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Abstract

The ability to endow 3D models of indoor scenes with semantic information is an integral part of embodied agents performing tasks such as target-driven navigation, object search, and object rearrangement. We propose RegConsist, a method for environment-specific self-supervised pre-training of a semantic segmentation model that exploits the ability of the mobile robot to move and register multiple views in the environment. Using the spatial and temporal consistency cues used for pixel association and a novel efficient region matching approach, we present a variant of contrastive learning to train a DCNN model for predicting semantic segmentation from RGB views in the environment where the agent operates. The approach introduces different strategies for sampling individual pixel pairs from associated regions in overlapping views and an efficient region association method and yields a more robust and better-performing pre-trained model when fine-tuned with a low amount of labeled data. RegConsist outperforms other self-supervised methods that pre-train on single view images and achieves competitive performance with models which are pre-trained for exactly the same task but on a different and larger dataset. We also perform various ablation studies to analyze and demonstrate the efficacy of our proposed method.

1. Introduction

Semantic segmentation has been used extensively for both semantic mapping [5] and also as input representation for training policies for embodied agents (e.g., policies for target driven or point goal navigation) that rely on visual perception [6,16]. Training semantic segmentation model for a particular environment requires a large amount of per-pixel annotations [51] that is very costly and laborious to obtain.

In this work, we explore the ability of the agent to move around and capture large amounts of visual data, estimate ego-motion, and establish correspondences between multiple views of the same scene. The agent is free to gather information, possibly with informative exploration strategies for sampling individual pixel pairs from associated regions in overlapping views and an efficient region association method and yields a more robust and better-performing pre-trained model when fine-tuned with a low amount of labeled data. RegConsist outperforms other self-supervised methods that pre-train on single view images and achieves competitive performance with models which are pre-trained for exactly the same task but on a different and larger dataset. We also perform various ablation studies to analyze and demonstrate the efficacy of our proposed method.

1. Introduction

Semantic segmentation has been used extensively for both semantic mapping [5] and also as input representation for training policies for embodied agents (e.g., policies for target driven or point goal navigation) that rely on visual perception [6,16]. Training semantic segmentation model for a particular environment requires a large amount of per-pixel annotations [51] that is very costly and laborious to obtain.

In this work, we explore the ability of the agent to move around and capture large amounts of visual data, estimate ego-motion, and establish correspondences between multiple views of the same scene. The agent is free to gather information, possibly with informative exploration strategies [6,7,28], viewing the objects from vastly different viewpoints, under environment specific occlusions. We propose to use these corresponding views for self-supervised contrastive pre-training of an environment-specific semantic segmentation model.

We assume that within a single traversal path, the environment remains static, and with the availability of motion and 3D structure estimates it is possible to associate pixels and image regions across widely separated views. Similarly, regions can be computed using various class agnostic segmentation methods such as the efficient graph-based segmentation [15]. The proposed approach RegConsist exploits point and region correspondences between multiple views for generating positive examples for contrastive learning framework. We also develop an efficient region matching approach for computing pixel-IoU of class agnostic regions between two overlapping views in linear computation time. The efficacy of our method is shown on Replica [39], AVD [2] and HM3D [36] datasets both qualitatively and quantitatively while using as low as 5% of the annotated data. We perform extensive ablation studies of our method’s performance and compare it with alternative single view based self-supervised pre-training methods and models trained on relevant labeled datasets.

2. Related Work

In the past, supervised learning had been the dominant method for pre-training representations useful for downstream tasks in computer vision. Recently, self-supervised learning has emerged as a superior alternative requiring no human-annotated labels. The existing methods typically use various pretext tasks on unlabeled data including masked image modeling [20], object mask prediction [25], instance discrimination [44] and others. These tasks provide objectives to embed semantically similar inputs closer in the embedding space using contrastive learning [4,11,18,47].

Instance discrimination [44] pretext task introduced for contrastive learning considers each image as a separate class. Various enhancements for this baseline method have been introduced [9–11,17,21]. More recent methods employ redundancy reduction [47] and covariance regularization [4] which remove the need for large batches and asym-
Figure 1. Our proposed method. The segmentation model (DeepLabV3+ [8]) separately processes two views that capture the same part of the environment. Positive pairs are sampled across the two views. Using temporal consistency, we match corresponding points (pixels) from the two views. Regions are estimated for each view separately (yellow in $I_1$ and red in $I_2$) using an unsupervised segmentation method [15]. Using spatial consistency, highly overlapping regions across the views (in $I_2$, the red region with dotted yellow region projected from $I_1$) are paired. Positive pixel pairs are also sampled from matched regions. Features from paired points and regions are aligned using Barlow Twins loss [47]. Best viewed in color.

Problems such as object detection and semantic segmentation require disambiguation of features at a finer level for bounding box and per pixel predictions respectively calling for different strategies for selecting training examples. PixPro [45] follows SimSiam [11] like training but at the pixel level, where pixels with features that have low cosine distance from each other are chosen as positive pairs. Zhang et al. [48] sample positive pixel pairs within regions obtained by k-means clustering of the initial features; however, to perform well, their model requires clustering in supervised feature representation which is not feasible with a lack of labeled data. PLRC [3] circumvent the need to find regions by dividing the image into a fixed grid where each square grid cell is considered a separate region. DetCon [24] and SoCo [43] both learn over regions obtained through unsupervised bottom-up segmentation methods such as [15, 41] to pre-train object detection models. Our approach also considers pixel and region-level supervision but with regions associated with overlapping views inside the indoor scene.

In settings where motion or multiple views are available, the ability to associate and track objects between multiple views has been used as a source of supervision. Mitash et al. [32] train detectors in simulation and improve them on real unlabeled data, where scenes are observed from different viewpoints; SSOD [34], use contrastive learning followed by clustering on object proposals for object discovery and subsequent fine-tuning of the object detector trained on COCO. We instead focus on semantic segmentation and learning in a specific environment without the need to fine-tune and overcome biases of existing models.

Alternatively, the problem can be tackled using a model trained in a particular domain (say indoor environments), followed by domain adaptation [26]. Since different instances of the environments vary in the encountered labels only the shared subset of semantic labels can be transferred. The majority of unsupervised or self-supervised domain adaptation approaches have been tested in the autonomous driving domain, with a more limited and shared number of classes, using single view approaches, exhibiting smaller view-point variations and less challenging occlusions [40, 46, 49].

Our work is most closely related to the efforts of self-supervised learning for object detection [14, 34] that also uses multiple views and their association to guide the training. We extend these ideas to dense pixel-level prediction tasks such as semantic segmentation however, unlike them, we use an unsupervised segmentation [15] method, so no training is required to obtain the regions. We demonstrate
the approach in challenging indoor scenes with large variations in appearance due to viewpoint, occlusions, and lighting.

3. Method

We assume the availability of multiple registered images and their associated depth maps captured from different locations in a specific indoor environment with significant overlap. This can be achieved with RGB-D sensors, 3D structure and motion estimation techniques [31] or suitable SLAM approach [5]. We demonstrate how these images can be used for self-supervised pre-training of a semantic segmentation model. The goal is to make the model perform well inside this specific indoor environment with limited annotations. To instantiate a self-supervised learning approach for semantic segmentation we propose 

**Reg-Consist** (Region Consistency), a method for temporal and spatial alignment of pixels and 2D regions across overlapping views that forms a basic building block for generation of positive training examples for contrastive learning.

We use the (non-learning) efficient graph-based segmentation method [15] to obtain the regions but any class-agnostic segmentation approach can be used.

3.1. Spatial and Temporal Consistency

Let $I_1$ and $I_2$ be a pair of images taken inside the fixed indoor environment. Assuming the availability of known intrinsic and extrinsic camera parameters and depth, we can associate the pixels in the overlapping views of the same scene using (1).

$$T_{1 \to 2}(I_1) = \{K(T_2^{-1}(T_1(K^{-1}(X)))) \in X \in I_1\}$$

where, $K$ is the intrinsic parameters of the camera, $T_i = \{R_i | t_i\}$ is the camera pose for the image $I_i$ having rotation $R_i$ and translation $t_i$ with respect to a fixed coordinate system. $X$ represents the 3D coordinate of the 2D pixel $x$ in the image along with its known depth. Temporal consistency refers to the fact that corresponding pixels $x^1$ and $x^2$ that are projections of the same 3D point will have the same semantic label. Let $S_i = \{(x^1_i, x^2_i)\}$ be the set of all such positive pairs. The learning objective should enforce their features to be aligned across the views. The positive corresponding pixel pairs obtained from neighboring views, while easier to match, look quite similar and do not provide a strong signal for training the model. We instead match pixels belonging to corresponding regions from image pairs that are further apart yet have overlapping views to get more varied pairs. Regions can be obtained using unsupervised segmentation methods such as the efficient graph-based segmentation method [15] which we use, similar to DetCon [24].

3.2. Region Matching

Here, we overload $I$ to mean both the RGB image and its bottom-up segmentation with regions having unique class agnostic region labels. We project image $I_1$ to image $I_2$ to get the projected image $I'_2$ using equation 1. $I'_2$ contains same region labels as $I_1$ but projected to the coordinate frame of $I_2$. Since regions are independently computed in each image, some regions/pixels in $I'_2$ are not perfectly aligned with those in $I_2$. For example, in Figure 1, the red boundary region in image $I_2$ best aligns with the yellow dotted region projected from $I_1$ but they are not perfectly aligned. Similar examples can be found in Figure 2.

We find the intersection over union (pixel IoU) between regions in $I_2$ and in $I'_2$ and consider those above a threshold $IoU_{\tau}$ a match. The brute force approach to calculate the pixel IoU is to iterate over each region from regions $\{r^1_i\}_{i=1}^{R_1}$ in $I_1$, $I'_2$ and match it to regions $\{r^2_j\}_{j=1}^{R_2}$ in $I_2$. This naive approach takes $O(R_1 R_2 N^2)$ time because finding a mask for each of the $R_1$ and $R_2$ regions takes $O(N)$ time each, where $N$ is the number of pixels in the two images. This is extremely slow to calculate in each iteration during pre-training and hampers training speed. Therefore we devise a new algorithm to calculate the class agnostic pixel IoU in $O(N)$ time using a pairing function, $\pi$. A pairing function $\pi : \mathbb{Z}^+ \times \mathbb{Z}^+ \rightarrow \mathbb{Z}^+$ is a reversible bijective function that maps non-negative integers $(x, y)$ to a unique integer $z$. We use the Cantor pairing function $\pi$ and its inverse $\pi^{-1}$ that can be computed in $O(1)$ time for an input number-pair and $O(N)$ for the image-pair. The specific form of the function, toy example and detailed pseudo-code can be found in the supplementary material.
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Figure 2. Example of projection from Replica [39] dataset. RGB images on top row and their unsupervised segments on the bottom row. $I'_2$ is obtained by projecting $I_1$ to $I_2$. Regions in $I_2$ and $I'_2$ do not perfectly align, so IoU calculation is required to choose highly overlapping regions.
3.3. Pixel Pair Sampling and Matching

Given the region matching approach described above, we can now select the regions with large IoU threshold and sample their pixels as positive training examples. While using all positive pairs from Section 3.1 is possible, it is not efficient. So, we sub-sample pixel pairs in each batch. The first step is to sample a pixel \( x_i^p \) from \( I_1 \). Then, the second step is to match it to a viable positive \( x_i^q \) from \( I_2 \).

**Sampling.** In random sampling, the pixel \( x_i^p \) is sampled uniformly from the whole image \( I_1 \). In balanced sampling the pixel \( x_i^p \) is sampled uniformly from each region \( R_1 \) in \( I_1 \). This guarantees that each region has the same number of pixels sampled from it unlike in random sampling where it is proportional to the size of the regions.

**Matching.** Once the first pixel in the pair has been sampled from a view \( I_1 \), we need to match it with a positive pixel from \( I_2 \). In exact matching, we match the \( x_i^q \) with pixel \( x_j^q \) which is the exact correspondence that satisfies Equation (1). This is the same as using only temporal consistency as explained in Section 3.1. To get variability between the pixels in the positive-pair, in region matching, we match \( x_i^p \in R_1 \) with \( x_i^q \) sampled uniformly from each region \( R_2 \). This is the same as using spatial consistency as explained in Section 3.1.

3.4. Losses

We use Barlow Twins loss [47] for pre-training the models because of its simplicity, memory efficiency, and demonstrated effectiveness even with relatively smaller batch sizes compared to other approaches. Let \( F = [f^{(1)}, f^{(2)}, \ldots, f^{(B)}] \) be the features which need to be aligned with features \( G = [g^{(1)}, g^{(2)}, \ldots, g^{(B)}] \) element-wise, i.e each pair \( (f^{(b)}, g^{(b)}) \) is a positive pair and \( B \) is the batch size. The Barlow Twins loss is then given by equation (2).

\[
L_{barlow} = \frac{1}{2}I(1 - C_{ij})^2 + \lambda \sum_{i \neq j} C_{ij} \tag{2}
\]

where \( C \) is the cross-correlation matrix computed between \( F \) and \( G \) and each of its elements \( C_{ij} \) is cross-correlation between \( f^{(i)} \) and \( g^{(j)} \). The first term in the loss aligns each input feature-pairs \( (f^{(b)}, g^{(b)}) \) while the second term minimizes the redundancy between each dimension of the features. We use three types of positive pairs and calculate each of their losses separately. In pixel loss \( L_{pix} \), we use \( B_{pix} \), batch of pixel-pairs obtained via temporal consistency. This is same as random sampling with exact matching as explained in section 3.3. In region loss \( L_{reg} \), the loss is calculated over \( B_{reg} \), batch of pixel-pairs from matched regions. Finally, in pool loss \( L_{pool} \), in order to align features of regions as a whole, we adopt masked feature pooling of regions similar to DetCon [24] to match \( B_{pool} \) region pairs.

The total loss \( L \) is obtained by summing all three losses

\[
L = L_{pix} + L_{reg} + L_{pool} \tag{3}
\]

The \( L_{reg} \) loss aligns pixels from overlapping regions of varied views while \( L_{pool} \) loss helps to align the features of the overlapping regions as a whole. The \( L_{pix} \) loss works on exact correspondences so, it helps to mitigate the noise from matching regions of possible different categories in the other two losses. When using selected labeled images in the fine-tuning phase, we use focal loss [29] to train the models.

4. Experiments

We perform our experiments on Replica dataset [39], Active Vision Dataset (AVD) [2] and Habitat-Matterport 3D (HM3D) [36]. AVD is a real-world dataset that consists of scenes from different apartments. Each scene contains images taken by a robot in a grid-like manner and a few of the images are annotated. We use Home_006_1 which contains 2412 images among which 43 images are annotated. Replica is a photo-realistic dataset that consists of indoor environments. HM3D is also a photo-realistic dataset similar to Replica but with more 3D reconstruction artifacts. The datasets contain ground-truth depth as well as intrinsic and extrinsic parameters of the camera. Since AVD and HM3D contain more noise, we start with the Replica dataset to validate our approach and demonstrate that it also works for the other two datasets. Unless otherwise stated, we experiment on frl_apartment_1 scene from Replica and 00820-mL8ThkuaVTM scene from HM3D. We use the Habitat simulator [38] to move the agent in the environment and generate views similar to AVD. Exact details on the data generation can be found in the supplemental materials. Examples of images can be seen in Figure 3.

We heuristically sample informative pairs of images, by considering uniformly sampled views on a grid and selecting neighboring views with varying degrees of overlap as characterized by the Intersection over Union (IoU) measure. The view pairs with IoU in the range of \([IoU_1, IoU_2]\) are selected for training. This sampling process reduces computation during training as it needs only be done once per environment for all the experiments. More details about view generation and view-pair selection can be found in the supplemental materials. To compare our pre-training method with the model pre-trained on the semantic segmentation dataset, we use ADE20K dataset [51, 52]. The class labels from Replica and AVD are both separately mapped to those in the ADE20K dataset resulting in 52 and 66 classes respectively. We discard classes that do not have an unambiguous overlap. The exact mappings can be found in the supplemental materials. For HM3D, its default classes are used.
this same architecture but with randomly initialized weights a mIoU of 39.8 in the ADE20K validation set. We use for semantic segmentation for 200 epochs which reaches section on the ImageNet-1K dataset [12]. DeepLabV3+ [8] is a special Pytorch library which was trained for image classification. The ResNet50 weights are loaded from the official Pytorch library.

Similar to [43], we pre-train the whole model excluding the final layer similar to [1]. All weights are randomly initialized by default.

**Pre-training.** We use a batch size of 16 image pairs. In each batch, we sample $B_{pix} = 81920$ batch of pixel-pairs for loss $L_{pix}$ and $B_{reg} = 81920$ for loss $L_{reg}$ while $B_{pool}$ is left unbound to include all region pairs with IoU overlap above $IoU_r = 0.2$. To generate regions, we use the efficient graph-based segmentation method [15] with $scale = 85$ and $\sigma = 2000$. We obtain this value by generating segments with different hyper-parameters and empirically observing the segments on a handful of images from the Replica dataset. We use this default value for all other datasets. We take the output before the final layer as the feature to calculate our loss. We resize the feature map to the original input resolution using bilinear interpolation before projecting and matching across views. We use pixel IoU thresholds of $[IoU_1, IoU_2] = [0.3, 0.7]$ to get the overlapping image-pairs. We use the same augmentations for $I_1$ and $I_2$ as in [47] and $\lambda = 0.005$. To make pre-training more stable, we use a norm gradient clipping of 5 when using Barlow Twins loss. We use a learning rate of 0.01 with a cosine decay scheduler [30] without restarts. We pre-train for 20K iterations and also try 50K iterations (2.5x) schedules for Replica to compare with others. We use a learning rate warm-up period of 5% of total training iterations. We use a single V100 GPU on which 20K iterations take approximately 8 hours for the Replica dataset. Similar to [43], we pre-train the whole model excluding the final classification layer.

**Baselines.** The ResNet50 weights are loaded from the official Pytorch library which was trained for image classification on the ImageNet-1K dataset [12]. DeepLabV3+ [8] is our implementation trained on the ADE20K dataset [51, 52] for semantic segmentation for 200 epochs which reaches a mIoU of 39.8 in the ADE20K validation set. We use this same architecture but with randomly initialized weights for our approach. Baseline self-supervised methods Mo-Cov2 [10], SimSiam [11], PixPro [45] and PLRC [3] work on two augmented versions of the same image and trained in this manner. Owing to their large memory and batch-size requirements, these baselines are pre-trained on a single 80 GB A100 GPU. For a fairer comparison, following [22], we pre-train the self-supervised baselines for 1250 iteration (1x) and 3125 iteration (2.5x) schedules. The number of images seen by these models for 1x and 2.5x are 320K (256 x 1250) and 800K (256 x 3125) respectively, same as ours 320K (16 x 20K) and 800K (16 x 50K) images. The baselines take dramatically longer hours to train if the same number of iterations as ours are used and are computationally restrictive to perform. We also use our own version of DetCon [24] which is also trained using Barlow Twins loss and using our default hyper-parameters.

**Fine-tuning.** For fine-tuning, we use ground truth annotation from 5% of all the images in the pre-trained Replica scene and HM3D scene resulting in 16 and 30 images respectively. For AVD, we create 2 sub-datasets. We label 43 of the 2412 images from the chosen scene in AVD. In AVD-easy and AVD-hard, we fine-tune on 38 and 24 labeled images respectively. For evaluation, the model for each of the specific scenes is evaluated on the remaining labeled images from the scene. For a fair comparison, we use the same set of images for training and testing across all the methods in the experiments and use a learning rate of 0.01 with a polynomial scheduler for 20K iterations and a weight decay of $5e^{-4}$ for all models.

**Supervised Pre-training** To get an upper bound of our approach, we assume ground truth labels are available during pre-training such that each region exactly overlaps a single class in the environment. This is followed by our default fine-tuning. The results are shown in Table 1. The models that use random sampling are the worst performing models. We hypothesize their poor performance is due to inherent class imbalance in indoor environments with more pixels being sampled from the classes with large extent (e.g., walls, floors) that dominate the smaller ones. In region matching, the class imbalance is further enhanced with more regions coming from larger classes. Balanced sampling mitigates this problem. Region matching is better in balanced sampling because the positive pixel-pairs capture more variability compared to exact matching which may look very similar, especially across images captured from close locations. Matching pixels across regions does not require exact correspondences and allows us to sample more positive pixels-pairs within a batch.

### 4.2. Results

**Replica** We compare our RegConsist approach on the Replica dataset [39] with other supervised models and pre-training methods. The results are shown in Table 2. Our model performs the best, beating even the ADE20K super-

| Supervision | Sampling | Matching | mIoU  |
|-------------|----------|----------|-------|
| gt-labels   | random   | region   | 48.6  |
| gt-labels   | random   | exact    | 60.5  |
| gt-labels   | balanced | exact    | 61.2  |
| gt-labels   | balanced | region   | 73.4  |

Table 1. Supervised Pre-training on Replica [39] dataset. We pre-train the model assuming regions overlap with unique ground truth class labels to get an upper bound of our proposed approach.

### 4.1. Implementation Details

We use a DeeplabV3+ [8] with ResNet50 [23] backbones as our segmentation model as shown in Figure 1 and modify it by adding another Conv2D(256,256,1) layer before the final layer similar to [1]. All weights are randomly initialized by default.

We use a batch size of 16 image pairs. In each batch, we sample $B_{pix} = 81920$ batch of pixel-pairs for loss $L_{pix}$ and $B_{reg} = 81920$ for loss $L_{reg}$ while $B_{pool}$ is left unbound to include all region pairs with IoU overlap above $IoU_r = 0.2$. To generate regions, we use the efficient graph-based segmentation method [15] with $scale = 85$ and $\sigma = 2000$. We obtain this value by generating segments with different hyper-parameters and empirically observing the segments on a handful of images from the Replica dataset. We use this default value for all other datasets. We take the output before the final layer as the feature to calculate our loss. We resize the feature map to the original input resolution using bilinear interpolation before projecting and matching across views. We use pixel IoU thresholds of $[IoU_1, IoU_2] = [0.3, 0.7]$ to get the overlapping image-pairs. We use the same augmentations for $I_1$ and $I_2$ as in [47] and $\lambda = 0.005$. To make pre-training more stable, we use a norm gradient clipping of 5 when using Barlow Twins loss. We use a learning rate of 0.01 with a cosine decay scheduler [30] without restarts. We pre-train for 20K iterations and also try 50K iterations (2.5x) schedules for Replica to compare with others. We use a learning rate warm-up period of 5% of total training iterations. We use a single V100 GPU on which 20K iterations take approximately 8 hours for the Replica dataset. Similar to [43], we pre-train the whole model excluding the final classification layer.

**Baselines.** The ResNet50 weights are loaded from the official Pytorch library which was trained for image classification on the ImageNet-1K dataset [12]. DeepLabV3+ [8] is our implementation trained on the ADE20K dataset [51, 52] for semantic segmentation for 200 epochs which reaches a mIoU of 39.8 in the ADE20K validation set. We use this same architecture but with randomly initialized weights for our approach. Baseline self-supervised methods Mo-Cov2 [10], SimSiam [11], PixPro [45] and PLRC [3] work on two augmented versions of the same image and trained in this manner. Owing to their large memory and batch-size requirements, these baselines are pre-trained on a single 80 GB A100 GPU. For a fairer comparison, following [22], we pre-train the self-supervised baselines for 1250 iteration (1x) and 3125 iteration (2.5x) schedules. The number of images seen by these models for 1x and 2.5x are 320K (256 x 1250) and 800K (256 x 3125) respectively, same as ours 320K (16 x 20K) and 800K (16 x 50K) images. The baselines take dramatically longer hours to train if the same number of iterations as ours are used and are computationally restrictive to perform. We also use our own version of DetCon [24] which is also trained using Barlow Twins loss and using our default hyper-parameters.

**Fine-tuning.** For fine-tuning, we use ground truth annotation from 5% of all the images in the pre-trained Replica scene and HM3D scene resulting in 16 and 30 images respectively. For AVD, we create 2 sub-datasets. We label 43 of the 2412 images from the chosen scene in AVD. In AVD-easy and AVD-hard, we fine-tune on 38 and 24 labeled images respectively. For evaluation, the model for each of the specific scenes is evaluated on the remaining labeled images from the scene. For a fair comparison, we use the same set of images for training and testing across all the methods in the experiments and use a learning rate of 0.01 with a polynomial scheduler for 20K iterations and a weight decay of $5e^{-4}$ for all models.

**Supervised Pre-training** To get an upper bound of our approach, we assume ground truth labels are available during pre-training such that each region exactly overlaps a single class in the environment. This is followed by our default fine-tuning. The results are shown in Table 1. The models that use random sampling are the worst performing models. We hypothesize their poor performance is due to inherent class imbalance in indoor environments with more pixels being sampled from the classes with large extent (e.g., walls, floors) that dominate the smaller ones. In region matching, the class imbalance is further enhanced with more regions coming from larger classes. Balanced sampling mitigates this problem. Region matching is better in balanced sampling because the positive pixel-pairs capture more variability compared to exact matching which may look very similar, especially across images captured from close locations. Matching pixels across regions does not require exact correspondences and allows us to sample more positive pixels-pairs within a batch.

### 4.2. Results

**Replica** We compare our RegConsist approach on the Replica dataset [39] with other supervised models and pre-training methods. The results are shown in Table 2. Our model performs the best, beating even the ADE20K super-
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**Figure 3. Segmentation Results from our model on the respective datasets.** Dark pixels in ground truth and predictions are those without valid class labels. Best viewed digitally or in color.

| Method          | Dataset  | Pre-Training Settings | Supervision Level | Input Image(s) | mIoU (2.5x) |
|-----------------|----------|-----------------------|-------------------|----------------|-------------|
| Random          | –        | –                     | –                 | Single         | 40.5        |
| ResNet50 [23]   | ImageNet-1K | Classif.              | Single            | Single         | 55.9        |
| DeepLabV3+ [8]  | ADE20K   | Segment.              | Pixel             | Single         | 57.2        |
| MoCov2 [10]     | Replica  | Self                  | Image             | Single (x2)    | 40.0 (41.2) |
| SimSiam [11]    | Replica  | Self                  | Image             | Single (x2)    | 43.3 (44.8) |
| BarlowTwins [47]| Replica  | Self                  | Image             | Single (x2)    | 43.8 (37.8) |
| PixPro [45]     | Replica  | Self                  | Pixel             | Single (x2)    | 45.7 (46.4) |
| PLRC [3]        | Replica  | Self                  | Region            | Single (x2)    | 42.7 (42.5) |
| *DetCon* [24]   | Replica  | Self                  | Pixel             | Single (x2)    | 38.9 (38.5) |
| **RegConsist** (Ours) | Replica | Self                  | Pix. + Reg.       | View-pairs     | 59.7 (62.7) |

Table 2. Results on Replica dataset. Pre-trained models were fine-tuned on 5% of the images from the scene and evaluated on other 95% of the images. *DetCon* Barlow is our own implementation of DetCon [24] but using Barlow twins loss. For self-supervised pre-training methods, mIoU shown outside brackets are for 1x iterations and those inside are for 2.5x iterations of pre-training. In input image(s) column, *single*(x2) means the method uses two augmented versions of the same view while *view-pairs* means two overlapping views from the scene are used.

Among the self-supervised models, [45] is the best performing model, which is also trained on pixel-level supervision similar to ours. However, our model aligns pixel features (paired using temporal and spatial consistency) as well as pooled features of overlapping regions and beats other self-supervised baselines pre-trained on the same dataset. Furthermore, the model pre-trained with our approach using a 1x pre-training schedule beats even the 2.5x schedule pre-trained baselines.

**AVD** Similarly, we compare our method pre-trained on AVD dataset [2] with a randomly initialized model and a model supervised on ADE20K [52] dataset. From Table 3, we can see that AVD-easy is easy even for the random initialization but AVD-hard is more difficult. We observe that our method does not perform better than the ADE20K model on AVD-hard. We suspect that AVD and ADE20K share some similar characteristics (real world, indoor scenes) so ADE20K model is able to utilize its existing knowledge unlike in Replica. This bolsters our proposed method of pre-training the models on the same dataset, especially when the domain difference is large. Also unlike for Replica, the bottom-up region segmentation for AVD is not tuned for fairer comparison.

**HM3D** Similarly, we compare our method with a model...
Table 3. Results (mIoU) on AVD [2] and HM3D [36]. Model pre-trained using our approach (RegConsist) versus models initialized randomly (Random) and with supervised labels from ADE20K [52]. A small subset of images is used for fine-tuning each model while the remaining images from the scene are used for evaluation. All models are fine-tuned using the same images.

| method | AVD (easy) | AVD (hard) | HM3D |
|--------|------------|------------|------|
| Random | 66.7       | 49.1       | 41.2 |
| ADE20K | 69.3       | 69.1       | 49.8 |
| RegConsist | **69.5** | 64.8       | **51.1** |

Table 4. Effect of using different combination of the three losses. Each row represents a separate instance of our model where only the respective losses are used.

| $\mathcal{L}_{\text{pix}}$ | $\mathcal{L}_{\text{reg}}$ | $\mathcal{L}_{\text{pool}}$ | mIoU  |
|----------------|----------------|----------------|-------|
| ✓              | ✓              |               | 52.4  |
| ✓              |               | ✓             | 57.2  |
| ✓              | ✓              | ✓             | 58.4  |
| ✓              | ✓              | ✓             | 58.8  |
| ✓              | ✓              | ✓             | 58.5  |
| ✓              | ✓              | ✓             | 59.7  |

Table 5. Number of Labeled Images. Increasing number of images on which the models are fine-tuned.

| labeled images (%) | labeled images (count) | ADE20K | RegConsist (Ours) |
|--------------------|------------------------|--------|-------------------|
| 5%                 | 16                     | 59.2   | **62.7**          |
| 10%                | 32                     | 67.2   | **67.8**          |
| 20%                | 64                     | 76.8   | **77.3**          |
| 30%                | 96                     | 80.1   | **80.5**          |

randomly initialized and a model supervised on ADE20K [52]. From Table 3, we can see that, unlike Replica, we do not map HM3D classes to ADE20K. So, the ADE20K supervised model has a harder time learning newer classes. This demonstrates a more realistic scenario where classes do not overlap between existing models and the target dataset.

4.3. Ablations

We present a detailed ablation study on the contribution of different loss terms, the effect of the pixel batch size, the number of labeled examples, and the sensitivity of IoU threshold in our ablations experiments. All ablation experiments are performed on Replica [39] dataset with default hyper-parameters unless otherwise stated.

**Losses Contribution.** We try pre-training the model by using different combinations of the three losses $\mathcal{L}_{\text{pix}}$, $\mathcal{L}_{\text{reg}}$ and $\mathcal{L}_{\text{pool}}$, taking one combination at a time. This is followed by our default fine-tuning regime. Results are shown in Table 4. We observe that using only $\mathcal{L}_{\text{pix}}$ i.e. matching the exact corresponding pixels based on temporal consistency is the worst. Such positive pixel pairs are very similar to each other and do not possess enough variability to learn about regions. Both $\mathcal{L}_{\text{reg}}$ and $\mathcal{L}_{\text{pool}}$ losses individually perform better than $\mathcal{L}_{\text{pix}}$. Using a combination of any two of the losses is better than using only individual loss. Best performance is achieved when using all three losses together, surpassing all other combinations of losses. This shows that all three losses contribute to the performance of the model.

**Pixel Batch Size.** We experiment by changing the batch sizes of pixel pairs $B_{\text{pix}}$ and $B_{\text{reg}}$ we use in $\mathcal{L}_{\text{pix}}$ and $\mathcal{L}_{\text{reg}}$ when using each of the losses separately for each experiment. The results are shown in Figure 4. $\mathcal{L}_{\text{reg}}$ benefits from the increase in a batch size of pixels (reg in figure). For $\mathcal{L}_{\text{pix}}$ we perform random sampling between all temporal correspondences available by default (pix-random). Alternatively, we can choose the pairs that have a high cosine distance between their pixel features (pix-cosine). We found that using cosine distance for sampling is worse, especially for smaller batch sizes. We conjecture learning from only hard samples is a difficult task. When using larger $B_{\text{pix}}$ values, however, both pixel sampling methods work almost equally well as there is a good mixture of hard and easy pairs.

**Number of Labeled examples.** We experiment by changing the number of labeled images used for fine-tuning. We fine-tune for 80K iterations instead of 20K. The results are shown in table 5. As can be seen, our method performs better than the ADE20K supervised model in every case. The performance gap decreases as more labeled images are available. This shows that our model is more suited when the number of annotations is low.

**Image IoU Threshold.** To prove our hypothesis that varied image pairs $(I_1, I_2)$ are better than the ones where they are taken from similar location and pose, we try using a differ-
different range of IoU thresholds $[\text{IoU}_l, \text{IoU}_h]$ when selecting the $(I_1, I_2)$ image pairs (not regions) for pre-training. We follow this by fine-tuning for 80K iterations. From Figure 5, we can see that threshold $[7, 9]$ produces the worst result of 54.4 because the image-pairs $(I_1, I_2)$ in this range overlap highly with each other meaning they were obtained from very similar poses of the camera. We find that threshold $[3, 7]$ produces the best results which shows that it is important to keep a balance between similar and dissimilar view pairs.

4.4. Discussion

The proposed method requires diverse pairs of overlapping views for effective self-supervision as demonstrated in the ablation studies. During the pre-training stage, the training data is gathered through the association of pixels across these diverse views from the specific environment. At the moment, we have achieved this by assuming the availability of camera poses and depth maps for ease of training and evaluation. This assumption can be relaxed by having alternate methods for computing correspondences between the views. The training data is collected and registered off-line, so, integration with on-line mapping and exploration strategies would enhance the applicability of our approach.

While Replica and HM3D datasets, have almost perfect depth and camera pose measurements, in the real world, these measurements are more prone to errors. Such errors can be encountered in the AVD dataset where COLMAP (a state-of-the-art SLAM system) is used. Due to these errors, the gathered training data may contain wrong pixel/region association. Nevertheless, our proposed method works in all three datasets, including AVD, which demonstrates that few incorrect associations can be mitigated by enough correct associations.

The performance of the model depends on the quality of the class agnostic regions being used. The quality of such regions can be improved by using more recent class-agnostic segmentation methods such as the learning-based bottom-up segmentation model (SAM) [27]. There are also approaches [37, 50] which can be utilized for scene completion to further gather labeling data. These approaches are complementary to our approach as they are tailored towards gathering more labels while we are proposing a method to learn better representation for the semantic segmentation model in the low data regime through self-supervised pre-training.

5. Conclusion

We have demonstrated the effectiveness of self-supervised pre-training for semantic segmentation models in an indoor environment by exploiting spatial and temporal consistency between overlapping views. The method exploits the ability to register neighboring views of an indoor scene and uses efficient generation of positive training examples for a contrastive learning framework using unsupervised segmentation approaches. The proposed approach was validated through several experiments and ablation studies, demonstrating the effects of different choices of sampling strategies, amounts of labeled data and comparing with other self-supervised approaches. We also demonstrate that our approach allows the agent to learn as well as a supervised model trained on labeled images from a similar dataset. The assumption of the availability of such relevant labeled data is not always valid and we argue that our approach is especially beneficial in such scenarios.
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