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Swimming in curved spacetime is a phenomenon in which free bodies in curved spacetimes are able to propel themselves by performing cyclic internal motions. Most surprisingly, it has been suggested that, in the limit of fast cycles, the effective motion would not depend on the rapidity of the internal motions but only on the sequence of shapes assumed by the body, just like a swimmer in a nonturbulent viscous fluid. Since a rigorous treatment of this problem was still missing, in this paper we present a general, covariant theory of swimming in curved spacetime. We show that the effect can indeed take place, but it only displays this geometric-phase character in special circumstances (even within the limit of fast cycles). Our methods are fairly general, providing a technique to study the motion of free small articulated bodies in general relativity by mapping the problem to an analogue in special relativity.

I. INTRODUCTION

Swimming in curved spacetime is a phenomenon where small bodies evolving freely in curved spacetimes appear to be able to propel themselves, by performing fast cyclic internal motions, in a “non-dynamical” manner [1]. More precisely, the resulting motion would depend only on the sequence of conformational changes of the body and not on how fast they are performed, similarly to the motion of a swimmer in a fluid at low Reynolds numbers [2]. But a rigorous general treatment of this problem, consistent with general relativity, was still missing. The main goal of this paper is then to fill this gap.

The problem of interest consists of describing the trajectory of a light, small, articulated body, performing a given sequence of internal motions, in a curved spacetime. The body is light so that it can be regarded as a test body in a fixed background spacetime, it is small in comparison to the length scale over which the curvature varies, and it is articulated in the sense that it can adjust its shape in a controlled manner (say, it has a couple of arms which can be willfully stretched or waved). In order to solve this problem we employ the theory of dynamics developed by Dixon [4–6]. Dixon’s formalism has the valuable property of being automatically consistent with the fundamental conservation equation $\nabla_a T^{ab} = 0$ of general relativity, which is directly implemented into the formalism from the very beginning. In addition, the equations of motion are given in a convenient multipole-expansion form which makes clear how the overall motion is affected by different orders in $l/r$, where $l$ is the (spatial) length scale of the body and $r$ is the characteristic (spatial) length scale that the gravitational field varies.

We will divide this paper into four sections, beginning with a succinct review of Dixon’s formalism, which will be the basis for the subsequent developments. Next, we deduce from Dixon’s equations an approximate equation for the trajectory of the center of mass of a general “small” body, in terms of the net gravitational force and torque acting on it. Basically we shall find expressions for the velocity of the center of mass of the body, correct up to order $(l/r)^3$, so that we may keep only terms up to octupole order in the expressions for the force and torque. Then, we proceed to discuss a convenient manner to prescribe the quadrupole and octupole moments, based on a local correspondence to a flat spacetime. Finally, considering the equations for the trajectory of the body, we are able to formally study the effective dynamics induced by fast cyclic internal motions. With the general formalism established, we proceed to analyze a regime suitable for “swimming at low Reynolds number”, showing that although the effect can take place, it is limited to specific scenarios (which does not mean that bodies are generally incapable of propelling themselves by performing swimming-like internal motions, but only that the resulting motion is typically not described by a geometric phase). In Appendix A we show how to apply the formalism to a concrete example, putting our theory to the test. This paper is supplementary to [3], where a summary of these results are presented.

We use Latin letters for abstract tensor indices and Greek letters for tensor components in a basis. The curvature tensor is defined by $(\nabla_a \nabla_b - \nabla_b \nabla_a) \omega_c = -R_{abc}^d \omega_d$, and the Ricci tensor and scalar curvature are respectively defined by $R_{ac} = -R_{abc}^b$ and $R = R_a^a$. The signature of the metric is $(+,−,−,−)$ and the system of units is such that $c = G = 1$.

II. DIXON’S FORMALISM, A SHORT SUMMARY

In a series of papers published in the 70’s [4–6], W. G. Dixon developed a formal theory to describe the dynamics of extended bodies in general relativity, in an explicitly covariant way. This section is dedicated to review (in
a rather compressed way) the main results of his theory

Let $T^{ab}$ be the stress-energy tensor of the body under consideration, assumed to be conserved (i.e., $\nabla_a T^{ab} = 0$), and define the world-tube $W$ of the body as the support of $T^{ab}$. Then, under reasonable assumptions about $T^{ab}$ and somewhat weak conditions on the “strength” of the gravitational field [9], the following general results hold:

(i) At any point $x \in W$, there is a unique time-like, future-pointing, unit vector $n^a = n^a(x)$ such that the linear momentum $p^a = p^a(x, n)$ of the body (properly defined [4] with respect to $x$ and $n^a$) is entirely in the direction of $n^a$. In essence, this means that there is a (unique) family of observers (those with four-velocity $u^a = n^a$) according to whom the total spatial momentum of the body is zero. In addition, at each point $x \in W$, there is a natural definition for the angular momentum $S^{kl} = S^{[kl]} = S^{kl}(x, n)$ of the body;

(ii) There is a unique, covariantly defined, time-like curve $z(s)$, contained in the convex hull of $W$, which can be consistently identified as the world-line of the center of mass of the body (here $s$ is the proper time along this world-line). More specifically, it is defined as the set of points $z$ which satisfy $p_a(z, n(z))S^{kl}(z, n(z)) = 0$. It is worth mentioning that the tangent vector to this curve at $z(s)$, $v^a(s)$, is not, in general, parallel to $u^a(s) = n^a(z(s))$. We refer to $u^a$ and $v^a$ respectively as the dynamical and kinematical velocities of the body;

(iii) At each point $z(s)$ on the world-line of mass, there are also natural definitions for the (higher) multipole moments $J^{k_1 \cdots k_6 n^p q^r l^s}(s)$, $n \geq 0$, of the body [3]. The set of tensors $\{p^a, K^{kl}\} \cup \{J^{k_1 \cdots k_6 n^p q^r l^s}; n \geq 0\}$ depends, at each $s$, only on the restriction of $T^{ab}$ to $W \cap \Sigma(s)$, where $\Sigma(s)$ is the space-like surface generated by all geodesics starting at $z(s)$ orthogonal to $u^k(s)$. Conversely, if the tensors in this set are given for all $s$, then $T^{ab}$ can be completely reconstructed;

(iv) The conservation equation $\nabla_a T^{ab} = 0$ can be translated into only two dynamical equations for the linear and angular momenta

$$\frac{\delta p^k}{ds} = F^k,$$
$$\frac{\delta S^{kl}}{ds} = 2p^{[k|v]|l} + Q^{kl},$$

where $\delta/\partial s := v^k \nabla_k$ is the covariant derivative operator along $z(s)$, and $F^k$ and $Q^{kl}$ are respectively called the gravitational force and torque acting on the body (and they can be expressed in terms of couplings between the Riemann curvature tensor or its derivatives and the multipole moments);

(v) The proper mass of the body, $M$, is defined as the scalar in the expression $p^k = M u^k$. If $\delta_{klqr}$ is the volume element of the spacetime (associated with the metric), then we define the spin vector of the body as $S_k = \frac{1}{2} \delta_{klqr} u^l S^{qr}$, and it satisfies

$$\frac{\delta S^k}{ds} = \frac{1}{2} \frac{\delta_{klqr}}{\partial s} F^l q^r + \frac{1}{M} u^k Q^{[lq]} u_q,$$

where $\delta^k = \delta^k/\partial s$ and the torque vector $Q^k$ is defined from $Q^{kl}$ similarly to the spin vector. Then, the misalignment between $u^k$ and $v^k$ is given by

$$u^{[k|v]|l} = \frac{1}{2M^2} \delta_{klqr} F^l q^r + \frac{1}{M} u^k Q^{[lq]} u_q,$$

where $F^k = (\delta^k_l - u^k u_l)F^l$. Note that this provides an equation for $u^k$ in terms of the linear momentum, spin, force and torque.

(vi) For each (if any) symmetry of the spacetime with generator $\xi^a$, there is a conserved dynamical quantity $\chi_\xi$ given by

$$\chi_\xi = p^k \xi_k + \frac{1}{2} S^{kl} \nabla_k \xi_l,$$

which can be seen as a version of Noether’s theorem.

(vii) For a spatially small test-body, one can keep only a few multipole terms in the expressions for the force and torque. Up to octupole order, they are

$$F^k = \frac{1}{6} S^{qr} R^k_{lqr} + \frac{1}{6} J^{qrw[|l} R_{qrwl} + \frac{1}{18} J^{qrw}[|l} R_{qrwl} + 3 (3 \nabla_q R_{qrlw} - 2 \nabla_l R_{qrwl}) + \nabla_q R_{qrlw} + \nabla_l R_{qrwl},$$
$$Q^{kl} = \frac{4}{3} J^{qrw[|l} R_{qrwl} + \nabla_q R_{qrlw} + \nabla_l R_{qrwl} ,$$

where $\delta^k = \delta^k/\partial s$ and the torque vector $Q^k$ is defined from $Q^{kl}$ similarly to the spin vector. Then, the misalignment between $u^k$ and $v^k$ is given by

$$u^{[k|v]|l} = \frac{1}{2M^2} \delta_{klqr} F^l q^r + \frac{1}{M} u^k Q^{[lq]} u_q,$$

where $F^k = (\delta^k_l - u^k u_l)F^l$. Note that this provides an equation for $u^k$ in terms of the linear momentum, spin, force and torque.

(vi) For each (if any) symmetry of the spacetime with generator $\xi^a$, there is a conserved dynamical quantity $\chi_\xi$ given by

$$\chi_\xi = p^k \xi_k + \frac{1}{2} S^{kl} \nabla_k \xi_l,$$

which can be seen as a version of Noether’s theorem.

(vii) For a spatially small test-body, one can keep only a few multipole terms in the expressions for the force and torque. Up to octupole order, they are

$$F^k = \frac{1}{6} S^{qr} R^k_{lqr} + \frac{1}{6} J^{qrw[|l} R_{qrwl} + \frac{1}{18} J^{qrw}[|l} R_{qrwl} + 3 (3 \nabla_q R_{qrlw} - 2 \nabla_l R_{qrwl}) + \nabla_q R_{qrlw} + \nabla_l R_{qrwl} ,$$

where $\delta^k = \delta^k/\partial s$ and the torque vector $Q^k$ is defined from $Q^{kl}$ similarly to the spin vector. Then, the misalignment between $u^k$ and $v^k$ is given by

$$u^{[k|v]|l} = \frac{1}{2M^2} \delta_{klqr} F^l q^r + \frac{1}{M} u^k Q^{[lq]} u_q,$$

where $F^k = (\delta^k_l - u^k u_l)F^l$. Note that this provides an equation for $u^k$ in terms of the linear momentum, spin, force and torque.
and we shall refer to the three terms in the expression for the force as, respectively, \( F_k^1 \) spin, \( F_k^{quad} \) and \( F_k^{octu} \), and to the two terms in the expression for the torque as, respectively, \( Q_k^{1l} \) and \( Q_k^{2l} \).

### III. OCTUPOLE-ORDER EQUATIONS OF MOTION

The problem of solving for the dynamical evolution of a finite body in general relativity can be formulated as an initial-value problem with Dixon’s equations. Hence, we shall assume that the initial position of the center of mass of the body \( z(s_0) \) is known, as well as the initial linear momentum \( p^k(s_0) \), the initial spin \( S^k(s_0) \), and the initial multipole moments \( J(s_0) \) (the indices are omitted). The worldline of the center of mass \( v^\mu(s) \) can be obtained algebraically from (3), in terms of other dynamical quantities like \( p^\mu \), \( S^\mu \) and the \( J^s \). This equation can then be solved in conjunction with (4), as long as we know how to evolve the \( J^s \). The most direct approach for determining the moments is to translate the internal laws governing the substances constituting the body into differential equations for the \( J^s \). In this case, depending on the order of the system of differential equations, the values of the \( J^s \) and the appropriate set of their time derivatives \( dJ^s/ds \), \( d^2J^s/ds^2 \), etc must be provided at \( s = s_0 \). We shall, nonetheless, adopt a different approach to specify the moments (see next section), significantly more appropriate for our purposes. In our description, we will find a way to evaluate the multipole moments as functions of the internal motions performed by the body. Thus, the internal motions (and the \( J^s \)) should be seen as part of the input of the problem, not the output.

Our task now is to find an explicit formula for the kinematical velocity \( v^k \) in terms of dynamical quantities like \( u^k \), the spin and the force and torque. This formula does not need to be exact, but it must be accurate up to order \((l/r)^3\). The motivation for assuming this degree of accuracy comes from \( i \) the fact that the swimming effect is expected to be observed at this order, and that \( ii \) the equations are still sufficiently simple and manageable (for instance, we can only keep terms up to octupole order in the equations of motion).

Let us briefly study the magnitudes, in orders of \( l/r \), of the various terms in the equations of motion. Typically, in a (normal) coordinate system centered at \( z(s) \), aligned with \( u^k(s) \), the components of the energy-momentum tensor \( T^\mu\nu \) have comparable magnitudes. The components of the multipole moments, in the same coordinate system, are usually \( 3 \) of the following orders of magnitude:

\[
p^\mu \sim M, \quad S^\mu\nu \sim Ml, \quad J^{\mu\nu} \sim M^2, \quad J^{\mu\nu\lambda\sigma} \sim M^3,
\]

where \( M = \sqrt{\rho p_k} \) is the total mass of the body and \( l \) is its characteristic (spatial) length scale (as measured over the hypersurfaces \( \Sigma(s) \) orthogonal to \( u^k \)). If it is possible to write the components of the curvature tensor and its first derivative as

\[
R_{\mu\nu\lambda\sigma} \sim \frac{k}{r^2}, \quad \nabla_{\rho}R_{\mu\nu\lambda\sigma} \sim \frac{k}{r^3},
\]

where \( k \) is some dimensionless factor (not necessarily constant) and \( r \) is some parameter with dimension of length (to be interpreted as the local radius of curvature), then each term in (7) has the respective order of magnitude

\[
F^\mu \sim \frac{kM}{r} \left( \frac{1}{r} \right) + \frac{kM}{r} \left( \frac{1}{r} \right)^2 + \frac{kM}{r} \left( \frac{1}{r} \right)^3,
\]

\[
Q^{\mu\nu} \sim kM \left( \frac{1}{r} \right)^2 + kM \left( \frac{1}{r} \right)^3,
\]

where the order-to-order separation, in the parameter \( l/r \), is evident.

In order to find the desired formula for \( u^k \), we first write

\[
u^k u^l = \epsilon^{klt}, \]

where \( \epsilon^{klt} \) is an anti-symmetric tensor corresponding to the right-hand side of equation (8). We see that it has order

\[
\epsilon^{\mu\nu} \sim k \left[ \left( \frac{l}{r} \right)^2 + \left( \frac{l}{r} \right)^3 + \left( \frac{l}{r} \right)^4 \right] + k \left[ \left( \frac{l}{r} \right)^2 + \left( \frac{l}{r} \right)^3 \right],
\]

where the first three terms come from the contraction of the force and spin (inside the square brackets we have, respectively, the spin-order, the quadrupole-order and the octupole-order force terms); and the last two terms come

---

4 The Newtonian analysis suggests that the swimming effect should be observed at order \((l/r)^2\). The analysis of the motion of a bipod moving freely on a spacetime with topology \( \mathbb{R} \times S^3 \) shows that the swimming propulsion can indeed be at this same order. The study of a tripod falling aligned with the radial direction of Schwarzschild spacetime, in a specific setup, yields that the propulsion caused by the internal motions takes place at order \((l/r)^3\) only.

5 Dixon’s equations have been used to study the motion of extended bodies in curved spacetimes, for example in [7, 8], but here we focus on the application to the swimming effect.

6 In the low “internal” velocities regime, some of these components can be much smaller than implied, so we can think of these magnitudes as upper bounds in the subsequent analysis.
from the torque contracted with the dynamical velocity (inside the square brackets we have, respectively, the quadrupole-order and the octupole-order torque terms). Thus, the tensor $\epsilon^{\mu \nu}$ is of order $(l/r)^2$ or higher.

Contracting $u^k v^l$ with $u_k$, and doing some approximations, we get

$$v^k u_k = 1 - 2\epsilon^{kl} \epsilon_{rt} u_k u^r + O(\epsilon^4),$$

where $O(\epsilon^4)$ represent terms that contain at least four factors of $\epsilon^{kl}$. Since we are only keeping terms up to order $(l/r)^3$, we can even neglect terms with two factors of $\epsilon^{kl}$, i.e., $O(\epsilon^2)$, obtaining

$$v^k \approx u^k + 2\epsilon^{lk} u_l = u^k + \frac{1}{M^2} S^{kl} F_l + \frac{1}{M} Q^{kl} u_l,$$ (12)

which is correct up to order $(l/r)^3$. It is interesting to note that if we evaluate $u^k v^l$ from this approximate formula for $v^i$, we obtain $\epsilon^{kl}$ exactly.

If the body were point-like and free, its worldline would be a geodesic of the spacetime and thus satisfy the geodesic equation $v^\nu \nabla_{\nu} v^k = 0$. However, since the body is not point-like, its worldline $\ell$ should satisfy a different equation, namely

$$v^\nu \nabla_{\nu} v^k = v^\nu \nabla_{\nu} u^k + v^\nu \nabla_{\nu} \left[ \frac{1}{M^2} S^{kl} F_l + \frac{1}{M} Q^{kl} u_l \right].$$ (13)

From equation (1) we obtain

$$v^l \nabla_l \delta^k = \frac{1}{M} (F^k - F^l u_l u^k) - \frac{3}{M^3} F_{vr} S^{kl} F_l + \frac{1}{M^2} Q^{kl} (2F_l - 3F_{vr} u_l) + \frac{1}{M^2} u^k Q^{lr} F_l u_r + \frac{1}{M^2} S^{kl} v^r \nabla_r F_l + \frac{1}{M} v^r \nabla_r Q^{kl} u_l,$$ (14)

which is the desired equation for the worldline of the body. Note that the terms involving two factors of force or a product of a force and a torque implicitly contain two factors of curvature, which contributes with the small factor of order $k^2/r^4$. Since we are dropping terms of this order, this equation can be simplified to

$$v^l \nabla_l \delta^k = \frac{1}{M} (F^k - F^l u_l u^k) + \frac{1}{M^2} S^{kl} v^r \nabla_r F_l + \frac{1}{M} v^r \nabla_r Q^{kl} u_l,$$ (15)

which contains a force term, a term with the spin and the time derivative of the force, and a term involving the time derivative of the torque. The order of magnitude of the last two terms, containing the time derivatives of the force and the torque, cannot be precisely evaluated yet as we still do not have a prescription to explicitly calculate the multipole moments. Therefore, before going further with the analysis of this equation, let us discuss a proposal to specify the multipole moments.

IV. PRESCRIPTION OF THE MULTipoLE MOMENTS

This section is devoted to introduce the core element of the covariant theory of swimming: the special manner to prescribe the multipole moments of the body. Considering equation (15) for the worldline of the center of mass of the body, we can see that all the information concerning its geometric shape and internal motions have to be fully encoded in the multipole moments.

The most straightforward manner to prescribe the multipole moments, as noted by Dixon in his papers, is to translate the internal differential equations governing the substances compounding the body into equations relating the multipole moments. For instance, Dixon discusses a reasonable definition for a rigid body in general relativity, where the components of the moments are assumed to be constant in a tetrad rotating in a way determined by the total spin of the body. In the general case, one could use the correspondence between the stress-energy tensor and the set of multipole moments, mentioned in item (iii) of section (II), to translate the dynamical differential equations from one description to the other. Since we are going to this correspondence in this section, let us write it explicitly below. The (higher) multipole moments are given, for $n \geq 0$, by

$$J_{k_1 \cdots k_n lqr} = \Upsilon_{k_1 \cdots k_n [l] [qr]} + \frac{1}{n + 1} \Pi_{k_1 \cdots k_n [l] [qr]} v^l,$$ (16)

where $\Upsilon$ and $\Pi$ are respectively given, for $n \geq 2$, by

$$\Upsilon_{k_1 \cdots k_n lqr} (s) = (-1)^n \int_{\Sigma(s)} \sigma^{k_1} \cdots \sigma^{k_n} \sigma^l a \sigma^q b T^{ab} w^c d\Sigma_c$$
$$\Pi_{k_1 \cdots k_n lqr} (s) = 2(-1)^n \int_{\Sigma(s)} \sigma^{k_1} \cdots \sigma^{k_n} \langle n \rangle \tau^{lqr} H_{ap} T^{ab} d\Sigma_b$$ (17)

where $\Upsilon_{k_1 \cdots k_n lqr} (s) = \Upsilon_{k_1 \cdots k_n lqr} (z(s))$ and $\Pi_{k_1 \cdots k_n lqr} (s)$ are tensors at $z(s)$. The integral run over $x \in \Sigma(s)$, with $d\Sigma_c$ being the vector-valued element of volume induced on $\Sigma(s)$. The stress-energy tensor $T^{ab}$ is based at $x$, and $w^a$ is any vector field such that $w^a \delta s$ carries $\Sigma(s)$ to $\Sigma(s + \delta s)$. The quantities $\sigma^k, \sigma^a, \sigma^q, H_{ap}$ and $\langle n \rangle \tau^{lqr}$ are bitensors, based at $(x, z(s))$, defined in Appendix A.

Note that we use a similar index convention for bitensors as for tensors, with the difference that for bitensors based at $(x, z)$ the first half of the alphabet (“$a, b, c, \ldots$” or “$\alpha, \beta, \gamma, \ldots$”) is reserved for indices at $x$ (first entry) and the second half of the alphabet (“$k, l, m, \ldots$” or “$\kappa, \lambda, \mu, \ldots$”) for indices at $z$ (second entry).

So, how exactly one should proceed to specify these moments in a particular situation? In the case of the swimming biped, for example, we could consider that a certain physical device is responsible for producing the desired internal movements. A simple realization is to consider a set of springs interconnecting the legs, so as to make them open or close as the springs oscillate; also,
the legs could be considered to be springs themselves, so that they would be stretching and shrinking in an oscillatory fashion. We would then have to provide a local, covariant description for these springs. However, even the simplest model (of locally Hookean spring\(^7\)) is described by highly involved differential equations. Moreover, an important drawback of this type of approach is that the internal motions are not easily controllable. That is, it would be a considerable effort to find which structural modifications (such as changing the position or stiffness of the springs) would have to be implemented, at each time, in order to make the body perform the desired sequence of internal motions.

Therefore, we shall look for an alternative approach to the prescription of the multipole moments, particularly one that allows us to directly provide the sequence of internal motions rather than the underlying mechanisms necessary to produce them. As proposed by Wisdom, we might assume that there is some ingeniously-designed device, continuously coupled along the whole extension of the body, that applies the exact amount of tension to each of its points such as to produce a formerly specified sequence of internal motions. One way to conceive this is to imagine that the problem is first solved theoretically to determine the required internal forces that should be applied to each point, then all the information is stored in the memory of microcomputers spread all over the body, which will tell the local mechanisms of the device how to act in order to apply the correct tensions once the body is actually released to swim. We shall not be too concerned with the engineering details of the swimming mechanisms, as we are only interested in the resulting dynamics of a body going through a sequence of shape changes.

The basis of the covariant theory of swimming is the realization that, if only \((l/r)^3\) order of precision is required in the equations of motion, then the quadrupole and octupole moments can be evaluated as if the neighboring spacetime were flat. This follows from the fact that curvature only affects the quadrupole and octupole moments at order \((l/r)^2\). Thus, since the lowest-order contribution to the equations of motion from these moments (that would come from their evaluation in a flat background) are already at order \((l/r)^2\), then curvature would only produce terms of order \((l/r)^4\) or higher in the equations of motion. Basically, we will treat the equations of motions perturbatively in the curvature, so that we first study the internal motions as if the spacetime were flat, computing the multipole moments accordingly, and then insert them into the Dixon’s equations of motion. It should be stressed that this procedure plays a role only in the translation from the description of the internal states of a body in terms of an energy-momentum tensor to the corresponding description in terms of the multipole moments.

Before going through the justification of this claim, let us consider the case where the spacetime is actually flat. In Minkowski spacetime the equations of motion reduce to

\[
\frac{\delta p^k}{ds} = 0, \\
\frac{\delta S^{kl}}{ds} = 0, \\
u^k v^l = 0, 
\]

which imply that the mass, the dynamical velocity and the spin are conserved. Also, since \(v^k = u^k\), the worldline of the center of mass \(\ell\) is a straight line (i.e., geodesic). The internal motions have only to satisfy the conservation equation

\[
\partial_a T^{ab} = 0, 
\]

where \(\partial_a\) is the derivative operator associated with any inertial (Cartesian) coordinate system.

In inertial (Cartesian) coordinates, the bitensors appearing in (17) become

\[
\sigma^\kappa = -(x^\kappa - z^\kappa) \\
\sigma^\alpha = -(z^\alpha - x^\alpha) \tag{20}
\]

\[
\sigma_{\beta}^{\alpha} = \delta_{\beta}^{\alpha} \\
\sigma_{\lambda}^{\kappa} = -\delta_{\lambda}^{\kappa} \\
\sigma_{\alpha}^{\kappa} = \delta_{\alpha}^{\kappa} \\
\sigma_{\beta}^{\kappa} = -\delta_{\beta}^{\kappa} \tag{21}
\]

\[
H_{\alpha}^{\kappa} = \delta_{\alpha}^{\kappa} \\
K_{\kappa}^{\alpha} = \delta_{\kappa}^{\alpha} \tag{22}
\]

\[
\langle n \rangle^{\mu \nu \kappa \lambda} = \eta^{\mu (\kappa} \eta^{\lambda) \nu} \quad \text{for} \quad n \geq 2, \tag{23}
\]

where \(\delta\) is the Kronecker delta and \(\eta\) is the flat (Minkowski) metric.

Since the worldline of the center of mass is straight, the spatial hypersurfaces \(\Sigma(s)\) are all parallel to each other, so that we may simply take the \(w\)-vector as

\[
w^\mu = u^\mu = v^\mu. \tag{24}
\]

Consider the particular inertial frame that is at rest with respect to the center of mass. Further, let it be located at the spatial origin of the coordinates. Thus, the worldline of the center of mass \(\ell\) is described by the vertical line

\[
z^\mu(s) = (s, 0, 0, 0), \tag{25}
\]

---

\(^7\) By locally Hookean spring we mean a relativistic model for a spring that obeys the Hooke’s law in the local instantaneous rest frame of any infinitesimal piece of it. See [10].
where \( s \) is the proper time along it. The momentum-energy tensor can be decomposed as

\[
T^\mu\nu = \begin{pmatrix}
\rho & g^1 & g^2 & g^3 \\
g^1 & h_{11} & h_{12} & h_{13} \\
g^2 & h_{12} & h_{22} & h_{23} \\
g^3 & h_{13} & h_{23} & h_{33}
\end{pmatrix},
\]

where \( \rho \) can be interpreted as the mass density of the matter distribution, \( g^i \) can be seen as the density of linear 3-momentum, and the 3-tensor \( h^{ij} \) is called the total stress 3-tensor. If \( u^i \) is the 3-velocity of a piece of matter at a given point, then the total stress 3-tensor \( h^{ij} \) is related with the stress 3-tensor \( \tau^{ij} \) by

\[
h^{ij} = \tau^{ij} + g^j u^i, \quad \text{and} \quad \tau^{ij} \text{ is such that, for an infinitesimal oriented surface of area } \delta A \text{ and a direction defined by the unit 3-vector } \hat{n} = (n^1, n^2, n^3), \text{ then the 3-vector } \tau^{ij} n_j \delta A \text{ yields the force that the matter on the negative side of the surface applies to the matter on the positive side of it.}
\]

Inserting all these results in the definitions of \( \mathcal{T} \) and \( \Pi \), we get the following expressions for the quadrupole and octupole moments in flat spacetime

\[
J^{0\mu\nu} = \int d\Sigma x^i x^j \rho 
\]

\[
J^{\lambda\mu\nu\rho} = \int d\Sigma x^i x^j \rho \left( T^{\nu\sigma} + v^\sigma T^{\nu[0]} + v^\sigma T^{\nu[0]} \right)
\]

where \( \rho = x^\mu - z^\mu(s) = (0, x^1, x^2, x^3) \), with \( x \in \Sigma(s) \), are the “position vectors” across the spatial surfaces \( \Sigma(s) \). It will be useful to write down explicitly, in terms of \( \rho, g^i \) and \( h^{ij} \), each non-vanishing component of these moments. For the quadrupole,

\[
J^{0\mu\nu} = \frac{3}{4} \int d^3 x x^i x^j \rho 
\]

\[
J^{0ijk} = \frac{1}{4} \int d^3 x \left( 3 x^k x^i g^j - 2 x^i x^j g^k - x^j x^k g^i \right)
\]

\[
J^{ijkl} = \frac{1}{8} \int d^3 x x^i x^j x^k h^{ijl},
\]

and for the octupole,

\[
J^{m0\mu\nu} = \frac{1}{2} \int d^3 x x^m x^i x^j \rho 
\]

\[
J^{m0ijk} = \frac{1}{8} \int d^3 x x^m \left( 4 x^i x^k g^j - 3 x^i x^j g^k - x^j x^k g^i \right)
\]

\[
J^{mijkl} = \frac{1}{8} \int d^3 x x^m x^i x^j x^k h^{ijl},
\]

where the functions \( \rho, g^i \) and \( h^{ij} \) are all evaluated at the point \((s, x^1, x^2, x^3)\). This makes clear how the different components of the moments depend on the dynamical quantities associated with the matter distribution: when there are two time-indices (i.e., \( \nu = 0 \)) among the last four indices, then the component depends on the mass distribution of the matter; when there is only one time-index among the last four, then the component depends on the linear 3-momentum distribution; and when there is no time-index among the last four, then the component depends on the total stress distribution (which includes the 3-velocity, linear 3-momentum and the stress 3-tensor distributions).

Now we show that the “correct” expressions for the multipole moments, when curvature effects are included, differ from the flat spacetime expressions (27) only at order \((l/r)^2\). First let us argue that, in the suitable sense, the geometry of a bounded object of size (length) \( l \) is affected by curvature only at order \( Rl^2 \times l \sim k((l/r)^2) \times l \), if \( Rl^2 \ll 1 \). It is clear that we need to define precisely what it means to “turn on the curvature” in the neighborhood of the object. Although there is no absolute way to define this operation, the exponential map provides a very convenient manner to relate the curved with the flat space – we just let the tangent space (say, at the center of mass) be the “flattened” projection of the real (curved) space.

Assume that there is some point \( p \in \mathcal{V} \subset M \), where \( \mathcal{V} \) is any open normal neighborhood in \( M \) which contains the convex envelope of the geometrical object. Since \( \mathcal{V} \) is a normal neighborhood of \( p \), we have that, for each point \( x \in \mathcal{V} \), there is a unique vector \( v \) in \( T_p\mathcal{V} \) such that \( \exp_p v = x \). In other words, there is a diffeomorphism of a neighborhood of \( T_p\mathcal{V} \) (containing the 0 vector) onto \( \mathcal{V} \) given by the exponential map at \( p \). Also, there is a natural coordinate system on \( \mathcal{V} \) induced from a Cartesian coordinate system on \( T_p\mathcal{V} \). If \( v \) is decomposed in an orthonormal vector basis \( \{ e_\mu \}_{\mu} \), then the coordinates \( v^\mu \) can be assigned to the point \( x \), i.e., we define \( x^\mu = v^\mu \) (called Riemann normal coordinates). On top of being a geometrically natural coordinate system, it has the interesting property that the coefficients of the Taylor expansion of the metric \( g_{\mu\nu}(x) \), with respect to \( x^\mu \) about 0, are determined by the curvature and its (covariant) derivatives. For instance, up to second order we have

\[
g_{\mu\nu}(x) = \delta_{\mu\nu} + \frac{1}{3} R_{\mu\rho\nu\sigma}(0) x^\rho x^\sigma + \ldots,
\]

which suggests a very natural way to implement the “turning on” of the curvature. We simply define a one-parameter family of metrics \( g_\lambda \) by

\[
[g_\lambda]_{\mu\nu}(x) = \delta_{\mu\nu} + \frac{1}{3} \lambda R_{\mu\rho\nu\sigma}(0) x^\rho x^\sigma + \ldots,
\]

where \( \lambda \) is a parameter family of metrics.
so that $\lambda = 0$ corresponds to a flat metric and $\lambda = 1$ corresponds to the actual metric of the space.

Let us now try to convince ourselves that curvature affects the basic laws of flat geometry at order $R l^2$ only (note that this is not intended to be a rigorous argument, in part because the proposition itself lacks the necessary precision). We shall consider a few basic geometrical constructions and try to identify the effect of curvature. For instance, note that the trajectory of a geodesic starting at $x_0^\mu$ with (unit) tangent vector $v^\mu$ is described by

$$x^\mu(s) = x_0^\mu + v^\mu s - \frac{1}{3} s^2 R_{\nu\rho\sigma} x_0^\nu v^\rho v^\sigma + \ldots ,$$

where $s$ is the proper length along it and the curvature tensor is evaluated at the origin, $p$. If a geodesic defined by the same prescription lived in a flat space, then its trajectory $\tilde{x}^\mu(s)$ would be given by

$$\tilde{x}^\mu(s) = x_0^\mu + v^\mu s ,$$

which indicates that they deviate from each other by

$$\Delta x^\mu(s) = x^\mu(s) - \tilde{x}^\mu(s) = -\frac{1}{3} s^2 R_{\nu\rho\sigma} x_0^\nu v^\rho v^\sigma + \ldots ,$$

We then see that the effect of the curvature $R \sim k/r^2$, in a geodesic of length $l$ within $V$ (so that $x_0^\mu \lesssim l$), is of order $l \times k(l/r)^2$, supporting the claim.

For a few more examples [12], consider the (i) geodesic distance $L(x_1, x_2)$ between two points $x_1^\mu$ and $x_2^\mu$ in $V$,

$$L(x_1, x_2)^2 = \delta_{\mu\nu} \Delta x_1^\mu \Delta x_2^\nu + \frac{1}{3} R_{\mu\nu\rho\sigma} x_1^\rho x_1^\sigma x_2^\mu x_2^\nu + \ldots ,$$

where $\Delta x_0^\mu = x_1^\mu - x_0^\mu$; the (ii) cosine law for a geodesic triangle with vertices $x_0, x_1$ and $x_2$,

$$2L_{01} L_{02} \cos \theta_0 = L_{01}^2 + L_{02}^2 - L_{12}^2 + \frac{1}{3} R_{\mu\rho\sigma\nu} x_0^\rho x_0^\sigma x_1^\mu x_2^\nu + \ldots ,$$

where $\theta_0$ is the angle subtended at the vertex $x_0$ and $L_{ij} = L(x_i, x_j)$; and the (iii) parallel transport of a vector $v_0^\mu$ at $x_0$, along an arbitrary curve $x^\mu(s)$ starting at $x_0$,

$$v^\mu(s) = v_0^\mu + \frac{1}{3} (R_{\nu\rho\sigma} + R_{\nu\sigma\rho}) x_0^\nu a_1^\sigma \left( sa_0^\nu + \frac{1}{2} s^2 a_0^\nu a_1^\sigma + \ldots \right) ,$$

where $a_0^\mu = x_0^\mu$ and $a_1^\nu = dx^\nu / ds |_{s=0}$. This suggests that the geometry of the body can be well-represented in a flat space, given our approximations.

Let us now examine other aspects of this approximation. Observe that the fundamental conservation equation, $\nabla_\alpha T^{\alpha\beta} = 0$, is only affected by the curvature at an order assumed to be negligible in Dixon’s equations

$$0 = \nabla_\mu T^{\mu\nu}(x) = \partial_\mu T^{\mu\nu} + \Gamma^\mu_{\nu\lambda} T^{\nu\lambda} + \Gamma^\nu_{\mu\rho} T^{\mu\rho} \approx \partial_\mu T^{\mu\nu} - \frac{1}{3} R_{\nu\rho\sigma} x^\nu T^{\rho\sigma} + \frac{2}{3} R_{\rho\sigma} x^\rho T^{\nu} ,$$

which implies that $\partial_\mu T^{\mu\nu} \approx 0$ as the terms containing the curvature can be dropped (for they contain a factor of order $k/r^2$). Hence, the dynamics of the internal motions of the body can be described by special relativity.

The first curvature-related corrections to the flat spacetime expressions for the bitensors in (17), if we particularize to $z = p$, are

$$\sigma^\alpha = x^\alpha$$

$$\sigma^\kappa = -x^\kappa$$

$$\sigma^\alpha_{\kappa} = -\delta^\alpha_{\kappa} + \frac{1}{3} R_{\beta\kappa\gamma} x^\beta x^\gamma$$

$$\sigma^\alpha_{\beta} = \delta^\alpha_{\beta} + \frac{1}{3} R_{\epsilon\beta\gamma} x^\epsilon x^\gamma$$

$$\sigma^\kappa_{\alpha} = -\delta^\kappa_{\alpha}$$

$$\sigma^\kappa_{\lambda} = \delta^\kappa_{\lambda} + \frac{1}{3} R_{\alpha\lambda\beta} x^\alpha x^\beta$$

$$H^\alpha_{\kappa} = \delta^\alpha_{\kappa}$$

$$K^\alpha_{\kappa} = \delta^\alpha_{\kappa} + \frac{1}{3} R_{\beta\kappa\gamma} x^\beta x^\gamma$$

showing that all these quantities only deviate from their flat spacetime counterparts, at order $k(l/r)^2$. Other geometrical quantities in (17) are the $n$-potential function $\langle n \rangle$, the volume element and the $w$-vector. The first two can be similarly shown to deviate from their flat spacetime counterparts by terms proportional to the curvature tensor.

The $w$-vector, on the other hand, deserves a special consideration for it is not exclusively related to the curvature. For a straight line $\ell$ in the flat spacetime, it is clear that $w^\alpha$ can be chosen as the covariant extension of $u^k = v^k$, that is, the vector field that coincides with $u^k$ on $\ell$ and satisfies $\nabla_\alpha w^\alpha = 0$ everywhere. If $\ell$ is taken as a general (non-straight) line, so that the orthogonal hypersurfaces $\Sigma(s)$ are not parallel to each other, then $w^\alpha$ will
not be a constant vector field. Let \( z^\mu(s) \) be the trajectory of \( \ell \) in the Riemann normal coordinate system centered at \( z^\mu(0) = 0 \), with temporal vector \((e_0)^\mu = v^\mu(0)\). Using the Taylor expansion in the proper length \( s \), we can write

\[
z^\mu(s) = (e_0)^\mu s + \frac{1}{2} a^\mu(0) s^2 ,
\]

where \( a^\mu \) denotes the covariant acceleration \( v^{\nu} \nabla_\nu v^\mu \). The hypersurface \( \Sigma_{\delta s} \) at the infinitesimal proper time \( \delta s \) is formed by all geodesics starting at \( z^\mu(\delta s) \) orthogonal to \( v^\mu(\delta s) \). Since \( u^\mu \) only differs from \( v^\mu \) by terms involving the curvature tensor, we may consider that \( \Sigma_{\delta s} \) is actually formed by geodesics orthogonal to \( v^\mu(\delta s) \) instead.

Let \( q^\mu(s) \) be a general vector at \( z^\mu(s) \) orthogonal to \( v^\mu(s) \), so that the set of all \( q^\mu(s) \) form a 3-dimensional vector subspace at \( z^\mu(s) \). At \( \delta s \), we have

\[
0 = q^\mu(\delta s) v^\mu = q^\mu - q^\mu \cdot \delta a^\mu(\delta s),
\]

where the curvature term in \( g_{\mu\nu}(z(\delta s)) = \eta_{\mu\nu} \) was dropped. In this equation, we are writing \( q^\mu = (q^\mu_0, \hat{q}^\mu) \), in which \( \hat{q} = (\hat{q}^1, \hat{q}^2, \hat{q}^3) \), and \( a^\mu = a^\mu(0) = (0, \vec{a}) \). The dot denotes the trivial Euclidean scalar product, \( \hat{q} \cdot \vec{a} = \sum_{i=1}^3 \hat{q}^i a^i \). Thus, we have \( q^\mu(\delta s) = (\hat{q} \cdot \delta \hat{a}, \vec{q}) \).

A geodesic starting at \( z^\mu(\delta s) \) and tangent to \( q^\mu(\delta s) \), denoted by \( x^\mu(\lambda) \), where \( \lambda \) is any affine parameter, can be given approximately by

\[
x^\mu(\lambda) = z^\mu(\delta s) + q^\mu(\delta s) \lambda - \frac{1}{3} \lambda^2 R_{\nu\rho\sigma}^\mu z^\nu(\delta s) q^\rho(\delta s) q^\sigma(\delta s),
\]

in which the last term, containing the curvature tensor, can be dropped. The \( w \)-vector can then be chosen at \( \Sigma_0 \) as the vector field satisfying

\[
w^0(0, \hat{x}(\lambda)) \delta s = (e_0)_\mu x^\mu(\lambda)(e_0)^\alpha
\]

for infinitesimal \( \delta s \). The \( x^\mu(\lambda) \) in the right-hand side of the equation has to be evaluate up to first order in \( \delta s \), yielding \((e_0)_\mu x^\mu(\lambda)(e_0)^\alpha = (\delta s + \delta a^\mu(\delta s))/(e_0)^\alpha\); while the argument of \( w^\mu \) in the left-hand side can be evaluated to the lowest order, \( \delta a^\mu = \delta \hat{q}^\mu \).

It then follows that

\[
w^0(0, \hat{x}) = (1 + \hat{x} \cdot \vec{a})(e_0)^\alpha,
\]

showing that, if \( \ell \) could be prescribed arbitrarily, then the \( w \)-factor would not necessarily be a constant vector field, even if the spacetime were flat. In our case, nonetheless, \( \ell \) is the worldline of the center of mass and its 4-acceleration is given by equation (15), where it is clear that \( \vec{a} \) necessarily contains a curvature factor (from the gravitational force and torque), that implies that its order of magnitude has a factor \( \sim k/r^2 \). Therefore the \( w \)-factor can be approximated as

\[
w^0 \approx (e_0)^\alpha = \delta^\alpha_0,
\]

as if they were evaluated in a exactly flat spacetime (where \( \ell \) would be exactly straight).

Now that we have justified our claim that the multipole moments can be evaluated as if the spacetime were flat (under our approximations), let us make one assumption on the kind of bodies that shall be considered – from now on, we shall focus on articulated bodies. More precisely, the assumption is that, at any instant, the internal configuration state of the body can be described by a finite number of continuous parameters. In other words, there should exist an \( n \)-dimensional manifold \( I \), called the internal configuration space of the body, such that there is a one-to-one correspondence between any point \( q \in I \) and a particular internal configuration state of the body (i.e., a specification of the instantaneous geometry of the body). Note that \( I \) is entirely external to the spacetime given that the instantaneous internal state of the body can be described in flat spacetime, which is a maximally symmetric space and contains no information about the structure of the real spacetime.

As an illustration, consider Wisdom’s tripod in a 3-dimensional Euclidean space [1]. It is defined by a “pivot” body, of proper mass \( m_0 \), connected to three other bodies, of equal proper masses \( m_1 \), by straight massless rods of length \( l \). These three rods form equal angles with each other, defining a symmetrical tripod. Define the direction of the symmetry axis by a unit vector \( \hat{n}_1 \), specify the angle \( \alpha \) that any of the rods makes with this axis, and let \( \hat{n}_2 \) (orthogonal to \( \hat{n}_1 \)) indicate the orientation of the tripod around the symmetry axis. The parameters that can be controlled are \( l \) and \( \alpha \), while \( \hat{n}_1 \) and \( \hat{n}_2 \) are determined by the initial conditions and the dynamics of the tripod. Hence, if \( l > 0 \) and \( 0 < \alpha < \pi \), the internal space \( I \) of this body is diffeomorphic to \( \mathbb{R}^+ \times (0, \pi) \).

If we specify the routine of internal motions by giving the functions \( l(s) \) and \( \alpha(s) \), then the energy-momentum tensor of the body is determined on each hypersurface \( \Sigma_s \), which can be used to evaluate the quadrupole and octupole moments at each “time” \( s \). In Newtonian mechanics, the mass distribution will depend solely on the instantaneous configuration state \((l, \alpha)\), the momentum distribution will also depend on the “velocities” \((\dot{l}, \dot{\alpha})\), where the dot denotes differentiation with respect to \( s \), and the tensions may also depend on the “accelerations” \((\ddot{l}, \ddot{\alpha})\); however, in relativity all these dynamical quantities will be mixed up in the momentum-energy tensor, so that we can only say that \( T^{\mu\nu} \) will typically depend on \((l, \alpha, \dot{l}, \dot{\alpha})\).

Generally, in order to fully characterize the prescribed routine of shapes assumed by the body, we may specify a corresponding curve in the configuration space, \( \gamma : \mathbb{R} \to I \). In an arbitrary coordinate system \( \{\beta^\mu\} \) for \( I \), the curve can be described by the functions \( \beta^\mu(s) \). The quadrupole and octupole moments are, supposedly, functions of the \( \beta^0 \), \( \dot{\beta}^\mu \) and \( \ddot{\beta}^\mu \),

\[
J = J(\beta^1, \ldots, \beta^n, \dot{\beta}^1, \ldots, \dot{\beta}^n, \ddot{\beta}^1, \ldots, \ddot{\beta}^n),
\]

10 If physics were still Newtonian in the local rest frame of any infinitesimal portion of the matter, this conclusion would follow naturally. Otherwise, this proposed functional dependence for the energy-momentum tensor may be seen as an additional assumption of the theory.
where \( J \) may represent either \( J^{\mu \rho \sigma} \) or \( J^{\mu \rho \sigma \lambda} \). For a given curve \( \gamma \), the \( J \)'s become implicit functions of the parameter \( s \),

\[
J(z(s)) = J(\beta^1(s), \ldots, \beta^1(s), \ldots, \beta^1(s)), \quad (48)
\]

which can be used to solve for the worldline of the center of mass, \( \ell \), according to the previous section. It is interesting to note that we may generalize this by considering that the \( J \)'s can also have an explicit parameter dependence

\[
J(z(s)) = J(\beta(s), \dot{\beta}(s), \ddot{\beta}(s), s), \quad (49)
\]

where \( \beta \) denotes the full string of \( \beta^i \), for \( i = 1 \ldots n \), and analogously for \( \dot{\beta} \) and \( \ddot{\beta} \). The introduction of this explicit \( s \) dependence can be useful to deal with the case in which the correspondence between points in \( \mathcal{I} \) and the basic geometrical shape of the body change with time – for example, consider a body initially shaped like a three-dimensional ellipsoid, described by the lengths of its semi-axis \( \beta^1, \beta^2 \) and \( \beta^3 \), eventually morphing into a three-dimensional parallelepiped, with the same three parameters now representing the length of its edges (i.e., the parameter \( s \) can be viewed as the homotopy parameter of the continuous transformation that turns an ellipsoid into a rectangular parallelepiped).

Let us make a quick point on the parameterization of \( \gamma \). In principle, we can take any physically meaningful parameter that can be diffeomorphically mapped to \( s \), such as the time \( \tau \) as measured by an observer moving instantaneously parallel to the dynamical velocity \( u^k \). Note that the difference, in the case of \( \tau \), does not need to be accounted since it affects the equations of motion only at a negligible order of magnitude, as can be seen by the chain rule

\[
\frac{\delta}{ds} = \frac{ds}{d\tau} \frac{\delta}{d\tau} = u^k v_k \frac{\delta}{d\tau} \approx (1 - 2 \epsilon^{kl} \epsilon_{rt} u^k u^r + \cdots) \frac{\delta}{d\tau}, \quad (50)
\]

where \( \epsilon^{kl} \) is the right-hand side of equation [3]. Since it includes the curvature tensor, in the evaluation of the \( J \)'s one can simply approximate

\[
\frac{\delta}{ds} \approx \frac{\delta}{d\tau}, \quad (51)
\]

showing that it is meaningless to make a distinction between derivatives in \( s \) or in \( \tau \). Also, if the total time for which one is interested in evolving the dynamical quantities is not too large, these parameterizations are really indistinguishable,

\[
\tau(s) = \int_0^s u^k(\bar{s}) v_k(\bar{s}) d\bar{s} = s - 2 \int_0^s \epsilon^{kl} \epsilon_{rt} u^k u^r d\bar{s} + \cdots \\
\approx s - 2sO(e^2), \quad (52)
\]

that is, if \( sO(e^2) \) is sufficiently small, then \( \tau(s) \approx s \). Thus, for simplicity, we will use \( s \) as the standard parameter of \( \gamma \).

Finally, let us consider an important detail that has not been emphasized in the discussion above. By using this local mapping to a flat spacetime in a neighborhood of each point \( z(s) \), we have seen that it was possible to evaluate the energy-momentum tensor on \( \Sigma_s \) which, consequently, determined the quadrupole and octupole moments at \( z(s) \). But how to connect this mapping for different points \( z(s) \)? That is, how the components \( J^{\mu \rho \sigma} \) obtained in the Minkowski spacetime translate into a tensor \( J^{klqr} \) in the true spacetime? Let us discuss a very natural proposal for establishing this connection. Take the initial position of the center of mass to be \( z(s_0) \) and the initial dynamical velocity to be \( u^k(s_0) \). Let \( \{e^k_{\mu} \} \) be any tetrad at \( z(s_0) \) \( (e^0) = u^k(s_0) \). At this point, \( z(s_0), \) consider the correspondence between curved and flat spacetimes induced by the inverse exponential mapping from some (open) neighborhood \( \Sigma_{s_0} \) of \( s_0 \) \( \cap W \) to \( T_{z(s_0)} M \), and set global inertial (Cartesian) coordinates in \( T_{z(s_0)} M \) such that each base vector \( \partial / \partial x^\mu \) is mapped to the corresponding \( (e^k_{\mu}) \). It is then natural to assume that, at this point, one should have

\[
J^{klqr}(z(s_0)) = J^{\mu \rho \sigma}(z(s_0)) (e^k_{\mu})^j (e^r_{\rho})^q (e^q_{\sigma})^r, \quad (53)
\]

and analogously for \( J^{klqr \mu}(z(s_0)) \). The bar is only to make clear that the \( J \)'s are evaluated in the flat spacetime. As the time passes, we can solve the dynamics of the body in the flat spacetime so as to get the value of its energy-momentum tensor at any future time \( t > s_0 \), which allows one to evaluate the multipole moments, \( J^{\mu \rho \sigma \lambda}(\beta(t), \dot{\beta}(t), \ddot{\beta}(t), t) \) and \( J^{\mu \rho \sigma \lambda \cdot \cdot \cdot \cdot}(\beta(t), \dot{\beta}(t), \ddot{\beta}(t), t) \), in the inertial coordinate frame by using the information of the energy-momentum on the section \( (x^0 = t, x^0, x^2, x^3) \). The assumption here is that, as long as \( t \) is not too large (see formula [52]), then expression [53] can be extended without modifications to an arbitrary point \( z(s) \) by evaluating the \( J \)'s at the time \( t = \tau(s) \approx s \) (where \( \tau(s_0) = s_0 \)),

\[
J^{klqr}(z(s)) = J^{\mu \rho \sigma}(\beta(\tau(s)), \dot{\beta}(\tau(s)), \ddot{\beta}(\tau(s)), \tau(s)) (\bar{e}^k_{\mu})^j (\bar{e}^r_{\rho})^q (\bar{e}^q_{\sigma})^r, \quad (54)
\]

and analogously for \( J^{klqr \mu}(z(s)) \). The tetrad \( \{\bar{e}^k_{\mu} \} \) at \( z(s) \) is obtained by any reasonable transportation of \( \{(e^k_{\mu}) \} \) from \( z(s_0) \) along \( \ell \). For instance, we can consider the M-transport

\[
\frac{\delta(\bar{e}^k_{\mu})}{ds} = (\bar{u}^k u_t - u^k \bar{u}_t)(\bar{e}^k_{\mu})^l, \quad (55)
\]
or the Fermi transport or the parallel transport, and they should all agree within our approximations. This completes the discussion on the basic idea behind the prescription of the quadrupole and octupole moments, which is going to be central to the study of the swimming phenomenon.

V. SWIMMING DEVIATION FORMULA

In the this section we will consider the theory of swimming in spacetime, investigating the possibility that a body could move through the space in a way resembling the motion of swimmers in non-turbulent viscous fluids (i.e., low Reynolds number). More precisely, we must find a regime where the effective displacement of the center of mass does not depend on how fast the internal motions happen, but only on the geometric phase associated with the sequence of shapes assumed by the body. As we are going to see, this is not very typical of the motion of free bodies in general relativity, but can take place in particular scenarios and settings. Our formulas, nevertheless, are not limited to this special regime and can describe the dynamics of general small articulated bodies, free falling in curved spacetimes, performing internal motions, as the difference between the general solution and the external configuration of the body – they may correspond, for instance, to the three spatial coordinates \((x^1, x^2, x^3)\) of the center of mass, the three spatial components of the spin \((S^1, S^2, S^3)\), the proper mass \(M\), or any other dynamical attribute associated with the body (these components being associated with a suitable coordinate system, such as a Riemann normal coordinate system around the initial position, aligned with the initial velocity of the center of mass). Let \(q_0(t)\) be the solution for the dynamical quantities when the body is kept “rigid”, i.e., with fixed configuration coordinates \(\beta_0\). Define the deviation of the dynamical quantity \(q^i\), denoted by \(\zeta^i\), as the difference between the general solution and the rigid body solution,

\[
\zeta^i(t) = q^i(t) - q_0^i(t),
\]

which is supposed to measure how the internal motions affect the motion of the center of mass.

It is clear that when the body performs a certain sequence of internal motions, represented by a curve \(\gamma : [0, t] \rightarrow I\) in the internal configuration space, the dynamical equations can be solved to determine \(\zeta(t)\). In other words, keeping all other parameters fixed (spacetime curvature, initial conditions, etc), the variations \(\zeta^i\) are functions of the curve \(\gamma\), \(\zeta^i = f^i(\gamma)\). The swimming at “low Reynolds number” happens when the deviations \(\zeta^i\) display a geometric phase behavior, depending only on the static sequence of internal motions. That is, the deviations \(\zeta^i\) become functions of the image of the curve only, \(\zeta^i = f^i(\text{Im}(\gamma))\).

Inspired by the Newtonian version of this problem, we shall search for a regime in which the deviation variables satisfy a set of differential equations of the form

\[
\dot{\zeta}^i = \lambda^i_{a'}(\beta, \zeta)\dot{\beta}^{a'},
\]

where the dot continues to denote derivatives in the time \(t\), there is an implicit summation over \(a' = 1 \ldots n\), and \(\beta\) and \(\zeta\) are short notations for the strings of variables \((\beta^1, \beta^2, \ldots, \beta^n)\) and \((\zeta^1, \zeta^2, \ldots, \zeta^n)\), respectively. In this section, we shall use a different convention for the indices, where Latin letters will correspond to components of the dynamical \((q^i)\) or deviation \((\zeta^i)\) variables (assuming values from 1 to \(d\)), and primed Latin letters will correspond to configuration coordinates \(\beta^{a'}\) (assuming values from 1 to \(n\)); the Einstein summation convention for repeated indices will be preserved.

Let us show that, in such regime, the so described geometric-phase behavior is observed. Note that the space of the deviations \(\zeta\) can be identified with a manifold \(\mathcal{Z}\) that is diffeomorphic to \(\mathbb{R}^d\), which in turn has a natural vector space structure. It is then convenient to define the state space \(\mathcal{P}\) of the problem as the Cartesian product \(\mathcal{P} = I \times \mathcal{Z}\), so that each point of it corresponds to a certain internal configuration and dynamical state of the body. Since \(\mathcal{Z}\) has a vector space structure, \(\mathcal{P}\) can be seen as the vector bundle \((\mathcal{P}, I, \rho_1)\), where \(I\) is the base space and the projection of the bundle is the projection on the first component of the product \(I \times \mathcal{Z}\); this means that for each internal configuration state in \(I\) there is a fiber attached to it representing the dynamical space of the body. We shall use the natural isomorphism \(T_p\mathcal{P} \sim T_pI \oplus T_p\mathcal{Z}\), where \(p = (\beta, \zeta)\) is a point in \(\mathcal{P}\), to represent vectors in the state space; in the component form it will generally read \(V = (u^1, \ldots, u^n; \eta^1, \ldots, \eta^n)\), succinctly written as \(V = (u^a; \eta^a)\). For an arbitrary vector \(v\) at \(T_{\beta,\zeta}I\), define the lifted vector \(V\) in \(T_{(\beta,\zeta)}\mathcal{P}\) as

\[
V = (u^a; \lambda^i_{a'}(\beta, \zeta)u^{a'}),
\]

which can be alternatively expressed as a linear map \(\Lambda : T_{\beta,\zeta}I \rightarrow T_{(\beta,\zeta)}\mathcal{P}\)

\[
V = \Lambda v.
\]

Note that this map \(\Lambda\) can be used to lift a vector field \(v\) in \(I\) to a vector field \(V\) in \(\mathcal{P}\). Also, any curve \(\gamma : \mathbb{R} \rightarrow I\) can be lifted to a curve \(\Gamma : \mathbb{R} \rightarrow \mathcal{P}\) such that, given a point \(p \in \mathcal{P}\) in the fiber at \(\gamma(0)\), then \(\Gamma(t)\) is the unique curve in \(\mathcal{P}\) satisfying \(\Gamma(0) = p\) and

\[
\Gamma'(t) = \Lambda \gamma'(t).
\]

Observe that if we write \(\Gamma(t)\) in the coordinates \(\{\beta, \zeta\}\) as \(\Gamma(t) = (\beta^i(t), \zeta^i(t))\), then the equation above translates to the system of differential equations

\[
\dot{\beta}^{a'}(t) = \dot{\beta}^{a'}(t)
\]

\[
\dot{\zeta}^i(t) = \lambda^i_{a'}(\beta(t), \zeta(t))\dot{\beta}^{a'}(t)
\]
that can be immediately identified as the differential equation (57). In other words, the curve $\Gamma(t)$ represents the precise solution of equation (57) when the curve $\gamma(t)$ is traversed in the configuration space. Therefore, the projection of $\Gamma(t)$ by $\rho_2$ (i.e., the projection on $\mathcal{Z}$) gives the exact values of the dynamical deviations $\dot{\zeta}(t)$, with initial conditions $\zeta(0) = \rho_2(\Gamma(0)) = \rho_2(p)$, when the internal motions run along $\gamma(t)$.

Note that the total deviation of the dynamical quantities is a function of the image of $\gamma$ between the initial and final points (thence independent of its parametrization).

In addition, it is possible to show that the image of $\Gamma$ is the function of the image of $\gamma$. Hence, the dynamics of the problem is indeed of the geometrical phase kind. In order to show this result, consider a general reparametrization of $\gamma$ given by $\bar{\gamma} = \gamma \circ \chi$, where $\chi : \mathbb{R} \to \mathbb{R}$ is a smooth function. The chain rule implies that

$$\dot{\bar{\gamma}}' = \dot{\gamma}' \circ \chi' = \frac{d\chi}{dt} \dot{\gamma}' ,$$

where, in the last equality, it was used the fact that vectors in $\mathbb{R}$ can be naturally identified with real numbers. Since $\Lambda$ is a linear map, we have

$$\bar{\gamma}'(t) = \Lambda \dot{\gamma}'(t) = \frac{d\chi}{dt} \dot{\gamma}'(t) = \frac{d\chi}{dt} \Gamma'(t) ,$$

showing that the curve $\bar{\gamma}$ lifted from $\bar{\gamma}$ is just a reparametrization of the curve $\Gamma$ lifted from $\gamma$,

$$\bar{\gamma} = \Gamma \circ \chi ,$$

which implies that $\bar{\gamma}$ has the same image as $\Gamma$, as we intended to prove.

More precisely, we shall limit ourselves to the case of a small rectangular cycle defined by two transversal smooth vector fields $u$ and $v$ in the configuration space $\mathcal{I}$. Let the parameters of the integral curves of the vector fields $u$ and $v$ be $x$ and $y$, respectively. Assume that $\gamma$ starts at the point $\beta_0$, then goes along the integral curve of $u$ by a small variation in the parameter $\Delta x$, then moves along the direction of $v$ by a parameter change $\Delta y$, then goes back in the direction of $u$ by a parameter $-\Delta x$, and finally moves along $v$ by an parameter $-\Delta y$. After going though the four sides of this “parallelogram”, the curve will have returned to the initial point $\beta_0$ if and only if these two vector fields commute

$$[u, v] = 0 ,$$

and this will be assumed to hold. The lifted curve, $\Gamma$, will be precisely the curve obtained by going through the corresponding parallelogram defined by the lifted vector fields $U = \Lambda u$ and $V = \Lambda v$. Since the lifted fields may not commute, $\Gamma$ may not be closed and there may be some non-vanishing net deviation of the dynamical quantities after the cycle is traversed. For the quantity $\zeta'$, we have that, at lowest approximation, its variation is given by

$$\Delta \zeta' = [U, V] \zeta' \big|_{(\beta_0, \zeta_0)} \Delta x \Delta y ,$$

where $\Delta \zeta' = \zeta'(\Gamma(t)) - \zeta'$. For simplicity, let us redefine the vector fields so as to include $\Delta x$ and $\Delta y$ implicitly in the respective vector

$$u \Delta x \mapsto u$$

$$U \Delta x \mapsto U$$

$$v \Delta y \mapsto v$$

$$V \Delta y \mapsto V ,$$

so that the new fields can be seen as fields of infinitesimal vectors, and the formula above can be put in a slightly more appealing form

$$\Delta \zeta' = [U, V] \zeta' .$$

If $\partial$ is the derivative operator associated with the coordinates $(\beta, \zeta)$, we have

$$\Delta \zeta' = [U, V] \partial \zeta' = [U, V]^i ,$$

where it was used that $\partial \zeta' / \partial \beta^a = 0$ and $\partial \zeta' / \partial \zeta^j = \delta^j_0$. After some simple manipulations we get

$$\Delta \zeta' = \lambda^i_{a^i} [u, v]^{a'} 2 \left( \partial_{a'} \lambda^i_{b'} + \lambda^j_{a'} \partial_j \lambda^i_{b'} \right) u^{[a'} v^{b']} .$$

Thus, using $[u, v]^{a'} = 0$, we obtain

$$\Delta \zeta' = 2 \left( \partial_{a'} \lambda^i_{b'} + \lambda^j_{a'} \partial_j \lambda^i_{b'} \right) u^{[a'} v^{b']} ,$$

where the right-hand side is evaluated at $(\beta_0, \zeta_0)$. 

Let us now derive a formula for the net deviation of the dynamical quantities when $\gamma$ is a small closed curve.
It is interesting to point out that if \( \lambda \) in (57) depended explicitly on the time \( t \), then the motion would not display this geometric phase character, so that the net variation of the dynamical quantities would depend on \( \gamma(t) \) and not only on \( \text{Im}(\gamma) \). Notwithstanding, the geometric phase character of the dynamics is restored in the limit of small evolution times, for we can approximate

\[
\dot{z^i} = \lambda^{i}_{\alpha'}(\beta, \zeta, t) \dot{v^\alpha} \approx \lambda^{i}_{\alpha'}(\beta, \zeta, t_0) \dot{v^\alpha} + \left. \frac{\partial \lambda^{i}_{\alpha'}}{\partial t} \right|_{(\beta, \zeta, t_0)} \Delta t \dot{v^\alpha} \tag{76}
\]

where \( \Delta t = t - t_0 \) is small during the whole integration (for instance, during the small time lapse of a fast cycle). Thus, one can obtain a fairly good approximation for the solution by considering the approximate differential equation

\[
\dot{z^i} \approx \lambda^{i}_{\alpha'}(\beta, \zeta, t_0) \dot{v^\alpha}, \tag{77}
\]

which displays the desired geometrical-phase kind of dynamics we just studied. It is in this sense that we refer to “small time” in this problem.

Note that if \( \dot{z} \) had a different functional dependence on \( \dot{\beta} \) or there were terms containing higher derivatives such as \( \ddot{\beta} \), then the motion would (most likely) not be of the geometrical-phase kind, even in the limit of fast cycles. Indeed, for very fast cycles, \( \dot{\beta} \) and \( \ddot{\beta} \) would increase accordingly so as to contribute sensibly to the dynamics of the problem. Thus, we shall look for a particular scenario in which small bodies in general relativity could be well described by equations of the form (57).

Note that if the functions \( \lambda \) are small in some sense, then

\[
\Delta \dot{z^i} \approx 2\partial_{\alpha'} \lambda_{\alpha'} \mu^k u^[\alpha' \mu] k, \tag{78}
\]

where the term involving \( \lambda^2 \) were dropped. This implies that it is only the \( \beta \)-dependence of \( \lambda \) that effectively matters in the final formula, so that \( \lambda(\beta, \zeta) \) can be evaluated at the initial values of the dynamical quantities

\[
\lambda^{i}_{\alpha'}(\beta, \zeta) \mapsto \lambda^{i}_{\alpha'}(\beta, \zeta_0). \tag{79}
\]

This happens to be our case for the functions \( \lambda \) will contain factors of curvature and thence contribute with factors of order \( k/(l/r)^2 \) or higher, so that \( \lambda^2 \) would be of order \( k^2/(l/r)^4 \) or higher, negligible in our approximations.

The equation for the trajectory of the center of mass, given in (15), is of second order in \( z^\mu(s) \). Since we will be mostly interested in fast cycles of internal motions, we will only have to solve these equations for a small time interval \( s \) (assuming that the initial conditions are given at \( s = 0 \)). It is then convenient to take the local normal coordinate system centered at \( z(0) \) (so that \( z^\mu(0) = 0 \) and oriented along the initial dynamical velocity \( u^k(0) \) (so that \( u^\mu(0) = (1, 0, 0, 0) \)). If the trajectory of the center of mass is described by \( z^\mu(s) \), then \( v^\mu \nabla v^k \) decomposes as

\[
v^\nu \nabla_\nu v^\mu = \frac{d^2 z^\mu}{ds^2} + \Gamma^\mu_{\nu\sigma}(z) \frac{dz^\nu}{ds} \frac{dz^\sigma}{ds}, \tag{80}
\]

where \( \Gamma^\mu_{\nu\sigma}(z) \) can be approximated as

\[
\Gamma^\mu_{\nu\sigma}(z) = 2 \frac{F^\mu_{\nu\sigma}(0)}{M_0} z^\rho + \frac{1}{M_0} \partial_\rho \partial_\sigma \Gamma^\mu_{\nu\rho}(0) z^\nu z^\sigma, \tag{81}
\]

in which \( \partial_\rho \partial_\sigma \Gamma^\mu_{\nu\rho}(0) \) can be expressed in terms of the first derivative of the curvature at the origin, \( \nabla_\rho R_{\nu\rho\sigma\mu}(0) \). Thus, equation (15) gets

\[
\ddot{\nu} = -\Gamma^\nu_{\mu\sigma}(z) \ddot{z}^\nu z^\sigma + \frac{1}{M_0} (F^\mu - F^\nu u_\nu u^\mu) + \frac{1}{M_0} S^\mu_{\nu\sigma} \dot{F}_{\nu} + \frac{1}{M_0} \dot{Q}_{\nu\sigma} u^\mu, \tag{82}
\]

where the Christoffel symbols associated with the derivatives of the force and torque could be dropped due to our approximations. For the sake of completeness, consider the differential equations corresponding to the time evolution of other relevant dynamical quantities

\[
\begin{align*}
\dot{v}^\nu &\cdot \nabla v^k = \frac{1}{M} (F^k - F^l u^l u^k) \\
\dot{v}^\nu \nabla_\nu M = F^l_{\nu} u^l \\
\dot{v}^\nu \nabla_\nu (v_{jk}) = 2 M u^{[k} v_{l]} + Q_{kl} \\
\dot{v}^\nu \nabla_\nu (\bar{\epsilon}_{\mu}) = \frac{2}{M} F^l [E_\nu, (\bar{\epsilon}_{\mu})].
\end{align*}
\]

Note that, integrating these equations to the lowest order in time we obtain something of the form

\[
\zeta(s) \approx \zeta(0) + \alpha s, \tag{84}
\]

where \( \alpha \) is a quantity that necessarily contains a factor of the magnitude \( k/r \). Hence, considering our approximations, all the dynamical quantities in the right-hand side of equation (82) can be approximated by their initial values

\[
\begin{align*}
M &\mapsto M_0 \\
u^\mu &\mapsto \delta_0^\mu \\
S^\mu_{\nu\sigma} &\mapsto S_0^\mu_{\nu\sigma} \\
(\bar{\epsilon}_{\nu})^\mu &\mapsto \delta_0^\mu,
\end{align*}
\]

as long as \( s \) is not too big. Also, since the kinematical velocity \( \dot{z}^\mu \) only differs from the dynamical velocity \( u^\mu \) by a quantity containing the curvature, we may also take

\[
\dot{z}^\mu \mapsto \delta_0^\mu, \tag{86}
\]

in the right-hand side. Thence, equation (82) can be simplified to

\[
\ddot{\nu} = -\Gamma^\nu_{\mu\sigma}(z) + \frac{1}{M_0} (F^\mu - F^0 \delta_0^\mu) + \frac{1}{M_0} S^\mu_{\nu\sigma} \dot{F}_{\nu} + \frac{1}{M_0} \dot{Q}_{\nu\sigma}, \tag{87}
\]

and, in addition, the force and torque can be given by

\[
\begin{align*}
F^\mu &= \frac{1}{2} S^\nu_{\rho\nu} R^\mu_{\rho\nu} + \frac{1}{6} \dot{\rho}_{\nu\sigma\lambda} \nabla^\mu R_{\nu\rho\sigma\lambda} \\
Q^\rho_{\sigma\mu} &= \frac{4}{3} \bar{J}^\nu_{\rho\sigma\lambda} [\mu R_{\nu\rho\sigma\lambda}^0] + \frac{1}{3} \bar{J}^\nu_{\rho\sigma\lambda} [\mu (3 \nabla_{\nu} R_{\rho\sigma\lambda}^0 + 2 \nabla_{\rho} R_{\nu\sigma\lambda}^0)],
\end{align*}
\]

(88)
where it was used that $J^\mu\nu\rho\sigma = \tilde{J}^\mu\nu\rho\sigma$ and $J^\mu\nu\rho\sigma\lambda = \tilde{J}^\mu\nu\rho\sigma\lambda$ since the non-spinning basis $\tilde{e}_\mu$ coincides with the coordinate basis $\partial_\mu$. Note also that the octupole contribution to the force was omitted, which is due to the fact that it depends on the second derivative of the curvature tensor, assumed to be of order $k/r^4$.

The $z^a$ appearing in the right-hand side of equation (87) can be approximated using a similar argument as the one employed for the dynamical quantities. By equation (12), we conclude that

$$z^\mu(s) \approx s\delta^\mu_0 + \alpha^\mu s,$$  

where $\alpha^\mu$ are quantities involving factors of curvature $\sim k/r^2$. Hence, $z^\mu$ that appears in the arguments of $\Gamma^a_{\alpha\beta}(z)$ and the curvature (and its derivatives) can be approximated by $z^\mu(s) = (s, 0, 0, 0)$.

The equation for the spatial position of the center of mass, $z^a(s)$, is then given by

$$z^i = -\Gamma^i_{\alpha\beta}(z) + \frac{1}{M_0}F^i + \frac{1}{M_0^2}S^{ij}_{\lambda}F^j + \frac{1}{M_0}\dot{Q}^{i0}$$  

or, alternatively,

$$\frac{d}{ds} \left[ z^i - \frac{1}{M_0}S^{ij}_{\lambda}F^j - \frac{1}{M_0}Q^{i0} \right] = -\Gamma^i_{\alpha\beta}(z) + \frac{1}{M_0}F^i. \quad (90)$$

But this equation still does not have the desired form (87). At this point it is convenient to assume that $\tilde{J}$ is linear in $\tilde{\beta}$, that is,

$$\tilde{J}(\beta, \tilde{\beta}, \tilde{\beta}, s) = J(\beta, \tilde{\beta}, 0, s) + \frac{\partial J}{\partial \tilde{\beta}} \bigg|_{(\beta, \tilde{\beta}, 0, s)} \tilde{\beta}.$$  

(92)

This is motivated by the fact that, in Newtonian mechanics, the $\tilde{\beta}$'s in the $\tilde{J}$'s typically come from the tension contributions in the energy-momentum tensor, which usually appear linearly in the stress tensor. Since a boost by $\tilde{\beta}$ cannot introduce extra $\tilde{\beta}$ in the stress-energy tensor, this should still be true in special relativity, as long as the local physics in the instantaneous rest frame of each infinitesimal piece of matter is essentially Newtonian – if this is not true, then we shall take this special form of $\tilde{J}$ as an additional assumption. Accordingly, the following quantities can be written as

$$\frac{1}{M_0}F^i = \phi^i(\beta, \tilde{\beta}, s) + \tilde{\phi}^i(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'}$$  

$$\frac{1}{M_0^2}S^{ij}_{\lambda}F^j + \frac{1}{M_0}Q^{i0} = \psi^i(\beta, \tilde{\beta}, s) + \tilde{\psi}^i(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} + \ddot{\phi}^{i0}(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'}, \quad (93)$$

where the functions $\phi$, $\tilde{\phi}$, $\psi$ and $\tilde{\psi}$ depend implicitly on the initial conditions. The components of the spatial acceleration $\ddot{z}^i$ can be generally cast in the form

$$\frac{d}{ds} \left[ \ddot{z}^i - \ddot{\phi}^{i0}(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} - \ddot{\psi}^i(\beta, \tilde{\beta}, s) - \ddot{\tilde{\psi}}^i(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} \right] = \epsilon^i(s) + \phi^i(\beta, \tilde{\beta}, s) - \frac{d\phi}{ds}^i(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'}, \quad (94)$$

where $\epsilon^i(s) = -\Gamma^i_{00}(z)$. Note that the quantity inside the square brackets in the left-hand side corresponds to a first order differential equation in $z^i$ that differs from equation (57) only by the term with $\tilde{\beta}$ and the possible non-linearity in $\beta$. If we integrate equation (94) in time, it is conceivable that the right-hand side could be neglected for very short times of evolution,

$$\ddot{z}^i - \ddot{\phi}^{i0}(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} - \ddot{\psi}^i(\beta, \tilde{\beta}, s) - \ddot{\tilde{\psi}}^i(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} = \int_0^s (\cdots) ds' \approx 0, \quad (95)$$

which could be true if the right-hand side of (94) depended only on $\beta$, $\tilde{\beta}$ and $s$, and not on superior derivatives of $\beta$. However, the term involving the time derivative of $\tilde{\phi}$ can be expressed as

$$\frac{d\tilde{\phi}^i(\beta, \tilde{\beta}, s)}{ds} = \left( \frac{\partial \tilde{\phi}}{\partial \beta} \frac{\tilde{\beta}^{a'}}{\partial \beta'} + \frac{\partial \tilde{\phi}}{\partial \tilde{\beta}} \frac{\tilde{\beta}^{a'}}{\partial \tilde{\beta}'} + \frac{\partial \tilde{\phi}}{\partial s} \frac{\tilde{\beta}^{a'}}{\partial s} \right) \tilde{\beta}^{a'}, \quad (96)$$

and we can clearly see that it may depend only on $\tilde{\beta}$. Nonetheless, this $\beta$-dependent term is absent if we ask for the condition

$$\frac{\partial}{\partial \beta'} \left( \frac{\partial \tilde{J}}{\partial \tilde{\beta}'} \right) = 0, \quad (97)$$

which means that the terms in the energy-momentum tensor $T^{\mu\nu}$ involving the “accelerations” $\beta$ would not depend on the “velocities” $\tilde{\beta}$. This is fairly common in Newtonian problems, where the tensions tend to assume the form

$$\tau \sim \kappa(\beta) + \theta(\beta)\tilde{\beta} + \omega(\beta)\tilde{\beta}$$  

(98)

and it can be easily verified that this form is invariant by a (non velocity-dependent) change of coordinates $\beta \rightarrow \beta'(\beta)$. Under this assumption, we can write equation (94) as

$$\frac{d}{ds} \left[ \Delta \ddot{z}^i - \ddot{\phi}^{i0}(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} - \ddot{\psi}^i(\beta, \tilde{\beta}, s) - \ddot{\tilde{\psi}}^i(\beta, \tilde{\beta}, s)\tilde{\beta}^{a'} \right] = \phi^i(\beta, \tilde{\beta}, s) - \left( \frac{\partial \tilde{\phi}}{\partial \beta'} \frac{\tilde{\beta}^{a'}}{\partial \beta'} + \frac{\partial \tilde{\phi}}{\partial s} \frac{\tilde{\beta}^{a'}}{\partial s} \right) \tilde{\beta}^{a'}, \quad (99)$$

where the arguments of $\tilde{\phi}$ and $\tilde{\psi}$ were accordingly reduced to $(\beta, s)$.

It seems difficult to proceed much further from this point if we do not make any assumptions on the $\tilde{\beta}$'s.

---

\textsuperscript{12} Note that one could have tried to integrate $\ddot{\phi}^{i0}(\beta, \tilde{\beta}, s)$ into the right-hand side of equation (94) by finding a function $\tilde{\phi}(\beta, \tilde{\beta}, s)$ such that $\partial \tilde{\phi}/\partial \beta' = \ddot{\phi}^{i0}(\beta, \tilde{\beta}, s)$. However, that would only be possible if $\partial \tilde{\phi}/\partial \beta' - \partial \tilde{\phi}/\partial \beta' = 0$, yet there is no physical reason for that being true.
Clearly, since they are mainly related with the velocities, it seems reasonable to assume that they are bounded. For example, if \( (l, a) \) are the radial coordinates of point moving on a 2-dimensional plane, then its velocity would be given by \( \vec{v} = (l, \dot{a}) \), which puts a restriction of the kind \( l \lesssim 1 \) and \( \dot{a} \lesssim l^{-1} \). We shall, nonetheless, go beyond and assume that the \( \dot{\beta} \)'s are “small” quantities. This is supposed to ensure that the internal motions are slow enough so as to be essentially Newtonian, such that relativistic-related non-linear terms in the velocities could be neglected in the equations. Note that this is essential to the tenability of hypothesis (97), whose underlying argument is based in (98), that is only reasonable in the Newtonian regime (in fact, a boost would necessarily introduce non-linear velocity factors in the tensions). Thus, we shall assume that the velocities are small and that the tensions are much smaller that the mass density scale of the body, so that the dynamics of the internal motions can be treated in a purely Newtonian way.

Let \( z_0(s) \) be the trajectory of the rigid body (i.e., when \( \beta(s) = \beta_0 \), but starting with the same initial conditions \( z_0(0) = 0 \) and \( \dot{z}_0(0) = \delta s_0 \). Its second derivative satisfies the equation

\[
\frac{d}{ds} \left[ \Delta \dot{z}_0^i - \psi^i(\beta_0, 0, s) \right] = e^i(s) + \phi^i(\beta_0, 0, s),
\]

so that the deviation \( \Delta z^i(s) = z^i(s) - z_0^i(s) \) satisfies

\[
\frac{d}{ds} \left[ \Delta \dot{z}^i - \phi^i(\beta, s) \dot{\beta}^a - \psi^i(\beta, \dot{\beta}, s) + \psi^i(\beta_0, 0, s) - \phi^i(\beta, \dot{\beta}, s) \dot{\beta}^a \right]
= \phi^i(\beta, \dot{\beta}, s) - \phi^i(\beta_0, 0, s) - \left( \frac{\partial \tilde{\phi}^i}{\partial \beta^a} \dot{\beta}^b + \frac{\partial \phi^i}{\partial s} \right) \dot{\beta}^a.
\]

Expanding \( \phi \) and \( \psi \) in Taylor and keeping first order terms in \( \Delta \beta \) but second order terms in \( \dot{\beta} \) we get

\[
\frac{d}{ds} \left[ \Delta \dot{z}^i - \phi^i(\beta, s) \dot{\beta}^a - \psi^i(\beta, \dot{\beta}, s) + \psi^i(\beta_0, 0, s) - \phi^i(\beta, \dot{\beta}, s) \dot{\beta}^a \right]
= \phi^i(\beta, \dot{\beta}, s) - \phi^i(\beta_0, 0, s) - \left( \frac{\partial \tilde{\phi}^i}{\partial \beta^a} \dot{\beta}^b + \frac{\partial \phi^i}{\partial s} \dot{\beta}^a \right).
\]

The time integration, can be estimated as

\[
\Delta \dot{z}^i - \tilde{\phi}^i_{a'} \dot{\beta}^a + \frac{\partial \psi^i}{\partial \beta} \dot{\beta}^s_{s'} - \frac{\partial \psi^i}{\partial \beta^a} \dot{\beta}^a_{s'}
- \frac{1}{2} \frac{\partial^2 \psi^i}{\partial \beta^a \partial \beta^b} \dot{\beta}^a \dot{\beta}^b - \tilde{\phi}^i_{a'} \dot{\beta}^a_{s'} s_{-1} \sim
\sim \frac{\partial \phi^i}{\partial \beta^a} \dot{\beta}^a s_{-2} + \frac{\partial \phi^i}{\partial \beta^a} \dot{\beta}^a s_{+1} + \frac{1}{2} \frac{\partial^2 \phi^i}{\partial \beta^a \partial \beta^b} \dot{\beta}^a \dot{\beta}^b s_{+1} - \left( \frac{\partial \phi^i}{\partial \beta^a} \dot{\beta}^a + \frac{\partial \phi^i}{\partial s} \right) \dot{\beta}^a s_{+1}.
\]

Thus, assuming that any terms that go to zero when \( s \to 0 \) can be neglected, we obtain the following first order differential equation for \( \Delta \dot{z} \),

\[
\Delta \dot{z}^i = \tilde{\psi}^i_{a'}(\beta, s) \dot{\beta}^a + \left( \tilde{\phi}^i_{a'}(\beta, s) + \frac{\partial \psi^i}{\partial \beta^a}(\beta, 0, s) + \frac{1}{2} \frac{\partial^2 \psi^i}{\partial \beta^a \partial \beta^b}(\beta, 0, s) \dot{\beta}^b \right) \dot{\beta}^a.
\]

Under the same \( s \to 0 \) condition, we may consider a Taylor expansion in \( s \), so that, also assuming that the terms proportional to \( s \) can be neglected, we get

\[
\Delta \dot{z}^i = \tilde{\psi}^i_{a'}(\beta, 0) \dot{\beta}^a + \left( \tilde{\phi}^i_{a'}(\beta, 0) + \frac{\partial \psi^i}{\partial \beta^a}(\beta, 0, 0) + \frac{1}{2} \frac{\partial^2 \psi^i}{\partial \beta^a \partial \beta^b}(\beta, 0, 0) \dot{\beta}^b \right) \dot{\beta}^a,
\]

that has the form

\[
\Delta \dot{z}^i = \tilde{\lambda}^i_{a'}(\beta, \dot{\beta}) \dot{\beta}^a + \tilde{\lambda}^i_{a'}(\beta) \dot{\beta}^a,
\]

where

\[
\lambda^i_{a'}(\beta, \dot{\beta}) = \tilde{\phi}^i_{a'}(\beta, 0) + \frac{\partial \psi^i}{\partial \beta^a}(\beta, 0, 0) + \frac{1}{2} \frac{\partial^2 \psi^i}{\partial \beta^a \partial \beta^b}(\beta, 0, 0) \dot{\beta}^b
\]

Note that \( \tilde{\phi} \) is essentially related to tension contributions to the force, \( \partial \psi/\partial \beta \) is related to linear momentum contributions to the torque or spin-force coupling, \( \partial^2 \psi/\partial \beta^2 \) is related to tension contributions to the torque or spin-force coupling, and \( \psi \) to tension contributions to the torque or spin-force coupling.

This equation is not of the geometric-phase kind for it differs from equation (57). Notwithstanding, it still has relatively simple mathematical properties. The resulting motion depends on the image of the path traversed in the tangent bundle of the internal space, instead of in the internal space as desired. In order to be precise, let the extended state space \( \tilde{P} \) be defined as the vector bundle
(\mathcal{T}_I \times \mathcal{Z}, \mathcal{T}_I, \rho_1)$, where $\rho_1$ is the Cartesian projection of $\mathcal{T}_I \times \mathcal{Z}$ on the first component $\mathcal{T}_I$. Given a curve $\gamma : \mathbb{R} \to \mathcal{I}$ in the configuration space, consider its canonical lift $\tilde{\gamma} : \mathbb{R} \to \mathcal{T}_I$ to the tangent bundle (which corresponds to the field of tangent vectors along $\gamma$). For a coordinate system $\{\beta^i\}$ on $\mathcal{I}$, take the natural coordinate system $\{\beta^i, \beta^i\}$ associated with $\mathcal{T}_I$. If the coordinates of $\gamma$ are $\gamma^a(s)$, so that $(\tilde{\gamma})^a \equiv \dot{\gamma}^a = ds^a/\dot{s}$, then the components of the canonical lift are given by $(\tilde{\gamma}^1(s), \ldots, \dot{\gamma}^a(s), \ddot{\gamma}^1(s), \ldots, \ddot{\gamma}^a(s))$. Consider a generalization of equation (106) given by

$$\Delta \zeta = \lambda^i_{a'}(\beta, \tilde{\beta}, \zeta) \dot{\beta}^a + \lambda^i_{a'}(\beta, \tilde{\beta}, \zeta) \ddot{\beta}^a,$$  \hspace{1cm} (108)

which clearly reduces to (106) when $\lambda$ and $\tilde{\lambda}$ are independent of $\zeta$. Based on this equation we define the $\tilde{\lambda}$-lift of a vector $\tilde{v}$ in $\mathcal{T}_I$ to a vector $\tilde{V}$ in $\mathcal{P}$ as

$$\tilde{V} = \tilde{\lambda}\tilde{v} = \left( \nu^a, \nu^{a'}, \lambda^i_{a'}(\beta, \tilde{\beta}, \zeta) v^a + \lambda^i_{a'}(\beta, \tilde{\beta}, \zeta) \ddot{v}^a \right),$$  \hspace{1cm} (109)

where $\nu^a = (v^a, \dot{v}^a)$ is an arbitrary vector at $T_{(\beta, \tilde{\beta})} \mathcal{T}_I$ and $\tilde{V}$ is a vector at $T_{(\beta, \tilde{\beta})} \mathcal{P}$. Thus, a curve $\gamma$ in $\mathcal{I}$ can be canonically lifted to a curve $\tilde{\gamma}$ in $\mathcal{T}_I$, which then can be lifted to a curve $\tilde{\Gamma}$ in $\mathcal{P}$ defined analogously to the lift from $\mathcal{I}$ to $\mathcal{P}$ discussed before. It is therefore clear that the curve $\tilde{\Gamma}$ represents a solution of equation (108). It is also clear that the deviations of the dynamical quantities $\Delta \zeta$ will be functions of the image of $\tilde{\Gamma}$, and hence functions of the image of $\tilde{\gamma}$. However, we see that different parameterizations for the curve $\gamma$ in the configuration space lift to different curves $\tilde{\gamma}$ in the tangent space – pictorially, the faster the path in the configuration space is traversed, more “stretched” in the direction of the fibers is the lifted curve in the tangent bundle. Therefore, the deviations of the dynamical quantities will not be functions of the image of the curve in the configuration space, i.e.,

$$\Delta \zeta = \tilde{F}(\text{Im}(\tilde{\Gamma})) = \tilde{f}(\text{Im}(\tilde{\gamma})) \neq f(\text{Im}(\gamma)),$$  \hspace{1cm} (110)

where $\tilde{F}$, $\tilde{f}$ and $f$ are suitable functions. Thus, the overall motion of a body described by equation (106) does not depend solely on the sequence of geometrical shapes assumed by the body, but also on how fast the internal motions are performed.

This suggests that swimming (at low Reynolds number) in spacetime can only occur in very particular scenarios in which the interaction between the multipole moments and the curvature is such that $\lambda$ is negligible and $\dot{\beta}$ does not depend on $\beta$. This happens if there is no tension contributions to the torque and spin-force couple. More precisely, if the following vanish, or can be neglected in some regime,

$$\tilde{\lambda}^i_{a'} = \frac{1}{M_0^2} S^{ij} \frac{\partial F_j}{\partial \beta^a} + \frac{1}{M_0^2} \frac{\partial Q^{i0}}{\partial \beta^a} = 0$$

$$\frac{\partial^2 \psi^i}{\partial \beta^a \partial \beta^b} = \frac{1}{M_0^2} S^{ij} \frac{\partial F_j}{\partial \beta^a} + \frac{1}{M_0^2} \frac{\partial^2 Q^{i0}}{\partial \beta^a \partial \beta^b} = 0,$$  \hspace{1cm} (111)

where the right-hand sides are evaluated at $\dot{\beta} = 0$, $\ddot{\beta} = 0$ and $s = 0$.

Consider first that we are only interested in observing swimming at order $(l/r)^2$, then we have to ask for the condition

$$\frac{\partial \tilde{J}^{i0jkl}}{\partial \beta^a} R_{i0} = \frac{\partial \tilde{J}^{i0jkl}}{\partial \beta^a} R_{i0} = 0, \hspace{1cm} (112)$$

and, since in the Newtonian regime the tensions only contribute to components of the multipole moments with the form $J^{ijkl}$ (i.e., with all space-like indices), then this condition reduces to

$$\frac{\partial \tilde{J}^{ijkl}}{\partial \beta^a} R_{i0} = \frac{\partial \tilde{J}^{ijkl}}{\partial \beta^a} R_{i0} = 0, \hspace{1cm} (113)$$

which can be satisfied for all bodies if the spacetime is such that

$$R_{i0} = 0, \hspace{1cm} (114)$$

recalling that the 0-index is defined by the initial dynamical velocity (and the spatial indices are orthogonal to it). If $R_{i0} \neq 0$, then only bodies with certain geometric shapes or performing specific internal motions could satisfy the condition above.

If one wants to observe swimming at $(l/r)^3$ order, then one must ask for the additional conditions

$$2M_0 \frac{\partial \tilde{J}^{ijkl}}{\partial \beta^a} \left( 3\nabla_v R_{i0} + 2\nabla_{\beta} R_{i0} \right) +$$

$$+ S_0^j \frac{\partial \tilde{J}^{ijkl}}{\partial \beta^a} \nabla_j R_{i0} = 0$$

$$2M_0 \frac{\partial^2 \tilde{J}^{ijkl}}{\partial \beta^a \partial \beta^b} \left( 3\nabla_v R_{i0} + 2\nabla_{\beta} R_{i0} \right) +$$

$$+ S_0^j \frac{\partial^2 \tilde{J}^{ijkl}}{\partial \beta^a \partial \beta^b} \nabla_j R_{i0} = 0, \hspace{1cm} (115)$$

which, in the Newtonian regime for internal motions, reduces to

$$M_0 \frac{\partial \tilde{J}^{klm}}{\partial \beta^a} (3\nabla_k R_{l0} + 2\nabla_{\beta} R_{l0}) +$$

$$+ S_0^j \frac{\partial \tilde{J}^{klm}}{\partial \beta^a} \nabla_j R_{l0} = 0$$

$$M_0 \frac{\partial^2 \tilde{J}^{klm}}{\partial \beta^a \partial \beta^b} (3\nabla_k R_{l0} + 2\nabla_{\beta} R_{l0}) +$$

$$+ S_0^j \frac{\partial^2 \tilde{J}^{klm}}{\partial \beta^a \partial \beta^b} \nabla_j R_{l0} = 0, \hspace{1cm} (116)$$

---

13 Consider that the notation is analogous to the one employed before, except that now vectors in the base space are represented by $(v^a, \dot{v}^a)$ instead of simply $(v^a)$. 

---
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which can be satisfied for all bodies if
\[ \nabla_l R_{ijk}^\mu = 0 , \] (117)
otherwise only particular shapes and internal motions could satisfy them. Note that if there were no spin involved, then we could ask simply for \( \nabla_l R_{ijk}^0 = 0 \).

Under these conditions, the equation for the position deviation is given by
\[ \Delta z^i = \lambda^i_{\alpha'}(\beta) \dot{\beta}^{\alpha'} , \] (118)
manifesting the geometric-phase character of the dynamics. We define the *differential displacement* as the 1-form in the configuration space \( I \) given by
\[ \delta z^i = \lambda^i_{\alpha'}(\beta) d\beta^{\alpha'} , \] (119)
where \( \lambda \) is defined in \( \text{(107)} \), but can be written explicitly as
\[ \lambda^i_{\alpha'}(\beta) = \frac{1}{M_0} \frac{\partial F^i}{\partial \beta^{\alpha'}} + \frac{1}{M_0^2} s_0 \frac{\partial F_j}{\partial \beta^{\alpha'}} + \frac{1}{M_0} \frac{\partial Q_{i0}}{\partial \beta^{\alpha'}} , \] (120)
in which the right-hand side is being evaluated at \( (\beta, \dot{\beta}, s) = (\beta, 0, s_0) \). It is then clear that linear momenta and tensions are “thrusting” the swimming body.

When the body goes along a curve \( \gamma \) in configuration space, the total displacement \( \Delta z^i \) is given by
\[ \Delta z^i = \int_\gamma \delta z^i = \int_\gamma \lambda^i_{\alpha'}(\beta) d\beta^{\alpha'} . \] (121)
For a cyclic sequence of internal motions, we get
\[ \Delta z^i_{\text{net}} = \int_\mathcal{D} \left( \lambda^i_{\alpha'}(\beta) d\beta^{\alpha'} \right) = \int_\mathcal{D} \frac{\partial \lambda^i_{\alpha'}}{\partial \beta^{\alpha'}} d\beta^{\alpha'} \wedge d\beta^{\beta'} , \] (122)
where \( \mathcal{D} \) is a 2-dimensional surface in \( I \) enclosed by \( \gamma \). If the cycle is a small parallelogram defined by the infinitesimal vectors \( u^{\alpha'} \) and \( v^{\alpha'} \) in \( I \), then formula \( \text{(78)} \) can be used,
\[ \Delta z^i_{\text{net}} \approx 2 \partial_{u^{\alpha'}} \lambda^i_{\alpha'} u^{\alpha'} v^{\alpha'} , \] (123)
which is the ultimate formula of the theory of swimming (at low Reynolds number) in curved spacetime!

One should keep in mind that the approximations in \( \text{(103)} \) are not obviously valid in general, so one must verify if they are indeed satisfactory in the particular case of analysis. In order to show how certain terms dropped in \( \text{(102)} \) could be problematic, let us consider a hypothetical case in which one of the configuration coordinates is \( l \), representing the overall spatial size of the body. Assume that the mass distribution of the body contributes to \( \dot{\psi} \) according to
\[ \dot{\psi}_{\text{mass}} = A \frac{l^2}{r^2} + B \frac{l^3}{r^3} + \cdots , \] (124)
where \( A \) and \( B \) are functions of the other configuration coordinates, and they are assumed to have the same order of magnitude \( \sim kM \). The triple dots represent mass-like terms that do not depend on \( l \). Similarly, let the contribution from the linear momentum distribution to \( \psi \) be
\[ \dot{\psi}_{\text{momentum}} = A' \frac{l^2}{r^2} l + B' \frac{l^3}{r^3} l + \cdots \] (125)
where \( A' \) and \( B' \) are other functions of the other configuration parameters, also of order of magnitude \( \sim kM \). The triple dots here denote terms that are proportional to \( \dot{\beta} \)'s other than \( \dot{l} \). The total \( \psi \) is given by the sum of these two contributions
\[ \psi = \psi_{\text{mass}} + \psi_{\text{momentum}} . \] (126)
Observe that in the approximations \( \text{(103)} \), for very short integration times \( s \), the term \( (\partial \psi / \partial \beta)_{\chi_0} \Delta \beta \) was supposedly negligible compared to \( (\partial \psi / \partial \beta)_{\chi_0} \beta \). In this model they become
\[ \left. \frac{\partial \psi}{\partial \beta} \right|_{\chi_0} \Delta \beta = 2A \frac{l_0}{r^2} \Delta l + 2B \frac{l_0^2}{r^3} \Delta l + \cdots , \] (127)
where \( l = l_0 + \Delta l \). Hence, to the first order of approximation, \( (\partial \psi / \partial \beta)_{\chi_0} \Delta \beta \) differs from \( (\partial \psi / \partial \beta)_{\chi_0} \beta \) by a factor \( \Delta l / l \sim s / l \). For small times \( s \), the first quantity is indeed negligible compared to the second; in general, we have only to ask for the condition
\[ s \ll l , \] (128)
which means that the time of the cycle should be much smaller than the spatial dimensions of the body. This is a case where the body cannot be centrally controlled, in “real time”, for that would require faster-than-light signals propagating across its extension – thus, that ingeniously-designed device proposed by Wisdom, coupled along the body, seems to be a good fit here (see beginning of section IV). Note, however, that this condition only ensures that \( (\partial \psi / \partial \beta)_{\chi_0} \Delta \beta \) is negligible compared to the lowest order approximation of \( (\partial \psi / \partial \beta)_{\chi_0} \beta \). Consider, for instance, the first order expansion of \( (\partial \psi / \partial \beta)_{\chi_0} \beta \) in \( l \), around \( l_0 \),
\[ \left. \frac{\partial \psi}{\partial \beta} \right|_{\beta} \approx \left. \frac{\partial \psi}{\partial \beta} \right|_{\chi_0} \beta + \left. \frac{\partial}{\partial \beta} \left( \frac{\partial \psi}{\partial \beta} \right) \right|_{\chi_0} \Delta \beta = A \frac{l_0}{r^2} l + B \frac{l_0^2}{r^3} l + 2A \frac{l_0}{r^2} \Delta l + 3B \frac{l_0^2}{r^3} \Delta l + \cdots . \] (129)
Although \( (\partial \psi / \partial \beta)_{\chi_0} \Delta \beta \) is much smaller than the first two terms on the right-hand side of the expression above by a small factor \( s / l \), the next two terms are much smaller than it by a factor \( \dot{l} \sim \Delta l / s \ll 1 \) (if Newtonian conditions are assumed). Therefore, assuming no other term in \( \text{(102)} \) is problematic, the resulting motion would be of
the geometric-phase kind only up to first order in $\Delta \beta$. In particular, the swimming formula (123) for closed cycles, being of order $\Delta \beta^2$, would become unreliable – unless, of course, $(\partial \psi / \partial \beta)_{\chi_0}$ vanishes. At order $(l/r)^2$, $(\partial \psi / \partial \beta)_{\chi_0}$ is zero if

$$\frac{\partial J^{\mu \nu \rho \sigma}}{\partial \beta^a} - R_{\mu \nu \rho \sigma} = 0 ,$$

which is evaluated at $\beta = \beta_0$ and $\dot{\beta} = 0$. Since only the mass distribution contributes to this, we may require simply

$$\frac{\partial J^{i j k l}}{\partial \beta^a} - R_{j k l} = 0 ,$$

and, at order $(l/r)^3$, we must also ask for

$$2M_0 \frac{\partial J^{\mu \nu \rho \sigma}}{\partial \beta^a} \left( 3\nabla_i R_{\nu \rho \sigma} + 2\nabla_L R_{\nu \sigma \rho} \right) + S_{0}^{i j} \frac{\partial J^{\mu \nu \rho \sigma}}{\partial \beta^a} \nabla_j R_{\nu \rho \sigma} = 0 ,$$

which reduces to

$$S_{0}^{i j} \frac{\partial J^{i j k l}}{\partial \beta^a} \nabla_j R_{k i l} + 2M_0 \frac{\partial J^{i j k l}}{\partial \beta^a} \nabla_0 R_{i j k} - M_0 \frac{\partial J^{i j k l}}{\partial \beta^a} \left( 3\nabla_m R_{j k l} + 2\nabla_l R_{m j k} \right) = 0 .$$

In order to have these conditions automatically fulfilled regardless of the body shape and internal motions, the curvature tensor and its first derivative have to satisfy $R_{i j k l} = 0$ (which is the only condition imposed at $(l/r)^2$ order), $\nabla_\mu R_{i j k l} = 0$ and, if there is spin, $\nabla_j R_{k i l} = 0$. In the general case, it seems that most of the terms in the right-hand side of (102) can also impair the validity of that happens, the overall motion could still be swimming-like up to first order in the amplitudes $\Delta \beta$ of the internal motions. Thus, formula (123) would still be reliable up to first order in the amplitudes, i.e.,

$$\Delta z^i \approx \lambda^i (\beta_0) \Delta \beta^a'$$

even at $(l/r)^3$ order.

Let us briefly consider these other terms. The term $(\partial \phi / \partial \beta^a)_{\chi_0} \Delta \beta^a$ cannot cause problems since it only affects the swimming formulas at order $\Delta \beta^3$. The term $(\partial \phi' / \partial s) \dot{\beta}^a$ could only cause trouble if the multipole moments were explicitly dependent on time, as can be seen by

$$\frac{\partial \tilde{\phi}^a}{\partial s} \dot{\beta}^a = \frac{1}{6M_0} \left[ \frac{\partial}{\partial s} \left( \frac{\partial J^{j k l m}}{\partial \beta^a} \right) \right] \nabla^i R_{j k l m} + \frac{\partial J^{j k l m}}{\partial \beta^a} \frac{\partial}{\partial s} \left( \nabla^i R_{j k l m} \right) \dot{\beta}^a' ,$$

so that the first term above may affect the equations at the order $k/r^3$ while the second can be discarded for it is proportional to a second derivative of the curvature tensor (supposedly of order $k/r^4$). If tension-related moments were explicitly time-dependent, then we would have to require

$$\frac{\partial}{\partial s} \left( \frac{\partial J^{j k l m}}{\partial \beta^a} \right) \nabla^i R_{j k l m} = 0 ,$$

which is satisfied for arbitrary bodies only if $\nabla_\nu R_{i j k l} = 0$.

The quantity $(\partial \phi' / \partial \beta^a)_{\chi} \dot{\beta}^a$ tends to be non-vanishing in most cases. The condition for it to vanish is basically that there should be no linear momentum contribution to the quadrupole-order force, which translates as

$$\frac{\partial J^{i j k l}}{\partial \beta^a} \nabla^i R_{\mu \nu \rho \sigma} = 0 ,$$

that reduces to

$$\frac{\partial J^{0 j k l}}{\partial \beta^a} \nabla^i R_{0 j k l} = 0 ,$$

which can be generally satisfied if $\nabla_\nu R_{0 j k l} = 0$. Note that it does not cause problems at order $(l/r)^2$.

The quantities $(1/2)(\partial^2 \phi' / \partial \beta^a \partial \beta^b)_{\chi} \dot{\beta}^a \dot{\beta}^b$ and $(\partial \phi' / \partial \beta^a)\dot{\beta}^a$ are associated with the tension contributions to the force. They vanish if

$$\left( \frac{1}{2} \frac{\partial^2 J^{i j k l}}{\partial \beta^a \partial \beta^b} - \frac{\partial^2 J^{i j k l}}{\partial \beta^a \partial \beta^b} \right) \nabla^i R_{\mu \nu \rho \sigma} = 0 ,$$

which reduces to

$$\left( \frac{1}{2} \frac{\partial^2 J^{i j k l}}{\partial \beta^a \partial \beta^b} - \frac{\partial^2 J^{i j k l}}{\partial \beta^a \partial \beta^b} \right) \nabla^i R_{j k l m} = 0 .$$

Thus, a general body can satisfy this if $\nabla_\nu R_{0 j k l} = 0$. Again, no problem is posed at $(l/r)^2$ order.

Due to the many different conditions that we have obtained, it is appropriate to summarize them in a more organized manner. Note that we are mostly interested in the conditions that allow a general body to swim, despite of its geometrical shape or internal motions. So, we have found that swimming can be fully observed, up to order $(l/r)^2$, if only $R_{i j k l} = 0$. When investigating the dynamics at order $(l/r)^3$, however, it is possible that formula (123) could be correct only up to first order in the amplitudes $\Delta \beta$, so that formula (123) would be unreliable — in this case, we shall say that the body can quasi-swim. When there is no spin, $\nabla_\nu R_{i j k l} = 0$ is enough to ensure that the body can quasi-swim, while $\nabla_\nu R_{i j k l} = \nabla_\nu R_{j k i l} = 0$ is further required for a legitimate swimming. When there is spin, $\nabla_\nu R_{i j k l} = \nabla_\nu R_{i j k l} = 0$ is required for quasi-swimming, while $\nabla_\nu R_{i j k l} = 0$ is additionally demanded for legitimate swimming (i.e., only the components $\nabla_\nu R_{0 j k l}$ could be non-vanishing). Recall
that these components refer to the coordinate system associated with the initial conditions; covariantly, the condition $R_{ijk\ell} = 0$, for instance, would be translated as “the restriction of $R(u_i, \cdot, \cdot, \cdot)$ to the vector subspace orthogonal to $u$ at $z(s_0)$ must vanish”.

We reinforce that all these conditions are associated with the hypotheses on the configuration space and the form of the multipole moments mentioned right below equation (128). In any particular case one must carefully go through similar steps to verify if the approximations in (103) are indeed reasonable. Still, this model seems to apply to a handful of interesting scenarios such as, to name a few, a bipod on a sphere (appendix B) and a tripod in Schwarzschild \& FRW spacetime.

VI. DISCUSSION

The main purpose of this paper was to provide a rigorous and comprehensive treatment of the phenomenon of swimming (at low Reynolds number) in curved spacetime. We found that this effect can indeed take place, although only in very special circumstances where the spacetime abounds with symmetries and the initial conditions and body configurations are favorable. The framework here developed, deeply rooted in Dixon’s multipole theory of dynamics, is not limited to the “low Reynolds number” regime, being suitable to describe the dynamics of any free small articulated body performing fast cyclic internal motions in general relativity.

The choice of Dixon’s formalism as the starting point was due to some of its important features. Namely, the fact that (i) the fundamental conservation equation for matter in general relativity, $\nabla_a T^{ab} = 0$, is automatically implemented in the theory, (ii) the multipole structure of the equations allow a controlled separation of the dynamical effects at different orders in $l/r$ and (iii) it provides a reasonable definition for the worldline of the center of mass, which can be used to track the “effective” motion of the body.

One important aspect of our approach was the special manner proposed to prescribe the quadrupole and octupole moments. More precisely, we have shown that, when solving the multipole equations up to $(l/r)^3$ order of precision, the relevant moments could be evaluated as if the background spacetime were flat, using the exponential map to establish the connection to the real (curved) spacetime. Moreover, the dynamics of the body could be described by the equations of special relativity, namely the energy-momentum tensor would satisfy the conservation equation $\partial_a T^{ab} = 0$, where $\partial$ is the derivative operator associated with any inertial frame of the flat spacetime. This means that, under the $(l/r)^3$ approximation, the problem of solving the dynamics in general relativity can be formally reduced to solving an analogous problem in special relativity. Obviously this amounts to a great simplification.

Considerable attention was devoted to the special case of articulated bodies, with finite-dimensional internal configuration spaces, $\mathcal{I}$, performing a predetermined routine of internal motions, $\gamma : \mathbb{R} \to \mathcal{I}$. We found that, for small integration times and in the Newtonian regime for the internal movements, the effective motion can be described by a generalized concept of swimming. In this generalization, the deviation of dynamical quantities, with respect to the rigid body solution, are functions of the image of the (canonical) lift of $\gamma$ to the tangent space of the configuration space, $T\mathcal{I}$. Although this kind of motion is relatively simple, it does not display the defining feature of the traditional swimming at low Reynolds numbers. Indeed, the overall motion depends on the rapidity of the internal motions. It is interesting to recall that the Newtonian regime condition comes to ensure that the $\beta$-dependent part of the force does not depend on the “velocities” $\dot{\beta}$; therefore, this condition is not required at order $(l/r)^2$, possibly making this form of swimming a fairly general effect at this order of approximation (as long as certain terms can be neglected in the limit of fast cycles).

When there are no tension contributions to the torque, then it might be possible to swim (or quasi-swim) in spacetime. This is a very strong condition, not often satisfied. Moreover, this condition depends on initial values such as the initial dynamical velocity and spin. This can be understood by noting that swimming is not possible in Newtonian gravitation for only the mass content of the body interacts with gravity, so that speeding up the cycles of internal motions implies that the gravitational impulse becomes smaller, influencing the resulting motion. In general relativity the linear momentum and tension densities also “feel” the gravitational field and, since they increase for faster cycles, they can compensate for the shorter cycle duration in such a way that the gravitational impulse becomes independent of its duration – this is swimming at low Reynolds number. However, tension contributions to the torque tend to “overcompensate” for these shorter cycle times, in the sense that, at some point the impulse starts to increase for faster cycles and the resulting motion becomes dependent again on the rapidity of the internal motions.

Although swimming (at low Reynolds number) in curved spacetime is indeed a phenomenon of limited occurrence, there are some important spacetimes where swimming (or quasi-swimming) can take place. Namely, it happens in Friedmann-Robertson-Walker spacetimes, if the body starts at rest with respect to the family of isotropic observers. It is worth to point out that this scenario, where the spatial sections are homogeneous and isotropic, represents the closest analogue to the Newtonian swimmer in a non-turbulent viscous fluid. Indeed, the fluid mechanics theory of swimming at low Reynolds number, in which the effective motion is described by geometric phases associated with the sequence of shapes assumed by the body, is not expected to apply to a non-homogeneous (or non-isotropic) fluid, such as a fluid with non-constant density or viscosity.
In conclusion, the dynamics of small articulated bodies performing fast internal motions in curved spacetimes is much richer than originally expected, as the effective motion can respond differently to different rapidities of the internal movements. Accordingly, we propose that the term swimming in curved spacetime should not be restricted to this limited sense of “low Reynolds number” regime, in the same way that the term swimming in the context of fluids is not. Finally, we pose a possibly interesting question: what can a spacetime swimmer do in the context of fluids is not. Finally, we pose a possibly interesting question: what can a spacetime swimmer do to become more efficient? That is, what is the regime, shape and internal motions required to achieve the maximum displacement per cycle? This is just one example of stimulating questions that may arise in this field of swimming in curved spacetime.
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Appendix A: Definition of relevant bitensors

In section IV we presented formula (16) giving the multipole moments in terms of the stress-energy tensor. In this appendix we provide the definitions for the bitensors appearing in that formula.

We define the world-function biscalar $\sigma$ by

$$\sigma(x_1, x_2) = \frac{1}{2} (u_2 - u_1) \int_{u_1}^{u_2} g_{ab} v^a v^b du, \quad (A1)$$

where $x(u)$ is an affine-parametrized geodesic linking $x_1 = x(u_1)$ and $x_2 = x(u_2)$, and $v^a$ is the tangent vector field to it. Note that, in the hypothesis of normal neighborhood, there is a single geodesic linking each two points, making this bi-scalar well-defined.

We represent higher-rank bitensors, based on the pair of points $(x, z)$, using a convention for the indices similar to the abstract index notation for tensors. The difference is that we reserve the first half of the Latin alphabet (“a, b, c, . . .”) to denote slots associated with the point $x$ (i.e., the first entry) and the second half of the alphabet (“k, l, m, . . .”) to denote slots associated with the point $z$ (i.e., the second entry). Components associated with $x$ will be denoted by letters in the first half of the Greek alphabet (“$\alpha, \beta, \gamma, . . .$”) and those associated with $z$ by letters in the second half (“$\nu, \lambda, \mu, . . .$”). We can act with covariant derivatives on bitensors by keeping the non-involved point fixed (and also ignoring the tensor indices associated with that point). Whenever the argument of bitensors are omitted, it is implicit that they are $(x, z)$.

When covariant derivatives act on $\sigma$ we denote it as, for example, $\nabla_a \nabla_b \nabla_c \sigma = \sigma_{kba}$. In particular, we have $\sigma^a$ and $\sigma^k$. Also, when a second derivative acts on $\sigma^k$, now with respect to the point $x$, we get $\sigma^k_a$. This bitensor can be seen as a (linear) mapping of vectors at $x$ to vectors at $z$, i.e., a map of the kind $T^z_x \mathcal{M} \to T^z_z \mathcal{M}$ (if $v^a \in T^z_x \mathcal{M}$, then $\sigma^a_b \in T^z_z \mathcal{M}$). In a region such that every point is in the normal neighborhood of the others, this is an invertible map, and we define the inverse map $\sigma^k_a$ by

$$\sigma^k_a \sigma^b_a = \delta^k_b, \quad (A2)$$

where $\delta^k_b$ is the identity tensor at $x$. We also define the transport bitensors $K$ and $H$ by

$$K^a_k = -\sigma^a_k \sigma^l_k \quad H^a_k = -\sigma^a_k, \quad (A3)$$

which can be thought as (linear) mappings of vectors at $z$ to vectors at $x$ (i.e., maps of the kind $T^z_x \mathcal{M} \to T^z_z \mathcal{M}$). Finally, define the $n$-potential function, for $n \geq 2$, as

$$\langle n \rangle_{klqr} (x, z) = (n - 1) \int_0^1 \sigma^{ka} \sigma^{lb} \sigma^{mr} u^{n-2} du, \quad (A4)$$

where the arguments of the $\sigma$’s are $(\pi(u), z)$, with $\pi(u)$ being a geodesic with affine parameter $u$ such that $\pi(0) = z$ and $\pi(1) = x$.

Appendix B: A bipod on a sphere

In this appendix we analyze the problem of a bipod constrained to move on a 2-sphere. This problem was one of the major motivations behind Wisdom’s realization that swimming (at low Reynolds number) in the curved spacetimes of general relativity could be possible. We first review the Newtonian results, and then we apply the covariant theory of swimming to the equivalent problem in general relativity, showing that the answers match. Hence, this serves as a check of consistency for our theory.

A bipod is set to move freely (i.e., without friction) on a 2-sphere of radius $r$, which will be covered with spherical coordinates $\{\phi, \psi\}$, where $\phi = [0, \pi]$ and $\psi = [0, 2\pi]$. The bipod is formed by a central mass $m_0$ placed (without loss of generality) at the point $(\pi/2, 0)$, connected by two straight (geodesic) massless rods of length $l$ to two other identical masses $m_1 = m_2$. The bipod is allowed to stretch and shrink its legs or open and close the angle $2\alpha$ between the legs at $m_0$; hence, the associated internal configuration space $\mathcal{I}$ is spanned by the coordinates $(\alpha, \beta)$, where $\beta = l/r$.

Let the axis of symmetry (bisectrix of the bipod) be initially aligned with the $\psi$ direction; thence, because of the symmetry of the bipod and the sphere, the effective motion of the bipod will necessarily be along the $\psi$ direction, and the bisectrix direction will not tilt. Therefore, the
Recall that the differential displacement 1-form is defined from the equation satisfied by the trajectory deviation, \( \Delta \psi(t) = \psi(t) - \psi_0(t) \), where \( \psi_0(t) \) is the trajectory of the rigid bipod. Namely, if \( \Delta \psi = A l + B \alpha \), then \( \delta \psi = A \delta l + B \delta \alpha \).

In the Newtonian case, there was no issue in considering the bipod to be held on the sphere by normal forces of constraint which could, for instance, be of contact nature: the Lagrangian formalism deals well with this. The Dixon’s formalism, on the other hand, provides no simple way of addressing constraints like this. The solution to this situation is to realize that the swimming of the bipod on the sphere should not depend on the nature of the forces of constraint. Thus, we might search for a spacetime in which this force is of gravitational nature, allowing us to directly apply Dixon’s formalism (as the body would be essentially free in this case). The natural candidate for the spacetime is one with topology \( \mathbb{R} \times S^3 \) and metric

\[
d s^2 = d t^2 - r^2 (d \theta^2 + \sin^2 \theta \, d \phi^2 + \sin^2 \theta \, d \psi^2) ,
\]

so that the lowest order effect is at order \( (l/r)^2 \) and there is no correction at order \( (l/r)^3 \). Hence, we expect the result from the covariant theory of swimming to be

\[
\Delta \psi = - \frac{4 m_0 m_1 \sin \alpha}{(m_0 + 2 m_1)^2} \beta^2 \Delta \beta \Delta \alpha .
\]

Fortunately, this is precisely what we will obtain.

Let us now look at this problem as the limiting case of a slowly moving bipod in the context of general relativity. The simplest thing that one can think of is to consider a spacetime with topology \( \mathbb{R} \times S^2 \) and metric

\[
d s^2 = d t^2 - r^2 (d \phi^2 + \sin^2 \phi \, d \psi^2) ,
\]

where \( t \in \mathbb{R}, \phi \in [0, \pi] \) and \( \psi \in [0, 2\pi] \). However, in order to avoid going through the necessary modifications in our formulas associated with the different spacetime dimension, we shall have the bipod constrained in a spatial 2-sphere inside a 1+3 spacetime.
for all $s$. Therefore the equation for the linear momentum becomes trivial, the one for the angular momentum yields

$$e_0^{[a} v^{b]} = -\frac{1}{2M}Q^{ab}$$  \hspace{1cm} (B10)

and equation $[3]$ is automatically satisfied. In components associated with the $e_\mu$ basis, we get

$$v^i = \frac{1}{M}Q^{0i},$$  \hspace{1cm} (B11)

where $i$ denotes a “spatial” index. This can be integrated to yield the trajectory of the center of mass of the body.

According to $[B8]$, the non-vanishing components of the torque read

$$Q^{10} = \frac{4v^0}{3r^2} (J^{2120} + J^{3130})$$
$$Q^{20} = \frac{4v^0}{3r^2} (J^{1210} + J^{3230})$$
$$Q^{30} = \frac{4v^0}{3r^2} (J^{1310} + J^{3230}),$$  \hspace{1cm} (B12)

recalling that, in our approximations, $v^0 \approx 1$. Thus, only the momentum-related components of the quadrupole moment, $J^{j00} = \int d^4x x^j x^i g^{ij}$, are relevant. Since the bipod is contained to the 2-3 “plane” (i.e., the 2-sphere), then $J^{j10} = 0$; also, since there is no linear momentum in a direction orthogonal to the 2-sphere, then $J^{110} = 0$. Therefore, the torque components simplify to

$$Q^{10} = 0$$
$$Q^{20} = \frac{4v^0}{3r^2} J^{3230}$$
$$Q^{30} = \frac{4v^0}{3r^2} J^{3230}.$$  \hspace{1cm} (B13)

Furthermore, because of the inversion symmetry with respect to the bisectrix of the bipod, one should have $J^{3230} = J^{3130} = J^{k\ell m}(e_3)_k (e_3)_\ell (e_3)_m = J^{k\ell m}(e_3)_k (-e_2)_\ell (e_3)_m (e_0)_n = 0$, so that the only non-vanishing components of the torque are $Q^{30} = -Q^{30}$. This implies that the bipod moves along the great circle of the 2-sphere (i.e., the worldline of the center of mass lies in the $t-\psi$ submanifold), as expected. Parameterizing the worldline by the coordinate time $t$, we obtain from $[B11]$ the simple formula

$$\frac{d\psi}{dt} = \frac{4}{3} J^{3230}.\ \hspace{1cm} (B14)$$

Note that this result is correct up to $(l/r)^3$ order, and all the relativistic effects (e.g., those coming from very fast internal movements) must be encoded in $J^{3230}$.

Let us now compute this quadrupole moment. We shall assume that the internal motions are sufficiently slow so that Newtonian mechanics apply. This is motivated by the general theory, which indicates that swimming (at low Reynolds number) is mainly limited to this regime.

FIG. 3. The local correspondence to a flat spacetime puts the bipod on an Euclidean plane. The coordinate $x^2$ is aligned with the actual direction $e_2$, in the real spacetime, and $x^3$ is aligned with the actual direction $e_3$.

The total mass is given by $M = m_0 + 2m_1$, and the momentum $g^i$ is

$$g^i(x) = \rho(x) \delta^i(x),$$  \hspace{1cm} (B15)

where $\delta^i(x)$ is the 3-velocity of the element of mass at the point $x$. To evaluate the component $J^{3230}$, we consider that the bipod is in an Euclidean 2-dimensional plane, covered with coordinates $\{x^2, x^3\}$, such that $x^2$ is in $e_2$ direction (i.e., $\phi$ direction) and $x^3$ is in $e_3$ direction (i.e., $\psi$ direction) [see figure $[3]$. Let the coordinates of the central mass, $m_0$, be $(x_0^2, x_0^3) = (0, x_0)$, where $x_0$ is some number. The coordinates of the mass $m_1$, at an arbitrary configuration, are given by $(x_1^2, x_1^3) = (l \sin \alpha, x_0 + l \cos \alpha)$ and those of the mass $m_2$ are $(x_2^2, x_2^3) = (-l \sin \alpha, x_0 + l \cos \alpha)$. In order to have the center of mass at the origin of the coordinate system (which is essential to the definition of the quadrupole moment), we must set $x_0$ as

$$x_0 = -\frac{m_1}{m_0 + 2m_1} l \cos \alpha.$$  \hspace{1cm} (B16)

The velocities $\dot{x}_k^i$ can be easily computed and the density of momentum can be expressed as

$$g^i(x) = \sum_k m_k \delta(x - x_k) \dot{x}_k^i,$$  \hspace{1cm} (B17)

where $\delta$ is the Dirac delta function. We find the component $J^{3230}$ to be

$$J^{3230} = -\frac{m_0 m_1}{m_0 + 2m_1} l^3 \sin \alpha \dot{\alpha},$$  \hspace{1cm} (B18)

so that

$$\frac{d\psi}{dt} = -\frac{4}{3r^3} \frac{m_0 m_1}{m_0 + 2m_1} l^3 \sin \alpha \frac{d\alpha}{dt}.\ \hspace{1cm} (B19)$$

When the bipod is rigid (i.e., $l = 0$ and $\dot{\alpha} = 0$), the center of mass does not move, $\psi_0(t) = \psi(0)$. Thus the differential displacement $\delta \psi$ is

$$\delta \psi = -\frac{4}{3r^3} \frac{m_0 m_1}{m_0 + 2m_1} l^3 \sin \alpha \frac{d\alpha}{dt}.$$  \hspace{1cm} (B20)
Note that it differs from the corresponding 1-form (given in equation (B1)) of the Newtonian approach, and this is because \( \psi \) there denoted the position of the pivot mass while here it denotes the position of the center of mass. We expect, nonetheless, that after a complete cycle of internal motions the two distinct definitions for the net deviations should match – after all, the distance between the pivot and the center of mass depends only on the shape of the bipod, which is the same before or after a cycle. After a complete cycle (of infinitesimal internal motions) the total deviation is

\[
\Delta \psi = -\frac{4m_0m_1}{\left(m_0 + 2m_1\right)^2} \beta^2 \sin \alpha \Delta \beta \Delta \alpha , \tag{B21}
\]

which is precisely the correct result, up to \((l/r)^3\) order of approximation!

This result can be quickly re-obtained if we apply the swimming formula (123). The differential displacement is given by \( \delta \psi = \lambda_3^\alpha \, d\beta^\alpha \), where \((\beta^1, \beta^2) = (\alpha, l)\). The function \( \lambda_3^\alpha \), is explicitly defined in (120). Since there is no force, it becomes simply

\[
\lambda_3^\alpha = \frac{1}{M_0} \frac{\partial Q^{30}}{\partial \beta^\alpha} = \frac{4}{3M_0 r^2} \frac{\partial J^{2320}}{\partial \beta^\alpha} , \tag{B22}
\]

where \( M_0 = m_0 + 2m_1 \). Using expression (B18) for \( J^{2320} \) in terms of \( l \) and \( \alpha \), we get

\[
\lambda_3^\alpha = -\frac{4}{3r^3} \frac{m_0m_1}{\left(m_0 + 2m_1\right)^2} l^3 \sin \alpha \tag{B23}
\]

\[
\lambda_3^l = 0 \tag{B24}
\]

which gives precisely the \( \delta \phi \) in (B20).

Finally, it interesting to note that this swimming behavior can only be observed when the bipod is released from rest (with respect to the time symmetry). When \( u \) has an initial component in, say, direction \( \psi \), the torque components become

\[
Q^{10} = 0 \nonumber
\]

\[
Q^{20} = u^k v_k \frac{4u^0}{3r^2} \left[ u^0 j^{0323} - u^3 j^{0203} \right] \nonumber
\]

\[
Q^{30} = u^k v_k \frac{4}{3r^2} \left[ \left( u^0 \right)^2 + \left( u^3 \right)^2 \right] j^{0232} + \left[ u^0 u^3 \left( J^{0202} + J^{2323} \right) \right]. \tag{B25}
\]

Since there is no torque propulsion in direction \( e_1 \), the body still does not leave the great sphere, as expected. Particularizing to the case of the symmetric bipod, the torque component \( Q^{20} \) vanishes, showing that the bipod only moves along its symmetry axis (i.e., in \( \psi \) direction). Clearly these torque components reduce to those in (B13) when \( u = e_0 \). If \( u \) has a non-negligible \( u^3 \) projection, then we see that the torque component \( Q^{30} \) contains a tension contribution coming from \( J^{2323} \). Thus, if a bipod is set to move relativistically fast on a frictionless 2-sphere, it will not swim “at low Reynolds number”, unlike what happens in the Newtonian regime.
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