Coupling Radiation Transport and Track-Structure Simulations: Strategy Based on Analytical Formulas Representing DNA Damage Yields
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Existing radiation codes for biomedical applications face the challenge of dealing with largely different spatial scales, from nanometer scales governing individual energy deposits to macroscopic scales of dose distributions in organs and tissues in radiotherapy. Event-by-event track-structure codes are needed to model energy deposition patterns at cellular and subcellular levels. In conjunction with DNA and chromatin models, they predict radiation-induced DNA damage and subsequent biological effects. Describing largescale effects is the realm of radiation transport codes and dose calculation algorithms. A coupling approach with a great potential consists in implementing into radiation transport codes the results of track-structure simulations captured by analytical formulas. This strategy allows extending existing transport codes to biologically relevant endpoints, without the need of developing dedicated modules and running new computationally expensive simulations. Depending on the codes used and questions addressed, alternative strategies can be adopted, reproducing DNA damage in dependence on different parameters extracted from the transport code, e.g., microdosimetric quantities, average linear energy transfer (LET), or particle energy. Recently, a comprehensive database on DNA damage induced by ions from hydrogen to neon, at energies from 0.5 GeV/u down to their stopping, has been created with PARTRAC biophysical simulations. The results have been captured as a function of average LET in the cell nucleus. However, the formulas are not applicable to slow particles beyond the Bragg peak, since these can have the same LET as faster particles but in narrower tracks, thus inducing different DNA damage patterns. Particle energy distinguishes these two cases. It is also more readily available than LET from some transport codes. Therefore, a set of new analytical functions are provided, describing how DNA damage depends on particle energy. The results complement the analysis of the PARTRAC database, widening its potential of application and use for implementation in transport codes.
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INTRODUCTION

Radiation transport codes are a key tool for many research and practical applications dealing with radiation-matter interactions. Many codes exist, including FLUKA, Geant4, MCNP, PHITS or TOPAS [1–5]; recent reviews focused on radiotherapy applications can be found in [6, 7]. In most cases a common issue has to be faced: The radiation field and the resulting dose distribution have to be captured at a rather large spatial scale, e.g., in a human body, in a high-energy physics detector, or in a shielding layer in a space habitat. At the same time, however, radiation action proceeds through energy deposition events (mainly ionizations and excitations of target atoms) that are spatially distributed with a ∼nm spacing. Coupling these spatial scales and dealing with them in a common simulation framework is, without a doubt, a challenge. Two main approaches exist, namely the condensed-history approach, suitable for macroscopic simulations, and event-by-event track-structure approach, dedicated to microscopic and nanoscopic simulations. In the condensed-history approach, the radiation transport simulation algorithm deals with the cumulative effects of multiple particle collisions, approximated in a single “step.” The step is modelled as a path free of interactions, and an overall change in particle energy (using stopping power functions) and direction of motion is considered at its end. The actual free path length, energy lost and deflection are sampled stochastically. Nuclear reactions, leading to the production of different particles after the interaction has taken place, can also be simulated. Codes using such an approach are widely and successfully applied and allow accurate calculation of, e.g., radiation dose in targets of different sizes. On the contrary, track-structure codes [8, 9] are developed to simulate all single collisions with atomic electrons in the target in an event-by-event manner. The outcome of the simulation is the set of spatial coordinates of ionizations and excitations induced by the primary particle and its secondary electrons, and energy depositions in each event, forming the particle track. Concerning different target materials, radiation transport with a condensed-history approach mainly requires the knowledge of particle stopping power (as well as cross-section data for nuclear reactions), while an event-by-event simulation requires accurate knowledge of all interaction cross sections with atomic electrons [10]. Track-structure calculations are therefore mostly performed in water only.

For medical applications of ionizing radiation, but also in radiation protection, the macroscopic scale of interest is that of the whole radiation field impacting on the person. Accurate calculations of physical absorbed dose are needed in the organs and tissues of the exposed person, even for radiotherapy applications not only in the treatment volume but also in surrounding regions [11, 12]. Different elemental compositions and tissue inhomogeneities must be considered. At the same time, radiation effects in terms, e.g., of cancer cell killing or inducing genomic aberrations or mutations can be traced back to radiation interactions taking place at the scale of sensitive subcellular targets such as nuclear DNA or chromosomal domains. The description and, as far as possible, prediction of these effects requires simulation tools with a track-structure approach, coupled to a software replica of the target genomic content. Also, in addition to interactions with the DNA molecule (direct damage), it is necessary to consider that energy depositions in water in the cell can lead to water radiolysis, with the production of free radicals that can diffuse, chemically react with one another and damage DNA (indirect damage). Advanced track-structure codes such as PARTRAC [8] have been developed in this sense, currently allowing the full simulation of the chain of events from radiation traversal of a single-cell model (using liquid water as a surrogate material) to the induction of initial DNA damage (as well as, to some extent, damage evolution and repair).

Within this general context, efforts are currently ongoing to develop biophysical simulation tools that can provide at the same time a macroscopic description of the radiation field and its consequences in terms of damage at the cellular/subcellular level, e.g., the Geant4/Geant4-DNA project [13]. However, different strategies can be pursued to couple existing radiation transport codes using the condensed-history approach with track-structure codes. This would lead to a better exploitation of available tools, extending the applicability of transport codes towards biological endpoints, and of track-structure codes towards larger volumes and inclusion of secondary particles produced by nuclear reactions. A simple coupling approach with a great potential consists in the implementation in radiation transport codes of analytical formulas or look-up tables that capture the results of track-structure simulations on the induced DNA damage. Proceeding in this way brings a number of important advantages: Existing radiation transport codes either already provide the information needed for the coupling, or can be easily developed to do so; The coupling can also be performed off-line by the users, requiring no real development of the transport code; Implementation of formulas or tables in the transport code also leads to a significant saving of computational time with respect to running new simulations.

The question then arises as to which information is best suited to make the bridge between the output of the radiation transport and the track-structure code. A radiation transport code should be able to describe the characteristics of the radiation field with a wide choice of observables (particle types, energy distribution, LET distribution, direction of motion, etc.) in targets of varying sizes, ideally down to the step length used for calculations in the condensed-history approach. Of course, a full characterization of the field at a spatial scale that corresponds to the volume of a single cell is neither practical nor reasonable to achieve in terms of computational time when considering a macroscopic target. For instance, in the scenario of a voxelized target, the typical size of the cubic voxel is of the order of ∼1 mm, and averaging procedures can be used to extract parameters that describe the radiation field in the voxel. Interestingly, analytical formulas have been implemented, e.g., in the code PHITS, which allow calculation of the distribution of microdosimetric quantities in macroscopic target regions [5]. By definition, microdosimetric quantities as the lineal energy are built considering the stochasticity of energy depositions by radiation in sensitive sites of micrometric size. As such, it could be argued that they are ideal to characterize the radiation field in a single cell nucleus.
that can be assumed as a quasi-spherical volume with a linear dimension of ∼10 µm. These considerations are at the basis of our previous works, in which we proposed a full coupling between PHITS and PARTRAC to derive the RBE of neutrons of different energy [14, 15], as well as a full set of analytical functions [16] reproducing PARTRAC results on different types of DNA damage as a function of an LET estimate, when the cell nucleus is irradiated with a variety of light ions at radiotherapy-relevant energies down to stopping. Such LET estimate, obtained by dividing the dose delivered to the cell nucleus by particle fluence (with appropriate conversion of units), is indeed analogous to the concept of the dose-mean lineal energy in microdosimetry. However, some limitations exist for this coupling approach using LET-based functions: The dose-mean lineal energy (or a definition of LET that is coherent with that adopted in PARTRAC calculations) might not be readily available for all transport codes. Furthermore, the same LET value is crossed twice as the particle slows down, in its distal and proximal parts of the Bragg peak, but the track characteristics, including its biological effectiveness, are different. Consequently, when plotting DNA damage as a function of LET, hooks appear, and single-valued mathematical functions cannot reproduce the full set of results including the lowest particle energies. A representation of DNA damage as a function of particle energy can instead be proposed to solve this issue. It also has the advantage that particle energy distributions can be easily extracted from transport codes.

Starting from these considerations, we provide in this work a set of new analytical functions exploring how PARTRAC results on DNA damage depend on particle energy, for light ions up to Ne, with energies per nucleon (specific energies, hereafter termed just energies) from 0.5 GeV/u down to stopping. The new formulas reproduce DNA damage yields per unit dose or per particle track, and complement previous results for damage yields as a function of particle LET. Overall, different choices are thus made possible for transport code users who want to implement such formulas in a radiation transport code. We further discuss how the availability of these formulas sets the basis of an efficient strategy to perform the coupling between radiation transport and track-structure codes. We discuss the limitations of such a strategy and how these can be addressed, in particular in relation to the issue of electronic equilibrium. Results of the full coupling between transport and track-structure codes for specific case studies shall be presented elsewhere, this work widening the potential of application of PARTRAC results and their use for an extension of existing transport codes to derive DNA-damage-based estimates of biological effectiveness.

MATERIALS AND METHODS

PARTRAC Track-Structure Simulations

PARTRAC [8, 17–21] is a family of biophysical simulation tools for modelling the biological effects of ionizing radiation at subcellular and cellular scales. It possesses a modular structure that reflects the underpinning mechanisms and processes. Individual modules integrate knowledge from radiation physics, chemistry, biophysics of DNA and its radiation damage, and radiation biology. The modular structure of the tool facilitates model refinements, integration of novel features, as well as extensions to further endpoints.

The simulations start with a module that describes physical processes of radiation interaction with the traversed matter. The code is capable of handling photons, electrons, protons and light ions over a wide energy range as relevant for natural, medical and technical applications. Typically, liquid water is used as a surrogate for biological material. For photons, the user may specify a homogeneous medium with an arbitrary atomic composition. For each particle type, established cross-section data are implemented. The respective dataset is stochastically sampled to generate an in silico representation of the interaction pattern, in an event-by-event mode, i.e., simulating individual ionizations, excitations and further processes (except nuclear reactions). The primary particle is followed until stopping or until leaving the given volume of interest, which typically surrounds a cell. Also, all secondary electrons liberated by the primary particles are tracked, as well as all higher-order particles. Each such generated track is different, but they share some global features, e.g., dense core regions in ion tracks surrounded by penumbra with sparse secondary electron tracks.

In a subsequent module that describes pre-chemical and chemical processes of track development, individual ionization and excitation events are converted to reactive species or relaxed to water molecules. Branching ratios, yields of diverse species, and their diffusive properties are implemented. Diffusion of species is followed together with their mutual reactions, in a step-by-step mode. In addition to mutual reactions, the species are removed upon attacking cellular DNA, histones, or in non-specific reactions governed by their lifetimes.

Multi-scale DNA and chromatin models are implemented. They range from an atomic model of DNA double-helix, over its binding to nucleosomes, formation of ∼30 nm chromatin fiber, its loops and domains to chromosome territories within cell nuclei. Two such multi-scale models are available in PARTRAC at present, a spherical one for human lymphocytes and an elliptical one for human fibroblasts.

By overlaying these DNA and chromatin models with radiation tracks in terms of energy deposition patterns (so-called direct radiation effects) and attacks of reactive species (indirect effects), DNA damage is scored. Energy deposits within the sugar-phosphate backbone as well as attacks of hydroxyl radicals are in a stochastic manner converted to DNA strand breaks. Breaks on both strands within a genomic distance of 10 base pairs (bp) are scored as double-strand breaks (DSBs). Even DSBs may cluster, especially for high-LET particles. DSB clusters are scored whenever two or more DSBs appear within 25 bp. DSB clusters are an example of clustered lesions (locally multiply damaged sites) that likely pose critical challenges to cellular repair systems, and may represent initial damage finally leading to chromosome aberrations and cell killing. The term DSB sites includes both isolated DSBs and their clusters: an isolated DSB forms a DSB site, and a cluster of, e.g., three DSBs separated by less than 25 bp from each other is scored as a single DSB site as well. Beyond this simple classification
scheme, PARTRAC includes another module that allows the user to score DNA fractionation patterns on numerous scales ranging from very short fragments (tens of bp) up to fragments of chromosomes (hundreds of Mbp).

Finally, much attention has been devoted in the last decade to the development of the repair module in PARTRAC [17, 18, 22–25]. It represents the non-homologous end-joining pathway of DSB repair, the dominant DSB repair in human cells in G0 and G1 cell-cycle phases. The module explicitly accounts for the action of repair enzymes as well as for the mobility of chromatin breaks. It has been extended to chromosome aberrations too. Promising preliminary results have been obtained for the endpoint of cell killing as well.

PARTRAC results have been validated against available large experimental datasets within radiation physics, chemistry, and biology, cf. [8] and Refs. therein. The tool has served as a benchmark for other codes. Its recent applications included a model that provided mechanistic interpretation for the biological effectiveness of neutrons [14, 15], a model of radiation-induced bystander effects [26–30], or a study on radiation effects on mitochondrial DNA [31].

In this work, we have analyzed the previously published comprehensive database of PARTRAC simulations on DNA damage induced by light ions [20, 21]. Model cell nuclei were irradiated by $^1$H, $^4$He, $^7$Li, $^9$Be, $^{11}$B, $^{12}$C, $^{14}$N, $^{16}$O or $^{20}$Ne ions at starting energies of 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64, 128, 256 or 512 MeV/u. The ions were started fully stripped of electrons. The ion source was an 80 µm$^2$ circle, placed tangentially to a model lymphocyte nucleus (sphere with 10 µm diameter, concentric with the nucleus model. Per ion type and energy, at least 1,280 particles were simulated (up to 8,192 runs with 5–3,200 particles per run. Statistical uncertainties are reported as ± 1.96 times the standard deviation, hence covering 95% confidence intervals on the simulated DNA damage yields, calculated based on Poisson distributions.

DSBs, DSB clusters and DSB sites were scored. From absolute numbers of the lesions and the deposited dose, damage yields per Gy per Gbp were calculated. In this work, this is referred to as a dose-based approach. Alternatively, damage yields were considered per track per Gbp, which may serve as a basis for a fluence-based approach. These two approaches can both be used to couple radiation transport to track-structure simulations using different strategies. It is up to the transport code user to select the appropriate one, depending on the availability of radiation transport results and on the specific case under study. This is addressed later in the discussion.

Analytical Representation of DNA Damage Yields

To enable the conversion from the dose-based approach to the fluence-based one, the simulation results on the dose deposited in the nucleus per track $D_{\text{track}}$ (in Gy) were fitted as a function of the ion starting energy $E$ (in MeV/u) by:

$$D_{\text{track}} = \frac{p_1 E^p}{(1 + \exp(p_2 E^p))^{p_3}}$$  \hspace{1cm} (1)

The selection of this functional form was motivated by the shape of the simulation results in a log-log scale (cf. the Results section). This function combines two power-law terms, $E^p$ and $E^{p_2-p_3}p_3$, with a smooth, logistic-like transition in-between. Parameters $p_3$ (used in an exponential form to guarantee positivity of the resulting power-law coefficients) and $p_3$ affect the transition region, and $p_1$ scales the magnitude of the function.

The yields $Y$ of DSBs, DSB clusters and DSB sites (expressed per Gy per Gbp) were fitted as a function of the ion starting energy $E$ (expressed in MeV/u) by:

$$Y = p_0 + p_1 \frac{1}{1 + (E \exp(p_4))^p} \left(1 - \frac{1}{1 + (E \exp(p_4))^p}\right) + p_6 \frac{1}{1 + (E \exp(p_4))^p}$$  \hspace{1cm} (2)

These functions combine three power-law terms with logistic-like transitions in-between. For parameters $p > 0$, the first and the last term decrease, while the second one increases with increasing energy. Parameters $p_2$, $p_4$ and $p_5$ govern the position of these logistic power-law functions; $p_3$, $p_4$ and $p_6$ their slopes; $p_1$ and $p_6$ the magnitude of the effects; and $p_0$ depicts the high-energy asymptotic behavior. The high-energy (i.e., low-LET) behavior was taken from Ref. 16, using the following values: $p_0 = 6.8$ DSB, 0.07 DSB clusters, and 6.8 DSB sites per Gy per Gbp.

Parameters of these test functions were fitted to the results of track-structure simulations using non-linear model fitting in Matlab (The MathWorks Inc., United States). This was done for each damage type and each ion separately, and for per-track doses as well. Some terms or parameters were not needed in some cases, and were thus not included (cf. Results). A few parameter values were fixed manually (in particular the parameter $p_4$ for DSBs and their sites, cf. Results) in order to help avoid overfitting, especially to avoid local minima or maxima that otherwise might occur as mere artifacts of the fitting procedure, with no support by the simulation results. Damage yields per track per Gbp were then obtained by the product of formula (2) for the yields per Gy per Gbp and formula (1) for the dose per track.

Amorphous Track-Structure Calculations

With the given setup of PARTRAC track-structure simulations, only ions were considered whose track core regions hit the nucleus. Ions passing nearby and hitting the nucleus only by their penumbra regions were neglected. This approach was selected to limit the computational costs of track-structure simulations for high-energy ions that produce very wide but low-density penumbra regions, e.g., 512 MeV/u protons liberating secondary electrons with ranges in water and hence track radius of a few millimetres but total LET (including the track core) of about 0.2 keV/µm only. To assess the limitations of this approach, additional calculations were performed using an amorphous track structure model [32] which assumes a radial dose distribution:

$$D_{\text{track}} = \frac{p_1 E^p}{(1 + \exp(p_2 E^p))^{p_3}}$$  \hspace{1cm} (1)
\[ D(r) = \begin{cases} \frac{\lambda}{r^2} & \text{for } r < r_c = 0.3 \text{ nm (track core)}, \\ \frac{\lambda}{r^2} & \text{for } r_c < r < r_p \text{ (penumbra)}, \\ 0 & \text{for } r > r_p, \end{cases} \]  

where the track radius \( r_p \) (in µm) is given by \( r_p = 0.062 \ E^{1.7} \), with \( E \) (MeV/u) denoting the ion energy [32, 33], and \( \lambda \) is an integration constant proportional to the LET of the track. The fraction of LET deposited in the inner part of the track (up to a specific distance \( R \) from the track axis, e.g., the radius of cell nucleus) was then calculated by:

\[ f(R) = \begin{cases} \ln \left( \frac{r_p}{R} \right) & \text{for } r_p > R, \\ 0.5 + \ln \left( \frac{r_p}{r_r} \right) & \text{for } R = 1 \text{ otherwise,} \end{cases} \]

where \( \ln \) denotes natural logarithm. The average LET fraction deposited to the spherical cell nucleus by tracks that hit the nucleus by their core regions (and alternatively by nearby tracks) was calculated in Matlab (The MathWorks Inc., United States) by numerically integrating the radial dose distribution overlapping with the cell nucleus and averaging over the impact parameters (i.e., the distance of the track core from the cell nucleus centre).

### RESULTS

Mean doses deposited per track to the spherical cell nucleus are presented vs particle starting energy in **Figure 1**. The results in **Figure 1** do not include tracks whose cores do not intersect the nucleus but whose penumbra may still deposit energy there. The results of PARTRAC event-by-event track-structure simulations are depicted by symbols. Lines show their fits using formula (1), with parameters listed in **Table 1**. As the doses deposited per particle cover a very wide range, from 0.44 mGy for 512 MeV protons (H ions) to 3.03 Gy for 1 MeV/u Ne ions, we show the plot in both logarithmic and linear scales. Except for 512 MeV/u, the analytical formulas nicely reproduce the simulation results. In particular, they capture the overall power-law increase of deposited dose with decreasing energy, down to about 0.5–1 MeV/u. Also the decrease of deposited dose with further decreasing energy is reproduced. Note that the plotted doses are mean values over all simulated tracks. The actual energy deposit by a track depends on its path length within the nucleus, and hence hugely differs from tracks whose cores hit the nucleus centrally to those hitting it only peripherally. Even larger variations would be obtained if also tracks were considered that overlap with the nucleus by their penumbras only (cf. Discussion). The stochastic nature of individual interactions plays a minor role only, due to the high numbers of events per track.

DNA damage patterns largely but not fully follow the pattern of the dose per track. Indeed, when the yields of DSBs, DSB clusters or DSB sites are plotted per track (**Figures 2–4** panels A and B), the overall patterns resemble those in **Figure 1**: The induction of each of these damage classes increases with decreasing energy, approximately according to a power law.
down to about 0.5–1 MeV/u, and then decreases. However, a finer structure is revealed when damage yields are analyzed per unit dose: Total DSB yields (Figure 2C) increase from about 6.8 DSB per Gy per Gbp at high energies to about three times higher values at around 1 MeV/u for light ions, and saturate at around 16 DSB per Gy per Gbp for B–Ne ions below about 10 MeV/u. There is a systematic indication for a wavy behavior at these low energies for relatively heavy ions. Much more pronounced variations are seen for DSB clusters: Their yields (Figures 3C,D) increase from values as low as 0.07 per Gy per Gbp at high energies to about 1 for H, 2.6 for He, and 1.9–2.8 per Gy per Gbp for heavier ions at energies of 1–10 MeV/u. Similarly to DSBs, also for clusters the simulations predict a wavy behavior with local minima around 1 MeV/u for ions from C to Ne. The yields of DSB sites (Figure 4C) at high energies are about equal to total DSBs, as the vast majority of DSBs are formed as isolated ones. At low energies, however, the yields of DSB sites drop down, for the heaviest studied ions getting close to or even below the high-energy values. This happens as an increasing fraction of DSBs form clusters, which are counted as single sites only but as multiple DSBs. The simulations suggest that cluster yields may further increase at energies <0.5 MeV/u. For all damage classes, the results of track-structure simulations are nicely reproduced by the present analytical formulas. This holds not only for the damage yields per Gy (panels C) that were fitted by the formulas, but also for the yields per track (panels A and B) which were not fitted directly. Even the wide ranges of DSB cluster yields are represented properly (cf. the log-log plot in Figure 3D).

Estimates of the deposited energy that are not reflected by the present track-structure simulations are shown in Figure 5, using the amorphous track-structure model. At high energies, only a part of the ion LET is actually deposited to the traversed nucleus (black circles). For instance, for 512 MeV/u ions this fraction

**FIGURE 2** | PARTRAC simulations of the yields of DNA double-strand breaks (DSBs) in human lymphocytes by H–Ne ions with starting energies from 0.25 to 512 MeV/u (symbols), fitted by analytical formulas (lines). Error bars depict estimated 95% confidence intervals of the simulated results. Where error bars are not visible, they are smaller than the symbols. Panels (A,B): yields per track per Gbp, in logarithmic and linear scales, calculated as a product of Eqs 1 and 2, details in the text; panel C: yield per Gy per Gbp, in linear scale, fitted by Eq. 2 with parameters in Table 2.
drops to about 60%, so that the reported PARTRAC simulations can be expected to miss almost 40% of the total energy deposited by the track. However, this missing fraction rapidly decreases with decreasing ion energy, e.g., to 23% for 64 MeV/u tracks, and further diminishes (down to almost a zero fraction) for tracks narrower than the cell nucleus (energies below about 14 MeV/u). To reduce the missing fraction at a given energy, tracks passing in the vicinity of the nucleus would have to be included (coloured circles). However, the source and the simulation region would have to be largely increased, up to mm-sized regions for high-energy ions, with high computational costs of the track-structure simulations. Fortunately, the results of a simple formula, Eq. 4, for dose in the inner track part (black stars) provide a useful approximation of the fraction of energy deposited to the nucleus and hence also for the fraction that is missing in the track-structure simulations of high-energy ions, and can be used in conjunction with Eqs 1 and 2 in a fluence-based coupling strategy (cf. Discussion).

**DISCUSSION**

Analytical formulas have been provided, which represent the total yields of DNA double-strand breaks, their clusters, and DSB sites as a function of particle starting energy. It has to be made clear that the aim of this work was neither to provide a theoretical model of DNA damage by ion beams, nor to develop an optimal model to reproduce simulation data in terms of using a strictly limited number of parameters. The aim was solely to reproduce the simulation data in a phenomenological way, but with a high degree of accuracy, to facilitate their use within the framework of a radiation transport code.

Three classes of DNA damage were analyzed, in all cases considering the total damage, i.e., resulting from DNA lesions induced both directly (via direct energy deposition to DNA) and indirectly (mediated by free radicals). We have chosen to include in this study only selected classes of DNA damage, as justified in

**FIGURE 3** | PARTRAC simulations (symbols) and their fits by analytical formulas (lines) for the yields of DNA double-strand break clusters (DSB clusters) in human lymphocytes by H-Ne ions with starting energies from 0.25 to 512 MeV/u. Error bars depict estimated 95% confidence intervals of the simulated results. Where error bars are not visible, they are smaller than the symbols. Panels (A,B): yields per track per Gbp, in logarithmic and linear scales, calculated as a product of Eqs 1 and 2, details in the text; panels (C,D): yield per Gy per Gbp, in linear and logarithmic scales, fitted by Eq. 2 with parameters in Table 2.
the following: DSBs are commonly considered as key initial lesions related to biological effects of ionizing radiation. However, even the majority of DSBs can be repaired. Clustered DNA lesions, in particular DSB clusters, likely pose critical challenges to the cellular repair system, and may typically lead to lethal events [34]. When patterns obtained for diverse classes of DNA damage are compared to those observed for cell killing in dependence on particle LET, a remarkably close match is seen for DSB sites [20], suggesting this endpoint is a good indicator of the outcome of the exposure in terms of inactivating cell replication.

The basic mechanistic assumption that underpins the present coupling strategy is that the analyzed DNA damage is additive, i.e., that the yields of the studied damage classes upon a mixed-field irradiation are given by a sum of yields from individual tracks. Due to the local nature of DSBs, their clusters and sites, this assumption is fulfilled up to doses of the order of several hundred Gy [16, 35]: The probability that, e.g., two DSBs induced by different primary particles would combine into a DSB cluster is negligible, since the two DSBs would have to occur within 25 bp. The same argument holds even stronger for a combination of two strand breaks into a DSB, which would have to take place within 10 bp. Note that deviations from additivity (and linearity) appear at much lower doses for larger-scale effects such as fragmentation on Mbp scales or chromosome aberrations, which typically happen over micrometer distances.

It is important to note that the setup used in the track-structure simulations that were performed to obtain the results fitted in this work does not provide electronic equilibrium conditions, both longitudinally and laterally. This is because the ions were started from a source directly adjacent to the cell nucleus and with an area as large as the nucleus section. This setup differs from the typical simulation with a transport code, where, except for the initial build-up region, the equilibrium

![FIGURE 4](image-url) PARTRAC simulations on DNA double-strand break sites (DSB sites) induced in human lymphocytes by H-Ne ions with starting energies from 0.25 to 512 MeV/u (symbols), fitted by analytical formulas (lines). Error bars depict estimated 95% confidence intervals of the simulated results. Where error bars are not visible, they are smaller than the symbols. Panels (A,B): yields per track per Gbp, in logarithmic and linear scales, calculated as a product of Eqs 1 and 2, details in the text; panels (C): yield per Gy per Gbp, in linear scale, fitted by Eq. 2 with parameters in Table 2.
TABLE 2 | Parameters of analytical functions (Eq. 2) describing the yields of DSBs, DSB clusters or DSB sites (expressed per Gy per Gbp) as a function of the particle starting energy (in MeV/u).

| Damage class | Ion | \( p_0 \) | \( p_1 \) | \( p_2 \) | \( p_3 \) | \( p_4 \) | \( p_5 \) | \( p_6 \) | \( p_7 \) | \( p_8 \) |
|--------------|-----|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| DSBs         | H   | 6.8     | 2,225   | -4.383  | 1.496   | 1.229   | 5^a     | 2.117   | -2.157  | 1^b     |
|              | He  | 6.8     | 20.34   | -2.194  | 0.976   | 1.896   | 2.494   | 0.9558  | -4.489  | 3^a     |
|              | Li  | 6.8     | 24.72   | -0.4768 | 0.7773  | 0.5978  | 1.275   | 7.006   | 0.2697  | 3^a     |
|              | Be  | 6.8     | 27.11   | -0.7543 | 0.7285  | 0.2434  | 1.284   | 7.271   | 0.3267  | 3^a     |
|              | B   | 6.8     | 16.6    | -2.223  | 0.765   | 0.5143  | 1.331   | 6.26    | 0.222   | 3^a     |
|              | C   | 6.8     | 15.3    | -2.886  | 0.7945  | 0.4991  | 1.074   | 5.31    | 0.2156  | 3^a     |
|              | N   | 6.8     | 14.35   | -3.385  | 0.7939  | 0.2434  | 1.119   | 5.882   | 0.0947  | 3^a     |
|              | O   | 6.8     | 13^a    | -4.001  | 0.8346  | 0.6792  | 0.7566  | 4.227   | 0.118   | 3^a     |
|              | Ne  | 6.8     | 12.25   | -4.733  | 0.8575  | 0.2528  | 0.7971  | 3.903   | -0.124  | 3^a     |
| DSB clusters | H   | 0.07    | 0.2727  | 0.7528  | N.A.^b  | N.A.^b  | 0.842   | 0.4005  | 6^a     |
|              | He  | 0.07    | 7.397   | 6.215   | 1.387   | 1.032   | 3.036   | N.A.^b  | N.A.^b  | N.A.^b  |
|              | Li  | 0.07    | 4.78    | 0.04548 | 1.478   | 1.655   | 1.446   | N.A.^b  | N.A.^b  | N.A.^b  |
|              | Be  | 0.07    | 4.807   | -0.5186 | 1.354   | 1.446   | 0.7224  | N.A.^b  | N.A.^b  | N.A.^b  |
|              | B   | 0.07    | 27.87   | -1.602  | 1.717   | -0.3049 | 0.07965 | 0.04258 | -4.197  | 0.9484  |
|              | C   | 0.07    | 14.050  | -1.436  | 1.892   | -15.45  | 0.5691  | 1.322   | 0.3945  | 2.319   |
|              | N   | 0.07    | 9.846   | -1.878  | 1.699   | -20.92  | 0.4185  | 0.9011  | 0.5209  | 2.879   |
|              | O   | 0.07    | 16.580  | -2.193  | 1.717   | -20.58  | 0.4632  | 1.229   | 0.5935  | 2.352   |
|              | Ne  | 0.07    | 19.920  | -2.63   | 1.65    | -20.55  | 0.4852  | 0.9957  | 0.4774  | 2.837   |
| DSB sites    | H   | 6.8     | 1,534   | 4.445   | 1.407   | 1.238   | 5^a     | 2.132   | -1.892  | 1^b     |
|              | He  | 6.8     | 2,471   | -0.2154 | 1.186   | -16.29  | 0.3077  | N.A.^b  | N.A.^b  | N.A.^b  |
|              | Li  | 6.8     | 619.8   | -0.8108 | 1.061   | -12.27  | 0.3134  | -0.5969 | 0.3384  | 3^a     |
|              | Be  | 6.8     | 1,130   | -1.12   | 1.2     | -9.143  | 0.5235  | 107     | 2.909   | 3^a     |
|              | B   | 6.8     | 1,106   | -1.594  | 1.177   | -9.346  | 0.5437  | 2.789   | 1.681   | 3^a     |
|              | C   | 6.8     | 11,550  | -2.058  | 1.258   | -12.88  | 0.6085  | 1.429   | 0.9488  | 3^a     |
|              | N   | 6.8     | 1,226   | -2.093  | 1.268   | -8.002  | 0.736   | 1.319   | 0.7188  | 3^a     |
|              | O   | 6.8     | 1,473   | -2.476  | 1.229   | -8.963  | 0.7052  | 2.987   | 1.494   | 3^a     |
|              | Ne  | 6.8     | 74.89   | -0.7502 | 0.5977  | -3.04   | 1.118   | 3.773   | 4.454   | 3^a     |

^aParameter value fixed manually.
^bN.A.: not applicable; the corresponding term not needed and hence not included in the fit formula for the given damage type and ion species.

conditions are fulfilled throughout the volume of interest. Fortunately, the longitudinal difference does not impose a serious limitation on the applicability of the present coupling strategy, at least in the dose-based scheme, as shown by pilot track-structure simulations with gradually increased source-to-nucleus distances [21]: Both the deposited dose and damage yields (as absolute numbers of lesions) are underestimated by present simulations compared with the case of electronic equilibrium, with differences that can reach 20% for high-energy ions. However, these effects almost cancel out in the yields of DSB classes per unit dose, which differ between the two setups by a few percent only. Similarly, also the lateral difference hardly affects the applicability of the dose-based scheme, since considerable fractions of energy deposited by a track are not reflected by the present setup only for high-energy, low-density tracks. The present setup with an ion source not larger than the cross section of a cell nucleus ignores energy deposited to the nucleus by tracks passing not directly through the nucleus but only in its vicinity (up to a few millimeters at the highest energies), i.e., tracks that overlap with the nucleus by their penumbras only. When the per-track dose and yields of DSB classes (fluence-based scheme) are considered, for high-energy ions one should add the contribution from electrons not included in the results reported here but present under the equilibrium conditions. Both longitudinally and laterally, this may correspond to spatial scales of a few millimeters. Laterally, although even high-energy tracks contain a core region with energy deposition density much higher than in the penumbra region (where it drops with the inverse square of the distance from track axis), notable fractions of energy may be deposited in large outer regions of the track. Importantly, energy depositions in the outer region are very sparse, and the resulting DNA damage corresponds to the low-LET limit of the present approach, i.e., to the yields of \( p_0 = 6.8 \) DSB, 0.07 DSB clusters, and 6.8 DSB sites per Gy per Gbp. Yet the doses and damage yields should be added when using the fluence-based approach for the highest particle energies. Equation 4 used in conjunction with our \( p_0 \) parameter values provides a first quick means for doing so. Further studies including the full simulation of tracks with PARTRAC, the inclusion of larger track-to-nucleus distances and the derivation of radial dose distribution profiles would offer the possibility of a test of validity and further refinement of this correction using the same approach.

The results presented in this work set the basis of a strategy to couple radiation transport and track-structure simulations, as discussed hereafter. The coupling could be performed in a dose-based or a fluence-based scheme, with the limitation just discussed. The main piece of information that needs to be extracted from the radiation transport code is the particle type and energy distributions at the site of interest. This means characterizing particle types and their energies at the entrance...
Within a fluence-based approach, both the dose to target nuclei (Eq. 1) and DNA damage induced per particle track (Eq. 1 multiplied by Eq. 2) are made available. A strategy based on the use of such an approach would then require the calculation of particle fluence (distribution in energy bins) for all particle species at the entrance of the target site. As discussed above, the full distribution of particle energies could possibly be replaced by a single average value, but also in this case the use of the dose-weighted average seems more suited than the fluence-weighted one. The extent to which the use of average energy values represents a good approximation should be investigated in the specific case. Generally speaking, the use of look-up tables with fluence-to-dose conversion factors is a common solution proposed by, e.g., ICRP publications for radiation protection applications. The fluence-based approach with analytical functions proposed in this work represents an analogous solution. It complements the fluence-to-dose conversion factors with fluence-to-damage ones that can eventually be used to apply a biological “weight” on top of the (physical) absorbed dose.

The present work complements the analysis of our previous study [16], where DNA damage yields were parameterized as a function of particle LET in the cell nucleus. Parameterizing DNA damage in terms of particle energy rather than LET has several advantages: First, particle energy is more readily available from transport codes than LET in the restricted sense as obtained from PARTRAC track-structure simulations, i.e., as energy deposited to the cell nucleus per unit track length. This LET estimate bears a large similarity to the microdosimetric lineal energy, but the availability of microdosimetric quantities is limited to a few transport codes such as PHITS. Second, the use of energy circumvents the issue of the same LET value that appears at two different energies during the particle slowing down. Thus the energy-based parameterization enables using a single mathematical function to describe the particle effectiveness in inducing DNA damage from fast down to stopping particles. Third, not only the most stable isotopes considered in this work but also other ones such as $^1H$, $^3He$ or $^{11}C$ are present in mixed fields generated when irradiating, e.g., with a $^{12}C$ beam. DNA damage induction by diverse isotopes of the same species has not been explicitly addressed by PARTRAC simulations so far. However, one may foresee that, perhaps except for the Bragg peak region (energies below a few MeV/u), electronic interactions are very similar for isotopes with the same atomic number and charge at the same velocity, i.e., at the same energy per nucleon (specific energy). Their LET values, however, differ due to the differing masses. While a dedicated LET-based function depicting the effectiveness in inducing DNA damage would thus have to be used for each isotope, the energy parameterizations presented in this work should be largely generally applicable. Simulations directed at testing this hypothesis shall be performed in the future.

In conclusion, the present results provide a basis for coupling radiation transport codes to PARTRAC track-structure simulations. Such a coupling combines the strengths of both approaches. Transport codes bring the ability to deal with macroscopic scales, and track-structure simulations provide detailed representation of the underpinning mechanisms from energy deposition by radiation to the induction of DNA damage. The selection of the actual...
coupling strategy via a dose- or fluence-based approach and characterizing the radiation field by energy or LET distributions or weighted mean values depends on the particular transport code and specific situation studied. The provided analytical formulas represent a rather simple solution that opens the way to many future applications, including but not limited to modelling the biological effects of ion beam radiotherapy, proton boron capture therapy and boron neutron capture therapy.
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