Exponential suppression of decoherence and relaxation of quantum systems using energy penalty

Iman Marvian

1Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, MA 02139

One of the main methods for protecting quantum information against decoherence is to encode information in the ground subspace (or the low energy sector) of a Hamiltonian with a large energy gap which penalizes errors from environment. The protecting Hamiltonian is chosen such that its degenerate ground subspace is an error detecting code for the errors caused by the interaction with the environment. We consider environments with arbitrary number of local sites, e.g. spins, whose interactions among themselves are local and bounded. Then, assuming the system is interacting with a finite number of sites in the environment, we prove that, up to second order with respect to the coupling constant, decoherence and relaxation are suppressed by a factor which grows exponentially fast with the ratio of energy penalty to the norm of local interactions in the environment. The state may, however, still evolve unitarily inside the code subspace due to the Lamb shift effect. In the context of adiabatic quantum computation, this means that the evolution inside the code subspace is effectively governed by a renormalized Hamiltonian. The result is derived from first principles, without use of master equations or their assumptions, and holds even in the infinite temperature limit. We also prove that unbounded or non-local interactions in the environment at sites far from the system do not considerably modify the exponential suppression.

Introduction.— Protecting quantum information against errors and decoherence is a major challenge for the progress of quantum information technology. In the last couple of decades, several methods have been proposed to overcome this challenge (See e.g. [1]–[10]). A ubiquitous approach for passive suppression of errors, which can be used in conjunction with other methods, is to store information in the ground subspace of a degenerate Hamiltonian with a large energy gap \( E_{\text{gap}} \), which penalizes errors from the environment [8–10]. This approach is particularly important in the context of Adiabatic Quantum Computation [10, 11], where the resources required to implement the standard error correction algorithms, such as fresh ancillas and measurements, are not available. The protecting Hamiltonian is chosen such that its ground subspace, or the code subspace, is an error detecting code for the errors caused by the interaction with the environment [12, 13]. This condition guarantees that states in the code subspace are effectively decoupled from the environment in the limit of large energy penalty [14–16].

It is not, however, clear that in practice, where \( E_{\text{gap}} \) is finite, to what extent and under what circumstances this method could be useful. This question has been recently studied by Bookatz et al. in [14], where they show that, if the system-environment coupling is norm-bounded, local and weak, and the interactions inside the environment are also norm-bounded and local, then up to the second order with respect to the coupling constant, the fidelity loss is upper bounded by \( E_{\text{gap}}^{-2} \) times a quadratic function of time. A similar bound has also been obtained in [15] using a non-perturbative exact approach. Bookatz et al. [14] also performed long-time numerical simulations for a small environment and observed that, although as predicted by the above bound, the speed of fidelity loss is suppressed by \( E_{\text{gap}}^{-1} \), the state remains inside the code subspace for much longer times.

In this Letter we study error suppression with finite energy penalty for the case of environments formed from arbitrary number of local sites, e.g. spins, interacting via local and bounded interactions with each other (i.e. the same assumptions made by Bookatz et al. [14]). An important class of examples of this type of environments are spin-bath models [17]. Similar to [14] and [18], we use a perturbative approach to study the fidelity loss. Then, starting from first principles, we rigorously prove that, up to the second order with respect to the coupling constant, decoherence is suppressed by a factor which grows exponentially fast with the ratio of energy penalty \( E_{\text{gap}} \) to the norm of local interactions in the environment. However, our analysis reveals that, even though decoherence is slowed down exponentially, the state still evolves unitarily inside the code subspace due to the Lamb shift effect. Therefore, to retrieve the initial state one needs to correct the effect of this unitary evolution. Ignoring this unitary evolution in the code subspace, which has not been noticed before, results in a much weaker suppression of fidelity loss. That is, instead of exponential suppression, the fidelity loss will be suppressed only by \( E_{\text{gap}}^{-1} \), as observed in [14] and [15]. Our result also explains the numerical observation of [14] regarding the strong suppression of leakage outside the code subspace.

To prove this result on exponential suppression of errors, we introduce two other new results, which are of independent interest. First, we present a general perturbative theory of error suppression, and prove a new theorem, which establishes a framework for understanding how error suppression with energy penalty works in the perturbative regime. Second, we find a bound on the decay of the power spectral density of local observables at high frequencies. This bound formalizes the intuition that the high-frequency oscillations of many-body systems have negligible effects on local observables.

Error suppression with energy penalty.— Consider a system \( S \) with Hamiltonian \( H_S \), and let the code subspace \( C \) be the ground subspace of \( H_S \), which is separated from the rest of its spectrum by gap \( E_{\text{gap}} > 0 \). Without loss of generality, we assume the ground state energy is zero. Let \( \Pi_C \) be the projector onto \( C \). Suppose the system \( S \) is initialized in state \( \rho_S \) in \( C \), and then at \( t = 0 \) is coupled to an environment \( E \) (bath) with Hamiltonian \( H_E \) via a coupling Hamiltonian \( \lambda H_I \), where the dimensionless coupling constant \( \lambda \) determines the coupling strength. We assume the environment is initially uncorrelated with the system \( S \), and is in the equilibrium state...
\( \rho_E (i.e. [\rho_E, H_E] = 0) \) which is not necessarily a thermal state. Therefore, the joint initial state of system and environment at \( t = 0 \) is \( \rho_S \otimes \rho_E \), and the total Hamiltonian at \( t > 0 \) is \( H_S + \lambda H_I + H_E \).

Consider the decomposition of the coupling Hamiltonian as \( \lambda H_I = \lambda \sum_i S_i \otimes B_i \) with linearly independent \( \{S_i\} \) and \( \{B_i\} \). In the theory of quantum error correction \[12\] the subspace \( C \) is called an error detecting code for the set of errors \( \{S_i\} \) if \( \Pi_C S_i \Pi_C \propto \Pi_C \) for all \( S_i \). This condition can be interpreted as the quantum version of the classical error detection condition, which guarantees that the errors do not mix different codewords. Interestingly, in the context of quantum error suppression, this condition finds a different interpretation.

Note that for \( \lambda H_I = \lambda \sum_i S_i \otimes B_i \), the joint initial state of system and environment \( \rho = \rho_S \otimes \rho_E \) is equal to \( \rho_S \otimes \rho_E \). Therefore, the joint initial state of system and environment \( \rho \) is the initial state \( \rho_S \) of the system and \( \rho_E \) is the initial state of the environment. Therefore, for any pure initial state \( \rho_S \), \( \rho_E \), the fidelity of \( \rho \) with any arbitrary state \( \rho' \) is given by \( F(\rho_S, \rho') = \text{Tr}(\sqrt{\sqrt{\rho_S} \rho' \sqrt{\rho_S}}) \).

**Perturbative theory of error suppression.**—To focus on the main ideas and simplify the presentation we assume the interaction is in the form \( \lambda \sum_i S_i \otimes B_i \) with linearly independent \( \{S_i\} \) and \( \{B_i\} \). In the theory of quantum error correction \[12\] the subspace \( C \) is called an error detecting code for the set of errors \( \{S_i\} \) if \( \Pi_C S_i \Pi_C \propto \Pi_C \) for all \( S_i \). This condition can be interpreted as the quantum version of the classical error detection condition, which guarantees that the errors do not mix different codewords. Interestingly, in the context of quantum error suppression, this condition finds a different interpretation.

Note that for \( \lambda H_I = \lambda \sum_i S_i \otimes B_i \), the joint initial state of system and environment \( \rho = \rho_S \otimes \rho_E \) is equal to \( \rho_S \otimes \rho_E \). Therefore, the joint initial state of system and environment \( \rho \) is the initial state \( \rho_S \) of the system and \( \rho_E \) is the initial state of the environment. Therefore, for any pure initial state \( \rho_S \), \( \rho_E \), the fidelity of \( \rho \) with any arbitrary state \( \rho' \) is given by \( F(\rho_S, \rho') = \text{Tr}(\sqrt{\sqrt{\rho_S} \rho' \sqrt{\rho_S}}) \).

Thus, we can exploit it to implement non-trivial gates. After applying the unitary \( U(t) \), the system is in the state \( \rho_S(t) = U(t) \rho_S U(t) \). To summarize, the error detection condition implies that up to \( O(\lambda^2) \), \( \Pi_C \rho_S(t) = \rho_S - i \lambda^2 [\Pi_C F_L(t)(\Pi_C \rho_S) - \lambda^2 \Phi(t) \rho_S] + O(\lambda^3) \). (4)

Here \( i \lambda^2 \Phi(t) = \lambda^2 F_L(t), \rho_S \) describes a Hamiltonian evolution due to the interaction with the environment. In particular, the first order term \( \lambda^2 F_I(t) = \lambda \int_0^t ds U_S^\dagger(s) U_E(s) U_I(s) U_S(s) U_S^\dagger(s) \) is basically the effect of the average Hamiltonian \( \lambda \text{Tr}_E [H_I \rho_E] \), which is sometimes absorbed in \( H_S \). The second order term \( \lambda^2 F_L(t) \), known as \( \text{Lamb Shift} \) effect, is determined by the autocorrelation function of the environment operator \( B \). (See Supplementary Material). On the other hand, the superoperator \( \Phi(t) \) describes the part of evolution which could be dissipative, and is given by

\[
\Phi(t) = \sum_{\mu, \mu'} b_{\mu \mu'}(t) \left[ S_{\mu}^I S_{\mu'} - \frac{1}{2} \{S_{\mu}^I S_{\mu'}^+, \rho_S\} \right],
\]

where \( b_{\mu \mu'}(t) = \int_0^t dt' ds_{12} e^{i\mu' (s_2 - s_1)} C_B(s_1 - s_2), \) and \( C_B(t) = \text{Tr}(\rho_E e^{iH_E t} B e^{-iH_E t} B) \) is the autocorrelation function of \( B \).

We are interested in the Uhlmann fidelity \[21–23\] of state \( \rho_S(t) \) with the initial state \( \rho_S \). Recall that the fidelity of two positive operators \( \sigma_1 \) and \( \sigma_2 \) is given by \( F(\sigma_1, \sigma_2) = |\text{Tr}(\sqrt{\sqrt{\sigma_1} \sigma_2 \sqrt{\sigma_1}})| \) if \( \sigma_1, \sigma_2 \geq 0 \). Therefore, the fidelity of state \( \rho_S(t) \) with the initial state \( \rho_S \) can focus on the dynamics of \( \Pi_C \rho_S(t) \Pi_C = \Pi_C \rho_S(t) \Pi_C \).

Using the joint-concavity of fidelity \[21\] together with the linearity of time evolution, this yields a lower bound on \( F^2(\rho_S, U_L(t) \rho_S U_L(t)), U_L(t) \rho_S U_L(t)) \) for arbitrary initial mixed state \( \rho_S \) in \( C \). Furthermore, note that by tracing over both sides of...
Eq. (4) we find that the right-hand side of Eq. (5) is also equal to \(\text{Tr}(\rho_S(t)\Pi_C)\), the probability that at time \(t\) system S is inside \(C\). Finally, by expressing the coefficients \(b_{\mu}(t)\), which determine the operator \(A(t) = \sum_{\mu \geq E_{\text{rep}}} b_{\mu}(t) \Pi_C S_{\mu} S_{\mu}^{\dagger}\Pi_C\), in terms of \(p_{eq}^{SB}(\omega) = \int dt \, e^{i\omega t} \text{Tr}(\rho_{BE} e^{iHt} B e^{-iHt} B^*)\), the Power Spectral Density (PSD) of the environment operator \(B\), we arrive at our first result:

**Theorem 1** Assuming the error detection condition Eq. (4) holds, and neglecting the terms of \(O(\lambda^3)\) and higher; we find

\[
\min_{\rho_S \in S(C)} \left| \left| \frac{F^2(\rho_S, U^d_{LS}(t)\rho_S(t)U_{LS}(t))}{\min_{\rho_S \in S(C)} \text{Tr}(\rho_S(t)\Pi_C)} \right| \right| = 1 - \lambda^2 \sum_{E_n \geq E_{\text{rep}}} b_{\mu}(t) \left| \Pi_C S_{\mu} S_{\mu}^{\dagger} \Pi_C \right| ,
\]

where \(U^d_{LS}(t) = e^{i\lambda^2 \Pi_C F_{LS}(t)\Pi_C}\) is a unitary inside \(C\), \(S(C)\) is the set of states in the code subspace, \(b_{\mu}(t)\) is the operator.

Theorem 1 provides a general framework for understanding how error suppression works in the perturbative regime (up to \(O(\lambda^3)\)). It implies that the fidelity loss happens either because of leakage out of \(C\), or unitary evolution inside \(C\). In other words, if the system stays inside the code subspace then it just evolves unitarily, and does not decohere. Note that this simple picture is not true in general, when the error detection condition does not hold.

Another corollary of theorem 1 is that if the error detection condition holds, then the only relevant property of the environment which determines the speed of decoherence is the PSD of the environment operator. Now suppose we increase the gap by \(\Delta E > 0\), i.e. we add a penalty term \(\Delta E(I - \Pi_C)\) to the Hamiltonian, thereby penalizing all states outside \(C\) by an extra \(\Delta E\). Then, theorem 1 implies that this is equivalent to replacing the PSD \(p_{SB}^{eq}(\omega)\) in the integral that yields coefficients \(b_{\mu}(t)\) with \(p_{SB}^{eq}(\omega - \Delta E)\). In other words, the effect of adding this energy penalty is exactly equivalent to a shift of PSD by \(\Delta E\). Note that, in general, the PSD \(p_{SB}^{eq}(\omega)\) is negligible at large frequencies, and therefore, by the above argument we find that leakage and decoherence are suppressed in the large \(\Delta E\) limit.

Theorem 1 is derived under the sole assumption that (i) the error detection condition holds, and (ii) the coupling is weak, \(\lambda \ll 1\). In the large \(t\) limit, and under extra assumptions about decay of correlations in the environment, the coefficients \(b_{\mu}(t)\) can be approximated by \(t p_{SB}^{eq}(\omega)\). This is basically the regime where the rates of transitions are given by the Fermi Golden Rule, and the Born-Markov approximation can be applied. However, these assumptions do not generally hold in many cases of interest, e.g. where the memory of environment and the corresponding non-Markovian effects are non-negligible. Also, in the case of finite spin systems, where PSD is sum of delta functions, these approximations are not valid, whereas Eq. (4) remains true. Next, we focus on the case of environments with local and bounded interactions, and present a bound on the PSD of local observables at high frequencies.

**Locality of environment.**— The sole assumption that interactions in a many-body system are local and bounded has far-reaching consequences. A well-known example is the finite speed of propagation of information, i.e. the Lieb-Robinson bound [24, 25], which itself is used to prove many other general properties of these systems (See e.g. [23, 27]). Here we explore another manifestation of locality, namely the fact that although a many-body system has arbitrary large frequencies, from the point of view of a local observer, who observes or interacts with the system locally, the effect of the large frequencies are negligible, and the relevant frequencies are mainly determined by the strength of local interactions. We formalize this intuition in terms of \(p_{SB}^{eq}(\omega)\), the PSD of a local operator of a many-body system with Hamiltonian \(H_B\).

In the following, we assume \(H_E\) is local and bounded around the support of \(B\). This means that it can be decomposed as \(H_E = \sum_i h_i + H_E^U\), where \(H_E^U\) is completely unrestricted but it acts far from the support of \(B\), and \(h_i\) are local and bounded interactions in the neighborhood around the support of \(B\), such that: (i) The strength of local interactions \(h_i\) are bounded by \(\max_i |h_i| > 0\), i.e. \(\sum_i |h_i| \leq \max_i H_E^U\), whereas \(H_E^U\) can be unbounded. (ii) Interactions \(h_i\) are \(l\)-local, i.e. each acts non-trivially on, at most, \(k\) sites in the system. Also, the number of distinct \(h_i\) which act non-trivially on a single site is, at most, \(r\). Therefore, \(r\) and \(k\) characterize the locality of \(\sum_i h_i\), the restricted part of \(H_E\). For instance, on a \(d\)-dimensional rectangular lattice with nearest neighbor interactions \(r = 2d\) and \(k = 2\). Again, note that \(H_E^U\) can be non-local. (iii) \(R_B\), the number of interactions \(h_i\) which do not commute with \(B\) is finite. Two operators do not commute with each other only if they have overlapping supports. Hence, roughly speaking, \(R_B\) characterizes the non-locality of operator \(B\). (iv) The supports of the unrestricted part \(H_E^U\) and operator \(B\) are non-overlapping. Let \(l > 0\) be the length of the shortest path between the supports of \(B\) and \(H_E^U\) on the interaction graph. That is, \(l\) is the minimum number of interactions \(h_i\) required to connect the support of these two operators.

We phrase our result in terms of the cumulative PSD of operator \(B\), defined as \(P_{SB}^{eq}(\omega) = \int_{|\mu| > |\omega|} d\mu \, p_{SB}^{eq}(\mu)\), that is the total power in the positive and negative frequencies larger than or equal to \(|\omega|\). Then, using techniques similar to those used in the proof of the Lieb-Robinson bound [24, 25], and the result of [28], in the supplementary material we prove that

\[
P_{SB}^{eq}(\omega) \leq \sqrt{\text{Tr}(\rho_{BE})} \left| \frac{2\pi}{B} + 1 \right| \frac{2\pi}{\exp\left(\frac{|\omega|}{8\text{max}(r,k)}\right)},
\]

where \(P_{SB}^{eq}(B) = \int_{|\mu| > |\omega|} d\mu \, p_{SB}^{eq}(\mu)\) is the total AC power of the fluctuations of \(B\), and is zero if \(B\) is conserved. Furthermore, \(\text{Exp}_{\omega}(x) = \sum_{n=0}^{\infty} x^n / n!\) is the truncated Taylor series of the exponential function \(e^x\) at the \(l\)-th order, which up to a small multiplicative error, can be approximated by \(e^x\) for \(0 \leq x \ll l\). Hence, Eq. (7) implies that in the regime \(|\omega| \leq l(\text{max}(r,k))\), the PSD should decay, at least, exponentially fast with \(|\omega|\). The special case where
the emitter outside the adiabatic code subspace. We see that the error suppression in the weak coupling limit is exponential, as expected. However, the above bound is suboptimal in the strong coupling limit, in which case the fidelity loss is dominated by a frequency-independent term. This loss can be applied to find a bound on the right-hand side of Eq. (19), which is obtained assuming \( \lambda H_I \) be compared with the recent result of Bookatz et al. [14], the coupling Hamiltonian \( H \) is exponentially fast with the ratio \( \frac{\| \Pi_C H_I^2 \Pi_C \|}{E_{\text{gap}}} \) multiplied by a frequency-independent term.

Note that non-locality and unboundedness of Hamiltonian \( H \) at distant points do not affect our bound drastically. Also, note that the right-hand side of bound (19) increases exponentially fast with \( R_B \), the number of local interactions which do not commute with \( B \). For a typical non-local observable this quantity will be large, which is consistent with the fact that a non-local observable can see large frequencies of the system. See [28] for further discussion about applications of bound Eq. (7).

Exponential suppression of errors.— Combining theorem 1 and bound 4 we can find an upper bound on the fidelity loss for environments with local and bounded interactions: we decompose the integral \( b_n(t) = (2\pi)^{-1} \int d\omega \frac{p^n(\omega)}{(1 + \lambda E_{\text{gap}}^2/2)^2} \) in theorem 1 as the sum of two integrals over the intervals \((-\infty, -E_{\text{gap}}/2]\) and \([-E_{\text{gap}}/2, \infty)\). In the second interval, for \( E_n \geq E_{\text{gap}} \), which are the only relevant energies in Eq. (6), function \( \frac{\sin(\omega + E_{\text{gap}})/2 \omega}{\omega/2} \) is bounded by \( 16/E_{\text{gap}} \). On the other hand, in the first interval, where this function could be as large as \( t^2 \), we use our upper bound on the cumulative PSD in Eq. (7). Then, as we show in the Supplementary Material, we arrive at

\[
1 - F^2(U_{LS}(t) \rho_S(t) U_{LS}(t), \rho_S) \leq \lambda^2 \frac{16 \| \Pi_C H_I^2 \Pi_C \|}{E_{\text{gap}}} + \lambda^2 \frac{t^2 \| \Pi_C H_I^2 \Pi_C \|}{Q(E_{\text{gap}})} + O(\lambda^3),
\]

where the suppression factor \( Q(E_{\text{gap}}) \) is equal to \( \exp \left( \frac{E_{\text{gap}}}{10 \text{max}(R_B)} \right) \times \left( \frac{2^3}{2^3} + 1 \right)^{-1} \).

Note that the special case where the interactions are local and bounded everywhere throughout the environment, i.e. \( H = \sum h_i \), corresponds to \( l \to \infty \). In this case the suppression factor is \( Q(E_{\text{gap}}) = e^{E_{\text{gap}}/(16r_k \text{max})} \times (2^3 + 1)^{-1} \), and thus decoherence is suppressed by a factor which grows exponentially fast with the ratio \( E_{\text{gap}}/(16r_k \text{max}) \). This can be compared with the recent result of Bookatz et al. [14]:

\[
1 - F^2(\rho_S(t), \rho_S) \leq \lambda^2 \| H_I \|^2 E_{\text{gap}}^{-2} [\text{max}(1 + O(1))2^3 + O(\lambda^3)],
\]

which is obtained assuming \( k, r \) and \( R_B \) are \( O(1) \).

Note that the term \( \lambda^2 \| \Pi_C H_I^2 \Pi_C \| / E_{\text{gap}}^2 \) in the right-hand side of Eq. (8) corresponds to the leakage due to the effect of the coupling Hamiltonian \( \lambda H_I \) itself, and it exists even for \( H = 0 \). Since this term is time-independent and \( \lambda \ll 1 \), its effect remains insignificant. The second term, on the other hand, corresponds to the errors due to the environment Hamiltonian, and it vanishes for \( H = 0 \). This term grows with time, and has the main contribution in decoherence in the weak coupling limit. Therefore, our result on the exponential growth of suppression factor \( Q(E_{\text{gap}}) \), guarantees that decoherence remains small for a time which increases exponentially with \( E_{\text{gap}} \). In particular, Eq. (8) implies that for time \( t \approx \sqrt{Q(E_{\text{gap}})} / E_{\text{gap}} \) the total fidelity loss remains of the same order of the fidelity loss due to effect of the coupling Hamiltonian \( \lambda H_I \) itself, i.e. \( \approx \lambda^2 \| \Pi_C H_I^2 \Pi_C \| / E_{\text{gap}}^2 \), and hence is negligible in the weak coupling limit. Note that this result holds regardless of the size or temperature of the environment.

We conclude that for this model of environment the effectiveness of error suppression with finite energy penalties is mainly determined by two properties of the environment: (i) the strength of the local interactions in the neighborhood around the region which interacts with the system, quantified by \( J_{\text{max}} \), and (ii) the locality of the interactions in this neighborhood, captured by parameters \( r \) and \( k \).

Relaxation of spin systems.— Theorem 2 can also be used to study relaxation of spin systems with non-uniform interactions. Note that for a non-degenerate ground subspace \( \mathcal{C} \) the error detection condition always holds trivially, and the left hand side of Eq. (8) is simply the probability of leaving the ground state. Then, in the cases where the interactions are strong in one region and weak in the neighborhood around that region, theorem 2 can be applied to find a bound on the relaxation time, which is stronger than the bound set by the quantum speed limits [15].

Discussion.— Any approach for protecting quantum information has its own limitations, and is applicable only under certain assumptions about the nature of noise and the available resources. Our result on the exponential suppression of errors using energy penalty provides a strong evidence for the usefulness of this method for suppressing errors from certain types of environments, namely those which are bounded and local in a neighborhood around the region which interacts with the system. We noticed that error suppression with gap penalty is much more effective if we take into account the unitary evolution of the system inside the code subspace caused by the Lamb shift effect. In the context of error suppression for adiabatic quantum computation [10, 14], this means that the adiabatic evolution inside the code subspace is effectively governed by a renormalized Hamiltonian. Finally, we note that using the formal equivalence of dynamical decoupling [4, 7] and error suppression with energy penalty, shown in [30], our approach can also be adapted to study the effectiveness of this scheme of error suppression.
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**Supplementary Material**

Appendix A: Second order approximation of the equation of motion (Proof of Eq.(2) in the paper)

In this section we derive the reduced dynamics of the system up to second order with respect to $\lambda$. We follow the approach of [18,20].

Consider a system $S$ with Hamiltonian $H_S$, which interacts with an environment via the interaction $\lambda H_I = \lambda S \otimes B$. So the total Hamiltonian at $t > 0$ is $H_S + \lambda H_I + H_E$. Furthermore, consider the interaction picture, defined by the transformation $|\psi\rangle \rightarrow U_S^\dagger(t) \otimes U_E^\dagger(t) |\psi\rangle$ where $U_S(t) = e^{-iH_S t}$ and $U_E(t) = e^{-iH_E t}$. In this frame the joint state of system and environment is

$$\tilde{\rho}_{SE}(t) = \left[U_S^\dagger(t) \otimes U_E^\dagger(t)\right] \tilde{\rho}_{SE}(t) \left[U_S(t) \otimes U_E(t)\right],$$

and the equation of motion in this frame is

$$\frac{d}{dt} \tilde{\rho}_{SE}(t) = -i\lambda \left[\tilde{H}_1(t), \tilde{\rho}_{SE}(t)\right],$$

where

$$\tilde{H}_1(t) = \left[U_S^\dagger(t) \otimes U_E^\dagger(t)\right] H_I \left[U_S(t) \otimes U_E(t)\right].$$

It follows that up to the second order with respect to $\lambda$, $\tilde{\rho}_{SE}(t)$ is given by

$$\tilde{\rho}_{SE}(t) = \rho_{SE}(0) - i \int_0^t ds \lambda [\tilde{H}_1(s), \rho_{SE}(0)] + (-i\lambda)^2 \int_0^t ds_1 \int_0^{s_1} ds_2 [\tilde{H}_1(s_1), [\tilde{H}_1(s_2), \rho_{SE}(0)]] + O(\lambda^3).$$

Then, up to the second order with respect to $\lambda$, the reduced state of system $\tilde{\rho}_S(t) = \text{Tr}_E(\tilde{\rho}_{SE}(t))$ is given by

$$\tilde{\rho}_S(t) = \rho_S - i \lambda \int_0^t ds \lambda \text{Tr}_E \left([\tilde{H}_1(s), \rho_{SE}(0)]\right) + (-i\lambda)^2 \int_0^t ds_1 \int_0^{s_1} ds_2 \text{Tr}_E \left([\tilde{H}_1(s_1), [\tilde{H}_1(s_2), \rho_{SE}(0)]]\right) + O(\lambda^3).$$

Next, assume the initial joint state of system and environment is uncorrelated, i.e. $\rho_{SE}(0) = \rho_S \otimes \rho_E$. Furthermore, assume the environment is initially in equilibrium, i.e. $[\rho_E, H_E] = 0$. Define $H_I^{(1)} = \text{Tr}_E \left(H_I \rho_E\right)$ and

$$H_I^{(1)}(t) = U_S^\dagger(t) \text{Tr}_E \left(H_I \rho_E\right) U_S(t).$$

Then

$$\tilde{\rho}_S(t) = \rho_S - i\lambda \int_0^t ds \left[H_1^{(1)}(s), \rho_S\right] + (-i\lambda)^2 \int_0^t ds_1 \int_0^{s_1} ds_2 \text{Tr}_E \left([H_1(s_1), [H_1(s_2), \rho_S]]\right) + O(\lambda^3).$$

Next, we focus on the term of $O(\lambda^2)$. Consider the decomposition $S = \sum_{\mu \in \Omega} S_\mu$, where $S_\mu$ is the component of the system operator $S$ in frequency $\mu$ with respect to $H_S$, i.e. $S_\mu = \sum_n \Pi_{E_n} \Pi_{E_n+\mu}$. (Recall that $H_S = \sum_n E_n \Pi_{E_n}$ is the spectral decomposition of the system Hamiltonian, and $\Omega$ is the set of corresponding Bohr frequencies, i.e. the set of all energy difference $E_n - E_m$ in the system). This decomposition implies

$$H_I(s) = \left[U_S^\dagger(s) \otimes U_E^\dagger(s)\right] H_I U_S(s) \otimes U_E(s) = \sum_{\mu \in \Omega} e^{-i\mu s} S_\mu \otimes \tilde{B}(s) = \sum_{\mu \in \Omega} e^{i\mu s} S_\mu^\dagger \otimes \tilde{B}(s),$$

where we have used the fact that $S_{-\mu} = S_\mu^\dagger$. Using this we find that the term of order $\lambda^2$ in Eq.(A7) is equal to

$$-\lambda^2 \sum_{\rho_1, \rho_2} \int_0^t ds_1 \int_0^{s_1} ds_2 \left[ e^{i(-\mu_1 s_1 + \mu_2 s_2)} \text{Tr}(\tilde{B}(s_1) \tilde{B}(s_2) \rho_E) S_{\mu_1} S_{\mu_2}^\dagger \rho_S + \text{H.C.} \right]$$

$$+ \lambda^2 \sum_{\rho_1, \rho_2} \int_0^t ds_1 \int_0^{s_1} ds_2 \left[ e^{i(-\mu_1 s_1 + \mu_2 s_2)} \text{Tr}(\tilde{B}(s_1) \rho_E \tilde{B}(s_2)) S_{\mu_1} \rho_S S_{\mu_2}^\dagger + \text{H.C.} \right].$$

(A9)
Define
\[
\Gamma_{\mu_1 \mu_2}(t) = \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{i(-\mu_1 s_1 + \mu_2 s_2)} \text{Tr}(\tilde{B}(s_2 - s_1) B \rho_E) \tag{A10}
\]

Then the second line of Eq. (A9) reads as
\[
\lambda^2 \left[ \sum_{\mu_1, \mu_2} \Gamma_{\mu_1 \mu_2}(t) S_{\mu_1} \rho_S S_{\mu_2}^\dagger + \sum_{\mu_1, \mu_2} \Gamma^*_{\mu_1 \mu_2}(t) S_{\mu_2} \rho_S S_{\mu_1}^\dagger \right] = \lambda^2 \left[ \sum_{\mu_1, \mu_2} \Gamma_{\mu_1 \mu_2}(t) S_{\mu_1} \rho_S S_{\mu_2}^\dagger + \sum_{\mu_2, \mu_1} \Gamma^*_{\mu_2 \mu_1}(t) S_{\mu_1} \rho_S S_{\mu_2}^\dagger \right] \tag{A11a}
\]
\[
= \lambda^2 \sum_{\mu_1, \mu_2} \left[ \Gamma_{\mu_1 \mu_2}(t) + \Gamma^*_{\mu_2 \mu_1}(t) \right] S_{\mu_1} \rho_S S_{\mu_2}^\dagger, \tag{A11b}
\]
where the first equality is obtained by exchanging labels $\mu_1$ and $\mu_2$ in the second summation. Next we note that
\[
\Gamma_{\mu_1 \mu_2}(t) + \Gamma^*_{\mu_2 \mu_1}(t) = \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{-i(\mu_1 s_1 - \mu_2 s_2)} \text{Tr}(\tilde{B}(s_2 - s_1) B \rho_E) + \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{i(\mu_2 s_2 - \mu_1 s_1)} \text{Tr}(\tilde{B}(s_2 - s_1) B \rho_E) \tag{A12a}
\]
\[
= \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{-i(\mu_1 s_1 - \mu_2 s_2)} \text{Tr}(\tilde{B}(s_2 - s_1) B \rho_E) + \int_0^t ds_2 \int_0^{s_2} ds_1 \, e^{i(\mu_2 s_2 - \mu_1 s_1)} \text{Tr}(\tilde{B}(s_1 - s_2) B \rho_E) \tag{A12b}
\]
\[
= \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{-i(\mu_1 s_1 - \mu_2 s_2)} \text{Tr}^*(\tilde{B}(s_1 - s_2) B \rho_E) \tag{A12c}
\]
\[
= \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{-i(\mu_1 s_1 - \mu_2 s_2)} \text{Tr}^*(\tilde{B}(s_1 - s_2) B \rho_E), \tag{A12d}
\]
where in the first line we have used $\text{Tr}^*(\tilde{B}(s_2 - s_1) B \rho_E) = \text{Tr}(\tilde{B}(s_1 - s_2) B \rho_E)$, and to get the second line we have exchanged $s_1$ and $s_2$ in the second term. Then, using the definition
\[
b_{\mu_1 \mu_2}(t) = \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{i(\mu_2 s_2 - \mu_1 s_1)} \text{Tr}(\rho_E \tilde{B}(s_1 - s_2) B) \tag{A13}
\]
we find
\[
\Gamma_{\mu_1, \mu_2}(t) + \Gamma^*_{\mu_2, \mu_1}(t) = \int_0^t ds_1 \int_0^{s_1} ds_2 \, e^{-i(\mu_1 s_1 - \mu_2 s_2)} \text{Tr}(\tilde{B}(s_1 - s_2) B \rho_E) \tag{A14a}
\]
\[
= b^*_{-\mu_1 - \mu_2}(t), \tag{A14b}
\]
This together with Eq. (A11) implies that the second line of Eq. (A9) is equal to
\[
\lambda^2 \sum_{\mu_1, \mu_2} b^*_{-\mu_1 - \mu_2}(t) S_{\mu_1} \rho_S S_{\mu_2}^\dagger = \lambda^2 \sum_{\mu_1, \mu_2} b^*_{\mu_1 \mu_2}(t) S_{\mu_2}^\dagger \rho_S S_{\mu_1} \tag{A15a}
\]
\[
= \lambda^2 \sum_{\mu_1, \mu_2} b_{\mu_2 \mu_1}(t) S_{\mu_1}^\dagger \rho_S S_{\mu_2}, \tag{A15b}
\]
where to get the first equality we have used the fact that $S_{-\mu} = S_{\mu}^\dagger$, and we have used the fact that $b^*_{\mu_1 \mu_2}(t) = b_{\mu_2 \mu_1}(t)$.

Next, we focus on the first line of Eq. (A9). Using the fact that $\int_0^t \int_0^{s_1} ds_2 \, e^{i(\mu_1 s_1 - \mu_2 s_2)} \text{Tr}(\tilde{B}(s_1) \tilde{B}(s_2) \rho_E) = \Gamma^*_{\mu_1, \mu_2}(t)$, we find that this term can be written as
\[
-\lambda^2 \left[ \sum_{\mu_1, \mu_2} \Gamma^*_{-\mu_1, -\mu_2}(t) S_{\mu_1} S_{\mu_2}^\dagger \rho_S + \sum_{\mu_1, \mu_2} \Gamma_{-\mu_1, -\mu_2}(t) \rho_S S_{\mu_2}^\dagger S_{\mu_1}^\dagger \right] = -\lambda^2 \left[ \sum_{\mu_1, \mu_2} \Gamma^*_{\mu_1, \mu_2}(t) S_{\mu_1} S_{\mu_2}^\dagger \rho_S + \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2}(t) \rho_S S_{\mu_2} S_{\mu_1}^\dagger \right], \tag{A16}
\]
where we have used $S_{-\mu} = S_{\mu}^\dagger$ in the second term. Then, we note that

\[
-\lambda^2 \left[ \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2}^* (t) S_{\mu_1}^\dagger S_{\mu_2} \rho_S + \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2} (t) \rho_S S_{\mu_2}^\dagger S_{\mu_1} \right]
\]

(A17a)

\[
= -\lambda^2 \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2}^* (t) \frac{1}{2} \left( [S_{\mu_1}^\dagger S_{\mu_2}, \rho_S] + \{S_{\mu_1}^\dagger S_{\mu_2}, \rho_S\} \right) - \lambda^2 \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2} (t) \frac{1}{2} \left( [\rho_S, S_{\mu_2}^\dagger S_{\mu_1}] + \{S_{\mu_2}^\dagger S_{\mu_1}, \rho_S\} \right)
\]

(A17b)

\[
= -\lambda^2 \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2}^* (t) \frac{1}{2} \left( [S_{\mu_1}^\dagger S_{\mu_2}, \rho_S] + \{S_{\mu_1}^\dagger S_{\mu_2}, \rho_S\} \right) - \lambda^2 \sum_{\mu_1, \mu_2} \Gamma_{\mu_2, \mu_1} (t) \frac{1}{2} \left( [\rho_S, S_{\mu_1}^\dagger S_{\mu_2}] + \{S_{\mu_1}^\dagger S_{\mu_2}, \rho_S\} \right)
\]

(A17c)

\[
= -\lambda^2 \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2}^* (t) + \frac{\Gamma_{\mu_2, \mu_1} (t)}{2} \left( S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right) - \lambda^2 \sum_{\mu_1, \mu_2} \Gamma_{\mu_1, \mu_2}^* (t) - \frac{\Gamma_{\mu_1, \mu_2} (t)}{2} \left( S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right)
\]

(A17d)

where to get the third line we have exchanged $\mu_1$ and $\mu_2$ in the second term. Then, using Eq. (A14), we have $\Gamma_{\mu_2, \mu_1} (t) + \Gamma_{\mu_1, \mu_2}^* (t) = b_{-\mu_2 - \mu_1} (t)$. This implies that the first line in Eq. (A9) can be rewritten as

\[
-\lambda^2 \sum_{\mu_1, \mu_2} \frac{b_{\mu_2, \mu_1}^* (t)}{2} \left\{ S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right\} = -\lambda^2 \sum_{\mu_1, \mu_2} \frac{\Gamma_{\mu_2, \mu_1} (t) - \Gamma_{\mu_1, \mu_2}^* (t)}{2} \left( S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right)
\]

(A18)

\[
= -\lambda^2 \sum_{\mu_1, \mu_2} \frac{b_{\mu_2, \mu_1}^* (t)}{2} \left\{ S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right\} - \lambda^2 \sum_{\mu_1, \mu_2} \frac{\Gamma_{\mu_1, \mu_2}^* (t) - \Gamma_{\mu_2, \mu_1} (t)}{2} \left[ S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right]
\]

(A19)

\[
= -\lambda^2 \sum_{\mu_1, \mu_2} \frac{b_{\mu_1, \mu_2} (t)}{2} \left\{ S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right\} - \lambda^2 \sum_{\mu_1, \mu_2} \frac{\Gamma_{\mu_1, \mu_2} (t) - \Gamma_{\mu_2, \mu_1}^* (t)}{2} \left( S_{\mu_1}^\dagger S_{\mu_2}, \rho_S \right)
\]

(A20)

where to get the third line we have used the fact that $b_{\mu_2, \mu_1}^* (t) = b_{\mu_1, \mu_2} (t)$. Using this together with Eq. (A15) which gives the second line of Eq. (A9), we find

\[
\tilde{\rho}_S (t) = \rho_S - i \lambda \int_0^t ds \left[ \tilde{H}_1^{(1)} (s), \rho_S \right] + \lambda^2 \sum_{\mu_1, \mu_2} b_{\mu_2, \mu_1} (t) S_{\mu_1}^\dagger \rho_S S_{\mu_2} - \lambda^2 \sum_{\mu_1, \mu_2} \frac{b_{\mu_1, \mu_2} (t)}{2} \left\{ S_{\mu_2}^\dagger S_{\mu_1}^\dagger, \rho_S \right\} - i \lambda^2 F_{LS} (t) \rho_S
\]

(A21)

\[
= \rho_S + \lambda^2 \sum_{\mu_1, \mu_2} b_{\mu_2, \mu_1} (t) S_{\mu_1}^\dagger \rho_S S_{\mu_2} - \lambda^2 \sum_{\mu_1, \mu_2} \frac{b_{\mu_1, \mu_2} (t)}{2} \left\{ S_{\mu_2}^\dagger S_{\mu_1}^\dagger, \rho_S \right\} - i \left[ \lambda^2 F_{LS} (t) + \lambda \int_0^t ds \tilde{H}_1^{(1)} (s), \rho_S \right],
\]

(A22)

where

\[
\lambda^2 F_{LS} (t) = \lambda^2 \sum_{\mu_1, \mu_2} h_{\mu_2, \mu_1} (t) S_{\mu_1}^\dagger S_{\mu_2}
\]

(A23)

is the Lamb shift Hamiltonian, and

\[
h_{\mu_1, \mu_2} (t) = \frac{\Gamma_{\mu_1, \mu_2}^* (t) - \Gamma_{\mu_2, \mu_1} (t)}{2i}
\]

(A24)
Appendix B: Equilibrium power spectral density (proof of Eq.(9) in the paper)

For completeness we first review the assumptions and the main result. Let $\rho_{eq}$ be an equilibrium state for Hamiltonian $H$, i.e. $[\rho_{eq},H]=0$. Let $P^{eq}_A(\omega) = \int dt \, e^{i\omega t} \text{Tr}(A \rho_{eq} A(t))$ be the equilibrium power spectral density (PSD) of operator $A$, where $A(t) = e^{iHt} A e^{-iHt}$. Let $H = \sum_k E_k \Pi_{E_k}$ be the spectral decomposition of $H$, and

$$A_{\text{diag}} = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \, A(t) = \sum_k \Pi_{E_k} A \Pi_{E_k} ,$$

be the component of $A$ which is diagonal in the Hamiltonian eigenbasis.

**Theorem 3** Let $A$ be an arbitrary linear operator on the Hilbert space of the system. Suppose the system Hamiltonian $H$ can be decomposed as $H = \sum_i h_i + H^U$ where

(i) The support of the unrestricted part $H^U$ and the support of $A$ are non-overlapping. Furthermore, the number of interactions $h_i$ which do not commute with operator $A$ is $R_A$.

(ii) The maximum strength of local interactions $h_i$ is bounded by $J_{max}$, i.e. $\|h_i\| \leq J_{max}$.

(iii) All $h_i$ are $k-$local, i.e. each of them acts non-trivially on at most $k$ sites in the system. Furthermore, the number of distinct $h_i$, which act non-trivially on a single site in the system is at most $r$.

(iv) The length of the shortest path between the support of observable $A$ and the support of $H^U$ on the interaction graph induced by $H = \sum_i h_i + H^U$ is $l$. In other words, $l$ is the minimum number of interactions $h_i$ which are needed to connect the supports of $A$ and $H^U$.

Then for $1 \leq n \leq l$ it holds that

$$\int d\omega \, \omega^n \, p^{eq}_A(\omega) \leq 2\pi \sqrt{\text{Tr}(\rho_{eq} A A^\dagger) - \text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}})} \times \|A\| \times 2\pi^n \, (4r k J_{\text{max}})^n n! .$$

Furthermore,

$$P^{eq}_A(\omega) = \int_{|\mu| \geq |\omega|} d\mu \, p^{eq}_A(\mu) \leq 2\pi \sqrt{\text{Tr}(\rho_{eq} A A^\dagger) - \text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}})} \times \|A\| \times \frac{2\pi^n}{\text{Exp}(\frac{|\omega|}{8\pi r J_{\text{max}}})} ,$$

where $\text{Exp}(x) \equiv \sum_{k=0}^n \frac{x^k}{k!}$ is the truncated Taylor series of the exponential function $e^x$ at the $l$-th order.

**Remark:** Note that $\text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}})$ is indeed the time average of $\text{Tr}(\rho_{eq} A(t) A^\dagger)$, i.e.

$$\text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}}) = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \, \text{Tr}(\rho_{eq} A(t) A^\dagger) ,$$

which follows from the fact that $\rho_{eq}$ is diagonal in the Hamiltonian eigenbasis. Then, using the fact that $\int dt \, e^{i\omega t} = 2\pi \delta(\omega)$, we find that the PSD function $p^{eq}_A(\omega)$ at $\omega = 0$ is equal to $2\pi \text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}}) \delta(\omega)$. Furthermore, using $\int d\omega p(\omega) = 2\pi \text{Tr}(\rho_{eq} A A^\dagger)$, it follows that

$$\text{Tr}(\rho_{eq} A A^\dagger) - \text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}}) = \frac{1}{2\pi} \int_{|\omega| \geq 0} d\omega \, p^{eq}_A(\omega) = \frac{1}{2\pi} P^{eq}(0+) .$$

The quantity $P^{eq}(0+)$ can be interpreted as the total AC power of fluctuations of operator $A$, i.e. the difference between the total power $P^{eq}(0) = \int d\omega \, p^{eq}_A(\omega)$, and the DC power $2\pi \text{Tr}(\rho_{eq} A_{\text{diag}} A^\dagger_{\text{diag}})$. Eq.(9) in the paper follows from the above equation together with the bound in Eq. (B3).

1. **Proof**

For any integer $n$ let $A^{(n)}(t)$ be the $n$-th derivative of operator $A(t) = e^{iHt} A e^{-iHt}$, i.e.

$$A^{(n)}(t) \equiv \frac{d^n}{dt^n} A(t) = i^n \times e^{iHt} \text{ad}^n_H(A) e^{-iHt} ,$$

where
where for any operator $G$, $\text{ad}_G(X)$ denotes $[G, X]$. So, at $t = 0$ we have $A^{(n)}(0) = i^n \times \text{ad}_H^n(A)$. For any arbitrary operator $B$ consider the inner product of $B$ and $A^{(n)}(0)$ given by

$$\text{Tr}\left(B^\dagger \rho_{eq} A^{(n)}(0)\right) = i^n \times \text{Tr}\left(B^\dagger \rho_{eq} \text{ad}_H^n(A)\right).$$

(7)

Let $B_{\text{diag}}$ be the component of $B$ which is diagonal in the energy basis, i.e.

$$B_{\text{diag}} = \lim_{T \to -\infty} \frac{1}{T} \int_{-T}^{T} dt \ e^{iHt} \ B e^{-iHt} = \sum_i \Pi_{E_i} B \Pi_{E_i},$$

(8)

where $H = \sum_i \Pi_{E_i} E_i$ is the spectral decomposition of $H$. Then, for $n \geq 1$ we find

$$\text{Tr}\left(B^\dagger \rho_{eq} A^{(n)}(0)\right) = i^n \times \text{Tr}\left(B^\dagger \rho_{eq} \text{ad}_H^n(A)\right) = i^n \times \text{Tr}\left([B^\dagger - B_{\text{diag}}^\dagger] \rho_{eq} \text{ad}_H^n(A)\right),$$

(9)

where to get the second equality we have used the the cyclic property of the trace, together with the fact that $\rho_{eq}$ is a stationary state, and so it commutes with $H$, which implies $\rho_{eq} B_{\text{diag}}^\dagger$ commutes with $H$. Then, using the Cauchy-Schwarz inequality we find that

$$|\text{Tr}\left(B^\dagger \rho_{eq} A^{(n)}(0)\right)| = \left|\text{Tr}\left([B^\dagger - B_{\text{diag}}^\dagger] \rho_{eq} \text{ad}_H^n(A)\right)\right|$$

$$\leq \sqrt{\text{Tr}\left((B^\dagger - B_{\text{diag}}^\dagger) \rho_{eq} (B - B_{\text{diag}})\right) \times \text{Tr}\left(\text{ad}_H^n(A) \rho_{eq} \text{ad}_H^n(A)\right) \times (-1)^n}$$

$$\leq \sqrt{\text{Tr}\left((B^\dagger - B_{\text{diag}}^\dagger) \rho_{eq} (B - B_{\text{diag}})\right) \times ||\text{ad}_H^n(A)||},$$

(10a)

(10b)

(10c)

where $\| \cdot \|$ is the infinity norm, i.e. the largest singular value of the operator. Using the fact that both $B_{\text{diag}} = \sum_i \Pi_{E_i} B \Pi_{E_i}$ and $\rho_{eq}$ commute with $H$, one can easily see that

$$\text{Tr}\left((B^\dagger - B_{\text{diag}}^\dagger) \rho_{eq} (B - B_{\text{diag}})\right) = \text{Tr}\left(B^\dagger \rho_{eq} B\right) - \text{Tr}\left(B_{\text{diag}}^\dagger \rho_{eq} B_{\text{diag}}\right).$$

(11)

Putting this in Eq. (10) we find

$$|\text{Tr}\left(B^\dagger \rho_{eq} A^{(n)}(0)\right)| \leq \sqrt{\text{Tr}(B^\dagger \rho_{eq} B) - \text{Tr}(B_{\text{diag}}^\dagger \rho_{eq} B_{\text{diag}})} \times ||\text{ad}_H^n(A)||,$$

(12)

for all $n \geq 1$.

Next, consider the correlation function $\text{Tr}\left(B^\dagger \rho_{eq} A(t)\right)$ and let $q_{AB}(\omega) = \int dt \ e^{i\omega t} \text{Tr}\left(B^\dagger \rho_{eq} A(t)\right)$ be its Fourier transform. This means

$$\text{Tr}\left(B^\dagger \rho_{eq} A(t)\right) = \frac{1}{2\pi} \int d\omega \ e^{-i\omega t} \ q_{AB}(\omega).$$

(13)

Taking the derivatives of both sides with respect to $t$ we find

$$\text{Tr}\left(B^\dagger \rho_{eq} A^{(n)}(t)\right) = \frac{1}{2\pi} \int d\omega \ (-i\omega)^n e^{-i\omega t} \ q_{AB}(\omega).$$

(14)

This together with Eq. (12) implies that for all integer $n \geq 1$, it holds that

$$\int d\omega \ \omega^n \ q_{AB}(\omega) \leq 2\pi \sqrt{\text{Tr}(B^\dagger \rho_{eq} B) - \text{Tr}(B_{\text{diag}}^\dagger \rho_{eq} B_{\text{diag}})} \times ||\text{ad}_H^n(A)||.$$

(15)

This yields a general bound on the moments of $q_{AB}(\omega)$, the Fourier transform of correlation function $\text{Tr}\left(B^\dagger \rho_{eq} A(t)\right)$ for arbitrary (possibly non-local) Hamiltonian $H$ and operator $B$, and it could be of independent interest.

Next we use the assumptions about locality of operator $A$ and the locality and boundedness of Hamiltonian $H$ around the support of $A$. Consider the decomposition of $H$ as $H = H^R + H^I$, where $H^R = \sum_i h_i$ is the part of Hamiltonian which is
bounded and local. By assumption, the supports of \( A \) and \( H^U \) do not overlap with each other. This implies
\[
\text{ad}_{H}^{\dagger}(A) = [H, A] = [H^U + H^R, A] = [H^R, A] = \text{ad}_{H}^{\dagger} R(A). \tag{B16}
\]

Then, we note that the support of \([H^R, A]\) is restricted to the union of the support of \( A \) and the support of all local interactions \( h_i \) which do not commute with \( A \). By assumption \( l \) is the minimum number of \( h_i \) which are required to connect the support of \( A \) to the support of \( H^U \). Therefore, if \( l \geq 2 \) then the supports of \([H, A] = [H^R, A] \) and \( H^U \) do not overlap with each other, and therefore
\[
\text{ad}_{H}^{\dagger}(A) = [H, [H, A]] = [H, [H^R, A]] = [H^R, [H^R, A]] = \text{ad}_{H}^{\dagger} R(A). \tag{B17}
\]

Repeating this argument we can easily see that for \( n \leq l \) we have
\[
\text{ad}_{H}^{n}(A) = \text{ad}_{H}^{n} R(A). \tag{B18}
\]

Then, as we show in Sec.\[B2\] following \[28\], by counting the nonzero terms in \( \text{ad}_{H}^{n} R(A) \) and using the locality and boundedness of interactions \( h_i \) we find that for \( n \leq l \),
\[
||\text{ad}_{H}^{n}(A)|| = ||\text{ad}_{H}^{n} R(A)|| \leq (4r k_{\text{max}})^n \times n! \times 2^{n/2} \times \|A\|. \tag{B19}
\]

Putting this in Eq.\[B15\] we conclude that
\[
\int d\omega \quad \omega^n q_{AB}(\omega) \leq 2\pi \sqrt{\text{Tr}(B^{\dagger} \rho_{eq} B) - \text{Tr}(B^{\dagger}_{\text{diag}} \rho_{eq} B_{\text{diag}})} \times (4r k_{\text{max}})^n \times n! \times 2^{n/2} \times \|A\|: 1 \leq n \leq l. \tag{B20}
\]

In the following we show Eq.\[B2\] of theorem\[3\] follows from this bound. First, note that choosing \( B = A \), Eq.\[B20\] implies that for any integer \( n \) in the interval \( 1 \leq n \leq l \),
\[
\int d\omega \quad \omega^n p_{A}^{eq}(\omega) \leq 2\pi \sqrt{\text{Tr}(A^{\dagger} \rho_{eq} A) - \text{Tr}(A^{\dagger}_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times (4r k_{\text{max}})^n \times n! \times 2^{n/2} \times \|A\|, \tag{B21}
\]
where we have used the fact that \( q_{AA}(\omega) = p_{A}^{eq}(\omega) \). This proves Eq.\[B2\] for even integers.

Next to prove Eq.\[B2\] for odd integers, we choose \( B \) to be
\[
B = \Delta \equiv \sum_{k,l} \Pi_{E_k} A \Pi_{E_l} \times \text{Sign}(E_l - E_k), \tag{B22}
\]
where \( H = \sum_{E} E \Pi_{E} \) is the spectral decomposition of Hamiltonian \( H \), and \( \text{Sign}(x) \) is \( +1 \) for \( x > 0 \), \(-1 \) for \( x < 0 \) and \( \text{Sign}(0) = 0 \). Equivalently, \( \Delta \) can be defined in terms of the frequency decomposition of \( A \) as \( A = \sum_{\omega} \hat{A}(\omega) \) where
\[
\hat{A}(\omega) \equiv \sum_{l} \Pi_{E_l} A \Pi_{E_{l+\omega}}. \tag{B23}
\]

Then \( \Delta \) can be defined as,
\[
\Delta = \sum_{\omega} \hat{A}(\omega) \text{Sign}(\omega), \tag{B24}
\]
which implies
\[
e^{iHt} \Delta e^{-iHt} = \sum_{\omega} e^{-i\omega t} \hat{A}(\omega) \text{Sign}(\omega), \tag{B25}
\]

Note that \( \Delta \) can be a non-local operator, even though \( A \) is local. Also, note that the discreteness of energies does not play any role in the following arguments; in the case of continuous spectrum we can simply replace the above summation with integral.
Definition of $\overline{A}$ in Eq.(B25), together with the fact that $\rho_{eq}$ commute with $H$ immediately implies that
\begin{align}
\text{Tr}(\overline{A}^\dagger \rho_{eq} \overline{A}) &= \text{Tr} \left[ \sum_\omega \hat{A}^\dagger(\omega) \text{Sign}(\omega) \right] \rho_{eq} \left[ \sum_\omega \hat{A}(\omega') \text{Sign}(\omega') \right] = \sum_\omega \text{Tr}(\hat{A}^\dagger(\omega) \rho_{eq} \hat{A}(\omega)) \times \text{Sign}^2(\omega) \\
&= \sum_{\omega \neq 0} \text{Tr}(\hat{A}^\dagger(\omega) \rho_{eq} \hat{A}(\omega)) \\
&= \text{Tr} \left[ \sum_\omega \hat{A}(\omega) \right] \rho_{eq} \left[ \sum_\omega \hat{A}(\omega) \right] - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}}) \\
&= \text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}}).
\end{align}

(B26a)

(B26b)

(B26c)

(B26d)

Similarly we can show
\begin{equation}
q_{A\overline{A}}(\omega) = \int dt \ e^{i\omega t} \text{Tr}(\rho_{eq} A(t) \overline{A}^\dagger) = p_{eq}^A(\omega) \times \text{Sign}(\omega).
\end{equation}

(B27)

The latter equation implies that for odd integer $n$,
\begin{equation}
\int d\omega \ \omega^n \ q_{A\overline{A}}(\omega) = \int d\omega \ \omega^n \ p_{eq}^A(\omega) \times \text{Sign}(\omega) = \int d\omega \ |\omega|^n p_{eq}^A(\omega).
\end{equation}

(B28)

Finally, putting $\overline{B} = \overline{A}$ in Eq.(B20) and using Eq.(B28) and Eq.(B26), together with the fact that $A_{\text{diag}} = \hat{A}(0) \text{Sign}(0) = 0$, we find that for odd integer $n$ in the interval $1 \leq n \leq l$,
\begin{align}
\int d\omega \ |\omega|^n p_{eq}^A(\omega) &= \int d\omega \ |\omega|^n q_{A\overline{A}}(\omega) \\
&\leq 2\pi \sqrt{\text{Tr}(\overline{A}^\dagger \rho_{eq} \overline{A}) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times (4\pi k \ J_{\text{max}})^n \times n! \times 2^{\frac{n}{2}} \times \|A\| \\
&= 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times (4\pi k \ J_{\text{max}})^n \times n! \times 2^{\frac{n}{2}} \times \|A\|.
\end{align}

(B29a)

(B29b)

(B29c)

This together with Eq.(B21) implies that for all integer $n$ in the interval $1 \leq n \leq l$ it holds that
\begin{equation}
\int d\omega \ |\omega|^n p_{eq}^A(\omega) \leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times (4\pi k \ J_{\text{max}})^n \times n! \times 2^{\frac{n}{2}} \times \|A\|.
\end{equation}

(B30)

This proves Eq.(B2).

Next, to prove Eq.(B33) (or equivalently Eq.(9) in the main text) we multiply both sides of inequality (B30) by $\alpha^n / n!$, where $\alpha = (8\pi k \ J_{\text{max}})^{-1}$, and sum over $n$ from 1 to $l$:
\begin{align}
\int d\omega \sum_{n=1}^l \frac{\alpha^n}{n!} |\omega|^n p_{eq}^A(\omega) &\leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times 2^{\frac{n}{2}} \times \|A\| \times \sum_{n=1}^l (4\pi k \ J_{\text{max}})^n \\
&\leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times 2^{\frac{n}{2}} \times \|A\| \times \frac{1}{2^n} \\
&\leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times 2^{\frac{n}{2}} \times \|A\|.
\end{align}

(B31)

(B32)

(B33)

Then, we use the facts that both functions $p_{eq}^A(\omega)$ and $\sum_{n=1}^l \frac{(\alpha |\omega|)^n}{n!}$ are non-negative, and function $\sum_{n=1}^l \frac{(\alpha |\omega|)^n}{n!}$ is monotonically
cally increasing with $|\omega|$. This implies for any frequency $\omega_0$, it holds that
\[
\left( \sum_{n=1}^{l} \frac{\alpha^n|\omega_0|^n}{n!} \right) P^n_A(\omega_0) = \left( \sum_{n=1}^{l} \frac{\alpha^n|\omega_0|^n}{n!} \right) \int_{|\omega| \geq |\omega_0|} d\omega \, P^n_A(\omega) \]
\[
\leq \int d\omega \left( \sum_{n=1}^{l} \frac{\alpha^n|\omega|^n}{n!} \right) P^n_A(\omega) \leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times 2^{\frac{\|A\|}{\pi}} \times \|A\| .
\]

Finally, we note that for any $\omega_0$,
\[
P^n_A(\omega_0) \leq P^n_A(0^+) \leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times \|A\| .
\]

where the first inequality follows from the positivity of $p^n_A(\omega)$, and the second inequality follows from Eq.(B35), together with the fact that $\sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \leq \sqrt{\text{Tr}(A^\dagger \rho_{eq} A)} \leq \|A\|$.

Finally, adding both sides of Eq.(B34) and Eq.(B35) implies
\[
\left( \sum_{n=0}^{l} \frac{\alpha^n|\omega_0|^n}{n!} \right) P^n_A(\omega_0) \leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times \|A\| \times (2^{\frac{\|A\|}{\pi}} + 1) \times \|A\| ,
\]

Therefore,
\[
P^n_A(\omega_0) \leq 2\pi \sqrt{\text{Tr}(A^\dagger \rho_{eq} A) - \text{Tr}(A^\dagger_{\text{diag}} \rho_{eq} A_{\text{diag}})} \times \|A\| \times \left( \sum_{n=0}^{l} \frac{\alpha^n|\omega_0|^n}{n!} \right) \frac{(2^{\frac{\|A\|}{\pi}} + 1)}{\|A\| \times \text{Exp}_1(c|\omega_0|) .}
\]

This completes the proof.

2. Proof of Eq.(B19)

Here we follow the argument of [28]. Let $\text{ad}_i(\cdot) \equiv [h_i, \cdot]$. By expanding $\text{ad}_{H^n} = \sum_i \text{ad}_i$ we find
\[
\text{ad}_{H^n}(A) = \sum_{i_1, \ldots, i_n} \text{ad}_{i_{n-1}} \circ \text{ad}_{i_{n-2}} \cdots \circ \text{ad}_{i_1}(A) .
\]

Using the assumption that $\|h_i\| \leq J_{\text{max}}$, we find that for any operator $X$, $\|\text{ad}_i(X)\| \leq 2 J_{\text{max}} \|X\|$. Therefore, each term in the above summation is bounded by
\[
\|\text{ad}_{i_n} \circ \text{ad}_{i_{n-1}} \cdots \circ \text{ad}_{i_1}(A)\| \leq \|A\| \times (2 J_{\text{max}})^n .
\]

Furthermore, we can see that many terms in the summation in Eq.(B39) vanish. In particular, for any $r \leq n$, $\text{ad}_{i_r} \circ \text{ad}_{i_{r-1}} \cdots \circ \text{ad}_{i_1}(A)$ is nonzero only if there are sites which are acted upon non-trivially by both $h_i$, and $\text{ad}_{i_{r-1}} \cdots \circ \text{ad}_{i_1}(A)$. Based on this observation, in the following we find an upper bound on the number of nonzero terms in the summation in Eq.(B39).

First consider $\text{ad}_{i_r} \circ \text{ad}_{i_{r-1}} \cdots \circ \text{ad}_{i_1}(A)$ for $r = 1$. By assumption $\text{ad}_{i_1}(A)$ is nonzero for at most $R_A$ different $i_1$. Next, we consider $r = 2$, and count the number of different $i_2$ for which $\text{ad}_{i_2} \circ \text{ad}_{i_1}(A)$ is nonzero for a fixed $i_1$. Since $h_i$ are all $k$-local, it follows that the support of $\text{ad}_{i_2}(A)$ is restricted to the support of $A$ and, at most, $k$ other different sites. By assumption there are at most $R_A$ different $h_{i_2}$ which acts non-trivially on the support of $A$. Furthermore, there are at most $r \times k$ different $h_{i_2}$ which act non-trivially on the extra $k$ sites in the support of $\text{ad}_{i_1}(A)$. So, we find that for any fixed $h_{i_1}$, $\text{ad}_{i_2} \circ \text{ad}_{i_1}(A)$ can be nonzero for at most $R_{A} + kr$ different $i_2$. Repeating this argument we find that the number of nonzero terms in the above expansion is bounded by
\[
N_n = R_A(R_A + kr) \cdots (R_A + (n - 1)kr) .
\]
Next, we find an upper bound on $N_n$. Let $Z = R_A/(kr)$ and $\lceil Z \rceil$ be the smallest integer larger than or equal to $Z$. Then, following [28], we rewrite this as

$$N_n = (kr)^n Z(Z + 1) \cdots (Z + (n - 1))$$

(B42a)

$$\leq (kr)^n \lceil Z \rceil (\lceil Z \rceil + 1) \cdots (\lceil Z \rceil + (n - 1))$$

(B42b)

$$= (kr)^n \times \left( \frac{\lceil Z \rceil + (n - 1)}{n} \right) \times n!$$

(B42c)

$$\leq (kr)^n \times 2^{\lceil Z \rceil + (n - 1)} \times n!$$

(B42d)

$$\leq (kr)^n \times 2^{Z + n} \times n!$$

(B42e)

where the fourth line follows from the binomial expansion. Therefore, we find

$$N_n = R_A(R_A + kr) \cdots (R_A + (n - 1)kr) \leq (2kr)^n \times n! \times 2^{\frac{B_A}{J_{\max}}}.$$  

(B43)

Finally, we note that the right-hand side of Eq. (B39) has at most $N_n$ nonzero terms, and each term is bounded by $(2J_{\max})^n \|A\|$. Therefore,

$$\|\text{ad}_{H_n}^n (A)\| \leq N_n \|A\| \|2J_{\max}\|^n \leq (4J_{\max} kr)^n \times n! \times 2^{\frac{B_A}{J_{\max}}}.$$  

(B44)
Appendix C: Proof of theorem 2 in the paper

Theorem 1 implies that if the error detection condition holds, then

\[
\min_{\rho_S \in S(C)} F^2(\rho_S, U_{1s}^r(t)\rho_S(t) U_{1s}(t)) = 1 - \lambda^2 \left\| \sum_{E_n \geq E_{\text{exp}}} b_n(t) \Pi_C S \Pi E_n S \Pi C \right\| + O(\lambda^3),
\]

where \( b_n(t) = \frac{1}{2\pi} \int d\omega \, p^q_B(\omega) \left[ \frac{\sin(\omega + E_n)t/2}{(\omega + E_n)\gamma} \right]^2 \). Using the facts that \( b_n(t) \) are positive functions, and \( \Pi_C S \Pi E_n S \Pi C \) are positive operators we find

\[
\left\| \sum_{E_n \geq E_{\text{exp}}} b_n(t) \Pi_C S \Pi E_n S \Pi C \right\| = \max_{\psi} \sum_{E_n \geq E_{\text{exp}}} b_n(t) \langle \psi | \Pi_C S \Pi E_n S \Pi C | \psi \rangle \leq \max_{E_n \geq E_{\text{exp}}} b_n(t) \times \max_{\psi} \sum_{E_n \geq E_{\text{exp}}} \langle \psi | \Pi_C S \Pi E_n S \Pi C | \psi \rangle \leq \max_{E_n \geq E_{\text{exp}}} b_n(t) \times \left\| \Pi_C S^2 \Pi C \right\|,
\]

where to get the second line we have used the positivity of \( b_n(t) \) and \( \Pi_C S \Pi E_n S \Pi C \). Putting this in Eq. (C1a) we find

\[
1 - \min_{\rho_S \in S(C)} F^2(\rho_S, U_{1s}^r(t)\rho_S(t) U_{1s}(t)) \leq \lambda^2 \left\| \Pi_C S^2 \Pi C \right\| \times \max_{E_n \geq E_{\text{exp}}} b_n(t) + O(\lambda^3).
\]

Next, we note that for \( E_n \geq E_{\text{exp}} \) it holds that

\[
b_n(t) = \frac{1}{2\pi} \int d\omega \, p^q_B(\omega) \left[ \frac{\sin(\omega + E_n)t/2}{(\omega + E_n)/\gamma} \right]^2
\]

\[
= \frac{1}{2\pi} \left( \int_{-\infty}^{E_{\text{exp}}} d\omega \, p^q_B(\omega) \left[ \frac{\sin(\omega + E_n)t/2}{(\omega + E_n)/\gamma} \right]^2 + \frac{1}{\pi} \int_{E_{\text{exp}}}^{\infty} d\omega \, p^q_B(\omega) \left[ \frac{\sin(\omega + E_n)t/2}{(\omega + E_n)/\gamma} \right]^2 \right)
\]

\[
\leq \frac{t^2}{2\pi} \left( \frac{E_{\text{exp}}}{2} \right)^2 \int_{-\infty}^{E_{\text{exp}}} d\omega \, p^q_B(\omega) + 16 \frac{E_{\text{exp}}}{2} \times \frac{1}{\pi} \int_{E_{\text{exp}}}^{\infty} d\omega \, p^q_B(\omega)
\]

\[
\leq \frac{t^2}{2\pi} \left( \frac{E_{\text{exp}}}{2} \right)^2 + \frac{16}{\pi} \frac{B^2}{E_{\text{exp}}},
\]

where to get the second line we have decomposed the integral as the sum of two integrals over the intervals \((-\infty, -E_{\text{exp}}/2)\) and \([-E_{\text{exp}}/2, \infty)\), to get the third line we have used the fact that \( \left( \frac{\sin(\omega + E_n)t/2}{(\omega + E_n)/\gamma} \right)^2 \) is bounded by \( t^2 \) in the first interval and by \( 16/E_{\text{exp}}^2 \) in the second interval (note that \( E_n \geq E_{\text{exp}} \)), to get the fourth line we have used the positivity of \( p^q_B(\omega) \) and the definition

\[
p^q_B(\omega) = \int_{-\infty}^{\omega} d\nu \, p^q_B(\nu) + \int_{\omega}^\infty d\nu \, p^q_B(\nu),
\]

and to get the last line we have used \( \int d\omega \, p^q_B(\omega) = 2\pi \text{Tr}(\rho_{E}B^2) \leq 2\pi \|B\|^2 \).

Finally, using theorem 3 in the supplementary material, or Eq.(9) in the paper, we have

\[
p^q_B(\frac{E_{\text{exp}}}{2}) \leq \|B\| \sqrt{2\pi p^q_B(0^+)} \times \frac{2\pi}{\text{Exp}{E_{\text{exp}}/16\text{max}}},
\]

\[
\leq (2\pi) \times \frac{2\pi}{\text{Exp}{E_{\text{exp}}/16\text{max}}},
\]
where we have used the fact the total AC power satisfies
\[ P_{\text{eq}}^{B}(0^{+}) \leq \int d\omega \, p_{\text{eq}}^{\omega}(\omega) = 2\pi \text{Tr}(\rho_{\text{E}} B^2) \leq 2\pi \|B\|^2. \] (C6)

Putting Eq. (C5) into Eq. (C3) we find
\[ b_{n}(t) \leq \|B\|^2 \left( t^2 \frac{2 \frac{\omega}{E_{\text{gap}}} + 1}{\text{Exp}_{\left(\frac{E_{\text{gap}}}{16 J_{\text{max}} r_k}\right)}} + \frac{16}{E_{\text{gap}}^2} \right) . \] (C7)

This together with Eq. (C2) implies that
\[
1 - \min_{\rho \in \mathcal{S}(\mathcal{C})} F^2(\rho, U_{Ls}^+(t)\rho s(t)U_{Ls}(t)) \leq \lambda^2 \|\Pi_{c} S^2 \Pi_{c}\| \times \max_{E_{n} \geq E_{\text{gap}}} b_{n}(t) + O(\lambda^3)
\]
\[
\leq \lambda^2 \|\Pi_{c} S^2 \Pi_{c}\| \times \|B\|^2 \left( t^2 \frac{2 \frac{\omega}{E_{\text{gap}}} + 1}{\text{Exp}_{\left(\frac{E_{\text{gap}}}{16 J_{\text{max}} r_k}\right)}} + \frac{16}{E_{\text{gap}}^2} \right) + O(\lambda^3)
\]
\[
= \lambda^2 \|\Pi_{c} H_{c}^2 \Pi_{c}\| \left( t^2 \frac{2 \frac{\omega}{E_{\text{gap}}} + 1}{\text{Exp}_{\left(\frac{E_{\text{gap}}}{16 J_{\text{max}} r_k}\right)}} + \frac{16}{E_{\text{gap}}^2} \right) + O(\lambda^3),
\]
\[
(C8a)
\]
\[
(C8b)
\]
\[
(C8c)
\]
where we have used \[ \|\Pi_{c} H_{c}^2 \Pi_{c}\| = \|\Pi_{c} S^2 \Pi_{c} \otimes B^2\| = \|\Pi_{c} S^2 \Pi_{c}\| \times \|B\|^2 = \|\Pi_{c} S^2 \Pi_{c}\| \times \|B\|^2. \] This completes the proof of theorem 2.
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