Abstract—This paper introduces likelihood-based and feature-based modulation recognition methods. In the feature-based modulation simulation part, instantaneous feature, cyclic spectrum, high-order cumulants, and wavelet transform features are used as the entry point, and six digital signals including 2ASK, 4ASK, BPSK, QPSK, 2FSK and 4FSK are simulated, showing the difference of signals in multiple dimensions.
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I. INTRODUCTION

Modulation recognition is to determine the modulation format of the signal based on the signal information received by the receiver. Modulation recognition technology has both practical value and theoretical significance [1], [2].

In terms of commercial applications, modulation recognition technology has the following application values [3]: first, in adaptive modulation communication systems, if the receiver uses modulation recognition technology, the additional protocol header overhead in the above method can be saved, and the protocol complexity can be reduced. Second, in the software-defined radio system, the modulation recognition technology can support the digital signal processing module at the receiving antenna to dynamically configure and recognize the modulation format of the received signal and improve the flexibility of the module to meet the design requirements. Third, for multimedia transmission applications, the receiver adopts modulation recognition technology to adapt to the modulation change requirements of the adaptive modulation communication system, thereby providing underlying technical support for upper-level applications [4].

In military applications, modulation recognition technology has the following application value: In information countermeasures, usually the receiver does not know the modulation format of the received signal. At this time, modulation recognition technology can determine the modulation format of the received signal, which is a key step in signal demodulation [4].

At the same time, due to the rapid development and widespread popularity of radio communication technology, the signal environment has become increasingly complex, and modulation recognition technology has encountered many new challenges. The modulation recognition of mixed-signals in the same channel is one of the main technical problems. The modulation recognition of mixed-signals in the same channel is very different from the conventional single-signal modulation recognition. However, most of the existing modulation recognition methods are aimed at the single-signal and cannot be directly used for multi-signal identification. Therefore, it is urgent to study new methods to solve the problem of mixed-signal modulation recognition.

Modulation recognition technology can be divided into two categories from a theoretical perspective: the first category is likelihood-based modulation recognition; the second category is feature-based modulation recognition. This section first introduces the current research status of likelihood-based modulation recognition technology; second, introduces the current research status of feature-based modulation recognition technology; third, introduces the related research of modulation recognition based on machine learning that has become popular in recent years. Finally, introduces non-orthogonal multiple access (NOMA) which offers the research direction of mixed signal modulation recognition.

A. Likelihood-based Modulation Recognition

For the likelihood-based modulation recognition technology, from the perspective of the recognition process, it can be divided into the following steps: first, process the signal received by the receiving end antenna to obtain the sampled signal sequence; then, calculate the sampled signal sequence to obtain likelihood value; Finally, the likelihood value is compared to determine the modulation to which the signal belongs. According to the calculation method of the likelihood value, the likelihood-based modulation recognition can be divided into: average likelihood ratio test (ALRT), generalized likelihood ratio test (GLRT), and Hybrid Likelihood Ratio Test (HLRT).

ALRT assumes that the unknown random variable obeys a certain probability distribution, calculates the average of the likelihood values through integration, and compares the results to determine the modulation pattern [5]–[7]. Because the computational complexity of ALRT is too high, some quasi-ALRT methods are proposed to reduce computational complexity [8]. GLRT assumes that unknown parameters are unknown certain values, and on this basis, calculates the likelihood value to determine the modulation pattern [9]. HLRT assumes that some unknown parameters obey a certain probability distribution, and some unknown parameters are unknown certain values, and based on this, the likelihood value is calculated to determine the modulation pattern [10]–[12].
In recent years, the research of modulation recognition technology based on likelihood ratio has been further studied mainly from more complex channel models, more complex physical scenes and more complex signal models \cite{13, 14}.

### B. Feature-based Modulation Recognition

For the feature-based modulation recognition technology, from the perspective of the recognition process, it can be divided into the following steps: First, process the signal received by the receiving end antenna to obtain a sampled signal sequence. Then, process the sampled signal sequence to obtain signal characteristics. Finally, combine various classification tools to classify signal features and determine the modulation format to which the signal belongs.

The feature-based modulation part is the feature extraction operation by analyzing the signal time domain or transform domain information in many aspects. These feature parameters that characterize the signal are the core content of the statistical pattern recognition method, and the obviousness of the feature discrimination is directly related to the classification accuracy. In recent years, feature-based modulation methods have become more and more completed. Following sections would do a brief introduction to some common-used features.

1) Higher-order cumulants (HOC) features: Higher-order cumulants are essentially the characteristics of higher-order statistics, and the computational complexity increases significantly as the order of the cumulants increases. Because the cumulative amount of Gaussian white noise above the second order is zero, it can effectively reduce the interference of additive noise, and the demand of amount of observation data is not high, so it often appears in modulation recognition algorithms.

\cite{15} proposes a support vector machines based hierarchical algorithm for the automatic classification of QAM modulation signals which is less complex computationally and has faster classifier training speed compared with other algorithms. \cite{16} considers the identification of single carrier signal with cyclic prefix, and good experimental performance is achieved. However, these methods did not consider the influence of channel fading, and the problems are studied under the premise that the observation sample contains only one modulation type. \cite{17} proposes an algorithm for automatic recognition of digital communication signals by applying high order cumulants and support vector machines. The paper identifies eight types of signals by binary tree-based SVM as the classifier and rate of accurate classification is over 90% when SNR is above 5dB.

2) Instantaneous characteristics features: Different types of modulation signals have different performances in the statistical characteristics of instantaneous information, and there are large differences in instantaneous amplitude, phase, and frequency. It is feasible to modulate and identify signals by constructing instantaneous features. This type of feature parameters is less constrained by prior information and simple to extract, but the anti-noise performance is not ideal.

In 1995, Azzouz and Nandi extracted five kinds of information features such as signal instantaneous amplitude, instantaneous frequency, and nonlinear phase. When the signal-to-noise ratio is 10dB, the recognition rate of 2ASK, 4ASK, 2PSK, 4PSK, 2FSK, and 4FSK signals is larger than 90% \cite{18}.

In the next few years, the two have successively proposed 9 classical instantaneous information features, which can realize the modulation recognition of 13 analog and digital signals \cite{19, 20}.

3) Cyclic spectrum features: Communication signals often modulate certain parameters of periodic signals which are to be transmitted, so its first-order or second-order statistical characteristics (average value, correlation function, etc.) often show periodicity in time. This periodicity is not reflected in the power spectrum, but is shown as the correlation characteristics between different frequency bands, namely the cyclostationary characteristics. Since the cyclic spectrum correlation theory was proposed, studies have been done about applying the application of this method to signal modulation recognition. Modulation recognition based on cyclic spectrum mainly includes two parts: constructing recognition features and designing classifiers. The signal recognition features based on the cyclic spectrum have the following categories. One is the intuitive characteristics of the cyclic spectrum, such as the number, position, and intensity of the peaks of the cyclic spectrum axis section and the mean and variance of the characteristic surface; the other is the envelope characteristics of the cyclic spectrum, such as the envelope of the cyclic spectrum. The design of the classifier mainly includes decision trees, neural networks, support vector machines, hidden Markov processes and so on.

Since the 1950s, cyclostationary signal processing technology has entered an era of rapid development. In the late 1980s, the cyclic spectrum theory proposed by W.A. Gardner has been applied to the field of signal modulation recognition \cite{21}. In 2017, Yan.X et al. proposed a graphical feature based on the periodicity and symmetry of the cyclic spectrum. Simulations show that this scheme has higher classification accuracy \cite{22}.

4) Wavelet transform features: Wavelet transform is an important characteristic parameter that can simultaneously reflect the characteristics of time domain and frequency domain. It has different resolutions in different frequency bands, so as to achieve the adaptive analysis effect of time subdivision at high frequency and frequency subdivision at low frequency. Moreover, the existence of multiple types of wavelet functions can be applied to a variety of application scenarios, but the analysis effects of different wavelet functions are very different, and how to choose the best wavelet is a difficult point in current research.

\cite{23} designs and establishes an automatic recognition method of three typical digital communication signal modulation types based on wavelet transform and neural network. \cite{24} uses a new method of digital modulation identification with wavelet transform. The paper use two ways to get the characteristics. One is to get the local maximum with the continuous wavelet transform and the other is the multi resolution analysis. Such method the speed of modulation and the classification accuracy.
C. Modulation recognition based on support vector machine (SVM)

In recent years, the support vector machine (SVM) developed on the basis of Vapnip’s statistical learning theory, is becoming a new research hotspot in the field of machine learning. SVM is a structured machine learning method which has solved many problems like the model selection problem in neural networks, over-learning and under-learning problems, nonlinear and dimensional disaster problems, and local minimum points. Because of its excellent learning performance, it has been successfully applied in many fields, such as speech recognition, remote sensing image analysis, face recognition, automatic text classification and so on. In the field of pattern recognition, in general, statistical learning theory and support vector machine determine the classification surface based on the limited learning sample so that the expected risk is minimized when the unknown sample is estimated [25].

D. Non-orthogonal multiple access (NOMA)

In the past 20 years, with the rapid development of mobile communication technology and the continuous evolution of technical standards, the fourth-generation mobile communication technology (4G) based on orthogonal frequency division multiple access technology (OFDMA) is proposed [26–40], and its data service transmission rate has reached hundreds of megabits or even gigabits per second which can meet the needs of broadband mobile communications applications to a greater extent in the future. However, as the demand for popularization of smart terminals and mobile new services continues to increase, the demand for wireless transmission rates is increasing exponentially, and the transmission rate of wireless communications will still be difficult to meet the application requirements of future mobile communications. 5G is positioned in a wireless network with higher spectrum efficiency, faster speed, and larger capacity, where the spectrum efficiency needs to be increased by 5 to 15 times compared with 4G.

While achieving good system throughput, in order to keep the low cost of reception, orthogonal multiple access technology is adopted in 4G. However, in response to the need for 5G spectrum efficiency to increase by 5 to 15 times, the industry proposes to adopt a new multiple access multiplexing method, namely NOMA. NOMA is different from previous multiple access technologies. NOMA uses non-orthogonal power domains to distinguish users. The so-called non-orthogonal means that data between users can be transmitted at the same time and frequency, and users can be distinguished only by the difference in power. NOMA uses non-orthogonal transmission at the transmitter to actively import interference information, and at the receiver, correct demodulation is achieved through serial interference cancellation technology. Compared with orthogonal transmission, the receiver complexity is improved, but higher spectrum efficiency can be obtained. The basic idea of non-orthogonal transmission is to use complex receiver design in exchange for higher spectrum efficiency.

In this paper, we first introduce likelihood-based and feature-based modulation recognition methods. In the feature-based modulation simulation part, instantaneous feature, cyclic spectrum, high-order cumulants, and wavelet transform features are used as the entry point, and six digital signals including 2ASK, 4ASK, BPSK, QPSK, 2FSK and 4FSK are simulated, showing the difference of signals in multiple dimensions.

Then, in the recognition of mixed signal modulation based on likelihood value part, this paper divides the three kinds of digital signals \{BPSK, QPSK, 8PSK\} into six mixed signals according to the signal power ratio, which is equal to 2:1, namely \{2BPSK + QPSK, 2BPSK + 8PSK, 2QPSK + BPSK, 2QPSK + 8PSK, 2PSK8 + BPSK, 2PSK8 + QPSK\}, and uses traditional manually-designed classification rules to do the mixed-signal modulation recognition to obtain the corresponding accuracy curve; in the recognition of mixed signal based on feature extraction part, this paper divides three digital signals \{4ASK, QPSK, 4FSK\} into six mixed signals according to the signal power ratio, which is equal to 2:1; namely \{2ASK4 + PSK4, 2ASK4 + FSK4, 2PSK4 + ASK4, 2PSK4 + FSK4, 2FSK4 + ASK4, 2FSK4 + PSK4\}, and uses the decision tree classifier to perform the mixed signal modulation classification according to the above signal features to obtain the corresponding accuracy.

Besides, this paper studies the machine learning modulation recognition technology based on support vector machines (SVM), and uses \{2ASK, 4ASK, BPSK, QPSK, 2FSK, 4FSK\} six single signals and \{2ASK4 + PSK4, 2ASK4 + FSK4, 2PSK4 + ASK4, 2PSK4 + FSK4, 2FSK4 + ASK4, 2FSK4 + PSK4\} six mixed signals to do the modulation recognition and classification. Theoretical analysis and simulation results show that a well-designed and trained SVM can perform feature extraction and do the signal recognition at the same time, and SVM classification recognition has better classification accuracy compared to the manually designed classification rules.

Finally, this paper select features from above mentioned methods to do the feature combination and puts the combined features as new features into SVM for signal modulation recognition and finds the feature combination with the highest recognition rate.

In the following, we will give a detailed introduction to the method of signal modulation recognition. Section [I] will introduce the single and mixed signal models based on the ALRT method and its basic theories. Section [II] will introduce the single and mixed signal models based on the feature extraction method and its basic theories, and do the simulation based on six kinds of single signals \{2ASK, 4ASK, BPSK, QPSK, 2FSK, 4FSK\} and six kinds of mixed signals \{2ASK4 + PSK4, 2ASK4 + FSK4, 2PSK4 + ASK4, 2PSK4 + FSK4, 2FSK4 + ASK4, 2FSK4 + PSK4\}. In Section [III] the basic theory of SVM classification method will be introduced.
II. LIKELIHOOD-BASED MODULATION RECOGNITION

A. Signal model

1) Single signal: Consider that the signal received by the receiver is down-converted to obtain a baseband signal, where the complex envelope of the baseband signal is:

\[ r(t) = s(t; u_k) + g(t) \]  

(1)

where \( g(t) \) is the mean value which is zero. The double-sideband power spectral density of complex Gaussian white noise is \( N_0 \), \( s(t; u_k) \) is the comprehensive representation of the modulated digital signal without noise interference. Its specific representation is as follows:

\[ s(t; u_k) = a e^{j(2\pi f + \theta_0)} \sum_{n=0}^{L-1} s^{k,i}_n e^{j\theta_n} v(t - nT - \phi) \]  

(2)

where \( u_k \) represents a multi-dimensional variable set, namely the statistical values of unknown signal-related variables and channel-related variables under the \( k \)-th modulation system,

\[ u_k = \{ a, \theta, \Delta f, \{ s^{k,i}_n \}_{i=1}^{M_k}, h(t), \phi \} \]  

(3)

The physical meanings of the above variables are:

1) \( a \) represents the amplitude of the signal.
2) \( \theta_0 \) represents the fixed phase offset caused by the initial phase of the carrier and the propagation delay.
3) \( N \) represents the number of symbols in the observation interval.
4) \( s^{k,i}_n \) represents the i-th constellation point under the \( k \)-th modulation system, where \( i \in \{1, \ldots, M_k \}, \ k \in \{1, \ldots, C \} \). The probability distribution function of each constellation point is the same. \( M_k \) represents the number of symbol types of the system the \( k \)-th modulation. \( C \) represents the number of types of modulation systems concerned. Generally, the power of modulated symbols needs to be normalized. The normalization method is as follows:

\[ \frac{1}{M_k} \sum_{i=1}^{M_k} |s^{k,i}|^2 = 1 \]  

(4)

5) \( \Delta f \) indicates the frequency offset caused by the down conversion process.
6) \( \theta_n \) indicates phase jitter.
7) \( T \) indicates the symbol period.
8) \( \phi \) indicates symbol timing offset, \( 0 \leq \phi < 1 \)
9) \( v(t) \) represents the common influence of the channel influence \( h(t) \) and the pulse forming function \( p(t) \), \( v(t) = h(t) * p(t) \), where * represents the convolution operation. Usually the pulse shaping function \( p(t) \) is the root mean square raised cosine roll-off filter whose period is \( T \).

\( r(t) \) obtained above is a continuous signal in the time domain. Discretizing \( r(t) \) for subsequent modulation recognition processing, using traditional signal detection theory, \( r(t) \) can be expressed as a discrete sampling sequence \( r \),

\[ r = [r(1), \ldots, r(L)] \]  

The signal sequence after passing the matched filter is as follows:

\[ r(n) = \frac{1}{T} \int_{nT}^{(n+1)T} r(t)p(t-nT)dt \]  

(5)

For the discrete sampling sequence \( r \) obtained in the above process, it is usually called a symbol sequence. After further transformation, we get the transmitted signal model, which is:

\[ r(n) = e^{j2\pi f_0 T_n + j\theta_n} \sum_{\ell=0}^{L-1} s(\ell) h(nT - \ell T - cT) + g(n). \]  

(6)

Here \( s(\ell) \) is the transmitting symbol sequence, \( h(\cdot) \) is the channel response function, \( T \) is the symbol interval, \( \epsilon(0 \leq \epsilon < 1) \) is the synchronization error, \( f_0 \) is the frequency offset, \( \theta_n \) is the phase jitter, \( g(t) \) is the noise, and \( \sum_{\ell=0}^{L-1} s(\ell) h(nT - \ell T) \) is the inter-symbol interference.

In cooperative communications, it can be assumed that the symbol interval \( T \) is known, the signal is synchronized, and the phase jitter \( \theta_n \) is eliminated by preprocessing. Finally, the frequency offset, channel response, and noise interference are retained, and the symbol sequence used can be simplified as follows:

\[ r(n) = e^{j2\pi f_0 T_n} s(n) h(n) + g(n) \]  

(7)

2) Mixed signal: In the mixed-signal modulation recognition part, the recognition is conducted two cochannel signals received by a single receiver. Each signal can be denoted as:

\[ r_i(n) = e^{j2\pi f_0 T_i} S_i(n) h_i(n), \quad i = 1, 2 \]  

(8)

Under the condition of two cochannel signals, received signal can be modeled as:

\[ r(t) = \sum_{i=1}^{2} S_i(n) h_i(n) + g(n) \]  

(9)

B. Average likelihood ratio test algorithm

The likelihood-based method models the modulation recognition problem as a complex hypothesis testing problem. It often depends on the probability distribution of unknowns in the model. Unknowns are usually amplitude, phase, noise, etc. in modulation recognition. The number of assumptions for this problem is usually equal to the number of signal modulation types in the signal set. Under the assumption \( H_i \), \( i \) represents that the received signal belongs to the i-th modulation type, and the probability distribution of the received signal can be determined by the probability distribution of the unknown quantity or can be approximated by the estimate of the unknown quantity.

The ALRT method is one of the detection methods based on LB. ALRT treats the unknown as a random variable. The probability distribution function of the received signal under each assumption is calculated by their average, and each unknown requires a known distribution. If the assumed distribution of the unknown is consistent with the actual distribution, the ALRT method will obtain the maximum accuracy probability of the classification problem. Usually based on the assumption that the distribution of unknown
quantities is idealized based on the ALRT method, the upper bound of the modulation recognition classification problem is obtained. The problem is that, with the increase of the number of unknowns, computational complexity of ALRT will be high, even mathematically impossible in some cases.

Consider the signal model as the baseband symbol sequence output by the matched filter:
\[ r(n) = e^{j2\pi f_0 T_n} s(n) h(n) + g(n) \]  
where \( s(n) \) is the transmitted symbol sequence, \( h(n) \) is the channel response function, \( f_0 \) is the frequency offset, and \( g(n) \) is the noise. The transmitted signal sequence \( s = \{s(1), s(2), \ldots, s(N)\} \) is generated by the \( i \)-th modulation type \( M_i \), that is assumption \( H_i \). The probability distribution of the received signal sequence in this section is:
\[ f(r) = \prod_{n=1}^{N} f(r(n) | H_i) \]  
where \( f(r) \) is the PDF of the signal \( r(n) \), and further suppose that the total number of categories in the classified signal set is \( L_n \) and the channel state is known, then the likelihood function is:
\[ f(r(n) | H_i) = \frac{1}{L_m} \sum_{l=1}^{L_m} \frac{1}{\pi \sigma_d^2} \exp \left\{ -\frac{|r(n) - Ae^{j2\pi f_0 T_n} + j\phi_n s_l|^2}{\sigma_d^2} \right\} \]  
where \( s_l \) is the \( l \)-th transmitted signal under the hypothesis \( H_i \) of the \( i \)-th modulation category \( M_i \) and the prior probability of each hypothesis \( H_i \) is \( \kappa_i \), which satisfies \( \sum_{i=1}^{M} \kappa_i = 1 \). According to Bayes’ criterion, the posterior probability of \( H_i \) is:
\[ P(H_i | r) = \frac{f(r, H_i)}{f(r)} = \frac{\kappa_i f(r | H_i)}{f(r)} \]  
Finally, according to the maximum likelihood decision criterion, the decision process is as follows:
Accept \( H_k \) if \( \kappa_k f(r | H_k) \geq \kappa_i f(r | H_i), \forall k \neq i \).

III. FEATURE-BASED MODULATION RECOGNITION

A. Signal model

1) Single signal: Digital baseband signals cannot propagate in channels with bandpass characteristics. In order to match the two, the carrier must be modulated with digital baseband signals, and the carrier characteristics can be changed by changing one or more of the carrier parameters. Different types of modulation signals can be obtained by changing different carrier descriptions. This section will introduce the digital models of MASK, MPSK and MFSK.

a) Amplitude shift keying modulation (MASK):
Amplitude shift keying modulation adopts the method of changing the amplitude of the carrier to transmit digital information, and the phase and frequency of the carrier are not changed. In M-ary modulation, the carrier amplitude has M values. The signal expression of MASK is:
\[ x_{ASK} = a(t) \cos (2\pi f_c t + \phi_0) = \sum_{n=-\infty}^{\infty} a_n q(t - nT_d) \cos (2\pi f_c t + \phi_0) \]  
where \( f_c \) is the carrier frequency, \( \phi_0 \) is the initial phase, \( T_d \) is the symbol interval, and \( a_n = 0, 1, 2, \ldots, M - 1 \) is the level of the \( n \)-th symbol.

b) Phase shift keying modulation (MPSK):
Phase shift keying adopts the method of changing the phase state of the carrier signal to transmit digital information without changing the amplitude and frequency of the carrier. The \( M \) values of the baseband symbols correspond to the \( M \) phases of the carrier, and the signal expression of MPSK is:
\[ x_{PSK}(t) = \cos (2\pi f_c t + \phi(t) + \phi_0) \]
\[ \phi(t) = \sum_{n=-\infty}^{\infty} \theta_n q(t - nT_d) \]  
where \( f_c \) is the carrier frequency, \( \phi_0 \) is the initial phase, \( T_d \) is the symbol interval, \( \theta_n \) is \( M \) phases uniformly distributed between \([0, 2\pi]\), and the phase difference is \( 2\pi/M \).

c) Frequency shift keying modulation (MFSK):
Frequency shift keying adopts the method of changing the carrier frequency to transmit digital information, without changing the amplitude and phase of the carrier. The expression of MFSK is:
\[ x_{FMSK}(t) = p_k \cos \left( \frac{\pi t}{2T_d} \right) \cos (2\pi f_c t + \phi_0) - q_k \sin \left( \frac{\pi t}{2T_d} \right) \sin (2\pi f_c t + \phi_0) \]  
In the formula: \((k - 1)T_d \leq t \leq kT_d\), \( p_k = \pm 1 \), \( q_k = a_k p_k = \pm 1 \). \( f_c \) is the carrier frequency, \( \phi_0 \) is the initial phase, \( \cos (\pi t/2T_d) \) and \( \sin (\pi t/2T_d) \) is referred to as a weighting function.

2) Nonlinear phase extraction of the digital signal: The general expression of the digital signal \( u(t) \) is:
\[ u(t) = a(t) \cos [2\pi f_c(t) t + \varphi_{NL}(t)] \]  
Where \( a(t) \) is the instantaneous amplitude of the signal, \( f_c(t) \) is the carrier frequency, \( \varphi_{NL}(t) \) is the nonlinear phase of the signal. Let \( v(t) \) denotes the Hilbert transform of \( u(t) \), then:
\[ v(t) = u(t) * \frac{1}{\pi t} = \int_{-\infty}^{\infty} u(\tau) \frac{1}{\pi (t-\tau)} d\tau \]  
Then the analytical expression \( z(t) \) of the digital signal is:
\[ z(t) = u(t) + jv(t) \]  
According to the signal analysis expression, the instantaneous information statistics can be obtained. The specific calculation formula is as follows:

1) instantaneous amplitude
\[ a(t) = \sqrt{u^2(t) + v^2(t)} \]  
2) instantaneous phase
\[ \varphi(t) = \arctan \left( \frac{v(t)}{u(t)} \right) \]  
3) instantaneous frequency
\[ f(t) = \frac{1}{2\pi} \frac{d}{dt} [\varphi(t)] \]
According to the formula \( u(t) \), the instantaneous phase expression \( \varphi(t) \) can be obtained:

\[
\varphi(t) = 2\pi f_c t + \phi_{NL}(t)
\]  

(22)

In the formula, \( f_c \) and \( \varphi(t) \) have the same meaning in the above formula, and the phase sequence after A/D sampling is:

\[
\varphi(i) = 2\pi f_c / f_s i + \phi_{NL}(i)
\]  

(23)

In the above formula, the instantaneous phase is divided into two parts: the linear part \( 2\pi f_c / f_s i \) that changes with time and the nonlinear part \( \phi_{NL}(i) \), but the actual situation is that the instantaneous phase \( \phi_i \) extracted by the Hilbert transform is limited, because the actual instantaneous phase is mod by \( 2\pi i \), the value range of \( \phi_i \) is limited to \([-\pi, \pi]\). When \( f_s \) and \( f_c \) satisfy relation \( f_s / f_c = n_1 \), once the instantaneous phase difference of two adjacent samples is much larger than \( 2\pi i / n_1 \), it is necessary to add a modified phase sequence to restore the original phase information. First, calculate the corrected phase sequence \( C(i) \):

\[
C(i) = \begin{cases} 
  C(i-1) + 2\pi, & \text{if } \varphi(i-1) - \varphi(i) > \pi \\
  C(i-1) - 2\pi, & \text{if } \varphi(i) - \varphi(i-1) > \pi \\
  C(i-1), & \text{others}
\end{cases}
\]

(24)

The corrected phase sequence is expressed as:

\[
\phi(i) = \varphi(i) + C(i)
\]  

(25)

Finally, the nonlinear phase expression result can be obtained:

\[
\phi_{NL}(i) = \phi(i) - 2\pi f_c / f_s i
\]  

(26)

3) Mixed signal: In the mix-signal modulation recognition part, the recognition is conducted two cochannel signals received by a single receiver. Each signal can be denoted as:

\[
S(t) = \sqrt{E} \sum_n a_n g(t-nT_s) e^{i(\omega_s t+\theta_n)} + n(t)
\]

(27)

Where \( E \) is the energy of the transmitted symbol waveform, \( a \) is the symbol sequence, \( g \) is the transmitted symbol waveform, \( T \) is the symbol duration, \( \omega_c \) and \( \theta \) are respectively frequency and phase of the carrier, and \( n(t) \) represents additive white gaussian noise with zero mean. Under the condition of two cochannel signals, received signal can be modeled as:

\[
s(t) = \sum_{i=1}^2 s_i(t) + n(t)
\]  

(28)

B. Higher order cumulants

1) Definitions of higher-order cumulants and higher-order moments: Suppose the probability density of a random variable \( x \) is \( f(x) \), and its characteristic function \( \phi(\omega) \) is defined as:

\[
\phi(\omega) = \int_{-\infty}^{+\infty} f(x) e^{i\omega x} dx
\]  

(29)

In the formula: the characteristic function \( \phi(\omega) \) is also called the Fourier transform of the probability density \( f(x) \). More generally, the common form of the characteristic function is:

\[
\phi(s) = E[e^{sx}] = \int_{-\infty}^{+\infty} f(x)e^{sx}dx
\]  

(30)

Find the \( k-th \) derivative:

\[
\phi^k(s) = E[x^ke^{sx}]
\]  

(31)

Then the \( k-th \) derivative of \( \phi(s) \) at the origin is:

\[
\phi^k(0) = E[x^k] = m_k
\]  

(32)

Where \( m_k \) is the \( k-th \) moment of \( x \). Define \( \phi(s) \) as the first characteristic function of random variable \( x \), which is also called moment generating function. The second characteristic function of \( x \) can be obtained by taking the logarithm of \( \phi(s) \), which is also called the cumulant generating function \( \psi(s) \), defined as:

\[
\psi(s) = \ln \phi(s)
\]  

(33)

Where \( c_k \) is the \( k-th \) order cumulant of \( x \), which is defined as:

\[
c_k = \frac{1}{f^k} \left[ \frac{d^k \psi(s)}{ds^k} \right]_{s=0}
\]  

(34)

The above discussion is the case of a single random variable. More generally, let \( x = [x_1, x_2, \ldots, x_n] \) be a stationary random process, and its characteristic function is defined as:

\[
\phi(\omega_1, \omega_2, \ldots, \omega_n) = E\{\exp[j(\omega_1 x_1 + \omega_2 x_2 + \cdots + \omega_n x_n)]\}
\]  

(35)

Then the joint \( r = k_1 + k_2 + \ldots + k_n \) moment of \( x = [x_1, x_2, \ldots, x_n] \) is:

\[
\text{mom}\left[x_1^{k_1}, x_2^{k_2}, \ldots, x_n^{k_n}\right] = E\left\{x_1^{k_1} x_2^{k_2} \cdots x_n^{k_n}\right\}
\]  

(36)

The joint \( r = k_1 + k_2 + \ldots + k_n \) order cumulant of \( x = [x_1, x_2, \ldots, x_n] \) is:

\[
\text{cum}\left[x_1^{k_1}, x_2^{k_2}, \ldots, x_n^{k_n}\right]
\]  

(37)

where \( \ln \phi(\omega_1, \omega_2, \ldots, \omega_n) \) is the cumulative generating function of \( x = [x_1, x_2, \ldots, x_n] \).

2) The relationship between higher-order cumulants and higher-order moments: Let \( x(k) \) be a complex stationary random process with an average value of 0, then the second-order cumulant of \( x(k) \) is:

\[
C_{20}(l_1) = E[x(k)x^*(k+l_1)]
\]  

(38)

\[
C_{21}(l_1) = E[x(k)x^*(k+l_1)]
\]  

(39)
The fourth-order cumulant of $x(k)$ is:

$$C_{40}(l_1, l_2, l_3) = \text{cum} [x(k), x(k + l_1), x(k + l_2), x(k + l_3)]$$  \hspace{1cm} (40)

$$C_{41}(l_1, l_2, l_3) = \text{cum} [x(k), x(k + l_1), x(k + l_2), x^*(k + l_3)]$$  \hspace{1cm} (41)

$$C_{42}(l_1, l_2, l_3) = \text{cum} [x^*(k), x(k + l_1), x(k + l_2), x^* (k + l_3)]$$  \hspace{1cm} (42)

The sixth-order cumulant of $x(k)$ is:

$$C_{60}(l_1, l_2, l_3, l_4, l_5) = \text{cum} [x(k), x(k + l_1), x(k + l_2), x(k + l_3), x(k + l_4), x(k + l_5)]$$

where $E[i]$ is the mean value calculation, $x(k + l_i)$ is the time delay of $x(k)$, and the time delay is $l_i$, and $x^*(k + l_i)$ is the conjugate of $x(k + l_i)$. If the stationary random process $x(k)$ is independent and identically distributed, when $l_1 = l_2 = l_3 = l_4 = l_5 = l_6 = l_7 = 0$, the higher-order cumulant can be expressed in the form of higher-order moments as:

$$C_{20} = M_{20}$$  \hspace{1cm} (43)

$$C_{21} = M_{21}$$  \hspace{1cm} (44)

$$C_{40} = M_{40} - 3M_{20}^2$$  \hspace{1cm} (45)

$$C_{41} = M_{41} - 3M_{21}M_{20}$$  \hspace{1cm} (46)

$$C_{42} = M_{42} - |M_{20}|^2 - 2M_{21}^2$$  \hspace{1cm} (47)

$$C_{60} = M_{60} - 15M_{40}M_{20} + 30 (M_{20})^3$$  \hspace{1cm} (48)

$$C_{63} = M_{63} - 9C_{42}C_{21} - 6C_{21}^3$$  \hspace{1cm} (49)

$$C_{80} = M_{80} - 28M_{20}M_{60} - 35M_{20}^2 + 420M_{40}M_{20}^2 - 630M_{40}^2$$  \hspace{1cm} (50)

In the formula, $M_{pq} = E[x(k)^{p-q}x^*(k)^q]$ is the $p$th order mixing moment of $x(k)$.

3) Simulation:

a) Single signal:

The theoretical values of each order cumulant of MASK, MPSK and MFSK are shown in the table:

| Signal Type | $|C_{40}|$ | $|C_{41}|$ | $|C_{42}|$ | $|C_{60}|$ | $|C_{63}|$ |
|-------------|----------|----------|----------|----------|----------|
| 2ASK        | $2E^2$   | $2E^2$   | $2E^2$   | $16E^3$  | $16E^3$  |
| 4ASK        | $1.36E^2$| $1.36E^2$| $1.36E^2$| $8.32E^2$| $8.32E^2$|
| BPSK        | $2E^2$   | $2E^2$   | $2E^2$   | $16E^3$  | $16E^3$  |
| QPSK        | $E^2$    | $0$      | $E^2$    | $0$      | $4E^3$   |
| 2FSK        | $0$      | $0$      | $E^2$    | $0$      | $4E^3$   |
| 4FSK        | $0$      | $0$      | $E^2$    | $0$      | $4E^3$   |

In this section, {2ASK, 4ASK, BPSK, QPSK, 2FSK, 4FSK} would be used to do the simulation and show the value of each features. Computer simulation is used to simulate the feature parameters. The simulation uses MATLAB software and uses random sequence as signal model. The baseband signal is obtained after down-conversion, and then modulation recognition is performed. With carrier frequency of symbol modulation equal to 70Hz, sampling rate equal to 400Hz, symbol rate equal to 2 bps, number of symbols equal to 1000, noise chosen as Gaussian white noise and signal-to-noise ratio from -10 to 20dB, take the average of 500 simulations for each signal. The simulation results of the five feature parameters of $C_{40}, C_{41}, C_{42}, C_{60}, C_{63}$ are shown in Figs. 1 - 5 respectively.

In this section, three digital signals {4ASK, QPSK, 4FSK} are divided into six mixed signals according to the signal power ratio, which is equal to 2:1, namely {2ASK4+PSK4, 2ASK4+FSK4, 2PSK4+ASK4, 2PSK4+FSK4, 2FSK4+ASK4, 2FSK4+PSK4}. The signals would be used to do the simulation and get the results of each value of different features. The parameters sets are the same as those in the single signal section. The simulation results of the five feature parameters of $C_{40}, C_{41}, C_{42}, C_{60}, C_{63}$ are shown in Figs. 6 - 10 respectively.

![Fig. 1. Simulation values of higher order cumulants of single signal, $C_{40}$](image1)

![Fig. 2. Simulation values of higher order cumulants of single signal, $C_{41}$](image2)
C. Instantaneous feature

1) Basic theory: Based on the instantaneous amplitude of the signal, the signal instantaneous phase, and the instantaneous frequency, related instantaneous features could be extracted to recognize different types of modulation signals. Several instantaneous features are introduced respectively in the following paragraphs. The first feature is the maximum value of the power spectral density of the instantaneous normalized amplitude at the center. The expression is as follows:

\[ \gamma_{\text{max}} = \max \left| DFT \left( A_{cn} \right) \right|^2 \]  
\[ N \]  
(51)

In the formula, \( N \) represents the number of sampling points of the received signal, \( DFT \) is the discrete Fourier transform, \( A_{cn} \) represents the instantaneous normalized amplitude of the center of the signal, \( A_n[n] = A_n \left( \frac{n}{\mu A} \right) \), \( \mu A \) represents the average value of the instantaneous amplitude, and the specific calculation formulas of \( A_{cn} \) and \( \mu A \) are as follows:

\[ A_{cn}[n] = A_n[n] - 1 \]  
(52)
\[ \mu A = \frac{1}{N} \sum_{n=1}^{N} A[n] \]  
(53)

The second feature is the standard deviation of the absolute value of the instantaneous normalized amplitude of the center, which is expressed as:

\[ \sigma_{aa} = \sqrt{\frac{1}{N} \left( \sum_{n=1}^{N} A_{cn}^2[n] \right) - \left( \frac{1}{N} \sum_{n=1}^{N} A_{cn}[n] \right)^2} \]  
(54)

The third feature is the standard deviation of absolute value of the instantaneous phase:

\[ \sigma_{ap} = \sqrt{\frac{1}{N_c} \left( \sum_{A_n[n] > A_t} \phi_{NL}^2[n] \right) - \left( \frac{1}{N_c} \sum_{A_n[n] > A_t} |\phi_{NL}[n]| \right)^2} \]  
(55)
Among them, $N_c$ represents the number of sampling points of the received signal subject to $A_n[n] > A_t$, and the function of threshold $A_t$ is to filter out the sampling points with low amplitude, because the sampling points with low amplitude are too much affected by noise. $\phi_{NL}[n]$ represents the nonlinearity component in the instantaneous phase. Generally $\phi_{NL}[n]$ is calculated by subtracting linear weight from unfolded phase $\phi[n]$. The specific formula is as follows:

$$\phi_{NL}[n] = \phi[n] - \frac{2\pi f_c n}{f_s}$$  \hspace{1cm} (56)

In the formula above, the unfolded phase $\phi[n]$ is obtained by adding the correction sequence $C[n]$ to the signal instantaneous phase sequence $\hat{\phi}[n]$, namely:

$$\phi[n] = \hat{\phi}[n] + C[n]$$  \hspace{1cm} (57)

Among them, the calculation formula of the modified sequence $C[n]$ is:

$$C[n] = \begin{cases} C[n-1] - 2\pi, & \text{if } \hat{\phi}[n+1] - \hat{\phi}[n] > \pi \\ C[n-1] + 2\pi, & \text{if } \hat{\phi}[n] - \hat{\phi}[n+1] > \pi \\ C[n-1], & \text{others} \end{cases}$$  \hspace{1cm} (58)

The fourth feature is the standard deviation of the direct instantaneous phase, which is expressed as follows:

$$\sigma_{dp} = \sqrt{\frac{1}{N_c} \sum_{A_n[n] > A_t} \phi_{NL}^2[n]} - \left( \frac{1}{N_c} \sum_{A_n[n] > A_t} \phi_{NL}[n] \right)^2$$  \hspace{1cm} (59)
is expressed as follows:

$$\sigma_{af} = \sqrt{\frac{1}{N_c} \left( \sum_{A[n] > A_t} f_N^2 [n] \right) - \left( \frac{1}{N_c} \sum_{A[n] > A_t} f_N [n] \right)^2}$$  \hspace{1cm} (60)

In the formula above, \(f_N[n]\) represents the center instantaneous normalized frequency, which is calculated by the center instantaneous frequency \(f_m[n]\) and the symbol rate \(R_s\) together, namely:

$$f_N[n] = \frac{f_m[n]}{R_s}$$  \hspace{1cm} (61)

Among them, the center instantaneous frequency \(f_m[n]\) is calculated from the frequency average \(\mu_f\) and instantaneous frequency \(f[n]\), namely:

$$f_m[n] = f[n] - \mu_f$$  \hspace{1cm} (62)

$$\mu_f = \frac{1}{N} \sum_{n=1}^{N} f[n]$$  \hspace{1cm} (63)

Among them, the instantaneous frequency \(f[n]\) is generally obtained by calculating the difference of the non-folding instantaneous phase, the formula is as follows:

$$f[n] = \frac{f_s}{2\pi} (\phi[n + 1] - \phi[n])$$  \hspace{1cm} (64)

The sixth feature is the standard deviation of the amplitude envelope, the formula is as follows:

$$E = \sqrt{\frac{\left( \sum_{n=1}^{N} A[n] - \mu_A \right)^2}{N - 1}}$$  \hspace{1cm} (65)

The seventh feature is the maximum value of the normalized power spectrum, the formula is as follows:

$$p = \max_{n} \left| \frac{|\text{DFT}(S_n)|}{\sum_{n=1}^{N} |\text{DFT}(S_n)|} \right|$$  \hspace{1cm} (66)

2) Simulation:

a) Single signal:

In this section, \{2ASK, 4ASK, BPSK, QPSK, 2FSK, 4FSK\} would be used to do the simulation and show the value of each features. Computer simulation is used to simulate the feature parameters. The simulation uses MATLAB software and uses random sequence as signal model. The baseband signal is obtained after down-conversion, and then modulation recognition is performed. With carrier frequency of symbol modulation equal to 70Hz, sampling rate equal to 400Hz, symbol rate equal to 2 bps, number of symbols equal to 1000, noise chosen as Gaussian white noise and signal-to-noise ratio from -10 to 20 dB, take the average of 500 simulations for each signal. The simulation results of the seven feature parameters are shown in Figs. [16] - [20].

D. Cyclic spectrum

1) Basic theory: Let signal \(x(t)\) be a generalized cyclostationary random process, and its autocorrelation function is defined as:

$$R_x(t + \tau/2, t - \tau/2) = R_x(t + \tau/2 + T, t - \tau/2 + T)$$

$$= E[x(t + \tau/2 + T) \cdot x(t + \tau/2 + T)]$$  \hspace{1cm} (67)
In the formula, $T$ is the signal symbol period and $\tau$ is the delay time. Then the cyclic autocorrelation function of the signal $x(t)$ is defined as:

$$R^{\alpha}_{x}(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x(t + \tau/2) \cdot x^*(t - \tau/2)e^{-j2\pi \alpha t} dt$$

(68)

Let the frequency $\alpha$ which makes $R^{\alpha}_{x}(\tau) \neq 0$ be the cycle frequency of the signal, where $\alpha = k/T$ and $k$ is an integer. There may be multiple cyclic frequencies of a cyclostationary signal, including zero frequency and non-zero frequency. When $\alpha = 0$, $R^{0}_{x}(\tau)$ is a stationary signal autocorrelation function; when $\alpha \neq 0$, $R^{\alpha}_{x}(\tau)$ is the period weighted form of $R_{x}(\tau)$, which is referred to as a periodic autocorrelation function, i.e. cyclic autocorrelation function. The Fourier transform $S^{\alpha}_{x}(f)$ of the cyclic autocorrelation function $R^{\alpha}_{x}(\tau)$ is the cyclic spectrum of the signal $x(t)$:

$$S^{\alpha}_{x}(f) = \int_{-\infty}^{+\infty} R^{\alpha}_{x}(\tau)e^{-j2\pi f \tau} d\tau$$

(69)

Envelope characteristics of ASK, PSK, FSK signals are quite different. Several features are selected according to the characteristics of signals. The first feature $\sigma_{S_{0}}$ is the amplitude envelope variance of the section of normalized cyclic spectrum $S^{0}_{x}(f_{c})$ of signal $x(t)$. The second feature $\sigma_{S_{f_{c}}}$ is the amplitude envelope variance of the section of normalized cyclic spectrum $S^{\alpha}_{x}(f_{c})$ of signal $x(t)$. The third feature is the mean value of the amplitude envelope of the section of normalized cyclic spectrum $S^{\alpha}_{x}(f_{c})$. The fourth feature $\beta$ is the maximum value of the normalized cyclic spectrum $S^{\alpha}_{x}(f_{c})$ (the ratio of the maximum value of the spectrum correlation on the $\alpha$ axis to the maximum value of the spectrum correlation on the $f$ axis). The fifth feature $P$ is the average energy of the value point of $S^{\alpha}_{x}(f_{c})$ on the $f$ axis.

2) simulation:

a) Single signal:

In this section, \{2ASK, 4ASK, BPSK, QPSK, 2FSK, 4FSK\} are used for the simulation and show the value of each features.
Computer simulation is used to simulate the feature parameters. The simulation is based on MATLAB. The baseband signal is obtained after down-conversion, and then modulation recognition is performed. With carrier frequency of symbol modulation equal to 70Hz, we set the sampling rate equal to 400Hz, symbol rate equal to 2bps, number of symbols equal to 1000, noise chosen as the Gaussian white noise and signal-to-noise ratio ranging from -10 to 20dB, and take the average of 500 simulations for each signal. The simulation results of five feature parameters are shown in Figs. 21 - 25.

### b) Mixed signal:

In this section, three digital signals \{4ASK, QPSK, 4FSK\} are divided into six mixed signals according to the signal power ratio, which is equal to 2:1, namely \{2ASK4+PSK4, 2ASK4+FSK4, 2PSK4+ASK4, 2FSK4+ASK4, 2FSK4+PSK4\}. The signals would be used to do the simulation and get the results of each value of different features. The parameters sets are the same as those in the single signal section. The simulation results of five feature parameters are shown in Figs. 26 - 30.

### E. Wave transform

1) **Basic Theory:** Multiresolution analysis of Mallet algorithm [41] is to do the further decomposition of the low-frequency part of the signal. According to the number of decomposition layers, the discrete approximation and discrete details of the signal under different frequency channels can be obtained. Fig. 31 shows a three-layer decomposition structure diagram, and the signal \( s \) can be expressed as:

\[
s = A_3 + D_3 + D_2 + D_1 \quad (70)
\]

Multi-layer decomposition only further decomposes the low-frequency space. As the number of decomposition layers increases, the frequency resolution will become higher and higher. Therefore, when the signal has different frequency components, the signal features can be extracted through multi-layer wavelet decomposition. In this paper, the five-
scale wavelet decomposition method will be used, and the
detailed energy values obtained after the five-scale wavelet
decomposition will be used as five features.

2) Simulation:
   a) Single signal:
   In this section, \(\{2\text{ASK}, 4\text{ASK}, \text{BPSK}, \text{QPSK}, 2\text{FSK}, 4\text{FSK}\}\) are used for the simulation. Computer simulations are used
to simulate the feature parameters. The baseband signal is
obtained after down-conversion, and then modulation
recognition is performed. With carrier frequency of symbol
modulation equal to 70Hz, we set the sampling rate equal
to 400Hz, symbol rate equal to 2 bps, number of symbols
equal to 1000, noise chosen as the Gaussian white noise and
signal-to-noise ratio ranging from -10 to 20 dB, and take the
average of 500 simulations for each signal. The simulation
results of five feature parameters are shown in Figs. 32 - 36.

   b) Mixed signal:
   In this section, three digital signals \(\{4\text{ASK}, \text{QPSK}, 4\text{FSK}\}\) are divided into six mixed signals according to the
signal power ratio, which is equal to 2:1, namely
\(\{2\text{ASK}+4\text{PSK}, 2\text{ASK}+4\text{FSK}, 2\text{PSK}+4\text{ASK}, 2\text{PSK}+4\text{FSK}, 2\text{FSK}+4\text{ASK}, 2\text{FSK}+4\text{PSK}\}\). The signals would
be used to do the simulation and get the results of each value of
different features. The parameters sets are the same as those in
the single signal section. The simulation results of five feature
parameters are shown in Figs. 37 - 41.

IV. SVM MODEL

A. Support vector machine classifier overview

Support vector machine is a machine learning method based
on statistical learning theory. It is practical and feasible to
solve practical problems such as classification and regression.
It can balance the requirements of model complexity and
learning ability, and shows better performance than traditional
methods. For linearly separable data, a linearly separable sup-
port vector machine can be directly learned. When the training
data is linearly inseparable, the non-linear data is mapped to
the high-dimensional feature space through the kernel function to transform the complexity of the data distribution in a new high-dimensional space to find the linear segmentation surface, and finally get the classification method with the highest correct rate [42].

Given training data:

\[(x_1, y_1), \cdots, (x_\ell, y_\ell), x_i \in \mathbb{R}^n, y_i \in \{+1, -1\} \] (71)

In (71), \(i \in \{1, 2, \cdots, \lambda\}\) and \(x_i\) is the input mode set by the two kinds of dots; \(y_i\) is a category index. If \(x_i\) belongs to the first class, then \(y_i = 1\) is labeled, otherwise, \(y_i = -1\) is labeled. The goal of learning is to construct a discriminant function to separate the two types of patterns as accurate as possible. The construction of the decision function can finally be transformed into a typical quadratic programming (QP) problem, that is, under the constraints:

\[y_i(w \cdot x - b) + \xi \geq 1, \quad \xi \geq 0, \quad i = 1, 2, \cdots, \lambda \] (72)

Find the minimum value of the following function:

\[\phi(w) = \frac{1}{2} \|w\|^2 + c \sum_{i=1}^{\lambda} \xi \] (73)

In (72) and (73), \(w\) is the weight coefficient vector of the classification plane; \(b\) is the classification domain value; \(c > 0\) is the penalty coefficient; \(\lambda\) can be regarded as the deviation of the training sample separating from the hyper-plane. When training is linearly separable, \(\lambda = 0\) and when the training data is linearly inseparable or if it is not known in advance whether it is linearly separable, \(\lambda > 0\). The above optimization problem can be solved using standard Lagrange multiplier method, and the final classification function can be obtained as:

\[\phi(w) = \frac{1}{2} \|w\|^2 + c \sum_{i=1}^{\lambda} \xi \] (74)

In (74), \(a_i\) is the Lagrange multiplier; \(b\) is the classification domain value. For the nonlinear case, the separation surface
may be introduced by non-linear mapping $\varphi(x) : \mathbb{R}^n \to \mathbb{F}$ to reflect input space $\mathbb{R}^n$ into high dimensional inner product space $\mathbb{F}$, then the optimal hyperplane is constructed in $\mathbb{F}$ and use linear classifier to complete the classification. According to the related theory of functionals, under the condition of Mercer, this kind of nonlinear mapping can be realized by defining an appropriate kernel function. Then the formula above becomes:

$$f(x) = \text{sgn} \left[ \sum_{i=1}^{\lambda} \alpha_i y_i K(x_i, x) + b \right]$$  (75)

Where $K(x_i, x) = \phi(x_i) \cdot \phi(x)$ is a kernel function that satisfies Mercer condition. The above facts point out that the inner product operation in the high-dimensional feature space can be transformed into a simple function operation on the low-dimensional input space. Support vector machine can be completely characterized by training set and kernel function.

B. Key parameter selection

Using support vector machine to realize the modulation of the digital signal, in order to achieve the best classification effect, it is necessary to select the appropriate kernel function and find the optimal parameter C. The selection of these key parameters will be explained below [43].

1) Choice of kernel function: In the SVM algorithm, the kernel function assumes the role of mapping the original data to the high-dimensional space through nonlinear operations. A kernel function represents a nonlinear processing method. Therefore, only by selecting the appropriate kernel function can the SVM perform optimally classification ability. In current research on kernel functions, there are four commonly used kernel functions:

- Linear kernel function: $K(x, x_i) = x^T x_i$
- Polynomial kernel function: $K(x, x_i) = (x^T x_i + 1)^g$
- Radial basis kernel function: $K(x, x_i) = \exp (-g \|x - x_i\|^2)$
- Multilayer perceptron kernel function: $K(x, x_i) = \tanh (\gamma x^T x_i + r)$
In this work, we choose radial basis function (also called Gaussian kernel function) to do inner product operation, because a large number of research results show that when there is no certain prior knowledge, the processing effect of using radial basis kernel function is often better than other kernel functions. And there is only one parameter that needs to be adjusted, which is quite flexible.

2) Selection of penalty parameter $C$ and kernel function parameter $g$: After selecting the radial basis kernel function, we need to consider the optimal value of the penalty parameter $C$ and the kernel function parameter $g$. Improper selection of key parameters will seriously affect the non-linear processing capability of SVM, and the recognition effect will be greatly reduced. At present, the commonly used methods for parameter optimization of support vector machines are cross-validation, genetic algorithm and particle swarm optimization algorithm. Among them, cross-validation algorithm requires shorter optimization time when achieving similar performance, so it is widely used in radial basis Kernel function parameter optimization is in progress. In this paper, the optimal value of parameter $C$ is set to 0.5, and the optimal value of parameter $g$ is set to 0.05.

3) Data normalization processing: Before inputting the data into the support vector machine, first normalize the data, limit the data to be processed within the range of $[0, 1]$, weaken the influence of singular values in the sample, and speed up the convergence of the program. The normalization method is as follows:

$$y = \frac{x - x_{\min}}{x_{\max} - x_{\min}}$$  \hspace{1cm} (76)

Where $x_{\min} = \min(x), x_{\max} = \max(x)$. The map min max function in MATLAB can realize the above normalization function. The original data $x$ can be mapped to the interval $[0, 1]$ through the ps structure.
by using the statement $[y, ps] = \text{map}\min\max(x, 0, 1)$ to complete the data normalization process.

The flow chart of the SVM model is shown in Fig. 42. First, the data is divided into a certain proportion of training set and test set, then the training set and test set data are normalized. The third step is to set the best parameters $C$ and $g$, followed by the classification model training. Finally, the prediction results of the test set are obtained.

V. CONCLUSION

The paper focused on the feature extraction, modulation and recognition of single and mixed signals. We investigated modulation recognition based on the likelihood ratio test algorithm, feature extractions using decision tree and support vector machine. For single signal modulation, the modulation recognition of four and eight digital signals is completed respectively. When SNR is greater than or equal to 8dB, the recognition rate of SVM has reached 80% or more. For mixed signal modulation, the modulation recognition of six digital signals is completed. When SNR is greater than or equal to 6dB, the recognition rate based on decision tree algorithm has reached over 70%. When SNR is greater than or equal to 6dB, the recognition rate based on SVM has reached 80% or more.

So far, the signal modulation classification problem based on machine/deep learning is still in its infancy. This paper only conducted a preliminary study on this problem, there are still a lot of problems to be solved. The research directions in the future are as follows:

1. This paper studies both single and mixed signals modulation classification based on some machine learning algorithms, and there is still a certain gap from the theoretical upper limit. Deep learning frameworks such as capsule networks and those models developed in our existing works, e.g., [44]–[48] can be used in this problem for follow-up research.

2. The number of signal categories included in the classified signal set studied in this paper is small, and only linear non-
memory digital modulation systems are considered. In the future, coded modulation schemes, such as Continuous Phase Modulation (CPM) [49], [50] and trellis coded CPM [51]–[54], and modulation combined with different coding schemes used in some practical systems [55]–[79], can also be considered. For a richer set of classified signals, how the modulation recognition performance of various modulation recognition technologies based on deep learning will perform is also a direction worthy of further research.
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