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Abstract: The development of vehicle-to-vehicle (V2V) improves the cooperation efficiency of the connected autonomous vehicle (CAV) platoon. However, the failure of the network communication occurs occasionally in the realistic environment, where the ideal fixed information flow topology (FIFT) cannot be adapted. To address this issue, this paper proposes a dynamic information flow topology (DIFT) utilizing a distributed model predictive control (DMPC) algorithm for CAV platoons. When the communication link is broken, the platoon control system will switch to the corresponding collaborative control mode instead of the degeneration to adaptive cruise control (ACC). First, the duty-vehicle dynamic model is constructed. In addition, the constraints with vehicle physical limitations and rear-end collision are considered. The acceleration information of the pedal actuator from the leading vehicle and the states of the predecessor including position, velocity and acceleration are transmitted to the following vehicle with a switch Indicator under DIFT. The cost function with the consideration of DIFT and fuel consumption is formulated for the optimization problem. Comparing with the FIFT, the proposed method is evaluated in the co-simulation of Matlab-TruckSim. The results demonstrate that the proposed DIFT strategy shows the satisfactory performance of the platoon under the communication issues by measuring inter-vehicle space, position and velocity tracking, and acceleration change with high tracking accuracy of position within 1.2 m and velocity within 0.04 m/s.
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1. Introduction

Intelligent transportation systems have developed rapidly based on new generation communication technology represented by 5G [1]. The exiting studies proved that an autonomous vehicle platoon shows better safety and stability in adaptive cruise control (ACC) [2] compared with human drivers [3]. The objective of platooning control is to maintain the desired distances and decrease the velocity errors between the successive vehicles [4]. The application of the vehicle platoon is beneficial to saving energy consumption and improving traffic safety and flow capacity [5,6]. Some realistic projects have been conducted in PATH in the US [7], Energy-ITS in Japan [6], SARTRE in Europe [8], etc. However, the exiting research mostly focuses on the on-board perception system for the predecessor driving information which cannot guarantee the platoon string stability in some cases [9]. With the platoon information in the scope of vehicle-to-vehicle (V2V) communication, the platoon performance can be further improved due to the connected autonomous vehicle information interaction [10].

The framework of the platoon problem is usually divided into four components [11].
• Node dynamics: describes the single vehicle model.
• Information flow topology (IFT): describes the information graph structure in the platooning nodes.
• Distributed controller: describes the control scheme of the platoon.
• Formation geometry: describes the spacing policy to maintain desired space between adjacent vehicles.

Many researches have applied the four-component framework to realistic applications. Second-order and third-order models are usually employed in vehicle models [12,13]. Different IFTs including predecessor following (PF) [14], two predecessor-following (TPF) [15], predecessor-leader following (PLF) [16], etc. are defined based on the communication conditions. The formation geometry is generally divided into constant distance (CD) policy [17] and constant time headway (CTH) [18]. The controller, such as proportional-integral-derivative (PID) [19], sliding mode control [20], and model predictive control [21], is important to be employed for platooning control performance.

The effect caused cannot be ignored when the communication failure occurs, although the CAV platoon brings many advantages. Therefore, the IFT is important for stability in the platoon. Some studies developed the effects of different IFT involving platoon stability and convergence. Zheng et al. studied the effectiveness of the information flow topology on stability and scalability of homogeneous CAV platooning problems [15]. Wu et al. put up with a unified control algorithm that can support a range of information flow topologies. The tracking precision and chattering elimination is shown for the effectiveness of the platoon [22]. Syed et al. studied the influence of the IFT on the platoon control performance, then employed local control to achieve global consensus. The results proved that the weighted and constrained control strategy reduced the complexity of the communication [23]. However, most studies only focus on the fixed IFT in the ideal assumption of communication. In contrast, communication failure usually occurs by accident in the real world, and a dynamic IFT needs to be developed for the adaptive communication of the platoon.

The control of platoon systems is usually divided into two categories of centralized and distributed control. Many researchers developed different centralized methods for platooning. Anan et al. developed a centralized linear quadratic regulator system for platoons with aerodynamic and road slope [24]. Moaveni et al. designed a robust centralized platoon control system based on linear matrix inequalities. The robustness of local stability and string stability was then proven [25]. Based on C2X-Communication, Mazzola et al. proposed a Model Predictive Control (MPC) controller for ACC systems with communication delay problems. The results illustrated the effectiveness and stability of the proposed controller [26]. However, considering large-scale optimization for the multi-vehicle platoon, the computation consumption of the traditional control algorithm is too large to satisfy the real-time system. To improve the computation efficiency of the control problem, Guo et al. presented a fast solving method where the continuation/generalized minimal residual (C/GMRES) was utilized for online optimization. The real-time nonlinear model predictive control algorithm was proven to be efficient in yaw motion control of electric vehicles [27]. Moreover, the method was further developed with cost minimization of vehicle energy management for plug-in hybrid electric vehicles. The results showed the real-time method can mitigate the huge calculation burden in optimization [28]. Besides the improved controller, distributed control also shows high real-time performance and flexibility. Distributed control with the driving information from the IFT has been studied in some researches to achieve the platooning task. Manfredi et al. presented a distributed improved PI control algorithm for heterogeneous vehicle platooning with nonlinear dynamics. Simulations evaluated the performance of the proposed controller in different driving scenarios [29]. Guo et al. designed an adaptive sliding mode control method with preset tracking reference based on the information topology of leader–predecessor and leader-bidirectional information flow. The results show the exogenous disturbance can be reduced with the adaption laws [30]. MPC has advantages to integrate constraints, such
as physical limitations of platoon vehicles. In addition, it is suitable to process certain optimization problems, such as fuel efficiency. Gong et al. proposed a distributed model predictive control algorithm according to the feasibility of the solution. Then consensus and stability of the distributed control are analyzed [31]. Li et al. developed a reinforcement learning control method for CAV platoon problems with large-scale action and state spaces named as communication proximal policy optimization. It was proven that the energy consumption in traffic oscillations is reduced [32]. To guarantee the robustness for Cooperative ACC systems, Hadi et al. proposed a learning-based Stochastic Model predictive controller with a probabilistic framework. The result showed satisfactory performance when interfering vehicles cut in [33]. It can be concluded that distributed model predictive control (DMPC) is a suitable approach for the platoon control problems. However, the control strategy with the dynamic information flow topology has rarely been studied.

To reduce the negative influence of the dynamic information flow topology, this paper proposes a distributed model predictive control scheme under dynamic information flow topology, labeled as DIFT for CAV platoons. When communication in one of the platoon links fails, an adaptive control strategy will be employed accordingly to guarantee the stability and robustness of the platoon. The algorithm is verified in the co-simulation environment of TruckSim and Matlab/Simulink. The results demonstrate that the proposed DIFT strategy can improve the platooning system performance for spacing and tracking accuracy as well as driving safety and comfort. The contributions of this paper are as follows.

1. A dynamic information topology with communication indicators is proposed to adapt to different communication conditions in platooning.
2. A distributed model predictive control algorithm is designed to achieve satisfactory tracking performance of the platoon.
3. The dynamics and fuel consumption are considered to simulate the realistic application of heavy-duty vehicles.

The following parts of this paper are organized as follows. Section 2 briefly introduces the platoon based on the DIFT topology. The platoon is modeled based on duty-vehicle dynamics, and the spacing policy is defined adapting to the realistic driving scenarios. The proposed DMPC controller is formulated in Section 3. The proposed control design is validated using TruckSim and Matlab/Simulink in Section 4. Conclusions are provided in Section 5.

2. Problem Statement and Platoon Modeling

2.1. Formulation of DIFT

As shown in Figure 1, each vehicle $i$ in the platoon can receive the acceleration states of the leader and the predecessor with the assumption of no communication failure problems. At the same time, the vehicle $i$ can obtain the predecessor driving states including position and velocity from on-board sensors, such as ladar, camera, etc. In brief, the following vehicle can receive the information from the leader and predecessor, so we label this information flow structure in the dynamic topology as DIFT-PLF.

However, communication issues always exist in realistic platooning scenarios. The communication link will be broken when the V2V interaction between two vehicles fails. To be specific, the expected DIFT-PLF will degenerate from Figure 2a to Figure 2b–d. When the communication with the leader is broken in Figure 2b, the following vehicle can only obtain the information of the predecessor, labeled as DIFT-PF. The link with the predecessor of V2V is lost in Figure 2c, and the information flow structure can be marked as DIFT-LF. Unfortunately, both V2V communication with leader and predecessor may fail, and the platoon control returns to traditional ACC which is equal to the fixed information flow topology (FIFT) as shown in Figure 2d. Based on these communication scenarios, this paper develops an adaptive control strategy for dynamic information flow topology.
2.2. Platoon Formation

Many studies only employed the kinematics model in the platooning for CAV. However, the realistic vehicle model is rather complicated for control to guarantee the platoon performance. We consider the longitudinal dynamic model for the model predictive control algorithm. As shown in Figure 3, the longitudinal dynamic model with multi-resistance consideration of vehicle $i$ can be described as follows:
\[ p_i(k+1) = p_i(k) + v_i(k)\Delta t \]
\[ v_i(k+1) = v_i(k) + \frac{1}{m_i} (\frac{\eta_i T_i(k)}{r_i} - F_{f,i}(v_i(k))) \Delta t \]
\[ F_{f,i} = F_{tf} + F_{aero} + F_{gra} \]
\[ F_{tf} = g_{f,i} \cos \theta \]
\[ F_{aero} = \frac{1}{2} C_{A,i} \rho_i v_i(k)^2 \]
\[ F_{gra} = m_i g \sin \theta \]

where \( p_i(k) \) and \( v_i(k) \) are the position and velocity of the vehicle \( i \) at the discrete time \( k \) with the sampling time \( \Delta t \). \( m_i \) is the vehicle mass, and \( r_i \) is the tire radius. The engine torque \( T_i \) is transmitted to the vehicle driving system with the mechanical efficiency \( \eta_i \). \( F_{f,i}(v_i(k)) \) is the resistance summary of rolling resistance force \( F_{tf} \), aerodynamic resistance force \( F_{aero} \), and gradient resistance force \( F_{gra} \). \( f_i \) is the rolling resistance coefficient. \( C_{A,i} \) is air resistance coefficient. \( \rho_i \) is air density.

To ensure the satisfactory performance of efficient traffic flowing, a CTH strategy is employed to preset for inter-vehicle spacing distance for the following vehicle to track as follows:

\[ d_i(k) = L + h_d v_i(k) \]

where \( d_i(t) \) is the desired distance between vehicle \( i \) and vehicle \( i - 1 \). The constant standstill distance is set as \( L \). \( v_i(k) \) is the velocity of vehicle \( i \), and \( h_d \) is the predefined time headway.

Figure 3. Vehicld dynamics.

Define the tracking error states of position and velocity for vehicle \( i \):

\[ e_{q,i}(k) = q_{Lead}(k) - q_i(k) - (i-1)d_i(k) \]
\[ e_{v,i}(k) = v_{Lead}(k) - v_i(k) \]

where \( q_{Lead}(k) \) and \( v_{Lead}(k) \) are the position and velocity of the leading vehicle as the reference.
The vehicle dynamic model can be rewritten as:

\[ e_{q_i}(k+1) = e_{q_i}(k) + e_{v_i}(k) \Delta t \]

\[ e_{v_i}(k+1) = e_{v_i}(k) + \frac{1}{m_i} \left( \eta_i T_i(k) - F_{f,i}(v_i(k)) \right) \Delta t \]  \hspace{1cm} (4)

Considering the physical limitations of the vehicle states, we define the constraints as follows:

\[ v_{\text{min}} \leq v_i(k) \leq v_{\text{max}} \]  \hspace{1cm} (5)

where \( v_{\text{min}} \) is the minimum value of velocity, while \( v_{\text{max}} \) is the maximum.

For the purpose of driving comfort, the acceleration of vehicles need to be limited.

\[ a_{\text{min}} \leq a_i(k) \leq a_{\text{max}} \]  \hspace{1cm} (6)

where \( a_{\text{min}} \) is the minimum value of acceleration, while \( a_{\text{max}} \) is the maximum.

3. Distributed Model Predictive Controller

In the structure of distributed control, it is supposed to transmit some information among sub-controllers, so that the local controller has some knowledge of other behaviors. In our platooning system, the interactions of sub-controllers are designed as shown in Figure 4. Based on the on-board perception module, the local vehicle node receives the relative position and velocity comparing with the predecessor, i.e., \( \Delta p_i, \Delta v_i \). With the information communication of V2V, it is assumed the local sub-controller can receive additional acceleration information of the leading vehicle as well as the front successive vehicle, i.e., \( a_{\text{lead}}, a_{i-1} \). With the local error state \( x_i \) and acceleration references \( a_{\text{lead}}, a_{i-1} \), the local MPC controller works to update the current control \( a_i \) for platoon node control in DIFT-PLF.

The ideal IFT may break down by accident, the DIFT-PLF will degrade to lower communication conditions. In more detail, if the communication with the leading vehicle is lost, the local vehicle obtains information which consists of relative position \( \Delta p_i \) and relative velocity \( \Delta v_i \) from on-board sensors and reference acceleration \( a_{i-1} \), which is called DIFT-PF. Similarly, the source of acceleration information changes to be the leading vehicle \( a_{\text{lead}} \) in DIFT-LF, when the network between the predecessor and the local vehicle does not work. When the communication system fails, the local vehicle cannot receive any acceleration information from other vehicles over the network. It only relies on the local detection system, which means the system degrades to the FIFT.

Figure 5 shows the control block diagram of the proposed distributed model predictive sub-controller for longitudinal platooning problems. The acceleration of the predecessor and the leader, as well as relative velocity and space distance of the current vehicle node
and the predecessor, are set to the input of DMPC. The optimization problem is formulated with the constraints, cost function, and vehicle dynamic model. The acceleration control command is then output to the plant for the following vehicle to achieve the platoon task.

Figure 5. Control block diagram.

Considering the platoon task as shown in Figure 1, define \( x_i(k) = [e_{q,i}(k), e_{v,i}(k)]^T \), then the platoon state can be described as \( x(k) = [x_1^T, x_2^T, \ldots, x_n^T] \), \( u(k) = [T_1^T, T_2^T, \ldots, T_n^T] \) where \( n \) is the number of the vehicle in the platoon. The system state-space function can be described as follows.

\[
x(k+1) = F(x(k)) + Gu(k)
\]

where

\[
F(x) = \begin{bmatrix} f_1(x_1) \\ f_2(x_2) \\ \vdots \\ f_n(x_n) \end{bmatrix},
G = \begin{bmatrix} g_1 & 0 & \cdots & 0 \\ 0 & g_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & g_n \end{bmatrix}
\]

\[
f_i(x_i) = \begin{bmatrix} e_{q,i} + e_{v,i}\Delta t \\ e_{v,i} - \frac{\Delta t}{m_i}F_f(v_i) \end{bmatrix},
S_i(x_i) = \begin{bmatrix} 0 \\ \frac{\eta_i\Delta t}{m_i} \end{bmatrix},
\]

Definition 1. (Local Stability) [34]: for a step change of velocity \( v_i(k) \) at time \( k \), the error state of system (7) is to asymptotically stabilize to the origin, i.e., the control system is satisfied with local stability.

Definition 2. (String Stability) [34]: for an arbitrary initial error state \( x_i(0) \in X_i, i \in [1,n] \), the system satisfies:

\[
\max_{t>0} |e_i(t)| \leq a_i\max_{t>0} |e_{i-1}(t)|
\]

where \( a_i \in (0, 1) \). The platoon system is satisfied with string stability.

One important objective of platooning control is to track the velocity and acceleration of the predecessor when keeping the predefined inter-spacing. At the same time, the acceleration tracking of the leading vehicle is considered.

\[
\begin{align*}
\|p_{i-1}(k) - p_i(k) - d_i\| &= 0 \\
\|v_{i-1}(k) - v_i(k)\| &= 0 \\
\|a_{i-1}(k) - a_i(k)\| &= 0 \\
\|a_{Lead}(k) - a_i(k)\| &= 0
\end{align*}
\]
To save the fuel energy consumption for the heavy-duty vehicle application, this paper considers the fuel function in the objective description as follows:

\[
L_{e,i}(k) = \sum_{m=0}^{3} b_m v_i^m(k) + \hat{a}_i(k) \sum_{j=0}^{2} c_j v_j^2(k) \\
\hat{a}_i(k) = -\frac{1}{2m_i} c_{A,j} p_i v_i(k)^2 - u_i(k) + \frac{\bar{u}_i(k)}{m_i}
\]  \hspace{1cm} (12)

where \(b_m\) and \(c_j\) are constants. \(\sum_{m=0}^{3} b_m v_i^m(k)\) represents the fuel consumption related to velocity \(v\), and \(\hat{a}_i(k) \sum_{j=0}^{2} c_j v_j^2(k)\) related to the acceleration \(a\). Because the accurate energy consumption function is difficult to formulate, which matters with engine speed, engine torque, temperature, etc. the fuel cost (12) is widely adopted to simulate fuel consumption for economic driving.

To achieve the platoon control, define the total cost function of vehicle \(i\):

\[
I_{e,i}(u_k) = \sum_{j=0}^{N_p-1} ||x_i(k+j||Q_1 + \alpha(k) \sum_{j=0}^{N_p-1} ||u_i(k+j||Q_j \\
+ \beta(k) \sum_{j=0}^{N_p-1} ||u_i(k+j||Q_j - u_{i-1}(k+j)||Q_j \\
+ \sum_{j=0}^{N_p-1} ||L_{e,i}(u_i(k+j)||Q_j + \sum_{j=1}^{N_p-1} ||u_i(k+j||Q_j ||R
\]  \hspace{1cm} (13)

The communication status is detected by vehicle on-board devices at each sampling time \(k\). The communication indicators \(\alpha(k)\) and \(\beta(k)\) represent the link with leader and predecessor vehicle by V2V, respectively. The source of reference information can be detected by the local controller for the communication indicator setting. \(\alpha(k)\) will be switched to 1 when the access from the leader is present. Similarly, \(\beta(k)\) will be set to 1 when the V2V communication works well between the predecessor and the follower. In FIFT, \(\alpha(k)\) and \(\beta(k)\) do not exist, and degrade to 0.

The receding horizon control problem of vehicle \(i\) can be described as:

\[
f_i^*(k) = \min_{u_i(k)} I_{e,i}(u_k) \\
\text{s.t.} \\
(1) x_i(k+1) = f_i(x_i(k), u_i(k)), \\
(2) x_i(k) \in X_i, u_i(k) \in U_i, \\
(3) x_i(0|k) = x_i(k), x_i(N_p|k) = 0, \\
(4) \|x_{i-1}(j||Q_j \leq \alpha_i \max_{l \in \{0,...,k\}} \|x_{i-1}(j||Q_j
\]  \hspace{1cm} (14)

where the control constraint set is \(U_i = [u_{i,min}, u_{i,max}]\), the state constraint set is \(X_i = [x_{i,min}, x_{i,max}]\). The string stability parameter is \(\alpha_i \in [0,1]\). The terminal constraints in (14)-(3) are to guarantee the local stability, and inequality constraints in (14)-(4) are to ensure the string stability for platooning problems.

The optimization function \(f_i^*(k)\) in Equation (14) is nonlinear and non-convex. If a feasible solution exists, numerical algorithms such as SQP and Active-set can be employed to calculate an optimal solution.

Define \(u_i^*(k) = \{u_i^*(0|k), u_i^*(1|k),..., u_i^*(N_p-1|k)\}\) as the optimal solution of the optimization problem (14) at time \(k\). According to the principle of the receding horizon control, select the first control valve \(u_i^*(0|k)\) of \(u_i^*(k)\) as the local control law of the vehicle \(i\):

\[
u_i^{MPC}(k) = u_i^*(0|k), \forall k \in I_{>0}
\]  \hspace{1cm} (15)
The close-loop control can be updated by:

$$x_i(k + 1) = f_i(x_i(k), u_i^{MPC}(k)), \forall t \in I_{\geq 0}$$

(16)

4. Results and Discussion

Co-simulation with Matlab/Simulink and TruckSim is performed to evaluate the proposed method for platooning. In detail, a five-vehicle platoon employs the DMPC with DIFT in different information flow topologies shows the system performance when comparing with the FIFT.

4.1. Simulation Setting

To evaluate the proposed method, the mixed scenarios containing accelerating and braking are considered for the leader pedal actuation as the reference information for following vehicles in the platoon. The simulator pedal input signal is illustrated in the Figure 6 in which the leading vehicle brakes with $-3\, \text{m/s}^2$ over $t \in [15, 18]$ s and accelerates with $2\, \text{m/s}^2$ over $t \in [30, 35]$ s. The parameters of the five-vehicle platoon are preset as the initial position of $x(0) = [0, 20, 40, 60, 80]^T$ m with the velocity of $v(0) = [20]^5 \times 1 \, \text{m/s}$.

![Figure 6. Pedal input.](image-url)

The vehicle dynamic is constructed in the heavy-duty vehicle simulation environment of TruckSim, and the platoon control algorithm is executed in Matlab/Simulink. Vehicle dynamic analysis is performed by feeding calculated optimal control to the vehicle plant using the distributed MPC for the total simulation time of 50 s. To achieve the CTH space strategy, $h_d$ is defined as 1 s. The constant standstill distance is $L = 20 \, \text{m}$. As for model predictive control parameters, the platoon control constraints are preset as: $v_{min} = 0 \, \text{m/s}$, $v_{max} = 25 \, \text{m/s}$, $a_{min} = -5 \, \text{m/s}^2$, $a_{max} = 5 \, \text{m/s}^2$. The prediction horizon is set as $N_p = 10$, and the control horizon as $N_c = 3$. To be more specific, the weight matrices $Q$, $R$ and IFT Indicator $a$, $\beta$ are listed in Table 1. In FIFT, all following vehicles can only receive the predecessor information from the on-board detection unit (i.e., $a_i = 0, \beta_i = 0$). In DIFT, the first follower vehicle $i = 2$ can only obtain the acceleration information from the leader vehicle $i = 1$ with the inter-vehicle network (i.e., $a_2 = 1, \beta_2 = 0$). In addition, other follower controllers can switch among three DIFT with indicators of $a$, $\beta$ shown in
Table 1. The proposed method is applied in the co-simulation environment and displayed in TruckSim, as shown in Figure 7, under dynamic communication conditions.

Figure 7. Co-simulation in Matlab/Simulink-TruckSim.

Table 1. Control parameters in different IFTs.

| Controller | \( Q_1 \) | \( Q_2 \) | \( Q_3 \) | \( Q_4 \) | \( R \) | \( \alpha \) | \( \beta \) |
|------------|---------|---------|---------|---------|------|------|------|
| FIFT       | \[
|           | 200 0   | 0 100  | 0 0 10  | 0.1 0   | 0    | 0    |
| DIFT-PF    | 60 0    | 0 250  | 0 130  | 10 0.1  | 0    | 1    |
| DIFT-LF    | 60 0    | 0 250  | 130 0  | 10 0.1  | 1    | 0    |
| DIFT-PLF   | 60 0    | 0 250  | 105 105| 10 0.1  | 1    | 1    |

4.2. Simulation Results and Discussion

The simulation results of platoon driving control and system performance are presented from Figures 8–14. The mean value of the actual simulation computational time is 0.0447 s for one cycle control, which is eligible for the efficiency of the platooning task. The curves in the Figure 8 are all nearly parallel without intersection, which illustrates following vehicles in each communication scenario of IFT can track behind the predecessor without rear-end collision. All vehicles can maintain a certain inter-vehicle distance with successive ones under all IFT conditions, which demonstrates that the proposed DMPC algorithm is effective for position tracking in CAV platooning problems. Figure 8a shows great oscillation especially at the time of starting and velocity change phases, while Figure 8b–d representing different DIFT forms show good position tracking performance with smooth change. DIFT shows better position tracking ability than traditional FIFT. For more details, Figure 9 illustrates the spacing distances of following vehicles in the platoon under different IFTs. In general, all spacing variation tendencies are basically consistent. It proves that the proposed DMPC method shows consensus under different communication scenarios. It is obvious that the FIFT in Figure 9a show bigger turbulence than other DIFTs in Figure 9b–d. Therefore, it can be concluded that the acceleration information of the leader and predecessor vehicles is necessary to improve the tracking accuracy in platoon problems.
Figure 10 shows the velocity profile of the platoon with the reference input of the leading vehicle as the results of acceleration pedal control. The leader starts to decelerate from 20 m/s to 11 m/s with the acceleration of $a = -3 \text{ m/s}^2$ of $t \in [15, 18]$ s. At the simulation time of $t = 30$ s, the platoon begins to accelerate with $a = 2 \text{ m/s}^2$ for the following acceleration period of 5 s. The FIFT shows huge velocity oscillation and tracking delay comparing with the reference velocity. In contrast, the DIFT-PF, DIFT-LF, DIFT-PLF shows little fluctuation and better velocity tracking performance, illustrating that the acceleration information can also increase the velocity accuracy. Moreover, DIFT-PLF shows the best speed tracking performance among the three DIFT communication scenarios.
Figure 9. Space distances between adjacent vehicles.

Figure 11 shows the acceleration results of all vehicles in the platoon. It can be seen that DIFTs is obviously better than FIFT in Figure 11a in terms of tracking the input information of the leader vehicle. The FIFT acceleration input commands reach the limitations in some phases and are forced to be constrained. Moreover, the DIFT-LF in Figure 11c shows the best convergence of all vehicles in the platoon, followed by DIFT-PLF in Figure 11d and DIFT-PF in Figure 11b. Therefore, the control input is efficient for the optimization problem of platooning to calculate the control commands for tracking and stability of the entire platoon.
Figure 10. Velocity tracking.

To quantize the platoon performance, Figures 12–14 show the errors of space distance, velocity, and acceleration. The errors change relatively quickly in the phase of the acceleration control input and smoothly in the other phases, which proves the effectiveness and quick convergence of the proposed DMPC algorithm for the platoon. As shown in Figure 12, it is clear that the space error of DIFT is smaller than FIFT in any communication conditions, as well as more stable. To be more specific, the space error scopes in FIFT, DIFT-PF, DIFT-LF, DIFT-PLF as shown in Figure 12b–d, are listed as $[-7.98, 8.00]$ m, $[-5.14, 2.78]$ m, $[-6.032, 3.765]$ m, $[-3.00, 4.80]$ m. The mean value of the spacing error of the above four communication conditions is 4.785 m, 1.132 m, 1.157 m, 0.614 m, respectively. It further demonstrates that the proposed dynamic IFT strategy can effectively promote platoon tracking performance with the assistance control information of the leader and predecessor.
Figure 11 shows the velocity tracking errors of FIFT in Figure 13a and DIFTs in Figure 13b–d. The velocity errors of FIFT oscillate irregularly at the start of the simulation; the system spends a lot of time obtaining relative speed with the maximum error of 6.913 m/s. In contrast, all DIFTs perform stable and convergent speed tracking with low velocity errors. To be specific, the maximum velocity error scope of DIFT-PF, DIFT-LF, DIFT-PLF is within \([-1.472, 1.119]\) m/s, \([-1.031, 0.697]\) m/s, \([-0.757, 0.690]\) m/s, respectively. The mean values of velocity tracking errors of above four information topologies are 0.171 m/s, 0.031 m/s, 0.025 m/s, 0.008 m/s. Since DIFT-PLF presents great accuracy and convergence, it further demonstrates the proposed control strategy can improve the effectiveness and string stability in CAV platoon problems.
The errors of acceleration control are illustrated in Figure 14. As shown in Figure 14a, the errors of the FIFT structure are huge and fluctuate sharply during the first simulation phase about 10 s. At the acceleration input time point of 15 s, 18 s, 30 s and 35 s, the errors dramatically change and regress to the consistent value slowly. In contrast, the sudden changes of acceleration errors appear at the beginning and ending time points of the control input, but regression to origin is fast in all DIFTs. For more details, the maximum acceleration of DIFT-PF in Figure 14b, DIFT-LF in Figure 14c, DIFT-PLF in Figure 14d is 2.862 m/s², 2.849 m/s², 2.842 m/s², respectively. In addition, smooth acceleration change can also improve driving comfort and tracking accuracy.
Table 2 summarizes the system performance of FIFT, DIFT-PF, DIFT-LF, DIFT-PLF. All space errors and velocities of vehicle in the platoon are positive, which demonstrates the proposed method can avoid rear-end collision and always move forward. The mean value of tracking performance of DIFT is much smaller than FIFT as shown in Table 2. It illustrates that the tracking accuracy of the position is within 1.2 m and velocity within 0.04 m/s in DIFT. The maximum space error decreases progressively as with FIFT, DIFT-LF, DIFT-PF, and DIFT-PLF which also shows the minimum velocity error. At the same time, the velocity errors of the DIFT method are much smaller than FIFT as high as 6.913 m/s. The peak acceleration of DIFT-PLF is the smallest as \(-2.842 \text{ m/s}^2\), compared with the DIFT-PF and DIFT-LF with a value around \(|3 \text{ m/s}^2|\), which is further smaller than FIFT which achieves \(-4.505 \text{ m/s}^2\). It can be concluded that the DIFT method can improve driving safety and comfort.

In summary, Figures 8–14 and Table 2 show the proposed distributed model predictive control can achieve high tracking accuracy of the position, the space distance and velocity and acceleration. The comparison with DIFT and FIFT demonstrates that the dynamic information flow strategy is adaptive to the platoon driving problem and effective to improve the system performance.

**Figure 13.** Velocity tracking errors.
5. Conclusions

Considering the realistic communication conditions where the linkage may be interrupted in the platoon network, this paper proposes a distributed model predictive control method with dynamic information flow topology. The acceleration information of the leader and predecessor is employed to improve the platoon tracking performance. Moreover, the vehicle dynamic model and fuel consumption are considered for the application of the autonomous heavy-duty vehicle platoon. The simulation results show that the proposed DIFT strategy with the DMPC algorithm improves the tracking accuracy in terms of spatial distance, velocity, and acceleration, compared with the FIFT without
acceleration information. It shows high tracking accuracy of the position within 1.2 m and velocity within 0.04 m/s. In addition, this paper indicates some directions for future work. One is to consider time delay in the platoon information flow section. Moreover, the heterogeneous platoon dynamics model needs to be addressed with more complex driving scenarios. The real-time control method is also another important direction for the realistic fast-solving application.
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FIFT Fixed Information Flow Topology  
DIFT Dynamic Information Flow Topology  
DMPC Distributed Model Predictive Control  
CD Constant Distance  
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LF Leader Following  
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