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Abstract
Our main aim is to identify the factors that influence the use of manufactured cigarettes among tobacco users especially those whose age is above fifteen. Among the tobacco users, a large portion of adult does not take manufactured cigarettes but take other tobacco. As a result, we need to construct a model that can handle the existence of excess zero counts and the over-dispersed phenomenon. Motivated by these facts, in this paper, we propose to apply the Hurdle Negative Binomial (HNB) regression model to discover the relationships between uses of manufactured cigarettes and social factors. The data were found to have excess zeros (35%); moreover, the variance is 47.122, which is much higher than its mean 5.933. With excess zeros and high variability of non-zero outcomes, the HNB model was found to be better fitted.
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1. Introduction
Hurdle model is used in the presence of excess zero as well as for over dispersion in the model. There are two processes in this model: the first process is governed by a point binomial distribution that generates structural zeros and the later one is governed by a truncated Poisson distribution (PD) that generates positive counts. As a result, it is possible to study the positive counts in the count part as well as the zero counts the zero part separately, which is the major advantage over other models (Especially, zero-inflated models). Hurdle model is a “finite mixture generated by combining the zeros generated by one density with the zeros and positives generated by a second zero-truncated density separately . . .” (Cameron and Trivedi, 1998). Hurdle model is consistent and easy to interpret; easy to implement (Potts and Elith, 2006) when the model has zero-inflation along with over dispersion. The main feature is that the probability of hurdle increases with the increase of covariates and quickly decrease as covariates are decreased.

Dawit Sekata (2015) found that Hurdle Poisson (HP) regression model is the best model among all count data models. Both Zero-inflated negative binomial (ZINB) and Hurdle Negative Binomial (HNB) have an equal preference and have similar model fits. But it is noted that HNB provides nicer interpretation (Zeileis, Kleiber and
Jackman, 2008) and data characterized by excess zeros along with high variability in the non-zero outcomes.

The paper is organized as follows. The data source is discussed in section 2. Variable selection is provided in section 3. Models comparison and parameter estimate of HNB is demonstrated in section 4. Finally, a result interpretation and conclusion elucidate in section 5.

2. Source of Data

“GATS (2009) “is conducted by the Bangladesh Bureau of Statistics (BBS) and data is interviewed from adults aged 15 years and over. The response rate is 93.6%. 11200 households were selected, 10751 were screened and finally 9626 were interviewed. We draw a subset of size 2038 in such a way that all are take tobacco especially manufactured cigarettes by using a standard global protocol.

3. Variables

According to my research selected response variable “On average, how many of the following products do you currently smoke each day: A. Manufactured cigarettes?” in such a way that “0” represent “Don’t take Manufactured cigarettes but Take others Tobacco” and 1,2,3…60 represent number of smoking “Manufactured cigarettes” per day. We take a subset of 2038 such respondent. 8 predictor variables have been included for these analyses which are respondent’s age, sex, type of place of residence, respondent’s education, wealth index, news media, health warning and addictive. The selected variable has a significant relation at the 5% level with the response variable.

From the Figure, it is observed that the number of cigarettes smoked at the point “0” is inflated.
4. Methodology

In order to modeling and analysis “Number of Manufactured cigarettes currently smokes each day” data in Bangladesh, R statistical software version R 3.2.3 was used. The Generalized Linear Model (GLM) procedure with PD specified using the log link function. The Hurdle Poisson regression and Hurdle Negative Binomial regression were also used to overcome the excess number of zeros and over-dispersion in the data as well as to study the positive count part and zero part separately. We use packages: MASS, PSCL, datasets and GGPLOT2 for our analysis. Vuong test is also used to compare the models.

5. Modeling and Analysis

Using the “Number of Manufactured cigarettes currently smoke each day” as dependent variable our proposed model is

\[ \log(\mu_j) = \beta_0 + \beta_1X_{1j} + \beta_2X_{2j} + \beta_3X_{3j} + \beta_4X_{4j} + \beta_5X_{5j} + \beta_6X_{6j} + \beta_7X_{7j} + \beta_8X_{8j} \]

Where, the variables used in the model are defined as: \( X_1 = \) Respondent’s age, \( X_2 = \) Sex, \( X_3 = \) Residence, \( X_4 = \) Respondent’s education, \( X_5 = \) Wealth index, \( X_6 = \) News media, \( X_7 = \) Health warnings, \( X_8 = \) Addictive and suffix \( j \) indicates the category of the variables.

Using the Poisson regression model for the Number of Manufactured cigarettes currently smoke per day. The AIC of the above-fitted model is 18039, residual deviance 12942 on 2021 degree of freedom (df) the following chi-square with 1 df. Dispersion parameter 6.404 indicates that the model is over dispersed with p-value 0.000 and model is significance at 5% level. Using Negative Binomial (NB) regression AIC of above model is 11015, residual deviance 2290.4 on 2021 df following Chi-square with 1 df and dispersion parameter is 1.23. NB reduce over-dispersion problem but standard error of estimated parameters are being suddenly increased. It is noted that all variables are remain fixed in applying all through the models.

| SL | Models Name | LogLikelihood | df | AIC    | BIC    |
|----|-------------|---------------|----|--------|--------|
| 1  | Poisson     | -9002.6       | 17 | 18039.2| 18134.7|
| 2  | NB          | -5490.5       | 17 | 11015  | 11110.6|
| 3  | ZIP         | -6150.9       | 34 | 12369.8| 12560.9|
| 4  | ZINB        | -5000.7       | 34 | 10069.4| 10260.4|
| 5  | HP          | -6150.9       | 34 | 12369.7| 12560.8|
| 6  | HNB         | -4997.9       | 34 | 10063.8| 10254.9|

Table 01: Comparison of different models in count data with AIC and BIC

On the basis of data set for n=2038 we have seen that the magnitudes of the AIC and BIC values obtained from the data are in the following order of models (Table 01): HNB< ZINB< NB< HP< ZIP< Poisson.
5.1 Comparison the models using Vuong test

Our all competing models are misspecified and non-nested too. The comparison among the Poisson, Negative Binomial (NB), Zero-Inflated Poisson (ZIP), Zero-Inflated Negative Binomial (ZINB), Hurdle Poisson (HP) and Hurdle Negative Binomial (HNB) regression models using Vuong test (Desmarais, Bruce A. and Jeffrey J. Harden (2013)) comparisons given below:

| Model Comparison | Vuong z-statistic | Hypothesis | p-value | Comment          |
|------------------|-------------------|------------|---------|------------------|
| Poisson Model Vs ZIP Model | -21.523 | $H_0$: model1 = model2 | 0.000 | ZIP Model is better |
| ZIP Model Vs HP model | -0.7214 | $H_0$: model1 = model2 | 0.000 | HP model is better |
| HP model Vs NB model | -5.657 | $H_0$: model1 = model2 | 0.000 | NB model is better |
| NB model Vs ZINB model | -19.769 | $H_0$: model1 = model2 | 0.000 | ZINB model is better |
| ZINB model Vs HNB model | -2.874 | $H_0$: model1 = model2 | 0.002 | HNB model is appropriate |

Table 02: Comparison of different models using Vuong test

From above model selection criteria AIC, BIC and Vuong test HNB is more appropriate than all other models. So we use the HNB model as a best in our consideration. Our findings demonstrate that 1.4% respondent below 20 years, 19.8% respondents in age interval 21-30 years and 30.7% respondents in age interval 31-40 years and 48.1% respondents above 40 years. Among the respondents 96.8% are male and rest of are female. Among male 33.2% don’t take manufactured cigarettes and largely 66.8% take manufactured cigarettes. Respondent lives in urban 84.1% take manufactured cigarettes and who lives in rural 47.9% take manufactured cigarettes. Overall 47.3% are living in urban and rests are in rural. In the group of illiterate 47.0%, primary educated 27.3%, secondary educated 19.8% and above secondary 5.9%. Among illiterate 50.2% take manufactured cigarettes. Among primary education level 69.4% take manufactured cigarettes, it also found that the percentage of respondent who take manufactured cigarettes is increased with increasing of wealth index where poor 49.5%, middle 18.4% and high 32.1%. Having high wealth index respondent take more
manufactured cigarettes then others. Among high wealth index 88.4% take manufactured cigarettes. It is clear that 9.9% respondent notice information in news media about effect of manufactured cigarettes, 32.0% don’t notice and 58.0% respondent don’t concern about newspaper’s discouragement. Surprisingly who notice information in news media about the dangers of use 84.2% are takes manufactured cigarettes. Among respondent 78.4% notice any health warnings on cigarette packages, 17.9% don’t notice any health warnings and 3.7% don’t concern about health. Miraculously among whom notice health warnings 74.6% take manufactured cigarettes. It is found that 91.6% strongly believe cigarettes are addictive, 7.4% don’t believe cigarettes are addictive and 1.0% respondent don’t know that cigarettes are addictive or not. It is most wondering that among who believe cigarettes are addictive 65.5% of them takes cigarettes.

5.2 Parameter Estimate of HNB Regression Model

| Independent variable | Estimate  | Std. Error | z value | Pr (>|z|) | Lower Limit | Upper Limit | Odds ratio |
|----------------------|-----------|------------|---------|----------|-------------|-------------|------------|
| Intercept            | 0.725     | 0.425      | 1.704   | 0.088    | -0.232      | 1.476       | 2.065      |
| Respondent’s age     |           |            |         |          |             |             |            |
| BELOW 20             | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| 21-30                | 0.156     | 0.054      | 2.849   | 0.004 ** | 0.033       | 0.653       | 1.169      |
| 31-40                | 0.002     | 0.053      | 0.035   | 0.972    | 0.192       | 0.807       | 1.002      |
| Above 40             | -0.34     | 0.158      | -2.17   | 0.030 *  | 0.039       | 0.651       | 0.709      |
| Sex                  |           |            |         |          |             |             |            |
| Female               | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Male                 | 0.571     | 0.292      | 1.953   | 0.050    | -0.002      | 1.144       | 1.771      |
| Residence            |           |            |         |          |             |             |            |
| Rural                | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Urban                | 0.169     | 0.041      | 4.069   | 0.004 ** | 0.088       | 0.252       | 1.185      |
| Level of Education   |           |            |         |          |             |             |            |
| Illiterate           | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Primary              | 0.262     | 0.089      | 2.931   | 0.003 ** | -0.023      | -0.023      | 1.299      |
| Secondary            | 0.135     | 0.084      | 1.613   | 0.107    | -0.26       | -0.028      | 1.145      |
| Above                | 0.114     | 0.08      | 1.425   | 0.154    | -0.43       | -0.087      | 1.121      |
| Wealth Index         |           |            |         |          |             |             |            |
| Low                  | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Middle               | -0.02     | 0.052      | -0.421  | 0.674    | -0.13       | 0.088       | 0.978      |
### Table 03: Count Model coefficients (truncated negbin with log link) with 95% CI

| Independent variable | Estimates | Std. Error | Z value | Pr (>|z|) | Lower limit | Upper limit | Odds ratio |
|----------------------|-----------|------------|---------|----------|-------------|-------------|------------|
| **Intercept**        | -1.164    | 0.857      | -1.358  | 0.174    | -4.295      | -0.764      | 0.312      |
| **Resident’s age**   |           |            |         |          |             |             |            |
| Below 20             | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| 21-30                | -0.377    | 0.170      | -2.218  | 0.026*   | -1.787      | 0.537       | 0.686      |
| 31-40                | -0.782    | 0.160      | -4.898  | .0009**  | -2.153      | 0.150       | 0.458      |
| Above 40             | 0.625     | 0.593      | 1.054   | 0.292    | -2.553      | -0.261      | 1.868      |
| **Sex**              |           |            |         |          |             |             |            |
| Female               | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Male                 | 1.348     | 0.420      | 3.211   | .00132*  | 0.525       | 2.171       | 3.851      |
| **Residence**        |           |            |         |          |             |             |            |
| Rural                | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Urban                | 1.556     | 0.124      | 12.547  | .0002**  | 1.313       | 1.800       | 4.742      |
| **Level of Education** |          |            |         |          |             |             |            |
| Illiterate           | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
| Primary              | -0.744    | 0.442      | -1.682  | 0.092    | -0.156      | 0.391       | 0.475      |
| Secondary            | -0.626    | 0.437      | -1.431  | 0.152    | -0.003      | 0.770       | 0.535      |
| Above                | -0.360    | 0.441      | -0.816  | 0.414    | -0.123      | 1.610       | 0.698      |
| **Wealth**           |           |            |         |          |             |             |            |
| Low                  | ...       | ...        | ...     | ...      | ...         | ...         | 1.00       |
### Table 04: Zero hurdle model coefficients (binomial with logit link) with 95% CI

Significance codes: 0 %('***'), 0.1 %('**'), 1 %('*'), 5 %('.

The AIC of the above-fitted model is 10063.83 and theta = 2.5753. The first part of the Table 01 contains truncated Negative Binomial regression coefficient for each of the variables. A second part corresponds to the inflation model which includes logit coefficients for predicting excess zeros.

#### 6. Result Interpretation

**Respondent’s age:** This is the estimated HNB Regression coefficient’s odds ratio comparing the age group below 20, considering other variables are held constant in the model. People who take manufactured cigarettes 1.169 times more for age group 21-30, 1.008 times higher for the age group 31-40 and 0.709 times higher for the age above 40 compared to the age group below 20.

But people who take tobacco but do not take manufactured cigarettes 0.686 times higher for age group 21-30, 0.458 times higher for the age group 31-40 and 1.868 times higher for the age above 40 compared to age group below 20.

**Sex:** People who take manufactured cigarettes 1.7703 times more for males compared to females. However, people who take tobacco but do not take manufactured cigarettes 3.851 times higher for males compared to females.

**Residence:** People who take manufactured cigarettes 1.185 times higher comparing urban to rural. People who take others tobacco are 4.471 times higher for urban compared to rural, remaining all other variables constant in the model.

**Level of Education:** This is the estimated coefficient’s odds ratio comparing illiterate. People who take manufactured cigarettes 1.2997 times higher for primary education

| Index       | Middle | 0.167 | -7.447 | .0009**     | 0.009 | 0.586 | 0.288 |
|-------------|--------|-------|--------|-------------|-------|-------|-------|
| High        | -0.949 | 0.188 | -5.057 | .0004**     | 0.918 | 1.574 | 0.387 |
| News media  | Don’t Concern | ... | ... | ... | ... | ... | 1.00 |
| No          | 0.581  | 0.140 | 4.151 | .000***     | 0.307 | 0.856 | 1.788 |
| Yes         | 0.484  | 0.245 | 1.979 | 0.0477*     | 0.005 | 0.964 | 1.623 |
| Health warnings | Don’t Concern | ... | ... | ... | ... | ... | 1.00 |
| No          | -0.069 | 0.322 | -0.215 | 0.830 | -0.700 | 0.562 | 0.933 |
| Yes         | 1.32   | 0.308 | 4.306 | 0.000***     | 0.722 | 1.930 | 3.766 |
| Addictive   | Don’t Know | ... | ... | ... | ... | ... | 1.00 |
| No          | 0.439  | 0.571 | 0.769 | 0.442 | -0.681 | 1.559 | 1.552 |
| Yes         | 0.68   | 0.536 | 1.282 | 0.200 | -0.364 | 1.737 | 1.988 |
level 1.145 times higher for secondary education level, 1.121 times for above secondary education level compared to illiterate. On the contrary, People who take others tobacco are 0.4754 times higher for primary education level 0.5348 times higher for secondary education level, 0.6976 times for above secondary education level compared to illiterate.

**Wealth Index**: People who take manufactured cigarette 0.979 times higher owing middle wealth index, 0.955 times higher owing high wealth index compared to low wealth index. But people who take tobacco but do not take manufactured cigarettes 0.288 times higher owing middle wealth index, 0.3872 times higher owing high wealth index compared to low wealth index.

**News media**: This is the estimated HNB Regression coefficient comparing the group who don’t concern notice information in news media about the effect of manufactured cigarettes. The difference in the logs of expected counts would be expected to increase by 1.081 times for who don’t notice compared to the group who don’t concern. And1.097 times more for who do notice compared to the group who don’t concern. On the other side people who take tobacco but do not take manufactured cigarettes 1.788 times higher for who don’t notice and 1.623 times higher for who do notice compared to the group who don’t concern.

**Health warnings**: This is the estimated HNB Regression coefficient comparing the group who don’t concern notice any health warnings on manufactured cigarettes package. People who take manufactured cigarettes 1.0702 times more for who don’t notice, 1.1345 times more for who notice health warnings compared to the group who don’t concern. Surprisingly, the most interesting fact is that people who take other tobacco rather than manufactured cigarettes are 0.933 times more for who don’t notice, 3.766 times more for who notice health warnings compared to the group who don’t concern.

**Addictive**: This is the estimated HNB Regression coefficient comparing the group who don’t know cigarettes are addictive. People who take manufactured cigarettes 1.519 times higher for who don’t believe cigarettes are addictive, 1.539 times for who believe cigarettes are addictive compared to the group who don’t know. And other tobacco users who do not take cigarettes 1.552 times higher for who don’t believe cigarettes are addictive, 1.988 times for who believe cigarettes are addictive compared to the group who don’t know.

7. Conclusion

Based on the cross-tabulation with chi-square most significant variable were used in modeling. The Poison regression model is used in regression count variable as the ‘Number of Manufactured cigarettes currently smoke each day’ on significant predictor variables. This model showed over-dispersion problem which violates the equality assumption of mean and variance of the Poisson regression model. To overcome this problem we used the Negative Binomial regression model. But in this model, we also found the over-dispersion problem as well as excess zero in the count data. It is clear that the real data i.e. Number of Manufactured cigarettes currently smoke each day is over-dispersed as well as zero-inflated. To handle the over-dispersion with inflation of zeros, then we used ZIP regression model and ZINB Regression model. Another advanced model for over-dispersed and zero-inflated count data is Hurdle regression model. We applied Hurdle Negative Binomial (HNB)
regression model to handle the over-dispersion problem with inflation of zeros as well as to study positive count part and zero count part of the count data separately.

Finally, it is assessed that the people who had aged 21-30 are 1.169 times higher to habituate to take manufactured cigarettes; but, among other tobacco takers aged above 40 is 1.868 times higher than others. Males who used to take manufactured cigarettes 1.77 fold more than females. Paradoxically, the male also 3.85 fold more to take other tobacco rather than a manufactured cigarette. Urban people are 4.742 times higher to lean on other tobacco. Ironically, people who cognized that, other tobacco might have more health haphazard, were 3.766 times higher than those who did not know. Surprisingly, tobacco users who knew that, tobacco is addictive in nature; manufactured cigarettes users 1.539 times and other tobacco users 1.988 times higher in taking than those who did not know.
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