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Abstract

The accurate estimation of clutter covariance matrix (CCM) is essential in designing a radar detector/filter to suppress sea clutter. This estimation might not be easily accomplished because of the scarcity of valid training vectors adjacent to the range cell under test (CUT). We propose a new CCM estimation algorithm that is derived by modeling time-series clutter returns into a clutter Doppler spectrum in the frequency domain and exploiting mutual independence among spectral components. To justify its excellence over the conventional sample covariance matrix (SCM) algorithm, we design two filters—a maximum signal-to-interference-plus-noise ratio (SINR)-based filter and a whitening filter—that use the estimated CCMs and compare their performance in a numerically simulated sea clutter scenario. Comparisons are made by showing the eigenvector spectra of the estimated CCMs and the frequency responses and outputs of the filters. Moreover, SINRs at the target Doppler bin are examined and compared with a theoretical, analytically derived SINR.
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I. INTRODUCTION

Detecting a low velocity, small target in sea clutter, especially with low-grazing angle radar, is an important subject in maritime reconnaissance. The existence of sea clutter has been acknowledged as one of the major obstacles that hinders successful target detection. An ideal detector can inherently estimate clutter statistics, such as the clutter covariance matrix (CCM), the clutter power of cell under test (CUT), and range cells adjacent to the CUT, on the fly and apply those parameters to its signal processing component to maintain a constant false alarm rate (CFAR) [1, 2].

It has been said that the stationarity of clutter returns is as short as 100 ms at most [3]. Moreover, because of the heterogeneity of the sea environment, there are not enough training vectors that share the same CCM structure as a primary data vector [4]. These will make it difficult to estimate the CCM and consequently suppress clutter returns.

Many studies have been conducted to investigate the statistical properties of sea clutter, either by analyzing measurement data or by theoretical analysis. The statistical properties include the modeling of Doppler spectra of clutter returns, the spatial and temporal correlation of speckle and texture, clutter amplitude probability density function related with shape parameter and scale parameter, etc. [5, 6]. It turns out that a compound-Gaussian model has been found to be the best fit for sea clutter, especially at a low-grazing angle and high-resolution radar [7].

A detection scheme that works by suppressing clutter returns
has been developed through the exploitation of the statistical properties of sea clutter. The generalized likelihood ratio test (GLRT) detector, referred to as a normalized matched filter (NMF), was derived in Gaussian noise, assuming the CCM structure was known [8]. The adaptive GLRT detector structure using the estimated CCM was derived and demonstrated to ensure the CFAR property with respect to the CCM [1].

There have been many studies proposing subspace-based clutter suppression techniques. Mathematical tools such as orthogonal projection (OP), singular value decomposition (SVD), principle eigenvector, etc. were applied to the constructed clutter subspace [9, 10].

In adaptive detectors, the estimation of the CCM has been of paramount importance in determining clutter suppression performance. The CCM in the NMF was replaced by the estimate of the sample covariance matrix (SCM) or by the normalized sample covariance matrix (NSCM) to guarantee the CFAR property with respect to the CCM or to the statistics of the texture or clutter power [4, 11]. In [12], an eigen-analysis-based CCM estimation algorithm called the regularized estimation method was proposed, and it was accessed through the adaptive NMF. Through effectively setting regularization parameters, this method tackled the problem of the scarcity of training vectors. This problem has also been dealt with in the context of the space–time adaptive processing (STAP) algorithm. Knowledge-aided STAP algorithms were proposed in this context, utilizing a priori data for the clutter map rather than many training vectors [13, 14]. To adapt to a more heterogeneous environment, a single data set (SDS) STAP algorithm that does not use any training vectors was proposed [15].

In this paper, we propose a new CCM estimation algorithm that does not require many training vectors and compare it with the conventional SCM-based algorithm, paying attention to the performance variation, which depends on the number of training vectors.

This paper is organized as follows. In Section II-1, we present the modeling of the sea CCM using discrete Fourier transform (DFT). In Section II-2, we propose a new CCM estimation algorithm. To compare it with the conventional SCM, two filters—a maximum signal-to-interference-plus-noise ratio (SINR)-based filter and a whitening filter—using the CCM estimates are introduced and analyzed in Section III-1 and Section III-2. In Section IV, through numerical simulations, we review the performance of the proposed algorithm, showing the two filters’ outputs. Finally, our conclusions are stated in Section V.

II. CCM MODELING AND ESTIMATION

1. Sea CCM Modeling

We consider a shipborne radar scenario where a radar makes \( N \) consecutive pulse transmissions and corresponding receptions during period \( T \) into a radar scene. To focus on sea CCM modeling, the target signature in the radar scene is neglected in this section.

Let \( c_j[n] \) denote a clutter return of the \( j \)-th range cell for the \( n \)-th pulse. For \( N \) consecutive transmissions, we obtain the clutter return vector of the \( j \)-th range cell, \( \{ c_j[n]\} (n=0, 1, \ldots, N−1) \). Let \( \{ C_j[k]\} \ (k = \frac{N}{2}, \ldots, \frac{N}{2}−1) \) denote the DFT of \( \{ c_j[n]\} \), where \( k \) is related to Doppler frequency \( f_k = \frac{k}{N T} \). According to [5], \( C_j[k] \) is modeled as the product of two random variables: texture and speckle. Using the Wiener–Khinchin theorem, the DFT of the autocorrelation function of \( c_j[n] \) corresponds to the clutter power spectral density (PSD), which is approximately \( E \left[ \left| C_j[k] \right|^2 \right] \). According to the DFT theory, \( c_j[n] \) can be expressed as

\[
c_j[n] = \sum_{k=-N/2}^{N/2-1} C_j[k] \exp \left[ j \left( \frac{2\pi}{N} k n \right) \right] (1)
\]

Eq. (1) can be rewritten in vector notation as

\[
c_j = \sum_{k=-N/2}^{N/2-1} \gamma_j,k \sqrt{N} u_k \quad (2)
\]

where \( c_j \in \mathbb{C}^{N×1} \) denotes \( c_j \equiv \left[ c_j[0], \ldots, c_j[N−1] \right]^T \) (supercript \( T \) denotes transpose) and for notational simplicity, \( \gamma_j,k \) is used in place of \( C_j[k] \). Meanwhile, \( u_k \) in Eq. (2) denotes

\[
u_k = \frac{1}{\sqrt{N}} \left[ e^{j \left( \frac{2\pi}{N} k(0) \right)}, \ldots, e^{j \left( \frac{2\pi}{N} k(n) \right)}, \ldots, e^{j \left( \frac{2\pi}{N} k(N−1) \right)} \right]^T \quad (3)
\]

It is noted that \( u_k \in \mathbb{C}^{N×1} \) is, in fact, a Doppler steering vector of \( f_k = \frac{k}{N T} \) with intensity \( |u_k| = 1 \). The overall interference vector \( v_j \) can be expressed as

\[
v_j = c_j + n_j \quad (4)
\]

where \( n_j \) is a complex additive white Gaussian noise vector. Using Eq. (2) and the statistical independence between \( c_j \) and \( n_j \), the theoretical covariance matrix for \( v_j \), i.e., \( R_j \in \mathbb{C}^{N×N} \), is expressed as

\[
R_j = E \left[ v_j v_j^H \right] \\
= \sum_{k=-N/2}^{N/2-1} \sum_{m=-N/2}^{N/2-1} E \left[ \gamma_{j,k} \gamma_{j,m}^* \right] (\sqrt{N} u_k)(\sqrt{N} u_m)^H \\
+ E \left[ n_j n_j^H \right]. \quad (5)
\]

When manipulating Eq. (5), we use the orthogonality \( u_k \perp u_m \) for \( k \neq m \) and \( u_k \perp u_m \). According to [16], a collection of random variables—namely, \( \gamma_{j,k} \)'s—can be assumed to be mutually independent, having zero mean. That is,
where $\delta_{k,m}$ is the delta function defined as $\delta_{k,m} = 1$ for $k = m$ and $\delta_{k,m} = 0$ otherwise.

Using Eq. (6), Eq. (5) is further simplified as

$$ R_j \cong N \sum_{k=1}^{N-1} \eta_{j,k}^2 u_k u_k^H + \sigma^2 I $$

(7)

where $\eta_{j,k}^2 = E|y_{j,k}|^2$ is the clutter PSD at $f_k = \frac{k}{NT}$, $\sigma^2$ is noise variance, and $I$ is the identity matrix.

$R_j$ in Eq. (7) can be rewritten as the form of the eigen-decomposition, that is,

$$ R_j \cong U \Lambda U^H $$

(8)

where $U = [u_1 ~ u_2 ~ \ldots ~ u_N]$ is an $N \times N$ matrix whose columns are the eigenvectors of $R_j$, and $\Lambda = \text{diag}(\lambda_{j,1} \lambda_{j,2} \ldots \lambda_{j,N})$ is a diagonal matrix in which $\lambda_{j,k} = N\eta_{j,k}^2 + \sigma^2$ is an eigenvalue corresponding to eigenvector $u_k \in \mathbb{C}^{N \times 1}$.

2. Proposed Algorithm for CCM Estimation

Let $\tilde{R}_j$ denote an estimate for $R_j$ obtained by the SCM, which was used to be a primary choice for CCM estimation. $\tilde{R}_j$ is then expressed as

$$ \tilde{R}_j = \frac{1}{L} \sum_{l=1}^{L} \sum_{i=1}^{L} v_l v_l^H $$

(9)

where $L$ is the number of valid training vectors adjacent to the CUT and $v_l$ is the interference vector at the $l$th range cell.

Because of a finite number of training vectors, $\tilde{R}_j$ cannot be ideally eigen-decomposed, as expressed in Eq. (8).

Let $z_l$ be the DFT of $v_l$. $z_l$ can then be written as

$$ z_l = \frac{1}{\sqrt{N}} D^H v_l. $$

(10)

In Eq. (10), $D = \frac{1}{\sqrt{N}} \begin{bmatrix} d_{-N/2} \ldots d_{-1} \ldots d_{N/2-1} \end{bmatrix}$ is an $N \times N$ Fourier transformation matrix where

$$ d_l = \begin{bmatrix} 1, \ e^{\frac{2\pi}{N}i}, \ldots, \ e^{\frac{2\pi}{N}(N-1)} \end{bmatrix}. $$

(11)

Let $C_l = \begin{bmatrix} y_{l,-N/2} & y_{l,-N/1} & \ldots & y_{l,N/2-1} \end{bmatrix}$, i.e., the DFT of $c_l$. $z_l$ is then $z_l = \frac{1}{\sqrt{N}} (C_l + n_l)$, where $n_l = \frac{1}{\sqrt{N}} D^H n_l$.

Using Eq. (10), $\tilde{R}_j$ in Eq. (9) can be rewritten as

$$ \tilde{R}_j = D \left( \frac{N}{L} \sum_{l=1}^{L} z_l z_l^H \right) D^H. $$

(12)

If there were an infinite number of training vectors available, $\frac{N}{L} \sum_{l=1}^{L} z_l z_l^H$ in Eq. (12) would be approximately expressed as

$$ \frac{N}{L} \sum_{l=1}^{L} z_l z_l^H \cong N \sum_{l=1}^{N} z_l z_l^H $$

$$ \cong N \left[ E \left| y_{j,1} \right|^2 + \sigma^2 \ldots \right] \left[ E \left| y_{j,N} y_{j,1}^* \right| \right] \ldots \left[ E \left| y_{j,N} y_{j,N}^* \right| + \sigma^2 \right] $$

(13)

The off-diagonal terms of the matrix in Eq. (13) should theoretically be zero because of the mutual independence of $y_{j,k}s$, as mentioned in Eq. (6). Although $\frac{N}{L} \sum_{l=1}^{L} z_l z_l^H$ cannot be a diagonal matrix if it is calculated with a finite number of training vectors, we could manipulate it into a diagonal matrix by using the Hadamard product with identity matrix $I$. Thus, the proposed CCM estimate, hereafter denoted as $\tilde{R}_j$, becomes

$$ \tilde{R}_j = D \left( \frac{N}{L} \sum_{l=1}^{L} z_l z_l^H \circ I \right) D^H $$

(14)

where $\circ$ denotes the Hadamard product.

In summary, the proposed CCM estimation procedures are described as follows: i) obtaining a collection of training vector $v_{ls}$ from the range bins adjacent to the CUT, ii) obtaining $z_{ls}$ by taking the DFT of $v_{ls}$, iii) calculating $\left( \frac{N}{L} \sum_{l=1}^{L} z_l z_l^H \circ I \right) D^H$, and finally, iv) calculating $D \left( \frac{N}{L} \sum_{l=1}^{L} z_l z_l^H \circ I \right) D^H$.

III. FILTER CONSTRUCTION USING ESTIMATED CCM

1. Max SINR Filter

We now consider a scenario of the presence of a moving target in the target scene. Since we are concerned with a case with a short observation interval, the target is assumed to have a constant Doppler frequency.

Let the clutter power only reside in $[−p_1, p_2]$ in the $k$ domain. $\lambda_{j,k}$ in (8) is then expressed as

$$ \lambda_{j,k} = \left\{ \begin{array}{ll} N\eta_{j,k}^2 + \sigma^2 & k = -p_1, -p_1 + 1, \ldots, p_2 \\ \sigma^2 & \text{elsewhere} \end{array} \right. $$

(15)

In this section, we intend to design an adaptive filter that maximizes the output SINR, which hereafter will be referred to simply as the max SINR filter. In this case, for the desired Doppler steering vector $s_r$ with unity intensity, optimum weight $w_{j,r}$ becomes [17]

$$ w_{j,r} = R_j^{-1} s_r = \left( \sum_{k=1}^{N} \lambda_{j,k}^{-1} u_k u_k^H \right) s_r $$

(16)

For $k \neq r$, $s_r$ is orthogonal to $u_k$. In this case, $w_{j,r}$ is expressed as
Let the target Doppler frequency be \( f_q \), i.e., \( k = q \). In this case, the received radar return from the \( j \)th range cell, \( x_j \), can be expressed as

\[
x_j = \zeta_j \sqrt{N} u_q + \sum_{k=-p_1}^{p_2} y_{j,k} \sqrt{N} u_k + n_j
\]

where \( \zeta_j \) is the target reflectivity. \( \zeta_j \) is assumed constant in the following derivation because the change in target reflectivity for short processing intervals might be negligible. To examine the SINR of the filter output at the target bin, that is, the total processing interval might be negligible. To examine the change in target reflectivity, we define

\[
x_j = \mathbf{w}^H_{j,r} x_j = \frac{\sqrt{N} \zeta_j}{\beta_r} \mathbf{u}_r
\]

where \( \beta_r = N \eta_{j,r}^2 + \sigma^2 \). The output SINR at the \( q \)th Doppler bin becomes

\[
\text{SINR} = \frac{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}
\]

In deriving Eq. (20), we use the mutual independence between \( y_{j,q} \) and \( \mathbf{u}_q^H n_j \). Initially, the filter input SINR at the \( q \)th Doppler bin is \( \frac{\left| \zeta_j \right|^2}{\beta_r^2} \). As expected, when the noise power is negligible, the output SINR is approximately the same as the filter input SINR. This result is quite obvious because the mathematical expression of the clutter spectral component at the \( q \)th Doppler bin is the same as that of the target return at the \( q \)th Doppler bin, except for being scaled by an unknown complex amplitude \( \gamma_j \). Hence, the filter weight \( \mathbf{w}_{j,r} \) cannot make differences in the SINRs before and after filtering. Moreover, when noise power is negligible, \( N \) does not contribute to SINR improvement, as will be shown in Section IV.

Now, we examine the change in clutter power before and after filtering at the target-free bins. Let the \( r \)th Doppler bin be one out of the target-free region, that is, \( r \neq q \) and \(-p_1 \leq r \leq p_2 \). Employing some manipulations, the clutter power at the \( r \)th Doppler bin before filtering is \( \eta_{j,r}^2 \). This result implies that the larger \( \eta_{j,r}^2 \) and \( N \) are, the larger the clutter suppression ratio becomes.

2. Whitening Filter

In this section, we introduce the whitening filter, whose weight is dictated by \( \mathbf{w}_{j,r} = R_{j}^{-1} s_r \) (as opposed to the max SINR filter, which uses \( \mathbf{w}_{j,r} = R_{j}^{-1} s_r \)) and present analytical comparisons of the two filters in terms of the output SINR at the target bin and the interference suppression at the target-free bins.

Following the same procedures leading to Eq. (19) in Section III-1, the whitening filter output at \( f_r \), \( y_{j,r} \) is

\[
y_{j,r} = \mathbf{w}^H_{j,r} x_j = \frac{\sqrt{N} \zeta_j}{\beta_r} \mathbf{u}_r
\]

where \( \beta_r = N \eta_{j,r}^2 + \sigma^2 \), which is defined the same way it was in Eq. (19). As expected, at the target-free bins where \( r \neq q \), the mean square value of \( y_{j,r} \) in (21) becomes approximately 1, which implies that the interference PSD is whitened. The SINR at the \( q \)th target Doppler bin is approximately

\[
\frac{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}
\]

which is the same as that of the max SINR filter.

Let us compare two filter outputs in terms of the interference suppression at the target-free bins. First, for the clutter-plus-noise bins in which \( r \neq q \), the mean square value of \( y_{j,r} \) in (21) becomes approximately 1, which implies that the interference PSD is whitened. Therefore, the max SINR filter and the whitening filter are approximately

\[
\frac{E\left[\frac{\left| \sqrt{N} y_{j,r} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}
\]

where \( \beta_r = N \eta_{j,r}^2 + \sigma^2 \), which is defined the same way it was in Eq. (19). As expected, at the target-free bins where \( r \neq q \), the mean square value of \( y_{j,r} \) in (21) becomes approximately 1, which implies that the interference PSD is whitened. The SINR at the \( q \)th target Doppler bin is approximately

\[
\frac{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}
\]

which is the same as that of the max SINR filter.

Let us compare two filter outputs in terms of the interference suppression at the target-free bins. First, for the clutter-plus-noise bins in which \( r \neq q \), the mean square value of \( y_{j,r} \) in (21) becomes approximately 1, which implies that the interference PSD is whitened. Therefore, the max SINR filter and the whitening filter are approximately

\[
\frac{E\left[\frac{\left| \sqrt{N} y_{j,r} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}{E\left[\frac{\left| \sqrt{N} y_{j,q} + \mathbf{u}_q^H n_j \right|^2}{\beta_r^2} \right]}
\]

which is the same as that of the max SINR filter.
calculations, the output noise power $E\left[|y_{j,r}|^2\right]$ of the max SINR filter and the whitening filter are approximately $\frac{1}{\sqrt{R}}$ and 1, respectively. To compare suppression performance in the noise-only region, we compare the output noise power after equating the target return power at two filter outputs. This can be done by multiplying $\frac{1}{\sqrt{R}}$ by the whitening filter output $y_{j,r}$ in Eq. (21). The calculated noise power ratio is $\frac{N_{\gamma}^2}{\sigma_k^2}$, which is always greater than 1. Thus, the whitening filter always suppresses more noise than the max SINR, which will be evident from the simulation results in Section IV.

To conclude, the whitening filter is generally more advantageous than the max SINR filter in that it outperforms noise suppression in the noise-only region while providing comparable results in terms of SINR at the target bin and in the extent of clutter suppression in the clutter plus noise region. In addition, it provides interference whitening in the target-free region, which may simplify the CFAR algorithm that will be applied to the filter output.

IV. SIMULATIONS

Before delving into the simulation details, we will briefly describe how the sea clutter returns were simulated. We essentially applied the procedure proposed in [5, 18] and simulated two kinds of clutter returns, VV polarized and HH polarized data, for 64 consecutive pulse transmissions. To simulate VV polarized data, the following steps are taken. Since the clutter spectrum in VV polarization is known to resemble a Gaussian function, we tried to assign the mean Doppler frequency and the spectrum width of the Gaussian function that characterize the function shape. To do this, we assumed that the wind speed is 12.5 m/s, operating frequency is 3 GHz, antenna look angle relative to the wind direction is 0°, relative texture value is 1, and platform-induced Doppler frequency is 0 Hz. With the parameter values assumed, the mean Doppler frequency of the Gaussian function becomes roughly 50 Hz. Its spectrum width was made arbitrarily large such that a moving target signature resides within the clutter spectrum. If a radar platform has motion, the platform-induced Doppler frequency is no longer 0 Hz, and a shift in the mean Doppler frequency is created. We will deal with this nonzero Doppler scenario in a later part of this section. For the chosen function shape, we next obtained the autocorrelation function by taking the inverse DFT (IDFT) of the Gaussian function. The sample values of the autocorrelation function were used as the finite impulse response (FIR) filter weights. As the input sequence to the FIR filter, we used a sequence of complex samples whose in-phase and quadrature components are random variables with zero mean and a variance of one-half. The output sequence of the FIR filter corresponds to the time-series clutter/speckle return data in VV polarization. We used the same texture value for the 64 clutter speckle components, as the interval is relatively short. The dashed line in Fig. 1 shows the initially chosen Gaussian-shaped Doppler spectrum. Following the aforementioned procedures, we generated 25 sets of the time-series speckle data $c_j[n]$ ($n = 0, \cdots, 63$), which is the output of the FIR filter. The solid line in Fig. 1 shows an ensemble average of $|c_j[k]|^2$, which is the clutter PSD.

To simulate HH polarized return data, we first determine a Lorentzian function characterized by a small number of mean Doppler frequencies. We arbitrarily chose two mean Doppler frequencies, –150 Hz and 200 Hz. We next obtained the speckle Doppler function by convolving the Lorentzian function with an arbitrarily chosen Gaussian function. Since HH polarization returns are related to scatterers moving faster than Bragg scatterers, the typical function shape of the Doppler spectrum cannot be specified in such a way as to associate it with sea state and radar parameters. Thus, we do not enumerate the associated parameter values. For a given Doppler function, the rest of the procedure to simulate the time-series speckle return data is the same as before. The dashed line and the solid line in Fig. 2, respectively, show the initially chosen Doppler function and the PSD of the simulated HH polarized speckle data.

The first scenario concerns a short interval case of 64 radar returns in VV and HH polarization. A shipborne radar with a single transceiver operating at 3 GHz sends a sequence of pulses at 1 kHz of pulse repetition frequency (PRF). Within the target scene, there exists a moving target whose arbitrarily chosen Doppler frequency is 109 Hz. Considering the short interval, we assumed the target reflectivity was constant.

To calculate $\tilde{R}_j$ using the SCM shown in Eq. (9) with the VV polarized data, we used 25 training vectors adjacent to the CUT. We next decomposed $\tilde{R}_j$ into eigenvectors and eigenvalues. For all eigenvectors, we took the DFT and obtained

![Fig. 1. Initial function and speckle PSD in VV polarization.](image)
their spectra. Fig. 3(a) shows the spectra arranged in such a manner that the spectrum of an eigenvector associated with a larger eigenvalue lay to the left of the x axis. We next applied the proposed algorithm to obtain $\mathbf{R}_j$. Fig. 3(b) shows the plots of the spectra of the eigenvectors in $\mathbf{R}_j$, which are arranged as in Fig. 3(a). We note that from the spectra shown in Fig. 3(b), the eigenvectors look to have a form of a Doppler steering vector of a single frequency, which is particularly apparent in the eigenvectors associated with larger eigenvalues. In order to determine the results that could be achieved if there were a sufficient number of training vectors, we arbitrarily generated 250 training vectors, calculated the $\mathbf{R}_j$ using the SCM, and finally obtained the eigenvector spectra shown in Fig. 3(c). More eigenvectors with larger eigenvalues appear to have the form of Doppler steering vectors of a single frequency. Fig. 3(d) is the plot of the eigenvector spectra obtained with the HH polarized data by applying the proposed method. Two dominant Doppler frequencies can be observed in the spectra of the eigenvectors associated with the large eigenvalues.

We next compared the frequency responses of the four filters constructed with CCM estimates by the VV polarized data. For convenience, three of these filters—whose weights are $\mathbf{R}_j^{-1}\mathbf{s}_r$, $\mathbf{R}_j^{-1}\mathbf{s}_r$, and $\tilde{\mathbf{R}}_j^{-1}\mathbf{s}_r$—obtained with 25 training vectors are called filter A, filter B, and filter C, respectively. The filter with weight $\mathbf{R}_j^{-1}\mathbf{s}_r$ using 250 training vectors is called filter D. Fig. 4(a)–(d) show the frequency responses of filters A–D, respectively. The frequency responses of filter B and filter C appeared smoother around the clutter-dominant region than those of filter A, which implies that filter A might not effectively suppress clutter components. As expected, filter D, which was obtained with many training vectors, exhibits better performance than filter A.

We next added a target signature to the generated interference, VV polarized data plus additive noise, and examined the filter outputs. The target return power was set to be small enough that the input signal-to-clutter ratio (SCR) and input clutter-to-noise ratio (CNR) were $-27$ dB and 20 dB, respectively. As shown in Fig. 5(a), the target peak could not be observed at the target Doppler bin of filter A. The target peak

---

**Fig. 2.** Initial function and speckle PSD in HH polarization.

**Fig. 3.** Spectra of eigenvectors. (a) CCM estimate by SCM (25 training vectors; VV). (b) CCM estimate by proposed algorithm (VV). (c) CCM estimate by SCM (250 training vectors; VV). (d) CCM estimate by proposed algorithm (HH).

**Fig. 4.** (a) Frequency response of filter A. (b) Frequency response of filter B. (c) Frequency response of filter C. (d) Frequency response of filter D.
could be observed at the right Doppler frequency in Fig. 5(b), (c), and (d), which are the outputs of filter B, filter C, and filter D, respectively. The target peak shown in Fig. 5(c) looked more dominant because the interference in the target-free region was whitened.

Fig. 6(a)–(d) show the outputs of filter A, filter B, filter C, and filter D, respectively, for the HH polarized data scenario. We may easily observe the same results as we did in the VV polarization case.

As mentioned earlier, the platform-induced Doppler frequency tends to shift the mean Doppler frequency of the clutter spectrum [18]. To reflect this aspect, we examined the filter outputs, moving around the moving target Doppler frequency while the clutter spectrum remained fixed. From a radar detector standpoint, this is basically equivalent to shifting the clutter mean Doppler frequency. Fig. 7(a) and (b) denote three SINRs obtained from the VV and HH polarized data, respectively.

The three SINR curves shown in Fig. 7 are the theoretical SINR curve and two other SINR curves obtained with the CCM estimates by the proposed and the conventional/SCM method, respectively. Calculation of SINRs was made at arbitrarily selected different Doppler frequencies in either the clutter plus noise region or the noise-only region of the clutter spectrum. As the theoretical SINR was obtained by Eq. (20), that is, by using a true CCM, it must put a ceiling on the SINR. For both the VV and the HH polarized data, the SINRs by the proposed method are closer to the theoretical SINRs than are the SINRs by the conventional method. This is quite obvious in the clutter plus noise region (see Figs. 1 and 2), which implies that the filter designed with the CCM from the proposed method effectively suppresses clutter. However, no noticeable difference among the three SINRs in the noise-only region can be observed, as the filter performance has no effect in this region.

V. CONCLUSION

In this paper, we proposed a CCM estimation algorithm in a sea clutter environment. To develop the algorithm, we modified the time-series clutter returns into the frequency domain clutter spectrum and exploited the mutual independence among the complex-valued Doppler spectral components. To compare the proposed algorithm with the SCM algorithm, two filters—the max SINR filter and the whitening filter—that require the CCM were used. We first analytically derived the SINR at the target bin and the clutter suppression ratio in clutter and noise-only regions. Next, we numerically simulated sea clutter, applied the conventional and proposed estimation algorithms, and examined the outputs of the filters designed with the estimated
CCMs. Comparisons were made by showing the eigenvector spectra of the estimated CCMs and the frequency responses and outputs of the filters. Moreover, SINRs at target Doppler bins were examined with a theoretical, analytically derived SINR.

The filter using the proposed CCM estimate, regardless of the filter type, always showed better performance in suppressing clutter than the filter using the SCM estimate. Moreover, the whitening filter was more advantageous, especially in the noise-only region.
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