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Abstract: According to the characteristics of data, five indicators are proposed: supply satisfaction, supply quantity, supplier contribution rate, and production frequency and production variance. Then TOPSIS evaluation model is constructed, and entropy weight method is adopted to enhance the discrimination significance of indicators. The 50 most important suppliers are obtained by solving the model. Finally, the supplier selection model is established, and the Lagrange function is constructed under the objective function and constraint conditions, and the supplier and quantity selection results are obtained by greedy algorithm. After analyzing the relationship between transport loss rate and time, the ARIMA model was established for 8 transporters. Based on the obtained data, the greedy algorithm is used to get the transfer scheme. The model results showed that 36 suppliers were needed, and the production satisfaction rate was 100%, the average inventory satisfaction rate was 95%, and the total attrition rate was 0.16%.
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1. Introduction

With the development and improvement of economy, the market is constantly expanding, market competition is also constantly intensifying, and it is more and more difficult for businesses to obtain profits, and the profit space is also constantly shrinking. For construction and decorative plate enterprises, how to make future raw material ordering plan and transportation plan according to the supply situation of suppliers, the loss rate of transporters and their own capacity is very important to improve enterprise profits and subsequent capacity. By analyzing the existing problems, this paper puts forward the feasible ordering and transshipment arrangement strategy.

2. Data preparation and analysis

TOPSIS evaluation method\(^{(1)}\) can accurately reflect the gap between each evaluation program by using the original data information given. Ranking is carried out by calculating the distance between the evaluation object and the optimal solution and the worst solution. If the evaluation object is closest to the optimal solution and furthest away from the worst solution, it is the best. The optimal solution means that all index values reach the optimal value of each evaluation index. Each index of the worst solution reaches the worst value of each evaluation index. According to the characteristics of data, five indicators are proposed: supply satisfaction, supply quantity, supplier contribution rate, and production frequency and production variance.

Supply satisfaction is a supply matrix. Represents that in the last five years, when the supplier's supply quantity \(S_{ij}\) of manufacturer I on week j is greater than or equal to the ordered quantity \(Q_{ij}\) of the enterprise, it means that the demand of the week is met, and the position in the matrix is 1; otherwise, it is 0.

\[
\begin{bmatrix}
S_{11} & \cdots & S_{1n} \\
\vdots & \ddots & \vdots \\
S_{m1} & \cdots & S_{mn}
\end{bmatrix}
\]

(1)

Supply quantity represents the total number of goods produced by each supplier in the last five years.

\[
W_i = \sum_{j=1}^{n} S_{ij}
\]

(2)
Supplier contribution rate represents the total quantity of goods produced by each supplier in the last five years $W_i$ (the weight of such goods $P_i$, the total quantity of goods produced in the last five years $W_n$)

$$C_i = \frac{w_i}{P_i \times W_n}$$  \hspace{1cm} (3)

Production frequency represents the number of weeks $N_0$ in which the supply quantity of the supplier is not 0 in the total 24 weeks in the recent five years/240 weeks.

$$F_P = \frac{N_0}{n}$$  \hspace{1cm} (4)

Production variance represents the variance of $P_i$, the difference between the order quantity of enterprises and the supply quantity of suppliers in the recent five years, which can reflect the stability of the goods provided by suppliers.

$$P_3 = \sum_{i=1}^{n} (\bar{P}_i - \bar{X})^2$$  \hspace{1cm} (5)

Entropy weight method is a method to determine index weight by evaluating indexes under objective conditions, which can enhance the discrimination significance and difference of indexes and avoid the analysis difficulties caused by too small difference of indexes. The data were processed and analyzed based on TOPSIS method and indicators, and the 50 most important suppliers were sorted.

| # | Rank | Supplier code | Rank | Supplier code | Rank | Supplier code | Rank | Supplier code | Rank | Supplier code |
|---|------|--------------|------|--------------|------|--------------|------|--------------|------|--------------|
| 1 | 1    | S140         | 11   | S330         | 21   | S55          | 31   | S275         | 41   | S367         |
| 2 | 2    | S348         | 12   | S37          | 22   | S210         | 32   | S208         | 42   | S292         |
| 3 | 3    | S201         | 13   | S308         | 23   | S284         | 33   | S291         | 43   | S365         |
| 4 | 4    | S139         | 14   | S229         | 24   | S340         | 34   | S364         | 44   | S194         |
| 5 | 5    | S151         | 15   | S338         | 25   | S74          | 35   | S3          | 45   | S80          |
| 6 | 6    | S374         | 16   | S361         | 26   | S131         | 36   | S273         | 46   | S5           |
| 7 | 7    | S307         | 17   | S282         | 27   | S352         | 37   | S40          | 47   | S218         |
| 8 | 8    | S108         | 18   | S356         | 28   | S114         | 38   | S154         | 48   | S244         |
| 9 | 9    | S126         | 19   | S143         | 29   | S329         | 39   | S78          | 49   | S150         |
| 10| 10   | S395         | 20   | S86          | 30   | S306         | 40   | S268         | 50   | S189         |

3. Model establishment and solution

3.1. Supplier selection model

Based on the above analysis results, the matrix $A_{20\times 24}$, $B_{12\times 24}$, $C_{18\times 24}$ are established to represent the matrix of class A raw materials, the matrix of class B raw materials, and the matrix of class C raw materials. Initialize $a_{i}, b_{i}, c_{i}$ as 0-1 matrices corresponding to matrices $A$, $B$, and $C$. $k_A = 1/0.6$, $k_B = 1/0.66$, and $k_C = 1/0.72$ are the corresponding conversion rates of different materials required per cubic meter of product. $\eta = 99\%$ is the transport loss rate. $\Delta_1 = (\sigma_i)_{1 \times 24}$, $\{i|1 \leq i \leq 24, i \in N^+\}$ is the cost vector, $\Delta_2 = (\mu_i)_{1 \times 24}$, $\{i|1 \leq i \leq 24, i \in N^+\}$ is the output vector.

Construct Lagrange function$[3]$

$$L(\sigma_A, \sigma_B, \sigma_C, \lambda, \mu) = \sigma_A^T A + \sigma_B^T B + \sigma_C^T C + (1.2\sigma_A^T A + 1.1\sigma_B^T B + \sigma_C^T C - \Delta_1)\lambda + \eta(k_A\sigma_A^T A + k_B\sigma_B^T B + k_C\sigma_C^T C) - \Delta_2)\mu$$  \hspace{1cm} (6)

According to KKT conditions:

$$\nabla L(\sigma_A, \sigma_B, \sigma_C, \lambda, \mu) = 0$$  \hspace{1cm} (7)

Then the objective function is:

$$f(x) = \min (x_A + x_B + x_C)_i$$

$$\left\{ \begin{array}{ll}
(2k_Ax_A + k_Bx_B + k_Cx_C) \geq 56400 \\
x_A \geq 0 \\
x_B \geq 0 \\
x_C \geq 0
\end{array} \right.$$  \hspace{1cm} (8)

ARIMA is the summation autoregressive moving average model, refers to the model established by
transforming non-stationary time series into stationary time series, and then regression the dependent variable only to its lag value and the present value and lag value of the random error term. ARIMA model can be divided into moving average process, autoregression process, autoregression moving average process and ARIMA process according to the smoothness of the original sequence and the different contents of regression. MA uses the moving average method to eliminate random fluctuations in the prediction and define a single variable time series data:

\[ y_t = c + \omega + \beta_1 y_{t-1} + \ldots + \beta_p y_{t-p} = \omega_t + \sum_{i=1}^{p} \beta_i \omega_{t-i} \]  

\( q \) order automatic regression process is defined as follows:

\[ y_t = \mu + \epsilon_t + \sum_{i=1}^{q} \theta_i \epsilon_{t-i} \]  

ARIMA(p, d, q) model formula is expressed as:

\[ \hat{y}_t = \alpha_0 + \sum_{i=2}^{p} \alpha_i y_{t-i} + \epsilon_t + \sum_{i=1}^{q} \beta_i \epsilon_{t-i} \]  

\( (1 - \sum_{i=1}^{p} \alpha_i L^i)(1 - L)^d \epsilon_t = \alpha_0 + \sum_{i=1}^{q} \beta_i \epsilon_{t-i} \)

Where \( p \) represents the lag number of time series data adopted in the prediction model, \( d \) represents the difference order of time series data, and \( q \) represents the lag number of prediction errors adopted in the prediction model.

### 3.2. Model solution

The supplier selection obtained by solving model and the prediction results of transport operator attrition rate based on ARIMA model are shown in the figure below.

**Table 2: Supplier selection**

| No | Name  | Code | Region | Supplier | Score |
|----|-------|------|--------|----------|-------|
| 1  | S140  | 1    | Asia   | Supplier1|       |
| 2  | S139  | 2    | Europe | Supplier2|       |
| 3  | S229  | 3    | Africa | Supplier3|       |
| 4  | S338  | 4    | Asia   | Supplier4|       |
| 5  | S340  | 5    | Europe | Supplier5|       |
| 6  | S329  | 6    | Africa | Supplier6|       |

**Table 3: Prediction results**

| Model | Total | Mean | Median | Minimum | Maximum |
|-------|-------|------|--------|---------|---------|
| ARIMA(1, 0, 0) | 0.507 | 0.550 | 13.271 | 0.507 | 0.507 |

**Table 4: Model statistics**

| Model | Number of predictive variables | Model fitting degree statistics | Q(18) | The number of outliers |
|-------|--------------------------------|--------------------------------|-------|-----------------------|
| ARIMA(1, 0, 0) | 0 | Steady R²: 0.507 | 0.550 | 13.271 | 0.718 | 1 |

**Table 5: Model fit**

| Model fit | Fitting statistics | standard error | Min | Max | percentiles | 5 | 10 | 25 | 50 | 75 | 90 |
|-----------|--------------------|----------------|-----|-----|-------------|---|----|----|----|----|----|
| Steady R² | 0.507              | 0.550          | 0.507 | 0.507 | 0.507 | 0.507 | 0.507 | 0.507 | 0.507 | 0.507 | 0.507 |
| R²       | 0.550              | 0.550          | 0.550 | 0.550 | 0.550 | 0.550 | 0.550 | 0.550 | 0.550 | 0.550 | 0.550 |
| RMSE     | 0.443              | 0.443          | 0.443 | 0.443 | 0.443 | 0.443 | 0.443 | 0.443 | 0.443 | 0.443 | 0.443 |
| MAPE     | 17.919             | 17.919         | 17.919 | 17.919 | 17.919 | 17.919 | 17.919 | 17.919 | 17.919 | 17.919 | 17.919 |
| MaxAPE   | 112.938            | 112.938        | 112.938 | 112.938 | 112.938 | 112.938 | 112.938 | 112.938 | 112.938 | 112.938 | 112.938 |
| MAE      | 0.320              | 0.320          | 0.320 | 0.320 | 0.320 | 0.320 | 0.320 | 0.320 | 0.320 | 0.320 | 0.320 |
| MaxAE    | 1.811              | 1.811          | 1.811 | 1.811 | 1.811 | 1.811 | 1.811 | 1.811 | 1.811 | 1.811 | 1.811 |
| BIC      | -1.561             | -1.561         | -1.561 | -1.561 | -1.561 | -1.561 | -1.561 | -1.561 | -1.561 | -1.561 | -1.561 |

The analysis of T1 transporter's model ARIMA(1, 0, 0) is as follows:
The greedy algorithm\cite{4} is used to solve the transportation scheme based on the obtained supplier and supply situation and the loss rate of the transporter. In order to ensure the optimality of each step of the allocation scheme, the suppliers' supply quantity is sorted in each step of the cycle. The model analysis results are shown in the table.

According to the analysis results, the yield satisfaction rate is 100\%, the average inventory satisfaction rate is 95\%, and the total attrition rate is 0.16\%, which meet the expected requirements.

4. Conclusion
(1) The model has strong generalization ability, which can test all feasible solutions to obtain the optimal solution, and has good long-term fitting and short-term prediction results. Quantitative analysis results are objective and scientific, and it is easy to analyze the importance of each feature. Through the allocation of weight, the evaluation of the target can be more reasonable and objective.
(2) Because the model searches all feasible solutions, the computation time complexity is high. For different types of indicators, a large amount of calculation is needed to transform and unify the properties of indicators when the amount of data is huge.
(3) According to the prediction results of ARIMA model, deep network can also be used for prediction, which can achieve a more stable and accurate effect. Or seasonal decomposition of the model, combined with winter addition or multiplication model, to better analyze the characteristics of time series.
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