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Abstract

Alzheimer’s Disease is the most common form of dementia. Automatic detection from speech could help to identify symptoms at early stages, so that preventive actions can be carried out. This research is a contribution to the ADReSS Challenge, where users are asked to describe the Cookie Theft picture [10]. With respect to the previous edition of the challenge (ADReSS 2020), ADReSS (ADReSS, speech only) 2021 does not provide neither the manual transcriptions nor the part-of-speech (POS) and syntactic trees analyses, but only the speech files. However, the use of an automatic speech recognition (ASR) is allowed to get the text transcriptions.

In our participation in the 2020 edition, our system achieved the second position in the detection of patients suffering AD, obtaining an accuracy of 87.5%.

The current paper is part of the ADReSS Challenge at In terspeech 2021 [9], which defines a shared task of AD detection based on a part of the Boston Diagnostic Aphasia Examination where users are asked to describe the Cookie Theft picture [10].

The structure of this paper unfolds as follows. Section 2 briefly overviews some systems to detect AD from speech, with special mention the ADReSS Challenge; section 3 describes the experimental setup of our work as well as the changes introduced for the ADReSS Challenge; section 4 compares the obtained results, and finally, discussion and conclusions are drawn in sections 5 and 6 respectively.

1. Introduction

Dementia is a progressive syndrome characterised by a deterioration in cognitive function encompassing a severity spectrum, in which Alzheimer's Disease (AD) accounts about 70% of the cases. Its key symptoms, which can be manifested already in the early stages, are reflected by a loss of memory, a significant decline in thinking and reasoning skills, and language deterioration.

Language impairments related to AD are typically related to a progressive disruption in language integrity [11], with evidences of decline in performance at early stages [2]. Language related features have been shown to capture the progression of language impairments; therefore, they have been proposed by several authors as markers of disease progression [3, 4]. Some studies have also reported the ability of prosodic and other linguistic features to classify different cognitive stages from speech, showing promising approaches for the identification of preclinical stages of dementia [5, 6]. Moreover, it has been shown that AD subjects produce fewer specific words, while syntactic complexity, lexical complexity or conventional neuropsychological tests are not altered, suggesting that subtle spontaneous speech deficits might occur already in the very early stages of cognitive decline [7, 8].

According to [12], systems relying on the speech signal to detect AD can be classified into those using acoustic-dependent features, and those using context-dependent features. The former systems rely mainly on extracting speech-based features regardless of the linguistic content —i.e., the transcriptions—. These features can be related to spectral characteristics, voice quality, or prosody of speech, among others, and they can all be used in a language-independent way. In turn, prosody is conveyed through the intonation, stress, and rhythm elements, which are most robust over noise and channel distortions than, for instance, spectral features [13, 14]. Moreover, rhythm features such as speech rate can also be estimated without the need of the corresponding transcriptions [15]. On the contrary, systems relying on context-dependent features require the word transcriptions to infer lexical, semantic, syntactic, and grammatical information, among others. When manual transcriptions are not available, they can be obtained through ASR systems.
Linguistically-based features can be very informative to detect AD. However, they rely on the performance of an ASR system, which are prone to introduce errors, or human transcriptions, which are very time-consuming, and they are language dependent. The more elaborate the language analysis is, the more sensible to ASR errors will be, making a real system less robust.

Patterns in normal speech have been studied in some works and can serve as a basis for comparison in the analysis of acoustic information extracted from speech to detect AD status. For instance, makes use solely of acoustic-dependent features from spontaneous spoken dialogues, including prosody-related rhythm features such as speech rate and turn-taking patterns; others focus on spectral short-term features, jointly with prosodic and voice quality features to combine it with an emotional speech analysis, or using standard acoustic parameters. Voice quality features such as jitter and shimmer—which account for cycle-to-cycle variations of fundamental frequency and amplitude, respectively—and harmonicity, have also been used for AD detection.

Apart from speech, semantic, lexical and grammar deficits in general have been reported as useful indicators. In general, the authors compute the perplexity of transcriptions in the spoken description of the same picture to distinguish between AD and non-AD conditions. Similarly, performs an AD automatic diagnose based on n-gram models with subsequent evaluation of the perplexity, also from the transcriptions of spontaneous speech, and uses the n-grams appearing at least five times. identifies several factors—acoustic abnormality and impairments in semantics, syntax and information—as linguistic markers in narrative speech to detect AD, and uses readability features to assess AD. Some other recent works have also dealt with the use of pretrained word vectors.

3. Experimental setup

3.1. Data

This work has been carried out over two datasets, the one provided by the ADReSS challenge in 2020, and the one provided by ADReSS, Challenge. The ADReSS, dataset consists of 237 audio files, 166 for training and 71 for testing, balanced in both gender and AD/non-AD conditions, and with age ranging from 53 to 84 years old. In the ADReSS challenge there were 104 participants for training and 48 for testing. All the participants, in both challenges, were asked to record a spoken description of the Cookie Theft picture from the Boston Diagnostic Aphasia Exam and . A more detailed description of the both datasets can be found in for ADReSS, and in for ADReSS. During the different experiments, the two datasets were not merged.

3.2. Automatic Speech Recognition System

A pre-trained state-of-the-art ASR model from the wav2letter toolkit has been used to obtain the transcriptions from the participants’ speech. The acoustic model of the ASR is based on the Transformer architecture proposed in , incorporating convolutional operations to the Transformer layers, the so-called Conformer blocks. The model outputs directly any of the 26 English characters, plus the whitespace and the apostrophe. Regarding the lexicon, it consists of the top 200k words from the Common Crawl corpus. The Conformer acoustic model, which contains 300M parameters, plus the token set and the lexicon file are available at the wav2letter’s RASR per recipe. Such recipe has been chosen because it uses several datasets from different domains like read and conversational speech, for instance. This cross-domain representation aids the model to respond more robustly to the difficult spontaneous speech from the challenge.

For the language model (LM), we have used the one provided with the MLS paper recipe, obtaining the best hypothesis via beam-search decoding. The model is a 5-gram LM trained with the KenLM toolkit, with around 133.26M sentences extracted from Project Gutenberg books. We have performed a grid-search of the beam-search hyper-parameters, by means of the ADReSS 2020 test set evaluation (which is not used in any of the evaluations performed afterwards), manually discarding some of the speakers utterances containing severe audio degradations, probably caused by speech enhancement. The outcome hyper-parameter choice from the grid-search can be seen in Table 1 plus resulting Word Error Rate (WER) scores in ADReSS 2020 dataset at Table 2.

Table 1: ASR language model hyper-parameters: language model weight (LM), word score (WS), silence score (SS), beam size (BS), beam threshold (BTH) and beam size token (BT)

| LM | WS | SS | BS | BTH | BT |
|----|----|----|----|-----|----|
| 1.4 | 1.5 | 0.2 | 500 | 1000 | 30 |

Although the use of an LM is recommended in terms of accuracy, it also might correct mispronunciations that could be interesting for dementia diagnosis. For such reason, we have chosen to generate, also, the transcriptions without LM to measure the effect of the LM itself. The generation without a LM is done applying Viterbi, decoding directly to the output scores from the acoustic model.

Since the output of Transformer-based models depends on the size of the input, we have split the audio according to the provided segmentation, to benefit from shorter segments. Then, we have concatenated back the transcriptions from consecutive participant segments, to obtain the text corresponding to a turn.

We have made our ASR recipe available for the community, so data processing and decoding scripts can be found at a GitHub repository.

3.3. Feature extraction

3.3.1. Acoustic features

We extracted a set of acoustic features using the Praat speech software, which we classified as prosodic (relying on intonation, stress, and rhythm), and voice quality features. To account for intonation, we extracted the following log-scaled F0-based features (measured in Hertz), using the cross-correlation method with an interval of 3.3 ms and a Gaussian window of length 80 ms: mean and its std deviation, max, min, range, slope.
with octave jump removal, and slope without octave jump removal. It was also extracted: Mean intensity (measured in dB), duration (in seconds) and rate features to account for rhythm: ratio of pauses, average pause length, speech rate, articulation rate, average syllable duration, and effective duration of the speech. Duration and rate features were based on the algorithm proposed by [15] without using the provided transcriptions.

Voice quality features were also provided by Praat and included all jitter and shimmer measurements available (jitter\textsubscript{Joc}, jitter\textsubscript{Jdb}, jitter\textsubscript{Jap}, jitter\textsubscript{ppq5}, jitter\textsubscript{Jdp}, shimmer\textsubscript{Joc}, shimmer\textsubscript{Jdb}, shimmer\textsubscript{ppq5}, shimmer\textsubscript{Jpp3}, shimmer\textsubscript{ppq11}, and shimmer\textsubscript{Jlda}), plus the following harmonicity-based features: harmonicity autocorrelation, noise-to-harmonics ratio (NHR), and harmonics-to-noise ratio (HNR).

The audio files for each patient include a dialog with the interviewer (INV). In both challenges, the data provided includes the speaker identification. The patient segments were extracted from each file and the acoustic features computed for each segment. The different segments were aggregated using a weighted mean using the effective duration as the weighing factor, while the effective duration were added, not averaged.

3.3.2. Lexical features

Lexical features are based on transcriptions and some linguistic post processing. Transcriptions can be manual (as in ADReSS) or automatic using an ASR (as suggested in ADReSS\textsubscript{o}). In the ADReSS challenge, in addition to transcriptions, PoS tagging and syntactic trees were provided. For the 2021 challenge and ADReSS had to be used, and if required, perform the linguistic analysis over the extracted text.

To participate the ADReSS challenge we extracted two types of features from the provided transcriptions: (1) the number of dialogue turns corresponding to the interviewer — as an indicator of to what extent the subjects need further clarifications and stimuli —, min-max normalised, and (2) the first occurrence of the 50 most relevant words. Since all subjects performed the description of the same picture, we can consider this task as a summarizing task. Word position in text has been been used in many systems as a relevance measure for summarisation [18]. We expect that participants without any cognitive decline will catch the main ideas of the picture sooner, and their discourse will be structured from the most relevant to less relevant concepts. To produce the same feature vector for all the participants, and to keep the number of features of a reasonable size, we only considered the 50 top most frequent nouns, adjectives and verbs in the training set. For these words, for each participant, we computed their score based on their first occurrence in the dialog, using the following formula:

\[
S(j, w_i) = 1 - \frac{\text{min}(\text{turn}(j, w_i), \text{maxTurns})}{\text{maxTurns}}
\]

(1)

where \(S(j, w_i)\) is the score of word \(i\) for user \(j\); \(\text{turn}(j, w_i)\) indicates the first turn where word \(i\) is found (\(\infty\) if not found), and \(\text{maxTurns}\) the maximum number of turns in the dataset.

In this challenge edition (ADReSS\textsubscript{o}), we removed the stop words to get the list of most relevant words. Therefore, the system does not need any linguistic analysis (POS tagging or syntactic analysis). Turns are obtained considering the speaker provided by the challenge data. The ADReSS dataset was also processed in this way, to compare the the results obtained with or without transcriptions.

### Table 3: Accuracy of the different models depending on the data and transcriptions used. Test evaluation for ADReSS was not available for new models.

|       | Text source          | Train | Test |
|-------|----------------------|-------|------|
| ADReSS 2020 | Manual Transcr.     | 83.5% | 81.2% |
|        | Manual Transcr. No PoS | 85.0% |     |
|        | ASR with LM          | 77.8% |     |
|        | ASR without LM       | 72.3% |     |
| ADReSS\textsubscript{o} 2021 | ASR with LM       | 70.2% | 73.2% |
|        | ASR without LM       | 73.3% | 76.0% |

### 3.4. Classification experiments

As already mentioned, our system was performing very well on the ADReSS challenge, so our objective here was to measure the effect of using an ASR instead of human transcriptions in the classification accuracy. To do so, the next systems were trained and evaluated using 10 fold cross-validation (10-CV):

1. ADReSS dataset
   (a) using Transcriptions (ADReSS challenge model)
   (b) using Transcriptions using the same list of stop-words when using ASR.
   (c) using ASR with Language Model
   (d) using ASR without Language Model
2. ADReSS\textsubscript{o} dataset
   (a) using ASR with Language Model
   (b) using ASR without Language Model

The first model (1.a) was evaluated by the organisers of the ADReSS challenge with the provided test set, but this evaluation is not available anymore. Therefore, we were not able to compare the effect of using an ASR on the ADReSS test set. However, we can compare it with the results obtained using 10-CV on the train set. We also checked the effect of using stop-words to filter out some words instead of PoS labels. The models for the ADReSS\textsubscript{o} dataset (2a,2b) were sent to be evaluated on the test set.

For the ADReSS challenge we used four different classifiers: Random Forest (RF), k-Nearest Neighbour, Support Vector Machines (SVM), and Multilayer Perceptron. Even that the best one was RF, the SVM was producing less false negatives for AD patients. We also found that SVM is more stable as the number of features is high (80) compared to the number of training samples in both datasets (104 and 166). To train the models we used the Support Vector Machines Classifier (SVC) implementation of Scikit-learn library in Python[4]. (The code will be available for the final version of the paper).

### 4. Results

For this challenge, we participated in the binary classification task, that is, whether a patient is diagnosed with AD or not. Table 3 shows the accuracy of the predictions obtained by the different trained models on the different train sets, and for some of them, the results obtained on the corresponding challenge test. In all the models we use all the features. Since the datasets are different between both challenges, the results are not directly comparable. The results of the ADReSS challenge allow to measure the decrease in accuracy when the ASR replaces the human transcriptions. It can only be measured in the train set.

[4]https://scikit-learn.org/stable/
The models trained with the ADReSS, challenge allow us to better understand the effect of using a Language Model in the ASR pipeline, corroborated not only on training but also on the test set.

5. Discussion

The analysis of the results in Table 3 relative to the ADReSS challenge reveal that there is a drop in performance when the human transcriptions are replaced with the ones produced by an ASR system. The replacement of manual transcriptions by automatic ones also implies in our system the lack of POS tags. Without PoS tags, words are filtered using a stopwords list.

Surprisingly, performance increases (on the train set) on 1.5% when the words are filtered using a stopwords list instead of PoS tags, but maintaining the human transcriptions. The drop produced by using the ASR transcriptions, compared to using stopwords, ranges from 7.25% to a 12.7%.

The results obtained with the ADReSS dataset cannot be compared with human transcriptions, and we measure how the AD predictions are affected by the use of a language model in the ASR. We observe that the model without LM outperforms by a 3% the one with LM, in both the train set (using 10-CV) and on the test set. This increase (which is inverted on the on the ADReSS dataset) made us wonder about the role of the LM when evaluating the mental decline and up to what extent is masking part of this decline by artificially biasing automatic transcripts produced by the ASR with an explicit language model.

We observed that the ASR (trained on a general purpose corpus) is giving a very high error rate (on the ADReSS dataset) measured against the provided human transcriptions. We attribute part of this error rate to the sound quality of the audio files, another source of error can be the age of the population (elderly people) and finally their cognitive decline. Test set decoding yields a WER of 42.80% when using a language model, while the same ASR on different corpora obtains WER scores smaller than 16% [43]. This error rate increases to 45.69% when not using a LM. We also observed that there is a significant correlation between the Mini-Mental State Examination index (MMSE) and the WER, so that transcriptions from users with higher deterioration are more error prone. The mean WER of AD users is 57% while the one of control users is 29%. Of course, when doing manual transcriptions the transcriber not only applies a language model to produce a meaningful text, it also uses context information (for example about the image being described) to guess the words corresponding to phonemes that does not fully understand.

ASR errors do not affect the list of most common words used as features. Both lists are very similar, and the most prominent differences are some pause fillers like ’hum’ or ’ah’.

6. Conclusions and future work

In this paper we have studied the effect of using an ASR when performing an automatic detection system for AD using a set of acoustic and linguistic features. We used as a reference our system that was the second in performance on the ADReSS challenge. We discuss the effect of replacing manual transcriptions with ASR output, and the effect of using a language model as part of the ASR pipeline.

The system proposed is intentionally kept simple: it uses a small set of features 80, (30 acoustic, including prosodic, features and the relative location in the speech of the 50 most relevant words). We think that with a small dataset (166 participants) complex models may produce overfitting.

Acoustic-based systems have the advantage of being language-independent. Although we use ASR to extract words and we use turn-taking, this could also be done without the ASR, obtaining turn-taking by means of speaker diarisation, while the set of lexical words that are used as features, once the system is trained, could be detected by word spotting.

We think that the effect of using a LM on an ASR for detecting mental decline must be more deeply studied. As a future work, we want to visualize the corrections introduced by the LM and study if, and how, the LM is trying to mask part of this decline when trying to adjust the transcription to a coherent discourse.
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