GENUS TWO GOERITZ EQUIVALENCE IN $S^3$
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Abstract. The Goeritz group of a genus $g$ Heegaard splitting of a 3-manifold is the group of isotopy classes of orientation-preserving automorphisms of the manifold that preserve the Heegaard splitting. In the context of the standard genus 2 Heegaard splitting of $S^3$, we introduce the concept of Goeritz equivalence of curves, present two algebraic obstructions to Goeritz equivalence of simple closed curves that are straightforward to compute, and provide families of examples demonstrating how these obstructions may be used.

1. Introduction

The Goeritz group of a genus $g$ Heegaard splitting of a 3-manifold was defined by Goeritz [12] as the group of isotopy classes of orientation-preserving automorphisms of the manifold preserving the Heegaard splitting (set-wise). Scharlemann [16], Akbas [1], Cho [5], and Powell [15] have done work to define generators for the Goeritz group in order to solve a foundational question of whether the Goeritz group for the genus $g$ splitting of $S^3$ is finitely generated.

We focus on the Goeritz group in the setting of a genus 2 Heegaard splitting, $F$, of $S^3$. In [4], Berge finds distinct primitive/primitive knots that have the same lens space surgery at the same surface slope. It is unknown whether there exist pairs of distinct primitive/Seifert knots that have the same Seifert fibered space surgery at the same surface slope. However in [13], [8] and [2], the authors, along with Evan Amoranto, find infinite families of primitive/Seifert knots that have distinct positions on the genus 2 surface. Infinite families with such distinct positions were also found by Eudave-Muñoz, Miyazaki, and Motegi [10]. While this previous work was in the service of understanding Dehn surgery, we zoom out from the specialized primitive/primitive and primitive/Seifert constructions to consider any non-separating curve in the standard genus 2 Heegaard surface, $F$, for $S^3$. However, in light of this context, we will also allow for automorphisms that exchange the two handlebodies, considering the extended Goeritz group.

We seek to determine when there exist elements of the Goeritz group, or the extended Goeritz group, that send one given curve in the standard genus 2 Heegaard splitting of $S^3$ to another. If such an element from the Goeritz group exists, we call the two curves Goeritz equivalent.

Observe that two curves that are Goeritz equivalent represent the same knot, but that the same knot may be represented by multiple Goeritz
equivalence classes. In particular, the authors’ previous work with primitive/Seifert knots shows that primitive/Seifert knots can belong to two distinct Goeritz equivalence classes. Understanding Goeritz equivalence and the Goeritz equivalence classes can lead to understanding questions about distinct representatives of primitive/Seifert knots and much more. The goal of this work is to move toward a better understanding of Goeritz equivalence.

To that end, we establish a simple quantity called the *split product*, that computes the surface slope of a curve.

**Theorem 1.1.** Suppose $K \subset F$ is a non-separating simple closed curve. The *split product* of $[K] \in H_1(F)$ with respect to any slope basis is equal to the surface slope of $K$ with respect to $F$.

We then provide two algebraic obstructions to Goeritz equivalence.

The first is homological and arithmetic. We will say that two curves are *homologically Goeritz equivalent* if there is an element of the Goeritz group whose induced action on homology takes the homology class of the first curve to that of the second. Equivalently, $K$ is homologically Goeritz equivalent to $K'$ if there is a Goeritz group element that takes $K$ to a curve homologous to $K'$.

**Theorem 1.2.** Suppose $K$ and $K'$ are non-separating nontrivial simple closed curves in the standard genus two Heegaard surface, $F$, for $S^3$ with non-zero surface slope, and suppose $[K] = (a, x, b, y)^T$ and $[K'] = (a', x', b', y')^T$ with respect to any slope basis. Then $K$ and $K'$ are homologically Goeritz equivalent if and only if:

1. $\gcd(a, x) = \gcd(a', x')$,
2. $\gcd(b, y) = \gcd(b', y')$, and
3. $ab + xy = a'b' + x'y'$,

and either

4. $a'b + xy'$,
5. $a'y - ay'$,
6. $bx' - b'x$, and
7. $x'y + ab'$

are all multiples of $ab + xy$, or

4'. $a'b - xy'$,
5'. $a'y + ay'$,
6'. $bx' + b'x$, and
7'. $x'y - ab'$

are all multiples of $ab + xy$.

To determine Goeritz equivalence of two simple closed curves, then, it suffices to consider equivalence between homologous curves. The next obstruction is a matter of homotopy, relative to the two handlebodies bounded by $F$, $H$ and $H'$, separately.
Theorem 1.3. Suppose $K$ and $K'$ are homologous simple closed curves with non-zero surface slopes. If $K$ is not freely homotopic to $K'$ in $H$ or if $K$ is not freely homotopic to $K'$ in $H'$, then $K$ and $K'$ are not Goeritz equivalent.

In Sections 2.1 and 2.2 we provide some necessary background about the (extended) Goeritz group and how it acts on the homology vectors for $F$. In Section 2.3 we define the split product and prove Theorems 1.1 and 1.2. In Section 2.4 we prove Theorem 1.3. In Section 3 we demonstrate some examples of the obstruction methods in action.
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2. The Genus 2 Extended Goeritz Group in $S^3$

2.1. Definitions. Akbas gives a presentation for the Goeritz group of the genus 2 Heegaard splittings in $S^3$ [1]. In [16], Scharlemann also provides a presentation for the Goeritz group of the genus 2 Heegaard splitting in $S^3$, showing that the group is generated by four elements, called $\alpha, \beta, \gamma$ and $\delta$. The elements $\alpha$ and $\gamma$ are rotations by $\pi$ about the horizontal and vertical axes of symmetry of $F$, i.e., the axes through the blue stars and green circles, respectively, shown in Figure 1. The element $\beta$ is a rotation of half of $F$ by $\pi$ about the axis through the blue stars, with the right handle of the surface rotating clockwise, as viewed from the right. The map $\beta^2$, then can be considered as a left-handed Dehn twist about the curve $C$, which we refer to as the belt curve, shown in Figure 1. As mentioned in [16], $\delta$ can represent several different maps. In this paper, we will consider $\delta$ to be the operation that slides the top foot of the righthand handle of the handlebody over the other handle in the counterclockwise direction, with reference to Figure 1. This differs from [1] where $\delta$ is considered to be the rotation by $2\pi/3$ about a vertical axis through the handlebody, as pictured in Figure 2. We will refer to these two different conceptions of $\delta$ as $\delta_{\text{slide}}$ and $\delta_{\text{rot}}$, respectively. The relationship between $\delta_{\text{slide}}$ and $\delta_{\text{rot}}$ is given by

$$\delta_{\text{rot}} = \beta^{-1}\gamma\delta_{\text{slide}}.$$
Figure 1. The genus 2 surface with markings to indicate the Goeritz group elements.

Figure 2. The genus 2 surface imagined with a 3-fold rotational symmetry.

Figure 3. The genus 2 surface with a point at infinity.
In addition to these elements, the authors of this paper, along with E. Amoranto [2], introduce an element $\varepsilon$, to extend the Goeritz group to another group that fixes the set $\{F, H, H'\}$, but does not fix $H$ and $H'$ individually, as the elements of the Goeritz group do. This element can be seen as a rotation about the curve $C$, shown in Figure 3. We call this group the extended Goeritz group.

The extended Goeritz group, denoted $\hat{G}$, is the extension of $G$ by $\varepsilon$,

$$\hat{G} = G \times \langle \varepsilon \mid \varepsilon^2 \rangle.$$  

One can verify the relations,

$$\varepsilon \alpha \varepsilon = \alpha, \quad \varepsilon \beta \varepsilon = \alpha \beta, \quad \varepsilon \gamma \varepsilon = \gamma, \quad \varepsilon \delta \varepsilon = \delta^{-1},$$

so that a presentation for $\hat{G}$ is

$$\hat{G} = \langle \alpha, \beta, \gamma, \delta, \varepsilon \mid \alpha^2, \gamma^2, \varepsilon^2, [\alpha, \beta], [\alpha, \gamma], [\alpha, \delta], [\gamma, \beta],$$

$$[\varepsilon, \alpha], [\varepsilon, \beta], [\varepsilon, \gamma], (\varepsilon \delta)^2, (\beta^{-1} \gamma \delta)^3, (\beta^{-1} \delta)^2 \rangle.$$  

2.2. **Action on homology.** Each element of the (extended) Goeritz group induces an action on $H_1(F; \mathbb{Z}) \cong \mathbb{Z}^4$. Thus, we have homomorphisms

$$* : G \to GL(4, \mathbb{Z}),$$

and

$$* : \hat{G} \to GL(4, \mathbb{Z}).$$

We denote by $\alpha_*$, $\beta_*$, $\gamma_*$, $\delta_*$ and $\varepsilon_*$ the induced maps on $H_1(F)$ by $\alpha$, $\beta$, $\gamma$, $\delta$ and $\varepsilon$, respectively. The curves in Figure 1 form a basis for $H_1(F)$. With a slight abuse of notation, we will refer both to these specific curves and their homology vectors with the same notation, and call $\{a, x, b, y\}$ the standard basis for $H_1(F)$. The induced maps on $H_1(F)$ act on these generators of $H_1(F)$ in the following ways:

$$\begin{align*}
\alpha_* : & \quad a \mapsto -a, \quad x \mapsto -x, \quad b \mapsto -b, \quad y \mapsto -y \\
\beta_* : & \quad a \mapsto a, \quad x \mapsto -x, \quad b \mapsto b, \quad y \mapsto -y \\
\gamma_* : & \quad a \mapsto -x, \quad x \mapsto -a, \quad b \mapsto -y, \quad y \mapsto -b \\
\delta_* : & \quad a \mapsto a + x, \quad x \mapsto x, \quad b \mapsto b, \quad y \mapsto y - b \\
\varepsilon_* : & \quad a \mapsto y, \quad x \mapsto b, \quad b \mapsto x, \quad y \mapsto a,
\end{align*}$$

so that the images of the generators of $\hat{G}$ in $GL(4, \mathbb{Z})$ are:
Goeritz-form
inverse transposes of each other as being in where the isomorphism is the projection, \( p \)

In fact, a presentation for the induced maps have the following effect:

\[
\begin{align*}
\alpha_* &= \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, & \beta_* &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \\
\gamma_* &= \begin{pmatrix} 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, & \delta_* &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 1 \end{pmatrix}, & \text{and} & \varepsilon_* &= \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

Thus, considering an element of \( H_1(F) \) as a vector of the form \((a, x, b, y)^T\), the induced maps have the following effect:

\[
\begin{align*}
\alpha_*((a, x, b, y)^T) &= (-a, -x, -b, -y)^T, \\
\beta_*((a, x, b, y)^T) &= (a, -x, b, -y)^T, \\
\gamma_*((a, x, b, y)^T) &= (x, -a, y, -b)^T, \\
\delta_*((a, x, b, y)^T) &= (a, a + x, b - y, y)^T, \\
\varepsilon_*((a, x, b, y)^T) &= (y, b, x, a)^T.
\end{align*}
\]

Observe, then, that the image of \(* : G \to GL(4, \mathbb{Z})\) is contained in the subgroup

\[
D = \left\{ \begin{pmatrix} C & 0 \\ 0 & (C^{-1})^T \end{pmatrix} \mid C \in GL(2, \mathbb{Z}) \right\} \cong GL(2, \mathbb{Z}),
\]

where the isomorphism is the projection, \( p \), to the first block \( 2 \times 2 \) matrix. We will refer to such block diagonal matrices with the two blocks being inverse transposes of each other as being in Goeritz-form.

One may then easily identify \( \alpha_*, \beta_*, \gamma_*, \) and \( \delta_* \) with elements of \( GL(2, \mathbb{Z}) \). In fact, a presentation for \( GL(2, \mathbb{Z}) \) is given (see \([\text{Kr}]\)) by

\[
\langle R_1, R_2, R_3 \mid (R_1)^2, (R_2)^2, (R_3)^2, (R_1 R_2)^3 (R_1 R_3)^{-2}, (R_1 R_2)^6, (R_1 R_3)^4 \rangle,
\]

where \( R_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \ R_2 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \) and \( R_3 = \begin{pmatrix} -1 & 0 \\ 1 & 1 \end{pmatrix} \), and it can be shown directly that \( p \circ * \) is surjective, since \( R_1 = p(\alpha_* \gamma_*), R_2 = p(\alpha_* \beta_* \delta_*), \) and \( R_3 = p(\alpha_* \beta_*) \). By adjoining the relation \( \beta^2 = 1 \) into the presentation for \( G \), \( p \circ * \) becomes an isomorphism, so we can see that

\[
G / \langle \beta^2 \rangle \cong GL(2, \mathbb{Z}),
\]

and the kernel of \( p \circ * \) is \( \langle \beta^2 \rangle \).

Now, \( \varepsilon_* \notin D \), but from the directly verifiable relations (induced by the relations in \( \mathcal{G} \) noted above)

\[
\varepsilon_*^2 = I, \quad \varepsilon_* \alpha_* = \alpha_* \varepsilon_*, \quad \varepsilon_* \beta_* = \alpha_* \beta_* \varepsilon_*, \quad \varepsilon_* \gamma_* = \gamma_* \varepsilon_*, \quad \varepsilon_* \delta_* = \delta_*^{-1} \varepsilon_*,
\]

we find that the presentation

\[
\mathcal{G} = \langle R_1, R_2, R_3 \mid (R_1)^2, (R_2)^2, (R_3)^2, (R_1 R_2)^3 (R_1 R_3)^{-2}, (R_1 R_2)^6, (R_1 R_3)^4, \beta^2 = 1 \rangle
\]

is deduced. It is well-known that the kernel of \( p \circ \star \) is generated by \( \beta \), and in fact, the kernel of the given map is generated by \( (a, x, b, y)^T \), where \( a, x, b, y \) are the generators for \( GL(2, \mathbb{Z}) \).
it can be shown that the image of \(* : \mathcal{G} \to GL(4, \mathbb{Z})\) is the extension of \(\langle \varepsilon_* | \varepsilon^2_* \rangle\) by \(\mathcal{D}\),

\[
\mathcal{D} \times \langle \varepsilon_* | \varepsilon^2_* \rangle,
\]

and that the kernel of \(* : \mathcal{G} \to \mathcal{D} \times \langle \varepsilon_* | \varepsilon^2_* \rangle\) is, again, \(\langle \beta^2 \rangle\).

Thus,

\[
\mathcal{G}/\langle \beta^2 \rangle \cong \left\{ \begin{pmatrix} C \\ 0 \end{pmatrix} \mid C \in GL(2, \mathbb{Z}) \right\} \rtimes \langle \varepsilon_* | \varepsilon^2_* \rangle.
\]

From this, we can conclude the following.

**Proposition 2.1.** Two curves \(K\) and \(K'\) are (homologically) related by an extended Goeritz group element if and only if they are (homologically) Goeritz equivalent, or if \(K\) and \(\varepsilon K'\) are (homologically) Goeritz equivalent.

As the actions of the (non-extended) Goeritz group on homology act separately (though not independently) on the first two and the last two factors of the homology vector, the following lemmas will be of great use.

**Lemma 2.2.** Let \(\mathbf{v} = (a, x)^T\), and \(\mathbf{v'} = (a', x')^T\) be non-zero vectors in \(\mathbb{Z}^2\). There exists a matrix \(G \in GL(2, \mathbb{Z})\) so that \(G\mathbf{v} = \mathbf{v'}\) if and only if \(\gcd(a, x) = \gcd(a', x')\).

**Proof.** First, suppose that \(G = \begin{pmatrix} s \\ t \\ u \\ v \end{pmatrix} \in GL(2, \mathbb{Z})\) and \(G\mathbf{v} = \mathbf{v'}\). Call \(d = \gcd(a, x)\) and \(d' = \gcd(a', x')\). By Bezout’s Identity, there exist \(e_1, e_2, e_1', e_2' \in \mathbb{Z}\) so that \(e_1 a + e_2 x = d\), and \(e_1' a' + e_2' x' = d'\). Now, \(G\mathbf{v} = \mathbf{v'}\) implies that \(a' = sa + tx\) and \(x' = ua + vx\). Then,

\[
\begin{align*}
d' &= e_1' a' + e_2' x' \\
    &= e_1'(sa + tx) + e_2'(ua + vx) \\
    &= (e_1's + e_2'u)a + (e_1't + e_2'v)x.
\end{align*}
\]

Thus, by a corollary to Bezout’s Identity, \(d\) divides \(d'\). Since \(G\) is invertible, this argument can be reversed to show that \(d'\) divides \(d\), and hence \(d = d'\).

Conversely, suppose that \(\gcd(a, x) = \gcd(a', x') = d\). Then there exist \(k, l, k', l' \in \mathbb{N}\) so that \(a = kd, x = ld, a' = k'd,\) and \(x' = l'd\). Now, observe that \(\gcd(k, l) = \gcd(k', l') = 1\), and there exist \(e_1, e_2, e_1', e_2' \in \mathbb{Z}\) so that \(e_1 k + e_2 l = 1 = e_1' k' + e_2' l'\).
Let $M = \begin{pmatrix} k & -e_2 \\ l & e_1 \end{pmatrix}$, which is evidently in $GL(2, \mathbb{Z})$. Then, note that

$$M \begin{pmatrix} d \\ 0 \end{pmatrix} = \begin{pmatrix} k & -e_2 \\ l & e_1 \end{pmatrix} \begin{pmatrix} d \\ 0 \end{pmatrix} = \begin{pmatrix} kd \\ ld \end{pmatrix} = \begin{pmatrix} a' \\ x \end{pmatrix}.$$  

Similarly, $M' = \begin{pmatrix} k' & -e'_2 \\ l' & e'_1 \end{pmatrix} \in GL(2, \mathbb{Z})$ and $M' \begin{pmatrix} d \\ 0 \end{pmatrix} = v'$, so $G = M'M^{-1}$ is the desired matrix. \qed

**Remark 1.** For each Goeritz matrix $M$ matrix carrying $[K]$ to $[K']$, the algorithm that produces the Smith Normal form of $M$ (see, e.g., Appendix C of [9]) provides a factorization into elementary matrices, which can then be factored directly into our generators $\alpha_s, \beta_s, \delta_s, \gamma_s$, providing an element $g \in G$ inducing the matrix $M$.

**Corollary 2.3.** For any knot $K$ in $F$ with $[K] = (a, x, b, y)^T$, $K$ is Goeritz equivalent to a knot $K'$ with $[K'] = (d, 0, b', y')^T$ for some $b', y' \in \mathbb{Z}$, and $d = \gcd(a, x)$.

**Proof.** Let $d = \gcd(a, x)$. Since the Goeritz group acts on homology by $C(a, x)^T$, and $((C^{-1})^T)(b, y)^T$, then by Lemma 2.2 we can find the matrix $C$ that carries $(a, x)^T$ to $(d, 0)^T$, and then the corresponding $((C^{-1})^T)$ carries $(b, y)^T$ to some vector, call it $(b', y')^T$. Then, factorize the $4 \times 4$ matrix $\begin{pmatrix} C & 0 \\ 0 & (C^{-1})^T \end{pmatrix}$, as in Remark 1, into the corresponding Goeritz generators, and the actual curve $K$ gets carried by this product to some new curve $K'$, so that $[K'] = (d, 0, b', y')^T$. \qed

**Lemma 2.4.** If $v_1 = (a, x)^T$ and $v_2 = (b, y)^T$ are non-orthogonal vectors in $\mathbb{Z}^2$, and $v'_1 = (a', x')^T$ and $v'_2 = (b', y')^T$ are any vectors in $\mathbb{Z}^2$, there are at most two $4 \times 4$ Goeritz matrices $M$ over $\mathbb{Z}$ so that $M \cdot (a, x, b, y)^T = (a', x', b', y')^T$.

**Proof.** Suppose there is a matrix $A = \begin{pmatrix} s & t \\ u & v \end{pmatrix}$, so that $M = \begin{pmatrix} A & 0 \\ 0 & (A^T)^{-1} \end{pmatrix}$ has the property that $M \cdot (a, x, b, y)^T = (a', x', b', y')^T$.

Since $(A^T)^{-1} = \frac{1}{\det(A)} \begin{pmatrix} v & -u \\ -t & s \end{pmatrix}$, we have

$$\frac{1}{\det(A)} \begin{pmatrix} v & -u \\ -t & s \end{pmatrix} \cdot \begin{pmatrix} b \\ y \end{pmatrix} = \begin{pmatrix} b' \\ y' \end{pmatrix}. $$

Together with the equations coming from $A v_1 = v'_1$, we have:
\[
\frac{(vb - uy)}{d} = b'
\]
\[
\frac{(-tb + sy)}{d} = y'
\]
\[
sa + tx = a'
\]
\[
ua + vx = x',
\]
where \(d = \det(A)\). As we require that \(A \in GL(2, \mathbb{Z})\), \(d\) must be \(\pm 1\).

This is equivalent to the matrix equation
\[
\begin{pmatrix}
y' & -b' \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
s \\
t \\
u \\
v
\end{pmatrix}
= \begin{pmatrix}
y' \\
a' \\
b' \\
x'
\end{pmatrix}.
\]

As \((a, x)\) and \((b, y)\) are non-orthogonal, each of the \(2 \times 2\) submatrices is invertible over \(\mathbb{Q}\). So for each of \(d = \pm 1\), there is a unique solution for \(s, t, u,\) and \(v\) over \(\mathbb{Q}\). In particular, for \(d = 1\) and \(d = -1\),
\[
\begin{pmatrix}
s & t \\
u & v
\end{pmatrix}
= \frac{1}{ab + xy}
\begin{pmatrix}
xy'd + a'b & -ay'd + a'y \\
-b'xd + bx' & ab'd + x'y
\end{pmatrix}.
\]

Note that while these matrices will never be equal, either of them may be in \(GL(2, \mathbb{Q})\) but not \(GL(2, \mathbb{Z})\).

In fact, the determinants of the matrices found in Lemma 2.4 can be computed, showing that
\[
d = d' \frac{a'b' + x'y'}{ab + xy}.
\]
This hints at the importance of the quantity \(ab + xy\).

2.3. Slope bases and the split product.

**Definition 2.5.** Let \(F\) be a genus 2 Heegaard surface for \(S^3\) bounding handlebodies \(H\) and \(H'\). Let \(k \in \mathbb{Z}^4\) represent an element of \(H_1(F, \mathbb{Z})\) with respect to the standard basis. Then the first 2 components of \(k\) determine an element \(k_{H'} \in H_1(H') \cong \mathbb{Z}^2\) and the second 2 components determine an element \(k_H \in H_1(H) \cong \mathbb{Z}^2\). We may then compute the dot product of \(k_{H'}\) and \(k_H\), which we will call the *split product* of \(k\) (with respect to the standard basis), denoted \(SP(k)\). When \(SP(k) = 0\), we say \(k\) is *split orthogonal with respect to \(F\)*. For a (non-separating) curve \(K\) on \(F\), we define \(SP(K) = SP(k)\), where \(k\) is the homology representative of \(K\) in \(F\).

The following proposition is straightforward to show.

**Proposition 2.6.** The split product is preserved by elements of the extended Goeritz group. That is, every curve in an extended Goeritz equivalence class has the same split product.
Figure 4. A generating set for the mapping class group of $F$, together with a choice of orientation on each curve.

Proof. One need only check that each of the generating elements of the extended Goeritz group induces a map that preserves the split product of $k$. □

However, the result turns out to be true for a deeper reason. The surface slope of a curve is certainly preserved by any extended Goeritz group action, and when the split product is computed using the standard basis, it provides an immediate way to calculate the surface slope.

**Theorem 2.7.** Suppose $K \subset F$ is a non-separating simple closed curve. The split product of $[K] \in H_1(F)$ is equal to the surface slope of $K$ with respect to $F$.

Proof. A single meridian, say, representing homology class $(1, 0, 0, 0)^T$ clearly satisfies the conditions of the theorem. The mapping class group of the genus two surface can be generated by Dehn twisting on the five curves shown in Figure 4 and the mapping class group is transitive on isotopy classes of non-separating curves, so it suffices to show that the split product and the surface slope remain equal to each other after a Dehn twist along each of the five curves.

For the five curves, denoted $c_1, c_2, c_3, c_4$, and $c_5$ in Figure 4, we will choose an orientation for each curve, as shown, so that the orientations of $c_1, c_2, c_4$, and $c_5$ agree with the choices of orientations on the standard generators for $H_1(F)$, namely $a, b, y$, and $x$, respectively. Further, orient $F$ so that the positive normal direction points into $H^1$. Denote a push-off of a curve $c \subset F$ in the positive (resp., negative) direction as $c^+$ (resp., $c^-$).

**Remark 2.** Performing a positive (left-handed) Dehn twist around $c_1, c_3$, or $c_5$ changes the surface slope of a curve $K$ by $-lk(K, c_j)^2$, while performing a positive Dehn twist around $c_2$ or $c_4$ changes the surface slope of $K$ by $lk(K, c_j)^2$. 
Lemma 2.8. For a curve $K$ with $[K] = (a, x, b, y)^T$, $lk(K, c_3^+) = b - y$.

Proof. Since $K = c_1$ (with either orientation) satisfies the statement of the lemma, and the mapping class group acts transitively on non-separating curves, it suffices to show that Dehn twisting a curve around a generator of the mapping class group will change each of the quantities $lk(K, c_3^+)$ and $b - y$ in the same way.

Suppose $K$ satisfies the statement. Dehn twisting around $c_1, c_3,$ or $c_5$ has no effect on $b, y,$ or the linking number. Dehn twisting around $c_2$ changes $b$ by $\hat{i}(K, c_2)$ and $y$ by $0$, while $lk(K, c_3^+)$ changes by $\hat{i}(K, c_2)$ as well. Similarly, Dehn twisting around $c_4$ changes $b$ by $0$ and $y$ by $\hat{i}(K, c_4)$, while also $lk(K, c_3^+)$ changes by $-\hat{i}(K, c_4)$. □

Suppose that $[K] = (a, x, b, y)^T$, so the split product of $K$ is $ab + xy$ and the surface slope of $K$ with respect to $F$ is $ab + xy$. Dehn twisting along $c_1$ sends $[K]$ to $(a + i(K, c_1), x, b, y)^T$, so the split product of the resulting vector is $ab + xy + bi(K, c_1) = ab + xy - b^2$, since $i(K, c_1) = -b$. By Remark 2, the surface slope changes by $-lk(K, c_3^+)^2$, which is equal to $-b^2$. Dehn twisting along $c_2$ sends $[K]$ to $(a, x, b + i(K, c_2), y)^T$, which has split product $ab + xy + ai(K, c_2) = ab + xy + a^2$, since $i(K, c_2) = a$. By Remark 2, the surface slope changes by $lk(K, c_3^+)^2$, which is equal to $a^2$. Dehn twisting around $c_3$ and $c_5$ are the same, mutatis mutandis.

Finally, Dehn twisting along $c_3$ sends $[K]$ to $(a + i(K, c_3), x - i(K, c_3), b, y)^T$, which has split product $ab + xy - (b - y)i(K, c_3) = ab + xy - (b - y)^2$, since $i(K, c_3) = y - b$. But $lk(K, c_3^+) = b - y$, by Lemma 2.8, and by Remark 2, the surface slope changes by $-lk(K, c_3^+)^2$. □

Remark 3. In previous work [2], we used a different orientation convention for the generators $b$ and $y,$ and showed that the twisted torus knot $K(p, q, r, n)$ had $[K]_F = (q, nr, -p, -r)^T$. With the current convention, $[K] = (q, nr, p, r)^T$, so $SP(K) = pq + nr^2$, which is exactly the surface slope of $K$ with respect to $F$.

Remark 3 raises the question of just how much the split product depends on the choice of basis. To answer this, we will need to discuss symplectic bases and introduce what we will call a slope basis.

A symplectic form, $\omega$, on a vector space is a non-degenerate, bilinear 2-form. A basis, $\{v_1, w_2, \ldots, v_n, w_n\}$, for a (necessarily $2n$-dimensional) vector space with a symplectic form is called a symplectic basis if $\omega(v_i, v_j) = \omega(w_i, w_j) = 0$ for all $i, j$, and $\omega(v_i, w_j) = \delta_{ij}$, the Kronecker delta. The standard symplectic form on $\mathbb{R}^{2n}$ is

$$\omega(v, v') = \sum_{i=1}^{n} (v_i w'_i - v'_i w_i),$$

for $v = (v_1, w_1, \ldots, v_n, w_n)^T$, $v' = (v'_1, w'_1, \ldots, v'_n, w'_n)^T$, and it is unique up to change of basis of $\mathbb{R}^{2n}$. 

\[\text{Genus Two Goeritz Equivalence in } S^3\]
Now, the algebraic intersection number,
\[ i : H_1(F; \mathbb{Z}) \land H_1(F; \mathbb{Z}) \to \mathbb{Z} \]
extends uniquely to a symplectic form on \( H_1(F; \mathbb{R}) \cong \mathbb{R}^4 \). A geometric symplectic basis is a collection of oriented simple closed curves that form a symplectic basis. Such a geometric symplectic basis is formed by re-ordering the curves of our standard basis from Figure 1.

\[ \{a, b, x, y\} . \]

For more, see Chapter 6 of [11].

There is an additional property that the standard basis has that relates the homology of the surface \( F \) to the topologies of the handlebodies \( H \) and \( H' \), namely that \( a \) and \( x \) bound disks in \( H \), and \( b \) and \( y \) bound disks in \( H' \).

**Definition 2.9.** We say a collection of simple closed curves, \( \{a', x', b', y'\} \), on the genus 2 Heegaard surface of \( S^3 \) is a slope basis if \( a' \) and \( x' \) bound disks in \( H \), \( b' \) and \( y' \) bound disks in \( H' \), and \( \{a', b', x', y'\} \) is a geometric symplectic basis.

**Theorem 1.1.** Suppose \( K \subset F \) is a non-separating simple closed curve. The split product of \([K] \in H_1(F)\) with respect to any slope basis is equal to the surface slope of \( K \) with respect to \( F \).

**Proof.** Let \( \beta' = \{a', x', b', y'\} \) be any slope basis and let \( \beta = \{a, x, b, y\} \) be the standard basis for \( H_1(F) \). Since \( a' \) bounds a disk in \( H \), it is trivial in \( H_1(H) \), while \( a \) and \( x \) are generators for \( H_1(H') \), so \([a'] = sa + ux\), for some \( s, u \in \mathbb{Z} \). Similarly, \([x'] = ta + vx\), \([b'] = eb + gy\), and \([y'] = fb + hy\) for some \( t, v, e, f, g, h \in \mathbb{Z} \).

Thus, the change of basis matrix from \( \beta \) to \( \beta' \) is of the form \( \begin{pmatrix} C & 0 \\ 0 & D \end{pmatrix} \), with \( C = \begin{pmatrix} s & t \\ u & v \end{pmatrix} \), and \( D = \begin{pmatrix} e & f \\ g & h \end{pmatrix} \).

Further, as \( \{a', b', x', y'\} \) is a geometric symplectic basis, using coordinates of a vector with respect to the standard symplectic basis, we have

\begin{align*}
1 &= i(a', b') = \omega([a'], [b']) = \omega((s, 0, u, 0)^T, (0, e, 0, g)^T) = se + ug = (s, u) \cdot (e, g)^T, \\
1 &= i(x', y') = \omega([x'], [y']) = \omega((t, 0, v, 0)^T, (0, f, 0, h)^T) = tf + vh = (t, v) \cdot (f, h)^T, \\
0 &= i(a', y') = \omega([a'], [y']) = \omega((s, 0, u, 0)^T, (0, f, 0, h)^T) = sf + uh = (s, u) \cdot (f, h)^T, \\
0 &= i(b', x') = \omega([b'], [x']) = \omega((0, e, 0, g)^T, (s, 0, u, 0)^T) = -et - gv = -(t, v) \cdot (e, g)^T. 
\end{align*}

These conditions precisely ensure that \( D = (C^T)^{-1} \), so that the change of basis matrix is a Goeritz matrix. Then, Proposition 2.6 guarantees that \( SP([K]_{\beta'}) = SP([K]_{\beta}) \).

We can now prove Theorem 1.2.
Theorem 1.2. Suppose \( K \) and \( K' \) are non-separating nontrivial simple closed curves in the standard genus two Heegaard surface, \( F \), for \( S^3 \) with non-zero surface slope, and suppose \([K] = (a, x, b, y)^T\) and \([K'] = (a', x', b', y')^T\) with respect to any slope basis. Then \( K \) and \( K' \) are homologically Goeritz equivalent if and only if:

1. \( \gcd(a, x) = \gcd(a', x') \),
2. \( \gcd(b, y) = \gcd(b', y') \), and
3. \( ab + xy = a'b' + x'y' \),

and either

4. \( a'b + xy' \),
5. \( a'y - ay' \),
6. \( bx' - b'x \), and
7. \( x'y + ab' \)

are all multiples of \( ab + xy \), or

4'. \( a'b - xy' \),
5'. \( a'y + ay' \),
6'. \( bx' + b'x \), and
7'. \( x'y - ab' \)

are all multiples of \( ab + xy \).

Proof. With respect to any slope basis, let \([K] = (a, x, b, y)^T\) and \([K'] = (a', x', b', y')^T\) be the homology vectors of the curves. By Theorem 1.1, the surface slope of \( K \) is equal to its split product, which establishes the necessity and sufficiency of condition (3). The necessity and sufficiency of conditions (1) and (2) follow from Lemma 2.2. Finally, since the split product is non-zero, the two vectors \((a, x)^T\) and \((b, y)^T\) are non-orthogonal, and by Lemma 2.4, there are at most two matrices carrying \([K]\) to \([K']\). Conditions (4) - (7) (resp., (4') - (7')) correspond to the matrix over \( \mathbb{Q} \) when \( d = 1 \) (resp., \( d = -1 \)) actually residing in \( GL(4, \mathbb{Z}) \). 

Proposition 2.1 allows us to easily extend this obstruction to the extended Goeritz group by noting that \([\varepsilon K'] = (y', b', x', a')^T\).

2.4. Action on fundamental groups. If an essential (separating) curve on the Heegaard surface \( F \) bounds a disk in each handlebody, then the union of these disks is a reducing sphere for the Heegaard splitting. We will call such a curve a reducing sphere curve, and a Dehn twist around such a curve a reducing sphere twist.

Theorem 2.10. Suppose \( K \) and \( K' \) are homologous simple closed curves with non-zero surface slopes. Then \( K \) and \( K' \) are Goeritz equivalent if and only if there is a sequence of reducing sphere twists, \( T_1, T_2, \ldots, T_n \) so that \( K' = (T_n \circ \cdots \circ T_2 \circ T_1)(K) \).

Proof. Recall that \( \beta^2 \) is a Dehn twist around the belt curve, which is a reducing sphere curve. Conjugating \( \beta^2 \) by elements of the Goeritz group...
will result in another reducing sphere twist. In fact, since the Goeritz group acts transitively on reducing spheres ([16]), \(\beta^2\) is the group of all reducing sphere twists, contained within the Goeritz group.

Conversely, if \(K\) and \(K'\) are related by a Goeritz group element, as they are homologous, they must be related by \(\ker(p \circ \ast) = \langle \beta^2 \rangle\), as per the discussion in Section 2.2.

We can now provide the second obstruction to Goeritz equivalence as a corollary to Theorem 2.10.

**Theorem 1.3.** Suppose \(K\) and \(K'\) are homologous simple closed curves with non-zero surface slopes. If \(K\) is not freely homotopic to \(K'\) in \(H\) or if \(K\) is not freely homotopic to \(K'\) in \(H'\), then \(K\) and \(K'\) are not Goeritz equivalent.

**Proof.** The curve \(K\) represents elements of each of the two free groups \(\pi_1(H)\) and \(\pi_1(H')\), up to free homotopy, by pushing \(K\) slightly off of \(F\) into either of \(H\) or \(H'\). Evidently, a reducing sphere twist of \(K\) will not change these free homotopy classes. \(\square\)

### 3. Examples and applications

#### 3.1. The condition of non-zero surface slope.** The hypothesis that \(K\) and \(K'\) have non-zero surface slope in Theorem 1.2 is important to rule out more unpredictable behavior. For instance, consider the trite example that \(K = K' = a\), the first generator in the standard basis, so that \(k = [K] = k' = [K'] = (1,0,0,0)^T\). Then conditions \((1)\) and \((2)\) from Theorem 1.2 do not even make sense. In this case, the identity certainly sends \(K\) to \(K'\). But Lemmas 2.2 and 2.4 do not apply, and we can see that additionally, for instance, the matrices \(A_\mu = \begin{pmatrix} 1 & \mu \\ 0 & -1 \end{pmatrix}\) gives rise to infinitely many candidate Goeritz-form matrices, and infinitely many candidate Goeritz elements, \(\beta(\gamma\delta\gamma)^{\mu}\), for \(\mu \in \mathbb{Z}\), fixing \(k\). In fact, all of these homeomorphisms do fix the curve \(K\) as well, but the infinite list exhibits a theoretical problem with any kind of systematic search.

Or slightly less trivially, let \(K = y\), the last generator in the standard basis, so that \(k = [K] = (0,0,0,1)^T\), and let \(K'\) be the curve resulting from the band sum of \(y\) and \(b\) with the opposite orientation, so that \(k' = [K'] = (0,0,-1,1)^T\). In this case, condition \((2)\) makes sense, but condition \((1)\) does not. Certainly, \(\delta, k = k'\). However, \(\delta(K) \neq K'\), since the two curves can be distinguished in the fundamental group. Nonetheless, there exist infinite families of Goeritz group elements that induce homology automorphisms carrying \(k\) to \(k'\), and, in fact, carrying \(K\) to \(\delta(K) \neq K'\), such as \(\delta\gamma\delta^{n}\gamma\) for any \(n \in \mathbb{Z}\).

Even when conditions \((1)\) and \((2)\) are both meaningful, if the split product/surface slope is zero, Lemma 2.4 will not ensure a finite list of candidate matrices, so there is no simple set of conditions to check in general. Theorem 1.2 is also difficult to apply directly when investigating an infinite family of
curves determined by parameters. However, the techniques used here can still provide new information, as we demonstrate with the twisted torus knots \( K(r^2, q, r, -q) \), with \( \gcd(r, q) = 1, 1 \leq q < r^2 \). These are non-trivial as long as \( (q, r) \neq (1, 2) \) (see [14]), and we will show that they can be distinguished up to extended Goeritz equivalence despite having zero surface slope.

Twisted torus knots are defined in [7]. See [2] for the notation used here, as well as this relevant lemma, noting, however, that the third and fourth components of the homology vector differ by a sign from the lemma as stated there, as in Remark 3.

**Lemma 3.1.** In \( H_1(F) \), the twisted torus knot \( K(p, q, r, n) \) is represented by the class \( (q, nr, p, r)^T \).

**Proposition 3.2.** No two of the twisted torus knots \( K(r^2, q, r, -q) \), with \( \gcd(r, q) = 1, 1 \leq q < r^2 \), and \( r \geq 2 \), share an extended Goeritz equivalence class.

**Proof.** Consider \( K_1 = K(r_1^2, q_1, r_1, -q_1) \) and \( K_2 = K(r_2^2, q_2, r_2, -q_2) \), with the appropriate requirements on \( r_i \) and \( q_i \) for \( i = 1, 2 \). We have \( k_1 = (q_1, -q_1 r_1, r_1^2, r_1)^T \) and \( k_2 = (q_2, -q_2 r_2, r_2^2, r_2)^T \). By Lemma 2.2, there exists a matrix sending \( (q_1, -q_1 r_1)^T \) to \( (q_2, -q_2 r_2)^T \) if and only if \( q_1 = q_2 \), and there exists a matrix sending \( (r_1^2, r_1)^T \) to \( (r_2^2, r_2)^T \) if and only if \( r_1 = r_2 \).

On the other hand, consider, \( \varepsilon \cdot k_2 = (r_2, r_2^2, -q_2 r_2, q_2)^T \). Now, Lemma 2.2 says there exists a matrix sending \( (q_1, -q_1 r_1)^T \) to \( (r_2, r_2^2)^T \) if and only if \( q_1 = r_2 \), and there exists a matrix sending \( (r_1^2, r_1)^T \) to \( (-q_2 r_2, q_2)^T \) if and only if \( r_1 = q_2 \).

Then, we are seeking a matrix in \( GL(2, \mathbb{Z}) \) that satisfies

\[
\begin{pmatrix}
    s & t \\
    u & v
\end{pmatrix}
\begin{pmatrix}
    q_1 \\
    -q_1 r_1
\end{pmatrix}
= 
\begin{pmatrix}
    r_2 \\
    r_2^2
\end{pmatrix}
\]

\[
\Delta
\begin{pmatrix}
    v & -u \\
    -t & s
\end{pmatrix}
\begin{pmatrix}
    r_1^2 \\
    r_1
\end{pmatrix}
= 
\begin{pmatrix}
    -q_2 r_1 \\
    q_2
\end{pmatrix}
\]

Here, \( \Delta = sv - tu(= \pm 1) \) is the determinant of the sought matrix.

With the replacements \( r_2 = q_1 \) and \( r_1 = q_2 \), these become:

\[
\begin{pmatrix}
    s & t \\
    u & v
\end{pmatrix}
\begin{pmatrix}
    q_1 \\
    -q_1 q_2
\end{pmatrix}
= 
\begin{pmatrix}
    q_2 \\
    q_1^2
\end{pmatrix}
\]

\[
\Delta
\begin{pmatrix}
    v & -u \\
    -t & s
\end{pmatrix}
\begin{pmatrix}
    q_2 \\
    q_2
\end{pmatrix}
= 
\begin{pmatrix}
    -q_1 q_2 \\
    q_2
\end{pmatrix}
\]

Then [3] gives \( s - t q_2 = 1 \) and \( u - v q_2 = q_1 \). On the other hand, from [4], we have \( \Delta(v q_2 - u) = q_1 \) and \( \Delta(s - t q_2) = 1 \). Substituting the first two resulting equations into the second two resulting equations, we find that \( \Delta \) must be both 1 and \(-1\), a contradiction. \qed
3.2. An example applying the homology obstruction. Here we discuss a family of examples, which are twisted torus knots, for which the homology obstruction is sufficient to show two curves are not related by an extended Goeritz element. This example provides a more streamlined proof of previous results of the authors, with E. Amoranto.

In [2], the authors, along with E. Amoranto, prove the following:

**Theorem 3.3.** For integers \( k, q \) and \( m \) with \( q > 2, 1 \leq m < q, \gcd(q, m) = 1, \) and \( k = 0 \) or \( k \geq 2, \) the twisted torus knots \( K_1 = K(kq + m, q, m, -1) \) and \( K_2 = K(kq + q - m, q, q - m, -1) \) are not related by an extended Goeritz element.

The result was proven for \( k \geq 2 \) by the first author in [8], and in [2], the authors prove it for \( k = 0. \) In that work, the authors suspected that the knots would be related by an extended Goeritz element when \( k = 1. \) As another application, we demonstrate that the homology obstruction suffices in the case of \( k = 0, \) and later investigate the remaining case that \( k = 1, \) showing that the additional homotopy obstruction is not sufficient to draw a final conclusion.

**Proof of Theorem 3.3 when \( k = 0. \)** Using Lemma 3.1, we see that, for \( k = 0, \) the homology representatives of \( K_1 \) and \( K_2 \) are \( k_1 = (q, -m, m, m)^T \) and \( k_2 = (q, m - q, q - m, q - m)^T, \) respectively.

Let \( d = \gcd(q, -m) = 1 = \gcd(q, m - q) = d', \) and \( f = \gcd(m, m) = m, f' = \gcd(q - m, q - m) = q - m. \) Thus, in order for \( f \) to equal \( f', \) as \( m \) and \( q \) are relatively prime, \( m = 1, \) so that \( q = 2, \) which is excluded by hypothesis.

If instead we consider \( \varepsilon, k_2 = (q - m, q - m, m - q, q)^T, \) we calculate \( d' = \gcd(q - m, q - m) = q - m, \) and \( f' = \gcd(m - q, q) = 1. \) Then \( d = d' \) implies that \( 1 = q - m \) and \( f = f' \) implies that \( m = 1, \) which again forces \( q = 2. \) \( \square \)

3.3. An example applying both homology and homotopy obstructions. Let us investigate the case that \( k = 1 \) for the knots from Theorem 3.3. Consider the standard representation of \( K_1, \) shown in Figure 5. The black bar on the left indicates the merging of the \( q \) thinner arcs marked with a single arrow, which we will refer to as blue arcs, with the \( m \) thicker arcs marked with double arrows, which we will refer to as red arcs. These are really two parts of the same curve. We call the black bar in this figure a switch.

Figure 6 shows the standard representation of \( K_2 \) as a curve with a switch, with the \( q \) thinner single-arrowed arcs, referred to as purple, merging with the \( q - m \) thicker double-arrowed arcs, referred to as pink.

That the knots are isotopic and both positions are primitive/primitive with identical surface slopes is proven in [2]. In this specific example, Kenneth Baker showed that it is actually possible to view the knots \( K_1 \) and \( K_2 \) as sitting on the boundary of a thickened genus 1 page \( P \) of a fibered knot in such a way that pushing \( P \) through the monodromy carries \( K_1 \) to \( K_2, \) exchanging the two handlebodies bounded by two copies of \( P, \) verifying...
that they are, in fact, related by an extended Goeritz element [3]. Nonetheless, we employ the methods of this paper in the context of this example to demonstrate potential applications.

**Figure 5.** The curve $K_1$, represented with a switch. That is, the sub-arcs labeled $q$ (thin, single-arrow, blue) and $m$ (thick, double-arrow, red) represent $q$ and $m$ parallel strands, respectively, so that at the black bar, $q + m$ strands connect with $m + q$ strands.

**Figure 6.** The curve $K_2$, represented with a switch. Here, the sub-arcs labeled $q$ (thin, single-arrow, purple) and $q - m$ (thick, double-arrow, pink) represent $q$ and $q - m$ parallel strands, respectively, so that at the black bar, $q + (q - m)$ strands connect with $(q - m) + q$ strands.

3.3.1. *The homology obstruction is inconclusive.* For the curves $K_1$ and $K_2$, the homology representatives are, respectively, $k_1 = (q, -m, q + m, m)^T$ and $k_2 = (q, m - q, 2q - m, q - m)^T$. Then, $\gcd(q, m) = 1 = \gcd(q, m - q), \gcd(q +
In order for a given matrix over \( \mathbb{Q} \) to be invertible, we must dig a bit deeper into the question of when a given matrix over \( \mathbb{Q} \) is invertible over \( \mathbb{Z} \). Suppose \( M \in GL(2, \mathbb{Z}) \) carries \( k_1 \) to \( k_2 \) and denote \( \det(M) \) by \( \Delta \). Let \( M = \begin{pmatrix} s & t \\ u & v \end{pmatrix} \). Then

\[
\begin{pmatrix} s & t \\ u & v \end{pmatrix} \begin{pmatrix} q \\ -m \end{pmatrix} = \begin{pmatrix} q \\ m-q \end{pmatrix},
\]

and we get two equations, \( sq-tm = q \) and \( uq-vm = m-q \). So let \( l = \frac{t}{q} = \left( \frac{s-1}{m} \right) \), and \( h = \left( \frac{q+1}{q} \right) = \left( \frac{u+1}{m} \right) \).

Then,

\[
s = lm + 1, \quad t = lq, \quad u = hm - 1, \quad v =hq - 1.
\]

In order for \( s, t, u, v \in \mathbb{Z} \), since \( m \) and \( q \) are relatively prime, we find that \( l, h \in \mathbb{Z} \).

\[
M = \begin{pmatrix} lm + 1 & lq \\ hm -1 & hq - 1 \end{pmatrix}.
\]

Now we consider \( (M^T)^{-1} = \Delta \begin{pmatrix} hq - 1 & 1-hm \\ -lq & lm + 1 \end{pmatrix} \). We also have that

\[
\Delta \begin{pmatrix} hq - 1 & 1-hm \\ -lq & lm + 1 \end{pmatrix} \begin{pmatrix} q+m \\ m \end{pmatrix} = \begin{pmatrix} 2q-m \\ q-m \end{pmatrix}.
\]

Using the second row, we have that \( -lq(q+m) + (lm+1)m = \Delta(q-m) \), which gives \( m - lq^2 = (lm + \Delta)(q-m) \). If \( l > 0 \), the left hand side of this equation is negative because \( q > m \), while the right hand side is at least 0. If \( l = 0 \), it must be that \( m = \Delta(q-m) \), which either says that \( q = 0 \) or \( q = 2m \), both of which are impossible. Finally, if \( l < 0 \), then \( m - lq^2 > 0 \), so \( lm + \Delta > 0 \) as well. Since \( l < 0 \), \( m > 0 \), and \( \Delta = \pm 1 \), there are no possible solutions to this inequality.

Hence, we see that \( K_1 \) and \( K_2 \) are not Goeritz equivalent. However, we might still check for elements of the Goeritz group that send \( (q, -m, q + m, m)^T \) to \( \varepsilon (q, m - q, 2q - m, q - m)^T = (q - m, 2q - m, m - q, q)^T \).

To that end, we compute, \( \gcd(q - m, 2q - m) = 1 = \gcd(q, -m), \gcd(m - q, q) = 1 = \gcd(q + m, m) \), and of course \( \det(M \varepsilon (k_2)) = q^2 + qm - m^2 = \det(M) \). Finding again no immediate obstruction, we suppose \( M = \begin{pmatrix} s & t \\ u & v \end{pmatrix} \varepsilon \)
GL(2, Z), with \( \det(M) = \Delta \), carries \( k_1 \) to \( \varepsilon_* k_2 \). Then,
\[
\begin{pmatrix} s & t \\ u & v \end{pmatrix} \begin{pmatrix} q & 0 \\ -m & 2q - m \end{pmatrix} = \begin{pmatrix} q - m \\ 2q - m \end{pmatrix},
\]
and, \((s - 1)q = (t - 1)m \) and \((u - 2)q = (v - 1)m \).
So let \( l = \left( \frac{t - 1}{q} \right) = \left( \frac{s - 1}{m} \right), \) and \( h = \left( \frac{u - 2}{q} \right) = \left( \frac{v - 1}{m} \right) \). Then,
\[
s = lm + 1, \quad t = lq + 1, \quad u = hm + 2, \quad v = hq + 1.
\]
Again, in order for \( s, t, u, v \in \mathbb{Z} \), since \( m \) and \( q \) are relatively prime, we find that \( l, h \in \mathbb{Z} \). Now we consider \( (MT)^{-1} = \Delta \begin{pmatrix} hq + 1 & -(hm + 2) \\ -(lq + 1) & lm + 1 \end{pmatrix} \).

From the first row of
\[
\Delta \begin{pmatrix} hq + 1 & -(hm + 2) \\ -(lq + 1) & lm + 1 \end{pmatrix} \begin{pmatrix} q + m \\ m \end{pmatrix} = \begin{pmatrix} m - q \\ q \end{pmatrix},
\]
we obtain the additional equation \( l - q - 2lq = 1 \), which does not allow for \( l \) and \( q \) to be integers simultaneously while \( q > 2 \).
(To see this, for instance, observe that \( l = \frac{1 + q}{1 - 2q} \) is an increasing function of \( q \) with value \(-1\) at \( q = 2 \), and \( l < 0 \) for all \( q > 2 \).)

Finally, suppose \( h = 0 \), so that \((q - m)(1 + \Delta) = 0 \). Since \( q \) and \( m \) are relatively prime, we have \( \Delta = -1 \). Now, rewriting \( M \), we have
\[
M = \begin{pmatrix} lm + 1 & lq + 1 \\ hm + 2 & hq + 2 \end{pmatrix} = \begin{pmatrix} lm + 1 & lq + 1 \\ 2 & 1 \end{pmatrix}.
\]
But the determinant restriction then says that \( l(m - 2q) = 0 \), which forces \( l = 0 \), as \( q \) and \( m \) are relatively prime.

Thus, we find exactly one candidate to give rise to a Goeritz matrix,
\[
M = \begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix}.
\]
This matrix factors (see Remark [1]) into \( p(\alpha_* \beta_* \gamma_* \delta_*^{-1} \gamma_* \delta_*^2) \).
This means
\[
\alpha_* \beta_* \gamma_* \delta_*^{-1} \gamma_* \delta_*^2 [K_1] = \varepsilon_* [K_2].
\]
Let \( g = \alpha \beta \gamma \delta^{-1} \gamma \delta^2 \). (It is worth noting that this differs subtly from the map listed at the end of [2], due to changes in conventions.)
From this analysis then, we learn that $K_1$ and $K_2$ are not homologically
Goeritz equivalent, but that they are related by an extended Goeritz ele-
ment, and specifically that $g(K_1)$ and $\varepsilon(K_2)$ are homologous. So, $K_1$ and $K_2$ are related by an extended Goeritz element if and only if $g(K_1)$ and $\varepsilon(K_2)$ are related by a sequence of reducing sphere twists, as in Theorem 2.10.

3.3.2. The homotopy obstruction is inconclusive. Finally, we explore the ho-
motopy obstruction. We begin with a generally helpful observation about
words in the fundamental group of a genus 2 handlebody representing curves
on the boundary.

Lemma 3.4. If $w$ is a word in the fundamental group of a genus 2 handle-
body $H$ representing a curve $K$ on the boundary, with $K$ not null-homologous,
then the word is cyclically palindromic, i.e., $w$ is cyclically equivalent to its reverse.

Proof. Suppose $w = w_n w_{n-1} \cdots w_2 w_1$ is the word representing a curve $K$, which is not null-homologous, up to cyclic permutation, with respect to
a pair of curves $c$ and $d$ each bounding a disk in $H$. Consider $\alpha$ as a
homeomorphism of the handlebody, so that $\alpha$ induces an isomorphism on
$\pi_1(H)$. Specifically, if we let $c' = \alpha(c)$, and $d' = \alpha(d)$, then $\alpha_*(w) =
\alpha_*(w_n) \alpha_*(w_{n-1}) \cdots \alpha_*(w_2) \alpha_*(w_1)$ represents the pattern of intersections be-
tween $\alpha(K)$ and the two disks $c'$ and $d'$. Now, $\alpha$ simply reverses the orien-
tation of every curve on the boundary of $H$. So on the one hand, this means
that $c'$ and $d'$ are just the same curves $c$ and $d$, respectively, with opposite orientations, so that
$\alpha_*(w) = w_n^{-1}w_{n-1}^{-1}w_2^{-1}w_1^{-1}$. But on the other hand, $\alpha$ also reverses the orientation of $K$, so that $\alpha_*(w) = w_1^{-1}w_2^{-1} \cdots w_{n-1}^{-1}w_n^{-1}$. \qed

Next, we establish some patterns about the curves $g(K_1)$ and $\varepsilon(K_2)$ on
the surface.

As a transitional state, Figure 7 shows $K_1$ after $\gamma \delta^2$ has been applied,
and Figure 8 shows $K_1$ after $g = \alpha \beta \gamma \delta^{-1} \gamma \delta^2$ has been applied.

![Figure 7. The curve $\gamma \delta^2(K_1)$.]
Figure 8. The curve $g(K_1) = \alpha \beta \gamma \delta^{-1} \gamma \delta^2(K_1)$.

Figure 9 shows $K_2$ after $\varepsilon$ has been applied. Note that $\alpha \beta \gamma_s \delta_s^{-1} \gamma_s \delta_s^2[K_1] = \varepsilon_s[K_2] = (q - m, 2q - m, m - q, q)^T$, as expected.

Figure 9. The curve $\varepsilon(K_2)$.

For any specific values of $q$ and $m$, checking the homotopy obstruction is straightforward. Doing so for the entire family, however, entails capturing the homotopy behavior for each infinite family of curves. Nonetheless, a surprisingly involved, but hopefully enlightening, set of calculations show that there is no homotopy obstruction to the curves being Goeritz equivalent.

Given the pair of relatively prime positive integers $q$ and $m$ with $1 \leq m < q$. Let $d$ be the quotient and $r$ the remainder when $q$ is divided by $m$, so that $q = dm + r$ with $r < m$ (note that $0 < r$ since $\gcd(q, m) = 1$). Let $\overline{m} = q - m$, and define $\overline{d}$ and $\overline{r}$ to be the quotient and remainder when $q$ is divided by $\overline{m}$. Observe that if $m < \frac{q}{2}$, then $d \geq 2$, $m < (q - m)$, so that $\overline{d} = 1$, $\overline{r} = m$, while if $m > \frac{q}{2}$, then $d = 1$, $r = \overline{m}$.
Define the following four sequences as follows:

\( (z_n) \) For each \(-1 \leq n \leq m - 1\), let \( z_n \) be the smallest integer so that \( mz_n \geq (n + 1)r \).

\( (\tilde{z}_n) \) For each \(-1 \leq n \leq q - m - 1\), let \( \tilde{z}_n \) be the smallest integer so that \((q - m)\tilde{z}_n \geq (n + 1)\tilde{r} \).

\( (p_n) \) For each \( 0 \leq n \leq m - 1 \), \( p_n = d + (z_n - z_{n-1}) \).

\( (\tilde{p}_n) \) For each \( 0 \leq n \leq q - m - 1 \), \( \tilde{p}_n = d + (\tilde{z}_n - \tilde{z}_{n-1}) \).

**Remark 4.** We can think of each of these sequences as functions of the parameters \( q \) and \( m \). Then observe that \( z(q, \tilde{m}) = \tilde{z}(q, m) \), and that \( p(q, \tilde{m}) = \tilde{p}(q, m) \).

**Remark 5.** It follows from the definition of \((z_n)\) that for all \( 0 \leq n \leq m - 1 \), either \( z_n = z_{n-1} \), or \( z_n = z_{n-1} + 1 \), and so by the definition of \((p_n)\), for all \( 0 \leq n \leq m - 1 \), \( p_n \in \{d, d + 1\} \). Similarly, for all \( 0 \leq n \leq q - m - 1 \), \( \tilde{p}_n \in \{d, \tilde{d} + 1\} \).

And specifically, \( z_0 = \tilde{z}_{-1} = 0 \), \( z_0 = \tilde{z}_0 = 1 \), \( p_0 = d + 1 \), and \( \tilde{p}_0 = \tilde{d} + 1 \).

If we envision the switch of the curve \( g(K_1) \), as in Figure 10, we can label each of the strands crossing the switch from \( 0 \) to \( q + m - 1 \). Beginning at the switch at \( 0 \), we can trace the curve along the blue strand, returning to the switch at \( m \), then trace along another blue strand, returning at \( 2m \), and so on, continuing along blue strands until the first positive integer \( k \) for which \( km \geq q \), at which point the incoming blue strand will cross-over to red at the switch. Observe that \( k = d + 1 = p_0 \), as \( km \geq q \), but \( k \) is the least positive integer with this property, and \( p_0 \) blue arcs have been traversed. Continuing further along the curve traverses a single red strand, returning to the switch at \((d + 1)m - q = dm + m - (dm + r) = m - r = z_0m - r \).

Proceeding along the curve will, again, traverse some number of blue strands, shifting indices at the switch by \( m \) each time, until the first time that the index reaches or exceeds \( q \). Now, \( z_1 \) is the smallest integer so that

\[ mz_1 \geq 2r, \]

which is true if and only if

\[ z_0m - r + m(z_1 - z_0) \geq r. \]

Adding \( dm \), we obtain

\[ z_0m - r + (d + z_1 - z_0)m \geq q, \]

which shows that \( p_1 = d + z_1 - z_0 \) is the number of blue strands traversed.

Continuing further along the curve now traverses a single red strand, returning to the switch at \( z_0m - r + (d + z_1 - z_0)m - q = z_1m - 2r \).

In general, the \( nth \) time we repeat this process, we will begin at \( z_{n-1}m - nr \), shift the indices by \( m \) some number of times until the index reaches or exceeds \( q \), and if \( z_n \) is the smallest integer so that

\[ mz_n \geq (n + 1)r, \]
then
\[ z_{n-1}m - nr + (d + z_n - z_{n-1})m \geq q \]
shows that \( p_n = d + z_n - z_{n-1} \) is the number of blue strands traversed.

A similar analysis shows that \( \tilde{p}_n \) counts the number of purple strands traversed before a pink strand, now shifting the index by \( q - m \) along each purple strand, in the curve \( \varepsilon(K_2) \) (see Figure 11).

**Figure 10.** An example of a switch for \( \alpha\beta\gamma\delta^{-1}\gamma\delta^2(K_1) \) with \( q = 12 \), and \( m = 5 \).

**Figure 11.** An example of a switch for \( \varepsilon(K_2) \) with \( q = 12 \), and \( q - m = 7 \).

**Lemma 3.5.** Let \( p_0 = d + 1 \), \( p_{m-1} = d \), and for all \( 1 \leq n \leq m - 2 \),
\[ p_n = p_{m-1-n}. \]

**Proof.** That \( p_0 = d + 1 \) is explained in Remark 3. That \( p_{m-1} = d \) can be seen from the discussion above that \( p_n \) counts the number of times blue strands are traversed before crossing over to a red strand. When this process of traversing the stands ends, and the curve closes up, it is because the sequence of blue strands terminates on \( q \), after which the left-most red strand on the bottom connects to the left-most red strand on top. This must mean that
the initial strand after the \((m - 1)\)st cycle was \(r\), so that the last cycle adds exactly \(d\) copies of \(m\) to end on \(r + dm = q\).

Now, the rest of the equations follow from a symmetry in traversing the curve forwards or backwards. On the one hand, we can follow the curve for one full cycle, traversing \(p_0 = d + 1\) blue strands, then one red strand, ending at index \(m - r\). On the other hand, if we had followed the curve with the reverse orientation, traversing first the red strand connecting index 0 to index \(q\), then \(p_{m-1} = d\) blue strands, and then another red strand, we end at index \(q + r\). Now, \(m - r + pm \geq q\) if and only if \(q + r - pm \leq m\), which shows that \(p_1 = p_{m-2}\). In fact, as \(m - r\) and \(q + r\) are symmetric about \(\frac{m}{2}\), any amount of cycling forward from \(m - r\) by \(m\), mod \(q + m\), will be mirrored by cycling backward from \(q + r\) by \(m\), mod \(q + m\), so that \((m - r + pm - nq) \geq q\) if and only if \(q + r - pm + nq \leq m\), and \(p_n\) will always match \(p_{n-1-n}\) for \(1 \leq n \leq m - 2\). □

**Lemma 3.6.** For \(m < \frac{d}{2}\), we have the following:

1. \(\overline{p}_n = 2\) precisely when \(n = 0\) or
   \[n = (p_0 + p_1 + \cdots + p_j - (j + 2))\]
   for \(j = 0, 1, \ldots, (m - 2)\).
2. If \((\overline{p}_n)\) for \(0 \leq i \leq m - 1\) is the subsequence of 2’s, then
   \[p_0 = 1 + (q - m) - n_{m-1},\]
   and for all \(0 \leq i \leq m - 2\),
   \[p_{m-1-i} = 1 + (n_{i+1} - n_i)\].

   In other words, the sequence \((p_n)\) is the reverse of the sequence whose terms are the sum of each 2 in \((\overline{p}_n)\) with all subsequent 1’s before the next 2.

**Proof.** Observe that \(\overline{p}_0 = 2\). Then, notice that by cycling through strands, for each \(j\),

\[(p_0 + p_1 + \cdots + p_j - 1)m < (j + 1)q \leq (p_0 + p_1 + \cdots + p_j)m,\]

which is equivalent to

\[(j)(p_0 + p_1 + \cdots + p_j - (j + 2))m < (j + 1)(q - m) \leq (p_0 + p_1 + \cdots + p_j - (j + 1)m).

Since \(d > 1\), each \(p_j \geq 2\), so these sums, \((p_0 + p_1 + \cdots + p_j - (j + 2))\), will be strictly increasing with \(j\). The inequality \((j)\) says precisely that \((j + 1)\) multiples of \((q - m)\) are greater than the \((p_0 + p_1 + \cdots + p_j - (j + 3))\)th multiple of \(m\), but not greater than the next. This means that \(\overline{\Xi}_{(p_0 + p_1 + \cdots + p_j - (j + 3))} = j + 1\), while \(\overline{\Xi}_{(p_0 + p_1 + \cdots + p_j - (j + 2))} = j + 2\), so that \(\overline{\Xi}_{(p_0 + p_1 + \cdots + p_j - (j + 2))} = 1 + (j + 2) - (j + 1) = 2\).

On the other hand, say \(n\) is between \(n_j = (p_0 + p_1 + \cdots + p_j - (j + 2))\) and \(n_{j+1} = (p_0 + p_1 + \cdots + p_j + p_{j+1} - (j + 3))\). In this case, we have \(\Xi_{n_j} = j + 2\), \(\Xi_{n_{j+1}} = j + 2\), and \(\Xi_{n_{j+1}} = j + 3\). By definition of \(\Xi\), this says that

\[((n_{j+1} + 1) - 1)m \leq (q - m)(j + 2) < (n_{j+1} + 1)m \leq (q - m)(j + 3).\]
But then $n \leq n_{j+1} - 1 < n_{j+1}$, which means that
\[(n+1)m \leq ((n_{j+1} - 1) + 1)m \leq (q - m)(j + 2),\]
which establishes that $\bar{z}_n \leq j + 2$. As $\bar{z}$ is a non-decreasing sequence, and $n_j \leq n-1 < n$ this shows that $\bar{p}_n = 1 + (\bar{z}_n - \bar{z}_{n-1}) = 1 + ((j + 2) - (j + 2)) = 1 \neq 2$. To prove the second statement, observe that by the statement above, for each $1 \leq i \leq m - 2$,
\[
1 + n_{i+1} - n_i = 1 + (p_0 + p_1 + \ldots + p_i - (i + 2)) - (p_0 + p_1 + \ldots + p_{i-1} - (i + 1)) = p_i.
\]
By Lemma 3.5, this is equal to $p_{m-1-i}$.
For $i = 0$, we get
\[1 + n_1 - n_0 = 1 + (p_0 - 2) - 0 = p_0 - 1 = p_m,
\]
by Lemma 3.5 again.

And finally,
\[
1 + (q - m) - n_{m-1} = 1 + (q - m) - (p_0 + p_1 + \ldots + p_{m-1} - (m - 2 + 2))
\]
\[= 1 + (q - m) - (p_0 + p_1 + \ldots + p_{m-2} + p_{m-1} - m) + p_{m-1}
\]
\[= 1 + (q - m) - (q - m) + p_{m-1}
\]
\[= 1 + p_{m-1}
\]
\[= p_0.
\]

\[\square\]

Remark 6. A similar statement then holds if $m > \frac{q}{m}$, exchanging the roles of $p$ and $\bar{p}$.

We now begin showing that $g(K_1)$ and $\varepsilon(K_2)$ represent the same free homotopy elements in both handlebodies, $H'$ and $H$, bounded by $F$. For a curve $K$ on $F$, let $[K]_{H'}$ and $[K]_H$ represent the free homotopy classes of $K$ in the fundamental groups $\pi_1(H')$ and $\pi_1(H)$, respectively.

For the inside handlebody, $H$, using the standard cut system defined by the curves $a$ and $x$, we get a word in $\pi_1(H)$. For convenience, we will call $A$ and $X$ the corresponding generators of $\pi_1(H)$, we will denote inverses by $\overline{A}$ and $\overline{X}$, respectively, so that each time a curve crosses $a$ with a positive orientation, we contribute an $A$ to the word representing the curve.

For the outside handlebody $H'$, we will similarly use the curves $b$ and $y$, and call $B$ and $Y$ the corresponding generators for $\pi_1(H')$.

Considering first the inside handlebody $H$, each blue strand contributes an $AX$, and each red strand contributes an $A$, so that the word $[g(K_1)]_H$ will be
\[
A(AX)^{p_{m-1}} A(AX)^{p_{m-2}} \cdots A(AX)^{p_1} A(AX)^{p_0}
\]
\[= X(AX)^{p_{m-1}} X(AX)^{p_{m-2}} \cdots X(AX)^{p_1} X(AX)^{p_0}.
\]
Observe that regardless of the values of \( p(q, m) \), this will always be a word with a single \( X \) on the left, followed by an alternating pattern of \( \overline{A} \) and some powers of \( X \), ending on \( (\overline{A}X)^{p_0-1} \) on the right. We will eventually simplify and standardize this word by cycling the right-most power of \( X \) to the left, and record the powers of \( X \) as a sequence \( (\chi_n^1) \).

**Lemma 3.7.** \( \chi_n^1 = \overline{p}_n \) for all \( 0 \leq n \leq q - m - 1 \).

**Proof.** We will treat two cases separately. They are in some very strong sense dual cases, but the analysis required is slightly different in each case.

**Case 1:** \( d > 1 \)

In this case, all of the \( p_n \geq 2 \), so the powers appearing in the word \( [g(K_1)]_H \) are all at least 1, and \( \chi_n^1 \in \{1, 2\} \) for all \( n \), and the word becomes,

\[
X (\overline{A}X)^{p_{m-1}} X (\overline{A}X)^{p_{m-2}} \cdots X (\overline{A}X)^{p_1} X (\overline{A}X)^{p_0-1}
\]

\[
= X (\overline{A}X)^{p_{m-1}} (\overline{A}X)^{p_{m-2}} (\overline{A}X) \cdots (\overline{A}X)^{p_1} (\overline{A}X) X (\overline{A}X)^{p_0-2} (\overline{A}X)
\]

\[
= X (\overline{A}X)^{p_{m-1}} (\overline{A}X)^{p_{m-2}} (\overline{A}X)^{p_{m-2}} \cdots (\overline{A}X)^{p_1} (\overline{A}X)^{p_0-2} (\overline{A}X).
\]

Analyzing the word after the right-most \( X \) is cycled to the left, we can see that \( \chi_n^1 = 2 \) exactly when \( n \) is equal to

\[
0, \\
p_{m-1} - 1, \\
p_{m-1} + p_{m-2} - 2, \\
p_{m-1} + p_{m-2} + p_{m-3} - 3, \\
\vdots \\
p_{m-1} + p_{m-2} + \cdots + p_2 - (m - 2), \text{ or} \\
p_{m-1} + p_{m-2} + \cdots + p_3 + p_1 - (m - 1).
\]

In light of Lemma 3.5, this is the same as \( n \) equal to

\[
0, \\
p_0 - 2, \\
p_0 + p_1 - 3, \\
p_0 + p_1 + p_2 - 4, \\
\vdots \\
p_0 + p_1 + \cdots + p_j - (j + 2), \\
\vdots \\
p_0 + p_1 + \cdots + p_{m-3} - (m - 1), \text{ or} \\
p_0 + p_1 + \cdots + p_{m-2} + p_{m-2} - m.
\]
This is precisely when $\bar{p}_n = 2$ according to Lemma 3.6.

Case 2: $d = 1$

Now $p_n \in \{1, 2\}$ for all $0 \leq n \leq m-1$. Suppose $(p_n)$ for $0 \leq i < q-m-1$ is the subsequence of 2’s. We note that $X(AX)^0 = X$, while $X(AX)^1 = XAX$, so for all $1 \leq i < q-m-1$,

$$\chi^1_0 = 1 + m - n_{q-m-1},$$

and

$$\chi^1_{q-m-i} = 1 + (n_i - n_{i-1}).$$

In other words, the sequence $(\chi^1_n)$ is the reverse of the sequence whose terms are the sum of each 2 in $(p_n)$ with all subsequent 1’s before the next 2.

This is precisely $\bar{p}_n$ by the second statement from, and Remark 6 following, Lemma 3.6.

Turning now to the other curve, we have a much more straightforward relationship between the word and the sequence $\bar{p}_n(q, m)$. Each purple strand contributes an $X$, and each pink strand contributes an $\overline{A}$, so that the word $[\varepsilon(K_2)]_H$ will be

$$\overline{A}X^{\bar{p}_q-m-1}\overline{AX}^{\bar{p}_{q-m-2}}...\overline{AX}^{\bar{p}_1}\overline{AX}^{\bar{p}_0}.$$ 

This will always be a word with a single $\overline{A}$ on the left, followed by an alternating pattern of some powers of $X$ and $\overline{A}$. Again, we will simplify and standardize this word, this time by cycling the left-most $\overline{A}$ to the right, so as to match the form of $[g(K_1)]_H$, and record the powers of $X$ as a sequence $(\gamma^1_n)$. It is apparent that $(\gamma^2_n)$ is precisely the reverse of $(\bar{p}_n)$.

Then Lemma 3.7 shows that the words $[g(K_1)]_H$ and $[\varepsilon(K_2)]_H$ are mirror images of each other, so by Lemma 3.6 $g(K_1)$ and $\varepsilon(K_2)$ represent the same free homotopy class in $\pi_1(H)$.

Next, we consider the outside handlebody $H'$. Here, each blue strand of $g(K_1)$ contributes an $BY^2$, and each red strand contributes a $\overline{YB}$, so that the word $[g(K_1)]_{H'}$ will be

$$\overline{YB}(BY^2)^{p_{m-1}}\overline{YB}(BY^2)^{p_{m-2}}...\overline{YB}(BY^2)^{p_1}\overline{YB}(BY^2)^{p_0} = (BY^2)^{p_{m-1}}\overline{Y}(BY^2)^{p_{m-2}}...\overline{Y}(BY^2)^{p_1}\overline{Y}(BY^2)^{p_0-1}.$$

Observe that regardless of the values of $(p_n)$, this will always be a word with a power of $\overline{Y}$ on the left, followed by an alternating pattern of $B$ and some powers of $Y$, ending on $Y^2$ on the right. We will simplify and standardize this word by cycling the right-most $Y^2$ to the left, and record the powers of $Y$ as a sequence $(\gamma^1_n)$.

Lemma 3.8. $\gamma^1_n = \bar{p}_n + 1$ for all $0 \leq n \leq q - m - 1$.

Proof. The word $[\varepsilon(K_2)]_{H'}$ has exactly the same structure as $[g(K_1)]_H$, with $Y^3$ in place of $X^2$, and $B$ in place of $\overline{A}$, so $\gamma^1_n = \bar{p}_n + 1$ for all $0 \leq n \leq q - m - 1$. 

□
And again, the word representing the second curve, $\varepsilon(K_2)$, has a much more straightforward relationship with the sequence $(\bar{p}_n)$. Each purple strand contributes a $Y$, and each pink strand contributes a $YB$, so that the word $\left[\varepsilon(K_2)\right]_{H'}$ will be

$$YBY\bar{p}_{q-m-1}YBY\bar{p}_{q-m-2}...YBY\bar{p}_1YBY\bar{p}_0$$

$$= YBY\bar{p}_{q-m-1} BY\bar{p}_{q-m-2}+1...BY\bar{p}_1+1BY\bar{p}_0.$$

Cycling the left-most $YB$ to the right, we obtain an alternating pattern of $B$ and powers of $Y$, starting with a power of $Y$ on the left and ending in a $B$, matching the form of $[g(K_1)]_{H'}$, and we’ll record the powers of $Y$ as $(\Upsilon_2^n)$. It is clear that $(\Upsilon_2^n)$ is the reverse of the sequence $(\bar{p}_n + 1)$. Then, by Lemmas 3.8 and 3.4, $g(K_1)$ and $\varepsilon(K_2)$ represent the same free homotopy class in $\pi_1(H')$.

3.3.3. The homotopy obstruction is conclusive. It is worth noting that Dehn twisting $g(K_1)$, say, around any separating curve that is not a reducing sphere curve will provide examples of curves that are still homologous, but are not Goeritz equivalent due to Theorem 1.3’s obstruction.

It would be ideal if the homotopy conditions of Theorem 1.3 were sufficient to conclude Goeritz equivalence as well.

**Question.** Suppose $K_1$ and $K_2$ are homologous simple closed curves with non-zero surface slopes. Are $K_1$ and $K_2$ Goeritz equivalent if and only if $K_1$ and $K_2$ are freely homotopic in $H$, and freely homotopic in $H'$?

---
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