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Quantum annealing aims at solving hard computational problems through adiabatic state preparation. Here, I propose to use inhomogeneous longitudinal magnetic fields to enhance the efficiency of the annealing. Such fields are able to bias the annealing dynamics into the desired solution, and in many cases, suitable field configurations can be found iteratively. Alternatively, the longitudinal fields can also be applied as an antibias which filters out unwanted contributions from the final state. This strategy is particularly well suited for instances which are difficult to solve within the standard quantum annealing approach. By numerically simulating the dynamics for small instances of the exact cover problem, the performance of these different strategies is investigated.

Thanks to the spectacular progress in controlling quantum systems, quantum dynamics has become a tool for solving hard computational problems. A strategy is quantum annealing [1,2]: By incorporating the computational problem in the Hamiltonian, its solution is provided by the ground state which can be prepared by adiabatically reducing quantum fluctuations. While early numerical studies have suggested that quantum annealing can reach even complicated ground states remarkably fast [3,4], later analysis indicated that during the evolution the system undergoes a first-order localization transition with exponentially small energy gaps [4,5]. As adiabatic theorems demand that the velocity of Hamiltonian changes scales with an inverse power of the energy gap, the evolution is condemned to be either infinitely slow or non-adiabatic. Therefore, recent research has focussed on strategies to avoid this bottleneck of quantum annealing. Improvements have been reported using inhomogeneous transverse fields [6,7], or other non-commutative terms which render the Hamiltonian non-stoquastic [8,9]. These tricks can turn the first-order phase transition into a second-order transition. Yet another strategy exploits the knowledge of an approximate solution, which can be incorporated in the initial configuration, and which can then be improved through reverse annealing [10,11]. Similarly, combining state preparation and quantum annealing techniques gives rise to a variety of hybrid algorithms [12,13].

Here, I present a method which, similar to reverse annealing, exploits the knowledge of an approximate solution, see also Refs. [21,22]. Concretely, a bias towards good solutions is incorporated by inhomogeneous longitudinal fields in the driving term. Simulating the dynamics for up to 15-bit instances of the exact cover problem, I show that the annealing success rate is greatly enhanced due to the bias. Specifically, when the error of the bias remains below 20%, success rates $p > 0.8$ can be achieved within times for which conventional annealing yields only $p \sim 0.2$. Importantly, the bias can be adjusted iteratively such that for most instances convergence to the desired solution is achieved. Alternatively, by reversing the sign of the bias field, an “anti-bias” allows for reducing the probability of ending up in the wrong solution.

After describing the system ingredients required for these algorithms, this manuscript studies the annealing dynamics (i) in randomly generated bias fields, (ii) in iteratively generated bias fields, and (iii) in anti-bias fields. Significant performance enhancements are found if the bias is close to the optimal solution. Within the iterative scheme, this is typically not the case for the hardest instances, and in these cases the use of antibias fields provides a better strategy.

System. As in conventional quantum annealing, the dynamics is generated by a Hamiltonian of the form:

$$H(t) = A(t)H_p + B(t)H_q.$$  

Here, $H_p$ is the problem Hamiltonian, such that minimizing $\langle H_p \rangle$ solves the computational problem. Typically, $H_q$ is a classical spin model, and a huge variety of relevant optimization problems can be mapped onto Ising-type models, $H_p = \sum_{mn} J_{mn} \sigma^x_m \sigma^x_n$, known to be of NP-hard computational complexity [23,24]. The second term, $H_q$, is chosen such that it does not commute with $H_p$. Thereby, it introduces quantum fluctuations, and eigenstates of $H(t)$ are superpositions of different spin configurations. A common choice for $H_q$ is a homogeneous transverse field, e.g. $H_q = \sum_m \sigma^z_m$. The annealing schedule is controlled by time-dependent functions $A(t)$ and $B(t)$ chosen such that initially $B(0) \gg A(0)$ (or $A(0) = 0$), whereas at the end ($t = T$), the opposite relation holds, $A(T) \gg B(T)$ (or $B(0) = 0$).

The strategies proposed here exploit longitudinal field components within the quantum term $H_q$:

$$H_q = \sum_m (\sigma^x_m + h_m \sigma^z_m).$$  

I refer to $h_m$ as the “bias” or “anti-bias” fields, as they will be used to incorporate some prior knowledge about the solution. As a bias, the fields shall force the annealing dynamics towards a certain configuration, whereas as an anti-bias, they may be used to avoid certain undesired outcomes. I have simulated these protocols for random instances of the exact cover problem, an NP-hard optimization
problem which has become paradigmatic for the study of quantum annealing algorithms (cf. Ref. 5 and 6). A problem instance is given by \( N \) bits and \( M \) clauses, each selecting a triple of bits. A clause is fulfilled if exactly two of the three bits take the value 1. Exact cover seeks a configuration which fulfills as many clauses as possible. In the language of a spin model, the problem is described by the Hamiltonian

\[
H_p = \sum_C \left( \sigma^z_{C(1)} + \sigma^z_{C(2)} + \sigma^z_{C(3)} - 1 \right)^2 \equiv \sum_C h(C), \tag{3}
\]

where the sum is over all clauses \( C \), and \( C(i) \) with \( i = 1, 2, 3 \) denote the three spins/bits selected by clause \( C \). Fulfillment of a clause leads to \( |h(C)| = 0 \), whereas its violation yields \( |h(C)| > 0 \). The existence of an assignment which satisfies all clauses corresponds to the ground state energy of \( H_p \) being zero. Analysis of the exact cover problem has suggested that hard-to-solve instances occur at a ratio of \( N/M \approx 0.6 \) [24], and instances with a unique satisfying assignment are amongst the hardest ones. In the following, I will only consider randomly generated instances with unique satisfying assignment.

For my simulations, I choose an exponential ramp, \( B(t) = B(0) \exp(-t/\tau) \), and \( A(t) = \text{const.} \) With \( B(0) \gg 1 \) (for concreteness: \( B(0) = 50 \)), the initial ground state matches the paramagnetic phase of \( H_p \). The annealing terminates at time \( T = 10\tau \), after convergence to a final state has been reached (typically at \( t \approx 5\tau \)). The exponential ramp is not only common to experimental adiabatic state preparation schemes (cf. Ref. 22), but it also enhances the performance of the annealing compared to a linear ramp. In order to test the performance of the bias field, I choose \( \tau = 1 \) (i.e. on the order of inverse interactions strengths), well within typical coherence times of many quantum simulators. For the standard annealing protocol (i.e. without bias), this choice yields a success rate of \( p \equiv |\langle \Psi(T)|S^0 \rangle|^2 \approx 0.25 \), depending on the problem size (varied from 10 to 15 spins).

Here, \( \langle \Psi(T) \rangle \) denotes the final state, and \( |S^0 \rangle \) the optimal solution.

Annealing with bias field. Ideally, standard quantum annealing rotates a generic \( x \)-polarized state to a specific \( z \)-polarized state, but violation of the adiabatic condition leads to a superposition of various \( z \)-polarized states. The final weight of the optimal configuration can be increased by initial state preparation based on an approximate guess of the solution. Specifically, the fields in Eq. 2 allow for polarizing the initial state within the \( xz \)-plane.

Let \( S \equiv \{s_1, \ldots, s_N\} \) denote a spin configuration which resembles the solution of the problem, denoted by \( S^0 \equiv \{s^0_1, \ldots, s^0_N\} \). Here, resemblance is measured by the Hamming distance \( |S - S^0| \). By anti-aligning \( h_m \) with \( S \), i.e. \( h_m = -s_m \), an energetic bias towards configurations with small Hamming distance from \( S \) is provided. By including the bias field into \( H_q \), the adiabatic theorem still guarantees to reach the ground state of \( H_p \) when parameter changes are sufficiently slow.

Fig. 1 compares the performance of unbiased and biased quantum annealing, for different bias configurations \( S \), characterized through their Hamming distance \( d = |S - S^0| \). The figure of merit in Fig. 1a is the success rate \( p = \langle p_i \rangle \), averaged over each instance’s individual success probability \( p_i \). The presence of a bias field greatly increases \( p \) at any size (10 \( \leq N \leq 15 \)). Notably, for a bias with \( d \leq 1 \), the success probability is almost unity. Importantly, larger problem instances can accommodate for larger \( d \). For instance, while a bias field of \( d = 4 \) does increase \( p \) for \( N = 10 \), an almost threefold improvement is obtained for \( N = 15 \).

Alternatively, the fidelity can be measured in terms of observables, specifically by the spin configuration \( S\text{final} \) obtained from the final spin expectation values: \( s_m\text{final} = \text{sign}(\langle \sigma^z_m(T) \rangle) \). The quality of \( S\text{final} \) is characterized through its Hamming distance from the solution [see Fig. 1b]. On average, the final Hamming distance drops below 1 for \( N = 15 \) in the biased annealing even for \( d = 4 \), constituting a more than fourfold improvement as compared to the unbiased process.

Iterative quantum annealing. The data in Fig. 1 allows for the following observations: At all system sizes, unbiased annealing produces a final result with an average Hamming distance between 2 (for \( N = 10 \)) and 4 (for \( N = 15 \)). On the other hand, a bias field at that distance already yields improved results. This suggests an iterative algorithm, which starts with an unbiased run, and feeds subsequent runs with the outcome of the previ-
FIG. 2. Performance of iterative quantum annealing. (a) Success enhancement $\gamma$ of the iterative scheme vs. problem size. (b) Individual success probabilities of 200 instances ($N = 13$): success probability of the standard scheme is plotted versus success probability of the iterative scheme. A vertical and a diagonal line divide the diagram into four sectors, with populations given by the numbers. The iterative scheme outperforms the standard annealing for all instances above the diagonal line. The 100 hardest instances are left from the vertical line. (c) Contour histogram over Hamming distances from the desired solution for the outcome $S_{\text{final}}$ of standard and iterative quantum annealing scheme. (d) Contour histogram over energy/cost function related to $S_{\text{final}}$ in standard and iterative quantum annealing.

uous process, $s_{\text{final}} = \text{sign}(\langle \sigma_z \rangle_{\text{final}})$. The algorithm stops when subsequent runs yield the same $s_{\text{final}}$. The performance of this strategy is investigated below.

The average success probability, $p_{\text{iter}} = \langle p_{i,\text{iter}} \rangle$, as achieved at the end of such iterative process (which on average is between 2.6 steps for $N = 10$ and 2.9 steps for $N = 13$) is more than doubled compared to the success probability $p_s$ in standard annealing. Strikingly, this enhancement $\gamma \equiv p_{\text{iter}}/p_s$ increases with the problem size, see Fig. 2(a). Other figures of merit show improvements as well: The mean energy at the end of the iterative schedule is found between 3.1 (for $N = 10$) and 4.6 (for $N = 13$), significantly below the corresponding value for standard quantum annealing (between 12.3 and 19.3).

However, the iterative scheme also leads to an extremely large standard deviation in the success probability, e.g., $p_{\text{iter}}^{12} = 0.57 \pm 0.46$ for $N = 13$ (compared to $p_s = 0.22 \pm 0.10$). This indicates that, in contrast to the standard protocol which often ends up in a superposition of several classical states (one of which being the sought solution), the iterative scheme tends towards a unique classical state. Then, $p_{\text{iter}}$ is close to 1 when this state is the sought solution, or close to 0 in the opposite case. This splitting is illustrated in Fig. 2(b), where the $p_i^\text{iter}$ are plotted versus the corresponding $p_i^\text{st}$ for 200 instances at $N = 13$.

The success of iterative annealing strongly depends on the quality of the spin configuration $S_{\text{final}}$ obtained after the first unbiased run. This is illustrated by the contour histogram of the final Hamming distance for standard and iterative annealing, shown in Fig. 2(c). When standard annealing leads to a small Hamming distance, the iterative annealing is extremely likely to produce the correct solution. For 114 instances, the iterative $S_{\text{final}}$ matched the correct solution (compared to only 23 matches with the standard protocol).

However, for the hardest instances (with low success probability $p_i$), the outcome of the unbiased first run usually does not provide a suitable bias. The iterative scheme then tends to a suboptimal solutions. This is seen from Fig. 2(d), plotting the cost function value of the final configuration. Notably, the iterative scheme never leads to an increase of the cost function, and even among the hardest instances [in the red-shaded area in Fig. 2(b)], the average cost function of the iterative scheme is 7.9 compared to 20.5 in standard quantum annealing. In 154 (of 200) cases, the iterative scheme yields a lower cost function than standard quantum annealing.

In summary, for most instances iterative annealing yields the best solution with very high fidelity, but for the particularly interesting class of instances which are hard for standard quantum annealing, it only tends to suboptimal solutions. Possibly, by exploiting additional information from other methods, e.g. from classical annealing methods [24], improvements on the iterative scheme can be achieved. In the following, though, I will discuss another strategy which in some sense is opposite to the approach discussed so far.

Annealing with anti-bias fields. As seen above, for the hardest instances standard annealing does not produce a suitable guess for the iterative scheme, and thus, a bias field would drive the annealer away from the desired solution. This motivates an alternative strategy: For hard instances, it might actually be beneficial to use the outcome $s_m$ of an annealing run as an anti-bias field, e.g. $h_m = s_m$ instead of $h_m = -s_m$. Such field will then act as a filter for an unwanted spin configuration, thereby enhancing the chance of finding the correct state.

Since a priori the quality of the outcome is unknown, the antibias fields must be chosen sufficiently weak to
avoid detrimental effects when the initial outcome is good. Moreover, the filtering becomes most efficient, if the algorithm keeps memory of all previously obtained configurations. Thus, the antibias field should be accumulative. In addition, rather than deriving the antibias field from the final spin expectation values, one may instead use a single projective measurement of $\sigma^z_\alpha$, which tends to have a larger Hamming distance from the correct solution than the expectation values. In this way, the algorithm becomes non-deterministic, but importantly, all overhead associated with the measurement of expectation values is removed.

Taking these considerations into account, I define the antibias as $h_m \equiv h \sum_\alpha s^\alpha_m$, with $h < 1$ being a constant, and \( \{s^\alpha_m\} = s^\alpha_1, \ldots, s^\alpha_N \) denoting the spin configurations obtained from a projective measurement after the $m$th run. For concreteness, in the results presented below, I have chosen $h = 0.1$. As for standard annealing, but in contrast to the iterative scheme discussed earlier, there is no self-termination of the algorithm, and the simulation stops when the $E = 0$ solution was obtained. Due to the projective measurements, this procedure involves a non-deterministic number of steps.

As the algorithm keeps running, the antibias field will accumulate on those spins which repeatedly take the same value. Thus, if there are a few spins which distinguish the optimal solution from a larger pool of sub-optimal solutions, the algorithm tends towards filtering out these solutions. The overall performance of the algorithm can be quantified by the number $\tau$ of steps until the optimal solution is found. For standard annealing, $\tau^{\text{st}} = \langle \tau_i^{-1} \rangle$. In the presence of an accumulative antibias field, success probabilities $p^\alpha_i$ indeterministically change from run to run (denoted by $\alpha$), and an overall average $\tau^{ab}$ is obtained from sampling over 500 different instances. For the largest problem size considered ($N = 12$), $\tau^{ab}$ is considerably lower than $\tau^{st}$, see Table I.

For a performance benchmark in terms of success probabilities, I have consider the success probability $p^\alpha_i$ for instance $i$ after run $\alpha$, and average over all runs and all instances, $\bar{p} \equiv \langle p^\alpha_i \rangle_i$. To better reflect the high success probabilities reached towards the end, I also consider the average success probability after the final run $\alpha_{\text{final}}$, $p^f \equiv \langle p^\alpha_{\text{final}} \rangle_i$. Table I compares these quantities with the usual success rate $p$ in standard annealing. Averaged over all instances, the improvements seem marginal. However, the algorithm is designed to outperform standard annealing in the case of particularly hard instance, so the assessment changes when, for instance, only the hardest 5% of instances (i.e. 25 instances) are considered, denoted $p(5\%)$, $p^f(5\%)$, and $p(5\%)$. As also seen from Table I, the antibias fields then show a significant effect: While for $N = 12$ the standard annealing success rate remains below 0.05, for antibias annealing $p^f(5\%)$ is above 0.2.

This observation is also illustrated in Fig. 3, plotting the individual success rates of standard annealing $p_i$ vs. $\langle p^\alpha_i \rangle_\alpha$ and vs. $p^\alpha_{\text{final}}$. In panel (a), data for all 500 instances is plotted, while panel (b) focuses on those (typically hard) instances where several annealing steps were needed ($\tau^{ab} > 4$). In both cases, roughly 80% of the data points show an increase of success probability due to the antibias field, but the enhancement is seen to be more pronounced for the instances shown in (b).

**Outlook and summary.** This paper proposes to use longitudinal fields to either drive the annealing dynamics into a desired state, if a good guess is available, or alternatively, to filter out undesired configurations. For small instances of the exact cover problem, both strategies have been shown to produce performance enhancement compared to standard quantum annealing. For the most efficient exploration of these possibilities, it will be necessary to go beyond the costly classical simulation of the dynamics, and to implement the proposed schemes in a quantum device. Currently, the state-of-art platform for quantum annealing is the D-Wave machine, a commercial device built of 2048 superconducting qubits. Notably, inhomogeneous longitudinal fields as needed for the strategies presented here have been implemented in recent experiments with the D-Wave [23], but the required independent scheduling of $zz$-interactions and $z$-fields might currently not be available. In the future, various atomic platforms may also become available for quantum annealing purposes, such as trapped ions [24, 28], Rydberg atoms [32], or atoms in optical cavities [31]. In these systems, magnetic fields can be achieved and freely tuned
through AC Stark shifts with single-atom resolution, and both longitudinal and transverse fields are a standard ingredient to many atomic quantum simulations, e.g. see Ref. [32]. The initial state which is polarized in the $xz$-plane can be achieved either by reverse annealing, i.e., by starting with a longitudinal bias field and adiabatically switching on the homogeneous transverse field, or by starting from the fully polarized $\sigma^z$ state as in standard quantum annealing, and subsequently acting with single-qubit gates performing a $\pm \pi/4$ rotation.
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