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ABSTRACT

Aberrations limit scanning fluorescence microscopy when imaging in scattering materials such as biological tissue. Model-based approaches for adaptive optics take advantage of a computational model of the optical setup. Such models can be combined with the optimization techniques of machine learning frameworks to find aberration corrections, as was demonstrated for focusing a laser beam through aberrations onto a camera [1]. Here, we extend this approach to two-photon scanning microscopy. The developed sensorless technique finds corrections for aberrations in scattering samples and will be useful for a range of imaging application, for example in brain tissue.

1 Introduction

Using adaptive optics for imaging in aberrating samples requires finding appropriate corrections, which can be determined using wavefront sensors [2,3,4,5]. Alternatively, a variety of so called sensorless approaches, that don’t require a wavefront sensor, have been developed. One class of algorithms takes advantage of optimization. For example, iteratively modulating and updating an excitation wavefront depending on the resulting fluorescence intensity can be used for finding aberration corrections [6,4].

Other approaches for adaptive optics additionally take advantage of prior information about the optical system by including system information in a computational model [7,8,9,10,11,12,13]. In this case, optimization can be used for finding aberrations which enter the model as undetermined parameters. Different from the above mentioned optimization approaches, all data is already provided at the beginning of the optimization process and not recorded iteratively [12].

More recently, the development of machine learning frameworks such as Tensorflow has enabled optimizing computationally demanding models in many areas of physics and engineering (for example [14,15,16,17,18,19,20,21]) and also in optical imaging [18,12].

This approach can be applied for adaptive optics [1]. Using a differentiable model of the optical system, focusing in transmission through a single aberrating layer as well as in a reflection, epidetection configuration through two aberrating layers was achieved [1]. Here, we extend this differentiable model-based adaptive optics method to scanning two-photon microscopy with a high numerical aperture objective as used for in vivo imaging in brain tissue.

For this, a fluorescent guide star in an aberrated sample is probed with a small number of excitation modulations. The resulting dataset of pairs of excitation modulations and guide star images is sufficient for constraining model optimization in Tensorflow. This approach allows including detailed setup information in the optimization process and finds corrections independent of prior assumptions about the statistics of aberrations. We show experimentally that aberrations in a sample can be determined and corrected.
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2 Differentiable model-based approach for adaptive optics

Modern machine learning frameworks efficiently implement model training by gradient based minimization of a loss function describing the mismatch between the output of a model and a target. They provide gradient-based optimizers and an automatic differentiation framework, which leaves for the user only the task of implementing the desired model and loss function using a composition of differentiable functions. Here, we implement a model that simulates two-photon image formation in a scanning microscope depending on a set of free parameters which correspond to the sample aberration and are found through optimization (Fig. 1). An advantage of this approach is also the efficient implementation of optimization and model evaluation on a GPU, for example in Tensorflow, which was used here.

This approach is schematically illustrated in Fig. 1. First, a computational model is fitted to the two-photon microscope. This model accurately describes propagation of the laser beam through the microscope, including the spatial light modulator and the high numerical aperture objective, as well as image formation with the detected fluorescence. Then, aberrations are found by optimizing free model parameters corresponding to the undetermined sample aberrations (see Fig. 1 for details).

3 Setup and image preprocessing

The setup is schematically shown in Fig. 1. A custom built two-photon scanning microscope was used with components similar to the one described in [24]. A laser beam (920 nm, Chameleon Discovery, Coherent) was expanded and reflected off a spatial light modulator (Meadowlark, HSP1920-1064-HSP8). The spatial light modulator was imaged onto the resonant scanning mirror with a pair of lenses. The scanning mirrors were imaged into the back focal plane of the objective and fluorescence was detected with a dichroic mirror and a lens focusing detected light onto a photomultiplier tube (Hamamatsu, H7422PA-40) using photon counting. The same excitation and fluorescence detection arrangement was used as described in [24], however, with a different objective (Nikon CFI Apo 60X W NIR, N.A. 1.0, 2.8 mm W.D.) and correspondingly adjusted tube and scan lenses (all lenses used in the setup were achromatic doublets from Thorlabs). The microscope was controlled with Scanimage which was integrated with custom software written in Python for SLM control and for synchronizing probing modulations with image acquisition using Scanimage API callbacks.

Fluorescence images were recorded using photon counting at $512 \times 512$ pixels resolution at 30 Hz. This resulted in sparse images with low counts of photons per pixel, with many discontinuities (gaps) in intensities hindering the correct estimation of the similarity with model output. Therefore all fluorescence images were preprocessed with a low-pass filter: a discrete Fourier transform was applied to the images and frequencies exceeding $0.15$ of the pattern resolution were discarded before inverse transformation. Examples of images before and after preprocessing are shown in Fig. 2 (columns two and three, respectively).

4 Computational modeling and optimization

4.1 Computational model of the optical setup

To implement differentiable model-based adaptive optics for two-photon microscopy, first a differentiable model of the setup needs to be established. The main elements of the setup model are illustrated in Fig. 1 right side. The model consists of, first, a phase modulation describing the spatial light modulator (SLM), second, a phase function describing the focusing objective, and, third, a (unknown) sample phase aberration. The optimization process is schematically illustrated in Fig. 1 (see figure legend for details).

The computational model is based on Fourier optics. Light propagation along the optical axis ($z$-axis; $x$, $y$, $z$ are spatial coordinates) is represented as a complex amplitude $U(x, y, z)$. The wavefront propagates in free space and through a sequence of planar phase objects along the optical axis. The interaction of the wavefront $U(x, y, d)$ at plane $d$ is described as a multiplication:

$$U(x, y, d) \cdot \exp \left[ i \phi(x, y, d) \right]. \quad (1)$$

Free space propagation of the wavefront over a distance $d$ is calculated using the angular spectrum method with the following operator [26]:

$$U(x, y, z + d) = P_d(U(x, y, z)) = \int \int A(f_x, f_y; z) \circ \exp \left( \sqrt{\lambda f_x}^2 + \sqrt{\lambda f_y}^2 \right)$$

$$\times H \exp \left[ i 2\pi (f_x x + f_y y) \right] d f_x d f_y. \quad (2)$$
Here, \( A(f_x, f_y; z) \) is the Fourier transform of \( U(x, y, z) \), \( f_x \) and \( f_y \) are spatial frequencies, the \( \circ \) function is 1 inside the circle with the radius in the argument and 0 outside [26], and \( H(f_x, f_y) = \exp \left[ i2\pi \frac{1}{4} \sqrt{1 - (\lambda f_x)^2 - (\lambda f_y)^2} \right] \) is the optical transfer function. Light intensity as measured at the sensor is given by

\[
I(x, y, z) = |U(x, y, z)|^2.
\] (3)

For two-photon imaging [27] the induced fluorescence intensity is proportional to the square of the excitation intensity:

\[
I_f \propto I^2 = |U|^4.
\] (4)

Using these equations, the image of a fluorescent bead in the microscope (or the PSF) is simulated with the following function, taking into account that the propagating wavefront is modulated by the SLM and phase aberration of the sample:

\[
I = S(\phi_{\text{SLM}}, \phi_{\text{aberration}}) = |P_{\text{MO}}(U_0 \cdot \exp [i(\phi_{\text{SLM}} + \phi_{\text{MO}} + \phi_{\text{aberration}})])|^4, \tag{5}
\]

where \( \phi_{\text{SLM}} \) is the SLM phase modulation, \( \phi_{\text{aberration}} \) is the phase surface of the aberration, \( U_0 \) is the beam cross-section (complex) amplitude, and \( f_{\text{MO}} \) and \( \phi_{\text{MO}} \) are the focal length and the corresponding phase modulation of the microscope objective, respectively. The SLM modulation is modelled directly at the same \( z \)-plane as the objective, which allows omitting nonessential computations, since it is imaged onto the back focal plane of the microscope objective. The aberration is also modelled at the same plane, saving computations and simplifying the correction: since the phase function of the aberration is found at the SLM plane, its inverse can be directly applied to the SLM without any additional computations of propagation between different planes.

### 4.2 Fitting the computational model to the experimental setup

The goal of the optimization process is matching the computational model to experimental observations with correlations as a similarity measure. The model images therefore have to match in each pixel with the images observed in the microscope in the absence of sample aberrations. When responses to probing SLM modulations are measured under these aberration-free conditions, model optimization is expected to yield a flat aberration. Optimization without sample aberrations therefore can be used for validating the correspondence between the model and the microscope. The model equation 5 contains fixed parameters \( U_0 \) (Gaussian amplitude profile with flat phase, \( \sigma = 2.85 \) mm), \( \lambda = 920 \) nm, \( f_{\text{MO}} = 1700 \) mm, and corresponding \( \phi_{\text{MO}} \) which were matched to the experimental setup by taking into account pupil sizes \( d = 4.0 \) mm, field of view size \((60 \times 40)\mu m\) at zoom level 10, and the resolution of imaging and simulation \((512 \times 512)\) pixels. Significant elongation of \( f_{\text{MO}} \) allows approximate lateral upscaling of simulated images for matching the microscope zoom level without resampling of the angular spectrum. Additionally, minor rotational misalignments of the SLM in the image plane were observed and adjusted for by corresponding counter-rotations of the recorded fluorescence images, since such rotations could not be corrected by adjusting the SLM phase. A fixed zoom level and field of view were used for all experiments and the model was adjusted for these conditions. The parameters were tuned in the following procedure: first, a sparse aberration-free fluorescent guide star (1 \( \mu m \) diameter fluorescent beads embedded in 3 \% agarose) was imaged under various modulations (Zernike modes Z1 through Z10 displayed one-by-one with alternating magnitudes). The parameters were then manually tuned to closely match computed to actual images. For this, zoom level and SLM orientation were varied while displaying a set of different SLM phase modulations. This procedure needed only to be done once and was therefore performed manually, but a computational optimization would also be possible. The resulting model was validated by running the model optimization for finding corrections in the absence of introduced sample aberrations. After successful parameter optimization, the residual aberrations of the system were close to zero, indicating that the computational model accurately described the experimental microscope setup. As shown in Fig. 2 after tuning of the model parameters, good correspondence between experimentally observed and computationally generated patterns was achieved (shown here after optimization in an aberrating sample, see below).

### 4.3 Model optimization and loss function

Sample aberrations introduce an unknown phase function into the optical setup. To mirror this situation computationally, a phase surface is added as a set of free parameters to the model 11. This unknown phase surface needs to be adjusted through optimization in such a way that it describes the introduced sample aberration. After successful optimization, the aberration phase surface is known, as verified by the model again matching the optical setup (Fig. 2), and can therefore be corrected.

We found that optimization with a single image of the fluorescent bead and corresponding single SLM phase modulation did often not result in satisfactory results since multiple possible phase modulations can generate similar planar PSF.
images. To constrain the optimization process, we therefore probed the guide star with a set of different excitation modulations as in [11] by displaying randomly generated phase patterns on the SLM and imaging the resulting changes in the aberrated guide star.

In total, 20 such pairs of SLM phase aberrations and corresponding two-photon images served as the input to the computational model. Images were recorded using photon counting at a frame rate of 30 Hz. (The SLM has a maximum frame rate of more than 500 Hz, but the control loop implemented here ran only at 2 Hz since SLM and image acquisition were not closely integrated.) Probing phase modulations were generated by summing Zernike modes $Z_{1}$ through $Z_{10}$ with coefficients drawn from a uniform random distribution in the range of $-1$ to 1 and were displayed on the SLM while corresponding fluorescence images $I_{f}$ were recorded.

The unknown aberration phase function was then found in an optimization process with the goal of matching measured and simulated images:

$$\arg \min_{\phi_{\text{aberration}}} \sum_{j=1}^{N} \text{loss}(S(\phi_{\text{SFM}}, \phi_{\text{aberration}}), I_{f}).$$

(6)

Here, $\phi_{\text{SFM}}$ and $\phi_{\text{aberration}}$ are pairs of SLM probing modulations and corresponding fluorescence images recorded in the two-photon microscope. $S$ is the microscope model as specified in [5]. The loss function is defined to reflect the similarity between simulated and measured fluorescent images:

$$\text{loss}(\text{prediction}, \text{target}) = -r[\text{prediction}, \text{target}], \ln(\sum_{\text{pixels}}|\text{prediction}|),$$

(7)

where $r[\text{prediction}, \text{target}]$ is Pearson’s correlation coefficient, and $\ln(\sum_{\text{pixels}}|\text{prediction}|)$ is an additional cost factor for high intensity conservation. Since Pearson’s correlation coefficient is not sensitive to the magnitude of the prediction, the optimizer likely converges to a solution which provides high correlation, but discards some of the light by redirecting it out of the field of view, and therefore usually does not result in good corrections. Therefore, additionally introducing the sum of the total intensity promotes solutions that do not discard excitation intensity. The logarithm ensures that the slope of this regularization factor is always smaller than that of the correlation coefficient, making it a secondary optimization goal.

The model [5] was implemented using Tensorflow 2.4 [28], adapting the angular spectrum method from [29] and using the optimization algorithm Adam with a learning rate of 0.01. According to expression (5), the phase $\phi_{\text{aberration}}$ is represented as a real-valued tensor, which is a requirement for optimization variables in Tensorflow. All modulations and sample responses were packed in a single batch and used all at once in each of the optimizer’s iterations. 1000 optimization steps were typically sufficient for reaching a correlation coefficient between model and observations of $>0.9$. The optimization took between 1 and 2 minutes on a workstation with four Nvidia Titan RTX GPUs used in data parallel mode. The optimization was terminated when the correlation coefficient between computational model and experimental data plateaued. The resulting aberration phase function was negated (multiplied by $-1$) for displaying on the SLM and in this way results in the correction of the aberration.

5 Two-photon imaging through aberrations

To test the approach experimentally, a sample aberration was introduced by covering the fluorescent beads with a layer of vacuum grease on a microscope cover slide. For correcting the induced aberrations, images were taken with a single guide star at the center of a field of view with dimensions of $60 \times 40 \mu \text{m}$.

Two representative results are shown in Fig. 3. Three orthogonal maximum intensity projections, before and after correction, of a fluorescent bead recorded in a volume with axial step size of $0.25 \mu \text{m}$ between planes are displayed. The third and sixth rows show the improved intensity profiles along representative cross-sections through the fluorescent bead in lateral and axial directions, respectively. Corrections resulted in an increase in intensity and an improved focus with a full width at half maximum (FWHM) after correction of $0.9 \mu \text{m}$ for both samples, and an axial FWHM of $14 \mu \text{m}$ and $5.2 \mu \text{m}$, respectively (measured with a $1 \mu \text{m}$ diameter bead). The intensity profiles before correction could not be fitted with Gaussians. The slices at the focal plane (at maximum intensity) were averaged over four frames (axially spaced by $0.25 \mu \text{m}$). Axial profiles were averaged over $3 \times 3$ pixels around the center of the focus (maximum intensity) and averaged over the lateral dimensions.

6 Discussion and conclusions

We developed a differentiable model-based approach for adaptive optics for two-photon scanning microscopy. The method takes advantage of combining a differentiable model of the known microscope and unknown sample with the
Figure 1: Left: Schematic of the two-photon microscope and corresponding model optimization. A laser beam is scanned with scanning mirrors and focused through an objective. Fluorescence light is collected with a dichroic mirror onto a photomultiplier tube. A computational model is set up to describe the microscope in the absence of aberrations. After introducing aberrations, the computational model receives phase modulations displayed on the SLM as input. The model output is a set of point spread function (PSF) images that are compared with experimentally recorded PSF images through the loss function. The optimizer (running in Tensorflow on a GPU) finds a sample aberration (and corresponding correction) by matching of the model output with experimental PSF images. Right: The computational model is formulated in expression [5]. The beam cross-section, represented as a complex amplitude, is multiplied by phase objects representing SLM probing modulation, objective, and aberration, respectively, and is propagated to the focal plane of the objective using the angular spectrum method to calculate the resulting PSF. The two-photon image is the convolution of the squared PSF intensity and the object function, resulting in just the point spread function squared for a guide star. The beam profile $U_0$ and objective parameters are adjusted to describe the experimental setup. The SLM modulation is the model input, the PSF is the model output, the aberration is found through optimization.

optimization techniques implemented in machine learning frameworks [1]. We show that, with an appropriate cost function (equation [7]), a small number of probing modulations (recorded at high frame rates and with low photon count rates as often observed when imaging in vivo) is sufficient for finding sample aberrations through model optimization and to correct them.

Different from optimization approaches that directly aim to optimize focus intensity, the first optimization objective here was matching the focus shape of the model to the one observed in the microscope. However, we added an additional, secondary term to the cost function to also optimize image intensity directly.

A limitation of the current implementation for dynamic samples is the required correction time. Here, we used 20 probing modulations recorded at a frame rate of 30 Hz, thus requiring a minimum of 0.66 seconds for data acquisition. Model optimization took between 1 and 2 minutes, which is ultimately limited by the computational speed of the GPU and could be accelerated with improved or more GPUs.

As seen in Fig. 3, the focus after optimization did in particular in axial direction not reach the diffraction limit (as measured with 1 $\mu m$ diameter fluorescent beads). While such axially extended point spread functions are often used for in vivo imaging (see for example [30] for a recent discussion), the quality of the corrections could be improved in several ways. A limitation of the current data, in particular for correcting higher order aberrations, is their limited dynamic range. The dynamic range could for example be extended by combining multiple fluorescence images recorded with different integration times [31]. Additional improvements in performance are expected from using a model approximation that is more accurate for high numerical aperture objectives than the one used here [32]. Together, such improvements will more accurately reflect the physical setup and aberrations and therefore improve optimization results.
Figure 2: Correspondence between computationally generated and experimentally measured images of fluorescent beads. Three representative examples (rows), recorded in an aberrating sample: probing modulations displayed on SLM (first column), and corresponding PSF images as measured with photon counting (second column), preprocessed for model fitting (third column) and simulated with the optimized model. Field of view size is $40 \times 40\, \mu m$.

As an alternative to using multiple modulations recorded in the same focal plane, also axial slices or an entire volume could be used for optimization.

Compared with other optimization approaches that rely on iterative methods, including prior information about the experimental setup additionally constrains the optimization process [12]. Compared to neural network approaches [33, 34, 35, 36, 37, 38, 39, 40, 24, 41], differentiable model-based approaches have the advantage that they don’t rely on a predetermined model of sample aberrations.

Overall, the presented approach, similar to other iterative approaches, can be used for correcting aberrations that are approximately stationary, and is under these conditions compatible with imaging in biological samples.
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