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ABSTRACT
A Botnet is one of many attacks that can execute malicious tasks and develop continuously. Therefore, current research introduces a comparison framework, called BotDetectorFW, with classification and complexity improvements for the detection of Botnet attack using CICIDS2017 dataset. It is a free online dataset consist of several attacks with high-dimensions features. The process of feature selection is a significant step to obtain the least features by eliminating irrelated features and consequently reduces the detection time. This process implemented inside BotDetectorFW using two steps; data clustering and five distance measure formulas (cosine, dice, driver & kroeber, overlap, and pearson correlation) using C#, followed by selecting the best N features used as input into four classifier algorithms evaluated using machine learning (WEKA); multilayerperceptron, JRip, IBK, and random forest. In BotDetectorFW, the thoughtful and diligent cleaning of the dataset within the preprocessing stage beside the normalization, binary clustering of its features, followed by the adapting of feature selection based on suitable feature distance techniques, and finalized by testing of selected classification algorithms. All together contributed in satisfying the high-performance metrics using fewer features number (8 features as a minimum) compared to and outperforms other methods found in the literature that adopted (10 features or higher) using the same dataset. Furthermore, the results and performance evaluation of BotDetectorFM shows a competitive impact in terms of classification accuracy (ACC), precision (Pr), recall (Rc), and f-measure (F1) metrics.
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1. INTRODUCTION
A botnet is the Internet-connected devices controlled by a Botnet owner to perform malware tasks such as to send spam, steal data, and launch DDoS attacks. There are different tools for botnet attacks like grum, windigo, storm, and ares [1]. A scenario of botnet could compose of some infected “bots” and controllers (one or more, but often just a single controller). A bot is a host that has infected that controlled remotely by a bot herder (botmaster). Meanwhile, a botmaster uses a command & control server to collect information about the bots and issue commands to one, some, or all of it simultaneously [2]. Figure 1 displays a simplified view of a botnet. In the used Botnet dataset [3], they exercise ares, which is a Python-
based Botnet were attacker uses a Kali Linux and the victims are five different Windows OS, namely Vista, 7, 8.1 and 10. To secure devices from botnet attacks, it must develop several detection models based on previously recorded botnet data.

![Botnet topology](image)

**Figure 1. Botnet topology**

As a paper organization, the next sections appear in a sequence to discuss; the investigation of related work, Dataset under testing, data preprocessing with cleaning and normalization processes, the proposed feature selection method (clustering and features-distance measures, classifiers and machine learning, results of comparisons with discussion, and finally conducted by a conclusion and references sections).

The authors in [4] proposed a CFS-BA algorithm to discard irrelevant features and the ensemble classifier that combined between ForestPA, RF, and C4.5 with the AOP rule used to construct the classification model. The proposed IDS evaluated using three datasets: NSL-KDD, KDDCup’99, and CICIDS2017. The Acc, Precision, AD, F-Measure, FAR, and ADR metrics used to compare the ensemble classifier and individual classifier performances. The accuracies of the proposed system reached 97% in KDDCup’99, 99% in NSL-KDD, and 96% in CICIDS2017 and the number of features using this system is reducing from 41 to 10 in NSL-KDD, from 41 to 12 in KDDCup’99, and 84 to 13 in CICIDS2017.

The authors in [5], performed their experiment based on different attacks using CICIDS2017 dataset separately. Since it contains high number of features, the dataset was cleaned up from unwanted features using a PCA method targeting the accurate selection of features. The PCA method evaluated using three well-known classifiers (KNN, C4.5, and NaiveBayes) to measure the true detection and false alarm rates. Specially, the number of best features in the botnet attack had been reduced into 23 features with the detection rate up to 98.8%. The aim from [6] was to examine incorporating auto-encoder AE and PCA (namely UBD) for dimensionality reduction and the use of classifiers (RF, NB, LDA, and QDA) towards designing an efficient intrusion detection system within CICIDS2017 dataset. The experimental analysis confirmed the significant results using UBD method and RF classifier to select the best10 features, where the accuracy rate reached 99% for multi-class dataset while the terms of true positive rate (TPR), false positive rate (FPR), Recall and Precision for the binary-class dataset (special botnet) reached 1.000.

In the paper [7], the author contributed in the improvement of AdaBoost classifier performance using CICIDS2017. It evaluated the SMOTE technique, PCA and ensemble feature selection (EFS) for features reduction. Furthermore, it improved the AdaBoost classifier, where the accuracy of 81.83%, a precision of 0.81, recall of 1, and F1 score of 0.901 with 25 features. In the study [8], the learning model developed by using deep learning-DMLP. The model applied using DDOS dataset found in CICIDS2017. The Recursive Feature elimination method and Random Forest used to get the best fewer features of the dataset. The most important features (10) tested using DMLP model and achieved accuracy up to 89%. In [9] the authors evaluated their experiment using machine learning classifiers to detect botnet traffic of CICIDS2017 dataset. The Botnet dataset divided into three training and two testing sets. In this work, five classifiers: IBk, J48, NaïveBayes, OneR, and Random Forest of WEKA tested. J48 decision tree was evaluated as the overall best when encompassing all 78 features without dimensionality reduction for both test sets. Their higher accuracy detection rate reached 98%.

In the paper [10] proposed a two-phase hybrid method based on two different feature selection techniques with recurrent neural network (RNN) and support vector machine (SVM) to get a few sets of
features that improve the detection performance and reduce the computational time. The first phase combined joint mutual information maximization (JMIM) with RNN and the second phase combined correlation with SVM. The proposed system carried using two datasets: NSL-KDD dataset (consists of two training sets: KDDTrain+ and KDDTrain_20%, and two testing sets: KDDTest+ and KDDTest-21) and Kyoto2006+ dataset. The system performance evaluated using metrics such as false alarm rate (FAR), recall, precision, detection rate (DR), F-Score and Accuracy. The results of testing the proposed system for KDDTest+, FAR of 0.0085%, recall of 97.7557%, precision of 97.2655%, f-score of 96.5025% and accuracy of 98.9256%, compared to KDDTest-21 results which are; FAR of 0.0076%, recall of 96.1749%, precision of 97.3321%, f-score of 97.0041% and accuracy of 98.9749%, and for Kyoto2006+: FAR of 0.0068%, recall of 99.2199%, precision of 95.5998%, f-score of 96.97.879% and Accuracy of 97.9443%.

The study in [11] proposed a Restricted Growing SOM method with clustering reference vector (RGSOM-CRV) and Parallel RGSOM-CRV to improve the efficiency of attack classification in KDD Cup 1999 dataset and evaluated using metrics: accuracy (ACC), false alarm rate (FAR), detection rate (DTR) or recall, and precision. Parallel RGSOM-CRV method outperformed the regular GSOM, as it reached up to 91.86% ACC, 20.58% FAR, 95.32% DTR or Recall, and Precision up to 94.35%. The authors of paper [12] proposed a genetic algorithm (GA) as a tool that can identify harmful types of connections in a computer network, as it analyzed features of connection data and types of connection in the network to generate a set of classification rules. The proposed method uses the combination of genetic operators which are cloning, crossover, and mutation processes to generate new chromosomes. Fitness value indicated the quality of a chromosome (candidate solution) that can detect a set of predetermined attack connection of data during the training process. The proposed method applied using KDD Cup 99 dataset. From the results obtained, it indicated that the average of the success rate and the probability value were directly proportionate, as the high rate for an average of the success was 99.9825% for 0.5 probability value.

Paper [13] proposed a method to analyze and identify the characteristic of a botnet traffic behavior in P2P environment based on the UDP protocol using network traffic analysis tools such as the botnet detection strategy based on the signature, DNS anomaly approach. In signature approach, it showed one of the well-known botnet name conficker that classified in the network-based as NetBIOS attack. DNS anomaly approach used to analyze the behavior of the DNS to define the characteristic of the network botnet. The identified anomalies are DNS packet request, anomalous DNS MX query, the NetBIOS attack, UDP flood attack and DNS amplification attack. It used DNS packets in anomalous network traffic as an indicator for the presence of the botnet, then compared the normal and anomalous traffic to analyze the DNS protocol for identification of the DNS amplification attack, UDP flood attack and spambot activities (which was defined when there is an anomalous DNS MX query in the network).

2. THE PROPOSED FEATURE SELECTION METHODS OF BOTDETECTORFM

Extra features can cause an increase in the computation time; also can add negative impact to an accuracy of the detection system. Therefore; it is advisable to reduce the number of the features in a dataset using a suitable feature selection technique that searches for the best set of features that could optimize a classification of data [14]. In literature, feature selection techniques are classed into filter [15], wrapper [16], and embedded techniques [17]. Filter methods evaluate the effectiveness of selected features, separately from learning methods, while wrapper methods require learning methods to evaluate the quality of detection system.

Comparatively, embedded methods execute feature selection as one of the components during the process of model construction [4, 18]. The feature selection technique of our proposed framework, BotDetectorFM, uses the embedded type. CICIDS2017 contains features that have been recorded while acquiring data flow, those features are related to a specific network and don’t have any impact on model results. One of the dataset preprocessing approaches is data dimension reduction adopted inside BotDetectorFM by removing all those meaningless features. Among useless features, we validate four nominal ones: Flow ID, source IP, destination IP, and timestamp by removing them as done in [5]. Figure 2 depicts the main components and inner flow relationships of BotDetectorFM.
3. **RESEARCH METHOD**

3.1. **Dataset**

CICIDS2017 dataset, the current paper focus, includes benign and attacks traffic [19]. It contains the analysis results of network traffic using CICFlowMeter and labelled flow based on timestamp, IP with port for source, IP with Port for destination, protocols, and attack. The data capturing period began from Monday, July 3, 2017 to Friday July 7, 2017, for a total of five days. The attacks in this dataset include Heartbleed, DoS, infiltration, brute force SSH, brute force FTP, DDoS, web attack, and Botnet. Other datasets of IDS separated the training from the testing dataset, but CICIDS2017 gathered all records of each attack to CSV file [3]. This dataset contains 85 network flow features. The definition of extracted features is available in Table 2. In current work, the used dataset from CICIDS2017 which is related to the botnet dataset traffic that describes in Table 1.

| Dataset Name | CICIDS2017 |
|--------------|------------|
| CSV File Used | Friday-WorkingHours-Morning.pcap_ISCX |
| Year Of Release | 2017 |
| Total Number Of Instances | 191033 |
| Number Of Attributes Used in This Paper | 85 |
| Number Of Class | 2 (BENIGN And BOT) |

| No. | Feature Name | No. | Feature Name | No. | Feature Name |
|-----|--------------|-----|--------------|-----|--------------|
| 1   | Flow ID      | 29  | Fwd IAT Std  | 57  | ECE Flag Count |
| 2   | Source IP    | 30  | Fwd IAT Max  | 58  | Down/Up Ratio |
| 3   | Destination IP| 31  | Fwd IAT Min  | 59  | Average Packet Size |
| 4   | Destination Port | 32  | Bwd IAT Total | 60  | AvgFwd Segment Size |
| 5   | Destination Port | 33  | Bwd IAT Mean | 61  | AvgBwd Segment Size |
| 6   | Protocol     | 34  | Bwd IAT Std  | 62  | FwdAvg Bytes/Bulk |
| 7   | Time stamp   | 35  | Bwd IAT Max  | 63  | FwdAvg Packets/Bulk |
| 8   | Flow Duration| 36  | Bwd IAT Min  | 64  | FwdAvg Bulk Rate |
| 9   | Total Fwd Packets | 37  | Fwd PSH Flags | 65  | BwdAvg Bytes/Bulk |
| 10  | Total Backward Packets | 38  | Bwd PSH Flags | 66  | BwdAvg Packets/Bulk |
| 11  | Total Length of FwdPck | 39  | Fwd URG Flags | 67  | BwdAvg Bulk Rate |

Figure 2. The proposed Botnet detection framework (BotDetectorFM using CICIDS2017 Dataset)
3.2. Data preprocessing

Realistic data typically takes from heterogeneous platforms and may be redundant, incomplete, and inconsistent [20]. Thus, it requires a preprocessing step that converts data into a suitable format for analysis and discovery [21]. In this work, the preprocessing step includes cleaning data from outliers, redundant, and data transforming [4]. Also, before the using of a dataset for detection model evaluation, it has been necessary to clean up the dataset from errors that could occur while flow data are acquiring [5]. In general, preprocessing consumes necessary time and an essential step for the detection system.

3.2.1. Removing redundant attributes

In the first of preprocessing, the CICIDS2017 dataset contains 85 attributes but must check if there are redundant attributes [22]. Therefore any redundant attribute must be removed to as a requirement of the accurate model analysis (ex. ‘Fwd Header Length’ that appeared twice in the list of attributes in the number of an attribute (41) and (62), removing one of them). The number of features after that become 84 [5].

3.2.2. Transforming of missing and infinity values

This raw data of CICIDS2017 contains anomalous instances, which may influence the performance of the detection system taking into consideration that some detection methods do not accept these types of values [23]. Thus, replacing them by other values could be a solution such as missing values that can be replaced by minimum and infinite values by a maximum of their attribute values. For example, the feature ‘Flow Packets/s’ in the Botnet dataset includes abnormal values as ‘Infinity’ and ‘NaN’ [4].

3.2.3. Transforming data

CICIDS2017 contains nominal attributes. As many classifiers do not accept nominal values, the transforming process is vital and has an impact on detection system accuracy [24]. Thus, it is necessary to replace every single value in a nominal attribute with an integer to handle the symbolic values. For example, transforming the IP source and destination, flow ID, and timestamp into an integer representation is adopted. Besides, the label attribute contains two nominal values; bot and benign that can transforme into binary numeric values such as 0 instead of benign value and 1 instead of Bot value. Also, normalized methods used to transform all attributes value into the same range [25]. Minmax is one of the normalization strategies which transform dataset values from range to another in each attribute [6].

\[
Y = \frac{X - X_{min}}{X_{max} - X_{min}}
\]

Where X is the set of dataset values of x, Xmin and Xmax are minimum value and maximum value of x attribute values. The new range of data is 0–1 range.

3.3. Clustering data

The clustering data process converts or normalizes the values of the features into 0 to 1 range based on means (M) and standard deviation (STD) values per feature. Algorithm 1 outlines the steps of the clustering process.
Clustering data algorithm of BotDetectorFM:

Input: DS (Dataset matrix), R (No. of instances), F (Index of feature)
Output: DS_Clustering (Binary Dataset matrix that consist of 0 and 1 values)

-------------------------------------------------------------
1: // Mean and STD calculation
2: Calculate Mean (M) for each feature (F)
3: Calculate Standard Deviation (STD) for each feature (F)
4: Calculate cluster1=M+STD//addition of mean and standard deviation
5: Calculate cluster2=M-STD//difference between mean and standard deviation
6: //Clustering per Feature values Loop
7: j=0 //j is a counter for No. of instances (R) in each feature (F)
8: While j<R (stopping condition)
9: Calculate value1=DS [F, j]-cluster1
10: Calculate value2=DS [F, j]-cluster2
11: if value1<value2
12: DS_Clustering [F, j]=1
13: else
14: DS_Clustering [F, j]=0
15: j++
16: Repeat step (10) until the stopping condition is reached

3.4. Distance measure
It takes the results of binary clustering, the normalized data, as input and evaluates the distance between the feature and label class. In general, the domain of distance measures depicts different formulas for measuring the distance between numerical vectors of a similar length. BotDetectorFM tries to open or head the investigation of five formulas on CICIDS2017, experiences them on the produced normalized CICIDS2017 that may optimize the performances of the classifiers consequently the overall botnet detection process. Let us assume there are two real-valued X and Y vectors such as X=[x1, x2… xn] and Y=[y1, y2… yn], where X is any feature values, while Y is a label class values. Also, the distance measure as a real number D is assumed. Therefore, it is common for D values to be within 1<=D<=0. The value of distance increases as D approaches 1, and decreases as D approaches 0 [26, 27]. The proposed distance measures for CICIDS2017 evaluated according to the following formulae:

- Cosine Measure [28]:

\[
DCosine (X, Y)=\frac{\sum_{i=0}^{n} X_i Y_i}{\sqrt{\sum_{i=0}^{n} X_i^2} \times \sqrt{\sum_{i=0}^{n} Y_i^2}}
\]

(2)

- Dice Measure [29]:

\[
DDice (X, Y)=\frac{2 \times \sum_{i=0}^{n} X_i Y_i}{\sum_{i=0}^{n} X_i^2 + \sum_{i=0}^{n} Y_i^2}
\]

(3)

- Driver & Kroeber measurer [11]:

\[
DDRIVER & KROEBER (X, Y)=\frac{\sum_{i=0}^{n} X_i Y_i}{2 \times \sqrt{\sum_{i=0}^{n} X_i^2} \times \sqrt{\sum_{i=0}^{n} Y_i^2}} + \frac{\sum_{i=0}^{n} X_i Y_i}{2 \times \sqrt{\sum_{i=0}^{n} X_i^2} \times \sqrt{\sum_{i=0}^{n} Y_i^2}}
\]

(4)

- Overlap measure [30]:

\[
DOverlap (X, Y)=\frac{\sum_{i=0}^{n} X_i Y_i}{\min(\sum_{i=0}^{n} X_i^2, \sum_{i=0}^{n} Y_i^2)}
\]

(5)

- Pearson correlation measure [31]:

\[
DPearson_correlation (X, Y)=\frac{(N \times \sum_{i=0}^{n} X_i Y_i) - \sum_{i=0}^{n} X_i \sum_{i=0}^{n} Y_i}{\sqrt{[N \times \sum_{i=0}^{n} X_i^2 - (\sum_{i=0}^{n} X_i)^2] \times [N \times \sum_{i=0}^{n} Y_i^2 - (\sum_{i=0}^{n} Y_i)^2]}}
\]

(6)

Where i-item is a counter for the number of features (N). After calculating the distance for each feature, the features rearranged relative to the highest distance value. Thus, the important features advance at the highest-
ranking and the unrelated features at the least-ranking. Then, retrieving the original values for features (the original values are the values before applying feature selection steps on it). The best distance measure is equivalent to the highest performance measures characterized by the least selected features.

3.5. Machine learning

It is techniques or tools that are gaining popularity not only in terms of unknown and known malware detection but also learning from the environment, which may detect attacks [32]. WEKA is one of these tools written in Java. It is software freely accessible. It contains tools for several tasks such as clustering, classification, association rules ...etc, in addition; tools for analyzing the learning results [33]. The current paper uses WEKA 3.9 version as the testing environment of classifiers. Test option used in all techniques such that the percentage split equal to 70%, this option divides the dataset into a train set 70% and test set 30%. The classification module of BotDetectorFM investigates five classifiers known as random forest within the decision trees algorithms [34, 35], IBK within lazy algorithms [35], JRIP within rules algorithms [34, 36], and MultilayerPerceptron within functions algorithms [33, 37].

3.6. Performance evaluation metrics

Different metrics designed to measure the efficiency of the Detection system. Typically, these metrics measured from a confusion matrix perspective. In BotDetectorFM, a confusion matrix used to represent the results of the detection model. It handled as an analysis tool to measure whether the classifier is good in recognizing the instances of different classes [38]. Table 3 identifies the confusion matrix.

| Actual  | Predicted |   |
|---------|-----------|---|
| Attack  | TP        | FP|
| Normal  | FN        | TN|

The following are basic terms to classify events that depicted in Table 3 [39]:
- TP (True Positive): The value obtained from intersecting positive actual and positive predictive values.
- FP (False Positive): The value obtained from intersecting negative actual and positive predictive values.
- FN (False Negative): The value obtained from intersecting actual positive and negative predictive values.
- TN (True Negative): value obtained from intersecting negative actual and predictive negative values.

The values of TP and TN provide information when the classifier of the data is true, while FP and FN provide information when the classifier is wrong in classifying the data [40].

3.7. Metrics from the confusion matrix

Many performance metrics defined by confusion matrix variables. Thus, these metrics produce numeric values that make simply comparable. This study uses some performance metrics to appraise the performance of the detection system, including precision (PR), recall (Rc), f-measure (F1), and accuracy (ACC). The definitions of these metrics are provided below [39]:
- Accuracy (ACC): It defined as the ratios measure of the correctly classified an object as either normal or attack. Accuracy calculates using (7).

$$\text{ACC} = \frac{TP+TN}{TP+FP+TN+FN}$$  (7)

- Precision (PR): It is the fragment of data instances predicted as positive that are positive precision represents the ratio between positive predictions and all number of positive values. Precision can be defined using (8)

$$\text{Pr} = \frac{TP}{TP+FP}$$  (8)

- Recall (Rc) or sensitivity: is the system’s ability to detect all existing attacks. Recall can calculate from the number of detected intrusions using the system on all of the actual intrusions. This metric is equivalent to the detection rate. Recall can be defined using (9).

$$\text{Rc} = \frac{TP}{TP+FN}$$  (9)
F-Measure (F1): It is a harmonic combination of precision (Pr) and recall (Rc) into a single measure. F-Measure calculated using (10).

\[
F1 = \frac{2 \cdot Pr \cdot Rc}{Pr + Rc}
\]  

(10)

4. RESULTS AND DISCUSSION

As mentioned earlier, the objective is to reduce the data dimension of CICIDS2017 that expected to impact the botnet detection process positively. The selected features are the highest ten features determined from each feature selection method considered as a set of optimal features Table 4.

| Distance Measure | Highest 10 Selected Features |
|------------------|-----------------------------|
| Cosine           | Destination Port, PSH Flag Count, Init_Win_bytes_forward, URG Flag Count, Fwd Packet, Length Std, Fwd Packet Length Max, Down/Up Ratio, ACK Flag Count, Bwd Packets/s, Flow Packets/s |
| Dice             | Init_Win_bytes_forward, Flow Packets/s, Fwd Packet Length Std, Fwd Packet Length Max, ACK Flag Count, Fwd Packets/s, Bwd Packets/s |
| DRIVER & KROEBER | Destination Port, Down/Up Ratio, Init_Win_bytes_forward, PSH Flag Count, URG Flag Count, Source Port, Fwd Packet Length Std, Fwd Packet Length Max, ACK Flag Count, Bwd Packets/s, Flow Packets/s |
| Overlap          | Destination Port, Down/Up Ratio, Init_Win_bytes_forward, PSH Flag Count, URG Flag Count, Source Port, ACK Flag Count, Fwd Packet Length Std, Fwd Packet Length Max, Bwd Packets/s, Flow Packets/s |
| Pearson Correlation | Destination Port, PSH Flag Count, URG Flag Count, Source Port, ACK Flag Count, Fwd Packet Length Std, Fwd Packet Length Max, Bwd Packets/s, Flow Packets/s |

As noted in the table above, most of the ten selected features are the same in all distance measures, but they differ in a few. In addition, the order of features is different in all measures. This also may affect the results when applying some classification algorithms. Then testing the optimal features displayed in Table 4 using classification algorithms. The implementation results of classification algorithms are displayed in Tables 5, 6, and 7, which consider a total of 10, 9, and 8 features respectively. The results are obtained using a test set. Bold values exhibit the highest result values obtained by applying some classifier models. Figures 3, 4, and 5 exhibit performance comparisons of classifiers. The displayed bars in blue, red, green and purple colours represent the accuracy of MLP, IBk, JRip, and random forest classifiers respectively.

| Distance Measure | Classification Algorithm | ACC % | Pr | Rc | F1 |
|------------------|--------------------------|-------|----|----|----|
| Cosine           | MultilayerPerceptron     | 99.5899 | 0.978 | 0.614 | 0.754 |
|                  | JRip                     | 99.9564 | 0.972 | 0.986 | 0.979 |
|                  | IBK                      | 99.8238 | 0.893 | 0.940 | 0.916 |
|                  | Random Forest            | 99.9651 | 0.988 | 0.978 | 0.983 |
|                  | MultilayerPerceptron     | 99.5934 | 0.971 | 0.622 | 0.759 |
| Dice             | JRip                     | 99.9634 | 0.981 | 0.983 | 0.982 |
|                  | IBK                      | 99.8168 | 0.888 | 0.940 | 0.913 |
|                  | Random Forest            | 99.9651 | 0.990 | 0.976 | 0.983 |
|                  | MultilayerPerceptron     | 99.8377 | 0.996 | 0.845 | 0.917 |
| DRIVER & KROEBER | JRip                     | 100 %   | 1.000 | 1.000 | 1.000 |
|                  | IBK                      | 99.9948 | 0.998 | 0.997 | 0.997 |
|                  | Random Forest            | 100 %   | 1.000 | 1.000 | 1.000 |
|                  | MultilayerPerceptron     | 99.8447 | 0.994 | 0.854 | 0.919 |
| Overlap          | JRip                     | 100 %   | 1.000 | 1.000 | 1.000 |
|                  | IBK                      | 99.9948 | 0.998 | 0.997 | 0.997 |
|                  | Random Forest            | 100 %   | 1.000 | 1.000 | 1.000 |
|                  | MultilayerPerceptron     | 99.6039 | 0.997 | 0.616 | 0.761 |
| Pearson Correlation | JRip               | 99.9616 | 0.978 | 0.985 | 0.81 |
|                  | IBK                      | 99.8168 | 0.888 | 0.940 | 0.913 |
|                  | Random Forest            | 99.9668 | 0.990 | 0.978 | 0.984 |
Table 6. The results of classification algorithms for test set based on the highest nine (9) selected features

| Distance Measure | Classification Algorithm | ACC      | Pr      | Rc      | F1      |
|------------------|--------------------------|----------|---------|---------|---------|
| Cosine           | MultilayerPerceptron     | 99.6039% | 0.997   | 0.616   | 0.761   |
|                  | JRip                     | 99.9651% | 0.980   | 0.986   | 0.983   |
|                  | IBK                      | 99.8342% | 0.903   | 0.939   | 0.921   |
|                  | Random Forest            | 99.9791% | 0.991   | 0.988   | 0.990   |
|                  | MultilayerPerceptron     | 99.6022% | 0.995   | 0.616   | 0.761   |
| Dice             | JRip                     | 99.9581% | 0.975   | 0.985   | 0.980   |
|                  | IBK                      | 99.829%  | 0.896   | 0.942   | 0.919   |
|                  | Random Forest            | 99.9721% | 0.988   | 0.985   | 0.986   |
| DRIVER & KROEBER | MultilayerPerceptron     | 99.733%  | 0.989   | 0.747   | 0.851   |
|                  | JRip                     | 100%     | 1.000   | 1.000   | 1.000   |
|                  | IBK                      | 99.996%  | 0.998   | 0.998   | 0.998   |
|                  | Random Forest            | 100%     | 1.000   | 1.000   | 1.000   |
| Overlap          | MultilayerPerceptron     | 99.836%  | 0.996   | 0.844   | 0.913   |
|                  | JRip                     | 100%     | 1.000   | 1.000   | 1.000   |
|                  | IBK                      | 99.991%  | 0.995   | 0.997   | 0.996   |
|                  | Random Forest            | 100%     | 1.000   | 1.000   | 1.000   |
| Pearson Correlation | MultilayerPerceptron     | 99.951%  | 0.971   | 0.981   | 0.976   |
|                  | JRip                     | 99.809%  | 0.883   | 0.939   | 0.910   |
|                  | IBK                      | 99.972%  | 0.990   | 0.983   | 0.986   |

It noticed that the best distance measures (results) gained from BotDetectorFM when overlap and Driver&Kroebor measures implemented and proved by the performance of classifiers. Both give significant results based on the performance metrics in all classification methods. Especially, random forest and JRip algorithms. As a result and distinction, BotDetectorFM succeeded in reducing the number of best features of CICIDS2017 from ten to eight (8) providing fewer complexities in terms of time and space processing as a botnet detection system compared to the explored previous works. Also, it is critical to point out that the number of significant features cannot be reduced to less than 8 because it may negatively affect the detection performance and its accuracy. Moving further in the discussion of classification results using the performance metrics may show more deep perspectives or indications. First, the accuracy can see in the label (a) on Figure 3, Figure 4, and Figure 5, the highest accuracy (ACC) for all distance measurements is in the RF algorithm followed by the JRip, IBK, and MLP algorithms respectively.

Table 7. The results of classification algorithms for test set based on the highest eight (8) selected features

| Distance Measure | Classification Algorithm | ACC      | Pr      | Rc      | F1      |
|------------------|--------------------------|----------|---------|---------|---------|
| Cosine           | MultilayerPerceptron     | 99.6039% | 0.997   | 0.616   | 0.761   |
|                  | JRip                     | 99.968%  | 0.975   | 0.995   | 0.985   |
|                  | IBK                      | 99.942%  | 0.986   | 0.978   | 0.972   |
|                  | Random Forest            | 99.968%  | 0.985   | 0.985   | 0.985   |
|                  | MultilayerPerceptron     | 99.6022% | 0.995   | 0.616   | 0.761   |
| Dice             | JRip                     | 99.965%  | 0.981   | 0.985   | 0.983   |
|                  | IBK                      | 99.815%  | 0.891   | 0.934   | 0.912   |
|                  | Random Forest            | 99.975%  | 0.988   | 0.988   | 0.988   |
| DRIVER & KROEBER | MultilayerPerceptron     | 99.844%  | 0.994   | 0.854   | 0.919   |
|                  | JRip                     | 100%     | 1.000   | 1.000   | 1.000   |
|                  | IBK                      | 99.996%  | 0.998   | 0.998   | 0.998   |
|                  | Random Forest            | 100%     | 1.000   | 1.000   | 1.000   |
| Overlap          | MultilayerPerceptron     | 99.537%  | 0.903   | 0.616   | 0.732   |
|                  | JRip                     | 100%     | 1.000   | 1.000   | 1.000   |
|                  | IBK                      | 99.996%  | 0.998   | 0.998   | 0.998   |
|                  | Random Forest            | 100%     | 1.000   | 1.000   | 1.000   |
| Pearson Correlation | MultilayerPerceptron     | 99.603%  | 0.997   | 0.616   | 0.761   |
|                  | JRip                     | 99.956%  | 0.973   | 0.985   | 0.979   |
|                  | IBK                      | 99.815%  | 0.891   | 0.934   | 0.912   |
|                  | Random Forest            | 99.975%  | 0.990   | 0.986   | 0.988   |
The accuracy rate in overlap and Driver&Kroeber measures reached to 100%. Second, precision (Pr) measure can notice in the label (b) on Figure 3, Figure 4, and Figure 5, the highest precision value is in the RF and JRip algorithms for the overlap and Driver&Kroebber distance methods reached to 1 (highest value), but the highest precision value for other distance methods is in the MLP algorithm. This difference in the values of Pr due to its dependency on the TP for botnet instances and FN for benign instances, and since the benign instances exceed the instances of botnet very much, it is the reason for this difference as well as this is one of the problems of this dataset. Thirdly, recall (Rc) metric is shown in the label (c) on Figure 3, Figure 4, Figure 5, and Figure 6.
BotDetectorFW: An optimized Botnet Detection Framework based on

and Figure 5. It is the most important measure for botnet detection because it depends only on the instances of a botnet. The highest values for this metric found between the RF and JRip algorithms. The high recall value is in JRip and RF classifiers for overlap and Driver&Kroeber measures is the same value reached to 1 (highest value), but the high recall value for cosine measure is in JRip classifier while for other used distance measures is in RF classifiers. Finally, the f-measure (F1) metric shown in the label (d) of Figure 3, Figure 4, and Figure 5, which is related to Pr and Rc metrics. The highest value of this metric result from two algorithms JRip and RF reached to 1 using overlap and Driver&Kroeber measures. While the highest f-measure value for other distance methods got in the RF algorithm.

Figure 4. Comparison of performance metrics with feature selection methods based on the highest Nine selected features
In general, the RF classifier algorithm produces high results for all performance measures, and the best distance measures that rearranged the features to select the best higher N features are overlap and Driver-Kroeber measures. The reason behind obtaining of the best features selection results by applying of overlap and Driver-Kroeber distance measures is that they work (their formulas) or behave proportionally directly with the intersection between feature and the label class. Therefore, if the intersection value becomes large this means the distance ratio is great for this feature. Thus, these methods give large values for features that have a high similarity rate compared to the label class. In terms of classifiers, the overall analysis of BotDetectorFM found that RF and JRip give the highest results because the random forest classifier works as a merge of multiple decision trees (algorithms) participate together to get more flexible, accurate and stable classification results. Also, JRip works well with a large dataset by building models interpretable easily.

![Figure 5. Comparison of performance metrics with feature selection methods based on highest eight selected features]
5. CONCLUSION

In summary, by comparison with the tested methods in previous studies on the same dataset CICIDS2017, the proposed framework BotDetectorFM introduces an advance prediction with the fewer number of features (8 significant features only) that diminish the detection complexity of Botnet traffic with high detection accuracy via applying an advanced mixture of perfect features selection and suitable classification algorithms with careful preprocessing stage and advance reduction process of the dataset dimension.
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