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Abstract

We introduce new clustering coefficients for weighted networks. They are continuous and robust against edge weight changes. Recently, generalized clustering coefficients for weighted and directed networks have been proposed. These generalizations have a common property, that their values are not continuous. They are sensitive with edge weight changes, especially at zero weight. With these generalizations, if vanishingly low weights of edges are truncated to weight zero for some reason, the coefficient value may change significantly from the original value. It is preferable that small changes of edge weights cause small changes of coefficient value. We call this property the continuity of generalized clustering coefficients. Our new coefficients admit this property. In the past, few studies have focused on the continuity of generalized clustering coefficients. In experiments, we performed comparative assessments of existing and our generalizations. In the case of a real world network dataset (C. Elegans Neural network), after adding random edge weight errors, though the value of one discontinuous generalization was changed about 436 %, the value of proposed one was only changed 0.2 %.

1 Introduction

In this paper, we propose generalized clustering coefficients for weighted and directed networks.

The clustering coefficient was introduced by Watts and Strogatz to analyze unweighted and undirected networks [19]. It is a measure of the likelihood that two nodes connecting to a certain node are connected to each other. For example, in social network study, the clustering coefficient is used to measure the probability that a friend of a person is also his/her friend. It is a common useful tool for analyzing real world networks.

The original clustering coefficient cannot be applied to weighted or directed networks. However, there are a lot of weighted or directed real world networks
(e.g., C.elegans’ neural network [19], scientists’ collaboration network [3]). To calculate the clustering coefficients of this kind of network, we need to convert them to unweighted and undirected networks by normalizing edge weights to 0 or 1 and treating directed edges as undirected edges. Such conversion may distort the information contained in the network. Therefore, a number of researchers have proposed generalized clustering coefficients for weighted or directed networks which can be directly calculated from the original network (e.g., [12, 3, 14]).

In the past, generalized clustering coefficients for weighted and directed networks has been proposed by Fagiolo [4], Suzuki [17] and Opsahl et al. [15]. The advantage of these generalizations is that these deal directly with weighted and directed edges without conversion.

However, these generalizations for weighted and directed networks have a common property, that the value of proposed clustering coefficient is not continuous. They are sensitive with changes of edge weights, especially at zero weight. With these coefficients, if vanishingly low weights of edges are truncated to weight zero for some reason, the coefficient value may change significantly from the original value. It is preferable that small changes of edge weights cause small changes of the coefficient value. We call this property the continuity of generalized clustering coefficients.

In this paper, we propose continuous generalizations of the clustering coefficient. Few studies have focused on the continuity of generalized clustering coefficients. A continuous clustering coefficient reduces the range of the error associated with edge weight errors.

The remainder of this paper is as follows. In section 2 we briefly introduce the original clustering coefficient and list its existing generalizations. Then we summarize their properties. We also state about the measures of the continuity. In section 3 we propose generalized clustering coefficients for weighted and directed networks, and summarize their properties. In section 4 we conduct numerical experiments and show that our continuous clustering coefficients are robust against edge weight errors. In section 5 we discuss the results of the experiments.

2 Existing generalizations of clustering coefficient

In this section, first we briefly introduce the clustering coefficient [19, 13]. Second we list its existing generalizations for weighted and undirected networks [11, 12, 3, 14, 20, 9, 7, 1]. Then we list the generalizations for weighted and directed networks [4, 17, 15]. At the end of this section, we summarize their properties.

In this paper we use the following notations. Let $G = (V, \{w_{ij}\}_{i,j \in V})$ denote a simple graph\(^1\) with the set of nodes $V \subset \mathbb{N}$ and the weights $w_{ij} \in \{0, 1\}$ (or $[0, 1]$) between node $i$ and node $j$. Note that the weight zero means there is no

\(^1\)A graph that has no multiple edge and no self-loop. We use the words graph and network interchangeably.
edge. Let $N$ denote the number of nodes in the network.

In an undirected network, $w_{ij}$ are symmetric, i.e. $w_{ij} = w_{ji}$. Let $V_k$ denote the set of the neighbors of node $k$ (i.e., $V_k = \{ i \in V \mid w_{ki} > 0 \}$). Let $N_k$ denote the cardinality of $V_k$, $N_k$ is called the degree of node $k$. Let $T_k$ denote the number of the triangles of node $k$, which is defined as the element count of $\{(i,j) \in V \times V \mid i < j, w_{ik} > 0, w_{jk} > 0 \text{ and } w_{ij} > 0 \}$.

In a directed network, we use $w_{i \rightarrow j}$ instead of $w_{ij}$ and they are not necessarily symmetric, i.e., $w_{i \rightarrow j}$ denote the weight of an edge from node $i$ to node $j$.

In an unweighted network, $w_{ij} \in \{0, 1\}$ and $w_{i \rightarrow j} \in \{0, 1\}$. In a weighted network, $w_{ij} \in [0, 1]$ and $w_{i \rightarrow j} \in [0, 1]$.

### 2.1 Clustering coefficients

The clustering coefficient is a measure of the tendency to form tightly connected neighborhoods. The clustering coefficient of node $k$ with $N_k \geq 2$ is defined as follows:

$$C_{ws}(k) = \frac{T_k}{N_k \binom{N_k}{2}} = \frac{2T_k}{N_k(N_k-1)}.$$  \hspace{1cm} (1)

Note that $C_{ws}(k)$ is undefined when $N_k \leq 1$. \footnote{For practical use, in the case that $N_k \leq 1$ some researchers defined $C(k) = 0$ or defined them by means of an indeterminate \cite{8, 10}.}

The clustering coefficient of the whole network is defined as the average over the clustering coefficients of all nodes as follows:

$$C_{loc} = \frac{1}{N} \sum_k C_{ws}(k).$$ \hspace{1cm} (2)

Note that $C_{loc}$ is undefined when there is any node whose coefficient is undefined. $C_{ws}(k)$, $C_{loc} \in [0, 1]$ because each numerator is a part of the corresponding denominator in Eq.(1) and Eq.(2) respectively. Another definition of clustering coefficient was proposed by Newman, Watts and Strogatz \cite{13} as follows:

$$C_{glo} = \frac{3 \times \text{number of triangles in the graph}}{\text{number of connected triples of nodes}}.$$ \hspace{1cm} (3)

Here connected triples are the trios of nodes that at least one node is connected to both of the other nodes. Note that $C_{glo}$ is undefined when all nodes have less than degree two. The clustering coefficient with this definition is sometimes called transitivity (\cite{16}). Usually, there is a difference between the values of $\text{(2)}$ and $\text{(3)}$. In this paper, we call the former the local clustering coefficient and the latter the global clustering coefficient\footnote{Some researchers refer $C_{ws}(k)$ as the local clustering coefficient and $C_{loc}$ as the global clustering coefficient \cite{8}.}.

The clustering coefficient is defined without taking into consideration the edge weights and directions in the network. Thus we need to treat all edges as...
unweighted and undirected when we calculate the coefficient. In consequence of that conversion, the same result might be attributed to the networks that share the same topology but differ in the weights or directionality. For this reason, a number of researchers have proposed the generalizations of the local and global clustering coefficients for weighted or directed networks.

2.2 Generalized clustering coefficients

In this subsection, first we summarize the existing generalizations of the clustering coefficient for weighted and undirected networks. Then we summarize the generalizations for weighted and directed networks.

2.2.1 Generalizations for weighted and undirected networks

Here, we summarize the generalized clustering coefficients for weighted and undirected networks.

Latora et al.

Latora et al. proposed the local efficiency as a generalization of the global clustering coefficient as follows [11]:

\[ E_{loc} = \frac{1}{N} \sum_k \frac{E(G_k)}{E(G_k^{ideal})}. \] (4)

Here, \( G_k \) is the subgraph of the whole graph which consisted of node \( k \) and its neighbors. \( G_k^{ideal} \) is the graph that has the same nodes of \( G_k \) but has all the possible edges. \( E(G) \) is the average efficiency of graph \( G \). It is defined as follows:

\[ E(G) = \frac{\sum_{i,j} \epsilon_{ij}}{N(N-1)} = \frac{1}{N(N-1)} \sum_{i,j} \frac{1}{d_{ij}}. \] (5)

Here \( d_{ij} \) is the shortest path length between node \( i \) and node \( j \), and \( \epsilon_{ij} \) is defined as \( \frac{1}{d_{ij}} \). Note that \( d_{ij} = \infty \) and \( \epsilon_{ij} = 0 \) when there is no path between node \( i \) and node \( j \).

Fernandez et al.

Fernandez et al. proposed a generalization of the local clustering coefficient as follows [12]:

\[ C_{fe}(k) = \sum_{i,j} \frac{w_{ij}}{N_k P_2}. \] (6)

\(^4\)The minimum number of the edges traversed to get from one node to the other node.
Fernandez et al. stated that this equation can be interpreted as a measurement of the local efficiency (Eq. (4)) of the network around node $k$.

**Barrat et al.**

Barrat et al. proposed a generalization of the local clustering coefficient as follows \[3\]:

$$C_{ba}(k) = \frac{1}{s_k(N_k - 1)} \sum_{i,j} \left( \frac{w_{ki} + w_{kj}}{2} \right) a_{ik}a_{kj}a_{ij}. \quad (7)$$

Here $s_k$ is defined as $\sum_j a_{kj}w_{kj}$ and $(a_{ij})$ is the adjacency matrix of the graph.

**Onnela et al.**

Onnela et al. proposed a generalization of the local clustering coefficient as follows \[14\]:

$$C_{on}(k) = \frac{\sum_{i,j} (w_{ik}w_{kj}w_{ij})^{\frac{1}{3}}}{N_k(N_k - 1)}. \quad (8)$$

**Zhang et al.**

Zhang et al. proposed a generalization of the local clustering coefficient as follows \[20\]:

$$C_{zh}(k) = \frac{\sum_{i,j} w_{ki}w_{ij}w_{jk}}{(\sum_i w_{ki})^2 - \sum_i w_{ki}^2}. \quad (9)$$

This formula can be rewritten as follows \[9, 2\]:

$$C_{zh}(k) = \frac{\sum_{i,j} w_{ki}w_{kj}w_{ij}}{\sum_{i,j} w_{ki}w_{kj}}. \quad (10)$$

**Holme et al.**

Holme et al. proposed a generalization of the local clustering coefficient as follows \[7\]:

$$C_{ho}(k) = \frac{\sum_{i,j} w_{ki}w_{ij}w_{jk}}{\max_{i,j}(w_{ij}) \sum_{i,j} w_{ki}w_{jk}}. \quad (11)$$
Here $\max_{i,j}(w_{ij})$ is the maximum value of the weights in the network.

**Opsahl et al.**

Opsahl et al. proposed generalizations of the global clustering coefficient as follows [15]:

$$C_{op} = \frac{\text{total value of closed triplets}}{\text{total value of triplets}} = \frac{\sum_{\tau} \omega_{\tau \Delta}}{\sum_{\tau} \omega_{\tau}}. \tag{12}$$

Here $\tau$ is the set of triplets and $\tau_{\Delta}$ is the set of closed triplets. A triplet is defined as three nodes that are connected with either two (open triplet) or three (closed triplet) edges. $\omega$ is defined for each triplet. Opsahl et al. proposed four methods (arithmetic mean, geometric mean, maximum, minimum) for calculating the value of $\omega$ (Figure 1).

![Figure 1: Methods for calculating $\omega$ for each triplet (cited from Opsahl et al. [15]).](image)

| Method                  | Triplet value $\omega$ of |
|------------------------|---------------------------|
| Arithmetic mean        | $\frac{2+2}{2} = 2$       | $\frac{1+3+2}{2} = 2$ |
| Geometric mean         | $\sqrt{2 \times 2} = 2$  | $\sqrt[3]{3 \times 1.73} = 3$ |
| Maximum                | $\max(2, 2) = 2$          | $\max(1, 3) = 3$          |
| Minimum                | $\min(2, 2) = 2$          | $\min(1, 3) = 1$          |

Abdallah proposed a generalization of the local clustering coefficient as follows [11]:

$$C_{ab}(k) = \frac{c(E_k)}{N_k C_2}. \tag{13}$$

Here $E_k$ is the set of edges between the neighbors of node $k$, and $c(E_k)$, *effective cardinality*, is defined as follows:

$$c(E_k) = \begin{cases} 0 & \text{if } E_k \text{ is empty}, \\ 2^a & \text{otherwise}. \end{cases} \tag{14}$$

Abdallah stated that this generalization can also be defined for directed networks. But the detailed definition is not mentioned [1].
where

$$\alpha = \left( \frac{\sum_{e \in E_k} w(e)}{\sum_{o \in E_k} w(o)} \log_2 \frac{\sum_{o \in E_k} w(o)}{\sum_{e \in E_k} w(e)} \right). \tag{15}$$

$w(e)$ is the weight of edge $e \in E_k$. The value $\frac{w(e)}{\sum_{o \in E_k} w(o)}$ represents the probability of interaction over edge $e$ among all the edges in $E_k$.

### 2.2.2 Generalizations for Weighted and Directed Networks

Here, we summarize the generalized clustering coefficients for weighted and directed networks.

#### Fagiolo

Fagiolo proposed a generalization of the local clustering coefficient as follows\(^6\):

$$C_{fag}(k) = \sum_{i,j} \frac{(w_{k \rightarrow i} + w_{i \rightarrow k})(w_{k \rightarrow j} + w_{j \rightarrow k})(w_{i \rightarrow j} + w_{j \rightarrow i})}{2[d_k^{total}(d_k^{total} - 1) - 2d_k^+]}. \tag{16}$$

Here $d_k^{total} = d_k^{in} + d_k^{out}$ is the total-degree of node $k$ and $d_k^+ = \sum_j a_{kj} a_{jk}$ is the number of the bilateral edges between node $k$ and its neighbors. $d_k^{in} = \sum_j a_{kj}$ is the in-degree of node $k$ and $d_k^{out} = \sum_j a_{jk}$ is the out-degree of node $k$.

#### Suzuki

Suzuki proposed a generalization of the local clustering coefficient as follows\(^7\):

$$C_{suz}(k) = \frac{1}{N_k P_2} \sum_{i,j} \frac{w_{k \rightarrow i} w_{i \rightarrow j} + w_{k \rightarrow j} w_{j \rightarrow i}}{w_{k \rightarrow i} + w_{k \rightarrow j}}. \tag{17}$$

#### Opsahl et al.

Opsahl et al. proposed generalizations of the global clustering coefficient not only to weighted and undirected networks but also weighted and directed networks\(^15\).

Also in the definition of the generalizations to weighted and directed networks, the same definition and methods are used as that in Eq.\(^{12}\). However, unlike in the case of weighted and undirected networks, vacuous triplets\(^18\) are not part of the numerator nor of the denominator in Eq.\(^{12}\). And the triplets which are non-transitive and non-vacuous are not part of the numerator.

---

\(^6\)Fagiolo also proposed a generalization of the local clustering coefficient for unweighted and directed networks\(^4\).
2.3 Properties of Generalized Clustering Coefficients

In this subsection, first we define properties of generalized clustering coefficients. Then we summarize the properties of the generalized clustering coefficients described in Section 2.2. At the end of this subsection, we briefly state about the measure of the continuity.

2.3.1 Definitions of Properties

Here, we define properties of generalized clustering coefficients.

Continuity

The continuity of a generalized clustering coefficient is defined as the property that small changes of edge weights cause only small changes of its value. Almost all coefficients in the last section are discontinuous and they may change significantly from the original value, if vanishingly low weights of edges are truncated to weight zero for some reason.

General versatility

General versatility of a generalized clustering coefficient is defined as the property that its value coincides with the value of the local or global clustering coefficient when edges are undirected (symmetric) and their weights are 0 or 1.

Weight-Scale Invariance

Weight-scale invariance of a generalized clustering coefficient is defined as the property that its value is invariant when the weights of all edges in the network are multiplied by a positive constant.

When one experiments on a network dataset that edge weights are not normalized between 0 and 1, if one uses generalized clustering coefficients that have no weight-scale invariance, the resulting values vary significantly from the values that are calculated for the normalized dataset. This means without a normalization process, the selection of measurement scale affects significantly the coefficient value. When one uses generalized coefficients that have weight-scale invariance, one need not normalize edge weights in the network.

2.3.2 Summaries of Properties

Here, we summarize the properties of the generalized clustering coefficients in section 2.2. Table 1 and Table 2 shows the properties.

All of the existing generalized clustering coefficients for weighted and directed networks are discontinuous. In addition, there is no continuous generalization of the global clustering coefficient among them. In the next section, we
propose continuous generalizations of the local and global clustering coefficients for weighted and directed networks.

**Table 1: Properties of the existing generalizations for weighted and undirected networks.**

|          | Continuity | General Versatility | Weight-Scale Invariance |
|----------|------------|---------------------|-------------------------|
| $C_{ba}(k)$ | X          |                     |                         |
| $C_{bo}(k)$ | X          |                     |                         |
| $C_{on}(k)$ | X          |                     |                         |
| $C_{zh}(k)$ | X          | X                   |                         |
| $C_{ha}(k)$ | X          | X                   | X                       |
| $C_{op}$   | X          | X                   |                         |
| $C_{ab}(k)$ | X          | X                   |                         |

**Table 2: Properties of the existing generalizations for weighted and directed networks.**

|          | Continuity | General Versatility | Weight-Scale Invariance |
|----------|------------|---------------------|-------------------------|
| $C_{fag}(k)$ | X          |                     |                         |
| $C_{suz}(k)$ | X          |                     |                         |
| $C_{ops}$   | X          | X                   |                         |

**2.3.3 Measures of Continuity**

Here, first we briefly introduce the measures of the continuity. Then we describe the continuity of the generalized clustering coefficients.

**Hölder Continuity**

A function $f : X \to \mathbb{R}$ is *Hölder continuous with exponent* $\alpha$ ($0 < \alpha \leq 1$) on $D \subset X$ if

$$\sup_{x,y \in D, \ x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}} < +\infty.$$  \hspace{1cm} (18)

And $f$ is *Hölder continuous with exponent* $\alpha$ at $x_0 \in X$ if it is Hölder continuous on some neighborhood $D$ of $x_0$.

$$\sup_{x \in D - \{x_0\}} \frac{|f(x) - f(x_0)|}{|x - x_0|^{\alpha}} < +\infty.$$  \hspace{1cm} (19)
A function $f$ is *locally Hölder continuous with exponent* $\alpha$ on $D \subset X$ if it is Hölder continuous with exponent $\alpha$ at every point of $D$.

**Lipschitz Continuity**

When the sup in Eq. (18) or Eq. (19) is finite with exponent $\alpha = 1$, $f$ is said to be *Lipschitz continuous*. A function $f : X \to \mathbb{R}$ is *Lipschitz continuous on* $D \subset X$ if

$$\sup_{x, y \in D \atop x \neq y} \frac{|f(x) - f(y)|}{|x - y|} < +\infty.$$  \hspace{1cm} (20)

$f$ is *Lipschitz continuous at* $x_0 \in X$ if it is Lipschitz continuous on some neighborhood $D$ of $x_0$.

$$\sup_{x \in D - \{x_0\}} \frac{|f(x) - f(x_0)|}{|x - x_0|} < +\infty.$$  \hspace{1cm} (21)

A function $f$ is *locally Lipschitz continuous on* $D \subset X$ if it is Lipschitz continuous at every point of $D$.

Hölder and Lipschitz continuities prove to be quantitative measures of the continuity. These continuities are a kind of smoothness conditions for functions.

**Continuity of Existing Generalizations.**

The continuity class that a generalized clustering coefficient belongs to depends on what kind of functions the coefficient is composed of.

Because a Hölder continuous function ($\alpha < 1$) is more weakly continuous than a Lipschitz continuous function, a generalized clustering coefficient consisted of Hölder continuous functions is a little more sensitive with small changes of edge weights than one consisted of Lipschitz continuous functions. In addition, between generalized clustering coefficients consisted of Lipschitz continuous functions, one that has larger Lipschitz constant\(^7\) is more sensitive than the other that has smaller one.

For example, the two-arguments functions ’multiplication’ and ’maximum’ are Lipschitz continuous. A composed function of Lipschitz continuous functions has also strong continuity. In particular, the generalizations by Zhang et al. (Eq. (9) and (10)) and Holme et al. (Eq. (11)) consisted of Lipschitz continuous functions.

To minimize the error of the coefficient value, it may be preferable to use a generalized clustering coefficient that has stronger continuity.

---

\(^7\)A function $f$ is called Lipschitz continuous in $D$ if there exists a real constant $K$ such that $|f(x) - f(y)| < K|x - y|$ for all $x$ and $y$ in $D$. Any such $K$ is referred to as a Lipschitz constant for the function $f$. 
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3 Continuous Generalizations of Clustering Coefficient

In this section, we propose our generalized clustering coefficients for weighted and directed networks. First we propose generalizations of the local clustering coefficient. Second we propose generalizations of the global clustering coefficient. We summarize their properties in the end of this section.

3.1 Our Generalizations of Local Clustering Coefficient

First, we consider how to generalize the local clustering coefficient to weighted and directed networks. The definition of the local clustering coefficient (Eq.(1)) can be rewritten with the weights and directionality of edges as follows:

\[
C(k) = \frac{\sum_{i,j} w_{k \rightarrow i} \cdot w_{k \rightarrow j} \cdot w_{i \rightarrow j}}{\sum_{i,j} w_{k \rightarrow i} \cdot w_{k \rightarrow j} \cdot \max_{i,j}(w_{i \rightarrow j})}.
\] (22)

In directed networks, the possible patterns of a triplet consist of four configurations (Figure 2). In Eq.(22), we choose the 'out-star' configuration as a concrete example. Eq.(22) can also be rewritten with a certain two-argument function \( h_{m}(x,y) = x \cdot y \). We define the generalized clustering coefficient as follows:

\[
C(k)^{gl_{oc}} = \frac{\sum_{i,j} h_{m}(h_{m}(w_{k \rightarrow i}, w_{k \rightarrow j}), w_{i \rightarrow j})}{\sum_{i,j} h_{m}(h_{m}(w_{k \rightarrow i}, w_{k \rightarrow j}), \max_{i,j}(w_{i \rightarrow j}))}.
\] (23)

Here we can replace \( h_{m} \) by a binary function \( h \) that satisfies the following requirements:

\[
h(x, y) = \begin{cases} 
0 & \text{if } x = y = 0, \\
0 & \text{if } x = 0 \text{ and } y = 1, \\
0 & \text{if } x = 1 \text{ and } y = 0, \\
1 & \text{if } x = y = 1.
\end{cases}
\] (24)

Here we use a continuous function \( h \). Because composition of continuous functions is again continuous, the generalized clustering coefficient comes to be continuous.

---

8 The similar rewriting was used in the generalizations for weighted and undirected networks [6, 20, 9, 7].
More generally, we consider a ternary function \( g \) instead of \( h \) as follows:

\[
C(k)_{g\text{loc}} = \frac{\sum_{i,j} g(w_{k\rightarrow i}, w_{k\rightarrow j}, w_{i\rightarrow j})}{\sum_{i,j} g(w_{k\rightarrow i}, w_{k\rightarrow j}, \max_{i,j}(w_{i\rightarrow j}))}. \tag{25}
\]

\[
g(x, y, z) = \begin{cases} 0 & \text{if one of } x, y, z \text{ is 0,} \\ 1 & \text{if } x = y = z = 1. \end{cases} \tag{26}
\]

However, we consider binary cases in the sequel. As examples of binary functions, we investigate four methods (multiplication, geometric mean, minimum, harmonic mean).

**Multiplication**

We define the generalization of the local clustering coefficient with \( h(x, y) = xy \) as follows:

\[
C_{\text{loc,mul}}(k) = \frac{\sum_{i,j} w_{k\rightarrow i} \cdot w_{k\rightarrow j} \cdot w_{i\rightarrow j}}{\sum_{i,j} w_{k\rightarrow i} \cdot w_{k\rightarrow j} \cdot \max_{i,j}(w_{i\rightarrow j})}. \tag{27}
\]

The similar definition was already proposed as weighted and undirected networks \[20\] \[7\].

**Geometric Mean**

We define the generalization of the local clustering coefficient by letting \( h(x, y) = \sqrt{xy} \) as follows:

\[
C_{\text{loc,gm}}(k) = \frac{\sum_{i,j} \sqrt{w_{k\rightarrow i}} \cdot \sqrt{w_{k\rightarrow j}} \cdot \sqrt{w_{i\rightarrow j}}}{\sum_{i,j} \sqrt{w_{k\rightarrow i}} \cdot \sqrt{w_{k\rightarrow j}} \cdot \max_{i,j}(w_{i\rightarrow j})}. \tag{28}
\]

**Minimum**

We define the generalization of the local clustering coefficient by letting \( h(x, y) = \min(x, y) \) as follows:

\[
C_{\text{loc,min}}(k) = \frac{\sum_{i,j} \min(\min(w_{k\rightarrow i}, w_{k\rightarrow j}), w_{i\rightarrow j})}{\sum_{i,j} \min(\min(w_{k\rightarrow i}, w_{k\rightarrow j}), \max_{i,j}(w_{i\rightarrow j}))}. \tag{29}
\]
Harmonic Mean

We define the generalization of the local clustering coefficient with $h(x, y) = \frac{1}{\frac{1}{x} + \frac{1}{y}}$ as follows:

$$C_{loc, har}(k) = \frac{\sum_{i,j} \left( \frac{2}{\frac{1}{w_{k \rightarrow i}} + \frac{1}{w_{k \rightarrow j}}} + \frac{1}{\max_{i,j}(w_{i \rightarrow j})} \right)}{\sum_{i,j} \left( \frac{2}{\frac{1}{w_{k \rightarrow i}} + \frac{1}{w_{k \rightarrow j}}} + \frac{1}{\max_{i,j}(w_{i \rightarrow j})} \right)}.$$  \hspace{1cm} (30)

3.1.1 Brief Comparison of Generalizations

Here, we briefly compare the existing and our generalizations of the local clustering coefficient for weighted and directed networks.

Suppose there are two networks as Figure 3 shows. Both networks consist of 5 nodes. In the left-hand network, there are the bilateral edges of weight 1 among node 1, node 2 and node 3. Node 4 and Node 5 are isolated nodes. In the right-hand network, in addition to the bilateral edges of weight 1 among 3 nodes, node 4 and node 5 have the bilateral edges of weight $\epsilon$ to node 3 ($\epsilon$ is near zero value). If $\epsilon$ is vanishingly low, one may consider that the two networks are almost the same in practice. In that case, it is preferable that the coefficient values of two networks are close. In particular, $C(1)$ (the coefficient value of node 1) and $C(2)$ and $C(3)$ equal 1 in the left-hand network. In the right-hand network, although $C(1)$ and $C(2)$ are also 1, there is a difference in the value of $C(3)$.

Table 3 shows the almost values of $C(3)$ in the right-hand network with each

![Figure 3: Two similar simple networks.](image)
of the generalized clustering coefficient when $\epsilon = 0.0001$.

In the case of the discontinuous generalized clustering coefficients, the values of $C(3)$ in the right-hand network are far from 1. On the other hand, the values of $C(3)$ by our continuous clustering coefficients are almost 1.

Table 3: Almost values of $C(3)$ in the right-hand network.

|                  | $C(3)$     |
|------------------|------------|
| $(\text{Existing})$ |            |
| $C(3)_{fag}$     | 0.1667 (16.68%) |
| $C(3)_{suz}$     | 0.0357 (3.57%)  |
| $(\text{Proposed})$ | $C(3)$     |
| $C(3)_{loc, mul}$| 0.9996 (100.0%) |
| $C(3)_{loc, gm}$ | 0.7092 (70.9%)  |
| $C(3)_{loc, min}$| 0.9995 (100.0%) |
| $C(3)_{loc, har}$| 0.9982 (99.8%)  |

Here we define each generalization with the ’out-star’ configuration. Without going into further detail, we mention that there are generalizations with other configurations. In some cases, it may be advantageous to use other combination of the definitions with more than one or all configurations.

3.2 Our Generalizations of Global Clustering Coefficient

We now consider how to generalize the global clustering coefficient to weighted and directed networks. Our method was inspired by the method by Opsahl et al. [15] (see section 2.2.1 and 2.2.2). We also adopt their method that calculates the values of triplets. Our method differs from theirs in distinguishing between the values of closed triplets and the values of triplets (open triplets and closed triplets). In addition, we do not distinguish the configurations of triplets. We define generalized clustering coefficients as follows:

$$
C_{ggl} = \frac{\text{total of closed triplets}}{\text{total of triplets}} = \frac{\sum_{\Delta} \omega_{\Delta}}{\sum_{\tau} \omega}.
$$

Here $\tau$ is the set of triplets and $\tau_{\Delta}$ is the set of closed triplets. $\omega$ is the value of a triplet and $\omega_{\Delta}$ is the value of a closed triplet.

The total of triplets is calculated separately for each configuration with a

\footnote{In the method by Opsahl et al., the values of triplets are calculated without considering vacuous triplets, and non-vacuous and intransitive closed triplets [15].}
ternary function \( g \) in Eq. (26) as follows:

\[
\sum_\tau \omega = \sum_{i,j} g(w_{j \rightarrow k}, w_{k \rightarrow i}, \max_{i,j}(w_{i \rightarrow j}))
+ \sum_{i,j} g(w_{j \rightarrow k}, w_{k \rightarrow i}, \max_{i,j}(w_{i \rightarrow j}))
+ \sum_{i,j} g(w_{k \rightarrow i}, w_{k \rightarrow j}, \max_{i,j}(w_{i \rightarrow j}))
+ \sum_{i,j} g(w_{i \rightarrow k}, w_{j \rightarrow k}, \max_{i,j}(w_{i \rightarrow j})).
\] (32)

The total value of closed triplets is calculated separately for each configuration with \( g \):

\[
\sum_{\tau} \omega_\Delta = \sum_{i,j} g(w_{j \rightarrow k}, w_{k \rightarrow i}, w_{j \rightarrow i})
+ \sum_{i,j} g(w_{j \rightarrow k}, w_{k \rightarrow i}, w_{i \rightarrow j})
+ \sum_{i,j} g(w_{k \rightarrow i}, w_{k \rightarrow j}, w_{i \rightarrow j})
+ \sum_{i,j} g(w_{i \rightarrow k}, w_{j \rightarrow k}, w_{j \rightarrow i}).
\] (33)

Here we use a continuous function \( g \). Thus the generalized coefficient comes to be continuous.

Table 4: Triplet value \( \omega \) and closed triplet value \( \omega_\Delta \).

|      | \( \omega \) | \( \omega_\Delta \) | \( \omega \) | \( \omega_\Delta \) |
|------|---------------|----------------------|---------------|----------------------|
| \( C_{\text{ops,am}} \) | 12            | 12                   | 2             | 2                    |
| \( C_{\text{ops,gm}} \) | 12            | 12                   | 2             | 2                    |
| \( C_{\text{ops,min}} \) | 12            | 12                   | 2             | 2                    |
| \( C_{\text{ops,max}} \) | 12            | 12                   | 2             | 2                    |
| \( \text{(Proposed)} \) | \( \omega \)  | \( \omega_\Delta \) | \( \omega \)  | \( \omega_\Delta \) |
| \( C_{\text{glo,amu}} \) | 192           | 192                  | 48            | 24                   |
| \( C_{\text{glo,gm}} \) | 48            | 48                   | 12            | 6                    |
| \( C_{\text{glo,min}} \) | 48            | 48                   | 12            | 6                    |
| \( C_{\text{glo,am}} \) | 48            | 48                   | 12            | 6                    |
As examples of ternary functions, we propose four methods (multiplication, geometric mean, minimum, harmonic mean) for calculating $\omega$ and $\omega\Delta$.

Table 4 shows examples of calculating $\omega$ and $\omega\Delta$. In the left triplet, all values of $C_{ops}$ and $C_{g glo}$ are 1. In the right triplet, all values of $C_{ops} = 1$ and all values of $C_{g glo} = 0.5$.

### 3.2.1 Brief Comparison of Generalizations

Here we briefly compare the existing and our generalizations of the global clustering coefficient for weighted and directed networks.

In the same way of Section 3.1.1, we calculate the coefficient values of the two networks in Figure 3. Table 5 shows the coefficient values of the right-hand network when $\epsilon = 0.0001$. The values of $C$ of the right-hand network are far from 1 when the methods 'arithmetic mean' and 'maximum' of $C_{ops}$ are adapted. On the other hand, the values of our generalized clustering coefficients are nearly 1. Although the values of $C$ by the methods 'geometric mean' and 'minimum' of $C_{ops}$ are nearly 1 and they seem to be no problem, we show a problematic case in the next section.

Here we define the generalizations of the global clustering coefficient with the summation of the values of the triplets of each configuration. Without going into further detail, we mention that there are generalizations with other configurations. In some cases, it may be advantageous to use other combinations of configurations.

Table 5: Values of the clustering coefficient of the right-hand network.

| (Existing)      | C               |
|-----------------|-----------------|
| $C_{ops,am}$    | 0.6000 (60.0%)  |
| $C_{ops,gm}$    | 0.9868 (98.7%)  |
| $C_{ops,min}$   | 0.9998 (100.0%) |
| $C_{ops,max}$   | 0.4286 (42.9%)  |

| (Proposed)      | C               |
|-----------------|-----------------|
| $C_{glo,ma}$    | 0.9999 (100.0%) |
| $C_{glo,gm}$    | 0.9411 (94.1%)  |
| $C_{glo,min}$   | 0.9998 (100.0%) |
| $C_{glo,hm}$    | 0.9996 (100.0%) |

### 3.3 Properties of Generalized Clustering Coefficients

Our generalizations are designed to admit the following requirements: Continuity, General versatility, weight-scale invariance (Table 6).

The measure of the continuity of each of the generalized clustering coefficient is different depending on the choice of the function $h$ and $g$. 'Multiplication', 'Minimum' and 'Harmonic Mean' are Lipschitz continuous. 'Geometric Mean'
Table 6: Properties of our clustering coefficients.

|                | Continuity | General Versatility | Weight-Scale Invariance |
|----------------|------------|---------------------|-------------------------|
| $C^{(k)}_{\text{gloc}}$ | X          | X                   | X                       |
| $C_{\text{glo}}$ | X          | X                   | X                       |

is Hölder continuous. Therefore, $C_{\text{loc, gm}}(k)$ and $C_{\text{glo, gm}}$ is more sensitive than the other generalizations of the local or global clustering coefficients.

4 Experiments

In this section, we describe the method of numerical experiments. Here we limited the objects of the experiments to examining the generalizations of the local and global clustering coefficients for weighted and directed networks. We examined the robustness against edge weight errors of our continuous generalized clustering coefficients by experiments on artificial network models and real world network datasets.

All experiments were performed using R\(^{10}\) version 2.9.2 for Windows.

4.1 Artificial Network Datasets

In this subsection, we describe the experiments on two artificial network models. Model 1 is a network for examining the existing and our generalizations of the local clustering coefficient. Model 2 is a network for examining the generalizations of the global clustering coefficient.

4.1.1 Model 1

A network Model 1 consists of two parts (Figure 4): the upper area and the lower area. There are bilateral edges of weight 1 among all nodes in the upper area. And there are bilateral edges of weight $\epsilon$ between all nodes in the upper area and all nodes in the lower area.

In model 1, we examined changes of coefficient values when $\epsilon$ is reduced from 1 to 0. In case that $\epsilon = 0$, although the local generalized clustering coefficients of the nodes in the lower area are undefined because they are isolated nodes, the coefficients in the upper area are defined. Note that the coefficients of the upper area are also undefined when the number of the nodes in the upper area is less than 2. We calculated the local coefficient values of the nodes of the upper area.

We let the pairs of the numbers of the nodes in the upper area and lower area be $(40, 4)$, $(8, 8)$ and $(4, 40)$.

\(^{10}\text{http://www.r-project.org/}\)
4.1.2 Model 2

A network Model 2 consists of two parts (Figure 5) as in Section 4.1.1. In this network, there are bilateral edges of weight $\epsilon$ among the all nodes in the upper area. And there are bilateral edges of weight 1 among the all nodes in the lower area. And there are bilateral edges of weight 1 between the all nodes of the upper area and the all nodes in the lower area.

In model 2, we examined changes of coefficient values when $\epsilon$ is reduced from 1 to 0. In case that $\epsilon = 0$, if there are two nodes in the upper area and one node in the lower area, the global generalized clustering coefficients are defined. We calculated the coefficient values in the whole network.

We let the pairs of the numbers of the nodes in the upper area and lower area be (40, 4), (8, 8) and (4, 40) respectively.

4.2 Real World Network Datasets

In this subsection, we describe the experiments on real world network datasets.

To examine the robustness of our continuous clustering coefficients, we focused on the situation that there are some measurement errors of edge weights in a network. In such a situation, the measured edge weights differ from the actual values. Thus in the case that one calculates a discontinuous clustering coefficient, the coefficient value may significantly differ from the actual value.
We conducted the experiments with two datasets. The first dataset is Freeman’s EIES network [5]. This network is also used by Wasserman et al. [18] and Opsahl et al. [15]. This network is represented by a frequency matrix of the number of the messages sent among 32 researchers that electronically communicate. The average of the edge weights is 33.7. The minimum weight is 2 except for weight 0. The maximum weight is 559. Figure 6 shows Freeman’s EIES network.

The second dataset is a neural network of Caenorhabditis elegans worm (C.elegans). This network is used by Watts et al. [19], and used by Opsahl et al. [15]. This network consists of 306 neurons. Two neurons are connected if at least one synapse or gap junction exist between them. The weight of an edge represents the number of synapses and gap junctions. The average of the edge weights is 3.76. The minimum weight is 1 except for weight 0. The maximum weight is 70.

For the above datasets, we added errors to the weights for all edges and compared our generalizations of the global clustering coefficient with the generalizations by Opsahl et al. [15].

We conducted two experiments by two methods of error addition.
4.2.1 Experiment 1

In this experiment, we added a minute amount of uniform positive values to the edge weights. We added the weights $0$ (not changed), $10^{-12}$, $10^{-9}$, and $10^{-6}$, and calculated the coefficient values respectively. As the result of additions, each network became a complete graph.

4.2.2 Experiment 2

In this experiment, we added normal random numbers with mean and standard deviation $= 0$ (not changed), $10^{-12}$, $10^{-9}$, $10^{-6}$ to the edge weights respectively. In the case of negative weights, we treat them as weight $0$. We calculated the mean of 10 trials.

5 Results

In this section, we describe the results of the numerical experiments.

5.1 Artificial Network Datasets

In this subsection, we describe the results of the experiments on the two artificial networks.
5.1.1 Model 1

The values of the generalized clustering coefficients of the nodes in the upper area are plotted in Figure 7, Figure 8 and Figure 9 respectively. Table 7, Table 8 and Table 9 show the values of the generalized clustering coefficients of the upper area in the case that $\epsilon$ is nearly zero.

![Figure 7: Values of the generalized clustering coefficients of the nodes in the upper area (Model 1: upper = 40 nodes, lower = 4 nodes).](image)

![Table 7: Values of the generalized clustering coefficients of the nodes in the upper area near weight 0 (Model 1: upper = 40 nodes, lower = 4 nodes).](table)

|                | $\epsilon = 0$ | $\epsilon = 1^{-13}$ | $\epsilon = 1^{-12}$ | $\epsilon = 1^{-11}$ |
|----------------|-----------------|-----------------------|-----------------------|-----------------------|
| $C_{fag}(k)$   | 1 (100.0%)      | 0.8206 (82.1%)        | 0.8206 (82.1%)        | 0.8206 (82.1%)        |
| $C_{suz}(k)$   | 1 (100.0%)      | 0.8206 (82.1%)        | 0.8206 (82.1%)        | 0.8206 (82.1%)        |

|                | $\epsilon = 0$ | $\epsilon = 1^{-13}$ | $\epsilon = 1^{-12}$ | $\epsilon = 1^{-11}$ |
|----------------|-----------------|-----------------------|-----------------------|-----------------------|
| $C_{loc, mul}(k)$ | 1 (100.0%) | 1 (100.0%) | 1 (100.0%) | 1 (100.0%) |
| $C_{loc, gm}(k)$  | 1 (100.0%)     | 0.9999 (100.0%)      | 0.9998 (100.0%)      | 0.9996 (100.0%)      |
| $C_{loc, min}(k)$ | 1 (100.0%)     | 1 (100.0%) | 1 (100.0%) | 1 (100.0%) |
| $C_{loc, har}(k)$ | 1 (100.0%)     | 1 (100.0%) | 1 (100.0%) | 1 (100.0%) |

In model 1, it is preferable that the coefficient values of the nodes of the upper area close to 1 when $\epsilon$ is reduced from 1 to 0. However, in the case of the generalization by Fagiolo [4] and Suzuki [17], the coefficient values did not approach to 0. On the other hand, the values by the proposed coefficients approached to 1.

21
Figure 8: Values of the generalized clustering coefficients of the nodes in the upper area (Model 1: upper = 8 nodes, lower = 8 nodes).

Table 8: Values of the generalized clustering coefficients of the nodes in the upper area near weight 0 (Model 1: upper = 8 nodes, lower = 8 nodes).

|                  | $\epsilon = 0$ | $\epsilon = 10^{-13}$ | $\epsilon = 10^{-12}$ | $\epsilon = 10^{-11}$ |
|------------------|-----------------|------------------------|------------------------|------------------------|
| $C_{fag}(k)$     | 1 (100.0%)      | 0.2 (20%)              | 0.2 (20%)              | 0.2 (20%)              |
| $C_{suz}(k)$     | 1 (100.0%)      | 0.2 (20%)              | 0.2 (20%)              | 0.2 (20%)              |
| (Proposed)       | $\epsilon = 0$ | $\epsilon = 10^{-13}$ | $\epsilon = 10^{-12}$ | $\epsilon = 10^{-11}$ |
| $C_{loc,mul}(k)$ | 1 (100.0%)      | 1 (100.0%)             | 1 (100.0%)             | 1 (100.0%)             |
| $C_{loc,gm}(k)$  | 1 (100.0%)      | 0.9985 (99.9%)         | 0.9973 (99.7%)         | 0.9953 (99.5%)         |
| $C_{loc,min}(k)$ | 1 (100.0%)      | 1 (100.0%)             | 1 (100.0%)             | 1 (100.0%)             |
| $C_{loc,har}(k)$ | 1 (100.0%)      | 1 (100.0%)             | 1 (100.0%)             | 1 (100.0%)             |

Table 9: Values of the generalized clustering coefficients of the nodes in the upper area near weight 0 (Model 1: upper = 40 nodes, lower = 4 nodes).

|                  | $\epsilon = 0$ | $\epsilon = 10^{-13}$ | $\epsilon = 10^{-12}$ | $\epsilon = 10^{-11}$ |
|------------------|-----------------|------------------------|------------------------|------------------------|
| $C_{fag}(k)$     | 1 (100.0%)      | 0.0033 (0.33%)         | 0.0033 (0.33%)         | 0.0033 (0.33%)         |
| $C_{suz}(k)$     | 1 (100.0%)      | 0.0033 (0.33%)         | 0.0033 (0.33%)         | 0.0033 (0.33%)         |
| (Proposed)       | $\epsilon = 0$ | $\epsilon = 10^{-13}$ | $\epsilon = 10^{-12}$ | $\epsilon = 10^{-11}$ |
| $C_{loc,mul}(k)$ | 1 (100.0%)      | 1 (100.0%)             | 1 (100.0%)             | 1 (100.0%)             |
| $C_{loc,gm}(k)$  | 1 (100.0%)      | 0.9779 (97.8%)         | 0.9613 (96.1%)         | 0.9329 (93.3%)         |
| $C_{loc,min}(k)$ | 1 (100.0%)      | 1 (100.0%)             | 1 (100.0%)             | 1 (100.0%)             |
| $C_{loc,har}(k)$ | 1 (100.0%)      | 1 (100.0%)             | 1 (100.0%)             | 1 (100.0%)             |
5.1.2 Model 2

The values of the generalized clustering coefficients of the whole network are plotted in Figure 10, Figure 11 and Figure 12 respectively.

Table 10: Values of the generalized clustering coefficients of the whole network near weight 0 (Model 2: upper = 40 nodes, lower = 4 nodes).

|                    | \( \epsilon = 0 \) | \( \epsilon = 1^{-13} \) | \( \epsilon = 1^{-12} \) | \( \epsilon = 1^{-11} \) |
|--------------------|---------------------|---------------------|---------------------|---------------------|
| \( C_{ops,um} \)   | 0.1900 (100.0%)     | 1 (526.3%)          | 1 (526.3%)          | 1 (526.3%)          |
| \( C_{ops,gm} \)   | 0.1900 (100.0%)     | 1 (526.3%)          | 1 (526.3%)          | 1 (526.3%)          |
| \( C_{ops,min} \)  | 0.1900 (100.0%)     | 1 (526.3%)          | 1 (526.3%)          | 1 (526.3%)          |
| \( C_{ops,max} \)  | 0.1900 (100.0%)     | 1 (526.3%)          | 1 (526.3%)          | 1 (526.3%)          |

In model 2, it is preferable that the coefficient values of the whole network approach to 0.1900, 0.7895 and 0.9939 respectively when \( \epsilon \) is reduced from 1 to 0. However, in the case of the generalizations by Opsahl et al. [15], the coefficient values did not approach to the preferable values. On the other hand, the values by the proposed coefficients approached to the preferable values.
Figure 10: Values of the generalized clustering coefficients of the whole network (Model 2: upper = 40 nodes, lower = 4 nodes).

Figure 11: Values of the generalized clustering coefficients of the whole network (Model 2: upper = 8 nodes, lower = 8 nodes).
Table 11: Values of the generalized clustering coefficients of the whole network near weight 0 (Model 2: upper = 8 nodes, lower = 8 nodes).

| Model       | $\epsilon = 0$ | $\epsilon = 1^{-13}$ | $\epsilon = 1^{-12}$ | $\epsilon = 1^{-11}$ |
|-------------|----------------|-----------------------|-----------------------|-----------------------|
| Existing    |                |                       |                       |                       |
| $C_{ops,am}$| 0.7895 (100.0%)| 1 (126.6%)            | 1 (126.6%)            | 1 (126.6%)            |
| $C_{ops,gm}$| 0.7895 (100.0%)| 1 (126.6%)            | 1 (126.6%)            | 1 (126.6%)            |
| $C_{ops,min}$| 0.7895 (100.0%)| 1 (126.6%)            | 1 (126.6%)            | 1 (126.6%)            |
| $C_{ops,max}$| 0.7895 (100.0%)| 1 (126.6%)            | 1 (126.6%)            | 1 (126.6%)            |
| Proposed    |                |                       |                       |                       |
| $C_{glo,mu}$| 0.7895 (100.0%)| 0.7895 (100.0%)      | 0.7895 (100.0%)      | 0.7895 (100.0%)      |
| $C_{glo,gm}$| 0.7895 (100.0%)| 0.7895 (100.0%)      | 0.7895 (100.0%)      | 0.7895 (100.0%)      |
| $C_{glo,min}$| 0.7895 (100.0%)| 0.7895 (100.0%)      | 0.7895 (100.0%)      | 0.7895 (100.0%)      |
| $C_{glo,hm}$| 0.7895 (100.0%)| 0.7895 (100.0%)      | 0.7895 (100.0%)      | 0.7895 (100.0%)      |

Figure 12: Values of the generalized clustering coefficients of the whole network (Model 2: upper = 4 nodes, lower = 40 nodes).
5.2 Real World Network Datasets

In this subsection, we describe the results of the experiments on the real world network datasets.

5.2.1 Experiment 1

We listed the coefficient values of Experiment 1 in Table 13 (Freeman EIES network) and Table 14 (C. Elegans Neural network).

Table 13: Values of the existing and our generalizations of the global clustering coefficient. (Experiment 1: Freeman EIES network)

|       | (Existing) | 0         | $10^{-12}$ | $10^{-10}$ | $10^{-8}$ |
|-------|------------|-----------|------------|------------|-----------|
| $C_{\text{ops,am}}$ | 0.7378 (100.0%) | 1 (135.5%) | 1 (135.5%) | 1 (135.5%) |
| $C_{\text{ops,gm}}$ | 0.7332 (100.0%) | 1 (136.4%) | 1 (136.4%) | 1 (136.4%) |
| $C_{\text{ops,min}}$ | 0.7250 (100.0%) | 1 (137.9%) | 1 (137.9%) | 1 (137.9%) |
| $C_{\text{ops,max}}$ | 0.7411 (100.0%) | 1 (134.9%) | 1 (134.9%) | 1 (134.9%) |

The values of the generalizations by Opsahl et al. [15] was significantly changed. In the case of C. Elegans Neural network, $C_{\text{ops,am}}$ changed about 423% from the original value. On the other hand, the values of our generalizations did not significantly changed.

5.2.2 Experiment 2

We listed the coefficient values of Experiment 2 in Table 15 (Freeman EIES network) and Table 16 (C. Elegans Neural network).
Table 14: Values of the existing and our generalizations of the global clustering coefficient. (Experiment 1: C. Elegans Neural network)

|               | (Existing) | 0          | $10^{-12}$ | $10^{-6}$ | $10^{-6}$ |
|---------------|------------|------------|------------|-----------|-----------|
| $C_{ops,am}$  | 0.2364 (100.0%) | 1 (422.9%) | 1 (422.9%) | 1 (422.9%) |           |
| $C_{ops,gm}$  | 0.2179 (100.0%) | 1 (459.0%) | 1 (459.0%) | 1 (459.0%) |           |
| $C_{ops,min}$ | 0.2003 (100.0%) | 1 (499.1%) | 1 (499.1%) | 1 (499.1%) |           |
| $C_{ops,max}$ | 0.2475 (100.0%) | 1 (404.0%) | 1 (404.0%) | 1 (404.0%) |           |

|               | (Proposed) | 0          | $10^{-12}$ | $10^{-6}$ | $10^{-6}$ |
|---------------|------------|------------|------------|-----------|-----------|
| $C_{glo,mu}$  | 0.0099 (100.0%) | 0.0099 (100.0%) | 0.0099 (100.0%) | 0.0099 (100.0%) |           |
| $C_{glo,gm}$  | 0.0401 (100.0%) | 0.0401 (100.0%) | 0.0397 (99.0%) | 0.0367 (91.6%) |           |
| $C_{glo,min}$ | 0.0709 (100.0%) | 0.0709 (100.0%) | 0.0709 (100.0%) | 0.0712 (100.5%) |           |
| $C_{glo,hm}$  | 0.0594 (100.0%) | 0.0594 (100.0%) | 0.0594 (100.0%) | 0.0600 (100.3%) |           |

Table 15: Values of the existing and our generalizations of the global clustering coefficient. (Experiment 2: Freeman EIES network)

|               | (Existing) | 0          | $10^{-12}$ | $10^{-6}$ | $10^{-6}$ |
|---------------|------------|------------|------------|-----------|-----------|
| $C_{ops,am}$  | 0.7378 (100.0%) | 0.9172 (124.3%) | 0.9141 (123.9%) | 0.9146 (124.0%) |           |
| $C_{ops,gm}$  | 0.7332 (100.0%) | 0.9583 (130.7%) | 0.9575 (130.6%) | 0.9568 (130.5%) |           |
| $C_{ops,min}$ | 0.7290 (100.0%) | 0.9579 (132.1%) | 0.9564 (131.9%) | 0.9563 (132.0%) |           |
| $C_{ops,max}$ | 0.7411 (100.0%) | 0.9127 (123.1%) | 0.9094 (122.7%) | 0.9100 (122.8%) |           |

|               | (Proposed) | 0          | $10^{-12}$ | $10^{-6}$ | $10^{-6}$ |
|---------------|------------|------------|------------|-----------|-----------|
| $C_{glo,mu}$  | 0.1325 (100.0%) | 0.1325 (100.0%) | 0.1325 (100.0%) | 0.1325 (100.0%) |           |
| $C_{glo,gm}$  | 0.2688 (100.0%) | 0.2688 (100.0%) | 0.2687 (99.9%) | 0.2675 (99.5%) |           |
| $C_{glo,min}$ | 0.4678 (100.0%) | 0.4678 (100.0%) | 0.4678 (100.0%) | 0.4678 (100.0%) |           |
| $C_{glo,hm}$  | 0.4045 (100.0%) | 0.4045 (100.0%) | 0.4045 (100.0%) | 0.4045 (100.0%) |           |

Table 16: Values of the existing and our generalizations of the global clustering coefficient. (Experiment 2: C. Elegans Neural network)

|               | (Existing) | 0          | $10^{-12}$ | $10^{-6}$ | $10^{-6}$ |
|---------------|------------|------------|------------|-----------|-----------|
| $C_{ops,am}$  | 0.2364 (100.0%) | 0.8551 (361.7%) | 0.8554 (361.8%) | 0.8555 (361.8%) |           |
| $C_{ops,gm}$  | 0.2179 (100.0%) | 0.8751 (401.7%) | 0.8779 (402.9%) | 0.8760 (402.0%) |           |
| $C_{ops,min}$ | 0.2003 (100.0%) | 0.8723 (435.4%) | 0.8746 (436.5%) | 0.8739 (436.2%) |           |
| $C_{ops,max}$ | 0.2475 (100.0%) | 0.8550 (345.4%) | 0.8552 (345.5%) | 0.8553 (345.5%) |           |

|               | (Proposed) | 0          | $10^{-12}$ | $10^{-6}$ | $10^{-6}$ |
|---------------|------------|------------|------------|-----------|-----------|
| $C_{glo,mu}$  | 0.0099 (100.0%) | 0.0099 (100.0%) | 0.0099 (100.0%) | 0.0099 (100.0%) |           |
| $C_{glo,gm}$  | 0.0401 (100.0%) | 0.0401 (99.9%) | 0.0398 (99.2%) | 0.0371 (92.6%) |           |
| $C_{glo,min}$ | 0.0709 (100.0%) | 0.0709 (100.0%) | 0.0709 (100.0%) | 0.0710 (100.2%) |           |
| $C_{glo,hm}$  | 0.0594 (100.0%) | 0.0594 (100.0%) | 0.0594 (100.0%) | 0.0595 (100.2%) |           |
The values of the generalizations by Opsahl et al. [15] was significantly changed. In the case of C. Elegans Neural network, \( C_{ops,am} \) changed about 361 \% from the original value. On the other hand, the values of our generalizations did not significantly changed.

These results suggest that the larger network, the larger degree of error.

6 Conclusions

In this paper, we focused on the continuity of the generalized clustering coefficient, and proposed continuous generalized clustering coefficients for weighted and directed networks. All of the existing generalizations for weighted and directed networks and generalizations of the global clustering coefficient are discontinuous. We examined the robustness against the edge weight errors of our continuous generalized clustering coefficients by experiments on artificial networks and real world networks. In the case of the Experiment 2 of the C. Elegans Neural network, though the value of the one existing generalization (method: minimum) was changed about 436 \%, the value of a proposed one (method: minimum) was only changed 0.2 \%.

In future work, we need to show the case that the continuity of generalized clustering coefficients has a more concrete impact on practical research.
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