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Abstract
Properties of relative traces and symmetrizing forms on chains of cyclotomic and affine Hecke algebras are studied. The study relies on a use of bases of these algebras which generalize a normal form for elements of the complex reflection groups $G(m, 1, n)$, $m = 1, 2, \ldots, \infty$, constructed by a recursive use of the Coxeter–Todd algorithm. Formulas for inducing, from representations of an algebra in the chain, representations of the next member of the chain are presented.

1. Introduction

The Coxeter–Todd algorithm \cite{6} is a powerful tool for constructing a normal form for group elements with respect to a given subgroup. For an ascending chain of groups the Coxeter–Todd algorithm establishes recursively a global normal form for group elements. We apply the algorithm to the chain, in $n$, of the complex reflection groups $G(m, 1, n)$. The algorithm works uniformly for all $n > 1$. The normal form of an element of $G(m, 1, n)$ is $l w$, where $w \in G(m, 1, n - 1)$ and $l$ runs through a left transversal of the subgroup $G(m, 1, n - 1)$ in the group $G(m, 1, n)$; moreover, the left transversal is uniform as well. In this sense (that the normal form is $l w$), this normal form is “inductive”, in contrast to the normal forms used in \cite{1, 2}; as in \cite{2}, this normal form consists of reduced expressions in terms of generators of $G(m, 1, n)$.

We allow the value $m = \infty$. The group $G(\infty, 1, n)$ is the affine Weyl group of type GL. The Coxeter–Todd algorithm is applicable for $m = \infty$ and we find the corresponding left transversal and the normal form for group elements.
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We denote by $H(m, 1, n)$ the standard deformation of the complex reflection group $G(m, 1; n)$; it has been introduced in [13] and is called the Ariki–Koike algebra, or the cyclotomic Hecke algebra. Again, $m = \infty$ is allowed, it corresponds to the affine Hecke algebra $H_\infty$ of type GL. The above inductive normal form has a nice generalization to a basis $B$ of the algebra $H(m, 1, n)$, $m = 1, 2, \ldots, \infty$, inductive with respect to the chain, in $n$. The use of the basis $B$ allows for a representation-free approach, avoiding a dimension count, to the structure theory of the cyclotomic and affine Hecke algebras. The fact, that $B$ is a basis, implies that $H(m, 1, n)$ is a flat deformation of $CG(m, 1, n)$. The basis $B$ is different from the bases in [12] used for the study of Markov traces on the (cyclotomic) Hecke algebra. Nevertheless the results of [12] rely on the basis in [11], obtained as an outcome of the classification of irreducible representations of the algebra $H(m, 1, n)$, for $m < \infty$. Our arguments do not refer to the representation theory and work for $m = \infty$ as well; the proof is done more in a spirit of classical proofs for the usual Hecke algebra (note that a basis of cyclotomic quotients of the degenerate affine Hecke algebras is established in [11] without the use of the representation theory).

A key ingredient in our study consists in explicit formulas for introducing representations of the algebra $H(m, 1, n-1)$ to representations of the algebra $H(m, 1, n)$, $m = 1, 2, \ldots, \infty$. A one-dimensional representation of the algebra $H(m, 1, n-1)$ induces a natural analogue, for the algebra $H(m, 1, n)$, of the Burau representation.

The cyclotomic/affine Hecke algebras possess commutative Bethe subalgebras (see [15] for the symmetric group case). The Bethe subalgebras play a fundamental role in the theory of integrable systems such as chain and Gaudin models, see, e.g., [8, 9]. One of ways to construct the Bethe subalgebras is based on “relative traces”, the linear maps $Tr_k: H(m, 1, k) \rightarrow H(m, 1, k-1)$, satisfying certain conditions, see Section 5 for precise definitions. We use the basis $B$ to establish the existence and uniqueness properties of the relative traces for the chain of the cyclotomic/affine Hecke algebras.

A composition $Tr := Tr_1 \circ \cdots \circ Tr_{n-1} \circ Tr_n$ of relative traces defines a Markov trace on the algebra $H(m, 1, n)$ and all Markov traces constructed in [12] can be thus obtained. In particular, the existence and unicity of the Markov traces constructed in [12] is reobtained in a different way via the study of the relative traces. If $Tr$ is non-degenerate on both $H(m, 1, n)$ and $H(m, 1, n-1)$ then $Tr_n$ coincides with the conditional expectation.

Besides, there is a family $L^\gamma$ of central forms on $H(m, 1, n)$ which possess a multiplicativity property with respect to the basis $B$. Up to the standard involution of $H(m, 1, n)$, these central forms $L^\gamma$ are Markov traces on $H(m, 1, n)$ with the “Markov parameter” equal to 0 (see Section 6 for precisions). As an application of use of the basis $B$, we obtain expressions for the products of the generators and the basis elements and give an independent direct proof of the centrality of the linear forms $L^\gamma$ on $H(m, 1, n)$. For $m < \infty$, one of these central forms, denoted $L^\gamma$, coincides with the central form introduced in [2] and further studied in [13]. In the terminology of [13], the inductive basis $B$ is quasi-symmetric with respect to the central form $L^\gamma$, as are the different bases in [12]. We also note that, for each central form $L^\gamma$, an easy modification of the inductive basis $B$ yields a basis quasi-symmetric with respect to $L^\gamma$.

In [20], a fusion formula for a complete set of primitive idempotents of the algebra $H(m, 1, n)$, for finite $m$, is obtained. The fusion formula is well adapted to the inductive basis $B$ (for more details, see also [18]). For $m < \infty$, it turns out that, due to the multiplicativity property, the weights of the central forms $L^\gamma$ can be easily calculated with the help of the fusion formula for the algebra $H(m, 1, n)$. The weights of any Markov trace from [12] have been calculated in [7] (the weights of the form $L^\gamma$ have been calculated independently in [13], see also [5]). The formulas for the weights obtained here are
different from the formulas in \[7\] and generalize, for any \(L^7\), the so-called “cancellation-free” formula obtained in \[5\] for the weights of \(L^7\).

The paper is organized as follows.

In Section 2, we present the Coxeter–Todd algorithm for the chain (with respect to \(n\)) of the groups \(G(m, 1, n)\). We establish the resulting normal form for elements of \(G(m, 1, n)\).

The normal form for elements of \(G(m, 1, n)\) suggests a basis for the algebra \(H(m, 1, n)\). In Sections 3 and 4, we show that this is indeed a basis. Several known facts about the chain (with respect to \(n\)) of the algebras \(H(m, 1, n)\) are reestablished with the help of this basis. In particular, we show that \(H(m, 1, n)\) is a flat deformation of the group ring of \(G(m, 1, n)\). We also give the formulas for the induced representations.

Section 5 is devoted to the relative traces for the chain of the cyclotomic/affine Hecke algebras.

In Section 6, we complete the study of the multiplication of the generators on the basis elements. We then use the results to establish properties of central forms \(L^7\) on \(H(m, 1, n)\). For the cyclotomic Hecke algebras, we present a calculation, based on the fusion formula, of weights of the forms \(L^7\) in Subsection 6.3.

Notation.
\(\mathcal{E}_m := \{0, 1, \ldots, m - 1\}\) for finite \(m\) and \(\mathcal{E}_\infty := \mathbb{Z}\);
\(\mathcal{A}_m := \mathbb{C}[q^{\pm 1}, v_1^{\pm 1}, \ldots, v_m^{\pm 1}]\) for finite \(m\) and \(\mathcal{A}_\infty := \mathbb{C}[q, q^{-1}]\); here \(q, v_1, \ldots, v_m\) are indeterminates.

The symbol \(\square\) stands for an end of a proof, \(\Delta\) - for an end of a remark.

2. Normal form for the group \(G(m, 1, n)\)

Let \(m \in \mathbb{Z}_{>0} \cup \{\infty\}\). The group \(G(m, 1, n)\) is generated by the elements \(t, s_1, \ldots, s_{n-1}\) with the defining relations:

\[
\begin{align*}
\begin{cases}
   s_i^2 = 1 & \text{for } i = 1, \ldots, n - 1, \\
   s_is_{i+1}s_i = s_{i+1}s_is_{i+1} & \text{for } i = 1, \ldots, n - 2, \\
   s_is_j = s_js_i & \text{for all } i, j = 1, \ldots, n - 1 \text{ such that } |i - j| > 1,
\end{cases}
\end{align*}
\]

and

\[
\begin{align*}
\begin{cases}
   t^m = 1 & \text{if } m < \infty, \\
   ts_1ts_1 = s_1ts_1t, \\
   ts_i = s_it & \text{for } i = 2, \ldots, n - 1.
\end{cases}
\end{align*}
\]

Let \(t_1 := t\) and, inductively, \(t_{i+1} := s_it_is_i\) for \(i = 1, \ldots, n - 1\). The following holds (see, e.g., \[19\])

\[
\begin{align*}
\begin{cases}
   t_a^m = 1 & \text{for } a = 1, \ldots, n, \text{ if } m < \infty, \\
   t_at_b = t_bt_a & \text{for } a, b = 1, \ldots, n, \\
   s_it_a = t_{\pi_i(a)}s_i & \text{for } i = 1, \ldots, n - 1, \ a = 1, \ldots, n,
\end{cases}
\end{align*}
\]

where \(\pi_i\) is the transposition \((i, i + 1)\). The relations \[3\], together with \[1\], are the defining relations of the wreath product \(C_m \wr S_n\) of the cyclic group \(C_m\) with \(m\) elements (the infinite cyclic group if \(m = \infty\)) by the symmetric group \(S_n\). The relations \[2\] are included in the relations \[3\]. Thus the
group $G(m, 1, n)$ is isomorphic to the group $C_m \wr S_n$. Let $\gamma$ be a generator of the group $C_m$. The images of the generators $t, s_1, \ldots, s_{n-1}$ of the group $G(m, 1, n)$ in $C_m \wr S_n$ are

$$
t \mapsto \left( \begin{array}{cccc}
\gamma & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{array} \right), \quad s_i \mapsto \left( \begin{array}{cccc}
\gamma & 1 & \cdots & 1 \\
\gamma & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
\gamma & 1 & \cdots & 1
\end{array} \right),$$

where $e$ is the unit element in a corresponding subgroup and the vectors are elements of the Cartesian product of $n$ copies of $C_m$. Besides, the subgroup generated by the elements $t, s_1, \ldots, s_{n-2}$ is isomorphic to $G(m, 1, n-1)$ and so we have the chain, in $n$, of groups $G(m, 1, n)$.

**Remark 1.** We recall that the group $G(m, 1, n)$, $m = 1, \ldots, \infty$, admits the following description. Let $E$ be the set $\{(g, a) \mid g \in C_m, a = 1, \ldots, n\}$. Define the action of $C_m$ on this set: $g \cdot (g', a) = (gg', a)$, $g, g' \in C_m$, $a = 1, \ldots, n$. Denote by $\text{Perm}(E)$ the group of permutations of the set $E$. Let $\text{Perm}^0(E)$ be the subgroup of $\text{Perm}(E)$ consisting of elements $\pi \in \text{Perm}(E)$ such that:

$$
\pi(g, a) = g \cdot \pi(e, a) \quad \text{for} \quad g \in C_m \quad \text{and} \quad a = 1, \ldots, n.
$$

To specify an element $\pi$ of $\text{Perm}^0(E)$, it is enough to give the images under $\pi$ of the elements of the set $\{(e, a) \mid a = 1, \ldots, n\}$.

The group $G(m, 1, n)$ is isomorphic to $\text{Perm}^0(E)$. Indeed, let $\phi$ be the map from the set of generators of $G(m, 1, n)$ to $\text{Perm}^0(E)$ defined by:

$$
\phi(t)(e, a) = \begin{cases} 
(\gamma, a) & \text{if } a = 1, \\
(e, a) & \text{otherwise}
\end{cases}, \quad \phi(s_i)(e, a) = (e, \pi_i(a)) \quad \text{for } a = 1, \ldots, n \text{ and } i = 1, \ldots, n-1
$$

(recall that $\pi_i$ is the transposition $(i, i+1)$). The images of the elements $t, s_1, \ldots, s_{n-1}$, the permutations $\phi(t), \phi(s_1), \ldots, \phi(s_{n-1}) \in \text{Perm}^0(E)$, satisfy the defining relations of the group $G(m, 1, n)$, so the map $\phi$ extends to a homomorphism $G(m, 1, n) \to \text{Perm}^0(E)$. This homomorphism is surjective; it is a consequence of the following fact: for any $j = 1, \ldots, n$, we have

$$
\phi(t_j)(e, a) = \begin{cases} 
(\gamma, a) & \text{if } a = j, \\
(e, a) & \text{otherwise}
\end{cases}.
$$

Using the isomorphism between $G(m, 1, n)$ and $C_m \wr S_n$, we see that $\phi$ is injective: $\phi(\vec{v}, \omega)(e, a) = (\nu_{\omega(a)}, \omega(a))$ where $(\vec{v}, \omega) \in C_m \wr S_n$ and $a = 1, \ldots, n$, so the kernel of $\phi$ is trivial. Therefore, the map $\phi$ is an isomorphism. \(\triangle\)

### 2.1. Coxeter–Todd algorithm for the chain of groups $G(m, 1, n)$

For a group $G$ given by generators and relations and a subgroup $W$ of $G$ generated by some subset of the generators of $G$, the Coxeter–Todd algorithm consists in constructing the set of the left cosets of $W$ in $G$ and the action of the generators on this set. To every coset, a vertex in the Coxeter–Todd figure is associated; arrows stand for the action of the generators. The algorithm starts with the left
coset $eW = W$ ($e$ is the identity element); only the generators of $G$ which are not in $W$ act non-trivially on this coset producing new vertices. At each step, using the relations of a given presentation we analyze the action of the generators on vertices which are already in the figure and add or identify possible cosets. The algorithm terminates when we know the action of all generators on every coset in the figure. The figure gives an upper bound for the order of a group $G$. The Coxeter–Todd algorithm lists the set of cosets and provides thereby a “normal form of an element of $G$ with respect to $W$”.

1. Coxeter–Todd figure for the chain. Let $W$ be the subgroup of $G(m, 1, n)$ generated by the elements $t, s_1, \ldots, s_{n-2}$. We present on Fig. 1 the Coxeter–Todd figure for the group $G(m, 1, n)$ with respect to its subgroup $W$.

![Fig. 1. Coxeter–Todd figure for $G(m, 1, n)$ with respect to $W$.](image)

The action is indicated by oriented edges (labelled by the generators). For a generator of order 2 (these are the generators $s_1, \ldots, s_{n-1}$ of $G(m, 1, n)$ if $m \neq 2$) an unoriented edge represents a pair of edges with opposite orientations. If a generator leaves a coset invariant, the corresponding edge is a loop which starts and ends at the vertex representing the coset. For brevity, these loops are omitted; only non-trivial actions are drawn.

In the middle of Fig. 1 there is an $m$-gon with edges labelled by $t$ (if $m = \infty$, the $m$-gon is replaced by an infinite in two directions line with edges labelled by $t$ in one direction and by $t^{-1}$ in the other). At each vertex of the $m$-gon (respectively, of the infinite line if $m = \infty$) starts a tail with $n-1$ edges. The tails from all vertices of the $m$-gon (respectively, of the infinite line) are labelled in the same way.

2.2. Normal form for elements of $G(m, 1, n)$.

The Coxeter–Todd algorithm leads to a normal form for the elements of $G(m, 1, n)$ with respect to $G(m, 1, n-1)$, $m = 1, 2, \ldots, \infty$.

**Proposition 2.** Any element $x \in G(m, 1, n)$ can be written in the form

$$x = s_j s_{j-1} \ldots s_1 t^\alpha s_1 s_2 \ldots s_{n-1} w,$$  \hspace{1cm} (8)

where $j \in \{0, \ldots, n-1\}$, $\alpha \in \mathcal{E}_m$ and $w \in W \cong G(m, 1, n-1)$ (by convention, the empty product is equal to 1).
For any \( n \), given a certain normal form for elements of \( G(m, 1, n - 1) \), the Proposition provides an induced normal form for elements of \( G(m, 1, n) \). Starting with a normal form (powers of \( t \)) for \( G(m, 1, 1) \cong C_m \) we build, increasing \( n \), recursively the global normal form for elements of \( G(m, 1, n) \) for any \( n \).

**Remark 3.** The global normal form for elements of \( G(m, 1, n) \), obtained by the recursive application of the Proposition provides, for finite \( m \), expressions of minimal length for elements of \( G(m, 1, n) \) in terms of positive powers of the generators \( t, s_1, \ldots, s_{n-1} \). This can be proved using the same kind of argument as in [2]. Or, one can directly use the results of [2]. Namely, any element of \( G(m, 1, n) \) can be written in the form

\[
\pi t_{n,a_n} \cdots t_{2,a_2} t_{1,a_1}, \quad a_1, \ldots, a_n \in \{0, \ldots, m-1\} \text{ and } \pi \in S_n, \quad (9)
\]

where \( S_n \) is the symmetric group on \( n \) letters, seen as the subgroup of \( G(m, 1, n) \) generated by \( s_1, \ldots, s_{n-1} \), and, for \( k = 1, \ldots, n \),

\[
t_{k,a} := \begin{cases} 
t^a s_1 \cdots s_{k-1} & \text{for } a > 0, \\
1 & \text{for } a = 0.
\end{cases}
\]

Moreover, if \( \pi \in S_n \) is given in a reduced form then the expression (9) is minimal.

Now we prove by recurrence on \( n \) that any expression of the form (9) can be transformed into an expression of the form (8) using only the braid relations in \( G \). Assume that \( n > 1 \) and that an element \( x \in G(m, 1, n) \) is written in the normal form (9). By the induction hypothesis, the expression \( w \in G(m, 1, n-1) \) can be transformed, using only the braid relations in \( G(m, 1, n-1) \), into

\[
w = \pi t_{n-1,a_{n-1}} \cdots t_{1,a_1},
\]

for some \( a_1, \ldots, a_{n-1} \in \{0, \ldots, m-1\} \) and a reduced expression \( \pi \in S_{n-1} \). Thus, we have, using only the braid relations in \( G(m, 1, n) \),

\[
x = s_j s_{j-1} \cdots s_{1} \pi t_{n,a_n} t_{n-1,a_{n-1}} \cdots t_{2,a_2} t_{1,a_1},
\]

where \( \pi \) is the element of \( S_n \) obtained from the reduced expression \( \pi \) by replacing \( s_i \) by \( s_{i+1} \), for \( i = 1, \ldots, n-2 \). As \( \pi \) does not contain \( s_1 \), the expression \( s_j s_{j-1} \cdots s_{1} \pi \) is a reduced expression of an element of \( S_n \). The assertion is proved and we conclude in particular that (9) is a minimal expression of the element \( x \). \( \triangle \)

3. Normal form for \( H(m, 1, n) \). Preparation

3.1. Definitions

Let \( m = 1, 2, \ldots, \infty \) and \( n > 0 \). The Hecke algebra \( H(m, 1, n) \) is the associative algebra over \( \mathcal{A}_m \) generated by \( \tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-1} \) with the defining relations:

\[
\begin{align*}
\sigma_i \sigma_{i+1} \sigma_i & = \sigma_{i+1} \sigma_i \sigma_{i+1} \quad \text{for all } i = 1, \ldots, n-2, \\
\sigma_i \sigma_j & = \sigma_j \sigma_i \quad \text{for all } i, j = 1, \ldots, n-1 \text{ such that } |i - j| > 1, \\
\tau \sigma_1 \tau \sigma_1 & = \sigma_1 \tau \sigma_1 \tau, \\
\tau \sigma_i & = \sigma_i \tau \quad \text{for } i > 1, \\
\sigma_i^2 & = (q - q^{-1}) \sigma_i + 1 \quad \text{for all } i = 1, \ldots, n-1, \\
(\tau - v_1) \cdots (\tau - v_m) & = 0 \quad \text{if } m < \infty.
\end{align*}
\]
Note that for finite $m$, $\tau^{-1}$ can be excluded from the set of generators since the relation \((15)\) allows to express $\tau^{-1}$ as a linear combination, with coefficients in $\mathcal{A}_m$, of positive powers of $\tau$.

For finite $m$, the algebra $H(m,1,n)$ is the cyclotomic Hecke algebra associated to the complex reflection group $G(m,1,n)$. The algebra $H(\infty,1,n)$ is the affine Hecke algebra $H_n$ of type $GL$. The cyclotomic Hecke algebra $H(m,1,n)$ can be seen as the quotient of the affine Hecke algebra $H_n$ by the relation \((15)\).

The braid group $B_n$ of type $A$ (or simply the braid group) on $n$ strands is the group generated by the elements $\sigma_1, \ldots, \sigma_{n-1}$ with the defining relations \((10)-(11)\) and the braid group $\alpha B_n$ of type $B$ (sometimes called affine braid group) is the group generated by the elements $\tau, \sigma_1, \ldots, \sigma_{n-1}$ with the defining relations \((10)-(13)\). The affine Hecke algebra $\hat{H}_n$ of type $GL$ is the quotient of the group algebra of the braid group $\alpha B_n$ of type $B$ by the quadratic relations \((14)\).

Recall that the usual Hecke algebra $H_n$ of type $A$ is the algebra over $\mathbb{C}[q,q^{-1}]$ generated by the elements $\sigma_1, \ldots, \sigma_{n-1}$ with the relations \((10)-(11)\) and \((14)\). Thus, in particular, $H(1,1,n)$ is isomorphic to $A_1 \otimes H_n$ (the tensor product is over $\mathbb{C}[q,q^{-1}]$). For $m = 2$, the algebra $H(2,1,n)$ is isomorphic to the Hecke algebra of type $B$.

The algebra $H(m,1,n)$, $m = 1, 2, \ldots, \infty$, is a deformation of the group algebra $\mathbb{C}G(m,1,n)$. Indeed, the group algebra $\mathbb{C}G(m,1,n)$ is the specialization of $H(m,1,n)$ for the following numerical values of the parameters:

$$q \mapsto \pm 1, \quad \text{and, for finite } m, \quad v_j \mapsto \xi_j, \ j = 1, \ldots, m,$$

where $\{\xi_j\}_{j=1,\ldots,m}$ is the set of all $m$-th roots of unity.

As $n$ varies, the algebras $H(m,1,n)$ form an ascending chain, in $n$, of algebras:

$$H(m,1,0) := \mathcal{A}_m \subset H(m,1,1) \subset \cdots \subset H(m,1,n) \subset \cdots$$

\((17)\)

(it will be proved later that the elements $\tau, \tau^{-1}$ and $\sigma_1, \ldots, \sigma_{n-2}$ of the algebra $H(m,1,n)$ generate a subalgebra isomorphic to $H(m,1,n-1)$). One has similar ascending chains of braid groups and affine braid groups. Thus the reference to $n$ (as in $H_n$, $H(m,1,n)$, etc.) in the notation for the generators can be omitted.

**Remark 4.** We use the same notation \(\text{“} \sigma_i \text{”} \) for generators of different groups and algebras: these are braid and affine braid groups and Hecke, affine Hecke and cyclotomic Hecke algebras. The symbol $\tau$ is also used to denote a generator of several different objects. This should not lead to any confusion, it will be clear from the context what is the algebra/group in question. $\triangle$

### 3.2. A spanning set of $H(m,1,n)$

The normal form for elements of the algebra $H(m,1,n)$ we shall construct in several steps. This basis is an analogue of the normal form for the elements of the group $G(m,1,n)$ obtained in the previous Section. We start with the following Proposition.

**Proposition 5.** Any $x \in H(m,1,n)$ can be written as a linear combination of elements

$$\sigma_j^{-1} \sigma_{j-1}^{-1} \cdots \sigma_1^{-1} \tau^\alpha \sigma_1 \sigma_2 \cdots \sigma_{n-1} w \quad \text{with} \quad j \in \{0, \ldots, n-1\}, \ \alpha \in \mathfrak{S}_m \ \text{and} \ \ w \in \hat{W}$$

\((18)\)

where $\hat{W}$ is the subalgebra generated by the elements $\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-2}$.
Proof. The unit element of the algebra $H(m,1,n)$ is in the set of elements \( \{18\} \), as well as all generators. We only have to check that the linear span of the elements \( \{18\} \) is stable under multiplication by the generators (then the linear span of the elements \( \{18\} \) is a unital subalgebra, containing all generators, thus the whole algebra). We consider the left multiplication; we multiply all generators. We only have to check that the linear span of the elements (18) is stable under \( GE \); \( G \in \{\sigma_1,\ldots,\sigma_{n-1},\tau,\tau^{-1}\} \) (recall that \( \tau^{-1} \) is needed only if \( m = \infty \)) from the left and move in this product \( GE \) the original generator \( G \) to the right; the expression transforms; we follow the process until it becomes clear that the original product \( GE \) is a linear combination of elements of the form \( \{18\} \).

(i) We multiply the element \( \{18\} \) from the left by \( \sigma_i \) with \( i > j + 1 \). The element \( \sigma_i \) commutes with \( \sigma_j^{-1}\sigma_{j-1}^{-1}\cdots\sigma_1^{-1}\tau^a \) and thus moves through the combination \( \sigma_j^{-1}\sigma_{j-1}^{-1}\cdots\sigma_1^{-1}\tau^a \) to the right without changes; then \( \sigma_i \) moves through \( \sigma_1\sigma_2\cdots\sigma_{n-1} \) to the right, becoming \( \sigma_{i-1} \): \( \sigma_{i-1}w \) is again in \( \hat{W} \) and we are done.

(ii) We multiply the element \( \{18\} \) from the left by \( \sigma_i \) with \( i < j \). When \( \sigma_i \) moves through \( \sigma_j^{-1}\sigma_{j-1}^{-1}\cdots\sigma_1^{-1} \), it transforms into \( \sigma_{i+1} \); the element \( \sigma_{i+1} \) commutes through \( \tau^a \) to the right without changes and then \( \sigma_{i+1} \) moves through \( \sigma_1\sigma_2\cdots\sigma_{n-1} \) to the right, becoming \( \sigma_i \); as in (i), \( \sigma_i w \in \hat{W} \).

(iii) The assertion is immediate when we multiply the element \( \{18\} \) from the left by \( \sigma_j \).

(iv) When we multiply the element \( \{18\} \) from the left by \( \sigma_{j+1} \), for the proof it is enough to write \( \sigma_{j+1} = \sigma_j^{-1} + (q - q^{-1}) \).

(v) We multiply the element \( \{18\} \) from the left by \( \tau \). If \( j = 0 \) one uses, if necessary, the characteristic equation \( (15) \) for \( \tau \) for finite \( m \). Let \( j > 0 \). The element \( \tau \) moves to the right until it reaches \( \sigma_1^{-1} \). Then we use the Lemma \( \text{II} \) below and obtain three terms. For the first term:

\[
\sigma_j^{-1}\cdots\sigma_2^{-1}\cdot\tau\sigma_1\tau^a\cdot\sigma_2\cdots\sigma_{n-1}\cdot w = \sigma_j^{-1}\cdots\sigma_2^{-1}\cdot\tau\cdot\sigma_1\sigma_2\cdots\sigma_{n-1}\cdot\tau^a w = \tau\cdot\sigma_1\sigma_2\cdots\sigma_{n-1}\cdot\sigma_j^{-1}\cdots\sigma_2^{-1}\cdot\sigma_1^{-1}\tau^a w
\]

and \( \sigma_j^{-1}\cdots\sigma_2^{-1}\cdot\sigma_1^{-1}\tau^a w \in \hat{W} \). For the second term:

\[
\sigma_j^{-1}\cdots\sigma_2^{-1}\cdot\tau^{a+1}\cdot\sigma_1\sigma_2\cdots\sigma_{n-1}\cdot w = \tau^{a+1}\cdot\sigma_1\sigma_2\cdots\sigma_{n-1}\cdot\sigma_j^{-1}\cdots\sigma_1^{-1} w
\]

and \( \sigma_j^{-1}\cdots\sigma_1^{-1} w \in \hat{W} \). For the third term:

\[
\sigma_j^{-1}\cdots\sigma_1^{-1}\cdot\tau^a\sigma_1\tau\sigma_2\cdots\sigma_{n-1}\cdot w = \sigma_j^{-1}\cdots\sigma_1^{-1}\cdot\tau^a\sigma_1\sigma_2\cdots\sigma_{n-1}\cdot\tau w
\]

and \( \tau w \in \hat{W} \).

(vi) Let now \( m = \infty \). We multiply the element \( \{18\} \) from the left by \( \tau^{-1} \). If \( j = 0 \), there is nothing to prove. When we multiply the element \( \{18\} \), \( j > 0 \), from the left by \( \tau^{-1} \), we follow the same steps as in (v), using the identity

\[
\tau^{-1}\sigma_1^{-1}\tau^a\sigma_1 = (q - q^{-1})\tau^a\sigma_1\tau^{-1} - \sigma_1\tau^{-1} + \sigma_1^{-1}\tau^a\sigma_1\tau^{-1}, \tag{19}
\]

which is obtained from \( (20) \) by multiplying by \( \tau^{-1} \) from both sides.

\[
\tau\sigma_1^{-1}\tau^a\sigma_1 = (q - q^{-1})(\tau\sigma_1\tau^a - \tau^{-1+1}\sigma_1) + \sigma_1^{-1}\tau^a\sigma_1\tau. \tag{20}
\]

Lemma 6. For any integer \( \alpha \), we have:
Proof of the Lemma. Multiplying the equality $\sigma_1 \tau \sigma_1 \tau^\alpha = \tau^\alpha \sigma_1 \tau \sigma_1$ by $\tau^{-1}$ from both sides, we get
\[
\tau \sigma_1 \tau^\alpha \sigma_1^{-1} = \sigma_1^{-1} \tau^\alpha \sigma_1 \tau \ .
\] (21)
Expanding $\tau \sigma_1^{-1} \tau^\alpha \sigma_1 = \tau (\sigma_1 - (q - q^{-1})) \tau^\alpha (\sigma_1^{-1} + (q - q^{-1}))$ and using (21) we obtain (20). \hfill \Box

3.3. Construction of an $H(m, 1, n)$-module

Consider an arbitrary left $H(m, 1, n - 1)$-module $M_{n-1}$. We denote its elements by letters $u, v$ etc. Let $E_{\infty} := A_{\infty}[z, z^{-1}]$ and, for finite $m$, $E_m := A_m[z]/\langle \chi \rangle$, where $\langle \chi \rangle$ is the ideal generated by the characteristic polynomial $\chi(z) = (z - v_1) \ldots (z - v_m)$ of $\tau$ (note that $z$ is invertible in $E_m$). Let $V$ be a free $A_m$-module with the basis $w_j$, $j = 0, \ldots, n - 1$. Let $M_n := V \otimes E_m \otimes M_{n-1}$ (the tensor product is over $A_m$). The elements $w_j \otimes \phi \otimes u$ we denote by $V_{j, \phi, u}$. For brevity we write
\[
\beta_j := \sigma_1^{-1} \ldots \sigma_1^{-1} ;
\] (22)
the result of the action of an element $\psi \in H(m, 1, n)$ on an element $u \in M_{n-1}$ we denote simply by $\psi u$ (without any symbol for the action).

Define operators $F_\sigma$, $i = 1, \ldots, n - 1$, and $F_\tau$ on the space $M_n$ by (below the last index of $V$ carries information about the action of the elements of the algebra $H(m, 1, n - 1)$ on the module $M_{n-1}$; for finite $m$, $\phi$ is a polynomial in $z$, defined modulo $\chi$, and therefore the element $\phi(\tau) \in H(m, 1, n - 1)$ which appears in the last index of $V$ is well defined):
\[
F_\sigma : V_{j, \phi, u} \mapsto \begin{cases} 
V_{j, \phi, \sigma_1^{-1} u} , & j < i - 1 , \\
(q - q^{-1}) V_{i-1, \phi, u} + V_{i, \phi, u} , & j = i - 1 , \\
V_{i-1, \phi, u} , & j = i , \\
V_{j, \phi, \sigma_1 u} , & j > i , 
\end{cases}
\] (23)
and
\[
F_\tau : \begin{cases} 
V_{0, \phi, u} \mapsto V_{0, \sigma_1 \phi, u} , \\
V_{j, \phi, u} \mapsto (q - q^{-1}) V_{0, \sigma_1 \phi, u} - (q - q^{-1}) V_{0, \sigma_1 \beta, u} + V_{j, \phi, u} , & j > 0 .
\end{cases}
\] (24)
It follows that $F_\tau$ is invertible.

Let, as above, $W$ denote the subalgebra of the algebra $H(m, 1, n)$ generated by the elements $\tau, \tau^{-1}$ and $\sigma_1, \ldots, \sigma_{n-2}$. Take $\tilde{W}$ for the $H(m, 1, n - 1)$-module $M_{n-1}$ (for the moment we know only that the algebra $\tilde{W}$ is a quotient of $H(m, 1, n - 1)$; we define the action of $H(m, 1, n - 1)$ by the left multiplication on its quotient). With the calculation made in the proof of Proposition 5, one checks that the formulas (23) and (24) are valid if one makes the following substitution:
\[
V_{j, \phi, u} \mapsto \sigma_1^{-1} \ldots \sigma_1^{-1} \sigma_1^{j} \phi(\tau) \sigma_1 \sigma_2 \ldots \sigma_{n-1} u ,
\]
and considers $F_\tau, F_\sigma_i$ as operators of the left multiplication by the corresponding generators. More is true. The formulas (23) and (24) have the following universal property.

Proposition 7. The map $\sigma_i \mapsto F_{\sigma_i}$, $i = 1, \ldots, n - 1$, and $\tau \mapsto F_\tau$ (and $\tau^{-1} \mapsto F_\tau^{-1}$ for $m = \infty$) equips $M_n$ with a structure of an $H(m, 1, n)$-module.
Proof. A straightforward although lengthy calculation. Given a defining relation from the list we verify it on each vector $V_{j,\phi,u}$. Below we mention different placements of the index $j$ in a verification of a given relation.

(i) For the relation $\sigma_i \sigma_j = \sigma_j \sigma_i$ with $i < k - 1$ one considers separately the following positions of the index $j$:

$$j < i - 1, \ j = i - 1, \ j = i, \ i < j < k - 1, \ j = k - 1, \ j = k \ \text{and} \ j > k.$$

(ii) For the Artin relation $\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}$ one considers separately the following positions of the index $j$:

$$j < i - 1, \ j = i - 1, \ j = i, \ j = i + 1 \ \text{and} \ j > i + 1.$$

(iii) For the relation $\sigma_i^2 - (q - q^{-1})\sigma_i - 1 = 0$ one considers separately the following positions of the index $j$:

$$j < i - 1, \ j = i - 1, \ j = i \ \text{and} \ j > i.$$

(iv) For the relation $\tau \sigma_i = \sigma_i \tau$ with $i > 1$ one considers separately the following positions of the index $j$:

$$j = 0, \ j < i - 1, \ j = i - 1, \ j = i \ \text{and} \ j > i.$$

(v) For the relation $\tau \sigma_i \tau \sigma_1 = \sigma_1 \tau \sigma_1 \tau$ it is enough to consider separately the following positions of the index $j$:

$$j = 0, \ j = 1 \ \text{and} \ j > 1.$$

The following observation simplifies a verification here:

$$F_\tau F_{\sigma_1} F_\tau : \begin{cases} V_{0,\phi,u} \mapsto (q - q^{-1}) V_{0,z,\tau \phi(\tau) u} + V_{1,z,\phi,\tau u}, \\ V_{1,\phi,u} \mapsto (q - q^{-1}) V_{1,z,\tau \phi(\tau) u} - (q - q^{-1}) V_{1,z,\phi,\tau u} + V_{0,z,\phi,\tau u}, \\ V_{i,\phi,u} \mapsto (q - q^{-1})^2 V_{0,z,\tau [\beta_j,\phi(\tau)] u} + (q - q^{-1}) V_{1,z,\tau \beta_j \phi(\tau) u} - (q - q^{-1}) V_{1,z,\phi,\beta_j u} \\
+ (q - q^{-1}) V_{0,z,\beta_j \phi(\tau) \sigma_1 \tau u} - (q - q^{-1}) V_{0,z,\phi,\beta_j \sigma_1 \tau u} + V_{1,\phi,\tau \sigma_1 \tau u}, \ j > 1. \end{cases}$$

(25)

Here $[\beta_j, \phi(\tau)]$ is the commutator of $\beta_j$ and $\phi(\tau)$; in the verification of the relation $\tau \sigma_1 \tau \sigma_1 = \sigma_1 \tau \sigma_1 \tau$ on $V_{j,\phi,u}$ with $j > 1$ we use the formula (20) in the form

$$\tau \sigma_1^{-1} \phi(\tau) \sigma_1 = (q - q^{-1}) (\tau \sigma_1 \phi(\tau) - \tau \phi(\tau) \sigma_1) + \sigma_1^{-1} \phi(\tau) \sigma_1 \tau.$$

(vi) Let $m < \infty$. For the relation $(\tau - v_1) \ldots (\tau - v_m) = 0$ one considers separately the following positions of the index $j$:

$$j = 0 \ \text{and} \ j > 0.$$

A verification of this relation for $j > 0$ is the only place in the proof which maybe requires a comment. For $j > 0$ one proves by induction the following formula:

$$F_\tau : V_{j,\phi,u} \mapsto (q - q^{-1}) \sum_{i=1}^{l} V_{0,z,\beta_j \phi(\tau) \tau^{l-i} u} - (q - q^{-1}) \sum_{i=1}^{l} V_{0,z,\phi,\beta_j \tau^{l-i} u} + V_{j,\phi,\tau^{l} u}, \ j > 0. \quad (26)$$
The first sum in (26) can be seen as the image of an element

\[(z \otimes \phi) \cdot \frac{1 \otimes z^l - z^l \otimes 1}{1 \otimes z - z \otimes 1}\]

(27)

from the space \(E_m \otimes E_m\) to \(M_n\) with respect to the map \(\kappa_u\), defined for each \(u \in M_{n-1}\) by

\[\kappa_u : f \otimes g \mapsto V_{0,f,\beta}(\tau)u.\]

In (27), the fraction \(\frac{1 \otimes z^l - z^l \otimes 1}{1 \otimes z - z \otimes 1}\) is understood as the image of a polynomial which is the result of the division of the numerator by the denominator (as polynomial s of two unrestricted variables) in the space \(E_m \otimes E_m\). Similarly, the second sum in (26) can be understood as the image of \((z_\phi \otimes 1) \cdot \frac{1 \otimes z^l - z^l \otimes 1}{1 \otimes z - z \otimes 1}\) with respect to the same map \(\kappa_u\). Thus the first sum minus the second sum (the combination which appears in (26)) is the image of

\[(1 \otimes \phi - \phi \otimes 1) \cdot \frac{1 \otimes z^l - z^l \otimes 1}{1 \otimes z - z \otimes 1}.\]

(28)

The element (28) already as a polynomial (and therefore as an element in \(E_m \otimes E_m\)) can be written in the form

\[
\frac{1 \otimes \phi - \phi \otimes 1}{1 \otimes z - z \otimes 1} \cdot (z \otimes 1) \cdot (1 \otimes z^l - z^l \otimes 1),
\]

(29)

where the fraction \(\frac{1 \otimes \phi - \phi \otimes 1}{1 \otimes z - z \otimes 1}\) is understood again as the image of a polynomial which is the result of the division of the numerator by the denominator (as polynomials of two unrestricted variables) in the space \(E_m \otimes E_m\).

Writing now \(\chi(z) = \sum_{m=0}^{m} c_m z^m\) one verifies the relation \(\chi(F_\tau) = 0\) immediately with the help of (29) (recall that \(E_m = \mathcal{A}_m[z]/(\chi)\)).

\[\square\]

Remark 8. The action of \(F_\tau\) on the vectors of the form \(V_{j,1,u}\) with \(j > 0\) is simply the action of \(\tau\) on \(M_{n-1}\), that is,

\[F_\tau : V_{j,1,u} \mapsto V_{j,1,\tau u}\quad \text{for} \quad j > 0.\]

(30)

\[\triangle\]

Remark 9. The operators \(F_{\sigma_i}\) and \(F_\tau\) defined in (23) and (24) can be represented by \(n \times n\) matrices (with indices related to the basis of \(V\)) whose elements are operators acting in the space \(E_m \otimes M_{n-1}\). By \(\hat{z}\) we denote the operator of the multiplication by \(z\) in the space \(E_m\). To fit formulas in the line, we denote the operator \(\text{Id}_{E_m} \otimes \sigma_i\) simply by \(\sigma_i\), the operator \(\text{Id}_{E_m} \otimes \tau\) simply by \(\tau\) and the operator \(\hat{z} \otimes \text{Id}_{M_{n-1}}\) simply by \(\hat{z}\).

The operator \(F_{\sigma_i}\) reads (recall that the elements of the basis of \(V\) are labelled by numbers from 0 to \(n - 1\))

\[
F_{\sigma_i} = \begin{pmatrix}
1 & \cdots & 1 \\
\sigma_{i-1} & \cdots & \sigma_{i-1} \\
q - q^{-1} & 1 & 0 \\
1 & 0 & \sigma_{i} \\
& \cdots & \cdots
\end{pmatrix};
\]

(31)
here the $2 \times 2$ block with ones (that is, the identity operators) outside the main diagonal is in the $(i-1)\text{st}$ and $i\text{th}$ lines and columns.

The operator $F_\tau$ reads

$$F_\tau = \begin{pmatrix} \hat{z} (q-q^{-1}) \hat{z}(\mu-1) & (q-q^{-1}) \hat{z} \sigma_1^{-1}(\mu-1) & (q-q^{-1}) \hat{z} \sigma_2^{-1} \sigma_1^{-1}(\mu-1) & \cdots \\ \tau & \cdots & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix} \quad (32)$$

here only the first line and the main diagonal have non-zero entries. The operator $\mu$ on the space $E_m \otimes M_{n-1}$ is defined as follows:

$$\mu(\phi \otimes u) := 1 \otimes \phi(\tau) u ,$$

where $\phi$ is a polynomial in $z$. The operator $\mu$ has the following properties:

$$\mu \hat{z} = \tau \mu , \quad \mu \tau = \tau \mu , \quad \mu^2 = \mu .$$

\[ \Delta \]

4. Flatness of deformation. Normal form for elements of $H(m, 1, n)$

We are now ready to prove that the deformation $H(m, 1, n)$ of the group ring $\mathbb{C}G(m, 1, n)$ is flat and to give the normal form for elements of the algebra $H(m, 1, n)$.

Some results of this section were used in [17] and [16].

4.1. Flatness of deformation

As above, $\tilde{W}$ denotes the subalgebra of the algebra $H(m, 1, n)$ generated by the elements $\tau, \tau^{-1}$ and $\sigma_1, \ldots, \sigma_{n-2}$.

**Proposition 10.** (i) The subalgebra $\tilde{W}$ is isomorphic to $H(m, 1, n-1)$.

(ii) The algebra $H(m, 1, n)$ is a free $A_m$-module. Let $\mathcal{B}^{(n-1)}$ be a basis of $H(m, 1, n-1) \cong \tilde{W}$. Then the following set of elements is a basis of $H(m, 1, n)$:

$$\sigma_j^{-1} \sigma_{j-1}^{-1} \cdots \sigma_1^{-1} \tau^\alpha \sigma_1 \sigma_2 \cdots \sigma_{n-1} w \, , \, j \in \{0, 1, \ldots, n-1\} , \, \alpha \in E_m , \, w \in \mathcal{B}^{(n-1)} . \quad (33)$$

Therefore, the algebra $H(m, 1, n)$ is a flat deformation of the group ring of $G(m, 1, n)$.

**Proof.** Assume, by induction, that $H(m, 1, n-1)$ is a free $A_m$-module and a flat deformation of the group ring of $G(m, 1, n-1)$ (the induction basis is trivial since $H(m, 1, 0) = A_m$). Let $p : H(m, 1, n-1) \rightarrow W$ denote the natural homomorphism. The Proposition 5 implies that the elements

$$\sigma_j^{-1} \sigma_{j-1}^{-1} \cdots \sigma_1^{-1} \tau^\alpha \sigma_1 \sigma_2 \cdots \sigma_{n-1} p(w) , \quad (34)$$
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where \( j \in \{0, \ldots, n-1\} \), \( \alpha \in \mathcal{C}_m \) and \( w \in \mathcal{B}^{(n-1)} \), span \( H(m,1,n) \) as a vector space. We shall show that these elements are linearly independent.

Let \( M_{n-1} \) be the left regular module for \( H(m,1,n-1) \); that is, the module space is the algebra itself and the elements of the algebra act by left multiplication.

By the Proposition 7, the space \( M_n = V \otimes E_m \otimes M_{n-1} \) is equipped with an \( H(m,1,n) \)-module structure. Denote by \( F_n \) the operator corresponding to the element \( a \) for any \( a \in H(m,1,n) \). Using formulas (23) and (24) for the action of \( H(m,1,n) \) on \( M_n \), and also formula (30), we obtain

\[
F_{\sigma_j^{-1} \cdots \sigma_1^{-1} \phi(\tau) \sigma_1 \cdots \sigma_{n-1} p(w)} : V_{n-1,1,1} \mapsto V_{j,\phi,w} .
\] (35)

Thus, the operators \( F_{\sigma_j^{-1} \cdots \sigma_1^{-1} \phi(\tau) \sigma_1 \cdots \sigma_{n-1} p(w)} \), \( j \in \{0, \ldots, n-1\} \), \( \alpha \in \mathcal{C}_m \) and \( w \in \mathcal{B}^{(n-1)} \), are linearly independent, which implies the linear independence of the set (34). The non-triviality of the kernel of \( p \) would contradict to the linear independence of the elements (34). Therefore, the subalgebra \( \tilde{W} \) is isomorphic to \( H(m,1,n-1) \) and the flatness of the deformation from the group ring of \( G(m,1,n) \) to \( H(m,1,n) \) follows.

4.2. Basis \( \mathcal{B} \) of \( H(m,1,n) \)

We construct recursively, in the same way as we did for \( G(m,1,n) \), a global normal form for elements of \( H(m,1,n) \) using now Proposition 10 statement (ii). Let \( \mathcal{B}_k \) be the set of elements \( \{\sigma_j^{-1} \cdots \sigma_1^{-1} \tau^\alpha \sigma_1 \cdots \sigma_{k-1} | j \in \{0, \ldots, k-1\}, \alpha \in \mathcal{C}_m\} \).

Corollary 11. Any element \( x \in H(m,1,n) \) can be written uniquely as a linear combination of elements

\[
x = u_n u_{n-1} \cdots u_1 ,
\] (36)

where \( u_k \in \mathcal{B}_k \) for \( k = 1, \ldots, n \).

In other words, the products \( u_n u_{n-1} \cdots u_1 \), where \( u_k \) ranges over \( \mathcal{B}_k \) for \( k = 1, \ldots, n \), form a basis of the \( A_m \)-module \( H(m,1,n) \). We denote such basis, for brevity, \( \mathcal{B} := \mathcal{B}_n \cdots \mathcal{B}_1 \).

Remark 12. Let \( A_m H_n := A_m \otimes H_n \), where the tensor product is over \( \mathbb{C}[q,q^{-1}] \) (recall that \( H_n \) is the Hecke algebra of type \( A \), see Section 3.1). Define the homomorphism \( \zeta : A_m H_n \rightarrow H(m,1,n) \) by sending the generator \( \sigma_i \) of \( A_m H_n \) to the generator \( \sigma_i \) of \( H(m,1,n) \) for \( i = 1, \ldots, n-1 \) and the generator \( \tau \) of \( H(m,1,n) \) to the element \( v_\epsilon \), clearly extends to a homomorphism \( \pi : H(m,1,n) \rightarrow A_m H_n \) (if \( m = \infty \), the element \( v_\epsilon \) is an arbitrary unit in \( A_\infty \)). One has \( \pi \circ \zeta = \text{Id}_{A_m H_n} \) so \( \pi \) is a left inverse to \( \zeta \); in particular, \( \zeta \) is an embedding. Likewise, we have, on the level of braid groups, an embedding \( B_n \rightarrow \alpha B_n \) defined by a map, tautological on the generators of \( B_n \).

\( \triangle \)
4.3. Induced representations

Let $\mathfrak{B}$ be an associative subalgebra of an associative algebra $\mathfrak{A}$. Let $W$ be a left $\mathfrak{B}$-module. The vector space $\mathfrak{B} \otimes_\mathfrak{B} W$ carries a natural $\mathfrak{A}$-module structure defined by $a.(a' \otimes w) := aa' \otimes w$. This is the induced $\mathfrak{A}$-module.

Let $M_{n-1}$ be a left $H(m, 1, n-1)$-module and $M_n := V \otimes E_m \otimes M_{n-1}$ the $H(m, 1, n)$-module, constructed in the preceding Subsection. It follows from the Proposition \[10\] that $M_n$ is the induced $H(m, 1, n)$-module with respect to the subalgebra $H(m, 1, n-1)$ and the module $M_{n-1}$ over it. The formulas \[23\] and \[24\] give an explicit realization of the induced module $M_n$. In particular, the construction \[23\]–\[24\] possesses the following functoriality properties. For a free $\mathcal{A}_m$-module $M$, let $\Upsilon(M) := V \otimes E_m \otimes M$. For two free $\mathcal{A}_m$-modules $M, M'$ and a map $\alpha : M \rightarrow M'$, let $\Upsilon(\alpha) := \text{Id}_V \otimes \text{Id}_{E_m} \otimes \alpha$. Then $\Upsilon$ is a functor from the category of $H(m, 1, n-1)$-modules to the category of $H(m, 1, n)$-modules,

$$\Upsilon : H(m, 1, n-1)-\text{mod} \rightarrow H(m, 1, n)-\text{mod}.$$ 

The formulas \[23\]–\[24\] do not contain denominators, so specializations (setting $q, v_1, \ldots, v_m$ to arbitrary complex numbers different from 0 in the formulas \[23\]–\[24\]) do not cause any difficulties. This concerns, in particular, the specialization \[10\] to the group ring.

**Remark 13.** The space $E_1$ is one-dimensional and we identify it with the ring $\mathcal{A}_1$. We have here the operators $F_{\sigma_i}$ acting on the space $V \otimes M_{n-1}$:

$$F_{\sigma_i} : V_{j,u} \mapsto \begin{cases} V_{j,\sigma_{i-1}u} & j < i-1, \\ (q-q^{-1})V_{i-1,u} + V_{i,u} & j = i-1, \\ V_{i-1,u} & j = i, \\ V_{j,\sigma_iu} & j > i. \end{cases} \quad \text{(37)}$$

The formula \[37\] equips the space $M_n := V \otimes M_{n-1}$ with an $\mathcal{A}_1 H_n$-module structure. Since the formula \[34\] does not involve the parameter $v_1$, we have, in fact, an $H_n$-module structure on $V \otimes M_{n-1}$ where $M_{n-1}$ is a left $H_{n-1}$-module and $V$ is understood as a free $\mathbb{C}[q, q^{-1}]$-module. So, for $m = 1$, $\Upsilon$ is a functor from the category of $H_{n-1}$-modules to the category of $H_n$-modules,

$$\Upsilon : H_{n-1}-\text{mod} \rightarrow H_n-\text{mod}.$$ 

The label $\phi$ of vectors $V_{j,\phi,u}$ is not touched by the action of the operators $F_{\sigma_i}$ given by the formula \[23\]. Thus the restriction of the $H(m,1,n)$-module $M_n$ to the subalgebra generated by $\sigma_1, \ldots, \sigma_{n-1}$ (isomorphic to $\mathcal{A}_m H_n$, see Remark \[12\] is the direct sum of $m$ copies of the $\mathcal{A}_m H_n$-module given by the formula \[37\].

**Remark 14 (Burau module).** Take for $M_{n-1}$ the one-dimensional $H_{n-1}$-module, on which the generators $\sigma_i$ act by multiplication by $q$. Then the resulting module $M_n$ is the Burau module for the Hecke algebra $H_n$.

Taking now for $M_{n-1}$ the one-dimensional module of the algebra $H(m,1,n-1)$ on which the generators $\sigma_i$ act by multiplication by $q$ and the generator $\tau$ acts by multiplication by $v_e$, $1 \leq e \leq m$, (if $m = \infty$, $v_e$ is an arbitrary unit in $\mathcal{A}_\infty$), the resulting $H(m,1,n)$-module $M_n \cong V \otimes E_m$ is an analogue of the Burau module. The action of the generators $\sigma_i$ is given by the usual Burau
matrices (these are the matrices \( H \) in which every \( \sigma \) is replaced by \( q \); these matrices act trivially in the space \( E_m \)) while the matrix of the operator \( \tau \) is given by

\[
F_\tau = \begin{pmatrix}
\hat{z} & (q - q^{-1}) \hat{z}(\mu_e - 1) & (q - q^{-1})q^{-1} \hat{z}(\mu_e - 1) & \ldots \\
v_e & v_e & v_e & \ldots \\
\vdots & \vdots & \vdots & \ddots \\
\end{pmatrix};
\]

(38)

here \( \mu_e \) is defined by \( \mu_e(\phi) := \phi(v_e) \), where \( \phi \in E_m \).

**4.4. Other bases of \( H(m, 1, n) \)**

We mention several other normal forms for elements of \( H(m, 1, n) \) with respect to \( \tilde{W} \cong H(m, 1, n - 1) \) similar to the form from the Proposition \( ]15[ \) (and thus several other inductive bases of \( H(m, 1, n) \) similar to the basis \( B \) in the Corollary \( ]11[ \).

Let, as above, \( \tilde{W} \) be the subalgebra generated by \( \tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-2} \). An induction on \( j \) establishes the following fact.

**Lemma 15.** Let \( \epsilon = \pm 1 \). An element of the form

\[ \sigma_j^\epsilon \sigma_{j-1}^\epsilon \ldots \sigma_1^\epsilon \sigma_1 \sigma_2 \ldots \sigma_{n-1} w \]

with \( j \in \{0, \ldots, n - 1\}, \alpha \in \mathfrak{E}_m \) and \( w \in \tilde{W} \)

equals to \( \sigma_j^{-\epsilon} \sigma_{j-1}^{-\epsilon} \ldots \sigma_1^{-\epsilon} \sigma_1 \sigma_2 \ldots \sigma_{n-1} w \) plus a linear combination of elements

\[ \sigma_k^{-\epsilon} \sigma_{k-1}^{-\epsilon} \ldots \sigma_1^{-\epsilon} \sigma_1 \sigma_2 \ldots \sigma_{n-1} w_k \]

with \( k < j \) and \( w_k \in \tilde{W} \).

Therefore, any \( x \in H(m, 1, n) \) can be written as a linear combination of elements of the set

\[
\left\{ \begin{array}{l}
\sigma_{k+1} \sigma_{k+2} \ldots \sigma_{n-1} w, \text{ where } k \in \{0, \ldots, n - 1\} \text{ and } w \in \tilde{W}, \\
\sigma_j \sigma_{j-1} \ldots \sigma_1 \sigma_1 \sigma_2 \ldots \sigma_{n-1} w, \text{ where } j \in \{0, \ldots, n - 1\}, \alpha \in \mathfrak{E}_m \backslash \{0\} \text{ and } w \in \tilde{W}.
\end{array} \right\}
\]

(39)

Let \( \iota \) be the involution of the ring \( H(m, 1, n) \), defined by

\[ \iota(x) = x^{-1}, \quad x \in \{\tau, \sigma_1, \ldots, \sigma_{n-1}\}, \quad \iota(q) = q^{-1} \quad \text{and, for } m < \infty, \quad \iota(v_a) = v_a^{-1}, \quad a = 1, \ldots, m. \]

(40)

Applying the involution \( \iota \) to the normal forms \( ]18[ \) and \( ]39[ \), we find that any \( x \in H(m, 1, n) \) can be written as a linear combination of elements of the set

\[ \sigma_j \sigma_{j-1} \ldots \sigma_1 \sigma_1 \sigma_2 \ldots \sigma_{n-1}^{-1} w, \text{ where } j \in \{0, \ldots, n - 1\}, -\alpha \in \mathfrak{E}_m \text{ and } w \in \tilde{W}, \]

(41)

or of the set

\[
\left\{ \begin{array}{l}
\sigma_{k+1}^{-1} \sigma_{k+2}^{-1} \ldots \sigma_{n-1}^{-1} w, \text{ where } k \in \{0, \ldots, n - 1\} \text{ and } w \in \tilde{W}, \\
\sigma_j^{-1} \sigma_{j-1}^{-1} \ldots \sigma_1^{-1} \sigma_1^{-1} \sigma_2 \ldots \sigma_{n-1}^{-1} w, \text{ where } j \in \{0, \ldots, n - 1\}, -\alpha \in \mathfrak{E}_m \backslash \{0\} \text{ and } w \in \tilde{W}.
\end{array} \right\}
\]

(42)
Four other normal forms for elements of $H(m,1,n)$ are obtained by the application of the anti-involution $\varpi$, $\varpi(xy) = \varpi(y)\varpi(x)$, of $H(m,1,n)$, identical on the generators $\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-1}$, to the normal forms (18), (39), (41) and (42).

5. Relative traces for the chain of algebras $H(m,1,n)$

We examine and prove the existence and uniqueness of linear maps $\text{Tr}_k$ from the algebra $H(m,1,k)$ to the algebra $H(m,1,k-1)$, $k = 1,2,\ldots$, which satisfy

$$\text{Tr}_1(1) = 1 \quad \text{and} \quad \text{Tr}_1(\sigma^a) = \mu_a \quad \text{where} \quad a \in \mathcal{E}_m \setminus \{0\}, \quad \mu_a \in \mathcal{A}_m,$$

and, for $k \geq 2$, $X,Y \in H(m,1,k-1)$ and $Z \in H(m,1,k)$,

$$\text{Tr}_k(XYZ) = X\text{Tr}_k(Z)Y,$$

$$\text{Tr}_k(\sigma_{k-1}^{-1}X\sigma_{k-1}^{\varepsilon}) = \text{Tr}_{k-1}(X) \quad \text{where} \quad \varepsilon = \pm 1,$$

$$\text{Tr}_{k-1}(\text{Tr}_k(\sigma_{k-1}Z)) = \text{Tr}_{k-1}(\text{Tr}_k(Z\sigma_{k-1})),$$

$$\text{Tr}_k(\sigma_{k-1}) = D \quad \text{where} \quad D \in \mathcal{A}_m.$$

Equality (45), for $X = 1$, together with the initial condition (42), implies that $\text{Tr}_k(1) = 1$. The elements $D$ and $\mu_a$, $a \in \mathcal{E}_m \setminus \{0\}$, are the parameters of these linear maps. For later convenience, we set $\mu_0 := 1$ and define, for finite $m$, elements $\mu_a \in \mathcal{A}_m$ also for $a \geq m$ by $\mu_a := \text{Tr}_1(\sigma^a)$, $a \geq m$. One can also consider $D$ and $\mu_a$, $a \in \mathcal{E}_m \setminus \{0\}$, as indeterminates and work over the ring of polynomials in these indeterminates with coefficients in $\mathcal{A}_m$.

The relative traces $\text{Tr}_k$, $k = 1,2,\ldots$, serve for a construction of commutative subalgebras, containing the Hamiltonian of the chain models, of the cyclotomic and affine Hecke algebras.

Remark 16. Assume that linear maps $\text{Tr}_k$, $k = 1,2,\ldots$, satisfying the conditions (43)–(47) exist. Define the following linear function on $H(m,1,n)$ with values in $\mathcal{A}_m$:

$$\text{Tr} := \text{Tr}_1 \circ \cdots \circ \text{Tr}_{n-1} \circ \text{Tr}_n.$$ 

Condition (44), together with $\text{Tr}_k(1) = 1$ for any $k$, ensure that the map $\text{Tr}$ is compatible with the chain, in $n$, of algebras $H(m,1,n)$, in the sense that $\text{Tr}_1 \circ \cdots \circ \text{Tr}_{n-1} \circ \text{Tr}_n(X) = \text{Tr}_1 \circ \cdots \circ \text{Tr}_{n-1}(X)$ for $X \in H(m,1,n-1)$. As a consequence of the conditions (43)–(47), it is straightforward to check that the linear map $\text{Tr}$ satisfies the following properties:

$$\text{Tr}(1) = 1,$$

$$\text{Tr}(ZZ') = \text{Tr}(Z'Z), \quad Z,Z' \in H(m,1,n),$$

$$\text{Tr}(\sigma_{n-1}X) = D \text{Tr}(X), \quad X \in H(m,1,n-1),$$

and, in addition,

$$\text{Tr}(\sigma_{n-1} \ldots \sigma_1 \sigma^{-1} \ldots \sigma^{-1}_1 X) = \mu_a \text{Tr}(X), \quad a \in \mathcal{E}_m, \quad X \in H(m,1,n-1).$$

Conditions (43)–(50) assert that $\text{Tr}$ is a Markov trace on the algebra $H(m,1,n)$ with Markov parameter $D$. The additional property (51) shows that $\text{Tr}$ coincides with the Markov trace studied in [12] with
parameters $D$ and $\mu_a$, $a \in \mathcal{E}_m \setminus \{0\}$. By results of [12], such a Markov trace exists and is uniquely determined by the elements $D$ and $\mu_a$, $a \in \mathcal{E}_m \setminus \{0\}$. The results in this section give in particular another proof of the existence (the unicity is easy to check with the basis $\mathcal{B}$), and moreover show that every such Markov trace can be obtained as a composition of relative traces.

The central forms $\imath(L_n)$ which we will discuss in more detail in the next Section correspond to a choice $D = 0$ and $\mu_a = \imath^{(0)}(\gamma_a)$, $a \in \mathcal{E}_m \setminus \{0\}$, see also Remark 22. \[\triangle\]

Let $k \in \{1, \ldots, n\}$. For $j \in \{0, \ldots, k-1\}$, $a \in Z$ and $u \in H(m, 1, k-1)$, define the following element of $H(m, 1, k)$:

$$T^{(k)}_{j,a,u} := \sigma^{-1}_j \sigma^{-1}_{j-1} \ldots \sigma^{-1}_1 \tau^a \sigma_1 \ldots \sigma_{k-2} \sigma_{k-1} u.$$  

(52)

For an arbitrary basis $\mathcal{B}^{(k-1)}$ of $H(m, 1, k-1)$, by Proposition 10, the elements

$$T^{(k)}_{j,a,u} \text{ for } j \in \{0, \ldots, k-1\}, a \in \mathcal{E}_m \text{ and } u \in \mathcal{B}^{(k-1)},$$

(53)

form a basis of $H(m, 1, k)$. The formulas (24) and (25) (with $T^{(n)}_{j,a,u}$ instead of $\mathcal{V}_{j,\phi,u}$) give the left regular action of the generators of $H(m, 1, n)$ in the basis (53). It is straightforward to see that conditions (43)–(47) imply

$$\text{Tr}_k(T^{(k)}_{j,a,u}) = \begin{cases} D \sigma^{-1}_j \ldots \sigma^{-1}_1 \tau^a \sigma_1 \ldots \sigma_{k-2} \sigma_{k-1} u & \text{if } j < k-1, \\ \mu_u a & \text{if } j = k-1. \end{cases}$$

(54)

Thus, if linear maps $\text{Tr}_k$, $k = 1, 2, \ldots$, satisfying the conditions (43)–(47) exist, they are uniquely determined by (54) and by linearity. The next proposition shows the existence.

Proposition 17. The linear maps $\text{Tr}_k : H(m, 1, k) \to H(m, 1, k-1)$, $k = 1, 2, \ldots$, defined by (77), satisfy the conditions (43)–(47).

Proof. (i) As $T^{(k)}_{k-1,0,1} = 1$ for $k \geq 1$, $T^{(1)}_{0,0,1} = \tau^a$ for $a \in \mathcal{E}_m$ and $T^{(k)}_{k-2,0,1} = \sigma_{k-1}$ for $k \geq 2$, we immediately get from (54) that (43) and (47) are satisfied.

(ii) We verify (44). It is enough to consider the situation $k > 1$, $Z = T^{(k)}_{j,a,u}$ for $j \in \{0, \ldots, k-1\}$, $a \in \mathcal{E}_m$ and $u \in H(m, 1, k-1)$, and $X, Y \in \{\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{k-2}\}$.

Fix $Y \in \{\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{k-2}\}$. An easy calculation involving formulas (24) (with $\mathcal{V}_{j,\phi,u}$ replaced by $T^{(k)}_{j,a,u}$) shows that, for $i \in \{1, \ldots, k-2\}$,

$$\text{Tr}_k(\sigma_i T^{(k)}_{j,a,u} Y) = \begin{cases} D \sigma^{-1}_j \ldots \sigma^{-1}_1 \tau^a \sigma_1 \ldots \sigma_{k-2} \sigma_{k-1} u Y & \text{if } j < i - 1, \\ D \sigma_{j+1} \sigma^{-1}_j \ldots \sigma^{-1}_1 \tau^a \sigma_1 \ldots \sigma_{k-2} \sigma_{k-1} u Y & \text{if } j = i - 1, \\ D \sigma^{-1}_j \ldots \sigma^{-1}_1 \tau^a \sigma_1 \ldots \sigma_{k-2} \sigma_{k-1} u Y & \text{if } j = i, \\ D \sigma^{-1}_j \ldots \sigma^{-1}_1 \tau^a \sigma_1 \ldots \sigma_{k-2} \sigma_{k-1} u Y & \text{if } j > i \text{ and } j < k - 1, \\ \mu_u a \sigma_i u Y & \text{if } j = k - 1. \end{cases}$$

(55)

It is now straightforward to check that $\text{Tr}_k(X T^{(k)}_{j,a,u} Y) = X \text{Tr}_k(T^{(k)}_{j,a,u}) Y$ for $X = \sigma_i$, $i = 1, \ldots, k-2$.

A calculation similar to the one above and involving formulas (24) (with $\mathcal{V}_{j,\phi,u}$ replaced by $T^{(k)}_{j,a,u}$) shows that $\text{Tr}_k(\tau^\varepsilon T^{(k)}_{j,a,u} Y) = \tau^\varepsilon \text{Tr}_k(T^{(k)}_{j,a,u}) Y$ where $\varepsilon = \pm 1$; we omit the details here and only indicate that one should consider separately the cases $j = 0$, $0 < j < k - 1$ and $j = k - 1$. 
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(iii) Now we prove \([53]\). It is enough to consider the situation \(k > 1\), \(X = T_{j,a,u}^{(k-1)}\), for \(j = 0, \ldots, k - 2\), \(a \in \mathcal{E}_m\) and \(u \in H(m, 1, k - 2)\). As \(\sigma_{k-1}\) commutes with \(u\), we have

\[
\sigma_{k-1}^{-1}T_{j,a,u}^{(k-1)}\sigma_{k-1} = \sigma_{k-1}^{-1}\sigma_{j}^{-1}\ldots\sigma_{1}^{-1}\tau^a\sigma_{1}\ldots\sigma_{k-2}\sigma_{k-1}u = \left\{
\begin{array}{ll}
T_{k-1,a,u}^{(k)} & \text{if } j = k - 2, \\
T_{j,a,u}^{(k-1)} & \text{if } j < k - 2.
\end{array}
\right.
\]

Thus, with \([53]\), we obtain

\[
\text{Tr}_{k}\left(\sigma_{k-1}^{-1}T_{j,a,u}^{(k-1)}\sigma_{k-1}\right) = \left\{
\begin{array}{ll}
\mu_a u & \text{if } j = k - 2, \\
D\sigma_j^{-1}\ldots\sigma_1^{-1}\tau^a\sigma_1\ldots\sigma_{k-3}u & \text{if } j < k - 2,
\end{array}
\right.
\]

which is equal to \(\text{Tr}_{k-1}(T_{j,a,u}^{(k-1)})\) for any \(j = 0, \ldots, k - 2\).

Next, \(\sigma_{k-1}X\sigma_{k-1}^{-1} = \sigma_{k-1}^{-1}X\sigma_{k-1} + (q - q^{-1})(X\sigma_{k-1} - \sigma_{k-1}X)\); by \([44]\) and \([47]\),

\[
\text{Tr}_{k}(X\sigma_{k-1}) = \text{Tr}_{k}(\sigma_{k-1}) = DX = \text{Tr}_{k}(\sigma_{k-1})X = \text{Tr}_{k}(\sigma_{k-1}X),
\]

for \(X \in H(m, 1, k - 1)\), so \(\text{Tr}_{k}\left(\sigma_{k-1}^{-1}X\sigma_{k-1}^{-1}\right) = \text{Tr}_{k}\left(\sigma_{k-1}^{-1}X\sigma_{k-1}\right) = \text{Tr}_{k-1}(X)\).

(iv) It is left to prove \([40]\). We use the following Lemma.

**Lemma 18.** \(\text{Tr}_1\left(\text{Tr}_2(\sigma_1^{-1}\tau^a\sigma_1\tau^b\sigma_1)\right) = D\mu_{a+b}\) for any integers \(a\) and \(b\).

**Proof of the Lemma.** By induction on \(c \geq 0\) (the induction base, for \(c = 1\), is Lemma \([4]\)), one finds

\[
\sigma_1^{-1}\tau^a\sigma_1\tau^c = \tau^c\sigma_1^{-1}\tau^a\sigma_1 + (q - q^{-1})\sum_{i=1}^{c}(\tau^{a+i}\sigma_1^{-1}\tau^{c-i} - \tau^i\sigma_1^{-1}\tau^{a+c-i}), \quad c \geq 0. \tag{56}
\]

Multiplying both sides by \(\tau^{-c}\), we obtain

\[
\sigma_1^{-1}\tau^a\sigma_1\tau^{-c} = \tau^{-c}\sigma_1^{-1}\tau^a\sigma_1 + (q - q^{-1})\sum_{i=1}^{c}(\tau^{a+i-c}\sigma_1^{-1}\tau^{-i} - \tau^{-i}\sigma_1^{-1}\tau^{a-i}), \quad c \geq 0. \tag{57}
\]

Multiplying \([40]\) and \([47]\) by \(\sigma_1\) from the right and using \([44]-[45]\), we find, for \(c \geq 0\),

\[
\begin{align*}
\text{Tr}_2(\sigma_1^{-1}\tau^a\sigma_1\tau^c\sigma_1) &= (D - (q - q^{-1}))\tau^{a+c} + (q - q^{-1})\tau^{-c}\mu_a + (q - q^{-1})\sum_{i=1}^{c}(\tau^{a+i}\mu_{c-i} - \tau^{-i}\mu_{a+c-i}), \\
\text{Tr}_2(\sigma_1^{-1}\tau^a\sigma_1\tau^{-c}\sigma_1) &= (D - (q - q^{-1}))\tau^{a-c} - (q - q^{-1})\tau^{-c}\mu_a + (q - q^{-1})\sum_{i=1}^{c}(\tau^{a+i-c}\mu_{c-i} - \tau^{-i-c}\mu_{a-c-i}).
\end{align*}
\]

Applying \(\text{Tr}_1\) to both sides of these two equalities, we find that \(\text{Tr}_1\left(\text{Tr}_2(\sigma_1^{-1}\tau^a\sigma_1\tau^c\sigma_1)\right) = D\mu_{a+c}\) and \(\text{Tr}_1\left(\text{Tr}_2(\sigma_1^{-1}\tau^a\sigma_1\tau^{-c}\sigma_1)\right) = D\mu_{a-c}\). \(\square\)

Let \(Z = T_{j,a,u}^{(k)}\) with \(j \in \{0, \ldots, k-1\}\), \(a \in \mathcal{E}_m\) and \(u \in H(m, 1, k - 1)\).

- Let first \(j < k - 1\). Note that \(\sigma_{k-1}Z - Z\sigma_{k-1} = \sigma_{k-1}^{-1}Z - Z\sigma_{k-1}^{-1}\) and write

\[
\sigma_{k-1}^{-1}Z - Z\sigma_{k-1}^{-1} = \sigma_{k-1}^{-1}\sigma_{j}^{-1}\ldots\sigma_{1}^{-1}\tau^a\sigma_{1}\ldots\sigma_{k-1}u - \sigma_{j}^{-1}\ldots\sigma_{1}^{-1}\tau^a\sigma_{1}\ldots\sigma_{k-1}u\sigma_{k-1}^{-1}.
\]

Using \([44]-[45]\), we find

\[
\text{Tr}_k(\sigma_{k-1}^{-1}Z - Z\sigma_{k-1}^{-1}) = \text{Tr}_{k-1}(\sigma_{j}^{-1}\ldots\sigma_{1}^{-1}\tau^a\sigma_{1}\ldots\sigma_{k-2}u) - \sigma_{j}^{-1}\ldots\sigma_{1}^{-1}\tau^a\sigma_{1}\ldots\sigma_{k-2}\text{Tr}_{k-1}(u),
\]

which implies, by \([44]\), that \(\text{Tr}_{k-1}(\text{Tr}_k(\sigma_{k-1}^{-1}Z - Z\sigma_{k-1}^{-1})) = 0\), as required.
We treat now the situation $j = k - 1$. Let $u = T_{l,b,w}^{(k-1)}$ with $l \in \{0, \ldots, k - 2\}$, $b \in \mathfrak{C}_m$ and $w \in H(m,1,k-2)$. We have

$$\text{Tr}_k(\sigma_{k-1} Z) = D\sigma_{k-1} \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_{k-2} \cdot \sigma_1^{-1} \cdots \sigma_1^{-1} r^b \sigma_1 \cdots \sigma_{k-2} w. \quad (58)$$

If $l < k - 2$ we rewrite $\sigma_1 \cdots \sigma_{k-2} \cdot \sigma_1^{-1} \cdots \sigma_1^{-1}$ as $\sigma_1^{-1} \cdots \sigma_1^{-1} \cdot \sigma_1 \cdots \sigma_{k-2}$, and obtain for the right hand side of (58) $D\sigma_1^{-1} \cdots \sigma_1^{-1} \cdot \sigma_1 \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_{k-2} \cdot \sigma_1 \cdots \sigma_{k-2} w$. We conclude that

$$\text{Tr}_{k-1}(\text{Tr}_k(\sigma_{k-1} Z)) = \begin{cases} D\mu_{a+b} w & \text{if } l = k - 2, \\ D\sigma_1^{-1} \cdots \sigma_1^{-1} \cdot \sigma_1 \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_1^{-1} r^b \sigma_1 \cdots \sigma_{k-2} \cdot \sigma_1 \cdots \sigma_{k-2} w & \text{if } l < k - 2. \end{cases} \quad (59)$$

Now we write $Z\sigma_{k-1} = \sigma_1^{-1} \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_{k-1} \cdot \sigma_1^{-1} \cdots \sigma_1^{-1} r^b \sigma_1 \cdots \sigma_{k-2} \sigma_{k-1} w$. This is equal to

$$\sigma_1^{-1} \cdots \sigma_1^{-1} \cdot \sigma_1 \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_1^{-1} r^b \sigma_1 \cdots \sigma_{k-1} \cdot \sigma_1 \cdots \sigma_{k-2} w. \quad \text{We use the already proved properties of } \text{Tr}_k \text{ and find}

$$\text{Tr}_k(Z\sigma_{k-1}) = \sigma_1^{-1} \cdots \sigma_1^{-1} \cdot \sigma_1 \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_1^{-1} r^b \sigma_1 \cdots \sigma_{k-2} \sigma_{k-1} w. \quad \text{We obtain finally that}

$$\text{Tr}_{k-1}(\text{Tr}_k(Z\sigma_{k-1})) = \begin{cases} \text{Tr}_1(\text{Tr}_2(\sigma_1^{-1} r^a \sigma_1 \cdots \sigma_1^{-1} r^b \sigma_1)) w & \text{if } l = k - 2, \\ D\sigma_1^{-1} \cdots \sigma_1^{-1} \cdot \sigma_1 \cdots \sigma_1^{-1} r^a \sigma_1 \cdots \sigma_1^{-1} r^b \sigma_1 \cdots \sigma_{k-2} \sigma_{k-1} w & \text{if } l < k - 2. \end{cases} \quad (60)$$

The comparison of (59) and (60), with the help of the Lemma 18, ends the verification for $j = k - 1$. \hfill \Box

**Remark 19.** Let $\mathfrak{B} \subset \mathfrak{A}$ be a unital inclusion of associative unital algebras. Let $\Psi$ be a central form on $\mathfrak{A}$, non-degenerate on both $\mathfrak{A}$ and $\mathfrak{B}$. Recall that the conditional expectation is the map $\epsilon : \mathfrak{A} \to \mathfrak{B}$ such that $\Psi(a,b) = \Psi(\epsilon(a)b)$ for all $a \in \mathfrak{A}$ and $b \in \mathfrak{B}$. Assume that $\text{Tr} = \text{Tr}_1 \circ \cdots \circ \text{Tr}_{k-1} \circ \text{Tr}_k$ is non-degenerate on $H(m,1,k)$ and $H(m,1,k-1)$. It then follows that the conditional expectation is the map $\text{Tr}_k$. Indeed, to this end we have to show that

$$\text{Tr}(ZX) = \text{Tr}(\text{Tr}_k(Z)X) \quad \text{for all } Z \in H(m,1,k) \text{ and } X \in H(m,1,k-1). \quad (61)$$

It follows from the following stronger fact, which is a direct consequence of (14) and $\text{Tr}_k(1) = 1$,

$$\text{Tr}_k(Z)X = \text{Tr}_k(\text{Tr}_k(Z)X) \quad \text{for all } Z \in H(m,1,k) \text{ and } X \in H(m,1,k-1). \quad \triangle$$

### 6. $\mathfrak{B}$-multiplicative central forms on the algebra $H(m,1,n)$

In this Section, we study the right regular action of the generators of $H(m,1,n)$ in the basis $\mathfrak{B}$ introduced in Section 4. We then use these formulas to define a family $L_{\gamma}^\gamma$ of central forms on $H(m,1,n)$. Up to the standard involution of $H(m,1,n)$, these forms constitute a subset, corresponding to $D = 0$, of the Markov traces discussed in Remark 10. The forms $L_{\gamma}^\gamma$ have a certain “multiplicativity”
property with respect to the basis $B$, the value of $L^\gamma_n$ on an element $T_{j,a,u}^{(n)}$ is a product of two factors, the first one depends on $j$ and $a$, the second one on $u$. For this reason, we call these forms $B$-multiplicative. In general, for $D \neq 0$, this multiplicativity is lost. The multiplicativity gives additional means to work, and we establish the properties of the forms $L^\gamma_n$ separately and in a different, than in the previous section, manner. Then, using the fusion formula, from [20], for the algebras $H(m,1,n)$, we calculate, for finite $m$, the weights of these central forms.

6.1. Right multiplication by the generators.

Recall that the elements $T_{j,a,u}^{(k)} \in H(m,1,k)$, defined in [22], form a basis of $H(m,1,k)$ when $u$ runs through a set of basis elements of $H(m,1,k-1)$, $j=0,\ldots,k-1$ and $a \in \mathcal{E}_m$. The basis $B$ of $H(m,1,n)$ is obtained recursively in this way, starting from the basis $\{\tau^a \mid a \in \mathcal{E}_m\}$ of $H(m,1,1)$.

Also recall that the formulas (23) and (24), with $T_{j,a,u}^{(n)}$ instead of $\mathcal{V}_{j,\phi,u}$, give the left regular action of the generators of $H(m,1,n)$.

The following Lemma gives the right regular action of the generators of $H(m,1,n)$ on elements $T_{j,a,u}^{(n)}$, spanning $H(m,1,n)$; we continue to use the notation $\beta_j$, see [22].

**Lemma 20.** Let $n > 1$. We have

$$T_{j,a,u}^{(n)} \cdot x = T_{j,a,u,x}^{(n)};$$

for any $x \in \{\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-2}\}$ and $u \in H(m,1,n-1), \tag{62}$$

and, for elements $u = T_{k,b,w}^{(n-1)}$, $k \in \{0, \ldots, n-2\}$, $b \in \mathbb{Z}$ and $w \in H(m,1,n-1)$, spanning $H(m,1,n-1)$,

$$T_{j,a,u}^{(n)} \cdot \sigma_{n-1} = (q-q^{-1}) T_{j,a,u}^{(n)} + S_a$$

$$+ \begin{cases} T_{k+1,b,\beta_{j+1}^{a} \tau^{a} \beta_{n-1}^{a} w} & \text{if } j \leq k, \\ T_{k,b,\beta_{j}^{a} \tau^{a} \beta_{n-1}^{a} w} - (q-q^{-1}) T_{j,b,\beta_{k+1}^{a} \tau^{a} \beta_{n-1}^{a} w} & \text{if } j > k, \end{cases} \tag{63}$$

where

$$S_a := \begin{cases} \sum_{c=1}^{a} (T_{j,c+b,\beta_{k+1}^{a} \tau^{a} \beta_{n-1}^{a} w} - T_{j,c+b,\beta_{k}^{a} \tau^{a} \beta_{n-1}^{a} w}) & \text{if } a > 0, \\ 0 & \text{if } a = 0, \\ \sum_{c=1}^{-a} (T_{j,c+a,\beta_{k+1}^{a} \tau^{a} \beta_{n-1}^{a} w} - T_{j,c+a,\beta_{k}^{a} \tau^{a} \beta_{n-1}^{a} w}) & \text{if } a < 0. \end{cases}$$

**Proof.** The formula (62) is immediate. As for (63), notice that $\sigma_{n-1}$ commutes with $w$, so

$$u \sigma_{n-1} = \sigma_{n-1} \tau^{c} \sigma_{1}^{1} \ldots \sigma_{n-2} \sigma_{n-1} w = T_{k,b,w}^{(n)},$$

which gives

$$T_{j,a,u} \cdot \sigma_{n-1} = \sigma_{j}^{1} \sigma_{j-1}^{1} \ldots \sigma_{1}^{1} \tau^{c} \sigma_{1} \ldots \sigma_{n-2} \sigma_{n-1} T_{k,b,w}^{(n)},$$

If $a \geq 0$, a straightforward calculation with the help of the formulas (23), (24), and (26), leads to (63). If $a < 0$, we use the formula (implied by (26))

$$\tau^{a} \cdot T_{j,b,u}^{(n)} = (q-q^{-1}) \sum_{c=1}^{-a} (T_{0,c+a+b,\beta_{j}^{a} \tau^{a} \beta_{n-1}^{a} w} - T_{0,c+a,\beta_{j}^{a} \tau^{a} \beta_{n-1}^{a} w}) + T_{j,b,\tau^{a} u}^{(n)}, \quad j > 0;$$

together with (23) and (24) to obtain (63). $\square$
6.2. \(B\)-multiplicative central forms on \(H(m, 1, n)\).

Fix a linear functional \(\gamma\) with values in \(A_m\) on the space of polynomial functions in \(\tau\) and set \(\gamma_a := \gamma(\tau^a)\) for \(a \in \mathbb{Z}\). The linear functional \(\gamma\) is determined by the values \(\gamma_a, a \in \mathcal{E}_m\). We define a set of linear forms \(L^\gamma_n : H(m, 1, n) \to A_m, n = 0, 1, \ldots\) by the initial condition \(L^\gamma_0(1) = 1\) and by the recursion, for \(n > 0\),

\[
L^\gamma_n(T^{(n)}_{j,a,u}) = \delta_j^{n-1}\gamma_a L^\gamma_{n-1}(u) \quad \text{for } j \in \{0, \ldots, n - 1\}, a \in \mathcal{E}_m \text{ and } u \in H(m, 1, n - 1). \tag{64}
\]

For the chain \(H(m, 1, 0) \subset H(m, 1, 1) \subset \cdots \subset H(m, 1, n) \subset \cdots\) of Hecke algebras, the embedding \(H(m, 1, k - 1) \to H(m, 1, k)\), adapted to the basis \(B\), is given by \(H(m, 1, k - 1) \ni u \mapsto T^{(k)}_{k-1,0,u}\), so, if necessary, one can impose the normalization condition \(\gamma_0 = 1\) and speak about a linear form \(L^\gamma\) on the chain.

Proposition 21. (i) For all \(n = 0, 1, \ldots\) the linear form \(L^\gamma_n\) is central, that is

\[
L^\gamma_n(xx') = L^\gamma_n(x'x) \quad \text{for } x, x' \in H(m, 1, n). \tag{65}
\]

(ii) The form \(L^\gamma_n\) is invariant with respect to the anti-involution \(\varpi\), \(\varpi(xy) = \varpi(y)\varpi(x)\), of \(H(m, 1, n)\), identical on the generators \(\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-1}\).

Proof. We prove the Proposition by induction on \(n\). The result for \(n = 0\) and \(1\) is immediate \((H(m, 1, 1)\) is commutative\). Let \(n > 1\).

(i) It is enough to prove \((65)\) for \(x = \tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-1}\) and \(x' = T^{(n)}_{j,a,u}\) with \(j \in \{0, \ldots, n - 1\}, a \in \mathcal{E}_m \text{ and } u \in H(m, 1, n - 1)\).

Thus, let \(x\) be one of the generators \(\tau, \tau^{-1}, \sigma_1, \ldots, \sigma_{n-2}\). A direct analysis of the formula \((23)\), for \(i = 1, \ldots, n - 2\), and of the formula \((24)\) (with \(T^{(n)}_{j,a,u}\) instead of \(V_{j,a,u}\)) leads to

\[
L^\gamma_n(x'x) = \delta_j^{n-1}\gamma_a L^\gamma_{n-1}(ux).
\]

On the other hand, by \((62)\) we have \(x'x = T^{(n)}_{j,a,ux}\) and thus

\[
L^\gamma_n(x'x) = \delta_j^{n-1}\gamma_a L^\gamma_{n-1}(ux).
\]

The formula \((65)\) follows by the induction hypothesis.

Now let \(x = \sigma_{n-1}\). The formula \((23)\) for \(i = n - 1\) yields

\[
L^\gamma_n(\sigma_{n-1}x') = \delta_j^{n-2}\gamma_a L^\gamma_{n-1}(u).
\]

Set \(u = T^{(n-1)}_{k,b,w}\) where \(k \in \{0, \ldots, n - 2\}, b \in \mathcal{E}_m \text{ and } w \in H(m, 1, n - 2)\). Using Lemma \((20)\) formula \((63)\), we obtain

\[
L^\gamma_n(x'\sigma_{n-1}) = (q - q^{-1})\left(\delta_j^{n-1}\delta_k^{n-2}\gamma_a+b\gamma_0 L^\gamma_{n-2}(w) + L^\gamma_n(S_a)\right) + \begin{cases}
\delta_k^{n-2}\delta_j^{n-2}\gamma_a L^\gamma_{n-2}(w) & \text{if } j \leq k, \\
-(q - q^{-1})\delta_j^{n-1}\delta_k^{n-2}\gamma_a L^\gamma_{n-2}(w) & \text{if } j > k.
\end{cases}
\]
We have

\[
L_n^\gamma(S_a) = \begin{cases} 
\sum_{c=1}^{a} \delta_j^{n-1} \delta_k^{n-2} (\gamma_c \gamma_{a+b-c} - \gamma_{c+b} \gamma_{a-c}) L_n^{\gamma} & \text{if } a > 0, \\
0 & \text{if } a = 0, \\
\sum_{c=1}^{a} \delta_j^{n-1} \delta_k^{n-2} (\gamma_{a+b+c} - \gamma_{a+c} \gamma_{b-c}) L_n^{\gamma} & \text{if } a < 0,
\end{cases}
\]

which reduces, for any \(a\), to \(L_n^\gamma(S_a) = (\gamma_a \gamma_b - \gamma_{a+b} \gamma_0) \delta_j^{n-1} \delta_k^{n-2} L_n^{\gamma} \). Thus

\[
L_n^\gamma(x' \sigma_{n-1}) = \delta_k^{n-2} \delta_j^{n-2} \gamma_b \gamma_a L_n^{\gamma}.
\]

which is equal to \(\delta_j^{n-2} \gamma_a L_n^{\gamma} \). This concludes the proof of the part (i).

(ii) Let \(y = T^{(1)}_{j,a,u}\). Using the centrality of \(L_n^\gamma\), we write

\[
L_n^\gamma(\varphi(y)) = L_n^\gamma(\varphi(u) \sigma_{n-1} \ldots \sigma_1 \tau^a \sigma_1^{-1} \ldots \sigma_j^{-1}) = L_n^\gamma(\sigma_{n-1} \ldots \sigma_1 \tau^a \sigma_1^{-1} \ldots \sigma_j^{-1} \varphi(u)),
\]

which vanishes for \(j \neq n-1\):

\[
\text{if } z \in H(m, 1, n-1) \text{ then } L_n^\gamma(\sigma_{n-1} z) = L_n^\gamma(T^{(1)}_{n-2,0,z}) = 0. \tag{67}
\]

Let \(l \in \{1, \ldots, n-1\}\); let \(\psi_1\) be an element in the subalgebra of \(H(m, 1, n)\) generated by \(\sigma_1, \ldots, \sigma_{l-1}\) and \(\psi_2\) an element in the subalgebra of \(H(m, 1, n)\) generated by \(\sigma_{l+1}, \ldots, \sigma_{n-1}\). Then, with \(z \in H(m, 1, n-1)\),

\[
L_n^\gamma(\sigma_{n-1} \ldots \sigma_1 \tau^a \psi_1 \sigma_l \sigma_l^{-1} \psi_2 z) = (q - q^{-1}) L_n^\gamma(\sigma_{n-1} \ldots \sigma_1 \tau^a \psi_1 \psi_2 z) = (q - q^{-1}) L_n^\gamma(\psi_2^{\frac{1}{1}} \sigma_{n-1} \ldots \sigma_1 \tau^a \psi_1 z)
\]

\[
= (q - q^{-1}) L_n^\gamma(\sigma_{n-1} \ldots \sigma_1 \tau^a \psi_1 z) = 0.
\]

Here we denoted by \(\psi_2^{\frac{1}{1}}\) the element obtained from \(\psi_2\) by the shift of the index of the generators, \(\sigma_1 \mapsto \sigma_2, \ldots, \sigma_{n-1} \mapsto \sigma_{n-2}\). Then we used the centrality of \(L_n^\gamma\) and \(L_n^\gamma(\varphi(y))\).

Therefore, the string \(\sigma_1^{-1} \ldots \sigma_{n-1}^{-1}\) appearing (for \(j = n-1\)) in the argument of \(L_n^\gamma\) in the last expression in \(\text{(66)}\) can be replaced by \(\sigma_1^{-1} \ldots \sigma_{n-2}^{-1}\), then by \(\sigma_1^{-1} \ldots \sigma_2^{-1} \ldots \sigma_{n-3}^{-1}\), ..., by \(\sigma_1^{-1} \ldots \sigma_{n-1}^{-1}\). So, \(L_n^\gamma(\varphi(y))\) equals

\[
\delta_j^{n-1} L_n^\gamma(\sigma_{n-1} \ldots \sigma_1 \tau^a \beta_{n-1} \varphi(u)) = \delta_j^{n-1} L_n^\gamma(\sigma_{n-1} \ldots \sigma_1 \tau^a \beta_{n-1} \varphi(u)) = \delta_j^{n-1} \gamma_a L_n^{\gamma}(\varphi(u)),
\]

where we used the Lemma 15. The proof of (ii) follows by the induction hypothesis. \(\square\)

A more, than \(\text{(64)}\), general Ansatz: \(L_n(T^{(1)}_{j,a,u}) = \delta_j^{n-1} \gamma_a(n) L_n(u)\), with a functional \(\gamma(n)\) for each \(n\), gives no essentially new central forms: the centrality implies that \(\gamma_a(n) \gamma_b(n-1) = \gamma_b(n) \gamma_a(n-1)\) for all \(a, b\).

In contrast to the anti-involution \(\varphi\), the involution \(\iota\), defined by \(\text{(40)}\), does not leave invariant the central form \(L_n^\gamma\). Let

\[
\iota(L_n^\gamma) := \iota^{(0)} \circ L_n^\gamma \circ \iota \tag{68}
\]

where \(\iota^{(0)}\) is the restriction of \(\iota\), see \(\text{(40)}\), to the ring \(A_m\). Then, already on the example of \(H(m, 1, 2)\), one sees that, in general, \(\iota(L_n^\gamma)\) is not equal to \(L_n^\gamma\) for any \(\gamma\).
Remark 22. For any linear functional $\gamma$ such that $\gamma_0 = 1$, the central form $\iota(L_n^\gamma)$ is one of the Markov traces on the algebra $H(m, 1, n)$ constructed in \[12\], see Remark 16 since $\iota(L_n^\gamma)(1) = 1$ and, for $k = 2, \ldots, n$,

$$\iota(L_n^\gamma)(\sigma_{k-1}x) = 0 \quad \text{and} \quad \iota(L_n^\gamma)(\sigma_{k-1} \cdots \sigma_1 \tau^a \sigma_1^{-1} \cdots \sigma_{k-1}^{-1}x) = \iota(0)(\gamma-a) \iota(L_n^\gamma)(x),$$

where $a \in \mathcal{E}_m$ and $x \in H(m, 1, k - 1)$.

Remark 23. Let $B_k^+$ be the set of elements $t_{j,a}^{+(k)}$, $j = 0, \ldots, k - 1$ and $a \in \mathcal{E}_m$, defined by

$$t_{j,a}^{+(k)} := \begin{cases} \sigma_{j+1}\sigma_{j+2} \cdots \sigma_{k-1}, & \text{if } a = 0 \\ \sigma_{j}\sigma_{j-1} \cdots \sigma_1 \tau^a \sigma_1 \cdots \sigma_{k-1}, & \text{if } a \in \mathcal{E}_m \setminus \{0\}, \end{cases} \quad (69)$$

and let $T_{j,a,u}^{+(k)} := t_{j,a}^{+(k)}u$ where $u \in H(m, 1, k - 1)$. Then $B_n^+ \cdots B_1^+$ is a basis of $H(m, 1, n)$ related to the normal form \[69\]. By the Lemma 13 the recursion for the linear form $L_n^\gamma$ in terms of elements $T_{j,a,u}^{+(n)}$ is the same as in terms of elements $T_{j,a,u}^{+(n)}$,

$$L_n^\gamma(T_{j,a,u}^{+(n)}) = \delta_j^{n-1} \gamma_a L_{n-1}^\gamma(u),$$

showing the multiplicativity of the forms $L_n^\gamma$ with respect to the basis $B_n^+ \cdots B_1^+$.

Remark 24. Let $B_k^\circ$ be the set of elements

$$\sigma_l \sigma_{l+1} \cdots \sigma_{k-1}, \quad l = 1, 2, \ldots, k, \quad \text{and} \quad \beta_j(\tau^a - \gamma_a)\beta_k^{-1}, \quad j \in \{0, \ldots, k - 1\}, \quad a \in \mathcal{E}_m \setminus \{0\}.$$ 

It follows from the Corollary 11 that $B_n^\circ \cdots B_1^\circ$ is a basis of $H(m, 1, n)$. The unit element 1 of $H(m, 1, n)$ belongs to this basis and values of the linear form $L_n^\gamma$ on the basis elements are

$$L_n^\gamma(1) = \gamma_0^a \quad \text{and} \quad L_n^\gamma(x) = 0 \quad \text{for any other } x \in B_n^\circ \cdots B_1^\circ, \quad (70)$$

If $\gamma_0 \neq 0$ one can rescale $\gamma$ to set $\gamma_0 = 1$; with this choice, the basis $B_n^\circ \cdots B_1^\circ$ is quasi-symmetric, in the terminology of \[13\] with respect to the form $L_n^\gamma$.

Fix the functional $\gamma^\circ$ by $\gamma_0^\circ = 1$ and $\gamma_a^\circ = 0$ for $a \in \mathcal{E}_m \setminus \{0\}$. Then $B_k^\circ = B_k$ and the basis $B_n^\circ \cdots B_1^\circ$ is quasi-symmetric with respect to $L_n^\circ$. The basis $B_n^+ \cdots B_1^+$ from the Remark 23 is as well quasi-symmetric with respect to $L_n^\circ$. Remark 3 together with the fact that the inverses of the generators do not appear in \[69\] implies in particular that the central form $L_n^\circ$, for this special choice $\gamma = \gamma^\circ$, coincides with the central form on $H(m, 1, n)$ defined, for finite $m$, in \[2\].

Remark 25. Each of the central forms $L_n^\gamma$ and $\iota(L_n^\gamma)$ becomes the canonical symmetrizing form on the group algebra $G(m, 1, n)$ when $q$ is specialized to 1, $\gamma$ to $\gamma^\circ$, and, for finite $m$, $v_j$ is specialized to $\xi_j$, $j = 1, \ldots, m$, where $\{\xi_j\}_{j=1,\ldots,m}$ is the set of all $m$-th roots of unity. This implies that, for finite $m$, the central forms $L_n^\gamma$ and $\iota(L_n^\gamma)$, extended to $\mathbb{C}(q, v_1, \ldots, v_m) \otimes_{\mathcal{A}_m} H(m, 1, n)$, are non-degenerate for a generic choice of $\gamma$.

6.3. Weights of $B$-multiplicative central forms and fusion formula.

In this Subsection we assume that $m < \infty$. We explain how the “weights” of the central forms $L_n^\gamma$ and $\iota(L_n^\gamma)$ are directly deduced from the fusion formula, obtained in \[20\], for the algebra $H(m, 1, n)$. 23
Preliminaries on multi-partitions. A partition of \( n \) is a tuple \( \lambda = (\lambda_1, \ldots, \lambda_l) \) of positive integers such that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_l \) and \( n = \lambda_1 + \cdots + \lambda_l =: |\lambda| \). We identify partitions with their Young diagrams; the Young diagram of \( \lambda \) is a left-justified array of rows of nodes containing \( \lambda_j \) nodes in the \( j \)-th row, \( j = 1, \ldots, l \); the rows are numbered from top to bottom.

An \( m \)-partition \( \lambda = (\lambda^{(1)}, \ldots, \lambda^{(m)}) \) of \( n \) is an \( m \)-tuple of partitions such that \( n = |\lambda^{(1)}| + \cdots + |\lambda^{(m)}| \). We regard an \( m \)-partition as a set of “\( m \)-nodes”; an \( m \)-node \( \alpha \) is a pair \((\alpha, k)\) consisting of a usual node \( \alpha \) and an integer \( k = 1, \ldots, m \), indicating to which diagram in the \( m \)-tuple the node belongs.

For an \( m \)-node \( \alpha = (\alpha, k) \) lying in the line \( x \) and the column \( y \) of the \( k \)-th diagram, we set \( \text{pos}(\alpha) := k \) and \( cc(\alpha) := y - x \). Let \( q, v_1, \ldots, v_m \) be the parameters of the algebra \( H(m, 1, n) \). We also set \( c(\alpha) := v_k q^{2(y-x)} \) and call it the quantum content of the \( m \)-node \( \alpha \).

Let \( \lambda \) be an \( m \)-partition. For \( j = 1, \ldots, m \), let \( l_{\lambda,x,j} \) be the number of nodes in the line \( x \) of the \( j \)-th diagram of \( \lambda \), and \( c_{\lambda,y,j} \) the number of nodes in the column \( y \) of the \( j \)-th diagram of \( \lambda \). For an \( m \)-node \( \alpha \) of \( \lambda \), we define, as in [5, 20], generalized hook lengths \( h^{(j)}_{\lambda}(\alpha), \ j = 1, \ldots, m \), by

\[
h^{(j)}_{\lambda}(\alpha) := l_{\lambda,x,j} + c_{\lambda,y,j} - y + 1,
\]

if \( \alpha \) lies in the line \( x \) and the column \( y \) of the \( k \)-th diagram of \( \lambda \) (in particular, \( h^{(k)}_{\lambda}(\alpha) \) is the usual hook length of \( \alpha \) in \( \lambda^{(k)} \)).

Finally, we define

\[
F_{\lambda} := (q^{-1} - q)^n \prod_{\alpha \in \lambda} \left( c(\alpha) \prod_{k=1}^m \frac{q^{-cc(\alpha)}}{v_{\text{pos}(\alpha)} q^{h^{(k)}_{\lambda}(\alpha)} - v_k q^{h^{(k)}_{\lambda}(\alpha)}} \right),
\]

(71)

The element \( F_{\lambda} \) can also be written as

\[
F_{\lambda} = \prod_{\alpha \in \lambda} \left( \frac{q^{cc(\alpha)}}{[h_{\lambda}(\alpha)]_q} \right) \prod_{k=1}^m \prod_{\alpha \in \lambda} \frac{q^{-cc(\alpha)}}{v_{\text{pos}(\alpha)} q^{h^{(k)}_{\lambda}(\alpha)} - v_k q^{h^{(k)}_{\lambda}(\alpha)}}
\]

(72)

where \( [j]_q := q^{j-1} + q^{j-3} + \cdots + q^{-j+1} \) for a non-negative integer \( j \).

Let \( \lambda \) be an \( m \)-partition of \( n \). A standard \( m \)-tableau of shape \( \lambda \) is a filling of \( m \)-nodes of \( \lambda \) with numbers \( 1, \ldots, n \) in such a way that numbers in nodes increase rightwards in the lines and downwards in the columns in every diagram.

Weights of central forms. Let \( \mathcal{F}_m := \mathbb{C}(q,v_1, \ldots, v_m) \) be the field of fractions of \( \mathcal{A}_m \). The algebra \( \mathcal{F}_m H(m, 1, n) := \mathcal{F}_m \otimes \mathcal{A}_m H(m, 1, n) \) is split semi-simple and its irreducible representations are in bijection with the set of \( m \)-partitions of \( n \). For an \( m \)-partition \( \lambda \) of \( n \), we denote by \( \chi_{\lambda} \) the associated irreducible character of \( \mathcal{F}_m H(m, 1, n) \).

We naturally extend the central form \( L^\gamma_n \) to a central form (that we still denote by \( L^\gamma_n ) \) on \( \mathcal{F}_m H(m, 1, n) \). Due to the centrality, we have

\[
L^\gamma_n = \sum w^\gamma_{\lambda} \chi_{\lambda},
\]

where the sum is over the set of \( m \)-partitions \( \lambda \) of \( n \). The coefficients \( w^\gamma_{\lambda} \in \mathcal{F}_m \) are called “weights” of the central form \( L^\gamma_n \). Similarly, we have

\[
i(L^\gamma_n) = \sum \tilde{w}^\gamma_{\lambda} \chi_{\lambda}.
\]
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Using the explicit realization of the irreducible representations of $F_m H(m, 1, n)$ \cite{11, 10}, one can verify that $\iota^{(0)} \circ \chi_\lambda \circ \tau = \chi_\lambda$, for any $m$-partition $\lambda$ of $n$ ($\iota$ and $\iota^{(0)}$ are extended respectively to $F_m H(m, 1, n)$ and $F_m$ here). Thus, we have

$$w_\lambda^\gamma = \iota^{(0)}(\tilde{w}_\lambda^\gamma) \quad \text{for any } m\text{-partition } \lambda \text{ of } n. \quad (73)$$

The weights $\tilde{w}_\lambda^\gamma$ have been calculated in \cite{7} (the weights $w_\lambda^\alpha$ have been calculated independently in \cite{13}, see also \cite{5}). We will present different formulas for the weights $w_\lambda^\gamma$ and $\tilde{w}_\lambda^\gamma$ relying on the fusion procedure for the algebra $H(m, 1, n)$.

**Fusion formula for $H(m, 1, n)$**. We briefly recall the fusion formula for the algebra $H(m, 1, n)$ (see \cite{20} for more details).

Define, for $i = 1, \ldots, n - 1$, the *Baxterized* elements, with *spectral parameters* $\alpha$ and $\beta$:

$$\sigma_i(\alpha, \beta) := \sigma_i + (q - q^{-1}) \frac{\beta}{\alpha - \beta}. \quad (74)$$

Let $a_0, a_1, \ldots, a_{m-1} \in A_m$ be defined by

$$(\rho - v_1)(\rho - v_2)\ldots(\rho - v_m) = \rho^m + a_{m-1}\rho^{m-1} + \cdots + a_1 \rho + a_0,$$

where $\rho$ is an indeterminate, and set $a_i(\rho) := \rho^{m-i} + \rho^{m-i-1}a_{m-1} + \cdots + \rho a_{i+1} + a_i$, for $i = 0, \ldots, m$. We define the following rational function with values in $H(m, 1, n)$:

$$\tau(\rho) := \tau^{m-1} + a_{m-1}(\rho)\tau^{m-2} + \cdots + a_2(\rho)\tau + a_1(\rho). \quad (75)$$

Finally, let

$$\phi_k(u_1, \ldots, u_k) := \sigma_{k-1}(u_k, u_{k-1})\sigma_{k-2}(u_k, u_{k-2})\ldots\sigma_1(u_k, u_1)\tau(u_k)\sigma_1^{-1}\ldots\sigma_{k-2}^{-1}\sigma_{k-1}^{-1},$$

and define the following rational function with values in the algebra $H(m, 1, n)$:

$$\Phi(u_1, \ldots, u_n) := \phi_n(u_1, \ldots, u_{n-1}, u_n)\phi_{n-1}(u_1, \ldots, u_{n-1})\ldots\phi_1(u_1). \quad (76)$$

Let $\lambda$ be an $m$-partition of $n$ and $T$ a standard $m$-tableau of shape $\lambda$. For $i = 1, \ldots, n$, we denote by $c_i$ the quantum content of the node of $T$ containing $i$. The main result in \cite{20} is that the element $E_T$, defined by the following consecutive evaluations

$$E_T := F_{\lambda} \Phi(u_1, \ldots, u_n) |_{u_1 = c_1} \cdots |_{u_{n-1} = c_{n-1}} |_{u_n = c_n}, \quad (77)$$

is a primitive idempotent of $H(m, 1, n)$ associated to the irreducible representation of $H(m, 1, n)$ corresponding to $\lambda$. In particular, we have that

$$\tilde{w}_\lambda^\gamma = \iota(L_n^\gamma)(E_T). \quad (78)$$

**Proposition 26**. We have:

(i)  \hspace{1cm} $\tilde{w}_\lambda^\gamma = F_{\lambda} \prod_{i=1}^n (\iota^{(0)}(\gamma_{(m-1)}) + a_{m-1}(c_i)\iota^{(0)}(\gamma_{(m-2)}) + \cdots + a_2(c_i)\iota^{(0)}(\gamma_1) + a_1(c_i)\iota^{(0)}(\gamma_0)), \quad (79)$

(ii) \hspace{1cm} $\tilde{w}_\lambda^\gamma = F_{\lambda} \iota^{(0)} \left( \prod_{i=1}^n \left( c_i^{-m+1} \gamma_0 - c_i^{-m+2} \sum_{\mu=1}^{m-1} a_{\mu+1}(c_i) \gamma_\mu \right) \right). \quad (80)$
Proof. (i) We calculate $w_\Delta$ using (78) and (77). The formula (79) is then a direct consequence of the definition (54) and (68).

(ii) It is straightforward to check that $\tau(\rho)(\rho - \tau) = (\rho - v_1)(\rho - v_2)\ldots(\rho - v_m)$, using that $a_m(\rho) = 1$ and the recurrence relation $a_m(\rho) = \rho a_{m+1}(\rho) + a_m$, $\mu = 0, \ldots, m - 1$ (we also note that $a_0(\rho) = (\rho - v_1)(\rho - v_2)\ldots(\rho - v_m)$). Thus, we have

$$\tau(\rho) = \frac{(\rho - v_1)(\rho - v_2)\ldots(\rho - v_m)}{\rho - \tau}.$$

A similar calculation yields

$$(\rho - \tau^{-1})(\rho^{m-1} - \frac{\rho^{m-2}}{a_0} a_{m+1}(\rho^{-1})^\tau) = (\rho - v_1^{-1})(\rho - v_2^{-1})\ldots(\rho - v_m^{-1}),$$

where we used the formula $\tau^{-1} = -\frac{1}{a_0}(\tau^{m-1} + a_{m-1}\tau^{m-2} + \cdots + a_2\tau + a_1)$ together with the formula

$$\rho^{\mu} \frac{a_0(\rho^{-1})}{a_0} = (\rho - v_1^{-1})(\rho - v_2^{-1})\ldots(\rho - v_m^{-1}).$$

We deduce that, for any $\rho \in \mathcal{A}_m$,

$$\iota(\tau(\rho)) = \frac{\tilde{\rho}(\rho - v_1^{-1})(\rho - v_2^{-1})\ldots(\rho - v_m^{-1})}{\rho - \tau^{-1}} = \tilde{\rho}^{m-1} - \frac{\tilde{\rho}^{m-2}}{a_0} a_{m+1}(\tilde{\rho})^\tau$$

where $\tilde{\rho} := \iota(\rho)$.

Using now this formula for $\iota(\tau(\rho))$, we calculate $w_\Delta$ using (77)–(78), (64) and (68) as in item (i). We obtain (80), noting that $\iota(0)(c_i) = c_i^{-1}$, for $i = 1, \ldots, n$. \hfill $\square$

Using (73), together with the fact that $\iota(0)(F_\lambda) = F_\lambda (-a_0)^n \prod_{i=1}^n c_i^{m-2}$ (which is obtained by a direct inspection of (72), recalling that $a_0 = (-1)^m v_1 \ldots v_m$), we find that (80) implies

$$w_\Delta = F_\lambda \prod_{i=1}^n \left( -\frac{a_0 c_i}{a_0} + \sum_{\mu=1}^{m-1} a_{\mu+1}(c_i) \gamma_\mu \right).$$

The explicit formulas for the weights yield the following criterion for the central forms $L^\gamma_\lambda$ and $\iota(L^\gamma_\lambda)$ to be non-degenerate on $F_m H(m, 1, n)$.

**Corollary 27.** The central forms $L^\gamma_\lambda$ and $\iota(L^\gamma_\lambda)$ are non-degenerate on $F_m H(m, 1, n)$ if and only if

$$-\frac{a_0 c_i}{c} + \sum_{\mu=1}^{m-1} a_{\mu+1}(c) \gamma_\mu \neq 0 \quad \text{for any } c \in \{v_p q^{\pm 2i} | p = 1, \ldots, m, i = 0, 1, \ldots, n - 1\}.$$

**Remark 28.** To calculate weights we evaluated the form on an idempotent $E_T$, corresponding to an $m$-tableau. However, by centrality, the result depends only on the shape of the $m$-tableau. Calculations for $D \neq 0$ are more difficult, cf a calculation for the usual Hecke algebra in [10] where an evaluation on a particular tableau was used. \hfill $\triangle$
Remark 29. In particular, if $\gamma = \gamma^0$ as in Remark 24, the formula (81) becomes:

$$w_{\gamma^0} = (-a_0)^n c_1^{-1} \cdots c_n^{-1} F_{\lambda} = (q - q^{-1})^n \prod_{\alpha \in \lambda} \prod_{k=1}^m \frac{q^{-cc(\alpha)}}{q^{h(\lambda)_{(\alpha)}} - v_k^{-1} v_{\text{pos}(\alpha)} q^{-h(\lambda)_{(\alpha)}}}.$$ 

We thus recover the so-called “cancellation-free” formula obtained in [5] for the Schur elements (the inverses of the weights) associated to the non-degenerate central form $L_n^\gamma$. The formulas (79), (80) and (81) are generalizations of this formula for the central forms $L_n^\gamma$ and $\iota(L_n^\gamma)$.
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