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The scarce spectrum and power resources, the inter-beam interference, together with the high traffic demand, pose new major challenges for the next generation of Very High Throughput Satellite (VHTS) systems. Accordingly, future satellites are expected to employ advanced resource/interference management techniques to achieve high system spectrum efficiency and low power consumption while ensuring user demand satisfaction. This paper proposes a novel demand and interference aware adaptive resource management for geostationary (GEO) VHTS systems. For this, we formulate a multi-objective optimization problem to minimize the total transmit power consumption and system bandwidth usage while matching the offered capacity with the demand per beam. In this context, we consider resource management for a system with full-precoding, i.e. all beams are precoded; without precoding, i.e. no precoding is applied to any beam; and with partial precoding, i.e. only some beams are precoded. The nature of the problem is non-convex and we solve it by jointly using the Dinkelbach and Successive Convex Approximation (SCA) methods. The simulation results show that the proposed method outperforms the benchmark schemes. Specifically, we show that the proposed method requires low resource consumption, low computational time, and simultaneously achieves a high demand satisfaction.
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I. INTRODUCTION

The number of connected devices and the high traffic demands needed by the end-users are on the rise in the satellite communication industry. It is challenging to accommodate this increasing demand using traditional and conventional resource assignment methods [2]. Furthermore, the limited satellite resources and the signal interference among the users restricts the data rates that the system can deliver. Therefore, signal processing techniques need to be employed in satellite payloads to mitigate the interference and to manage the satellite resources efficiently. Thanks to reconfigurable digital payload technologies, it is possible to flexibly control the satellite resources [3]. Hence, to meet the increasing demand the following must be implemented on future broadband satellites:

1) Advanced radio resource management: the satellite resources should be distributed according to the heterogeneous user demand in order to achieve high demand satisfaction [2].

2) Advanced interference management techniques: aggressive frequency sharing strategies offer wide bandwidths without the need to acquire new spectrum licenses. However, this method creates additional interference among the adjacent beams, which deteriorates the desired signal quality per user. Therefore, along with radio resource management, advanced interference management is required [4].

3) Computationally efficient algorithms: Adaptive Resource Control (ARC) is performed at the ground segment and should be fast enough to cope with the time-variant link conditions and major demand variations [5].

In this paper, we propose demand and interference aware adaptive resource management techniques for VHTS geostationary (GEO) satellite systems where three different key performance indicators are combined in a multi-objective mathematical formulation. These are: (1) user demand satisfaction; (2) transmit power; and (3) total operational bandwidth. Thus, we can optimize satellite resource utilization while matching heterogeneous traffic demands. Consequently, less power and bandwidth is needed in low-demand scenarios, while more power and bandwidth is needed in high-demand scenarios.

A. Related Work

Several methods regarding power and/or bandwidth optimization have been studied in the literature for non-interference-limited scenarios. Analytical power optimization to satisfy the per beam demand has been considered in [6]–[10]. Furthermore, power allocation based on metaheuristic and machine learning approaches has been proposed in [11]–[13] and [14]–[18], respectively. However, in these methods, demand-based bandwidth allocation is not considered. In contrast, demand-aware bandwidth allocation has been considered in [19]–[24]. However, in these methods, a fixed power is assumed regardless of the user demand. The shortcomings of the above techniques have been addressed by optimizing jointly the system power and bandwidth using a heuristic method in [25]–[27], and machine learning techniques in [28]–[31]. However, these techniques suffer from local optimally, which leads to lower demand satisfaction. Hence, there is no guarantee to attain a close-to-optimum solution. Generally, despite the availability of satellite resources, machine learning
and metaheuristic techniques cannot guarantee high-demand matching when there are insufficient training data and insufficient exploration-exploitation. In [32]–[34], joint power and bandwidth optimization have been proposed based on iterative convex optimization to utilize the satellite resource efficiently. However, these methods have high computational time due to the higher dimensionality of the optimization variables.

Recently, the adoption of aggressive frequency reuse is gaining momentum due to the new trends in satellite broadband traffic [35]. Accordingly, the interference becomes the limiting factor and needs to be mitigated by employing advanced signal processing techniques. In this context, precoding has become a popular interference mitigation technique for such interference-limited scenarios. In addition, the demand satisfaction can be further maximized using resource allocation.

The use of linear precoding techniques for satellite systems has been suggested in [36]–[38], and it has been recently tested over a real satellite link in [39]. The detail structure on finding the optimal linear precoder has been studied in [40]. The performance of linear precoding for the hot-spot scenario has been studied in [41], where precoding is applied to direct the available satellite resource to a beam with very high traffic demand (hot-spot beam). However, the total transmit power is not optimized based on the per-user demand requirement.

The max-min fairness-based power optimization for the multicast-multigroup scenario has been considered in [42]. Later, the author proposed frame-based precoding under power antenna constraint to maximize the system capacity [43]. Similarly, to maximize the system capacity, multieast precoding with feeder link interference has been proposed [44]. However, the focus of the aforementioned methods is on system capacity maximization only, which may not be optimal with respect to the demand satisfaction. In [45], [46], a precoding design for an energy-efficient system has been considered under total power and quality of service constraints. However, the transmit power per beam constraint is not accounted for in the optimization. Furthermore, the power allocation is determined independently from demand. Hence, the algorithm does not adapt to the demand variations.

In the literature, very few works have addressed the Minimum Mean Square Error (MMSE) linear precoder combined with demand-aware resource allocation [47], [48]. However, in these methods, the power allocation flexibility is limited because the MMSE precoder considered the system’s total power. Moreover, [47] and [48] focus on scheduling and beam hopping, respectively. In this paper, we focus on the frequency flexible rather than a time-flexible payload, for two reasons: 1) frequency-flexible payloads are more developed than beam-hopping payloads and seem to dominate the market at the moment; 2) to reduce the synchronization issues associated with non-continuous transmissions, which typical appear in beam-hopping systems.

Generally, the state-of-the-art precoding techniques assume full bandwidth utilization regardless of the user demand. Herein, we focus on flexible bandwidth and power allocation to investigate the possible scenario where the satellite resources are optimized depending on demand without precoding. For this, we foresee a case where the traffic requested by a specific user is low; thus, the user may be able to tolerate some additional interference without precoding. Additionally, we consider a system with full-precoding, i.e. all beams are precoded and with partial precoding, i.e. only some beams are precoded on the top of resources optimization in case of high user demand and strong interference among the users.

Table I summarizes the difference between this work and the existing literature methods regarding (i) Payload flexibility (power or/and frequency); (ii) Joint resource efficiency, and user satisfaction optimization (demand matching, utilized BW minimization, and total power minimization); (iii) system precoding capability. From Table I, we can observe that our work focuses on designing an algorithm that can control the resource of the satellite and interference signal among users according to the user demand and channel condition in order to provide high demand satisfaction with minimum resource utilization. Hence, unlike ([6]–[18], [21]–[24], [42]–[48]), this paper has power and bandwidth controlling flexibility and it differs from ([6]–[18], [21]–[24], [42]–[48]), because this work jointly considers system efficiency and user satisfaction. Further, the proposed method includes precoding optimization flexibility, which differs from the previous works.

B. Contributions

1) We formulate a multi-objective optimization problem for a system (i) with full-precoding for strong interference scenarios, (ii) with no precoding for low interference scenarios, (iii) with partial precoding that achieves the tradeoff between full-precoding and no precoding.

2) The novelty of the above optimization problems lies in the joint minimization of utilized bandwidth, total transmit power, and unmet system capacity under minimum SINR constraint, beam power constraint, and bandwidth per beam constraint. Hence, the system matches the demands while minimizing the total resource utilization. Furthermore, the problem is formulated to have a lower dimension of decision variables, thus reducing the computational complexity compared to the existing works.

3) The formulated problem is non-convex, such that it is difficult to obtain an optimal solution. Hence, to tackle the problem, first, we reformulate it in a more tractable form. Then, we apply Dinkelbach and SCA methods. For this, we propose an algorithm that allocates resources according to the demand and the channel condition. Consequently, the system has full flexibility to control its resources. Furthermore, the algorithm is designed to execute the Dinkelbach method and SCA method simultaneously rather than alternatingly or as a concatenation of each other. Hence, the algorithm computational time decreases.

4) We show that the algorithm has polynomial time complexity and provide a detailed complexity analysis.

5) Finally, the proposed method demonstrates significant performance improvements using the simulation results.
TABLE I
COMPARISON OF SCHEMES

| Payload Flexibility | Joint Resource Efficiency and User satisfaction | Optimization |
|---------------------|-----------------------------------------------|--------------|
|                     | Power | Bandwidth | Demand Matching | Total Power Minimization | Utilized BW Minimization | Without Preceding | Full Preceding | Partial Preceding |
| Machine Learning Optimization | ✓    | ✓        | ✓                 | ✓                     | ✓                       | ✓              | ✓              | ✓              |
| Heuristic Optimization     | ✓    | ✓        | ✓                 | ✓                     | ✓                       | ✓              | ✓              | ✓              |
| Analytical Optimization    | ✓    | ✓        | ✓                 | ✓                     | ✓                       | ✓              | ✓              | ✓              |
| This work                | ✓    | ✓        | ✓                 | ✓                     | ✓                       | ✓              | ✓              | ✓              |
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In terms of resource utilization, demand satisfaction, computational time and convergence time.

The remainder of the paper is organized as follows. Section II introduces the system model. The proposed resource optimization is discussed in Section III. Section IV and Section V provides the simulation results and the conclusion, respectively. Finally, Section VI discusses future work.

**Notation:** Matrix and vector are represented by boldfaced upper case and lower case letters, respectively. The transpose of a vector and conjugate transpose of a vector represented by $[,]^T$ and $[,]^H$, respectively. Lastly, $\| \cdot \|$ and $\| \cdot \|_2$ denote the cardinality and the $L_2$-norm of a vector, respectively.

**II. SYSTEM MODEL**

We consider a downlink of a high throughput GEO satellite system operating in Ka-band with $N$ spot beams. The generation of beams can be performed considering advanced on-board beamforming strategies or with conventional single-feed-per-beam architectures. The resulting spot beams overlap so that there are no holes in the coverage area of the considered GEO satellite system. Due to the side lobes of the multispot beam satellite footprint, the system becomes interference-limited. Conventional systems overcome the interference-limited scenario by employing the so-called four color frequency reuse (4CR), where the system bandwidth is divided into two carriers and operated with two different polarizations.

**Optimization**

The remainder of the paper is organized as follows. Section II introduces the system model. The proposed resource optimization is discussed in Section III. Section IV and Section V provides the simulation results and the conclusion, respectively. Finally, Section VI discusses future work.

**Notation:** Matrix and vector are represented by boldfaced upper case and lower case letters, respectively. The transpose of a vector and conjugate transpose of a vector represented by $[,]^T$ and $[,]^H$, respectively. Lastly, $\| \cdot \|$ and $\| \cdot \|_2$ denote the cardinality and the $L_2$-norm of a vector, respectively.

We consider a downlink of a high throughput GEO satellite system operating in Ka-band with $N$ spot beams. The generation of beams can be performed considering advanced on-board beamforming strategies or with conventional single-feed-per-beam architectures. The resulting spot beams overlap so that there are no holes in the coverage area of the considered GEO satellite system. Due to the side lobes of the multispot beam satellite footprint, the system becomes interference-limited. Conventional systems overcome the interference-limited scenario by employing the so-called four color frequency reuse (4CR), where the system bandwidth is divided into two carriers and operated with two different polarizations to generate, which results in four orthogonal communication channels.

With the motivation to increase the achievable data rate in order to face up the increasing traffic demands, in this work we consider a full frequency reuse (FFR) scheme where the same frequency is used by all beams of the system. Further, we define $P_{\text{total}}$ and $B_{\text{total}}$ as the total available transmit power and system bandwidth, respectively. Depending on the intensity of the traffic demand, the system may not require the use of the whole $B_{\text{total}}$, but only a bandwidth chunk $B \leq B_{\text{total}}$. Furthermore, a single user per beam is served at a particular time instance, i.e. this user represents the beam aggregated traffic demand. Since both the desired signal and interference strongly depend on the users’ location, in Section IV we evaluate the proposed algorithms for different users’ location.

Let the channel matrix $H \in \mathbb{C}^{N \times N}$ is defined as $H = [h_1, h_2, \ldots, h_N]^H$, where $h_i \in \mathbb{C}^{N \times 1}$ is the channel vector from the satellite to the $i$th user is defined as $h_i = [h_i[1], h_i[2], \ldots, h_i[N]]^H$. Following previous works [43], [50], we assume a clear sky channel condition where the atmospheric attenuation is negligible. Hence, the satellite channel is mainly defined by the line-of-sight component of the signal and the antenna pattern. In this context, the channel coefficient $h_i[j]$ is given by

$$h_i[j] = \frac{G_R G_i[j]}{4 \pi d_i^2} e^{-j \phi_i},$$

where $\phi_i$ is the phase component introduced by the the satellite antenna, $G_R$ is the user terminal antenna gain, $G_i[j]$ denotes the gain from the $j$th satellite beam towards the beam $i$ user, $\lambda$ is the carrier wavelength and $d_i$ is the slant range between the satellite and the $i$th user.

We consider the system to handle $K$ beams with precoding and $L = N - K$ beams without precoding. The $K$ beams are categorized for precoding into disjoint groups and the set of groups is defined as $\mathcal{K} = \{\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_m, \ldots, \mathcal{K}_M\}$, where $\mathcal{K}_m$ is the $m$th group of beams. Furthermore, a set that contain $L$ non-preceded beams is denoted as $\mathcal{L}$. The channel matrix $H_m \in \mathbb{C}^{K \times N}$ for $\mathcal{K}_m$ is defined as $H_m = [h_{k,m}[m]]_{k \in \mathcal{K}_m}$, where $h_{k,m}[m] \in \mathbb{C}^{K \times 1}$ is the channel vector from the satellite to user in beam $k$ belonging to the $m$th group and $|\mathcal{K}_m|$ is the cardinality of the $m$th group. Furthermore, the interference channel vector received by the $k$ user of $m$th group from the $z \neq m$ group is denoted as $h_{k,m}[z] \in \mathbb{C}^{|\mathcal{K}_m| \times 1}$. For instance, from Fig. 1, the colored beams are categorized for precoding and we obtain the set of groups $\mathcal{K}$ as $\mathcal{K} = \{\mathcal{K}_1, \mathcal{K}_2\}$, where $\mathcal{K}_1 = \{2, 6\}$ and $\mathcal{K}_2 = \{1, 5\}$. The channel matrix for $\mathcal{K}_3$ is given by $H_3 = [h_{2,1}[1], h_{6,1}[1]]^H$, where $h_{2,1}[1] = [h_2[1], h_2[6]]^H$, and $h_{6,1}[1] = [h_6[2], h_6[6]]^H$. The interference channel vector received by user in beam 2 and 6 from $\mathcal{K}_2$ is $h_{2,1}[2] = [h_2[2], h_2[5]]^H$ and $h_{6,1}[1] = [h_6[1], h_6[5]]^H$, respectively. Similar to $\mathcal{K}_3$, the channel matrix for $\mathcal{K}_2$ is given by $H_2 = [h_{1,1}[2], h_{5,2}[2]]^H$, where $h_{1,1}[2] = [h_1[1], h_1[5]]^H$, and $h_{5,2}[2] = [h_5[1], h_5[5]]^H$. The interference channel vector received by user in beam 1 and 5 from $\mathcal{K}_1$ is $h_{1,2}[1] = [h_1[2], h_1[6]]^H$ and $h_{5,2}[1] = [h_5[2], h_5[6]]^H$, respectively.

The precoding matrix for the $m$th group is denoted as $\mathbf{W}_m = [\hat{w}_{k,m}[m]]_{k \in \mathcal{K}_m}$, where $\hat{w}_{k,m}[m] \in \mathbb{C}^{|\mathcal{K}_m| \times 1}$ is the precoding weight vector for the user in beam $k$ belonging to the $m$th group. For example, the precoding matrix for
**Fig. 1.** The system with six beams with $\mathcal{K}_1 = \{2, 6\}$, $\mathcal{K}_2 = \{1, 5\}$, and $\mathcal{L} = \{3, 4\}$.

Then, the received signal-to-interference-plus-noise ratio (SINR) for the $l$th non-precoded user and the $k$th precoded user in the $m$th group is given by

$$
\gamma_l = \frac{g_{l,p_l}}{\left(\sum_{j \in \mathcal{L}, j \neq l} g_{l,p_j} + \sum_{K_z \in \mathcal{K}_z} \sum_{j \in \mathcal{K}_z} \|\mathbf{h}_{l,z}[z]\mathbf{\tilde{w}}_{j,z}[z]\|^2 + N_0 B\right)},
$$

(2)

$$
\gamma_{k,m} = \frac{\|\mathbf{h}_{k,m}^H[m]\mathbf{\tilde{w}}_{k,m}[m]\|^2}{\left(\sum_{K_z \in \mathcal{K}_z} \sum_{j \in \mathcal{K}_z, j \neq k} \|\mathbf{h}_{l,m}^H[z]\mathbf{\tilde{w}}_{j,m}[z]\|^2 + \sum_{l \in \mathcal{L}} g_{k,l,p_l} + N_0 B\right)},
$$

(3)

where $p_l$ is the transmit power for the user in beam $l$, $N_0$ is the noise spectral density, $g_{l,j} = \|\mathbf{h}_{l,j}\|^2$, $\forall l, j \in \mathcal{L}$ is the interference channel power gain from non-precoded $l$th beam to the non-precoded user in beam $l$, and $\mathbf{h}_{l,z}[z]$ is the received channel interference vector by the non-precoded user in beam $l$ from the precoded user s of $z$ group. For example, interference signal received by the non-precoded beams: $\mathcal{L} = \{3, 4\}$ from $\mathcal{K}_1$ is $\mathbf{h}_{3,1} = [\mathbf{h}_3[2], \mathbf{h}_3[6]]^H$, and $\mathbf{h}_{4,1} = [\mathbf{h}_4[2], \mathbf{h}_4[6]]^H$, respectively.

Hence, the offered capacity to user in beam $i$ is

$$
C_i = B \log_2(1 + \gamma_i),
$$

(4)

where

$$
\gamma_i = \begin{cases} 
\gamma_l & \text{if } i = l, l \in \mathcal{L} \\
\gamma_{k,m} & \text{if } i = k, k \in \mathcal{K}_m
\end{cases}.
$$

(5)

Finally, given the user in beam $i$ demand $D_i$, the normalized unmet system capacity is given by

$$
C_{unmet} = \sum_{i=1}^{N} \max(1 - C_i/D_i, 0).
$$

(6)

From the system model, we can observe the following scenarios:

1) The system without precoding: This occurs when $|\mathcal{K}| = 0$, which indicates that no precoding is applied to any users. The computational complexity of the system without precoding is lower because no precoder design is required. However, the spectral efficiency that can be obtained without precoding is limited due to the interference signal among the users. The lower spectral efficiency results in higher $C_{unmet}$. Hence, the overall resource utilization may not be efficient for high demand and strong interference if no precoding is employed.

2) The system with full-precoding: This occurs with $|\mathcal{K}| = N$, which indicates that all users are fully precoded. The full-precoding method mitigates the interference signal among the users which results in higher spectral efficiency. Hence, we obtain lower $C_{unmet}$. However, full-precoding requires the design of a $N \times N$ precoder matrix that may increase the system complexity.

3) The system with partial precoding: This occurs when $|\mathcal{K}| < N, \forall m$. Using partial precoding we can address the tradeoff between complexity and spectral efficiency of the system.

### III. Proposed Resource Optimization

In this section we formulate the resource management optimization problem for high throughput geostationary (GEO) satellite systems where three different key performance indicators are combined in a multi-objective mathematical formulation.

These are: (1) user demand satisfaction; (2) transmit power; and (3) total operational bandwidth. For this, we consider a joint minimization of the unmet system capacity $C_{unmet}$, the transmit power $p_l$, the transmit power $\|\mathbf{\tilde{w}}_{k,z}[z]\|^2$ for the $\mathbf{\tilde{w}}_{k,z}[z]$ and the bandwidth utilization $B$. Consequently, we can closely match the offered capacity and the requested demand to ensure high demand satisfaction while using minimum overall power and bandwidth consumption. Hence, the formulated problem is shown as follows

$$
\text{minimize } \left\{ \sum_{i=1}^{N} \max(1 - C_i/D_i, 0), B, \sum_{l \in \mathcal{L}} p_l + \sum_{K_z \in \mathcal{K}_z} \sum_{k \in \mathcal{K}_z} \|\mathbf{\tilde{w}}_{k,z}[z]\|^2 \right\}
$$

s.t.

$$
L_1: \gamma_i \geq \gamma_{min}, \forall i,
$$

$$
L_2: \sum_{l \in \mathcal{L}} p_l + \sum_{K_z \in \mathcal{K}_z} \sum_{k \in \mathcal{K}_z} \|\mathbf{\tilde{w}}_{k,z}[z]\|^2 \leq P_{total},
$$

(7)

$$
L_3: p_l \leq P_{max}, \forall l,
$$

$$
L_4: \|\mathbf{\tilde{w}}_{k,z}[z]\|^2 \leq P_{max}, \forall k \in \mathcal{K}_z,
$$

$$
L_5: B \leq B_{total},
$$

$$
L_6: B \geq B_{c},
$$

$$
L_7: p_l \geq 0, \forall l,
$$

Note that, in practice, full-precoding can be more challenging when there are many beams because of the need to calculate a larger amount of precoding coefficients and the additional signal processing required when precoding coefficients are combined with symbols for transmission. Hence, partial-precoding can be applied to alleviate the above problems associated with full-precoding.
Objective function in [7] contains the system bandwidth utilization, total power consumption, and unmet system capacity. The constraint \( L_1 \) imposes the minimum SINR required for all beams. The constraint \( L_2 \) prohibits the overall power allocation from exceeding the total system power. Similarly, \( L_3 \) and \( L_4 \) are the per beam power allocation and limits the maximum beam power. Constraint \( L_5 \) and \( L_6 \) are the upper bound and lower bound limits of \( B \), where \( B_k \) is the minimum bandwidth requirement by the system. Moreover, \( L_7 \) is a non-negative power constraint.

To reformulate the problem [7] into a more tractable one, we make the following modifications

- Firstly, we convert the multi-objective optimization to a single objective optimization [52] by summing up the normalized object functions, i.e., \( \frac{B_{\text{total}}}{P_{\text{total}}} + \sum_{l \in \mathcal{L}} \frac{P_{ll}}{P_{\text{total}}} + \sum_{K_k \in \mathcal{K}_k} \frac{\|w_k, z\|^2}{P_{\text{total}}} + \sum_{i=1}^{N} \max (1 - C_i / D_i, 0) \).
- Secondly, we avoid the non-differential function using upper bound slack variable \( t_i \), with \( t_i \geq 0, \forall i \) and \( t_i \geq 1 - C_i / D_i, \forall i \).
- Then, we replace both bandwidth and slack variable \( t_i \) using equivalent representation. The bandwidth is replaced by \( T = \frac{1}{P_{\text{total}}} \) and the variable \( t_i \) is replaced by unmet spectral efficiency \( s_i = T t_i \). This variables change will help us to decouple the bandwidth from the capacity.
- Thirdly, we replace the transmit power by Power Spectral Density (PSD), i.e. \( \tilde{p}_i = T P_{ll} \) and \( \tilde{w}_{k, z} = \sqrt{T} \tilde{w}_{k, z} \).
- Then, the SINR in terms of PSD is given by

\[
\gamma_i = \frac{g_{l, i} \bar{p}_i}{\sum_{j \in \mathcal{L}, j \neq i} g_{l, j} \tilde{p}_j + \sum_{K_k \in \mathcal{K}_k} \| \tilde{w}_{k, z} \|^2 \tilde{w}_{j, i, z} \|^2 + N_0} \tag{8}
\]

and

\[
\gamma_{k, m} = \frac{\| \tilde{h}_{k, m}^H [m] \tilde{w}_{k, m} [m] \|^2}{\sum_{K_k \in \mathcal{K}_k} \| \tilde{h}_{k, m}^H [m] \tilde{w}_{k, m} [m] \|^2 + \sum_{l \in \mathcal{L}} g_{k, l} \bar{p}_l + N_0} \tag{9}
\]

Hence, we make the SINR only dependent on PSD. Consequently, we express the capacity in terms of PSD.

- Finally, we express \( L_2, L_3 \) and \( L_4 \) in terms of PSD and bandwidth:

\[
\sum_{l \in \mathcal{L}} \tilde{p}_l + \sum_{K_k \in \mathcal{K}_k} \sum_{k \in \mathcal{K}_k} \| \tilde{w}_{k, z} \|^2 \leq T P_{\text{total}}, \quad \tilde{p}_l \leq T P_{\text{max}}, \quad \forall l, \quad \text{and} \quad \| \tilde{w}_{k, z} \|^2 \leq T P_{\text{max}}, \quad \forall k \in \mathcal{K}_z, \quad \text{respectively. Similarly, the constraint} \ L_7 \text{in terms of PSD is} \ \tilde{p}_l \geq 0, \forall l.
\]

With the above-listed modifications, the equivalent of [7] is given by

\[
\min_{T, \tilde{s}_l, \tilde{w}_{k, z}, \forall_k, \forall z} \quad \sum_{i=1}^{N} s_i + \frac{1}{P_{\text{total}}} + \frac{1}{P_{\text{total}}} \left( \sum_{l \in \mathcal{L}} \tilde{p}_l + \sum_{K_k \in \mathcal{K}_k} \sum_{k \in \mathcal{K}_k} \| \tilde{w}_{k, z} \|^2 \right) \tag{10}
\]

s.t.

\[
\hat{L}_1 : \gamma_i \geq \gamma_{\min}, \forall i,
\hat{L}_2 : \sum_{l \in \mathcal{L}} \tilde{p}_l + \sum_{K_k \in \mathcal{K}_k} \sum_{k \in \mathcal{K}_k} \| \tilde{w}_{k, z} \|^2 \leq T P_{\text{total}},
\hat{L}_3 : \tilde{p}_l \leq T P_{\text{max}}, \forall l,
\hat{L}_4 : \| \tilde{w}_{k, z} \|^2 \leq T P_{\text{max}}, \forall k \in \mathcal{K}_z,
\hat{L}_5 : 1 \leq T B_{\text{total}},
\hat{L}_6 : 1 \geq T B_c,
\hat{L}_7 : \tilde{p}_l \geq 0, \forall l,
\hat{L}_8 : T - \frac{\log_2 (1 + \gamma_i)}{D_i} \leq s_i, \forall i,
\hat{L}_9 : s_i \geq 0, \forall i.
\]

The non-linearity of objective function and \( \gamma_i \) make [10] non-convex. We apply Dinkelbach method [53] to linearize the objective function. Then, the equivalent linear function is given by \( 1 + \frac{B_{\text{total}}}{P_{\text{total}}} \left( \sum_{l \in \mathcal{L}} q_l + \sum_{K_k \in \mathcal{K}_k} \sum_{k \in \mathcal{K}_k} \| \tilde{w}_{k, z} \|^2 \right) + B_{\text{total}} \sum_{i=1}^{N} s_i - \beta B_{\text{total}} \), where \( \beta \) is obtained using Dinkelbach’s algorithm. However, the non-convexity of \( \gamma_i \) prevents form directly applying of Dinkelbach method. Hence, convexification of \( \gamma_i \) is required. To convexify \( \gamma_i \), first, we decouple \( \gamma_i \) from the rate capacity using a lower bound slack variable \( \Gamma_i \) as follows

\[
\hat{L}_8.1 : T - \frac{\log_2 (1 + \Gamma_i)}{D_i} \leq s_i, \forall i,
\hat{L}_8.2 : \Gamma_i \leq \begin{cases} \gamma_l, & \text{if } i = l, l \in \mathcal{L} \\ \gamma_{k, m}, & \text{if } i = k, k \in \mathcal{K}_z \end{cases}
\]

The constraint \( \hat{L}_8.1 \) is convex. However, \( \hat{L}_8.2 \) is non-convex. By replacing \( \Gamma_i \) and \( \gamma_{k, m} \), respectively, with [8] and [9], then re-arranging \( \hat{L}_8.2 \), we obtain

\[
\hat{L}_8.2 : \begin{cases} \sum_{K_k \in \mathcal{K}_k} \sum_{j \in \mathcal{K}_j, j \neq k} \| \tilde{h}_{k, m}^H [m] \tilde{w}_{j, m} [m] \|^2 \leq 0, & \text{if } i = l \\ \sum_{j \in \mathcal{K}_j, j \neq k} \| \tilde{h}_{k, m}^H [m] \tilde{w}_{j, m} [m] \|^2 \leq 0, & \text{if } i = k, \end{cases}
\]

where \( q_l = \sqrt{T} \tilde{p}_l, \forall l \). The function \( g_{l, i} \tilde{p}_l \) and \( \| \tilde{h}_{k, m}^H [m] \tilde{w}_{k, m} [m] \|^2 \) as well as the interference signal functions are convex functions [54]. Therefore, \( \hat{L}_8.2 \) is arranged in the form of Difference-of-Convex program (DC). The DC program can be tackled using Successive Convex Approximation (SCA) algorithm (cf. [56]) by approximating the concave part of \( \hat{L}_8.2 \). The SCA of \( \hat{L}_8.2 \) is given by [13]
and \(\bar{w}_{k,m}[n]\) and \(q_i^{(v)}\) are the previous value of \(\bar{w}_{k,m}[n]\) and \(q_i\), respectively. Note that the first-order approximation is rearranged to be evaluated at a single point (i.e., the previous value of the power variable) rather than two points (i.e., the previous values of the power and SINR variables). Thus, the computation time and the number of feasible points for initializing the problem are reduced.

The detail derivation of (13) is provided in appendix VII-A. Hence, the convexified optimization problem is written as

\[
\begin{align*}
\text{minimize} & \quad F_i, \forall i, q_i, \forall i \\
\text{s.t.} & \quad \hat{L}_1: \Gamma_i \geq \gamma_{\text{min}}, \forall i, \\
& \quad \hat{L}_2: \sum_{i \in \mathcal{E}} q_i^2 + \sum_{k_i \in \mathcal{K}_z} \sum_{k \in \mathcal{K}_z} \|\bar{w}_{k,z}[n]\|^2_2 \leq TP_{\text{total}}, \\
& \quad \hat{L}_3: q_i^2 \leq TP_{\text{max}}, \forall i, \\
& \quad \hat{L}_4, \hat{L}_5, \hat{L}_6, \hat{L}_7, \hat{L}_8.1, \hat{L}_8.3, \hat{L}_9.
\end{align*}
\]

Problem (13) is convex and can be solved efficiently using convex optimization tools [57]. In the following a solution to this problem will be presented.

### A. Selection of beams to be precoded

We select \(K\)-beams to be precoded from \(N\) beams based on the characteristics of demand, the interference and the channel gain of the user. For this, we use a user-satisfaction metric and interference-to-noise metric. For the selection of beams, we initially assume that the system employs \(B_{\text{total}}\) and equal power, i.e., \(p_i = \frac{P_{\text{total}}}{N}\) for all users, then, the user-satisfaction metric for the user in beam \(i\) is given by

\[
\text{US}_i = \frac{B_{\text{total}} \log_2(1 + \gamma_{\text{US}})}{D_i}
\]

with

\[
\gamma_{\text{US}} = \frac{g_{i}p_i}{\sum_{j=1, j \neq i}^{N} g_{i}p_{j} + N_0B_{\text{total}}}
\]

The interference-noise metric for user in beam \(i\) from beam \(j\) is defined as \(IN_{i,j} = \frac{g_{i}p_{j}}{N_0B_{\text{total}}}\). We denote the set that contain the user-satisfaction metric of all users as \(S = \{US_1, US_2, \ldots, US_i, \ldots, US_N\}\). Similarly, we denote the set that contain the interference-to-noise metric for user in beam \(i\) from all other beams as \(\overline{I}_i = \{IN_{i,j}, \forall j \neq i\}\).

The proposed algorithm to select beams for precoding is shown in **Algorithm 1**. First, we collect beams that do not satisfy the minimum user-satisfaction metric threshold value of \(\epsilon_1\), i.e. \(US_i < \epsilon_1\) into set \(\mathcal{G}\). Then, in the \(n\)th iteration, the algorithm selects beam \(i\) that has lowest user-satisfaction from \(\mathcal{G}\) and we collect it in the set \(\mathcal{K}_{n}\). Subsequently, the algorithm includes beams into set \(\mathcal{K}_{n}\) from \(\mathcal{I}_i\) that satisfied the minimum interference-to-noise metric threshold value of \(\epsilon_2\). Consequently, the algorithm removes any beam element of \(\mathcal{K}_{n}\) that is present in \(\mathcal{G}\) and \(\mathcal{I}_i\) \(\forall i\), i.e. \(\mathcal{G} \leftarrow \mathcal{G} \setminus \mathcal{K}_{n}\) and \(\mathcal{I}_i \leftarrow \mathcal{I}_i \setminus \mathcal{K}_{n}\) \(\forall i\), respectively. For the \(n + 1\) iteration, it continues to select the next beam \(j\) that has lowest user-satisfaction from \(\mathcal{G}\) and the corresponding beams \(\mathcal{I}_j\). The algorithm runs until |\(G|\) becomes empty. Fig. 2 shows an example of partial precoding for \(\epsilon_1 = 1\) and \(\epsilon_2 = -11\text{dB}\), where the colored beams are the selected beam for precoding.

Finally, the iterative procedure to solve (18) is shown in **Algorithm 2**. First, we initialize \(q_i^{(v)}\) and \(\beta\) to a feasible point (See section III-B). Then, **Algorithm 1** is executed in order to select the beams to be jointly precoded. Accordingly, the algorithm solves (18). Subsequently, we update the old value of \(q_i^{(v)}\), \(\bar{w}_{k,z}[n]\), and \(\beta\) by the new value \(q_i\), \(\bar{w}_{k,z}[n]\), and \(\beta\). Note that **Algorithm 2** is designed to execute the Dinkelbach method and SCA at the same time rather than considering Dinkelbach method as main loop and SCA as inner loop such that the computational time is reduced. The algorithm is run until the convergence criteria \(J_1, J_2, J_3\) of (21) are met. Note that in the convergence point, we obtain:

\[
\gamma_{\text{US}} \approx \frac{g_{i}p_i}{\sum_{j \neq i} g_{i}p_{j} + N_0B_{\text{total}}}, \forall i
\]

\[
\beta \approx \frac{1 + B_{\text{total}} \sum_{i \in \mathcal{E}} q_i^2 + \sum_{k_i \in \mathcal{K}_z} \sum_{k \in \mathcal{K}_z} \|\bar{w}_{k,z}[n]\|^2_2}{\sum_{i \in \mathcal{E}} q_i^2 + \sum_{k_i \in \mathcal{K}_z} \sum_{k \in \mathcal{K}_z} \|\bar{w}_{k,z}[n]\|^2_2}
\]

\[
\hat{L}_3: q_i^2 \leq TP_{\text{max}}, \forall i
\]

**Algorithm 1: K-beam selection**

**Input:** \(S; \mathcal{I}_i, \forall i\);

\(\mathcal{G} \leftarrow \) All beams with \(S < \epsilon_1\);

\(n \leftarrow 0:\)

while \(|\mathcal{G}| \geq 0\) do

\(n \leftarrow n + 1;\)

\(\mathcal{K}_n \leftarrow \min(\mathcal{G});\)

\(\mathcal{M} \leftarrow \) All beams with \(\mathcal{I}_i \geq \epsilon_2;\)

\(\mathcal{K}_n \leftarrow \mathcal{M} \cup \mathcal{K}_n;\)

\(\mathcal{G} \leftarrow \mathcal{G} \setminus \mathcal{K}_n;\)

\(\mathcal{I}_i \leftarrow \mathcal{I}_i \setminus \mathcal{K}_n;\)

**Algorithm 2** is designed to execute the Dinkelbach method and SCA at the same time rather than considering Dinkelbach method as main loop and SCA as inner loop such that the computational time is reduced. The algorithm is run until the convergence criteria \(J_1, J_2, J_3\) of (21) are met. Note that in the convergence point, we obtain:

\[
\mathcal{I}_i \leftarrow \mathcal{I}_i \setminus \mathcal{K}_n, \forall i
\]

### B. Feasible point initialization for the proposed technique

A feasible point initialization is required for the stability of the algorithm execution. For this, we observe that the feasible point for Algorithm 2 is obtained when all non-precoder users equally share the total available power spectral density i.e. \((q_i^{(v)})^2 = \left(\frac{P}{B_{\text{total}}}\right)^2\), where \(P = B_{\text{total}}\). Further, to initialize the precoder matrix of Algorithm 2 we start with the MMSE precoder. The MMSE precoder matrix is given by

\[
\bar{W}_m = \eta \frac{\bar{W}_m}{\sqrt{B_{\text{total}}}},
\]

with

\[
\bar{W}_m = \mathcal{H}^H (\mathcal{V}_m \mathcal{H}_m^H + \alpha I)^{-1},
\]
where the complexity function \( L \) is the number of iterations required to complete and the complexity function \( Q(L, K) \) refers to solving (18) which depends on the number of beams \( L \) and \( K \). Note that the algorithm requires \( 2N^2 K^3 \) operations.

The complexity of Algorithm 2 is given by \( F(v)Q(L, K) \), where the complexity function \( F(v) \) indicates the number of iterations required to complete and the complexity function \( Q(L, K) \) refers to solving (18) which depends on the number of beams \( L \) and \( K \). Note that the algorithm requires \( 2N^2 K^3 \) operations.

\[
\eta = \sqrt{\frac{P |K_m|}{\text{Trace}(W_m W_m^H)}}. 
\]

C. Complexity analysis

The complexity of Algorithm 2 is given by \( F(v)Q(L, K) \), where the complexity function \( F(v) \) indicates the number of iterations required to complete and the complexity function \( Q(L, K) \) refers to solving (18) which depends on the number of beams \( L \) and \( K \). Note that the algorithm requires \( 2N^2 K^3 \) operations.

4Note that for equal power per user with full bandwidth utilization \( B_{\text{total}} \), the function \( \frac{B_{\text{total}}}{L} \left( \sum_{l \in L} (q_l) (q_l^*)^2 + \sum_{K_m \in K} \sum_{K \in K} \sum_{z \in K} \|w_{k,z}^l\|^2 \right) \) becomes 1. Then, \( J_3 \) is reduced to \( |1 + 1 - \beta| \leq 10^{-4} \). Hence, the approximate value of \( \beta \) is 2.

At most \( F(v) = 25 \) iterations to complete. Hence, the overall complexity is shown as follows

1) Partial precoding: the problem (18) have \( (N + L + K^2 + 1) \) decision variables and \( 5N + 3 \) convex constraints. Then, the complexity function \( Q(L, K) \) is \( O((N + L + K^2 + 1)^3(5N + 3)) \) [34]. Assuming that \( V_{pp} \) iterations are needed for Algorithm 2 to converge i.e \( F(v) = V_{pp} \), then the overall complexity is \( O(V_{pp}((N + L + K^2 + 1)^3(5N + 3))) \).

2) Full-precoding: In this case, the (18) will have \( (N + L + K^2 + 1)^3(5N + 3) \).
$N^2 + 1$) decision variables and $5N + 3$ convex constraints. Assuming that $V_{fp}$ iterations are needed for Algorithm 2 to converge i.e $F(v) = V_{fp}$, then the overall complexity is $O(\frac{V_{fp}(N + N^2 + 1)^3(5N + 3)}{2})$.

3) Without precoding: Here $V_{wp}$ will have $(2N + 1)$ decision variables and $5N + 3$ convex constraints. Assuming that $V_{wp}$ iterations are needed for Algorithm 2 to converge i.e $F(v) = V_{wp}$, then the overall complexity is $O(\frac{V_{wp}(2N + 1)^3(5N + 3)}{2})$.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed technique in three scenarios, i.e. for a system without precoding, with full precoding, and partial precoding. Table I shows the simulation parameters. We consider the user location data for $N = 67$ beams according to [58]. The data contains population, aeronautical, and maritime users. The beam pattern is provided by the European Space Agency (ESA) and generated assuming a Direct Radiating Antenna (DRA), with 750 elements spaced by 5$\lambda$. Furthermore, we average all the simulation results for 100 Monte-Carlo runs. For each run, a random user location per beam is selected from the user location data. An example of user locations for a single run is shown in Fig. 3.

| Parameter                    | Value                      |
|------------------------------|----------------------------|
| Satellite Beam Orbit         | 13$^\circ$E                |
| Satellite Beam Pattern       | Provided by ESA             |
| Number of beams ($N$)        | 67                         |
| System bandwidth ($B_{total}$) | 500 MHz                    |
| Minimum SINR ($\gamma_{min}$) | -2.2 dB                    |
| Minimum bandwidth ($B_C$)    | 5 MHz                      |
| Noise power density ($N_0$)  | -204 dBW/Hz                |
| Max. beam gain ($G_{max}$)   | 51.8 dBi                    |
| User antenna gain ($G_p$)    | 39.8 dBi                    |
| Total available transmit power ($P_{trans}$) | 1000W               |
| Maximum power per beam ($P_{max}$) | 100W               |
| User-satisfaction metric threshold | $\epsilon_1 = 1$         |
| Interference-to-noise metric threshold | $\epsilon_2 = -11$ dB |
| Percentage ($\%$)            | 1%                         |

Table II SYSTEM PARAMETERS

We consider the performance indicators: Average Unmet System Capacity (AUSC), Average utilized Bandwidth (AUB), and the Average Power Consumption (APC) [34]. Additionally, we define the Total Resource Utilization (TRU) in percent as

$$TRU = 100 \left( \frac{APC}{P_{total}} + \frac{AUB}{B_{total}} \right) \% \quad (25)$$

1) Traffic Model

In this section, we generate a traffic demand for the simulation results using the normalized temporal and spatial demand distributions, which are shown in Figs. 4 and 5, respectively. These demand distributions are adopted from the traffic simulator provided in [58]. The temporal distribution represents the average demand per beam at a given time $t$ divided by the peak demand average request $D_{max}^{avg} = 750$ Mbps. Accordingly, we can calculate the average demand at $t$ hour as $D_{avg}^{t} = y_{i,t}D_{max}^{t}$, where $y_{i,t}$ represents the normalized demand at time $t$. For example, the average demand per beam at $t = 7$ with $y_{i,7} = 0.844906750$ and $t = 20$ with $y_{i,20} = 0.422453750$ is $D_{avg}^{7} = 634$ Mbps and $D_{avg}^{20} = 317$ Mbps, respectively.

The spatial distribution in Fig. 5 represents the demand per beam normalized by the maximum beam demand $D_{max}^{s,t}$. The $D_{max}^{s,t}$ is obtained from temporal distribution as $D_{max}^{s,t} = \frac{\sum_{i=1}^{750} y_{i,t}}{25}$ Mbps, where $x_i$ is the spatial normalized demand of beam $i$. For example, at $t = 7$ and $t = 20$, we obtain $D_{max}^{s,7} = 1110$ Mbps and $D_{max}^{s,20} = 555$ Mbps, respectively. Hence, the $i$th beam demand is given by $D_i = D_{max}^{s,t} x_i$. Note that each beam represents the sum of population, aeronautical, and maritime demands. Hence, the beam demand can vary depending on the population, aeronautical, and maritime size. For example, a beam with more aeronautical and maritime services may have higher demand than a beam with only population-based data.

In the above context, for the simulation results, we consider two different demand distributions at $t = 7$ and $t = 20$ hour, which we call low-moderate and moderate-high demand as shown Fig. 6. Since demand distributions depend on the population, aeronautical, and maritime size, some beams may show little change in demand between time intervals, while others may show significant change. In the case of low variation, the beam contains a higher population demand than aeronautical or maritime demands. On the other hand, in cases of high demand changes, the beam contains more aeronautical demands than population or maritime demands.

Fig. 4. The average hourly demand request

2) Without precoding

We start by comparing the proposed method when the system employs no precoding method, i.e. $(|K| = 0)$, with the
benchmark schemes [26] and [32]. For this simulation results, we focus on low-moderate demand distribution.

Fig. 7 shows the cumulative distribution function (CDF) of the computational time of the proposed without precoding method and the benchmark schemes. We observed that the computational time of the proposed method is lower than the benchmark schemes. For example, at 60% and 100% cases, the proposed method computing time is 22 s and 34 s, respectively, whereas, for [32], the computing time is 390 s and 681 s, respectively. Additionally, the computing time of [26] for 60% and 100% cases is 126 s and 160 s, respectively. This lower computational complexity is achieved because the proposed method is designed to have fewer optimization variables. Consequently, the search space is reduced. In contrast, the benchmark schemes employ a large number of optimization variables. Typically, this leads to higher computational complexity and execution time. For example, the bandwidth $B$ of the proposed method is a single variable, whereas the benchmark schemes assign $\mathcal{Y}$ carrier frequency to $N$ beams from $\mathcal{Y} \times N$ optimization variables.

Fig. 7 shows the CDF of average unmet system capacity for all schemes. We observed that the proposed method and [32] have zero unmet system capacity, whereas the unmet system capacity of [26] is higher than zero. For instance, at 50% and 100% cases, the unmet system capacity of [26] is 10 Mbps and 65 Mbps, respectively. This high unmet system capacity is obtained because [26] employs a metaheuristic method to match the per beam demand. Thus, the metaheuristic method may not guarantee an optimal solution. In contrast, the proposed method and [32] use approximate convex algorithms that optimize the satellite resource according to the demand. Hence, using the proposed method and [32] results in a lower unmet system capacity.

The resource utilization for the proposed method, [32] and [26] is shown in Fig. 1: The total resource utilization for the proposed method is 51.6%. In contrast, for [32], the TRU is 57.1% and for [26], the TRU is 76.4%. Hence, the proposed method gives better resource utilization in addition to the substantial savings in computational complexity, as explained before.

Fig. 7 shows the convergence of the proposed Algorithm 2 for $K = 0$. For the convergence analysis, we plot the average of the convergence criteria of $J_1$ and $J_3$ for each iteration of Algorithm 2. We observed that the proposed algorithm converged to a stationary point.

3) Partial precoding and full-precoding

Next, we would like to study the performance of the system with partial precoding (if $|\mathcal{K}_m| < N, \forall m$) and full precoding (if any $|\mathcal{K}_m| = N$) optimization. We consider the following benchmark schemes:

- Without Precoding ($|\mathcal{K}| = 0$)
- 1-Color full bandwidth with MMSE precoder scheme:

$$C[i] = B_{\text{total}} \log_2 \left( 1 + \frac{|h_i^H w_i|^2}{\sum_{j=1}^{N} |h_i^H w_j|^2 + N_0 B_{\text{total}}} \right)$$

where $w_i \in \mathbb{C}^{N \times 1}$ is the $i$th MMSE precoding vector.
- 4-Color scheme without precoding:

$$C[i] = B_c \log_2 \left( 1 + \frac{\sum_{j=1, j \neq i}^{N} g_{i,j} x_{k,j} + N_0 B_c}{} \right)$$

where $B_c = \frac{B_{\text{total}}}{4}$ is the bandwidth chunk per carrier, $p_i = \frac{P_{\text{total}}}{N}$ is the transmitted power and $x_{k,i}$ is the $i$th carrier assigned to the $k$th beam.

Fig. 8a describes the CDF of the average unmet system capacity of all schemes for low-moderate demand distribution. We observe zero unmet system capacity for all proposed solutions, which indicates 100% demand satisfaction. In contrast, 1-Color with MMSE scheme and 4-Color scheme only satisfy 75% and 71% of the beams, respectively, which indicates that the unmet system capacity is not zero for everyone. This higher unmet system capacity on these schemes results from a lack of resource optimization according to the demand, where uniform resource allocation is considered. However, the proposed methods without precoding, with partial and full-precoding can allocate resources depending on the demand, which results in lower unmet system capacity. Hence, all proposed methods are suitable for low-moderate demand distribution.

Fig. 8b shows the power consumption and bandwidth utilization of the proposed techniques and the benchmark schemes for low-moderate demand distribution. The power consumption without precoding, with partial and full-precoding is 249 W, 226 W, and 215 W, respectively, whereas the power consumption for 1-Color with MMSE scheme and 4-Color scheme is 1000 W. Furthermore, the bandwidth utilization of without precoding, partial precoding, and full-precoding is 391 MHz, 326 MHz, and 240 MHz, respectively, whereas the bandwidth utilization for the 1-Color with MMSE scheme and 4-Color scheme is 500 MHz. Hence, we noticed that resource utilization of 1-Color with MMSE scheme and 4-Color scheme is higher than the proposed methods. From the proposed methods, the method without precoding consumes more resources than the partial precoding and full precoding methods. This results from the impact of the interference,
which is not entirely canceled and thus affects the signal quality, such that additional signal bandwidth needs to be allocated in order to compensate for this effect. In contrast, we observe lower resource utilization for partial precoding and full precoding because they can mitigate the interference partially and fully, respectively. Further, the overall utilization using the full precoding is lower compared with the partial precoding optimization. We can verify this result by evaluating the TRU. The TRU is 35% for full precoding, and the TRU is 44% for partial precoding.

Fig. 7 shows the computational time in seconds (s) for all schemes. The computational time of 1-Color with MMSE scheme and 4-Color scheme is in the order of milliseconds which is less than the proposed methods. However, this gain is obtained at the expense of higher unmet system capacity and more resource utilization. From the proposed methods, the method without precoding has less computational time compared with partial and full precoding methods. For instance, for 20% and 100% cases, the computational time required if no precoding is employed is 20 s, and 34 s, respectively. However, with partial precoding and full precoding computational time for 20% is 64 s and 1479 s, respectively, and for 100% cases the computational time for partial precoding and full precoding is 134 s and 2323 s, respectively. This computational time difference results from the size of the optimization variables. For instance, without precoding there are \((2N + 1)\) optimization variables, whereas the partial precoding and full precoding methods have \((N + L + K^2 + 1)\) and \((N + N^2 + 1)\) power optimization variables, respectively, see Section III-C.

The convergence analysis is shown in Fig. 8. For this, we plot the convergence criteria average of \(\{J_1, J_3\}, \{J_1, J_2, J_3\}\), and \(\{J_2, J_3\}\) for no precoding, partial precoding, and full precoding, respectively. The proposed algorithm converges to a stationary point for all methods.

Generally, in terms of resource utilization efficiency, full-precoding and partial precoding methods provide a better performance compared with the no precoding method. However, the main challenge is that the computational time required to achieve the full precoding and partial precoding is high. Hence, we recommend for low latency, that no precoding is employed, and for limited resource, that the full-precoding method is employed. However, no precoding and full-precoding methods are insufficient in scenarios with strong interference and large number of beams, respectively. While precoding is needed in order to handle the interference, a higher number of beams leads to hardware and time complexity of the system. Therefore, the partial precoding is useful in order to provide tradeoff between resource utilization and computational time. Furthermore, it is unlikely that full-precoding can be realized in a practical system since receivers may not be able to estimate all channel coefficients, particularly far-away beams. Additionally, the traffic demand is heterogeneous, with some beams having high demand and others having low demand. Hence, using precoding for low demands may not result in
any significant benefits over no precoding; on the contrary, it can add to the system’s complexity. In this case, partial precoding is more desirable than full-precoding.

The unmet system capacity of the proposed methods and the benchmark schemes for moderate-high demand distribution is shown in Fig. 9a. For the 1-Color with MMSE scheme, the 4-Color scheme and the no precoding method, 68%, 75%, and 55% of beams, respectively, have non-zero unmet system capacity. Hence, these methods are not suitable for the scenario of high demand satisfaction. In contrast, partial precoding and full precoding have 70% and 100% zero unmet system capacity, respectively, which indicating high demand satisfaction compared with the methods mentioned above. Note that the partial precoding method does not fully mitigate the interference, leading to decreased spectral efficiency. Consequently, some beams have non-zero unmet system capacity.

Fig. 9a shows the resource utilization of the proposed technique and the benchmark schemes for moderate-high demand distribution. The power consumption 1-Color with MMSE scheme, 4-Color scheme, and the proposed without precoding is 1000 W, whereas the power consumption for partial precoding, and full precoding is 946 W, and 439 W, respectively. Additionally, the bandwidth utilization all schemes except the full precoding method is 500 MHz, whereas the bandwidth utilization of full precoding is 476 MHz. We observe the benchmark schemes and without precoding method are fully utilized the system resource. In contrast, partial precoding and full precoding TRU is 97% and 70%, respectively. Like low-demand distribution, we can select the partial precoding method for high-moderate distribution to obtain medium computational time and reasonable demand satisfaction.

Fig. 9b shows the computational time for all schemes. For 100% cases, the computational time of 1-Color with MMSE scheme and 4-Color scheme is five milliseconds. In contrast, the computational time of without precoding, partial precoding and full precoding is 42 s, 295 s, and 2519 s, respectively. The high computational time of the partial precoding, and full precoding is observed because more time is required to determine the value of the decision variables of the optimization problem. However, partial precoding, and full precoding have lower unmet system capacity compared with the benchmark schemes.

Fig. 9c shows the computational time for all schemes. For 100% cases, the computational time of 1-Color with MMSE scheme and 4-Color scheme is five milliseconds. In contrast, the computational time of without precoding, partial precoding and full precoding is 42 s, 295 s, and 2519 s, respectively. The high computational time of the partial precoding, and full precoding is observed because more time is required to determine the value of the decision variables of the optimization problem. However, partial precoding, and full precoding have lower unmet system capacity compared with the benchmark schemes.

Fig. 9d depicts the convergence analysis of the proposed methods. Similar to Fig. 8d, the proposed algorithm converges to a stationary point for the scenario without precoding, partial precoding, and full precoding.

Generally, we observe that the computational time of the proposed algorithm is significantly less than the variability in traffic demand over time. Hence, we can obtain real-time resource allocation from the algorithm to satisfy the traffic demand requests. Accordingly, the digital satellite payload can be configured to dynamically allocate power and bandwidth to each beam depending on its demand. Furthermore, in case the timing becomes a constraint, the solution of proposed
method can be used as a starting point for an adaptive algorithm to match the demand variations. This is due to a slow and continuous variation in traffic demand as well as communication channels on a satellite-terrestrial link. Hence, the algorithm may not be recomputed each time for a slight change of the parameters. However, this is beyond the scope of this work.

4) Rain attenuation effect

Here, we examine the performance of the proposed scheme without precoding, partial precoding, and full precoding when the propagation channel is affected by rain attenuation. Hence, we have included the rain attenuation effect in the channel model as follows

\[
h_i[j] = \frac{\sqrt{G_i G_j}}{(4\pi \frac{d}{\lambda})^2} \sqrt{10^{-\frac{A_i[P] \text{[dB]}}{10}} e^{-j\phi}},
\]

(28)

where \(A_i[P] \text{[dB]}\) is the rain attenuation effect for a user in beam \(i\) with a percentage \(P\) of the average rain rate in a year as provided in the Recommendation ITU-R P.618 – 13 [39].

In the following table, we investigate the performance of the proposed scheme when the rain attenuation effect is considered. In the case of low-moderate demand with the rain attenuation effect, the total power and bandwidth consumption without precoding increases on average by 4.4658 W and 0.8789 MHz, respectively, compared to clear sky conditions. This resulted in a 0.32 increase in its TRU. Similarly, the total power consumption of the full-precoding increases by 2.6736 W while the bandwidth consumption increases by 1.3487 MHz compared to clear sky conditions. Consequently, the TRU increases by 0.27. In the case of partial precoding, the power consumption increases by 3.7686 W while the bandwidth consumption increases by 0.7384 MHz. Accordingly, its TRU increases by 0.26 compared with clear sky conditions. Generally, we observe that the proposed method has zero USC for low-moderate demand and it utilizes more resources to compensate for the rain attenuation effect.

In the case of moderate-high demand, optimization without precoding uses all the resources. However, the unmet system capacity increases by 0.9249 compared to clear sky conditions. In contrast, we observe no change in USC for full-precoding optimization. However, on average, the power and bandwidth consumption of full-precoding increased by 6.7 W and 2.0996 MHz, respectively. Similar to low-moderate demand, the power consumption of partial precoding increases on average by 8.6 W when rain attenuation is considered. Additionally, we also observe the TRU and USC of partial precoding increases by 0.43 and 0.3550 compared with clear sky conditions. In contrast, it utilizes the whole bandwidth.

V. CONCLUSIONS

In this paper, we propose an advanced radio resource management technique for high throughput GEO satellites. For this, we develop novel algorithms to match the demand while minimizing the overall resource utilization. Accordingly, we formulated a multiobjective optimization problem to minimize the system bandwidth utilization, power consumption, and
TABLE III
RAIN ATTENUATION EFFECT

|                         | TRU [dB] | USC [dB] | TRU [dB] | USC [dB] |
|-------------------------|----------|----------|----------|----------|
| Low-moderate Demand     | Clear Sky Conditions | 248.9671 | 391.6612 | 51.51 | 0 |
|                         | Rain Attenuation | 253.4529 | 391.5411 | 51.88 | 0 |
| Moderate-high Demand    | Clear Sky Conditions | 1000 | 500 | 100 | 40.9272 |
|                         | Rain Attenuation | 1000 | 500 | 100 | 41.8521 |

A. **Proof SCA of section III**

For $i = l$, the constraint $L.8.2$ becomes

$$L.8.2 : \sum_{K_x \in K} \sum_{j \in K_x} g_{l,j} t_j^2 \leq \Gamma_i - 2 g_l t_l q_l$$

Taking the SCA of (29) using first-order approximation is

$$\hat{L}.8.2 : \sum_{K_x \in K} \sum_{j \in K_x} g_{l,j} t_j^2 \leq \Gamma_i - 2 g_l t_l q_l$$

where $\Gamma_i$ and $q_l$ is the previous value of $\Gamma_i$ and $q_l$, respectively. Re-arranging the common terms of (30) leads to

$$\hat{L}.8.2 : \Gamma_i \leq \frac{2 g_l t_l q_l}{g_l t_l q_l} + \Gamma_i - 2 g_l t_l q_l$$

Then, we choose that $\Gamma_i$ to be

$$\Gamma_i = \frac{g_l t_l q_l}{g_l t_l q_l} + \Gamma_i - 2 g_l t_l q_l$$

with

$$I_l = \sum_{j \in L,l \neq l} g_{l,j} q_j^2 + \sum_{K_x \in K} \sum_{j \in K_x} g_{l,j} t_j^2 \leq N_0,$$

$$I_l' = \sum_{j \in L,l \neq l} g_{l,j} q_j^2 + \sum_{K_x \in K} \sum_{j \in K_x} g_{l,j} t_j^2 \leq N_0$$

This reduces the computational time as well as the feasible point initialization problem.

VI. **FUTURE WORK**

In this work, we developed an efficient algorithm for HTS GEO satellites to provide high-demand satisfaction with appropriate interference mitigation and resource management. With the emerging trends in small satellite deployments in lower orbits, it is a natural step to consider the proposed methodology for non-geostationary orbits. Due to the proximity of these satellites to Earth, the coverage area of a specific satellite is much smaller than that of a GEO satellite, therefore requiring multiple satellites (i.e. a constellation) to provide service in a continuous manner. Hence, a user on the ground is served by one satellite within a few minutes only, and then it switches to another satellite. Accordingly, with appropriate channel characteristics, traffic demand, and satellite constellation information, the proposed algorithm can be applied to each lower orbit satellite to match the user demand and manage the resources while mitigating the interference among satellites and user signals. However, the hand-over across satellites and the subsequent dynamic updating of the resource assignment bring other challenges that need to be further considered in future works. Furthermore, future work will include imperfect channel state information on the channel model to study its effect on resource allocation and demand matching.
Similarly, for \( i = k \) and \( m \in K_m \), the constraint \( \breve{L}8.2 \) becomes

\[
\breve{L}8.2 : \sum_{K_i \in K} \sum_{j \in K_i, j \neq k} |\hat{h}_{k,m}^H[z]\hat{w}_{j,m}[z]|^2 + \sum_{l \in L} g_{k,l}q_l^2 + N_0 - \frac{\|\hat{h}_{k,m}[m]\hat{w}_{k,m}[m]\|^2}{\Gamma_{k,m}} \leq 0. \tag{33}
\]

Taking the first order approximation fractional part of \( \breve{L}8.2 \),

\[
\breve{L}8.2 : \sum_{K_i \in K} \sum_{j \in K_i, j \neq k} |\hat{h}_{k,m}^H[z]\hat{w}_{j,m}[z]|^2 + \sum_{l \in L} g_{k,l}q_l^2 + N_0 - f(\hat{w}_{k,m}[m], \Gamma_{k,m}) \leq 0,
\]

with

\[
f(\hat{w}_{k,m}[m], \Gamma_{k,m}) = \frac{|\hat{h}_{k,m}^H[m]\hat{w}_{k,m}[m]|^2}{\Gamma_k^{(v)}} - \frac{|\hat{h}_{k,m}^H[m]\hat{w}_{k,m}[m]|^2}{(\Gamma_{k,m})^2} (\Gamma_{k,m} - \Gamma^{(v)}) + 2R\{(\hat{w}_{k,m}[m])^H\hat{h}_{k,m}[m]\hat{h}_{k,m}^H[m](\hat{w}_{k,m}[m] - \hat{w}_{k,m}^{(v)})\} \Gamma_{k,m}^{(v)}.
\]

(35)

Re-arranging the common terms of \( \breve{L}8.3 \) as follows

Then, we choose \( \Gamma_{k,m}^{(v)} \) to be

\[
\Gamma_{k,m}^{(v)} = \frac{|\hat{h}_{k,m}^H[m]\hat{w}_{k,m}[m]|^2}{\sum_{K_i \in K} \sum_{j \in K_i, j \neq k} |\hat{h}_{k,m}^H[z]\hat{w}_{j,m}[z]|^2 + \sum_{l \in L} g_{k,l}(q_l^2) + N_0}
\]

(36)

then, \( \breve{L}8.3 \) becomes

\[
\breve{L}8.3 : \sum_{K_i \in K} \sum_{j \in K_i, j \neq k} |\hat{h}_{k,m}^H[z]\hat{w}_{j,m}[z]|^2 + \sum_{l \in L} g_{k,l}(q_l^2) + N_0 \leq 0.
\]

\(
I_{k,m}^{(v)} = \sum_{K_i \in K} \sum_{j \in K_i, j \neq k} |\hat{h}_{k,m}^H[z]\hat{w}_{j,m}[z]|^2 + \sum_{l \in L} g_{k,l}(q_l^2) + N_0,
\)

\( I_{k,m} \) denotes the computational time as well as the feasible point initialization problem.
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