Mass-Loading and Non-Spherical Divergence in Hot Galactic Winds: Implications for X-ray Observations
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ABSTRACT
Cool clouds are expected to be destroyed and incorporated into hot supernova-driven galactic winds. The mass-loading of a wind by the cool medium modifies the bulk velocity, temperature, density, entropy, and abundance profiles of the hot phase relative to an un-mass-loaded outflow. We provide general equations and limits for this physics that can be used to infer the rate of cool gas entrainment from X-ray observations, accounting for non-spherical expansion. In general, mass-loading flattens the density and temperature profiles, decreases the velocity and increases the entropy if the Mach number is above a critical value. We first apply this model to a recent high-resolution galactic outflow simulation where the mass-loading can be directly inferred. We show that the temperature, entropy, and composition profiles are well-matched, providing evidence that this physics sets the bulk hot gas profiles. We then model the diffuse X-ray emission from the local starburst M82. The non-spherical (more cylindrical) outflow geometry is directly taken from the observed X-ray surface brightness profile. These models imply a total mass-loading rate that is about equal to that injected in the starburst, \( \approx 10 \ M_\odot \ yr^{-1} \), and they predict an asymptotic hot wind velocity of \( \sim 1000 \ km \ s^{-1} \) that is \( \sim 1.5 - 2 \) times smaller than previous predictions. We also show how the observed entropy profile can be used to constrain the outflow velocity, making predictions for future missions like XRISM. We argue that the observed X-ray limb-brightening may be explained by mass-loading at the outflow’s edges.
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1 INTRODUCTION
Understanding the nature of galactic outflows is fundamental to understanding how galaxies evolve. Winds are commonly seen in star-forming galaxies at both low and high redshifts (Martin 1998; Pettini et al. 2001; Rubin et al. 2010; Heckman et al. 2015; Heckman & Borthakur 2016). Galactic winds modulate star formation, shape both the stellar mass function and the mass-metallicity relation (Dekel & Silk 1986; Finlator & Davé 2008; Peeples & Shankar 2011), and advect metals beyond the host galaxy into both the circumgalactic medium (CGM) and intergalactic medium (IGM) (Aguirre et al. 2001; Scannapieco et al. 2002; Tremonti et al. 2004; Oppenheimer & Davé 2006; 2008).

Galactic winds are multi-phase and multi-dynamical. X-ray observations of nearby starforming galaxies such as M82 reveal a hot phase at \( T \approx 10^6 - 10^7 \) K (e.g. Strickland & Heckman 2007). Optical and UV observations reveal ionized and neutral atomic \( \approx 10^4 - 10^5 \) K gas (Heckman et al. 1990; Martin 2005; Westmoquette et al. 2009). Far-infrared, sub-mm, and molecular tracers reveal the cold \( \approx 10^4 \) K medium (Walter et al. 2002; Leroy et al. 2015). These different temperature components are observed to have different kinematics. In some systems the cold phase is observed to be gravitationally bound and is recycled as a fountain-like flow (Leroy et al. 2015), whereas in others the velocity exceeds the escape velocity and is able to leave the host galaxy.

Chevalier & Clegg (1985) provided the analytic solution for a wind driven by uniform energy and mass injection that undergoes adiabatic expansion as it leaves the driving region (hereafter CC85). The model requires input of two physical observables (out of \( v, n, \) and \( T \)) in order parameterize the dimensionless quantities \( \alpha \) and \( \beta \), which describe the amount of energy and mass-injection within the central region. The hot phase kinematics have not been directly observed yet. Previous X-ray observations of M82’s central temperature and densities constrained the energy and
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mass-injection to values of $0.3 \leq \alpha \leq 1$ and $1 \leq \beta \leq 2.8$, respectively, which predict that the hot supersonic gas is moving at $v = 1400 - 2000$ km s$^{-1}$ (Strickland & Heckman 2009).

A critical open issue in galactic wind physics is the acceleration mechanism for cool and warm gas in outflows and their interactions with the hot phase. The prevailing picture is that winds are driven by shock-heated hot gas produced by stellar winds and supernovae (SNe), as predicted by the CC85 model. However, it has been shown that clouds embedded in a hot supersonic medium undergo hydrodynamical shredding before being accelerated by ram pressure to observed velocities (Cooper et al. 2009; Scannapieco & Bruggen 2015; Zhang et al. 2017; Schneider et al. 2018). Gronke & Oh (2018) showed there exists a parameter space where cold clouds will actually grow and become accelerated to high velocities due to a cooling and mixing cycle. However, the growth of cold clouds has yet not been observed in global SNe-driven galactic wind simulations (Schneider et al. 2020).

Mixing of cold, dense, material in a hot supersonic flow is expected to affect its thermodynamics and kinematics. CGOLS IV found that energy and momentum mixing between the hot and cold phases leads to radial profiles of the hot gas that do not undergo evolution indicative of adiabatic spherical expansion (Schneider et al. 2020). New observations of M82, which capture the diffuse X-rays 2.5 kpc above and below the plane, too, have temperature and density profiles that fall flatter than adiabatic spherical expansion. The presence of mixing in CGOLS IV and M82, as well its essential role in cloud growth (Gronke & Oh 2018), all motivate a study on mixing of a cool phase into a hot outflow in the context of galactic winds its implications for observations.

Additional physics have been included to SNe-driven winds such as radiative cooling (Wang 1995; Thompson et al. 2016; Lochhaas et al. 2020), the inclusion of cosmic rays and radiation pressure (Yu et al. 2020), and both additional mass-loading and wind-collimation outside the driving region (Suchkov et al. 1996). Our study deviates from Suchkov et al. (1996) by explicitly including non-spherical divergence into the analytics of our 1D wind model (whereas they deduced results from 2D simulations) and a simpler description of mass-loading (we do not include a physical description of the cold clouds as Cowie et al. 1981; Suchkov et al. 1996; Fielding & Bryan 2021 do). This allowed us to derive equations that explicitly show how both geometry and mass-loading affect the evolution of the hot outflow (see Equations 16, 17 and 18). Furthermore, we present a prescription on interpreting X-ray observations, where we posit that the outflow geometry should be directly gathered from analysis tools, such as XSPEC for Chandra data, which can be used in our flexible models to then infer the mixing rate. This is important because it is not self-consistent to use a tool like XSPEC to determine the central temperature and density, which may take on a non-spherical specific flow geometry during analysis, and then to use a spherical CC85 wind model or any other arbitrary flow geometry to make predictions about the hot gas kinematics and thermodynamics. We apply our models to CGOL IV and M82 data and show mass-loading and/or non-spherical divergence may be able to explain the deviations from a spherical adiabatic wind as observed by Schneider et al. (2020) and Lopez et al. (2020).

The paper proceeds as follows: In § 2 we briefly review the CC85 wind model and present the hydrodynamic equations that embody this work. We derive equations that directly show how observables are affected by both the mixing of a hot and cool material as well as the affects due to geometry of the hot outflow itself. In § 3 we investigate the effects of mass-loading and non-spherical divergence independently in two case-studies that better reveal the implications of the derived equations. Relative to an adiabatic spherical flow, both mass-loading and non-spherical divergence lead to flatter temperature, pressure, and density profiles. Mass-loading decelerates the hot outflow as kinetic energy is thermalized and provides heating. Adiabatic supersonic winds undergoing spherical expansion and flow through flared-cylinder geometry do not decelerate. However, other rapidly varying geometries can decelerate the flow, and we derive the criterion for these flow geometries. The entropy profile typically increases in a mass-loaded wind whereas it remains constant for a non-radiative flow, regardless of flow geometry. However, we show that there is a critical Mach number below which the entropy of the flow decreases if mass is added. We use this criterion to derive the minimum maximum gas velocity for increasing/decreasing entropy. Lastly, mass-loading leads to a decreasing abundance profile, as the hot metal-rich flow is mixed with metal poor cool gas. In § 4 we apply our models to both CGOLS IV data and to recent observations of M82. For the CGOLS IV comparison, the mass-loading of a supersonic flow increases temperatures, densities, and pressure, while decreasing the velocity and the “scalar” (abundance-like quantity), in a way that is qualitatively similar to the simulation results. For the M82 comparison, we find that a mass-loaded flow into the non-spherical flow geometry, directly determined by XSPEC, provide an explanation for the deviations of a spherical adiabatic wind in the observed temperatures, densities, X-ray luminosity, and metallicity profiles.

2 GENERAL WIND EQUATIONS

2.1 The CC85 Model

In the CC85 model, mass and energy from SNe are uniformly injected in a sphere of radius $R$ at rates:

$$M_{\text{hot}} = \beta M_{\text{SFR}},$$

$$\dot{E}_{\text{hot}} = 3.1 \times 10^{41} \text{ ergs s}^{-1} \alpha (M_{\text{SFR}}/M_\odot \text{ yr}^{-1}),$$

where $M_{\text{SFR}}$ is the star formation rate, $\alpha$ and $\beta$ are the energy thermalization and mass-loading efficiencies, respectively, and that it is assumed that there is one core-collapse SN per 100 $M_\odot$ of star formation and that each SN seeds the galaxy with with $10^{51}$ ergs. The edge of the driving region $r = R$ has the characteristic solution that $M = 1$. The CC85 model provides an analytic solution to this model problem assuming spherical adiabatic expansion outside $R$. For specified $\alpha$, $\beta$, $M_{\text{SFR}}$, and $R$, the classical CC85 solution provides velocity, density, and temperature solutions for the full range of radii under the assumption that the effects of radiative cooling and gravity are negligible.

For the purpose of this paper, we use the classic CC85 solution for $r < R$, but then add additional physics such as optically-thin radiative cooling, mass-loading from a cool phase, and non-spherical divergence for $r > R$ along the wind axis. We do not explicitly solve for solutions at the sonic point $r = R$, but instead focus on the modifications in the supersonic wind region.
2.2 Radiative Cooling

If a hot wind is sufficiently mass-loaded within the starburst region (i.e., high values of $\beta$), then the radiative cooling time for the outflow can be shorter than the dynamic timescale so that the hot wind undergoes rapid cooling into a high velocity cold gas (Wang 1995; Silich et al. 2003, 2004; Thompson et al. 2016). To capture this physics we include cooling for regions outside the driving nucleus ($r > R$). We wish to investigate the question of what happens when a hot, energy-driven, supersonic galactic flow sweeps up matter in the ISM are entrained into the hot flow outside of the wind driving region (i.e., high values of $\beta$). These clouds are crushed and shredded by hydrodynamical instabilities, being incorporated into the hot gas over a time and length scale set by the cloud crushing time (e.g., Klein et al. 1994; Zhang et al. 2017). For a flow moving in the $\vec{s}$ direction, the hydrodynamical equations are

$$\frac{1}{A} \frac{d}{ds} (\rho v A) = \dot{\mu},$$

$$\frac{d\rho}{ds} = -\frac{1}{A} \frac{dA}{ds} - \nabla \Phi - \frac{\dot{\mu}}{\rho} v,$$

$$\frac{dv}{ds} = v P - \frac{n^2 L}{\rho} + \frac{\dot{\mu} (v^2 - \epsilon - P)}{\rho}.$$

where $v$, $\rho$, $P$, $n$, $\epsilon$, $\Lambda$, $\nabla \Phi$ are the velocity, mass density, pressure, number density, specific internal energy, cooling function, and gravitational acceleration along $\vec{s}$, respectively. Similar to that derived by Cowie et al. (1981), these equations assume that cold material is injected with zero temperature and zero velocity with respect to the hot phase - which is valid in the limit that the hot phase contains most of the kinetic and thermal energy. The term in parentheses in the internal energy equation represents the thermalization of kinetic energy in sweeping up the cold medium. Writing Equation 6 in differential form as

$$\frac{d \ln \rho}{ds} + \frac{d \ln v}{ds} + \frac{d \ln A}{ds} = \frac{\dot{\mu}}{\rho v},$$

we find that

$$\frac{1}{v} \frac{d}{ds} (v^2 - c_s^2) = -\frac{\dot{\mu}}{\rho v} (v^2 + c_s^2) + c_s^2 \frac{d \ln A}{ds} - \frac{d \Phi}{ds}.$$

$$-\frac{1}{\gamma} \left[ - n^2 L \rho + \frac{\dot{\mu}}{\rho} \left( \frac{v^2}{2} - \epsilon - P / \rho \right) \right].$$

$$\frac{d \ln P}{ds} \left( \frac{v^2}{2} - c_s^2 \right) = \left( \frac{2 \dot{\mu}}{\rho v} v^2 - \frac{2 n^2 L}{\rho} + \frac{\dot{\mu} (v^2 - \epsilon - P / \rho)}{\rho} \right),$$

and

$$\frac{d T}{ds} \left( \frac{v^2}{2} - c_s^2 \right) = c_s^2 \left[ \frac{2 \dot{\mu}}{C_v} v^2 - \frac{2 n^2 L}{\rho} + \frac{\dot{\mu} (v^2 - \epsilon - P / \rho)}{\rho} \right].$$

where $C_v$, $c_s$, and $C_v$ are heat capacity, adiabatic sound speed, and isothermal sound speed respectively. These so-called “wind equations” show how a single component flow in a pipe of arbitrary shape reacts to mass addition, optically thin radiative heating, and a given gravitational potential along the individual stream line. From these equations, one could derive the shift in the sonic point associated with these effects by setting the right hand side to zero in each case. If gravity and radiative cooling can be neglected, the equations can be rewritten in terms of the Mach number as:

$$\frac{d \ln v}{ds} (M^2 - 1) = -\frac{\gamma \dot{\mu}}{v \rho} + \frac{d \ln A}{ds},$$

$$\frac{d \ln P}{ds} (M^2 - 1) = \left[ (1 + \gamma) M^2 - 1 \right] \frac{\dot{\mu}}{v \rho} - M^2 \frac{d \ln A}{ds},$$

$$\frac{d \ln T}{ds} (M^2 - 1) = \frac{\dot{\mu}}{2 v \rho} \left[ \gamma (\gamma - 1) M^2 + (\gamma - 3) M^2 + 2 \right] - (\gamma - 1) M^2 \frac{d \ln A}{ds}.$$

The entropy gradient can be written as

$$\frac{1}{k_b} \frac{d}{ds} \ln K = \frac{d \ln T}{ds} + (1 - \gamma) \frac{d \ln n}{ds},$$

which for a non-radiative flow, with negligible gravity, becomes

$$\frac{d \ln K}{ds} = k_b \frac{\dot{\mu}}{v P} \left[ \frac{\gamma (\gamma - 1) M^2 + (\gamma - 2) M^2 - 1}{2 M^2} - 2 \right].$$

Note, unlike the wind-equations for $v$, $\rho$, and $T$ (Equations 10, 11, and 12) that there is no explicit dependence on $A(s)$ (as we would expect). For $\gamma = 5/3$ this becomes

$$\frac{d \ln K}{ds} = \frac{k_b \dot{\mu}}{v P} \left( \frac{5}{3} M^2 - \frac{23}{2} M^2 + \frac{2}{3} \right).$$
In the highly supersonic limit, $M \gg 1$, and for $\gamma = 5/3$ and smoothly varying flows the equations above simplify to:

$$\frac{d\ln v}{ds} = \frac{5}{3} \frac{\dot{\mu}}{v_p},$$  \hspace{0.5cm} (16)

$$\frac{d\ln \rho}{ds} = \frac{8}{3} \frac{\dot{\mu}}{v_p} \frac{d\ln A}{ds},$$  \hspace{0.5cm} (17)

$$\frac{d\ln T}{ds} = \frac{5}{3} \frac{\dot{\mu}}{v_p} \frac{v}{T},$$  \hspace{0.5cm} (18)

$$\frac{d\ln K}{ds} = \frac{5}{9} \frac{\dot{K}}{v_p} K^2$$  \hspace{0.5cm} (19)

From these equations it is apparent that mass-loading leads to flatter temperature and density profiles, decelerates the hot gas, and increases its entropy. For a spherical flow $s \to r$, $A \propto r^2$, and $d\ln A/dr = 2/r$. By setting $\dot{\mu} \to 0$, the expressions accord with expectation for supersonic adiabatic spherical flow (i.e., $v$ = const, $\rho \propto r^{-3}$, $T \propto r^{-1/3}$, and $K$ = const).

### 2.4 Implications of Non-Zero Entropy Gradients

We see from Equations$^{[19]}$ that mass-loading increases the entropy of a hot supersonic flow. However, there are instances where the entropy will instead decrease. Solving for the roots in Equation$^{[15]}$ we derive the critical Mach number$^{[2]}$ at which the gradient of the entropy will either be positive or negative due to mass-loading:

$$M_{K,\text{crit}} = \sqrt{\frac{5}{2}(11 + \sqrt{46})} \quad (20)$$

$$= 1.89 \quad (M > 0.92).$$  \hspace{0.5cm} (21)

For a supersonic flow and $M < M_{K,\text{crit}}$ the entropy profile gradient is negative due to mass-loading, and will be positive for $M > M_{K,\text{crit}}$. Measurements of the temperature, can be used to derive the sound speed of the gas $c_s$ which can then be substituted into Equation$^{[21]}$. Observations of a negative or positive entropy gradient can then be used to establish a maximum or minimum gas velocity. Once $T$ is measured,

$$v_{\text{max, min}}(r) = M_{K,\text{crit}} \sqrt{\frac{5\kappa T(r)}{3\mu m_p}} \approx 900 \text{ km s}^{-1} \left( \frac{T}{10^4 \text{ K}} \right)^{1/2}$$  \hspace{0.5cm} (22)

where the constraint provides a maximum on the velocity if the entropy gradient is negative and a minimum on the velocity if the entropy gradient is positive, assuming that the Mach number is larger than unity.$^{[2]}$ We discuss this limit in our application to numerical simulations and observations of the starburst M82 in Section$^{[4]}$.

### 3 RESULTS

As encapsulated in Equations$^{[16][17][18]}$ and$^{[19]}$ both mass-loading and the flow geometry affect the kinematic and thermodynamic evolution of the outflow. We first investigate the effects of these two components independently and we neglect gravity for simplicity.

---

1. For $\gamma = 4/3$, $M_{\text{crit}} = 2.5$
2. We note that there is another root to equation$^{[15]}$, $M_{K,\text{crit}} = 0.92$. However in our work presented here, we focus on the supersonic flow outside of the wind-driving region.

---

**Figure 2.** The flared-cylinder area function (colored dotted-dashed lines) for constant cylindrical area and varied pipe heights (see Equation$^{[23]}$). The black line is spherical expansion. After the cylindrical flows pass $s_{\text{break}}$, they undergo spherical expansion and thus acquire the same log-log slope of 2.

**3.1 Non-Spherical Adiabatic Expansion**

We first consider the flared-cylinder geometry which has been used in previous studies on coronal flux tubes and two-component wind studies of the Milky Way (e.g., Breitschwerdt et al.$^{[19]}$). Everett et al.$^{[20]}$. We use the CC85 model to provide the initial conditions of the problem, focusing on the supersonic regime. We assume the flow undergoes uniform energy and mass injection and spherical divergence in the region $r < R$, as illustrated by Figure$^{[1]}$ and then begins non-spherical expansion at $r \geq R$ described by $A(s)$. The area function for a flared cylinder is

$$A(s) = A_0 \left[ 1 + (s/s_{\text{break}})^2 \right],$$  \hspace{0.5cm} (23)

where $s_{\text{break}}$ is the approximate height at which the flow transitions from a cylinder with area $A_0$ to that of a spherical wind. In Figure$^{[2]}$ we plot the areas for varied pipe heights $s_{\text{break}} = 1, 2, 3, 4$ kpc, and fixed base area $A_0 = R^2$ with $R = 0.3$ kpc. Figure$^{[5]}$ shows velocity, density, temperature, pressure, Mach number, and entropy solutions for varied pipe heights of $s_{\text{break}} = 1, 2, 3$ kpc. Motivated by previous studies of starburst M82 (e.g., Strickland & Heckman$^{[20]}$), Lopez et al.$^{[21]}$, all fiducial models assume M82-like CC85 parameters: $\alpha = 1$, $\beta = 0.15$, $M_{\text{circ}} = 10 M_\odot \text{ yr}^{-1}$, and $R = 0.3$ kpc.

Relative to the adiabatic spherical expansion model, we see that a flow that undergoes non-spherical expansion, in this case through a flared-cylinder, has shallower temperature, density, and pressure profiles as suggested by Equations$^{[16][17]}$ and$^{[18]}$. As expected, the entropy initially increases due to energy and mass injection within the starburst region (CC85, $r < R$) but remains approximately constant as it undergoes adiabatic expansion ($r \geq R$) regardless of the outflow geometry (see Equation$^{[15]}$).

For illustration, we contrast the flared cylinder geometry (Equation$^{[23]}$) with a fluted cylinder geometry which was first used...
in studies of coronal holes (Kopp & Holzer 1976). The area function takes the form

\[ A(s) = s^2 f(s) \]  

(24)

where the function \( f(s) \) is the non-radial expansion factor:

\[ f(s) = \frac{f_{\text{max}}e^{dA/S_1\sigma} + f_1}{e^{dA/S_1\sigma} + 1}, \]

(25)

with

\[ f_1 = 1 - (f_{\text{max}} - 1)e^{dA/S_1\sigma}. \]

(26)

The function \( f(s) \) varies most rapidly with distance at \( s = S_1 \), with most of the change occurring in the narrow region between \( S_1 - \sigma \) and \( S_1 + \sigma \). \( S_0 \) is the starting distance at which non-spherical divergence occurs. \( f_{\text{max}} = 1 \) corresponds to a spherical geometry \((s^2)\); and \( f_{\text{max}} > 1 \) and \( f_{\text{max}} < 1 \) correspond to slower and faster than \( s^2 \) divergence within the expansion region, respectively.

Figure 4 shows velocity, density, temperature, pressure, Mach number, and entropy for a representative set of solutions for a wind expanding into a flared-cylinder geometry for varied pipe heights \( s_{\text{peak}} \) (see eq. 23). All models have the same CC85 parameters: \( \alpha = 1, \beta = 0.15, S_{\text{FR}} = 10 M_\odot \text{ yr}^{-1}, R = 0.3 \text{ kpc}; \) and cylindrical base area \( A_0 = R^2 \) with a volumetric mass-loading rate of \( \dot{\mu} = 0. \)

in the flared case shown in Figure 3. By setting the velocity gradient to zero in Equation 10, the criterion for non-negligible acceleration and deceleration of a supersonic flow due to rapidly changing flow geometry is derived 10 to be

\[ \left| \frac{d\ln A}{d\ln s} \right| (M^2 - 1) \gg 1. \]

(27)

### 3.2 Mass-Loading of a Spherical Wind

We now explore the effects of mass loading occurs in a spherical supersonic wind. We assume that begins to be deposited outside the starburst nucleus at radius \( R_{\text{load}} \) and that the volumetric mass-loading rate takes the form

\[ \dot{\mu} = \mu_0 \left( R_{\text{load}}/r \right)^3, \quad (r \gg R_{\text{load}}) \]

(28)

where \( \mu_0 \) has units of \( M_\odot \text{ kpc}^{-3} \text{ yr}^{-1}. \) The total mass loading rate is

\[ M_{\text{load}} = 4\pi \int_{R_{\text{load}}}^{\infty} dr \dot{\mu} r^2. \]

(29)

For \( M_{\text{load}} \) to be comparable to \( M_{\text{tot}}, \) we then roughly require that

\[ \dot{\mu}_0 \approx \frac{3}{4\pi} \frac{\beta S_{\text{FR}}}{R_{\text{load}}^3} \]

(30)

\[ \approx 5 M_\odot \text{ kpc}^{-3} \text{ yr}^{-1} \left( \frac{S_{\text{FR}}}{20 M_\odot \text{ yr}^{-1}} \right) \left( \frac{\text{kpc}}{R_{\text{load}}} \right)^3. \]

(31)

We define a quantity

\[ c(r) = \frac{M_{\text{tot}}}{M_{\text{tot}} + M_{\text{load}}}. \]

(32)
Figure 4. Velocity, density, temperature, pressure, Mach number, and entropy solutions to the general equations for varied geometries $f_{\text{max}} = 0.08, 0.1, 0.14, 0.2, 1.5, 3.0, 5.0,$ and $7.5$ (see eqs. 24, 25, and 26). All models assume M82-like CC85 parameters: $\alpha = 1, \beta = 0.15, M_{\text{SFR}} = 10 M_\odot \text{yr}^{-1},$ and $R = 0.3 \text{pc};$ and $\sigma = 0.2R, S_1 = 2.5R, S_0 = R.$

Figure 5. Velocity, density, temperature, pressure, Mach number, and entropy for a representative set of solutions for a spherical wind with varied volumetric mass-loading rates $\dot{\rho}_0 = 0, 1, 3, 6,$ and $9 M_\odot \text{pc}^{-3} \text{yr}^{-1}$ (see eq. 28). All models have the same CC85 parameters: $\alpha = 1, \beta = 0.15, M_{\text{SFR}} = 10 M_\odot \text{yr}^{-1},$ $R = 0.3 \text{pc},$ and $R_{\text{load}} = 1.5 \text{pc};$ and spherical area function $A(r) \propto r^2$ and mass-loading power-law index of $\Delta = 3.1.$
which tracks how much mass has been added to the flow. In this form \( c(r) \rightarrow 1 \) if \( \mu = 0 \). If \( c(r) = 0.5 \), then half of that mass at \( r \) is due to mass loading.

Figure 5 shows velocity, density, temperature, pressure, Mach number, and entropy solutions for \( \mu_0 = 0, 1, 3, 6, \) and \( 9 \) \( M_\odot \text{ kpc}^{-3} \text{ yr}^{-1} \). All fiducial models have the same CC85 parameters as in Figures 3 and 4 using the flared and fluted cylinder geometries: \( \alpha = 1, \beta = 0.15, M_{\text{SFR}} = 10 \) \( M_\odot \text{ yr}^{-1} \), \( R = 0.3 \) kpc, and \( R_{\text{load}} = 1.5 \) kpc. All models in Figure 5 assume spherical geometry with \( A = r^2 \), and the power-law index for Equation 28 is \( \Delta = 3.1 \).

Relative to the adiabatic spherical expansion model, we see that a spherical flow that undergoes mass-loading has shallower temperature, density, and pressure profiles as suggested by Equations 16, 17, and 18. The injected mass decelerates the flow, thermalizing its kinetic energy and heating the flow. The entropy initially increases due to energy and mass injection within the starburst region (CC85) and continues to increase as more mass is seeded into the hot outflow (Equation 19). The entropy then decreases until \( M > M_{\text{crit}} \) at \( R_{\text{load}} \), but \( \mu_0 \) is large enough that it is strongly decelerated by mass loading until \( M < M_{\text{crit}} \) at \( \approx 2 \) kpc. The entropy then decreases until \( M > M_{\text{crit}} \) at \( \approx 4 \) kpc and the entropy increases thereafter.

Comparing Figures 5 and 4 with Figure 6, we note that while both a cylindrical geometry and mass loading can produce much flatter temperature and density profiles than in the adiabatic spherical case, the entropy gradient is a key discriminator. Mass-loading leads directly to a non-zero entropy gradient, whereas changes in outflow geometry maintain constant entropy. Thus, \( dK/ds \) is a critical observational diagnostic of mass loading.

### 3.3 Radiative Winds from Mass-Loading

Previous studies have considered radiative winds that arise from heavy mass-loading within the wind-driving region of a galactic wind model (Wang [1995] [Sihich et al., 2003] [Thompson et al., 2016]). In particular, [Thompson et al., 2016] show that for \( \beta \gtrsim 1 \), the medium becomes radiative on kpc scales. However, rather than heavy mass-loading within the host galaxy (i.e., high \( \beta \)), an initially non-radiative wind (i.e., low \( \beta \)) can still become radiative if it is sufficiently mass-loaded outside of the wind driving region. In Figure 6 we consider an initially non-radiative wind with a range of volumetric mass-loading rates of \( \mu = 0.0, 0.068, 0.158, 0.180, 0.202 \) \( M_\odot \text{ kpc}^{-3} \text{ yr}^{-1} \), and other wind parameters of \( \alpha = 1, \beta = 0.3, R = 0.3 \) kpc, \( M_{\text{SFR}} = 10 \) \( M_\odot \text{ yr}^{-1} \), \( \Delta = 2 \), and \( R_{\text{load}} = 1.0 \) kpc (see eq. 28).

The models with high mass-loading (red, blue, and green lines) exhibit rapid cooling while models with low mass-loading (purple) and no mass-loading (black dashed) do not. In order to explore even stronger mass loading and small cooling radii, we require a numerical treatment of the problem that can pass through the sonic point.

Before turning to applications of these models to the CGOLS IV simulation and observations of M82, we note that the details of the profiles shown in Figure 5 are strongly affected by \( R_{\text{load}}, \mu_0 \), and \( \Delta \). The models shown here are meant to be illustrative of the behavior when the mass-loading is peaked at small radii (\( \Delta > 3 \)) and with low enough \( \beta \) that radiative cooling is not strong (compare with [Thompson et al., 2016]).

### 4 APPLICATION

#### 4.1 CGOLS IV

CGOLS IV is an extremely high resolution, 3D, simulation employing a unique cluster feedback scheme to drive energetic hot winds from a high surface density galactic disk, which gave rise to a complex multiphase outflow (Schneider et al. 2020). The simulation was carried out in a box with uniform grid cells of dimension \( 10 \times 10 \times 20 \) kpc with constant cell width of \( 4.9 \) pc.

Among their results, Schneider et al. (2020) find that the density, pressure, and temperature profiles of the hot phase along the wind axis do not match the expectation for a purely adiabatic spherical wind. The black dashed lines in Figure 8 show the profiles from Figure 6 of Schneider et al. (2020) at a snapshot in time (35 Myr). The gray solid line shows the expectation for a spherical adiabatic flow. The density, temperature, and pressure exhibit much flatter profiles than expected, while the velocity shows a strong deceleration near the base of the outflow and a slow rise to a smaller asymptotic velocity on kpc scales. Simultaneously, the entropy increases, and the “scalar” \( c \), which measures the mixing between the hot wind fluid (\( c = 1 \)) and the cool swept up material (\( c = 0 \)), strongly decreases.

Section 3.2 and Figure 5 all suggest that these thermodynamic and kinematic deviations away from a simple adiabatic wind can be explained by mass-loading from the cool phase into the hot phase. Indeed, Schneider et al. (2020) are able to explain the dynamics of the cool gas using mixing of momentum and energy from the hot phase. Here, we use the expressions from Section 3.2 to understand the effect of mass-loading on the bulk properties of the hot phase.

In focusing on only the hot phase, we first directly infer the volumetric mass-loading rate \( \dot{\mu} \) as a function of radius using the velocity and density profiles from the equation of continuity (Eq. 2).

We then fit two-component power laws of the form

\[
\dot{\mu} = \mu_0 \frac{a^\Delta}{r^3(1 + r/a)^{\Delta}} \quad (r \gtrsim R_{\text{load}}),
\]

which describes a smooth transition on scale \( a \) from \( \dot{\mu} \propto r^{-5} \) (\( r \ll a \)) to \( \dot{\mu} \propto r^{-\Delta} \) (\( r \gg a \)) Figure 7 shows the inferred \( \dot{\mu} \) from the CGOLS IV simulation (black dashed) and three models with \( \Gamma = 4, 5, 6 \) (solid colored), which are all normalized to the same value at \( R_{\text{load}} = R \) such that \( \mu_0 = 0.64, 0.75, \) and 0.87 \( M_\odot \text{ kpc}^{-3} \text{ yr}^{-1} \), respectively. All models have \( \Delta = 1.3 \) and \( a = 1.5 \) kpc.

Given these derived profiles for \( \dot{\mu}(r) \), we solve Equations 9 and 10 and then compare our models to the results of Schneider et al. (2020). For simplicity, we neglect non-spherical expansion for this comparison because the wind profiles from Schneider et al. (2020) are computed in a bi-cone of constant opening angle and because the flow appears roughly spherical by-eye on kpc scales (see their Fig. 4). Note that on scales near the driving region (\( \lesssim 0.5 \) kpc), the flow is very complicated, with individual cluster outflows interacting with each other and with the surrounding disk material, and for these reasons we expect our one-dimensional model to break down.
Figure 6. Density, velocity, temperature, and Mach number profiles for a spherical wind with varied mass-loading rates: \( \dot{\mu}_0 = 0, 0.069, 0.158, 0.202 \) M⊙ kpc\(^{-3}\) yr\(^{-1}\) (see eq. 28). All models have the same CC85 parameters: \( \alpha = 1, \beta = 0.3, R = 0.3 \) kpc, \( \dot{M}_{\text{SFR}} = 10 \) M⊙ yr\(^{-1}\), \( \Delta = 2 \), and \( R_{\text{load}} = 1.0 \) kpc. A CC85 wind with \( \alpha = 1 \) and \( \beta = 0.3 \) is non-radiative (black dashed line). However, we see that with sufficient mass-loading (red, green, and blue lines), the initially non-radiative wind can undergo rapid cooling.

As in our examples shown in Figure 5, we use a simple CC85 model for the interior driving region, and thus we do not attempt to match the more complex cluster feedback scheme employed in CGOLS IV. All models shown have the following parameters: \( \alpha = 0.85, \beta = 0.14, \dot{M}_{\text{SFR}} = 15 \) M⊙ yr\(^{-1}\), and \( R = 0.25 \) kpc. Using the inferred volumetric mass-loading rate \( \dot{\mu}(r) \) from Figure 7 for the blue, orange and green lines, Figure 6 shows the derived density, mass-tracking variable \( c(r) \) (Equation 32), pressure, temperature, velocity, adiabatic sound speed, Mach number, and entropy of our models (blue, orange, and green). Gravity is neglected because of the relatively low-mass potential used in the CGOLS IV simulations. The central mass-loading used for these models (\( \beta = 0.14 \)) leads to a non-radiative wind, as the critical mass deposition is not met (Thompson et al. 2016). With the additional mass-loading at \( R_{\text{load}} \), the wind is still non-radiative and does not exhibit the rapid cooling discussed in Section 3.3.

By construction, the lines bracket the density profile of the CGOLS IV simulation on \( \sim 1-10 \) kpc scales. Remarkably, the temperature, pressure, and entropy profiles are also well-reproduced, with a much flatter temperature profile than would be obtained for standard spherical adiabatic expansion (gray line). As we have emphasized in Section 3.2, the positive entropy gradient is a hallmark of mass-loading when the Mach number of the hot flow is greater than \( \sim 1.9 \) (eq. 15). If this was an actual starburst wind with observed entropy and temperature profiles, but with unconstrained hot gas velocity profile, we note that equation (22) would immediately imply a minimum for the hot gas velocity since the entropy gradient is positive throughout the region. Using the temperature or sound speed profiles, equation (22) implies a decreasing minimum velocity with \( v_{\text{min}} \approx 1000 \) km s\(^{-1}\) at \( r \approx 2 \) kpc and \( v_{\text{min}} \approx 500 \) km s\(^{-1}\) at \( r \approx 10 \) kpc.

The velocity and Mach number profiles are less well-reproduced by the models. We are unable to match the sudden deceleration of CGOLS IV at very small radii just outside the driving region where the Mach number is close to unity. This is perhaps to be expected, given the complexity of the driving region (multiple star clusters in arranged in a disk-like morphology, in different stages of evolution). While all three mass-loaded models produce nearly flat velocity profiles from \( \sim 2-10 \) kpc, the \( \Delta = 5 \) (orange) model, which fits the density profile best, under-predicts the velocity across the computed range. Finally, all three models under-predict the \( c(r) \) profile on large scales, predicting somewhat more mass-loading than the CGOLS IV simulation suggests.

We view this as excellent agreement, given the simplicity of the model. In particular, we neglect a number of physical and qualitative effects that surely complicate a direct comparison with the simulations. In particular, our model assumes that the cool, entrained gas has zero bulk velocity, maximizing thermalization of the hot wind as the cooler material is entrained. Similarly, we neglect any coupling of the cool gas with the hot gas so that there is no backreaction of the entrainment process on cool gas (e.g., via acceleration of the cool material). In reality, the simulation shows that the cool material is accelerated throughout the volume and that
the dynamics of both phases are coupled. This physics may help explain the large scale differences between the model and the simulation. At small radii, the model does a worse job of reproducing the behavior of the simulation, but this is expected as the simulation has a complex cluster feedback scheme that is inherently non-uniform and not time-steady. The medium further exhibits non-spherical expansion on small scales where the wind coalesces into a single bulk flow, and potentially on larger scales (see Fig. 4 from Schneider et al. 2020). A more complete exploration would include dynamical equations for the cool material, acceleration of the cool material and the necessary modifications to the hot wind energy equation. Finally, an analysis of the gas streamlines on kpc scales would reveal if non-spherical expansion quantitatively affects the entropy and Mach number profiles. Nevertheless, the models shown do an excellent job at reproducing the basic effects seen both qualitatively and quantitatively: increasing entropy, decreasing $c$, and much flatter temperature and pressure profiles.

### 4.2 X-Rays from M82

We now attempt a preliminary application of the theory of mass-loaded flows to the starburst M82. Lopez et al. (2020) used Chandra X-Ray Observatory imaging and spectra to map the hot plasma properties of M82’s multi-phase wind (Leroy et al. 2015). Previous studies focused on hard X-rays in sub 0.5 kpc nuclear region (e.g., Strickland & Heckman 2007, 2009). Similar to Ranalli et al. (2008), Lopez et al. (2020) constructed high-resolution images of the diffuse X-ray emission 2.5 kpc above and below the starburst ridge that are approximately 10 times deeper than Strickland & Heckman (2009). Aside from the different X-ray telescopes, Lopez et al.’s work differs from Ranalli et al. through the inclusion of an additional temperature component, and non-thermal components such as charge-exchange and a power-law component. They found that the flux-weighted hot gas temperature and density profiles fell off much more slowly than would be expected for spherical adiabatic expansion. Moreover, some of the derived metal abundance profiles (notably Si and S) decrease substantially for the first kpc above and below the plane. These shallow temperature and density profiles and steep drops in abundance are reminiscent of the CGOLS IV results that were the focus of the last section (see Figure 5), suggesting that mixing of a metal-rich hot wind with a metal-poor cooler medium outside of the driving starburst region could explain the observations.

To model the profiles obtained by Lopez et al. (2020), we first need to set the central wind parameters and the outflow geometry. The central temperature and density of a CC85-like wind are given by the equations

$$T_c = \frac{0.4 \, \mu m_p E_{\text{hot}}}{k_B M_{\text{hot}}}, \quad (34)$$

$$n_c = \frac{0.296 \, M_{\text{hot}}}{\mu m_p E_{\text{hot}}^{1/2} R^2}, \quad (35)$$

where $\mu m_p$ is the average particle mass. Equations (34) and (35) are used to derive the central values of $\alpha$ and $\beta$ from measurements of the central temperature and density. The difference between this work and that of Strickland & Heckman (2009) is that while we similarly apply Equations (34) and (35) to the measurements of the central temperature and density, we also attempt to adjust both the outflow geometry and the volumetric mass-loading to match the extended emission 2.5 kpc above and below the plane. Our work differs from Suchkov et al. (1996) in that they did not have observations of the extended emission, they focused on the mass-loading in the core driving region of the starburst, and they implemented a physical description of cool clouds in a hot medium.

The outflow geometry is derived directly from the X-ray observations. Lopez et al. (2020) calculate the cylindrical cross section of the hot along the minor axis using the transverse X-ray surface brightness profile as a function of height, with the criterion that 99% of the emission is enclosed in the cylindrical volume of each region. Figure 9 shows the non-spherical expansion factor $A(s)$ (black triangles) and cubic spline fits to the $A(s)$ measurements shown as the turquoise line in Figure 9. The $A(s)$ here is determined using 68% of the enclosed emission (private communication, L. Lopez) rather than the 99% presented in Table 3 of Lopez et al. (2020).

Lopez et al. (2020) used XSPEC to model the X-ray emitting gas as a multi-temperature plasma, finding three individual components with central temperatures of 0.72, 1.46, and 6.89 keV which Lopez et al. (2020) term the “warm-hot,” “hot,” and “very-hot.” The latter was detected only in the very central region of the starburst. In comparing our models with the data, we are forced to make a choice about how to treat the observed multi-temperature plasma with a single-component mass-loaded hot wind model. For this preliminary comparison with the data, we construct a density-weighted temperature and total density of hot gas as follows:

$$T_{\text{hot}} = \frac{\sum_i T_i \cdot n_i}{\sum_i n_i}, \quad (36)$$

and

$$n_{\text{tot}} = \sum_i n_i, \quad (37)$$

where $i = 1, 2, 3$ corresponds to the warm-hot, hot, and very-hot temperature components. Figure 12 shows the density, temperature, and entropy inferred within the $A(s)$ 68% surface brightness contour using these expressions (black dot-dashed lines).
Figure 8. Density, mass-tracking variable $c(r)$, pressure, temperature, velocity, adiabatic sound speed, Mach number, and entropy solutions for four models: 1 spherical adiabatic wind model and 3 mass-loaded spherical wind models with varied mass-loading rates as described by Figure 7. The CGOLS IV data is denoted by the black dashed line and the colored solid lines are the models.

In comparing with the observations, we also calculate the X-ray luminosity of our wind models in the same energy bandwidth of the Lopez et al. (2020) observations (0.5 – 7 keV) using cooling tables calculated with PyAtomDB (Foster & Heuer 2020) assuming collisional ionization equilibrium (CIE), which is justified for M82 within the central region, where the densities are highest (Strickland & Heckman 2009). We use this approximation here, but note that the assumption of CIE may be inadequate in less dense regions as the outflow expands and should be assessed with the X-ray emission in future work (in particular, Gray et al. (2019?) find that the wind medium can be over-ionized). Assuming solar metallicity, the luminosity of a region with volume $A(s) \, ds$ is given by...
Figure 9. Left: The non-spherical area function for M82’s hot wind derived from the observed X-ray (0.5-7 keV) surface brightness contours perpendicular to the minor axis as a function of height \(s\) above and below the starburst disk at \(s = 0\) (private communication, L. Lopez). The black triangles show the lateral size of the contour enclosing 68\% of the emission as a function of distance along the minor axis. The turquoise lines are a cubic spline fit to the southern and northern sides independently. The light gray dotted dashed line is the area element for spherical expansion. Right: \(d\ln A/ds\) for the cubic spline fits to \(A(s)\) and for spherical expansion (gray dot-dashed). This term directly affects the wind profiles (e.g., eqs. [16][19]).

\[
L_X^{s=2} = \int_{R_l}^{R_s} \int_{\theta_1}^{\theta_2} n_e n_H \Lambda(T, v) A \, dv \, ds \quad (38)
\]

where \(\Lambda\) is emissivity at temperature \(T\) and frequency \(v\) and \(n_e\) and \(n_H\) are the electron and hydrogen number densities, respectively. The emissivity is calculated over the observing range, 0.5 - 0.7 keV (see Figure[12]). For comparison with our derived models, the lower right panel of Figure[10] shows the total X-ray luminosity (including all components) from Lopez et al. (2020) (black dot-dashed line) calculated with an emissivity that is integrated over the observing band.

Solving the general equations (3), (4), and (5) using the cubic-spline fit for \(A(s)\) determined from Figure[9] we derive profiles of temperature, density, velocity, mass-tracking variable \(c\) (eq. [12]), and luminosity along both the southern and northern wind axes. Figure[10] shows three models, with each adding different pieces of physics. All models assume the same CC85 parameters in the central region: \(\alpha = 0.18, \beta = 0.07\), which are derived from the central temperature and density of the hot component using Equations [34] and [35] for \(M_{SBF} = 10\, M_\odot\) yr\(^{-1}\) and \(R = 0.1\) kpc. The gray dot-dashed lines in Figure[10] shows an adiabatic spherical CC85-like calculation obtained without using the general \(A(s)\) or mass-loading. The blue line shows an adiabatic non-spherical with the general \(A(s)\) from Figure[9] and with \(\mu = 0\). Note that the blue curve is not symmetric between north and south because of \(A(s)\).

The orange solid line shows a general non-spherical and mass-loaded model, which includes both \(A(s)\) and \(\mu(s)\) for the northern and southern regions. The functional form of the mass-loading function is given by Equation [13]. For the southern side, \(R_{\text{load}} = 0.2\) kpc, \(\mu_0 = 0.36\, M_\odot\) kpc\(^{-3}\) yr\(^{-1}\), \(\alpha = 0.7\) kpc, and \(\Delta = \Gamma = 3.5\). For the northern side, \(R_{\text{load}} = 0.15\) kpc, \(\mu_0 = 0.01\, M_\odot\) kpc\(^{-3}\) yr\(^{-1}\), \(\alpha = 0.7\) kpc, and \(\Delta = \Gamma = 5\).

As discussed in Lopez et al. (2020), the spherical, non-radiative, wind model (gray) is a poor fit to the data. In contrast, the model with non-spherical \(A(s)\) derived from the observations in Figure[9] (blue) does a much better job, especially on the northern side where the density and temperature can be nearly matched with zero mass-loading. Adding mass-loading (orange) makes the temperature and density gradients even flatter, lowers the predicted velocity profile, increases the X-ray luminosity, decrease \(c(s)\), and leads to a complicated entropy profile. Overall, this comparison suggests that non-spherical areal divergence and mass-loading may well explain the extended X-ray emission of M82. There are a few important pieces to highlight and several caveats:

**Abundances:** In the middle lower panel of Figure[10] we plot the Si/Si\(_0\) (black crosses), S/Si\(_0\) (gray triangles), and Fe/Fe\(_0\) (gray circles) abundances from Lopez et al. (2020), normalized to their central values for comparison with \(c(s)\), which tracks the relative contribution of the injected wind (\(c = 1\)) and the entrained material (\(c = 0\)). Interestingly, the same \(c\) profile we used to approximate the \(T\) and \(n\) profiles produces a \(c(s)\) profile that roughly matches the decreasing Si abundances as a function of height \(s\) above the starburst plane. This could in principle be understood if highly Si-rich central hot wind material is mixed with very Si-poor cool material. Given the definition of \(c(s)\), the Si abundance of the swept up material would have to be near zero for the comparison to be apt. S also shows a steep gradient, but with lower relative fractional abundance on kpc scales. In contrast, the Fe abundance profile is more constant. Interpreted within this model, these observations suggest that the Fe abundance of the swept up material is closer to that of the host wind, and that the S and Si abundances of the swept up medium are very small.

**Velocity profile:** We emphasize that the velocity profile is directly affected by the mass-loading, as made clear by equation (16): mass-loading in general decreases the velocity. As shown in the upper right panel of Figure[10] the asymptotic velocity obtained from both the spherical and non-spherical wind models (gray and blue) is approximately 1500 - 1600 km s\(^{-1}\), whereas the mass-loaded models have terminal velocities of \(~ 900\) km s\(^{-1}\) to the south and

\[\Lambda = \frac{\nabla T \cdot \nabla n}{2} = \frac{n}{2} \left(\frac{\kappa}{\rho c_s^2} \frac{\partial^2 T}{\partial n^2} + \frac{1}{\rho} \frac{\partial^2 n}{\partial T^2} \right)\]

\(\Lambda\) is the areal divergence, \(\nabla T\) is the temperature gradient, \(\nabla n\) is the density gradient, and \(c_s\) is the sound speed. The term \(\frac{\kappa}{\rho c_s^2} \frac{\partial^2 T}{\partial n^2}\) represents the radiative cooling, while the term \(\frac{1}{\rho} \frac{\partial^2 n}{\partial T^2}\) represents the adiabatic cooling. The sum of these terms gives the areal divergence, which is related to the mass-loading through the momentum equation.
~ 1300 km s\(^{-1}\) to the north. The heavier mass-loading to the south in this model predicts a significantly lower asymptotic velocity than would be predicted by models like Strickland & Heckman (2009). That mass-loading may be partially responsible for the flatter temperature and density profiles and the complicated entropy profile seen in the data thus predicts lower hot wind velocities that may be accessible to upcoming missions like XRISM (XRISM Science Team 2020). We return to empirical constraints on hot gas velocity in our discussion of the entropy profile below.

X-ray luminosity: The lower right panel of Figure 10 shows the total luminosity profile from Lopez et al. (2020), which includes all of the thermal components, and components from charge-exchange and non-thermal power-law emission. Using equation (38), the emission from the models is provided for comparison. The non-spherical mass-loaded model (orange) produces more emission than both the spherical adiabatic and non-spherical adiabatic models. As the flow is mass-loaded, its density increases, which increases the cooling rate, and thus the luminosity. Relative to a spherical adiabatic model, the non-spherical model leads to higher surface brightness for the same reason. The wind is non-radiative even with the additional mass-loading. As we emphasize below, we have not sought a complete fit to the data in this preliminary effort.

In Appendix A, we discuss how variations of wind model parameters lead to different temperatures, velocities, and X-ray luminosities (see Figure 11).

Entropy profile: The observed entropy profile is complicated. As emphasized in Section 3.2, an entropy gradient can signal mass-loading, and changes in sign of the entropy gradient imply that the hot gas Mach number is crossing the critical Mach number of ~ 1.9 from equation (21). Observations of the temperature (sound speed), combined with a positive/negative entropy gradient can be used to put an lower/upper limit on the hot gas velocity, respectively (eq. 22). The lower left panel of Figure 10 shows the measurements entropy from the data. Using \( T(s) \), we see that the positive entropy gradient outside the core to the south from \( s = -0.5 \) to \( -2 \) kpc puts a lower limit on the velocity of ~ 800 km s\(^{-1}\) that closely tracks the velocity profile obtained by the mass-loaded model (orange; upper right panel). Points of local extrema in the entropy profile where \( dK/ds = 0 \) in principle provide measurements of the velocity, given \( T \). For example at \( s = -2 \) kpc, \( \log T \) \( \approx 6.9 \) gives \( v \approx 800 \) km s\(^{-1}\). Similar statements can be made at the other inflections between positive and negative entropy gradient across the northern and southern profiles. All indicate velocities less than \( \approx 900 \) km s\(^{-1}\). It is notable that without appeal to the models, an empirical constraint can be set on \( v \) that yields a velocity significantly below the previous predictions of Strickland & Heckman (2009), who find an asymptotic velocities of \( \approx 1400 - 2200 \) km s\(^{-1}\).

Turning to the model entropy profiles, we note that the mass-loaded model (orange) is not a particularly good fit to the complicated entropy profile exhibited by the data. While we are able to produce a strong decrease in \( K \) right outside the starburst core to the south because we start mass-loading when the Mach number is less than 1.9, we are unable to produce the deep drop seen in the data. As discussed below, a more thorough and systematic search through the large parameter space of these models is needed.

Important caveats: The models shown are not fits. They were not constructed by a systematic search through parameter space, but rather by-eye and with a limited by-hand search through some of the relevant parameters. While \( A(s) \) was defined by the observations, the total number of parameters for the models is \( \alpha, \beta, \) and \( R \) for the core and \( \mu_{bg}, R_{load}, \alpha, \) and \( \Delta = \Gamma \). A future work could embed the general expressions in a systematic search through these parameters, and with a direct comparison with the data and uncertainties with an MCMC approach. A limitation of the current numerical models is that we are solving ODEs that, with sufficient mass-loading, can encounter a sonic point, where the flow goes from supersonic to subsonic. We are not yet able to effectively deal with super-sonic transitions in our models and this will be the subject of a future development.

In addition, there are several physical effects we have not included in these models. Most important is the back-reaction of the hot flow on the cool clouds. The equations in Section 2 assume that the cool material is injected with zero net velocity. Yet, as discussed in Section 3.1, in our discussion of the CGOLS IV simulation, the cool cloud medium is dynamically coupled with the hot wind. Parameterized models including the dynamics of both a cool and hot phase, calibrated with numerical simulations, may provide insights beyond the limitations of a single-fluid description.

An important remaining uncertainty in the comparison of our models with the data is that Lopez et al. (2020) find three different thermal components, which we have modelled here as a single component (eqs. 36 and 37). Precisely how this should be done remains unclear and will also be the subject of future work. A possibility that we return to in the discussion below is that the three phases are not co-spatial, that the hottest phase is at the center of a cylindrical geometry and evolves in isolation, whereas the entrained cool material is provided by the confining medium, and thus the phase we model with most fidelity has a hollow cone, frustum-like geometry.

In summary, we note several important successes and applications of the model here. The first is that a determination of \( A(s) \) directly from the X-ray data immediately provides a geometry that gives much flatter temperature and density profiles that are much more indicative of the data. The additional inclusion of mass-loading via the equations presented in Section 2 yields \( T, n, \) X-ray luminosity, and composition profiles closer to those observed, but with an entropy profile we cannot readily match. Interpreted in this model, composition changes to the hot flow directly map to the composition of the swept up medium. Further, regardless of the models, inflections in the entropy profile where \( dK/ds = 0 \) can in principle yield direct constraints on the hot gas velocity that may be probed by upcoming missions like XRISM. Taking the temperature and entropy profiles shown in Figure 10 and the places where \( dK/ds = 0 \) at face value implies hot wind velocities of \( \approx 800 \) km s\(^{-1}\) that are much smaller than have previously been inferred for the hot wind on the basis of the hot diffuse X-ray emission at M82’s core (\( \approx 1400 - 2200 \) km s\(^{-1}\); Strickland & Heckman 2009).

5 DISCUSSION & SUMMARY

In this paper we investigate how the bulk properties of a single-component hot galactic wind are modified by both mass-loading from a cool phase and non-spherical areal divergence (eqs. 33). Because cool clouds are expected to be swept up and incorporated into the hot flow of a supersonic galactic wind, and because X-ray observations suggest that such flows do not expand spherically, this work is directly related to the interpretation of observed systems like M82, NGC 253, and other local starburst galaxies with resolved X-ray emission (Strickland et al. 2000).

In the limit that the hot flow is highly supersonic, Equations
show how both mass-loading and non-spherical divergence affect both the thermodynamics and dynamics: mass-loading generically decelerates the hot flow, increases the density and temperature, flattening these gradients, and leads to a positive entropy gradient if the Mach number is large. This combination is a hallmark of mass-loading in a hot supersonic wind. The flow geometry can lead to deceleration/acceleration or increases/decreases in density and pressure, depending on the shape of the areal function $A(s)$, but does not affect the entropy. For a specified flow geometry (e.g., as determined by observations), the volumetric mass-loading rate can be directly inferred by applying the general relations.

We present examples for flows undergoing prescribed expansion geometries in Figures 3 and 4. For a flow geometry that undergoes rapid changes, as in the fluted-cylinder case study (Section 3.1), the criterion given by Equation 27 may be met such that deceleration can occur despite there being no mass-loading. Equation 27 provides a criterion for significant acceleration (and deceleration) of a supersonic flow solely due to a rapidly changing flow geometry.

Regardless of the flow geometry, the entropy profile is indicative of whether mass-loading occurs or not. Mass-loading partially thermalizes the kinetic energy of the hot flow, which provides heating and changes the entropy profile (Equation 13). When a supersonic flow is mass-loaded, the entropy increases if the Mach number is larger than a critical value $M > M_{\text{crit}}$, where $M_{\text{crit}} = 1.9$ for $\gamma = 5/3$ is given by equation (21). In the limit that radiative cooling does not significantly affect the entropy profile, observed entropy gradients can be used to set a maximum or minimum on the hot gas velocity (see Equation 22).

As we note in our discussion of M82 in Section 4.2 and Figure 10, in principle, extrema in the observed entropy profile $dK/ds = 0$ provide a measurement of the hot gas Mach number (see below).

In Section 4.1 we apply our results on mass loading to the high-resolution CGOLS IV simulation (Schneider et al. 2020). At 35 Myr, the hot gas temperature, density, and pressure radial profiles do not follow the expectations for spherical adiabatic expansion. While Schneider et al. (2020) fit the density profile by hand with a power-law, they did not match the temperature, pressure, and entropy profiles. In Section 4.1 we consider whether mixing from the cool phase into the hot phase explains the profiles from the CGOLS IV simulation. Using Equation 3 we infer the rate of cold gas entrainment (Fig. 7) and then use these profiles to solve the coupled wind equations for mass-loaded models. In Figure 8, we show the models simultaneously capture the temperature, density, and pressure profiles for $r \gtrsim 1\ kpc$. Furthermore, we match additional quantities (see Figure 8) such as the entropy profile and decreasing scalar variable $c$, which tracks how much mass is mixed into the hot flow. In employing a simple CC85 wind model as the initial condition of the problem, we do not capture the complicated cluster feedback mechanism used in CGOLS IV near the base of the outflow. Overall, our models reproduce the flat temperature, density, entropy, and pressure profiles seen from the CGOLS IV simulation well, providing strong evidence that mixing from the cool phase directly shapes the bulk hot gas wind.

We also apply our results to the recent analysis of M82 by Lopez et al. (2020), which revealed hot gas temperature and density profiles that fall off much more slowly than the expectation for spherical adiabatic expansion. We suggest that these profiles indicate both non-spherical expansion and mixing of cold material into the hot phase. The area function that describes the non-spherical geometry is directly extracted from transverse surface brightness profiles (see Section 4.2 and Fig. 9). With this area function, we show that a model without mass loading (blue line in Figure 10) does a much better job at matching the temperature and density...
profiles than a spherical model without mass-loading (dash-dotted gray line). By including mass-loading (orange line), the temperatures, densities, and luminosities are better matched. We find that the scalar variable that tracks the amount of mixing qualitatively matched the Si abundance profile (black data points), but not the Fe or Si abundances (light gray), perhaps indicating the relative abundance of the swept up gas in these elements with respect to that injected in the core (see Section 4.2). The asymptotic velocities of the mass-loaded non-spherical wind model (orange line) are ∼900 km s\(^{-1}\) and ∼1300 km s\(^{-1}\) to the south and north, respectively. This is substantially lower than the ∼1600 km s\(^{-1}\) velocities predicted by a spherical adiabatic model (Strickland & Heckman 2009). As discussed in Sections 2.4 and 4.2, the entropy gradient of a supersonic mass-loaded wind provides direct constraints on the bulk hot gas velocity. Figures 9 and 10 show that the area function extracted from the transverse surface brightness profiles heavily influences the evolution of the flow. A higher spatial resolution study of M82 is required for a more accurate characterization of the flow tube A(s). Higher resolution will also better pinpoint where along the flow \(\frac{dK}{ds} = 0\), which provides a measurement of hot gas velocity (Equation 22). These topics will be studied in a future work for M82.

The X-ray Imaging and Spectroscopy Mission (XRISM) is an upcoming mission with 20-40 times better spectral resolution than current CCD instruments used on Chandra, XMM-Newton, and Suzaku (XRISM Science Team 2020). This, and the substantially increased collecting area and bandpass over the grating instruments on those missions mean that XRISM is capable and expected to make the first measurements of hot X-ray emitting gas kinematics with an accuracy of < 100 km s\(^{-1}\). The mass-loaded wind models presented in this work make a testable prediction for the forthcoming hot gas velocity measurements by XRISM.

In making more detailed comparisons with the X-ray surface brightness profiles of observed systems, we note that these often exhibit limb brightening at the “edges” of the hot flow. This is evident by eye in the X-ray surface brightness profile of the “frustum” in Strickland et al. (2000)’s discussion of the starburst NGC 253 and in NGC 3079 (Hodges-Kluck et al. 2020), among others (Strickland et al. 2004). In Figure 10, we show that mass-loading increases the density and thus the emissivity of the X-ray emitting medium. Thus, the mass-loading phenomenon provides a natural explanation for the limb-brightening seen in the X-ray profiles if the mixing is occurring at the “edge” of A(s) in a frustum-like geometry. Here, the picture would be that a hot un-mass-loaded wind emerges from the inner region, directly along the minor axis, while the mass-loading and mixing occurs in a brighter cocoon or sheath provided by the cooler mixing material, as sketched in Figure 19 by Leroy et al. (2015).

There are a number of directions for future theoretical work. First, while we have focused on the super-sonic region of hot galactic winds, strong enough mass-loading can force the flow to go through a sonic point (making the hot flow transition from super-sonic to sub-sonic), which changes the character of the flow solutions. Second, strong deceleration may also cause time-dependent instabilities that our steady-state solutions do not capture (Suchkov et al. 1996). Third, mass-loaded hot subsonic and supersonic flows should be investigated to see if they provide thermodynamic backgrounds more conducive to cool cloud survival and growth (e.g., Gronke & Oh 2018). Fourth, a critical ingredient for future investigations on the bulk properties of mass-loaded hot winds (see Sections 4.1 and 4.2) would be to consistently include a model of the cool medium, perhaps in the form of a spectrum of clouds (Suchkov et al. 1996), so that the back-reaction of the hot medium on the cool clouds can be calculated. In our models so far, we have approximated the cool swept-up medium as having zero net velocity, but a model incorporating momentum equations for a cool medium could be used to capture these dynamics (Suchkov et al. 1996; Fielding & Bryan 2021).
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The data underlying this article will be shared on request to the corresponding author.
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APPENDIX A: VARIED WIND MODEL PARAMETERS FOR M82

For fixed $M_{\text{GR}}$, after fitting $\alpha$ and $\beta$ to the central temperature and density (Equations [24] and [35] and using the $A(s)$ derived from the transverse X-ray surface brightness profiles (see Figure 9), there are 6 parameters (for total of 12, for both the north and south wind axes) to consider: $R$, $\mu_0$, $\Delta$, $\Gamma$, $a$, and $R_{\text{load}}$ (see Equation [33]). In Figure 11 we consider several choices for wind model parameters for illustrative purposes, which can be contrasted with Figure 10. Solid and dotted lines have a starburst radius of $R = 0.1$ and $R = 0.3$ kpc, respectively. The gray lines are spherical models without mass-loading, red lines are non-spherical models without mass-loading, and the cyan lines are non-spherical wind models with mass-loading. The solid cyan line has mass-loading parameters of $R_{\text{load}} = 0.2$ kpc, $\mu_0 = 0.36 M_\odot$ yr$^{-1}$, $\Delta = \Gamma = 3.5$, and $a = 0.7$ kpc and $R_{\text{load}} = 0.15$ kpc, $\mu_0 = 0.01 M_\odot$ yr$^{-1}$, $\Delta = \Gamma = 5$, and $a = 0.7$ kpc for the southern and northern sides, respectively. The dotted cyan line has mass-loading parameters of $R_{\text{load}} = 0.6$ kpc, $\mu_0 = 2.0 M_\odot$ yr$^{-1}$, $\Delta = 3.5$, $\Gamma = 5.0$, and $a = 0.7$ kpc and $R_{\text{load}} = 0.4$ kpc, $\mu_0 = 0.1 M_\odot$ yr$^{-1}$, $\Delta = 5$, $\Gamma = 2.5$, and $a = 0.7$ kpc for the southern and northern sides, respectively.

The entropy decreases due to mass loading for the solid cyan line (southern), whereas the entropy increases for the dotted cyan line. In the solid wind line model, the gas is decelerated such that the Mach number drops below $M_{\text{crit}}$ (Equation [21]) so that the entropy decreases due to mass-loading. In the dotted cyan line wind model, while the gas is decelerated due to mass loaded, this criterion is not met and the entropy increases. In Figure 11 the cyan lines have different power-law injection slopes which leads to different velocity profiles. As we would expect, models with steeper mass-loading rates (parameterized by $\Delta$, see eq. [22]) lead to sharper deceleration, as more mass is being deposited over a smaller volume. Where mass-loading occurs is also important. If mass-loading occurs right outside of the starburst boundary, the flow is close to Mach 1, and a sonic point is quickly encountered. As we have discussed throughout the paper, more mass-loading lead to increased temperature, density, and luminosity, and slower velocity. Flatter-than-spherical geometries, as inferred from the M82 data, lead to flatter temperature and density gradients, and higher surface brightness, but similar velocities (bottom left, red lines, Figure 11).

APPENDIX B: COOLING FUNCTION

In Figure 12 we plot the total and the observing band (0.5-7 keV) cooling functions we use to calculate the luminosities in Figures [10] and [11]. We use the PyAtomDB package to determine $A(T, \nu)$ of a hot plasma in CIE. PyAtomDB uses built-in tables from Anders & Grevesse (1989) for a solar metallicity plasma. We note the breakdown of ionization equilibrium may significantly change the expected luminosity because the medium can become over-ionized relative to the local temperature for fast enough expansion. Gray et al. (2019) find that over a wide range of parameters, far from the starburst core ($r \gg R$), the wind models generally have distributions in their ionization states that are skewed to higher ionization...
Figure 11. Temperature, density, velocity, and luminosity profiles for six different wind models: $R = 0.1$ kpc (solid lines), $R = 0.3$ kpc (dotted lines), spherical (gray lines), non-spherical without mass-loading (red lines), and non-spherical with mass-loading (turquoise lines). The black x’s are the total temperature and density of the three temperature components observed by Chandra (private communication, L. Lopez).

states compared to models that assume photoionization equilibrium. Gray et al. (2019) show that winds that undergo rapid cooling produce strong nebular line emission compared to adiabatic outflows. They show that such models exhibit non-equilibrium conditions, thereby generating more highly ionized states than equivalent equilibrium models.
Figure 12. Cooling functions for a solar metallicity plasma in CIE for two different energy bands calculated with PyAtomDB [Foster & Heuer 2020]. The total band is calculated by integrating the emissivity from $10^{-2}$ to $10^{2}$ keV. The 0.5 to 7 keV bandwidth corresponds to the observing range of Lopez et al. [2020].