The objective of Federated Learning (FL) is to perform statistical inference for data which are decentralised and stored locally on networked clients. FL raises many constraints which include privacy and data ownership, communication overhead, statistical heterogeneity, and partial client participation. In this paper, we address these problems in the framework of the Bayesian paradigm. To this end, we propose a novel federated Markov Chain Monte Carlo algorithm, referred to as Quantised Langevin Stochastic Dynamics which may be seen as an extension to the FL setting of Stochastic Gradient Langevin Dynamics, which handles the communication bottleneck using gradient compression. To improve performance, we then introduce variance reduction techniques, which lead to two improved versions coined QLSD⋆ and QLSD++. We give both non-asymptotic and asymptotic convergence guarantees for the proposed algorithms. We illustrate their performances using various Bayesian Federated Learning benchmarks.

1 INTRODUCTION

A paradigm shift has occurred with Federated Learning (FL) (McMahan et al., 2017; Kairouz et al., 2021). In FL, multiple entities (called clients) which own locally stored data collaborate in learning a “global” model which can then be “adapted” to each client. In the canonical FL, this task is coordinated by a central server. The initial focus of FL was on mobile and edge device applications, but recently there has been a surge of interest in applying the FL framework to other scenarios; in particular, those involving a small number of trusted clients (e.g. multiple organisations, enterprises, or other stakeholders).

FL has become one of the most active areas of artificial intelligence research over the past 5 years. FL differs significantly from the classical (distributed) ML setup (McMahan et al., 2017): the storage, computational, and communication capacities of each client vary amongst each other. This poses considerable challenges to successfully deal with many constraints raised by (i) partial client participation (e.g. in mobile applications, a client is not always active); (ii) communication bottleneck (clients are communication-constrained with limited bandwidth usage); (iii) model update synchronisation and merging.

Many methods derived from stochastic gradient descent techniques have been proposed in the literature to meet the specific FL constraints (McMahan et al., 2017; Alistarh et al., 2017; Horváth et al., 2019; Karimireddy et al., 2020; Li et al., 2020; Philippenko and Dieuleveut, 2020), see Wang et al. (2021) for a recent comprehensive overview. Whilst these approaches have successfully solved important issues associated to FL, they are unfortunately unable to capture and
Table 1: Overview of the main existing distributed/federated approximate Bayesian approaches. Column Comm. overhead gives the scheme employed to address the communication bottleneck. Column Heterogeneity means that the proposed approach tackles the impact of data heterogeneity on convergence while column Bounds highlights available non-asymptotic convergence guarantees.

| Method                          | Comm. overhead | Heterogeneity | Partial participation | Bounds |
|---------------------------------|----------------|---------------|------------------------|--------|
| Hasenclever et al. (2017)       | LOCAL STEPS    | X             | X                      | X      |
| Nemeth and Sherlock (2018)      | ONE-SHOT       | X             | X                      |       |
| Bui et al. (2018)               | LOCAL STEPS    | X             | X                      |       |
| Jordan et al. (2019)            | ONE-SHOT       |               |                        |        |
| Corinza et al. (2019)           | LOCAL STEPS    |               |                        |        |
| Kassab and Simeone (2020)       | LOCAL STEPS    | X             |                        | X      |
| El Mekkaoui et al. (2021)       | LOCAL STEPS    |               |                        |        |
| Plassier et al. (2021)          | LOCAL STEPS    |               |                        |        |
| Chen and Chao (2021)            | LOCAL STEPS    |               |                        |        |
| Liu and Simeone (2021a)         | ONE-SHOT       | X             |                        | X      |
| This work                       | COMPRESSION    |               |                        |        |

In this paper, we attempt to fill this gap, by proposing novel MCMC methods that extend Stochastic Langevin Dynamics to the FL context. It is assumed that the clients’ data are independent and that the global posterior density is therefore the product of the non-identical local posterior densities of each client. To meet the specificity of Bayesian FL, each iteration of the proposed approaches only requires that a subset of active clients compute a stochastic gradient oracle for their associated negative log posterior density and send a lossy compression of these stochastic gradient oracles to the central server. The first scheme we derive, referred to as Quantised Langevin Stochastic Dynamics (QLSD), can interestingly be seen as the MCMC counterpart of the QSGD approach in FL (Alistarh et al., 2017), just as the Stochastic Gradient Langevin Dynamics (SGLD) (Welling and Teh, 2011) extends the Stochastic Gradient Descent (SGD). However, QLSD has the same drawbacks as SGLD: in particular, the invariant distribution of QLSD may deviate from the target distribution and become similar to the invariant measure of SGD when the number of observations is large (Brosse et al., 2018). We overcome this problem by deriving two variance-reduced versions QLSD* and QLSD++ that both include control variates.

Contributions (1) We propose a general MCMC algorithm called QLSD specifically designed for Bayesian inference under the FL paradigm and two variance-reduced alternatives, especially tackling heterogeneity, communication overhead and partial participation. (2) We provide a non-asymptotic convergence analysis of the proposed algorithms. The theoretical anal-

quantify epistemic predictive uncertainty which is essential in many applications such as autonomous driving or precision medicine (Hunter, 2016; Franchi et al., 2020). Indeed, these methods only provide a point estimate being a minimiser of a target empirical risk function. In contrast, the Bayesian paradigm (Robert, 2001) stands for a natural candidate to quantify uncertainty by providing a full description of the posterior distribution of the parameter of interest, and as such has become ubiquitous in the machine learning community (Andrieu et al., 2003; Hoffman et al., 2013; Izmailov et al., 2020, 2021).
ysis highlights the impact of statistical heterogeneity measured by the discrepancy between local posterior distributions. (3) We propose efficient mechanisms to mitigate the impact of statistical heterogeneity on convergence, either by using biased stochastic gradients or by introducing a memory mechanism that extends Horváth et al. (2019) to the Bayesian setting. In particular, we find that variance reduction indeed tends Horváth et al. (2019) to the Bayesian setting. (4) We illustrate the advantages of the proposed methods using several FL benchmarks. We show that the proposed methodology performs well compared to state-of-the-art Bayesian FL methods.

Notations and Conventions The Euclidean norm on $\mathbb{R}^d$ is denoted by $\| \cdot \|$ and we set $\mathbb{N}^* = \mathbb{N} \setminus \{0\}$. For $n \in \mathbb{N}^*$, we refer to $(1, \ldots, n)$ with the notation $[n]$. For $N \in \mathbb{N}^*$, we use $\mathcal{P}^N$ to denote the power set of $[N]$ and define $\mathcal{P}^N_n = \{ x \in \mathcal{P}^N : \text{card}(x) = n \}$ for any $n \in [N]$. We denote by $\text{N}(m, \Sigma)$ the Gaussian distribution with mean vector $m$ and covariance matrix $\Sigma$. We define the sign function, for any $x \in \mathbb{R}$, as $\text{sign}(x) = 1\{x \geq 0\} - 1\{x < 0\}$. We define the Wasserstein distance of order 2 for any probability measures $\mu, \nu$ on $\mathbb{R}^d$ with finite 2-moment by $W_2(\mu, \nu) = (\inf_{\xi \in \mathcal{T}(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \| \theta - \theta' \|^2 d\xi(\theta, \theta'))^{1/2}$, where $\mathcal{T}(\mu, \nu)$ is the set of transference plans of $\mu$ and $\nu$.

2 QUANTISED LANGEVIN STOCHASTIC DYNAMICS

In this section, we present the Bayesian FL framework and introduce the proposed methodology called QLSD along with two variance-reduced instances.

Problem Statement We are interested in performing Bayesian inference on a parameter $\theta$ in $\mathbb{R}^d$ based on a training dataset $D$. We assume that the posterior distribution admits a product-form density with respect to the $d$-dimensional Lebesgue measure, i.e.

$$\pi(\theta \mid D) = Z^{-1}_\pi \prod_{i=1}^b e^{-U_i(\theta)}, \quad (1)$$

where $b \in \mathbb{N}^*$ and $Z_\pi = \int_{\mathbb{R}^d} \prod_{i=1}^b e^{-U_i(\theta)} d\theta$ is a normalisation constant. This framework naturally encompasses the considered Bayesian FL problem. In this context, $\{ e^{-U_i}\}_{i \in [b]}$ stand for the unnormalised local posterior density functions associated to $b$ clients, where each client $i \in [b]$ is assumed to own a local dataset $D_i$ such that $D = \bigcup_{i=1}^b D_i$. The dependency of $U_i$ on the local dataset $D_i$ is omitted for brevity. A real-world illustration of the considered Bayesian problem is “multi-site fMRI classification” where each site (or client) owns a dataset coming from a local distribution because the methods of data generation and collection differ between sites. This results in different local likelihood functions, which combined with a local prior distribution, lead to heterogeneous local posteriors.

As in embarrassingly parallel MCMC approaches (Neiswanger et al., 2014), (1) implicitly assumes that the prior can be factorized across clients, which can always be done although the choice of this factorization is an open question. This product-form formulation can be alleviated by considering a global prior on $\theta$ and only calculating its gradient contribution on the central server during computations, see Algorithm 1.

A popular approach to sample from a target distribution with density $\pi$ defined in (1) is based on Langevin dynamics with stochastic gradient which, starting from an initial point $\theta_0$, defines a Markov chain $(\theta_k)_{k \in \mathbb{N}}$ by recursion:

$$\theta_{k+1} = \theta_k - \gamma H_{k+1}(\theta_k) + \sqrt{2\gamma} Z_{k+1}, \quad k \in \mathbb{N}, \quad (2)$$

where $\gamma \in (0, \bar{\gamma}]$, for some $\bar{\gamma} > 0$, is a discretisation time step, $(Z_k)_{k \in \mathbb{N}}$ is a sequence of i.i.d. standard Gaussian random variables and $(H_k)_{k \in \mathbb{N}^*}$ stand for unbiased estimators of $\nabla U$ with $U = \sum_{i=1}^b U_i$ (Parisi, 1981; Grenander and Miller, 1994; Roberts and Tweedie, 1996). In a serial setting involving a single client which owns a dataset of size $N \in \mathbb{N}^*$, the potential $U$ writes $U = U_1 = \sum_{j=1}^N U_{1,j}$ for some functions $U_{1,j} : \mathbb{R}^d \rightarrow \mathbb{R}$, and a popular instance of this framework is SGLD (Welling and Teh, 2011). This algorithm consists in the recursion (2) with the specific choice $H_{k+1} = (\frac{N}{n}) \sum_{j \in S_{k+1}} \nabla U_{1,j}(\theta)$, where $(S_k)_{k \in \mathbb{N}^*}$ is a sequence of i.i.d. uniform random subsets of $[N]$ of cardinal $n$.

In the FL framework, we assume that at each iteration $k$, the $i$-th client has access to an oracle $H^{(i)}_{k+1}$ based on its local negative log posterior density $U_{1,i}$, depending only on $D_i$, so that $H_{k+1} = \sum_{i=1}^b H^{(i)}_{k+1}$ is a stochastic gradient oracle of $U$. Note that we do not assume that $H^{(i)}_{k+1} = \nabla U_{1,i}$ is an unbiased estimator of $\nabla U_i$, but only assume that $H_{k+1}$ is unbiased. This allows us to consider biased local stochastic gradient oracles with better convergence guarantees, see Section 3 for more details. A simple adaptation of SGLD to the FL framework under consideration is given by recursion:

$$\theta_{k+1} = \theta_k - \gamma \sum_{i=1}^b H^{(i)}_{k+1}(\theta_k) + \sqrt{2\gamma} Z_{k+1}, \quad k \in \mathbb{N}. \quad (3)$$

If for any $i \in [b]$, every potential function $U_i$ also admits a finite-sum expression i.e. $U_i = \sum_{j=1}^{N_i} U_{i,j}$, similar to SGLD, we can for example use the local stochastic gradient oracles $H^{(i)}_{k+1}(\theta) = (N_i/n_i) \sum_{j \in S_{k+1}^{(i)}} \nabla U_{1,j}(\theta)$, where $(S_k^{(i)})_{k \in \mathbb{N}^*}$ is a sequence of i.i.d. uniform random subsets of $[N_i]$ of cardinal $n_i$. 
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where \((S_{k+1}^{(i)})_{k \in \mathbb{N}}, i \in [b]\) stand for i.i.d. uniform random subsets of \([N_i]\) of cardinal \(n_i\). However, considering the MCMC algorithm associated with the recursion (3) is not adapted to the FL context. Indeed, this algorithm would assume that each client is reliable and suffers from the same issues as SGD in a risk-based minimisation context, especially a prohibitive communication overhead (Girgis et al., 2020).

**Proposed Methodology** To address this problem, we propose to both account for the *partial participation of clients* and *reduce the number of bits transmitted* during the upload period by performing a lossy compression of a subset of \(\{H_{k+1}^{(i)}\}_{i \in [b], k \in \mathbb{N}}\). This method has been used extensively in the “canonical” FL literature (Alistarh et al., 2017; Lin et al., 2018; Haddadpour et al., 2020; Sattler et al., 2020), but interestingly has never been considered in Bayesian FL; see Table 1.

To this end, we introduce a compression operator \(\mathcal{C} : \mathbb{R}^d \to \mathbb{R}^d\) that is unbiased, i.e. for any \(v \in \mathbb{R}^d\), \(E[\mathcal{C}(v)] = v\). In recent years, numerous compression operators have been proposed (Seide et al., 2014; Aji and Heafield, 2017; Stich et al., 2018). For example, the QSGD approach proposed in Alistarh et al. (2017) is based on stochastic quantisation.

QSGD considers for \(\mathcal{C}\) a component-wise quantisation operator parameterised by a number of quantisation levels \(s \geq 1\), which for each \(j \in [d]\) and \(v = (v_1, \ldots, v_d) \in \mathbb{R}^d\) are given by

\[
\mathcal{C}^{(s,j)}(v) = \frac{|v_j| \cdot \text{sign}(v_j)}{s} \left( l_j + 1 \left\{ \xi_j \leq \frac{|v_j|}{|v|} - l_j \right\} \right),
\]

where \(l_j = \lfloor |v_j|/|v| \rfloor \) and \(\{\xi_j\}_{j \in [d]}\) is a sequence of i.i.d. uniform random variables on \([0, 1]\). In this particular case, we will denote the quantisation of \(v\) via (4) by \(\mathcal{C}^{(s)}(v) = \{\mathcal{C}^{(s,j)}(v)\}_{j \in [d]}\).

The proposed general methodology, called *Quantised Langevin Stochastic Dynamics* (QLSD) stands for a compressed and FL version of the specific instance of SGD defined in (3). More precisely, QLSGD is an MCMC algorithm associated with the Markov chain \((\theta_k)_{k \in \mathbb{N}}\) starting from \(\theta_0\) and defined for \(k \in \mathbb{N}\) as

\[
\theta_{k+1} = \theta_k - \gamma \frac{b}{|A_{k+1}|} \sum_{i \in A_{k+1}} \mathcal{C}_{k+1}^{(i)} \left[H_{k+1}^{(i)}(\theta_k)\right] + \sqrt{2\gamma} Z_{k+1},
\]

where \((A_k)_{k\in \mathbb{N}}\) denotes the subset of active (i.e. available) clients at iteration \(k\), possibly random. Note that we indexed \(\mathcal{C}\) by \(k+1\) to emphasize that this compression operator is a stochastic operator and hence varies across iterations, see e.g. (4). The derivation of QLSD in the considered Bayesian FL context is described in details in Algorithm 1. A generalisation of QLSD taking into account *heterogeneous communication constraints* between clients by considering different compression operators \(\{\mathcal{C}^{(i)}\}_{i \in [b]}\) is available in the Supplementary Material, see e.g. Section S1. In the particular case of the finite-sum setting where each client owns a dataset of size \(N_i\), i.e. for the choice \(H_{k+1}^{(i)}(\theta) = (N_i/n_i) \sum_{j \in S_{k+1}^{(i)}} \nabla U_{i,j}(\theta)\) for \(\theta \in \mathbb{R}^d\), \(S_{k+1}^{(i)} \in \mathcal{G}_{N_i, n_i}\), we denote the corresponding instance of QLSD as QLSD\(^{\#}\).

In this paper, we have decided to focus only on a non-adjusted sampling algorithm (QLSD) since the derivations of non-asymptotic results are already consequent, see the Supplementary Material. In addition, up to authors’ knowledge, a general consensus on the choice between Metropolis-adjusted algorithms and their non-adjusted counterparts has not been achieved yet.

**Algorithm 1** Quantised Langevin Stochastic Dynamics (QLSD)

**Input:** nb. iterations \(K\), compression operators \(\{\mathcal{C}_{k+1}^{(i)}\}_{i \in [b]}\), stochastic gradients \(\{H_{k+1}^{(i)}\}_{i \in [b], k \in \mathbb{N}}\), step-size \(\gamma \in (0, \bar{\gamma}]\) and initial point \(\theta_0\).

**for** \(k = 0\) to \(K - 1\) **do**

**for** \(i \in A_{k+1}\) **do**

*On active clients \(A_{k+1}\) do*

\[\text{Compute } g_{i,k+1} = \mathcal{C}_{k+1}^{(i)} H_{k+1}^{(i)}(\theta_k).\]

\[\text{Send } g_{i,k+1} \text{ to the central server.}\]

**end for**

*On the central server*

\[\text{Compute } g_{k+1} = \sum_{i \in A_{k+1}} g_{i,k+1}.\]

\[\text{Draw } Z_{k+1} \sim \mathcal{N}(0_d, I_d).\]

\[\text{Compute } \theta_{k+1} = \theta_k - \gamma g_{k+1} + \sqrt{2\gamma} Z_{k+1}.\]

\[\text{Send } \theta_{k+1} \text{ to the } b \text{ clients.}\]

**end for**

**Output:** samples \(\{\theta_k\}_{k=0}^K\).

**Variance-Reduced Alternatives** Consider the finite-sum setting *i.e. for any* \(i \in [b]\), \(U_i = \sum_{j=1}^{N_i} U_{i,j}\) where \(N_i\) is the size of the local dataset \(D_i\). As highlighted in Section 1, SGD-based approaches, including Algorithm 1, involve an invariant distribution that may deviate from the target posterior distribution when \(\min_{i \in [b]} N_i\) goes to infinity, as stochastic gradients with large variance are used (Brosse et al., 2018; Baker et al., 2019). We deal with this problem by proposing two variance-reduced alternatives of QLSD\(^{\#}\) that use control variates. The simplest variance-reduced approach, referred to as QLSD\(^{\#}\) (see Algorithm S1) and discussed in more details in the Supplementary Material (see Section S2), considers a fixed-point approach that uses a minimiser \(\theta^*\) of the potential \(U\) (Brosse
et al., 2018; Baker et al., 2019) defined as
\[
\theta^* \in \arg\min_{\theta \in \mathbb{R}^d} \sum_{i=1}^b U_i(\theta).
\] (5)

In this scenario, the stochastic gradient oracles write for each \(i \in [b]\), \(k \in \mathbb{N}^\ast\), \(\theta \in \mathbb{R}^d\) and \(S_{k,i}^{(i)} \in \mathcal{S}_{N,n_i}\),
\[
H_{k+1}^{(i)}(\theta) = (N_i/n_i) \sum_{j \in S_{k,i}^{(i)}} [\nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*)].
\]
Although \(\mathbb{E}[H_{k+1}] = \nabla U_i\), note that for each \(i \in [b]\), \(\mathbb{E}[H_{k+1}^{(i)}] \neq \nabla U_i\) so \(H_{k+1}^{(i)}\) is not an unbiased estimate of \(U_i\). We show in Section 3 that introducing this bias improves the convergence properties of \(\text{QLSD}^\#\) with respect to the discrepancy between local posterior distributions. Since estimating \(\theta^*\) in a FL context might impose an additional computational burden on the sampling procedure, we propose another variance-reduced alternative referred to as \(\text{QLSD}^{++}\) (see Algorithm 2).

This method builds on the Stochastic Variance Reduced Gradient (SVRG): it uses control variates \((\zeta_k)_{k \in \mathbb{N}}\) defined as \(U_i^{(i)}\) at each iteration \(k \in \mathbb{N}\) and for any client \(i \in [b]\), the stochastic gradient oracle \(H_{k+1}^{(i)}\), defined by \(H_{k+1}^{(i)}(\theta) = (N_i/n_i) \sum_{j \in S_{k,i}^{(i)}} [\nabla U_{i,j}(\theta) - \nabla U_{i,j}(\zeta_k)] + \nabla U_{i}(\zeta_k)\). To reduce the impact of local posterior discrepancy on convergence, we take inspiration from the “canonical” FL literature and consider a memory term \((\eta_k^{(i)})_{k \in \mathbb{N}}\) on each client \(i \in [b]\) (Horváth et al., 2019; Dieuleveut et al., 2020).

At each iteration \(k\), instead of directly compressing \(H_{k+1}^{(i)}\), we compress the difference \(H_{k+1}^{(i)} - \eta_k^{(i)}\), store it in \(g_{i,k+1}\), and then compute the global stochastic gradient \(g_{i,k+1} = \frac{b}{|A_{k+1}|} \sum_{i \in A_{k+1}} g_{i,k+1} + \sum_{i=1}^b \eta_k^{(i)}\). The memory term \((\eta_k^{(i)})_{k \in \mathbb{N}}\) is then updated on each client \(i \in [b]\), by the recursion \(\eta_k^{(i)} = \eta_k^{(i)} + \alpha A_{k+1}(i)g_{i,k+1}\). The benefits of using this memory mechanism will be assessed theoretically in Section 3 and illustrated numerically in Section S5.2 in the Supplementary Material.

3 THEORETICAL ANALYSIS

This section provides a detailed theoretical analysis of the proposed methodology. In particular, we will show the impact of using stochastic gradients, partial participation and compression by deriving quantitative convergence bounds for \(\text{QLSD}\), which is detailed in Algorithm 1. We then derive non-asymptotic convergence bounds for \(\text{QLSD}^\ast\) and \(\text{QLSD}^{++}\), and explicitly show that these variance-reduced algorithms indeed succeed in reducing both the variance caused by stochastic gradients and the effects of local posterior discrepancy in the bounds we obtain for \(\text{QLSD}^\#\). We consider the following assumptions on the potential \(U\).

Algorithm 2 Variance-reduced Quantised Langevin Stochastic Dynamics (\(\text{QLSD}^{++}\))

**Input:** minibatch sizes \(\{n_i\}_{i \in [b]}\), number of iterations \(K\), compression operators \(\{C_{k+1}\}_{k \in \mathbb{N}^\ast}\), step-size \(\gamma \in (0, \bar{\gamma}]\) with \(\bar{\gamma} > 0\), initial point \(\theta_0\) and \(\alpha \in (0, \bar{\alpha}]\) with \(\bar{\alpha} > 0\).

// Memory mechanism initialisation
Initialise \(\eta_0 = \eta_0\).

for \(k = 0\) to \(K-1\) do

// Update of the control variates
if \(k \equiv \theta (\mod l)\) then

Set \(\zeta_k = \theta_{k-1}\).

else

Set \(\zeta_k = \zeta_{k-l}\).

end if

for \(i \in A_{k+1}\) do

On active clients

Draw \(S_{k+1}^{(i)} \sim \text{Uniform}(\{N_i,n_i\})\).

Set \(H_{k+1}^{(i)}(\theta_k) = (N_i/n_i) \sum_{j \in S_{k+1}^{(i)}} [\nabla U_{i,j}(\theta_k) - \nabla U_{i,j}(\zeta_i)] + \nabla U_{i}(\zeta_i)\).

Compute \(g_{i,k+1} = C_{k+1}(H_{k+1}^{(i)}(\theta_k) - \eta_k^{(i)})\).

Send \(g_{i,k+1}\) to the central server.

end for

// On the central server

Compute \(g_{k+1} = \eta_{k} + \frac{b}{|A_{k+1}|} \sum_{i \in A_{k+1}} g_{i,k+1}\).

Set \(\eta_{k+1} = \eta_k + \alpha \sum_{i \in A_{k+1}} g_{i,k+1}\).

Draw \(Z_{k+1} \sim \text{N}(0, I_d)\).

Compute \(\theta_{k+1} = \theta_k - \gamma g_{k+1} + \sqrt{2\gamma} Z_{k+1}\).

Send \(\theta_{k+1}\) to the \(b\) clients.

end for

**Output:** samples \(\{\theta_k\}_{k=0}^K\).

H1. For any \(i \in [b]\), \(U_i\) is continuously differentiable. In addition, suppose that the following hold.

(i) \(U\) is \(m\)-strongly convex, i.e. for any \(\theta_1, \theta_2 \in \mathbb{R}^d\), \(\langle \nabla U(\theta_1) - \nabla U(\theta_2), \theta_1 - \theta_2 \rangle \geq m \|\theta_1 - \theta_2\|^2\).

(ii) \(U\) is \(L\)-Lipschitz, i.e. for any \(\theta_1, \theta_2 \in \mathbb{R}^d\), \(\|\nabla U(\theta_1) - \nabla U(\theta_2)\| \leq L \|\theta_1 - \theta_2\|\).

Note that H1-(i) implies that \(U\) admits a unique minimiser denoted by \(\theta^* \in \mathbb{R}^d\).

The compression operators \(\{C_{k+1}\}_{k \in \mathbb{N}^\ast}\) are assumed to satisfy the following assumption.

H2. The compression operators \(\{C_{k+1}\}_{k \in \mathbb{N}^\ast}\) are independent and satisfy the following conditions.

(i) For any \(k \in \mathbb{N}^\ast\), \(v \in \mathbb{R}^d\), \(E[C_{k+1}(v)] = v\).

(ii) There exists \(\omega \geq 1\), such that for any \(k \in \mathbb{N}^\ast\), \(v \in \mathbb{R}^d\), \(E[||C_{k+1}(v) - v||^2] \leq \omega ||v||^2\).

As an example, the assumption on the variance of the compression operator detailed in H2-(ii) is verified for
the quantisation operator $\mathcal{E}^{(s)}$ defined in (4) with $\omega = \min(d/s^2, \sqrt{d}/s)$ (Alistarh et al., 2017, Lemma 3.1).

Non-Asymptotic Analysis for Algorithm 1 We consider the following assumptions on the stochastic gradient oracle used in QLSD.

**H3.** The random fields $\{H_{k+1}^{(i)} : \mathbb{R}^d \to \mathbb{R}^d\}_{i \in [b], k \in \mathbb{N}}$ are independent and satisfy the following conditions.

(i) For any $\theta \in \mathbb{R}^d$ and $k \in \mathbb{N}$, $\sum_{i=1}^b \mathbb{E}[H_{k+1}^{(i)}(\theta)] = \nabla U(\theta)$.

(ii) There exist $\{M_i > 0\}_{i \in [b]}$, such that for any $i \in [b]$, $k \in \mathbb{N}$, $\theta_1, \theta_2 \in \mathbb{R}^d$, $\mathbb{E} \left[ \left\| H_{k+1}^{(i)}(\theta_1) - H_{k+1}^{(i)}(\theta_2) \right\|^2 \right] \leq M_i \langle \theta_1 - \theta_2, \nabla U_i(\theta_1) - \nabla U_i(\theta_2) \rangle$.

(iii) There exist $\sigma_*, B^* \in \mathbb{R}_+$ such that for any $\theta \in \mathbb{R}^d$, $k \in \mathbb{N}$, $\sum_{i=1}^b \mathbb{E} \left[ \left\| H_{k+1}^{(i)}(\theta^*) \right\|^2 \right] \leq \sigma_*^2$, where $\theta^*$ is defined in (5).

We can notice that H3-(ii) implies that $\nabla U_i$ is $M_i$-Lipschitz continuous since by the Cauchy-Schwarz inequality, for any $i \in [b]$ and any $\theta_1, \theta_2 \in \mathbb{R}^d$, $\|\nabla U_i(\theta_1) - \nabla U_i(\theta_2)\|^2 \leq M_i \langle \theta_1 - \theta_2, \nabla U_i(\theta_1) - \nabla U_i(\theta_2) \rangle$. Conversely, in the finite-sum setting, H3-(ii) is satisfied by QLSD* with $M_i = N_i \bar{M}$ if for any $i \in [b]$ and $j \in [N_i]$, $U_{i,j}$ is convex and $\nabla U_{i,j}$ is $\bar{M}$-Lipschitz continuous, for $\bar{M} \geq 0$ by Nesterov (2003, Theorem 2.1.5).

In addition, it is worth mentioning that the first inequality in H3-(iii) is also required for our derivation in the deterministic case where $H_{k+1}^{(i)} = \nabla U_i$ due to the compression operator. In this particular case, $B^*$ stands for an upper-bound on $\sum_{i=1}^b \|\nabla U_i(\theta^*)\|^2$ and corresponds to some discrepancy between local posterior density functions meaning that $\nabla U_i \neq \nabla U$ for $i \in [b]$. This phenomenon, referred to as data heterogeneity in the risk-based literature (Horváth et al., 2019; Karimireddy et al., 2020), is ubiquitous in the FL context.

Finally, we assume for simplicity that clients’ partial participation is realised by each client having probability $p \in (0, 1]$ of being active in each communication round.

**H4.** For any $k \in \mathbb{N}^*$, $A_k = \{i \in [b] : B_{1,k} = 1\}$ where $\{B_{1,k} : i \in [b], k \in \mathbb{N}^*\}$ is a family of i.i.d. Bernoulli random variables with success probability $p \in (0, 1]$.

A generalisation of this scheme considering different probabilities $p_i$ per client can be found in the Supplementary Material, see e.g. Section S1.1. Under the above assumptions and by denoting $Q_{\gamma}$ the Markov kernel associated to Algorithm 1, the following convergence result holds.

**Theorem 1.** Assume H1, H2, H3 and H4. Then, there exists $\gamma_\infty$ such that for $\gamma < \gamma_\infty$, there exist $A_\gamma, B_\gamma > 0$ (explicitly given in Section S1 in the Supplementary Material) satisfying for any probability measure $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, any step size $\gamma \in (0, \gamma]$ and $k \in \mathbb{N}$,

\[
W^2_k (\mu Q^k_{\gamma}, \pi) \leq (1 - \gamma \kappa/2)^k \cdot W^2_k (\mu, \pi) + \gamma B_\gamma + \gamma^2 A_\gamma (1 - \gamma\kappa/2)^{k-1} \int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \mu(d\theta),
\]

where $\theta^*$ is defined in (5).

Similar to ULA (Dalalyan, 2017; Durmus and Moulines, 2019) and SGLD (Dalalyan and Karagulyan, 2019; Durmus et al., 2019), the upper bound given in Theorem 1 includes a contracting term that depends on the initialisation and a bias term $\gamma B_\gamma$ that does not vanish with $k \to \infty$ due to the use of a fixed step size $\gamma$. In the asymptotic scenario, i.e. $\gamma \downarrow 0$, Table 1 gives the dependencies of $B_\gamma$ for QLSD and its particular instance QLSD*, in terms of key quantities associated with the setting we consider. Similar to SGLD, we can observe that the use of stochastic gradients entails a bias term of order $\sigma_*^2 O(\gamma)$. On the other hand, the use of partial participation and compression compared to SGLD introduces an additional bias of order $(\omega, p)(\gamma B^* + L_{md}) O(\gamma)$, which grows with in particular $B^*$, corresponding to the impact of the local posterior discrepancy on convergence.

**Non-Asymptotic Analysis for Variance-Reduced Alternatives** We assume in the sequel that the potential functions $\{U_i\}_{i \in [b]}$ admit the finite-sum decomposition $U_i = \sum_{j=1}^{N_i} U_{i,j}$ for each $i \in [b]$ and consider the following assumptions.

**H5.** For any $i \in [b], j \in [N_i]$, $U_{i,j}$ is continuously differentiable and the following holds.

(i) There exists $M_i = 0$ such that, for any $\theta_1, \theta_2 \in \mathbb{R}^d$, $\|\nabla U_i(\theta_2) - \nabla U_i(\theta_1)\|^2 \leq M_i \langle \theta_2 - \theta_1, \nabla U_i(\theta_2) - \nabla U_i(\theta_1) \rangle$.

(ii) There exists $\bar{M} \geq 0$ such that, for any $\theta_1, \theta_2 \in \mathbb{R}^d$, $\|\nabla U_{i,j}(\theta_2) - \nabla U_{i,j}(\theta_1)\|^2 \leq \bar{M} \langle \theta_2 - \theta_1, \nabla U_{i,j}(\theta_2) - \nabla U_{i,j}(\theta_1) \rangle$.

As mentioned earlier, H5 is satisfied if for every $i \in [b]$ and $j \in [N_i]$, $U_{i,j}$ is convex and $\nabla U_{i,j}$ is $\bar{M}$-Lipschitz continuous. Under these additional conditions, the following non-asymptotic convergence results hold for the two reduced-variance MCMC algorithms described in Section 2. Denote by $Q_{\theta, \gamma}$ the Markov kernel associated to QLSD* with a step size $\gamma \in (0, \bar{\gamma}]$.

**Theorem 2.** Assume H1, H2, H4 and H5. Then, there exists $\bar{\gamma}_{\infty}$ such that for $\gamma < \bar{\gamma}_{\infty}$, there exist
risk-based FL which also show that the impact of data is in line with non-asymptotic convergence results in their associated asymptotic biases do not depend on memory mechanism for to biased local stochastic gradients for comparison, we do the same regarding the specific in-where $\theta$ bias terms measure $\mu$ Supplementary Material) satisfying for any probability $A$ any step size $\gamma \in (0, \bar{\gamma}]$ and $k \in \mathbb{N}$,

$$W_2^2 (\mu Q^{k}_{\bar{\gamma}}, \pi) \leq \left(1 - \gamma m/2\right)^k \cdot W_2^2 (\mu, \pi) + \gamma B_{\bar{\gamma}}$$

$$+ \gamma^2 A_{\bar{\gamma}} (1 - \gamma m/2)^{k-1} k \cdot \int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \mu(d\theta),$$

where $\theta^*$ is defined in (5).

Compared to QLSD and QLSD*, QLSD++ only defines an inhomogeneous Markov chain, see Section S3.3 in the Supplementary Material for more details. For a step-size $\gamma \in (0, \bar{\gamma}]$ and an iteration $k \in \mathbb{N}$, we denote by $\mu Q^{k}_{\gamma}$, the distribution of $\theta_k$ defined by QLSD++ starting from $\theta_0$ with distribution $\mu$.

**Theorem 3.** Assume $H1$, $H2$, $H4$ and $H5$, and let $l \in \mathbb{N}^*$ and $\alpha \in (0, 1/(\omega + 1)]$. Then, there exists $\gamma_{l, \infty}$ such that for $\bar{\gamma} < \gamma_{l, \infty}$, there exist $A_{\bar{\gamma}}, B_{\bar{\gamma}}, C_{\bar{\gamma}} > 0$ (explicitly given in Section S3 in the Supplementary Material and independent of $\alpha$) satisfying for any probability measure $\mu \in \mathcal{P}_2 (\mathbb{R}^d)$, any step size $\gamma \in (0, \bar{\gamma}]$ and $k \in \mathbb{N}$,

$$W_2^2 (\mu Q^{k}_{\gamma}, \pi) \leq \left(1 - \gamma m/2\right)^k \cdot W_2^2 (\mu, \pi) + \gamma B_{\bar{\gamma}}$$

$$+ \gamma^2 A_{\bar{\gamma}} (1 - \gamma m/2)^{k-1} \cdot \int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \mu(d\theta)$$

$$+ \gamma C_{\bar{\gamma}} [(1 - \gamma m/2)^{k-1} \cdot \sum_{i=1}^{b} \|\nabla U_i(\theta^*)\|^2],$$

where $\theta^*$ is defined in (5).

Table 2 provides the dependencies of the asymptotic bias terms $B_{\bar{\gamma}}, B_{\bar{\gamma}}$ as $\gamma \downarrow 0$ with respect to key quantities associated to the problem we consider. For comparison, we do the same regarding the specific instance of Algorithm 1, QLSD#. Remarkably, thanks to biased local stochastic gradients for QLSD* and the memory mechanism for QLSD++, we can notice that their associated asymptotic biases do not depend on local posterior discrepancy in contrast to QLSD#. This is in line with non-asymptotic convergence results in risk-based FL which also show that the impact of data heterogeneity can be alleviated using such a memory mechanism (Philippenko and Dieuleveut, 2020). The impact of stochastic gradients is discussed in further details in the next paragraph.

**Consistency Analysis in the Big Data Regime**

In Brosse et al. (2018), it was shown that ULA and SGLD define homogeneous Markov chains, each of which admits a unique stationary distribution. However, while the invariant distribution of ULA gets closer to $\pi$ as $N_i$ increases, conversely the invariant measure of SGLD never approaches $\pi$ and is in fact very similar to the invariant measure of SGD. Moreover, the non-compressed counterpart of QLSD* has been shown not to suffer from this problem, and it has been theoretically proven to be a viable alternative to ULA in the Big Data environment. Since QLSD is a generalisation of SGLD, the conclusions of Brosse et al. (2018) hold. On the other hand, we show that the reduced-variance alternatives to QLSD that we introduced provide more accurate estimates of $\pi$ as $N_i$ increases, see the last column in Table 2. Detailed calculations are deferred to Section S4 in the Supplementary Material.

### 4 NUMERICAL EXPERIMENTS

This section illustrates our methodology with three numerical experiments that include both synthetic and real datasets. For all experiments, we consider the finite-sum setting and use the stochastic quantisation operator $\mathcal{Q}^{(s)}$ for $s \geq 1$ defined in (4) to perform the compression step. In this case $H2$-(ii) is verified with $\omega = \min(d/s^2, \sqrt{d}/s)$. Further experimental results are given in Section S5 in the Supplementary Material.

**Toy Gaussian Example** This first experiment aims at illustrating the general behavior of Algorithm 1 with respect to the use of stochastic gradients and compression scheme. To this purpose, we set $b = 20$ and $d = 50$ and consider a Gaussian posterior distribution with density defined in (1) where, for any $i \in [b]$ and $\theta \in \mathbb{R}^d$,
Figure 1: Toy Gaussian example. (top) 2D projection of the heterogeneous synthetic dataset where each color refers to a client and each dot is an observation \(y_{i,j}\). (bottom) Estimation performances of the considered Bayesian FL algorithms.

\[
U_i(\theta) = \sum_{j=1}^{N_i} \| \theta - y_{i,j} \|^2 / 2, \ \{y_{i,j}\}_{i \in [b], j \in [N_i]} \text{ being a set of synthetic independent but not identically distributed observations across clients and } N_i \in [10, 200], \text{ see Figure 1 (top row). Note that in this specific case, } \theta^* \text{ admits a closed form expression. For all the algorithms, we choose the (optimised) step-size } \gamma = 4.9 \times 10^{-4} \text{ and choose a minibatch size } n_i = \lfloor N_i/10 \rfloor.
\]

Instances of QLSD\# and QLSD\* using \(s = 2^p\) are referred to as p-bits instances of these MCMC algorithms. We compare these algorithms with the non-compressed counterpart of QLSD\* referred to as LSD\*, see Algorithm S2. Figure 1 shows the behavior of the mean squared error (MSE) associated to the test function \(f : \theta \mapsto |\theta|\), computed using 30 independent runs of each algorithm, with respect to the number of bits transmitted. We can notice that QLSD\* always outperforms QLSD\# and that decreasing the value of \(\omega\) does not significantly reduce the bias associated to QLSD\*. This illustrates the impact of the variance of the stochastic gradients and supports our theoretical analysis summarised in Table 2. On the other hand, QLSD\* with \(s = 2^{16}\) achieves a similar MSE as LSD\* while requiring roughly 2.5 times less number of bits.

**Bayesian Logistic Regression** In this experiment, we compare the proposed methodology based on gradient compression with two existing FedAvg-type MCMC algorithms. Since \(\theta^*\) defined in (5) is not easily available, we implement QLSD\++ detailed in Algorithm 2. We adopt a zero-mean Gaussian prior with covariance matrix \(2 \cdot 10^{-2} I_9\) and use the FEM-

| Algorithm   | 99% HPD error | Rel. efficiency |
|-------------|---------------|----------------|
| FSGLD       | 5.4e-3        | 6.2            |
| DG-SGLD     | 5.2e-3        | 6.4            |
| QLSD\++ 4 bits | 6.1e-3        | 7.6            |
| QLSD\++ 8 bits | 4.3e-3        | 6.7            |
| QLSD\++ 16 bits | 6.9e-4        | 3.1            |

Table 3: Bayesian Logistic Regression.
Table 4: Performances of Bayesian FL algorithms on the considered Bayesian neural networks problem.

| Method            | HMC  | SGLD | QLSD++ | QLSD++ PP | FedBe-Dirichlet | FedBe-Gauss. | DG-SGLD | FSGLD |
|-------------------|------|------|--------|-----------|-----------------|--------------|---------|-------|
| Accuracy          | 89.6 | 88.8 | 88.1   | 86.6      | 90.7            | 90.2         | 92.2    | 87.5  |
| Agreement         | 0.94 | 0.91 | 0.90   | 0.90      | 0.90            | 0.89         | 0.91    | 0.91  |
| TV                | 0.07 | 0.11 | 0.12   | 0.12      | 0.16            | 0.16         | 0.13    | 0.13  |

Figure 2: Bayesian Neural Networks.

ing the minimum mean-square estimator, agreement between the top-1 prediction given by each algorithm and the one given by HMC and total variation between approximate and “true” (associated with HMC) predictive distributions. More details about algorithms’ hyperparameters and considered metrics are given in Section S5.3 in the Supplementary Material. The results we obtain are gathered in Table 4. In terms of agreement and total variation, QLSD++ (even with partial participation) gives similar results as SGLD and competes favorably with other existing federated approaches. Figure 2 complements this empirical analysis by showing calibration curves of posterior predictive distributions.

5 CONCLUSION

In this paper, we presented a general methodology based on Langevin stochastic dynamics for Bayesian FL. In particular, we addressed the challenges associated with this new ML paradigm by assuming that a subset of clients sends compressed versions of its local stochastic gradient oracles to the central server. Moreover, the proposed method was found to have favorable convergence properties, as evidenced by numerical illustrations. In particular, it compares favorably to FedAvg-type Bayesian FL algorithms. A limitation of this work is that the proposed method does not target the initial posterior distribution due to the use of a fixed discretisation time step. Therefore, this work paves the way for more advanced Bayesian FL approaches based, for example, on Metropolis-Hastings schemes to remove asymptotic biases. In addition, although the data ownership issue is implicitly tackled by the FL paradigm by not sharing data, stronger privacy guarantees can be ensured, typically by combining differential privacy, secure multi-party computation and homomorphic encryption methods. Proposing a differentially private version of our methodology is a possible extension of our work, that is left for further work. This work has no direct societal impact.
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Notations and conventions. We denote by $\mathcal{B}(\mathbb{R}^d)$ the Borel $\sigma$-field of $\mathbb{R}^d$, $\mathcal{M}(\mathbb{R}^d)$ the set of all Borel measurable functions $f$ on $\mathbb{R}^d$ and $\|\cdot\|$ the Euclidean norm on $\mathbb{R}^d$. For $\mu$ a probability measure on $((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ and $f \in \mathcal{M}(\mathbb{R}^d)$ a $\mu$-integrable function, denote by $\mu(f)$ the integral of $f$ with respect to (w.r.t.) $\mu$. Let $\mu$ and $\nu$ be two sigma-finite measures on $((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. Denote by $\mu \ll \nu$ if $\mu$ is absolutely continuous w.r.t. $\nu$ and $d\mu/d\nu$ the associated density. We say that $\zeta$ is a transference plan of $\mu$ and $\nu$ if it is a probability measure on $((\mathbb{R}^d \times \mathbb{R}^d, \mathcal{B}(\mathbb{R}^d \times \mathbb{R}^d))$ such that for all measurable set $A$ of $\mathbb{R}^d$, $\zeta(A \times \mathbb{R}^d) = \mu(A)$ and $\zeta(\mathbb{R}^d \times A) = \nu(A)$. We denote by $\mathcal{T}(\mu, \nu)$ the set of transference plans of $\mu$ and $\nu$. In addition, we say that a couple of $\mathbb{R}^d$-random variables $(X, Y)$ is a coupling of $\mu$ and $\nu$ if there exists $\zeta \in \mathcal{T}(\mu, \nu)$ such that $(X, Y)$ are distributed according to $\zeta$. We denote by $\mathcal{P}_2(\mathbb{R}^d)$ the set of probability measures with finite 2-moment: for all $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, $\int_{\mathbb{R}^d} \|x\|^2 d\mu(x) < \infty$. We define the squared Wasserstein distance of order 2 associated with $\|\cdot\|$ for any probability measures $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$ by

$$W_2^2(\mu, \nu) = \inf_{\zeta \in \mathcal{T}(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^2 d\zeta(x, y).$$

By Villani (2008, Theorem 4.1), for all $\mu$, $\nu$ probability measures on $\mathbb{R}^d$, there exists a transference plan $\zeta^* \in \mathcal{T}(\mu, \nu)$ such that for any coupling $(X, Y)$ distributed according to $\zeta^*$, $W_2(\mu, \nu) = \mathbb{E}[\|x - y\|^2]^{1/2}$. This kind of transference plan (respectively coupling) will be called an optimal transference plan (respectively optimal coupling) associated with $W_2$. By Villani (2008, Theorem 6.16), $\mathcal{P}_2(\mathbb{R}^d)$ equipped with the Wasserstein distance $W_2$ is a complete separable metric space. For the sake of simplicity, with little abuse, we shall use the same notations for a probability distribution and its associated probability density function. For $n \geq 1$, we refer to the set of integers between 1 and $n$ with the notation $[n]$ and $\mathcal{P}_n$ the power set of $[n]$. The $d$-dimensional Gaussian probability distribution with mean $\mu \in \mathbb{R}^d$ and covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$ is denoted by $\mathcal{N}(\mu, \Sigma)$.

S1 PROOF OF Theorem 1

This section aims at proving Theorem 1 in the main paper.

S1.1 Generalised quantised Langevin stochastic dynamics

We show that QLSD defined in Algorithm 1 in the main paper can be cast into a more general framework that we refer to as generalised quantised Langevin stochastic dynamics. Then, the guarantees for QLSD will be a simple consequence of the ones that we will establish for generalised QLSD. For ease of reading, we recall first the setting and the assumptions that we consider all along the paper. Recall that the dataset $D$ is assumed to be partitioned into $b$ shards $\{D_i\}_{i=1}^b$ such that $\cup_{i=1}^b D_i = D$ and the posterior distribution of interest is assumed to admit a density with respect to the $d$-dimensional Lebesgue measure which factorises across clients, i.e. for any $\theta \in \mathbb{R}^d$,

$$\pi(\theta) = \exp \{-U(\theta)\} / \int_{\mathbb{R}^d} e^{-U(\theta)} d\theta, \quad U(\theta) = \sum_{i=1}^b U_i(\theta).$$

We consider the following assumptions on the potential $U$.

HS1. For any $i \in [b]$, $U_i$ is continuously differentiable. In addition, suppose that the following conditions hold.

(i) $U$ is $m$-strongly convex, i.e. for any $\theta_1, \theta_2 \in \mathbb{R}^d$,

$$U(\theta_1) \geq U(\theta_2) + \langle \theta_1 - \theta_2, \nabla U(\theta_2) \rangle + m \|\theta_1 - \theta_2\|^2 / 2.$$
(ii) $U$ is $L$-Lipschitz, i.e., for any $\theta_1, \theta_2 \in \mathbb{R}^d$, 
\[ \|\nabla U(\theta_1) - \nabla U(\theta_2)\| \leq L \|\theta_1 - \theta_2\| . \]

Note that HS1-(i) implies that $U$ admits a unique minimiser denoted by $\theta^* \in \mathbb{R}^d$. Moreover, for any $(\theta_1, \theta_2) \in \mathbb{R}^d$, HS1-(i)-(ii) combined with Nesterov (2003, Equation 2.1.24) shows that
\[ \langle \nabla U(\theta_2) - \nabla U(\theta_1), \theta_2 - \theta_1 \rangle \geq \frac{mL}{m + L} \|\theta_2 - \theta_1\|^2 + \frac{1}{m + L} \|\nabla U(\theta_2) - \nabla U(\theta_1)\|^2 . \]  

(S1)

We consider the following assumptions on the family $\{H_i : \mathbb{R}^d \times X_i \rightarrow \mathbb{R}^d\}_{i \in [b]}$ and $\mathcal{G}$.

**HS2.** There exists a probability measure $\nu_2$ on a measurable space $(X_2, \mathcal{X}_2)$ and a family of measurable functions $\{\mathcal{G}_i : \mathbb{R}^d \times X_i \rightarrow \mathbb{R}^d\}_{i \in [b]}$ such that the following conditions hold.

(i) For any $\theta \in \mathbb{R}^d$ and any $i \in [b]$, $\int_{X_i} \mathcal{G}_i(\theta, x^{(2)}) \nu_2(dx^{(2)}) = \theta$.

(ii) There exist $\{\omega_i \in \mathbb{R}^d\}_{i \in [b]}$, such that for any $\theta \in \mathbb{R}^d$ and any $i \in [b]$, 
\[ \int_{X_i} \|\mathcal{G}_i(\theta, x^{(2)}) - \theta\|^2 \nu_2(dx^{(2)}) \leq \omega_i \|\theta\|^2 . \]

**HS3.** There exist a family of probability measures $\{\nu_1^{(i)}\}_{i \in [b]}$ defined on measurable spaces $\{(X_1^{(i)}, \mathcal{X}_1^{(i)})\}_{i \in [b]}$ and a family of measurable functions $\{H_i : \mathbb{R}^d \times X_1^{(i)} \rightarrow \mathbb{R}^d\}_{i \in [b]}$ such that the following conditions hold.

(i) For any $\theta \in \mathbb{R}^d$, 
\[ \sum_{i=1}^{b} \int_{X_1^{(i)}} H_i(\theta, x^{(1,i)}) \nu_1^{(i)}(dx^{(1,i)}) = \nabla U(\theta) . \]

(ii) There exist $\{M_i > 0\}_{i \in [b]}$, such that for any $i \in [b], \theta_1, \theta_2 \in \mathbb{R}^d$,
\[ \int_{X_1^{(i)}} \left\|H_i(\theta_2, x^{(1,i)}) - H_i(\theta_1, x^{(1,i)})\right\|^2 \nu_1^{(i)}(dx^{(1,i)}) \leq M_i (\theta_2 - \theta_1, \nabla U_i(\theta_2) - \nabla U_i(\theta_1)) . \]

(iii) There exists $\sigma_*, B^* \in \mathbb{R}_+$ such that for any $i \in [b], \theta \in \mathbb{R}^d$, we have
\[ \int_{X_1^{(i)}} \left\|H_i(\theta^*, x^{(1,i)})\right\|^2 \nu_1^{(i)}(dx^{(1,i)}) \leq B^*/b , \quad \int_{X_1^{(i)} \times \cdots \times X_1^{(b)}} \left\| \sum_{i=1}^{b} H_i(\theta^*, x^{(1,i)}) \right\|^2 \otimes_{i=1}^{b} \nu_1^{(i)}(dx^{(1,i)}) \leq \sigma_*^2 . \]  

(S2)

We can notice that HS3-(ii) implies that $\nabla U_i$ is $M_i$-Lipschitz continuous since by the Cauchy Schwarz inequality, for any $i \in [b]$ and any $\theta_1, \theta_2 \in \mathbb{R}^d$,
\[ \|\nabla U_i(\theta_1) - \nabla U_i(\theta_2)\|^2 \leq M_i (\theta_1 - \theta_2, \nabla U_i(\theta_1) - \nabla U_i(\theta_2)) . \]

In addition, it is worth mentioning that the first inequality in (S2) is also required for our derivation in the deterministic case where $H_i = \nabla U_i$ for any $i \in [b]$ due to the compression step. For $k \geq 1$, consider $(X_k^{(1,1)}, \ldots, X_k^{(1,b)})_{k \in \mathbb{N}}$ and $(X_k^{(2,1)}, \ldots, X_k^{(2,b)})_{k \in \mathbb{N}}$ two independent sequences of random variables distributed according to $\nu_1^{(1,b)} = \nu_1^{(1)} \otimes \cdots \otimes \nu_1^{(b)}$ and $\nu_2^{(b)}$, respectively.

In addition, we consider the partial device participation context where at each communication round $k \geq 1$, each client has a probability $p_i \in (0, 1]$ of participating, independently from other clients.

**HS4.** For any $k \in \mathbb{N}^*$, $A_k = \{i \in [b] : B_{i,k} = 1\}$ where for any $i \in [b], \{B_{i,k} : k \in \mathbb{N}^*\}$ is a family of i.i.d. Bernoulli random variables with success probability $p_i \in (0, 1]$.

In other words, there exists a sequence $(X_k^{(3,1)}, \ldots, X_k^{(3,b)})_{k \in \mathbb{N}}$ of i.i.d. random variables distributed according $\nu_3 = \text{Uniform}((0, 1])$, such that for any $k \geq 1$ and $i \in [b]$, client $i$ is active at step $k$ if $X_k^{(3,i)} \leq p_i$. We denote $A_{k+1} = \{i \in [b] : X_{k+1}^{(3,i)} \leq p_i\}$ the set of active clients at round $k$. Given a step-size $\gamma \in (0, \bar{\gamma})$ for some $\bar{\gamma} > 0$ and starting from $\theta_0 \in \mathbb{R}^d$, QLSD recursively defines $(\theta_k)_{k \in \mathbb{N}}$, for any $k \in \mathbb{N}$, as
\[ \theta_{k+1} = \theta_k - \gamma \sum_{i \in A_{k+1}} (1/p_i) \mathcal{G}_i(H_i(\theta_k, X_{k+1}^{(1,i)}), X_{k+1}^{(2,i)}) + \sqrt{2\gamma} Z_{k+1} , \]  

(S3)
where \((Z_{k+1})_{k\in\mathbb{N}}\) is a sequence of standard Gaussian random variables. Let \(X_3 = [0, 1]\). For any \(i \in [b]\), consider the unbiased partial participation operator \(J_i : \mathbb{R}^d \times X_3 \to \mathbb{R}^d\) defined, for any \(\theta \in \mathbb{R}^d\) and \(x^{(3)} \in X_3\) by
\[
J_i(\theta, x^{(3)}) = 1\{x^{(3)} \leq p_i\} \theta/p_i.
\] (S4)

Then, (S3) can be written of the form
\[
\theta_{k+1} = \theta_k - \gamma \sum_{i=1}^{b} \tilde{H}_i(\theta_k, x^{(i)}) + \sqrt{2\gamma} Z_{k+1}, \quad k \in \mathbb{N},
\] (S5)
where for any \(i \in [b]\), we denote \(X_{k+1}^{(i)} = (X_{k+1}^{(1,i)}, X_{k+1}^{(2,i)}, X_{k+1}^{(3,i)})\) and for any \(\theta \in \mathbb{R}^d, x^{(1,i)} \in X_1^{(i)}, x^{(2)} \in X_2\) and \(x^{(3)} \in X_3\),
\[
\tilde{H}_i(\theta, x^{(1,i)}, x^{(2)}, x^{(3)}) = J_i \left( g_i \left( H_i(\theta, x^{(1,i)}), x^{(2)}, x^{(3)} \right) \right).
\] (S6)

With this notation and setting for any \(i \in [b]\) \(X^{(i)} = X^{(i)}_1 \times X_2 \times X_3\) and \(\tilde{\nu}^{(i)} = \nu_1^{(i)} \otimes \nu_2 \otimes \nu_3\), the Markov kernel associated with (S3) is given for any \((\theta, A) \in \mathbb{R}^d \times \mathcal{B}(\mathbb{R}^d)\) by
\[
Q_\gamma(\theta, A) = \int_{X^{(1)}_1 \times \ldots \times X^{(i)}_b} \exp \left(-\|\bar{\theta} - \theta + \gamma \sum_{i=1}^{b} \tilde{H}_i(\theta, x^{(i)}))\right) \frac{\tilde{\nu}^{(i)}(dx^{(1)}) \otimes \cdots \otimes \tilde{\nu}^{(b)}(dx^{(b)})}{(4\pi\gamma)^{d/2}}.
\] (S7)

The following result establishes an essential property of \(\tilde{H}_i\) under \(\text{HS2}\) and \(\text{HS3}\).

**Lemma S1.** Assume \(\text{HS2}, \text{HS3}\) and \(\text{HS4}\). Then, for any \(\theta \in \mathbb{R}^d\), we have
\[
\sum_{i=1}^{b} \int_{X^{(i)}} \tilde{H}_i(\theta, x^{(i)}) \tilde{\nu}^{(i)}(dx^{(i)}) = \nabla U(\theta),
\] (S8)
\[
\int_{X^{(1,b)}} \left\| \sum_{i=1}^{b} \tilde{H}_i(\theta, x^{(i)}) - \nabla U(\theta) \right\|^2 \otimes_{i=1}^{b} \tilde{\nu}^{(i)}(dx^{(i)}) \leq 2 \max_{i \in [b]} \left\{ M_i(\omega_i + 1)/p_i \right\} (\theta - \theta^*, \nabla U(\theta)) + 2 \left( \sigma^2 + (B^*/b) \sum_{i=1}^{b} (1 - p_i + \omega_i)/p_i \right),
\] (S9)
where for any \(i \in [b]\), \(\tilde{H}_i\) is defined in (S6).

**Proof.** The first identity (S8) is straightforward using \(\text{HS3-(i)}\) and \(\text{HS2-(i)}\). We now show the inequality (S9). Let \(\theta \in \mathbb{R}^d\). Using \(\text{HS2-(i)}\) or \(\text{HS3-(i)}\), we get
\[
\int_{X^{(1,b)}} \left\| \sum_{i=1}^{b} \tilde{H}_i(\theta, x^{(i)}) - \nabla U(\theta) \right\|^2 \otimes_{i=1}^{b} \tilde{\nu}^{(i)}(dx^{(i)})
\]
\[
= \int_{X^{(1)}} \left\| \sum_{i=1}^{b} \left[ \tilde{H}_i(\theta, x^{(i)}) - g_i \left( H_i(\theta, x^{(1,i)}), x^{(2,i)} \right) \right] \right\|^2 \otimes_{i=1}^{b} \tilde{\nu}^{(i)}(dx^{(i)})
\]
\[
+ \int_{X^{(1,b)}_1 \times X^{(2)}_2} \left\| \sum_{i=1}^{b} g_i \left( H_i(\theta, x^{(1,i)}), x^{(2,i)} \right) - \nabla U(\theta) \right\|^2 \nu_2^{(b)}(dx^{(2,1:b)}) \otimes_{i=1}^{b} \nu_1^{(i)}(dx^{(1,i)}).
\] (S10)

In addition, by \(\text{HS2-(i)}\) and \(\text{HS2-(ii)}\), we obtain
\[
\int_{X^{(1,b)}} \left\| \sum_{i=1}^{b} \left[ \tilde{H}_i(\theta, x^{(i)}) - g_i \left( H_i(\theta, x^{(1,i)}), x^{(2,i)} \right) \right] \right\|^2 \otimes_{i=1}^{b} \tilde{\nu}^{(i)}(dx^{(i)})
\]
\[
= \sum_{i=1}^{b} \int_{X^{(i)}} \left\| \tilde{H}_i(\theta, x^{(i)}) - g_i \left( H_i(\theta, x^{(1,i)}), x^{(2,i)} \right) \right\|^2 \nu_1^{(i)}(dx^{(1,i)}) \nu_2(dx^{(2,i)}) \nu_3(dx^{(3,i)})
\]
\[
\leq \sum_{i=1}^{b} \left( 1 - p_i \right) \int_{X^{(1)}_1 \times X^{(2)}_2} \left\| g_i \left( H_i(\theta, x^{(1,i)}), x^{(2,i)} \right) \right\|^2 \nu_1^{(i)}(dx^{(1,i)}) \nu_2(dx^{(2,i)})
\]
Similarly, by therefore combining this result and \((S11)\) gives
\[
\int_{X_{1}^{(i)}} \left\| H_{i}(\theta, x^{(1,i)}) \right\|^{2} \nu_{1}^{(i)}(dx^{(1,i)}) \leq 2M_{i} (\theta - \theta^{*}) \nabla U_{i}(\theta) - \nabla U_{i}(\theta^{*}) + 2b^{*}/b.
\] (S12)

Therefore, combining this result and \((S11)\) gives
\[
\int_{X_{1}^{(i)}} \left\| \tilde{H}_{i}(x^{(i)}) \right\|^{2} \nu_{1}^{(i)}(dx^{(1,i)}) \leq 2\sum_{i=1}^{b} \left( 1 - p_{i} \right) \left( \omega_{i} + 1 \right) (\theta - \theta^{*}) \nabla U_{i}(\theta) - \nabla U_{i}(\theta^{*}) + 2b^{*}/b.
\] (S13)

Similarly, by \((S2)\) and \((S2)\), we have
\[
\int_{X_{1}^{(i)}} \left\| H_{i}(x^{(1,i)}) - \nabla U(\theta) \right\|^{2} \nu_{2}^{(i)}(dx^{(1,i)}) \leq 2\sum_{i=1}^{b} \left( 1 - p_{i} \right) \left( \omega_{i} + 1 \right) (\theta - \theta^{*}) \nabla U_{i}(\theta) - \nabla U_{i}(\theta^{*}) + 2b^{*}/b.
\] (S14)

Since for any \(a, b \in \mathbb{R}^{d}, \|a + b\|^{2} \leq 2\|a\|^{2} + 2\|b\|^{2}\), we have by \((S3)\)
\[
\int_{X_{1}^{(i)}} \left\| H_{i}(x^{(1,i)}) - \nabla U(\theta) \right\|^{2} \nu_{1}^{(i)}(dx^{(1,i)}) = \int_{X_{1}^{i}} \left[ H_{i}(x^{(1,i)}) - \int_{X_{1}^{(i)}} H_{i}(x^{(1,i)}) \nu_{1}^{(i)}(dx^{(1,i)}) \right]^{2} \nu_{1}^{(i)}(dx^{(1,i)})
\]
and the corresponding the Markov kernel given for any

$$\int_{X_1^{i}} \left\| H_1(\theta, x^{(1,i)}) - \int_{X_1^{i}} H_1(\theta, x^{(1)}) \nu_1^{(i)}(dx^{(1)}) \right\|^2 \nu_1^{(i)}(dx^{(1,i)})$$

$$\leq 2 \sum_{i=1}^{b} \int_{X_1^{i}} \left\| H_1(\theta, x^{(1,i)}) - H_1(\theta^*, x^{(1,i)}) - \int_{X_1^{i}} (H_1(\theta, x^{(1)}) - H_1(\theta^*, x^{(1)})) \nu_1^{(i)}(dx^{(1)}) \right\|^2 \nu_1^{(i)}(dx^{(1,i)})$$

$$+ 2 \sum_{i=1}^{b} \int_{X_1^{i}} \left\| H_1(\theta^*, x^{(1,i)}) - \int_{X_1^{i}} H_1(\theta^*, x^{(1)}) \nu_1^{(i)}(dx^{(1)}) \right\|^2 \nu_1^{(i)}(dx^{(1,i)})$$

$$\leq 2\sigma^2 + 2 \sum_{i=1}^{b} M_i \langle \nabla U_i(\theta) - \nabla U_i(\theta^*), \theta - \theta^* \rangle . \quad (S15)$$

By combining (S12), (S14) and (S15), we obtain

$$\int_{X_1^{i}} \left\| \sum_{i=1}^{b} G_i \left( H_1(\theta, x^{(1,i)}), x^{(2,i)} \right) - \nabla U(\theta) \right\|^2 \nu_2^{(2,1)}(dx^{(2,i)}) \otimes \nu_1^{(i)}(dx^{(1,i)})$$

$$\leq 2 \sum_{i=1}^{b} M_i (\omega_i + 1) \langle \nabla U_i(\theta) - \nabla U_i(\theta^*), \theta - \theta^* \rangle + 2 \left( \sigma^2 + \frac{2b^*}{b} \sum_{i=1}^{b} \omega_i \right).$$

Finally, the last inequality combined with (S10) and (S13) completes the proof. \square

In view of Lemma S1, it suffices to study the recursion specified in (S5) under the following assumption on \((\tilde{H}_i)_{i \in [b]}\) gathered in HS5. Indeed, Lemma S1 shows that Condition HS5 below holds with \(X^{(i)} = \tilde{X}^{(i)} = X^{(i)}_1 \times X_2 \times X_3\), \(\tilde{X}^{(i)} = \tilde{X}_1^{(i)} \otimes X_2 \otimes X_3\), \(\tilde{\nu}^{(i)} = \nu_1^{(i)} \otimes \nu_2 \otimes \nu_3\), \(\{\tilde{H}_i\}_{i=1}^{b} = \{F_i\}_{i=1}^{b}\),

\[\tilde{H} = 2 \max_{i \in [b]} M_i (1 + \omega_i)/p_i,\]

\[\tilde{B}^* = 2[\sigma^2 + (B^*/b) \sum_{i=1}^{b} (1 - p_i + \omega_i)/p_i].\]

HS5. There exists a family of probability measure \(\{\nu^{(i)}\}_{i \in [b]}\) on a measurable space \(\{\tilde{X}^{(i)}, \tilde{X}_1^{(i)}\}_{i \in [b]}\) and a family of measurable functions \(\{F_i : \mathbb{R}^d \times X^{(i)} \to \mathbb{R}^d\}_{i \in [b]}\) such that the following conditions hold.

(i) For any \(\theta \in \mathbb{R}^d\), we have

$$\sum_{i=1}^{b} \int_{X^{(i)}} F_i(\theta, x^{(i)}) \nu^{(i)}(dx^{(i)}) = \nabla U(\theta).$$

(ii) There exists \((\tilde{H}, \tilde{B}^*) \in \mathbb{R}_+^2\) such that for any \(\theta \in \mathbb{R}^d\), we have

$$\int_{X^{(i)}} \left\| \sum_{i=1}^{b} F_i(\theta, x^{(i)}) - \nabla U(\theta) \right\|^2 \otimes \nu_1^{(i)}(dx^{(i)}) \leq \tilde{H} \langle \theta - \theta^*, \nabla U(\theta) - \nabla U(\theta^*) \rangle + \tilde{B}^*.$$

Then under HS5, consider \((X_1^{(1)}, \ldots, X_k^{(b)})_{k \in \mathbb{N}}\) an independent sequence distributed according to \(\otimes \nu_1^{(i)}(dx^{(i)})\). Define the general recursion

\[\tilde{\theta}_{k+1} = \tilde{\theta}_k - \gamma \sum_{i=1}^{b} F_i(\tilde{\theta}_k, X_k^{(i)}), \quad k \in \mathbb{N}. \quad (S16)\]

and the corresponding the Markov kernel given for any \(\gamma \in \mathbb{R}_+, \theta \in \mathbb{R}^d, A \in \mathcal{B}(\mathbb{R}^d)\) by

$$\dot{Q}_\gamma(\theta, A) = (4\pi\gamma)^{-d/2} \int_{\tilde{X}^{(i)}} \exp(-4\gamma)^{-1} ||\tilde{\theta} - \theta + \gamma \sum_{i=1}^{b} F_i(\theta, x^{(i)})||^2) d\tilde{\theta} \otimes \nu_1^{(i)}(dx^{(i)}). \quad (S17)$$

We refer to this Markov kernel as the generalised QLS\(D\) kernel. In our next section, we establish quantitative bounds between the iterates of this kernel and \(\pi \in W_2\). We then apply this result to QLS\(D\) and QLS\(D^*\) as particular cases.
S1.2 Quantitative bounds for the generalised QLSD kernel

Define
\[
\gamma = \gamma_1 \wedge \gamma_2 \wedge \gamma_3, \quad \gamma_1 = 2/[5(m + L)], \quad \gamma_2 = (m + L + \tilde{M})^{-1}, \quad \gamma_3 = (10m)^{-1}.
\] (S18)

**Theorem S4.** Assume HS1 and HS5. Then, for any probability measure \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), any step size \( \gamma \in (0, \tilde{\gamma}] \), any \( k \in \mathbb{N} \), we have
\[
W_2^2(\mu_\bar{Q}_\gamma, \pi) \leq (1 - \gamma m/2)^k W_2^2(\mu, \pi) + \gamma \bar{B}_\gamma + \gamma^2 \bar{A}_\gamma (1 - m\gamma/2)^{k-1} \gamma \int_{\mathbb{R}^d} \| \theta - \theta^* \|^2 \mu(d\theta),
\]
where \( \bar{Q}_\gamma \) is defined in (S17) and
\[
\bar{B}_\gamma = (2d\gamma^2/m)(1/m + 5\gamma) [1 + \gamma L^2/(2m) + \gamma^2 L^2/12] + 2\dot{B}_\gamma/m + 2\bar{M}(2d + \gamma \dot{B}_\gamma)/m^2.
\]
\[
\bar{A}_\gamma = L\bar{M}.
\]

Let \( \xi \in \mathcal{P}_2(\mathbb{R}^{2d}) \) be a probability measure on \((\mathbb{R}^{2d}, \mathcal{B}(\mathbb{R}^{2d}))\) with marginals \( \xi_1 \) and \( \xi_2 \), i.e., \( \xi(A \times \mathbb{R}^d) = \xi_1(A) \) and \( \xi(\mathbb{R}^d \times \mathbb{R}^d) = \xi_2(A) \) for any \( A \in \mathcal{B}(\mathbb{R}^d) \). Note that under HS1, the Langevin diffusion defines a Markov semigroup \((P_t)_{t \geq 0}\) satisfying \( \pi P_t = \pi \) for any \( t \geq 0 \), see e.g., Roberts and Tweedie (1996, Theorem 2.1). We introduce a synchronous coupling \((\theta_{k\gamma}, \theta_k)\) between \( \xi_1 P_{\gamma} \) and \( \xi_2 \bar{Q}_\gamma^k \) for any \( k \in \mathbb{N} \) based on a 1-dimensional standard Brownian motion \((B_t)_{t \geq 0}\) and a couple of random variables \((\theta_0, \dot{\theta}_0)\) with distribution \( \xi \) independent of \((B_t)_{t \geq 0}\). Consider \((\theta_t)_{t \geq 0}\) the strong solution of the Langevin stochastic differential equation (SDE)
\[
d\theta_t = -\nabla U(\theta_t)dt + \sqrt{2}dB_t,
\]
starting from \( \theta_0 \). Note that under HS1-(i), this SDE admits a unique strong solution (Revuz and Yor, 2013, Theorem (2.1) in Chapter IX). In addition, define \((\theta_{k\gamma}, \theta_k)_{k \in \mathbb{N}}\) starting from \( \theta_0 \) and satisfying the recursion: for \( k \geq 0 \),
\[
\theta_{k+1} = \theta_k - \gamma \sum_{i=1}^b \gamma_1 F_i(\theta_k, x_{k+1}^{(i)}) + \sqrt{2}(B_{\gamma(k+1)} - B_{\gamma k}),
\]
where \((x_{i1}, \ldots, x_{ib})_{j \in \mathbb{N}^b}\) is an independent sequence of random variables with distribution \( \otimes_{i=1}^b \nu^{(i)} \). Then, by definition, \((\theta_{k\gamma}, \theta_k)\) is a coupling between \( \xi_1 P_{\gamma} \) and \( \xi_2 \bar{Q}_\gamma^k \) for any \( k \in \mathbb{N} \) and therefore
\[
W_2(\xi_1 P_{\gamma}, \xi_2 \bar{Q}_\gamma^k) \leq \mathbb{E} \left[ \| \theta_{k\gamma} - \theta_k \|^2 \right]^{1/2}.
\]
(S21)

We can now give the proof of Theorem S4.

**Proof.** By Villani (2008, Theorem 4.1), for any couple of probability measures on \( \mathbb{R}^d \), there exists an optimal transference plan \( \xi^* \) between \( \nu \) and \( \pi \) since \( \pi \in \mathcal{P}_2(\mathbb{R}^d) \) by the strong convexity assumption HS1-(i). Let \((\theta_0, \theta_0)\) be a corresponding coupling which therefore satisfies \( W_2(\mu, \pi) = \mathbb{E}^{1/2} \| \theta_0 - \theta_0 \|^2 \). Consider then \((\theta_{k\gamma}, \theta_k)_{k \in \mathbb{N}}\) defined in (S19)-(S20) starting from \((\theta_0, \theta_0)\). Note that since \( \pi P_t = \pi \) by Roberts and Tweedie (1996, Theorem 2.1) for any \( t \geq 0 \) and \( \theta_0 \) has distribution \( \pi \), we get by Durmus and Moulines (2019, Proposition 1) that for any \( k \in \mathbb{N} \), \( \mathbb{E}[\| \theta_{(k+1)\gamma} - \theta_{k+1} \|^2] \leq \kappa_\gamma \mathbb{E}[\| \theta_{k\gamma} - \theta_k \|^2] + \gamma^2 L\bar{M} \mathbb{E}[\| \theta_0 - \theta^* \|^2] \kappa_\gamma^k + \gamma^2 D_\gamma \),
where we have set
\[
\kappa_\gamma = 1 - \gamma m(1 - 5\gamma m), \quad \tilde{\kappa}_\gamma = 1 - \gamma m \left[ 2 - \gamma (m + \bar{M}) \right], \quad D_\gamma = D_{0,\gamma} + (1/m + 5\gamma)(\gamma dL^4/2m).
\]
A straightforward induction shows that
\[
\mathbb{E}[\| \theta_{k\gamma} - \theta_k \|^2] \leq \kappa_\gamma^k W_2^2(\mu, \pi) + \gamma^2 L\bar{M} \sum_{l=0}^{k-1} \kappa_\gamma^l \tilde{\kappa}_\gamma^{k-l} + \gamma^2 D_\gamma/(1 - \kappa_\gamma).
\]
(S21)

Using \( \kappa_\gamma \leq \gamma \leq (1 - \gamma m/2) \gamma \leq \tilde{\gamma} \), (S21) and \( \pi P_t = \pi \) for any \( t \geq 0 \) completes the proof. \( \square \)
S1.2.1 Supporting Lemmata

In this subsection, we derived two lemmas. Taking \((\theta_k)_{k \in \mathbb{N}}\) defined by the recursion (S20), Lemma S2 aims to upper bound the squared deviation between \(\theta_k\) and the minimiser of \(U\) denoted \(\theta^*\), for any \(k \in \mathbb{N}\).

**Lemma S2.** Assume HS1 and HS5. Let \(\gamma \in \left(0, 2/(m + L + \tilde{M})\right]\). Then, for any \(k \in \mathbb{N}, \theta_0 \in \mathbb{R}^d\), we have

\[
\int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \tilde{Q}_{\gamma}(\theta_0, d\theta) \leq (1 - \gamma m \gamma (m + M)) k \|\theta_0 - \theta^*\|^2 + \frac{2d + \gamma \tilde{B}^*}{m (2 - \gamma (m + M))},
\]

where \(\tilde{Q}_{\gamma}\) is defined in (S17).

**Proof.** For any \(\theta_0 \in \mathbb{R}^d\), by definition (S17) of \(\tilde{Q}_{\gamma}\) and using HS5-(i), we obtain

\[
\int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \tilde{Q}_{\gamma}(\theta_0, d\theta) = \|\theta_0 - \theta^*\|^2 - 2\gamma \langle \theta_0 - \theta^*, \nabla U(\theta_0) \rangle + \gamma^2 \int_{\mathbb{R}^d} \left\|\sum_{i=1}^{b} F_i(\theta_0, x^{(i)})\right\|^2 \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)}) + 2d \gamma d. \tag{S22}
\]

Moreover, using HS1, HS5 and (S1), it follows that

\[
\int_{\mathbb{R}^d} \left\|\sum_{i=1}^{b} F_i(\theta_0, x^{(i)})\right\|^2 \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)}) = \int_{\mathbb{R}^d} \left\|\sum_{i=1}^{b} F_i(\theta_0, x^{(i)}) - \nabla U(\theta_0)\right\|^2 \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)}) + \|\nabla U(\theta_0)\|^2
\]

\[
\leq \tilde{M} \langle \theta_0 - \theta^*, \nabla U(\theta_0) \rangle + \tilde{B}^* + \|\nabla U(\theta_0) - \nabla U(\theta^*)\|^2
\]

\[
\leq [m + L + \tilde{M}] \langle \theta_0 - \theta^*, \nabla U(\theta_0) \rangle + \tilde{B}^* - Lm \|\theta_0 - \theta^*\|^2. \tag{S23}
\]

Plugging (S23) in (S22) implies

\[
\int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \tilde{Q}_{\gamma}(\theta_0, d\theta) \leq (1 - \gamma^2 m L) \|\theta_0 - \theta^*\|^2 - \gamma \{2 - \gamma [m + L + \tilde{M}]\} \langle \theta_0 - \theta^*, \nabla U(\theta_0) \rangle + \gamma^2 \tilde{B}^* + 2d \gamma d.
\]

Using HS1-(i), we have \(\langle \theta_0 - \theta^*, \nabla U(\theta_0) \rangle \geq m \|\theta_0 - \theta^*\|^2\) which, combined with the condition \(\gamma \leq 1/(m + L + \tilde{M})\), gives

\[
\int_{\mathbb{R}^d} \|\theta - \theta^*\|^2 \tilde{Q}_{\gamma}(\theta_0, d\theta) \leq (1 - \gamma \gamma [2 - \gamma (m + \tilde{M})]) \|\theta_0 - \theta^*\|^2 + (2d + \gamma \tilde{B}^*)\gamma d.
\]

Using \(0 < \gamma < 2/(m + \tilde{M})\) and the Markov property combined with a straightforward induction completes the proof.

For any \(k \in \mathbb{N}\), the following lemma gives an explicit upper bound on the expected squared norm between \(\theta_{k+1}\) and \(\theta_{k+1}\) in function of \(\theta_k\), \(\theta_k\). The purpose of this lemma is to derive a contraction property involving a contracting term and a bias term which is easy to control.

**Lemma S3.** Assume HS1 and HS5. Consider \((\theta_t)_{t \geq 0}\) and \((\theta_k)_{k \in \mathbb{N}}\) defined in (S19) and (S20), respectively, for some initial distribution \(\xi \in \mathcal{P}_2(\mathbb{R}^{2d})\). For any \(k \in \mathbb{N}\) and \(\gamma \in \left(0, 2/[(5(m + L)) \lor (m + M + L)]\right)\), we have

\[
\mathbb{E}\left[\|\theta_{\gamma(k+1)} - \theta_{k+1}\|^2\right] \leq (1 - \gamma m (1 - 5 \gamma m)) \mathbb{E}\left[\|\theta_{k} - \theta_{k}\|^2\right] + \gamma^2 D_{\theta_0, \gamma}
\]

\[
+ \gamma^2 L \tilde{M} (1 - \gamma m \gamma (m + \tilde{M}))^k \mathbb{E}\left[\|\theta_{0} - \theta^*\|^2\right]
\]

\[
+ \gamma^3 (1/m + \gamma L) \mathbb{E}\left[\|\theta_{\gamma} - \theta^*\|^2\right]/2,
\]

where

\[
D_{\theta_0, \gamma} = dL^2 (1/m + 5 \gamma) \left[1 + \gamma^2 L^2/12\right] + \tilde{B}^* + \frac{L \tilde{M} (2d + \gamma \tilde{B}^*)}{m [2 - \gamma (m + \tilde{M})]},
\]
Proof. Let $k \in \mathbb{N}$. By (S19) and (S20), we have
\[
\dot{\theta}_{k+1} - \theta_{k+1} = \dot{\theta}_k - \theta_k - \gamma [\nabla U(\theta_k) - \nabla U(\theta_k)] \\
- \int_0^\gamma [\nabla U(\theta_{k+s}) - \nabla U(\theta_k)] \, ds + \gamma \sum_{i=1}^b \left[ F_i(\theta_k, X_{k+1}^{(i)}) - \nabla U_i(\theta_k) \right].
\]
Define the filtration $\mathcal{F}_k$ as $\mathcal{F}_k = \sigma(\theta_0, \theta_0)$ for $k \in \mathbb{N}^*$,
\[
\mathcal{F}_k = \sigma(\theta_0, (\theta_0, (X_t^{(i)}), \ldots, X_t^{(b)}))_{1 \leq t \leq k}, (B_t)_{0 \leq t \leq \gamma k}).
\]
Note that since $(\theta_t)_{t \geq 0}$ is a strong solution of (S19), then is easy to see that $(\theta_{k+1}, \theta_k) \in \mathcal{F}$ is $(\mathcal{F}_k)_{k \in \mathbb{N}}$-adapted. Taking the squared norm and the conditional expectation with respect to $\mathcal{F}_k$, we obtain using HS5-(i) that
\[
\mathbb{E}^{\mathcal{F}_k} \left[ \left\| \dot{\theta}_{k+1} - \theta_{k+1} \right\|^2 \right] = \| \dot{\theta}_k - \theta_k \|^2 - 2\gamma \langle \dot{\theta}_k - \theta_k, \nabla U(\theta_k) \rangle \\
+ 2\gamma \int_0^\gamma \langle \nabla U(\theta_k) - \nabla U(\theta_k), \mathbb{E}^{\mathcal{F}_k} [\nabla U(\theta_{k+s}) - \nabla U(\theta_k)] \rangle \, ds \\
+ 2\gamma \langle \dot{\theta}_k - \theta_k, \mathbb{E}^{\mathcal{F}_k} [\nabla U(\theta_{k+s}) - \nabla U(\theta_k)] \rangle \, ds \\
+ \gamma^2 \| \nabla U(\theta_k) - \nabla U(\theta_k) \|^2 \\
+ \gamma^2 \mathbb{E}^{\mathcal{F}_k} \left[ \left\| \sum_{i=1}^b F_i(\theta_k, X_{k+1}^{(i)}) - \nabla U(\theta_k) \right\|^2 \right].
\] (S24)
First, using Jensen inequality and the fact that for any $a, b \in \mathbb{R}^d$, $|\langle a, b \rangle| \leq 2 \|a\|^2 + 2 \|b\|^2$, we get
\[
\int_0^\gamma \langle \nabla U(\theta_k) - \nabla U(\theta_k), \mathbb{E}^{\mathcal{F}_k} [\nabla U(\theta_{k+s}) - \nabla U(\theta_k)] \rangle \, ds \\
\leq 2\gamma \| \nabla U(\theta_k) - \nabla U(\theta_k) \|^2 + 2 \int_0^\gamma \mathbb{E}^{\mathcal{F}_k} \left[ \| \nabla U(\theta_{k+s}) - \nabla U(\theta_k) \|^2 \right] \, ds,
\] (S25)
\[
\mathbb{E}^{\mathcal{F}_k} \left[ \left\| \int_0^\gamma [\nabla U(\theta_{k+s}) - \nabla U(\theta_k)] \, ds \right\|^2 \right] \leq \gamma \int_0^\gamma \mathbb{E}^{\mathcal{F}_k} \left[ \| \nabla U(\theta_{k+s}) - \nabla U(\theta_k) \|^2 \right] \, ds.
\]
In addition, given that for any $\varepsilon > 0, a, b \in \mathbb{R}^d$, $|\langle a, b \rangle| \leq \varepsilon \|a\|^2 + (4\varepsilon)^{-1} \|b\|^2$, we get
\[
\left| \int_0^\gamma \langle \theta_k - \theta_{k+s}, \mathbb{E}^{\mathcal{F}_k} [\nabla U(\theta_{k+s}) - \nabla U(\theta_k)] \rangle \, ds \right| \leq \gamma \varepsilon \| \theta_k - \theta_k \|^2 \\
+ (4\varepsilon)^{-1} \int_0^\gamma \mathbb{E}^{\mathcal{F}_k} \left[ \| \nabla U(\theta_{k+s}) - \nabla U(\theta_k) \|^2 \right] \, ds.
\] (S26)
By HS1, for $k \in \mathbb{N}$ we get by (S1)
\[
\| \nabla U(\theta_k) - \nabla U(\theta_k) \|^2 \leq (m + L) \langle \theta_k - \theta_k, \nabla U(\theta_k) - \nabla U(\theta_k) \rangle - mL \| \theta_k - \theta_k \|^2.
\] (S27)
Lastly, HS5-(ii) yields
\[
\mathbb{E}^{\mathcal{F}_k} \left[ \left\| \sum_{i=1}^b F_i(\theta_k, X_{k+1}^{(i)}) - \nabla U(\theta_k) \right\|^2 \right] \leq \tilde{m} \langle \theta_k - \theta^*, \nabla U(\theta_k) - \nabla U(\theta^*) \rangle + \tilde{b}^*.
\] (S28)
Combining (S25), (S26), (S27) and (S28) into (S24), for $k \in \mathbb{N}$ we get for any $\varepsilon > 0$,
\[
\mathbb{E}^{\mathcal{F}_k} \left[ \left\| \dot{\theta}_{k+1} - \theta_{k+1} \right\|^2 \right] \leq (1 + 2\gamma \varepsilon - 5\gamma^2 m L) \| \theta_k - \theta_k \|^2.
\]
\[ -\gamma [2 - 5\gamma (m + L)] \langle \partial_{\gamma k} - \theta_k, \nabla U(\partial_{\gamma k}) - \nabla U(\theta_k) \rangle \\
+ (5\gamma + (2\varepsilon)^{-1}) \int_0^\gamma \mathbb{E}^{F_k} \left[ \| \nabla U(\partial_{\gamma k+s}) - \nabla U(\theta_k) \|^2 \right] ds \\
+ \gamma^2 \tilde{\mu} (\theta_k - \theta^*, \nabla U(\theta_k) - \nabla U(\theta^*)) + \gamma^2 \tilde{B}^* . \tag{S29} \]

Next, we use that under HS1, \((\partial_{\gamma k} - \theta_k, \nabla U(\partial_{\gamma k}) - \nabla U(\theta_k)) \geq m \| \partial_{\gamma k} - \theta_k \|^2\) and \(|(\theta_k - \theta^*, \nabla U(\theta_k) - \nabla U(\theta^*))| \leq L \| \theta_k - \theta^* \|^2\), which implies taking \(\varepsilon = m/2\) and since \(2 - 5\gamma (m + L) \geq 0\),

\[ \mathbb{E}^{F_k} \left[ \| \partial_{\gamma (k+1)} - \theta_{k+1} \|^2 \right] \leq (1 - \gamma m (1 - 5\gamma m)) \| \partial_{\gamma k} - \theta_k \|^2 \\
+ (5\gamma + m^{-1}) \int_0^\gamma \mathbb{E}^{F_k} \left[ \| \nabla U(\partial_{\gamma k+s}) - \nabla U(\theta_k) \|^2 \right] ds \\
+ \gamma^2 \tilde{\mu} \| \theta_k - \theta^* \|^2 + \gamma^2 \tilde{B}^*. \tag{S30} \]

Further, for any \(s \in \mathbb{R}_+\), using Durmus and Moulines (2019, Lemma 21) we have

\[ L^{-2} \mathbb{E}^{F_k} \left[ \| \nabla U(\partial_{\gamma k+s}) - \nabla U(\partial_{\gamma k}) \|^2 \right] \leq ds (2 + s^2 L^2 / 3) + 3 s^2 L^2 / 2 \| \partial_{\gamma k} - \theta^* \|^2 . \]

Integrating the previous inequality on \([0, \gamma]\), for \(k \geq 0\) we obtain

\[ L^{-2} \int_0^\gamma \mathbb{E}^{F_k} \left[ \| \nabla U(\partial_{\gamma k+s}) - \nabla U(\partial_{\gamma k}) \|^2 \right] ds \leq d \gamma^2 + d \gamma^4 L^2 / 12 + \gamma^3 L^2 / 2 \| \partial_{\gamma k} - \theta^* \|^2 . \]

Plugging this bounds in (S30) and taking the expectation combined with Lemma S2 conclude the proof. \(\square\)

S1.3 Proof of Theorem 1

Based on Theorem S4, the next corollary explicits an upper bound in Wasserstein distance between \(\pi\) and \(\mu Q_{\gamma}\), where we consider \((\theta_k)_{k \in \mathbb{N}}\) defined in (S3) and starting from \(\bar{\theta}\) following \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\).

Theorem S5. Assume HS1, HS2, HS3 and HS4. Then, for any probability measure \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\), any step size \(\gamma \in (0, \bar{\gamma}]\) where \(\bar{\gamma}\) is defined in (S18), any \(k \in \mathbb{N}\), we have

\[ W_2^2 (\mu Q_{\gamma}^k, \pi) \leq (1 - \gamma m / 2)^k W_2^2 (\mu, \pi) + \gamma B_{\bar{\gamma}} + \gamma^2 A_{\bar{\gamma}} (1 - m\gamma / 2)^{k-1} k \int_{\mathbb{R}^d} \| \theta - \theta^* \|^2 \mu(d\theta), \]

where \(Q_{\gamma}\) is defined in (S7) and

\[ B_{\bar{\gamma}} = (2dL^2 / m) (1/m + 5\bar{\gamma}) \left[ 1 + \bar{\gamma} L^2 / (2m) + \bar{\gamma}^2 L^2 / 12 \right] + 4\sigma^2 + (B^* / b) \sum_{i=1}^b (1 - p_i + \omega_i) / p_i / m \]

\[ + 8L \max_{i \in [b]} \{ M_i (1 + \omega_i) / p_i \} \left[ d + \tilde{\gamma} [\sigma^2 + (B^* / b) \sum_{i=1}^b (1 - p_i + \omega_i) / p_i] \right] / m^2 \]

\[ A_{\bar{\gamma}} = 2L \max_{i \in [b]} \{ M_i (1 + \omega_i) / p_i \} . \tag{S31} \]

Proof. By Lemma S1, the assumption HS5 is satisfied for a choice of \(\bar{m} = 2 \max_{i \in [b]} \{ M_i (1 + \omega_i) / p_i \}\) and \(\bar{B}^* = 2 [\sigma^2 + (B^* / b) \sum_{i=1}^b (1 - p_i + \omega_i) / p_i]\). Therefore, applying Theorem S4 completes the proof. \(\square\)

S2 PROOF OF Theorem 2

We assume here that \(\{ U_i \}_{i \in [b]}\) are defined, for any \(i \in [b]\) and \(\theta \in \mathbb{R}^d\), by

\[ U_i(\theta) = \sum_{j=1}^{N_i} U_{i,j}(\theta), \quad N_i \in \mathbb{N}^* . \]

We consider the following set of assumptions on \(\{ U_i \}_{i \in [b]}\) and \(\{ U_{i,j} : j \in [N_i] \}_{i \in [b]}\).
HS6. For any $i \in [b], j \in [N_i], U_{i,j}$ is continuously differentiable and the following conditions hold.

(i) There exist $\{M_i > 0\}_{i \in [b]}$, such that for any $i \in [b], \theta_1, \theta_2 \in \mathbb{R}^d, \|\nabla U_i(\theta_2) - \nabla U_i(\theta_1)\|^2 \leq M_i (\theta_2 - \theta_1, \nabla U_i(\theta_2) - \nabla U_i(\theta_1)).$

(ii) There exists $\mathcal{H} \geq 0$ such that, for any $\theta_1, \theta_2 \in \mathbb{R}^d, \|\nabla U_{i,j}(\theta_2) - \nabla U_{i,j}(\theta_1)\|^2 \leq \mathcal{H} (\nabla U_{i,j}(\theta_2) - \nabla U_{i,j}(\theta_1), \theta_2 - \theta_1).$

In all this section, we assume for any $i \in [b]$ that $n_i \in \mathbb{N}^*, n_i \leq N_i$ is fixed. For any $i \in [b]$, recall that $\varphi_{N_i}$ denotes the power set of $[N_i]$ and $\varphi_{N_i,n_i} = \{x \in \varphi_{N_i} : \text{card}(x) = n_i\}.$

We set in this section $\nu^{(i)}_1$ as the uniform distribution on $\varphi_{N_i,n_i}$. We consider the family of measurable functions $\{H^*_i : \mathbb{R}^d \times \mathbb{R}^d \times \varphi_{N_i} \rightarrow \mathbb{R}^d\}_{i \in [b]},$ defined for any $i \in [b], \theta \in \mathbb{R}^d, x \in \varphi_{N_i,n_i}$ by

$$H^*_i(\theta, x) = \frac{N_i}{n_i} \sum_{j=1}^{n_i} 1_x(j) [\nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*)].$$

Using this specific family of gradient estimators boils down to the QLSD* algorithm detailed in Algorithm S1.

Algorithm S1 Variance-reduced Quantised Langevin Stochastic Dynamics (QLSD*)

**Input:** minibatch sizes $\{n_i\}_{i \in [b]},$ number of iterations $K,$ compression operators $\{C_{k+1}\}_{k \in \mathbb{N}^*},$ step-size $\gamma \in (0, \bar{\gamma}]$ with $\bar{\gamma} > 0$ and initial point $\theta_0.$

for $k = 0$ to $K - 1$ do

for $i \in A_{k+1}$ // On active clients do

Draw $S^{(i)}_{k+1} \sim \text{Uniform}(\varphi_{N_i,n_i}).$

Set $H^{(i)}_{k+1}(\theta_k) = (N_i/n_i) \sum_{j \in S^{(i)}_{k+1}} [\nabla U_{i,j}(\theta_k) - \nabla U_{i,j}(\theta^*)].$

Compute $g_{i,k+1} = C_{k+1} (H^{(i)}_{k+1}(\theta_k)).$

Send $g_{i,k+1}$ to the central server.

end for

// On the central server

Compute $g_{k+1} = \frac{b}{|A_{k+1}|} \sum_{i \in A_{k+1}} g_{i,k+1}.$

Draw $Z_{k+1} \sim \mathcal{N}(0d, I_d).$

Compute $\theta_{k+1} = \theta_k - \gamma g_{k+1} + \sqrt{2\gamma} Z_{k+1}.$

Send $\theta_{k+1}$ to the $b$ clients.

end for

Output: samples $\{\theta_k\}_{k=0}^K.$

Let $(X_{k}^{(1,1)}, \ldots, X_{k}^{(1,b)})_{k \in \mathbb{N}^*}$ and $(X_{k}^{(2,1)}, \ldots, X_{k}^{(2,b)})_{k \in \mathbb{N}^*}$ be two independent i.i.d. sequences with distribution $\otimes_{i=1}^{b} \nu^{(i)}_{1}$ and $\otimes_{i=1}^{b} \nu^{(i)}_{2}.$ Let $(Z_k)_{k \in \mathbb{N}^*}$ be an i.i.d. sequence of $d$-dimensional standard Gaussian random variables independent of $(X_{k}^{(1,1)}, \ldots, X_{k}^{(1,b)})_{k \in \mathbb{N}^*}$ and $(X_{k}^{(2,1)}, \ldots, X_{k}^{(2,b)})_{k \in \mathbb{N}^*}.$ Similarly as before, we consider the partial device participation context where at each communication round $k \geq 1,$ each client has a probability $p_i \in (0,1]$ of participating, independently from other clients. In other words, there exists a sequence $(X_{k}^{(3,1)}, \ldots, X_{k}^{(3,b)})_{k \in \mathbb{N}^*}$ of i.i.d. random variables distributed according $\nu_3 = \text{Uniform}((0,1]),$ such that for any $k \geq 1$ and $i \in [b],$ client $i$ is active at step $k$ if $X_{k}^{(3,i)} \leq p_i.$ We denote $A_{k+1} = \{i \in [b]; X_{k+1}^{(3,i)} \leq p_i\}$ the set of active clients at round $k.$ For ease of notation, denote for any $k \in \mathbb{N}^*, X_{k}^{(1)} = (X_{k}^{(1,1)}, \ldots, X_{k}^{(1,b)}), X_{k}^{(2)} = (X_{k}^{(2,1)}, \ldots, X_{k}^{(2,b)}), X_{k}^{(3)} = (X_{k}^{(3,1)}, \ldots, X_{k}^{(3,b)}),$ and $X_k = (X_{k}^{(1)}, X_{k}^{(2)}, X_{k}^{(3)}).$

Note that with this notation and under HS2, QLSD* can be cast into the framework of the generalised QLSD scheme defined in (S3) since the recursion associated to QLSD* can be written as

$$\hat{\theta}_{k+1} = \hat{\theta}_k - \gamma \sum_{i=1}^{b} \mathcal{F}_i \left[ C_{k+1} \left( \nu^*_i(\hat{\theta}_k, X_{k+1}^{(1,i)}, X_{k+1}^{(2,i)}), X_{k+1}^{(3,i)} \right) \right] + \sqrt{2\gamma} Z_{k+1}, \quad k \in \mathbb{N},$$

(S33)
where, for any \( i \in [b] \), \( \mathcal{I}_i \) is defined in (S4). Therefore, we only need to verify that HS5 is satisfied with \( X^{(i)} = \hat{X}^{(i)} = X_1^{(i)} \times X_2 \times X_3 \), \( X^{(i)} = \hat{X}^{(i)} \otimes X_2 \otimes X_3 \), \( \tilde{\nu}^{(i)} = \nu_1^{(i)} \otimes \nu_2 \otimes \nu_3 \) for \( i \in [b] \) and \( \{ F_i \}_{i=1}^b = \{ F_i^b \}_{i=1}^b = \{ \mathcal{I}_i \circ \mathcal{U}_i \circ H_i^* \}_{i=1}^b \). This is done in Appendix S2.2.

S2.1 Proof of Theorem 2

The Markov kernel associated with (S33) is given for any \( (\theta, A) \in \mathbb{R}^d \times \mathcal{B}(\mathbb{R}^d) \) by

\[
Q_{\theta, \gamma}(\theta, A) = (4\pi\gamma)^{-d/2} \int_{A \times X_b} \exp \left( -\frac{||\theta - \theta + \gamma \sum_{i=1}^b F_i^*(\theta, x^{(i)})||^2}{(4\gamma)} \right) d\theta \otimes \mu_{\gamma}^{(i)}(dx^{(i)}).
\]

(S34)

Then, the following non-asymptotic convergence result holds for QLSD*.

**Theorem S6.** Assume HS1, HS2, HS4 and HS6. Then, for any probability measure \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), any step size \( \gamma \in (0, \bar{\gamma}] \) where \( \bar{\gamma} \) is defined in (S18), any \( k \in \mathbb{N} \), we have

\[
W^2_2(\mu Q_{\theta, \gamma}^k, \pi) \leq (1 - \gamma m/2)^k W^2_2(\mu, \pi) + \gamma B_{\theta, \gamma} + \gamma^2 A_{\theta, \gamma}(1 - \gamma^2 m/2)^{k-1} k \int_{\mathbb{R}^d} \| \theta - \theta^* \|^2 \mu(d\theta),
\]

where \( Q_{\theta, \gamma} \) is defined in (S34) and

\[
B_{\theta, \gamma} = (2dL^2/\gamma) \left( 1/\gamma + \| \mu \|_{\infty} \right) / \gamma L^2 / (2m) + \gamma^2 L^2 / 12 \]

\[
+ 4dL^2 \max_{i \in [b]} \{ \omega_i N_i + (\omega_i + 1)(N_i[1 - p_i]/p_i + A_{n_i, N_i}) \} / m^2
\]

\[
A_{\theta, \gamma} = \mathcal{L} \max_{i \in [b]} \{ \omega_i N_i + (\omega_i + 1)(N_i[1 - p_i]/p_i + A_{n_i, N_i}) \},
\]

\( A_{n_i, N_i} \) being defined in (S36) for any \( i \in [b] \).

**Proof.** Using Lemma S5, HS5 is satisfied and applying Theorem S4 completes the proof.

\( \square \)

S2.2 Supporting Lemmata

In this subsection, we derive two key lemmata in order to prove Theorem S6.

**Lemma S4.** For any \( i \in [b] \) and any sequence \( \{ a_j \}_{j=1}^{N_i} \in (\mathbb{R}^d)^\otimes N_i \) where \( N_i \geq 2 \), we have

\[
\int_{X^{(i)}_1} \left\| \sum_{j=1}^{N_i} \left[ x_{(i)}(j) - \frac{n_i}{N_i} \right] a_j \right\|^2 \nu_1^{(i)}(dx^{(i)}) \leq \frac{n_i(N_i - n_i)}{N_i(N_i - 1)} \sum_{j=1}^{N_i} |a_j|^2,
\]

\( \nu_1^{(i)}(dx^{(i)}) \) gives

\[
\sum_{j=1}^{N_i} 1_{X^{(i)}(l)}(j') + \sum_{j \neq j'} 1_{X^{(i)}(j)}(l) 1_{X^{(i)}(j')},
\]

Integrating this equality over \( X^{(i)}_1 \) gives

\[
N_i \times \frac{n_i}{N_i} + N_i(N_i - 1) \times \int_{X^{(i)}_1} [1_{x^{(i)}(l)}(j') - n_i/n_i] \nu_1^{(i)}(dx^{(i)}) = n_i^2.
\]

Thus, we deduce that \( \int_{X^{(i)}_1} [1_{x^{(i)}(l)}(j') - n_i/n_i] \nu_1^{(i)}(dx^{(i)}) = n_i(n_i - 1)[N_i(N_i - 1)]^{-1} \). In addition, using that

\[
\int_{X^{(i)}_1} \left( x_{(i)}(j') - \frac{n_i}{N_i} \right) \nu_1^{(i)}(dx^{(i)}) \int_{X^{(i)}_1} \left( x_{(i)}(j') - \frac{n_i}{N_i} \right) \nu_1^{(i)}(dx^{(i)}) = \int_{X^{(i)}_1} [1_{x^{(i)}(l)}(j') \nu_1^{(i)}(dx^{(i)}) = \int_{X^{(i)}_1} [1_{x^{(i)}(l)}(j') \nu_1^{(i)}(dx^{(i)}) - n_i^2/N_i^2.
\]

we obtain

\[
\int_{X^{(i)}_1} \left\| \sum_{j=1}^{N_i} \left[ x_{(i)}(j) - \frac{n_i}{N_i} \right] a_j \right\|^2 \nu_1^{(i)}(dx^{(i)}) = \frac{n_i(N_i - n_i)}{N_i^2} \left[ \sum_{j=1}^{N_i} |a_j|^2 - \sum_{j \neq j'} \frac{\langle a_j, a_{j'} \rangle}{N_i - 1} \right].
\]
For any \( i \in [b] \), denote
\[
A_{n_i, N_i} = \frac{N_i (N_i - n_i)}{n_i (N_i - 1)}.
\]
(S36)

The next lemma aims at controlling the variance of the global stochastic gradient considered in \QLSD, required to apply Theorem S4.

**Lemma S5.** Assume \( HS2, HS4 \) and \( HS6 \). Then, for any \( \theta \in \mathbb{R}^d \), we have
\[
\int_{X \subset [1:b]} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) - \nabla U(\theta) \right\|^{2} \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
\[
\leq \bar{M} \max_{i \in [b]} \{ \omega_i N_i + (\omega_i + 1)(N_i[1 - p_i]/p_i + A_{n_i, N_i}) \} \langle \theta - \theta^*, \nabla U(\theta) - \nabla U(\theta^*) \rangle,
\]
where \( \{ H_{i}^{*} \}_{i \in [b]} \) and \( \{ A_{n_i, N_i} \}_{i \in [b]} \) are defined in (S32) and (S36), respectively. Hence \( HS5 \) is satisfied with \( \tilde{b}^* = 0 \) and \( \bar{M} = \bar{M} \max_{i \in [b]} \{ \omega_i N_i + (\omega_i + 1)(N_i[1 - p_i]/p_i + A_{n_i, N_i}) \} \).

**Proof.** Let \( \theta \in \mathbb{R}^d \), using \( HS2 \) gives
\[
\int_{X \subset [1:b]} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) - \nabla U(\theta) \right\|^{2} \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
\[
= \int_{X \subset [1:b]} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) \right. \left. - \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) \right\|^{2} \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
\[
+ \int_{X_{1}^{(1:b)} \times X_{2}^{(1:b)}} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) - \nabla U(\theta) \right\|^{2} \nu^{(b)}(dx^{(1:b)}) \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
\[
\leq \sum_{i=1}^{b} \left( \frac{1 - p_i}{p_i} \right) (\omega_i + 1) N_i \langle \theta - \theta^*, \nabla U_{i}(\theta) - \nabla U_{i}(\theta^*) \rangle
\]
\[
+ \int_{X_{1}^{(1:b)} \times X_{2}^{(1:b)}} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) - \nabla U(\theta) \right\|^{2} \nu^{(b)}(dx^{(1:b)}) \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
\[
\leq \bar{M} \sum_{i=1}^{b} \left( \frac{1 - p_i}{p_i} \right) (\omega_i + 1) N_i \langle \theta - \theta^*, \nabla U_{i}(\theta) - \nabla U_{i}(\theta^*) \rangle
\]
\[
+ \int_{X_{1}^{(1:b)} \times X_{2}^{(1:b)}} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) - \nabla U(\theta) \right\|^{2} \nu^{(b)}(dx^{(1:b)}) \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
(S37)

Again using \( HS2 \), it follows that
\[
\int_{X_{1}^{(1:b)} \times X_{2}^{(1:b)}} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( H_{i}^{*} (\theta, x^{(1,i)}, x^{(2,i)}), x^{(3,i)} \right) - \nabla U(\theta) \right\|^{2} \nu^{(b)}(dx^{(1:b)}) \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
\[
= \int_{X_{1}^{(1:b)} \times X_{2}^{(1:b)}} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( \frac{N_i}{n_i} \sum_{j=1}^{N_i} 1_{x^{(1,i)}(j)} (j) \left[ \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*) \right], x^{(2,i)} \right) \right. \left. \right\|^{2}
\]
\[
- \sum_{i=1}^{b} \frac{N_i}{n_i} \sum_{j=1}^{N_i} 1_{x^{(1,i)}(j)} (j) \left[ \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*) \right] \right\|^{2}
\]
\[
+ \int_{X_{1}^{(1:b)} \times X_{2}^{(1:b)}} \left\| \sum_{i=1}^{b} \mathcal{F}_{i} \left( \frac{N_i}{n_i} \sum_{j=1}^{N_i} 1_{x^{(1,i)}(j)} (j) - \frac{n_i}{N_i} \right) \left[ \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*) \right] \right. \left. \right\|^{2} \otimes_{i=1}^{b} \nu^{(i)}(dx^{(i)})
\]
In addition, we set in this section

\[ N \]

exist

We assume here that

\[
S3.1 \text{ Problem formulation.}
\]

\[
S3 \text{ PROOF OF Theorem 3}
\]

Using Lemma S4 combined with H86 yields, for any \( i \in [b] \),

\[
\int_{X^{(i)}} \left\| \sum_{j=1}^{N_i} \left( 1_{x(i,j)}(j) - \frac{n_i}{N_i} \right) \left[ \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*) \right] \right\|^2 \nu_1^{(i)}(dx^{(1,i)}) \\
\leq \frac{n_i(N_i - n_i)}{N_i(N_i - 1)} \mathbb{H} \langle \theta - \theta^*, \nabla U_i(\theta) - \nabla U_i(\theta^*) \rangle. \quad (S39)
\]

In addition, Jensen inequality implies, for any \( i \in [b] \), that

\[
\| \nabla U_i(\theta) - \nabla U_i(\theta^*) \|^2 \leq N_i \sum_{j=1}^{N_i} \| \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\theta^*) \|^2,
\]

and therefore, using H86, we have for any \( i \in [b] \),

\[
\| \nabla U_i(\theta) - \nabla U_i(\theta^*) \|^2 \leq \mathbb{H} N_i \langle \nabla U_i(\theta) - \nabla U_i(\theta^*), \theta - \theta^* \rangle. \quad (S40)
\]

Injecting (S39) and (S40) into (S38) and using (S37) conclude the proof.

### S3 PROOF OF Theorem 3

#### S3.1 Problem formulation.

We assume here that \( U \) is still of the form (1) and that there exist \( \{N_i \in \mathbb{N}^+\}_{i \in [b]} \) such that for any \( i \in [b] \), there exist \( N_i \) functions \( \{U_{i,j} : \theta \in \mathbb{R}^d \to \mathbb{R} \}_{j \in [N_i]} \) such that for any \( \theta \in \mathbb{R}^d \),

\[
U_i(\theta) = \sum_{j=1}^{N_i} U_{i,j}(\theta).
\]

In all this section, we assume for any \( i \in [b] \) that \( n_i \in \mathbb{N}^* \), \( n_i \leq N_i \) is fixed. Recall that \( \wp_N \) denotes the power set of \([N]\) and

\[
\wp_{N,n} = \{ x \in \wp_N : \text{card}(x) = n \}.
\]

In addition, we set in this section \( \nu_1^{(i)} \) as the uniform distribution on \( \wp_{N_i,n_i} \). We consider the family of measurable functions \( \{G_i : \mathbb{R}^d \times \mathbb{R}^d \times \wp_{N_i} \to \mathbb{R} \}_{i \in [b]} \), defined for any \( i \in [b] \), \( \theta \in \mathbb{R}^d \), \( \zeta \in \mathbb{R}^d \), \( x \in \wp_{N_i,n_i} \), by

\[
G_i(\theta, \zeta; x) = \frac{N_i}{n_i} \sum_{j=1}^{N_i} 1_x(j) \left[ \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\zeta) \right] + \nabla U_i(\zeta). \quad (S41)
\]

For ease of reading, we formalise more precisely the recursion associated with QLSD++ under H82. Let \((X_k^{(1,1)}, \ldots, X_k^{(1,b)})_{k \in \mathbb{N}^*}\) and \((X_k^{(2,1)}, \ldots, X_k^{(2,b)})_{k \in \mathbb{N}^*}\) be two independent i.i.d. sequences with distribution
Let $(Z_k)_{k \in \mathbb{N}^*}$ be an i.i.d. sequence of $d$-dimensional standard Gaussian random variables independent of $(X_k^{(1)}, \ldots, X_k^{(b)})_{k \in \mathbb{N}^*}$ and $(X_k^{(2)}, \ldots, X_k^{(b)})_{k \in \mathbb{N}^*}$. Similarly as before, we consider the partial device participation context where at each communication round $k \geq 1$, each client has a probability $p_i \in (0, 1)$ of participating, independently from other clients. In other words, there exists a sequence $(X_k^{(3)}, \ldots, X_k^{(b)})_{k \in \mathbb{N}^*}$ of i.i.d. random variables distributed according $\nu_3 = \text{Uniform}([0, 1])$, such that for any $k \geq 1$ and $i \in [b]$, client $i$ is active at step $k$ if $X_k^{(3)} \leq p_i$. We denote $A_{k+1} = \{i \in [b]; X_k^{(4)} \leq p_i\}$ the set of active clients at round $k$. For ease of notation, denote for any $k \in \mathbb{N}^*$, $X_k^{(1)} = (X_k^{(1)}, \ldots, X_k^{(b)})$, $X_k^{(2)} = (X_k^{(2)}, \ldots, X_k^{(b)})$, $X_k^{(3)} = (X_k^{(3)}, \ldots, X_k^{(b)})$ and $X_k = (X_k^{(1)}, X_k^{(2)}, X_k^{(3)})$. Let $l \in \mathbb{N}^*$, $\gamma \in (0, \tilde{\gamma}]$ and $\alpha \in (0, \tilde{\alpha}]$ for $\tilde{\gamma}, \tilde{\alpha} > 0$. Given $\Theta_0 = (\Theta_0, \zeta_0, \eta_0^{(i)})_{i \in [b]} \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d$, with $\zeta_0 = \theta_0$, we recursively define the sequence $(\Theta_k)_{k \in \mathbb{N}} = (\theta_k, \zeta_k, \eta_k^{(i)})_{i \in [b], k \in \mathbb{N}}$ for any $k \in \mathbb{N}$ as

$$
\theta_{k+1} = \theta_k - \gamma \hat{G}(\Theta_k; X_{k+1}) + \sqrt{2\gamma} Z_{k+1},
$$

where

$$
\hat{G}(\Theta_k; X_{k+1}) = \sum_{i=1}^{b} \left[ \mathcal{G}_i \left( G_i \left( \left. \theta_k, \zeta_k; X_{k+1}^{(i)} \right) - \eta_k^{(i)}; X_{k+1}^{(j)} \right), X_{k+1}^{(i)} \right) + \eta_k^{(i)} \right],
$$

and for any $i \in [b],$

$$
\eta_{k+1} = \eta_k + \alpha \mathcal{G}_i \left( \left. \eta_k^{(i)}; X_{k+1}^{(i)} \right), X_{k+1}^{(i)} \right).$$

Since $\text{QLSD}^{++}$ involves auxiliary variables gathered with $(\theta_k)_{k \in \mathbb{N}}$ in $(\Theta_k)_{k \in \mathbb{N}}$, we cannot follow the same proof as for $\text{QLSD}^*$ by verifying $\text{HS}_5$ and then applying Theorem $S4$. Instead, we will adapt the proof Theorem $S4$ and in particular Lemma $S2$ and bound the variance associated to the stochastic gradient defined in (S43). Once this variance term will be tackled, the proof of Theorem $3$ will follow the same lines as the proof of Theorem $4$ upon using specific moment estimates for $\text{QLSD}^{++}$. In the next section, we focus on these two goals: we provide uniform bounds in the number of iterations $k$ on the variance of the sequence of stochastic gradients associated with $\text{QLSD}^{++}$, $(\mathbb{E}[\|\hat{G}(\Theta_k; X_{k+1}) - \nabla U(\theta_k)\|^2])_{k \in \mathbb{N}}$ for any $i \in [b]$, and $(\mathbb{E}[\|\theta_k - \theta^*\|^2])_{k \in \mathbb{N}}$, see Proposition $S8$ and Corollary $S7$. To this end, a key ingredient is the design of an appropriate Lyapunov function defined in (S57).

**S3.2 Uniform bounds on the stochastic gradients and moment estimates for $\text{QLSD}^{++}$**

Consider the filtration associated with $(\Theta_k)_{k \in \mathbb{N}}$ defined by $\mathcal{G}_0 = \sigma(\Theta_0)$ and for $k \in \mathbb{N}^*$,

$$
\mathcal{G}_k = \sigma(\Theta_0, (X_k)_{k \leq K}, (Z_k)_{k \leq K}).
$$

We denote for any $i \in [b], \theta, \zeta \in \mathbb{R}^d$,

$$
\Delta_i(\theta, \zeta) = \nabla U_i(\theta) - \nabla U_i(\zeta).
$$

Similarly, we consider, for any $i \in [b], j \in [N], \theta, \zeta \in \mathbb{R}^d$,

$$
\Delta_{i,j}(\theta, \zeta) = \nabla U_{i,j}(\theta) - \nabla U_{i,j}(\zeta).
$$

The following lemma provides a first upper bound on the variance of the stochastic gradients used in $\text{QLSD}^{++}$.

**Lemma S6.** Assume $\text{HS}_1$, $\text{HS}_2$, $\text{HS}_4$ and $\text{HS}_6$ and let $\gamma \in (0, \tilde{\gamma}], \alpha \in (0, \tilde{\alpha}]$ for some $\tilde{\gamma}, \tilde{\alpha} > 0$. Then, for any $s \in \mathbb{N}, r \in \{0, \ldots, l-1\}$, we have

$$
\mathbb{E}^{\mathcal{G}_{s+r}} \left[ \left\| \hat{G}(\Theta_{s+r}; X_{s+r+1}) - \nabla U(\theta_{s+r}) \right\|^2 \right] \leq \left[ 2 \sum_{i=1}^{b} \left( \frac{\omega_i + 1}{p_i} \right) A_{n_i, N_i} \mathbb{M}_i \right] \|\theta_{s+r} - \theta^*\|^2
$$

$$+
\left[ 2 \sum_{i=1}^{b} \left( \frac{\omega_i + 1}{p_i} \right) \|\nabla U_{i,j}(\theta^*) - \eta_{s+r}^{(i)}\|^2 \right] + 2\mathbb{R} \sum_{i=1}^{b} \left( \frac{\omega_i + 1}{p_i} \right) A_{n_i, N_i} \mathbb{M}_i \|\theta_{s} - \theta^*\|^2,
$$

where $(\Theta_k)_{k \in \mathbb{N}} = (\theta_k, \zeta_k, \eta_k^{(i)})_{i \in [b], k \in \mathbb{N}}, \hat{G}$ and $A_{n_i, N_i}$ are defined in (S42), (S44), (S45), (S43) and (S36), respectively.
Proof. Let \( s \in \mathbb{N} \) and \( r \in \{0, \ldots , l - 1\} \). Using \( \text{HS2}, \text{(S46)} \) and \( \text{(S47)} \), we have

\[
\mathbb{E}^{\mathcal{G},i,r} \left[ \left\| \tilde{G}(\Theta_{sl+r}; X_{sl+r+1}) - \nabla U(\theta_{sl+r}) \right\|^2 \right]
\]

\[
= \frac{b}{b} \sum_{i=1}^{b} \mathbb{E}^{\mathcal{G},i,r} \left[ \left\| \mathcal{C} \left( C_i \left( G_i \left( \theta_{sl+r}, \zeta_{sl+r}; X^{(1,i)}_{sl+r+1} \right) - \eta_{sl+r}^{(i)} X^{(2,i)}_{sl+r+1} \right) \right) \right\|^2 \right]
\]

\[
- \mathcal{C} \left( G_i \left( \theta_{sl+r}, \zeta_{sl+r}; X^{(1,i)}_{sl+r+1} \right) - \eta_{sl+r}^{(i)} X^{(2,i)}_{sl+r+1} \right) \right) \right\|^2 \right]
\]

\[
+ \sum_{i=1}^{b} \mathbb{E}^{\mathcal{G},i,r} \left[ \left\| G_i \left( \theta_{sl+r}, \zeta_{sl+r}; X^{(1,i)}_{sl+r+1} \right) - \eta_{sl+r}^{(i)} X^{(2,i)}_{sl+r+1} \right) \right\|^2 \]
\]

\[
\leq \sum_{i=1}^{b} \left( \frac{1}{p_i} - p_i \right) \mathbb{E}^{\mathcal{G},i,r} \left[ \left\| G_i \left( \theta_{sl+r}, \zeta_{sl+r}; X^{(1,i)}_{sl+r+1} \right) - \eta_{sl+r}^{(i)} X^{(2,i)}_{sl+r+1} \right) \right\|^2 \]
\]

\[
+ \sum_{i=1}^{b} \mathbb{E}^{\mathcal{G},i,r} \left[ \left\| G_i \left( \theta_{sl+r}, \zeta_{sl+r}; X^{(1,i)}_{sl+r+1} \right) - \eta_{sl+r}^{(i)} X^{(2,i)}_{sl+r+1} \right) \right\|^2 \]
\]

\[
\leq \sum_{i=1}^{b} \left( \frac{1}{p_i} - p_i \right) \mathbb{E}^{\mathcal{G},i,r} \left[ \left\| G_i \left( \theta_{sl+r}, \zeta_{sl+r}; X^{(1,i)}_{sl+r+1} \right) - \eta_{sl+r}^{(i)} X^{(2,i)}_{sl+r+1} \right) \right\|^2 \]
\]

where the last line follows from \( \text{HS6} \) and Lemma \( \text{S4} \). The proof is concluded by using the Cauchy-Schwarz inequality, \( \text{HS1} \) and \( \zeta_{sl+r} = \theta_{sl+r} \). \( \square \)

The two following lemmas aim at controlling the terms that appear in Lemma \( \text{S6} \).

Lemma \( \text{S7} \). Assume \( \text{HS1}, \text{HS2}, \text{HS4} \) and \( \text{HS6} \), and let \( \gamma \in (0, \tilde{\gamma}], \alpha \in (0, \tilde{\alpha}) \) for some \( \gamma, \alpha > 0 \). Then, for any \( s \in \mathbb{N} \) and \( r \in [l] \), we have

\[
\mathbb{E}^{\mathcal{G},i,r-1} \left[ \left\| \theta_{sl+r} - \theta^* \right\|^2 \right] \leq \left( 1 - 2\gamma m + \gamma^2 B_{n,N} \right) \left\| \theta_{sl+r-1} - \theta^* \right\|^2
\]

\[
+ \gamma^2 \left[ 2 \sum_{i=1}^{b} \left( \omega_i + 1 - p_i \right)/p_i \right] \left\| \nabla U_i(\theta^*) - \eta_{sl+r-1}^{(i)} \right\|^2 \right] + 2\gamma^2 \sum_{i=1}^{b} \left[ \left( \omega_i + 1 \right)/p_i \right] A_{n_i,N,M_i} \left\| \theta_{sl} - \theta^* \right\|^2 + 2\gamma d,
\]

where

\[
B_{n,N} = 2 \sum_{i=1}^{b} \left[ \frac{\omega_i^2}{p_i} (\omega_i + 1 - p_i) + \left( \omega_i + 1 \right)/p_i \right] A_{n_i,N,M_i} + L^2,
\]

\[
(\Theta_k)_{k \in \mathbb{N}} = (\theta_k, \zeta_k, \eta_k^{(i)})_{i \in [l]} \in \mathbb{N} \) and \( A_{n,N} \) are defined in \( \text{(S42)}, \text{(S44)}, \text{(S45)} \) and \( \text{(S36)} \) respectively.

Proof. Let \( s \in \mathbb{N} \) and \( r \in [l] \). Using \( \text{(S42)} \) and \( \text{HS2} \), it follows
\[ E^{G_{s \rightarrow r-1}} \left[ \| \theta_{s \rightarrow r} - \theta^* \|^2 \right] = \| \theta_{s \rightarrow r-1} - \theta^* \|^2 + 2\gamma d - 2\gamma \langle \nabla U(\theta_{s \rightarrow r-1}), \theta_{s \rightarrow r-1} - \theta^* \rangle + \gamma^2 E^{G_{s \rightarrow r-1}} \left[ \| \tilde{G}(\Theta_{s \rightarrow r-1}; X_{s \rightarrow r}) \|^2 \right]. \quad (S49) \]

Using \( HS2 \) and (S41)-(S43), we have

\[
E^{G_{s \rightarrow r-1}} \left[ \| \tilde{G}(\Theta_{s \rightarrow r-1}; X_{s \rightarrow r}) \|^2 \right] = \sum_{i=1}^{b} E^{G_{s \rightarrow r-1}} \left[ \mathcal{G}_i \left\{ G_i(\theta_{s \rightarrow r-1}, \zeta_{s \rightarrow r-1}, X_{s \rightarrow r}^{(1,i)}), \eta_{s \rightarrow r-1}^{(i)}; X_{s \rightarrow r}^{(3,i)} \right\} \right] - \mathcal{G}_i \left\{ G_i(\theta_{s \rightarrow r-1}, \zeta_{s \rightarrow r-1}, X_{s \rightarrow r}^{(1,i)}) - \eta_{s \rightarrow r-1}^{(i)}; X_{s \rightarrow r}^{(3,i)} \right\} \right] + \| \nabla U(\theta_{s \rightarrow r-1}) \|^2
\]

Using (S50) into (S49), using the Cauchy-Schwarz inequality, \( \nabla U(\theta^*) = 0, HS1 \) and \( \zeta_{s \rightarrow r-1} = \theta_{s \rightarrow r} \).

**Lemma S8.** Assume \( HS1, HS2, HS3 \) and \( HS6 \). Let \( \gamma \in (0, \tilde{\gamma}) \) for some \( \tilde{\gamma} > 0 \) and \( \alpha \in (0, 1/(\max_{i \in [b]} \omega_i + 1)) \). Then, for any \( s \in \mathbb{N} \) and \( r \in [l] \), we have

\[
\sum_{i=1}^{b} E^{G_{s \rightarrow r-1}} \left[ \| \nabla U_i(\theta^*) - \eta_{s \rightarrow r}^{(i)} \|^2 \right] \leq (1 - \alpha) \sum_{i=1}^{b} \left[ \| \nabla U_i(\theta^*) - \eta_{s \rightarrow r-1}^{(i)} \|^2 \right] + \alpha C_{n,N} \| \theta_{s \rightarrow r-1} - \theta^* \|^2 + 2\alpha \left[ \sum_{i=1}^{b} A_{n_i,N_i} \bar{M}_i \right] \| \theta_{s \rightarrow r-1} - \theta^* \|^2 ,
\]

where

\[
C_{n,N} = 2 \sum_{i=1}^{b} \left\{ A_{n_i,N_i} \bar{M}_i + \bar{M}_i^2 \right\} , \quad (S51)
\]

\((\Theta_k)_{k \in \mathbb{N}} = (\theta_k, \zeta_k, \{ \eta_k \}_{i \in [b]} )_{k \in \mathbb{N}} \) and \( A_{n,N} \) are defined in (S42), (S44), (S45) and (S36), respectively.
Lemma S7 and Lemma S8 involve two dependent terms which prevents us from using a straightforward induction. To cope with this issue, we consider a Lyapunov function \( \psi : \mathbb{R}^d \times \mathbb{R}^{bd} \to \mathbb{R} \) defined, for any \( \theta \in \mathbb{R}^d \) and \( \eta = (\eta^{(1)}, \ldots, \eta^{(b)}) \in \mathbb{R}^{bd} \), by

\[
\psi(\theta, \eta) = \|\theta - \theta^*\|^2 + (3/\alpha) \max_{i \in [b]} (\omega_i + 1 - p_i/p_i) \gamma^2 \sum_{i=1}^{b} \left\| \nabla U_i(\theta^*) - \eta^{(i)} \right\|^2.
\]
The following lemma provides an upper bound on this Lyapunov function. Define for \( \alpha > 0 \),

\[
\bar{\gamma}_{\alpha,1} = m^{-1}\{m^2(B_{n,N} + 3\omega C_{n,N})^{-1}\} \land \{\alpha/3\},
\]  

where \( B_{n,N} \) and \( C_{n,N} \) are defined in (S58) and (S51) respectively.

**Lemma S9.** Assume HS1, HS2, HS4 and HS6. Let \( \alpha \in (0, 1/(1 + \max_{i \in [b]} \omega_i)] \), \( \gamma \in (0, \bar{\gamma}_{\alpha,1}] \). Then, for any \( s \in \mathbb{N} \) and \( r \in [l] \), we have

\[
\mathbb{E}^{\bar{G}_{s+r-1}} [\psi(\theta_{s+r}, \eta_{s+r})] \leq (1 - \gamma m) \psi(\theta_{s+r-1}, \eta_{s+r-1}) \\
+ 8m \gamma^2 \max_{i \in [b]} \{(\omega_i + 1)/p_i\} \sum_{i=1}^b A_{n_i,N_i} M_i \|\theta_s - \theta^*\|^2 + 2\gamma d,
\]

where \( \psi \) is defined in (S57) and \( (\Theta_k)_{k \in \mathbb{N}} = (\theta_k, \zeta_k, \{\eta_k\}_{i \in [b]} \}_{k \in \mathbb{N}} \) and \( A_{n,N} \) are defined in (S42), (S44), (S45) and (S36), respectively.

**Proof.** Let \( s \in \mathbb{N} \) and \( r \in [l] \). Using Lemma S7 and Lemma S8, we have

\[
\mathbb{E}^{\bar{G}_{s+r-1}} [\psi(\theta_{s+r}, \eta_{s+r})] \\
\leq (1 - 2\gamma m + \gamma^2 [B_{n,N} + 3\omega C_{n,N}]) \|\theta_{s+r-1} - \theta^*\|^2 \\
+ [(2/3)\alpha + (1 - \alpha)] (3\gamma^2/\alpha) \max_{i \in [b]} \{(\omega_i + 1 - p_i)/p_i\} \sum_{i=1}^b \|\nabla U_i(\theta^*) - \eta_{s+r-1}^{(i)}\|^2 \\
+ 8m \gamma^2 \max_{i \in [b]} \{(\omega_i + 1)/p_i\} \sum_{i=1}^b A_{n_i,N_i} M_i \|\theta_s - \theta^*\|^2 + 2\gamma d.
\]

Since \( \gamma \leq \bar{\gamma}_{\alpha,1} \) with \( \bar{\gamma}_{\alpha,1} \) given in (S58), it follows that

\[
1 - 2\gamma m + \gamma^2 [B_{n,N} + 3\omega C_{n,N}] \leq 1 - \gamma m \\
(2/3)\alpha + (1 - \alpha) \leq 1 - \gamma m.
\]

Therefore, we have

\[
\mathbb{E}^{\bar{G}_{s+r-1}} [\psi(\theta_{s+r}, \eta_{s+r})] \leq (1 - \gamma m) \psi(\theta_{s+r-1}, \eta_{s+r-1}) \\
+ 8m \gamma^2 \max_{i \in [b]} \{(\omega_i + 1)/p_i\} \sum_{i=1}^b A_{n_i,N_i} M_i \|\theta_s - \theta^*\|^2 + 2\gamma d.
\]



**Lemma S10.** Let \( j \in \mathbb{N}^* \) and fix \( \gamma > 0 \) such that

\[
\gamma \leq \frac{m}{16jH \gamma^2 \max_{i \in [b]} \{(\omega_i + 1)/p_i\} \sum_{i=1}^b A_{n_i,N_i} M_i} \land \frac{1}{m}.
\]

Then,

\[
(1 - \gamma m)^j + 8j \gamma^2 H \max_{i \in [b]} \{(\omega_i + 1)/p_i\} \sum_{i=1}^b A_{n_i,N_i} M_i \leq 1 - \gamma m/2,
\]

where \( A_{n,N} \) is defined in (S36).

**Proof.** The proof is straightforward using \((1 - \gamma m)^j \leq 1 - \gamma m\).

We have the following corollary regarding the Lyapunov function defined in (S57).

Denote for \( \alpha > 0 \),

\[
\bar{\gamma}_{\alpha,2} = \bar{\gamma}_{\alpha,1} \land \left\lfloor \frac{m}{16jH \max_{i \in [b]} \{(\omega_i + 1)/p_i\} \sum_{i=1}^b A_{n_i,N_i} M_i} \right\rfloor^{1/3}.
\]

where \( \bar{\gamma}_{\alpha,1} \) is given in (S58).
Theorem S7. Assume HS1, HS2, HS4 and HS6. Let $\alpha \in (0, 1/(1 + \max_{i \in [0]} \omega_i))$ and $\gamma \in (0, \gamma_{\alpha,2}]$. Then, for any $s \in \mathbb{N}$ and $r \in \{0, \ldots, l - 1\}$ we have

$$E^{[\theta_{s+r}, \theta_{s+r+1}]} \leq (1 - \gamma \alpha/2) \psi(\theta_s, \eta_{\theta_s}) + 2\gamma(l-r)d,$$

where $\psi$ is defined in (S57) and $(\Theta_k)_{k \in \mathbb{N}} = (\omega_k, (\eta_{\theta_k})_{i \in [0]} \in \mathbb{E}$ is defined in (S42), (S44), (S45).

Proof. The proof follows from a straightforward induction of Lemma S9 combined with Lemma S10.

We are now ready to control explicitly the variance of the stochastic gradient defined in (S43).

Theorem S8. Assume HS1, HS2, HS4 and HS6. Let $\alpha \in (0, 1/(1 + \max_{i \in [0]} \omega_i))$ and $\gamma \in (0, \gamma_{\alpha,2}]$, where $\gamma_{\alpha,2}$ is defined in (S59). Then, for any $k = sl + r$ with $s \in \mathbb{N}$, $r \in \{0, \ldots, l - 1\}$, $\theta_0 \in \mathbb{R}^d$ and $\eta_0 = (\eta_{\theta_0}^{(1)}, \ldots, \eta_{\theta_0}^{(b)}) \in \mathbb{R}^{db}$, we have

$$E \left[ \left\| \tilde{G}(\Theta_{sl+r}; X_{sl+r+1}) - \nabla U(\theta_k) \right\|^2 \right] \leq (1 - \gamma \alpha/2)^s D_{n,N} \psi(\theta_0, \eta_0) + 4ldD_{n,N}/m + 2\sum_{i=1}^{b} (\omega_i + 1 - p_i)/p_i \left( 1- \alpha \right)^k \sum_{i=1}^{b} E \left[ \left\| \nabla U_i(\theta^*) - \eta_{\theta_k}^{(i)} \right\|^2 \right],$$

where

$$D_{n,N} = \left[ 2\sum_{i=1}^{b} \frac{\omega_i + 1}{p_i} A_{n_i, N_i M_i} + 2M \sum_{i=1}^{b} \left( \frac{\omega_i + 1}{p_i} \right) A_{n_i, N_i M_i} + 4C_{n,N} \sum_{i=1}^{b} (\omega_i + 1 - p_i)/p_i \right],$$

$A_{n,N}$ and $C_{n,N}$ are defined in (S36) and (S31) respectively, $\psi$ is defined in (S57), and $(\Theta_k)_{k \in \mathbb{N}} = (\omega_k, (\eta_{\theta_k})_{i \in [0]} \in \mathbb{E}$ is defined in (S42), (S44), (S45).

Proof. Let $k \in \mathbb{N}$ and write $k = sl + r$ with $s \in \mathbb{N}$, $r \in \{0, \ldots, l - 1\}$ Then, using Lemma S6, we have

$$E \left[ \left\| \tilde{G}(\Theta_{sl+r}; X_{sl+r+1}) - \nabla U(\theta_k) \right\|^2 \right] \leq \left[ 2\sum_{i=1}^{b} \frac{\omega_i + 1}{p_i} A_{n_i, N_i M_i} \right] \left[ \left\| \theta_k - \theta^* \right\|^2 \right] + 2M \sum_{i=1}^{b} \left( \frac{\omega_i + 1}{p_i} \right) A_{n_i, N_i M_i} \left[ \left\| \theta_k - \theta^* \right\|^2 \right].$$

We now use our previous results to upper bound the three expectations at the right-hand side of (S61). First, using Corollary S7 and a straightforward induction gives

$$E \left[ \left\| \theta_{sl} - \theta^* \right\|^2 \right] \leq (1 - \gamma \alpha/2)^s \psi(\theta_0, \eta_0) + 2\gamma ld \sum_{j=0}^{s-1} (1 - \gamma \alpha/2)^j \leq (1 - \gamma \alpha/2)^s \psi(\theta_0, \eta_0) + 4ld/m. \quad \text{(S62)}$$

Similarly, we have

$$E \left[ \left\| \theta_k - \theta^* \right\|^2 \right] \leq (1 - \gamma \alpha/2)^{s+1} \psi(\theta_0, \eta_0) + 2\gamma ld \sum_{j=0}^{s} (1 - \gamma \alpha/2)^j \leq (1 - \gamma \alpha/2)^{s+1} \psi(\theta_0, \eta_0) + 4ld/m. \quad \text{(S63)}$$

Finally, using Lemma S8 combined with (S62) and (S63), we obtain

$$\sum_{i=1}^{b} E \left[ \left\| \nabla U_i(\theta^*) - \eta_{\theta_k}^{(i)} \right\|^2 \right] \leq (1 - \alpha) \sum_{i=1}^{b} E \left[ \left\| \nabla U_i(\theta^*) - \eta_{\theta_k-1}^{(i)} \right\|^2 \right].$$
+ 2\alpha C_n, n(1 - \gamma m/2)^s \psi(\theta_0, \eta_0) + 8l\alpha C_n, m/n.

Then, a straightforward induction leads to

\[
\sum_{i=1}^b \mathbb{E} \left[ \left\| \nabla U_i(\theta^*) - \eta^{(i)}_k \right\|^2 \right] \leq (1 - \alpha)^k \sum_{i=1}^b \left\| \nabla U_i(\theta^*) - \eta^{(i)}_0 \right\|^2 \\
+ 2\alpha C_n, n(1 - \gamma m/2)^s \psi(\theta_0, \eta_0) + 8l\alpha C_n, m/n.
\]

(S64)

Combining (S62), (S63) and (S64) in (S61) concludes the proof.

\[\square\]

### S3.3 Proof of Theorem 3

Note that \(\gamma \in (0, \bar{\gamma}], \alpha \in (0, \bar{\alpha}]\) and \(l \in \mathbb{N}^*\), \((\Theta_k)_{k \in \mathbb{N}} = (\theta_k, \zeta_k, \eta^{(i)}_k)_{i \in [b]} \}_{k \in \mathbb{N}}\) defined in (S42), (S44), (S45) is an inhomogeneous Markov chain associated with the sequence of Markov kernel \((Q^{(k)}_{\gamma, \alpha, l})_{k \in \mathbb{N}}\) defined by as follows.

Define for any \((\theta, \zeta, \eta) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d\), and \(x^{(1)} \in \varphi_{N, n_1}, x^{(2)} \in X_2\) and \(x^{(3)} \in X_3\),

\[
\mathcal{F}_i((\theta, \zeta, \eta); (x^{(1)}, x^{(2)}, x^{(3)})) = \mathcal{F}_i \left( \mathcal{G}_i \left( (\theta, \zeta, x^{(1)}) - \eta; x^{(2)} \right) ; x^{(3)} \right)
\]

and for \(\hat{\theta} \in \mathbb{R}^d\), \(\{\eta^{(i)}_0\}_{i=1}^b \in \mathbb{R}^d\), \(\{x^{(i,1)}\}_{i=1}^b \in \mathbb{R}^d\), \(\varphi_\gamma((\hat{\theta}, \theta, \zeta, \eta^{(i)}_0); x^{(1:b)}) = (4\pi\gamma)^{-d/2} \exp \left( -\|\hat{\theta} - \theta + \gamma \sum_{i=1}^b \mathcal{F}_i((\theta, \zeta, \eta^{(i)}_0); x^{(i)}) \|^2 / (4\gamma) \right) \).

Denote \(\tilde{X}^{(i)} = \varphi_{N, n_2, X_2 \times X_3}\) and \(\tilde{\nu}^{(i)} = \nu^{(i)}_1 \times \nu_2 \times \nu_3\). Set \(Q^{(0)}_{\gamma, \alpha, l} = \text{Id}\) and for \(k \geq 0, k = ls + r, s, r \in \mathbb{N}\),

\[
\text{if } r = 0 \quad Q^{(k+1)}_{\gamma, \alpha, l}((\theta, \zeta, \eta), A) = \int_{\tilde{X}^{(i)}} 1_A(\tilde{\theta}, \tilde{\zeta}, \tilde{\eta}) \varphi_\gamma((\tilde{\theta}, \theta, \zeta, \eta^{(i)}_0); x^{(1:b)}) \prod_{i=1}^b \delta_{d_{\mathcal{F}_i}(\theta, \zeta, \eta^0); x^i}(d\tilde{\eta}^{(i)}) \delta_{\theta}(d\tilde{\zeta}) \delta_{\theta}(d\tilde{\theta}) \otimes_{i=1}^b \tilde{\nu}(dx^{(i)})
\]

\text{otherwise}

\[
Q^{(k+1)}_{\gamma, \alpha, l}((\theta, \zeta, \eta), A) = \int_{\tilde{X}^{(i)}} 1_A(\tilde{\theta}, \tilde{\zeta}, \tilde{\eta}) \varphi_\gamma((\tilde{\theta}, \theta, \zeta, \eta^{(i)}_0); x^{(1:b)}) \prod_{i=1}^b \delta_{d_{\mathcal{F}_i}(\theta, \zeta, \eta^0); x^i}(d\tilde{\eta}^{(i)}) \delta_{\theta}(d\tilde{\zeta}) \delta_{\theta}(d\tilde{\theta}) \otimes_{i=1}^b \tilde{\nu}(dx^{(i)}).
\]

Consider then, the Markov kernel on \(\mathbb{R}^d \times \mathcal{B}(\mathbb{R}^d)\),

\[
R^{(k)}_{\gamma, \alpha, l, \eta_0}(\theta_0, A) = Q^{(k)}_{\gamma, \alpha, l}(\theta_0, \theta_0, \eta_0) A \times \mathbb{R}^d \times \mathbb{R}^d.
\]

(S65)

Define

\[
\bar{\gamma}_0 = \bar{\gamma}_{\alpha, 2} \wedge \overline{\gamma}_4, \quad \bar{\gamma}_4 = 1/(10m),
\]

where \(\bar{\gamma}_{\alpha, 2}\) is defined in (S59). The following theorem provides a non-asymptotic convergence bound for the \(\text{QLSD}^{+}\) kernel.

**Theorem S9.** Assume \(HS1, HS2, HS4\) and \(HS6\). and let \(l \in \mathbb{N}^*\). Then, for any probability measure \(\mu \in \mathcal{P}_2(\mathbb{R}^d), \eta_0 \in \mathbb{R}^d\), \(\alpha \in (0, 1/(1 + \max_{i \in [b]} \omega_i)], \gamma \in (0, \bar{\gamma}_\alpha]\), and \(k = sl + r \in \mathbb{N}\) with \(s \in \mathbb{N}\), \(r \in \{0, \ldots, l - 1\}\), we have

\[
W_2^2(\mu R^{(k)}_{\gamma, \alpha, l, \eta_0}, \pi) \leq (1 - \gamma m/2)^k W_2^2(\mu, \pi) + (2\gamma/m)(1 - \gamma m/2)^s D_{n, N} \int_{\mathbb{R}^d} \psi(\theta_0, \eta_0) d\mu(\theta_0)
\]

\[
+ (4\gamma/m) \left[ \sum_{i=1}^b (\omega_i + 1 - p_i)/p_i \right] (1 - \alpha)^k \sum_{i=1}^b \left\| \nabla U_i(\theta^*) - \eta^{(i)}_0 \right\|^2 + \gamma \beta_{2,\bar{\gamma}_0},
\]

\[\square\]
where $R_{γ,α,l,n_0}^{(k)}$ is defined in (S65), $ψ$ is defined in (S57), $D_{n,N}$ in (S60) and

$$B_{γ,γ_0} = 2d2(1/m + 5γ_α) \left[ 1 + γ_α L^2/(2m) + γ_α^2 L^2/12 \right] m + 96d \left( \sum_{i=1}^{b} M_i(ω_i + 1)(M_i + H N_{n_i,N_i})/p_i \right)/m^2. \quad \text{(S67)}$$

**Proof.** Let $k ∈ \mathbb{N}$. The proof follows from the same lines as Theorem S5. By (S19) and (S42), we have

$$\vartheta_{γ(k+1)} - \vartheta_{k+1} = \vartheta_{γk} - \vartheta_k - γ \left[ \nabla U(\vartheta_{γk}) - \nabla U(\vartheta_k) \right] - \int_0^γ \left[ \nabla U(\vartheta_{γk+s}) - \nabla U(\vartheta_{γk}) \right] ds + γ \left[ \tilde{G}(Ω_k; X_{k+1}) - \nabla U(\vartheta_k) \right].$$

Define the filtration $(\mathcal{H}_k)_{k∈\mathbb{N}}$ as $\mathcal{H}_0 = σ(\vartheta_0, Ω_0)$ and for $\tilde{k} ∈ \mathbb{N}^*$,

$$\mathcal{H}_k = σ(\vartheta_0, Ω_0, (X_t^{(1)}, \ldots, X_t^{(b)})_{1≤t≤k}, (B_t)_{0≤t≤\tilde{k}}).$$

Note that since $(\vartheta_t)_{t≥0}$ is a strong solution of (S19), then is easy to see that $(\vartheta_{γk}, Ω_k)_{k∈\mathbb{N}}$ is $(\mathcal{H}_k)_{k∈\mathbb{N}^*}$-adapted. Taking the squared norm and the conditional expectation with respect to $\mathcal{H}_k$, we obtain using HS5-(i) that

$$E_{\mathcal{H}_k} \left[ ||\vartheta_{γ(k+1)} - \vartheta_{k+1}||^2 \right] = ||\vartheta_{γk} - \vartheta_k||^2 - 2γ (\vartheta_{γk} - \vartheta_k, \nabla U(\vartheta_{γk}) - \nabla U(\vartheta_k)) + 2γ \int_0^γ \langle \nabla U(\vartheta_{γk}) - \nabla U(\vartheta_k), E_{\mathcal{H}_k} [\nabla U(\vartheta_{γk+s}) - \nabla U(\vartheta_{γk})] \rangle du - 2\gamma \int_0^γ \langle ϑ_{γk} - ϑ_k, E_{\mathcal{H}_k} [\nabla U(\vartheta_{γk+s}) - \nabla U(\vartheta_{γk})] \rangle du + γ^2 \left[ ||\nabla U(\vartheta_{γk}) - \nabla U(\vartheta_k)||^2 \right] + E_{\mathcal{H}_k} \left[ \left\| \nabla U(\vartheta_{γk+s}) - \nabla U(\vartheta_{γk}) \right\|^2 \right]$$

Using Proposition S8, we obtain

$$E \left[ \left\| \tilde{G}(Ω_k; X_{k+1}) - \nabla U(\vartheta_k) \right\|^2 \right] ≤ (1 - γm/2)^{|k/l|} D_{n,N} ψ(\vartheta_0, η_0) + 4ld D_{n,N}/m + 2\sum_{i=1}^{b} (ω_i + 1 - p_i)/p_i (1 - α)^k \sum_{i=1}^{b} E \left[ \left\| \nabla U_i(\vartheta^*) - η_0^{(i)} \right\|^2 \right]. \quad \text{(S69)}$$

Then, we control the remaining terms in (S68) using (S25), (S26) and (S27). Combining these bounds and (S69) into (S68), for any $ε > 0$, yields

$$E \left[ ||\vartheta_{γ(k+1)} - \vartheta_{k+1}||^2 \right] ≤ (1 + 2γε - 5γ^2 mL)E \left[ ||\vartheta_{γk} - \vartheta_k||^2 \right] - γ [2 - 5γ(m + L)] E \left[ ||\vartheta_{γk} - \vartheta_k, \nabla U(\vartheta_{γk}) - \nabla U(\vartheta_k)|| \right] + (5γ + (2ε)^{-1}) \int_0^γ E \left[ \left\| \nabla U(\vartheta_{γk+s}) - \nabla U(\vartheta_{γk}) \right\|^2 \right] du + γ^2 (1 - γm/2)^{|k/l|} D_{n,N} E [ψ(\vartheta_0, η_0)] + 4ld D_{n,N}/m + 2γ^2 \sum_{i=1}^{b} (ω_i + 1 - p_i)/p_i (1 - α)^k \sum_{i=1}^{b} \left\| \nabla U_i(\vartheta^*) - η_0^{(i)} \right\|^2.$$
Next, we use that under $\text{HS1}$, $(\vartheta_{\gamma k} - \theta_k, \nabla U(\vartheta_{\gamma k}) - \nabla U(\theta_k)) \geq m ||\vartheta_{\gamma k} - \theta_k||^2$ and $||\theta_k - \theta^*, \nabla U(\theta_k) - \nabla U(\theta^*)|| \leq L\|\theta_k - \theta^*\|^2$, which implies taking $\varepsilon = m/2$ and since $2 - 5\gamma(m + L) \geq 0$,

$$
E \left[ ||\vartheta_{\gamma (k+1)} - \theta_{k+1}||^2 \right] \leq (1 - \gamma m (1 - 5\gamma m))E \left[ ||\vartheta_{\gamma k} - \theta_k||^2 \right] + (5\gamma + m^{-1}) \int_0^\gamma E \left[ ||\nabla U(\vartheta_{\gamma k+u}) - \nabla U(\vartheta_{\gamma k})||^2 \right] \, du \\
+ \gamma^2 (1 - \gamma m/2)\int_{(k)}D_{n,M}\left[ \psi(\theta_0, \eta_0) \right] + 4 L d D_{n,M}/m \\
+ 2\gamma^2 \left[ \sum_{i=1}^b (\omega_i + 1 - p_i)/p_i \right] (1 - \alpha)^k \sum_{i=1}^b \left[ ||\nabla U_i(\theta^*) - \eta_0(i)||^2 \right]. \tag{S70}
$$

Further, for any $u \in \mathbb{R}_+$, using Durmus and Moulines (2019, Lemma 21) we have

$$
L^{-2} E \left[ ||\nabla U(\vartheta_{\gamma k+u}) - \nabla U(\vartheta_{\gamma k})||^2 \right] \leq du \left( 2 + u^2 L^2/3 \right) + 3 u^2 L^2/2E \left[ ||\vartheta_{\gamma k} - \theta^*||^2 \right].
$$

Integrating the previous inequality on $[0, \gamma]$, we obtain

$$
L^{-2} \int_0^\gamma E \left[ ||\nabla U(\vartheta_{\gamma k+u}) - \nabla U(\vartheta_{\gamma k})||^2 \right] \, du \leq d\gamma^2 + d\gamma^4 L^2/12 + \gamma^3 L^2/2E \left[ ||\vartheta_{\gamma k} - \theta^*||^2 \right].
$$

Plugging this bounds in (S70) and using Durmus and Moulines (2019, Proposition 1) complete the proof.

\[ \square \]

**S4 CONSISTENCY ANALYSIS IN THE BIG DATA REGIME**

In this section, we assume that the number of observations on each client $i \in [b]$ writes $N_i = |c_iN|$ where \{c_i > 0\}_{i \in [b]}$, $N \in \mathbb{N}^*$, and provide upper bounds on the asymptotic bias associated to each algorithm when $N$ tends towards infinity. For simplicity, we assume for any $i \in [b]$, that $n_i = |c_i n|$ with $n \in [N]$, $M_i = M$ with $M > 0$, $p_i = 1$ and $\omega_i = \omega$ with $\omega > 0$ but note that our conclusions also hold for the general setting considered in this paper.

**S4.1 Asymptotic analysis for Algorithm 1**

The following corollary is associated with QLSD defined in Algorithm 1 in the main paper.

**Corollary S10.** Assume $\text{HS1}$, $\text{HS2}$ $\text{HS3}$ and $\text{HS4}$. In addition, assume that $\liminf_{N \to \infty} m/N > 0$ and $\limsup_{N \to \infty} \lambda/N < \infty$ for $\lambda \in \{ L, M, B^*, \sigma_* \}$. Then, we have $\bar{\gamma} = \bar{\eta}/N$ where $\bar{\eta} > 0$ and $\bar{\gamma}$ is defined in (S18). In addition,

$$
B_{\bar{\gamma}} = (\omega + 1) O(N),
$$

where $B_{\bar{\gamma}}$ is defined in (S31).

**Proof.** Since we assume that $\liminf_{N \to \infty} m/N > 0$ and $\limsup_{N \to \infty} \lambda/N < \infty$ for $\lambda \in \{ L, M, B^*, \sigma_* \}$, there exist $C_n, C_L, C_M, C_B^*$, and $C_{\sigma_*} > 0$ such that $m \geq C_n N$, $L \leq C_L N$, $M \leq C_M N$, $B^* \leq C_B^* N$ and $\sigma_* \leq C_{\sigma_*} N$. Under these assumptions, it is straightforward from (S18) to see that there exists $\bar{\eta} > 0$ such that $\bar{\gamma} = \bar{\eta}/N$. In addition, it follows from (S31) that

$$
B_{\bar{\gamma}} \leq \frac{2dC^2}{C_n} \left( \frac{1}{C_n} + 5\bar{\eta} \right) \left[ 1 + \frac{\bar{\eta} C^2}{2C_n} + \frac{\bar{\eta}^2 C^2}{12} \right] + 4 \frac{C_n}{C_n} (\omega C_{B^*} + C_{\sigma_*}^2 N) + \frac{8(\omega + 1) C_L C_M}{C_n^2} \left[ d + (\omega C_{B^*} + C_{\sigma_*}^2 N) \right].
$$

The proof is concluded by letting $N$ tend towards infinity. \[ \square \]

Regarding the specific instance $\text{QLSD}^*$ of Algorithm 1 in the main paper, a similar result holds. Indeed, by using Lemma S4, we can notice that $\text{HS3-(iii)}$ is verified with $\sigma_* = C_{\sigma_*} N$ for some $C_{\sigma_*} > 0$ and we can apply Corollary S10.
S4.2 Asymptotic analysis for Algorithm 2

The following corollary is associated with \( \text{QLSD}^* \) defined in Algorithm 2 in the main paper.

**Corollary S11.** Assume \( HS1, HS2, HS4 \) and \( HS6 \). In addition, assume that \( \liminf_{N \to \infty} \frac{m}{N} > 0 \) and \( \limsup_{N \to \infty} \frac{\lambda}{N} < \infty \) for \( \lambda \in \{ L, M \} \). Then, we have \( \bar{\gamma} = \bar{\eta}/N \) where \( \bar{\eta} > 0 \) and \( \bar{\gamma} \) is defined in (S18). In addition,

\[
B_{\bar{\gamma}, \bar{\eta}} = d(\omega + 1)O(1),
\]

where \( B_{\bar{\gamma}, \bar{\eta}} \) is defined in (S35).

**Proof.** Since we assume that \( \liminf_{N \to \infty} \frac{m}{N} > 0 \) and \( \limsup_{N \to \infty} \frac{\lambda}{N} < \infty \) for \( \lambda \in \{ L, M \} \), there exist \( C_n, C_L \) and \( C_M > 0 \) such that \( m \geq C_nN, L \leq C_LN \) and \( M \leq C_MN \). Under these assumptions, it is straightforward from (S18) to see that there exists \( \bar{\eta} > 0 \) such that \( \bar{\gamma} = \bar{\eta}/N \). In addition, it follows from (S10) that

\[
B_{\bar{\gamma}, \bar{\eta}} \leq \frac{2dC_L^2}{C_n} \left( \frac{1}{C_n} + 5\bar{\eta} \right) \left[ 1 + \frac{\bar{\eta}C_L^2}{2C_n} + \frac{\bar{\eta}^2C_L^2}{12} \right] + 4d\bar{\eta}C_L^2 \max_{\omega \in [0]} \left( c_i\omega + (\omega + 1) \cdot \frac{N-n}{n([c_iN]-1)} \right).
\]

The proof is concluded by letting \( N \) tend towards infinity. \( \square \)

Lastly, we have the following asymptotic convergence result regarding \( \text{QLSD}^{++} \) defined in Algorithm 2 in the main paper.

**Corollary S12.** Assume \( HS1, HS2, HS4 \) and \( HS6 \). In addition, assume that \( \liminf_{N \to \infty} \frac{m}{N} > 0 \) and \( \limsup_{N \to \infty} \frac{\lambda}{N} < \infty \) for \( \lambda \in \{ L, M \} \). Then, we have \( \bar{\gamma}_n = \bar{\eta}/N \) where \( \bar{\eta} > 0 \) and \( \bar{\gamma}_n \) is defined in (S66). In addition,

\[
B_{\bar{\gamma}_n} = d(\omega + 1)O(1),
\]

where \( B_{\bar{\gamma}_n} \) is defined in (S67).

**Proof.** Since we assume that \( \liminf_{N \to \infty} \frac{m}{N} > 0 \) and \( \limsup_{N \to \infty} \frac{\lambda}{N} < \infty \) for \( \lambda \in \{ L, M \} \), there exist \( C_n, C_L \) and \( C_M > 0 \) such that \( m \geq C_nN, L \leq C_LN \) and \( M \leq C_MN \). Under these assumptions, it is straightforward from (S66) to see that there exists \( \bar{\eta} > 0 \) such that \( \bar{\gamma}_n = \bar{\eta}/N \). In addition, it follows from (S67) that

\[
B_{\bar{\gamma}_n} \leq \frac{2dC_L^2}{C_n} \left( \frac{1}{C_n} + 5\bar{\eta} \right) \left[ 1 + \frac{\bar{\eta}C_L^2}{2C_n} + \frac{\bar{\eta}^2C_L^2}{12} \right] + \frac{96(\omega+1)\bar{\eta}C_L^2}{C_n^2} \max_{\omega \in [0]} \left( c_i\omega + (\omega + 1) \cdot \frac{(N-n)M}{n([c_iN]-1)} + C_M \right).
\]

The proof is concluded by letting \( N \) tend towards infinity. \( \square \)

S5 EXPERIMENTAL DETAILS

In this section, we provide additional details regarding our numerical experiments. The code, data and instructions to reproduce our experimental results can be found in the supplementary material (see folder ./code).

S5.1 Toy Gaussian example

**Pseudo-code of LSD*.** For completeness, we provide in Algorithm S2 the pseudo-code of the non-compressed counterpart of \( \text{QLSD}^* \), namely \( \text{LSD}^* \).

**Additional experimental details.** The code associated to this experiment can be found in the supplementary material (see ./code/notebook_toy_Gaussian-experiment.ipynb). As highlighted in Section 4 (Toy Gaussian example) paragraph in the main paper, the synthetic dataset has been generated so that each client owns a heterogeneous and unbalanced dataset. An illustration of the unbalancedness is given in Figure S1. The precise procedure to generate such a dataset can be found in the aforementioned notebook.

To obtain the figure at the bottom row of Figure 1 in the main paper, we launched all the MCMC algorithms with \( K = 500,000 \) outer iterations and considered a burn-in period of 450,000 iterations. Hence, only the last 50,000 samples have been used to compute the MSE associated to the test function \( f : \theta \mapsto \| \theta \| \). In order to compute the expected number of bits transmitted during each upload period, we considered the Elias encoding scheme and used the upper-bounds given in Alistarh et al. (2017, Theorem 3.2 and Lemma A.2).
Algorithm S2 Variance-reduced Langevin Stochastic Dynamics (LSD*)

**Input:** minibatch sizes \( \{n_i\}_{i \in [b]} \), number of iterations \( K \), step-size \( \gamma \in (0, \bar{\gamma}] \) with \( \bar{\gamma} > 0 \) and initial point \( \theta_0 \).

for \( k = 0 \) to \( K - 1 \) do
  for \( i \in A_{k+1} \) // On active clients do
    Draw \( S^{(i)}_{k+1} \sim \text{Uniform}(\mathcal{P}_{\mathcal{N}_i, n_i}) \).
    Set \( H^{(i)}_{k+1}(\theta_k) = (N_i/n_i) \sum_{j \in S^{(i)}_{k+1}} [\nabla U_{i,j}(\theta_k) - \nabla U_{i,j}(\theta^\star)] \).
    Compute \( g_{i,k+1} = H^{(i)}_{k+1}(\theta_k) \).
    Send \( g_{i,k+1} \) to the central server.
  end for
  // On the central server
  Compute \( g_{k+1} = \frac{b}{|A_{k+1}|} \sum_{i \in A_{k+1}} g_{i,k+1} \).
  Draw \( Z_{k+1} \sim N(0, dI_d) \).
  Compute \( \theta_{k+1} = \theta_k - \gamma g_{k+1} + \sqrt{2}\gamma Z_{k+1} \).
  Send \( \theta_{k+1} \) to the \( b \) clients.
end for

**Output:** samples \( \{\theta_k\}_{k=0}^K \).

Figure S1: Illustration of the unbalancedness of the synthetic dataset used in the Toy Gaussian experiment.

- **License of the assets:** No existing asset has been used for this experiment.
- **Total amount of compute and type of resources used:** This experiment has been run on a laptop running Windows 10 and equipped with Intel(R) Core(TM) i7_8565U CPU 1.80GHz with 16Go of RAM. The total amount of compute is roughly 33 hours.
- **Training details:** All training details (here hyperparameters) are detailed in Section 4 in the main paper.

**Discretisation step-size and compression trade-off.** We complement the analysis made in the main paper by showing on Figure S2 that the saving in terms of number of transmitted bits can be further improved by decreasing the value of \( \gamma \). This numerical finding illustrates our theory which in particular shows that the asymptotic bias associated to \( \text{QLSD}^\star \) is of the order \( \omega O(\gamma) \), see Table 1 in the main paper.

S5.2 Bayesian logistic regression

**Pseudo-code of LSD++**. For completeness, we provide in Algorithm S3 the pseudo-code of the non-compressed counterpart of \( \text{QLSD}^\star \), namely LSD++.

**Additional experimental details.** The code associated to this experiment can be found in the supplementary material (see ./code/notebook_logistic_regression.ipynb). For the Bayesian logistic regression experiment
detailed in the main paper, we ran the MCMC algorithms with $K = 500,000$ outer iterations and considered a burn-in period of length 50,000.

**Benefits of the memory mechanism.** We also run an additional experiment on a low-dimensional synthetic dataset to highlight the benefits brought by the memory mechanism involved in $\text{QLSD}^{++}$ when the dataset is highly heterogeneous. To this end, we consider the SYNTHETIC$(\alpha, \beta)$ dataset (Li et al., 2020) with $\alpha = \beta = 1$, $d = 2$ and $b = 50$. We run $\text{QLSD}^{++}$ with and without memory terms using $l = 100$, $\alpha = 1/(\omega + 1)$, $\gamma = 10^{-5}$ and for huge compression parameters, namely $s \in \{2^1, 2^2\}$. We use $K = 100,000$ outer iterations without considering a burn-in period. In order to have access to some ground truth, we also implement the Metropolis-adjusted Langevin algorithm (MALA) (Robert and Casella, 2004).

Figure S3 shows the Euclidean norm of the error between the true variance under $\pi$ estimated with MALA and the empirical variance computed using samples generated by $\text{QLSD}^{++}$. As expected, we can notice that the memory mechanism reduces the impact of the compression on the asymptotic bias of $\text{QLSD}^{++}$ when $\omega$ is large.

**Results on a non-image dataset.** In order to complement our results on an image dataset (FEMNIST), we also implement our methodology and one competitor ($\text{DG-SGLD}$) on the covtype\footnote{https://archive.ics.uci.edu/ml/datasets/covtype} dataset. Again, the ground truth has been obtained by implementing a long-run Metropolis-adjusted Langevin algorithm. The results we obtained are gathered in Table S1.

- **License of the assets:** We use the Synthetic dataset whose associated code is under the MIT license, and the FEMNIST dataset whose data are publicly available and associated code is under MIT license.
**Algorithm S3** Variance-reduced Langevin Stochastic Dynamics (LSD$^{++}$)

**Input:** minibatch sizes $\{n_i\}_{i \in [b]}$, number of iterations $K$, step-size $\gamma \in (0, \bar{\gamma}]$ with $\bar{\gamma} > 0$, initial point $\theta_0$ and $\alpha \in (0, \bar{\alpha}]$ with $\bar{\alpha} > 0$.

// Memory mechanism initialisation
Initialise $\{\eta_0^{(1)}, \ldots, \eta_0^{(b)}\}$ and $\eta_0 = \sum_{i=1}^{b} \eta_0^{(i)}$.

for $k = 0$ to $K - 1$ do

// Update of the control variates
if $k \equiv 0$ (mod $l$) then
  Set $\zeta_k = \theta_k$.
else
  Set $\zeta_k = \zeta_{k-1}$
end if

for $i \in A_{k+1}$ // On active clients do
  Draw $S^{(i)}_{i,k+1} \sim \text{Uniform}(\nu_{N_i,n_i})$.
  Set $H_{k+1}^{(i)}(\theta_k) = (N_i/n_i) \sum_{j \in S^{(i)}_{i,k+1}} [\nabla U_{i,j}(\theta_k) - \nabla U_{i,j}(\zeta_k)] + \nabla U_{i}(\zeta_k)$.
  Compute $g_{i,k+1} = H_{k+1}^{(i)}(\theta_k) - \eta^{(i)}_k$.
  Send $g_{i,k+1}$ to the central server.
  Set $\eta_{k+1}^{(i)} = \eta^{(i)}_k + \alpha g_{i,k+1}$.
end for

// On the central server
Compute $g_{k+1} = \eta_k + \frac{b}{|A_{k+1}|} \sum_{i \in A_{k+1}} g_{i,k+1}$.
Set $\eta_{k+1} = \eta_k + \alpha \sum_{i \in A_{k+1}} g_{i,k+1}$.
Draw $Z_{k+1} \sim \mathcal{N}(0_d, I_d)$.
Compute $\theta_{k+1} = \theta_k - \gamma g_{k+1} + \sqrt{2\gamma} Z_{k+1}$.
Send $\theta_{k+1}$ to the $b$ clients.

end for

Output: samples $\{\theta_k\}_{k=0}^{K}$.

- **Total amount of compute and type of resources used:** This experiment has been run on a laptop running Windows 10 and equipped with Intel(R) Core(TM) i7_8565U CPU 1.80GHz with 16Go of RAM. The total amount of compute is roughly 30 hours.

- **Training details:** Hyperparameter values are detailed in Section 4 in the main paper. Regarding our experiment on real data, we use a random subset of the initial training data (for computational reasons).

### S5.3 Bayesian neural networks

The code associated to this experiment can be found in the supplementary material (see ./code/experiments-bayesian_neural_network/).

- **License of the assets:** We use the MNIST, FMNIST, CIFAR10 and SVHN datasets which are publicly downloadable with the torchvision.datasets package.

### Table S1: Bayesian Logistic Regression on *covtype* dataset.

| Algorithm     | 99% HPD error |
|---------------|---------------|
| DG-SGLD       | 1.8e-2        |
| QLS$^{++}$ 4 bits | 2.2e-3        |
| QLS$^{++}$ 8 bits | 2.0e-2        |
| QLS$^{++}$ 16 bits | 1.9e-2        |
In the following, we denote $D_{\text{test}}$ the test dataset and for any data $(x, y) \in D_{\text{test}}$, we define the predictive density by

$$p(y \mid x) = \int p(y \mid x, \theta) \pi(\theta \mid D) \, d\theta,$$

where $p(y \mid x, \theta)$ is the conditional likelihood. For any input $x$, the predicted label is denoted by $y_{\text{pred}}(x) = \arg\max_y p(y \mid x)$.

**Metrics used for the Bayesian neural network experiment in the main paper.** In the main paper, we consider three metrics to compare the different Bayesian FL algorithms, namely Accuracy, Agreement and TV. They are defined in the following.

- **Accuracy:** Based on samples from the approximate posterior distribution, we compute the minimum mean-square estimator (i.e. corresponding to the posterior mean) and use it to make predictions on the test dataset. The Accuracy metric corresponds to the percentage of well-predicted labels.

- **Agreement:** Let denote $p_{\text{ref}}$ and $p$ the predictive densities associated to BMC and an approximate simulation-based algorithm, respectively. Similar to Izmailov et al. (2021), we define the agreement between $p_{\text{ref}}$ and $p$ as the fraction of the test datapoints for which the top-1 predictions of $p_{\text{ref}}$ and $p$, i.e.

$$\text{agreement}(p_{\text{ref}}, p) = \frac{1}{|D_{\text{test}}|} \sum_{x \in D_{\text{test}}} 1 \left\{ \arg\max_{y'} p_{\text{ref}}(y' \mid x) = \arg\max_{y'} p(y' \mid x) \right\}.$$

- **Total variation (TV):** By denoting $\mathcal{Y}$ the set of possible labels, we consider the total variation metric between $p_{\text{ref}}$ and $p$, i.e.

$$\text{TV}(p_{\text{ref}}, p) = \frac{1}{2|D_{\text{test}}|} \sum_{x \in D_{\text{test}}} \sum_{y', y'' \in \mathcal{Y}} |p_{\text{ref}}(y' \mid x) - p(y' \mid x)|.$$

**Performance results on a highly heterogeneous dataset.** We train LeNet5 (LeCun et al., 1998) architecture on the MNIST dataset (Deng, 2012) and we consider the FMNIST (Xiao et al., 2017) as the out-of-distribution dataset. To obtain a highly heterogeneous setting, we split the data among $b = 20$ clients so that each client has a dominant label representing 40% of the total amount in the training set and 1% of the other labels as described in Figure S4.

Inspired by the scores defined in Guo et al. (2017), we measure the performance of the different algorithms and report those results in Table S2. These statistics aim to better understand the predictions in order to calibrate the models (Rahaman and Thiery, 2020).

**Expected Calibration Error (ECE).** To measure the difference between the accuracy and confidence of the predictions, we group the data into $M \geq 1$ buckets defined for any $m \in [M]$ by $B_m = \{(x, y) \in D_{\text{test}} : p(y_{\text{pred}}(x) \mid x) \in [(m-1)/M, m/M]\}$. As in the previous work of Ovadia et al. (2019), we denote the model accuracy on $B_m$ by

$$\text{acc}(B_m) = \frac{1}{|B_m|} \sum_{(x, y) \in B_m} 1_{y_{\text{pred}}(x) = y},$$

and define the confidence on $B_m$ by

$$\text{conf}(B_m) = \frac{1}{|B_m|} \sum_{(x, y) \in B_m} p(y_{\text{pred}}(x) \mid x).$$
Figure S4: Number of labels owned by different clients.

Table S2: Performance of Bayesian FL algorithms trained on the highly-heterogeneous dataset.

| Method       | sSGLD | pSGLD | QLSD    | QLSD PP | QLSD++ | QLSD++ PP | FedBe-Gauss. | FedBe-Dirich. | PSGLD |
|--------------|-------|-------|---------|---------|---------|-----------|--------------|--------------|-------|
| Accuracy     | 99.1  | 99.2  | 98.8    | 98.3    | 98.7    | 43.5      | 79.3         | 98.5         |       |
| $10^5 \times$ ECE | 0.577 | 1.25  | 0.916   | 1.57    | 0.692   | 0.930     | 7.51         | 21.3         | 2.65  |
| $10^5 \times$ BS  | 1.38  | 1.39  | 1.98    | 2.23    | 1.91    | 2.18      | 66.6         | 36.1         | 2.64  |
| $10^5 \times$ nNLL | 2.86  | 3.16  | 4.15    | 4.82    | 4.11    | 4.65      | 139          | 78.0         | 6.19  |
| Weight Decay  | 5     | 5     | 5       | 5       | 0       | 0         | 66.6         | 36.1         | 5     |
| Batch Size    | 64    | 64    | 64      | 64      | 64      | 64        | 64           | 64           | 64    |
| Learning rate | 1e-07 | 1e-08 | 1e-07   | 1e-07   | 1e-07   | 1e-07     | 1e-02        | 1e-02        | 1e-07 |
| Local steps   | N/A   | N/A   | 1       | 1       | 1       | 1         | 250          | 250          | 16    |
| Burn-in       | 100epch. | 100epch. | 1e04   | 1e04    | 1e04    | 1e04      | N/A          | N/A          | 1e04  |
| Thinning      | 1     | 1     | 500     | 500     | 500     | 500       | N/A          | N/A          | 500   |
| Training      | 1e03epch. | 1e03epch. | 1e05it.| 1e05it.| 1e05it.| 1e05it.| N/A          | N/A          | 1e05it.|

As stressed in Guo et al. (2017), for any $m \in [M]$ the accuracy $\text{acc}(B_m)$ is an unbiased and consistent estimator of $\mathbb{P}(y_{\text{pred}}(x) = y \mid (m - 1)/M < \mathbb{P}(y_{\text{pred}}(x)|x) \leq m/M)$. Therefore, the ECE defined by

$$\text{ECE} = \sum_{m=1}^{M} \frac{|B_m|}{|D_{\text{test}}|} \left| \text{acc}(B_m) - \text{conf}(B_m) \right|$$

is an estimator of

$$\mathbb{E}_{(x,y)} \left[ |\mathbb{P}(y_{\text{pred}}(x) = y \mid p(y_{\text{pred}}(x)|x)) - p(y_{\text{pred}}(x)|x)| \right].$$

Thus, ECE measures the absolute difference between the confidence level of a prediction and its accuracy.

**Brier Score (BS).** The BS is a proper scoring rule (see for example Dawid and Musio (2014)) that can only evaluate random variables taking a finite number of values. Denote by $\mathcal{Y}$ the finite set of possible labels, the BS measures the model’s confidence in its predictions and is defined by

$$\text{BS} = \frac{1}{|D_{\text{test}}|} \sum_{(x,y) \in D_{\text{test}}} \sum_{c \in \mathcal{Y}} (p(y = c | x) - 1_{y = c})^2.$$

**Normalised negative log-likelihood (nNLL).** This classical score defined by

$$\text{nNLL} = -\frac{1}{|D_{\text{test}}|} \sum_{(x,y) \in D_{\text{test}}} \log p(y|x)$$

measures the model ability to predict good labels with high probability.
Out of distribution detection. Here we study the behavior of our proposed algorithms in the out-of-distribution (OOD) framework, we consider the pairs MNIST/FMNIST and CIFAR10/SVHN, comparing the densities of the predictive entropies on the ID vs OOD data. These densities denoted by $p_{\text{in}}$ and $p_{\text{out}}$ respectively, are approximated using a kernel estimator based on of the histogram associated with $\{\text{Ent}(x) : x \in D_{\text{test}}^x\}$ for $D_{\text{test}} \in \{\text{MNIST}, \text{FMNIST}\}$ or $\{\text{CIFAR10}, \text{SVHN}\}$, where $\text{Ent}(x)$ is the predictive entropy defined by:

$$\text{Ent}(x) = \sum_{y \in Y} p(y|x) \log p(y|x),$$

and $p(y|x)$ is defined by (S71) and estimated by the different methods that we consider. The resulting densities from the different methods that we consider are displayed in Figure S5.

![Figure S5: Predictive entropies comparison between MNIST and FMNIST.](image)

A new data point $x$ is then labeled in the original dataset (MNIST or CIFAR10) if $p_{\text{in}}(\text{Ent}(x)) > p_{\text{out}}(\text{Ent}(x))$ and out-of-distribution otherwise.

Calibration results. Interpreting the predicted outputs as probabilities is only correct for well a calibrated model. Indeed, when a model is calibrated, the confidence is closed to the accuracy of the predictions. In order to evaluate the calibration of the models, we display the reliability diagram on the left-hand side of Figure S6. It represents the evolution of $\text{acc}(B_m) - \text{conf}(B_m)$ in function of $\text{conf}(B_m)$, closer the values are to zero better the model is calibrated.

For the second sub-experiment, we consider for any $\tau \in [0, 1]$, the set $D_{\text{pred}}^{(\tau)} = \{x \in D_{\text{test}}^x : p(y|x) \geq \tau\}$ of classified data with credibility greater than $\tau$. We define the test accuracy on $D_{\text{pred}}^{(\tau)}$ by

$$\text{Card}(\{x \in D_{\text{pred}}^{(\tau)} : y_{\text{true}}(x) = y_{\text{pred}}(x)\})/\text{Card}(D_{\text{pred}}^{(\tau)}).$$

The right-hand side of Figure S6 shows the evolution of the test accuracy on $D_{\text{pred}}^{(\tau)}$ with respect to the credibility threshold $\tau$. It can be noted that in both plots of Figure S6, the accuracy tends to 100% for confident predictions.
Figure S6: Left: Calibration test from reliability diagrams – Right: Test accuracy on $D_{\text{preq}}^{(r)}$ with respect to the threshold $\tau$. 