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Abstract—Weighted Hamming distance, as a similarity measure between binary codes and binary queries, provides superior accuracy in search tasks than Hamming distance. However, how to efficiently and accurately find $K$ binary codes that have the smallest weighted Hamming distance to the query remains an open issue. In this paper, a fast search algorithm is proposed to perform the non-exhaustive search for $K$ nearest binary codes by weighted Hamming distance. By using binary codes as direct bucket indices in a hash table, the search algorithm generates a sequence to probe the buckets based on the independence characteristic of the weights for each bit. Furthermore, a fast search framework based on the proposed search algorithm is designed to solve the problem of long binary codes. Specifically, long binary codes are split into substrings and multiple hash tables are built on them. Then, the search algorithm probes the buckets to obtain candidates according to the generated substring indices, and a merging algorithm is proposed to find the nearest binary codes by merging the candidates. Theoretical analysis and experimental results demonstrate that the search algorithm improves the search accuracy compared to other non-exhaustive algorithms and provides orders-of-magnitude faster search than the linear scan baseline.
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I. INTRODUCTION

With the explosive growth of data in recent years, increasing demands for enhancing computation efficiency and reducing storage cost encourage research on binary codes. For example, binary image descriptors such as BRIEF [1], ORB [2], BRISK [3] and other binary image descriptors [4], [5], [6], [7], [8] are designed to represent image data, and then successfully used in various image applications, including image matching, 3D reconstruction and object recognition. Compared to the established descriptors such as SIFT [9] or other descriptors [10] learned from convolutional networks, these lightweight binary descriptors are more compact to store and faster to compare. In addition to binary image descriptors, another notable application of binary codes is binary hashing [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27]. By encoding high-dimensional data with binary codes and performing fast Hamming distance, hashing methods can implement the approximate nearest neighbor search efficiently with a small storage space. Moreover, the community has witnessed considerable promise of hashing in various search tasks such as clustering [28], object detection [29], image retrieval [30], [31], [32], cross-modal retrieval [33] and person re-identification [34], [35].

Despite the progress, there exists an ambiguity problem that different binary codes may share the same Hamming distance to the binary query point during Hamming distance comparison. To alleviate this problem, recent studies [36], [37], [38], [39], [40] propose to assign bitwise weights to each bit of binary codes, based on which the distance is measured by weighted Hamming distance. As shown in Fig. 1, since there are different weights at each bit position between the query and the binary codes, the binary codes that share the same Hamming distance to the query yield different weighted Hamming distance to the query. By alleviating the ambiguity problem and broadening the comparison distance range, weighted Hamming distance can effectively improve the performance of binary codes while still enjoying small storage benefit.

Although comparing binary codes by weighted Hamming distance can alleviate the ambiguity problem, the comparison is slower than that of Hamming distance. To accelerate the search process by weighted Hamming distance, some methods [37], [41] use lookup tables to compute the query-independent values in advance, so that the number of the computations in the search process can be reduced. However, it is still an exhaustive linear scan, which barricades their applications in the large-scale databases. To further accelerate the search process, some methods [39], [42] suggest that the search in weighted Hamming space can be accelerated by performing the non-exhaustive search in Hamming space at first and then re-ranking the candidates by weighted Hamming distance. However, it cannot provide the exact nearest neighbor search by weighted Hamming distance as the nearest neighbor may be discarded during the Hamming distance comparison, which results in the inferior accuracy. Therefore, how to efficiently and accurately find $K$ binary codes that have the smallest weighted Hamming distance to the query is still an open issue.

In this paper, we propose a fast search algorithm to perform the non-exhaustive search for $K$ nearest binary codes by weighted Hamming distance. By using a hash table populated with binary codes, the search algorithm generates a probing sequence of bucket indices based on the independence characteristic of the weights for each bit. It is faster than generating a probing sequence by directly sorting the bucket indices according to their weighted Hamming distance to the query. We prove that weighted Hamming distance between the query and the sequence of the generated bucket indices will increase monotonically. Furthermore, since using a hash table for long
binary codes is not effective, we propose a search framework for long binary codes based on the proposed search algorithm. In this framework, long binary codes are split into substrings on which multiple hash tables are built, and the proposed search algorithm iteratively probes the table buckets until the query’s nearest neighbors are found. In detail, by dividing the binary codes into disjoint substrings as the indices of the table buckets, the search algorithm generates a proper probing sequence for each substring. Then, the buckets are probed to obtain the candidates according to the probing sequences, and a merging algorithm is proposed to merge the candidates until $K$ nearest neighbors to the query are found. Also, we design a single multi-index hash table to reduce its practical storage cost. The results of extensive experiments demonstrate that the proposed search algorithm improves the search accuracy compared to other non-exhaustive search algorithms and is orders of magnitude faster than the linear scan baseline.

The rest of this paper is organized as follows: We briefly review related works in Section II. The search algorithm for compact codes by weighted Hamming distance and the search framework for long codes are presented in Section III and Section IV, respectively. The experimental results are presented in Section V. And finally, we conclude this paper in Section VI.

II. RELATED WORK

A. Weighted Hamming Distance

In the large-scale approximate nearest neighbor search, encoding high-dimensional feature vectors with the compact binary codes offers two benefits: data compression and search efficiency. It is considered in [37] that binarizing both query and database vectors is not strictly a requirement. It still enjoys the same two benefits but can provide superior accuracy by binarizing the database vectors and learning the weights for each bit of binary codes according to the original query information. The literatures [39], [41], [38], [40], [43] also improve the search accuracy by learning weights for the binary codes and replacing Hamming distance with weighted Hamming distance. They learn the weights from different aspects, such as the types of the hash functions and the learning strategies. In addition, the weights for the binary image descriptors are learned in [44], [36] to improve their descriptive ability.

Although various methods about using weighted Hamming distance to improve search accuracy are developed, the methods about accelerating the search in weighted Hamming space are rare. The methods [39], [42] that accelerate the search by Hamming distance cannot be directly applied on weighted Hamming distance due to the essential difference between Hamming distance and weighted Hamming distance.

B. Fast Search by Different Similarities

Hamming distance is a commonly used similarity measure for comparing two binary codes, which can be computed efficiently by performing an XOR operation and then counting the number of ones in the result (computed by a single instruction, popcnt in C++). However, the search time of the linear scan on large scale datasets can still take several minutes [45]. To address this issue, MIH [42], [46] performs the non-exhaustive search by using a hash table that is populated with binary codes where each code is treated as an index in the hash table. To deal with long binary codes, MIH adopts multi-index hash tables that build multiple hash tables on disjoint binary code substrings and use each substring as an index of the corresponding hash table.

In addition to Hamming distance, there are other similarity measures that are used in different applications [47], [48]. However, MIH cannot be directly used for other similarities to accelerate the search due to the essential differences between similarities. Therefore, to accelerate the search by the cosine similarity, AMIH [48] is developed to perform a non-exhaustive search on binary codes by using the connection between the Hamming distance and the cosine similarity. Furthermore, AMIH also adopt multiple hash tables on binary substrings to deal with long binary codes. Product Quantization (PQ) codes [49] are another kind of binary codes by using codebooks. PQ decomposes the high-dimensional vectors into the Cartesian product of sub-vectors and then quantizes these sub-vectors into binary codes by using codebooks. To accelerate the search for PQ, PQTable [47] develops a search method based on codebooks to perform a non-exhaustive search. However, as described in [48], how to perform the fast search for other measures of similarity such as weighted Hamming distance is still open.

In this paper, we propose a fast search algorithm to perform a non-exhaustive but exact $K$NN search on binary codes by weighted Hamming distance. A preliminary work was presented in the conference [50]. Apart from more detailed description, this paper differs from the conference version in the following aspects: 1) We provide a detailed theoretical analysis on the proposed search algorithm, including computational complexity. 2) We design a single multi-index hash table to replace multiple hash tables on substrings, which can effectively reduce the practical storage cost when being applied on the large-scale datasets. 3) We systematically describe the search framework to deal with long binary codes. For each module of the framework, detailed theoretical analysis and comparison with related works are given. 4) Much more experiments are conducted to demonstrate the effectiveness and efficiency of the search algorithm.
III. SEARCH BY WEIGHTED HAMMING DISTANCE

A. Definitions and Problem Statement

Given the query \( q \in \{0,1\}^b \) and the dataset \( G = \{g_1, \ldots, g_N\} \) where \( g_i \in \{0,1\}^b \). Nearest Neighbor (NN) search (also the 1NN problem) aims to find the most closest item to \( q \) in \( G \), which can be formulated as:

\[
\text{NN}(q) = \arg \min_{g \in G} \text{dis}(q, g),
\]

where \( \text{dis}(. , .) \) is the distance between two items.

The \( K \) Nearest Neighbor (KNN) search problem is the generalization of 1NN, aiming to find the \( K \) closest items to the query. The focus of this paper is to efficiently solve the KNN problem where \( \text{dis}(., .) \) is the weighted Hamming distance.

The weighted Hamming distance between the query \( q \) and the binary code \( g \) is defined as:

\[
d_w(q, g) = \sum_{i=1}^{b} w_i q_i \oplus g_i,
\]

where \( \oplus \) is an XOR operation, \( w_i : \{0,1\} \rightarrow \mathbb{R} \) is a weight function for the \( i^{th} \) bit, \( q_i \) is the \( i^{th} \) bit of \( q \), and \( g_i \) is the \( i^{th} \) bit of \( g \).

B. Algorithm Description

Given the binary codes in \( G \), we populate a hash table where each binary code is treated as a direct index of the table bucket. Then, we aim to find the \( K \) closest binary codes that have the smallest weighted Hamming distance to the query \( q \).

Based on the independence characteristic of the weights for bits, we propose a fast search algorithm to generate a sequence of binary codes (bucket indices), where the weighted Hamming distance between the query and the sequence of binary codes will increase monotonically.

Since the query is fixed in the comparison between the query and each binary code, the weight values for the XOR result between the binary codes and the query can be pre-computed and stored. Hence, Eqn. (2) is rewritten as:

\[
d_w(g) = \sum_{i=1}^{b} \hat{w}_i(g_i),
\]

where \( g_i \) is the \( i^{th} \) bit of \( g \), \( \hat{w}_i : \{0,1\} \rightarrow \mathbb{R} \) is a weight function to store the pre-computed weight value for the \( i^{th} \) bit and is defined as:

\[
\begin{align*}
\hat{w}_i(0) &= w_i(0 \oplus q_i), \\
\hat{w}_i(1) &= w_i(1 \oplus q_i).
\end{align*}
\]

The input values of the function \( \hat{w}_i(.) \) are either 0 or 1, which results in two possible values of \( \hat{w}_i(.) \). To construct an initial \( b \)-bit binary code \( \bar{h} = [h_1, \ldots, h_b] \) that has the smallest weighted Hamming distance (smallest sum of weights) with the query, each bit \( h_i \) of \( \bar{h} \) is obtained as:

\[
h_i = \begin{cases} 0 & \hat{w}_i(0) \leq \hat{w}_i(1) \\ 1 & \text{otherwise}. \end{cases}
\]

When the \( i^{th} \) bit of \( \bar{h} \) changes (i.e., from 0 to 1 or from 1 to 0), we use \( \tilde{h}_i \) to denote the changed \( i^{th} \) bit. In this case, the weight for this bit will increase. The increased weight \( \Delta \hat{w}_i \) of the \( i^{th} \) bit is defined as:

\[
\Delta \hat{w}_i = \hat{w}_i(\tilde{h}_i) - \hat{w}_i(h_i).
\]

Algorithm 1 The fast search algorithm by weighted Hamming distance

Input: \( q, K, table, w \)
Output: \( u \)

1: \( u \leftarrow \emptyset \) \> a set of ranked identifiers
2: \( \text{pri_queue} \leftarrow \emptyset \) \> priority queue
3: \( [\text{pri_queue, order}] \leftarrow \text{Init}(q, w) \)
4: while \( |u| < K \) do
5: \( \text{code} \leftarrow \text{pri_queue}.\text{top()} \)
6: \( \text{pri_queue}.\text{pop}() \) \> remove top item from queue
7: \( \text{pri_queue}.\text{push}(\text{Operation1}(\text{code, order})) \)
8: \( \text{pri_queue}.\text{push}(\text{Operation2}(\text{code, order})) \)
9: \( \tilde{u} \leftarrow \text{table.bucket(code)} \) \> identifiers in the bucket
10: \( u.\text{extend}(\tilde{u}) \)
11: end while

We first rank bits in an increasing order according to \( \Delta \hat{w}_i \) in advance, and construct the initial smallest binary code \( \bar{h} \). Then, we maintain a priority queue to generate a sequence of binary codes where the weighted Hamming distance between the binary codes and the query increases monotonically. The top of the priority queue is the binary code that has the smallest sum of weights in the priority queue. \( \bar{h} \) is the first one that is pushed into the priority queue. When taking out the top binary code \( \bar{h} \) from the priority queue and probing the corresponding hash bucket, two new binary codes are constructed from \( \bar{h} \) by two different operations and pushed into the priority queue, respectively.

Operation 1 is to construct a binary code by changing the unchanged bit right next to the rightmost changed bit of \( \bar{h} \) if the rightmost changed bit is not at the end of the current binary code. For example, given \( \bar{h} = [h_1, \ldots, h_r, \ldots, h_b] \) where \( h_r \) is rightmost changed bit, the new binary code is constructed as \( \bar{h} = [h_1, \ldots, h_{r-1}, h_r, \ldots, h_b] \).

Operation 2 is to construct a binary code by moving the rightmost changed bit of \( \bar{h} \) to the next bit if the position of the rightmost changed bit is not at the end. For example, given \( \bar{h} = [h_1, \ldots, h_r, \ldots, h_b] \) where \( h_r \) is rightmost changed bit, the new binary code is constructed as \( \bar{h} = [h_1, \ldots, h_{r+1}, \ldots, h_b] \).

Hence, the fast search algorithm in weighted Hamming space is performed by continuously taking out the top binary code from the priority queue as the bucket index and generating new binary codes that are pushed into the priority queue. The search process is shown in Fig. 4. After ranking the bits and generating the initial binary code according to the weight information and the query, two new binary codes are generated each time according to the above operations, resulting in a larger sum of weights than the current one. It should be noted that for the initial binary code \( \bar{h} \) which has no changed bit, only Operation 1 is permitted, which means changing the first bit of the binary code.

The pseudocode for the proposed algorithm is shown in Alg. 1. Init() is a function that constructs the binary code \( \bar{h} \).
which has the smallest sum of weights according to the query \( q \) and the weights \( w \), and generates an order that denotes the positions of bits from smallest to largest according to Eqn. (6). Operation1() and Operation2() are two functions corresponding to above two operations to generate the new binary codes, respectively.

C. Theoretical Analysis

To prove that our algorithm can always find the binary code that has the smallest sum of weights among the un-probed binary codes, we begin with the following corollary.

**Corollary 1:** Every binary code can be generated by above two operations.

**Proof.** It can be proved by mathematical induction.

**Basis:** We have the binary code \( h_0 = h \) which has no changed bits initially. Then by definition, \( h_1 \) is generated by changing the first bit of \( h_0 \) using the first operation. It is easy to find that every binary code \( h_1 \) which has 1 changed bit can be generated from \( h_1 \) according to the second operation.

**Inductive step:** Assume every binary code \( h_z \), which has \( z \) changed bits, can be generated. For every binary code \( h_{z+1} = [h_1 \ldots h_i \ldots h_j \ldots h_6] \) which has \( z+1 \) changed bits, where the \( i^{th} \) bit and the \( j^{th} \) bit are the \( z^{th} \) and \( (z+1)^{th} \) changed bits, respectively. It can be generated by the second operation from another binary code \( \tilde{h}_{z+1} = [h_1 \ldots \tilde{h}_i h_{i+1} \ldots h_6] \), where the changed status of the \( j^{th} \) bit is moved to the \( (i+1)^{th} \) bit. Then \( h_z \) can be generated by the first operation from the binary code \( h_z = [h_1 \ldots h_i h_{i+1} \ldots h_j \ldots h_6] \), where the \( (i+1)^{th} \) bit is changed back to the previous status and \( h_z \) has \( z \) changed bits. Therefore, every binary code \( h_{z+1} \), which has \( z+1 \) changed bits, can be generated by two operations from \( h_z \).

Then, we prove the correctness of our algorithm by **Proposition 1**.

**Proposition 1:** The binary code that has the smallest sum of weights among the un-probed binary codes is always in the priority queue.

**Proof.** It can be proved by mathematical induction.

**Basis:** By definition, we have the binary code \( h \) which has no changed bits initially. It is the smallest among all the binary codes and is pushed into the priority queue.

**Inductive step:** Assume the top item \( h_a \) of the priority queue is the smallest among the current un-probed binary codes. When it is taken out, two new binary codes are constructed and pushed into the priority queue. Assume there is another binary code \( h_b \) which is not in the priority queue and is smallest among the current un-probed binary codes after \( h_a \) is taken out. According to Corollary 1, \( h_b \) can be directly generated from \( h_a \) by the above two operations. \( h_c \) is smaller than \( h_a \). Since \( h_b \) is smallest among the current un-probed binary codes, \( h_c \) should have been probed. If \( h_c \) is probed and \( h_b \) is generated from \( h_c \), \( h_b \) should have been pushed into the priority queue. Obviously, the assumption is invalid. Therefore, the binary code which has smallest sum of weights among the un-probed binary codes is always in the priority queue.

The sequential procedure of generating the bucket indices can be regarded as the multiple sequences combination problem (one bit represents one sequence). An algorithm in [51], [47] is used to solve the multiple sequences combination problem. However, this algorithm is not suitable in this situation. The algorithm in [51] can only traverse a few sequences (e.g., 2 or 4) simultaneously to find the combination composing the bucket index that has the smallest weighted Hamming distance to the query. In this situation, there are \( b \) sequences where \( b \) is much larger than 4 such that the traversal space is very large.

**Complexity:** The complexity of the search algorithm to find nearest binary codes by weighted Hamming distance is \( O((t+t^2)\log(2t)) \) where \( t \) is the number of the probed buckets.

**Proof.** According to Alg. 1, at each step, when a new binary code is popped out from the priority queue to probe the bucket, at most two new binary codes are generated and put into the queue in \( O(1) \) operations. Therefore, at the \( t^{th} \) step of Alg. 1, when \( t \) nearest binary codes have been output (i.e., \( t \) buckets are probed), the size of the priority queue is not larger than \( 2t \). As the operation of popping out an element in the priority queue is \( O(z\log z) \) where \( z \) is the number of elements in the queue, the complexity of probing \( t \) buckets is

\[
T = O(2\log 2) + O(4\log 4) + \cdots + O((2t)\log(2t)) \\
\leq O(2\log 2) + \cdots + O(2t\log(2t)) \\
= O((t+t^2)\log(2t)).
\]
IV. SEARCH FRAMEWORK FOR LONG CODES

In order to reach the desired search performance, hashing is usually constructed with a long code length (e.g., 64 bits). In this case, the computational cost is extremely heavy provided that a full hash table is adopted. As detailed in [42], the range of table index is exponentially expanded with the increase of code length. As a consequence, many table buckets become empty without any data item. Traversing these empty table buckets is redundant, and thus results in additional computational cost.

To mitigate this issue, MIH [42] merges the buckets over different dimensions of the binary codes. Specifically, instead of creating one huge hash table, MIH separates the binary codes into \( m \) smaller disjoint substrings, based on which a total of \( m \) smaller hash tables are created to separately index their corresponding substrings. These hash tables are called multi-index hash tables. Then, MIH solves \( m \) instances of the \( K \)NN search problem with Hamming distance to find the query’s nearest neighbor in Hamming space, one per each hash table. More details can be found in [42]. However, MIH is particularly designed for \( K \)NN search problem by Hamming distance, and thus fails to be directly adopted for weighted Hamming distance. This inspires us to further improve MIH so as to support the search by weighted Hamming distance.

A. Search with Multi-Index Hash Tables

In the proposed search framework, by separating the binary codes into \( m \) smaller disjoint substrings, \( m \) different hash tables are built. Each substring is then indexed within its corresponding hash table. The length of each substring is \([b/m] \) or \([b/m]\). For convenience, we assume that \( m \) is a factor of \( b \), and that the substrings comprise continuous bits.

Correspondingly, we define \( f : \{0, 1\}^{b/m} \to \mathbb{R} \) as a function to calculate the sum of weights of the substring \( s \in \{0, 1\}^{b/m} \), which is formulated as:

\[
f(s) = \sum_{j=1}^{b/m} \hat{w}_j(s_j),
\]

where \( s_j \) is the \( j^{th} \) bit of \( s \) and \( \hat{w}_j : \{0, 1\} \to \mathbb{R} \) is the weight function for the \( j^{th} \) bit.

As shown in Fig. 3, the search framework is composed of two modules: the search module and the decision module. Given a query, it is similarly partitioned into \( m \) substrings. Then, the search module provides a proper probing sequence according to each query substring information and the weight information. After probing some buckets and taking the candidates from the probed buckets, the decision module determines if the query’s \( K \) nearest neighbors are found or more buckets should be probed. Hence, the search framework iteratively probes the buckets until the \( K \) nearest neighbors are found. In the following, we will describe these two modules in detail.

In the search module, each hash table maintains a priority queue according to the sum of weights of the corresponding substring. Each priority queue operates as in Alg. 1. Hence, a proper probing sequence is generated by taking out the top substring of every priority queue for each round. By treating the substring as the index of the hash table bucket in the corresponding table, the identifiers in the bucket are taken out as the candidates.

In the decision module, to compare the candidates from the bucket and determine if the query’s nearest neighbors are found, a merging algorithm is proposed. In the algorithm, a \( K \)-size max-heap is built to filter the candidates. The root node of the max-heap has the largest sum of weights in the heap.
Assume the node \( r \in \{0, 1\}^b \) in the max-heap is in the form of \( r = [r_1, \ldots, r_m] \) where \( r_i \) is the substring of \( r \) in the \( i \)th table. A function \( g : \{0, 1\}^b \to \mathbb{R} \) to calculate the sum of weights of the node is defined as:

\[
g(r) = \sum_{i=1}^{m} f(r_i). \tag{9}\]

For each round, after the candidates are taken from each table, they are compared to the root node in the max-heap. If a candidate \( r \) has a smaller sum of weights than the root node (i.e., \( g(\bar{r}) < g(r) \)), the root node is thrown away and the candidate is inserted into the max-heap.

The criterion to decide if the query’s nearest neighbors are found is that the root node of the max-heap is smaller or equal to a predefined threshold, which is:

\[
g(r) \leq S, \tag{10}\]

where \( S \) is the threshold.

In our implementation, we set \( S \) as the sum of the weights of the current top substring of each priority queue. In detail, assume there are \( m \) tables and a \( b \)-bit binary code \( h \) is partitioned into disjoint substrings \( s \). When the top substring \( s_i \) of the \( i \)th priority queue is taken out as the index of the bucket to be probed, the queue will have the new top substring \( \hat{s} \). The associated identifiers from the table bucket \( s_i \) of the \( i \)th table are taken out and compared with the root node of the max-heap. After probing the corresponding buckets in each table, the threshold \( S \) is set as the sum of weights from the current top substring of each priority queue, which is:

\[
S = \sum_{i=1}^{m} f(\hat{s}_i). \tag{11}\]

Further, to accelerate the search by meeting the threshold faster, we do not need to make a decision after probing the buckets in all hash tables for each round. Instead, if the decision criterion is met after probing the first \( j \) tables’ buckets, the \( K \) nearest neighbors are found and the search process can terminate. The threshold for probing the first \( j \) tables is calculated as:

\[
\tilde{S} = \sum_{i=1}^{j} f(\hat{s}_i) + \sum_{i=j+1}^{m} f(s_i), \tag{12}\]

where \( \hat{s}_i \) is the top substring of the priority queue in the current round and \( s_i \) is the top substring of the priority queue in the last round.

Obviously, \( S \leq \tilde{S} \). Therefore, we have

\[
g(r) \leq S \leq \tilde{S}. \tag{13}\]

Hence, using Eqn. (12) as the threshold can make the search procedure terminate earlier (meet the threshold earlier) than using Eqn. (11) as the threshold.

In what follows, we will prove the correctness of the decision criterion.

**Proposition 2:** The binary codes that are found and stored in the max-heap have the smallest sum of weights among all binary codes.

*Proof.* This can be proved by contradiction. Assume there exists an identifier that is not found yet and its corresponding binary code is \( \bar{r} \). Its sum of weights \( g(\bar{r}) \) (Eqn. (9)) is smaller than that of the root node \( r \) in the max-heap (i.e. \( g(\bar{r}) < g(r) \)). Since \( g(\bar{r}) \leq S \) (Eqn. (12)) and \( g(\bar{r}) < g(r) \), \( g(\bar{r}) < S \). Then, at least one of the disjoint substrings of \( \bar{r} \) is smaller than the top substring of the corresponding priority queue. This substring should have been taken out from the queue according to Proposition 1. Since the substring is taken out as a bucket to be probed, \( \bar{r} \) should have been inserted into the max-heap. Obviously the assumption is invalid. Therefore, the binary codes that are found and stored in the max-heap have the smallest sum of weights among all binary codes. \( \square \)

The pseudocode for the search framework is shown in Alg. 2. Init(), Operation1() and Operation2() are the same functions as in Alg. 1. \( m \) denotes the number of substrings for the binary code. \( \text{table}[], \text{pri_queue}[], \) and \( \text{order}[] \) denote a set of tables, a set of priority queues, and a set of bit rankings for each substring, respectively. Split() is a function that splits the binary code and the weights into \( m \) parts. max_heap.satisfied() denotes whether the root node of the max-heap satisfies the stopping criterion according to Eqn. (10) and Eqn. (12).

In our preliminary work [50], we want to find an order of probing hash tables so that the root node of the max-heap be smaller or equal to \( S \) faster. To this end, for each round, before probing the buckets, we obtain an order by sorting the tables according to the difference \( \Delta f_i \) from smallest to largest. The difference is calculated as:

\[
\Delta f_i = f(\hat{s}_i) - f(s_i), \tag{14}\]

where \( \hat{s}_i \) is the top substring of the priority queue in the current round and \( s_i \) is the top substring of the priority queue in the last round.

Hence, the decision criterion in [50] is:

\[
\bar{S} = \sum_{i=1}^{j} f(\bar{s}_{\text{order}[i]}) + \sum_{i=j+1}^{m} f(\bar{s}_{\text{order}[i]}), \tag{15}\]
where the order is obtained by sorting the tables according to the difference $\Delta f_i$.

In Sec. V, we will show that although using the threshold of Eqn. (15) can reduce the number of probed buckets, it adds the time cost of sorting the hash tables and makes the search slower than using the threshold of Eqn. (12).

PQTable [47] considers another criterion to determine whether the query’s nearest neighbors are found, which can be presented in the form of Eqn. (10). In PQTable, the search process terminates when finding a binary code that has appeared $m$ times and there are $K - 1$ binary codes that yield smaller (or equal) weighted Hamming distance to the query than that binary code. Obviously, when a binary code appears $m$ times, it means that its corresponding substrings are all probed. Hence, the threshold is the sum of the weights of the probed binary substring in each table. In detail, if the top substrings from the first $j$ priority queues are taken out, the threshold is formulated as:

$$
\tilde{S} = \sum_{i=1}^{j} f(s_i) + \sum_{i=j+1}^{m} f(\tilde{s}_i),
$$

where $s_i$ is the taken substring in the current round and $\tilde{s}_i$ is the taken substring in the last round.

Obviously, $\tilde{S} < \tilde{S}$ for the same round since $s_i < s_j < \tilde{s}_i$. Therefore, the search procedure by PQTable will ends later and then the search according to Eqn. (12) resulting in more candidates to be compared and larger search time cost.

### B. Search with a Single Multi-Index Hash Table

As analyzed in [42, 47], the practical storage cost of multi-index hash tables is larger than the theoretical storage cost, due to the null pointers in the empty buckets.

To reduce the empty buckets and the practical storage cost, we show that multi-index hash tables can be merged into one hash table over the bucket indices. In other words, the binary codes are still separated into $m$ disjoint substring and each substring is the bucket index within the same hash table rather than multiple hash tables.

For multi-index hash tables, let $T_i$ denote the set of the non-empty bucket indices in the $i$th hash table, $T_{one}$ denote the set of the non-empty bucket indices that exist in only one of $m$ hash tables, and $T_{all} = T_1 \cup T_2 \cup \ldots \cup T_m$ denote the set of the non-empty bucket indices in $m$ hash tables. It is easy to know that the percentage of the non-empty bucket indices that exist in only one of $m$ hash tables over the non-empty bucket indices in $m$ hash tables is represented as $|T_{one}|/|T_{all}|$, and the percentage of the non-empty bucket indices that exist in more than one hash tables over the non-empty bucket indices in $m$ hash tables is represented as $|T_{all} - T_{one}|/|T_{all}|$. Here, $|\cdot|$ is the cardinality of the set. Table I shows the statistics about $|T_{one}|/|T_{all}|$ and $|T_{all} - T_{one}|/|T_{all}|$ on the GIST1M dataset and the SIFT1B dataset [49]. The data in the dataset is hashed to binary codes by Locality-Sensitive Hashing (LSH) [52]. Following [42, 48, 47], the value of $m$ (i.e., the number of the substrings) is set to $b/log n$, where $n$ is the data size and $b$ is the length of the binary code. Hence, on GIST1M, the number of the substrings is 2 for 32 bits, 4 for 64 bits and 8 for 128 bits (i.e., the length of the substring is 16 bits). On SIFT1B, the number of the substrings is 1 for 32 bits, 2 for 64 bits and 4 for 128 bits (i.e., the length of the substring is 32 bits). According to the results in Table I most bucket indices are shared by more than one table on GIST1M while few buckets indices are shared by more than one table on SIFT1B. Although merging the tables may make the buckets include more candidates that are not the query’s nearest neighbors, resulting in the additional computational cost, this effect rarely happens on SIFT1B as only few buckets indices are shared by more than one table.

Hence, instead of creating $m$ hash tables where there are many empty buckets, we design a single multi-index hash table where the binary codes are still separated into $m$ disjoint substring and each substring is indexed within the same hash table. The single multi-index hash table can be directly used by the proposed search framework on the binary substrings, as shown in Fig. 3.

### V. Experiments

#### A. Datasets and Settings

In the experiments, we will measure the efficiency and effectiveness of the proposed search algorithm on the binary codes in the weighted Hamming space. For convenience, the binary codes in the weighted Hamming space are also called the weighted binary codes. Various kinds of weighted hashing methods are used to generate different weighted binary codes for two datasets: GIST1M [49] and SIFT1B [49].

The GIST1M dataset contains 1 million 960-dimensional GIST descriptors [53] which are global descriptors, and extracted from Tiny image set [54]. The dataset contains 1,000 queries.

The SIFT1B dataset contains 1 billion 128-dimensional SIFT descriptors [9], which are local descriptors. The dataset contains 10,000 queries. GIST and SIFT are often used in

| bit | GIST1M | SIFT1B |
|-----|--------|--------|
| 32  | 6.0    | 94.0   |
| 64  | 0.0    | 100.0  |
| 128 | 0.0    | 100.0  |
computer vision areas, such as feature matching and image retrieval.

Two kinds of hashing methods are used to encode the feature vectors with the binary codes. Locality-Sensitive Hashing (LSH) \cite{52} is used to generate data-independent hash functions, which map the feature vectors to the binary codes, and \cite{37} is used to learn the weights for the binary codes. Iterative Quantization (ITQ) \cite{55} is used to generate data-dependent hash functions, and \cite{37} is used to generate the weights.

\subsection*{B. Comparison with Different Bits}

We compare the proposed search algorithm, Fast Search on Weighted Binary Codes (FSWBC), with Linear Scan, MIH_binary, and MIH_weight. Linear Scan denotes the exhaustive search for the weighted binary codes and is accelerated by adopting the lookup tables \cite{37}. MIH_binary denotes the multi-index hashing algorithm \cite{42} that performs the non-exhaustive search for the binary codes according to Hamming distance. MIH_weight denotes the multi-index hashing \cite{42} that performs the non-exhaustive search for the binary codes according to Hamming distance and then selects the neighbors among the candidates according to weighted Hamming distance. These algorithms are all implemented in C++. Following \cite{42}, the value of $m$ (the number of the substrings) for the search algorithms is set to $b \log_2 n$, except for linear scan. All the experiments are run on a single core Intel Core-i5-6500 CPU with 64GB of memory.

To measure the search accuracy for the $KNN$ search, pre@$K$ for Weighted Binary Codes (WBC) is used to measure the search accuracy for WBC. It is defined as the fraction of the true retrieved weighted binary codes to the retrieved weighted binary codes and formulated as follows

\[ \text{pre@}K \text{ for WBC} = \frac{\text{the true retrieved WBC}}{K}. \]  

(17)

In addition to the search accuracy, we measure the search efficiency by the search time cost and the speed-up factor compared to the linear scan for the weighted binary codes. The speed-up factor is defined as dividing the run-time cost of the linear scan by the run-time cost of the test algorithm, which is formulated as follows

\[ \text{speed-up factor} = \frac{\text{time of linear scan}}{\text{time of test method}}. \]  

(18)

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
 & 8 bits & 16 bits & 32 bits & 64 bits & 128 bits \\
\hline
Linear Scan & 100 & 100 & 100 & 100 & 100 \\
\hline
MIH_binary & 100 & 99.6 & 35.6 & 30.3 & 30.5 \\
\hline
MIH_weight & 100 & 99.6 & 38.7 & 37.8 & 44.7 \\
\hline
FSWBC & 100 & 100 & 100 & 100 & 100 \\
\hline
\end{tabular}
\caption{The search accuracy comparison of pre@1(\%) on GIST1M with LSH.}
\end{table}

Table II and Table III show the search accuracy comparison of finding the nearest neighbor (1-NN) on the weighted binary codes generated by LSH and ITQ on GIST1M, respectively.

The length of binary codes range from 8 bits to 128 bits. MIH_binary and MIH_weight can achieve 100\% accuracy for 8 bits, while their accuracy decreases as the number of bits increases. When the number of bits is small, there are only a few buckets in the table so that the nearest neighbor can be easily found in the corresponding bucket indexed by the query. As the number of bits increases, there are more buckets in the table and the bucket indexed by the query may be empty. Hence, MIH_binary and MIH_weight need to probe the other buckets that are not the nearest to the query by weighted Hamming distance, resulting in the decreased accuracy. Instead, FSWBC and Linear Scan can achieve 100\% accuracy for different bits. It demonstrates that FSWBC can perform the exact NN search on weighted binary codes while MIH_binary and MIH_weight cannot.

Fig. 4 shows the search accuracy comparison of $K$-NN search on SIFT1B for 128 bits. According to the results, with the number of returned neighbors increasing, MIH_weight is obviously better than MIH_binary as MIH_weight performs the additional operation of selecting the neighbors among the candidates according to weighted Hamming distance compared to MIH_binary. FSWBC can perform the exact K-NN search on weighted binary codes.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
 & 8 bits & 16 bits & 32 bits & 64 bits & 128 bits \\
\hline
Linear Scan & 100 & 100 & 100 & 100 & 100 \\
\hline
MIH_binary & 100 & 99 & 45.3 & 32.2 & 36.0 \\
\hline
MIH_weight & 100 & 99 & 47.2 & 38.1 & 49.0 \\
\hline
FSWBC & 100 & 100 & 100 & 100 & 100 \\
\hline
\end{tabular}
\caption{The search accuracy comparison of pre@1(\%) on SIFT1B with LSH.}
\end{table}

Table IV and Table V show the search efficiency comparison of finding the nearest neighbor on the weighted binary codes generated by LSH and ITQ on GIST1M, respectively. Table VI shows the search efficiency comparison on SIFT1B. The length of binary codes range from 8 bits to 128 bits. Compared to MIH_binary, MIH_weight and FSWBC can achieve a large speed-up compared to the linear scan baseline, especially on SIFT1B that includes one billion binary codes.
TABLE V
THE SEARCH EFFICIENCY COMPARISON ON GIST1M WITH LSH FOR DIFFERENT BITS.

|       | 8 bits | 16 bits | 32 bits | 64 bits | 128 bits |
|-------|--------|---------|---------|---------|---------|
|       | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up |
| Linear Scan | 10.01 | 1 | 15.33 | 1 | 25.4 | 1 | 44.52 | 1 | 89.04 | 1 |
| MIH_binary | 0.02 | 500.5 | 0.03 | 511 | 0.08 | 317.5 | 0.84 | 53 | 7.94 | 11.2 |
| MIH_weight | 0.02 | 500.5 | 0.03 | 511 | 0.08 | 317.5 | 0.84 | 53 | 7.94 | 11.2 |
| FSWBC | 0.02 | 500.5 | 0.03 | 511 | 0.11 | 230.9 | 2.11 | 21.1 | 18.37 | 4.8 |

TABLE VI
THE SEARCH EFFICIENCY COMPARISON ON GIST1M WITH ITQ FOR DIFFERENT BITS.

|       | 8 bits | 16 bits | 32 bits | 64 bits | 128 bits |
|-------|--------|---------|---------|---------|---------|
|       | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up |
| Linear Scan | 9.56 | 1 | 15.21 | 1 | 25.35 | 1 | 44.47 | 1 | 89.04 | 1 |
| MIH_binary | 0.02 | 478 | 0.03 | 507 | 0.13 | 195 | 0.69 | 64.4 | 6.47 | 13.8 |
| MIH_weight | 0.02 | 478 | 0.03 | 507 | 0.13 | 195 | 0.69 | 64.4 | 6.47 | 13.8 |
| FSWBC | 0.02 | 478 | 0.03 | 507 | 0.08 | 316.9 | 1.33 | 33.4 | 13.78 | 6.5 |

TABLE VII
THE SEARCH EFFICIENCY COMPARISON ON SIFT1B WITH LSH FOR DIFFERENT BITS.

|       | 8 bits | 16 bits | 32 bits | 64 bits | 128 bits |
|-------|--------|---------|---------|---------|---------|
|       | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up | Time (ms) | Speed up |
| Linear Scan | 10154.23 | 1 | 15684.52 | 1 | 25701.79 | 1 | 45117.23 | 1 | 90930.07 | 1 |
| MIH_binary | 8.69 | 1168.5 | 8.81 | 1780.3 | 8.65 | 2971.3 | 10.05 | 4489.3 | 46.75 | 1945.0 |
| MIH_weight | 8.69 | 1168.5 | 8.81 | 1780.3 | 8.65 | 2971.3 | 10.14 | 4449.4 | 54.84 | 1658.1 |
| FSWBC | 8.8 | 1153.9 | 8.82 | 1778.3 | 8.34 | 3081.7 | 10.2 | 4423.3 | 67.8 | 1341.2 |

![Fig. 4. The search accuracy of different $K$ on SIFT1B.](image)

performs the additional operation of selecting the neighbors by weighted Hamming distance and thus achieves a better search accuracy for the weighted binary codes as shown in Table [IV] but needs a larger time cost as shown in Table [VII]. In some cases, such as 32 bits on SIFT1B, FSWBC is faster than MIH_binary. It is because FSWBC probes less buckets and less candidates than MIH_binary, which will be analyzed later. According to the results, FSWBC can effectively accelerate the search on the weighted binary codes, especially on SIFT1B where it can achieve more than one thousand times speed-up compared to the linear scan baseline.

C. Search Performance Analysis

Table [VII] and Table [IX] show the performance analysis of different search algorithms for the weighted binary codes learned by ITQ on GIST1M and learned by LSH on SIFT1B, respectively. The number of the probed buckets and the number of the compared candidates are two key factors that influence the search efficiency [42]. FSWBC_single denotes FSWBC with the proposed single multi-index hash table. In addition to MIH_binary, we compare FSWBC with PQTable [47] which can perform the non-exhaustive search on weighted binary codes by translating the weighted binary codes in the form of PQ codes in advance. Specifically, the binary codes are split into disjoint parts each of which consists of continuous 8-bit binary codes. Then, each part can be regarded as a codebook, and PQTable is applied. As the performance of MIH_binary is almost same as that of FSWBC...
### TABLE VIII
The search performance analysis on GIST1M with ITQ.

| bit | method      | $K$ =1  |    | $K$ =10 |    | $K$ =100 |    | Storage |
|-----|-------------|---------|----|---------|----|----------|----|---------|
|     | Time (ms)   | buckets | candidates | Time (ms) | buckets | candidates | Time (ms) | buckets | candidates | (MB) |
| 32  | MIH_binary  | 0.13    | 20 | 4469    | 0.19 | 68 | 6327 | 0.38 | 217 | 11637 | 15.9 |
|     | PQTable     | 1.66    | 26 | 5045    | 2.08 | 60 | 6900 | 3.16 | 161 | 11366 | 15.9 |
|     | FSWBC_single| 0.09    | 12 | 4480    | 0.22 | 41 | 6458 | 0.63 | 138 | 12280 | 13.7 |
|     | FSWBC       | 0.08    | 12 | 4380    | 0.19 | 41 | 5935 | 0.55 | 138 | 10478 | 15.9 |
| 64  | MIH_binary  | 0.69    | 288| 14165   | 1.28 | 690 | 26549 | 2.44 | 1523 | 48289 | 27.6 |
|     | PQTable     | 13.44   | 956| 39404   | 18.15 | 1415 | 52291 | 26.90 | 2297 | 73728 | 27.6 |
|     | FSWBC_single| 2.11    | 250| 25360   | 4.84 | 607 | 52365 | 10.42 | 1378 | 102915 | 25.6 |
|     | FSWBC       | 1.33    | 250| 14727   | 3.02 | 607 | 27037 | 6.39 | 1378 | 48869 | 27.6 |
| 128 | MIH_binary  | 6.47    | 2230| 67395   | 10.56 | 4163 | 106668 | 16.25 | 7302 | 159670 | 54.1 |
|     | PQTable     | 130.20  | 12623| 226645  | 154.70 | 15585 | 263330 | 187.49 | 19783 | 305136 | 54.1 |
|     | FSWBC_single| 35.91   | 2172| 231884  | 59.70 | 4140 | 361761 | 89.09 | 7405 | 498446 | 49.5 |
|     | FSWBC       | 13.78   | 2172| 70597   | 23.37 | 4140 | 112344 | 38.91 | 7405 | 166520 | 54.1 |

### TABLE IX
The search performance analysis on SIFT1B with LSH.

| bit | method      | $K$ =1  |    | $K$ =10 |    | $K$ =100 |    | Storage |
|-----|-------------|---------|----|---------|----|----------|----|---------|
|     | Time (ms)   | buckets | candidates | Time (ms) | buckets | candidates | Time (ms) | buckets | candidates | (MB) |
| 32  | MIH_binary  | 8.65    | 8   | 2648    | 8.65 | 51 | 2697 | 8.78 | 317 | 3122 | 13,365.3 |
|     | PQTable     | 8.48    | 2   | 1   | 8.48 | 6   | 10 | 8.62 | 38 | 100 | 13,365.3 |
|     | FSWBC_single| 8.34    | 2   | 1   | 8.35 | 6   | 10 | 8.45 | 38 | 100 | 13,365.3 |
|     | FSWBC       | 8.34    | 2   | 1   | 8.35 | 6   | 10 | 8.45 | 38 | 100 | 13,365.3 |
| 64  | MIH_binary  | 10.05   | 1725| 9548   | 13.62 | 7125 | 26799 | 25.86 | 26671 | 80146 | 27,296.3 |
|     | PQTable     | 20.34   | 1047| 11982  | 33.74 | 2538 | 23744 | 75.56 | 7625 | 57155 | 27,296.3 |
|     | FSWBC_single| 10.81   | 434 | 6219   | 16.3 | 1670 | 16862 | 38.73 | 6500 | 51340 | 24,319.0 |
|     | FSWBC       | 10.2    | 434 | 6074   | 15.63 | 1670 | 14681 | 37.64 | 6500 | 47383 | 27,296.3 |
| 128 | MIH_binary  | 46.75   | 37475| 149762 | 105.54 | 117339 | 367169 | 238.42 | 341004 | 845881 | 53,711.1 |
|     | PQTable     | 617.31  | 62290| 428099  | 955.91 | 99390 | 623251 | 1803.9 | 185956 | 1007101 | 53,711.1 |
|     | FSWBC_single| 70.85   | 10136| 114475 | 195.77 | 30762 | 278245 | 578.49 | 91726 | 658012 | 42,190.0 |
|     | FSWBC       | 67.8    | 10136| 106672 | 187.89 | 30762 | 255151 | 555.18 | 91726 | 589718 | 53,711.1 |

### TABLE X
The decision criterion comparison on SIFT1B.

| bit | method      | $K$ =1  |    | $K$ =10 |    | $K$ =100 |    |
|-----|-------------|---------|----|---------|----|----------|----|
|     | Time (ms)   | buckets | candidates | Time (ms) | buckets | candidates | Time (ms) | buckets | candidates |
| 32  | FSWBC       | 8.34    | 2   | 1   | 8.35 | 6   | 10 | 8.45 | 38 | 100 |
|     | FSWBC_sort  | 8.34    | 2   | 1   | 8.35 | 6   | 10 | 8.45 | 38 | 100 |
|     | FSWBC_PQ    | 8.34    | 2   | 1   | 8.35 | 6   | 10 | 8.45 | 38 | 100 |
| 64  | FSWBC       | 10.2    | 434 | 6074   | 15.63 | 1670 | 14681 | 37.64 | 6500 | 47383 |
|     | FSWBC_sort  | 10.49   | 434 | 5715   | 15.95 | 1670 | 16089 | 38.05 | 6500 | 48988 |
|     | FSWBC_PQ    | 19.67   | 1047| 11982  | 32.42 | 2538 | 23744 | 71.12 | 7625 | 57155 |
| 128 | FSWBC       | 67.8    | 10136| 106672 | 187.89 | 30762 | 255151 | 555.18 | 91726 | 589718 |
|     | FSWBC_sort  | 68.46   | 1013724| 1060994.4 | 189.17 | 30763 | 254849 | 558.07 | 91726 | 589635 |
|     | FSWBC_PQ    | 551.29  | 62290.81| 428099   | 676.01 | 99390 | 623251 | 1218.58 | 185957 | 1007101 |
for 8 bits and 16 bits, the performance analysis is focused on 32 bits, 64 bits, and 128 bits.

On GIST1M, FSWBC_single is slower than FSWBC since FSWBC_single probes the same number of the buckets as FSWBC does but compares more candidates. Although the Hamming distance computation is faster than the weighted Hamming distance computation, FSWBC is competitive to MIH_binary for 32 bits since FSWBC probes less buckets and compares less candidates than MIH_binary. Especially for returning 1NN on 32-bit binary codes, as FSWBC and FSWBC_single probe 40% less buckets than MIH_binary, they are faster than MIH_binary. PQTable is slower than FSWBC and FSWBC_single from 32 bits to 128 bits as PQTable probes more buckets and candidates than FSWBC and FSWBC_single. Compared to other algorithms, FSWBC_single can reduce the practical storage cost as it adopts the single multi-index hash table.

On SIFT1B, FSWBC_single is as fast as FSWBC for 32 bits since the length of the substring is 32 bits and they both use one hash table. Since FSWBC use one hash table for 32 bits, the number of candidates found in the buckets is the same as the number of required nearest neighbors. Also, we can see that with the number of buckets increasing, the time cost of FSWBC increases smaller, which confirms with the complexity of the proposed search algorithm in Sec. III.C. FSWBC_single is a little slower than FSWBC for 64 bits and 128 bits as FSWBC_single compares a little more candidates than FSWBC. FSWBC and FSWBC_single are both competitive to MIH_binary for 32 bits and 64 bits due to the less probed buckets and the less compared candidates than MIH_binary. PQTable is slower than FSWBC and FSWBC_single from 32 bits to 128 bits as PQTable probes more buckets and candidates than FSWBC and FSWBC_single. In terms of the practical storage cost for the hash tables to store binary codes, using the single multi-index hash table can effectively reduce the storage cost than using the multi-index hash tables. According to the results in Table X by replacing the multi-index hash tables with the single multi-index hash table, almost 10% and 20% storage cost can be reduced for 64 bits and 128 bits, respectively. Hence, by using the single multi-index hash table, FSWBC_single can effectively reduce the storage cost with little additional search cost compared to FSWBC on SIFT1B.

Table XI shows the comparison of different decision criterion in the decision module on SIFT1B. In the table, FSWBC_sort denotes the decision criterion in [50] and FSWBC_PQ denotes the decision criterion in PQTable [47]. According to the results, FSWBC, FSWBC_sort, and FSWBC_PQ have the same time cost for 32 bits since the length of the substring is equal to the length of the binary code and thus they use one hash table. FSWBC_sort and FSWBC are both faster than FSWBC_PQ for 64 bits and 128 bits as FSWBC_PQ probes more buckets and compares more candidates. In general, FSWBC_sort probes less buckets and compares less candidates than FSWBC. However, the reduction is not much and FSWBC_sort needs addition computational cost for generating the probing sequence of the substrings. Therefore, FSWBC_sort is slower than FSWBC. By comparing FSWBC_PQ in Table XI with PQTable in Table IX, FSWBC_PQ is slower than FSWBC with the same decision criterion, which demonstrates that FSWBC is more efficient in the bucket search procedure than PQTable as FSWBC is designed based on the characteristics of weighted binary codes.

VI. CONCLUSION

In this paper, we focus on the K nearest neighbor search problem on binary codes by weighted Hamming distance. By using a hash table populated with binary codes, a search algorithm is proposed to generate a probing sequence of binary codes where weighted Hamming distance between the query and the elements of the sequence will increase monotonically. Hence, the table buckets are probed one by one according to the probing sequence until the nearest binary code to the query by weighted Hamming distance are found. Further, a search framework based on the search algorithm is proposed to deal with long binary codes. In this framework, multiple hash tables are built on binary code substrings and the search algorithm generates a probing sequence for each substring. The buckets in these tables are probed according to the sequences and the nearest neighbors are found by merging the candidates from the probed buckets according to the proposed merging algorithm. In addition, we design a single multi-index hash table, which can replace the multiple hash tables to reduce the practical storage cost with little extra time cost in the search process. The experiments show that the proposed search algorithm can improve the search accuracy compared to other search algorithms and achieve orders of magnitude speed up than the linear search baseline, especially when the size of the dataset is large.
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