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Abstract. We give a new proof of a recent resolution [18] by Michelen and Sahasrabudhe of a conjecture of Shepp and Vanderbei [19] that the moduli of roots of Gaussian Kac polynomials of degree $n$, centered at 1 and rescaled by $n^2$, should form a Poisson point process. We use this new approach to verify a conjecture from [18] that the Poisson statistics are in fact universal.

1. Introduction

Let $\xi_0, \ldots, \xi_n$ be i.i.d. random variables and consider the Kac polynomial

$$f(z) := \sum_{k=0}^{n} \xi_k z^k.$$  \hfill (1.1)

This paper concerns the typical behavior of the random zero set $Z(f) := \{z \in \mathbb{C} : f(z) = 0\}$. It is well known that if $\mathbb{E} \log(1 + |\xi_0|) < \infty$ then the roots of $f$ concentrate uniformly around the unit circle $S^1 := \{|z| = 1\}$ as the degree $n$ tends to infinity [11], [20] (see also [12] for a more modern perspective). Finer results on this convergence are also known: typically, most roots lie inside an annulus of width $O(n^{-1})$ around the unit circle (see [19] for Gaussian coefficients and [13] for more general choices of coefficients). Microscopic correlation functions for the Gaussian case (also, for multivariate systems of polynomials) appear in [4]; see [8, 21] for a universality result in the case of non-Gaussian coefficients.

In view of the above, the following question becomes quite natural: What is the typical distance of the set of roots to the unit circle? Indeed, this question was already suggested by Shepp and Vanderbei [19, Section 6], who conjectured that for Gaussian coefficients, the set $\{n^2(1 - |z|) : z \in Z(f)\}$ (identified with its counting measure) converges to a Poisson point process as $n \to \infty$; their conjecture would imply in particular that the closest root is typically at distance of order $n^{-2}$ from the unit circle. This conjecture was recently confirmed by Michelen and Sahasrabudhe [18], using a reduction to a point process determined by the polynomial on the unit circle and a high-order Kac–Rice formula.

**Theorem 1.1** ([18 Theorem 1]). Assume that $f$ is given by (1.1) with $\xi_i$ i.i.d., real-valued Gaussian of mean zero. Then

$$\{n^2(1 - |z|) : z \in Z(f)\}$$

converges in distribution (with respect to the vague topology), as $n \to \infty$, to a homogeneous Poisson point process on $\mathbb{R}$ of intensity $1/12$. In particular, for all $x > 0$,

$$\lim_{n \to \infty} \mathbb{P} \left( n^2 \text{dist}(S^1, Z(f)) \geq x \right) = e^{-x/6}.$$
It is natural to guess that the phenomenon described in Theorem 1.1 is in fact universal in the sense that the theorem holds true for a wide class of coefficients distribution, and not just for Gaussians. In this regard, it is natural (and also suggested in [18]) to conjecture that Theorem 1.1 holds for random Littlewood polynomials, that is, when the $\xi_i$’s are i.i.d. chosen uniformly at random from the set $\{\pm 1\}$.

The goal of this paper is multifold. We will give a new proof of Theorem 1.1 based on ideas appearing in our recent works [22], [7]. In this proof, and in contrast with [18], we do not use the Kac–Rice formula, a powerful tool which is hard to apply outside the case of Gaussian coefficients (or, with considerably more effort, coefficients whose law possesses a smooth density). Instead, we work directly with local linear approximations of $f$ (see Section 1.1 for more details). Besides the intrinsic interest in a different proof, the main advantage of our approach is that it is more suitable toward the study of universality problem, for which our main result confirms the prediction. Namely, we show

**Theorem 1.2.** Theorem 1.1 continues to hold as long as the $\xi_i$ are i.i.d. copies of a non-degenerate, sub-Gaussian, real-valued, zero-mean random variable.

In particular, our result extends to random Littlewood polynomials.

**Remark 1.3.** By sub-Gaussian we mean that there exists a constant $c > 0$ so that

$$
P(|\xi_0| > t) \leq 2 \exp(-ct^2)
$$

for all $t > 0$. A close investigation of the current method would enable us to allow $|\xi_i|$ to have bounded $k$-th moment for some large constant $k$, however we will not elaborate on this. As it has no bearing on the conclusion, in the rest of the paper we may and will assume that the $\xi_i$’s are normalized to have unit variance.

**Remark 1.4.** Our methods allow one to consider other related point processes for statistics near the unit circle, see Section 8.

1.1. **Heuristics and proof method.** We first explain briefly the Poisson heuristic behind the Gaussian case, which is hinted at in [19, Section 6]. The computations of [19] and an asymptotic analysis show that the expected number of roots at distance at most $x/n^2$ from the unit circle, denoted $N_x(n)$, is asymptotic to $x/6$. (The expression in [13, Theorem 2], based on the Kac–Rice formula, gives that immediately, and in fact the proof there can be adapted to cover that asymptotic.) While computing higher moments of this quantity via the Kac–Rice formula may be feasible, the computation quickly becomes cumbersome, with a major obstacle being the need to deal with short-range correlations and their cancellations. Assuming however that such short-range correlations do not affect the higher order moments, one notes that for macroscopically separated points $(z_1, \ldots, z_k)$ on the unit circle, the joint density of the random variables $(f(z_i), f'(z_i))_{i=1}^k$ nearly factorizes; accepting this factorization, one obtains from the Kac–Rice formula that the expectation of the $k$th moment of $N_x(n)$ converges to the corresponding one for a Poisson random variable of parameter $x/6$. From this, the route to a Poisson heuristic is short. In fact, once spatial separation between close roots is proved, the Poisson heuristic is standard.

There are two obstacles for making the heuristic precise, even in the Gaussian case. First, one needs to get rid of short range correlations. This is achieved by noting, as was done in [16, 18], that in a tubular neighborhood of $z \in S^1$ of diameter $o(1/n)$, the pair
(Ref(f), Imf(z)) can be approximated by linear curves, and the existence in this neighborhood of a root of distance $x/n^2$ from the circle can be decided in terms of the 4-vector $W(z) := (Ref(z), Imf(z), Ref'(z), Imf'(z))$, with the result that except for exceptional values of this vector, only one root can possibly exist in the neighborhood. The second obstacle involves long range correlations: while conditioning on a fixed number of values $W(z_i)_{i \geq 2}$ for macroscopically separated $z_i$ has only a small effect on $W(z_1)$, by analyticity the values $\{W(z)\}_{z \in S^1 : |z - z_1| > 1/2}$ already determine $W(z_1)$ and in particular the existence of a root close to $z_1$. This is a serious obstacle in applying methods of Poisson convergence based on second moment methods, e.g. [2].

1.2. Structure of the paper. We can now explain our approach to Theorem 1.2 and contrast it with the approach to the Gaussian case introduced in [18]. There are essentially three major steps.

1) As explained above, in the first step we show via (2.9) and Proposition 2.3 that the statistics of $n^2(1 - |z|), z \in Z(f)$ near the unit circle can be deduced from the behavior of $(f(z_\alpha), f'(z_\alpha))$ on the unit circle, for $z_\alpha = e^{i\theta_\alpha}$ belonging to a net of cardinality $n^2/\log K_0 n$ (for some large constant $K_0$), and that one needs only consider good events, denoted $A_\alpha$, where the linear approximation at $z_\alpha$ is precise enough. Towards the universality result (and in particular to allow discrete distributions for $\xi_0$), for reasons described below we remove from consideration certain “bad points” $z_\alpha$ possessing bad arithmetic properties, leaving only under consideration smooth points $z_\alpha$, see Definition 2.1 and Proposition 2.2. (The latter removal of bad points is not needed in the Gaussian case.) Further, we show (see Proposition 2.4 and Lemma 7.1) that one needs only consider $z_\alpha$’s that are separated by distance at least $n^{1+\varepsilon}$ for some small $\varepsilon > 0$.

2) From Step 1, for points $z_\alpha$ satisfying the good event, the location of the root close to $z_\alpha$ can be written as $Z_\alpha = n^2 \rho_\alpha = n^2 \rho(f(z_\alpha), f'(z_\alpha))$, see (2.6) and (2.8). Then, the $k$th moment of $N_x(n)$ can be determined in terms of the joint distribution of $(Z_{\alpha_i})_{i=1}^k$ for well-separated, smooth $z_{\alpha_i}$. In the Gaussian case, these are almost independent (see the computation in Section 3.2 for a quantitative estimate), and the moments factor, see Lemma 3.3, yielding Theorem 1.2 in the Gaussian case. No notion of smoothness of the $z_\alpha$’s is needed for that computation.

3) The key tool for obtaining universality is a result imported from [7] giving a quantitative local CLT for the joint distribution of $W(z_1), \ldots, W(z_k)$ for any fixed number of points $z_1, \ldots, z_k \in S^1$ that are both smooth and spread (see Theorem 3.9). Combined with small ball estimates, also borrowed from [7] (see Theorem 3.7), this leads to a comparison of probabilities between the Gaussian and general cases, culminating with Proposition 3.12.

We note in passing that the local CLT borrowed from [7], arguably the technically most challenging component used in our proof, is in turn a significant generalization of a result from [9] to the multivariate case.

1.3. Background. We compare our result with existing literature. Konyagin and Schlag [15, 16] showed that, for random Kac polynomials as general as in Theorem 1.2, with high probability the complex roots of $f(z)$ cannot be within distance $o(1/n^2)$ of the unit circle. This is consistent with our theorem, but the method of [16], on the other hand,
cannot be used to study asymptotic statistics. More relevant to our universal statistics, \cite[Theorem 5.7]{21} of Tao and Vu, or \cite[Theorem 2.3]{8} of Do et al. established universality for the correlation functions of complex roots of \(f(z)\) within balls of radius \(\Theta(1/n)\) near the unit circle; it seems that the techniques and results there cannot be applied to our problem because the region under current consideration is at a finer scale and too close to the circle.

We already mentioned that Theorem 1.1, the Gaussian case of Theorem 1.2 was already proved in \cite{18}, using a method based on the higher Kac–Rice formula, which seems ill-suited to computations in the non-Gaussian case. It does not seem straightforward to apply the local CLT comparison to their computation and obtain directly Theorem 1.2 from their proof in \cite{22} (which is used as basis for comparison in \cite{7}).

As discussed above, the method of proof of Theorem 1.2 borrows from the recent \cite{7,22}, that dealt with the variable \(m_n^* = \min_{z \in S} |f(z)|\); we refer to these articles for historical background. (That the problems are related appears already in the work of Konyagin and Schlag \cite{16}.)

Step 1 in the sketch above is similar to the analogous step in \cite{22}, with the background. (That the problems are related appears already in the work of Konyagin and Schlag \cite{16}.)

Notation. We will assume \(n \to \infty\) throughout the paper. We write \(X = O(Y)\), \(X \ll Y\) or \(Y \gg X\) if \(|X| \leq C|Y|\) for some absolute constant \(C > 0\) which does not depend on \(n\). We write \(X \asymp Y\) or \(X = \Theta(Y)\) if \(X \ll Y\) and \(Y \ll X\). We write \(X = o(Y)\) or \(Y = \omega(X)\) if \(X/Y \to 0\) as \(n \to \infty\). In what follows, \(|\cdot|_{\mathbb{R}/\mathbb{Z}}\) is the distance to the nearest integer and \(dm = dm_{\text{Leb}}\) is the Lebesgue measure. The volume of a direct product of intervals \(Q = I_1 \times \cdots \times I_d \subset \mathbb{R}^d\) is denoted \(|Q| = |I_1| \times \cdots \times |I_d|\). We write \(\mathcal{N}(a,b)\) for the real Gaussian law with mean \(a\) and variance \(b\).

For random variables \(X\) and \(Y\), we write \(X \overset{\text{law}}{=} Y\) if they are identically distributed. For a sequence of random variables \(X_n\), we write \(X_n \overset{d}{\to} X\) if \(X_n\) converges in distribution to \(X\) as \(n \to \infty\). Finally, for \(N \in \mathbb{N}\) we write \([N] := \{0, 1, \ldots, N\}\).

Sometimes we write \(\mathbb{P}_{\mathcal{N}(0,1)}(\cdot), \mathbb{E}_{\mathcal{N}(0,1)}(\cdot)\) to emphasize that the model under consideration is (standard) gaussian; in the general case we will drop these subscripts.

2. Reduction to the unit circle

For \(t \in [0, \pi]^d\) we write

\[
\frac{1}{\sqrt{n}} f \left( (1 + \rho) e^{i t} \right) = X(\rho, t) + i Y(\rho, t)
\]

\(^1\)Because \(f(z) = f(\bar{z})\), it suffices to work with the upper half plane.
where
\[ X(\rho, t) = \frac{1}{\sqrt{n}} \sum_{k=0}^{n} \xi_k (1 + \rho)^k \cos(kt), \quad Y(\rho, t) = \frac{1}{\sqrt{n}} \sum_{k=0}^{n} \xi_k (1 + \rho)^k \sin(kt). \]

On the unit circle we denote
\[ X(t) := X(0, t) \text{ and } Y(t) := Y(0, t). \quad (2.1) \]

For \( S \subset \mathbb{R} \), we define the point process (random measure) \( \nu_f \) of “close-roots” (counting multiplicity) by the formula
\[ \nu_f(S) := \left| \{ z \in Z(f) \mid n^2(|z| - 1) \in S, \ Im(z) \geq 0 \} \right|. \]

In fact, Theorem 1.1 exactly states that \( \nu_f \) converges in distribution to a Poisson point process on \( \mathbb{R} \). As mentioned in the introduction, the goal of this section is to introduce a new point process that is equivalent to \( \nu_f \) but is easier to work with – this we do in what follows.

We let
\[ N := \left\lfloor \frac{n^2}{\log K_0 n} \right\rfloor \]
for an absolute constant \( K_0 > 8 \) that will be taken sufficiently large over the course of the proof, and let
\[ \theta_\alpha := \frac{\pi \alpha}{N}, \quad \alpha = 0, \ldots, N. \quad (2.2) \]

Also set \( I_\alpha := [\theta_\alpha - \pi/2N, \theta_\alpha + \pi/2N] \) to be a covering of \([0, \pi]\) by intervals of equal length.

We consider annular domains
\[ C_\alpha := \left\{ z \in \mathbb{C} : (1 - |z|) \in \left[ -\frac{\log n}{n^2}, \frac{\log n}{n^2} \right], \ arg(z) \in I_\alpha \right\}. \]

Since \( m_{\text{Leb}}(C_\alpha) \) is small, we expect that \( f(z) \approx f(e^{i\theta_\alpha}) + (z - e^{i\theta_\alpha})f'(e^{i\theta_\alpha}) \) for all \( z \in C_\alpha \).

We will actually perform the linearization in the \((\rho, t)\)-plane.) In particular, this linear approximation will determine, with high probability, whether or not \( f \) has a root inside the set \( C_\alpha \), and will also give an approximation to its location if it exists.

2.1. Linear approximation. For every \( \alpha \in [N] \) we sample the real and imaginary parts of \( \frac{1}{\sqrt{n}} f \) and their radial derivatives at angle \( \theta_\alpha \), i.e.
\[ (X(\theta_\alpha), Y(\theta_\alpha), X'(\theta_\alpha), Y'(\theta_\alpha)). \quad (2.3) \]

By applying a 2-dimensional Taylor approximation in the variable \( z = (1 + \rho)e^{it} \), we arrive at the following linear system:
\[ \begin{pmatrix} X(\rho, t) \\ Y(\rho, t) \end{pmatrix} = \begin{pmatrix} X(\theta_\alpha) \\ Y(\theta_\alpha) \end{pmatrix} + \begin{pmatrix} X'(\theta_\alpha) & Y'(\theta_\alpha) \\ Y'(\theta_\alpha) & -X'(\theta_\alpha) \end{pmatrix} \cdot \begin{pmatrix} t - \theta_\alpha \\ \rho \end{pmatrix} + \text{error}, \quad (2.4) \]
where we expect the error term to be small inside \( C_\alpha \).

We will denote by
\[ F_\alpha(t, \rho) := \begin{pmatrix} X(\theta_\alpha) \\ Y(\theta_\alpha) \end{pmatrix} + \begin{pmatrix} X'(\theta_\alpha) & Y'(\theta_\alpha) \\ Y'(\theta_\alpha) & -X'(\theta_\alpha) \end{pmatrix} \cdot \begin{pmatrix} t - \theta_\alpha \\ \rho \end{pmatrix} \quad (2.5) \]
as the affine map that approximates \( \frac{1}{\sqrt{n}} f \) inside \( C_\alpha \). Sometimes for convenience we also write \( F_\alpha(z) \) for \( F_\alpha(\theta, \rho) \).
By setting $f(z) = 0$ and neglecting the error term, the system (2.4) gives a local candidate for the closest root by

$$\rho_\alpha := \frac{X'(\theta_\alpha)Y(\theta_\alpha) - X(\theta_\alpha)Y'(\theta_\alpha)}{X'(\theta_\alpha)^2 + Y'(\theta_\alpha)^2}$$

(2.6)

$$\tau_\alpha := \theta_\alpha - \frac{X(\theta_\alpha)X'(\theta_\alpha) + Y(\theta_\alpha)Y'(\theta_\alpha)}{X'(\theta_\alpha)^2 + Y'(\theta_\alpha)^2}.$$  

Indeed, it is straightforward to check that $F_\alpha(\tau_\alpha - \theta_\alpha, \rho_\alpha) = 0$, and so $\rho_\alpha$ given in (2.6) is a linear prediction for the radial position of the closest root to the point $e^{i\theta_\alpha}$ based on the values of $X(\theta_\alpha), Y(\theta_\alpha), X'(\theta_\alpha), Y'(\theta_\alpha)$.

Now, we define a new, thinned point process $\mu_f$ which retains points $\rho_\alpha$ provided that some good event holds. Set

$$A_\alpha := A'_\alpha \cap A''_\alpha,$$

where

$$A'_\alpha := \{ \tau_\alpha \in I_\alpha, \ n^2|\rho_\alpha| \leq \log n \} = \{ (1 + \rho_\alpha)e^{i\tau_\alpha} \in C_\alpha \}$$

(2.7)

$$A''_\alpha := \{ |X(\theta_\alpha)|, |Y(\theta_\alpha)| \leq n^{-2/3}, |X'(\theta_\alpha)|, |Y'(\theta_\alpha)| \in [n \log^{-2K_\alpha} n, n \log^2 n] \}.$$  

The event $A'_\alpha$ implies that the linear approximation predicts a root inside $C_\alpha$, while the event $A''_\alpha$ is just typical for such a prediction and tells us that the linear system (2.6) is non-degenerate.

With the above notations, we now define our approximating point process as

$$\mu_f := \sum_{\alpha=0}^{N} \delta_{Z_\alpha}, \quad \text{where} \quad Z_\alpha := n^2\rho_\alpha \cdot 1_{A_\alpha} + \infty \cdot 1_{A''_\alpha}.$$  

(2.8)

And so, $\mu_f$ is a point process in $\mathbb{R}$ whose values are determined only by the samples of $X, Y, X', Y'$ on the points $\{\theta_\alpha\}_{\alpha=0}^{N}$. We will show that $\mu_f$ serves as a good approximation to $\nu_f$. In particular, our argument shows that for any compact interval $U \subset \mathbb{R}$,

$$\lim_{n \to \infty} \mathbb{P}_{\mathcal{N}(0,1)}(\mu_f(U) = \nu_f(U)) = 1.$$  

(2.9)

2.2. Smooth points. To extend this comparison to general coefficients we will need to remove points $Z_\alpha$ coming from certain “bad arcs”.

**Definition 2.1** (Smooth points). For $K > 0$, we say a point $t \in [0, \pi]$ is $K$-smooth if

$$\left\| \frac{p_0t}{\pi} \right\|_{\mathbb{R}/\mathbb{Z}} > \frac{K}{n} \quad \forall \ p_0 \in [1, K + 1] \cap \mathbb{Z}.$$  

We say a tuple $(t_1, \ldots, t_m)$ is $K$-smooth if $t_r$ is $K$-smooth for each $1 \leq r \leq m$.

Letting

$$E_{\text{bad}} = \left\{ t \in [0, \pi] : t \text{ is not } n^k\text{-smooth} \right\}$$

(2.10)

for some sufficiently small $k > 0$ that we choose later, we note that $m_{\text{Leb}}(E_{\text{bad}}) = O(n^{2k-1})$.

We now define modified point processes

$$\mu_f := \sum_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \delta_{Z_\alpha}, \quad \mu_f^\sharp := \mu_f - \mu_f^\flat$$

(2.11)

and

$$\nu_f := \sum_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \sum_{z \in \mathbb{Z}(f) \cap C_\alpha} \delta_{n^2(|z| - 1)}, \quad \nu_f^\sharp := \nu_f - \nu_f^\flat.$$  

(2.12)
The following lets us focus on potential angles that are smooth.

**Proposition 2.2** (Ruling out bad arcs). With probability \(1 - O(n^{-\kappa/4})\) we have

\[
\mu_f^b(\mathbb{R}) = 0. \tag{2.13}
\]

Furthermore,

\[
\mathbb{P}\left( \exists \theta \in E_{\text{bad}}, z \in Z(f) : |z - e^{i\theta}| \leq n^{-3/2} \right) = O(n^{-\kappa/4}). \tag{2.14}
\]

In particular, with probability \(1 - O(n^{-\kappa/4})\),

\[
\nu_f^b(\mathbb{R}) = 0.
\]

We postpone the proof of Proposition 2.2 to Section 4. We can now state the modified version of the comparison (2.9) allowing us to pass to the point process \(\mu_f^\sharp\) in the general case.

**Proposition 2.3** (Passage to the unit circle). For any interval \(U \subset \mathbb{R}\) we have

\[
\lim_{n \to \infty} \mathbb{P}\left( \mu_f^\sharp(U) = \nu_f^\sharp(U) \right) = 1.
\]

For \(x \in \mathbb{R}\) and \(k \geq 1\) denote

\[
(x)_k := \max\{0, x(x - 1) \cdots (x - k + 1)\}.
\]

Recall that for a random variable \(Z\) which has Poisson(\(\lambda\)) distribution we have \(\mathbb{E}[(Z)_k] = \lambda^k\) for all \(k \geq 1\). The following states that the factorial moments for \(\mu_f^\sharp\) match those of a Poisson process in the limit.

**Proposition 2.4** (Moments). Let \(U \subset \mathbb{R}\) be a finite union of compact intervals. Then

\[
\lim_{n \to \infty} \mathbb{E}\left[ (\mu_f^\sharp(U))_k \right] = \left( \frac{|U|}{12} \right)^k \quad \text{for all } k \geq 1. \tag{2.15}
\]

Assuming that Propositions 2.2, 2.3 and 2.4 holds we can prove our main result.

**Proof of Theorem 1.2.** By Propositions 2.2 and 2.3 it suffices to show that \(\mu_f^\sharp\) has a limiting Poisson distribution as \(n \to \infty\). Indeed, Proposition 2.4 together with the classical moment theorem [10, Theorem 3.3.26] implies that for any finite union of compact intervals \(U \subset \mathbb{R}\)

\[
\mu_f^\sharp(U) \xrightarrow{d} \text{Poisson}\left( \frac{|U|}{12} \right).
\]

Together with a theorem of Kallenberg [14, Theorem 4.7], this implies that the sequence of point processes \(\mu_f^\sharp\) converge in the vague topology to a Poisson point process of intensity 1/12, as desired. \(\square\)

**2.3. Joint distribution over spread points.** Expanding the factorial moments (2.15) leads us to consider the joint events that \(k\) different samples of our polynomial \(f\) on the unit circle contributed a point to \(\mu_f^\sharp\) which lie in \(U\). Since we already imposed a smoothness assumption on the sample points, to compute the desired probabilities we will require all of the points to be separated from one another, in the following sense:
Definition 2.5 (Spread tuples). We say that \( t = (t_1, \ldots, t_k) \in [0, \pi]^k \) is \( \gamma \)-spread if
\[
|t_i - t_j| \geq \frac{\gamma}{n} \quad \forall -1 \leq i < j \leq k
\] (2.16)
where we put \( t_0 := 0, t_{-1} := \pi \). (We note that this is different from the definition in [7] for general \((t_1, \ldots, t_k) \in \mathbb{R}^k\), but when specialized to \([0, \pi]^k\) they are equivalent up to modification of \( \gamma \) by a constant factor.) Note this definition includes \( k = 1 \), with a single point \( t \in [0, \pi] \) being \( \gamma \)-spread if it is distance at least \( \gamma/n \) from 0 and \( \pi \). In particular, if \( t \) is 1-smooth then it is 1-spread.

The main step towards the proof of Proposition 2.4 is the following:

Proposition 2.6 (Main term). Let \( U \subset \mathbb{R} \) be a finite union of compact intervals and fix a \( k \)-tuple of indices \( (\alpha_1, \ldots, \alpha_k) \in [N]^k \). Assume that for some \( \kappa, \varepsilon > 0 \) the tuple \( (\theta_{\alpha_1}, \ldots, \theta_{\alpha_k}) \) is \( n^\kappa \)-smooth and \( n^\varepsilon \)-spread, where \( \theta_{\alpha} \) is given by (2.2). Then,
\[
P \left( Z_{\alpha_1} \in U, \ldots, Z_{\alpha_k} \in U \right) = \left( \frac{|U|}{12N} \right)^k + o \left( N^{-k} \right)
\]
where the rate of convergence depends on \( k, \kappa, \varepsilon \) and \( K_0 \).

We will prove Proposition 2.6 in Section 5 and with it conclude Proposition 2.4 in Section 7. Furthermore, some of the tools which we develop in Section 5 will be helpful for us to prove Proposition 2.3 which is given in Section 6.

Remark 2.7 (Gaussian case). For the Gaussian case we can skip some steps above and in the proofs of the assumed Propositions 2.2, 2.3, 2.4 and 2.6, and do not need all of the tools gathered in Section 3. In particular:

- One does not need to modify the processes in (2.11), (2.12) – one only needs to remove points coming from a small neighborhood of the real line. This means we only need an easier version of Proposition 2.2 that only rules out any contribution from almost-real zeros (which are covered by \( E_{\text{bad}} \)). See for instance [22, Lemma 4.3] or [15, Lemma 13].

- In the proof of Proposition 2.6 we can skip the application of Proposition 3.12 giving quantitative comparison between the Gaussian case and the general case (this is the only place it is applied).

- The proofs of Propositions 2.3 and 2.4 remain essentially unchanged – we just need small ball estimates, which in the Gaussian case are immediate from the boundedness of the Gaussian density, whereas in the general case we apply Proposition 3.11.

We note that the only places in the paper where we deal specifically with the Gaussian distribution are in the proof of Proposition 2.6 (specifically, Lemma 5.2) and in Lemma 3.5 on decorrelation of the field at large separations.

3. Some supporting lemmas

3.1. Control on derivatives. We first start with a standard result.

Lemma 3.1. Let \( A, A' \) be positive constants where \( A \) is sufficiently large. For any \( \lambda \geq A \sqrt{\log n} \), with probability at least \( 1 - \exp(-\Theta(\lambda^2)) \) we have that
\[
\max_{|z| - 1 \leq A'/n} \left| f'(z) \right|, \left| \partial f/\partial \theta \right|, \left| \partial f/\partial \rho \right| \leq \lambda n^{3/2}.
\]
we also have similar bounds for second order derivatives that
\[ \max_{|z| \leq 1/4} |f''(z)|, \quad |\frac{\partial^2 f}{\partial \theta \partial \rho^2}| \leq C n^{5/2}, \]

In fact the above holds over $|z| \leq 1 + A'/n$ but we don’t need this fact here.

Before proving the result, recall that $f(z) = \sum_{k=0}^{n} \xi_k z^k = f((1 + \rho) e^{i\theta}) = \sum_{k=0}^{n} \xi_k (1 + \rho)^k \cos(k\theta) + i \sum_{k=0}^{n} \xi_k (1 + \rho)^k \sin(k\theta) = \sqrt{n} (X(\rho, \theta) + iY(\rho, \theta))$. Hence
\[ |\frac{\partial \sqrt{n} X(\rho, \theta)}{\partial \theta}| = |\sum_{k=0}^{n} k \xi_k (1 + \rho)^k \sin(k\theta)| = |\sum_{k=0}^{n} (k + 1) \xi_k (1 + \rho)^k \sin(k\theta)| \]
\[ = |\sum_{k=0}^{n} (k + 1) \xi_{k+1} (1 + \rho)^k \sin(k\theta)| = |\frac{1}{1 + \rho} \text{Im}(g'(z))|, \]

where $\xi'_{k+1} = k \xi_k / (k + 1)$ and $g(z) = \sum_{k=0}^{n} \xi'_{k+1} z^{k+1}$, and similarly
\[ |\frac{\partial \sqrt{n} Y(\rho, \theta)}{\partial \rho}| = |\sum_{k=0}^{n} k \xi_k (1 + \rho)^{-k-1} \cos(k\theta)| = |\sum_{k=0}^{n} (k + 1) \xi_k (1 + \rho)^k \cos(k\theta)| \]
\[ = |\frac{1}{1 + \rho} \text{Re}(g'(z))|, \]

One can also have similar expression for $\frac{\partial^2 \sqrt{n} X(\rho, \theta)}{\partial \theta^2}, \frac{\partial^2 \sqrt{n} Y(\rho, \theta)}{\partial \rho^2}$. Furthermore, by the same way, the second derivatives $\frac{\partial^2 X(\rho, \theta)}{\partial \theta^2}, \frac{\partial^2 Y(\rho, \theta)}{\partial \rho^2}$ can be related to $h''(z)$, where $h$ is a polynomial of degree $n + 2$ and the coefficients are independent of mean zero, variance almost one, and subgaussian. Hence it suffices to establish Lemma 3.1 only for $\max_{|z| \leq 1/4} |f'(z)|$ and $\max_{|z| \leq 1/4} |f''(z)|$.

**Remark 3.2.** One notes from the Cauchy–Riemann equations in polar form (or Taylor expansion) that for $f$ analytic in a neighborhood of $z_0 = r_0 e^{i\theta_0}$,
\[ \frac{\partial}{\partial r} f(re^{i\theta_0}) \big|_{r=r_0} \times |f'(r_0 e^{i\theta_0})|, \quad \frac{\partial}{\partial \theta} f(re^{i\theta_0}) \big|_{\theta=\theta_0} \times r_0 |f'(r_0 e^{i\theta_0})|. \]

In particular we have $\frac{1}{\sqrt{n}} |f'((1 + \rho) e^{i\theta})| \times (\frac{\partial X}{\partial \theta}(\rho, \theta)^2 + \frac{\partial Y}{\partial \theta}(\rho, \theta))^{1/2}$ uniformly over $(\rho, \theta) \in [-1/2, 1/2] \times [0, 2\pi]$, say, and we have a similar equivalence for second derivatives.

**Proof of Lemma 3.1.** For the first derivatives, it suffices to show that with probability at least $1 - \exp(-\Theta(\lambda^2))$ we have $\max_{|z| \leq 1/4} |f'(z)| \leq \lambda n^{3/2}$. By the maximum principle, it thus suffices to work with $\max_{|z| \leq 1/4} |f'(z)|$ on either $\{(1 + A'/n) e^{i\theta}, \theta \in \mathbb{T}\}$ or $\{(1 - A'/n) e^{i\theta}, \theta \in \mathbb{T}\}$. Without loss of generality, let us focus only on the real part of $f'(z)$ on the larger circle. In other words we will show that with probability at least $1 - \exp(-\Theta(\lambda^2))$ we have $\max_{\theta \in \mathbb{T}} |\sum_{k=0}^{n} \xi_k (1 + A'/n)^{k-1} \cos((k - 1)\theta)| \leq \lambda n^{3/2}$. For short denote just for the proof by $h(\theta) := n^{-3/2} \sum_{k=0}^{n} \xi_k (1 + A'/n)^{k-1} \cos((k - 1)\theta)$. Denote $\|h\|_{\infty} := \sup_{\theta \in \mathbb{T}} |h(\theta)|$ and let $\tilde{\theta} \in \mathbb{T}$ be such that
\[ \|h\|_{\infty} = |h(\tilde{\theta})|. \]

Since $h$ is a trigonometric polynomial of degree $n$, we can apply the Bernstein inequality and see that for all $|\theta - \tilde{\theta}| \leq 1/(4n)$
\[ |h(\theta)| \geq |h(\tilde{\theta})| - |h(\tilde{\theta}) - h(\theta)| \geq \|h\|_{\infty} - |\theta - \tilde{\theta}| \|h'\|_{\infty} \geq \frac{1}{2} \|h\|_{\infty}. \]
Furthermore, since the \( \{\xi_k\} \) are assumed to be sub-Gaussian and independent, there exists some \( C > 0 \) so that
\[
\mathbb{E} \left[ e^{sh(\theta)} \right] = \prod_{k=1}^{n} \mathbb{E} \left[ e^{s n^{-3/2} \xi_k \left( 1 + A' \right)^{k-1} \cos((k-1)\theta)} \right] \leq e^{Cs^2 n^{-3} \sum_{k=1}^{n} k^2} \leq e^{Cs^2} \tag{3.2}
\]
for all \( s \in \mathbb{R} \).

Applying Markov’s inequality with (3.1) and (3.2) gives
\[
P(\|h\|_\infty \geq \lambda) \leq e^{-s\lambda/2} \mathbb{E} \left[ e^{s\|h\|_\infty} \right] \leq e^{-s\lambda/2} \left[ \int_{|\theta-\widetilde{\theta}| < \frac{1}{4n}} \mathbb{E}(e^{sh(\theta)} + e^{-sh(\theta)}) \, d\theta \right] \leq ne^{-\lambda s/2} e^{Cs^2}.
\]

Choose \( s = \lambda/4C \) and note that \( \lambda \geq A\sqrt{\log n} \) we obtain as desired.

Finally, for the second derivatives \( \max_{||z||_1 = 1} f''(z) \), after applying the maximum principle it suffices to focus only on the two circles,
\[
\left\{ |z| = 1 + \frac{A'}{n} \right\} \quad \text{and} \quad \left\{ |z| = 1 - \frac{A'}{n} \right\},
\]
over which the real and imaginary parts are trigonometric polynomials, and hence we can use Bernstein inequality again, the details are left for the reader. \( \square \)

For convenience, denote by
\[
\mathcal{G} := \left\{ \max_{||z||_1 = O(1/n)} |f^{(k)}(z)|, \left| \frac{\partial^k f}{\partial \theta^k \theta^l \rho} \right| \leq n^{k+1/2} \log^2 n, \ k = 0, 1, 2; \ 0 \leq l \leq k \right\}.
\]

**Corollary 3.3.** We have
\[
P(\mathcal{G}^c) \leq \exp \left( -\Theta(\log^4 n) \right).
\]

3.2. **Control on covariances.** Here we gather some results on the joint distribution of \( X, Y \) and their derivatives at a fixed number of points. We begin with the distribution at a single point. In the sequel we denote the matrix
\[
\Sigma_0 := \begin{pmatrix}
\frac{1}{2} & 0 & 0 & \frac{1}{4} \\
0 & \frac{1}{2} & -\frac{1}{4} & 0 \\
0 & -\frac{1}{4} & \frac{1}{6} & 0 \\
\frac{1}{4} & 0 & 0 & \frac{1}{6}
\end{pmatrix}.
\]

**Lemma 3.4.** For any fixed \( \varepsilon > 0 \) and \( t \in [n^{-1+\varepsilon}, \pi - n^{-1+\varepsilon}] \) the (centered) random vector
\[
W(t) := \left( X(t), Y(t), \frac{1}{n} X'(t), \frac{1}{n} Y'(t) \right)
\]
has covariance matrix
\[
\Sigma(t) = \mathbb{E}W(t)^T W(t) = (I_d + O(n^{-\varepsilon}))\Sigma_0.
\]

where the error term is a matrix with entries of size \( O(n^{-\varepsilon}) \).
Proof. By applying simple trigonometric identities, we see that
\[
\Sigma(t) = \frac{1}{n} \sum_{k=0}^{n} \begin{pmatrix}
\cos^2(kt) & \frac{1}{2} \sin(2kt) & -\frac{k}{n} \sin(2kt) & \frac{k}{n} \cos^2(kt) \\
\frac{1}{2} \sin(2kt) & \sin^2(kt) & -\frac{k}{n} \sin^2(kt) & \frac{k}{n} \cos^2(kt) \\
-\frac{k}{n} \sin(2kt) & -\frac{k}{n} \sin^2(kt) & \frac{k^2}{n^2} \cos^2(kt) & -\frac{k^2}{n^2} \sin^2(kt) \\
\frac{k}{n} \cos^2(kt) & \frac{k}{n} \sin^2(kt) & -\frac{k^2}{n^2} \sin^2(kt) & \frac{k^2}{n^2} \cos^2(kt)
\end{pmatrix}.
\]

It remains to note that (see for instance [3, Appendix B])
\[
\begin{bmatrix}
\sum_{k=0}^{n} k^a \sin(kt) \\
\sum_{k=0}^{n} k^a \cos(kt)
\end{bmatrix} = O(n^{a+1-\varepsilon})
\]
for \(a = 0, 1, 2\) and \(t \in [n^{-1+\varepsilon}, \pi - n^{-1+\varepsilon}]\), giving \(\Sigma(t) = \Sigma_0 + O(n^{-\varepsilon})\). Since \(\Sigma_0\) is invertible we can factor it out of the additive error, and the claim follows. \(\square\)

Now for \(t = (t_1, \ldots, t_k) \in \mathbb{R}^k\) we denote the random vector
\[
W(t) = (W(t_1), \ldots, W(t_k)) \in \mathbb{R}^k.
\]
with covariance matrix
\[
\Sigma(t) = EW(t)^TW(t).
\]

Recall Definition 2.5 on spread points. When the points \(t_1, \ldots, t_k\) are \(\omega(1)\)-spread it is easily seen that the covariance matrix decouples into blocks, as shown in the following:

Lemma 3.5 (Decorrelation for Gaussian field). Fix \(t_1, \ldots, t_k \in [0, \pi]\) and non-negative measurable functions \(\varphi_1, \ldots, \varphi_k : \mathbb{R}^k \to \mathbb{R}_+\) supported in \(B(0, n^{a_1})\). Assume \(t = (t_1, \ldots, t_k) \in \mathbb{R}^k\) is \(n^{a_2}\)-spread. Let \(W_0 \in \mathbb{R}^k\) be a centered Gaussian vector with covariance \(\Sigma_0\). Then
\[
\mathbb{E}_{N(0,1)} \prod_{i=1}^{k} \varphi_i(W(t_i)) = (1 + O(n^{2a_1-a_2})) \prod_{i=1}^{k} \mathbb{E} \varphi_i(W_0).
\]

Proof. We have
\[
\Sigma(t) = \begin{pmatrix}
\Sigma_0 & 0 & \ldots & 0 \\
0 & \Sigma_0 & \ldots & 0 \\
0 & 0 & \ddots & \vdots \\
0 & 0 & \ldots & \Sigma_0
\end{pmatrix} + E
\]
(3.6)
where \(\Sigma_0\) is given by (3.3), and all entries in the matrix \(E\) are \(O(n^{-a_2})\). It is evident from (3.6) that \(\det(\Sigma(t)) = \det(\Sigma_0)^k (1 + O_k(n^{-a_2}))\) and that
\[
\Sigma(t)^{-1} = \begin{pmatrix}
\Sigma_0^{-1} & 0 & \ldots & 0 \\
0 & \Sigma_0^{-1} & \ldots & 0 \\
0 & 0 & \ddots & \vdots \\
0 & 0 & \ldots & \Sigma_0^{-1}
\end{pmatrix} + \tilde{E}
\]
where again all entries of \(\tilde{E}\) are \(O_k(n^{-a_2})\). Since \(\det(\Sigma(t)) = \det(\Sigma_0)^k (1 + O_k(n^{-a_2}))\) we see that
\[
\frac{|\det \Sigma_0|^{-k/2} - |\det \Sigma(t)|^{-1/2}|}{(2\pi)^k} \int_{(\mathbb{R}^k)^k} e^{-\frac{1}{2} w^T \Sigma(t)^{-1} \tilde{E} w} \prod_{i=1}^{k} \varphi_i(w_i) \, dm(w)
\]
\(\ll_k n^{-a_2} \prod_{i=1}^{k} \mathbb{E} \varphi_i(W_0)\).

(3.7)
Since $\varphi_1, \ldots, \varphi_k$ are supported on $B(0, n^a)$, using that $1 - e^{-x} \ll x$ for $x$ small we see that

$$
\int_{(\mathbb{R}^k)^k} \left| e^{-\frac{1}{2}w^T \Sigma(t)^{-1}w} - e^{-\frac{1}{2}w^T (\Sigma(t)^{-1} - \tilde{E})w} \right| \prod_{i=1}^k \varphi_i(w_i) \, dm(w)
\lesssim \int_{(\mathbb{R}^k)^k} e^{-\frac{1}{2}w^T (\Sigma(t)^{-1} - \tilde{E})w} \left| w^T \tilde{E} w \right| \prod_{i=1}^k \varphi_i(w_i) \, dm(w)
\lesssim_k n^{2a_1 - a_2} \prod_{i=1}^k \int_{\mathbb{R}^k} e^{-\frac{1}{2}w_i^T \Sigma^{-1} w_i} \varphi_i(w_i) \, dm(w).
$$

Combining these bounds, we have

$$
\mathbb{E}_{N(0,1)} \prod_{i=1}^k \varphi_i(W(t_i)) - \prod_{i=1}^k \mathbb{E} \varphi_i(W_0)
= \frac{1}{(2\pi)^{2k} \sqrt{\det \Sigma(t)}} \int_{(\mathbb{R}^k)^k} \exp \left(-\frac{1}{2}w^T \Sigma(t)^{-1}w\right) \prod_{i=1}^k \varphi_i(w_i) \, dm(w)
- \frac{1}{(2\pi)^{2k} \sqrt{\det \Sigma_0}} \int_{(\mathbb{R}^k)^k} e^{-\frac{1}{2}w^T (\Sigma(t)^{-1} - \tilde{E})w} \prod_{i=1}^k \varphi_i(w_i) \, dm(w)
\lesssim_k n^{2a_1 - a_2} \prod_{i=1}^k \mathbb{E} \varphi_i(W_0)
$$
as claimed. \qed

At separations $t - t' = O(n^{-1})$ the vectors $W(t), W(t')$ become correlated. The following shows that $\Sigma(t)$ is still reasonably well conditioned when $t$ is only $\gamma$-spread for $\gamma \ll 1$ (fixed or going to zero). Recall that for a symmetric matrix $A$ of dimension $m$ we order its eigenvalues $\lambda_1(A) \geq \cdots \geq \lambda_m(A)$.

**Lemma 3.6.** \cite{7} Lemma 3.6] If $t = (t_1, \ldots, t_k) \in [0, \pi]^k$ is $\gamma$-spread for some $0 < \gamma \leq 1$, then

$$
\lambda_{4k}(\Sigma(t)) \gg_k \gamma^{6k-3}.
$$

### 3.3. Small-ball estimates and CLTs

The following result from \cite{7} gives a small ball estimate for the distribution of $W(t_1, \ldots, t_k)$ at arbitrary polynomial scales.

**Theorem 3.7.** \cite{7} Theorem 3.4] Let $t = (t_1, \ldots, t_k) \in [0, \pi]^k$ be $n^\kappa$-smooth and $\gamma$-spread for some $\kappa \in (0, 1)$ and $\omega(n^{-1/8k}) \leq \gamma < 1$. For any $K < \infty$ and any ball $B$ of radius $\delta \geq n^{-K}$,

$$
\mathbb{P}(W(t) \in B) = O_{K, \kappa}(\gamma^{-3k} \delta^{4k}).
$$

While the above estimates are quite strong, we will also need bounds at non-smooth points, especially near the edge. We have the following:

**Lemma 3.8.** Assume that $\frac{\lambda}{n} \leq t \leq \pi - \frac{\lambda}{n}$. Then for any $\delta \gg n^{-1/2}$ we have

$$
\mathbb{P}(|f(e^{it})|/\sqrt{n} \leq \delta) = O(\lambda^{-2} \delta^2).
$$
We will present a proof of this result in Appendix [A].

Next we recall the following result from [7] providing a fine-scale comparison of the distribution of $W(t)$ with a Gaussian vector, under the assumption that the points $t_1, \ldots, t_k$ are both smooth and spread.

**Theorem 3.9.** [7, Theorem 3.2] Let $t = (t_1, \ldots, t_k) \in [0, \pi]^k$ be $n^\kappa$-smooth and 1-spread for some $\kappa > 0$. Fix $K > 0$ and let $Q \subset \mathbb{R}^{4k}$ be a box (direct product of intervals) with side lengths at least $n^{-K}$. Then

$$\left| \mathbb{P}(W(t) \in Q) - \mathbb{P}_{N(0,1)}(W(t) \in Q) \right| \ll n^{-1/2} |Q|$$

where $|Q|$ is the volume of $Q$, and the implied constant depends only on $k, \kappa, K$, and the sub-Gaussian constant for $\xi$.

The above results let us control the measure, under the law of $W(t)$, of domains in $\mathbb{R}^{4k}$ that can be accurately approximated or covered by unions of cubes or balls of (any) polynomially-small size.

**Definition 3.10.** Say a domain $\mathcal{D} \subset \mathbb{R}^d$ with piecewise smooth boundary is $(K, L)$-good if $\partial \mathcal{D}$ can be covered by a family of cubes $Q$ with corners in the scaled lattice $n^{-K} \mathbb{Z}^d$, with total volume $\sum |Q| \ll n^{-L}$.

Note that if $\mathcal{D}_1, \mathcal{D}_2$ are $(K, L)$-good, then $\mathcal{D}_1 \cap \mathcal{D}_2$ and $\mathcal{D}_1 \cup \mathcal{D}_2$ are $(K, L - 1)$-good (for all $n$ sufficiently large). Theorem 3.7 and a covering argument yield the following:

**Proposition 3.11.** Let $t \in [0, \pi]^k$ be as in Theorem 3.7 and let $\mathcal{D} \subset \mathbb{R}^{4k}$ be $(K, L)$-good for some $K, L > 0$. Then

$$\mathbb{P}(W(t) \in \mathcal{D}) \ll_{K, \kappa} \gamma^{-3k}(m(\mathcal{D}) + n^{-L}).$$

In particular, for $k = 1$ and $t = t_1$ that is $n^\kappa$-smooth,

$$\mathbb{P}(W(t_1) \in \mathcal{D}) \ll_{K, \kappa} m(\mathcal{D}) + n^{-L}.$$

Combining Theorem 3.9 and Lemma 3.5, we obtain that the joint law of $(W(t_1), \ldots, W(t_k))$ in phase space approximately factorizes into independent Gaussian measures as soon as the times $t_1, \ldots, t_k$ are sufficiently spread.

**Proposition 3.12.** Fix $n^\kappa$-smooth points $t_1, \ldots, t_k \in [0, \pi]$, and let $W_0 \in \mathbb{R}^4$ be a centered Gaussian with covariance matrix $\Sigma_0$ as in (3.3).

(a) If $t_1, \ldots, t_k$ are 1-spread, then for any $(K, L)$-good domain $\mathcal{D} \subset \mathbb{R}^{4k}$,

$$\left| \mathbb{P}(W(t) \in \mathcal{D}) - \mathbb{P}_{N(0,1)}(W(t) \in \mathcal{D}) \right| \ll n^{-1/2} m(\mathcal{D}) + n^{-L}. \quad (3.9)$$

(b) For any $a_1, a_2 > 0$, if $t_1, \ldots, t_k$ are $n^{a_1}$-spread, then for any $(K, L)$-good domains $\mathcal{D}_1, \ldots, \mathcal{D}_k \subset B(0, n^{a_2})$ in $\mathbb{R}^4$,

$$\left| \mathbb{P}(W(t_1) \in \mathcal{D}_1, \ldots, W(t_k) \in \mathcal{D}_k) - \prod_{j=1}^k \mathbb{P}(W_0 \in \mathcal{D}_j) \right| \ll n^{-\min\left(\frac{1}{2}a_1 - 2a_2\right)} \prod_{j=1}^k m(\mathcal{D}_j) + n^{-L}. \quad (3.10)$$

Here the implied constants depend on $K, L, \kappa, k$, and the sub-Gaussian moment of $\xi$. 
Remark 3.13. By a routine approximation argument, the above result is equivalent with the statement that for any nonnegative observables \( \varphi_1, \ldots, \varphi_k : \mathbb{R}^4 \to \mathbb{R} \) supported on \( B(0, n^{a_1}) \) with first-order partial derivatives uniformly bounded by \( n^\kappa \),

\[
\left| \mathbb{E} \sum_{j=1}^k \varphi_j(W(t_j)) - \mathbb{E} \varphi_j(W_0) \right| \ll n^{-\min\{\frac{1}{2}, 2a_1\}} \int_{\mathbb{R}^4} \varphi_j \, dm_{\text{Leb}} + n^{-L},
\]

(3.11)

(up to modification of parameters \( K, L \)).

4. Proof of Proposition 2.2

Recall that the measure of \( E_{\text{bad}} \) on the unit circle is bounded by \( O(n^{2\kappa - 1}) \). Both (2.13) and (2.14) will follow once we prove that

\[
\mathbb{P}\left( \min_{t \in E_{\text{bad}}} |f(t)| \leq \log^4 n \right) \ll n^{-\kappa/4}
\]

(4.1)

for sufficiently small \( \kappa > 0 \). Indeed, denote by \( \mathcal{B} := \{ \min_{t \in E_{\text{bad}}} |f(t)| \leq \log^4 n \} \), and observe that if there exist \( \theta_\alpha \in E_{\text{bad}} \) such that \( \mathcal{A}_\alpha \) hold, then we must have

\[
\sqrt{\mathbb{E}(\mathcal{X}(\theta_\alpha))^2 + \mathbb{E}(\mathcal{Y}(\theta_\alpha))^2} \leq 2n^{-2/3} \ll \frac{\log^4 n}{\sqrt{n}}.
\]

This implies the inclusion \( \{ \mu^4(\mathbb{R}) > 0 \} \subset \mathcal{B} \) and hence (2.13). For (2.14), observe that on the event

\[
\{ \exists \theta \in E_{\text{bad}}, \theta \in Z(f) : |z - e^{i\theta}| \leq n^{-3/2} \} \cap \mathcal{G}
\]

we can Taylor expand around the root \( z \in Z(f) \) and get that

\[
|f(e^{i\theta})| \leq |f(z)| + n^{3/2} \log^2 n |z - e^{i\theta}| \ll \log^2 n.
\]

Therefore, for \( n \) large enough, we get that

\[
\mathbb{P}\left( \exists \theta \in E_{\text{bad}}, \theta \in Z(f) : |z - e^{i\theta}| \leq n^{-3/2} \right) \leq \mathbb{P}(\mathcal{B} \cap \mathcal{G}) + \mathbb{P}(\mathcal{G}^c) \ll n^{-\kappa/4}
\]

where the last inequality follows from (4.1) and Corollary 3.3.

By the above reasoning, the proof of Proposition 2.2 will follow once we prove (4.1).

Proof of (4.1). Note that by Corollary 3.3 we may always assume that \( \mathcal{G} \) holds. We first show that \( |f| \) cannot be too small on the set \( E_{\text{bad}} \cap [\pi - n^{1-\kappa}, \pi] \). Indeed, we cover this set by non-overlapping interval \( \{ J_\beta \}_{\beta=1}^B \) with \( |J_\beta| \leq n^{-7/4} \) and \( B \ll n^{7/4}/n^{1-2\kappa} = n^{3/4+2\kappa} \). Denote the mid-point of each \( J_\beta \) by \( x_\beta \). By Taylor expansion, we have

\[
|f(e^{ix_\beta})| \leq |f(z)| + n^{3/2} \log^2 n |z - e^{ix_\beta}| \ll |f(z)| + \frac{\log^2 n}{n^{1/4}}
\]

for all \( z \in J_\beta \). Therefore, the event \( \{ \min_{J_\beta} |f| \leq \log^4 n \} \cap \mathcal{G} \) is contained in \( \{ |f(x_\beta)| \leq \log^5 n \} \). By applying the union bound together with Lemma 3.8 (with \( \lambda = n^{-\kappa} \)) we see that

\[
\mathbb{P}\left( \left. \min_{t \in E_{\text{bad}} \cap [\pi - n^{1-\kappa}, \pi]} |f(t)| \leq \log^4 n \right/ \mathcal{G} \right) \ll \sum_{\beta=1}^B \mathbb{P}(|f(e^{ix_\beta})| \leq \log^5 n) + \mathbb{P}(\mathcal{G}^c)
\]

\[
\ll B \frac{n^{2\kappa+o(1)}}{n} \ll n^{4\kappa+o(1)-1/4}.
\]

(4.2)

For the intervals \([0, n^{-1-\kappa}] \) and \([\pi - n^{-1-\kappa}, \pi] \) we argue similarly, but instead of Lemma 3.8 we use the classical Berry-Esseen bound. Dividing both \([0, n^{-1-\kappa}] \) and \([\pi - n^{-1-\kappa}, \pi] \) into
$O(n^{1/2-\kappa/2})$ intervals $I_j$ of length $n^{-3/2-\kappa/2}$. Under $G$, if $|f(e^{i\theta})| \leq \log^4 n$ for some $\theta \in I_j$, then $|f(e^{i\theta})| \leq \log^6 n$, where $\theta_j$ is the mid point of $I_j$. Next, by the Berry–Esseen theorem [5 Theorem 12.4],

$$\mathbb{P}(|f(e^{i\theta})| < \log^6 n) \ll \frac{\log^6 n}{\sqrt{n}}.$$ 

A union bound gives

$$\mathbb{P}(\exists \theta \in \cup I_j : |f(e^{i\theta})| < \log^4 n) \ll n^{1/2-\kappa/2} \frac{\log^6 n}{\sqrt{n}} \ll n^{-\kappa/4}.$$ 

Together with (4.2) we get that $\mathbb{P}(B) \ll n^{-\kappa/4}$, which is what we wanted. \hfill \Box

5. Proof of Proposition 2.6

For intervals $U, V \subset \mathbb{R}$ and $r \geq 0$ we denote the domain

$$D_{U,V,r} = \left\{ (x, y, x', y') \in \mathbb{R}^4 : \frac{yx' - xy'}{x^2 + y^2} \leq \frac{1}{n} U, \frac{x'x + yy'}{x^2 + y^2} \leq \frac{n}{N} V, x'^2 + y'^2 < r^2 \right\} = \left\{ (w, z) \in \mathbb{R}^2 \times \mathbb{R}^2 : \frac{w \cdot z}{|z|^2} \leq \frac{1}{n} U, \frac{w \cdot z}{|z|^2} \in \frac{n}{N} V, |z| < r \right\}$$

(5.1)

where for $z = (x', y')$ we denote $z^\perp = (-y', x')$. We have

$$\left\{ n^2 \rho_\alpha \in U, N(\theta_\alpha - \tau_\alpha) \in V, |X'(\theta_\alpha)|^2 + |Y'(\theta_\alpha)|^2 < r^2 n^2 \right\} = \left\{ W(\theta_\alpha) \in D_{U,V,r} \right\}. \quad (5.2)$$

One further sees that the events $A_\alpha, A'_\alpha, A''_\alpha$ from (2.7), as well as $\{ Z_\alpha \in [a, b] \}$ for any interval $[a, b]$, can all be expressed as events that $W(\theta_\alpha)$ lies in a domain of the form

$$(D_{U,V,R} \setminus D_{U,V,r}) \cap I \times J \times I' \times J'$$

(5.3)

for some (possibly infinite) intervals $U, V, I, I', J, J' \subset \mathbb{R}$ and $0 \leq r < R \leq \infty$. Recall the notion of a $(K, L)$-good domain from Section 3.3. One easily sees the following:

Fact 5.1. For any $A, L > 0$, $r \geq 0$ and intervals $U, V$ such that $r, |U|, |V| \leq n^A$, and (possibly infinite) intervals $I, I', J, J' \subset \mathbb{R}$, the domain (5.3) is $(K, L)$-good for some $K(A, L)$ sufficiently large.

Indeed, the cross-section of $D$ obtained by fixing $z$ is a rectangle in $\mathbb{R}^2$ of area $|U||V||z|^2/N$ with corners that vary smoothly (with polynomially bounded derivatives) in $z$. Integrating this expression over $z$ we find

$$m(D_{U,V,r}) = \frac{|U||V|}{N} \int_{|z| \leq r} |z|^2 dm(z) = \frac{\pi r^4 |U||V|}{2N}. \quad (5.4)$$

Modulo Proposition 3.12 the proof of Proposition 2.6 essentially comes down to a computation of the measure of $D_{[a,b],[\frac{\pi}{2}, \frac{3\pi}{2}],\infty}$ under the Gaussian law of $W(\theta_\alpha)$. In fact, in order to control some bad events we will need the following more general result allowing finite $r = r(n)$ (in particular allowing $r = o(1)$).

Lemma 5.2. Fix an arbitrary $\varepsilon > 0$ and let $t \in [n^{-1+\varepsilon}, \pi - n^{-1+\varepsilon}]$. For any $r > 0$ (possibly infinite or depending on $n$) and intervals $U, V \subset [-n^{0.1}, n^{0.1}]$,

$$\mathbb{P}_{N(0,1)}(W(t) \in D_{U,V,r}) = \left( \frac{12}{\pi^2} + O(n^{-\varepsilon/2}) \right) \frac{|U||V|}{N} \cdot \int_{|z| \leq r} |z|^2 e^{-12|z|^2} dm(z). \quad (5.5)$$
In particular, taking \( V = [-\frac{\pi}{2}, \frac{\pi}{2}] \) and \( r = \infty \), we have that for \( \alpha \) so that \( \theta_\alpha \in [n^{-1+\varepsilon}, \pi - n^{-1+\varepsilon}] \),

\[
\mathbb{P}(n^2 \rho_\alpha \in U, \tau_\alpha \in I_\alpha) = \left( \frac{1}{12} + O(n^{-\varepsilon/2}) \right) \frac{|U|}{N}. \tag{5.6}
\]

**Proof of Lemma 5.2.** By the monotone convergence theorem we may assume \( r \) is finite (possibly, \( n \) dependent). Recall from Lemma 3.4 that \( (n^{-1}X'(t), n^{-1}Y'(t)) \) is a centered Gaussian with covariance \( \frac{1}{8} \text{Id} + O(n^{-\varepsilon}) \), and for \( z \in \mathbb{R}^2 \), the conditional distribution of \((X(t), Y(t))\) given \((n^{-1}X'(t), n^{-1}Y'(t)) = z\) is Gaussian with mean \(-\frac{3}{2}z^\perp + O(n^{-\varepsilon})|z|\) and covariance matrix \( \frac{1}{8} \text{Id} + O(n^{-\varepsilon}) \), where we write \( O(n^{-\varepsilon}) \) for a matrix or vector with entries of size \( O(n^{-\varepsilon}) \) (with implicit constants independent of \( z \)). Denoting by \( \mathbb{P}_z \) the conditional distribution of \((X(t), Y(t))\) given that \((n^{-1}X'(t), n^{-1}Y'(t)) = z\), we can express the left hand side of (5.5) as

\[
\mathbb{P}_N(0,1) \left( \frac{YX'/n - XY'/n}{(X'/n)^2 + (Y'/n)^2} \leq \frac{1}{n}U, \frac{XX'/n + YY'/n}{(X'/n)^2 + (Y'/n)^2} \leq \frac{n}{N}V, |X'|^2 + |Y'|^2 \leq r^2n^2 \right)
= \frac{3}{\pi} \int |z| \leq r e^{-(3+O(n^{-\varepsilon}))|z|} |z|^2 \mathbb{P}_z \left( \frac{\langle (X, Y), z^\perp \rangle}{|z|^2} \in \frac{1}{n}U, \frac{\langle (X, Y), z \rangle}{|z|^2} \in \frac{n}{N}V \right) dm(z). \tag{5.7}
\]

Under \( \mathbb{P}_z \) we can express

\[
(X, Y) = -\frac{3}{2}z^\perp + O(n^{-\varepsilon})|z| + \left( \frac{1}{\sqrt{8}} \text{Id} + O(n^{-\varepsilon}) \right) G
\]

for a standard Gaussian \( G = (G_1, G_2) \in \mathbb{R}^2 \), and thus by the rotational invariance of \( G \) we may re-express

\[
\mathbb{P}_z \left( \frac{\langle (X, Y), z^\perp \rangle}{|z|^2} \in \frac{1}{n}U, \frac{\langle (X, Y), z \rangle}{|z|^2} \in \frac{n}{N}V \right) = \mathbb{P} \left( \left( \frac{1}{\sqrt{8}} \text{Id} + O(n^{-\varepsilon}) \right) G \in |z|(I \times J) \right) \tag{5.8}
\]

for the shifted intervals \( I = \frac{3}{2} + O(n^{-\varepsilon}) + \frac{1}{n}U \) and \( J = O(n^{-\varepsilon}) + \frac{n}{N}V \). By our assumptions on \( U, V \), the Gaussian density varies by a factor of at most

\[
1 + O(|z|^2 \max(\frac{1}{n}|U|, \frac{n}{N}|V|)) = 1 + O(|z|^2 n^{-1/2}),
\]

say, on \( |z|(I \times J) \), and the latter probability in (5.8) is thus

\[
(1 + O(|z|^2 n^{-1/2})) \frac{4}{\pi} |z|^2 \frac{|U||V|}{N} e^{-(9+O(n^{-\varepsilon}))|z|^2}.
\]

Combining with (5.7), we have shown that the left hand side of (5.5) is

\[
(1 + O(n^{-1/4})) \frac{|U||V|}{N} \frac{12}{\pi^2} \int |z| \leq r e^{-(12+O(n^{-\varepsilon}))|z|^2} |z|^2 dm(z) \tag{5.9}
\]

uniformly for \( r \leq n^{1/8} \). Now estimating

\[
\left| \int |z| \leq r e^{-12|z|^2} |z|^2 dm(z) - \int |z| \leq r e^{-(12+O(n^{-\varepsilon}))|z|^2} |z|^2 dm(z) \right|
\leq \int |z| \leq r e^{-12|z|^2} \left| 1 - e^{O(n^{-\varepsilon}) |z|^2} \right| |z|^2 dm(z)
\ll n^{-\varepsilon/2} \int |z| \leq r e^{-12|z|^2} |z|^2 dm(z)
\]

for instance.
uniformly for \( r \leq n^{\varepsilon/4} \), we obtain (5.5) for this range.

For larger \( r \) we bound the right hand side of (5.8) by \( O(|z|^2|U||V|/N) \), and so the contribution to (5.7) from integration over \( n^{\varepsilon/4} \leq |z| \leq r \) is

\[
\lesssim \frac{|U||V|}{N} \int_{|z| \geq n^{\varepsilon/4}} |z|^2 e^{-(3+O(n^{-\varepsilon}))|z|^2} \, dm(z) \lesssim \frac{|U||V|}{N} e^{-n^{\varepsilon/4}}
\]

uniformly in \( r \geq n^{\varepsilon/4} \). This is easily absorbed by the error term in (5.5), giving the claim. \( \square \)

**Proof of Proposition 2.6.** We first assume that \( U = [a, b] \) is a compact interval. Fix a \( k \)-tuple of indices \( (\alpha_1, \ldots, \alpha_k) \in [N]^k \) as in the statement of Proposition 2.6. Recall that the events \( \{Z_{\alpha} \in [a, b]\} \) are of the form \( \{W(\theta_{\alpha}) \in D\} \) for a domain \( D \subset B(0, 10 \log^2 n) \) in \( \mathbb{R}^4 \) that is \((K, 10)^{-}\)-smooth for some \( K > 0 \) sufficiently large (see Fact 5.1). Thus, the claim will follow from an application of Proposition 3.12 once we show

\[
\mathbb{P}_{N(0,1)} \left( Z_{\alpha} \in [a, b] \right) = \frac{1}{12} \cdot \frac{b - a}{N} + o \left( \frac{1}{N} \right), \quad (5.10)
\]

for each \( \alpha = \alpha_1, \ldots, \alpha_k \). Since

\[
\left\{ Z_{\alpha} \in [a, b] \right\} = \left\{ n^2 \rho_{\alpha} \in [a, b], \, \tau_{\alpha} \in I_{\alpha}, \, A'_{\alpha} \right\},
\]

from (5.6) and Corollary 3.3 we see that it suffices to show

\[
\mathbb{P}_{N(0,1)} \left( Z_{\alpha} \in [a, b], \, (A'_{\alpha})^c, \, G \right) = o(N^{-1}). \quad (5.11)
\]

On \( \{Z_{\alpha} \in [a, b], \, G \} \), the projection of \((X(\theta_{\alpha}), Y(\theta_{\alpha}))\) in the directions \((X'(\theta_{\alpha}), Y'(\theta_{\alpha}))\) and \((X'(\theta_{\alpha}), Y'(\theta_{\alpha}))^\perp\) are of size \( O(n^{-1} \log^2 n) \) and \( O(N^{-1} n \log^2 n) = n^{-1+o(1)} \), respectively, so

\[
X(\theta_{\alpha})^2 + Y(\theta_{\alpha})^2 \leq n^{-2+o(1)} = o(n^{-4/3}).
\]

Thus, on \( \{Z_{\alpha} \in [a, b], \, (A'_{\alpha})^c, \, G \} \) we must have that either \( \{|X'(\theta_{\alpha})| \leq n \log^{-2K_0} n\} \) or \( \{|Y'(\theta_{\alpha})| \leq n \log^{-2K_0} n\} \). Hence,

\[
\left\{ Z_{\alpha} \in [a, b], \, (A'_{\alpha})^c, \, G \right\} \subset \left\{ W(\theta_{\alpha}) \in D_{U, [\frac{-\pi}{2}, \frac{\pi}{2}], 2 \log^{-2K_0} n} \right\}.
\]

From (5.5) the latter event has probability

\[
\ll \frac{1}{N} \int_{|z| \leq \log^{-2K_0} n} |z|^2 e^{-12|z|^2} \, dm(z) = o(N^{-1}),
\]

which yields (5.11) and hence (5.10). Moving to consider \( U \subset \mathbb{R} \) which is a finite union of compact intervals, we note that

\[
\mathbb{P}_{N(0,1)} \left( Z_{\alpha} \in U \right) = \frac{1}{12} \cdot \frac{|U|}{N} + o \left( \frac{1}{N} \right)
\]

follows from (5.10) by finite additivity. Combining the above display with Proposition 3.12 we complete the proof of Proposition 2.6. \( \square \)
6. Proof of Proposition 2.3

For an interval $U \subset \mathbb{R}$, denote the respective annular domain by

$$U_\alpha = \{ z \in \mathbb{C} \mid n^2 (1 - |z|) \in U, \ \text{arg}(z) \in I_\alpha \}.$$ 

Recall the definition $F_\alpha$ from (2.5).

**Claim 6.1.** Fix an arbitrary compact interval $U$. There exists $\delta \ll n^{-5/2}$ such that for any $\alpha \in [N]$, on the event $\mathcal{A}_\alpha^{\prime\prime} \cap G$,

$$U_\alpha^- \subset F_\alpha^{-1}(\frac{1}{\sqrt{n}} f(U_\alpha)) \subset U_\alpha^+$$

where $U_\alpha^+$ is the $\delta$-neighborhood of $U_\alpha$, and $U_\alpha^-$ is the complement of the $\delta$-neighborhood of $U_\alpha^c$.

The key point is that $U_\alpha^+ \setminus U_\alpha^-$ is small and $(K, L)$-good, and can hence be controlled using Proposition 3.11.

**Proof.** We use Taylor expansion to bound the error term in (2.4). By the restriction to $G$, we have

$$\left| \frac{1}{\sqrt{n}} f(t, \rho) - F_\alpha(t, \rho) \right| \ll \frac{n^2 \log^4 n}{N^2} \ll \frac{1}{n^{2-\alpha(1)}} \quad (6.1)$$

for all $(t, \rho)$ such that $(1 + \rho)e^{it} \in U_\alpha$. On the event $\mathcal{A}_\alpha''$, the affine transformation $F_\alpha$ is invertible as

$$\left| \det \begin{pmatrix} X'(\theta_\alpha) & Y'(\theta_\alpha) \\ Y'(\theta_\alpha) & -X'(\theta_\alpha) \end{pmatrix} \right| = (X'(\theta_\alpha))^2 + (Y'(\theta_\alpha))^2 \in \left[n^2 \log^{-4K_0} n, 2n^2 \log^4 n\right].$$

By applying $F_\alpha^{-1}$ to (6.1) and by observing that

$$\| \left( \begin{array}{cc} X'(\theta_\alpha) & Y'(\theta_\alpha) \\ Y'(\theta_\alpha) & -X'(\theta_\alpha) \end{array} \right)^{-1} \|_2 = \frac{1}{(X'(\theta_\alpha))^2 + (Y'(\theta_\alpha))^2} \| \left( \begin{array}{cc} X'(\theta_\alpha) & Y'(\theta_\alpha) \\ Y'(\theta_\alpha) & -X'(\theta_\alpha) \end{array} \right) \|_2 \ll \frac{\log^{6K_0} n}{n}$$

we get that

$$\left| (1 + \rho)e^{it} - F_\alpha^{-1}(\frac{1}{\sqrt{n}} f(t, \rho)) \right| \ll \frac{\log^{6K_0} n}{n} \left| \frac{1}{\sqrt{n}} f(t, \rho) - F_\alpha(t, \rho) \right| \ll \frac{1}{n^{3-\alpha(1)}}. \quad (6.2)$$

Assuming $n$ is sufficiently large this gives the desired result. \qed

**Claim 6.2.** We have

$$\mathbb{P} \left( \bigcup_{\alpha, \theta_\alpha \notin E_{\text{bad}}} \{ |Z(f) \cap C_\alpha| \geq 2 \} \right) = o(1).$$

**Proof.** Assume that there exist $z_1, z_2 \in C_\alpha$ such that $z_1 \neq z_2$ and $f(z_1) = f(z_2) = 0$. By the mean value theorem there exist $\zeta_1$ and $\zeta_2$ on the line segment connecting $z_1$ and $z_2$ so that

$$\text{Re}(f'(\zeta_1)) = \text{Re} \left( \frac{f(z_1) - f(z_2)}{z_1 - z_2} \right) = 0$$

$$\text{Im}(f'(\zeta_2)) = \text{Im} \left( \frac{f(z_1) - f(z_2)}{z_1 - z_2} \right) = 0.$$
On the event $\mathcal{G}$, we apply the mean value theorem again and see that

$$|f'(e^{i\theta_\alpha}) - f'(\zeta_j)| \leq \frac{1}{N} \max_{||z|| - 1 \leq n^{-3}} |f''(z)| \leq n^{1/2 + o(1)},$$

for $j = 1, 2$. With the above bound we can use Taylor expansion and get

$$|f(e^{i\theta_\alpha})| \leq |f(z_1)| + \frac{1}{N} |f'(e^{i\theta_\alpha})| \leq \frac{1}{n^{3/2 - o(1)}}.$$  

Applying Corollary 3.3 we have

$$\mathbb{P}\left( \bigcup_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \{|Z(f) \cap C_\alpha| \geq 2\} \right) \leq \mathbb{P}(\mathcal{G}^c) + \sum_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \mathbb{P}\left( |Z(f) \cap C_\alpha| \geq 2, \mathcal{G} \right) \leq e^{-\log^2 n} + \sum_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \mathbb{P}\left( |f(e^{i\theta_\alpha})| \leq \frac{1}{n^{3/2 - o(1)}}, |f'(e^{i\theta_\alpha})| \leq n \right).$$

For each $\alpha$ in the last sum, we can cover the range of possible outcomes for $(X, Y, X', Y')$ with balls of radius $n^{-2 + o(1)}$ and bounded overlap and apply the union bound and Theorem 3.7 (recall that points outside of $E_{\text{bad}}$ are 1-smooth and hence 1-spread) to bound each term by $O(n^{-3})$ (with plenty of room). Summing this bound over the $N = \lfloor \frac{n^2}{\log^3 n} \rfloor$ values of $\alpha$ yields the claim.

Now we conclude the main result of the section.

**Proof of Proposition 2.3.** First, we will show that $\mathbb{P}\left( \mu_f^g(U) > \nu_f^g(U) \right) = o(1)$. Indeed we have the inclusion

$$\left\{ \mu_f^g(U) > \nu_f^g(U) \right\} \subset \bigcup_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \left\{ A_\alpha, Z_\alpha \in U, Z(f) \cap U_\alpha = \emptyset \right\}.$$ 

On the event $Z_\alpha \in U$ we know that $(1 + \rho_\alpha)e^{i\tau_\alpha} \in U_\alpha$, while on the event $A_\alpha$ the affine map $F_\alpha$ is invertible and we get that $0 \notin f(U_\alpha) \implies (1 + \rho_\alpha)e^{i\tau_\alpha} \notin F_\alpha^{-1}\left( \frac{1}{\sqrt{n}}f(U_\alpha) \right)$. 

Applying Claim 6.1 we get

$$\mathbb{P}\left( A_\alpha, Z_\alpha \in U, Z(f) \cap U_\alpha = \emptyset, \mathcal{G} \right) \leq \mathbb{P}\left( A_\alpha, (1 + \rho_\alpha)e^{i\tau_\alpha} \in U_\alpha \setminus F_\alpha^{-1}\left( \frac{1}{\sqrt{n}}f(U_\alpha) \right), \mathcal{G} \right) \leq \mathbb{P}\left( (1 + \rho_\alpha)e^{i\tau_\alpha} \in U_\alpha^+ \setminus U_\alpha^-, \mathcal{G} \right).$$

Recalling from Claim 6.1 that $U_\alpha^+ \setminus U_\alpha^-$ is the $\delta$-neighborhood of the boundary of $U_\alpha$, we can cover the corresponding set with four rectangles $I \times J$ of area $O(\delta n^2)$. Thus, on the last event we have that $W(\theta_\alpha) \in D_I, \delta n^{o(1)}$ for one of four possibilities for $(I, J)$, each satisfying $|I| \times |J| \leq \delta n^2 \ll n^{-1/2}$. It follows from Proposition 3.11 and 5.4 that

$$\mathbb{P}\left( (1 + \rho_\alpha)e^{i\tau_\alpha} \in U_\alpha^+ \setminus U_\alpha^-, \mathcal{G} \right) \leq \frac{1}{n^{1/2-o(1)}N} = o(N^{-1}).$$

Summing over $\alpha$ we get

$$\mathbb{P}\left( \mu_f^g(U) > \nu_f^g(U) \right) \leq o(1) + \sum_{\alpha: \theta_\alpha \notin E_{\text{bad}}} \mathbb{P}(A_\alpha, Z_\alpha \in U, Z(f) \cap U_\alpha = \emptyset, \mathcal{G}) = o(1).$$
The proof of the proposition will follow once we show that
\[ \mathbb{P} \left( \mu_f^s(U) < \nu_f^s(U) \right) = o(1). \] (6.3)
By Claim 6.2 and Corollary 3.3 the left hand side above is bounded by
\[ \mathbb{P} \left( \bigcup_{\alpha: \theta_\alpha \notin E_{bad}} \{ \mathcal{A}_\alpha' \cap Z_\alpha \notin U, |Z(f) \cap U_\alpha| = 1 \} \right) + \mathbb{P} \left( \bigcup_{\alpha: \theta_\alpha \notin E_{bad}} \{ \mathcal{A}_\alpha'' \cap Z_\alpha \notin U, |Z(f) \cap U_\alpha| = 1, \mathcal{G} \} \right) + o(1). \] (6.4)
Similar to the previous argument, on the event \{ \mathcal{A}_\alpha', Z_\alpha \notin U \} the map \( F_\alpha \) is non-degenerate and we have
\[ (1 + \rho_\alpha) e^{i \tau_\alpha} \notin U_\alpha, \]
while the assumption that \( |Z(f) \cap U_\alpha| = 1 \) implies that \( 0 \in f(U_\alpha) \). This tells us that
\[ (1 + \rho_\alpha) e^{i \tau_\alpha} \in F_\alpha^{-1} \left( \frac{1}{\sqrt{n}} f(U_\alpha) \right) \setminus U_\alpha \subseteq U_\alpha^+ \setminus U_\alpha^-. \]
Arguing with Claim 6.1 as we did for the events \{ \mathcal{A}_\alpha', Z_\alpha \notin U, |Z(f) \cap U_\alpha| = 1 \}, we get that
\[ \mathbb{P} \left( \bigcup_{\alpha: \theta_\alpha \notin E_{bad}} \{ \mathcal{A}_\alpha'' \cap Z_\alpha \notin U, |Z(f) \cap U_\alpha| = 1 \} \right) \leq o(1) + \sum_{\alpha: \theta_\alpha \notin E_{bad}} \mathbb{P} \left( (1 + \rho_\alpha) e^{i \tau_\alpha} \in U_\alpha^+ \setminus U_\alpha, \mathcal{G} \right) = o(1). \]
For the second probability in (6.4), consider \( \alpha \in [N] \) with \( \theta_\alpha \notin E_{bad} \) and suppose \( \{ \mathcal{A}_\alpha'' \cap Z(f) \cap U_\alpha = \emptyset, \mathcal{G} \} \) holds. Let \( \xi \in U_\alpha \) be the root of \( f \). By Taylor expansion and the restriction to \( \mathcal{G} \) we have
\[ |f(e^{i \theta_\alpha})| \leq |f(\xi)| + O(n^{3/2} \log^2 n) |\xi - e^{i \theta_\alpha}| \leq \frac{\log K_0 + 2}{\sqrt{n}} n \]
which implies \( |X(\theta_\alpha)|, |Y(\theta_\alpha)| \leq n^{-1} + o(1) = o(n^{-2/3}) \). From this and the restriction to \( \mathcal{G} \), if the event \( \mathcal{A}_\alpha'' \) does not occur then we must have either \( |X'(\theta_\alpha)| < n \log^{-2K_0} n \) or \( |Y'(\theta_\alpha)| < n \log^{-2K_0} n \). Now, from Theorem 3.9 and the boundedness of the Gaussian density (or Theorem 3.7 and a covering by balls of bounded overlap) we get
\[ \mathbb{P} \left( |X(\theta_\alpha)|, |Y(\theta_\alpha)| \leq \frac{\log K_0 + 2}{n}, |X'(\theta_\alpha)| \leq n \log^{-2K_0} n \right) \leq \frac{\log^4 n}{n^2} = o \left( \frac{1}{n} \right), \]
and similarly
\[ \mathbb{P} \left( |X(\theta_\alpha)|, |Y(\theta_\alpha)| \leq \frac{\log K_0 + 2}{n}, |Y'(\theta_\alpha)| \leq n \log^{-2K_0} n \right) = o \left( \frac{1}{n} \right). \]
Taking the union bound over these two cases, we have thus shown
\[ \mathbb{P} \left( \{ \mathcal{A}_\alpha'' \cap Z(f) \cap U_\alpha = \emptyset, \mathcal{G} \} = o \left( \frac{1}{n} \right). \]
Applying the above and the union bound over the choices of \( \alpha \), we see that (6.4) is \( o(1) \), giving (6.3) as desired. \( \square \)
7. Proof of Proposition 2.4

In this section we argue similarly as in [7, Section 5] with some minor modifications. Expanding the factorial moments $E \left( \mu^2_k(U) \right)$ we see that

$$E \left( \mu^2_k(U) \right) = \sum_{\alpha \in E} \mathbb{P}(E(\alpha)),$$

where $E := \{ \alpha = (\alpha_1, \ldots, \alpha_k) \in [N]^k \mid \alpha_i \neq \alpha_j \forall i \neq j, \theta_{\alpha_i} \notin E_{\text{bad}} \}$ and $E(\alpha) := \{ Z_{\alpha_1} \in U, \ldots, Z_{\alpha_k} \in U \}$.

For some sufficiently small $\varepsilon > 0$ we consider the set $E' := \{ \alpha \in E \mid (\theta_{\alpha_1}, \ldots, \theta_{\alpha_k}) \text{ is } n^\varepsilon\text{-spread} \}$. Since $|E'| = N^k(1 + o(1))$, we can use Proposition 2.6 and get that

$$\sum_{\alpha \in E'} \mathbb{P}(E(\alpha)) = N^k \left( \frac{|U|}{12N} \right)^k + o(1) = \left( \frac{|U|}{12} \right)^k + o(1)$$

so Proposition 2.4 will follow once we show that

$$\lim_{n \to \infty} \sum_{\alpha \in E \setminus E'} \mathbb{P}(E(\alpha)) = 0. \quad (7.1)$$

The next lemma shows that close roots are typically separated. The proof is a simple modification of [22, Lemma 2.11] or [7, Lemma 2.2] and is deferred to Appendix B.

**Lemma 7.1.** On the event $\mathcal{G}$, for $(\alpha, \alpha') \in [N]^2$ with $\theta_{\alpha}, \theta_{\alpha'} \notin E_{\text{bad}}$ we have

1. If $A_\alpha$ and $A_{\alpha+1}$ occur, then

$$|\tau_\alpha - \theta_\alpha| \in \left[ \frac{\pi}{2N} - \frac{\pi}{2N \log K_0}, \frac{\pi}{2N} \right].$$

2. $A_\alpha$ and $A_{\alpha'}$ cannot occur simultaneously as long as

$$|\theta_\alpha - \theta_{\alpha'}| \in \left[ \frac{\pi}{N}, \frac{1}{n \log K_0 \log n} \right].$$

**Proof of Proposition 2.4**. By the discussion above, we only need to show that (7.1) holds. By Corollary 3.3 we can assume that $\mathcal{G}$ holds. The second item in Lemma 7.1 implies that we only need to consider tuples $\alpha \in E \setminus E'$ of the form

$$\alpha = (\alpha_1, \ldots, \alpha_{k-\ell}, \alpha_1 + 1, \ldots, \alpha_\ell + 1) \quad (7.2)$$

consisting of $\ell$ tuples of the form $(\alpha_j, \alpha_j + 1)$ for some $0 \leq \ell \leq k/2$, while the $k - \ell$ points $\theta_{\alpha_1}, \ldots, \theta_{\alpha_{k-\ell}}$ are pairwise separated by at least $n^{-1} \log^{-4K_0} n$ in $[0, \pi]$.

We divide the class of such $\alpha$ into two sets $E_1$ and $E_2$, where $E_1$ consists of all $\alpha \in E \setminus E'$ of the form (7.2) (possibly with $\ell = 0$) such that $|\theta_{\alpha_i} - \theta_{\alpha_j}| \leq n^{1-\varepsilon}$ for some $1 \leq i < j \leq k - \ell$, and $E_2$ is the set of all $\alpha \in E \setminus E'$ of the form (7.2) with $\ell \geq 1$ and $|\theta_{\alpha_i} - \theta_{\alpha_j}| > n^{1-\varepsilon}$ for all $1 \leq i < j \leq k - \ell$.

For the sum over $E_1$, denote by $E'_1$ the tuples $\alpha \in E_1$ with $\ell$ neighboring pairs as in (7.2). We have $|E'_1| = O(N^{k-\ell}/n^{1-\varepsilon})$, as there are $O(N/n^{1-\varepsilon})$ choices for the close point with all others fixed. Recalling the notation (5.1), we have

$$\mathcal{E}(\alpha) \subseteq \{ W(\theta_{\alpha_i}) \in D_{U,V,2 \log^2 n} \forall 1 \leq i \leq k \}.$$
with $V = [-\frac{\pi}{2}, \frac{\pi}{2}]$. Since the points $\theta_{\alpha_1}, \ldots, \theta_{\alpha_{k-\ell}}$ are separated by at least $n^{-1} \log^{-4K_0} n$, we can apply Proposition 3.11 (recalling Fact 5.1) along with (5.4) with $r = 2 \log^2 n$, to get

$$\sum_{\alpha \in E_1} \mathbb{P}(E(\alpha)) \ll \sum_{\ell=0}^{[k/2]} |E_1^{\ell}| N^{-k+\ell} \log^{O(k)} n \ll \frac{\log^{O(k)} n}{n^{1-\epsilon}} = o(1).$$

For the sum over $E_2$, fix a tuple $\alpha \in E_2$ with $\ell$ neighboring pairs with $\ell \geq 1$. By the first item in Lemma 7.1, we have the containment of events

$$\{Z_{\alpha_j} \in U, Z_{\alpha_{j+1}} \in U \} \subset \left\{ Z_{\alpha_j} \in U, |\tau_{\alpha_j} - \theta_{\alpha_j}| \in \left[ \frac{\pi}{2N} - \frac{\pi}{2N \log K_0 n}, \frac{\pi}{2N} \right] \right\}.$$

The event on the right hand side is contained in the event that

$$W(\theta_{\alpha}) \in \mathcal{D}_{U,V_-2 \log^2 n} \cup \mathcal{D}_{U,V_+2 \log^2 n}$$

with $V_- = [-\frac{\pi}{2}, -\frac{\pi}{2} + \frac{\pi}{2 \log K_0 n}]$ and $V_+ = [\frac{\pi}{2}, -\frac{\pi}{2 - \frac{\pi}{2 \log K_0 n}}]$. As above, by Proposition 3.11, Fact 5.1 and (5.4) we get that for $\alpha \in E_2$ with $\ell$ neighboring pairs,

$$\mathbb{P}(E(\alpha)) \ll \frac{1}{N^{k-\ell}} \left( \frac{\log^8 n}{\log K_0 n} \right)^{k-\ell}.$$

Taking $K_0 > 8$, since the number of such tuples is at most $N^{k-\ell}$, the above display implies that

$$\sum_{\alpha \in E_2} \mathbb{P}(E(\alpha)) = o(1).$$

We have thus proved (7.1), and hence also the proposition. □

8. Extensions

The method presented in the paper allows one to consider other point processes related to $\mu_f$ of (2.8). Specifically, consider the 4-tuple

$$\tilde{Z}_{\alpha} = (n^2 \rho_{\alpha}, N(\theta_{\alpha} - \tau_{\alpha}), X'(\theta_{\alpha})/n, Y'(\theta_{\alpha})/n),$$

and introduce the point process

$$\hat{\mu}_f := \sum_{\alpha=0}^{N} \delta(\theta_{\alpha}, \tilde{Z}_{\alpha} + (x_{\alpha}, y_{\alpha}, 0, 0) \mathbf{1}_{A_{\alpha}}).$$

Note that $\mu_f$ can be obtained from $\hat{\mu}_f$ by an appropriate contraction. We then have the following.

**Proposition 8.1.** Under the assumptions of Theorem 1.2, the process $\hat{\mu}_f$ converges to a Poisson point process on $[0, \pi] \times \mathbb{R}^4$ with intensity

$$(12/n^2)((x')^2 + (y')^2) e^{-12((x')^2 + (y')^2)} \mathbf{1}_{y \in [0, \pi]} d\theta dx dy dx' dy'.$$

Indeed, the proof of Proposition 8.1 follows that of Theorem 1.2. The main difference is in the computation of $\mathbb{P}_{N(0,1)}(\rho_{\alpha} \in U/n^2, \theta_{\alpha} - \tau_{\alpha} \in V/N, X'(\theta_{\alpha}) \in nI_1, Y'(\theta_{\alpha}) \in nI_2)$. 
Following the lines of the proof of Lemma 5.2 for \( \theta_\alpha \in [n^{-1+1}, \pi - n^{-1+1}] \) this probability is given by

\[
\mathbb{P}_{\text{N}(0,1)} \left( \frac{YY'/n + XX'/n}{(X'/n)^2 + (Y'/n)^2} \leq \frac{1}{n} U, \frac{XX'/n + YY'/n}{(X'/n)^2 + (Y'/n)^2} \leq \frac{n}{N} V, \ X' \in nI_1, Y' \in nI_2 \right) = 3 \int_{I_1 \times I_2} e^{-(3 + O(n^{-1}))|z|^2} \mathbb{P}_z \left( \frac{(X,Y), z}{|z|^2} \right) \in 1/n U, \ \frac{(X,Y), z}{|z|^2} \in n/N V \right) \ dm(z),
\]

and the remainder of the proof proceeds along similar lines, with integration over \( z \in B(0,r) \) replaced by integration over \( z \in I_1 \times I_2 \). We omit details.

Proposition 8.1 allows one to compute, among other things, the joint law of \( n^2 \text{dist}(S^1, Z(f)) \) and \( n \min_{z \in S^1} |f(z)| \).

**Acknowledgement** We thank the referee for a careful reading of the first version and for useful comments. We thank Ziv Huppert for pointing out a mistake in the original version of Proposition 8.1.

**Appendix A. Proof of Lemma 3.8**

With \( a_j = \sin(jt) \) and \( b_j = \cos(jt) \) we have \( f(e^{it}) = \sum_{j=1}^n \xi_j(a_j, b_j) \), viewed as a point in \( \mathbb{R}^2 \). Set

\[
t_0 = \delta^{-1}.
\]

By a standard procedure (see for instance \[1, Eq. 5.4\]) we can bound the small ball probability using the characteristic function,

\[
\mathbb{P}(\frac{1}{\sqrt{n}} f(e^{it}) \in B(w, \delta)) \leq C \left( \frac{n}{t_0^2} \right) \int_{\mathbb{R}^2} \prod_{j=1}^n \mathbb{P}_{e^{it} \xi_j(a_j, b_j, u)} |e^{-n\|u\|^2_{2,0}}\ du =: J_1 + J_2
\]

where in \( J_1, J_2 \) the integral is restricted to the ranges \( \|u\|_2 \leq r_0 = O(1) \) and \( r_0 \leq \|u\|_2 \). Additionally, we can bound (see for instance \[7, Eq. 9.2\]),

\[
\prod_{j=1}^n \mathbb{P}_{e^{it} \xi_j(a_j, b_j, u)} | \leq \exp(-c \inf_{c_1 \leq \|a\| \leq c_2} \sum_{j} \|a(a_j, b_j, u/2\pi)\|^2_{\mathbb{R}/Z}),
\]

where \( c_1 < c_2 \) are positive constants depending on \( \xi \). Thus, if \( r_0 \) is sufficiently small, then we have \( \|a(a_j, b_j, u/2\pi)\|_{\mathbb{R}/Z} = \|a\|_{\|a(a_j, b_j, u/2\pi)\|_2}, \) and so from Lemma 3.6 we have that for any unit vector \( e \), \( \sum_{j} \|a(a_j, b_j, e)^2 \geq c' \lambda^2 \), yielding

\[
\sum_{j} \|a(a_j, b_j, u/2\pi)\|^2_{\mathbb{R}/Z} \geq c' \|u\|_2^2 \lambda^2.
\]

Hence

\[
J_1 = C \left( \frac{n}{t_0^2} \right) \int_{\|u\|_2 \leq r_0} \prod_{j=1}^n \mathbb{P}_{e^{it} \xi_j(a_j, b_j, u)} |e^{-n\|u\|^2_{2,0}}| du \leq C \left( \frac{n}{t_0^2} \right) \int_{\|u\|_2 \leq r_0} e^{-\frac{\|u\|^2_{2,0}}{2\delta^2} - c' \|u\|_2^2 \lambda^2} du = O(\lambda^{-2} \delta^2),
\]

where we used change of variable \( v = \sqrt{\lambda nu} \) and that \( \int_v e^{-c\|v\|^2_2}dv = O(1) \) in the last estimate.
For $J_2$ we trivially have
\[
J_2 = C \left( \frac{n}{N} \right) \int_{r_0 \leq \|u\|_2} \prod_{j=1}^{n} |\mathbb{E}e^{i\xi_j(\alpha_j, \beta_j)}| e^{-\frac{n\|u\|_2^2}{2r_0^2}} du \leq C \delta^2 n \int_{r_0 \leq \|u\|_2} e^{-\delta^2 n \|u\|^2/2} du \]
\[
\leq C \delta^2 \int_{r_0 \sqrt{n} \leq \|v\|_2} e^{-\delta^2 \|v\|^2} dv = O(\delta^2)
\]
provided that $\delta \gg n^{-1/2}$.

**Appendix B. Proof of Lemma 7.1**

**Proof of part (1).** Fix $\alpha \in [N]$ with $\theta_0 \notin E_{\text{bad}}$ and assume that the event $A_\alpha$ holds. Recall that $F_\alpha$ given by (2.5) is the affine transformation which locally approximates the polynomial $1/n f$ inside $C_\alpha$. It is evident from its definition up to the translation term $(X(\theta_0), Y(\theta_0))$, it is an orthogonal transformation (in particular it maps disks to disks; in fact this it not a coincidence, and can be seen as a consequence of the Cauchy–Riemann equation for $f$ in the polar coordinates.)

On the event $\mathcal{G}$, we have the bound
\[
|F_\alpha(z) - F_{\alpha+1}(z)| \leq \left| F_\alpha(z) - \frac{1}{\sqrt{n}} f(z) \right| + \left| F_{\alpha+1}(z) - \frac{1}{\sqrt{n}} f(z) \right|
\]
\[
\ll \frac{n^2 \log^2 n}{N^2} \ll \frac{\log^{2K_0+2} n}{n^2}
\]
valid for all $z \in C_{\alpha+1}$. On the event $A_\alpha$, assume that \( \left\{ A_\alpha, |\tau_\alpha - \theta_\alpha| \leq \frac{\pi}{2N} - \frac{\pi}{2N \log^{K_0} n} \right\} \). We have
\[
\text{dist} \left( (1 + \rho_\alpha)e^{i\theta_\alpha}, C_{\alpha+1} \right) \gg \frac{1}{N \log^{K_0} n}
\]
which, together with the fact that $F_\alpha(\rho_\alpha, \tau_\alpha) = 0$ and the bound (6.2), implies that for all $z \in C_{\alpha+1}$ we have
\[
|F_{\alpha+1}(z)| \gg |F_\alpha(z)| - |F_\alpha(z) - F_{\alpha+1}(z)| \gg \frac{n \log^{-6K_0} n}{N \log^{K_0} n} - \frac{\log^{2K_0+2} n}{n^2} \gg \frac{n}{N \log^{7K_0} n}
\]
where in the second inequality we used (B.1) and (6.2). In particular, we see that $F_{\alpha+1}$ does not vanish in $C_{\alpha+1}$ which implies that $A_{\alpha+1}$ does not hold. \( \square \)

**Proof of part (2).** We argue similarly as in the proof of the first part, only that we do not need to impose the extra separation within $C_\alpha$. Fix distinct $\alpha, \alpha' \notin E_{\text{bad}}$ such that $D := |\theta_\alpha - \theta_{\alpha'}| \in (\pi/N, n^{-1} \log^{-4K_0} n]$. Assuming $A_\alpha \cap \mathcal{G}$ holds we have
\[
|F_\alpha(z) - F_{\alpha'}(z)| \leq \left| \frac{1}{\sqrt{n}} f(z) - F_\alpha(z) \right| + \left| \frac{1}{\sqrt{n}} f(z) - F_{\alpha'}(z) \right| \ll n^2 (\log^2 n) D^2.
\]
for all $z \in C_{\alpha'}$. Furthermore, since $\frac{1}{\sqrt{n}} |f'(e^{i\theta_\alpha})| \geq n \log^{-2K_0} n$ (by the Cauchy–Riemann equations in polar form – see Remark 3.2) we know that for all such $z$,
\[
|F_\alpha(z)| \gg |z - (1 + \rho_\alpha)e^{i\theta_\alpha}| \frac{1}{\sqrt{n}} |f'(e^{i\theta_\alpha})| \gg D n \log^{-2K_0} n
\]
which implies that
\[
|F_{\alpha'}(z)| \gg D n \log^{-2K_0} n - D^2 n^2 \log^2 n \gg D n \log^{-2K_0} n
\]
(B.2)
since $D \leq n^{-1} \log^{-4K_0} n$. Since (B.2) holds for all $z \in C_{\alpha'}$ we see that $F$ cannot vanish there, and hence $A_{\alpha'}$ does not hold.
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