Creating a Parallel Icelandic Dependency Treebank from Raw Text to Universal Dependencies

Hildur Jónsdóttir, Anton Karl Ingason
University of Iceland
Sğmundargötu 2, 101 Reykjavík
hildur.jonsdottir@gmail.com, antoni@hi.is

Abstract
Making the low-resource language, Icelandic, accessible and usable in Language Technology is a work in progress and is supported by the Icelandic government. Creating resources and suitable training data (e.g., a dependency treebank) is a fundamental part of that work. We describe work on a parallel Icelandic dependency treebank based on Universal Dependencies (UD). This is important because it is the first parallel treebank resource for the language and since several other languages already have a resource based on the same text. Two Icelandic treebanks based on phrase-structure grammar have been built and ongoing work aims to convert them to UD. Previously, limited work has been done on dependency grammar for Icelandic. The current project aims to ameliorate this situation by creating a small dependency treebank from scratch. Creating a treebank is a laborious task so the process was implemented in an accessible manner using freely available tools and resources. The parallel data in the UD project was chosen as a source because this would furthermore give us the first parallel treebank for Icelandic. The Icelandic parallel UD corpus will be published as part of UD version 2.6.
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1. Introduction
In order to survive the competition with a global English in various technology-associated domains, the Icelandic language, spoken by 350,000 people, must meet the challenges brought on by developments in Language Technology. Although it is not yet considered to be in imminent danger (Rögnvaldsson et al., 2012b), a number of efforts are currently underway to address this situation. One of the core projects that the Icelandic government is supporting to achieve this is to build treebanks and especially dependency treebanks (Nikulásdóttir et al., 2017). In recent years, The Universal Dependencies project (Nivre et al., 2016) has been a leading force in parsing and cross-lingual research and becoming a part of it can make Icelandic Language Technology more viable. A treebank based on this type of an annotation scheme could become a foundation for further Icelandic parser development because treebanks are the essential training data for natural language data-driven parsers. The widespread interest that the UD project has received may also generate more interest in working on Icelandic Language Technology solutions in general once Icelandic UD resources are available.

No dependency parser has yet been developed for Icelandic. However three phrase structure parsers are available. These are IceParser, a shallow phrase-structure parser which is a part of the IceNLP toolkit (Loftsson and Rögnvaldsson, 2007), Greynir, a rule-based parser based on context-free grammar (Pörsteinsson et al., 2019), and a parsing pipeline built on the IcePaHC treebank and the Berkeley Parser (Jökulsárdóttir et al., 2019). A parser for Icelandic could for example support development of an Icelandic grammar checker and be useful in applications like question answering, machine translation, information extraction and speech generation/understanding (Nikulásdóttir et al., 2017). Since previous work on dependency grammar for Icelandic is sparse we decided to start with studying the UD annotation scheme by working on a small corpus from scratch. As the core of the UD project is about consistency and parallelism, we focused on adjusting the annotation scheme to related languages\(^1\) without sacrificing any elements.

At the same time as the present project on a parallel treebank took place, another team carried out work on a conversion tool from the IcePaHC treebank (Rögnvaldsson et al., 2012a) to UD. IcePaHC is an Icelandic treebank based on the annotation scheme for the Penn PaHC for Historical English. We collaborated on finding the best solutions for a shared Icelandic annotation documentation. It has been shown that converted treebanks are missing rare constructions that original treebanks feature (Peng and Zeldes, 2018) so this work was helpful in developing the Icelandic annotation scheme. The parallel corpora in UD (PUD) are based on 1,000 sentences from newspaper texts and Wikipedia which is a genre that is not part of the IcePaHC corpus. We consider this to be a valuable choice of data because it delivers a parallel corpus with accurate 1-1 sentence alignment for 19 other languages (Nivre et al., 2019). This first Icelandic parallel treebank will be freely available on GitHub\(^2\) and the process for creating it is described in this paper. We begin with the raw data which needed a good translation and then our journey through automatic tagging, lemmatizing, conversion to CoNLL-U format, preprocessing the syntactic annotation with delexicalized methods, manual correction and evaluation.

2. Related work
With the growing demand on resources for natural language processing (NLP), the first Icelandic treebank came to light in 2011 (Rögnvaldsson et al., 2012a). The parsing scheme

---
\(^1\)Henceforth, the North Germanic languages; Danish, Faroese, Norwegian and Swedish
\(^2\)https://github.com/UniversalDependencies/UD_Icelandic-PUD/
was originally designed for the PennParsed Corpora for Historical English and it uses phrase structure annotation in a labelled bracketing format. At the same time, dependency treebanks were being built for related languages. However, because the Penn scheme is quite detailed, it contains the information required to convert it to dependency grammar but not vice versa. Holding 1 million tokens and spanning almost 10 centuries, the purpose of IcePaHC is twofold, to be suitable for both language technology and syntactic research. Another treebank based on wide-coverage context free grammar is being developed (Porsteinsson et al., 2019). The plan is to convert it to dependency annotated corpora for training deep neural network-based parsers. Other Icelandic corpora suited for NLP have been growing steadily in the last decades3. To be mentioned here is the Icelandic Gigaword corpus (IGC) (Steingrímsson et al., 2018), a corpus of about 1,300 million words, tagged with the IFD tagset described in 3.3. It mainly holds web media and printed papers. Another notable corpus recently published is the first English-Icelandic parallel corpus for the purposes of language technology development and research, ParIce (Barkarson and Steingrímsson, 2019). It consists of 38.8 million words in 3.5 million segmented pairs automatically aligned. The main purpose of this corpus is for training machine translation systems but could also be used for, e.g., creating dictionaries and ontologies, multilingual and cross-lingual document classification. It is important to review the work done for related languages in UD because the project focuses on cross-lingual studies. There are pros and cons in being the last North Germanic language to participate in the UD project. The annotation scheme has been improved since the first version and multiple tools have been developed to ease the tasks. The apparent disadvantage is that the Icelandic language has not been a part of the UD studies, so far. The first public dependency treebank for Norwegian Bokmål and Nynorsk, The Norwegian Dependency Treebank (NDT), was published in 2014 (Solberg et al., 2014) and later converted to UD (Øvrelid and Hohle, 2016). The NDT annotations were made with consideration to similar treebanks, the Swedish treebank Talbanken and the treebank of old Indo-European languages PROIEL. The corpus is divided into Bokmål (310K tokens) and Nynorsk (301K tokens) and contains mostly newspaper texts. A UD treebank of spoken dialects is also available in Norwegian, LIA (Øvrelid et al., 2018), which was annotated with morphological and dependency-style syntactic analysis according to the LIA project and later converted to UD. The purpose of the corpus, which has 55K tokens, is to increase research on spoken Norwegian with parser development in mind. The Danish UD treebank (Johannsen et al., 2015) is a conversion of the Danish Dependency Treebank (DDT). The DDT derives from a morphosyntactically tagged corpus created for a EU project called Parole. The texts are of various genre, mainly newspapers and the grammar of DDT is based on discontinuous grammar. For Swedish there are three UD treebanks available. Talbanken has been a part of UD since version 1, it consists of about 95,000 tokens converted from the Swedish Talbanken (Nivre and Megyesi, 2007). It has various text genres including textbooks, information brochures and newspaper articles. Another Swedish UD treebank is LinES (Ahrenberg, 2015) which was originally designed as a parallel treebank based on dependency grammar and later converted to UD. The English source is also available on UD. The texts are of literary genre, online manuals and Europarl data and count total of about 90,000 tokens. The third Swedish treebank, Swedish-PUD, was created for the CoNLL 2017 Shared Task (Nivre et al., 2017). It is available as a test file in UD like all the Parallel Universal Dependencies treebanks. For Faroese, which is the closest relative of Icelandic and spoken by only 72,000 people, there is a UD corpus with 10K tokens including texts from Faroese Wikipedia (Tyers et al., 2018a).

As can be seen from the above cases the creation and nature of UD treebanks varies between the related languages but most of them are a converted version of dependency based treebanks.

3. Data and Tools

3.1. Source Data

Along the conversion of IcePaHC to UD we decided to create a small corpus from scratch to reveal all elements needed and to ensure consistency and parallelism for the Icelandic annotation scheme. The source data chosen was an Icelandic version of Parallel Universal Dependencies. Parallel treebanks can be used for translation studies, as training or evaluation corpora for word or sentence alignment, input for example-based machine translation (EBMT) and as training data for transfer rules (Volk et al., 2018). Since this corpus is small it is better suited for testing and evaluation than training purposes.

The parallel corpora in UD were specially prepared for the CoNLL 2017 Shared Task (Nivre et al., 2017) and are now available in English, Swedish, French, Japanese, Polish, Turkish, Thai, Spanish, Russian, Portuguese, Korean, Italian, Indonesian, Hindi, German, Finnish, Czech, Chinese and Arabic. The shared task was about syntactic dependency parsers that work for typologically different languages by exploiting a common syntactic annotation standard. The texts are mainly from news and Wikipedia and include 1,000 sentences which map 1-1 to other PUD treebank sentences. The first 750 sentences are originally English but the remaining 250 sentences are originally German, French, Italian or Spanish and were translated to English which is the source language.

Unlike other PUD treebanks, the Icelandic PUD was not created as part of the CoNLL 2017 Shared Task. The first step was to translate the data from English to Icelandic and therefore a professional translator, Ólívur Gíslason, was recruited to translate all 1,000 sentences. He was only given the guidelines to let the sentences match accurately 1-1. The translation has not been altered in any way and gave exactly 1,000 sentences and 18,812 tokens.
3.2. Adjusting Icelandic to the UD Annotation Scheme

The UD project requires each language to share their annotation specification with other treebanks of same language to increase consistency and parallelism. The focus when adjusting Icelandic to the UD annotation scheme was on alignment with related languages without losing any elements. The tagset designed for the IcePaHC corpus differs in some ways from the IFD tagset described in 3.3. and applied to most Icelandic corpora. In general the IcePaHC treebank holds very detailed syntactic information. However, its tagset includes less features which were added to the conversion with additional tagging. Foreign names, brands, symbols and copula sentences were more noticeable in the Icelandic PUD whereas first or second person sentences and discourse elements were more frequent in IcePaHC. The Icelandic annotation utilizes all the Universal part-of-speech tags (UPOS), listed in table 1. The lexical and inflec-

| Open class words | Closed class words | Other       |
|-------------------|--------------------|-------------|
| ADJ               | ADP                | PUNCT       |
| ADV               | AUX                | SYM         |
| INTJ              | CCONJ              | X           |
| NOUN              | DET                |             |
| PROPN             | NUM                |             |
| VERB              | PART               |             |
| PRON              | SCONJ              |             |

Table 1: List of UPOS tags

ional features chosen for the Icelandic annotation are listed in table 2, the strikethrough features were not included. All the main features are parallel with related languages, but Norwegian includes animacy and Swedish and Danish include the foreign feature. This difference is inevitable and should be minor for most research and processing. The main difference here will be on the feature values as the inflectional morphology of Icelandic is richer than that of the other North Germanic languages. There are small varia-

| Lexical Features | Inflectional Features |
|------------------|-----------------------|
| PronType         | Gender                |
| NumType          | Animacy               |
| Poss             | NounClass             |
| Reflex           | Number                |
| Foreign          | Case                  |
| Abbr             | Definite              |
| Type             | Degree                |

Table 2: List of Lexical and Inflectional Features

The UD annotation scheme offers wide range of elements and it would be very interesting to add many of them. To mention here is further distinction of expletives (Bouma et al., 2018) which have received attention in Icelandic syntax studies (Árnadóttir et al., 2011). The expletive subtypes were not added this time since neither the default tagset nor the treebanks to be converted include the distinctions required.

3.3. Tagging

For the properties of the part-of-speech tags and features, the Icelandic translation had to be tagged. The state–of–the–art ABLTagger was used which is based on BiLSTM models, a morphological lexicon and lexical category identification (Steingrímsson et al., 2019). It is trained on texts tagged with the IFD tagset which consists of 565 tags (Loftsson et al., 2009) that has been the tagset featuring the majority of Icelandic corpora built in the last years. The Icelandic language is highly inflectional and this tagset is a combination of word classes and morphosyntactic features which makes it so large. In the CoNLL–U format used in UD, this is entirely separated, that is, Universal part–of–speech tags (UPOS) and morphological features (FEATS). The ABLTagger also tokenizes the text utilizing a tokenizer from Miðeind (Þorsteinsson et al., 2019) which greedily recognizes certain multi–token spans like dates and adverbial multi–word idioms. The training model provided is based on various texts, mainly newspaper and literature and the given accuracy is 94.17%.

3.4. Lemmatizing

For lemmatizing the high accuracy lemmatizer Nefnir (Ingólfsdóttir et al., 2019) was run. This lemmatizer uses tagged input and suffix substitution rules from the Database of Modern Icelandic Inflection (Bjarnadóttir et al., 2019). It
reaches accuracy of 99.55% with verified tagged input, and for text tagged with a PoS tagger, the accuracy obtained is 96.88%. The lemmas were an important input in the conversion phase, in particular for recognizing auxiliaries from other verbs and coordinating from subordinating conjunctions.

4. Conversion to CoNLL-U format

4.1. Processing UPOS and Features

The conversion from IFD tags and lemmas to UPOS and features was direct with few exceptions. Auxiliary verbs are all tagged as verbs so only the lemmas vera ‘be’, munu ‘will’ and skulu ‘shall’ were automatically converted to AUX. Other auxiliaries exist but they can also behave as non-auxiliaries so they were manually corrected. The second thing is that all indefinite, demonstrative, interrogative and possessive pronouns are tagged with pronoun tag in the original tagset. This is not as specified by the UD guidelines where these forms are tagged as determiner (DET) when they modify a noun. This was corrected in the manual process on the UPOS level but information on the pronoun is kept with the PronType feature. To maintain the parallelism to related languages, the tags of the participles, both past and present, were converted to UPOS adjective tag but the features hold information on the verb participle and therefore no information is lost. The CoNLL-U format holds 10 fields and an empty line between sentences. An example from the Icelandic PUD is given in figure 1. The ID is the index of the token in the sentence, FORM is the word form, LEMMA is the lemma, UPOS is the Universal part-of-speech tag derived from XPOS, XPOS is the language specific part-of-speech tag, here the IFD tag provided by ABLTagger, FEATS holds the morphological features, here the extracted features from XPOS and LEMMA, HEAD is the syntactic information, i.e. head of the current word, DEPREL gives the dependency relation of the HEAD, DEPS is for enhanced dependency graph and the last field, MISC is provided for any other annotation.

4.2. Preprocessing Syntactic Relations

Since no Icelandic dependency parser is available we decided to train a delexicalized parser to preprocess the corpus. Delexicalized parsing, which is one type of cross-lingual model transfer, was first introduced by Zeman and Resnik (Zeman and Resnik, 2008) and is nowadays considered a standard technique in cross-lingual parsing. Delexicalized models using only UPOS tags were trained with UD tree-banks of related languages, Swedish, Norwegian, Danish and Faroese (Nivre et al., 2019) and tested on the first 200 sentences in the corpus which had been annotated manually from scratch with syntactic and dependency relations (HEAD and DEPREL in CoNLL-U). The parser selected for the task is UDPipe (Straka and Straková, 2017) which was on the top list of parsers in the CoNLL 2018 Shared Task on parsability 1. This parser does not require any training or configuration for a new language and has good usability and documentation.

4.3. Manual Correction

There are many benefits of working on an open source cross-lingual project like UD. One of them is all the available tools that are developed and are suitable for all languages. The manual correction was done with UD Annotatrix (Tyers et al., 2018b) that provides good graphical user interface for viewing and editing the annotation. The focus in the correction phase was on the syntactic and dependency relations and on the part-of-speech tags. After the manual correction the UD validation was run for automatic verification. The whole process from translation to finishing the manual correction spanned 8 weeks.

5. Evaluation

The quality of annotated corpora is always reflected in the final outcome of the machine learning algorithms. A standard way to evaluate the quality of corpora is using a Golden Standard Corpus (GSC) (Wissler et al., 2014). However, alternatives have to be utilized when no GSC is available. Another approach is testing the parsability so we measured the quality of the Icelandic PUD with a 10-fold cross validation. The UDPipe parser was chosen to evaluate the Icelandic PUD, the same one as used for preprocessing. The transition system “swap” was used which is a fully non-projective system and extends the projective system by

---

1 https://universaldependencies.org/conll18/results.html
adding the swap transition. The transition oracle "static lazy" gives consistently better results than "static eager" according to the documentation so that was used. Other configuration was by default. We also evaluated the English, Czech and Swedish PUD for comparison, see table 5. Unsurprisingly the English PUD gives the highest score, the Swedish PUD is slightly lower and for a morphologically rich language like Czech the same model gives score about 1% above the Icelandic PUD. These measures reveal the challenges in comparing languages, even with parallel data, rather standardized text genre and accurate 1–1 sentence alignment. The Czech language is not as related to Icelandic but was evaluated here because it is morphologically rich. The Czech UD annotation scheme uses 15 UPOS tags (skips INTJ and X) and the features count 5 more than for the Icelandic UD annotation scheme. The main difference lies in the sub–features where the Czech language uses aux:pass,nsubj:pass, csubj:pass and obl:agent which the Icelandic UD annotation is missing. There is plausibly room for improvement in the Icelandic UD corpus but as a first version we consider these results acceptable.

![Figure 1: Icelandic Dependency Annotation in CoNLL-U format](image)

![Figure 2: Icelandic Dependency Relations in Graphic Format](image)

6. Conclusion

We described the first parallel treebank for Icelandic based on UD, Icelandic PUD. As a first step in studying the dependency grammar with UD annotation scheme, using the parallel data was a helpful reference to increase the parallelism desired. Even though the preprocessing gave low accuracy compared to the best dependency parsers it definitely increased the annotation speed. For low-resource languages considering participation in the UD project we believe that the source data and method described here are simple and convenient as a first step towards UD. In our case the work was important in developing the Icelandic annotation scheme along with the conversion work for IcePaHC, especially in working with the IFD tagset and extracting the morphosyntactic features and lemmas to the Icelandic features. All new corpora to be created or converted have the option of utilizing the high accuracy ABL-tagger with the IFD tagset in order to add the features.

Although small, we hope that this corpus will be of use as part of research on the Parallel Universal Dependencies, for testing purposes and also as a reference for further development of Icelandic dependency grammar and parsing.
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