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ABSTRACT We propose an efficient method to estimate various parameters of a helicopter blade including the number $B_{num}$ and the length by separating the blade signal using independent component analysis (ICA) and an analytic solution obtained by monostatic/bistatic geometry. The proposed method is composed of two parts, one for even $B_{num}$ and one for odd $B_{num}$. For even $B_{num}$ the blade parameters are estimated using ICA plus analytic estimation. For odd $B_{num}$ the parameters are estimated using two ICAs plus analytic estimation. Experimental results using the radar signal of a blade model calculated by physical optics demonstrate that the proposed method successfully separates the blade signals for both even and odd $B_{num}$ and estimates parameters with high accuracy.

INDEX TERMS Helicopter, micro-Doppler, ICA, radar target recognition, STFT.

I. INTRODUCTION

The helicopter is a major threat to radar and ground weapons in modern battlefield. By flying at a low altitude, a helicopter can avoid detection by radar. Therefore, methods must be developed to detect low-flying helicopters by using short- and medium range ground-based radar and sound signatures.

The rotating rotor of a helicopter generates a time-varying Doppler frequency, i.e., micro-Doppler (MD) frequency [1]–[3]. A conventional inverse synthetic aperture radar (ISAR) image may fail to classify the helicopter [4], [5] because the image is seriously blurred in the cross-range direction. In addition, processing to remove the MD signal from the rigid body signal can further degrade the quality of the image. However, the MD signal encodes the length $l$, the number $B_{num}$ of blades, and various observation parameters. Therefore, the MD frequency itself can be used to classify the helicopter.

Various methods have been proposed to estimate helicopter parameter by using a signal model and a time-frequency (TF) transform. Some methods [6]–[9] estimate the rotation velocity $\omega$ of the rotor blades by using the periodicity of wavelet transform and short-time Fourier transform (STFT) of the received signal, but these methods do not provide $l$ and $B_{num}$ simultaneously. In addition, when $l$ and $\omega$ are estimated simultaneously from the TF image of a monostatic radar signal, local minima caused by a combination of the aspect angle (especially the elevation), $l$ and $\omega$ can provide wrong results. Some methods [10], [11] assume that the blade flash, i.e., the high specular return from the blade, occurs along with the maximum Doppler frequency, and that the blade signal has relatively small amplitudes, then estimate $l$ and $B_{num}$ by using tomographic imaging [12] of the blade tip. However, the blade signal is very small compared with the maximum Doppler frequency due to the sharp decrease of the radar cross-section (RCS) of the rod-type blade; also, the equation used may yield many wrong results when it considers radar signals at various elevation angles.

Another method [13] assumes an ideal point scatterer and successfully estimates $l$, $\omega$, and monostatic/bistatic angles by using the Hough transform cube (HTC) of the TF image of signals obtained from monostatic and bistatic measurement scenarios. However, this method is based on the assumption that the isotropic scatterer is perfectly separated and detected in HTC, so this method can yield a poor result when peaks in the Hough transform of the TF image are obscured by blade flashes. One method finds $l$ and $B_{num}$ by using the quotient $L/N = l/B_{num}$ [14], but this technique can also...
produce wrong results because different helicopters can have the same L/N. A recently proposed method uses a maximum-likelihood estimator and information theoretic criteria to estimate $l$ and $B_{num}$ without ambiguity [15]. However, this paper did not consider variation in observation angle, and thus may yield wrong results because different radar signals observed at different elevation angles can have the same Doppler frequency.

**FIGURE 1.** Monostatic/bistatic geometry for observing a point scatterer. Components and processes are described in the text.

This paper proposes an efficient method to estimate $l$, $B_{num}$, and various observation parameters by using independent component analysis (ICA) which has been proven to be a good method for signal separation in MD parameter estimation [16]. Using the blade flashes of the blade separated by ICA in monostatic/bistatic observation scenarios, the proposed method successfully reconstructs the sinusoidal time-varying frequency signal of each blade and thus successfully estimates $l$ and $\omega$. In addition, $B_{num}$ is correctly estimated by using the characteristics of blade flash for each $B_{num}$.

Compared with existing methods, the proposed method prevents wrong results caused by an erroneous combination of $l$, $B_{num}$, and the elevation angle [6]–[9], [14], [15]. In addition, the proposed method does not require any complicated tomographic imaging, and prevents errors caused by the limited resolution of the Radon transform [10]–[12]. Furthermore, the proposed method utilizes the separated signal of each blade, and therefore can prevent enormous error caused by using the unseparated signal [13]. In simulations using the radar signal of a blade estimated by the method of physical optics (PO), the proposed method accurately estimated the blade parameters.

**II. PROPOSED METHOD**

**A. ANALYTIC SOLUTION TO OBTAIN THE BLADE PARAMETERS**

The proposed method uses the method proposed in [13] because it provides an analytic solution for $l$, $\omega$, and various geometrical parameters by using a combination of monostatic and bistatic observations. The analysis considers a point scatterer $P$ located at a distance $l$ from the origin $O$ and rotating at $\omega$ around the $z$ axis, i.e., on the $x$-$y$ plane, that is illuminated by radar $T$ from a distance $R_T(t)$ at time $t$ (Fig. 1). The received monostatic signals $S_T$ at $T$ and bistatic signal $S_B$ at $R$ at time $t$ are

$$S_T(t) = \exp\left(-j2\pi \frac{2R_T(t)}{\lambda}\right),$$

$$S_B(t) = \exp\left(-j2\pi \frac{2R(t)}{\lambda}\right),$$

where $\lambda$ is the wavelength of the radar signal, $R(t) = R_T(t) + R_R(t)$, and $R_R(t)$ is a distance to $P$ from radar $R$. Similarly, assuming that radar $R$ illuminates the target virtually, the received monostatic signal at $R$ is

$$S_R(t) = \exp\left(-j2\pi \frac{2R_R(t)}{\lambda}\right).$$

Then differentiating (1) - (3) yields the corresponding MDs

$$f_T(t) = l_T \sin(\omega t + \phi_T),$$

$$f_B(t) = l_R \sin(\omega t + \phi_B),$$

$$f_R(t) = l_R \sin(\omega t + \phi_R),$$

where

$$l_T = \frac{\omega}{\lambda} 2l \sin \alpha_T, \quad l_R = \frac{\omega}{\lambda} 2l \sin \alpha_R, \quad l_R = -\frac{\omega l_A B}{\lambda}.$$ \hspace{1cm} (7)

$A_B$ is given by

$$A_B = \sqrt{4 \cos^2(\beta/2) - (\cos \alpha_R + \alpha_T)^2},$$ \hspace{1cm} (8)

where $\beta$ is the bistatic angle, $\alpha_T$ is the angle between $OT$ and the $z$ axis, and $\alpha_R$ is the angle between $OR$ and the $z$ axis (Fig. 1).

The estimated amplitude, angular velocity, and initial phase of (4) - (5) by ($\hat{l}_T, \hat{\omega}, \hat{\phi}_T$) and ($\hat{l}_B, \hat{\omega}, \hat{\phi}_B$) respectively, can be found by analyzing the time-varying MD radar of the signals received at the radars $T$ and $R$. ($\hat{l}_R, \hat{\phi}_R$) can be calculated by using the following relationship [13]:

$$\hat{l}_R = \sqrt{l_T^2 + 4l_T l_R \cos(\hat{\phi}_T - \hat{\phi}_R)},$$ \hspace{1cm} (9)

$$\hat{\phi}_R = \sin^{-1}\left(\frac{2l_R \sin \hat{\phi}_B - \hat{l}_T \sin \hat{\phi}_T}{\hat{l}_R}\right).$$ \hspace{1cm} (10)

Then, $\alpha_T, \alpha_R$ and $l$ are analytically calculated by

$$\hat{\alpha}_T = \sin^{-1}\left(\frac{-b \pm \sqrt{b^2 - 4ac}}{2a}\right),$$

$$\hat{\alpha}_R = \sin^{-1}\left(\frac{B}{A} \sin \hat{\alpha}_T\right), \quad \hat{l} = \frac{A}{\sin \hat{\alpha}_T},$$ \hspace{1cm} (11)

where

$$a = \frac{B^2}{A^2} \left(1 - C^2\right), \quad b = \frac{2BC}{A} \cos \beta - 1, \quad c = \sin^2 \beta,$$

$$A = -\lambda \frac{l_T}{2\omega}, \quad B = -\lambda \frac{l_R}{2\omega}, \quad \text{and} \quad C = \cos(\hat{\phi}_T - \hat{\phi}_R).$$ \hspace{1cm} (12)
When the helicopter moves with a velocity \( v_0 \) and an acceleration \( a_0 \), the estimation results may be inaccurate because additional Doppler frequencies are added to (4) - (6). In this case, the phase caused by the Doppler frequency should be subtracted by multiplying (1) - (3) by \( \exp(i4\pi R_d(t)/\lambda) \), where \( R_d(t) = v_0 t + 0.5a_0 t^2 \). In this paper, we assume that the effect of \( R_d(t) \) is perfectly removed by Doppler centroid tracking of the radar.

### B. SEPARATION OF RADAR SIGNALS OF EACH BLADE BY USING INDEPENDENT COMPONENT ANALYSIS

The analytic method (section II.A) assumes that a complete separation of the radar signals from other blades overlaps in the received signal. As a result, the analytical method can fail to estimate the parameters because of poor estimation of \( l \) and \( \phi \) in (4) - (6). In this paper, we use ICA to distinguish the radar signals from each blade.

ICA is a widely used method to separate blind sources that are stochastically independent. The \( N \) complex random variables \( \mathbf{x}(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T \) received at \( N \) channels at \( t \) are combinations of the signals from \( N \) independent sources and can be given by

\[
\mathbf{x}(t) = \mathbf{A}\mathbf{s}(t),
\]

where \( \mathbf{s}(t) = [s_1(t), s_2(t), \ldots, s_N(t)]^T \) is a complex vector containing the signal from \( N \) blind sources and \( \mathbf{A} \) is an \( N \times N \) mixing matrix. \( s_n(t) \) is the signal from blade \( n \) and \( x_n(t) \) is that received at antenna \( n \). The complex ICA finds the \( N \times N \) separating matrix \( \mathbf{W} \) that maximizes the non-Gaussianity, i.e., the independence, of the separated signals in \( \mathbf{y}(t) = \mathbf{W}^H\mathbf{x}(t) \approx \mathbf{s}(t) \), where the superscript \( H \) is the complex conjugate.

Estimation of \( \mathbf{W} \) can be inaccurate if \( x_1(t), x_2(t), \ldots, x_N(t) \) are correlated; therefore, centering and whitening are conducted as preprocessing to simplify the task of finding \( \mathbf{W} \). Centering is simply subtraction of \( m = E[\mathbf{x}] \) from \( \mathbf{x} \) to make \( \mathbf{x} \) zero-mean, where \( E[\cdot] \) is the expectation operation using all time samples. Whitening transforms \( \mathbf{x} \) to \( \tilde{\mathbf{x}} \) with uncorrelated elements. Whitening can be completed simply by eigen-value decomposition of the covariance \( E\{\mathbf{x}\mathbf{x}^H\} = \mathbf{ED}E^H \), where \( \mathbf{E} \) is the matrix with eigenvectors of the covariance matrix and \( \mathbf{D} \) is a diagonal matrix with corresponding eigenvalues. The whitened vector \( \tilde{\mathbf{x}} \) is then written as

\[
\tilde{\mathbf{x}} = \mathbf{E}^{-1/2}E^H\mathbf{x}.
\]

The non-Gaussian measure widely used is the entropy of the probability density function (pdf) of the random variable, and the entropy of the random vector \( \tilde{\mathbf{y}} = \mathbf{w}^H\tilde{\mathbf{x}} \), where \( \mathbf{w} \) is a column vector of \( \mathbf{W} \), composed of random variables with zero mean and fixed variances is defined as

\[
H(\tilde{\mathbf{y}}) = -\int f(\tilde{\mathbf{y}}) \log(f(\tilde{\mathbf{y}}))d\tilde{\mathbf{y}},
\]

where \( f(\tilde{\mathbf{y}}) \) is the pdf of \( \tilde{\mathbf{y}} \) [17], [18]. According to the information theory, a Gaussian variable has the largest entropy among random variables that have the same variance [17], [18]. Thus, \( \mathbf{W} \) that maximizes the non-Gaussianity can be found by maximizing the negentropy, which is the entropy difference between the Gaussian random variables \( \tilde{\mathbf{y}}_{\text{gauss}} \) and \( \tilde{\mathbf{y}} \) that have the same covariance variables \( \tilde{\mathbf{y}}_{\text{gauss}} \) and \( \tilde{\mathbf{y}} \) that have the same covariance variables.

\[
J(\tilde{\mathbf{y}}) = H(\tilde{\mathbf{y}}_{\text{gauss}}) - H(\tilde{\mathbf{y}}).
\]

Estimation of the parameters of the pdf is a difficult task, so a fixed point algorithm maximizes the well-defined contrast function given by

\[
J_C(\mathbf{w}) = E \left\{ G \left( |\mathbf{w}^H\tilde{\mathbf{x}}|^2 \right) \right\},
\]

where \( G(x) \) can be one of the following functions [19]:

\[
G_1(x) = \sqrt{a_1 + x}, \quad G_2(x) = \frac{1}{2} x^2.
\]

Maximization of (17) is identical to maximization of the negentropy [18]. Updating \( \mathbf{w} \) to a new vector \( \mathbf{w}_{\text{new}} \) is direct and conducted by using the following rule [19]:

\[
\mathbf{w}_{\text{new}} = E \left\{ \tilde{\mathbf{x}} \left( \mathbf{w}^H\tilde{\mathbf{x}} \right)^g g \left( |\mathbf{w}^H\tilde{\mathbf{x}}|^2 \right) \right\} \mathbf{w},
\]

\[
\mathbf{w}_{\text{new}} = \frac{\mathbf{w}_{\text{new}}}{\|\mathbf{w}_{\text{new}}\|},
\]

where \( g(x) \) and \( g'(x) \) are respectively the first and the second derivatives of (20) and \( * \) is the complex conjugate. Then to prevent convergence of all \( \mathbf{w} \) to a vector that yields the same maximum negentropy, all columns are decorrelated by using the Gram-Schmidt-like decoration [19].
C. LOCAL MAXIMA PROBLEM FOR THE EVEN $B_{num}$

ICA separates unknown sources by maximizing non-Gaussianity. If signals from two sources such as the flashes from two blades occur at the same time, they can be easily separated by ICA by maximizing the non-Gaussianity of each signal (Fig. 2). In addition, if the signals from the sources do not occur at the same time, ICA can separate the signals easily because they do not interfere with each other. Therefore, separation of the radar signal from a helicopter with odd $B_{num}$ such as 3 (Fig. 2), 5, or 7 is an easy task once the number of antenna elements has been matched to the number of sources.

However, for a helicopter that has even $B_{num}$, two blade flashes, one with positive frequency and one with negative frequency, can occur simultaneously. For example, in the received signal from a four-blade helicopter, two sets of the simultaneous positive and negative blade flashes, i.e., the blade flashes of the blade 1 and 3 and those of the blade 2 and 4, occur alternately (Fig 2). In this case, the ICA algorithm separates the blades by obtaining the maximum of (17), but a local maximum can occur, in which two sets of signals, a sum of signals from blades 1 from 3 and the other from blades 2 and 4, are separated; according to the central limit theorem [20], this condition is inevitable because a sum of two signals is more Gaussian than a single independent signal and less Gaussian than a sum of other even numbers of signals.

This local maximum is near the global maximum, so the ICA algorithm that uses a fixed point-gradient always stops at this local maximum, and yields an independent sum of signals from blades 1 and 3 in each of two channels and another independent sum of signals from blades 2 and 4 in each of the other two channels. Therefore, another ICA must be applied that uses the two-channel signals from the same blades to separate the blade signals from blades 1 and 3, and those from 2 and 4. In the case of six blades, three independent sums of signals, one from 1 and 4, another from 2 and 5, and the other from 3 and 6, are obtained in each of two-channels.

D. PROPOSED PARAMETER ESTIMATION METHOD

Assuming that a phase array antenna composed of at least seven elements ($= $ channels in (13)) is used for general $2 \leq B_{num} \leq 7$, the proposed parameter estimation method is composed of two parts, one for odd-numbered blades and the other for even-numbered ones, and each part is composed of three steps. Both of the two parts estimate the parameter starting from the largest number of $B_{num}$ to the smallest one,

---

**FIGURE 3.** Overall procedure to estimate blade parameters. Components and processes are described in the text.
i.e., 7 (step 1) → 5 (step 2) → 3 (step 3) in part 1 and 6 (step 1) → 4 (step 2) → 2 (step 3) in part 2, until the condition for each $B_{num}$ is met (Fig. 3).

Once the radar signal composed of the blade signals from an unknown $B_{num}$ is received by seven elements, the first test determines whether $B_{num}$ is even or odd. This can be easily done by checking whether positive-frequency and negative-frequency flashes occur alternately or simultaneously. If $B_{num}$ is odd, the three steps in part 1 are conducted to determine whether $B_{num} = 7$, 5, or 3. This estimation of odd $B_{num}$ is a very easy condition, so the signals can be easily separated once the number of antenna elements is equal to $B_{num}$. In a similar manner, if $B_{num}$ is even, three steps in part 2 are conducted to determine whether $B_{num} = 6$, 4, or 2. The difference is that another ICA is applied to separate blade signals simultaneously occurring (Fig. 2). The parts are described in the next sections.

The computation speed of the proposed method is dependent on that of the fast ICA. Negentropy obviously converges to the global maximum and the CPU cost of fast ICA is $O(2i_{i_c}(i_{i_c} + 1)N_s)$, where $i_{i_c}$ is the number of the iteration, $i_c$ is the dimension (= number of channels), and $N_s$ is the number of samples [21]. In the proposed method, the maximum $i_{i_c}$ is seven and the fast ICA converges to the global minimum for $5 \leq i_{i_c} \leq 10$, so $i_{i_c}$ and $i_c$ can be regarded as fixed coefficients. Therefore, the CPU complexity of the proposed method is $O(N_s)$, which provides real-time computation.

1) ALGORITHM PART 1

If $B_{num} = 7$, then ICA using signals in seven elements yields seven independent signals with each blade flash occurring at different time in step 1 of part 1. This can be found by checking the correlation $Cor_7$ of the seven binary TF images (TFBs), each of which is constructed by

$$TFB[i, j] = \begin{cases} 1, & \text{if } TF[i, j] > m_p \times th \\ 0, & \text{otherwise,} \end{cases}$$

(20)

where $TF$ is a TF image, $m_p$ is the maximum pixel value of $TF$, and $0.4 \leq th \leq 0.6$ is an appropriate threshold ratio.

Pixels in $TF$ that have near-zero frequency have large amplitudes due to the scattering centers near the rotor shaft and the rigid body, so the TFBs can be strongly correlated.

Therefore, ‘1’ values in the TFB are set to ‘0’ for low frequencies between $f_{min}$ and $f_{max}$. Then, each TFB is normalized by the square root of the sum of binary pixels, and $Cor_7$ of the normalized TFBs (TFBNs) are given by

$$Cor_7 = \sum_{i=1}^{6} \sum_{j=1}^{7} \sum_{m_b=1}^{N_b} TFBN_i \circ TFBN_j | m_b, n_b |,$$

(21)

where $TFBN_{k}$ is the $N_b$ by $N_b$ TFBN of the separated signal $k$ and is the Hadarmard product. If each blade signal is completely separated, the blade flash of each blade occurs at a different time, so $Cor_7 \approx 0$; otherwise, $Cor_7 \gg 0$.

Once the blade signal is separated, parameters can be estimated by the analytic solution (subsection II. A). However, the existing methods use the Hough and Radon transforms, which require much computation time to find $\hat{l}_r$ and $\phi_r$ and $\hat{l}_b$, $\phi_b$ because the transforms use many possible combinations [10], [13]; the Hough-transform-based method finds all possible combinations of the three parameters, and Radon transform utilizes all possible combinations of $(\hat{\phi}_r, \phi_T)$ and $(\phi_b, \hat{\phi}_b)$. In this paper, we propose a simple window-matching method that is faster and more accurate than these methods.

The proposed method first estimates $\hat{\phi}$, then finds $\hat{\phi}_T$ (or $\phi_b$) and $\hat{l}_r$ (or $\hat{l}_b$) sequentially. For a given TF image of the separated signal of a blade (Fig. 4a), the one-dimensional (1D) amplitude distribution can be obtained by summing pixel values for all $f$ at each time (Fig. 4b). Then $\hat{\phi}$ can be easily estimated by finding the time interval between the peak $s$ and $s + 2$ (Fig. 4b); this interval is the period $T$ ($\phi = 2 \pi / T$). In addition, $\hat{\phi}_T$ (or $\hat{\phi}_b$) can be found by a simple equation to express the first peak in 1D amplitude distribution in time. Let the time of the first blade flash be $T_{p_1}$. If the sum $S_{po}$ of the pixels for $f > 0$ at $T_{p_1}$ is larger than the sum $S_{ne}$ of the pixels for $f < 0$, then the phase of the TF frequency is $\pi / 2$;

![FIGURE 4. TF image and 1D amplitude distribution of a separated blade signal in time.](image-url)
otherwise it is $3\pi/2$. Thus, $\hat{\phi}_T$ (or $\hat{\phi}_B$) are

$$
\hat{\phi}_T(\text{or } \hat{\phi}_B) = \begin{cases}
\frac{\pi}{2} - \frac{2\pi}{T} T_p^1, & \text{for } S_{po} > S_{ne} \\
\frac{3\pi}{2} - \frac{2\pi}{T} T_p^1, & \text{for } S_{po} < S_{ne}.
\end{cases}
$$

(22)

$\hat{T}_T$ (or $\hat{T}_B$) can be found by finding the frequency extent of the TF image of the blade flash (Fig. 2). However, depending on the time of the flash, $\hat{T}_T$ (or $\hat{T}_B$) can be slightly different due to the RCS variation caused by the different aspect angle, because amplitude and time-duration vary over time so the horizontal and vertical extents of a blade differ on a TF image.

In this paper, we use the total number of pixels contained in the blade flash of the TF image (Fig. 5). For this purpose, we construct the binary image $I[m_b, n_b]$; pixels that have a value larger than the average pixel value $p_{av}$ in the TF image are set to 1, and the others to $-1$.

If the first flash has positive frequencies at $n_b = \varphi_0$, then $I[m_b, n_b]$ is multiplied by the following window function with a length $q$ in $m_b$ direction for every half period in $n_b$ (Fig. 5):

$$
Q[m_b, n_b, i, q] = Q_i[q],
$$

$$
= \text{rect}\left[\frac{n_b - i k T / 2 - \varphi_0}{w}\right] \times (u\left[(-1)^{i-1}(m_b - M_b/2)\right]
- u\left[(-1)^{i-1}(m_b - M_b/2 - q)\right]),
$$

(23)

where $1 \leq m_b \leq M_b$, $1 \leq n_b \leq N_b$, and $1 \leq i \leq N_f$. $N_f$ is the number of flashes, which is equal to the number of peaks in Fig. 4b and $k_T = T \times$ pulse repetition frequency (PRF) is the number of indices that correspond to $T$, and $w$ is an appropriate range window that is determined by the width of blade flash. $i-1$ in (23) is changed to $i$ when the first blade flash has negative frequencies. $\hat{T}_T$ (or $\hat{T}_B$) is $q$ that maximizes

$$
A(q) = \sum_{m_b} \sum_{n_b} \sum_i I[m_b, n_b] Q[m_b, n_b, i, q].
$$

(24)

$A(q)$ increases in proportion to $q$ until all of blade flash pixels ($I[m_b, n_b] = 1$) are included in (23), and decreases when non-flash pixels ($I[m_b, n_b] = -1$) are included (Fig. 5). Finally, the obtained ($\hat{T}_T$, $\hat{\omega}$, $\hat{\phi}_T$) and ($\hat{T}_B$, $\hat{\omega}$, $\hat{\phi}_B$) are applied to the analytic solution in (9) - (11) to yield blade parameters.

However, if initial values of $W$ are not properly set for $B_{num} = 7$, the gradient-based method may rarely provide a solution at a local maximum that yields unseparated TF images similar to those before ICA. In this case, $Cor_7$ becomes $\gg 0$ so $W$ must be randomly reset to obtain separated signals. This step can be conducted by checking the maximum correlation $Cor_{max}$ of the TF of one signal before ICA with the TFBS of the separated signals after ICA; $Cor_{max}$ is defined by

$$
Cor_{max} = \max \left\{ \sum_{m_b=1}^{M_b} \sum_{n_b=1}^{N_b} TFBN' \circ TFBN[m_b, n_b] \right\}
$$

$$
\text{for } i = 1, 2, \ldots, 7,
$$

(25)

where $TFBN'$ is the TFBN of one signal before ICA, obtained by (20) and low-frequency thresholding. $Cor_7 \gg 0$ and $Cor_{max} \approx 1$ mean the source signals were not separated, so ICA is conducted again by randomly resetting $W$ until signals are completely separated (Step 1 of Part 1 in Fig. 3).

However, if $Cor_7 \gg 0$ and $Cor_{max} \ll 1$, the ICA separated the signals successfully, so the TFBN of the separated signal is very different from that of the signal before ICA, but signals from the same blade repeat. For example, if $B_{num} = 5$, ICA yields five independent signals but signals from the same blade can be repeated because $B_{num} = 5$ is smaller than the number of channels, so the analysis yields a large $Cor_7 \approx 2$. In addition, the blade signals are separated, so $Cor_{max} \ll 1$ and $\approx 1/5$ because the TF image after ICA had one blade signal, whereas the TF image before ICA had five blade signals. The result with $Cor_7 \gg 0$ and $Cor_{max} \ll 1$ can also occur for $B_{num} = 3$, so ICA using signals in five antenna elements are conducted and $Cor_5$ with $6 \rightarrow 4$ and $7 \rightarrow 5$ in (21) is tested to determine whether $B_{num} = 5$.

The value of $Cor_5$ determines the subsequent steps. $Cor_5 \approx 0$ means that signals are completely separated, so parameters are estimated using (9) - (11) and (22) - (24) (Step 2 of Part 1 in Fig. 3). If $Cor_5 \gg 0$, $Cor_{max}$ is calculated by varying $i$ from 1 to 5 in (25) to determine whether the large $Cor_5$ is due to unseparated signals or repeated signals of three blades. If $Cor_{max} \approx 1$, $W$ is randomly set and step 2 is repeated. If $Cor_{max} \ll 1$ and $\approx 1/3$, the $B_{num}$ is 3 and signals from the same elements repeat so step 3 is performed; ICA using the signals in three elements is conducted and $Cor_{max}$ is tested using $1 \leq i \leq 3$ in (25). If $Cor_{max} \ll 1$, parameters are estimated using the same procedures as in steps 1 and 2; otherwise $W$ is randomly reset and step 3 is repeated (Step 3 of Part 1 in Fig. 3).

2) ALGORITHM PART 2

The part 2 of the proposed method is to determine the even $B$ and each step is composed of two ICAs due to the local maximum of the fixed-point algorithm (Part 2 in Fig. 3). In the first step, a test is conducted to determine whether $B_{num} = 6$. As mentioned in subsection II C, three pairs of similar signals are obtained, one from blades 1-4, one from blades 2-5, and one from blades 3-6, so the presence of six blades can be confirmed by simply finding three pairs of similar signals. After the 1st ICA using signals in six elements, the existence of three pairs can be tested by using a $6 \times 6$ matrix composed of correlations of two TFBNs:

$$
Mat_{cor}[i, j] = \text{Round}\left(\sum_{m_b=1}^{M_b} \sum_{n_b=1}^{N_b} TFBN_i \circ TFBN_j[m_b, n_b]\right),
$$

(26)

where $\text{Round}(\cdot)$ is a function that rounds elements of $Mat_{cor}$ to the nearest integer, $TFBN_i$ and $TFBN_j$ are the $i$th and $j$th TFBNs as in (21). $Mat_{cor}[i, j] = 1$ for $i = j$ and when TFBN $i$ and $j$ are a pair; therefore the sum of all elements in $Mat_{cor}$ is 12 if three pairs exist. Then the second ICA is applied
to each pair to separate the two signals. Finally, parameters are estimated by applying the same procedure as for the odd $B_{num}$ by using (9) - (11) and (22) - (24) (Step 1 of Part 2 in Fig. 3).

If three pairs are not found, then $Cor_{\text{max}}$ is tested at $1 \leq i \leq 6$ in (25) to determine whether the result was caused by a poor initial value; if $Cor_{\text{max}} \approx 1$, $W$ is randomly reset and step 1 of the part 2 is repeated, but if $Cor_{\text{max}} \ll 1$, which means that either $B_{num} = 4$ ($Cor_{\text{max}} \approx 1/4$) or $B_{num} = 2$ ($Cor_{\text{max}} \approx 1/2$), then the second step to determine whether $B_{num} = 4$ is conducted (Step 2 of Part 2 in Fig. 3). Similar to the first step, signals from four elements are applied to ICA, yielding four signals and a $4 \times 4$ $Mat_{\text{cor}}$ calculated as in (26). If two pairs of signals are found by finding the element sum of $Mat_{\text{cor}} = 8$, then $B_{num} = 4$, and each pair is input to the second ICA to separate the signals from the four blades, and to estimate the parameters. If $B_{num} \neq 4$ and $Cor_{\text{max}} \approx 1$ with $1 \leq i \leq 4$ in (25), $W$ is randomly reset and the step 2 of part 2 is repeated, but if $Cor_{\text{max}} \ll 0$ and $\approx 1/2$, then estimates the parameters of the two blades. Likewise, the test for local maxima using $Cor_{\text{max}}$ is conducted with $i = 1$ and 2 to yield the completely-separated signals (Step 3 of Part 2 in Fig. 3).

FIGURE 6. Blade flashes for odd $B_{num}$. Bistatic blade flashes omitted due to the similarity.

III. EXPERIMENTAL RESULT

A. EXPERIMENTAL CONDITION

To demonstrate the efficiency of the proposed method, the various types of propeller were modelled using a single blade with length $l = 5$ m, width $w_{d} = 0.3$ m, and height $h = 0.1$ m, which was composed of a perfect electrical conductor. The blade was assumed to rotate at $\omega = 26$ rad/s and to be observed by bistatic radars located at $(100, 0, -300)$ km and $(100, 20, -300)$ km, at aspect angles $\alpha_{T} = 71.57^\circ$ and $\alpha_{R} = 71.23^\circ$ respectively (Fig. 1). Physical optics (PO) was applied to obtain the complex reflected radar signal at frequency 10-GHz with a PRF = $8$ kHz. $s(t)$ was obtained by positioning the received signal at the corresponding time delay; elements in $A$ in (13) were chosen randomly from a uniform distribution from 0.5 and 1.

FIGURE 7. Separated blade signal for odd $B_{num}$. Only result of one blade is reported for each $B_{num}$, because the other blades showed similar results.

FIGURE 8. Repetition of blade flashes of one blade when ($B_{num} = 3) < (N = 5)$. The signal in (a) repeats in (b) and (d).

To simulate the independent signals $s_{n}(t)$ received by equally-spaced antenna elements $n = 1$ to $N$, the blade
was rotated in an increment of 0.1° from a certain rotation angle \( \theta_r \); for example, at \( \theta_r = 5° \), seven elements received signals at angles 5.0°, 5.1°, 5.2°, ..., 5.6°. Then, for the blade-flash analysis, the received signal was transformed to the TF domain by using the simple STFT [22]. The value of \( th \) was set to 0.4 to obtain TFB in (20) and to obtain TFBN in (21). \( f_{\text{min}} \) was set to \(-200 \) Hz and \( f_{\text{max}} \) was set to 200 Hz. \( w \) in (23) was set to 10. The signal to noise ratio was varied from 0 to 30 dB in increments of 5 dB.

**B. SEPARATION RESULT**

Blade flashes obtained at SNR = 10 dB appear alternately for odd \( B_{\text{num}} \) 3, 5, or 7 (Fig. 6). These three types of propeller have the same TF pattern except that the time interval between positive and negative flashes decreases as the number of blade increases. Separation using the part 1 of the proposed method is easy because blade flashes appear at distinct times, so the blade signals are completely separated by ICA when the number of the antenna elements \( N = B_{\text{num}} \) (Figs. 6, 7). A blade signal repeats in the two channels when \( (B_{\text{num}} = 3) < (N = 5) \), and yields a large \( Cor_5 = 3.55 \) (Fig. 8a-e); three signals of one blade repeat (Fig.8a, b, d).
For even $B_{num} = 2, 4, \text{or } 6$, the blade flashes were separated using part 2 of the proposed algorithm for SNR = 10 dB (Figs. 9 - 12). Due to the even numbers, positive and negative flashes occurred at the same time, with the flash interval decreasing as $B_{num}$ increased (Fig. 9). When $B_{num} = 2$, the fixed-point fast ICA can successfully separate the signals from the two blades. However, ICA stopped at the local minimum and generated pairs of signals for $B_{num} = 4$ and 6 (Figs. 10, 11); for $B_{num} = 4$, ICA separated two signal pairs, one from blades 1 and 3 and one from blades 2 and 4 (Fig. 11), whereas for $B_{num} = 6$, ICA separated three signal pairs of signals, one from blades 1 and 4, one from blades 2 and 5, and one from blades 3 and 6 (Fig. 11). Therefore, application of each pair to the second ICA by grouping pairs using (26) separated the blade signal successfully by finding the global optimum in non-Gaussianity (Fig. 12).

C. ANALYSIS ON THE ESTIMATION ACCURACY FOR VARIOUS SNRS

Estimation accuracy on (22) - (24) (Figs. 4, 5) was first evaluated by using the separated flashes of $B_{num} = 3$ at SNR = 10 dB. Due to the complete separation of three blade signals, 1D amplitude distribution in time clearly shows peaks at each corresponding blade flash (Fig. 13a, b). The time interval between successive peaks was 0.1208 s, so the estimated $T$ and $\hat{\omega}$ were 0.2417 s and 25.9994 rad/s, respectively. In addition, using at $T_{p1} = 0.04412$ s, $\hat{\phi}_T$ obtained using (22) was 3.5655 rad, and $\hat{l}_T$ obtained using the peak of the cost function (24) was 2.7885 kHz. In the same manner, the bistatic estimation result ($\hat{\phi}_B$, $\hat{l}_B$) was (3.6626, 2.7924 kHz) (figures not shown due to similarity with the monostatic case).

### TABLE 1. Estimation result of each parameters ($B = 3$).

| Parameter | Theoretical value | Estimated value | Error [%] |
|-----------|-------------------|----------------|-----------|
| $\hat{l}_T$ | 2739.93 Hz | 2776.7 Hz | 1.324 % |
| $\hat{l}_s$ | 2788.673 Hz | 2784.6 Hz | 0.146 % |
| $\hat{l}_e$ | 2863.5 Hz | 2818.6 Hz | 1.593 % |
| $\hat{\phi}_T - \hat{\phi}_R$ | 0.09861 rad | 0.09710 rad | 1.555 % |
| $\hat{\phi}_T$ | 1.2491 rad | 1.2417 rad | 0.596 % |
| $\hat{\phi}_B$ | 1.2432 rad | 1.2365 rad | 0.542 % |
| $\hat{j}$ | 5 m | 4.9554 m | 0.900 % |
| $\hat{\omega}$ | 26 rad/s | 25.9994 rad/s | 0.002 % |

Using ($\hat{\phi}_T$, $\hat{l}_T$) and ($\hat{\phi}_B$, $\hat{l}_B$), the analytic solution in II. A yielded very accurate estimation results (Table 1). $\hat{\omega}$ was very accurately estimated with 0.015 % error, and ($\hat{\phi}_T$, $\hat{l}_T$) and ($\hat{\phi}_B$, $\hat{l}_B$) were estimated with errors < 1.6 %. These errors were caused by the window overlap during calculation of the TF image, and by the RCS variation of the blade. The ‘Spectrogram’ function of MATLAB divides the signal into eight segments that overlap by 50%, so this process inevitably causes error in $\hat{\phi}_T$ and $\hat{\phi}_B$. Wigner-Ville-based high-resolution TF methods can reduce the error significantly but we did not use them because they would increase the computation time. RCS variation of the blade caused different numbers of pixels for each flash in $I[m_b, n_b]$ yielding 1.324 % error in $\hat{l}_T$ and 0.146 % error in $\hat{l}_B$. As a result, the blade length $l$ was estimated with error = 0.900 % (Table 1).

These evaluations were used to estimate the accuracy of parameters for various SNRs from 30 dB to 0 dB in decrements of 5 dB by adding white Gaussian noise; simulations were conducted 100 times for each blade number and the average error rate in percent with respect to the original value was used for analysis. Low estimation errors demonstrate the accuracy of the proposed method (Fig. 14). Errors generally decreased as SNR increased, but $\hat{l}$ was estimated within 2 % error (Fig. 14a); this is larger than the value in Table 1 for $B_{num} = 3$ because of errors caused while estimating other parameters.

The error was mainly caused by the relatively large error in $\hat{\phi}_T - \hat{\phi}_R = 0.09710$ rad, which determines $C$ in (12) and all parameters in (9), (11). This error occurs because of the slight change of the signal after ICA, the variation of RCS, and the
We have presented an efficient method to estimate \( \hat{l} \) errors in than those of \( \hat{\omega} \) of the blade flash was negligible in the whole period \( T \) in to the large Doppler frequency of the blade flash. The error different \( TFBs \) after thresholding and this difference caused the up to 10% (≈ estimation errors corresponding to one or two indices were
duration of the blade flash was also a factor of the error in \( \hat{\phi} \); as increased, the duration of the blade flash decreased, so estimation errors in \( \hat{\phi} \) increased. Because of the low-resolution of the TF image and the small \( \hat{\phi} \), estimation errors corresponding to one or two indices were up to 10% (≈ 0.56°). The errors in \( \hat{l}_T \) and \( \hat{l}_B \) were caused by thresholding to obtain \( TFBs \) using (23); different shapes of TF yielded different \( TFBs \) after thresholding and this difference caused the errors. However, the percentage of error was negligible due to the large Doppler frequency of the blade flash. The error in \( \hat{\omega} \) was very small because the error caused by the duration of the blade flash was negligible in the whole period \( T \). The errors in \( \hat{\alpha}_T \) and \( \hat{\alpha}_R \) were caused by a combined influence of \( \hat{l}_T , \hat{l}_B , \hat{\phi}_T - \hat{\phi}_R , \) and \( \hat{\omega} \) in (12), so the errors were slightly larger than those of \( \hat{l}_T , \hat{l}_B \). The slight difference was caused by the errors in \( \hat{\phi}_T - \hat{\phi}_R \).

IV. CONCLUSION
We have presented an efficient method to estimate \( B_{num} \), \( l \), and various observation parameters of the blade of a helicopter by using the independent component analysis and the analytic solution obtained from monostatic/bistatic geometry. Depending on the alternations of the blade flash in TF image, the proposed method is divided into two parts, one for odd \( B_{num} \) and one for even \( B_{num} \). Each of these parts is composed of three steps to estimate the possibility of \( B_{num} \) in orders of \( 7 \rightarrow 5 \rightarrow 3 \) for odd \( B_{num} \), and \( 6 \rightarrow 4 \rightarrow 2 \) for even \( B_{num} \) by using the correlation of TF image after using ICA to separate the radar signal. For odd \( B_{num} \), blade flashes did not occur simultaneously so each blade signal was separated easily by applying ICA. However, even \( B_{num} \) required two ICAs because of the simultaneous blade flash by two blades; the first ICA separated \( B_{num}/2 \) pairs of the signal composed of sums of two signals generating blade flashes simultaneously and the second ICA separated two signals from each pair. Experimental results using the radar signal computed by PO for various \( B_{num} \) demonstrated that ICA successfully separated the blade signal, and that \( l , B_{num} \), and various parameters were estimated accurately.
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