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Abstract

Recent results in compressed sensing showed that the optimal subsampling strategy should take the sparsity pattern of the signal at hand into account. This oracle-like knowledge, even though desirable, nevertheless remains elusive in most practical applications. We try to close this gap by showing how the sparsity patterns can instead be characterised via a probability distribution on the supports of the sparse signals allowing us to again derive optimal subsampling strategies. This probability distribution can be easily estimated from signals of the same signal class, achieving state of the art performance in numerical experiments. Our approach also extends to structured acquisition, where instead of isolated measurements, blocks of measurements are taken.

1. Compressed Sensing

Let $x \in \mathbb{C}^K$ be some signal and $A \in \mathbb{C}^{m \times K}$ be some matrix. Compressed sensing (CS) consists of reconstructing the signal $x$ from measurements $y = Ax$. Usually it is assumed that the signal $x$ is $S$-sparse, meaning that only $S \ll K$ elements of $x$ are non-zero. Thus one tries to solve the following optimisation problem

$$\hat{x} = \arg \min_x \|x\|_1 \quad \text{s.t.} \quad y = Ax.$$  \hfill (1)

Starting with the seminal works \cite{Donoho2006} \cite{Donoho2006b}, compressed sensing theory tries to find sufficient conditions for the above minimisation problem to recover the the sparse signal. Early results suggested that if each entry of the matrix $A$ is sampled i.i.d. from a Gaussian distribution and $m \gtrsim S \log(K)$, then the above minimisation does yield the correct solution with high probability. These results were soon extended to a random subsampling setting, where the sensing matrix $A$ is constructed by sampling rows $a_k$ from a unitary matrix $A_0 \in \mathbb{C}^{K \times K}$ uniformly at random \cite{Donoho2006} \cite{Donoho2006b}. In this setting, a typical sufficient condition for the above minimisation problem to recover the sparse signal with probability at least $1 - \varepsilon$ reads as

$$m \gtrsim SK \max_{1 \leq k \leq K} \|a_k\|_\infty^2 \log(K/\varepsilon).$$  \hfill (2)

If $A_0$ is the discrete Fourier matrix — for which $\max_{1 \leq k \leq K} \|a_k\|_\infty^2 = \frac{1}{K}$ — this leads to theoretical results comparable to the Gaussian setting. Nevertheless this still falls short of explaining the remarkable success of CS in most applications where $K \max_{1 \leq k \leq K} \|a_k\|_\infty^2$ is
usually quite large. To solve this problem, variable density subsampling was introduced [19 11 24 10 20 5]. There the sensing matrix $A \in \mathbb{C}^{m \times K}$ is constructed by sampling the rows of $A_0$ via a (possibly non-uniform) probability distribution. Concretely, the sensing matrix $A$ is defined to be

$$A := \frac{1}{\sqrt{m}} \left( \frac{1}{\sqrt{\pi_{j_\ell}}} a_{j_\ell} \right)_{1 \leq \ell \leq m},$$

where $m$ is the number of measurements we are allowed to take and $j_\ell$ for $1 \leq \ell \leq m$ are i.i.d random variables such that $\mathbb{P}(j_\ell = k) = \pi_k$. Note that the subsampling strategy is determined by the probabilities $\pi_k$ for $1 \leq k \leq K$. A typical choice in this setting is $\pi_k := \frac{\|a_k\|_\infty^2}{\sum_k \|a_k\|_\infty^2}$, leading to the sufficient condition

$$m \gtrsim S \sum_k \|a_k\|_\infty^2 \log(K/\varepsilon).$$

This is nevertheless still not enough to completely bridge the gap between theory and application. Recent results go further by arguing that the optimal subsampling strategy should not only depend on the sensing and sparsity matrices, but also on the structure of the sparse signals [2, 6, 3]. The so called flip test proposed in [2] is a prime example of this fact. The assumption of knowledge of the structure of the sparse signals was also shown to be especially important in the case of blocks of measurements [6 12 3]. The drawback of all of these results is that they rely on the exact knowledge of the locations of the non-zero coefficients of the sparse signal, which may not be available in practice.

2. Contribution

In this paper we generalise these results to show how the subsampling strategy depends on the distribution of sparse supports together with the structure of the sensing/sparsity matrix. We are able to do this by assuming that the sparse supports follow a (possibly) non-uniform distribution, thereby generalising the aforementioned results. In practice, if one has access to a number of similar signals to $x$, a guess of the underlying distribution of sparse supports of $x$ can be made and the optimal subsampling pattern be thus estimated. We also extend our results to the setting of structured acquisition, where instead of isolated measurements, blocks of measurements are taken. In Section 3 we introduce the relevant notation, Section 4 states the main result, Section 5 shows how to apply this result in practice and Section 6 applies our theory to some special cases to compare it to existing results. The proof of our main result is deferred to appendix A.

3. Notation and setting

A quick note on the notation used throughout this text. For an integer $K$, we write $\mathbb{K} := \{1, \cdots, K\}$. The vectors $(e_i)_{1 \leq i \leq K}$ denote the vectors of the canonical basis of $\mathbb{R}^K$. For a matrix $A \in \mathbb{C}^{d \times K}$, we denote by $A_{:,k}$ (resp. $A_{k,:}$) the $k$-th column (resp. row) of $A$ and by $A_{J,L}$ the submatrix with rows indexed by set $J \subseteq \{1, \cdots, d\}$ and columns indexed by set $L \subseteq \mathbb{K}$. If we talk about certain columns of a matrix $A$, we often drop the second index,
i.e. instead of $A_{i,k}$ we will write $A_k$ and instead of $A_{i,j}$, we will write $A_j$. By $A^*$ we denote the conjugate transpose of the matrix $A$ and by $A^*_k \in \mathbb{R}^{1 \times d}$, the conjugate transpose of the $k$-th column of $A$.

For $1 \leq p, q, r \leq \infty$ we set

$$\|A\|_{p,q} := \max_{\|x\|_q = 1} \|Ax\|_p.$$  

So for $B \in \mathbb{C}^{K \times m}$ we get $\|AB\|_{p,q} \leq \|A\|_{q,r} \|B\|_{r,p}$ and $\|Ax\|_q \leq \|A\|_{q,p} \|x\|_p$. Frequently encountered quantities are

$$\|A\|_{\infty,2} = \max_{k \in \{1,\ldots,d\}} \|A_{k,:}\|_2 \quad \text{and} \quad \|A\|_{2,1} = \max_{k \in \{1,\ldots,K\}} \|A_k\|_2,$$

which denote the maximum $\ell_2$-norm of a row and the maximum $\ell_2$-norm of a column of $A$ respectively. Note that $\|A\|_{\infty,2} = \|A^*\|_{2,1}$. Further note that $\|A\|_{\infty,1}$ is the maximum absolute entry of the matrix $A$. For ease of notation we sometimes write $\|A\| = \|A\|_{2,2}$ for the operator norm which corresponds to the largest singular value of $A$. For a vector $v \in \mathbb{R}^d$, we denote by $v := \|v\|_{\min} := \min_i |v_i|$ the smallest absolute entry of $v$ and $\|v\|_{\max} := \|v\|_\infty$ the biggest absolute entry of $v$. We write $x \lesssim y$ if there exists a constant $c > 0$, such that $x \leq cy$. We write $\text{vec} : \mathbb{C}^{d \times d} \mapsto \mathbb{C}^d$ for the vectorisation operation that transforms a complex matrix into a complex vector by stacking the columns on top of each other and by $\text{vec}^{-1}$ its inverse. Further, for any vector $v$ we denote by $D_v$ resp. $\text{diag}(v)$ the diagonal matrix with $v$ on the diagonal.

As was noted in the introduction we want the supports of our signals to follow a non-uniform distribution. We are going to use the following probability measure on $\mathcal{P}(\mathbb{K})$ that allow us to model non-uniform distributions for our supports while still ensuring that they are $S$-sparse.

**Definition 1 (Rejective sampling - Conditional Bernoulli model)** Let $0 \leq p_j \leq 1$ be such that $\sum_{j=1}^K p_j = S$. We say our supports follow the rejective sampling model, if each support $I \subseteq \mathbb{K}$ is chosen with probability

$$\mathbb{P}(I) := \begin{cases} c \prod_{i \in I} p_i \prod_{\ell \notin I} (1 - p_j) & \text{if } |I| = S, \\ 0 & \text{else} \end{cases},$$

where $c$ is a constant to ensure that $\mathbb{P}$ is a probability measure. We define the $D_p := \text{diag}((p_k)_k)$ as the square diagonal matrix with the weight vector $p$ on its diagonal. We call $W \in \mathbb{R}^{\sqrt{K} \times \sqrt{K}}$ the weight matrix, if $\text{vec}(W) = 1$.

One important thing to note here is that in general $p_i \neq \mathbb{E}[i \in I]$ (except for the case $p_i = \frac{S}{K}$). Luckily, especially for large $K$, we have $p_i \approx \mathbb{E}[i \in I]$ [18] [27], which allows one to estimate the underlying probability vector $p$ by approximating them by the probability of occurrence $\mathbb{E}[i \in I]$ which in turn can be estimated from a dataset.

Let $D_I$ be the square diagonal selector matrix satisfying $(D_I)_{\ell, \ell} = 1 \iff \ell \in I$.

This lets us define the following model for our signals. We specify two models, one for the complex and one for the real case.

---

1. Here we implicitly assume that $\sqrt{K}$ is an integer.
Definition 2 (Signal model) We model our signals as
\[ x = \sum_{i \in I} e_i x_i \sigma_i, \] (4)
where \( x_i \in \mathbb{R} \) (or \( \mathbb{C} \)) and \( I = \{ i_1, \ldots, i_S \} \) is the random support following the rejective sampling model with weight vector \( p \) such that \( \sum_{i=1}^{K} p_i = S \) and denote by \( D_p \) the corresponding diagonal matrix. Further we assume that \( \sigma_i \) forms a Rademacher sequence.

4. Main result
Assume we are given a unitary matrix \( A_0 \in \mathbb{C}^{K \times K} \) representing the set of possible linear measurements \( (A_0^*)_i =: a_i^* \). We partition the set \( K \) into \( M \) blocks \( I_k \) such that \( \biguplus_k I_k = K \) and set
\[ B_k := (a_i)_{i \in I_k} \in \mathbb{C}^{|I_k| \times K}. \]
The sensing matrix \( A \) is then defined as
\[ A := \frac{1}{\sqrt{m}} \left( \frac{1}{\sqrt{\pi_j}} B_{j_\ell} \right)_{1 \leq \ell \leq m}, \]
where \( m \leq M \) is the number of blocks we want to measure and \( j_\ell \) for \( 1 \leq \ell \leq m \) are i.i.d random variables such that \( \mathbb{P}(j_\ell = k) = \pi_k \). So the \( \pi_k \) define the probability with which each block of measurements is selected. In line with existing compressed sensing literature we call
\[ \max_k \| a_k \|_\infty, \] (5)
the coherence of the matrix \( A_0 \). With these definitions we are finally able to state our main result.

Theorem 3 Assume \( m \) measurements \( B_k \) are sampled according to probabilities \( \pi_k \) and that the signals follow the model in 2, where the support \( I \subseteq K \) is chosen according to the rejective sampling model with probabilities \( p_1, \ldots, p_K \) such that \( \sum_{k=1}^{K} p_k = S \) and \( 0 < p_k \leq 1 \). If
\[ m \gtrsim \max_k \frac{\| B_k^* B_k \|_{\infty,1}}{\pi_k} \log^3 (K/\varepsilon), \]
\[ m \gtrsim \max_k \frac{\| B_k D_p B_k^* \|_{2,2}}{\pi_k} \log^2 (K/\varepsilon), \] (6)
then (1) recovers the sparse signal with probability \( 1 - \varepsilon \).

The exact statement — including constants — can be found in Section A. The restriction \( p > 0 \) is no real constraint, as in the case of \( p_i = 0 \) for some \( i \), a careful analysis of the proof shows that one can then set the \( i \)-th column of \( A \) to zero since this index is never part of the random supports \( I \) anyway.
Remark 4 This result also extends to signals $x$ that are sparse in some unitary basis $\Psi$ by a change of variable. If we denote by $\Phi^*$ our original sensing matrix and let $x = \Psi z$ for some sparse vector $z$, then we can again apply the above result with the new sensing matrix $A_0 = \Phi^* \Psi$ and sparse signal $z$. In this case, the coherence $\|a_k\|_\infty$ is similar to a cross-coherence by noting that $\|a_k\|_\infty = \max_{i,j} |\langle \phi_i, \psi_j \rangle|$.

Remark 5 Even though the above result is stated in terms of the product probability measure of measurements and signals, careful analysis of the proof shows that in fact it can also be understood in a sequential manner. When sampling the measurement matrix according to probabilities $\pi_k$ (and the conditions of the theorem are satisfied), then with high probability one will get a measurement matrix that works for most signals. This is what one hopes for since the aim is usually to construct a measurement matrix that works well for multiple signals.

The above result shows that the optimal sampling strategy $\pi$ should depend both on the distribution $p$ of sparse supports via the diagonal matrix $D_p$ and on the structure of the blocks $B_k$. One way to optimise the bounds is by setting

$$\pi_k := \max \left\{ \frac{\|B_k D_p B_k^*\|_2, \|B_k^* B_k\|_\infty}{L}, \right\}$$  
(7)

where $L$ is a normalising constant ensuring $\sum_k \pi_k = 1$. By plugging this bound into the above theorem we get the sufficient condition

$$m \gtrsim \left( \sum_k \|B_k D_p B_k^*\|_2 + \sum_k \|B_k^* B_k\|_\infty \right) \log^3 (K/\varepsilon).$$  
(8)

In Section 6 we will look at special cases of blocks of measurements, where this bound on $m$ can further be simplified. For isolated measurements, i.e. the case where $B_k = a_k$, the above yields the following result.

Corollary 6 Assume that the signals follow the model in 4, where the support $I \subseteq \mathbb{K}$ is chosen according to the rejective sampling model with probabilities $p_1, \cdots, p_K$ such that $\sum_{k=1}^K p_k = S$ and $0 < p_k \leq 1$. If the measurements $a_k$ are sampled according to

$$\pi_k = \frac{\max \{a_k D_p a_k^* \|a_k\|_\infty^2 \}}{L},$$  
(9)

where $L$ is a normalising constant ensuring $\sum_k \pi_k = 1$, and if

$$m \gtrsim \left( S + \sum_k \|a_k\|_\infty^2 \right) \log^3 (K/\varepsilon),$$  
(10)

then (1) recovers the sparse signal with probability $1 - \varepsilon$.

Proof First note that $\|B_k D_p B_k^*\|_2 = a_k D_p a_k^*$ and thus

$$\sum_k a_k D_p a_k^* = \text{tr}(A_0 D_p A_0^*) = \text{tr}(D_p) = S.$$
Further
\[ \| B_1^*B_k \|_{\infty, 1} = \| a_k^*a_k \|_{\infty, 1} \leq \max_{i,j} |a_{k,i}a_{k,j}| \leq \max_i |a_{k,i}|^2 = \| a_k \|_{\infty, 1}^2, \]
leading to \( L \leq S + \sum_k \| a_k \|_{\infty, 1}^2. \) Plugging these \( \pi_k \) into Theorem 3 yields the result.

This result is an improvement upon standard results for general (unknown) supports \( I, \) which read as \( m \gtrsim S \sum_k \| a_k \|_{\infty}^2 \log(K) \) \([9, 24, 20, 10]\). This is to be expected since we assume that information about the supports and their distribution is available. On the other hand, the additional log factors are the price we pay for our random signal approach. A comparison to existing results that assume knowledge about the structure of sparsity will be conducted in Section 6.

Further, Corollary 6 shows how, for a given weight vector \( p, \) this lower bound is attained via the formula in (9). This is an easy-to-use recipe yielding state of the art results in a number of experiments (see also Sections 6). We now show that this indeed outperforms standard subsampling procedures in numerical experiments.

5. Numerical experiments

Now we conduct a few experiments to compare the performance of our subsampling scheme to heuristically inspired subsampling schemes used in practice. For our first experiment (Figure 1) we assume a standard compressed sensing setup with isolated 2D Fourier measurements and a 2D DB4 wavelet matrix as sparsifying basis.

We assume to be given a training set of images from which we generate the sparse distribution model by transforming them into a wavelet basis before applying a threshold. The relative frequency with which each coefficient appears in these sparse supports is our proxy for the inclusion probabilities \( p, \) since for large sample sizes they are approximately equal to the expectation of an atom being in the support \([18, 27]\). This one-to-one correspondence is related to the close relationship between the rejective sampling model and the Bernoulli sampling model with weights \( p \) \([18, 27, 26]\).

We further assume to be given a reference image (bottom right) which we have to reconstruct. We will compare the performance of our subsampling strategy in the isolated measurement case against a state-of-the-art variable density subsampling scheme with polynomial decay, where we pick a frequency \((k_1, k_2)\) in the 2D k-space with probability \( \frac{1}{(k_1^2 + k_2^2)^{1.5}}. \)

To ensure meaningful results, each experiment is averaged over 10 runs. All sampling distributions will be plotted in log-scale.

To approximate the distribution of the sparse supports, we use a dataset of around 4.000 real brain images \([7]\) onto which we apply the 2D DB4 wavelet transform followed by a thresholding operation with a threshold of around 0.006, yielding the weight matrix \( W \) (top right). Plugging these weights into Formula (9) and normalising the resulting density to 1, we get the adapted subsampling distribution \( \pi \) (top left). We compare this strategy to the above mentioned polynomial decaying density (top middle) by sampling 10% of frequencies in the k-space (bottom left and middle). Finally, an application of the Nesta algorithm to solve (1) for both sets of measurements yields the results in the figure. As can be seen, the adapted subsampling strategy is able to slightly outperform the quadratically decaying subsampling strategy — resulting in a PSNR value of 23.8 compared to 32.0.

To show that our new subsampling strategy does indeed adapt to the underlying distri-
distribution of sparse supports, we repeat the above experiment (Figure 2) but this time use a different dataset — the MRNet dataset which consists of around 30,000 images of knees [28]. To generate the matrix $W$ we again transform each training image into the DB4 wavelet basis and apply a threshold of about 0.006 to get distribution of non-zero coefficients (top right). This time the resulting weights are non-symmetrical and hence plugging them into Formula (9) results in a non-symmetrical subsampling density, thereby adapting to the underlying structure of the signals. This makes the difference between the adapted subsampling distribution and the polynomial subsampling strategy more pronounced, which will also result in greater differences in the PSNR. Sampling 10% of measurements from the adapted and polynomial densities (bottom left and middle), we get by again applying the Nesta algorithm to (1) that our adapted subsampling scheme outperforms the heuristically inspired polynomial subsampling strategy — resulting in a PSNR value of 27.9 compared to 26.8.

This difference in performance gets even more pronounced in the next experiment (Figure 3), where we use the same setup (and dataset) as in the first experiment, but flip the sparse coefficients of each image (including the test image) by applying the transform $x \mapsto x^f \in \mathbb{C}^K, x_1^f = x_K, x_2^f = x_{K-1}, \ldots, x_K^f = x_1$ to the vectorised sparse coefficients. This is inspired by the so-called flip test [2]. Obviously, the estimated distribution of the sparse supports is now flipped as well (top right) and plugging these weights $p$ into Formula (9) yields a completely different sampling distribution. We again sample 10% of measurements from the 2D k-space (bottom left and middle). This time, our adapted subsampling strategy easily outperforms the heuristic polynomial decay subsampling strategy — resulting in a PSNR value of 22.7 compared to 12.0.

These experiments showed that our subsampling scheme really does adapt to the underlying distribution of sparse supports and outperforms heuristic subsampling schemes.
Figure 2: Adapted variable density sampling scheme (left column) vs polynomial decay (middle column). Estimated Matrix $W$ of inclusion probabilities for the sparse support distribution in the DB4 wavelet basis (top right) and test image (bottom right). The resulting PSNR values are: Adapted - 27.9 and Polynomial - 26.8.

Figure 3: Adapted variable density sampling scheme (left column) vs polynomial decay (middle column). Estimated Matrix $W$ of inclusion probabilities for the sparse support distribution in the DB4 wavelet basis (top right) and test image (bottom right). The resulting PSNR values are: Adapted - 26.4 and Polynomial - 14.0.

6. Special cases

In this section we want to analyse our result for a few special cases of measurement matrices, sparsity basis and weights $p$ which underline the generality of the above result. We further show how our result can be applied to recover state of the art theoretical results in CS theory.
6.1 Coherent matrix

A frequent example showing the necessity of some sort of knowledge of the structure in sparse signals is the special case \( A_0 = I \). Denote by \( J := \{ i : p_i \neq 0 \} \) the set of indices where the weights of our random support model are zero and set the columns of \( A_J \) to zero. In this setting, Formula (9) leads to \( \pi_k = \delta_{k,J} \) and thus \( m \gtrsim |J| \log^3(K/\varepsilon) \) which means that to ensure recovery with high probability, we have to sample all rows corresponding to positive weights \( p_\ell \), i.e. all those rows that correspond to entries of our sparse vector that have a non-zero probability of appearing in the support. This also includes the setting where \( p \in \{0,1\} \) recovering, up to logarithmic factors, results derived in [6] for fixed sparse supports.

6.2 Fourier matrix

Assume that \( A_0 = F \), i.e. \( A_0 \) is the 1-D Fourier transform. This matrix is known to be incoherent (\( \|a_k\|_\infty = \frac{1}{K} \)) and in the isolated measurement setting our result yields \( a_k D p a_k^* = \sum_{\ell} |a_{k,\ell}| p_\ell \leq \|a_k\|_\infty \|p\|_1 = \frac{1}{K} \sum_{\ell} p_\ell = \frac{S}{K} \) for any weight vector \( p \) (recall that \( \sum_{\ell} p_\ell = S \)). Plugging these observations back into our main Theorem yields that independent of the distribution \( p \), one should sample uniformly at random, i.e. \( \pi_k = \frac{1}{K} \). Corollary 6 thus yields \( m \gtrsim S \log^3(K) \) which (up to log factors) is in line with standard lower bounds on the number of measurements [8, 13].

6.3 Uniformly distributed sparse supports

One possible distribution of our sparse supports is the uniform distribution, where \( p_\ell = S/K \). Plugging this into Formula (9) yields

\[
\pi_k = \frac{\max\{S/K, \|a_k\|_\infty^2\}}{L},
\]

where \( L \) again is a normalising constant. This improves upon to coherence based subsampling strategies [19-11-24], where \( \pi_k := \frac{\|a_k\|_\infty^2}{\sum_\ell \|a_\ell\|_\infty^2} \). Intuitively, since in the uniform case there is no structure in the sparse signals that can influence the subsampling strategy it is only natural that in this special case the optimal subsampling strategy depends only on the structure of the sensing matrix together with a lower bound \( S/K \) to cover the whole space.

To see that the our result is indeed tight in the sense that both terms in the numerator of Formula (9) are indeed necessary, we conduct a small experiment. We set \( K = 2^{16} \), \( S = \sqrt{K}/2 \) and let \( \Phi^* \) be the 2D Hadamard transform and \( \Psi \) be the 2D Haar wavelet transform. We then generate 100 synthetic signals via our signal model (2) with uniformly distributed sparse supports \( p_\ell = S/K \), coefficients \( c = 1 \) and random signs \( \sigma = \pm 1 \). We then compare the performance of three different subsampling strategies \( \pi^1, \pi^2 \) and \( \pi^3 \) defined as

\[
\pi^1_k = \frac{\max\{S/K, \|a_k\|_\infty^2\}}{L}, \quad \pi^2_k = \frac{m}{K}, \quad \pi^3_k = \frac{\|a_k\|_\infty^2}{\sum_\ell \|a_\ell\|_\infty^2}.
\]

We call them the adapted, uniform and coherence based subsampling strategies — see also top row of Figure 4. Sampling 5% of measurements from each of these distributions and subsequently solving (1) with the Nesta algorithm [23-4] and averaging the PSNR over 10
runs, each with 100 fresh signals, shows that our adapted subsampling strategy outperforms both the uniform and the coherence bases subsampling strategy, indicating that both terms in (11) are not only sufficient, but indeed necessary.

6.4 Sparsity in levels

A frequent assumption in modern compressed sensing theory is sparsity in levels [2, 6, 3, 1, 24]. To apply our results to this framework we assume that \( K = 2^{J+1} \) for some \( J \in \mathbb{N} \) and set \( A_0 = \mathcal{F}\Psi^* \), where \( \mathcal{F} \) is the 1-D Fourier transform with rows indexed from \(-K/2 + 1\) to \( K/2\) and \( \Psi \) is the 1-D Haar wavelet transform. Denote by \( \Omega \) the dyadic partition of the set \( \{1, \cdots, K\} \) where \( \Omega_0 := \emptyset \), \( \Omega_1 := \{1\} \) and \( \Omega_j := \{2^{j-1} + 1, \cdots, 2^j\} \) for \( j = 2, \cdots, J + 1 \). Further denote by \( M \) the \( J + 1 \) frequency bands of the discrete Fourier transform \( \mathcal{F} \), i.e., \( M_0 := \{0, 1\} \) and \( M_j := \{-2^j+1, \cdots, -2^j\} \cup \{2^j+1, \cdots, 2^{j+1}\} \) for \( j = 1, \cdots, J \). Lemma 1 in [1] states that for \( \ell \in \Omega_i \) and \( k \in M_j \)

\[
|a_{k, \ell}|^2 \lesssim 2^{-j}2^{i-j}.
\]

We define the average sparsity in level \( \ell \) as

\[
S_\ell := \| p_{\Omega_i} \|_1
\]

For simplicity we assume \( S_\ell > 1 \) for all \( 1 \leq \ell \leq J \). Plugging this into (9) yields for \( k \in M_j \)

\[
a_k D_p a_k^* \lesssim 2^{-j}S_j + 2^{-j} \sum_{p \neq j} 2^{j-p}|S_p|.
\]
and thus by using $\pi$ as defined in (9) our main result yields the sufficient condition
\[
m \gtrsim \left( \sum_j S_j + \sum_{p \neq j} 2^{j-p} S_p \right) \log^3 (K/\varepsilon),
\]
in line with results in [3].

6.5 Blocks of measurements

Even though the above sampling strategies yield very good reconstruction results, probing measurements independently at random is infeasible — or at least impractical — in most real applications, see [6] and references therein. Luckily, our results easily extend to the case of blocks of measurements $B_k$.

6.5.1 Sensing vertical (or horizontal) lines in 2D

We will again follow the notation in [6,3] very closely to facilitate easier comparison. Assume again that $K = 2^{J+1}$ for some odd $J \in \mathbb{N}$. Let $A \in \mathbb{C}^{\sqrt{K} \times \sqrt{K}}$ be a unitary matrix (for example the discrete 1D Fourier-Haar transform matrix) and assume that our set of possible measurements is given by
\[
A_0 = A \otimes A \in \mathbb{C}^{K \times K},
\]
where $\otimes$ denotes the Kronecker product. With this notation, we define blocks of measurements which, in a 2D Fourier-Wavelet setting would correspond to vertical lines in frequency space. For this set
\[
B_k := A_{k,1} \otimes A = \left( A_{k,1} A \mid \ldots \mid A_{k,\sqrt{K}} A \right) \in \mathbb{C}^{\sqrt{K} \times K} \text{ for all } 1 \leq k \leq \sqrt{K}.
\]
The separable nature of this setup has the big advantage that the matrix $B_k^* B_k$ has a very nice representation. Note that in our main result we have to control $\|B_k D_p B_k^*\| = \|D_{v,\pi} B_k^* B_k D_{v,\pi}\|$. Using that $A$ is a unitary matrix we see
\[
B_k^* B_k = (A_{k,1} \otimes A)^* (A_{k,1} \otimes A) = (A_{k,1}^* A_{k,1} \otimes A^* A) = (A_{k,1}^* A_{k,1} \otimes \mathbb{I}).
\]
For our weight vector $p \in \mathbb{R}^K$ we denote by $W \in \mathbb{R}^{\sqrt{K} \times \sqrt{K}}$ the matrix satisfying vec$(W) = p$.

Multiplying $B_k^* B_k = (A_{k,1}^* A_{k,1} \otimes \mathbb{I})$ from the left and right with the diagonal matrix $D_{v,\pi}$ and taking the operator norm yields
\[
\|D_{v,\pi} (A_{k,1}^* A_{k,1} \otimes \mathbb{I}) D_{v,\pi}\| = \|D_{v,\pi} \left( \begin{array}{cc} A_{k,1}^* A_{k,1} \mathbb{I} & \ldots & A_{k,1}^* A_{k,\sqrt{K}} \mathbb{I} \\ \vdots & \ddots & \vdots \\ A_{k,\sqrt{K}}^* A_{k,1} \mathbb{I} & \ldots & A_{k,\sqrt{K}}^* A_{k,\sqrt{K}} \mathbb{I} \end{array} \right) D_{v,\pi}\|.
\]
Since reordering of columns and rows does not change the operator norm, we apply the permutation $R : K \leftrightarrow \text{vec}(\text{vec}^{-1}(K)^*)$ to both the columns and rows of the above matrix.
and set \( p' := R(p) \) to get

\[
\| D_{\sqrt{p}}(A_{k,:}^*, A_{k,:} \otimes \mathbb{I}) D_{\sqrt{p}} \| = \left\| D_{\sqrt{p}} \begin{pmatrix}
A_{k,:}^* A_{k,:} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & A_{k,:}^* A_{k,:}
\end{pmatrix} D_{\sqrt{p}} \right\|
\]

\[
= \max_{1 \leq \ell \leq \sqrt{K}} \| A_{k,:} D_{W_{\ell,:}}^{1/2} \|_2^2 = \max_{1 \leq \ell \leq \sqrt{K}} \sum_{i=1}^{\sqrt{K}} |A_{k,i}|^2 W_{\ell,i}.
\]

So we look for the row \( v \) of the matrix \( W \), such that \( \| A_{k,:} D_{\sqrt{v}} \|_2^2 \) is maximised. This encapsulates the relationship between the structure of the blocks of measurements and the structure of the sparse signals via their distribution. By the same argument as above we also see that \( \| B_{k}^* B_k \|_{\infty,1} = \| A_k \|_\infty^2 \). Plugging this into our formula for blocks (7) yields

\[
\pi_k := \max \left\{ \max_{1 \leq \ell \leq \sqrt{K}} \left\{ \sum_{i=1}^{\sqrt{K}} |A_{k,i}|^2 W_{\ell,i} \right\}, \| A_k \|_\infty^2 \right\} / L,
\]

where \( L \) is the normalisation constant. If instead of vertical lines one would take horizontal lines \( B_k := A \otimes A_{k,:} \), we would get

\[
B_{k}^* B_k = \begin{pmatrix}
A_{k,:}^* A_{k,:} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & A_{k,:}^* A_{k,:}
\end{pmatrix},
\]

without any reordering. Hence in this case

\[
\| D_{\sqrt{p}} B_{k}^* B_k D_{\sqrt{p}} \| = \max_{1 \leq \ell \leq \sqrt{K}} \sum_{i=1}^{\sqrt{K}} |A_{k,i}|^2 W_{\ell,i},
\]

which amounts to taking the maximum over all columns of the matrix \( W \). Plugging this back into our formula for blocks (7) yields

\[
\pi_k := \max \left\{ \max_{1 \leq \ell \leq \sqrt{K}} \left\{ \sum_{i=1}^{\sqrt{K}} |A_{k,i}|^2 W_{\ell,i} \right\}, \| A_k \|_\infty^2 \right\} / L,
\]

where \( L \) is again the normalisation constant.

### 6.5.2 Vertical Fourier-Haar lines

We now apply the above analysis to the special case where \( A = F \Psi^* \) is the 1D Fourier-Haar transform. This yields that \( A_0 \) is the separable 2D Fourier-Haar transform. Let \( p \in \mathbb{R}^K \) again be our weight vector and define the matrix \( W \in \mathbb{R}^{\sqrt{K} \times \sqrt{K}} \) such that \( \text{vec}(W) = p \). We again denote by \( M_{\ell} \) the frequency bands of the one dimensional Fourier transform and by

---

2. In all other experiments we use non-separable 2D wavelet transforms.
$\Omega_\ell$ the dyadic partition (see previous subsection). In the 2D setting we define the **average maximal sparsity in level $\ell$** as

$$S_\ell := \max_k \|W_{k,\Omega_\ell}\|_1.$$  \hspace{1cm} (20)

This is equivalent to the 1D case up to taking the maximum over all rows of the matrix $W$. Using (12) and assuming that $S_\ell > 1$ for all $1 \leq \ell \leq J$, the above analysis yields for $k \in M_j$

$$\|B^*_k D_p B_k\| = \max_{1 \leq \ell \leq \sqrt{K}} \sum_{i=1}^{\sqrt{K}} |A_{k,i}|^2 W_{\ell,i} \leq \sum_{i=1}^{\sqrt{K}} \max_{1 \leq \ell \leq \sqrt{K}} |A_{k,i}|^2 W_{\ell,i}$$

$$\lesssim 2^{-j} S_j + 2^{-j} \sum_{p \neq j} 2^{j-p} S_p,$$  \hspace{1cm} (21)

and thus by using $\pi$ as defined in (18) our main result yields the sufficient condition

$$m \gtrsim \left( \sum_{j} S_j + \sum_{p \neq j} 2^{j-p} S_p \right) \log^3(K/\varepsilon),$$  \hspace{1cm} (23)

in line with results in [3]. Note that the first inequality in (21) is rather crude and potentially loses a lot of information about the relationship between the matrix $W$ and the structure of the 2D Fourier-Haar matrix $A_0 = \mathcal{F} \Psi^*$. This is why in our experiments we will stick with the quantity $\|B^*_k D_p B_k\| = \max_{1 \leq \ell \leq \sqrt{K}} \sum_{i=1}^{\sqrt{K}} |A_{k,i}|^2 W_{\ell,i}$.

### 6.5.3 Numerical experiments of blocks of measurements Fourier - DB4

In this subsection we will use blocks of measurements in numerical experiments— Figure 5. We conduct two experiments, first by measuring along horizontal lines in the 2D k-space (left column) and then by measuring square blocks of size $16 \times 16$ in the 2D k-space (middle column). We again use the Brain dataset with a threshold of around 0.023 to generate a estimate of the matrix $W$ in the separable 2D DB4 wavelet basis (top right). Plugging these estimated weights into Formula (7) we get an adapted sampling distribution on the vertical lines (top left) and on the square blocks (top middle). Sampling 20% of measurements from the 2D k-space (middle row) we get good reconstruction of the reference image (bottom right) for both measurement techniques (bottom left and middle). This shows how our results also apply to the setting of blocks of measurements.

### 7. Discussion

The above results showed that the optimal variable density subsampling strategy in a compressed sensing setup should not only depend on the structure of the sensing and sparsity matrices, but also on the distribution of sparsity patterns of the signals to be measured. We derived lower bounds on the number of measurements to ensure recovery of the sparse signals with high probability and derived a simple formula for the optimal subsampling strategy. We showed that this distribution can be estimated from a training set and that the resulting adapted subsampling scheme provides state of the art performance in a range of situations. For future work it would be interesting to analyse different settings of blocks of measurements, where explicit lower bounds on the number of measurements can be derived.
Figure 5: Adapted variable density sampling schemes with vertical lines (left column) and squares (middle column). Matrix $W$ of sparse support distribution in the separable 2D DB4 wavelet basis (top right), test image (bottom right) and reconstructions (bottom left and middle). The resulting PSNR values are: Lines - 29.9 and Squares - 33.9.
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Appendix A. Proof of Theorem 3

Now we turn to proving Theorem 3. Note that we have three sources of randomness: the signs $\sigma$, the set of random measurements $J$ and the random supports $I$. Strictly speaking, we are working on the product measure of the three, but in slight abuse of notation, we will write $P_\sigma$, $P_J$ and $P_S$ to indicate the probability measure that we use for the corresponding concentration inequalities. The exact statement of Theorem 3 — including constants — reads as

**Theorem 7** Assume that $m$ measurements $B_k$ are sampled according to probabilities $\pi_k$ and the signals follow the model in 2, where the support $I \subseteq K$ is chosen according to the rejective
sampling model with probabilities $p_1, \ldots, p_K$ such that $\sum_{k=1}^K p_k = S$ and $0 < p_k \leq 1$. If

$$m \geq \max_k \frac{\|B_k^*B_k\|_{\infty,1}}{\pi_k} 384 \log^2(10^4 K/\varepsilon) \log(54 K^2/\varepsilon),$$

and

$$m \geq \max_k \frac{\|B_k^*B_k\|_{2,2}}{\pi_k} 10^4 \varepsilon^2 \log^2(10^4 K/\varepsilon),$$

(24)

then $[1]$ recovers the sparse signal with probability $1 - \varepsilon$.

Before we can state the proof, we need to establish 5 concentration inequalities. To that end, we define

$$\Lambda := \max_k \frac{\|B_k^*B_k\|_{2,2}}{\pi_k m}$$

and

$$\kappa := \max_k \frac{\|B_k^*B_k\|_{\infty,1}}{\pi_k m}.$$

Further let $H := A^*A - \text{diag}(A^*A)$. We begin by bounding the biggest entry of $H$. For that we can apply the standard Bernsteins’s inequality to each entry together with a unit bound to get

**Lemma 8** Let $A$ depend on the draw of the $j_\ell$. Then for all $t \geq 0$, we have

$$\mathbb{P}_J (\|A^*A - \mathbb{I}\|_{\infty,1} \geq t) \leq 2K^2 \exp \left( -\frac{t^2/2}{\kappa(1 + t)/3} \right).$$

(25)

**Proof** We fix indices $i$ and $j$ and bound the $i,j$-th entry of the matrix $A^*A - \mathbb{I}$. Recall that by definition of $A$

$$A^*A - \mathbb{I} = \sum_{k=1}^m \frac{1}{m} \left( \frac{B_{jk}^*B_{jk}}{\pi_{jk}} - \mathbb{I} \right).$$

(26)

Focusing only on the $i,j$-th entry of this matrix, we can write this entry as $\sum_{k=1}^m x_k$, where $x_k := \frac{1}{m} B_{jk}^* \left( \frac{B_{jk}}{\pi_{jk}} - \mathbb{I} \right) e_i$. By definition $\mathbb{E}[x_k] = 0$ and we can bound each $x_k \leq \kappa$ for all $k$. To bound the variance, note

$$\mathbb{E}[x_k^2] = \mathbb{E} \left[ \left( \frac{e_i^* B_{jk}^* B_{jk} e_i}{\pi_{jk} m} \right)^2 \right] - \frac{1}{m^2} e_i^* \mathbb{I} e_i \leq \kappa \mathbb{E} \left[ \frac{e_i^* B_{jk}^* B_{jk} e_i}{\pi_{jk} m} \right] \leq \frac{\kappa}{m},$$

(27)

which leads to $\sigma^2 = \sum_{k=1}^m \mathbb{E}[x_k^2] \leq \kappa$. An application of the Bernstein inequality together with a union bound over all pairs $i,j$ yields the result. ■

In the next step we want to bound the largest $\ell_2$-norm of the matrix $HD_{\sqrt{\pi}}$, i.e. we want to bound $\|HD_{\sqrt{\pi}}\|_{\infty,2}$. To that end we are going to apply the vector Bernstein inequality [22] together with a union bound. Concretely we have

**Lemma 9** Let $I$ be a fixed support of cardinality $S$ and let $A$ depend on the draw of the $j_\ell$. Then for all $t > 0$, we have

$$\mathbb{P}_J \left( \max_i \|A_i^*A_iD_{\sqrt{\pi}}\|_2 \geq t \right) \leq 28K \exp \left( -\frac{t^2/2}{\Lambda + \sqrt{\Lambda \kappa} \cdot t/3} \right).$$
Proof For a fixed $i$ we set $D_{ji}$ the diagonal matrix that is one except for the $i$-th entry, where it is zero. For ease of notation we are going to look at the transposed vector $D_{\psi}A_j^*A_i$, which we can write as

$$\|D_{\psi}D_{ji}A^*Ae_i\|_2 = \| \sum_{k=1}^{m} D_{\psi}D_{ji}B^*_{jk}B_{jk}e_i \|_2 = \| \sum_{k=1}^{m} X_k \|_2,$$

where

$$X_k := \frac{D_{\psi}D_{ji}B^*_{jk}B_{jk}e_i}{\pi_{jk}m}.$$  

By definition we have $E[X_k] = \frac{1}{m} D_{\psi}D_{ji} \sum_{t=1}^{M} B_tB_t^*e_i = \frac{1}{m} D_{\psi}D_{ji}e_i = 0$. Further

$$\max_k \|X_k\|_2 = \max_k \left| \frac{D_{\psi}B^*_{jk}B_{jk}e_i}{\pi_{jk}m} \right| \leq \sqrt{\Lambda}.$$ 

To bound the variance, note that

$$E[\|X_k\|^2_2] = E\left[ \frac{1}{m} \sum_{k=1}^{m} \left| \frac{D_{\psi}B^*_{jk}B_{jk}e_i}{\pi_{jk}m} \right|^2 \right] \leq \Lambda E\left[ \left| \frac{B_{jk}e_i}{\sqrt{\pi_{jk}m}} \right|^2 \right] = \Lambda \|e_i\|^2_2 \frac{1}{m} = \frac{\Lambda}{m}.$$  

This leads to $\sigma^2 = \sum_{k=1}^{m} E[\|X_k\|^2_2] \leq \Lambda$. An application of the vector Bernstein inequality [22] together with an union bound finishes the proof. \qed

Next we show how to bound the operator norm of the matrix $D_{\psi}HD_{\psi}$. The following result is similar to standard results in CS theory [9, Lemma 2.1] and [6, Lemma C.1]. The Matrix Bernstein inequality [30] yields

**Lemma 10** Let $A$ depend on the draw of the $j_k$. Then for all $t \geq 0$, we have

$$\mathbb{P} \left( \|D_{\psi}A^*AD_{\psi} - \text{diag}(A^*A)D_p\|_{2,2} \geq t \right) \leq 2K \exp \left( -\frac{t^2/2}{4\Lambda(1+t)/3} \right).$$

**Proof** We begin by noting that we can write

$$D_{\psi}HD_{\psi} = D_{\psi}A^*AD_{\psi} - \text{diag}(A^*A)D_p$$

$$= \sum_{k=1}^{m} \left( \frac{D_{\psi}B^*_{jk}B_{jk}D_{\psi}}{\pi_{jk}m} - \text{diag} \left( \frac{B^*_{jk}B_{jk}}{\pi_{jk}m} \right) \right) D_p = \sum_{k=1}^{m} X_k,$$   \hspace{1cm} (28)

where $X_k := \left( \frac{D_{\psi}B^*_{jk}B_{jk}D_{\psi}}{\pi_{jk}m} - \text{diag} \left( \frac{B^*_{jk}B_{jk}}{\pi_{jk}m} \right) \right) D_p$. By definition of the $j_k$ we have $E[X_k] = 0$. Further

$$\|X_k\|_{2,2} \leq 2 \max_k \frac{\|D_{\psi}B^*_{jk}B_{jk}D_{\psi}\|_{2,2}}{\pi_{jk}m} = 2\Lambda.$$ 

Using that for two discrete symmetric random matrices $A$ and $B$ over the same probability space that we have [25]

$$\|E[(A + B)(A + B)^*]\| \leq \left( \|E[A^2]\|^{1/2} + \|E[B^2]\|^{1/2} \right)^2.$$  \hspace{1cm} (29)
Using this to bound the variance we get

$$\|\mathbb{E}[X^2]\| \leq 4\mathbb{E}\left[\left(D_{ij}B_{jk}B_{ik}D_{ji}\right)^2\right] \leq 4\Lambda \frac{1}{m},$$

which leads to $\sigma^2 = \|\sum_{k=1}^{m} \mathbb{E}[X^2]\|_{2,2} \leq 4\Lambda$. An application of the Matrix Bernstein inequality yields the result.

We further need the following Hoeffding-like tail bound for sums of centered complex random variables — see \([15]\) Corollary 7.21 and Corollary 8.10.

**Lemma 11** Let $M \in \mathbb{C}^{K \times S}$ be a matrix and $x \in \mathbb{R}^S$ such that $\text{sign}(x_i) \in \mathbb{R}^S$ is an independent Rademacher sequence. Then, for all $t \geq 0$

$$\mathbb{P}_\sigma (\|Mx\|_\infty \geq t) \leq 2K \exp\left(-\frac{t^2}{2\|M\|_{\infty,2}^2\|x\|_\infty^2}\right).$$

The following concentration inequality can be found in \([26]\) and follows from a decoupling argument followed by an application of the standard Chernoff inequality and a union bound.

**Lemma 12** (\([26, \text{Lemma 3.4}]\)) Let $H \in \mathbb{C}^{K \times K}$ be some matrix. Assume $I \subseteq K$ is chosen according to the rejective sampling model with probabilities $p_1, \ldots, p_K$ such that $\sum_{i=1}^{K} p_i = S$.

Further let $p$ denote the corresponding weight vector. Then, for all $v > 0$

$$\mathbb{P}_S (\|H_I\|_{\infty,2} \geq v) \leq 2K \left( e^{\frac{\|HD_{v}\|_{\infty,2}^2}{v^2}} \right)^{\frac{v^2}{\|H\|_{\infty,1}^2}}.$$ 

The key ingredient to prove Theorem 3 is the following concentration inequality for the operator norm of random submatrices with non-uniformly distributed supports which can be found in \([26]\). This is what allows us to go one step further than existing results in analysing the underlying relationship between the sensing matrix and the distribution of sparse supports.

**Lemma 13** (\([26, \text{Theorem 3.1}]\)) Let $H \in \mathbb{C}^{K \times K}$ be a matrix with zero diagonal. Assume that the support $I \subseteq K$ is chosen according to the rejective sampling model with probabilities $p_1, \ldots, p_K$ such that $\sum_{i=1}^{K} p_i = S$.

Further let $p$ denote the corresponding weight vector. If $t \geq 2\epsilon^2 \|D_{v}H_{D_{v}}\|_{2,2}$, then

$$\mathbb{P}(\|H_{I,I}\|_{2,2} \geq t) \leq 216K \exp\left(-\min\left\{\frac{t^2}{4\epsilon^2\|H_{D_{v}}\|_{\infty,2}^2}, \frac{t}{2\|H\|_{\infty,1}}\right\}\right).$$

With all of these concentration inequalities in place we are finally able to prove Theorem 3

**Proof** From \([29, 16]\) we know that if $\|A^*_f A_f (A^*_f A_f)^{-1} \|_\infty < 1$, then $x$ is the unique solution of the $\ell_1$-minimisation problem \([1]\). Set $M := A^*_f A_f (A^*_f A_f)^{-1}$ and assume that $\|A^*_f A_f - I\| \leq 1/2$. Then

$$\|M\|_{\infty,2} = \|A^*_f A_f (A^*_f A_f)^{-1}\|_{\infty,2} \leq \|A^*_f A_f \|_{\infty,2} \|(A^*_f A_f)^{-1}\|_{2,2} \leq 2 \|A^*_f A_f \|_{\infty,2}.$$
Noting that \( \|A^*_j A_i\|_{\infty,2} = \max_{i \in I^c} \|A^*_j A_i\|_2 \) we have
\[
\mathbb{P}(\|M\sigma\|_{\infty} \geq 1) \leq \mathbb{P}_{\sigma}(\|M\sigma\|_{\infty} \geq 1 | \|M\|_{\infty,2} \leq 2\gamma) + \mathbb{P}(\|A^*_j A_i - I\|_{2,2} \geq 1/2) + \mathbb{P}\left(\max_{i \in I^c} \|A^*_j A_i\|_2 \geq \gamma \right).
\]

Setting \( \gamma^2 = \frac{1}{8 \log(6K/\varepsilon)} \) and applying Lemma 11 to \( M\sigma \) yields that the first term on the right hand side is bound by \( \varepsilon/3 \). We denote by \( J := (j_1, \ldots, j_m) \) the \( m \)-dimensional vector that selects which blocks of measurements are taken. Setting \( H := A^* A - \text{diag}(A^* A) \) we see that \( H \) depends on the random sequence \( J \). With that in mind we define
\[
\mathcal{J} := \{ J \mid \|H\|_{\infty,1} \leq v_1, \|H_D\|_{2,2} \leq v_2, \|D_\sigma H_D\|_{2,2} \leq v_3 \}
\]
to be the collection of sequences \( J \) that satisfy the above conditions. Further
\[
\mathbb{P}(\|A^*_j A_i - I\|_{2,2} \geq 1/2) + \mathbb{P}\left(\max_{i \in I^c} \|A^*_j A_i\|_2 \geq \gamma \right)
\leq \mathbb{P}_S(\|A^*_j A_i - \text{diag}(A^*_j A_i)\|_{2,2} \geq 1/4 \mid \mathcal{J}) + \mathbb{P}_{\mathcal{J}}(\mathcal{J})
\]
\[
+ \mathbb{P}\left(\text{diag}(A^*_j A_i) - I\|_{2,2} \geq 1/4 \right) + \mathbb{P}_S\left(\max_{i \in I^c} \|A^*_j A_i\|_2 \geq \gamma \right) + \mathbb{P}_{\mathcal{J}}(\mathcal{J})
\] (32)

By Lemma 12 and Lemma 13 we can bound the two conditional probabilities via (for \( v_3 \) defined as below)
\[
\mathbb{P}_S(\|A^*_j A_i - \text{diag}(A^*_j A_i)\|_{2,2} \geq 1/4 \mid \mathcal{J}) + \mathbb{P}_S\left(\max_{i \in I^c} \|A^*_j A_i\|_2 \geq \gamma \right) \mathcal{J}
\leq 216K \exp\left(- \min\left\{ \frac{(1/4)^2}{4e^2 v_2^2}, \frac{1/4}{2v_1} \right\} \right) + 2K \left(\frac{v_2^2}{e^{\frac{v_2^2}{2}}} \right)^{\frac{\gamma^2}{\gamma^2}}
\] (33)

Setting
\[
v_1 := \frac{1}{8 \log(216 * 6K/\varepsilon)}
\]
\[
v_2 := \frac{1}{8e \log^{1/2}(216 * 6K/\varepsilon)}
\]
\[
v_3 := \frac{1}{8e^2}
\] (34)

we get that (33) is smaller than \( \varepsilon/3 \). Plugging this into (32) we see that to finish the proof we have to show that \( \mathbb{P}\left(\|\text{diag}(A^*_j A_i) - I\| \geq 1/4 \right) + 2\mathbb{P}_{\mathcal{J}}(\mathcal{J}) \leq \varepsilon/3 \). Using Lemmas 9 and 10 to bound the three terms in \( \mathcal{J} \) we get
\[
\mathbb{P}\left(\|\text{diag}(A^*_j A_i) - I\|_{2,2} \geq 1/4 \right) + 2\mathbb{P}_{\mathcal{J}}(\mathcal{J}) \leq 6K^2 \exp\left(- \frac{v_2^2/2}{\kappa(1 + v_1)/3} \right)
\]
\[
+ 56K \exp\left(- \frac{v_2^2/2}{\Lambda + \sqrt{\Lambda \cdot v_2}/3} \right) + 4K \exp\left(- \frac{v_2^2/2}{4\Lambda(1 + v_3)/3} \right)
\]
\[
\leq 6K^2 \exp\left(- \frac{v_1^2}{4\kappa} \right) + 56K \exp\left(- \frac{v_2^2}{4\Lambda} \right) + 4K \exp\left(- \frac{v_3^2}{2.72\Lambda} \right).
\] (35)
By the assumptions on Λ and κ we indeed have $3\eta_{\mathcal{J}}(\mathcal{J}) \leq \varepsilon/3$ which finishes the proof.

**Remark 14** The proof of our main result relies heavily on the random signs of our signals. One could remove this assumption by instead employing the so-called ”golfing scheme” proposed in [17]. Following the argument in [9] one should be able to derive similar results in the case of deterministic sign patterns. Since this would not have any impact on the optimal sampling distribution we opted for the shorter proof presented here.
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