Abstract:
We show how generalized energy correlation functions can be used as a powerful probe of jet substructure. These correlation functions are based on the energies and pairwise angles of particles within a jet, with \((N+1)\)-point correlators sensitive to \(N\)-prong substructure. Unlike many previous jet substructure methods, these correlation functions do not require the explicit identification of subjet regions. In addition, the correlation functions are better probes of certain soft and collinear features that are masked by other methods. We present three Monte Carlo case studies to illustrate the utility of these observables: 2-point correlators for quark/gluon discrimination, 3-point correlators for boosted \(W/Z/\text{Higgs boson}\) identification, and 4-point correlators for boosted top quark identification. For quark/gluon discrimination, the 2-point correlator is particularly powerful, as can be understood via a next-to-leading logarithmic calculation. For boosted 2-prong resonances the benefit depends on the mass of the resonance.
1 Introduction

The field of jet substructure has evolved significantly over the last few years [1, 2]. Many procedures have been developed not only for identifying and classifying jets [3–9] but also for removing jet contamination due to underlying event or pile-up [5, 10–14]. On the theoretical side, there has been substantial progress in computing and understanding these observables and procedures in perturbative QCD [15–23]. On the experimental side, the ATLAS and CMS experiments at the Large Hadron Collider (LHC) have begun measuring and testing
jet substructure ideas [24–39], with pile-up suppression becoming increasingly important at higher luminosities. With the recent discovery of a Higgs-like particle [40, 41], jet substructure methods for identifying the \( H \to b\bar{b} \) decay mode [5] (and potentially the \( H \to gg \) decay mode) could be vital for testing Higgs properties.

A common strategy for jet substructure studies is to first identity subjets, namely, localized subclusters of energy within a jet. Jet discrimination then involves studying the properties of and relationship between the subjets. For example, BDRS [5] and related methods [8, 42, 43] involve first reclustering the jet with the Cambridge/Aachen [44–46] or \( k_T \) [47, 48] jet algorithm and then stepping through the clustering history to identify a hard splitting in the jet; pruning [12] is similar. \( N \)-subjettiness [49, 50] relies on a (quasi-)minimization procedure to identify \( N \) subjet directions in the jet. Of course, there are jet shapes such as jet angularities [9, 51], planar flow [7, 9], Zernike coefficients [52], and Fox-Wolfram moments [53] that can be used for classifying jets without subjet finding. Considered individually, however, these jet shapes tend not to yield the same discrimination power as subjet methods, since they are sensitive mainly to exotic kinematic configurations and not directly to prong-like substructure.

In this paper, we introduce generalized energy correlation functions that can identify \( N \)-prong jet substructure without requiring a subjet finding procedure. These correlators only use information about the energies and pair-wise angles of particles within a jet, but yield discrimination power comparable to methods based on subjets. As we will see, \((N + 1)\)-point correlation functions are sensitive to \( N \)-prong substructure, with an angular exponent \( \beta \) that can be adjusted to optimize the discrimination power. To our knowledge, the 2-point correlators—schematically \( \sum_{i,j} E_i E_j \theta_{ij}^\beta \) where the sum runs over all particles \( i \) and \( j \) in a jet or event—first appeared in Ref. [54] and independently in Ref. [55], with no previous studies of higher-point correlators.\(^1\)

Besides the novelty of not requiring subjet finding, a key feature of the generalized energy correlation functions is that the angular exponent \( \beta \) can be set to any value consistent with infrared and collinear safety, namely \( \beta > 0 \). In contrast, observables like angularities [9, 51] are required to have \( \beta > 1 \) to avoid being dominated by recoil effects.\(^2\) By choosing values of \( \beta \approx 0.2 \), the correlators are able to more effectively probe small-scale collinear splittings, which will turn out to be useful for quark/gluon discrimination.

To put our work in perspective, it is worth remembering that the basic idea for using energy correlation functions to determine the number of jets in an event is actually quite old. As we will review, the \( C \)-parameter for \( e^+e^- \) collisions [61, 62] is essentially a 3-point energy correlation function that can be used to identify events that have two jets. However, the \( C \)-parameter is defined as a function of the eigenvalues of the sphericity tensor and therefore

\(^1\)Our definition of the energy correlation function should not be confused with Refs. [56–59], which refer to an ensemble average of products of energies measured at fixed angles. Here, energy correlation functions are measured on an event-by-event basis.

\(^2\)As will be discussed in Sec. 2.2 and a forthcoming publication [60], \( N \)-subjettiness may or may not have recoil sensitivity depending on how the axes are chosen.
only gives sensible values for systems that have zero total momentum and for events that are nearly dijet-like. In contrast, our generalized energy correlation functions give sensible results in any Lorentz frame and can be used to identify any number of jets in an event (or subjets within a jet). In addition, they can be defined in any number of spacetime dimensions.

The remainder of the paper is organized as follows. In Sec. 2, we introduce arbitrary-point energy correlation functions and define appropriate energy correlation double ratios \( C_N^{(\beta)} \) (built from the \((N + 1)\)-point correlator), which can be used to identify a system with \(N\) (sub)jets. We also contrast the behavior of \( C_N^{(\beta)} \) with \(N\)-subjettiness ratios. We then present three case studies to show how these generalized energy correlation functions work for different types of jet discrimination.

- **Quark/gluon discrimination.** Using \( C_1^{(\beta)} \) (built from the 2-point correlator) in Sec. 3, we perform both an analytic study and a Monte Carlo study of quark/gluon separation. Through a next-to-leading logarithmic study, we explain why quark/gluon discrimination greatly improves as the angular exponent approaches zero (at least down to \( \beta \simeq 0.2 \)), highlighting the importance of working with recoil-free observables.

- **Boosted \( W/Z/Higgs \) identification.** Using \( C_2^{(\beta)} \) (built from the 3-point correlator) in Sec. 4, we will see that the discrimination power between QCD jets and jets with two intrinsic subjets from a colour-singlet decay depends strongly on the ratio of the jet mass to its transverse momentum. This occurs because a QCD jet obtains mass in different ways depending on this ratio. In particular, we will see that the energy correlation function performs better than \(N\)-subjettiness in situations where the jet mass is dominated by soft wide-angle emissions.

- **Boosted top quark identification.** Using \( C_3^{(\beta)} \) (built from the 4-point correlator) in Sec. 5, we find comparable discrimination power to other top-tagging methods. While one might worry that the 4-point correlators would face a high computational cost, we find that a boosted top event can be analyzed for a single value of \( \beta \) in a few milliseconds.

We conclude in Sec. 6 with an experimental and theoretical outlook. The energy correlation functions are available as an add-on to FastJet 3 [63] as part of the FastJet contrib project (http://fastjet.hepforge.org/contrib/).

## 2 Generalized Energy Correlation Functions

The basis for our analysis is the \(N\)-point energy correlation function (ECF)

\[
ECF(N, \beta) = \sum_{i_1 < i_2 < \ldots < i_N \in J} \left( \prod_{a=1}^{N} E_{i_a} \right) \left( \prod_{b=1}^{N-1} \prod_{c=b+1}^{N} \theta_{i_b i_c} \right)^{\beta}. \tag{2.1}
\]

Here, the sum runs over all particles within the system \(J\) (either a jet or the whole event). Each term consists of \(N\) energies multiplied together with \( \binom{N}{2} \) pairwise angles raised to the
angular exponent $\beta$. This function is well-defined in any number of space-time dimensions as well as for systems that do not have zero total momentum. Note that it is infrared and collinear (IRC) safe for all $\beta > 0$. Moreover, $\text{ECF}(N,\beta)$ goes to zero in all possible soft and collinear limits of $N$ partons.

As written, Eq. (2.1) is most appropriate for $e^+e^-$ colliders where energies and angles are the usual experimental observables. For hadron colliders, it is more natural to define $\text{ECF}(N,\beta)$ as a transverse momentum correlation function:

$$
\text{ECF}(N,\beta) = \sum_{i_1 < i_2 < \ldots < i_N \in J} \left( \prod_{a=1}^{N} p_{T_{ia}} \right) \left( \prod_{b=1}^{N-1} \prod_{c=b+1}^{N} R_{i_b i_c} \right)^{\beta},
$$

(2.2)

where $R_{ij}$ is the Euclidean distance between $i$ and $j$ in the rapidity-azimuth angle plane, $R_{ij}^2 = (y_i - y_j)^2 + (\phi_i - \phi_j)^2$, with $y_i = \frac{1}{2} \ln \frac{E_{i} + p_{z_{i}}}{E_{i} - p_{z_{i}}}$. In this paper, we will only consider up to 4-point correlation functions:

$$
\text{ECF}(0,\beta) = 1,
$$

(2.3)

$$
\text{ECF}(1,\beta) = \sum_{i \in J} p_{T_{i}},
$$

(2.4)

$$
\text{ECF}(2,\beta) = \sum_{i < j \in J} p_{T_{i}} p_{T_{j}} (R_{ij})^\beta,
$$

(2.5)

$$
\text{ECF}(3,\beta) = \sum_{i < j < k \in J} p_{T_{i}} p_{T_{j}} p_{T_{k}} (R_{ij} R_{ik} R_{jk})^\beta,
$$

(2.6)

$$
\text{ECF}(4,\beta) = \sum_{i < j < k < \ell \in J} p_{T_{i}} p_{T_{j}} p_{T_{k}} p_{T_{\ell}} (R_{ij} R_{ik} R_{i\ell} R_{jk} R_{j\ell} R_{k\ell})^\beta.
$$

(2.7)

If a jet has fewer than $N$ constituents then $\text{ECF}(N,\beta) = 0$. Note that the computational cost for $\text{ECF}(N,\beta)$ with $k$ particles scales like $k^N / N!$.

From the ECF$(N,\beta)$, we would like to define a dimensionless observable that can be used to determine if a system has $N$ subjets. The key observation is that the $(N + 1)$-point correlators go to zero if there are only $N$ particles. More generally, if a system has $N$ subjets, then $\text{ECF}(N+1,\beta)$ should be significantly smaller than $\text{ECF}(N,\beta)$. One potentially interesting ratio is

$$
\tau_N^{(\beta)} \equiv \frac{\text{ECF}(N+1,\beta)}{\text{ECF}(N,\beta)},
$$

(2.8)

which behaves much like $N$-subjettiness $\tau_N$ in that for a system of $N$ partons plus soft radiation, the observable is linear in the energy of the soft radiation.\footnote{Unlike $N$-subjettiness, this ratio scales like $\gamma^{1-N\beta}$ under transverse Lorentz boosts $\gamma$, which is somewhat undesirable when considering systems with several subjets.} Of course, this is but one choice for an interesting combination of the energy correlation functions, and one can imagine using the whole set of energy correlation functions in a multivariate analysis.

\footnote{We will continue to use the notation ECF, though we will mainly use the transverse momentum version in this paper.}
In this paper, we will work exclusively with the energy correlation double ratio

\[ C_N^{(\beta)} \equiv \frac{\tau_N^{(\beta)}}{\tau_{N-1}^{(\beta)}} = \frac{\text{ECF}(N + 1, \beta) \text{ECF}(N - 1, \beta)}{\text{ECF}(N, \beta)^2}, \]  

(2.9)

which is dimensionless.\(^5\) One way to motivate this observable is that we already know that \(N\)-subjettiness ratios \(\tau_N/\tau_{N-1}\) are good probes of \(N\)-prong substructure [49, 50]. As we will see, the notation “\(C\)” is motivated by the fact that this variable generalizes the \(C\)-parameter [61, 62]. One should keep in mind that \(C_N^{(\beta)}\) involves \((N + 1)\)-point correlators, and when clear from context, we will drop the \((\beta)\) superscript.

The energy correlation double ratio \(C_N\) effectively measures higher-order radiation from leading order (LO) substructure. For a system with \(N\) subjets, the LO substructure consists of \(N\) hard prongs, so if \(C_N\) is small, then the higher-order radiation must be soft or collinear with respect to the LO structure. If \(C_N\) is large, then the higher-order radiation is not strongly-ordered with respect to the LO structure, so the system has more than \(N\) subjets. Thus, if \(C_N\) is small and \(C_{N-1}\) is large, then we can say that a system has \(N\) subjets. In this way, the energy correlation double ratio \(C_N\) behaves like \(N\)-subjettiness ratios \(\tau_N/\tau_{N-1}\), with key advantages to be discussed in Sec. 2.2.

2.1 Relationship to Previous Observables

While the definition of the energy correlation double ratio \(C_N\) is new, it is related to previous observables for \(e^+e^-\) and hadron colliders that have been studied in great detail.

An energy-energy correlation (EEC) function for \(e^+e^-\) events was introduced in Ref. [54] for its particularly nice factorization and resummation properties. It is defined as

\[ \text{EEC}_a = \frac{1}{E_{\text{tot}}^2} \sum_{i \neq j} E_i E_j |\sin \theta_{ij}|^a (1 - |\cos \theta_{ij}|)^{1-a} \Theta[\langle \vec{q}_i \cdot \vec{n}_T \rangle \langle \vec{q}_j \cdot \vec{n}_T \rangle], \]

(2.10)

where the sum runs over all particles in the event and \(\vec{n}_T\) is the direction of the thrust axis. This variable is IRC safe for all \(a < 2\). The \(\Theta\)-function is only non-zero if the pair of particles is in the same hemisphere. This removes the large correlation of the two initial hard partons which would otherwise dominate the sum, and means that \(\text{EEC}_a\) behaves much like the jet angularities [9, 51] with the same angular exponent \(a\). The EEC was introduced because it is insensitive to recoil effects and has smooth behavior for all allowed values of \(a\). In particular, \(\text{EEC}_a\) has a smooth transition through \(a = 1\), whereas angularities exhibit non-smooth behavior and also are increasingly sensitive to recoil effects as the angular power \(a\) increases. If one considers only one hemisphere of a dijet event, then \(\text{EEC}_a\) is approximately the same as \(C_1^{(\beta)}\) in our notation with \(\beta = 2 - a\). Both observables are sensitive to 1-prong (sub)structure, and we will discuss the issue of recoil further in Sec. 2.2.

A related two-particle angular correlation function was introduced in Refs. [21, 55, 64] for discrimination of jets initiated by QCD from jets from boosted heavy particle decays. The

\(^5\)This double ratio scales as \(\gamma^{-\beta}\) under transverse Lorentz boosts.
angular correlation function is defined as

$$G_\beta(R) = \sum_{i,j} p_{Ti} p_{Tj} R_{ij}^\beta \Theta[R - R_{ij}] ,$$  \hspace{1cm} (2.11)

where the $\Theta$-function only allows pairs of particles separated by an angular scale of $R$ or less to contribute to the observable. The behavior of the observable can be studied as a function of $R$, and jets that are approximately scale invariant should have an angular correlation function that scales as a power of $R$. For a fixed value of $R$, the properties of the angular correlation function are very similar to that of EEC and $C_1^{(\beta)}$.

As mentioned above, the notation $C_{N}^{(\beta)}$ was chosen because of its relation to the $C$-parameter from $e^{+}e^{-}$ collisions [61, 62]. The $C$-parameter is used to identify two-jet configurations without recourse to a jet algorithm or explicit jet axes choice. It is defined as

$$C = \frac{3}{2} \sum_{i,j} |p_i||p_j| \sin^2 \theta_{ij} \left( \sum_i |p_i| \right)^2 ,$$  \hspace{1cm} (2.12)

which can also be expressed in terms of the eigenvalues of the sphericity tensor. At first glance, this looks very much like $C_{1}^{(2)}$ in the sense that the numerator looks like a 2-point correlation function with $\beta = 2$. There is a crucial difference between the behavior of $\sin^2 \theta_{ij}$ and $\theta_{ij}^2$, however, such that the $C$-parameter vanishes for dijet configurations when the jets are back-to-back (i.e. $\theta_{ij} = \pi$). If we expand around the dijet limit, then the $C$-parameter really behaves like a 3-point correlation function (i.e. like $C_2$). To see this, note that for $e^{+}e^{-} \rightarrow q\bar{q}g$, the $C$ parameter has the simple form

$$C = \frac{6(1 - x_1)(1 - x_2)(1 - x_3)}{x_1 x_2 x_3} ,$$  \hspace{1cm} (2.13)

where $x_i = 2p_i \cdot Q/Q^2$ and $Q$ is the total four-vector of the system.\footnote{The $C$-parameter only properly makes sense if the total momentum of the system is zero, and so is not immediately applicable for hadron collisions.} The angle between final-state particles $i$ and $j$ in the $e^{+}e^{-} \rightarrow q\bar{q}g$ system is

$$1 - \cos \theta_{ij} = 2 \frac{1 - x_k}{x_i x_j} .$$  \hspace{1cm} (2.14)

Thus, if we change $\theta \rightarrow 2 \sin^2 \frac{\theta}{2}$ in the definition of ECF($N, \beta$), then $C_2^{(2)}$ can be expressed as

$$C_2^{(2)} \propto \frac{(1 - x_1)(1 - x_2)(1 - x_3)}{x_1 x_2 x_3} ,$$  \hspace{1cm} (2.15)

which, up to normalization, is the traditional $C$-parameter. Of course, at higher orders in perturbation theory the definitions of the $C$-parameter and $C_2^{(2)}$ diverge. Both observables are sensitive to 2-prong (sub)structure, though $C_2^{(2)}$ gives sensible answers even for systems with non-zero total momentum and has an adjustable angular exponent $\beta$. 
Higher-point energy correlation functions have been studied very little in the literature. Two early studies for $e^+e^-$ collisions are in Refs. [62, 65]. However, both define observables that only make sense for systems with total momentum equal to zero and explicitly use operations only defined in three-dimensional space, such as cross-products and the properties of momentum tensors with rank greater than 2. Thus, these observables cannot be easily generalized to determine if a (boosted) system has $N$ (sub)jets. Historically, observables like the $D$-parameter [61, 62, 66] have been used to identify peculiar phase space configurations such as a planar configuration of particles. However, this is not directly related to the number of jets in the event. Recent substructure variables like planar flow [7, 9], Zernike coefficients [52], and Fox-Wolfram moments [53] are similarly sensitive to peculiar phase space configurations rather than prong-like substructure. Planar flow, for example, vanishes if the constituents of the jet lie along a line, which is a good probe for some (but not all) 3-prong configurations. The energy correlation double ratio $C_N$ is designed to directly probe $N$-prong configurations, though the high computational cost of $ECF(N+1, \beta)$ likely limits the practical range to $N \leq 3$ (i.e. up to three-prongs).

2.2 Advantages Compared to $N$-subjettiness

The variable $N$-subjettiness [49, 50] (based on $N$-jettiness [67]) is a jet observable that can be used to test whether a jet has $N$ subjets, and it has been used in a number of theoretical [14, 20, 68–72] and experimental [27, 31] substructure studies. Since both $N$-subjettiness and the energy correlation double ratio $C_N$ share the same motivation, it is worth highlighting some of the advantages of the energy correlation double ratio.

First, a quick review of $N$-subjettiness. It is defined in terms of $N$ subjet axes $\hat{n}_A$ as

$$\tau^{(\beta)}_N = \sum_i p_T i \min \left\{ R_{1,i}^{\beta}, R_{2,i}^{\beta}, \ldots, R_{N,i}^{\beta} \right\}, \quad (2.16)$$

where the sum runs over all particles in the jet and $R_{A,i}$ is the distance from axis $A$ to particle $i$. There are a variety of methods to determine the subjet directions, with arguably the most elegant way being to minimize $\tau_N$ over all possible subjet directions $\hat{n}_A$ [50]. If a jet has $N$ subjets, then $\tau_{N-1}$ should be much larger than $\tau_N$, so the observable that is typically used for jet discrimination studies is the ratio

$$\tau^{(\beta)}_{N,N-1} = \frac{\tau^{(\beta)}_N}{\tau^{(\beta)}_{N-1}}. \quad (2.17)$$

As discussed above, this ratio is directly analogous to the energy correlation double ratio $C_N^{(\beta)} = \tau^{(\beta)}_N / \tau^{(\beta)}_{N-1}$.

One immediate point of contrast between $N$-subjettiness and the energy correlation double ratio is that $C_N$ does not require a separate procedure (such as minimization) to determine

---

In Refs. [49, 50], $N$-subjettiness was defined with an overall normalization factor to make it dimensionless. Here, we remove the normalization factor so it has the same dimensions as Eq. (2.8).
the subjet directions. While novel, this by itself does not necessarily imply that \( C_N \) will have better discrimination power than \( \tau_{N,N-1} \), though it does mean that \( C_N \) is a simpler variable to study.\(^8\) We now explain two test cases where \( C_N \) can perform better than \( \tau_{N,N-1} \): insensitivity to recoil for \( C_1 \) and sensitivity to soft wide-angle emissions for \( C_2 \).

### 2.2.1 Insensitivity to Recoil

A recoil-sensitive observable is one for which soft emissions have an indirect effect on the observable. In addition to the direct contribution to the observable, soft radiation in a recoil-sensitive observable changes the collinear contribution by an \( O(1) \) amount. An example of a recoil-sensitive observable is angularities for the angular exponent \( a \geq 1 \) (\( \beta \leq 1 \)), which was studied in Ref. [54]. Because \( C_N \) is insensitive to recoils, it is better able to resolve the collinear singularity of QCD.

For 1-prong jets, the effect of recoil on an observable is illustrated in Fig. 1a. Because of conservation of momentum, soft wide-angle radiation displaces the hard jet core from the jet axis. Angularities (i.e. 1-subjettiness) are sensitive to this displacement since they are measured with respect to the jet center. For a jet with two constituents separated by an angle \( \theta_{12} \) (using the notation in Eq. (2.1) for simplicity),

\[
\tau_1^{(\beta)} = \frac{E_2 E_1^{\beta}}{(E_1 + E_2)^{\beta}} (\theta_{12})^\beta + \frac{E_1 E_2^{\beta}}{(E_1 + E_2)^{\beta}} (\theta_{12})^\beta .
\]

\(^8\)In particular, \( \beta \) serves two different roles for \( N \)-subjettiness. As in \( C_N^{(\beta)} \), \( \beta \) controls the weight given to collinear or wide-angle emissions. In addition, when the minimization procedure is used, \( \beta \) controls the location of the axes which minimize \( N \)-subjettiness. When trying to determine the optimal value for \( \beta \) for subjet discrimination, it is difficult to disentangle these two effects.
Taking the $E_2 \ll E_1$ limit one can view the first term as the contribution directly from the emission $E_2$, while the second term comes about because particle 1 recoils when it emits particle 2. The dependence of $\tau_1^{(\beta)}$ on the energies and emission angle is different according to the value of $\beta$. For $\beta > 1$, the second term is negligible, and the angularities become

$$\tau_1^{(\beta>1)} \simeq E_2(\theta_{12})^\beta,$$

such that $\tau_1$ is linear in the soft radiation $E_2$. However, for smaller values of $\beta$, the expression for angularities changes because recoil effects become important. For $\beta = 1$, both terms are identical in the $E_2 \ll E_1$ limit and angularities become

$$\tau_1^{(1)} \simeq 2E_2(\theta_{12})^\beta.$$  

(2.20)

For $\beta < 1$, the first term is negligible in the $E_2 \ll E_1$ limit, and the angularities are dominated by the effect of recoil of the hard radiation

$$\tau_1^{(\beta<1)} \simeq E_1^{1-\beta}E_2^\beta(\theta_{12})^\beta.$$  

(2.21)

By contrast, the observable $C_1^{(\beta)}$ has the same behavior for all values of $\beta$:

$$\text{ECF}(1, \beta) = E_1, \quad \text{ECF}(2, \beta) = E_1E_2(\theta_{12})^\beta, \quad \Rightarrow \quad C_1^{(\beta)} = \frac{E_2(\theta_{12})^\beta}{E_1}, \quad (2.22)$$

which is dominated by the splitting angle and energy of the softer particle in the jet for all values of $\beta > 0$.

Because $N$-subjettiness is essentially a sum over $N$ subjet angularities, $\tau_N$ can suffer from the same recoil-sensitivity as angularities for $\beta \leq 1$, depending on how the subjet axes are determined. For example, if $N$-subjettiness is defined using $k_T$ subjet axes, then $\tau_N$ is recoil sensitive. $N$-subjettiness is also recoil sensitive if the subjet axes are aligned with the subjet momenta. A related issue is that if the subjet axes are determined using the minimization procedure, then the minimization is only well-behaved for $\beta \geq 1$. In all of these cases, the useful range of $\beta$ is limited to $\beta \geq 1$. In contrast, the energy correlation double ratio is recoil-free and well-behaved for the whole IRC-safe range $\beta > 0$. As we will see in Sec. 3 (and demonstrated recently in Ref. [73]), this is relevant for quark/gluon discrimination, where $\beta \simeq 0.2$ for $C_1$ is the optimal choice.

It should be noted that one can construct a recoil-free version of $N$-subjettiness where the subjet axes are always chosen to minimize the $\beta = 1$ measure (see forthcoming work in Ref. [60]), regardless of which $\beta$ is used in Eq. (2.16). We refer to axes defined in this way as “broadening axes”, since $\beta = 1$ is closely related to the jet broadening measure [74]. We will make use of this fact later when comparing $C_1$ to 1-subjettiness in Sec. 3.3.

---

\footnote{That said, the minimization procedure does eliminate the recoil effect.}
2.2.2 Sensitivity to Soft Wide-Angle Emissions

Another point of contrast between $C_N$ and $\tau_{N,N-1}$ is in how the two variables behave in the presence of emissions at multiple angular scales. The way $N$-subjettiness is defined, every jet is partitioned into $N$ subjets, even if there are fewer than $N$ “real” subjets. For example, when a jet has a soft subjet separated at large angle (as one might expect from the radiation off a quark or gluon), $N$-subjettiness will still identify that soft subjet region, yielding a relatively low value of $\tau_{N,N-1}$ (and therefore making the jet look more $N$-prong-like than it really is). In contrast, because the energy correlation function is sensitive to all possible soft and collinear singularities, $C_N$ takes on a relatively high value in the presence of a soft wide-angle subjet, making the jet look less $N$-prong like (as desired).

We can show this concretely for $C_2$ using the configuration in Fig. 1b where there is the following hierarchy of the energies and angles:

$$E_1 \gg E_2, E_3, \theta_{13} \ll \theta_{12} \simeq \theta_{23}. \quad (2.23)$$

Again using the notation in Eq. (2.1), the energy correlation functions are

$$\text{ECF}(1, \beta) \simeq E_1, \quad \text{ECF}(2, \beta) \simeq E_1 \max \left[ E_2 (\theta_{12})^\beta, E_3 (\theta_{13})^\beta \right],$$

$$\text{ECF}(3, \beta) = E_1 E_2 E_3 (\theta_{12}\theta_{23}\theta_{13})^\beta, \quad (2.24)$$

yielding

$$C_2^{(\beta)} = \frac{\text{ECF}(3, \beta) \text{ECF}(1, \beta)}{\text{ECF}(2, \beta)^2} \simeq \frac{E_2 E_3 (\theta_{12})^{2\beta} (\theta_{13})^\beta}{\max \left[ E_2 (\theta_{12})^\beta, E_3 (\theta_{13})^\beta \right]^2}. \quad (2.25)$$

For $N$-subjettiness with three jet constituents, it is consistent to choose axes that lie along the hardest particle in a subjet. For 1-subjettiness, the axis lies along particle 1. For 2-subjettiness, one axis lies along particle 1 and the other axis lies along particle 2 or particle 3, depending on the relationship between $E_3 \theta_{13}$ and $E_2 \theta_{12}$. This gives

$$\tau_1^{(\beta)} \simeq \max \left[ E_2(\theta_{12})^\beta, E_3(\theta_{13})^\beta \right], \quad \tau_2^{(\beta)} \simeq \min \left[ E_2(\theta_{12})^\beta, E_3(\theta_{13})^\beta \right]$$

$$\Rightarrow \tau_{2,1}^{(\beta)} = \frac{\min \left[ E_2(\theta_{12})^\beta, E_3(\theta_{13})^\beta \right]}{\max \left[ E_2(\theta_{12})^\beta, E_3(\theta_{13})^\beta \right]}. \quad (2.26)$$

Regardless of the ordering of $E_3 \theta_{13}$ and $E_2 \theta_{12}$ we see that:

$$C_2^{(\beta)} \simeq \tau_{2,1}^{(\beta)} \times (\theta_{12})^\beta, \quad (2.27)$$

so in the presence of a soft subjet at large angle $\theta_{12}$, $C_2$ yields a larger value than $\tau_{2,1}$ (i.e. more background-like as desired). As we will see in Sec. 4, this allows $C_2$ to perform better than $\tau_{2,1}$ for background rejection in regions of phase space where soft wide-angle radiation plays an important role.

\[^{10}\text{Roughly the same conclusions about } C_2 \text{ versus } \tau_{2,1} \text{ hold for the limit } E_1 \simeq E_2 \gg E_3 \text{ as well, which is relevant for the } Z \text{ boson discussion below.}\]
One way to understand the improved performance of $C_2$ with respect to $\tau_{2,1}$ is to consider the concrete example of $\beta = 2$ at fixed jet mass $m$. Using the kinematic limit above, the jet mass-squared is given approximately by

$$m^2 \simeq E_1 \max \left[ E_2 (\theta_{12})^2, E_3 (\theta_{13})^2 \right],$$

and it is convenient to define $z$ as the energy fraction of the emission that dominates the mass (e.g. $z = E_2 / E_1$ if $E_2 (\theta_{12})^2 > E_3 (\theta_{13})^2$). For fixed jet mass, QCD backgrounds tend to peak at small values of $z$, but we see from Eq. (2.26) that $\tau_{2,1}$ does not have any $z$-dependence for fixed jet mass. For $C_2$, if particle 2 dominates the mass (i.e. if a soft wide-angle emission dominates the mass), then

$$C_2^{(2)} \simeq \tau_{2,1}^{(2)} \times \frac{m^2}{(E_1)^2} \frac{1}{z},$$

so $C_2$ penalizes small values of $z$. In this way, $C_2$ acts similarly to taggers that reject jets if the kinematics of the dominant splitting of the jet is consistent with background [3–6, 11, 12]. In contrast, $\tau_{2,1}$ only exploits the degree to which radiation is collimated with respect to the two subjet directions, and does not take into account the $z$-dependence at fixed jet mass.

If particle 3 dominates the mass (i.e. if the mass is dominated by a hard core of energy), then $C_2$ is constant in the energy fraction $z$, and so is no longer affected by the kinematics of the emission that generated the mass. However, there is still the potential for improved performance in identifying boosted color singlet resonances like $Z$ bosons. For a boosted $Z$ boson, emissions at wide angle with respect to the angle between decay products are suppressed by color coherence. As one goes to higher boosts where the ratio of jet mass to jet $p_T$ decreases for fixed jet radius, the volume of phase space for allowed emissions decreases, which can also be seen as a consequence of angular ordering. It is therefore less likely for a $Z$ boson signal to generate final state radiation at large $\theta_{12}$, while background QCD jets will emit at large angle independently of the $p_T$. Because radiation at large angles has an enhanced effect on $C_2$ as compared to $\tau_{2,1}$, cf. Eq. (2.27), we expect $C_2$ to be more effective at discriminating color-singlet signals from background QCD jets.

3 Quark vs. Gluon Discrimination with $C_1$

Our first case study is to use the energy correlation functions to discriminate between quark jets and gluon jets. The observable $C_1$ contains the 2-point energy correlation function $ECF(2, \beta)$ and so is sensitive to radiation in a jet about a single hard core. This case study is simple enough that we can predict the quark/gluon discrimination power through an analytic calculation, which we will subsequently validate with Monte Carlo simulations. In our later case studies involving higher-point correlators, we will rely on Monte Carlo alone.

---

11 We thank Gregory Soyez for helpful discussions on these points.

12 The CMS experiment uses an observable they call $p_T D = \sum_i p_{T,i}^2 / (\sum_i p_{T,i})^2$ for quark versus gluon discrimination [39, 75]. It is related to the $\beta = 0$ limit of $C_1^{(\beta)}$ as $p_T D = 1 - 2C_1^{(0)}$. 
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In any discussion of quark–gluon discrimination, one should start with a reminder that defining what is meant by a quark or a gluon jet is a subtle task, since the one existing infrared-safe way of defining quark and gluon jets [76] works only at parton level. Existing work on practical aspects of quark–gluon discrimination in Refs. [39, 73, 75, 77, 78] has not entered into these issues. Instead the discussion has relied on Monte Carlo simulations, defining a quark (gluon) jet to be whatever results from the showering of a quark (gluon) parton. We will adopt a variant of this methodology in our Monte Carlo studies. Our analytic approach will instead define a quark or gluon jet in terms of the sum of the flavors of the partons contained inside it. It is based on resummation and therefore contains similar physics to the Monte Carlo parton shower.

3.1 Leading Logarithmic Analysis

We begin our analysis by considering the leading logarithmic (LL) structure of the cross section for the observable $C_1$. With $L$ equal to the logarithm of $C_1$, we define LL order as including all terms in the cross section that scale like $\alpha_s^n L^{2n}$, for $n \geq 1$. At LL order, quark versus gluon jet discrimination can be understood as a consequence of quarks and gluons having different color charges. To LL order, the strong coupling constant $\alpha_s$ can be taken fixed and only the most singular term in the splitting function need be retained. With only one soft-collinear gluon emission, the normalized differential cross section for any infrared and collinear safe observable $e$ has the same form for both quark and gluon jets:

$$
\frac{1}{\sigma} \frac{d\sigma}{de} = 2 \alpha_s \pi \int_0^{R_0} d\theta \int_0^1 \frac{dz}{z} \delta(e - \hat{e}),
$$

(3.1)

where $C$ is the color factor, $R_0$ is the jet radius, $^{13}z$ is the energy fraction of the emitted gluon, $\theta$ is its splitting angle, and $\hat{e}$ is a function of $z$ and $\theta$. Recall that $C_F = 4/3$ for quarks and $C_A = 3$ for gluons.

At this order, the observable $C_1^{(\beta)}$ is

$$
\hat{C}_1^{(\beta)} = z(1 - z) \theta^\beta,
$$

(3.2)

which takes a maximum value of $\frac{1}{4} R_0^\beta$. So integrating Eq. (3.1) yields, for small $C_1^{(\beta)}$, the cross section

$$
\frac{1}{\sigma} \frac{d\sigma}{dC_1^{(\beta)}} = \frac{2 \alpha_s C}{\pi} \beta \frac{1}{C_1^{(\beta)}} \ln \frac{R_0^\beta}{C_1^{(\beta)}}.
$$

(3.3)

We identify the logarithm $L$ as

$$
L \equiv \ln \frac{R_0^\beta}{C_1^{(\beta)}},
$$

(3.4)

which we use in the following expressions for compactness. This distribution can be resummed to LL order by exponentiating the cumulative $C_1^{(\beta)}$ distribution. The resummed distribution

---

13We use this somewhat non-standard notation because $R$ will later be used with a different meaning.
that follows is then

\[
\frac{1}{\sigma} \frac{d\sigma^{\text{LL}}}{dC_1^{(\beta)}} = \frac{2\alpha_s}{\pi} C \frac{L}{\beta C_1^{(\beta)}} e^{-\frac{\alpha_s}{\pi} \frac{C}{\beta} L^2}.
\]  

(3.5)

Because the quark color factor is smaller than the gluon color factor, the Sudakov suppression is less for quarks. Thus, the \( C_1^{(\beta)} \) distribution for quark jets is peaked at smaller values than for gluon jets.

To figure out the quark/gluon discrimination power from this \( C_1^{(\beta)} \) resummed distribution, we will make a sliding cut on \( C_1^{(\beta)} \) and count the number of events that lie to the left of the cut. Adjusting this cut then defines a ROC curve relating the signal (quark) jet efficiency to the background (gluon) jet rejection. To LL accuracy, the (normalized) cumulative distributions for quarks and gluons are:

\[
\Sigma_q(C_1^{(\beta)}) = e^{-\frac{\alpha_s}{\pi} \frac{C_F}{C} L^2}, \quad \Sigma_g(C_1^{(\beta)}) = e^{-\frac{\alpha_s}{\pi} \frac{C_A}{C} L^2}.
\]  

(3.6)

Note that at LL order, there is a simple relationship between these cumulative distributions:

\[
\Sigma_g(C_1^{(\beta)}) = \left( \Sigma_q(C_1^{(\beta)}) \right)^{C_A/C_F}.
\]  

(3.7)

Thus, if a sliding cut on \( C_1^{(\beta)} \) retains a fraction \( x \) of the quarks, it will retain a fraction \( x^{C_A/C_F} \) of the gluons. The quark/gluon discrimination curve is then

\[
\text{disc}(x) = x^{C_A/C_F} = x^{9/4},
\]  

(3.8)

which (perhaps surprisingly) is independent of \( \beta \). This LL discrimination result holds for a wide class of IRC safe observables sensitive to the overall jet color factor, including the jet mass. Only beyond LL order does the discrimination curve depend on \( \beta \).

### 3.2 Next-to-Leading Logarithmic Analysis

We continue our analysis to next-to-leading logarithmic (NLL) order, which we define as including all terms that scale as \( \alpha_s^n L^{n+1} \) and \( \alpha_s^n L^n \) in \( \ln \Sigma \). In addition, we will also include the non-logarithmically enhanced term arising at \( O(\alpha_s) \). At NLL order, there are several new effects that must be included, which together turn out to improve the quark/gluon discrimination power of \( C_1^{(\beta)} \) compared to the LL estimate. The dominant effects are subleading terms in the splitting functions and phase space restrictions due to multiple emissions. In addition, one must account for the running of \( \alpha_s \), fixed-order corrections, and non-global logarithms [79] arising from the phase space cut of the jet algorithm. We will consider how these affect the discrimination power of \( C_1^{(\beta)} \), ultimately showing that small values of \( \beta \) improve quark/gluon discrimination. We will work in an approximation of small jet radius, \( R_0 \ll 1 \), which will allow us to consider only the effects of radiation from the jet, while neglecting modifications associated with the full antenna structure of initial and final-state partons.

The resummation to NLL for generic (global) observables was carried out in Ref. [54]. The central result of that analysis was an expression for the NLL cumulative distribution
for an arbitrary observable (satisfying certain basic conditions, e.g. recursive infrared safety). From Ref. [54], the probability that the value of an observable is less than $e^{-L}$ takes a form such as

$$
\Sigma(e^{-L}) = N \frac{e^{-\gamma_E R'}}{\Gamma(1+R')} e^{-R'}, \quad R' \equiv \frac{dR}{dL},
$$

where $N$ is a matching factor to fixed order, $N = 1 + \mathcal{O}(\alpha_s)$, and $\gamma_E \simeq 0.5772$ is the Euler-Mascheroni constant. In a fixed-coupling approximation, the “radiator” function $R$ for the observable $C_1^{(\beta)}$ is

$$
R = \frac{\alpha_s}{\pi} \frac{C}{\beta} (L + B)^2,
$$

where $C$ is the color factor of the jet and $B$ encodes subleading terms in the splitting functions.\footnote{To obtain Eq. (3.10), we used the fact that, for a general jet observable that takes the form $O = \sum_{i \in J} (p_{T_i}/p_{T_J})^A (R_i/R_0)^B$, where $R_i$ is the angle of the emission, Eq. (2.19) in Ref. [54] applies for $a = A$, $b = B - A$, and $d = 1$, where we identify the scales $Q = Q_{12} = 2E_\ell = p_{T_J}R_0$. The sum over $\ell = 1, 2$ in Eq. (2.19) is replaced by the individual contribution $\ell = 1$.} For quark jets $B_q = -\frac{3}{4}$ and for gluon jets $B_g = -\frac{11}{12} + \frac{n_f}{6 C_A}$, where $n_f$ is the number of light quark flavors. The specific NLL resummed formula in Eq. (3.9) holds for observables that are global, recursively infrared and collinear safe (rIRC), and additive. The last two conditions are satisfied by $C_1^{(\beta)}$. The general expression for $R$ with running $\alpha_s$ appears in Ref. [54]. The scale at which $\alpha_s$ is evaluated is $p_T R_0$, and we will use the shorthand

$$
\alpha_s \equiv \alpha_s(p_T R_0),
$$

unless an explicit scale is used as the argument of $\alpha_s$. Because $C_1^{(\beta)}$ for a jet is non-global, it is necessary to include an extra factor in the resummation, discussed in detail in Sec. 3.2.3. We will also include information obtained by matching to the $\mathcal{O}(\alpha_s)$ fixed-order cross section, where the matching procedure is described in App. A.

Armed with the matched NLL cumulative distribution, including the non-global and $\mathcal{O}(\alpha_s)$ corrections, we can now determine the quark versus gluon discrimination curve by numerically inverting $\Sigma_q$ and plugging it into the expression for $\Sigma_g$. This is shown for various values of $\beta$ in Fig. 2a. In Fig. 2b, we fix 50% quark efficiency and show the gluon rejection rate (i.e. one minus the gluon efficiency) as a function of $\beta$ for $R_0 = 0.6$. Also on this plot is an approximate analytic expression for the rejection rate as a function of $\beta$ that we derive below in Eq. (3.22). We see that the discrimination power improves as $\beta$ decreases. It is, however, not sensible to take $\beta$ too small: for $\beta = 0$ our observable is collinear unsafe, and large non-perturbative effects can be expected as $\beta$ approaches zero. Furthermore for $\beta \lesssim \alpha_s$ the convergence of our calculation breaks down (cf. App. B).

To understand the behavior of Fig. 2b semi-analytically, we will study the impact of different physical effects on the discrimination. To do so, we will again express $\Sigma_g$ in terms of
\[
\beta \text{ independent LL prediction is shown for comparison. Right: Gluon rejection rates at 50% quark efficiency, as a function of } \beta, \text{ demonstrating that } \beta \approx 0.2 \text{ is optimal at NLL order (for smaller values of } \beta, \text{ non-perturbative effects become important). Also shown is an analytic approximation from Eq. (3.22) (} C_1 \text{ Approx.) that includes the most important physics that enters at NLL.}
\]

\[\Sigma_q \text{ so as to determine the discrimination power of a cut on } C_1. \text{ In fact, we are most interested in the exponent relating } \Sigma_g \text{ to } \Sigma_q \text{ (as in Eq. (3.7)), so we will actually relate the logarithms of the two cumulative distributions to one another. We are interested in the regime where } \ln 1/\Sigma \sim 1, \text{ which, from Eq. (3.6), implies that } \alpha_s L^2 \sim 1. \text{ The logarithm of the cumulative distribution has the schematic expansion}
\]

\[
\ln \Sigma \sim \alpha_s L^2 + \alpha_s L + \alpha_s + \alpha_s^2 L^3 + \alpha_s^2 L^2 + \alpha_s^2 L + \alpha_s^2 + O(\alpha_s^3). \quad (3.12)
\]

With the power counting of } \alpha_s L^2 \sim 1, \text{ we will consider all terms from Eq. (3.12) that scale as } \alpha_s^0, \alpha_s^{1/2}, \text{ or } \alpha_s^1. \text{ This corresponds to all terms at order } \alpha_s \text{ from Eq. (3.12), as well as the terms at } \alpha_s^2 L^3, \alpha_s^2 L^2, \text{ and } \alpha_s^3 L^4. \text{ To illustrate this power counting, consider, for example, the term } \alpha_s L, \text{ which scales as } \alpha_s^{1/2} \text{ as one varies } \alpha_s \text{ while keeping } \alpha_s L^2 \text{ fixed and of order 1.}

In what follows we will pay special attention to the terms at order } \alpha_s L \text{ and } \alpha_s^2 L^2, \text{ which turn out to be the most relevant ones when establishing deviations from our LL analysis and whose dominant contributions have clearly identifiable physical origins. The terms at order } \alpha_s^2 L^3 \text{ and } \alpha_s^3 L^4 \text{ are simply proportional to the LL color factor, multiplied by powers of the } \beta \text{-function, and so do not significantly modify the LL analysis.}

### 3.2.1 Subleading Terms in Splitting Functions

We first consider the effect on the discrimination from the subleading terms in the splitting functions. In the observable } C_1^{(\beta)} , \beta \text{ controls the weight given to collinear and wide-angle...}
emissions in the jet. At large values of $\beta$, wide-angle emissions are given greater weight, and at small values of $\beta$, collinear emissions are given greater weight. Wide-angle soft radiation is controlled by the term in the splitting function that diverges as the energy fraction goes to zero; i.e., the term $dz/z$. Both quarks and gluons have the same functional form for the soft limit of the splitting function, with the only difference being the overall color factor. By contrast, collinear emissions are controlled by the subleading terms in the splitting function, which differ for quarks and gluons (i.e. different values of the $B$ coefficient). Therefore, as $\beta$ goes to zero and the collinear emissions become more important in $C_{1}(\beta)$, the differences between the quark and gluon splitting functions are accentuated.

To see this behavior directly from Eq. (3.9), we can ignore the $R'$-dependent prefactor and focus on the $e^{-R}$ factor. We can write

$$B_g = B_q + \delta B,$$

which is $\frac{1}{5}$ for $n_f = 5$. We then have

$$R_g \simeq \frac{C_A R_q}{C_F} \left( 1 + \frac{2\delta B}{L + B_q} \right) \frac{C_A}{C_F} R_q \left( 1 + 2\delta B \left( \frac{\alpha_s C_F}{\pi \beta} \right) \right).$$

This last form allows us to relate the cumulative distribution for gluons to that of quarks, in the same spirit as Eq. (3.7):

$$\ln \Sigma_g \simeq \frac{C_A}{C_F} \left( 1 + 2\delta B \left( \frac{\alpha_s C_F}{\pi \beta \ln 1/\Sigma_q} \right) \right) \ln \Sigma_q,$$

This implies that the separation between the quark and gluon distributions increases as $\beta$ decreases and so smaller values of $\beta$ result in better discrimination. Because this effect first arises at $O(\sqrt{\alpha_s})$, there will be corrections at $O(\alpha_s)$ due to the running coupling. Note also that the coefficient $\delta B$ is quite small in QCD, and so the total effect from the subleading terms in the splitting functions on the discrimination power is minimal.

### 3.2.2 Multiple Emissions

Next, consider the effect of multiple emissions. The Sudakov logarithm corresponds to the integral of the area (in ln $k_t$, ln $\theta$ space) over which emissions are forbidden. At LL, any number of emissions can lie arbitrarily close to the lower boundary of the phase space region without changing the value of the observable. At NLL, one must consider the cumulative effect of the emissions that lie near the phase space boundary. Multiple emissions tend to increase the value of the observable $C_1$, and so, for a fixed value of $C_1$, they must be suppressed. This introduces an extra degree of discrimination between quarks and gluons; there are likely to be more such emissions for gluons than quarks and so it costs more to “accept” a gluon jet.
For a given LL Sudakov factor, the extent of the boundary region is effectively increased as \( \beta \) is decreased, leading to better quark versus gluon discrimination at small \( \beta \).

In Eq. (3.9), the effect of multiple emissions is seen in the \( R' \)-dependent prefactor. For small values of \( R' \), the prefactor has the expansion

\[
\frac{e^{-\gamma_E R'}}{\Gamma(1 + R')} = 1 - \frac{\pi^2}{12} R'^2 + \mathcal{O}(R'^3)
\]

\[
= 1 - \frac{\pi^2}{12} \frac{4\alpha_s C}{\pi} R + \mathcal{O} \left( \frac{\alpha_s^2 LR}{\beta^2} \right).
\]

We will drop terms at \( \mathcal{O}(\alpha_s^2 LR/\beta^2) \) and higher, which constrains us to consider \( \beta \gtrsim \alpha_s L \).

The cumulative distribution can then be written approximately as

\[
\ln \Sigma \simeq -R \left( 1 + \frac{4\pi C A}{12 \beta} \alpha_s \right),
\]

which allows us to relate \( \Sigma_g \) in terms of \( \Sigma_q \) as

\[
\ln \Sigma_g = \frac{C_A}{C_F} \left( 1 + \frac{4\pi C A}{12 \beta} \alpha_s \right) \ln \Sigma_q \simeq \frac{C_A}{C_F} \left( 1 + \frac{4\pi C A - C_F}{12 \beta} \alpha_s \right) \ln \Sigma_q.
\]

This again suggests an increase in discrimination power for relatively small \( \beta \). While this effect appears at order \( \alpha_s \) rather than \( \sqrt{\alpha_s} \), it has a substantially larger coefficient.

### 3.2.3 Non-Global Logarithms

Because jets are defined in a restricted phase space, non-global logarithms may contribute to the quark versus gluon discrimination power. The effect of non-global logarithms on the cumulative distribution can, for our purposes, be approximated in the large-\( N_C \) limit as [79–81]

\[
\Sigma_{\text{with NG}} = e^{-C_A \frac{\pi^2}{12} \frac{\alpha_s^2}{\pi^2} L^2} \Sigma = e^{-C_A \frac{\pi^2}{12} \frac{\alpha_s^2}{\pi^2} \beta R \Sigma}.
\]

This neglects some contributions starting at order \( \alpha_s^3 L^3 \) in the exponent, but these would not affect the quark-gluon discrimination at our accuracy. Recently a first numerical calculation has been performed including the full-\( N_C \) structure [82] and it suggests that finite-\( N_C \) corrections are small.

If we temporarily ignore the \( R' \)-dependent prefactor in Eq. (3.9), the inclusion of non-global logarithms leads to

\[
\ln \Sigma_{\text{with NG}} \simeq -R \left( 1 - \frac{\alpha_s^2}{12 \beta} \right).
\]

All quark/gluon dependence resides in the color factor inside \( R \), so we still have the property from the LL calculation (again, ignoring the prefactor and setting \( \delta B = 0 \))

\[
\Sigma_{g,\text{with NG}}(L) = [\Sigma_{q,\text{with NG}}(L)]^{C_A/C_F}.
\]
Hence non-global logarithms do not modify the above arguments in any significant way.

This analysis holds for the anti-\(k_T\) jet algorithm, whose boundary is unaffected by soft radiation at angles \(\sim R_0\). For other algorithms of the generalized-\(k_T\) family, which have irregular, soft-emission-dependent boundaries, there are additional terms, clustering logarithms [83, 84], which also appear starting from order \(\alpha_s^2 L^2\). Some of the \(O(\alpha_s^2)\) clustering logarithms involve color factor combinations such as \(C_F^2\) and \(C_A^2\) for quarks and gluons respectively, and so presumably would have an impact on quark-gluon discrimination at our accuracy. We leave the study of these terms for future work.

### 3.2.4 Summary of NLL Result

Using the results of Ref. [54] and App. A to include all effects up through \(O(\alpha_s)\) in the logarithm of the cumulative distribution we find

\[
\ln \Sigma_g \simeq \frac{C_A}{C_F} \left( 1 + \frac{n_F - C_A}{3 C_A} \frac{\alpha_s C_F}{\pi \beta \ln 1/\Sigma_q} + \frac{n_F - C_A}{C_A} \frac{\alpha_s b_0}{36 \pi \beta} (2 - \beta) \right.
\]

\[
+ \frac{\alpha_s \pi}{3} \frac{C_A - C_F}{\beta} - \frac{17 \alpha_s C_F}{36 \pi C_A} \frac{n_f - C_A}{\beta \ln 1/\Sigma_q} + \ldots \right) \ln \Sigma_q . \tag{3.22}
\]

This expression includes two terms beyond those discussed in the subsections above. The one proportional to \(b_0\), where \(b_0 = \frac{11}{3} C_A - \frac{2}{3} n_f\) is the one-loop \(\beta\)-function coefficient, has two origins: it comes from the running coupling corrections to the contribution from the subleading terms in the splitting functions and from the running-coupling corrections to the relation between the logarithm \(L\) and \(\ln \Sigma_q\). The last term in parentheses comes from \(O(\alpha_s)\) matrix element corrections, discussed in detail in App. A. It depends on the choice of the jet definition, including the procedure by which one defines quark versus gluon jets at parton level. Specifically, we assume any algorithm is equivalent to the generalized \(k_T\) family of jet algorithms at order \(\alpha_s\), and at this order define a quark jet to be one that contains a quark and a gluon, while jets containing \(gg\) or \(q\bar{q}\) are considered to be gluon jets.\(^{15}\) Beyond \(O(\alpha_s)\), the calculation assumes that the algorithm maintains a rigid circular boundary in the presence of multiple soft particles at angles of order \(R_0\), i.e. that it behaves like the anti-\(k_T\) algorithm.

Note that every subleading term in Eq. (3.22) is proportional to a difference of color or quark number factors and so the discrimination power depends sensitively on these differences. The overall quark versus gluon discrimination power increases as \(\beta\) is decreased (even though the last term favors larger values of \(\beta\) for \(n_f > C_A\)). Numerically, this behavior is dominated by the subleading terms in the splitting functions and the multiple emissions effect. The effect of the subleading terms in the splitting functions goes like \(\sqrt{\alpha_s}\) and so is formally more important than the multiple emissions effect which is \(O(\alpha_s)\). However, the effect of

\(^{15}\)In contrast to the situation with LO studies, at \(O(\alpha_s)\) it does not makes sense to discuss jet flavor based on the flavor of the parton that “initiates” the jet, since interference effects between diagrams mean that the initiating parton cannot be uniquely identified. The question of quark-gluon jet definition at fixed order is discussed further in App. A.
the subleading terms is multiplied by the small number $\delta B$ and so is numerically smaller than the contribution from multiple emissions. Running-coupling and fixed-order effects are significantly smaller.

Robustly, then, smaller values of $\beta$ lead to better discrimination between quark and gluon jets. One explicitly sees that we have an expansion in powers of $\sqrt{\alpha_s/\beta}$, and so it can only be trusted for $\beta$ substantially larger than $\alpha_s$; in practice, perhaps $\beta \gtrsim (2 \sim 4) \times \alpha_s$ (see App. B). It is interesting to comment also on traditional angularities: for $\beta > 1$ most of Eq. (3.22) still holds, and only the last term in parentheses would be modified. However, for $\beta \leq 1$ angularities are dominated by recoil effects, with a structure that is independent of $\beta$, and so we expect that the discrimination should saturate. Because the energy correlation double ratio $C_1^{(\beta)}$ is recoil-free for all values of $\beta$, it is better able to probe the collinear singularity and multiple emission effects that distinguish quarks from gluons.

### 3.3 Monte Carlo Study

We now use a showering Monte Carlo simulation to validate the above NLL analysis of $C_1^{(\beta)}$. A similar study of the EEC function appears in Ref. [73], where it was called the two-point moment.\textsuperscript{16} Through this paper, jets are identified with the anti-$k_T$ algorithm\textsuperscript{85} using FastJet 3.0.3\textsuperscript{63}. No detector simulations are used other than to remove muons and neutrinos from the event samples before jet finding, as was done in analyses for the BOOST 2010 report\textsuperscript{1}.

We generate pure quark and gluon dijet samples from the processes $qq \rightarrow qq$ and $gg \rightarrow gg$ in Pythia 8.165\textsuperscript{86, 87} at the 8 TeV LHC using tune 4C\textsuperscript{88}. While Pythia is not fully accurate to NLL, it does include subleading terms in the splitting functions and multiple emissions, so not surprisingly we find improved discrimination at smaller values of $\beta$, in agreement with Sec. 3.2. We scan over various jet radii and $p_T$ cuts to study the dependence of the quark/gluon discrimination on these parameters. For this study, we only use the hardest reconstructed hadron-level jet in the event with a transverse momentum in the ranges of $p_T \in [200, 300]$ GeV, $[400, 500]$ GeV, or $[800, 900]$ GeV.\textsuperscript{17} If the hardest jet in the event lies outside the $p_T$ range of interest, the event is ignored. In addition, we scan over jet radii values

\textsuperscript{16}Ref. [73] examined the $C_1$ quark-gluon discrimination for a range of $\beta$ values and reached a conclusion that is consistent with ours. While their initial analysis naively suggests that $C_1$, Fig. 18, performs worse than jet broadening (“girth”, or equivalently $\tau_1$ with $\beta = 1$), Fig. 13, that comparison involves different Monte Carlo event samples. Table 1 of Ref. [73] compares the observables on equal footing, which shows that $C_1$ indeed has better discrimination power than jet broadening, consistent with our discussion here.

\textsuperscript{17}The reason for focusing only on the leading jet is that we want to minimize ambiguities related to defining quark and gluon jets. The subleading jet is the one more likely to have undergone radiation, and with radiation, quark jets may change into gluon jets, and vice-versa. Additionally, the local emission environment is changed (e.g. non-global logs may become more important). The probability that an event has radiation in the vicinity of the subleading jet is $O(\alpha_s)$, while it is $O(\alpha_s^2)$ near the leading jet. As a cross-check on the flavour composition of our events, we have clustered the parton-level showered events with the flavor-$k_t$ algorithm\textsuperscript{76}. We find that the flavor of the leading jet is consistent with expectations except in a small fraction of events, between a few percent and ten percent depending on the generator.
Figure 3: Left: Distribution of $C_1^{(0.2)}$ for quark jets (purple) and gluon jets (orange) using PYTHIA dijet samples. The sample consists of anti-$k_T$ jets with radius $R = 0.6$ and transverse momentum in the range $[400, 500]$ GeV. Right: Quark versus gluon discrimination curves using $C_1^{(\beta)}$ for several values of $\beta$ in PYTHIA. Also plotted is the leading log approximation for the discrimination curve, Eq. (3.8).

Figure 4: Gluon rejection rates at 50% quark efficiency in PYTHIA, as a function of $\beta$. Left: fixing the $p_T$ range to be $[400, 500]$ GeV and sweeping the value of $R_0$. Right: fixing $R_0 = 0.6$ and sweeping the $p_T$ range. For all of these cases, small values of $\beta$ yield the best discrimination.

of $R_0 = 0.4$, 0.6, and 0.8. Because our broad conclusions hold for all samples generated, we only show representative plots to illustrate the quark/gluon performance of $C_1$.

In Fig. 3a, we plot the distribution of $C_1^{(0.2)}$ for jets initiated by quarks and gluons with
Figure 5: Left: Quark/gluon discrimination curves using jet angularities $\tau_1^{(\beta)}$ (i.e. 1-subjettiness measured with respect to the jet axis), for several values of $\beta$ in PYTHIA. Also plotted is the leading log approximation for the discrimination curve from Eq. (3.8) and the discrimination curve for $C_1^{(0.2)}$. The jet sample is the same as used in Fig. 3b. Right: Gluon rejection rate for 50% quark efficiency as a function of $\beta$, for angularities, 1-subjettiness measured with respect to the broadening axis, and $C_1^{(\beta)}$. The broadening axis is defined as the axis which minimizes the $\beta = 1$ measure in $N$-subjettiness. The latter two observables are recoil-free, and therefore give better discrimination power for small values of $\beta$.

transverse momentum in the range $[400, 500]$ GeV and jet radius $R = 0.6$ in PYTHIA. As expected, the gluon curve lies at larger values than the quark curve because of the greater Sudakov suppression in gluon jets. The quark/gluon discrimination curves for different values of $\beta$ are shown in Fig. 3b, which are directly comparable to the NLL results in Fig. 2, up to jet contamination effects included in PYTHIA such as underlying event and initial-state radiation. Again, we see that $\beta \simeq 0.2$ is the optimal value. In Fig. 4, we show the gluon rejection rate for 50% quark efficiency as a function of $\beta$, comparing different $p_T$ ranges and $R_0$ values, all of which favor small values of $\beta$. Note that the gluon rejection power degrades as the jet radius is increased, exhibited in Fig. 4a. This may be associated with the increase in the amount of underlying event and initial-state radiation captured in the jet as the jet radius increases. This radiation is uncorrelated with the dynamics of the quark or gluon which initiates the jet. The degradation is most prominent at large values of $\beta$, where wide angles in the jet are emphasized (which is where most of the uncorrelated radiation resides).

To compare the discrimination power of $C_1^{(\beta)}$ to other IRC safe observables, we consider 1-subjettiness $\tau_1^{(\beta)}$ defined in Eq. (2.16). We allow for two different axis choices: the jet axis and the broadening axis (i.e. the axis that minimizes the $\beta = 1$ measure). When measured with respect to the jet axis, $\tau_1^{(\beta)}$ is essentially the same as the jet angularities $\tau_a$ with $a = 2 - \beta$. Angularities coincides with familiar observables for particular values of $\beta$: $\beta = 2$ is jet thrust
Figure 6: Left: Quark versus gluon discrimination curves using $C_1^{(\beta)}$ for several values of $\beta$ in Herwig++ (directly comparable to Fig. 3b). Also plotted is the leading log approximation for the discrimination curve, Eq. (3.8). Right: Gluon rejection rate for 50% quark efficiency as a function of $\beta$, for angularities, 1-subjettiness measured with respect to the broadening axis, and $C_1^{(\beta)}$ in Herwig++ (directly comparable to Fig. 5b). We also tested Pythia 6.425 and Herwig 6.520, whose results lie in between Pythia 8 and Herwig++. 

and $\beta = 1$ is jet broadening or girth. Among the angularities, Ref. [77] found that jet broadening ($\beta = 1$) was the most powerful angularity for quark/gluon discrimination, and so is a natural benchmark to compare to $C_1^{(\beta)}$. When measured with respect to the broadening axis, $\tau_1^{(\beta)}$ is a recoil-free observable and is therefore expected to behave similarly to $C_1^{(\beta)}$. 

In Fig. 5a we plot the discrimination curves for angularities (i.e. 1-subjettiness measured with respect to the jet axis) for several values of $\beta$, as well as the discrimination curve for $C_1^{(0.2)}$ in Pythia. Indeed, for most of the range, the most discriminating angularity is $\beta = 1$, but the performance of all angularities is roughly comparable to and only somewhat better than the LL expectation. By contrast, $C_1^{(0.2)}$ yields a quark to gluon efficiency ratio that is about twice as large as any of the angularities over much of the range. In Fig. 5b, we highlight the importance of working with recoil-free variables, by plotting the gluon rejection rate at a fixed 50% quark efficiency. For $\beta \geq 1$, $C_1^{(\beta)}$ and 1-subjettiness have essentially the same performance. As $\beta$ approaches 0, however, the discrimination power for the angularities degrades, while the two recoil-free observables ($C_1^{(\beta)}$ and 1-subjettiness with respect to the broadening axis) have improved performance, as expected from the NLL analysis.\textsuperscript{18}

To verify the claims made about the performance of $C_1^{(\beta)}$ as a quark/gluon discriminator, we also simulate quark and gluon dijet samples in Herwig++ 2.6.3 [89, 90]. We use the same kinematic cuts and jet algorithm parameters as in the Pythia samples. As the same quali-

\textsuperscript{18}The reason for the mismatch between $C_1$ and $\tau_1$ with respect to the broadening axis at very small values of $\beta$ has not yet been determined.
tative conclusions hold in the HERWIG++ samples as in PYTHIA, we only reproduce Figs. 3b and 5b for the HERWIG++ sample. In Fig. 6a, we plot the quark versus gluon discrimination curve with $C_1^{(\beta)}$. While the discrimination power of $C_1^{(\beta)}$ in the HERWIG++ sample is not as great as in the PYTHIA sample, the behavior that the discrimination increases as $\beta$ decreases is robust. In Fig. 6b, we plot the gluon rejection rate at a fixed 50% quark efficiency for the three observables considered earlier. As in Fig. 5b, the discrimination power of the recoil-free observables increases as $\beta$ decreases and degrades for the recoil-sensitive angularities (though the $\beta$-dependence is once again weaker than with PYTHIA 8). We also tested $C_1^{(\beta)}$ using PYTHIA 6.425 [86] with tunes DW and Perugia 2011 [91] and HERWIG 6.420 [92] with JIMMY [93], which exhibit discrimination power that is intermediate between PYTHIA 8 and HERWIG++. We also checked that the behavior is robust as underlying event, initial-state radiation, and hadronization are sequentially turned off.

Of course, there is a substantial numerical difference between PYTHIA 8 and HERWIG++ for quark versus gluon discrimination. Some of distinction between PYTHIA 8 and HERWIG++ could be due to the fact that different evolution variables are used: PYTHIA 8 is a $p_T$-ordered shower whereas HERWIG++ is angular ordered. This could in turn affect the flavor content of the quark and gluon jets, thus leading to variations in their ability to discriminate quark and gluon jets. The energy correlation function observables seem to be particularly sensitive to these differences, especially at relatively small values of the angular exponent $\beta$. This suggests that any detailed study of the properties of quark and gluon jets should measure $C_1$ at multiple values of $\beta$. Beyond discriminating quark and gluon jets, measurements of energy correlation functions at both $e^+e^-$ and hadron colliders could be useful for Monte Carlo tuning, especially given the current differences between generators.

In these studies, $C_1$ has been measured on jet samples which include both charged and neutral hadrons (and we have not applied realistic smearing of energies and angles). In order to exploit the discrimination power of $C_1$ with $\beta \simeq 0.2$, one needs excellent angular resolution, so in an experimental context, it may be advantageous to measure $C_1$ using only charged hadrons. A track-only calculation of $C_1$, using e.g. the methods of Ref. [94], is beyond the scope of this work, but we did verify in Monte Carlo that the quark/gluon discrimination power only degrades by a few percent when using a track-only version of $C_1$. We also note that CMS has successfully made use of $p_T D$, related to the $\beta \to 0$ limit of $C_1$, using both charged and neutral hadrons [39, 75].

Because we observe significant differences in the absolute scale of the quark versus gluon discrimination between different Monte Carlo generators, the performance of $C_1$ in an experiment may not be as optimistic as computed to NLL. However, the increase in the discrimination power as $\beta \to 0$ seems robust and would be important to verify in data. As discussed in App. B, perturbative control over $C_1$ ceases to exist for $\beta \lesssim 0.2 - 0.4$. While hadronization will then become significant, separately on the distributions of $C_1$ for both quark and gluon jets, it is not entirely trivial to relate this to the question of its expected impact on the quark/gluon discrimination performance. In any case, this kind of questions deserves further investigation, both theoretically and experimentally.
4 Boosted Electroweak Bosons with $C_2$

Our next case study is using $C_2$ to discriminate between QCD jets and jets with two intrinsic subjets, such as boosted $W$, $Z$, or Higgs bosons.\footnote{For related studies, see Refs. [3–5, 9, 49, 95–108].} Recall that $C_2$ involves the 3-point correlator. To identify a boosted resonance, one first looks for jets whose mass is compatible with the resonance of interest. Then $C_2$ can be used to determine if the jet has two hard subjets, in which case the jet is tagged as coming from that boosted resonance. While we have not carried out analytic calculations to guide us to understand the performance of $C_2$ (and higher point correlation functions), it is still instructive to study its discrimination power in Monte Carlo. We use Pythia 8 to demonstrate the qualitative behavior and performance of $C_2$, though one must of course be mindful of the quantitative differences in Monte Carlo programs seen already in Sec. 3.3. A calculation of $C_2$ will be left to future work.

The key finding from this section is that this tagging procedure is very sensitive to the ratio of the jet mass to the jet transverse momentum. This arises because the structure of the QCD background depends strongly on the jet mass requirement, and the behavior of $C^{(β)}_2$ differs depending on what type of radiation contributes dominantly to the jet mass. For a fixed jet $p_T$, we will find that small values of $β ≃ 0.5$ are better for high mass resonance discrimination, whereas large values of $β ≃ 2$ give the optimal separation at lower masses. In both regimes, $C_2$ offers better discrimination power than $τ_2$, with the difference being more pronounced for small $m/p_T$. After describing this physics for a generic boosted 2-prong resonance, we will specialize to the case of the Higgs boson, where additional $b$-tagging information is available.

4.1 Dependence on the Mass Criterion

Consider a quark or gluon jet with invariant mass close to the boosted resonance of interest (which we will call a $Z$ boson for concreteness). For jets with mass comparable to their transverse momentum, the mass is dominated by a single, relatively hard, perturbative splitting. Thus, one expects that the QCD jets that can fake a $Z$ boson are those with two relatively hard cores of energy surrounded by soft radiation. These jets are straightforward to analyze in fixed-order perturbation theory (to generate the jet mass) matched to resummed perturbation theory (to generate the radiation pattern for $C_2$), since there is a clear ordering of emissions in the jet. In particular, QCD jets with large mass should appear similar to jets initiated from heavy resonance decay, with differences controlled mainly by the color of the decay products and the phase space of the hard splitting.

For many systems of interest, however, the above analysis is not appropriate. Once the jet mass is less than around a fifth of the jet transverse momentum times $R$, the mass no longer arises dominantly from a hard perturbative splitting. For jets in the low to intermediate mass ranges, a significant mass can be generated by a single soft emission from a single hard core. At lower masses, the mass of a jet is generated by multiple soft emissions. Jets in the low and intermediate mass regimes require resummation of these soft emissions to accurately model
their dynamics as fixed-order perturbation theory is no longer accurate. For this reason, we expect QCD jets in this mass regime to look very different from boosted resonances with two hard cores, and the discrimination power of $C_2$ should improve as the ratio of the jet mass to the transverse momentum decreases. In addition, as discussed in Sec. 2.2.2, $C_2$ is better able to exploit the color singlet nature of the $Z$ boson when $m/p_T$ is small.

To illustrate this, we generate a mixed sample of quark and gluon jets from $pp \rightarrow Zj$ with the $Z$ decaying to leptons. These are simulated at the 8 TeV LHC in MadGraph5 1.5.0 [109], showered in Pythia 8.165 [86, 87], and we identify the hardest anti-$k_T$ $R_0 = 1.0$ jet. In Fig. 7 we plot the invariant mass spectrum of QCD jets in three different transverse momentum bins, $p_T \in [200, 300]$ GeV, $[400, 500]$ GeV, and $[600, 700]$ GeV. We see that the mass distributions in each $p_T$ bin have steeply falling tails extending to masses of about $p_T/2$. In the tail region, we expect fixed-order perturbation theory to accurately describe the origin of mass of the jet. At lower masses, below about $p_T/5$, Sudakov suppression becomes important as the distributions peak and decrease toward zero mass. In this mass regime, fixed-order perturbation theory is no longer adequate to describe the distribution.

This differing origin of the jet mass is reflected in the $C_2^{(\beta)}$ distributions. Because small values of $C_2^{(\beta)}$ correspond to 2-subjet-like jets, the $C_2^{(\beta)}$ distribution moves to lower values as the mass of a QCD jet increases, as shown in Fig. 8a for $\beta = 2$ in the $p_T$ range $[400, 500]$ GeV. In contrast, for a boosted heavy particle that decays to two partons, the $C_2^{(\beta)}$ distribution is relatively insensitive to the resonance mass, since the mass of such a jet comes mostly from two partons from the decay regardless of the boost factor. Shown in Fig. 8b is the signal $C_2^{(2)}$ distribution for $pp \rightarrow ZZ$, where one of the $Z$ bosons decays to leptons and the other decays to jets. We can manually adjust the mass of the $Z$ in MadGraph5 to study several different

---

The labelled jet masses of $m_Z = \{80, 91, 110, 125, 150, 200\}$ GeV correspond to the jet mass ranges $[70, 90]$ GeV, $[80, 100]$ GeV, $[100, 120]$ GeV, $[110, 140]$ GeV, $[140, 170]$ GeV, and $[180, 230]$ GeV.
Figure 8: Distributions of $C_2^{(2)}$ for QCD jets (left) and $Z$ bosons decaying to jets (right) with different masses of the $Z$. The transverse momentum of the jets for all masses lies in the range of $[400, 500]$ GeV. The different curves correspond to different event samples according to the mass of the resonance.

mass to transverse momentum ratios. For $m_Z = \{91, 125, 200\}$ GeV, the $C_2^{(2)}$ distributions are remarkably similar.\(^{21}\)

In Fig. 9a, we show the QCD jet versus $Z$ boson discrimination curve for $m_Z = 91$ GeV with $p_T \in [400, 500]$ GeV for several values of $\beta$. To see how the physics changes as the resonance mass changes, we plot the QCD rejection rate for 50% boosted $Z$ efficiency in Fig. 9b as a function of $\beta$, for $m_Z = \{80, 91, 110, 125, 150, 200\}$ GeV. At low masses, the most powerful discriminant is $\beta \simeq 1.5 - 2$. This is expected, since large values of $\beta$ emphasize soft wide-angle emissions where there is more of a penalty for QCD jets in the Sudakov peak. However, we do not have a quantitative way to understand why the discrimination power saturates at $\beta \simeq 2$, as opposed to even higher values. At intermediate masses, a wide range of $\beta$ values yield very similar results. At the high masses where QCD jets are in the tail region, the discrimination dependence on $\beta$ inverts, with the most powerful discrimination for $\beta \simeq 0.5$. This is likely to do with the same quark/gluon color factor discrimination as in Sec. 3. In particular, high mass QCD jets are formed by a hard perturbative splitting, which is most likely to be a gluon, whereas the $Z$ jet has two hard quark subjets. That said, we have not yet performed a NLL calculation to understand why $\beta \simeq 0.5$ is preferred, as opposed to even smaller values.

Finally, it is instructive to compare the discrimination power of $C_2$ to $N$-subjettiness. The ratio of 2-subjettiness to 1-subjettiness $\tau_{2,1}^{(\beta)}$ is defined in Eq. (2.17) and can be used to

---

\(^{21}\) $C_2$ is not invariant to transverse boosts, so for more extreme values of $m/p_T$, the distribution will move to smaller values. However, because of underlying event and initial state radiation, $C_2$ does not change as much as one would naively expect under boosts.
Figure 9: Left: the discrimination curves for boosted hadronic Z bosons ($m_Z = 91$ GeV) compared to QCD jets with $C_2^{(\beta)}$ for various values of $\beta$. The transverse momentum of all jets was required to lie in the range of [400,500] GeV. Right: QCD rejection rate for 50% boosted Z efficiency as a function of $\beta$, sweeping the value of the Z boson mass to $m_Z = \{80, 91, 110, 125, 150, 200\}$ GeV. The optimal value of $\beta$ depends strongly on the resonance mass.

identify Z bosons decaying to two jets. To eliminate ambiguities in minimum axes finding at small values of $\beta$, we choose to define the subjet axes by those that minimize the $\beta = 1$ measure (i.e. the broadening axes). The discrimination curves of $\tau_{2,1}^{(\beta)}$ for $m_Z = 91$ GeV is plotted in Fig. 10a, with the $C_2^{(\beta)}$ curve with the most discriminating value from Fig. 9a shown for comparison. We also show the QCD rejection rate for 90% boosted Z efficiency in Fig. 10b. At low masses, $C_2^{(2)}$ performs as well as or better than $\tau_{2,1}^{(\beta)}$ over the entire range of $\beta$, except at very small values of $\beta$. At high masses, the discrimination power of $\tau_{2,1}^{(\beta)}$ becomes comparable to $C_2^{(\beta)}$, since both observables lock onto the hard subjets in the Z decay of the massive QCD jet. The increase in the relative discrimination power of $C_2$ with respect to $\tau_{2,1}$ as the ratio $m/p_T$ decreases is expected from the discussion of Sec. 2.2.2. As $m/p_T$ decreases, soft wide-angle subjets become more important for determining the structure of the jet and $C_2$ emphasizes these emissions more than $\tau_{2,1}$.

4.2 Boosted Higgs Identification

One key application for 2-prong jet substructure observables is for identifying boosted Higgs bosons in the decay $H \rightarrow b\bar{b}$. Compared to the case of Z bosons, there is additional information from the presence of $b$ quarks (and the resulting $B$ hadrons) in the final state, which can be used to mitigate QCD backgrounds. Thus, to identify boosted Higgs bosons decaying to bottom quarks, we employ three criteria. First, we require the jet to have a mass comparable
to the Higgs boson. Second, we demand that two $B$ hadrons are tagged in the jet. Third, we use a sliding cut on $C_2^{(\beta)}$ to test for two hard subjets in the jet.

Because we demand that the jet have two $B$ hadrons, the largest QCD background to Higgs decays to bottoms is gluon splitting to bottoms. The splitting function $g \rightarrow b\bar{b}$ does not have a soft singularity, so the bottoms from this splitting will have comparable energies. This is also the case for Higgs decay, so we do not expect the same discrimination power for Higgs bosons compared to $Z$ bosons studied above. That said, because of the difference in the total color of the jets, there is an additional handle on Higgs versus gluon discrimination; the bottom quarks from the gluon splitting will be in a color octet state, so there will be significantly more radiation at wide angles compared to Higgs jets.

This color octet versus color singlet distinction can be exploited in two ways. First, more wide-angle radiation can be included in the jet if the jet radius is increased. Larger jet radii improve the contrast for $C_2^{(\beta)}$, since more wide-angle radiation is included in the (octet) gluon jets compared to the (singlet) Higgs jets. Second, the value of $\beta$ can be set to accentuate the importance of wide-angle emissions in the jet. As $\beta$ increases, more weight is given to wide-angle emissions, further penalizing gluon jets compared to Higgs jets when using $C_2^{(\beta)}$.

A full study of boosted Higgs identification using $C_2^{(\beta)}$ is beyond the scope of this work, but we can get a sense for the discrimination power of $C_2^{(\beta)}$ by comparing the boosted Higgs
signal $pp \rightarrow ZH$ to the leading QCD background of $pp \rightarrow Zb\bar{b}$ where both bottom quarks happen to be clustered into the same jet. We generate both the signal and background distributions for the 8 TeV LHC in MadGraph5 1.5.0 [109] plus Pythia 8.165 [86, 87], with all ground state $B$ hadrons stable to allow for naive $b$-tagging of the jets (with 100% efficiency and no mistags). The mass of the Higgs is set to 125 GeV, and the $Z$ is decayed to leptons and the Higgs is decayed to $b\bar{b}$. We consider anti-$k_T$ jets with various values of the jet radius $R_0 = \{0.6, 0.8, 1.0, 1.2\}$. The leading jet is required to have transverse momentum in the range $[400, 500]$ GeV with exactly two $B$-hadrons as constituents. To approximate realistic $b$-tagging within jets, we recluster the jet with the $k_T$ algorithm to find two exclusive subjets, and we require that each subjet contain exactly one identified $B$-hadron. Finally, the mass of the jet is required to be in the window of $m_J \in [110, 140]$ GeV (i.e. within 15 GeV of the Higgs mass). From the leading jet, we compute $C_2^{(2)}$ for various values of $\beta$ and determine the discrimination power.

In Fig. 11, we plot the distributions of $C_2^{(2)}$ for Higgs jets and the QCD background for various jet radii. As expected, the $C_2^{(2)}$ distributions dramatically increase as the jet radius increases for QCD jets, while they only increase slightly for Higgs jets. In Fig. 12a, we plot the discrimination curves of Higgs jets versus QCD using $C_2^{(2)}$ for several values of $\beta$ for the jet radius $R_0 = 1.0$. As expected, the discrimination power increases both as the angular exponent increases, again, a consequence of the greater amount of wide-angle radiation in the QCD jets. Fig. 12b shows the $\beta$ dependence on the QCD rejection rate for 50% boosted Higgs efficiency for jet radii of $R_0 = \{0.6, 0.8, 1.0, 1.2\}$. The rejection rate increases dramatically as the jet radius increases. At small jet radii, large values of $\beta$ lead to the best discrimination, as large $\beta$ emphasizes wide-angle emissions which differ for QCD and boosted Higgs jets. As
Figure 12: Left: Discrimination curves of $H \rightarrow \bar{b}b$ jets versus $b\bar{b}$ jets from QCD with $C_2^{(\beta)}$ for several values of $\beta$ with jet radius $R_0 = 1.0$. Right: QCD $b\bar{b}$ rejection rate for 50% boosted $H \rightarrow b\bar{b}$ efficiency as a function of $\beta$, sweeping the value of the jet radius $R_0 = \{0.6, 0.8, 1.0, 1.2\}$.

Figure 13: Left: the discrimination curves for boosted $H \rightarrow b\bar{b}$ compared to QCD $b\bar{b}$ jets with $\tau_{2,1}^{(\beta)}$ for various values of $\beta$. For comparison is shown the $C_2^{(\beta)}$ curve with the best discrimination ($\beta = 2.0$). Right: QCD $b\bar{b}$ rejection rate for 50% boosted $H \rightarrow b\bar{b}$ efficiency as a function of $\beta$, sweeping the value of the jet radius $R_0 = \{0.6, 0.8, 1.0, 1.2\}$.

The jet radius increases, the largest QCD rejection rate moves to intermediate values of $\beta$. This may be because a large jet radius will tend to include more initial state radiation or underlying event, which is independent of the dynamics of the jet.

In Fig. 13a, we compare the discrimination performance of the $N$-subjettiness ratio $\tau_{2,1}^{(\beta)}$...
to the most discriminating $C_2^{(\beta)} (\beta = 2.0)$ with jet radius equal to $R_0 = 1.0$. Over the entire range of signal efficiencies, $C_2^{(2)}$ performs better than $\tau_{2,1}^{(\beta)}$ for any value of $\beta$. In Fig. 13b, we plot the QCD rejection rate for 50% boosted Higgs efficiency at several jet radii. For a jet with a small jet radius, $C_2^{(\beta)}$ performs significantly better than any $N$-subjettiness, with the distinction decreasing as the jet radius increases.

5 Boosted Top Quarks with $C_3$

Our final case study tests the discrimination power of even higher-point correlation functions, namely using $C_3$ to distinguish boosted top quarks from QCD jets.\textsuperscript{22} Unlike the previous two case studies, this observable is significantly more challenging than lower point correlation functions. From a computational point of view, $C_3$ involves a 4-point correlator, so its computational cost is expensive since it scales like $k^4$, where $k$ is the number of particles in the system. That said, our FastJet add-on only requires a few milliseconds to analyze a boosted top event at one value of $\beta$. From an analytical point of view, each term in ECF$(4,\beta)$ involves a product of 4 energies and $\left(\frac{4}{2}\right) = 6$ angles, complicating an understanding of how $C_3$ behaves in various limits.

We will find that $C_3$ performs significantly worse than one might expect from the strong performance seen in $C_1$ and $C_2$. While it is possible that this is an artifact of choosing the particular double ratio combination in the definition of $C_3$, we suspect that the proliferation of energy and angular factors in ECF$(4,\beta)$ is reducing the sensitivity of $C_3$ to any individual soft emission. In particular, for a soft-collinear emission, $C_1$ and $C_2$ are independent of the kinematics of the hard structure of the jet. By contrast, even for a soft-collinear emission, $C_3$ retains dependence on the hard kinematics of the jet. This is because the correlation functions in the ratio defining $C_3$ are dominated by possibly different subsets of the hard emissions in the jet. Nevertheless, it is illustrative to see that even with these limitations, there is still discrimination power in $C_3$.

To study the performance of $C_3$ as a top tagger, we use the boosted top and QCD background event samples created for the BOOST 2010 workshop \cite{1}.\textsuperscript{23} These events come from 7 TeV LHC collisions simulated with HERWIG 6.510 \cite{118} with underlying event simulated with JIMMY \cite{93} with an ATLAS tune \cite{119}. The event samples consist of $2 \rightarrow 2$ QCD processes, either all hadronic $t\bar{t}$ production or dijet production. For direct comparison to other top tagging procedures, we follow the analysis procedures used in Ref. \cite{1}. We identify anti-$k_T$ jets with radius $R_0 = 1.0$ and demand that the jets have $p_T \in [500, 600]$ GeV. No detector simulation is performed at this stage, other than removing muons and neutrinos before jet finding. We impose three cuts to discriminate top jets from QCD. First, we demand that the

\textsuperscript{22}For related studies, see Refs. [3, 6–9, 42, 43, 49, 50, 55, 110–117].

\textsuperscript{23}The events can be found at \url{http://www.lpthe.jussieu.fr/~salam/projects/boost2010-events/} and \url{http://tev4.phys.washington.edu/TeraScale}. While updated event samples are available from the BOOST 2011 report \cite{2}, the comparison includes a $W$ subjet tagger which would artificially improve the performance of $C_3$. 

\[\text{– 31 –}\]
jets have mass in the fixed window of $160 < m_J < 240$ GeV, and second, we apply a sliding cut on $C_3^{(\beta)}$. In addition, it was noted in Ref. [14] that ratio observables such as $C_3$ can be IR-unsafe without an additional cut. We therefore apply a third cut that $C_2^{(\beta)} > 0.1$, which makes $C_3$ explicitly IR-safe.

In scanning over the range of $0.5 < \beta < 2.5$, we found that the best discrimination over a wide range of signal efficiencies using $C_3^{(\beta)}$ is obtained for $\beta = 1.0$. This is the same $\beta$
value that is optimal for $N$-subjettiness $\tau_{3,2}^{(\beta)}$ [50]. A plot of the distribution of $C_3^{(1)}$ for top jets and QCD jets in the kinematic and mass windows from above is shown in Fig. 14a. The discrimination curves for the different values of $\beta$ are shown in Fig. 14b, where the quoted efficiencies only include the effect of a cut on the observable $C_3$ for jets in the mass window of 160 to 240 GeV.

Finally, we compare the performance of $C_3^{(1)}$ against several other top tagging procedures in Fig. 15. For this plot, the quoted efficiencies include both the effect of the mass cut as well as the effect from a cut on $C_3^{(1)}$. While not as powerful as methods like $N$-subjettiness, the energy correlation function yields comparable discrimination power to other methods. Of course, the performance may be improved by combining information from different values of $\beta$, as well as including additional $C_2$ and $C_1$ information.

6 Conclusions

In this paper, we have introduced arbitrary-point energy correlators that are sensitive to $N$-prong substructure. These correlators are effective when used as part of an energy correlation double ratio $C_N^{(\beta)}$, though more general combinations deserve further exploration. Through an NLL calculation, we have seen how $C_1$ yields excellent quark/gluon discrimination, with $\beta \simeq 0.2$ being most effective at capturing the differences in color charges. We have also shown the power of $C_2$ for boosted 2-prong objects like Higgs bosons, and the potential power of $C_3$ for boosted 3-prong objects like top quarks.

Given the explosion of jet substructure methods over the past few years, it is worth asking whether $C_N$ is sufficiently novel to merit further experimental and theoretical studies. Indeed, it is a quite unique variable that combines a number of desirable features. Like $N$-subjettiness, $C_N$ is a variable which tests for $N$-prong substructure, but can behave more continuously in situations with soft subsets. Like planar flow and related jet shapes, $C_N$ can be calculated directly from the energies and angles of the jet constituents without a separate axes finding step, but it is designed for identifying $N$-prong substructure instead of just exotic kinematic configurations. Finally, like jet angularities, $C_N$ is sensitive to higher-order radiation about LO substructure, but because it is a recoil-free observable, it can better probe the collinear physics that distinguishes a jet’s color with $0.2 \lesssim \beta \lesssim 1.0$. Because $C_N$ has a high computational cost for $N > 3$, we expect $C_N$ will be most useful in practice for 1-, 2-, and 3-prong jet studies.

To gain further confidence in the behavior and performance of these observables, further analytic studies are needed. Of particular need is to calculate $C_2$ for QCD backgrounds. We already saw that the behavior of $C_2$ for QCD jets depends strongly on the jet’s mass over $p_T$ ratio, and it is likely that different theoretical descriptions will be needed for $C_2$ as a function of $m/p_T$. While $C_2$ is built as a ratio of IRC safe observables, $C_2$ itself is only IRC safe with a cut on the jet mass (which acts like a cut on the denominator), and it is an interesting question how to best perform NLL resummation for generic ratio observables. Like all jet shape observables, $C_2$ is sensitive to underlying event, initial state radiation, and
pileup, which must be accounted for in determining the optimal $\beta$ value. Ideally, theoretical progress on understanding $C_2$ and other jet shapes will match the rapid experimental progress in implementing them, such that jet substructure observables can truly be a robust tool for LHC physics.
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A Fixed-Order Calculation

In this appendix, we present the details of the fixed-order calculation of $C_1$ and matching to the NLL result from Sec. 3.2. The calculation is valid for any jet algorithm that, for configurations involving exactly two partons in some neighborhood, combines two partons into a single jet if they are separated by an angle less than $R_0$ and otherwise places them in separate jets. At this order we define a quark jet to be a jet that contains a single quark, or a quark and a gluon. A gluon jet is a jet that contains a single gluon, a gluon pair, or a quark-antiquark pair (of identical flavor). \footnote{Algorithms that satisfy the condition for when they pair partons into a single jet include all members of the generalized-$k_T$ family, notably the anti-$k_T$ algorithm \cite{Cacciari:2005hq}. One subtlety is that the flavor of jets from such algorithms is not infrared safe for configurations with three or more particles in a common neighborhood. There exist algorithms designed specifically to guarantee a safe jet flavor to all orders, the “flavor-$k_T$” algorithms \cite{Dasgupta:2008iu}. These, however, have the property that a quark-antiquark pair can be combined into a jet even for angular separations larger than $R_0$, and so they do not yield the same jets at $\mathcal{O}(\alpha_s)$ as the generalized-$k_T$ family and as we assume in the calculation here. We have reason to believe that it is possible to design an algorithm that is both equivalent to generalized-$k_T$ at $\mathcal{O}(\alpha_s)$ and flavor safe to all orders, but leave an investigation of this question to future work.}
In the limit where the jet radius \( R_0 \) is small, the \( \mathcal{O}(\alpha_s) \) cumulative distribution of the observable \( C_1^{(\beta)} \) can be computed from

\[
\Sigma(C_1) = 1 + \frac{\alpha_s}{\pi} \int_0^{R_0} d\theta \int_0^1 dz \, P(z) \Theta(C_1 - z(1 - z)\theta^\beta) \\
= 1 - \frac{\alpha_s}{\pi} \frac{1}{\beta} \int \frac{dz}{\frac{1 + u}{z}} P(z) \ln \left( \frac{z(1 - z)R_0^\beta}{C_1} \right), \tag{A.1}
\]

where

\[
u \equiv \sqrt{1 - \frac{4C_1}{R_0^\beta}}, \tag{A.2}
\]

and we have approximated the full matrix element by the appropriate splitting function, \( P(z) \), as is legitimate for \( R_0 \ll 1 \). The splitting functions are

\[
P_q(z) = C_F \frac{1 + z^2}{1 - z}, \tag{A.3}
\]

for quarks and

\[
P_g(z) = C_A \left( \frac{z}{1 - z} + \frac{1 - z}{z} + z(1 - z) \right) + \frac{n_F}{2} \left( z^2 + (1 - z)^2 \right), \tag{A.4}
\]

for gluons, including combinatoric factors. For quarks, it follows that

\[
\Sigma_q(C_1) = 1 - \frac{\alpha_s}{\pi} \frac{C_F}{\beta} \left( -4 \ln 2 + 3u + \ln^2 (1 - u) - 2 \ln (u + 1) \ln (1 - u) \\
+ [4 \ln 2 - \ln (u + 1)] \ln (u + 1) - 3 \tanh^{-1} (u) + \frac{\pi^2}{3} - 2 \ln^2 2 \right). \tag{A.5}
\]

For gluons, the fixed-order cumulative distribution is

\[
\Sigma_g(C_1) = 1 - \frac{\alpha_s}{\pi} \frac{1}{\beta} \left\{ C_A \left[ -4 \ln 2 + 3u + \ln^2 (1 - u) - \ln^2 (u + 1) \\
- 2 \ln (1 - u) \ln (u + 1) + 4 \ln 2 \ln (u + 1) - \frac{11}{3} \tanh^{-1} (u) + \frac{\pi^2}{3} - 2 \ln^2 2 \right] \\
+ n_F \left( \frac{2 C_1}{9 R_0^\beta} - \frac{13}{18} \right) + \frac{2}{3} \tanh^{-1} (u) \right\}. \tag{A.6}
\]

Here, \( \text{Li}_2(x) \) is dilogarithm function

\[
\text{Li}_2(x) = - \int_0^x dt \frac{\ln (1 - t)}{t}. \tag{A.7}
\]

To match the fixed-order cumulative distribution to the NLL cumulative distribution, we use the “Log-R” matching scheme [120]. In this matching scheme, the fixed-order corrections
are exponentiated with the NLL distribution. The logarithms that appear in the fixed-order expression must be properly subtracted so as to eliminate a double counting with the logarithms that were resummed. Also, at large values of \( C_1 \), we want the distribution to agree with the fixed-order result. This requires “turning off” the logarithms of the resummation properly.

Matching \( \mathcal{O}(\alpha_s) \) fixed-order to NLL is straightforward. The matching scheme can be written as

\[
\Sigma_{\text{match}} = \Sigma (L)_{\text{resum}} e^{-\alpha_s \pi} (R_1 - G_0 - G_1 L - G_2 L^2), \tag{A.8}
\]

Here, \( R_1 \) is defined from the fixed-order cumulative distribution as

\[
\Sigma = 1 - \frac{\alpha_s}{\pi} R_1 + \mathcal{O} \left( \alpha_s^2 \right), \tag{A.9}
\]

and \( G_0, G_1 L \) and \( G_2 L^2 \) are placeholders representing the constant terms, single logarithms and double logarithms that have been resummed, respectively. For quarks, the logarithms are

\[
(G_1 L + G_2 L^2)_q = \frac{C_F}{\beta} \ln^2 \frac{R_0^\beta}{C_1} - \frac{3}{2} \alpha_s \pi \ln \frac{R_0^\beta}{C_1}, \tag{A.10}
\]

and for gluons the logarithms are

\[
(G_1 L + G_2 L^2)_g = \frac{C_A}{\beta} \ln^2 \frac{R_0^\beta}{C_1} - \frac{11}{6} \frac{C_A}{\beta} \ln \frac{R_0^\beta}{C_1} + \frac{1}{3} \frac{n_F}{\beta} \ln \frac{R_0^\beta}{C_1}. \tag{A.11}
\]

The choice of \( G_0 \) in \( \Sigma (L)_{\text{resum}} \) is arbitrary because these terms are subleading to the NLL resummation. Subtracting these logarithms from \( R_1 \), in addition to the constant terms \( G_0 \), eliminates double counting. Also, to verify that the distribution agrees with the fixed-order result at large values of \( C_1 \), we can shift the argument of the logarithms appropriately to vanish when \( C_1 = \frac{R_0^\beta}{4} \), which is the maximum value of \( C_1 \). That is, we replace the logarithms in the resummation and subtraction to be

\[
L \to \tilde{L} = \ln \left( \frac{R_0^\beta}{C_1} - \frac{R_0^\beta}{C_1^{\text{max}}} + 1 \right) = \ln \left( \frac{R_0^\beta}{C_1} - 3 \right). \tag{A.12}
\]

\( \tilde{L} \) vanishes when \( C_1 = \frac{R_0^\beta}{4} \) and smoothly interpolates to \( L \) in the small \( C_1 \) region. The final NLL resummed cumulative distribution matched to fixed-order is

\[
\Sigma_{\text{match}} = \Sigma (\tilde{L})_{\text{resum}} e^{-\alpha_s \pi} (R_1 - G_0 - G_1 \tilde{L} - G_2 \tilde{L}^2). \tag{A.13}
\]

We use this expression to determine the quark versus gluon discrimination in Sec. 3.2.

B Breakdown of Perturbative Calculation

In this appendix, we provide some simple quantitative arguments for the breakdown of the perturbative calculation from Sec. 3.2 for values of \( \beta \) less than about 0.2. There are two effects
that we will consider: the QCD Landau pole and the breakdown of the independent emission approximation. Of course, there may be other effects that become important at small values of $\beta$, but these nevertheless suggest that our perturbative calculation of the quark versus gluon discrimination power ceases to make sense at very small values of $\beta$.

First, the QCD Landau pole. At small $\beta$, the smallest scale $Q_0$ that the running coupling is sensitive to is

$$Q_0 = p_T R_0 e^{-L/\beta}.$$  \hfill (B.1)

The perturbative calculation can be trusted when $Q_0 \gg \Lambda_{NP}$, where $\Lambda_{NP}$ is a scale at which $\alpha_s$ becomes non-perturbative. We can estimate the value of $\beta$ at which the non-perturbative effects become important as follows. The logarithm of the observable $C_1$ can be roughly estimated from the LL, fixed-coupling expression for the cumulative distribution $\Sigma$ for quarks, where

$$\Sigma \simeq e^{-\alpha_s C_F L^2}.$$ \hfill (B.2)

Then, $L$ in terms of $\Sigma$ is

$$L \simeq \left( \frac{\beta}{\alpha_s C_F} \ln 1/\Sigma \right)^{1/2}.$$ \hfill (B.3)

Demanding that $Q_0 > \Lambda_{NP}$ and using the expression for $L$ from the above equation we find that

$$\beta_{\text{min}} \simeq \frac{\pi \ln 1/\Sigma}{\alpha_s C_F} \frac{1}{\ln^2 \frac{p_T R_0}{\Lambda_{NP}}}.$$ \hfill (B.4)

Because we have used a fixed-coupling approximation, it is not immediately clear at what scale $\alpha_s$ should most appropriately be evaluated. Taking it at the geometric mean of $p_T R_0$ and $\Lambda_{NP} \simeq 0.5$ GeV gives $\alpha_s \simeq 0.17$. Plugging this into Eq. (B.4), for a quark efficiency of 50% and a jet selection as in Sec. 3.2, yields

$$\beta_{\text{min}} \simeq \frac{\pi \ln 2}{0.17 C_F \ln^2 \frac{400 \times 0.6}{0.5}} \simeq 0.25,$$ \hfill (B.5)

suggesting that non-perturbative effects become critical for $\beta \lesssim 0.2–0.3$. One can also perform such an analysis numerically using the full NLL expressions for $\Sigma_q$, including all running-coupling effects, and one reaches a similar conclusion.

Second, the NLL calculation assumed that emissions could be treated as independent, but multiple emissions cannot be regarded as independent when each emission can take an $O(1)$ fraction of the energy of the jet. That is, if the logarithm of $C_1$ is not large then our analysis (appropriate for soft-collinear emissions) breaks down. Assuming as above that the cumulative distribution can be written as in Eq. (B.2), the minimal value of $\beta$ is

$$\beta_{\text{min}} \simeq \frac{\alpha_s C_F}{\pi} \frac{L_{\text{min}}^2}{\ln 1/\Sigma},$$ \hfill (B.6)

where $L_{\text{min}}$ is the minimal value for the logarithm at which we trust the soft-collinear analysis. Assuming that the soft-collinear analysis fails when $L_{\text{min}} \simeq 2$, with the same choice of
parameter values as above, including $\alpha_s \sim 0.17$, $\beta_{\min}$ is

$$\beta_{\min} \simeq \frac{0.17}{\pi} 4/3 \ln 2^2 \simeq 0.41 \ .$$

(B.7)

The precise value of $L_{\min}$ at which the soft-collinear analysis is deemed to break down will change this value. Nevertheless, multiple hard, collinear emissions become important and result in a breakdown of the analysis when $\beta$ is too small. To include the leading effect of energy conservation among emissions, one must match the NLL resummation to NLO ($\mathcal{O}(\alpha_s^2)$) splitting functions.

It should be noted that the fact that the non-perturbative analysis and the multiple emissions analysis give the same ballpark of $\beta_{\min}$ is a coincidence due to the choice of parameters that were made.

References

[1] A. Abdesselam, E. B. Kuutmann, U. Bitenc, G. Brooijmans, J. Butterworth, et al., Boosted objects: A Probe of beyond the Standard Model physics, Eur.Phys.J. C71 (2011) 1661, [arXiv:1012.5412].

[2] A. Altheimer, S. Arora, L. Asquith, G. Brooijmans, J. Butterworth, et al., Jet Substructure at the Tevatron and LHC: New results, new tools, new benchmarks, J.Phys. G39 (2012) 063001, [arXiv:1201.0008].

[3] M. H. Seymour, Searches for new particles using cone and cluster jet algorithms: A Comparative study, Z.Phys. C62 (1994) 127–138.

[4] J. Butterworth, B. Cox, and J. R. Forshaw, WW scattering at the CERN LHC, Phys.Rev. D65 (2002) 096014, [hep-ph/0201098].

[5] J. M. Butterworth, A. R. Davison, M. Rubin, and G. P. Salam, Jet substructure as a new Higgs search channel at the LHC, Phys.Rev.Lett. 100 (2008) 242001, [arXiv:0802.2470].

[6] G. Brooijmans, High pt hadronic top quark identification, Tech. Rep. ATL-PHYS-CONF-2008-008. ATL-COM-PHYS-2008-001, CERN, Geneva, Jan, 2008.

[7] J. Thaler and L.-T. Wang, Strategies to Identify Boosted Tops, JHEP 0807 (2008) 092, [arXiv:0806.0023].

[8] D. E. Kaplan, K. Rehermann, M. D. Schwartz, and B. Tweedie, Top Tagging: A Method for Identifying Boosted Hadronically Decaying Top Quarks, Phys.Rev.Lett. 101 (2008) 142001, [arXiv:0806.0848].

[9] L. G. Almeida, S. J. Lee, G. Perez, G. F. Sterman, I. Sung, et al., Substructure of high-$p_T$ Jets at the LHC, Phys.Rev. D79 (2009) 074017, [arXiv:0807.0234].

[10] M. Cacciari and G. P. Salam, Pileup subtraction using jet areas, Phys.Lett. B659 (2008) 119–126, [arXiv:0707.1378].

[11] D. Krohn, J. Thaler, and L.-T. Wang, Jet Trimming, JHEP 1002 (2010) 084, [arXiv:0912.1342].
[12] S. D. Ellis, C. K. Vermilion, and J. R. Walsh, *Recombination Algorithms and Jet Substructure: Pruning as a Tool for Heavy Particle Searches*, Phys.Rev. **D81** (2010) 094023, [arXiv:0912.0033].

[13] R. Alon, E. Duchovni, G. Perez, A. P. Pranko, and P. K. Sinervo, *A Data-driven method of pile-up correction for the substructure of massive jets*, Phys.Rev. **D84** (2011) 114025, [arXiv:1101.3002].

[14] G. Soyez, G. P. Salam, J. Kim, S. Dutta, and M. Cacciari, *Pileup subtraction for jet shapes*, arXiv:1211.2811.

[15] S. D. Ellis, C. K. Vermilion, J. R. Walsh, A. Hornig, and C. Lee, *Jet Shapes and Jet Algorithms in SCET*, JHEP **1011** (2010) 101, [arXiv:1001.0014].

[16] A. Banfi, M. Dasgupta, K. Khelifa-Kerfa, and S. Marzani, *Non-global logarithms and jet algorithms in high-\(\pt\) jet shapes*, JHEP **1008** (2010) 064, [arXiv:1004.3483].

[17] J. R. Walsh and S. Zuberi, *Factorization Constraints on Jet Substructure*, arXiv:1110.5333.

[18] H.-n. Li, Z. Li, and C.-P. Yuan, *QCD resummation for light-particle jets*, arXiv:1206.1344.

[19] M. Dasgupta, K. Khelifa-Kerfa, S. Marzani, and M. Spannowsky, *On jet mass distributions in Z+jet and dijet processes at the LHC*, JHEP **1210** (2012) 126, [arXiv:1207.1640].

[20] I. Feige, M. D. Schwartz, I. W. Stewart, and J. Thaler, *Precision Jet Substructure from Boosted Event Shapes*, Phys.Rev.Lett. **109** (2012) 092001, [arXiv:1204.3898].

[21] A. J. Larkoski, *QCD Analysis of the Scale-Invariance of Jets*, Phys.Rev. **D86** (2012) 054004, [arXiv:1207.1437].

[22] Y.-T. Chien, R. Kelley, M. D. Schwartz, and H. X. Zhu, *Resummation of Jet Mass at Hadron Colliders*, Phys.Rev. **D87** (2013) 014010, [arXiv:1208.0010].

[23] T. T. Jouttenus, I. W. Stewart, F. J. Tackmann, and W. J. Waalewijn, *Jet Mass Spectra in Higgs + One Jet at NNLL*, arXiv:1302.0846.

[24] *Measurement of jet mass and substructure for inclusive jets in \(\sqrt{s} = 7\) TeV pp collisions with the atlas experiment*, Tech. Rep. ATLAS-CONF-2011-073, CERN, Geneva, May, 2011.

[25] **ATLAS Collaboration** Collaboration, D. W. Miller, *Jet substructure in ATLAS*, Tech. Rep. ATL-PHYS-PROC-2011-142, 2011.

[26] **Light-quark and gluon jets in atlas**, Tech. Rep. ATLAS-CONF-2011-053, CERN, Geneva, Apr, 2011.

[27] **ATLAS Collaboration** Collaboration, G. Aad et al., *Jet mass and substructure of inclusive jets in \(\sqrt{s} = 7\) TeV pp collisions with the ATLAS experiment*, JHEP **1205** (2012) 128, [arXiv:1203.4606].

[28] **ATLAS Collaboration** Collaboration, *Identification and Tagging of Double b-hadron jets with the ATLAS Detector*,

[29] **ATLAS Collaboration** Collaboration, G. Aad et al., *ATLAS measurements of the properties of jets for boosted particle searches*, Phys.Rev. **D86** (2012) 072006, [arXiv:1206.5369].

[30] **ATLAS Collaboration** Collaboration, G. Aad et al., *Search for resonances decaying into*
top-quark pairs using fully hadronic decays in pp collisions with ATLAS at $\sqrt{s} = 7$ TeV, JHEP 1301 (2013) 116, [arXiv:1211.2202].

[31] ATLAS Collaboration Collaboration, G. Aad et al., Search for pair production of massive particles decaying into three quarks with the ATLAS detector in $\sqrt{s} = 7$ TeV pp collisions at the LHC, JHEP 1212 (2012) 086, [arXiv:1210.4813].

[32] Studies of the impact and mitigation of pile-up on large-$r$ and groomed jets in atlas at $\sqrt{s} = 7$ tev, Tech. Rep. ATLAS-CONF-2012-066, CERN, Geneva, Jul, 2012.

[33] Performance of large-$r$ jets and jet substructure reconstruction with the atlas detector, Tech. Rep. ATLAS-CONF-2012-065, CERN, Geneva, Jul, 2012.

[34] Measurement of the subjet multiplicity in dijet events from proton-proton collisions at sqrt(s) = 7 tev, Tech. Rep. CMS-PAS-QCD-10-041, CERN, Geneva, 2010.

[35] Jet substructure algorithms, Tech. Rep. CMS-PAS-JME-10-013, CERN, Geneva, 2011.

[36] CMS Collaboration Collaboration, Search for BSM ttbar Production in the Boosted All-Hadronic Final State, Tech. Rep. CMS-PAS-EXO-11-006, 2011.

[37] CMS Collaboration Collaboration, S. Chatrchyan et al., Shape, transverse size, and charged hadron multiplicity of jets in pp collisions at 7 TeV, JHEP 1206 (2012) 160, [arXiv:1204.3170].

[38] CMS Collaboration Collaboration, S. Chatrchyan et al., Measurement of the underlying event activity in pp collisions at $\sqrt{s} = 0.9$ and 7 TeV with the novel jet-area/median approach, JHEP 1208 (2012) 130, [arXiv:1207.2392].

[39] CMS Collaboration Collaboration, S. Chatrchyan et al., Search for a Higgs boson in the decay channel $H$ to ZZ(*) to $q\bar{q}\ell^+\ell^-$ in pp collisions at $\sqrt{s} = 7$ TeV, JHEP 1204 (2012) 036, [arXiv:1202.1416].

[40] ATLAS Collaboration Collaboration, G. Aad et al., Observation of a new particle in the search for the Standard Model Higgs boson with the ATLAS detector at the LHC, Phys.Lett. B716 (2012) 1–29, [arXiv:1207.7214].

[41] CMS Collaboration Collaboration, S. Chatrchyan et al., Observation of a new boson at a mass of 125 GeV with the CMS experiment at the LHC, Phys.Lett. B716 (2012) 30–61, [arXiv:1207.7235].

[42] T. Plehn, G. P. Salam, and M. Spannowsky, Fat Jets for a Light Higgs, Phys.Rev.Lett. 104 (2010) 111801, [arXiv:0910.5472].

[43] T. Plehn, M. Spannowsky, M. Takeuchi, and D. Zerwas, Stop Reconstruction with Tagged Tops, JHEP 1010 (2010) 078, [arXiv:1006.2833].

[44] Y. L. Dokshitzer, G. Leder, S. Moretti, and B. Webber, Better jet clustering algorithms, JHEP 9708 (1997) 001, [hep-ph/9707323].

[45] M. Wobisch and T. Wengler, Hadronization corrections to jet cross-sections in deep inelastic scattering, hep-ph/9907280.

[46] M. Wobisch, Measurement and QCD analysis of jet cross-sections in deep inelastic positron proton collisions at $\sqrt{s} = 300$ GeV.
[47] S. Catani, Y. L. Dokshitzer, M. Seymour, and B. Webber, *Longitudinally invariant Kt clustering algorithms for hadron hadron collisions*, Nucl.Phys. **B406** (1993) 187–224.

[48] S. D. Ellis and D. E. Soper, *Successive combination jet algorithm for hadron collisions*, Phys.Rev. **D48** (1993) 3160–3166, [hep-ph/9305266].

[49] J. Thaler and K. Van Tilburg, *Identifying Boosted Objects with N-subjettiness*, JHEP **1103** (2011) 015, [arXiv:1011.2268].

[50] J. Thaler and K. Van Tilburg, *Maximizing Boosted Top Identification by Minimizing N-subjettiness*, JHEP **1202** (2012) 093, [arXiv:1108.2701].

[51] C. F. Berger, T. Kucs, and G. F. Sterman, *Event shape / energy flow correlations*, Phys.Rev. **D68** (2003) 014012, [hep-ph/0303051].

[52] G. Gur-Ari, M. Papucci, and G. Perez, *Classification of Energy Flow Observables in Narrow Jets*, arXiv:1101.2905.

[53] C. Bernaciak, M. S. A. Buschmann, A. Butter, and T. Plehn, *Fox-Wolfram Moments in Higgs Physics*, arXiv:1212.4436.

[54] A. Banfi, G. P. Salam, and G. Zanderighi, *Principles of general final-state resummation and automated implementation*, JHEP **0503** (2005) 073, [hep-ph/0407286].

[55] M. Jankowiak and A. J. Larkoski, *Jet Substructure Without Trees*, JHEP **1106** (2011) 057, [arXiv:1104.1646].

[56] C. L. Basham, L. S. Brown, S. Ellis, and S. Love, *Electron - Positron Annihilation Energy Pattern in Quantum Chromodynamics: Asymptotically Free Perturbation Theory*, Phys.Rev. **D17** (1978) 2298.

[57] C. L. Basham, L. S. Brown, S. D. Ellis, and S. T. Love, *Energy Correlations in electron - Positron Annihilation: Testing QCD*, Phys.Rev.Lett. **41** (1978) 1585.

[58] C. Basham, L. Brown, S. Ellis, and S. Love, *Energy Correlations in electron-Positron Annihilation in Quantum Chromodynamics: Asymptotically Free Perturbation Theory*, Phys.Rev. **D19** (1979) 2018.

[59] D. M. Hofman and J. Maldacena, *Conformal collider physics: Energy and charge correlations*, JHEP **0805** (2008) 012, [arXiv:0803.1467].

[60] A. J. Larkoski, D. Neill, and J. Thaler, *To appear*, .

[61] G. Parisi, *Super Inclusive Cross-Sections*, Phys.Lett. **B74** (1978) 65.

[62] J. F. Donoghue, F. Low, and S.-Y. Pi, *Tensor Analysis of Hadronic Jets in Quantum Chromodynamics*, Phys.Rev. **D20** (1979) 2759.

[63] M. Cacciari, G. P. Salam, and G. Soyez, *FastJet User Manual*, Eur.Phys.J. **C72** (2012) 1896, [arXiv:1111.6097].

[64] M. Jankowiak and A. J. Larkoski, *Angular Scaling in Jets*, JHEP **1204** (2012) 039, [arXiv:1201.2688].

[65] G. C. Fox and S. Wolfram, *Tests for Planar Events in e+e- Annihilation*, Phys.Lett. **B82** (1979) 134.
[66] R. K. Ellis, D. Ross, and A. Terrano, *The Perturbative Calculation of Jet Structure in e+ e- Annihilation*, Nucl.Phys. **B178** (1981) 421.

[67] I. W. Stewart, F. J. Tackmann, and W. J. Waalewijn, *N-Jettiness: An Inclusive Event Shape to Veto Jets*, Phys.Rev.Lett. **105** (2010) 092002, [arXiv:1004.2489].

[68] C. Englert, T. S. Roy, and M. Spannowsky, *Ditau jets in Higgs searches*, Phys.Rev. **D84** (2011) 075026, [arXiv:1106.4545].

[69] Y. Bai and J. Shelton, *Composite Octet Searches with Jet Substructure*, JHEP **1207** (2012) 067, [arXiv:1107.3563].

[70] D. Curtin, R. Essig, and B. Shuve, *Boosted Multijet Resonances and New Color-Flow Variables*, arXiv:1210.5523.

[71] T. Cohen, E. Izaguirre, M. Lisanti, and H. K. Lou, *Jet Substructure by Accident*, arXiv:1212.1456.

[72] S. D. Ellis, T. S. Roy, and J. Scholtz, *Phenomenology of Photon-Jets*, Phys.Rev. **D87** (2013) 014015, [arXiv:1210.3657].

[73] J. Gallicchio and M. D. Schwartz, *Quark and Gluon Jet Substructure*, arXiv:1211.7038.

[74] S. Catani, G. Turnock, and B. Webber, *Jet broadening measures in e+e- annihilation*, Phys.Lett. **B295** (1992) 269–276.

[75] F. Pandolfi and D. Del Re, *Search for the Standard Model Higgs Boson in the H → ZZ → lllqq Decay Channel at CMS*. PhD thesis, Zurich, ETH, 2012.

[76] A. Banfi, G. P. Salam, and G. Zanderighi, *Infrared safe definition of jet flavor*, Eur.Phys.J. **C47** (2006) 113–124, [hep-ph/0601139].

[77] J. Gallicchio and M. D. Schwartz, *Quark and Gluon Tagging at the LHC*, Phys.Rev.Lett. **107** (2011) 172001, [arXiv:1106.3076].

[78] D. Krohn, T. Lin, M. D. Schwartz, and W. J. Waalewijn, *Jet Charge at the LHC*, arXiv:1209.2421.

[79] M. Dasgupta and G. Salam, *Resummation of nonglobal QCD observables*, Phys.Lett. **B512** (2001) 323–330, [hep-ph/0104277].

[80] M. Dasgupta and G. P. Salam, *Accounting for coherence in interjet E_t flow: A Case study*, JHEP **0203** (2002) 017, [hep-ph/0203009].

[81] A. Banfi, G. Marchesini, and G. Smye, *Away from jet energy flow*, JHEP **0208** (2002) 006, [hep-ph/0206076].

[82] Y. Hatta and T. Ueda, *Resummation of non-global logarithms at finite N_c*, arXiv:1304.6930.

[83] R. Appleby and M. Seymour, *Nonglobal logarithms in interjet energy flow with k_t clustering requirement*, JHEP **0212** (2002) 063, [hep-ph/0211426].

[84] Y. Delenda, R. Appleby, M. Dasgupta, and A. Banfi, *On QCD resummation with k_t clustering*, JHEP **0612** (2006) 044, [hep-ph/0610242].

[85] M. Cacciari, G. P. Salam, and G. Soyez, *The Anti-k(t) jet clustering algorithm*, JHEP **0804** (2008) 063, [arXiv:0802.1189].
[86] T. Sjostrand, S. Mrenna, and P. Z. Skands, *PYTHIA 6.4 Physics and Manual*, JHEP 0605 (2006) 026, [hep-ph/0603175].

[87] T. Sjostrand, S. Mrenna, and P. Z. Skands, *A Brief Introduction to PYTHIA 8.1*, Comput.Phys.Commun. 178 (2008) 852–867, [arXiv:0710.3820].

[88] R. Corke and T. Sjostrand, *Interleaved Parton Showers and Tuning Prospects*, JHEP 1103 (2011) 032, [arXiv:1011.1759].

[89] M. Bahr, S. Gieseke, M. Gigg, D. Grellscheid, K. Hamilton, et al., *Herwig++ Physics and Manual*, Eur.Phys.J. C58 (2008) 639–707, [arXiv:0803.0883].

[90] S. Gieseke, D. Grellscheid, K. Hamilton, A. Papaefstathiou, S. Platzer, et al., *Herwig++ 2.5 Release Note*, arXiv:1102.1672.

[91] P. Z. Skands, *Tuning Monte Carlo Generators: The Perugia Tunes*, Phys.Rev. D82 (2010) 074018, [arXiv:1005.3457].

[92] G. Corcella, I. Knowles, G. Marchesini, S. Moretti, K. Odagiri, et al., *HERWIG 6: An Event generator for hadron emission reactions with interfering gluons (including supersymmetric processes)*, JHEP 0101 (2001) 010, [hep-ph/0011363].

[93] J. Butterworth, J. R. Forshaw, and M. Seymour, *Multiparton interactions in photoproduction at HERA*, Z.Phys. C72 (1996) 637–646, [hep-ph/9601371].

[94] H.-M. Chang, M. Procura, J. Thaler, and W. J. Waalewijn, *Calculating Track-Based Observables for the LHC*, arXiv:1303.6637.

[95] G. D. Kribs, A. Martin, T. S. Roy, and M. Spannowsky, *Discovering the Higgs Boson in New Physics Events using Jet Substructure*, Phys.Rev. D81 (2010) 111501, [arXiv:0912.4731].

[96] G. D. Kribs, A. Martin, T. S. Roy, and M. Spannowsky, *Discovering Higgs Bosons of the MSSM using Jet Substructure*, Phys.Rev. D82 (2010) 095012, [arXiv:1006.1656].

[97] C.-R. Chen, M. M. Nojiri, and W. Sreethawong, *Search for the Elusive Higgs Boson Using Jet Structure at LHC*, JHEP 1011 (2010) 012, [arXiv:1006.1151].

[98] C. Hackstein and M. Spannowsky, *Boosting Higgs discovery: The Forgotten channel*, Phys.Rev. D82 (2010) 113012, [arXiv:1008.2202].

[99] J.-H. Kim, *Jet Substructure and the Search for Neutral Spin-One Resonances in Electroweak Boson Channels*, JHEP 1103 (2011) 011, [arXiv:1010.5253].

[100] Y. Cui, Z. Han, and M. D. Schwartz, *W-jet Tagging: Optimizing the Identification of Boosted Hadronically-Decaying W Bosons*, Phys.Rev. D83 (2011) 074023, [arXiv:1012.2077].

[101] J.-H. Kim, *Rest Frame Subjet Algorithm With SISCone Jet For Fully Hadronic Decaying Higgs Search*, Phys.Rev. D83 (2011) 011502, [arXiv:1011.1493].

[102] J. Gallicchio, J. Huth, M. Kagan, M. D. Schwartz, K. Black, et al., *Multivariate discrimination and the Higgs + W/Z search*, JHEP 1103 (2011) 069, [arXiv:1010.3698].
[104] J. Gallicchio and M. D. Schwartz, *Seeing in Color: Jet Superstructure*, Phys.Rev.Lett. 105 (2010) 022001, [arXiv:1001.5027].

[105] A. Hook, M. Jankowiak, and J. G. Wacker, *Jet Dipolarity: Top Tagging with Color Flow*, JHEP 1204 (2012) 007, [arXiv:1102.1012].

[106] D. E. Soper and M. Spannowsky, *Finding physics signals with shower deconstruction*, Phys.Rev. D84 (2011) 074002, [arXiv:1102.3480].

[107] L. G. Almeida, O. Erdogan, J. Juknevich, S. J. Lee, G. Perez, et al., *Three-particle templates for a boosted Higgs boson*, Phys.Rev. D85 (2012) 114046, [arXiv:1112.1957].

[108] S. D. Ellis, A. Hornig, T. S. Roy, D. Krohn, and M. D. Schwartz, *Qjets: A Non-Deterministic Approach to Tree-Based Jet Substructure*, Phys.Rev.Lett. 108 (2012) 182003, [arXiv:1201.1914].

[109] J. Alwall, M. Herquet, F. Maltoni, O. Mattelaer, and T. Stelzer, *MadGraph 5: Going Beyond*, JHEP 1106 (2011) 128, [arXiv:1106.0522].

[110] L. G. Almeida, S. J. Lee, G. Perez, I. Sung, and J. Virzi, *Top Jets at the LHC*, Phys.Rev. D79 (2009) 074012, [arXiv:0810.0934].

[111] CMS Collaboration Collaboration, *A Cambridge-Aachen (C-A) based Jet Algorithm for boosted top-jet tagging*, Tech. Rep. CMS-PAS-JME-09-001, 2009.

[112] CMS Collaboration Collaboration, *Search for High Mass tt Resonances in the All-Hadronic Mode*, Tech. Rep. CMS-PAS-JME-09-002, 2009.

[113] S. Rappoccio, *A new top jet tagging algorithm for highly boosted top jets*, Tech. Rep. CMS-CR-2009-255, CERN, Geneva, Aug, 2009.

[114] Reconstruction of high mass $t\bar{t}$ resonances in the lepton+jets channel, Tech. Rep. ATL-PHYS-PUB-2009-081. ATL-COM-PHYS-2009-255, CERN, Geneva, May, 2009.

[115] Prospects for top anti-top resonance searches using early atlas data., Tech. Rep. ATL-PHYS-PUB-2010-008, CERN, Geneva, Jul, 2010.

[116] L. G. Almeida, S. J. Lee, G. Perez, G. Sterman, and I. Sung, *Template Overlap Method for Massive Jets*, Phys.Rev. D82 (2010) 054034, [arXiv:1006.2035].

[117] D. E. Soper and M. Spannowsky, *Finding top quarks with shower deconstruction*, arXiv:1211.3140.

[118] G. Corcella, I. Knowles, G. Marchesini, S. Moretti, K. Odagiri, et al., *HERWIG 6.5 release note*, hep-ph/0210213.

[119] The ATLAS collaboration, *ATLAS Monte Carlo tunes for MC09*, Tech. Rep. ATL-PHYS-PUB-2010-002, 08 Mar 2010.

[120] S. Catani, L. Trentadue, G. Turnock, and B. Webber, *Resummation of large logarithms in e+ e- event shape distributions*, Nucl.Phys. B407 (1993) 3–42.