1. Introduction

Geometrically frustrated lattices [1–8] have exotic quantum states and rich phase diagrams since the antiparallel alignment of adjacent spins cannot be fully satisfied due to the energy competing. Among them the Shastry–Sutherland lattice (SSL) is one of the simplest systems, which alternates diagonal links located on a square lattice. Compounds with topology equivalent to SSL, such as SrCu$_2$(BO$_3$)$_2$, Yb$_2$Pt$_2$Pb [9–17], have been synthesized and provided an excellent platform to study the effects of frustration on the correlated electron systems.

Various analytical methods and numerical techniques have been employed to study the SSL [18–24]. From the viewpoint of localized two dimensional Heisenberg Hamiltonian, the original paper gave an exactly analytical solvable ground state [25], which is the production of valence-bond dimer singlets on the disjointed diagonal links when the ratio of exchange coupling on diagonal bonds and that on $x$-axes $\alpha = J_{\text{diag}}/J_x > 1.5$ [9, 10]. While for small $\alpha$, the Néel states will become the ground state since a SSL tends to degenerate to square lattice. Between the dimer-singlet state and the Néel state, many intermediate phases [10, 26–29] and the magnetization plateaus [12, 30, 31, 32] have also been reported.

The lately realized frustrated Lieb lattice [34–38] and the paradigmatic frustrated Kagomé lattice have unpredicted properties owing to the flat-band structure [30, 34, 39]. Moreover, the frustrated graphene sheets lead the system displaying a
Mott-like insulator due to the strong electron correlation [40]. SSL can be constructed as a quasi-flat-banded, frustrated and correlated electron system based on $t_1$-$t_2$-$J_1$-$J_2$ model and it motivates us to study the intriguing metal-insulator transition systematically.

Considering the itinerant electron behaviors, the $t$-$J$ model has been used to study the possible superconducting phase on SSL [29, 33], and the Hubbard model has been used to clarify the metal-insulator transition at around the half-filling [24]. However, insulator-metal phase transition on SSL at finite doping and the finite temperature is still lacking investigation theoretically as far as we have known.

In the present paper, we mainly focus on the study of intriguing insulator-metal phase transition on SSL by using a $t_1$-$t_2$-$J_1$-$J_2$ model in the framework of Slave-Boson (SB) approach [41–44]. Once the mean-field order parameters are self-consistently calculated, the band structure and Fermi surface topology can be evaluated straightforwardly. Based on the linear-response theory, the temperature dependent Drude weight proportionally to the electrical conductivity is also investigated. The effect of the finite third nearest-neighbor (n.n.) hopping term $t_3$ on the flat band structure will also be addressed in the appendix.

Besides the unfrustrated square lattice, lots of unpredicted properties will arise from the disjointed diagonal frustrated parameters $t_2$ and $J_2$ on the SSL. Strong electron–electron interaction will separate the energy bands into two subspaces at weak dopings, and the system displays an insulating state with SDW order (SDW-Ins) and absence of Fermi surface, which is robust against $t_2$, $J_2$ with tiny Drude weight. At high doping levels, the system enters into a metallic phase, which is separated as SDW metallic (SDW-M) phase and paramagnetic metallic (PM-M) phase depending on whether the staggered magnetic order is finite.

The rest of this paper is organized as follows. In section 2, we will introduce the theoretical model and the corresponding analytical formalism. The detailed calculated phase diagram is shown in section 3. In section 4, we will turn to discuss the temperature dependent effects on the calculated physical quantities. At last, a summary is given in section 5.

2. Model Hamiltonian and formula

We consider the $t_1$-$t_2$-$t_3$-$J_1$-$J_2$ phenomenological model to systematically study the frustrated SSL by using SB mean-field theory, where $t_3$ is set to zero without explicitly specified. The crystal structure of SSL is illustrated in figure 1(a). Within a unit cell, there are four inequivalent sites labeled by 1–4, the hopping integral $t_1$ and spin exchange coupling $J_1$ are on the n.n. links, and $t_2$ and $J_2$ are on the diagonal links. Generally, the $t$-$J$ model can be derived analytically from the Hubbard model in the strong coupling limit with $J = 4t^2/U$, where $U$ is the on-site Coulomb interaction in the Hubbard model. The generalized $t$-$J$ model with independent parameters of $t$ and $J$ can be used to describe the more complex systems, like SSL from the phenomenological viewpoint. In real space the Hamiltonian reads

\[ H = H_t + H_J - \mu_0 \sum_i n_i = -t_1 \sum_{\langle \langle 1 \rangle \sigma} \tilde{c}_{i\sigma}^\dagger \tilde{c}_{j\sigma} + \text{h.c.} \]

\[ -t_2 \sum_{\langle \langle 2 \rangle \sigma} \tilde{c}_{i\sigma}^\dagger \tilde{c}_{j\sigma} + \text{h.c.} - t_3 \sum_{\langle \langle 3 \rangle \sigma} \tilde{c}_{i\sigma}^\dagger \tilde{c}_{j\sigma} + \text{h.c.} \]

\[ + J_1 \sum_{\langle \langle 4 \rangle \rangle} (\tilde{S}_i \cdot \tilde{S}_j - \frac{1}{4} n_i n_j) + J_2 \sum_{\langle \langle 5 \rangle \rangle} (\tilde{S}_i \cdot \tilde{S}_j - \frac{1}{4} n_i n_j) \]

\[ - \mu_0 \sum_i n_i, \]

where $\sigma$ denotes spin, $\langle \langle \rangle \rangle$, $\langle \langle \rangle \rangle$, and $\langle \langle \rangle \rangle$ represent the n.n.n. and n.n. sites, respectively, as shown in figure 1(a), with $\tilde{S}_\sigma = \frac{1}{2} (\tilde{c}_{\sigma}^\dagger \sigma_{\alpha\beta} \tilde{c}_{\beta\sigma})$ denoting the spin operator. For a strong coupling limit and hole-doped case, $\tilde{c}_{\sigma\alpha} = c_{\sigma\alpha} (1 - n_{\rho\bar{\alpha}})$ means annihilating an electron on a single occupied site with $(1 - n_{\rho\bar{\alpha}}) \approx 1$, and $\tilde{c}_{\sigma\alpha}^\dagger = (1 - n_{\rho\bar{\alpha}}) c_{\sigma\alpha}^\dagger$ represents creating an electron on an empty site with $(1 - n_{\rho\bar{\alpha}}) \approx \delta$, $n$ representing the occupation number of real electrons and $\delta$ describing the hole-doped concentration. SB [41–44] approach allows a physical description of the electron correlated effects, by writing $\tilde{c}_{\sigma\alpha} = b_{\sigma\alpha}^f c_{\sigma\alpha}$ with $b_{\sigma\alpha}$ Boson holon operator and $c_{\sigma\alpha}$ the Fermionic spinon operator. Without double occupancy constraint, $b_{\sigma\alpha}^f + \Sigma_{\rho\bar{\alpha}} b_{\rho\bar{\alpha}}^f = 1$ has to be satisfied and is imposed on the Hamiltonian through a Lagrange multiplier, thus $\mu_0$ in equation (1) changes to $\mu$ hereafter, which is the chemical potential and controls the electronic concentrations $n_i = \sum_{\rho\bar{\alpha}} n_{\rho\bar{\alpha}} = \sum_{\rho\bar{\alpha}} f_{\rho\bar{\alpha}}^i$. After defining the staggered magnetic order $m = (-1)^i (n_{\uparrow i} - n_{\downarrow i}) / 2$, we obtain the relation $\langle n_{\rho\bar{\alpha}} \rangle = (1 - \delta) / 2 + \sigma (-1)^i m$. In the static SB approximation, the boson condensation is assumed $\langle b_{\sigma\alpha}^f b_{\sigma\alpha}^f \rangle = \delta$ since the bosonic fluctuations are suppressed.

Introducing the mean-field bond order $\chi_{ij}^y = \langle f_{i\sigma}^f f_{j\sigma} \rangle$, spin coupling interaction in mean-field level reads
where $J_0$ equals $J_1$ on the n.n. links and $J_2$ on diagonal links, otherwise it is zero, shown in figure 1(a). Since we are interested in the insulator-metal transition, the superconducting order is ignored for simplicity [45]. In the momentum $K$ space, the Hamiltonian is expressed as $\psi^\dagger [H_k - \mu] \psi$ after dropping a constant term, where $\psi^\dagger = [f_{i\uparrow}^\dagger (k)... f_{k\uparrow}^\dagger (k)]=\begin{pmatrix} J_{i\alpha}^\dagger (k)... J_{k\alpha}^\dagger (k) \end{pmatrix}$, and

$$H_k = \begin{pmatrix} H_{k\downarrow} & 0 \\ 0 & H_{k\uparrow} \end{pmatrix},$$

$$H_{k\downarrow} = \delta \begin{pmatrix} t_{13} & -2t_1 \cos k_x -t_2 e^{-i(k,x)} \\ -3t_1 \cos k_x & t_{13} \end{pmatrix},$$

$$H_{k\uparrow} = \begin{pmatrix} t_{13} & 2t_1 \cos k_x -t_2 e^{-i(k,x)} \\ -2t_1 \cos k_x & t_{13} \end{pmatrix} + \sum_{\alpha} \delta \begin{pmatrix} \Delta(x,\alpha) \sigma \alpha \chi_{\alpha} & 0 \\ 0 & \Delta(y,\alpha) \sigma \alpha \chi_{\alpha} \end{pmatrix},$$

with $A_\alpha = -2(\cos 2k_x + \cos 2k_y)$, and $K$ is restricted in the first Brillouin zone as shown in figure 1(b). In the deduction $b^\dagger b_j$ is approximated as $\delta$, and $b^\dagger b j b^\dagger b^\dagger$ is replaced by unity. In the following $\bar{l}_{11}$ and the distance between the n.n. site are set as energy unit and length unit, respectively. It is easy to prove that $\pm t_1$ will give the same energy band dispersions for the tight-binding model $H_{k\dagger}$. For the special range $k = k_0$, one of the band dispersion of $H_{k\dagger}$ has a simply analytical expression as

$$e = \delta (t_3 t_3 + t_2),$$

which is a constant for $t_3 = 0$, indicating a quasi-flat band represented by the flat segment from K to $\Gamma$ shown in figure 1(c).

Interaction Hamiltonian $H_{i\alpha}^\delta = \sum_{\alpha} \delta$ depends on spin indexes, for example $H_{i\alpha}^\delta (1, 2) = -0.5J_i (\chi^{\sigma}_{i\alpha} e^{ik} + \chi^{\sigma}_{i\alpha} e^{-ik})$, $H_{i\alpha}^\delta (2, 4) = -0.5J_i e^{i(k,x) - i(k,y)}$, where the $\chi_{i\alpha}$ and $\chi_{k\alpha}$ are on different links shown in the figure 1(a), and the diagonal element $H_{i\alpha}^\delta (1, 1)$ reads $-J_i (1 - \cos \sigma m - 0.25J_i (1 - \cos \sigma m)$.

In the Hamiltonian $H_{i\alpha}$ as well as the 20 mean-field $\chi_{i\alpha}$ are self-consistently calculated.

In the presence of a slowly varying vector potential $A$ along $x$-direction, the associated Peierls phase is $\epsilon_{\sigma \alpha} \exp i \int_0^l A(r, t) \cdot dr$, and the charge current density can be decomposed into magnetic and paramagnetic part $J_i (r) = eH_{i\alpha}^\sigma (r) + e\frac{\partial K_i (r)}{\partial A_i (r)}$, where

$$K_i (r) = -i\delta \sum_{\sigma} \lambda_i (f_{i\sigma}^\dagger f_{i\sigma} + H.c.),$$

$$J_i^\sigma (r) = -i\delta \sum_{\sigma} \lambda_i (f_{i\sigma}^\dagger f_{i\sigma} - H.c.),$$

with $i = x, y, z \pm i$. Applying the linear response theory, the Drude weight $\frac{\partial n}{\partial \omega} = \frac{1}{\Omega} n_i (q = 0, \omega \rightarrow 0) - \langle K_i \rangle_0$, a measurement of the ratio of density of mobile chargers to their mass, can be evaluated straightforwardly [46–50]. The current correlation reads $\Pi_{i\alpha} (q, \tau) = -(T \tau J_i^\sigma (q, \tau) J_i^\sigma (-q, 0))_0$ with $J_i^\sigma (q, \tau) = e^{iH_i^\sigma (q, \tau)} e^{-iH_i^\sigma (q, 0)}$, $T_r$ time ordering operator, $\tau$ imaginary time, and $J_i^\sigma (q) = \sum_{\sigma} e^{iH_i^\sigma (q)}$. Here it should be noted that for an insulating phase $D$ is close to zero, whereas $D$ is finite for a metallic phase.

The diamagnetic current $K_i$ is easy to derive since it needs to be calculated explicitly. The current correlation function is expressed as $\Pi_{i\alpha} (q, \omega) = \tau \sum_{i} \Pi_{i\alpha} (q, \omega_0 e^{-i\omega_0})$ in the Matsubara formalism. It can be expressed as

$$\Pi_{i\alpha} (q, \omega) = \sum_{k m_{\alpha \alpha}} Y_{\mu m_{\alpha \alpha}} (k) Y_{\mu m_{\alpha \alpha}} (k) (\mathcal{F} (E_{k m_{\alpha \alpha}}) - \mathcal{F} (E_{k m_{\alpha \alpha}})), \omega + (E_{k m_{\alpha \alpha}} - E_{k m_{\alpha \alpha}}),$$

(7)

by using the equation of motion, where $\mathcal{F}$ is the Fermi distribution function, $Y_{\mu m_{\alpha \alpha}} (k)$ is a lengthy straightforward function of transformation matrix $T$, obtained in the process of diagonalizing $H_k$. Through analytic continuation of $\Pi_{i\alpha} (q, \omega)|_{\omega = \omega_0 + \text{i} \delta}$, $\Pi_{i\alpha} (q, \omega)$ appearing in the expression of $D$ is obtained.

Throughout the this paper, we use the parameters of $t_1 = \pm 1$ and $J_1 = 0.3$, by following the previous studies on the square lattice [44, 45, 51, 52], and these choices do not affect on the physical discussions. The number of unit cell in the self-consistent calculation is $N = 128 \times 128$ with the accuracy less than $10^{-4}$, while in the calculations of density of state (DOS), Drude weight $D$ and the band structure are used $N = 640 \times 640$. Since there are 16 n.n. bond orders, which can be divided into two groups with $\chi_{14} = \chi_{12} = \chi_{21} = \chi_{34} = \chi_{32} = \chi_{23} = \chi_{14}$ and $\chi_{41} = \chi_{12} = \chi_{14} = \chi_{23} = \chi_{12} = \chi_{14}$ having a negligible difference, we use the average of them as parameter $\chi_{14}$, which will be used in the plots, in all calculations the exact $\chi_{14}$ is used.

3. Phase diagram at $T = 0.001$

In this section we will discuss the phase diagram of $t_1-t_2-J_1-J_2$ model at $T = 0.001$. With fixed $t_2 = 0.3$, figure 2 depicts the doping dependent mean-field order parameters for four different values of $J_2$. It shows that the diagonal bond order $\chi_{i\alpha}$ and the magnetic order $\left| m \right|$ are equal for $t_1 \pm 1$, whereas $\chi_{i\alpha}$ is equal in magnitude but has plus sign for $t_1 = 1$ and minus sign for $t_1 = -1$. The sign change of the mean-field $\chi_{i\alpha}$ along the short bond order under a hopping parameter switch $t_1 \rightarrow -t_1$ shows that the band structure remains unchanged for $t_1 = \pm 1$, therefore the sign of $t_1$ is an irrelevant quantity in our investigations. The large $J_2$ prefers to enhance $\left| \chi \right|$ but suppress $\left| m \right|$, which is ascribed to the presence of competition between kinetic energy and magnetic order. From figure 2(c) we can see that for $J_2 = 0$, $\left| m \right|$ versus $\delta$ is a smooth curve, while for $J_2 > 0.45 J_1$, $\left| m \right|$ drops to zero abruptly and corresponds to the occurrence of the first order phase transition. At zero doping all kinds of $\chi = 0$, finite doping leads to finite $\chi$ ascribing to the characteristic of itinerate electrons.

Figures 3(a) and (b) show the phase diagram on the $J_2/J_1 - \delta$ plane for fixed $t_2 = 0.3$ and 0.6, respectively. The
remarkable feature is that the area of SDW-Ins phase almost remains the same for different values of $t_2$, while the area of SDW-M phase shrinks as increasing the $t_2$. The point $J_2 = 0.9J_1, \delta = 0.1$ denoted by the hollow square locates in the SDW-M phase for $t_2 = 0.3$, where the corresponding DOS $\rho$ is finite at $\omega = 0$ with two pronounced peaks located at the edge of the spin gap (blue dotted line in figure 3(c)), while it locates in PM-M phase for $t_2 = 0.6$, with a pronounced in-gap resonance peak arising (red solid line in figure 3(c)), suggesting a highly DOS due to the vanishing $|\Delta|$.

The strong electron–electron interaction separates the energy bands into two subspaces at small dopings. For $J_2 = 0.2J_1$ and $t_2 = 0.3$, figure 3(d) shows the band dispersion along the line of high symmetric M-K-\Gamma-M for the quasi-flat band $E_{2\downarrow}$, which is the top band in the lower subspace. We find that in the SDW-Ins phase, a finite distance between the low-energy bands and the Fermi level exists, and $E_{2\downarrow}$ is much closer to the Fermi level for higher doping. Numerical calculations show that on the flat segment electron concentration is $\langle n_p(k) \rangle = 0.968, 0.881, 0.579$ for $\delta = 0.01, 0.02, 0.04$, which equals to the Fermi distribution function.

Taking $t_2 = 0.3$ as an example, we show the energy band structure in the whole energy range in figure 4. For an undoped case, the system displays an insulating phase. For $J_2 = 0$ and $\delta = 0.02$, the system is in SDW-Ins phase with band structure looking like two straight lines. At $\delta = 0.06$ (see panel (b)), the system is in SDW-M phase, and the eight bands are well separated with the flat segment of $E_{2\downarrow}$ slightly above the Fermi level. As shown in figures 4(b) and (c), the larger frustration $J_2$ will gradually suppress the height of the upper bands and diminish the SDW gap. The inset of figure 4(c) shows the corresponding Fermi surface of the SDW-M phase. For $J_2 = 0.9J_1$ and $\delta = 0.14$, the low and high energy bands will be touched, and the system will be driven into the PM-M phase with the eight bands degenerated into four bands. In all cases, the flat segment from M to \Gamma remains the same features.

The distribution function of occupation numbers in the $k$ space can be expressed as

$$n_k = 1 - \int d\omega A(k, \omega)f(\omega),$$

where the spectral function $A(k, \omega) = -\frac{1}{\pi} \text{Im} \sum G_i(k, \omega)|_{\omega=\omega+\delta+i0^+}$ is the imaginary part of the single-particle Green’s function multiplied by $-1/\pi$, giving the correlation of the electron creation and annihilation operations. For each sublattice $G_{i0}^\tau(k, \omega) = \int_0^\beta -T_\tau \langle \hat{f}_k(\tau) \hat{f}_k^\dagger(0) \rangle e^{i\omega\tau}$ is a function of transformation matrix and $G_{i0}^\tau(k, \omega) = 1/(\omega - E_{i0})$. For an interaction system single-particle Green’s function or $A(k, \omega)$ carries information about the underlying potential and no longer concentrated at single energy like that in non-interaction systems. Experimentally, the angle-resolved photoemission...
spectroscopy (ARPES) experiment is often used to detect the single-particle information and the Fermi surface topologies. To qualitatively compare with the ARPES measurements, the spectral weight is evaluated, which is obtained by integrating the spectral function \( A(k, \omega) \) times the Fermi distribution function over an energy interval of \([-0.01, 0.01]\) around \( \omega \). The corresponding Fermi surface topology is set \( \omega = 0 \) and shown in figure 5. In the SDW-Ins phase, the map of spectral weight is invisible, which is a typical feature of insulating state. For \( t_2 = 0.3 \), \( J_2 = 0.9J_1 \), and \( \delta = 0.06 \), the system locates in the SDW-M phase, the corresponding map of spectral weight is shown in figure 5(a). As doping increases to \( \delta = 0.14 \), the system located in the PM-M phase, the corresponding spectral weight is depicted in figure 5(b), which is quite different to that of figure 5(a).

At the end of this section, two remarks should be noted that phase diagram on the plane of \( t_2 - \delta \) is similar to that on the plane of \( J_2/J_1 - \delta \) shown in figure 3. For a finite hopping \( t_3 \), the area of SDW-Ins phase will shrink remarkably, and the detailed results are presented in the appendix.

4. Temperature dependence calculations

We then turn to discuss the temperature dependent properties using the parameters of \( J_2 = 0 \) and \( t_2 = 0.3 \). At sufficiently high temperature, \( |m| \) will vanish, both the SDW-Ins and SDW-M phases will transit into the PM-M phase accompanying with the disappearance of \( \Delta_{SDW} \) and \( \Delta_{FM} \). We find that all bands move downward as \( T \) is increased from 0.001 to the critical temperature of magnetic order \( T_c(m) \), accompanying with enlargement of \( |\Delta_{FM}| \). As seen from figure 6, the lower subbands of SDW-Ins phase is deep-lying the Fermi level by increasing the temperature for \( x = 0.02 \). For \( \delta = 0.06 \), it is interesting to point out that the distinct Fermi surface of \( T = 0.001 \) disappears ascribing to the increasing temperature. Besides the strong evidence from the presence of Fermi surface for metal, the electrical conductivity \( \sigma_{xx} = D\delta(\omega) \) for zero frequency electric field is also evaluated numerically to solidify the nature of a metal, where \( \delta(\omega) \) is the delta function.

For a single band system, the diamagnetic term determines the Drude weight. While for a multi-band system, the interplay among the bands below and above the Fermi level will induce a finite \( \Pi_{xx} \) even at zero \( T \) and is named as a geometric contribution \cite{35}. Figure 7(a) depicts the \( D(\delta) \) as function of doping for \( T = 0.001 \) and \( T = 0.1 \), respectively. In both cases the \( D(\delta) \) monotonously increases as a function of doping, the higher doping levels correspond to the larger \( D(\delta) \) and the more mobile charges. The Drude weight increases significantly at weak dopings, for \( \delta = 0.02 \) it is 0.004, and for \( \delta = 0.04 \) it is 0.016. For considerable large doping levels, the \( |m| \) vanishes along with zero paramagnetic current due to the touching of energy subspaces, and the \( D \) has a linear behavior versus doping. It is worth pointing out that the Drude weight is independent on the temperature at weak dopings since the two curves of \( T = 0.001 \) and 0.1 overlap for a small value of \( \delta \).

Figure 7(b) shows the \( D(T) \) as function of \( T \) for \( \delta = 0.02 \). In the SDW-Ins phase, the mobile charge remains unchanged value at various \( T < 0.15 \). As \( T \) increasing up to 0.15, the \( D(T) \) jumps discontinuously and corresponds to a PM-M phase. Except for the half-filling, the \( D \) is not exactly zero, instead of by a tiny value in the SDW-Ins phase.

Phase diagram in the plane of \( T \) versus \( \delta \) is shown in figure 8(a). As increasing the temperature \( T \) from 0.001, \( |m| \) is obviously suppressed and approached zero at \( T_c(m) \), whereas \( \chi \) has negligible change in the range of \([0.001, T_c(m)]\). The system locates in the SDW-Ins phase for \( x \leq 0.04 \) and
are zero, condensation is assumed in our discussions. As the system approaches the boundary of Fermi surface. (b) Critical temperature of bond order \( T_c(\chi) \) in the plane of \( T \) and \( \delta \). The movement of boson bond order \( \langle h_i^\dagger h_j \rangle \) follows that of fermion bond order \( \chi_{ij}^\sigma \) \([53–55]\), thus the Bosonic fluctuations only appear on a much higher energy scale and the Bonson condensation is assumed in our discussions.

Figure 8(c) depicts the \( \Delta_{SDW}(M) \) and \( \Delta_{FM}(M) \) as a function of \( T \) at the high symmetric point \( M \) when the temperature is beyond \( T_c(m) \). If the doping level is larger than 0.04, the system favors to stay in the SDW-M phase at low \( T \), and then it will enter into the PM-M phase as the temperature is increased beyond \( T_c(m) \), with large \( \delta \) corresponding to low \( T_c(m) \). In the SDW-M phase, the states located at the left side of the grey dashed line denote the absence of Fermi surface.

Figure 8(b) plots the critical temperature of \( \chi \) denoted by \( T_c(\chi) \) in the plane of \( T \) and \( \delta \), above the curve all \( \chi_0^\sigma \) are zero, which will not influence on the division of the phase diagram in panel (a), since \( T_c(\chi) \) is much higher than that of \( m \). The movement of boson bond order \( \langle h_i^\dagger h_j \rangle \) follows that of fermion bond order \( \chi_{ij}^\sigma \) \([53–55]\), thus the Bosonic fluctuations only appear on a much higher energy scale and the Bonson condensation is assumed in our discussions.

Figure 8(c) depicts the \( \Delta_{SDW}(M) \) and \( \Delta_{FM}(M) \) as a function of \( T \) at the high symmetric point \( M \) on the flat band \( E_{4,k} \) with fixed \( \delta = 0.02 \). One can see that the \( \Delta_{SDW}(M) \) monotonously decreases as \( T \) increases, while \( \Delta_{FM}(M) \) increases from 0.007, and then drops as the system approaches the boundary of PM-M phase.

5. Summary

SSL can be realized in a group of synthesized compound, where the exhibiting antiferromagnetic metallic phase has been reported within a specified range of parameters \([24]\), but the SDW-Ins phase defined in our discussions has rarely been mentioned since the flat-banded system has triggered intensive interests only recently by the realization of Lieb lattice. Based on SB mean-field theory we investigate the intriguing insulator-metal phase transition on SSL by using \( t_1-t_2-J_1-J_2 \) model. For the strongly correlated electron interactions, the lower bands and upper bands are well separated. SDW-Ins phase is resulted from the quasi-flat band in the range of \( T = [0.001, 0.15] \), \( \delta \leq 0.04 \), displaying a finite \( \Delta_{SDW} \) gap and a very tiny \( D \) as well as the absence of Fermi surface. Only at half-filling, the Drude weight is exactly zero. The increasing of frustrated hopping \( t_2 \) and interaction \( J_2 \) almost are unaffected to the SDW-Ins phase.

The appearance of PM-M phase indicates the diminishing of magnetic order. The larger \( t_2 \) and \( J_2 \) as well as the larger doping will shrink the range of SDW-M phase since magnetic order is suppressed gradually. As \( T \) is increased, the SDW-Ins phase and SDW-M phase will transit into the PM-M phase at the critical temperature. Although the Fermi surface of SDW-M phase will be immersed by higher \( T \), due to the presence of the flat-band features, the Drude weight is robust against \( T \).

Ascribing to the presence of the frustration and the special geometry of the lattice, SSL has a quasi-flat band, which localizes the electrons and leads to the appearance of SDW-Ins phase at low doping levels. The effects of doping, temperature, hopping and exchange coupling on the phase diagram of SSL are systemically studied, which provide a useful theoretical guidance for the understanding the nature of flat band and correlated insulating materials.
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Appendix. Finite \( t_3 \) destroys SDW-Ins phase

Since a finite \( t_3 \) changes the curvature of the quasi-flat band, it will affect on the SDW-Ins phase dramatically. Here we find that SDW-Ins phase almost vanishes as \( t_3 \) increased to \( | t_3 | = 0.1 \) at \( T = 0.001 \), shown in figure A1(a). Figure A1(b) shows the topmost band in the lower subspace for various \( t_3 \) at \( \delta = 0.02 \). At a small value of \( t_3 = -0.01 \), the flat segment from K to \( \Gamma \) is sloped, and the symmetry between M-K and M-\( \Gamma \)-M is broken. As further increasing \( | t_3 | \), the E_{4,k} band will be dispersive significantly. Thus we conclude that a tiny value of \( t_3 \) will shrink the area of SDW-Ins phase remarkably due to the disturbing flat band.

Although both the positive and minus \( t_3 \) will change the curvature of the flat bands, they have a different topology of Fermi surface. For the minus value of \( t_3 = -0.1 \), the pockets of Fermi surface locate at around the center point of \( \Gamma \), while for the positive value of \( t_3 = 0.1 \), the Fermi surface becomes disconnected sheets at around the four points of \( (\pm \pi/2, \pm \pi/2) \) in the first Brillouin zone. The corresponding maps of the spectral weight also have quite different patterns, which are shown in figure A2.
**References**

1. Indergand M, Honerkamp C, Läuchli A, Poilblanc D and Sigrist M 2007 Phys. Rev. B 75 045105
2. Aoki H, Sakakibara T, Shishido H, Settai R, Onuki Y, Miranović P and Machida K 2004 J. Phys.: Condens. Matter 16 L13
3. Takada K, Sakurai H, Takayama-Muromachi E, Ezumi F, Dilanina R A and Sasaki T 2003 Nature 422 53
4. Coldea R, Tennant D A, Tsvelik A M and Tylczynski Z 2001 Phys. Rev. Lett. 86 1335
5. Huang H X, Li Y Q, Gan J Y, Chen Y and Zhang F C 2007 Phys. Rev. B 75 184523
6. Yonezawa S, Muraoka Y, Matsushita Y and Hiroi Z 2004 J. Phys.: condens. Matter 15 S9
7. Lopes A A, Antônio B A Z and Dias R G 2014 Phys. Rev. B 89 235148
8. Ma J et al 2015 Phys. Rev. B 91 020407
9. Koga A and Kawakami N 2000 Phys. Rev. Lett. 84 4461
10. Zheng W, Oitmaa J and Hamer C J 2001 Phys. Rev. B 65 014408
11. Müller-Hartmann E, Singh R R P, Knetter C and Uhrig G S 2000 Phys. Rev. Lett. 84 1808
12. Kageyama H, Yoshimura K, Stern R, Mushnikov N V, Onizuka K, Kato M, Kosuge K, Slichter C P, Goto T and Ueda Y 1999 Phys. Rev. Lett. 82 3168
13. Gaulin B D, Lee S H, Haravifard S, Castellan J P, Berlinskiy A J, Dabkowska H A, Qiu Y and Copley J R D 2004 Phys. Rev. Lett. 93 267202
14. Takigawa M, Matsubara S, Horvatić M, Berthier C, Kageyama H and Ueda Y 2008 Phys. Rev. Lett. 101 037202
15. Kim M S, Bennett M C and Aronson M C 2008 Phys. Rev. B 77 144425
16. Kim M S and Aronson M C 2013 Phys. Rev. Lett. 110 017201
17. Su L and Sengupta P 2015 Phys. Rev. B 92 165431
18. Carpentier D and Balents L 2001 Phys. Rev. B 65 024427
19. Chung C H, Marston J B and Sachdev S 2001 Phys. Rev. B 64 134407
20. Läuchli A, Wessel S and Sigrist M 2002 Phys. Rev. B 66 014401
21. Ronquillo D C and Peterson M R 2014 Phys. Rev. B 90 201108
22. El Shawish S and Bonca J 2006 Phys. Rev. B 74 174420
23. Haravifard S, Dunsiger S R, El Shawish S, Gaulin B D, Dabkowska H A, Telling M T F, Perring T G and Bonca J 2006 Phys. Rev. Lett. 97 247206
24. Liu H-D, Chen Y-H, Lin H-S, Tao H-S and Liu W-M 2014 Sci. Rep. 4 4489
25. Shastry B S and Sutherland B 1981 Physica B + C 108 1069
26. Albrecht M and Mila F 1996 Europhys. Lett. 34 145
27. Corboz P and Mila F 2013 Phys. Rev. B 87 115144
28. Wang Z and Batista C D 2018 Phys. Rev. Lett. 120 247201
29. Huang H X, Chen Y, Gao Y and Yang G H 2016 Physica C 525–6
30. Farkašovský P 2018 Eur. Phys. J. B 91 74
31. Siemernesmeyer K, Wulf E, Mikeska H J, Flachbart K, Gabani S, Matus S, Priputen P, Efekolimova A and Shitevalova N 2008 Phys. Rev. Lett. 101 177201
32. Trinh J, Mitra S, Panagopoulos C, Kong T, Canfield P C and Ramirez A P 2018 Phys. Rev. Lett. 121 167203
33. Chung C-H and Kim Y B 2004 Phys. Rev. Lett. 93 207004
34. Jullka A, Peotta S, Vanhala T I, Kim D-H and Törnä P 2016 Phys. Rev. Lett. 117 045303
35. Liang L, Vanhala T L, Peotta S, Tiro T, Harju A and Törnä P 2017 Phys. Rev. B 95 024515
36. Tasaki H 1998 Prog. Theor. Phys. 99 489
37. Santos L, Baranov M A, Cirac J I, Everts H U, Fehrmann H and Lewenstein M 2004 Phys. Rev. Lett. 93 030601
38. Li Z et al 2017 (arXiv:1708.04448)
39. Kauppinen V J, Aikebaier F and Heikkilä T T 2016 Phys. Rev. B 93 214505
40. Cao Y et al 2018 Nature 556 80–4
41. Mezio A and McKenzie R H 2017 Phys. Rev. B 96 035121
42. Shih C T, Lee T K, Eder R, Mou C-Y and Chen Y C 2004 Phys. Rev. Lett. 92 227002
43. Kotliar G and Ruckenstein A E 1986 Phys. Rev. Lett. 57 1362
44. Yuan Q, Chen Y, Lee T K and Ting C S 2004 Phys. Rev. B 69 214523
45. Leung P W and Cheng Y F 2004 Phys. Rev. B 69 180403
46. Scalapino D J, White S R and Zhang S C 1993 Phys. Rev. B 47 7995
47. Scalapino D J, White S R and Zhang S C 1992 Phys. Rev. Lett. 68 2830
48. Huang H, Gao Y, Zhu J-X and Ting C S 2012 Phys. Rev. Lett. 109 187007
49. Das T, Zhu J X and Graf M J 2011 Phys. Rev. B 84 134510
50. Xiang T and Wheatley J M 1995 Phys. Rev. B 51 11721
51. Tohyama T and Maekawa S 1994 Phys. Rev. B 49 3596
52. Lee T K, Ho C-M and Nagaosa N 2003 Phys. Rev. Lett. 90 067001
53. Inaba M, Matsukawa H, Saitoh M and Fukuyama H 1996 Physica C 257 299
54. Ubbens M U and Lee P A 1992 Phys. Rev. B 46 8434
55. Gimmi T H, Lee S H, Hong S-P and Suck Salk S H 1999 Phys. Rev. B 60 6324

**ORCID iDs**

Huai-Xiang Huang https://orcid.org/0000-0003-4773-4469

**Figure A1.** For $T = 0.001$ and $t_z = 0.3$, (a) a phase diagram on $J_z/J_t = \delta$ plane for $t_t = -0.1$. (b) Variation of the top band of the low-energy space along the high symmetric k-point line M-K-F-M for $J_z = 0$ and $\delta = 0.02$, where we take the different $t_t = -0.01$, $-0.03$, $-0.1$.

**Figure A2.** The map of spectral weight of $\omega = 0$ in the k space for $T = 0.001, t_z = 0.3, J_z = 0.9 J_t, \delta = 0.06$ with (a) $t_t = -0.1$ and (b) $t_t = 0.1$.