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We report on the implementation of the Bogoliubov-de Gennes method into the JuKKR code [https://jukkr.fz-juelich.de], an implementation of the relativistic all-electron, full-potential Korringa-Kohn-Rostoker Green function method, which allows a material-specific description of inhomogeneous superconductors and heterostructures on the basis of density functional theory. We describe the formalism and report on calculations for the s-wave superconductor Nb, a potential component of the materials platform enabling the realization of the Majorana zero modes in the field of topological quantum computing. We compare the properties of the superconducting state both in the bulk and for (110) surfaces. We compare slab calculations for different thicknesses and comment on the importance of spin-orbit coupling, the effect of surface relaxations and the influence of a softening of phonon modes on the surface for the resulting superconducting gap.

I. INTRODUCTION

Superconductivity is a unique manifestation of quantum mechanics on a truly macroscopic scale and plays an important role as an ingredient for the rapidly emerging quantum technologies. An important potential application of superconductivity is the design of the topological qubit that relies on the nonabelian braiding of anyons. This topological protection promises qubits with stronger robustness to certain sources of decoherence. Such anyons can be realized as zero-energy bound states known as Majorana fermions in topological superconductors, a material class that shows exotic spinless p-wave superconductivity. To date no pure material is known that realizes this form of superconductivity, but it can be engineered in specially designed heterostructures of topological materials and s-wave superconductors. Therefore, these material combinations are prime candidates for the realization of Majorana zero modes and provide platforms to be explored in the growing field of materials research for topologically protected quantum computing.

First experimental indications of the existence of Majorana zero modes were made in form of localized states at the end of chains of magnetic Fe atoms, or in edge states at Co islands on top of the s-wave superconductor Pb. Other platforms where signatures of Majorana zero modes were predicted and observed are nanowires proximitized with a superconductor or inside Abrikosov vortices in topological superconductors. These examples illustrate that promising physical realization of Majorana zero modes require the understanding and control of interfaces and heterostructures of superconductors with materials that have a strong spin-orbit coupling and are exposed to a magnetic field or are in contact to magnetic materials.

Real experimental interfaces are however never really perfect, thickness variations, stacking faults and single defects such as vacancies or impurities leave signatures in the superconducting interface that needs to be characterized and understood. Material-specific simulations on the basis of \textit{ab initio} electronic structure theory are an important ingredient in the quest for materials that realize stable Majorana zero modes.

The adaptation of density functional theory (DFT) towards the description of superconductivity was pioneered in the late 80’s by Oliveira, Gross, and Kohn. This approach is based on an extension of the Kohn-Sham equation using the Bogoliubov-de Gennes (BdG) formalism which generalizes the mean-field BCS theory to describe the electron- and hole-like excitations of inhomogeneous superconductors. Several works followed (e.g. Refs. 16–22) which, among others, included extensions to magnetic systems or time-dependent density functional theory. In our work we follow the pragmatist approximation introduced by Suvasini et al. where superconductivity is treated as an extension to the non-superconducting solution (typically referred to as the normal state) from standard DFT for electrons. This is done in the same spirit as introducing correlation effects of localized electrons based on a Hubbard U on-site interaction within the LDA+U method.

The Korringa-Kohn-Rostoker Green’s function method (KKR-GF) offers the possibility of perfect embedding of interfaces, defects, adatoms, clusters or chains of atoms, which are all important geometries for the realization of topological qubits. With the introduction of the superconductivity we introduce a new energy scale to the DFT method. Typically the superconducting gap is in the order of a meV or less, which has to be compared to energy scales DFT methods deal with. In the normal state this are band widths in the order of 10 eV, bandgaps in the order of 0.1 to 5 eV, surface states that split off from bulk bands due to surface dipoles on scales between 0.1 to 1 eV and a spin-orbit splitting of states in the order of 0.1 to 0.3 eV. Clearly, the small energy scale introduced by the superconducting state requires a much higher numerical resolution, which translates into higher requirements on numerical truncation parameters and much more stringent requirements on the accuracy of the shape of the charge density and potential which is feasible with the KKR-GF method. Here we follow the work of Csiro et al. and implement the BdG equations in the JuKKR code that allows density functional theory calculations within the relativistic full-potential Korringa-Kohn-Rostoker Green’s function method.

We apply our implementation of the BdG formalism to the study of superconducting Nb in the bulk and in (110) oriented surfaces. Niobium is a well studied superconductor which is also widely used in the materials optimization towards topological quantum computing applications. It is a type-II s-
wave superconductor with a fairly large critical temperature of $T_c \approx 9.2 \text{K}$ and a large superconducting gap in the electronic structure of $2\Delta \approx 3 \text{meV}$. Apart from experimental studies, several ab initio electronic structure calculations are published that investigate the normal state properties \cite{21,25} or directly calculate superconducting properties.\cite{21,25,23} This abundance of previously published data allows us to benchmark our implementation.

The paper is structured as follows. In section II we introduce the Bogoliubov-de Gennes method and describe its implementation into the Korringa-Kohn-Rostoker Green’s function method. We then present applications of this formalism to Nb, both in the bulk as well as in surfaces of Nb(110) in section III. We discuss the dependence of the electronic structure and the resulting superconducting properties on the thickness of the thin films which we use as structural models for the (110) surface and comment on the effect of surface phonon softening. Finally we summarize our results and conclude in section IV.

II. METHODS

A. The Bogoliubov-de Gennes method in DFT

The Bogoliubov-de Gennes (BdG) formalism\cite{25} allows to describe superconductivity with a mean-field Hamiltonian which is suited to be combined with density functional theory (DFT)\cite{14,21,25}. In contrast to the BCS theory of superconductivity\cite{21}, this allows a multi-band description and the treatment of spatially inhomogeneous superconductors and interfaces of superconductors with non-superconductors.\cite{25} In the language of DFT we can define the BdG Hamiltonian as

$$ H_{\text{BdG}}(\mathbf{x}) = \begin{pmatrix} -\nabla^2 - E_F + V_{\text{eff}}(\mathbf{x}) & 0 \\ 0 & \nabla^2 + E_F - V_{\text{eff}}(\mathbf{x}) \end{pmatrix} + \begin{pmatrix} 0 & D_{\text{eff}}(\mathbf{x}) \\ D_{\text{eff}}^+(\mathbf{x}) & 0 \end{pmatrix}, $$

where $\mathbf{x}$ denotes a position in real space, $E_F$ is the Fermi energy, $V_{\text{eff}}$ is the effective single particle potential for the electrons and $D_{\text{eff}}(\mathbf{x})$ is the effective pairing potential (Rydberg units are used). This formulation of the pairing potential in the BdG Hamiltonian highlights the local approximation that is used for the superconducting coupling in the formalism that we adopt to the KKR-GF method. The corresponding eigenfunctions to the eigenenergies $\varepsilon_{\nu}$ ($\nu$ labels the orbital and spin degrees of freedom) of this Hamiltonian are spinors $\Psi_{\nu}(\mathbf{x}) = (u_{\nu}(\mathbf{x}), v_{\nu}(\mathbf{x}))^T$ where $u_{\nu}$ and $v_{\nu}$ denote the electron and hole like parts of the wave functions. In analogy to conventional DFT calculations for the normal state, the effective potentials in (1) are defined as\cite{30,31}

$$ V_{\text{eff}}(\mathbf{x}) = V_{\text{ext}}(\mathbf{x}) + \int \rho(\mathbf{x'}) |\mathbf{x} - \mathbf{x'}| d\mathbf{x'} + \frac{\delta E_{\text{xc}}[\rho, \chi]}{\delta \rho(\mathbf{x})}, $$

$$ D_{\text{eff}}(\mathbf{x}) = \frac{\delta E_{\text{xc}}[\rho, \chi]}{\delta \chi(\mathbf{x})}. $$

Obviously, the effective potentials depend on the exchange correlation energy functional, which in turn depends on the normal and anomalous densities ($\rho, \chi$). In this work we use the parametrization introduced by Suvasini et al.\cite{21}

$$ E_{\text{xc}}[\rho, \chi] = E_{\text{xc}}^0[\rho] - \int \chi^*(\mathbf{x}) \lambda \chi(\mathbf{x}) d\mathbf{x} $$

with the conventional exchange-correlation functional for the normal state $E_{\text{xc}}^0[\rho]$ (e.g. in the local density or generalized gradient approximation) and a semi-phenomenological coupling constant $\lambda$. For conventional phonon mediated superconductivity, $\lambda$ can be interpreted as the electron-phonon coupling constant that leads to the formation of Cooper pairs in the superconducting state. In this approximation the effective pairing potential reduces to $D_{\text{eff}}(\mathbf{x}) = \lambda \chi(\mathbf{x})$. We stress out that the coupling parameter $\lambda$ is considered local here (as evident from (3)), but can be space-dependent\cite{21} (in particular atom-dependent as in the case discussed below). Finally, the normal and anomalous densities are given by

$$ \rho(\mathbf{x}) = 2 \sum_{\nu} f(\varepsilon_{\nu}) |u_{\nu}(\mathbf{x})|^2 + \left[ 1 - f(\varepsilon_{\nu}) \right] |v_{\nu}(\mathbf{x})|^2, $$

$$ \chi(\mathbf{x}) = \sum_{\nu} \left[ 1 - 2 f(\varepsilon_{\nu}) \right] |u_{\nu}(\mathbf{x})| v_{\nu}^*(\mathbf{x}) $$

where $f(\varepsilon_{\nu})$ is the Fermi Dirac distribution that describes the occupation of the state $\nu$ at a given temperature.

In our work we incorporate the BdG formalism into the relativistic Korringa-Kohn-Rostoker Green’s function method (KKR) which is an implementation of DFT in a multiple scattering formalism.\cite{20} In the following we will refer to this development as “KKR-BdG”. More details on the BdG method and its incorporation into the KKR-BdG method in general can be found in the literature.\cite{20,25} Here we focus on those aspects of the theory that are relevant to our implementation of the KKR-BdG method into the relativistic and full-potential \textsc{Jukk} code package.\cite{25}

B. The KKR-BdG method

In the KKR-BdG formalism, we calculate the Green’s function that is defined as the resolvent of the BdG Hamiltonian $G = (H_{\text{BdG}} - E)^{-1}$. In the Lehmann representation the Green’s function is given as $G(\mathbf{x}, \mathbf{x'}; E) = \sum_{\nu}(\mathbf{x}|\Psi_{\nu}\rangle \langle \Psi_{\nu}| \mathbf{x'})/(E - \varepsilon_{\nu})$. The multiple scattering formalism of the KKR method allows to decompose the Green’s function into single-site (first and second term) and multiple scattering (last term) contributions

$$ G_{nn'}(r, r'; E) = G(X^n + r, X^{n'} + r'; E) $$

$$ = -ie \sum_{\lambda} \Theta(r-r') R_{\lambda n}(r; E) R_{\lambda n'}(r'; E) $$

$$ + \Theta(r-r') \bar{H}_{\lambda}(r; E) \bar{R}_{\lambda}(r'; E) \delta_{nn'} $$

$$ + \sum_{\Lambda, A'} \bar{R}_{\Lambda}(r; E) \bar{R}_{\Lambda A'}(E) \bar{R}_{\Lambda A'}(r'; E) $$

\[6\]
where \( r = |\mathbf{r}| \) is the distance to the cell center, \( \Theta(r) \) is the Heaviside step function, \( \kappa = \sqrt{2mE + 2mE^2/c^2}/h \) and \( \Lambda = (\ell, m, s) \) is the combined index for angular momentum \((\ell, m)\) and spin \(s\) quantum numbers. In \([4]\) we have introduced a basis of energy dependent regular and irregular wave functions \( R_\Lambda \) and \( \tilde{R}_\Lambda \) (the corresponding left solutions to the radial equations, which are needed for the expansion of the Green’s function if spin-orbit coupling is included\([22]\) are indicated by the bar-notation, \( \bar{\cdot} \)) and structure constants \( G_{\ell,m}(\tilde{\mathbf{r}}) \). Furthermore, atom-centered coordinates \( x = \mathbf{X}^n + \mathbf{r} \) (\( \mathbf{X}^n \) is the position vector of atom \( n \) in the unit cell) as well as an expansion in real spherical harmonics around the atom centers are used. We want to emphasize that the quantities in \([4]\) are vectors and matrices in the space characterized by \( \Lambda \) as well as in the particle-hole index \((\alpha)\). Single and double underscored quantities, \( \underline{\cdot} \) and \( \underline{\underline{\cdot}} \), denote vectors and matrices in \( \alpha \) and \( \Lambda \), respectively. This means that in spin, particle-hole and large-small-component space the dimensions are \( 8 \times 8 \) for the Green’s function, \( 4 \times 4 \) for the structural Green’s function and \( 8 \times 1 \) for the radial solutions.

The single-site problem of the KKR formalism (see first and second summands in \((4)\)) breaks down to finding the site-dependent wave functions \( R, \bar{H}, \bar{R} \) and \( \bar{H} \). These wave functions are the eigenfunctions to the BdG Hamiltonian of a single atom [of site \( n \) with potential \( V''(r) \)] embedded into a reference system. The reference system is traditionally the potential free space where the site-dependent wave functions are analytically known to be spherical Bessel and Hankel functions.

All wave functions are further expanded in real spherical harmonics \( Y^\Lambda(\hat{r}) = \delta_{\alpha\alpha'}\delta_{\Lambda\Lambda'}V_\alpha^\Lambda(\hat{r}) \) around the atom centers \( \mathbf{X}^n \) which gives the expansion for the regular right solution

\[ R_\Lambda^{\alpha\Lambda'}(r; E) = \sum_{\Lambda''} V_{\alpha'\alpha''}^{\Lambda''\Lambda'}(r) R_{\Lambda''\Lambda''}(r; E), \]

where \( \hat{r} = \mathbf{r}/|\mathbf{r}| \), and the irregular \((\bar{\mathbf{r}})\), regular left \((\bar{\mathbf{r}})\) and irregular left \((\bar{\mathbf{r}})\) solutions are expanded in the same way. The coefficients of the wave functions are determined by the set of coupled radial equations (dropping the site index \( n \) for simplicity)\([22]\)

\[ \sum_{\Lambda''} \left( (-1)^\alpha E - E_F - \frac{1}{2M(\mathbf{r})} \ell(\ell+1) \delta_{LL''} - \frac{d}{d\bar{r}} + \frac{1}{\bar{r}} - 2M(\mathbf{r}) \right) R_{\Lambda''\Lambda''}(r; E) = \sum_{\Lambda''} V_{\alpha'\alpha''}^{\Lambda''\Lambda'}(r) R_{\Lambda''\Lambda''}(r; E), \]

where \( M(r) \) is the relativistic mass of an electron or hole. The two components of the \( \mathbf{R} \) vector presented here correspond to the large and small relativistic components of the wave functions. In our implementation, \([8]\) is solved using the Lippmann-Schwinger equation starting from the analytically known solutions to the free space. The Lippmann-Schwinger equation is solved algebraically by expanding the radial solutions in Chebychev polynomials within radial pans.
Pauli spin-orbit coupling is an approximation that adds to the clarity of the scientific analysis of the results and allows to simplify the calculation of the radial wave functions, which speeds up the calculations significantly. This approximation has been demonstrated to agree well with the full Dirac solution of the radial equations. In the spherical harmonics basis we use, the superconducting coupling is then given by \( D(r) = \text{Tr}_L \langle |\chi_L(r)\rangle \) in general, we allow the coupling parameter \( \lambda \) to vary from one site to the next, which allows the description of heterostructures from different superconductors and non-superconductors.

From the wave functions the single-site \( t \)-matrices can be calculated with the expression

\[
t^n(E) = \int dr \bar{J}^n(r; E)V^n(r)R^n(r; E)
\]

that contains all the scattering properties of the atom \( n \) with potential \( V^n \) embedded into the reference system. For the free space as the reference system, \( \left( \bar{J}^n \right)_{\Lambda n \Lambda' n'} = \delta_{\Lambda \Lambda'} \frac{1}{2} \delta_{n n'} \). The solution for the multiple scattering part of the Green’s function requires to find the structure constants, which are given by the algebraic Dyson equation \( \bar{G} = \bar{G}_0 + \bar{t} \bar{G} \bar{t} \). Here the single-site \( t \)-matrix and thus the structure constants \( \bar{G} \) may contain off-diagonal elements in the electron/hole sub-spaces if the potential contains terms that couple the electron and hole blocks (i.e. if \( D \) does not vanish). The reference structure constants \( \bar{G}_0 \) are taken from the potential free case without superconducting coupling and are therefore diagonal in the electron/hole index \( \alpha \).

Finally, the normal density of cell \( n \) follows from the Green’s function:

\[
\rho_n(r) = -\frac{1}{\pi} \text{Im} \int_{-\infty}^{\infty} dE \text{Tr}_\Lambda \left[ f(E-E_F)G^{n,n,rr}_\Lambda(r,r;E) + \left[ 1 - f(E-E_F) \right] G^{n,hh}_\Lambda(r,r;E) \right],
\]

where the trace \( \text{Tr}_\Lambda \) acts only on \( \Lambda = (\ell, m, s) \), the ee/hh superscripts denote the electron-electron / hole-hole blocks of the Green’s function and \( f(E-E_F) \) is the Fermi Dirac distribution. Analogously, the anomalous density

\[
\chi_n(r) = -\frac{1}{\pi} \text{Im} \int_{-\infty}^{\infty} dE \text{Tr}_\Lambda \left[ \left[ 1 - 2f(E-E_F) \right] \times G^{n,n,eh}_\Lambda(r,r;E) \right]
\]

follows from the off-diagonal parts of the Green’s function in electron/hole space. In summary, the KKR-BdG self-consistency cycle consists of (i) solving the single-site problem by finding the solution to the radial equations, (ii) solving the algebraic Dyson equation for the multiple scattering part of the Green’s function and (iii) constructing the normal and anomalous densities that are finally fed back into (2). This procedure is iterated until the normal and anomalous densities are converged. However, the exponential behavior of the size of the superconducting gap with the size of the electron-phonon coupling constant \( \lambda, \Delta \sim \exp(-\frac{1}{k_B T}) \) that follows from the BCS theory limits the range of \( \lambda \) where a superconducting gap can be resolved numerically in practical calculations. This can imply that for coupling constants \( \lambda \) below a critical value, the terms that couple the electron/hole blocks in the potential may vanish during the self-consistency and the non-superconducting solution is recovered. This numerical inaccuracy can be remedied by using more \( k \)-points in the Brillouin zone integration and more energy points in an energy contour that approaches the real axis more closely, to a point where it is practically infeasible. Nevertheless, sub-meV gap sizes that are needed in practice can be done routinely and do not limit the applicability of this method for relevant systems. The energy integration in (11) and (12) is done in the complex plane which uses the analytical properties of the Green’s function.

C. Computational details

In this work we apply the KKR-BdG formalism to bulk Nb and the Nb(110) surface. To describe the Nb(110) surface we use thin films of different thicknesses as structural model. We first relax the bulk lattice constant of Nb and subsequently a 13 layer thick slab of Nb(110) using the all-electron DFT code Fleur. We find a lattice constant of 3.32 Å which is in good agreement with previous theoretical values and as well as with the experimental value of 3.30 Å. The relaxations in the Nb(110) thin film are carried out for the first three inter-layer distances only and the in-plane lattice constant as well as the position of the middle layers are kept fixed at the relaxed bulk values. The effect of the relaxation is summarized in Fig. 1. We reuse the values of the relaxed 13 layer film to model slabs of different thickness using the KKR-BdG method and study the impact of the film thickness on the superconducting state. The thin film calculations of this work are done in the slab geometry that uses periodic boundary conditions only in two directions. The layout of the series of DFT calculations we perform for this work are summarized in Figure 1, where in (a) the bcc crystal structure of bulk Nb and in (b) the (110) surface layers in the relaxed (110) thin films are shown. The amount of relaxation of the surface layers is in agreement with previous theoretical values and as well as the relaxation is in good agreement with previous theoretical values. The most pronounced effect is the inward relaxation of the surface layer which is in agreement with previous published data for the Nb(110) surface.

The KKR-BdG calculations start with a self-consistent calculation of the normal state. The Fermi level is then fixed and the BdG equations are solved self-consistently starting from the converged normal state calculation. If the value of the coupling constant is large enough, a superconducting gap will open around the Fermi level that is typically in the order of meV. The small size of the superconducting gap also implies that the anomalous density is sharply peaked around the Fermi level (see for example Fig. 3), requiring much higher energy resolution close to \( E_F \) for the energy integration in (12) than is usual for the normal-state calculations. Therefore, in the superconducting calculations we use a semi-circular en-
ergy contour integration in the complex plane with energy grid points getting exponentially denser when approaching the Fermi energy. The energy points that are closest to \( E_F \) require especially accurate calculations, which in the context of the screened KKR method\[^24\] achieve with large screening cluster sizes around each atom and a much denser \( k \)-point sampling in the Brillouin-zone integration.\[^23\] For the KKR-BdG calculations, in this work we use an angular momentum cutoff of \( f_{\text{max}} = 3 \), we include corrections for the exact shape of the cells around the atoms (i.e. full-potential calculations\[^27,28\]) and our semi-circle energy contour consist of 48 energy points. In the final KKR-BdG self-consistency cycle, a screening cluster radius of 10.05 Å (11.61 Å) is used, which includes 259 (339) sites and a dense \( k \)-mesh for the Brillouin zone integration of 100\(^3\) (100\(^2\)) for the bulk (surface) calculations. The final density of states calculations with sub-meV energy resolution are carried out for a smearing temperature of 0.1 K with a \( k \)-mesh of 400\(^3\) (100\(^2\)) for the bulk (surface) calculations.

All our DFT calculations use the GGA-PBE exchange correlation function\[^5\] for the normal state. The description of calculations in this study are orchestrated using the AiiDA-Fleur\[^50,51\] (used for the relaxations with the Fleur code) and AiiDA-KKR\[^52\] (used for the KKR-BdG calculations) plugins to the AiiDA infrastructure. Within AiiDA\[^53\] calculations are submitted to supercomputers while keeping track of all inputs/outputs and storing of the results of the calculations to a database. This keeps track of the provenance between calculations represented by a directed acyclic graph in the database which ensures reproducability of our results according to the FAIR principles of findable, accessible, interoperable, and reusable data.\[^55\] The dataset of this work including the full provenance of our calculations is made publicly available in the materials cloud repository.\[^56,57\] We point out that this dataset also contains a short tutorial for a simple example of superconducting bulk Nb using the KKR-BdG method done with AiiDA-KKR.

### III. RESULTS AND DISCUSSION

#### A. Bulk Nb

We start our discussion with the electronic structure of bulk Nb. The normal state’s electronic structure is presented in Fig. 2 (a,b) where the band structure is shown alongside the density of states (the Brillouin zone of the bcc crystal, where the high symmetry points are indicated can be found in Fig. A.1). The superconducting state is then simulated using a coupling constant of \( \lambda = 1.11 \) eV which was found to reproduce the size of the superconducting gap that was measured in a recent scanning tunneling microscopy (STM) experiment on the clean Nb(110) surface.\[^33\] This value is in good agreement with earlier results by Saunderson et al. who used \( \lambda = 1.17 \) eV for calculations based on the local density approximation (LDA).\[^25\] The corresponding density of states is shown in a small energy window around the Fermi level in Fig. 2 (c). A close inspection of the superconducting DOS reveals a shoulder at the edge of the superconducting gap (highlighted by the black arrow). This is a signature of the small gap anisotropy in Nb which agrees well with the prediction made in earlier calculation\[^24\] as well as with experimental observations.\[^23\] It is worthwhile noting that an increased temperature smearing (shown as the orange dashed line) of 1 K strongly suppresses the signature of the gap anisotropy in the DOS which may explain why no gap anisotropy is visible in the STM experiments of Ref\[^23\] that were done at 1.3 K.

The description of superconductivity within the KKR-BdG method relies on the calculation of the anomalous density (cf. \[^12\]). We will now discuss some properties of the anomalous density, which is the superconducting order parameter in the KKR-BdG formalism, and its connection to the normal state electronic structure of bulk Nb. Figure 3 shows the energy dependence of the anomalous density and the electronic density in terms of their respective density of states for superconducting bulk Niobium. On the meV energy scale the normal state DOS shows almost no variation and would be a flat line around 1.5 eV\(^{-1}\). The opening of the superconducting gap results in a coherence peak around \( E - E_F = -2 \) meV with the gap anisotropy that is discussed in Fig. 2. The coherence peak can be traced back to the anomalous density which shows the same features of the coherence peaks including gap anisotropy and the appearance of the superconducting gap. It is noteworthy that the anomalous density quickly decays in energy and has almost no contribution 10 meV away from the coherence peaks. This highlights the extreme accuracy around the Fermi level that is needed in the KKR-BdG calculations. The energy integrated and radially averaged anomalous density is shown in Fig. 3 including its decomposition into the orbital character. We see that the anomalous density mainly has contributions from the \( d \) orbitals that dominate the elec-
FIG. 2. Normal state and superconducting electronic structure of bulk Nb. For the normal state the band structure (a) is shown together with the corresponding density of states (b). The DOS in the superconducting state (c) is shown for the electron component only and it reveals the opening of a gap around $E_F$. For a high enough energy resolution (i.e. low enough smearing temperatures $T$) a gap anisotropy at $\pm 1.4 \text{meV}$ can be resolved (highlighted by the black arrow). The coupling parameter $\lambda$ was chosen such that the superconducting gap matches the experimental value ($\Delta^{\text{exp}}$ indicates position of the experimental coherence peak).\(^{(23)}\)

...tronic structure of Nb at the Fermi level. The crystal field of the bcc crystal leads to a splitting of the $d$ orbitals into lower lying $e_g$ and higher lying $t_{2g}$ states. This orbital character is recovered in the orbital decomposition of the anomalous density that is inherited from the normal state electronic structure of bulk Nb. These results highlight the importance of the normal state’s electronic structure around the Fermi level for the properties of the superconductivity and shows that the KKR-BdG method is capable of dealing with multi-band superconductors as it was pointed out by Saunderson et al.\(^{(23)}\)

We compared calculation with and without spin-orbit coupling and found no significant difference in the superconducting properties as discussed in Appendix A. Thus for the discussion in the main text we work in the scalar relativistic approximation and neglect effects of SOC in the remainder.

B. Nb(110) surfaces

We now turn our attention to the KKR-BdG calculation for Nb(110) surfaces. We start with a discussion of the electronic structure of an unrelaxed 21 layer Nb(110) thin film that is shown in Fig. 4. Figure 4(a) shows the band structure for this thin film in the normal state along paths connecting high-symmetry points of the surface Brillouin zone (SBZ, see Fig. A.1 in the Appendix). The presence of the surface leads to a projection of the bulk bands into the 2D SBZ and the finite size of the thin film leads to quantum well states which are observed as discrete lines in the band structure. The color code in Fig. 4(a) indicates the localization of the wave function throughout the thin film. This is shown in terms of the ratio of the spectral weight in the surface layer compared to the sum over all layers (red bands are localized to $\geq 80\%$ on the surface). We can see that the contributions of the surface layers to the bands that cross the Fermi energy is not significant. Therefore no strong change in the superconducting properties due to surface state is to be expected. A large number of bands cross the Fermi level which is why for the discussion of the superconducting properties we turn to the density of states integrated over the Brillouin zone that is shown layer-resolved in Fig. 4(b-g) for the normal (b-d) and superconducting state (e-g), respectively.

Lowering the coordination number due to the presence of a surface visibly changes the local electronic structure. Electrons from the $s$ and $p$ derived bands (mainly around $E - E_F = -3 \text{eV}$) leak into the vacuum and deplete the local DOS of the surface layer and the lower symmetry leads to splittings in the $d$ electron derived bands which is clearly visible around $E - E_F = -0.5 \text{eV}$. Here the superconducting state is modelled using a uniform coupling constant $\lambda$ throughout the thin film and it is scaled to reproduce the experimentally observed size of the gap. We can see that the resulting superconducting gap is largely layer independent and has the same size throughout the full 21 layer film. We have performed this analysis also for thinner films (9 and 15 layers) and compared...
the superconducting electronic structure for both relaxed and unrelaxed geometries and found always that the resulting superconducting gap shows no layer dependence (not shown here). This result may be counter intuitive as the density of states at the Fermi level does show changes with the number of layers and the relaxations that are taken into account. In order to reproduce the experimental size of the superconducting gap we used different scaling factors for the coupling constant $\lambda$ for the different thin film thicknesses and relaxations ranging from $\lambda = 1.11\, \text{eV}$ in the bulk calculation to $\lambda = 1.23\, \text{eV}$ for the relaxed surface. We can understand this from the fact that the superconducting coherence length of Niobium is much larger than the inter-layer distance in the Nb(110) thin films and also larger than the largest film thickness we considered. This is expected since the superconducting gap in the density of states in Nb(110) results from an average of the anomalous densities over distances of the length scale of the coherence length.

We can substantiate our claim of the layer independence of the superconducting gap with an analysis of the layer-dependence of the anomalous density that is shown for the 21 layer unrelaxed Nb(110) film in Fig. 5a together with the layer resolved density of states of the normal state at the Fermi energy. We can see that the average anomalous density varies by roughly 15% throughout the thin film and follows the local variation of the electronic structure as seen in the normal states DOS at the Fermi level. We stress that these variations come purely from the changes in the electronic structure as we have chosen our effective coupling constant $\lambda$ to be constant throughout the film. The values of the coupling constant $\lambda$ for the different film thicknesses and relaxations are scaled individually to reproduce the same superconducting gap size in the density of states as in the bulk. Figure 5b shows a comparison of the resulting layer resolved anomalous densities for the 21 layer thick Nb(110) with and without relaxed inter layer distances of the 3 outermost layers. The changes to the electronic structure only lead to small changes of the density of states at $E_F$ and therefore only a small renormalization of the effective coupling constant $\lambda$.

Finally we considered a spatial variation of the local electron-phonon coupling constant which is included in our formalism in the size of the effective coupling constant $\lambda$. The connection of the normal state electronic structure at the Fermi level and the electron-phonon interaction is captured in the McMillan formula,

$$\lambda_i = \frac{D_i(E_F)}{M_i\langle \omega_i^2 \rangle}$$

where $i$ is the layer index, $D_i(E_F)/\langle g_i^2 \rangle$ is the McMillan-Hopfield parameter that contains the density of states at the Fermi energy in layer $i$ and its average electron-phonon matrix element, $M_i$ is the mass of atom $i$, and $\langle \omega_i^2 \rangle$ is the average squared phonon frequency. The presence of the surface in Nb(110) introduces a softening of the surface phonons which results in a smaller average phonon frequency and consequently in an increased electron-phonon coupling constant that is roughly 50% larger in the surface layer. We use this increase in the surface electron-phonon coupling constant ($\lambda = 1.15\, \text{eV} \equiv \lambda_0$ throughout the thin film except for $\lambda = 1.5\lambda_0$ in the surface layers) and perform KKR-BdG calculations for the unrelaxed 21 layer thin film. The resulting layer resolved average anomalous density is shown in Fig. 5b (dashed orange line). The strong increase in the anomalous density of the surface layer can be attributed to the 50% increase in the coupling constant. Although the anomalous density shows such a strong modulation throughout the layers, the superconducting gap is found to be uniform over the thickness of the thin film. In order to reproduce the gap size of the bulk we had to rescale the $\lambda$ values of all layers (i.e. $\lambda_0 = 1.15\, \text{eV} < \lambda = 1.21\, \text{eV}$ for the unrelaxed film with constant coupling constant). The smaller contribution of the layers in the center of the film now counteract the increase of the electron-phonon coupling constant in the surface layers and their therefore strong increased anomalous density.

In all our calculations (i.e. with and without relaxations, constant or varying $\lambda$ throughout the layers of the thin film) we calibrated the coupling constants such that the resulting superconducting gap in the density of states reproduces the experimentally observed value from STM experiments that we also used to calibrate the coupling constant for the bulk Nb calculations. We find that the proper scaling results in an anomalous density that, if averaged over the film thickness, results in the same average anomalous density as in the bulk calculation (grey dotted line in Fig. 5b). This result supports our observation that the superconducting gap is averaged through the layers over the length scale of the superconducting coherence length.

**IV. SUMMARY AND CONCLUSIONS**

In summary, we introduce our implementation of the Bogoliubov-de Gennes method into the full-potential relativistic Korringa-Kohn-Rostoker Green function code JuKKR. We apply this to the study of the electronic structure of the s-wave superconductor Nb. We compare the normal and superconducting state of Nb both in the bulk and for the Nb(110) surface. As a structural model we use thin films of different thicknesses and we take into account the effect of relaxations of the surface layers. We comment on the implications of a surface phonon softening which both influence the superconducting order parameter (i.e. the anomalous density) but which is averaged out over the full film thickness due to the long superconducting coherence length of Nb. This results on a layer independent superconducting gap throughout slabs of different thickness.

Our approach can be generalized to the description of impurities embedded into superconductor and superconducting heterostructures where an accurate description of the atomic cells with the full-potential treatment is expected to be particularly important. Our demonstrated features of combining the accurate electronic structure, that can include spin-orbit coupling, and the Bogoliubov-de Gennes formalism that captures the behavior of an s-wave superconductor will allow us to dive into the optimization problem behind material platforms that allow the realization of Majorana fermions in solid state...
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Appendix A: Effect of spin-orbit coupling on the electronic structure of Nb and Nb(110) surfaces

In our KKR-BdG calculations for the superconducting state of bulk Nb and Nb(110) surfaces we neglect the effect of spin-orbit coupling (SOC). To justify this we first demonstrate that the normal state electronic structure of Nb around the Fermi level does not change with SOC which then does not affect superconducting properties like the average gap. Figure A.1 compares our KKR calculations for the normal state of Nb in the scalar relativistic approximation with the corresponding calculation where SOC effects are included self-consistently. The density of states of bulk Nb that is shown in Fig. A.1(a) reveals almost no visible change from the scalar relativistic (PBE) calculation to the calculation that includes SOC (PBE+SOC). We highlight the difference in the electronic structure of bulk Nb upon including SOC effects by taking the difference of the Bloch spectral function (which visualizes the band structure) of the two calculations in Fig. A.1(b). The red-black-blue color code indicates that SOC lifts some degeneracies in the electronic structure which leads to the formation of avoided crossings. The changes closest to \( E_F \) are highlighted with dashed and dotted ellipses. We want to point out that these visible changes occur not at the Fermi level but at least \( \sim 0.5 \text{ eV} \) away from \( E_F \) and therefore only leads to minimal changes of the electronic structure at \( E_F \). We can draw the same conclusion for the Nb(110) surfaces. The SOC
FIG. 5. (a) Layer dependence of the anomalous density and the density of states at the Fermi level of an unrelaxed 21 layer Nb(110) thin film with uniform coupling constant $\lambda$ throughout the thin film. The anomalous density is shown in terms of the radial average over the muffin-tin sphere around the atoms $\chi = \int_{V_{MT}} \text{Tr}_L \left[ \chi_L(r) \right] r^2 \, dr / V_{MT}$. (b) Layer resolved average anomalous density for 21 layer thick films with (i) constant $\lambda$ without structural relaxations, (ii) for the unrelaxed film with varying $\lambda$ that models surface enhancement of the electron-phonon coupling and (iii) for the relaxed film with constant $\lambda$ throughout the layers.

effect on the band structure is shown exemplary for the unrelaxed 9 layer film in Fig. A.1(e). We again see that the bands that cross the Fermi level are colored in black which means that there is a negligible change in the electronic structure at $E_F$ due to SOC.

To verify that the SOC effect can be neglected for the superconducting calculations of Nb we performed KKR-BdG calculations on top of the PBE+SOC calculations for both bulk Nb and the unrelaxed 9 layer Nb(110) surface. We compare these calculation to the ones presented in the main part of the manuscript. For this comparison we fixed the value of the coupling constant $\lambda$ and compared the average anomalous density $\chi = \int_{V_{MT}} \text{Tr}_L \left[ \chi_L(r) \right] r^2 \, dr / V_{MT}$ which is the radial average over the muffin tin sphere. Note that this directly relates to the average size of the superconducting coupling of the BdG Hamiltonian (i.e $D_{\text{eff}}$ in (1)). We find that including SOC changes $\chi$ by less than 1% both in the bulk and in the surface calculations. Therefore we conclude that SOC effects can safely be neglected for our study of bulk Nb and Nb(110) surfaces but can be vital for the correct descriptions of other materials.
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