By the hydrodynamic linear response theory, dynamical correlation functions decay as power laws along certain velocities, determined by the flux Jacobian. Such correlations are obtained by hydrodynamic projections, and physically, they are due to propagating “sound waves” or generalisation thereof, transporting conserved quantities between the observables. However, some observables do not emit sound waves, such as order parameters associated to symmetry breaking. In these cases correlation functions decay exponentially everywhere, a behaviour not captured by the hydrodynamic linear response theory. Focussing on spin-spin correlation functions in the XX quantum chain, we first review how hydrodynamic linear response works, emphasising that the necessary fluid cell averaging washes out oscillatory effects. We then show how, beyond linear response, Euler hydrodynamics can still predict the exponential decay of correlation functions of order parameters. This is done by accounting for the large-scale fluctuations of domain walls, via the recently developed ballistic fluctuation theory. We use the framework of generalised hydrodynamics, which is particularly simple in this model due to its free fermion description. In particular, this reproduces, by elementary calculations, the exponential decay in the celebrated formulae by A.R. Its, A.G. Izergin, V.E. Korepin, N.A. Slavnov (1993) and by X. Jie (1998), which were originally obtained by intricate Fredholm determinant analysis; and gives a new formula in a parameter domain where no result was obtained before. We confirm the results by numerical simulations.
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1 Introduction

Understanding dynamical behaviours of many-body systems at large scales in space-time is a particularly difficult problem of many-body physics. These behaviours are controlled by emergent degrees of freedom and are often difficult to extract from microscopic calculations, even in models with strong mathematical structures such as integrable models.
For this purpose, hydrodynamics is an extremely powerful theory. For integrable systems, the focus here, Generalised Hydrodynamics (GHD) has provided a wealth of new results in recent years [1, 2]. According to the general principle of hydrodynamics, in stationary, homogeneous, clustering states – the maximal entropy states, such as thermal or generalised Gibbs ensembles (GGE) – the propagation of “linear waves” gives simple predictions for the algebraic decay of dynamical two-point connected correlation functions [3]. Linear waves are small perturbations of the GGE in space-time, well described by linear response theory. They propagate according to Euler hydrodynamics, and mathematically lie in the tangent space to the state manifold (the tangent space is the space of extensive conserved quantities for this state). Dynamical correlation functions are then expected to decay exponentially in space-time, except at the available hydrodynamic velocities, elements of the spectrum of the flux Jacobian, where algebraic decay is found. The mechanism is that of the projection of the observables onto the conserved quantities carried by the linear waves, the so-called Boltzmann-Gibbs principle [4, 5, 6]; a rigorous theory is given in [7] for quantum chains. In integrable systems, a continuum of velocities is available, and everywhere within this continuum, the decay is in time$^{-1}$; see the review [3].

Hydrodynamic algebraic decay occurs whenever the observables “couple” to at least one linear wave: this means that their expectation values vary along the state manifold, i.e. their susceptibilities are nonzero, see [8, 9]. However, certain observables do not vary in any direction on the manifold, and hence do not couple to linear waves. These may display exponential decay throughout space-time, and the Boltzmann-Gibbs principle is not useful. This may happen, for instance, for order parameters, or more generally twist fields (both highest-weight and descendants under the local observable algebra), in thermal states and other GGEs, as order is typically destroyed at nonzero entropy. Such fields – which we will simply refer to as order parameters – have zero expectation values (at least in a neighbourhood the GGE), hence zero susceptibility. There is no general hydrodynamic theory yet for describing the exponential decay of their correlation functions.

The goal of this paper is twofold: (1) we illustrate the hydrodynamic linear response theory for integrable systems, emphasising some of its subtleties and in particular the necessity for fluid-cell averaging; and (2) we propose and verify a new hydrodynamic theory for exponential decay of order parameters.

We use the example of the XX quantum chain:

$$H = - \sum_{x \in \Lambda} \left[ \sigma_x^1 \sigma_{x+1}^1 + \sigma_x^2 \sigma_{x+1}^2 - h \sigma_x^3 \right]$$

where $\sigma_x^{1,2,3}$ are the Pauli matrices at site $x \in \mathbb{Z}$. We obtain results at infinite volumes, $\Lambda = \mathbb{Z}$. Hydrodynamic linear response is applied to correlation functions of $\sigma_x^3$ (“longitudinal”), while the new theory is applied to correlation functions of order parameters, which can be taken as $\sigma_x^1$ or $\sigma_x^2$ (“transverse”). This model is simple enough, having a free-fermionic
description, so that the hydrodynamic principles can be verified against exact known asymptotic results and numerical analysis. Yet it is nontrivial enough to illustrate the important aspects. Like hydrodynamic linear response, the new theory we propose, being based on hydrodynamics, is fully generalisable to truly interacting models, integrable or not.

The new theory for order-parameter exponential decay is based on the ballistic fluctuation theory developed in [10], and the associated theory of twist-field correlation functions proposed there. This framework is a generalisation of the ideas introduced in the context of large deviations in conformal field theory [11]. The physical principle is relatively simple: the exponential decay of the $\langle \sigma_+^x(t)\sigma_0^-(0) \rangle$ correlation function is controlled, in part, by the number of domain walls crossing between the two observables, and their fluctuations, as first proposed for the Ising model in [12, 13, 14]. The large-deviation theory is applied to this extensive, fluctuating variable (the number of domain walls). Because of the free-fermion structure underlying the XX chain, its Euler hydrodynamics, a special case of generalised hydrodynamics, is particularly simple, and hence the large-deviation theory takes a simple form. In fact, the specific form of the observables $\sigma_\pm^x$ means that they not only count domain walls, but also act as source and sink of domain walls. By the Jordan-Wigner transformation, they are fermionic descendants of the $U(1)$ twist field of the XX model. We explain how to correctly account for this, and how it gives, for certain values of parameters, an additional contribution to the exponential decay.

More recently, a number of studies appeared on the asymptotics of dynamical correlation functions in spin chains: in the transverse field Ising model for example a partial resummation of the form factor expansion leads to the asymptotic behaviour of the order parameter in the low-density regime [15]. Importantly, Fredholm determinant techniques continue to provide non-trivial results on large-time behaviour [16, 17, 18] of correlation function in spin chains: this provides a bridge between hydrodynamic based techniques and asymptotic behaviour of a certain class of Fredholm determinant which might be useful even beyond the present context of applications. We leave more careful analysis and explicit connection for later studies.

1.1 Main results

A. Longitudinal correlation and fluid-cell mean. Hydrodynamic projections describe large space-time scales\(^1\). In general, it is not sufficient to take the limit of large space-time separation in the correlation: an appropriate averaging over a mesoscopic cell \textit{in space-time} is required by the general theory [7], in order to cancel potential oscillations. Depending on the model, the fluid-cell mean described in [7] may in fact be simplified. As there is no general theory yet for when and how this simplification occurs, it is interesting to

\(^1\)Projections in fact occur on different Hilbert spaces depending on the wavelength and frequency [7, 19]; here we concentrate on zero frequency and infinite wavelength, and will discuss generalisation in a forthcoming work.
determine precisely the form fluid-cell means may take in explicit examples.

In terms of the scaled space-time variables \( \bar{x}, \bar{t} \in \mathbb{R} \), we find that a weak form of fluid-cell averaging is sufficient for the longitudinal correlator in the XX model. For all rays \( \xi = \bar{x}/\bar{t} \in \mathbb{R} \), we consider the fluid-cell mean

\[
\sigma_3^{\ell}(\bar{x}, \bar{t}) = \frac{1}{2\ell_0} \int_{-\ell_0}^{\ell_0} ds \sigma_3(\ell \bar{x} + s)
\]

as well as, for comparison, a “ray” mean, where the average is taken along the ray \( \xi \) (similar to that used in [20]), see (42). Here and below \( \bar{\sigma}_x(t) = e^{iHt}\sigma_x e^{-iHt} \). Both means involve one-dimensional fluid cells. Hydrodynamic predictions occur when \( \ell_0 \) is mesoscopic and \( \ell \) macroscopic: in the limit \( \ell_0, \ell \to \infty \) with \( 0 \ll \ell_0 \ll \ell \).

We show that for all \( \xi \in \mathbb{R} \),

\[
\langle \sigma_3^{\ell}(\bar{x}, \bar{t})\sigma_3^0(0) \rangle_c \sim \ell^{-1} S(x, t) \quad (0 \ll \ell_0 \ll \ell)
\]

where \( \langle \cdots \rangle \) is the expectation in an arbitrary GGE (see (18)). We find a nonzero result in the time-like cone \( |x| \leq 4t \):

\[
S(x, t) = \begin{cases} 
\frac{1}{2\pi} \frac{n_+(1-n_+) + n_-(1-n_-)}{\sqrt{t^2 - (x/4)^2}}, & \xi = x/t \in (-4, 4) \\
0, & \text{otherwise}
\end{cases}
\]

where

\[
n_\pm = \frac{1}{e^{w(k_\pm)} + 1}
\]

is the generalised Fermi factor. Here \( k_\pm \equiv k_\pm(\xi) \in (-\pi, \pi) \) are the two distinct values of \( k \) solving \( v(k) = \xi \) with \( v(k) = E'(k) = 4 \sin(k) \) being the velocity of the quasi-particles, where \( E(k) = 2(h - 2 \cos(k)) \) is the dispersion relation of the Hamiltonian (1). The ordinary thermal case at inverse temperature \( \beta \) is recovered using \( w(k) = \beta E(k) \).

The result (3) with (4) indicates that for \( |\xi| < 4 \) a well-defined power-law asymptotic in \( \ell^{-1} \) emerges, for \( |\xi| > 4 \) the decay is faster than \( \ell^{-1} \), and for \( |\xi| = 4 \) it is slower. It is obtained by Wicks theorem, and, as we show, agrees with the predictions from hydrodynamics, confirming that a weak notion of fluid-cell mean is sufficient. It is important to remark that without fluid-cell averaging, the asymptotic (3) is incorrect, as there are additional oscillatory terms, see (41). In section 3.2, we also show that the ray mean is a good fluid-cell mean except for an infinite set of rays of measure zero, where oscillatory terms remain; this is the case generically for one-dimensional means involving the discrete space direction. We finally remark that in fact, no averaging is required in the region \( |x| \geq 4t \) for (3) to hold, and that at \( |\xi| = 4 \), the power law is \( \ell^{-2/3} \) and it is non-oscillatory (see (50)).
B. Exponential decay of order-parameter correlation. The proposed hydrodynamic theory for order parameters allows us to obtain the exponential decay of the more technically involved “transverse” correlation function. In this case, we obtain

$$\left| \langle \sigma_{\ell}^+ (\ell t) \sigma_{0}^- (0) \rangle \right| \approx e^{\ell F(\bar{x}, \bar{t})}$$

in all regions of space-time. The formula means that the leading large-$\ell$ asymptotic behaviour of the logarithm of both sides agree. Although, we obtain certain oscillating factors as well, taking the absolute value omits them as we want to focus on exponential decay only for the moment. Note that by the unbroken spin-flip symmetry, it is not necessary to take the connected correlation function, and

$$\langle \sigma_{x}^+ (t) \sigma_{0}^- (0) \rangle^c = \langle \sigma_{x}^+ (t) \sigma_{0}^- (0) \rangle = \langle \sigma_{x}^1 (t) \sigma_{0}^1 (0) \rangle / 2 = \langle \sigma_{x}^2 (t) \sigma_{0}^2 (0) \rangle / 2.$$ 

For the correlation function (6) in thermal states, known approaches in the XX model and other spin models with free-fermion structures are either approximate [12, 13, 14], or exact but technically involved [21, 22, 23]. The hydrodynamic theory we propose is much more direct, and translates the simple physical principles underlying exponential decay into an exact formula. Interestingly, to our knowledge, at space-like distances $|x| > 4 t$, exact results have been obtained in the literature only for moderate magnetic field $|h| < 2$ (gapless regime). In the gapped case $|h| > 2$, we find a new expression for $F(\bar{x}, \bar{t})$. Overall, at inverse temperature $\beta$, and without loss of generality considering $t > 0$,

$$F(x, t) = \begin{cases} f_{x,1}[\beta E] & (|\xi| \leq 4) \\ |x| f_{1,0}[\beta E] & (|\xi| > 4, \ |h| \leq 2) \\ - |x| \min (\arccosh(h/2), M_\xi) + |x| f_{1,0}[\beta E] & (|\xi| > 4, \ |h| > 2) \end{cases}.$$  

Here, $M_\xi = \arccosh(\xi/4) - \sqrt{1 - \frac{16}{\xi^2}}$ and we have defined a free-energy-type functional of the state, thermal in this particular case, as (see also eq. (60) for a generalised version)

$$f_{x,t}[\beta E] = \int_{-\pi}^{\pi} \frac{dk}{2\pi} |x - v(k)t| \log \left| \tanh \frac{\beta E(k)}{2} \right|.$$ 

This agrees with the exponential part of the celebrated formulae by A.R. Its, A.G. Izergin, V.E. Korepin, N.A. Slavnov [24], and by X. Jie [25], in their stated parameter domains: $|h| < 2$ in the whole spacetime for the former, $|h| > 2$ and $|x| > 4t$ for the latter.

In the work [24], the correlation function is written as a product of two contributions: one coming from the Jordan-Wigner string, represented as a Fredholm determinant, and another contribution depending on a “potential”. Below we will make a similar ansatz that leads to formula (7). We believe comparison between certain formulae of Ref. [24] and ours are illuminating. The representation of correlation functions as quantities satisfying non-linear integrable PDEs, and using Fredholm determinants, is exact. Then, on one side, the asymptotic of these can be obtained by application of non-linear steepest descent [26] to the associated Riemann-Hilbert problem [27], while on the other, our results show
that there are purely Euler hydrodynamic arguments for such asymptotic. For convenience we collect some of the main observations from the PDE / Fredholm determinant side in Appendix A.

Finally, note how the formula for $F(x,t)$ takes a different appearance in the space-like gapped regime hitherto not studied; this is, in fact, an analytic continuation in $h$ from the gapless regime $|h| < 2$. The above formula has been verified numerically in the literature [28], surprisingly, only in the regime $h < 2$. We provide verifications in a larger regime of parameters and in both space-like and time-like regions. We also obtain formulae in arbitrary GGEs, see Section 4.4 and Eq. (112) in Appendix C.

1.2 Organisation of the paper

In section 2 we review the basic solution to the XX model and state the problem. In section 3 we review the hydrodynamic linear response theory (hydrodynamic projection theory), and show that it correctly predicts the asymptotics of the longitudinal correlation function. In section 4 we review the ballistic fluctuation theory, explain how it can be used to evaluate the transverse correlation functions in the XX model, and compare the results with numerical simulations. Finally, we conclude in section 5.

2 The XX model and statement of the problem

The XX spin chain (1) is one the simplest examples of exactly solvable one-dimensional models, a special case of the more general XY spin model introduced and solved in [29]. Consider the system on a finite periodic lattice $\Lambda = \{0, 1, \ldots, N-1\}$. The Hamiltonian is diagonalisable by means of a Jordan-Wigner transformation and Fourier transform. The relevant spin matrices are written as

$$\sigma^+_x = \frac{1}{2}(\sigma^1_x + i\sigma^2_x) = \exp \left( i\pi \sum_{y=0}^{x-1} a_y^\dagger a_y \right) a_x^\dagger, \quad \sigma^-_x = (\sigma^+_x)^\dagger, \quad \sigma^3_x = 2a_x^\dagger a_x - 1$$

in terms of canonical complex fermions $a_x$, with $\{a_x^\dagger, a_y\} = \delta_{x,y}, \quad \{a_x, a_y\} = 0$. This preserves the $su(2)$ algebra and structure of its spin-1/2 representation. The Hamiltonian is made quadratic, taking a different form on the sectors with even and odd fermion numbers,

$$H = P_+H_+ + P_-H_-, \quad P_\pm = \frac{1}{2} \left(1 \pm (-1)^\Omega\right)$$

where the projectors are expressed in terms of the fermion number $\Omega = \sum_{x=0}^{N-1} a_x^\dagger a_x$. The even and odd Hamiltonians are

$$H_\pm = -2 \sum_{x=0}^{N-1} \left[ a_x^\dagger a_{x+1} + a_{x+1}^\dagger a_x + ha_x^\dagger a_x \right] + hN$$
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where, implicitly, the boundary condition is anti-periodic (even sector, +) or periodic (odd sector, −), $a_{x+N} = (-1)^{x+1}a_x$. A Fourier transform diagonalises the Hamiltonian,

$$ a_x = \frac{1}{\sqrt{N}} \sum_{k \in \Gamma_{\pm}} e^{ikx} c_k, \quad \{c_k^+, c_l\} = \delta_{k,l}, \quad \{c_k, c_l\} = 0 \quad (12) $$

where the momentum sets are such that the (anti-)periodicity condition is satisfied, $\Gamma_+ = \{j \Delta k : j = [-N/2], \ldots, [N/2] - 1\}$ and $\Gamma_- = \{j \Delta k : j = [-N/2] + 1/2, \ldots, [N/2] - 1/2\}$ for $\Delta k = \frac{2\pi}{N}$ (with $|\Gamma_{\pm}| = N$). This gives the dispersion relation $E(k)$:

$$ H_{\pm} = \sum_{k \in \Gamma_{\pm}} E(k)c_k^+c_k, \quad E(k) = 2(h - 2 \cos(k)) \quad (13) $$

In each sector, the Fourier modes evolve as

$$ c_k(t) := e^{iH_{\pm}t}c_k^{}e^{-iH_{\pm}t} = e^{-iE_kt}c_k^{}, \quad c_k^+(t) := e^{iH_{\pm}t}c_k^+e^{-iH_{\pm}t} = e^{iE_kt}c_k^+ \quad (k \in \Gamma_{\pm}) \quad (14) $$

The states of interest are the generalised Gibbs ensembles (by definition, these are the states that are stationary, homogeneous, and clustering at large distances), with the density matrix fully fixed by a function $W : \Gamma_{\pm} \ni k \to W_k \in \mathbb{R}$,

$$ \rho = \frac{1}{Z} \left( P_+ e^{-\sum_{k \in \Gamma_+} W_k c_k^+ c_k} + P_- e^{-\sum_{k \in \Gamma_-} W_k c_k^+ c_k} \right) \quad (15) $$

where $Z$ is such that $\text{Tr} \rho = 1$. The case

$$ W_k = \beta E(k) \quad (16) $$

is the thermal state at temperature $\beta^{-1}$.

We are interested in the infinite-length limit $N \to \infty$, where we have, in both sectors,

$$ a_x = \int_{-\pi}^{\pi} \frac{dk}{\sqrt{2\pi}} e^{ikx} c(k), \quad \{c^+(k), c(l)\} = \delta(k-l), \quad \{c(k), c(l)\} = 0, \quad x \in \mathbb{Z} \quad (17) $$

Assuming that there is a function $w(k)$ that is continuous or continuous by part, and such that $w(k) = W_k \ \forall \ k \in \Gamma_{\pm}, \ \forall N$, this simplifies the density matrix to

$$ \rho = \frac{1}{Z} \exp \left[ -\int_{-\pi}^{\pi} dk \ w(k)c^+_k(k)c_k^{}(k) \right] \quad (18) $$

The correlation functions whose asymptotics we are looking to evaluate are

$$ \langle \sigma^3_x(t)\sigma^3_0(0) \rangle^c = \text{Tr} \left( \rho \sigma^3_x(t)\sigma^3_0(0) \right) - \left( \text{Tr} \left( \rho \sigma^3_0 \right) \right)^2 \quad (19) $$

$$ \langle \sigma^+_x(t)\sigma^-_0(0) \rangle = \text{Tr} \left( \rho \sigma^+_x(t)\sigma^-_0(0) \right) \quad (20) $$
where the nomenclature refers to the direction of the spin component with respect to the magnetic field. We are looking for the asymptotic regime

\[ x = [\ell \bar{x}], \quad t = \ell \bar{t}, \quad \ell \to \infty. \tag{21} \]

More precisely, we wish to evaluate the asymptotic (3) under the fluid-cell means (2) and (42), and the asymptotic (6).

Below, for simplicity we assume that \( w(k) \) is a continuous and periodic function on the interval \( k \in [-\pi, \pi] \) – that is, continuous on the interval seen as a topological circle. In fact, all results hold as well if it is continuous by part on the circle, as long as its evaluation at a point of discontinuity \( k_* \) is assigned to the average of the left- and right-limits \( w(k_*) = \frac{1}{2} (\lim_{k \to k_*^-} w(k) + \lim_{k \to k_*^+} w(k)) \), although this requires additional justifications that we will omit.

### 3 Longitudinal correlators from hydrodynamic projections

The leading asymptotics of the longitudinal correlation function \( \langle \sigma_x^3(t) \sigma_0^3(0) \rangle_c \) in space-time can be predicted by the standard hydrodynamic linear response theory. In this section we explain how this is done, and we compare with the result of the elementary computation using Wick’s theorem, confirming the hydrodynamic theory and leading to (4). We show that the general form of the fluid-cell averaging, described in (26), can here be simplified to (2) and (42) for this hydrodynamic result to hold.

#### 3.1 Fluid-cell averages and hydrodynamic projections

Correlation functions in many-body quantum and classical systems can be analysed at the Euler scale using the hydrodynamic description of the system. The Euler scale is that in which space and time are taken to be large, simultaneously. The hydrodynamic theory gives predictions for correlation functions of local (or quasi-local) observables at the Euler scale in stationary, homogeneous, clustering states like those described in (18) for free theories. The latter are states which are invariant under time and space translations, and in which averages of observables factorise in the limit where they are placed at large spatial separation. Here we assume that clustering is fast enough, but we omit a detailed description of the requirements on the state; see for instance [7] for a rigorous treatment of Euler-scale correlation functions, [30] for extension to inhomogeneous settings and [3] for a review of the theory of correlation functions in GHD, of which the discussion below is a special case.

The prediction from hydrodynamics is based on the available conservation laws admitted by the system. Consider a quantum chain on \( \mathbb{Z} \) admitting \( N \) conservation laws

\[ \partial_t q_i(x, t) + j_i(x + 1, t) - j_i(x, t) = 0, \tag{22} \]
where \( q_i \) and \( j_i \) are the conserved densities and currents, respectively. We assume for simplicity that the state is invariant under the action of all total charges \( Q_i = \sum_{x \in \mathbb{Z}} q_i(x) \), that is \( \langle [Q_i, \cdots] \rangle = 0 \), although this is not a necessary condition for the hydrodynamic theory to apply. Consider the following covariance matrices:

\[
C_{ij} = \sum_{x \in \mathbb{Z}} \langle q_i(x) q_j(0) \rangle^c, \quad B_{ij} = \sum_{x \in \mathbb{Z}} \langle j_i(x) q_j(0) \rangle^c.
\] (23)

Both matrices are symmetric; this is evident for \( C \), less so for \( B \) but a proof can be found in [31] for instance. Consider also the “flux Jacobian”

\[
A^j_i = \sum_k B_{ik} C^{kj} \] (24)

where we denote the inverse matrix with upper indices, \( \sum_k C^{ik} C_{kj} = \delta^i_j \). For any local observable \( o \), construct the vector

\[
V^o_i = \sum_{x \in \mathbb{Z}} \langle q_i(x) o(0) \rangle^c.
\] (25)

In particular, for conserved densities and currents we have \( V^q_i = C_{ik} \) and \( V^j_i = B_{ik} \).

The hydrodynamic prediction is for the correlation function of fluid-cell means \( \overline{\sigma}_{1,2}(x, t) \) of local observables \( o_1(x, t) \) and \( o_2(x, t) \). There are various ways of expressing the fluid-cell means (see [7]), but one way is to average over an appropriate space-time fluid cell. For our purpose, consider a family of closed time intervals \( I_x \subset \mathbb{R} \) (which may be single points), one for each position \( x \in \mathbb{Z} \) on the chain. Then a fluid cell is a set \( \Upsilon = \bigcup_{x \in I_x} (x, \ell_1, \ell_2) \subset \mathbb{Z} \times \mathbb{R} \) in space-time, with \( \ell_1, \ell_2 \geq 0 \), and the fluid-cell mean is the average over the fluid cell \( \Upsilon + (x, t) \):

\[
\overline{\sigma}(x, t) = \frac{1}{\ell_2 + \ell_1 + 1} \sum_{y = -\ell_1}^{\ell_2} \frac{1}{|I_y|} \int_{I_y} ds o(x + y, t + s). \] (26)

The fluid cell is taken to be “mesoscopic”. That is, the parameters \( \ell_1, \ell_2 \) and \( I_x \) are taken to be dependent on an “observation scale” \( \ell \), such that the linear extent \( \ell_0 \) of the fluid cell, say \( \ell_0 = \max\{\ell_1, \ell_2, |t| : t \in \bigcup_{x \in \mathbb{Z}} (x, I_x) \} \), is monotonically increasing with \( \ell \) but much smaller, \( \lim_{\ell \to \infty} \ell_0/\ell = 0 \). The hydrodynamic prediction is that for \( \ell_1, \ell_2 \) and the intervals \( I_x \) growing fast enough with \( \ell \) (typically \( \ell_0 \to +\infty \) fast enough, but within the mesoscopic constraint), the correlation function of fluid-cell means, times the scale \( \ell \) of the space-time positions, has a limit expressible solely in terms of the hydrodynamic matrices \( C, A \) and the vectors \( V^o_1, V^o_2 \), as follows:

\[
S_{o_1 o_2}(\bar{x}, \bar{t}) := \lim_{\ell \to \infty} \ell \langle \overline{\sigma}_1(\ell \bar{x}, \ell \bar{t}) o_2(0, 0) \rangle^c = V^o_1 \cdot C^{-1} \delta(\bar{x} - A \bar{t}) V^o_2.
\] (27)

Note that it is sufficient, by space-time translation invariance, to average over the positions of a single observable. Expression (27) is a hydrodynamic projection formula, where \( V^o_1 \)
and $V^{\alpha}$ represent the projection of $o_1$ and $o_2$ onto conserved quantities, and $C^{-1}\delta(\bar{x} - A\bar{t})$ represents the propagation of hydrodynamic modes. This precise statement is expected to hold but has not be shown rigorously. A mathematically rigorous expression of a slightly different but related hydrodynamic projection statement is proven, see [7].

The flux Jacobian can be shown to be diagonalisable and to have a real spectrum. For $N$ finite, the limit in (27) is a generalised function of the scaled space-time coordinates $\bar{x}$, $\bar{t}$, concentrated on the space-time rays of velocities equal to the eigenvalues $v^{\text{eff}}_i$ of $A$. These eigenvalues are therefore interpreted as the velocities of propagation of linear disturbances on top of the fluid, which give rise to the leading (Euler-scale) correlations. If the state takes the Gibbs form, with density matrix

$$\rho = \frac{1}{Z} \exp \left( - \sum_i \beta^i Q_i \right),$$

(28)

then, by using the chain rule to change to the $\beta^i$ coordinates, one observes that $A^i_j = \frac{\partial(q^i_j)}{\partial(q^j_i)}$, which justifies the name “flux Jacobian”.

The application of these general principles to GHD was done in [8], see the review [3] and references therein. As the XX model has a free fermion structure, GHD simplifies drastically, see [32]. The state (18) is stationary and homogeneous, and one can show that it is clustering as long as $w(k)$ has appropriate analytic properties; in particular, if $w(k)$ is analytic on the real line, then the two-point functions of fermions are exponentially decaying. The states (18) are in fact the generalised Gibbs ensembles, and on these states one may apply the hydrodynamic theory of correlation functions.

Given the state (18), one may construct the occupation function

$$n(k) = \frac{1}{1 + e^{w(k)}},$$

(29)

All local conserved quantities, such as the Hamiltonian, have the form

$$Q_i = \int_{-\pi}^{\pi} dk \ h_i(k) c^\dagger(k) c(k)$$

(30)

where the function $h_i(k)$ is the one-particle eigenvalue of $Q_i$. The index $i$ indexes any chosen (discrete, say) basis of the set of conserved quantities. The average densities may be evaluated by going back to a finite system, with discrete values of $k$, density matrix (18) and $Q_i = \sum_{k\in\Gamma_+ \cup \Gamma_-} h_i(k) c^\dagger_k c_k$, and by evaluating $\lim_{N \to \infty} \langle Q_i \rangle / N$. The currents also take a universal form [32, 33]. The result is the standard one of GHD (see e.g. [1, 2] as well as [34, 35, 36, 37, 38, 39] for other derivations),

$$\langle q_i \rangle = \int_{-\pi}^{\pi} \frac{dk}{2\pi} n(k) h_i(k), \quad \langle j_i \rangle = \int_{-\pi}^{\pi} \frac{dk}{2\pi} v(k) n(k) h_i(k)$$

(31)
where the group velocity is
\[ v(k) = E'(k) = 4\sin(k). \]  
(32)
The covariance matrices are evaluated by standard statistical mechanics methods, for instance
\[ C_{ij} = \int_{-\pi}^{\pi} \frac{dk}{2\pi} n(k)(1 - n(k))h_i(k)h_j(k). \]  
(33)
The flux Jacobian is diagonalised by passing to the continuous basis of the Fourier modes, and one has
\[ \sum_j A_j^i h_j(k) = v(k)h_i(k). \]  
(34)
Thus the spectrum of \( A \) is the interval \([-4, 4]\).

3.2 Hydrodynamics reproduces the Wick-theorem, saddle-point result
As the total spin shifted by a constant is twice the total number of fermions,
\[ Q_0 := \frac{1}{2} \sum_{x=0}^{N-1} (\sigma_x^3 + 1) = \Omega, \qquad q_0(x) \equiv q(x) = \frac{1}{2}(\sigma_x^3 + 1) = a_x^\dagger a_x \]  
(37)
and thus a conserved quantity, we may use the above theory in order to predict the asymptotics of the correlation function of its density \( \langle q(x, t)q(0, 0) \rangle \) at the Euler scale. The

\[ S_{q_i,q_j}(x,t) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \delta(x - v(k)t)n(k)(1 - n(k))h_i(k)h_j(k) \]  
(35)
\[ = \begin{cases} \frac{1}{2\pi\sqrt{16\ell^2 - x^2}} \sum_{\sin(k_{\pm}) = \xi/4} n(k_{\pm})(1 - n(k_{\pm}))h_i(k_{\pm})h_j(k_{\pm}) & (|x/t| \leq 4) \\ 0 & (|x/t| > 4). \end{cases} \]  
(36)
For \(|x/t| < 4\), as the result is a finite ordinary function, and not a generalised function, the hydrodynamic prediction is therefore that the mean-observable correlation function decays as \( 1/\ell \),
\[ \langle q_i(\ell \bar{x}, \ell \bar{t})q_j(0, 0) \rangle \sim \ell^{-1}S_{q_i,q_j}(\bar{x}, \bar{t}) \quad (\ell \to \infty, \ |x/t| < 4). \]  
(36)
For \(|x/t| > 4\), the result for \( S_{q_i,q_j}(x,t) \) vanishes, meaning that the decay is faster than \( \ell^{-1} \). For \(|x/t| = 4\), the result diverges, meaning that the decay is slower than \( \ell^{-1} \).
constant shift does not affect connected correlation functions, which then boils down to 
\( \frac{1}{4} \langle \sigma_3^+(t) \sigma_3^+(0) \rangle^c \). In the general result (36), the required ingredients, besides the occupation function, is the one-particle eigenvalue \( h_0(k) \equiv h(k) \) corresponding to this conserved quantity. Clearly, for a single fermion the eigenvalue of \( \Omega \) is \( h(k) = 1 \), and hence the prediction reproduces (4).

The longitudinal correlation function, as given in (19), can also be evaluated by a direct microscopic calculation using Wick’s theorem. The last formula in (9) and space-time translation invariance give the connected longitudinal correlation function

\[
\langle \sigma_3^3(t) \sigma_3^3(0) \rangle^c = 4 \langle a_x^\dagger(t) a_x(t) a_0^\dagger(0) a_0(0) \rangle - 4 \langle a_0^\dagger(0) a_0(0) \rangle^2
\]

which gives by Wick’s theorem

\[
\langle \sigma_3^3(t) \sigma_3^3(0) \rangle^c = 4 \langle a_x^\dagger(t) a_0(0) \rangle \langle a_x(t) a_0^\dagger(0) \rangle.
\]

We work directly in the thermodynamic limit as prescribed in Eq. (17). Using \( \langle c^\dagger(k) c(l) \rangle = \delta(k-l) n(k) \) and \( \langle c(k) c^\dagger(l) \rangle = \delta(k-l)(1-n(k)) \), we obtain

\[
\langle \sigma_3^3(t) \sigma_3^3(0) \rangle^c = 4 \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{dk dl}{(2\pi)^2} e^{-i(k-l)x+i(E(k)-E(l))t} n(k)(1-n(l)).
\]

We consider \( t > 0 \) for simplicity.

Inside the light-cone, that is when \( \xi = \bar{x}/\bar{t} \in (-4, 4) \), the asymptotic regime (21) is obtained by a stationary phase analysis taking \( x \) and \( t \) both of order \( \ell \gg 1 \). The result, derived below, is a power law decay with power \(-1\), in agreement with (3). Away from the light-cone, \(|\xi| > 4\), as the stationary phases do not lie on the integration region, the vanishing is faster, thus the second line of (4) holds. Its precise form depends on the analytic structure of \( n(k) \). For instance, if \( n(k) \) is analytic on \([-\pi, \pi]\), the asymptotic is obtained by contour deformation and the vanishing is at least exponential; this is because everywhere on \([-\pi, \pi]\), the phase derivative is either positive or negative (since it is never zero), and hence there is a purely imaginary direction in which an infinitesimal displacement gives a real decaying exponential. We omit the general analysis of the case \(|\xi| > 4\) here for simplicity. At \(|\xi| = 4\), the stationary phase analysis must be modified, leading to a slower decay, as we explain below.

### 3.2.1 Case \(|\xi| < 4\)

In the asymptotic regime (21), no matter the specific fluid-cell mean, we may perform a saddle point analysis. The exponential in (40) admits, for both the \( k \) and \( l \) integration, a set of two stationary points \( k_\pm = k_\pm(\xi) \) on the integration intervals, given by \( k_\pm(\xi) = \arcsin(\xi/4) \in (-\pi/2, \pi/2) \) and \( k_\pm = \text{sgn}(k_+) \pi - k_+ \), which solve the saddle-point equation \( E'(k_\pm) = \xi \). Using the fact that \( E''(k_\pm) = \pm \sqrt{16 - \xi^2} \) and \( E(k_+) - E(k_-) = -2\sqrt{16 - \xi^2} \),
the result may be written, with $x = \xi t$, as

$$
\langle \sigma^3_x(t + s) \sigma^3_0(0) \rangle^c = \frac{2}{\pi \sqrt{16t^2 - x^2}} \sum_{a=\pm} n_a \left( 1 - n_a + ai(1 - n_{-a})(-1)^x e^{-2ai(k_x x + (t+s)\sqrt{16 - \xi^2})} + O(t^{-1}) \right)
$$

(41)

where $n_\pm = n(k_{\pm})$.

We show that after fluid-cell averaging this reproduces (4). We consider two types of fluid-cell averaging. We show that (I) the “time” mean (2) is a valid mean for all rays $\xi \in (-4, 4)$, and that (II) the “ray” mean

$$
\sigma^3_{\ell x}(\ell t) = \frac{1}{2\ell_0} \sum_{y=-\ell_0+1}^{\ell_0} \sigma^3_{\ell x+y}(\ell t + y/\xi)
$$

(42)

is a valid mean for all rays in a certain set, $\xi \in (-4, 4) \backslash \Xi$ with

$$
\Xi = \{0\} \cup \{\xi_* \in (-4, 4) \backslash \{0\} : 2 \arcsin(\xi_*/4) + 2 \sqrt{16\xi_*^2 - 1} \in 2\pi\mathbb{Z} + \pi\}
$$

(43)

(where $\arcsin(\xi_*/4) \in (-\pi/2, \pi/2)$). This is the interval $(-4, 4)$, but excluding a countable set, of measure zero.

In the case (I), the fluid-cell mean (2) is a specialisation of the general form (26), with $\ell_1 = \ell_2 = 0$ and $I_0 = [-\ell_0, \ell_0]$. In the case (II), it is a specialisation to the choice $\ell_1 = -\ell_0 + 1$, $\ell_2 = \ell_0$ and the minimal choice of one-point time intervals $I_x = \{x/\xi\}$. The value of $\ell_0$ does not have to be taken “large enough”, and any $0 \ll \ell_0 \ll \ell$ will work. Both are therefore minimal expressions of the fluid-cell mean, in some way with a fluid cell that is the “least extended possible”. For $\xi \in \Xi$, in the case (II) this minimal mean does not give the hydrodynamic prediction, but with an additional minimal averaging over rays, the prediction is reproduced (again this can be recast into a specialisation of the general fluid-cell mean (26)).

Case (I). In (41) we separate the $\ell$-scaling variables $x = \xi t = \ell \tilde{x}$, which stay on the ray $\xi$, from the $\ell_0$-scaling variable $s$, the addition to the time variable, which goes away from it, and use $\ell$ as the large parameter for the stationary point analysis. We choose a ray $\xi \in (-4, 4)$ and set $x = \ell \tilde{x}$, $t = \ell t$, and perform the average over $s$. The non-oscillating term is independent of $s$ and gives

$$
\frac{2}{\pi \sqrt{16t^2 - x^2}} \sum_{a=\pm} n_a (1 - n_a) + O(\ell^{-1}).
$$

(44)

In order to evaluate the oscillating term, we perform the fluid cell averaging, which gives the vanishing

$$
\lim_{\ell_0 \to \infty} \frac{1}{2\ell_0} \int_{-\ell_0}^{\ell_0} ds \exp \left( -ai(2k_+ x + 2(t+s)\sqrt{16 - \xi^2}) \right) = 0
$$

(45)
uniformly on $x, t$, using the fact that $|\xi| < 4$. This correctly reproduces (3) with (4), in accordance with the hydrodynamic prediction.

Case (II). Everywhere within the fluid cell, both $x$ and $t$ are large and stay on the ray $\xi$, with $x = \xi t = \ell \bar{x}(1 + O(\ell_0/\ell))$. In this case, we may do the stationary phase analysis uniformly everywhere within the cell, the scale $O(\ell) = O(x) = O(t)$ being the large parameter. We choose a ray $\xi \in (-4, 4) \setminus \{0\}$, set $x = \ell \bar{x} + y, t = \ell \bar{t} + y/\xi$, and consider the fluid-cell averaging (42) with $\ell_0 \ll \ell$. In this limit, the non-oscillating terms in (41) may be evaluated by using

$$\frac{1}{2\ell_0} \sum_{y=-\ell_0+1}^{\ell_0} \frac{1}{\ell \bar{t} + y/\xi} \frac{1}{\sqrt{16 - \xi^2}} = \frac{1}{\ell} \frac{1}{\sqrt{16\ell^2 - \bar{x}^2}} (1 + O(\ell_0/\ell)).$$

This immediately reproduces (4), and we must show that the fluid-cell averaging vanishes on the oscillating terms. In order to do so, consider

$$(-1)^{\ell \bar{x} + y} \exp \left(-a(2k_+ + 2\sqrt{16\xi^{-2} - 1})(\ell \bar{x} + y)\right). \quad (46)$$

The fluid-cell sum over $y$ vanishes if, and only if,

$$\xi \not\in \Xi \quad (47)$$

where $\Xi$ is given in (43); if $\xi \in \Xi$, the terms are in fact not oscillating for $y \in \mathbb{Z}$, and add up to a finite contribution. There are infinitely many rays $\xi \in (-4, 0)$, and $\xi \in (0, 4)$, which break the condition. For instance, as $\xi$ increases from $-4$ to $0$, $k_+$ increases from $-\pi/2$ to $0$, while $\sqrt{16\xi^{-2} - 1}$ increases from $0$ to $\infty$; therefore, all values $2\pi n + \pi$ for $n = 1, 2, \ldots$ will be crossed. However, as this is a set of isolated values $\xi_*$ of $\xi$, of measure zero, under additional averaging

$$\frac{1}{2\epsilon} \int_{\xi_* - \epsilon}^{\xi_* + \epsilon} d\xi \quad (48)$$

the oscillatory terms contribution vanishes. As the sum over $y$ can be uniformly bounded for all rays, it can be evaluated on the integrand in (48) by the dominated convergence theorem, giving a result that is zero except for a set of measure zero (which is the single-point set $\{\xi_*\}$ as $\epsilon \to 0$).

### 3.2.2 Case $|\xi| = 4$

In this case the precise asymptotics is not predicted by hydrodynamics, but the Wick-theorem result allows us to evaluate it. We look for the leading asymptotics in the region $x = \ell \bar{x}, t = \ell \bar{t}, \ell \to \infty$. In this case $E''(k_\pm) = 0$ and therefore in the exponent in (40) we must expand to 3rd order. Using $k_\pm = k_+ = \text{sgn}(\xi) \pi/2$ (there is a single stationary
point), $E''(k_+) = -4 \text{sgn}(\xi)$ and $x = 4 \text{sgn}(\xi)t$, we evaluate
\[
\int_{-\pi}^{\pi} \frac{dk}{2\pi} e^{-ikx + iE(k)t} f(k) \\
\sim e^{-2i\pi t + iE(\pi/2)t} \int_{-\pi}^{\pi} \frac{dk}{2\pi} e^{-4i \text{sgn}(\xi) tk^3/3!} f(k_+ + k) \\
\sim t^{-1/3} e^{-2i\pi t + iE(\pi/2)t} \int_{0}^{\infty} \frac{dk}{2\pi} e^{-k^3(1/u + 1/u^*)} f(k_+) \\
\sim t^{-1/3} e^{-2i\pi t + iE(\pi/2)t} \frac{\Gamma(4/3)}{2\pi} 2 \text{Re}(1/u) f(k_+) \tag{49}
\]
where $u = (4i \text{sgn}(\xi)/3!)^{1/3}$, and the integral contour has been deformed into a wedge in the complex plane around $k = 0$ in order to have a sum of two convergent real integrals. The result is therefore
\[
\langle \sigma^3_x(t)\sigma^3_0(0) \rangle \sim t^{-2/3} \left( \frac{\Gamma(4/3)}{\pi} \left( \frac{3}{2} \right)^{5/6} \right)^{2} n_+ (1 - n_+) \quad (x = \pm 4t). \tag{50}
\]
This agrees with the hydrodynamic prediction (36): the decay $t^{-2/3}$ is slower than $t^{-1}$.

4 Transverse correlators from ballistic fluctuations

The prediction from the hydrodynamic linear response theory for the transverse correlation function $\langle \sigma^+_x(t)\sigma^-_0(0) \rangle$, see section 3.1, is a vanishing Euler-scale asymptotics. Indeed, according to formula (27), the correlation function is proportional to the integrated correlator $V^+_i = \sum_{x \in \mathbb{Z}} \langle q_i(x)\sigma^-_0 \rangle$, Eq. (25), involving the operator $\sigma^+_0$ at position 0, and the conserved densities $q_i(x)$. But all conserved charges (30) preserve the total $z$-component of the spin, as does the GGE (18), and thus $V^+_i = 0$; formula (27) gives zero. This means that the decay of the fluid-cell average of the correlator must be faster than $1/t$.

In fact, it is known [24, 25] that the decay is exponential along any ray in space-time. Such exponential decays are not predicted by current hydrodynamic theories. However, recently [10] it was proposed that the leading exponent for the decay of correlation functions of certain types of observables, referred to as twist fields, may be predicted by Euler hydrodynamics, via the ballistic fluctuation theory (BFT). By the Jordan-Wigner transformation (9), the transverse spin observables $\sigma^\pm_x$ are simply related to such twist fields. In this section, we explain how combining this general theory with simple Wick-theorem calculations, one can reproduce the known exponential decay of $\langle \sigma^+_x(t)\sigma^-_0(0) \rangle$, and its generalisation to arbitrary parameter range and GGE. We verify our predictions by numerical calculations, and further explore the twist fields themselves, showing agreement with the BFT.
4.1 Ballistic fluctuation theory

We now explain the basics of the ballistic fluctuation theory [10]. Consider the general hydrodynamic setup of section 3.1. The BFT is concerned with the evaluation of the average

$$g(\lambda, \ell; \bar{x}, \bar{t}) = \langle \exp \left( \lambda \Omega_{i*}(\ell\bar{x}, \ell\bar{t}) \right) \rangle, \quad \Omega_{i*}(\ell\bar{x}, \ell\bar{t}) = \int_0^{\ell\bar{t}} ds j_{i*}(0, s) - \sum_{y=0}^{[\ell\bar{x}]-1} q_{i*}(y, \ell\bar{t})$$

(51)

for $\lambda \in \mathbb{C}$, in the limit $\ell \to \infty$. Note that the right hand side of the second equation in (51) can be interpreted as an integral over a path in spacetime $\mathbb{Z} \times \mathbb{R}$ where the integration measure is the standard product measure on $\mathbb{Z} \times \mathbb{R}$. The integrand is the perpendicular-component of the 2-current $\text{d}t j_{i*} - \Delta x q_{i*}$ along the path (with $\Delta x = 1$), see Fig. 1. Here $q_{i*}$ refers to a particular conserved density of interest associated with a conserved current $j_{i*}$, both fixed once and for all so we suppress the index in the notation for the generating function. The integral is explicitly taken over the “upper-left corner” path in space-time, but it is path-invariant by the conservation law (22), in the sense that

$$\int_{(0,0)}^{(x,t)} (\text{d}t j_{i*} - \Delta x q_{i*}) := \sum_{n=0}^{x-1} \left( \int_{t_n}^{t_{n+1}} ds j_{i*}(n, s) - q_{i*}(n, t_{n+1}) \right)$$

(52)

is independent from the choice of $0 = t_0 \leq t_1 \leq \ldots \leq t_x = t$ for a given end-point $(x, t) \in \mathbb{Z} \times \mathbb{R}$, see Fig. 1. Here $x = [\ell\bar{x}]$, $t = \ell\bar{t}$. The quantity $\Omega_{i*}(x, t)$ is the total 2-current of the charge $Q_{i*}$ evaluated along the ray $(0, 0) \to (x, t)$. The state is taken to be some maximal entropy state of the Gibbs form (28), with Lagrange parameters $\beta^i$. Then, $g(\lambda, \ell; \bar{x}, \bar{t})$ is the generating function for the cumulants of this total 2-current.

We are interested in the asymptotic regime (21), and in particular in the exponential behaviour (renaming $\bar{x}, \bar{t} \to x, t$)

$$g(\lambda, \ell; x, t) \approx e^{\ell f_{\lambda;x,t}[\beta]} \quad (\ell \to \infty).$$

(53)

The function in the exponent may be complex, and thus this includes oscillatory terms. On the right-hand side, we explicitly write the dependence on the state specified by the Lagrange parameters $\beta$. The precise limit to be evaluated is

$$f_{\lambda;x,t}[\beta] = \lim_{\ell \to \infty} \ell^{-1} \log g(\lambda, \ell; x, t).$$

(54)

The BFT predicts that

$$f_{\lambda;x,t}[\beta] = \int_0^\lambda d\lambda' \left( t_{j_{i*}}(\lambda'; \xi) - x q_{i*}(\lambda'; \xi) \right)$$

(55)
where \( j_i(\lambda; \xi) \) and \( q_i(\lambda; \xi) \) are (G)GE averages of the current and density evaluated in a \( \lambda \)-dependent state described by \( \beta^j(\lambda; \xi) \), which depends on the ray \( \xi = x/t \) and obey the BFT flow equation

\[
\partial_\lambda \beta^j(\lambda; \xi) = \text{sgn}(x - t A(\lambda; \xi)) \beta^j(0; \xi), \quad \beta^j(0; \xi) = \beta^j, \quad \xi = x/t. \tag{56}
\]

The sign of the matrix is understood by diagonalisation as usual, and makes sense as \( A \) has real spectrum. The flow equation is derived under certain assumptions; it is expected to hold if the spectrum of \( A \) does not contain \( x/t \), and also for (a large class of) integrable models, which possess a continuous spectrum.

The function \( f_{\lambda;0,1}[\beta] \) has an interpretation in terms of large-deviation theory. In the classical context, for instance at \( x = 0 \) (where it is sufficient to consider \( t = 1 \)), it encodes the large deviations of the total current \( J_{i,*}^{[\ell]} = \int_0^\ell ds j_{i,*}(0, s) \) in the time interval \([0, \ell]\): it is the “full counting statistics”, or scaled cumulant generating function, for the total amount of charge \( Q_{i,*} \) that has crossed the point \( x = 0 \), between times 0 and \( \ell \). By large-deviation principle, the probability that \( J_{i,*}^{[\ell]} \) takes the large value \( \ell j \) is generically exponentially decaying with \( \ell \) as

\[
P(J_{i,*}^{[\ell]} = \ell j) \propto e^{-\ell I(j)} \tag{57}
\]

for some large-deviation function \( I(j) \) (with \( I(j_{i,*}) = 0 \) and \( I(j) > 0 \) if \( j \neq j_{i,*} \), where \( j_{i,*} = \langle j_{i,*} \rangle \)). The function \( f_{\lambda,0,1}[\beta] \), as a function of \( \lambda \), is the Legendre-Fenchel transform of \( I(j) \). The BFT gives a nontrivial prediction for this Legendre-Fenchel transform.

Likewise, at \( x = 1 \) and \( t = 0 \), a similar analysis applies where \( \Delta Q_{i,*}(t) \) is replaced by the random variable \( Q_{i,*}^{[\ell]} = \sum_{s=0}^{[\ell]} q_{i,*}(s, 0) \), the total charge on the spatial interval \([0, \ell]\). In this case, the BFT formulae above imply that \( f_{\lambda,1,0}[\beta] \) is the difference of specific free
energies \( f[\beta] \) at different states as follows:

\[
f_{\lambda;1,0}[\beta] = \lim_{\ell \to \infty} \ell^{-1} \log \left( \exp -\lambda \int_0^\ell ds q^*_i(s,0) \right) = f[\beta + \lambda \delta^i] - f[\beta] \tag{58}
\]

where \((\delta^j)^i = \delta^i_j\). As a consequence, the corresponding large-deviation function \( I(q) \) is simply related to the thermodynamic entropy density as a function of the charge \( q \).

The BFT thus gives predictions for the full counting statistics of total transported charges at large times, and total charges on large intervals, purely in terms of hydrodynamic and thermodynamic quantities, in any maximal entropy state\(^2\).

In integrable models, using GHD, the above can be translated into expressions in terms of the thermodynamic Bethe ansatz, see [44]. For the XX model, this simplifies thanks to the free fermion structure. With the GHD description as given in section 3.1, and further using the free-energy function \( F(k) = -\log(1 + e^{-w(k)}) \), the results of the BFT specialise as follows. The GGE along the flow is described by the function

\[
w(\lambda; \xi; k) = w(k) + \lambda \text{sgn}(x - v(k)t) \Omega_0(k) \tag{59}
\]

where \( v(k) = 4 \sin(k) \) is the group velocity (32), and the scaled cumulant generating function is

\[
f_{\lambda;x,t}[w] = \int_{-\pi}^{\pi} \frac{dk}{2\pi} |x - t v(k)| \log \left( \frac{1 + e^{-w(\lambda; \xi; k)}}{1 + e^{-w(k)}} \right) \tag{60}
\]

where we use \( w \) instead of the Lagrange parameters \( \beta \) to specify the state.

### 4.2 Transverse correlators and spin fluctuations

The basis for the hydrodynamic theory of the correlation function \( \langle \sigma^+_x(0)\sigma^-_0(0) \rangle \) is the realisation that it is related to large deviations of the fermion number 2-current along the ray \((0,0) \to (x,t)\).

The first step is the extension of the usual Jordan-Wigner (JW) strings to “space-time JW strings”. By the JW transformation (9),

\[
\langle \sigma^+_x(0)\sigma^-_0(0) \rangle = \langle a^+_x e^{i\pi \Omega_0(x,0)} a_0 \rangle \tag{61}
\]

as per the definition in (51). Here we identify the total fermion number with the \( i = 0 \) charge (37), and use

\[
\sum_{y=0}^{x-1} a^+_y a_y = -\Omega_0(x,0) \tag{62}
\]

\(^2\)The BFT is based on an assumed fast enough decay of correlation functions at large distances, and thus it applies in finite-entropy states; ground states may need further analysis.
(the sign is unimportant in the exponential in (61), as the fermion number is an integer).

It turns out that a similar formula holds for the large-scale exponential decay of the time-dependent correlator,

$$\langle \sigma_x^+(t)\sigma_0^-(0) \rangle \propto \left\langle a_x^+(t)e^{i\pi \Omega_0(x,t)}a_0(0) \right\rangle \quad (x = [\ell \ell], \ t = \ell \bar{\ell}, \ \ell \to \infty),$$

(63)

where, on the right-hand side, $\Omega_0(x,t)$ is defined in (51), and the time evolution in $a_x^+(t)$ is under the sector-specific free-fermion Hamiltonian, as per (14); as the limit of infinite chain length has been taken, the choice of sector does not matter. Formula (63) is derived below. We also establish that exact, instead of asymptotic, equality holds in (63) not only at $t = 0$, but also at $x = 0$. In fact, the following expression is exact for all $x, t$:

$$\sigma_x^+(t)\sigma_0(0) = a_x^+(t)\exp \left( i\pi \sum_{y=0}^{x-1} q(y, t) \right) \exp \left( i\pi \int_0^t ds \, j(0, s) \right) a_0(0)$$

(64)

where we recall that $q(x,t)$ is the fermion density (37), and $j(x,t) = j_0(x,t)$ is its associated current as per (22).

We consider the correlator $\langle \sigma_x^+(t)\sigma_0^-(0) \rangle$ and wish to establish formula (63). For simplicity, we concentrate on the expectation being taken in the odd-fermion sector, projected onto by $P_-$; the argument is similar in the other sector. Then, according to the JW transformation (9), in $\langle \sigma_x^+(t)\sigma_0^-(0) \rangle$ we may set $\sigma_0^-(0) = a_0$ and

$$\sigma_x^+(t) = e^{iH_{-}t}a_x^\dagger \exp \left( i\pi \sum_{y=0}^{x-1} a_y^\dagger a_y \right) e^{-iH_{+}t} = a_x^+(t)\exp \left( i\pi \sum_{y=0}^{x-1} q(y, t) \right) e^{iH_{-}t}e^{-iH_{+}t}$$

(65)

where we use $q(x) = a_x^\dagger a_x$, and where the fermion time-evolution is with respect to $H_-$ (see (14)).

We now show that, in the limit of an infinite chain $N \to \infty$, we have

$$e^{iH_{-}t}e^{-iH_{+}t} = \exp \left( i\pi \int_0^t ds \, j(0, s) \right).$$

(66)

For this purpose, let us denote $Q^+ = \lim_{x \to \infty} Q|_x^\delta$ with $Q|_0^\delta = \sum_{x=0}^{z-1} q_0(x)$, and let denote by $H_{x|y}$ the fermionic hamiltonians $H_\pm$ where in (11) the sum is for $x$ from $y$ to $z - 1$. Then, one can check that for every $y \in \mathbb{N}$ and $z \gg y$,

$$e^{-iH_{+}|_{-y}^y} = e^{i\pi Q|_0^\delta}e^{-iH_{-}|_{-y}^y}e^{-i\pi Q|_0^\delta}.$$  

(67)

Therefore,

$$e^{iH_{-}|_{-y}^y}e^{-iH_{+}|_{-y}^y} = e^{i\pi Q|_0^\delta(t)}e^{-i\pi Q|_0^\delta}$$

(68)

where $Q|_0^\delta(t)$ is evolved with respect to $H_{-}|_{-y}^y$. Note that $q(x)$ is still a conserved density for time evolution by $H_{-}|_{-y}^y$. Its associated current is the operator

$$j(x) = 2i(a_x^\dagger a_{x-1} - a_{x-1}^\dagger a_x)$$

(69)
for time evolution by $H_-$ for all $|x| \ll y$, but it is identically 0 for all $|x| \gg y$, because at these positions the evolution by $H_-|y\rangle y$ is trivial. Therefore, using the conservation law (22) (for $H_-|y\rangle y$), we have

$$Q^{z}_{\mid 0}(t) = Q^{z}_{\mid 0} + \int_{0}^{t} d s j(0, s).$$

(70)

The limit $y \to \infty$ on the left-hand side of (68) exists, as $H_-|y\rangle y - H_+|y\rangle y$ is supported on the sites $-1, 0$, and thus by the Baker-Campbell-Hausdorff formula, the left-hand side becomes an operator supported with exponential accuracy around the position 0. Similarly, the limit $z \gg y \to \infty$ on the right-hand side of (68) also exists, using (70) and the fact that, by the Lieb-Robinson bound [40], the time-evolved current is supported on a finite number of site (at most proportional to $t$) with exponential accuracy. In this limit, $j(0, s)$ is now evolved with respect to $H_-$. We obtain

$$e^{iH_{-}t}e^{-iH_{+}t} = \exp \left( \frac{i\pi}{\pi} \int_{0}^{t} d s j(0, s) + i\pi Q^{+} \right) \exp \left( -i\pi Q^{+} \right).$$

(71)

By contour deformation, we may rewrite

$$\int_{0}^{t} d s j(0, s) = \int_{0}^{t} d s j(z, s) + Q^{z}_{\mid 0}(t) - Q^{z}_{\mid 0}.$$

(72)

By the Lieb-Robinson bound, the operator $I = \int_{0}^{t} d s j(z, s)$ is supported, with exponential accuracy, on $[z-vt, z+vt]$, where $v$ is the Lieb-Robinson velocity. Therefore, the projection of $I$ on negative positions is exponentially small as $z$ is made large. As both $H_-$ and $j(z)$ preserve fermion number, the operator $I$ is also fermion-number-preserving. Therefore, for $z$ large enough, all operators on the right-hand side of (72) are fermion-number-preserving and supported on non-negative positions. Hence they commute with $Q^{+}$ (with exponential accuracy). The Baker-Campbell-Hausdorff formula applied to (71) then gives (66), which is exact as the result is independent of $z$. Using (66) in expression (65), and similar arguments on the even-fermion sector (projector $P_{\uparrow}$) we obtain (64). We emphasise that this is an exact formula, and we expect that it be possible to make it rigorous with currently known theorems in the context of the algebraic formulation of quantum chains.

We now argue that the correct leading asymptotic behaviour at large $x$ is (63). The argument is based on the idea that the commutator of local observables at large distances in space-time tends to zero. This follows from the Lieb-Robinson bound if we understand local observables as those supported on finite number of sites, and if we take large space-like distances (again as determined by the Lieb-Robinson velocity). However, for our argument, we need to extend the concept of locality to “semi-local” observables, endpoints of appropriate infinite strings (such as in the Jordan-Wigner transformation, or more generally twist fields), and to assume that vanishing also holds uniformly enough in time-like regions as well. We note that in time-like regions, the weaker statement
of “almost-everywhere ergodicity” has been shown rigorously in thermal states for all quantum spin chains with short-range interactions [7, 41], based on exponential decay of correlations in space [42].

The observables

$$Q^+(x) := \sum_{y=x}^{\infty} q(y)$$  \hspace{1cm} (73)

are fermion-number-preserving, and commute with any fermion-number-preserving local operator supported at positions z far enough from x (this fact we have already used in our derivation above). Therefore, $Q^+(x)$ may be adjoined to the space of fermion-number-preserving local operators\(^3\). This space also includes $j(x)$. Commutators of operators within this space vanish at large space-like separations. Assuming that vanishing also holds in time-like directions\(^4\), it is then a simple matter to see that, by the Baker-Campbell-Hausdorff formula,

$$\exp \left( i\pi \sum_{y=0}^{x-1} q(y, t) \right) \exp \left( i\pi \int_0^t ds \, j(0, s) \right) = \exp \left( i\pi Q^+(x, t) - i\pi Q^+(0, t) \right) \exp \left( i\pi \int_0^t ds \, j(0, s) \right) \approx \exp \left( i\pi Q^+(x, t) - i\pi Q^+(0, t) + i\pi \int_0^t ds \, j(0, s) \right);$$  \hspace{1cm} (74)

that is, the neglected commutators do not contribute to the leading long-time terms in the exponential. This gives (63).

### 4.3 Factorisation

We see in (63) that the transverse correlation function is related to the two-point function of fermion operators, modified by a counting function for the integrated fermion number 2-current: the number of fermions lying, and the current flowing, between them. This counting function, the space-time JW string $e^{i\pi \Omega_0(x,t)}$, gives a factor $-1$ for every fermion counted or flowing by. As the fermion number is the number of spins in the direction up, the transverse correlator is a modification of a local fermion correlator by the fluctuation of the total spin and its current between them.

We note that a formula similar to (63) is well-known for the classical, two-dimensional Ising model, a statistical model simply related to this XX quantum chain but in Euclidean

---

\(^3\)It is shown in [7] that such observables are elements of the Gelfand-Naimark-Segal Hilbert space, and that they have good locality properties; this gives a partial justification of the present loose argument.

\(^4\)The weaker statement of vanishing of correlations under long-time averaging, valid almost everywhere in space-time including time-like directions, is shown in [19], which serves to partially justify our present hypothesis.
time [45, 46]. However, we believe this is the first time the formula is established in real time for the quantum model. This is a crucial formula for our argument on the exponential decay of \( \langle \sigma^+_x(t)\sigma^-_0(0) \rangle \) in space-time.

The next step is to use the BFT, which gives the asymptotic (53) for the expectation of the space-time JW string, along with simple Wick-theorem arguments, in order to obtain from (63) the leading exponential decay. For this purpose, we use the BFT concept of a flow on states, with the flow equation (56). We propose the asymptotic factorisation property

\[
\langle a^\dagger_x(t)e^{\Omega_0(x,t)}a_0(0) \rangle \simeq \langle a^\dagger_x(t)a_0(0) \rangle \lambda(\xi) \langle e^{\Omega_0(x,t)} \rangle
\]

(75)

where \( \langle \cdots \rangle_{\lambda,\xi} \) is the state characterised by \( \beta^\dagger(\lambda;\xi) \) as determined by (56). Recall that \( \xi = x/t \), and that for the free-fermionic model we are considering, one uses the function \( w(k) \) instead of the Lagrange parameters \( \beta^\dagger \), and on the flow this has the explicit solution \( w(\lambda;\xi;k) \) given by (59) with \( h_i(k) = h_0(k) = 1 \).

The asymptotic (75) is argued for by using Wick theorem in Appendix B (only the case \( t = 0 \) is analysed for simplicity) and it is supported by an exact factorisation of the correlation function found in the literature (see (89)) and possible one-to-one correspondence of the terms involved will be subject of future investigations (see Appendix A). The physical idea behind it is that the leading exponential behaviour of the correlator on the left-hand side of (75) is controlled by two effects. The first is the (eventual) exponential decay due to the interaction between the fermions \( a^\dagger_x(t) \) and \( a_0(0) \), which occurs in the region “deep” between \((0,0)\) and \((x,t)\) and is thus in a state modified by the presence of the space-time JW string; the second is the exponential decay due to the change of “free energy” induced by the space-time JW string representing the spin fluctuations, as given by the BFT, a classical hydrodynamical effect. See Fig. 2. In section 4.4 we use (75) in order to obtain the explicit exponential decay of the transverse correlation function.
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Figure 2: The leading exponential decay of the two-point function (63) is controlled by two effects, as expressed in (75): the (possible) exponential decay of the fermion correlation within the state modified by the presence of the JW string (represented by the blue shaded region), and the contribution due to the space-time free energy representing the spin fluctuations and given by the BFT (represented by the blue arrow).
4.4 Exponential behaviour of transverse correlation function

We now analyse the leading exponential behaviour as obtained from (75). Our main interest is the exponential decay of correlation functions. In principle, our methods, including the BFT, provide also certain oscillations on top of the decay. Although this is an interesting subject, we still don’t have a full understanding, and thus we focus on the exponentially decaying envelope. We hope to return to oscillations in future publications.

The first contribution to (75) comes from the two-point function of fermions. This is obtained by Wick’s theorem, and using (59) we get

\[ \langle a_x^\dagger(t)a_0(0) \rangle_{\lambda, \xi} = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \frac{e^{iE(k)t-ikx}}{1 + ew(k)+\lambda \text{sgn}(x-v(k)t)} \, . \]  

(76)

For its application to Eq. (75), the only relevant part is the asymptotic exponential behaviour of (76). In the time-like region \(|\xi| < 4\) the phase has a stationary point on the integration contour, and the behaviour is algebraic for all values of \(\lambda\). The same conclusion holds for \(|\xi| = 4\), thus

\[ \langle a_x^\dagger(t)a_0(0) \rangle_{\lambda, \xi} \approx 1 \quad (|\xi| \leq 4). \]  

(77)

In the space-like region no stationary point exist on the integration contour, and the exponential behaviour is obtained by an application of contour deformations and the steepest descent method. The formula simplifies as in this region, \(\text{sgn}(x-v(k)t) = \text{sgn}(x)\). For evaluating (63), we need \(\lambda = i\pi\), and thus

\[ \langle a_x^\dagger(t)a_0(0) \rangle_{i\pi, \xi} = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \frac{e^{iE(k)t-ikx}}{1 - ew(k)} \, , \quad (|\xi| > 4). \]  

(78)

We obtain the following estimate (see Appendix C):

\[ \langle a_x^\dagger(t)a_0(0) \rangle_{i\pi, \xi} \approx \exp \left( - \arccosh(\xi/4) |x| + \sqrt{x^2 - 16t^2} - i\pi |x|/2 + 2ih \right) + \Lambda \]

\[ = \exp \left( - M_\xi |x| - i\pi |x|/2 + 2ih \right) + \Lambda \quad (|\xi| > 4) \]  

(79)

where

\[ M_\xi = \arccosh(\xi/4) - \sqrt{1 - \frac{16}{|\xi|^2}} \]  

(80)

and \(\Lambda\) is the contribution coming from residues of the integrand due to the poles in the denominator (again, see Appendix C). In (79), the most slowly decaying exponential amongst the terms on the right-hand side is to be taken.

It is worth analysing this for the thermal state, \( w(k) = \beta E(k) \). In the space-like region \(|\xi| > 4\), the quantity \(\Lambda\) is obtained from solving \(w(z) = 0\). The solution depends on the value of \(|h|\).
• If $|h| \leq 2$, the gapless regime, then a zero exists at $z = 0$ and we find $\Lambda = 1$ and therefore

$$\langle a_x^\dagger(t)a_0(0) \rangle_{\imath \pi; \xi} \simeq 1.$$  \hfill (81)

Thus in the gapless regime, the two-point function of fermions does not give additional exponential decay in (63), and the exponential behaviour of the transverse correlator is fully determined by spin fluctuations.

• If $|h| > 2$, there is a nontrivial solution with $\hat{z} = \hat{k} + i\hat{q}$ with $\hat{k} = 0$ ($\hat{k} = \pi$) for $h > 0$ ($h < 0$), and with $\hat{q} = \text{arccosh}(h/2)$. This contributes to $\Lambda$ if and only if $2|h| < |\xi|$, in which case it is the leading contribution to $\Lambda$ and otherwise $\Lambda = 1$, thus

$$\Lambda = \exp \left( -\text{arccosh}(h/2) |x| \right) \times \left\{ \begin{array}{ll} (-1)^x & (h < 0) \\
1 & (h > 0). \end{array} \right.$$  \hfill (82)

Therefore we find

$$\langle a_x^\dagger(t)a_0(0) \rangle_{\imath \pi; \xi} \simeq e^{i\Phi} \exp \left( -\min \left( \text{arccosh}(h/2), M_\xi \right) |x| \right)$$  \hfill (83)

where

$$\Phi = \begin{cases} 
\pi x & \text{(first argument, } h < 0) \\
0 & \text{(first argument, } h > 0) \\
-\pi|x|/2 + 2ht & \text{(second argument)}
\end{cases}$$  \hfill (84)

where “argument” refers to that taken by the min function in (83). Thus when there is a gap between the energy of the ground state and that of the lowest excited state, an extra contribution to the exponential decay of the transverse correlator arises from the fermion correlations. It may be surprising that the gap affects the correlation function in a finite-density GGE, far from the ground state; the important point here is that the state is modified by the presence of the JW string. This transforms the distribution into that of bosons instead of fermions, which is strongly affected by the presence or not of a gap.

The second contribution in (75) comes from the spin fluctuations and may be evaluated using the BFT results (53) with (60) and (59). This gives

$$\langle e^{\lambda \Omega(x,t)} \rangle \simeq \exp \left[ \int_{-\pi}^{\pi} \frac{dk}{2\pi} |x - v(k)t| \log \left( \frac{1 + e^{-u(k) - \lambda \text{sgn}(x-v(k)t)}}{1 + e^{-u(k)}} \right) \right].$$  \hfill (85)

We must evaluate this at $\lambda = \pm i\pi$. The sign here does not affect any of the calculations, however the direction in which the analytic continuation of the explicit asymptotic formula is taken affects the result. We believe that this is because the analytic continuation to $\pm i\pi$ does not commute with the evaluation of the asymptotics. However, the exponent in the asymptotic is only affected by a purely imaginary number; this contributes to oscillations,
which we do not address here. The exponential decay of the absolute value of the average is not affected by the direction of the analytic continuation, and we obtain

\[
\left| \langle e^{i\pi \Omega_0(x,t)} \rangle \right| \asymp e^{f_{x,t}[w]} .
\]  

(86)

where we use the notation \( f_{x,t}[w] = f_{i\pi,x,t}[w] \) from (60), giving

\[
f_{x,t}[w] = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \left| x - v(k)t \right| \log \left| \tanh \frac{w(k)}{2} \right| .
\]  

(87)

In Appendix C we write a general expression for the transverse correlation function valid on arbitrary homogenous GGEs, see (112). For the thermal state, \( w(k) = \beta E(k) \), a further simplification occurs in the space-like region: using the fact that \( v(k) \) is odd and that \( E(k) \) is even we find the form presented in (7) in the introduction.

4.5 Comparison with numerical results

In this section we show and discuss how the analytic predictions for the transverse correlation function obtained in the previous sections compare with numerical results. There are a number of studies in the literature that considered the time evolution of correlation functions in spin chain [43, 47, 48], however the numerical results we present are new. In Fig. 3 we show that the factorisation ansatz in (75) is extremely accurate and works very well in wide regions of parameters space. Here, we have considered the static spin-spin transverse correlation function in eq. (20) on a thermal state at fixed temperature \( \beta = 1 \) for different magnetic fields \( h \). In the left panel, we checked the factorisation formula for \( \lambda \mapsto -i\lambda \) purely imaginary around the physically relevant point \( \lambda = \pi \). More specifically, on one hand, we numerically compute the left hand side of eq. (75) using the methods of Appendix D and on the other hand we numerically compute the two factors on the right hand side separately. The first factor is given by the correlation function of the pure twist field \( \langle e^{i\lambda Q_0(x)} \rangle \) (again computed following Appendix D) while the second is the integral given in (76) with \( w(k) = \beta E(k) \). On the right, we choose \( \lambda = \pi \) and study the behaviour of the correlation function varying the parameters \( \beta \) and \( h \) going from the massive to the massless phases. Note that the exponent appears to be smooth, even though the explicit form of the formula depends strongly on if \( |h| > 2 \) or \( |h| < 2 \) in the cases \( |\xi| > 4 \). The numerical data points are obtained as explained in the steps below, with the choice \( \varphi = 0 \) that is the purely spatial regime (non-dynamical). In Fig. 4 we focus instead on the fully dynamical transverse correlation function on a thermal state again. We choose \( \beta = 0.1 \) for numerical simplicity but we explore both the massive and massless phases of the model. We note that in the literature the massive regime has been consistently overlooked and this is the first time that the correlation function decay behaviour is explored going along the ray: previous studies focused either on purely spatial or on purely dynamical regimes. It is also the first time the region of parameters \( |\xi| > 4 \) (space-like) and \( |h| > 2 \) (massive
phase) is explored. Note that a ray can be parametrised by an angle as \( \frac{\xi}{4t} = \xi = \cot \varphi \). To obtain data we proceed as follows:

- We fix a ray by choosing a value for \( \varphi \).
- We fix a value of the magnetic field \( h \) (temperature is fixed throughout to \( \beta = 0.1 \)).
- We compute (according to Appendix D) the spin-spin transverse correlation function (20) along the chosen ray varying \( x \in [0, 20] \subset \mathbb{Z} \) and parametrising time as \( t = \frac{x \tan \varphi}{4} \).
- We fit the exponent of the numerically obtained data (see right panel of Fig. 4).
- We repeat the procedure for various \( \varphi \)'s and \( h \)'s, and \( \lambda \)'s in the static case (Fig. 3), and plot the resulting exponents.
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**Figure 3:** (Left) Numerical evidence of the factorisation formula in eq. (75) at \( t = 0 \) for a spin chain \( N = 150 \) long on a thermal state at inverse temperature \( \beta = 1 \). Markers joined by the continuous line represent the data points obtained numerically computing the left hand side of eq. (75) while the crosses represent the same quantity computed using the factorisation Ansatz on the right hand side of the same equation. (Right) Exponent governing the decay with distance of the two-point spin-spin transverse correlation function eq. (20) on thermal states in the purely space-like regime \( t = 0 \) for different values of the temperature and magnetic field. The continuous lines represent the theoretical prediction obtained from (7) while the markers represent numerical evaluation according to procedures described in Appendix D.

In the left panel of Fig. 4 the theoretical prediction of eq. (7) is indicated by the continuous line and fits well with the numerical results given by the markers. In particular, along a
Figure 4: Exponential decay of dynamical transverse two-point function on a thermal state at inverse temperature $\beta = 0.1$. (Left) Comparison between analytical prediction for the exponential decay along rays eq. (88) (continuous line) as function of the ray angle $\varphi$ and numerics (markers). We plot different curves each for a certain value of the magnetic field in both the massless ($|h| > 2$) and the massive regime ($|h| \leq 2$). Analytically predicted values are shown as crosses joined by segments. (Right) Decay of the correlation function for $h = 4$ along the ray as function of the spatial variable $x$ together with the theoretically predicted slopes.

On the right panel we have the same correlation function from a different perspective: we plot it as a function of the spatial variable $x$ for different rays at fixed magnetic field $h = 4$. The dashed lines are obtained predicting the slopes using formula (88) and fitting the intercept from data.

A remark is to be done: we can notice that on the ray given by $\varphi = 1.5 \approx \pi/2$ the exponential decay behaviour is broken around $x = 8$. This happens because quasiparticles responsible for the decay of the correlation function have a maximal velocity and may eventually hit the boundary of the chain when travelling for long time. If the maximal

\[
F(x, \frac{x \tan \varphi}{4}) / |x| = \begin{cases} 
\int_{-\pi}^{\pi} \frac{dk}{2\pi} \left| 1 - \frac{v(k) \tan \varphi}{4} \right| \log \left| \tan \left( \frac{\beta E(k)}{2} \right) \right| & (\frac{\pi}{4} < \varphi \leq \frac{\pi}{2}) \\
\int_{-\pi}^{\pi} \frac{dk}{2\pi} \log \left| \tan \left( \frac{\beta E(k)}{2} \right) \right| & (0 \leq \varphi \leq \frac{\pi}{4}, |h| \leq 2) \\
- \min \left( \arccosh \left( \frac{h}{2} \right), M_\xi \right) + \int_{-\pi}^{\pi} \frac{dk}{2\pi} \log \left| \tan \left( \frac{\beta E(k)}{2} \right) \right| & (0 \leq \varphi \leq \frac{\pi}{4}, |h| > 2) 
\end{cases}
\]
velocity is $v_{\text{max}}$ and the chain length is $N$ at time $t_{\text{max}} = \frac{N}{v_{\text{max}}}$ the fastest excitation will have hit the boundary and will bounce back causing and will scatter with other quasiparticles modifying the behaviour of the correlation function. In our simulation the chain was made by $N = 120$ spins and the maximal velocity in the XX model with our parametrisation is $v_{\text{max}} = 4$ so that $t_{\text{max}} = 30$ and along the ray with $\varphi = 1.5$ we obtain $x_{\text{max}} = 4t_{\text{max}} \cot(1.5) \approx 8$ confirming our numerical findings.

5 Conclusion

In this paper we have analysed the correlation functions of the XX model using hydrodynamic techniques. This served to illustrate two different hydrodynamic theories for asymptotic of correlation functions in space time: the hydrodynamic projection theory for algebraic decay of generic fields (hydrodynamic linear response theory), and the ballistic fluctuation theory (BFT) for exponential decay of twist fields.

The former theory is well established, and we verified its validity for longitudinal correlators of the XX model. Importantly, this emphasised the importance of fluid-cell averaging for the hydrodynamic results to hold, and made explicit the definition of an appropriate fluid-cell mean in the case of this correlator.

The latter theory was proposed in [10], but never since explored in explicit models. We analyse the transverse correlators of the XX model, which can be seen as twist fields, and provide the first confirmation of the theory. For this purpose, two new results are established.

First, the application of the BFT to transverse spin correlator $\langle \sigma_+^x(t)\sigma_-^0(0) \rangle$ requires the consideration of “fermionic descendants” of twist fields: by the Jordan-Wigner transformation, local fermion creation and annihilation operators are present at the positions of the twist fields, at the end-points of the Jordan-Wigner string. We explain how a factorisation formula allows us to separate the contribution of the fermion correlator, from the contribution of the Jordan-Wigner string average. Both have different interpretations: the fermion correlator contributes a possible exponential decay equal to that obtained in the original GGE modified by the presence of the JW string. The Jordan-Wigner string average, obtained by the BFT, represents the fluctuations of the spin 2-current through the ray connecting the points $(0, 0)$ to $(x, t)$. The latter is a full hydrodynamic theory for the physical idea of counting domain walls, first introduced by Sachdev et al. [12, 13, 14].

Second, we have shown how the Jordan-Wigner string contribution to the dynamical correlation function can be written as a “space-time Jordan-Wigner string”. Two forms of the space-time Jordan-Wigner string are provided: in the form (64), the result is expected to be an exact operator equation, while in the form (63), it is an asymptotic result for the average of the string. In the latter, the space-time Jordan Wigner string is an exponential of the integrated perpendicular 2-current (in the discrete-continuous space-time) from the start to the end point. This is a generalisation of the usual Jordan-Wigner string to the
space-time domain. This is, in a sense, the real-time equivalent of twist fields considered in statistical models [45, 46]. The BFT gives exact asymptotics for averages of space-time Jordan-Wigner strings.

Our techniques are expected to easily generalise to the XY chain, using again its free fermion structure. In the literature, a conjecture for the XY model already exists [43]. In that work the authors only consider the parameter range $|\hbar| < 2$ (in our normalisation), for which, when specialised to the XX model, they recover the formula of Its et. al. [24]. As we saw, in this regime the only contribution to the asymptotic exponential decay in the XX model comes from the space-time Jordan-Wigner string, because for $|\hbar| \leq 2$ the model is gapless. But, as we also saw, when a gap is present, $|\hbar| > 2$, the fermion correlators provide an additional contribution in the space-like region, see the result (88). We expect the same phenomenon to occur more generally in the XY model. That is, we expect the conjecture of [43] to be modified by additional contributions from fermion correlators in the space-like region, in any parameter regime of the XY model where the model is gapped. The XY model is generically gapped even for $|\hbar| < 2$, and thus the conjecture of [43] is likely to be incomplete. We will come back to this in a further work.

We stress that we expect many of our findings to hold in other more generally interacting models with local interactions on the basis of general principles of many-body physics, including exponential clustering in space of thermal correlation functions [42] and Lieb-Robinson bounds [40].

There is a number of avenues which this work opens. Other twist fields in free fermion models are immediately accessible, such as spin operators in the XY model as mentioned above. As the theory is based on hydrodynamics, it is also applicable to interacting models. There, the difficulty may be to correctly identify the twist fields, and account for possible local-field descendants of twist fields and the resulting factorisation – our technical argument for factorisation was based on the free-fermion structure, but the physical intuition seems to be more general. Interacting models of interest are the Lieb-Liniger and Sine-Gordon models, where the fundamental field, and the vertex operators, respectively, may be accessible by the BFT. Other twist fields of importance are the branch-point twist fields studied in the context of entanglement entropy; we believe our theory can be adapted to obtain new results for asymptotics of entanglement entropy out of equilibrium. It would be interesting to extend the BFT in order to access diffusive corrections, which might help give information about algebraic pre-factors to the exponential decay. It would also be interesting to understand oscillatory behaviours. Although we concentrated on two-point functions, we believe simple arguments will give access to large-time behaviours of one-point function of twist fields in quantum quenches. On the mathematical side, in free-fermion models, the objects we are considering, including averages of Jordan-Wigner strings, can be seen as Fredholm determinants, and our techniques offer a way, based on hydrodynamic ideas, of obtaining their asymptotics especially in relation with non-linear steepest descent and Riemann-Hilbert factorisation problems (see Appendix A). Finally, the BFT is a particular construction for evaluating large-deviations of extensive quantities.
out of equilibrium. Recent work shows that the macroscopic fluctuation theory, traditionally used in diffusive systems, can be adapted to the ballistic regime, and this could be useful for studying twist fields following the ideas developed here.
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Appendices

A Fredholm determinants, integrable PDEs and Euler Hydrodynamics

In this Appendix we recall the basic ingredients which traditionally led to the calculation of explicit asymptotic of certain correlation functions of quantum integrable models, in particular the XX model considered here. The basic idea that allowed the extraction of the asymptotic has been the observation that quantum correlation functions can be expressed in terms of quantities that satisfy classical non-linear integrable PDEs. In turn, these PDEs can be equivalently formulated as Riemann-Hilbert factorisation problem for which expansions of the solution for large values of the parameter is possible due to special analytic properties of the conjugation matrix. For more details see the book [27] and references therein. The theory of integrable PDEs is a well established subject of mathematical physics with connections to the theory of integrable (Fredholm) operators, Painlevé equations, hydrodynamics, random matrix theory and much more.

In the XX model case considered here the transverse correlation function is expressed exactly as a product [24]

$$\langle \sigma_+^+(t)\sigma_0^-(0) \rangle = e^{-2iht}b_{++}(x,t)e^{\sigma(x,t)}.$$  \hspace{1cm} (89)

Let us explain the various terms here. Let $\lambda$ and $\mu$ be complex spectral parameters on the unit circle $|\lambda| = |\mu| = 1$. Then, $\sigma(x,t)$ is the logarithm of a Fredholm determinant associated with the integrable operator having the following kernel

$$V(\lambda, \mu) = \frac{e_+(\lambda)e_-(\mu) - e_-(\lambda)e_+(\mu)}{\lambda - \mu}.$$  \hspace{1cm} (90)
and it is explicitly written as follows

\[ \sigma(x, t) = \log \det \left( \hat{1} + \hat{V} \right) . \]  

(91)

The functions \( e_{\pm} \) depend on space-time \( x, t \), on (inverse) temperature \( \beta \), magnetic field \( h \) and the spectral parameter \( \lambda \) and have the following simple form

\[
\begin{align*}
\text{e}^{-}(\lambda) &= \sqrt{n(\lambda)} \lambda^{x/2} e^{-ith(\lambda+1/\lambda)} \\
\text{e}^{+}(\lambda) &= \text{e}^{-}(\lambda) E(x, t, \lambda)
\end{align*}
\]  

(92a)

(92b)

with (P.V. is the Cauchy principal value)

\[ E(x, t, \lambda) = \text{P.V.} \int \frac{d\mu}{\pi} \frac{e^{2ith(\mu+1/\mu)} \nu \mu}{\mu - \lambda} . \]

(93)

Above, \( n(\lambda) \) is the occupation function appearing in all Thermodynamic Bethe Ansatz solvable models that we introduced in (29). The difference here is only in the parametrisation of the spectral parameter, here being \( \lambda(k) = e^{ik} \), and in the choice of a thermal state corresponding to \( w(k) = \beta E(k) \), proportional to the dispersion relation as in (16). The “potential” \( b_{++}(x, t) \) can be shown to satisfy the discretised non-linear Schrödinger equation [49]. In turn, space-time derivatives of \( \sigma(x, t) \) can be written in terms of the \( b_{++}(x, t) \). After, rewriting the integrable PDEs system mentioned above as a Riemann-Hilbert matrix factorisation problem one can extract the asymptotic in relevant regimes. We believe our BFT formalism can have connections with non-linear steepest descent method [26].

B Asymptotic factorisation

In this section we consider the factorisation property (75) of the transverse correlation function. Below, we give an argument supporting its validity that will complement the numerical evidence provided in Fig. 3. First we write

\[ \langle e^{\lambda Q|x|y} a^+_x a_y \rangle = \frac{\langle e^{\lambda Q|x|y} a^+_x a_y \rangle}{\langle e^{\lambda Q|x|y} \rangle} =: \langle a^+_x a_y \rangle_\lambda \langle e^{\lambda Q|x|y} \rangle \]  

(94)

Recall that \( Q|_y^x = \sum_{z=y}^{x-1} q(z) \) and that \( q(z) = a^+_z a_z \); for simplicity, we assume \( x > y \). We have defined \( \langle \ldots \rangle_\lambda = \langle e^{\lambda Q|x|y} \ldots \rangle / \langle e^{\lambda Q|x|y} \rangle \). The transverse correlation function is obtained for \( \lambda = i\pi \).

Let us now study the following static \( \lambda \)-dependent expectation value

\[ g_\lambda(z, z') = \langle a^+_z a_{z'} \rangle_\lambda . \]

(95)
for \( z, z' \in [y, x] \). First, by differentiating we get
\[
\partial_\lambda g_\lambda(x, y) = \langle Q|_y \alpha_x^\dagger \alpha_y \rangle_\lambda - \langle \alpha_x^\dagger \alpha_y \rangle_\lambda \langle Q|_y \rangle_\lambda. \tag{96}
\]

Using Wick theorem\(^5\) we compute
\[
\langle Q|_y \alpha_x^\dagger \alpha_y \rangle_\lambda = \langle Q|_y \rangle_\lambda \langle \alpha_x^\dagger \alpha_y \rangle_\lambda - \sum_{z=y}^{x-1} \langle a_x^\dagger a_y \rangle_\lambda \langle a_z^\dagger a_z \rangle_\lambda \tag{97}
\]
which gives
\[
\partial_\lambda g_\lambda(x, y) = - \sum_{z=y}^{x-1} \langle a_x^\dagger a_y \rangle_\lambda \langle a_z^\dagger a_z \rangle_\lambda = - \sum_{z=y}^{x-1} g_\lambda(x, z)g_\lambda(z, y). \tag{98}
\]

Likewise,
\[
\partial_\lambda g_\lambda(x, z) = - \sum_{z'=y}^{x-1} g_\lambda(x, z')g_\lambda(z', z). \tag{99}
\]

For simplicity, we assume parity symmetry of the state; the argument can be generalised to states which are not parity symmetric. Let us assume that \( g_\lambda(x, y) \), \( g_\lambda(x, z) \), \( g_\lambda(z, y) \) and \( g_\lambda(z', z) \) decay exponentially at large separations:
\[
g_\lambda(x, y) \approx e^{-u_\lambda(x-y)} \quad (x \gg y) \\
g_\lambda(x, z) \approx e^{-v_\lambda(x-z)} \quad (x \gg z \gg y) \\
g_\lambda(z, y) \approx e^{-v_\lambda(z-y)} \quad (x \gg z \gg y) \\
g_\lambda(z', z) \approx e^{-w_\lambda|z'-z|} \quad (x \gg z, z' \gg y, \ |z - z'| \to \infty) \tag{100}
\]
for some \( u_\lambda, v_\lambda, w_\lambda \geq 0 \). Note that by our assumption of parity symmetry \( g_\lambda(x, z) \) and \( g_\lambda(z, y) \) have the same asymptotic behaviour. Near the boundaries of the asymptotic regions displayed (that is, for \( z \) or \( z' \) near to \( x \) or \( y \)), the exponential behaviours are modified, but we assume that these modifications are essentially supported on finite numbers of sites. This is what is expected to happen in clustering states of local quantum chains. Then, we can use these asymptotic forms in (98) and (99), as they are satisfied for an extensive number of summands. We get
\[
\partial_\lambda u_\lambda(x - y) e^{-u_\lambda(x-y)} \approx (x-y) e^{-v_\lambda(x-y)} \tag{101}
\]
\(^5\)Wick’s theorem holds because \( Q|_y \alpha_x^\dagger \alpha_y \) is a quadratic form (is quadratic in fermions and preserve fermion number). By the Backer-Campbell-Hausdorff formula \( e^{A}e^{B} = e^{A+B+C} \) where \( C \) is formed of nested commutators of \( A \) and \( B \). The subspace of the fermionic algebra made by quadratic forms is a subalgebra with respect to the product given by the commutator. It follows that also the series of nested commutators \( C \) is an element of the algebra, and so a quadratic form.
and

\[ \partial \lambda v_{\lambda}(x - z)e^{-v_{\lambda}(x - z)} \propto \sum_{z' = y}^{x - 1} e^{-v_{\lambda}(x - z') - w_{\lambda}|z' - z|} \]

(102)

\[ = \frac{e^{-w_{\lambda}(x - z)} - e^{-v_{\lambda}(x - z)}}{e^{v_{\lambda} - w_{\lambda}} - 1} + \frac{e^{-v_{\lambda}(x - z) - w_{\lambda}(z - y)}}{e^{v_{\lambda} + w_{\lambda}} - 1} \]

As the exponential forms must match, we must have

\[ u_{\lambda} = v_{\lambda} = w_{\lambda}. \]

(103)

In particular, in (102) this gives

\[ \partial \lambda w_{\lambda}(x - z)e^{-w_{\lambda}(x - z)} \propto (x - z)e^{-w_{\lambda}(x - z)} + \frac{e^{-w_{\lambda}(x - z)} - e^{-w_{\lambda}(x - y + z - y)}}{e^{2w_{\lambda}} - 1} \]

(104)

which is consistent as \( e^{-w_{\lambda}(x - y + z - y)} \ll e^{-w_{\lambda}(x - z)} \). Finally, we can evaluate \( w_{\lambda} \) directly: \( g(z', z) \) in the region \( x \gg z, z' \gg y \) is given by \( \langle a^{\dagger}_{x}a_{y} \rangle_{-\lambda;\infty} \) as defined after (75) (that is, at \( \xi = \infty \)). This is because in this region, the boundaries \( y, x \) of \( Q \) are far from the positions \( z, z' \) of the fermion operators, whence the insertion of \( Q \) merely modifies the GGE by the factor \( e^{\lambda Q} \) (at \( \xi = \infty \), this modification is indeed the result of the BFT flow equation, as reviewed in Section 4.1). Therefore, the quantity \( w_{\lambda} \geq 0 \) is obtained from the GGE, characterised by the function \( w(k) \), as

\[ e^{-w_{\lambda}|z|} \propto \int_{-\pi}^{\pi} \frac{dk}{2\pi} \frac{e^{-ikz}}{1 + e^{w(k) - \lambda}}. \]

(105)

(see (76)). The analysis of the resulting decay can be calculated by contour deformation, see Appendix C. We conclude that

\[ g_{\lambda}(x, y) \propto e^{-u_{\lambda}(x - y)} = e^{-w_{\lambda}(x - y)} \propto \langle a^{\dagger}_{x}a_{y} \rangle_{-\lambda;\infty}. \]

(106)

With (94), this shows (75) in the case \( \xi = \infty \).

C Saddle point analysis and full result for transverse correlator

We apply the saddle point method [50] to Eq. (78) in order to explain Eq. (79). For this purpose, it is sufficient to assume \( |\xi| > 4 \).

Due to analyticity of the integrand, using Cauchy theorem we can deform the straight contour of integration \( \gamma_{s}(r) = -\pi(1 - r) + \pi r \) with \( r \in [0, 1] \) into any contour in the complex
plane having the same end points taking care of adding contributions from residues when the new deformed contour hits a pole of the integrand. For $z = k + iq$ we have

$$\langle a_\xi^\dagger(t) a_0(0) \rangle_{i\pi, \xi} = \int_{\gamma_\xi} \frac{dz}{2\pi i} \frac{e^{i\phi_\xi(z)}}{1 - e^{w(z)}} + \Lambda$$

(107)

where $\phi_\xi(z) = i(E(z) - \xi z) = q\xi - 4 \sin(k) \sinh(q) + i(2h - k\xi - 4 \cos(k) \cosh(q))$, $\gamma_\xi$ is any contour starting at $z_1 = -\pi$ and ending at $z_2 = \pi$ and $\Lambda$ is the contribution coming from residues (its sign is not important for the evaluation of the exponential decay). The trick behind steepest descent is to choose $\gamma_\xi$ in such a way to have $\text{Im} \phi_\xi = c_\xi \in \mathbb{R}$ constant. A simple calculation shows that these contours are also such that $\nabla \text{Re} \phi_\xi$ is higher in magnitude. This way one can bring $e^{it \text{Im} \phi_\xi}$ out the integral and apply Laplace method because the argument of the exponential will be purely real.

The steepest descent equation is

$$C_\xi - k\xi = 4 \cos(k) \cosh(q)$$

(108)

for some $k, q$-independent quantity $C_\xi$. The correct steepest descent curve is that which passes by $z = \pm \pi$ and by the closest saddle point, and where $\text{Re} \phi_\xi$ is bounded. For $|\xi| > 4$, the closest saddle point of $\phi(z)$ is at $z_\xi = \text{sgn}(\xi) z^*_{|\xi|}$ with $z^*_{|\xi|} = \pi/2 - i \text{arccosh}(|\xi|/4)$ (with $\text{arccosh}(|\xi|/4) > 0$). The choice of the sign of the imaginary part guarantees the fastest decay: the smallest maximum of $\text{Re} \phi_\xi$ on the steepest descent curve. The full curve $\gamma_\xi$ is then a concatenation of three curves $\gamma_{\xi,\pm}$, passing by $z = \pm \pi$, and $\gamma^*_\xi$, passing by the saddle point. The curves are determined by

$$C_{\xi,\pm} = \pm \xi \pi - 4, \quad C^*_\xi = |\xi| \frac{\pi}{2}.$$  

(109)

We show in Fig. 5 an example of the deformed contour $\gamma_\xi = \gamma_{\xi,-} \cup \gamma_{\xi,+} \cup \gamma^*_\xi$ obtained as a union of steepest descent paths in the case $\xi > 4$. The leading exponential decay depends on the analytic structure of $w(k)$ because where it has zeros the integrand has poles. As $t \to \infty$ we can write

$$\int_{\gamma_\xi} \frac{dz}{2\pi i} \frac{e^{t\phi_\xi(z)}}{1 - e^{w(z)}} \simeq \exp \left( it \text{Im} \phi_\xi(z^*_\xi) \right) \exp \left( t \text{Re} \phi_\xi(z^*_\xi) \right) + \Lambda.$$

(110)

The correction $\Lambda$ incorporates the residues of the singularities of $(1 - e^{w(k)})^{-1}$ swiped by the contour shift, which in general takes the form

$$\Lambda = \sum_{z_i : e^{w(z_i)} = 1, z_i \in \partial_\xi} K_i t^{n_i - 1} \exp \left( t \phi_\xi(z_i) \right)$$

(111)

for constants $K_i$ which can be evaluated explicitly (and which depend on $\xi$ for $n_i > 1$), where $n_i \geq 1$ is the order of the zero $z_i$ of $w(z)$. The values of $z_i$ to be taken are
Figure 5: (Left) Path used for the computation of the asymptotic of the integral (78) for $\xi = 4.2$ as defined by the Eqs. (108) and (109). The topology of the path neither depends on $h$ nor on $\xi$. (Right) Re $\phi_\xi$ for different $\xi$ evaluated along the parabolic like path passing through the saddle points (the black dot). Note how the maximum occurs at $k = \pi/2$ irrespective of $\xi > 4$.

those which lie within the swiped domain $D_\xi$, for instance the domain bounded by the curved shown in Fig. 5, left. Using $\text{Re} \phi_\xi(z^*_\xi) = -|\xi| \text{arccosh}(\xi/4) + 4\sqrt{|\xi/4|^2 - 1}$ and $\text{Im} \phi_\xi(z^*_\xi) = 2h - |\xi|\pi/2$ we obtain the estimate (79). In the main text we have explicitly analysed the thermal case but we can write down the general result valid on arbitrary homogenous GGEs as

$$|\langle \sigma_x^+(t)\sigma_0^-(0) \rangle| \approx \begin{cases} \exp (f_{x,t}[w]) & (|\xi| \leq 4) \\ (\exp (-|x| M_\xi) + \Lambda) \exp (f_{x,t}[w]) & (|\xi| > 4) \end{cases}$$

(112)

where $\Lambda$ depends on the analytic structure of $w(k)$ and is defined in (111), $M_\xi$ is defined in (80) and $f_{x,t}[w]$ in (87).

D Numerical methods

D.1 Pfaffian representation

Consider the following quadratic fermionic Hamiltonian

$$H = \sum_{x,y \in \Lambda} M_{x,y} a^\dagger_x a_y + C$$

(113)
In the thermodynamic limit, the bulk properties do not depend on the boundary conditions. The XX model eq. (1) is obtained with the choice \( M_{x,y} = -2(\delta_{x,y-1} + \delta_{x-1,y} - \delta_{x,y}) \) and \( C = \hbar N \). The task is to compute the following spin-spin correlation function

\[
\rho_{+,-}(x, y; t) = \langle \sigma^+_{x}(t)\sigma^-_{y}(0) \rangle \quad (114)
\]

where the expectation value is taken on a GGE described by generalised temperatures \( \beta = (\beta_1, \ldots, \beta_N) \) corresponding to a set of extensive conserved quantities \( \{Q_i\}_{i=1}^N \). This correlation function is easily expressed in terms of the more fundamental correlators \([51, 52, 53, 54]\)

\[
\rho^{i,j}(x, y; t) = \langle \sigma^i_{x}(t)\sigma^j_{y}(0) \rangle . \quad (115)
\]

Indeed,

\[
\rho^{+,-}(x, y; t) = \frac{1}{4} \left[ \langle \sigma^1_x(t)\sigma^1_y \rangle + \langle \sigma^2_x(t)\sigma^2_y \rangle - i \left( \langle \sigma^1_x(t)\sigma^2_y \rangle - \langle \sigma^2_x(t)\sigma^1_y \rangle \right) \right] . \quad (116)
\]

As the Hamiltonian is invariant under rotations about the 3-axis we can rotate spins \( \sigma^2 \) by \( \pi/2 \) and we obtain that the first to terms above are equal. The same rotation gives \( \langle \sigma^1_x(t)\sigma^2_y \rangle = -\langle \sigma^2_x(t)\sigma^1_y \rangle \). Thus,

\[
\rho^{+,-}(x, y; t) = \frac{1}{2} \left[ \rho^{1,1}(x, y; t) - i\rho^{1,2}(x, y; t) \right] \quad (117)
\]

and we only need two fundamental correlators. Introducing the following operators

\[
A_x = a_x^\dagger + a_x \quad (118a)
\]
\[
B_x = a_x^\dagger - a_x \quad (118b)
\]

we rewrite the fundamental correlators as follows

\[
4\rho^{1,1}(x, y; t) = \langle A_x(t) \prod_{0 \leq z < x} A_z(t)B_z(t) \prod_{0 \leq z' < y} A_{z'}B_{z'}A_y \rangle \quad (119a)
\]
\[
4i\rho^{1,2}(x, y; t) = \langle A_x(t) \prod_{0 \leq z < x} A_z(t)B_z(t) \prod_{0 \leq z' < y} A_{z'}B_{z'}B_y \rangle . \quad (119b)
\]

Note that \( \{A_x, B_y\} = 0 \) while \( \{A_x, A_y\} = -\{B_x, B_y\} = 2\delta_{x,y} \) so that these operators are distinct fermions (not canonically normalised). Caianiello and Fubini show that the trace of such non-normalised fermions is a Pfaffian \([55]\), for which there exist efficient numerical algorithms \([56]\). We recap how to arrive at Caianiello-Fubini formula below as we find it instructive and not enough advertised. Given an anti-symmetric matrix \( A \) of size \( 2N \times 2N \) its determinant can be proven to be the square root of a polynomial in the matrix entries.
(see [57] for an elementary proof). This polynomial is called Pfaffian and it is defined as

\[ \text{Pf} M = \frac{1}{2^N N!} \sum_{\sigma \in \mathcal{S}_{2N}} \epsilon_{\sigma} M_{\sigma(1),\sigma(2)} \cdots M_{\sigma(2N-1),\sigma(2N)} \]  

(120)

where \( \mathcal{S}_{2N} \) is the group of permutations of \( 2N \) elements and \( \epsilon_{\sigma} \) is the sign of the permutation \( \sigma \). An equivalent way to write the Pfaffian is to notice that in the sum over all permutations there are redundant terms: indeed, we can permute the factors in \( N! \) possible ways and due to the anti-symmetry of the matrix we can also permute indices giving rise to a \( 2^N \) factor (without affecting the overall sign). Taking into account this one can write

\[ \text{Pf} M = \sum_{i_1 < j_1 \ldots < i_{2N} < j_{2N}} \epsilon_{\sigma} M_{i_1, j_1} \cdots M_{i_{2N-1}, j_{2N}} \]  

(121)

where the sign of the permutation is still computed according to whether the sequence of indices is even or odd with respect to the standard order \( 1, \ldots, 2N \). The Pfaffian can be computed also in a recursive fashion. To show this let us define fermionic operators \( \psi_x \) such that

\[ \{ \psi_x, \psi_y \} = 2(x y) \in \mathbb{C} \]  

(122)

where the symbol \( (xy) \) is simply a notation for the result of the anticommutation and can be any number. The problem is to compute the following trace

\[ \frac{1}{4} \text{Tr}\{\psi_1, \ldots \psi_{2N}\} \equiv (1 \ldots 2N) \]  

(123)

Using the anticommutation relations multiple times we obtain

\[ (1 \ldots 2N) = \sum_{k=2}^{2N} (-1)^k (1k)(23 \ldots k-1 k+1 \ldots 2N) \]  

(124)

and by simple recursion

\[ (1 \ldots 2N) = \sum_{i_1 < j_1 \ldots i_{2N} < j_{2N}} \epsilon_{\sigma(i_1 j_1) \ldots (i_{2N} j_{2N})} \]  

(125)

Comparing (125) and (121) we see that if we define the anti-symmetric matrix with upper diagonal elements given by

\[ M_{ij} = (ij) \]  

(126)

the trace of products of fermionic operators becomes a Pfaffian. Further, from eq. (121) we see that

\[ \text{Pf} M = \sum_{k=2}^{2N} (-1)^k M_{i_k} \text{Pf} M_{i_k} \]  

(127)
where $M_{ij}$ is the matrix $M$ with both rows and columns $i$ and $j$ removed. This formula, when the trace in (123) is substituted by a finite entropy state $\langle \sigma \rangle$, represented by density matrices of the form (18), is still valid provided we use $\langle ij \rangle = \langle \psi_i \psi_j \rangle$ instead of $\langle ij \rangle$. In the XX model it is possible to compute exactly these fundamental correlators between the $A$’s and the $B$’s. On GGEs as in eq. (15) elementary steps give

$$\langle A_x(t) A_y \rangle = -\langle B_x(t) B(y) \rangle = \sum_{k=0}^{N-1} g_{xk} C_k g_{ky}$$

(128a)

$$\langle A_x(t) B(y) \rangle = -\langle B_x(t) A(y) \rangle = \sum_{k=0}^{N-1} g_{xk} S_k g_{ky}.$$  

(128b)

The matrices above satisfy

$$\sum_{x=0}^{N-1} g_{kx} A_{xy} = E_k g_{ky} \quad g^\dagger = g^{-1}$$  

(129a)

while

$$C_k = \frac{\cosh \left( iE_k t - \frac{1}{2} W_k \right)}{\cosh \left( \frac{1}{2} W_k \right)}$$

(129b)

$$S_k = \frac{\cosh \left( -iE_k t + \frac{1}{2} W_k \right)}{\cosh \left( \frac{1}{2} W_k \right)}.$$  

(129c)

The function $E_k$ is the dispersion relation (13) while $W_k$ is the function characterizing the GGE, the same in (15) and (18). Specialisation to finite temperature states is again given setting $W_k = \beta E_k$. For the actual numerical calculation of the Pfaffian in (127) we have followed the methods of Ref. [56].

### D.2 An alternative for time-independent correlators

Define the $2N$ dimensional vectors of operators,

$$V = \begin{pmatrix} a \\ a^\dagger \end{pmatrix}, \quad V^\dagger = \begin{pmatrix} a^\dagger \\ a \end{pmatrix}$$

(130)

These satisfy,

$$\{V_{z}, V_{z'}\} = \delta_{z,z'}$$

(131)

Now we consider the general correlator,

$$G_{zz'} = \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) V_{z}^\dagger \left( \prod_{i=1}^{m} e^{M'_i} \right) V_{z'} \right\}$$

(132)
where $M, M'$ are $2N \times 2N$ fermionic bilinear forms. Suppose that,
\[
[M_i, V] = \Omega_i V, \quad [M_i', V] = \Omega_i' V
\] (133)
In this way,
\[
e^{-M_i} V z e^{m_i} = \left(e^{\Omega_i} V\right)_z, \quad e^{-M_i'} V z e^{M_i'} = \left(e^{\Omega_i'} V\right)_z
\] (134)
and,
\[
[M_i, V^\dagger] = \sigma_i \Omega_i^* V^\dagger, \quad [M_i', V^\dagger] = \sigma_i \Omega_i'^* V^\dagger
\] (135)
where $\sigma_i = -1$ if the $M_i$ is hermitian $\sigma_i = 1$ if it is anti-hermitian. Using this we can write (summation over repeated indices),
\[
\text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) V_z^\dagger \left( \prod_{i=1}^{m} e^{M_i'} \right) V_{z'} \right\}
\]
\[
= \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) V_z \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) V_{z'}^\dagger \right\}
\]
\[
= \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) (\delta_{zl} - V_l V_{l'}^\dagger) \right\}
\]
\[
= - \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) V_l^\dagger V_{l'} \right\}
\]
\[
+ \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) z_{z'} \right\}
\]
\[
= - \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) V_z^\dagger \left( \prod_{i=1}^{m} e^{M_i'} \right) \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) V_{z'} \right\}
\]
\[
+ \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) z_{z'} \right\}
\] (136)
From this we get,
\[
\left[ \delta_{zs} + \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) \left( \prod_{i=m}^{1} e^{\sigma_i'} \right) \right] G_{sz'} = \left( \prod_{i=n}^{1} e^{\sigma_i'} \right) \text{Tr} \left\{ \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) \right\}
\] (137)
and using Klich formula [59, 60] we transform the trace into a determinant,
\[
G_{sz'} = \left[ \left( \prod_{i=m}^{1} e^{\sigma_i'} \right) \left( \prod_{i=1}^{n} e^{-\sigma_i'} \right) \right]^{-1} \det \left( 1 + \left( \prod_{i=1}^{n} e^{M_i} \right) \left( \prod_{i=1}^{m} e^{M_i'} \right) \right)
\] (138)
which is a very simple, efficient and compact formula to study time-independent correlation functions. We have compared (138) with results from the pfaffian method when $t = 0$.\]
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