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Abstract

We consider the Dirichlet and Neumann eigenvalues of the Laplacian for a planar, simply connected domain. The eigenvalues admit a characterization in terms of a layer potential of the Helmholtz equation. Using the exterior conformal mapping associated with the given domain, we reformulate the layer potential as an infinite-dimensional matrix. Based on this matrix representation, we develop a finite section approach for approximating the Laplacian eigenvalues and provide a convergence analysis by applying the Gohberg–Sigal theory for operator-valued functions. Moreover, we derive an asymptotic formula for the Laplacian eigenvalues on deformed domains that results from the changes in the conformal mapping coefficients.
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1 Introduction

Let Ω be a bounded simply connected domain in \( \mathbb{R}^2 \) with \( C^{1,\alpha} \) boundary for some \( \alpha > 0 \). We first consider the Neumann eigenvalue problem for the Laplacian on \( \Omega \) given by

\[
\begin{cases}
-\Delta u = \lambda u & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \( \lambda \) is a constant and \( \nu \) is the outward unit normal vector to \( \partial \Omega \). If (1.1) admits a nontrivial solution \( u \), then we call \( \lambda \) a Neumann eigenvalue of \( -\Delta \). The Neumann eigenvalues \( \lambda_j^N \) form a sequence of non-negative real numbers that diverges to infinity,

\[ 0 = \lambda_1^N < \lambda_2^N \leq \lambda_3^N \leq \cdots \leq \lambda_n^N \to \infty. \]
We similarly define the \textit{Dirichlet eigenvalues} $\lambda_j^D$ by replacing the boundary condition in (1.1) with the zero boundary condition $u = 0$ on $\partial \Omega$. We again enumerate them as 

$$0 < \lambda_1^D \leq \lambda_2^D \leq \lambda_3^D \leq \cdots \leq \lambda_n^D \to \infty.$$ 

It is known that for all $j \in \mathbb{N}$, $\lambda_j^N \leq \lambda_j^D$ [7]. Numerous estimates for the eigenvalues of the Laplacian in two dimensions have been investigated as shown in the work [6, 8, 10, 12, 14, 16, 21, 23]. Since the Rayleigh-Ritz method readily gives an upper bound, the emphasis has been on finding a lower bound. In this paper, we are concerned with approximating the eigenvalues of the Laplacian with the Dirichlet or the Neumann boundary condition.

For $\varphi \in L^2(\partial \Omega)$ and $z \in \mathbb{R}^2 \setminus \partial \Omega$, the \textit{single-} and \textit{double-layer potentials} for the Helmholtz equation are defined by

$$S_{\Omega}^\omega[\varphi](z) = \int_{\partial \Omega} \Gamma^\omega(z - \xi) \varphi(\xi) \, d\sigma(\xi),$$

$$D_{\Omega}^\omega[\varphi](z) = \int_{\partial \Omega} \frac{\partial \Gamma^\omega(z - \xi)}{\partial \nu_\xi} \varphi(\xi) \, d\sigma(\xi),$$

where $\Gamma^\omega$ denotes the fundamental solution to the Helmholtz equation $(\Delta + \omega^2)u = 0$ in two dimensions. Both of these integral operators solve the Helmholtz equation in $\mathbb{R}^2 \setminus \partial \Omega$. For $\omega > 0$, $\Gamma^\omega$ admits an absolutely convergent series expansion

$$\Gamma^\omega(z) = \frac{1}{2\pi} \log |z| + \tau(\omega) + \sum_{j=1}^{\infty} b_j \left( \log (\omega |z|) + c_j \right) (\omega |z|)^{2j}, \quad z \in \mathbb{R}^2 \setminus \{0\},$$

where $\tau(\omega) = \frac{1}{2\pi} \left( \log \frac{\omega}{2} + \gamma_0 \right) - \frac{1}{4}$, $\gamma_0$ stands for the Euler constant, and

$$b_j = \frac{(-1)^j}{2\pi} \frac{1}{2^{2j}(j!)^2}, \quad c_j = \gamma_0 - \log 2 - \frac{\pi i}{2} - \sum_{n=1}^{j} \frac{1}{n}.$$ 

We define related integral operators for $\varphi \in L^2(\partial \Omega)$ and $z \in \partial \Omega$ with weakly singular kernels as

$$K_{\Omega}^\omega[\varphi](z) = \mathrm{p.v.} \int_{\partial \Omega} \frac{\partial \Gamma^\omega(z - \xi)}{\partial \nu_\xi} \varphi(\xi) \, d\sigma(\xi),$$

$$K_{\Omega}^{\omega,*}[\varphi](z) = \mathrm{p.v.} \int_{\partial \Omega} \frac{\partial \Gamma^\omega(z - \xi)}{\partial \nu_z} \varphi(\xi) \, d\sigma(\xi),$$

where p.v. stands for the Cauchy principal value. As in $\Gamma^\omega(z)$, the operator-valued function $K_{\Omega}^\omega$ can be analytically extended to $\mathbb{C} \setminus \sqrt{-1} \mathbb{R}^-$, where $\mathbb{R}^- = \{ x \in \mathbb{R} : x \leq 0 \}$. In particular, it admits a local power series expansion in $\omega$. The relationship between these operators and the previous ones are given by

$$D_{\Omega}^\omega[\varphi] \big|_{k} (z) = \left( \frac{1}{2} I + K_{\Omega}^\omega \right) [\varphi](z),$$

$$\frac{\partial S_{\Omega}^\omega}{\partial \nu} \big|_{k}(z) = \left( \frac{1}{2} I + K_{\Omega}^{\omega,*} \right) [\varphi](z).$$

For a $C^{1,\alpha}$ domain $\Omega$, the operator $K_{\Omega}^\omega$ is compact on $L^2(\partial \Omega)$ [18, 22]. Since for a fixed $\omega$, $K_{\Omega}^\omega - K_{\Omega}^0$ is a Hilbert–Schmidt integral operator, it follows that $K_{\Omega}^\omega$ is compact on $L^2(\partial \Omega)$ as
Theorem 1.1. \(\partial \Omega\) is of class \(C^{1,\alpha}\) for some \(0 < \alpha < 1\). For a Neumann eigenvalue \(\omega_0^2 \neq 0\) of \(-\Delta\) on \(\Omega\) of multiplicity \(m\), the following hold:

(a) There exists \(N \in \mathbb{N}\) such that for \(n \geq N\), \(-\frac{1}{2}I + T_n K_{\Omega}^\omega\) on \(L^2(\partial \Omega)\) has, counting multiplicity, exactly \(m\) characteristic values in some closed ball \(B_\delta(\omega_0)\) for constant \(\delta > 0\).

(b) There exists a constant \(C > 0\) such that

\[|\omega_{n,j} - \omega_0| \leq \frac{C}{n!}, \quad \text{for all } n \geq N, \ j = 1, \ldots, m,\]

where the \(\omega_{n,j}\) \((j = 1, \ldots, m)\) denote the characteristic values of \(-\frac{1}{2}I + T_n K_{\Omega}^\omega\).

Theorem 1.2. \(\partial \Omega\) be of class \(C^{1,\alpha}\) for some \(0 < \alpha < 1\). For a Neumann eigenvalue \(\omega_0^2 \neq 0\) of \(-\Delta\) on \(\Omega\) of multiplicity \(m\), the following hold:

(a) There exists \(N \in \mathbb{N}\) such that for \(n \geq N\), \(-\frac{1}{2}I + P_n(T_n K_{\Omega}^\omega)P_n\) has, counting multiplicity, exactly \(m\) characteristic values in some closed ball \(B_\delta(\omega_0)\) for constant \(\delta > 0\).

(b) We denote by \(\tilde{\omega}_{n,j}\) the characteristic values of \(-\frac{1}{2}I + P_n(T_n K_{\Omega}^\omega)P_n\) for \(j = 1, \ldots, m\). For each \(j\), the sequence \(\{\tilde{\omega}_{n,j}\}\) converges to \(\omega_0\) as \(n \to \infty\).
If \( \partial \Omega \) is of class \( C^{3,\alpha} \) for some \( 1/2 < \alpha < 1 \), there exists a constant \( C > 0 \) such that

\[
|\tilde{\omega}_{n,j} - \omega_0| \leq Cn^{-\frac{3}{2}}, \quad \text{for all } n \geq N, \ j = 1, \ldots, \mu.
\]

It is worth noting that one can numerically compute the Laplacian eigenvalues with this matrix by Theorem 1.2, neither requiring the mesh generation nor relying on the quadrature rules for numerical integration (refer to subsection 3.3 for the explicit matrix expressions for \( P_n(T_nK_{\Omega}^n)P_n \)).

An interesting problem regarding the Laplacian eigenvalues is to find the extremal points (that is, domains) and the critical points of functions that depend on the Laplacian eigenvalues of planar points [12]. One may employ numerical techniques, including the gradient descent method, to solve such problems. Problem (ii)–estimation of shape perturbation of the eigenvalues–needs to be addressed before the numerical computations, both on simple eigenvalues and on eigenvalues with multiplicity. The latter naturally arise due to symmetries of the domain and pose a special challenge. We show that, generically, under a small perturbation on the shape of size \( \varepsilon \), the eigenvalues with multiplicity bifurcate into as many eigenvalues counting with multiplicity, and we compute the first-order change, of size \( \varepsilon \), corresponding to the shape derivative.

To state the result in detail let us introduce some terminologies. The Riemann mapping theorem asserts that there uniquely exist a constant \( \gamma > 0 \) called the conformal radius of \( \Omega \) and a conformal mapping \( \Psi_{\Omega} \) from \( \mathbb{C} \setminus \gamma D \) onto \( \mathbb{C} \setminus \Omega \) that admits the Laurent series expansion

\[
\Psi_{\Omega}(\xi) = \xi + \sum_{n=0}^{\infty} a_n \xi^{-n}, \quad |\xi| > \gamma,
\]

for \( a_n \in \mathbb{C} \). We also write \( \Psi \) when \( \Omega \) is clear from the context and refer to, for instance, [13] for the numerical computation of \( a_n \) of a given parametrized curve \( \partial \Omega \). We then perturb each coefficient in the Laurent series individually and denote the resulting domain by \( \Omega[k, \varepsilon] \) so that

\[
\Psi_{\Omega[k, \varepsilon]}(\xi) = \Psi_{\Omega}(\xi) + \varepsilon \xi^{-k}, \quad |z| > \gamma.
\]

We derive asymptotic relations for the layer potential operators depending on the shape deformation of the domain. Again, by applying the Gohberg–Sigal theory to the asymptotic relations, we obtain the following shape derivative formula for the Laplacian eigenvalues. Our main result for problem (ii) is as follows:

**Theorem 1.3.** Assume that \( \Psi_{\Omega} \) admits a conformal extension to \( \mathbb{C} \setminus \gamma_2 \Omega \) for some \( 0 < \gamma_2 < \gamma \). Let \( \lambda = \omega_0^2 > 0 \) be any Dirichlet (resp. Neumann) eigenvalue of \( -\Delta \) on \( \Omega \) of multiplicity \( \mu \). Fix \( j \in \mathbb{N} \). There exists \( \delta > 0 \) such that, for any \( \varepsilon \in \mathbb{C} \) with \( 0 < |\varepsilon| < \delta \) and \( j = 1, \ldots, \mu \), there exists a Dirichlet (resp. Neumann) eigenvalue \( \lambda_j(\Omega[k, \varepsilon]) \) of \( -\Delta \) on \( \Omega[k, \varepsilon] \) satisfying

\[
\left| \lambda_j(\Omega[k, \varepsilon]) - \lambda - 2|\varepsilon|\eta_j \sqrt{\lambda} \right| \leq C|\varepsilon|^{1+\frac{1}{\mu_j}}, \quad \eta_j = \eta_j(\omega_0, k, \arg(\varepsilon)),
\]

where \( \eta_j \) and \( \mu_j \) are defined depending on the \( |\varepsilon| \)-order terms in the asymptotic expansion of \( \mathcal{K}_{\Omega[k, \varepsilon]}^\omega \) by Definition 7 in Subsection 5.2. \( \mu_j \) is the size of the largest Jordan block with eigenvalue \( \eta_j \) of a certain matrix, and \( C \) is a positive constant independent both of \( |\varepsilon| \) and \( \arg(\varepsilon) \).
2 Preliminaries

2.1 Operator Generalizations of Complex-Theoretic Results

The contents of the section appear in the work of I. C. Gohberg and E. I. Sigal in [9] and they serve as generalizations of Rouché’s Theorem and the Argument Principle of complex function theory to operator-valued functions. See also [1] for further explanations.

For Banach spaces $\mathcal{B}$ and $\mathcal{B}'$, we denote by $\mathcal{L}(\mathcal{B}, \mathcal{B}')$ the algebra of all bounded linear operators from $\mathcal{B}$ to $\mathcal{B}'$. We will be dealing with functions $F(z)$ defined on a subset of $\mathbb{C}$ that are holomorphic in a (possibly deleted) neighborhood of some $z_0 \in \mathbb{C}$ and with values in $\mathcal{L}(\mathcal{B}, \mathcal{B}')$. We call $z_0$ a characteristic value of $F(z)$ if there exists a vector-valued function $f(z)$ called the root function of $F(z)$ associated with $z_0$ taking values in $\mathcal{B}$ such that

i) $f(z)$ is holomorphic at $z_0$ and $f(z_0) \neq 0$.

ii) $F(z)f(z)$ is holomorphic at $z_0$ and $F(z_0)f(z_0) = 0$.

Obviously,

$$F(z)f(z) = (z - z_0)^{m(f)}g(z),$$

for some $m(f) \in \mathbb{N}$ and a vector-valued function $g(z)$ with values in $\mathcal{B}'$ that is holomorphic at $z_0$ and such that $g(z_0) \neq 0$. The vector $f(z_0) \in \mathcal{B}$ is said to be an eigenvector of $F(z)$ associated with $z_0$ and the closure of all such eigenvectors is the kernel of $F(z)$ associated with $z_0$ and is denoted by $\text{Ker} F(z_0)$.

For an eigenvector $\varphi$ associated with $z_0$, we set

$$\text{rank}(\varphi) = \max \{m(f) : f \text{ is a root function satisfying } f(z_0) = \varphi\}.$$

When $\dim \text{Ker} F(z_0) = n < \infty$ and $\text{rank} \varphi < \infty$ for every $\varphi \in \text{Ker} F(z_0)$, the canonical system of eigenvectors of $F(z)$ associated with $z_0$ consists of the eigenvectors $\varphi_1, \ldots, \varphi_n \in \text{Ker} F(z_0)$ such that $\varphi_1$ is of maximum rank and each $\varphi_j, j = 2, \ldots, n$, is of maximum rank in the subspace $\text{Ker} F(z_0) \setminus \text{span} \{\varphi_1, \ldots, \varphi_{j-1}\}$. We now define the null multiplicity of a characteristic value $z_0$ of $F(z)$ as

$$N(F(z_0)) = \sum_{j=1}^{n} \text{rank}(\varphi_j).$$

For $z_0$ that is not a characteristic value, we set $N(F(z_0)) = 0$.

Suppose further that $F^{-1}(z)$ exists and that $z_0$ is a characteristic value of $F^{-1}(z)$. If $\dim \text{Ker} F^{-1}(z_0) = m < \infty$, then we again consider the canonical system of eigenvectors $\phi_1, \ldots, \phi_m \in \text{Ker} F^{-1}(z)$ and define the polar multiplicity of $z_0$ as

$$N(F^{-1}(z_0)) = -\sum_{j=1}^{m} \text{rank}(\phi_j).$$

We now define the multiplicity of the characteristic value $z_0$ of $F(z)$ as

$$M(F(z_0)) = N(F(z_0)) - N(F^{-1}(z_0)).$$

If $z_0$ is a characteristic value of $F(z)$ only, then $M(F(z_0)) = N(F(z_0))$. On the other hand, if it is a characteristic value of $F^{-1}(z)$ only, then $M(F(z_0)) = -N(F^{-1}(z_0))$. Obviously, if $F(z)$
is holomorphic at $z_0$ and $F(z_0)$ is an invertible operator, then $M(F(z_0)) = 0$. In this case, $z_0$ is called a regular point of $F(z)$.

If $z_0$ is a pole of $F(z)$ so that $F(z)$ can be expressed as a Laurent series

$$F(z) = \sum_{j=-p}^{\infty} (z - z_0)^j T_j,$$

in a neighborhood of $z_0$, then $z_0$ is called a normal point of $F(z)$ if the operators $T_j \in \mathcal{L}(\mathcal{B}, \mathcal{B}')$, $-p \leq j \leq -1$, are of finite rank [$F(z)$ is said to be finitely meromorphic at $z_0$, $T_0$ is Fredholm [$F(z)$ is said to be of Fredholm type at $z_0$], and all points in some deleted neighborhood of $z_0$ are regular. According to [9, Lemma 2.1], a normal point of $F(z)$ is also a normal point of $F^{-1}(z)$.

For a simply connected domain $\Omega \subset \mathbb{C}$ with rectifiable boundary $\partial \Omega$, we say that $F(z)$ is normal with respect to $\partial \Omega$ if it is finitely meromorphic and of Fredholm type in $\Omega$, continuous on $\partial \Omega$, and invertible at all points $z_0 \in \overline{\Omega}$ except at a finite number of normal points of $F(z)$ in $\Omega$. If $F(z)$ is normal with respect to $\partial \Omega$ and $v_j, j = 1, \cdots, \sigma$, are the characteristic values and poles of $F(z)$ in $\Omega$, then we set

$$\mathcal{M}(F(z); \partial \Omega) = \sum_{j=1}^{\sigma} M(F(v_j)).$$

The normality condition on $F(z)$ with respect to $\partial \Omega$ is an important assumption in the generalizations of the Argument Principle and Rouché’s Theorem given below to operator-valued functions. The proof of these results relies on a certain factorization of $F(z)$ at a normal point $z_0$ involving rank one projections when the corresponding Fredholm operator $T_0$ has index

$$\text{Ind } T_0 = \dim \text{Ker } T_0 - \dim \text{Ker } T_0^* = 0,$$

and $M(F(z_0))$ can be easily calculated using this factorization (see [9, Theorem 3.1 and Theorem 3.2] for more details). Let $F(z)$ and $A(z)$ be operator-valued functions taking values in $\mathcal{L}(\mathcal{B}, \mathcal{B}')$.

**Theorem 2.1** (Gohberg–Sigal [9, Theorem 2.2]). Let $F(z)$ be normal with respect to a rectifiable boundary $\partial \Omega$ of a simply connected domain $\Omega \subset \mathbb{C}$. If $A(z)$ is finitely meromorphic in $\Omega$, continuous on $\partial \Omega$, and satisfies

$$\|F^{-1}(z) A(z)\|_{\mathcal{L}(\mathcal{B})} < 1, \quad z \in \partial \Omega,$$

then $F(z) + A(z)$ is normal with respect to $\partial \Omega$ as well and

$$\mathcal{M}(F(z) + A(z); \partial \Omega) = \mathcal{M}(F(z); \partial \Omega).$$

**Theorem 2.2** (Gohberg–Sigal [9, Theorem 4.1]). Let $F(z)$ be normal with respect to a rectifiable boundary $\partial \Omega$ of a simply connected domain $\Omega \subset \mathbb{C}$. Denote by $v_j, j = 1, \cdots, \sigma$, all the characteristic values and poles of $F(z)$ in $\Omega$. For a scalar function $f$ that is analytic in $\Omega$ and continuous on $\overline{\Omega}$,

$$\frac{1}{2\pi i} \text{tr} \int_{\partial \Omega} f(z) F'(z) F^{-1}(z) dz = \sum_{j=1}^{\sigma} M(F(v_j)) f(v_j),$$

where "tr" stands for the trace of a finite-rank operator.
2.2 Exterior Conformal Mapping and Geometric Density Basis Functions

Let \( \Omega \subset \mathbb{C} \) be a simply connected bounded \( C^{1,\alpha} \) domain for some \( \alpha > 0 \). Recall that there is the exterior conformal mapping \( \Psi \) associated with \( \Omega \) given by (1.6). As \( \partial \Omega \) is assumed to be of class \( C^{1,\alpha} \), \( \Psi' \) also continuously extends to \( \partial \Omega \) by the Kellogg–Warschawski Theorem (see [17, Theorem 3.6]). Since \( \xi \) can be expressed as

\[
\xi = e^{\rho + i\theta},
\]

for some \((\rho, \theta) \in [\log \gamma, \infty) \times [0, 2\pi)\), the length element \( d\sigma \) on \( \partial \Omega \) satisfies \( d\sigma(z) = h(z)d\theta \) with the scale factor \( h(z) = \left| \frac{\partial \Psi}{\partial \rho} \right| = \left| \frac{\partial \Psi}{\partial \theta} \right| \). For a function \( f \) on \( \partial \Omega \), we have

\[
\frac{\partial f}{\partial \nu}|_{\partial \Omega}(z) = \frac{1}{h(z)} \lim_{\rho \to (\log \gamma)^{+}} \frac{\partial f(\Psi(e^{\rho+i\theta}))}{\partial \rho} \text{ on } \partial \Omega.
\]

We denote by \( F_m(z) \), \( m \in \mathbb{Z} \), the Faber polynomials associated with \( \Psi \) [5]. A notable property of the Faber polynomials is that \( F_m(\Psi(\xi)) \) has only one positive order term \( \xi^m \), as shown in

\[
F_m(\Psi(\xi)) = \xi^m + \sum_{k=1}^{\infty} c_{m,k} \xi^{-k}, \quad |\xi| > \gamma,
\]

where the constants \( c_{m,k} \) are the Grunsky coefficients. These coefficients can be easily computed using the recurrence relation (see, for instance, [4, 11])

\[
c_{m+1,n+1} = c_{m+1,n} - a_{m+n} + \sum_{s=1}^{m-1} a_{m-s}c_{s,n} - \sum_{s=1}^{n-1} a_{n-s}c_{m,s}, \quad m, n \geq 1.
\]

It can be shown that

\[
kc_{m,k} = m c_{k,m} \text{ for all } m, k \in \mathbb{N}.
\]

Further, for \( \partial \Omega \) that is of class \( C^{1+p,\alpha} \) for some \( p \in \{0\} \cup \mathbb{N} \) and \( \alpha \in (0, 1) \), there exists a constant \( M \) independent of \( s \) and \( t \) such that (see [20, Lemma 1.5])

\[
\left| \sum_{k=1}^{\infty} \frac{c_{k,s} \overline{c_{k,t}}}{\sqrt{s+t+2k}} \right| \leq \frac{M}{s^{p+\alpha} t^{p+\alpha}} \text{ for all } s, t \in \mathbb{N}.
\]

Combining this bound with [25], we obtain the following result:

**Theorem 2.3.** If \( \partial \Omega \) is of class \( C^{3,\alpha} \) for some \( \alpha > 0 \), then

\[
\frac{c_{s,k} \overline{c_{s,t}}}{\sqrt{2s+2k}} = \frac{c_{k,s} \overline{c_{k,t}}}{\sqrt{2s+2k}} \leq \frac{M}{(\max\{s,k\})^{4+2\alpha}}, \quad \text{for all } s, k \in \mathbb{N}.
\]

For \( z = \Psi(\gamma e^{i\theta}) \), we now set \( \tilde{\eta}_0(z) = \eta_0(z) = 1 \), \( \tilde{\zeta}_0(z) = \zeta_0(z) = \frac{1}{\eta(z)} \), and

\[
\eta_m(z) = e^{in\theta}, \quad \zeta_m(z) = e^{im\theta}/h(z),
\]

\[
\eta_m(z) = \frac{1}{\sqrt{|m|}} e^{im\theta}, \quad \zeta_m(z) = \frac{\sqrt{|m|}}{h(z)} e^{im\theta} \quad \text{for } m \in \mathbb{Z} \setminus \{0\}.
\]
In view of (1.3) and (1.5), we express $K_{\Omega}$ as

$$K_{\Omega} = \sum_{m \in \mathbb{Z}} a_m \tilde{\eta}_m,$$

where $a_m = \frac{1}{2\pi} \int_{\partial \Omega} \varphi \tilde{\zeta}_m \, d\sigma$.

An inner product on $L^2(\partial \Omega)$ is given in the usual way as

$$\langle \sum_{m \in \mathbb{Z}} \alpha_m \tilde{\eta}_m, \sum_{m \in \mathbb{Z}} \beta_m \tilde{\eta}_m \rangle_0 := \sum_{m \in \mathbb{Z}} \alpha_m \beta_m,$$

and the norm $\| \cdot \|_0$ associated with $\langle \cdot, \cdot \rangle_0$ is equivalent to the standard norm on $L^2(\partial \Omega)$.

The layer potentials of the Laplacian admit the following expansions in terms of these geometric basis functions:

**Theorem 2.4** ([13]). On $\partial \Omega$, $S^0_{\Omega}[\zeta_0] = \log \gamma$, $K^0_{\Omega}[\eta_0] = \frac{1}{2}$, and

$$S^0_{\Omega}[\zeta_m] = -\frac{1}{2} \left( \eta_m + \sum_{k=1}^{\infty} \sqrt{k} \frac{c_{m,k}}{\gamma^{m+k}} \eta_{-k} \right), \quad S^0_{\Omega}[\zeta_{-m}] = -\frac{1}{2} \left( \eta_{-m} + \sum_{k=1}^{\infty} \sqrt{k} \frac{c_{m,k}}{\gamma^{m+k}} \eta_k \right),$$

$$K^0_{\Omega}[\eta_m] = \frac{1}{2} \sum_{k=1}^{\infty} \sqrt{k} \frac{c_{m,k}}{\gamma^{m+k}} \eta_{-k}, \quad K^0_{\Omega}[\eta_{-m}] = \frac{1}{2} \sum_{k=1}^{\infty} \sqrt{k} \frac{c_{m,k}}{\gamma^{m+k}} \eta_k \quad \text{for} \ m \in \mathbb{N}.$$  

### 3 Approximations of $K^\omega_{\Omega}$ by Finite Matrices

We approximate the Laplacian eigenvalues by the eigenvalues of certain finite-dimensional matrices that are “close” to the operator $K^\omega_{\Omega}$ and whose entries are explicitly determined by the conformal mapping coefficients of $\Omega$. Let $\Omega$ be a $C^{1,\alpha}$ domain for some $\alpha > 0$.

#### 3.1 Finite Section Method for $K^\omega_{\Omega}$

In view of ([13]) and ([15]), we express $K^\omega_{\Omega}$ as

$$K^\omega_{\Omega} = \lim_{n \to \infty} T_n K^\omega_{\Omega},$$

where

$$T_n K^\omega_{\Omega} = K^0_{\Omega} + \sum_{j=1}^{n} (\omega^{2j} \log \omega) K^{(j,1)}_{\Omega} + \sum_{j=1}^{n} \omega^{2j} K^{(j,2)}_{\Omega},$$

$$K^{(j,1)}_{\Omega} [\varphi](x) := \int_{\partial \Omega} b_j \frac{\partial [x - y]^{2j}}{\partial \nu_y} \varphi(y) \, d\sigma(y),$$

$$K^{(j,2)}_{\Omega} [\varphi](x) := \int_{\partial \Omega} \frac{\partial (|x - y|^{2j} b_j (\log |x - y| + c_j))}{\partial \nu_y} \varphi(y) \, d\sigma(y),$$

and the constants $b_j$ and $c_j$ are given by ([14]). For notational convenience, we set $K^{(0,1)}_{\Omega} = 0$ and $K^{(0,2)}_{\Omega} = K^0_{\Omega}$. The following lemmas are essential in deriving error estimates for the computation of the Laplacian eigenvalues:
Lemma 3.1. For a fixed $\omega \in \mathbb{C} \setminus \mathbb{R}^-$, 
\[ \lim_{n \to \infty} \| K_{\Omega}^\omega - T_n K_{\Omega}^\omega \|_{L^2(\partial \Omega)} = 0. \]

Proof. We first note that 
\[ \frac{\partial |x - y|^{2j}}{\partial \nu_y} = 2j |y - x| |x - y|^{2j-2} \leq 2j \max_{x \in \partial \Omega} (1 + 2|x|)^{2j-1}, \]
\[ \frac{\partial \left( |x - y|^{2j} \log |x - y| \right)}{\partial \nu_y} \leq 2j (|x - y|^{2j-2} + |x - y|^{2j}) + |x - y|^{2j-1} \leq 5j \max_{x \in \partial \Omega} (1 + 2|x|)^{2j}. \] (3.2)

Setting $K = \max_{x \in \partial \Omega} (1 + 2|x|)$, we then have 
\[ \left\| K_{\Omega}^{(j,1)}[\varphi] \right\|_{L^2(\partial \Omega)} \leq 5j |b_j| (1 + |c_j|) K^{2j} \| \varphi \|_{L^2(\partial \Omega)}, \] (3.3)
and this, in turn, gives 
\[ \| K_{\Omega}^\omega - T_n K_{\Omega}^\omega \|_{L^2(\partial \Omega)} \leq C \sum_{j=n+1}^{\infty} |\omega|^{2j} (1 + \log |\omega|) \frac{\log j}{22j (j^1)^2} K^{2j}, \] (3.4)
for some constant $C$. We observe that the right-hand side of (3.4) converges to zero as $n \to \infty$. \[ \square \]

In what follows, let $P_n$ denote the orthogonal projection from $L^2(\partial \Omega)$ onto span $\{ \tilde{\eta}_m : -n \leq m \leq n \}$.

Lemma 3.2. For a fixed $\omega \in \mathbb{C} \setminus \mathbb{R}^-$, 
\[ \lim_{n \to \infty} \| K_{\Omega}^\omega - P_n K_{\Omega}^\omega P_n \|_{L^2(\partial \Omega)} = 0. \]

Proof. Since $\partial \Omega$ is of class $C^{1,\alpha}$, both $K_{\Omega}^\omega$ and $K_{\Omega}^{\omega*}$ are compact operators on $L^2(\partial \Omega)$. Let 
\[ B = \{ f \in L^2(\partial \Omega) : \| f \|_0 = 1 \}, \]
using the norm $\| \cdot \|_0$ associated with (2.6), and define a sequence of continuous functions $r_n : K_{\Omega}^\omega(B) \to \mathbb{R}$ by 
\[ r_n(f) = \| (I - P_n) f \|_0. \]
For each fixed $f \in K_{\Omega}^\omega(B)$, $r_n(f)$ is decreasing in $n$ and $\lim_{n \to \infty} r_n(f) = 0$. Since $r_n(f) \to 0$ uniformly on $K_{\Omega}^\omega(B)$, 
\[ \lim_{n \to \infty} \| (I - P_n) K_{\Omega}^\omega[f] \|_0 = 0 \text{ uniformly for } f \in B. \]
Similarly, 
\[ \lim_{n \to \infty} \| (I - P_n)(K_{\Omega}^\omega)^*[f] \|_0 = 0 \text{ uniformly for } f \in B. \]

Denoting by $\| \cdot \|_0$ the operator norm with respect to the norm $\| \cdot \|_0$ of $L^2(\partial \Omega)$, we then have 
\[ \| K_{\Omega}^\omega - P_n K_{\Omega}^\omega P_n \|_0 \leq \| (I - P_n) K_{\Omega}^\omega \|_0 + \| P_n K_{\Omega}^\omega (I - P_n) \|_0 \leq \| (I - P_n) K_{\Omega}^\omega \|_0 + \| (I - P_n) K_{\Omega}^{\omega*} \|_0 \to 0. \]

Finally, we note that the norm $\| \cdot \|_0$ is equivalent to the standard norm on $L^2(\partial \Omega)$. \[ \square \]
Lemma 3.3. Let $B_\delta$ be a disk of radius $\delta$ that is compactly contained in $\mathbb{C} \setminus \sqrt{-1}\mathbb{R}^-$. Then
\[
\sup_{\omega \in \partial B_\delta} \|K_\Omega^{\omega} - P_n(T_nK_\Omega^{\omega})P_n\|_{L^2(\partial\Omega)} \to 0 \quad \text{as } n \to \infty.
\]

Proof. For $n \in \mathbb{N}$ and $w \in \partial B_\delta$, we let
\[
f_n(w) := \|K_\Omega^{\omega} - P_n(T_nK_\Omega^{\omega})P_n\|_{L^2(\partial\Omega)}.
\]
Applying the previous lemmas to
\[
K_\Omega^{\omega} - P_n(T_nK_\Omega^{\omega})P_n = K_\Omega^{\omega} - P_nK_\Omega^{\omega}P_n + P_n(K_\Omega^{\omega} - T_nK_\Omega^{\omega})P_n,
\]
we obtain for a fixed $w$,
\[
\lim_{n \to \infty} \|K_\Omega^{\omega} - P_n(T_nK_\Omega^{\omega})P_n\| = 0.
\]

In the remainder of the proof, we show that the convergence is, in fact, uniform for $w \in \partial B_\delta$. The equivalence of the norms $\| \cdot \|_{L^2(\partial\Omega)}$ and $\| \cdot \|_0$ first yields the bound
\[
\|P_n\|_{L^2(\partial\Omega)} \leq C_1\|P_n\|_0 = C_1,
\]
for some constant $C_1$ independent of $n$. Then for $\omega, \tilde{\omega} \in \partial B_\delta$,
\[
|f_n(\omega) - f_n(\tilde{\omega})| \leq \|K_\Omega^{\omega} - K_\Omega^{\tilde{\omega}}\| + \|P_n(T_nK_\Omega^{\omega} - T_nK_\Omega^{\tilde{\omega}})P_n\| \leq \|K_\Omega^{\omega} - K_\Omega^{\tilde{\omega}}\| + C_2\|T_nK_\Omega^{\omega} - T_nK_\Omega^{\tilde{\omega}}\|
\]
\[
\leq (1 + C_2^2) \sum_{j=1}^{\infty} \left(|\omega^{2j} - \tilde{\omega}^{2j}| \|K_\Omega^{(j,2)}\| + |\omega^{2j}\log\omega - \tilde{\omega}^{2j}\log\tilde{\omega}| \|K_\Omega^{(j,1)}\|\right)
\]
\[
\leq (1 + C_2^2) (C_2 |\omega - \tilde{\omega}| + C_3 |\log\omega - \log\tilde{\omega}|),
\]
with
\[
C_2 = \sum_{j=1}^{\infty} 2j \left(1 + \sup_{z \in \partial B_\delta} |z|\right)^{2j-1} \left(\|K_\Omega^{(j,2)}\| + \sup_{z \in \partial B_\delta} |\log z| \|K_\Omega^{(j,1)}\|\right) < \infty,
\]
\[
C_3 = \sum_{j=1}^{\infty} \sup_{z \in \partial B_\delta} |z|^{2j} \|K_\Omega^{(j,1)}\| < \infty.
\]
(3.5)

Note that the convergence of the series in (3.5) is justified by (3.3). Now, since $\partial B_\delta$ is bounded away from the origin, and $|\log\omega - \log\tilde{\omega}| / |\omega - \tilde{\omega}|$ is bounded uniformly for $\omega, \tilde{\omega} \in \partial B_\delta$, we have
\[
|f_n(\omega) - f_n(\tilde{\omega})| \leq C_4 |\omega - \tilde{\omega}|,
\]
for a constant $C_4$ independent of $n$ and $\omega, \tilde{\omega} \in \partial B_\delta$. Hence, $\{f_n\}$ is equicontinuous on the compact set $\partial B_\delta$. Using the fact that $f_n$ converges to 0, we conclude that $f_n$ uniformly converges to 0 on $\partial B_\delta$. \hfill \Box
3.2 Convergence Estimate assuming a greater regularity of \( \partial \Omega \)

We derive the convergence rate for the operator in Lemma 3.2, assuming a greater regularity than \( C^{1,\alpha} \) of \( \partial \Omega \), as follows:

**Theorem 3.4.** Let \( \partial \Omega \) be of class \( C^{3,\alpha} \) for some \( 1/2 < \alpha < 1 \). We have

\[
\left\| K_{\Omega}^\omega - P_n K_{\Omega}^\omega P_n \right\|_{L^2(\partial \Omega)} \leq \frac{R(\omega)}{n^{3/2}}, \quad \text{for all } \omega \in \mathbb{C} \setminus \sqrt{-1}\mathbb{R}^- \text{ and } n \in \mathbb{N},
\]

where \( R(\omega) \) is a continuous function for \( \omega \in \mathbb{C} \setminus \sqrt{-1}\mathbb{R}^- \).

It suffices to prove the theorem with the operator norm with respect to the norm \( \| \cdot \|_0 \) of \( L^2(\partial \Omega) \). Moreover, one can decompose \( K_{\Omega}^\omega \) on \( L^2(\partial \Omega) \) into

\[
K_{\Omega}^\omega = K_{\Omega}^0 + R_1 + R_2, \quad \text{(3.6)}
\]

where

\[
R_1[\varphi](z) = - \int_0^{2\pi} \left( \sum_{j=1}^{\infty} \omega_j^2 \left( (\log \omega) j b_j + j b_j c_j + \frac{1}{2} b_j \right) |z - \Psi(\gamma e^{i\theta})|^{2j-2} p(\theta; z) \right) \varphi(\Psi(\gamma e^{i\theta})) d\theta,
\]

\[
R_2[\varphi](z) = - \int_0^{2\pi} \log |z - \Psi(\gamma e^{i\theta})| \left( \sum_{j=1}^{\infty} \omega_j^2 j b_j |z - \Psi(\gamma e^{i\theta})|^{2j-2} p(\theta; z) \right) \varphi(\Psi(\gamma e^{i\theta})) d\theta,
\]

and

\[
p(\theta; z) = \Psi'(\xi)(z - \Psi(\xi)) + \frac{\Psi''(\xi)}{\Psi'(\xi)}(z - \Psi(\xi)), \quad \xi = \gamma e^{i\theta}.
\]

This can be easily seen by noting that for \( z \in \partial \Omega \) and \( \tau = \Psi(\xi) \) with \( \xi = e^{\rho+i\theta} \), we have from (2.2) that

\[
h(\tau) \frac{\partial |z - \tau|^{2j}}{\partial \nu_\tau} \bigg|_{\partial \Omega} (\tau) = \lim_{\rho \to (\log \gamma)^+} \frac{\partial |z - \tau|^{2j}}{\partial \rho} (\tau) = -j |z - \Psi(\gamma e^{i\theta})|^{2j-2} p(\theta; z),
\]

\[
h(\tau) \frac{\partial \log |z - \tau|}{\partial \nu_\tau} \bigg|_{\partial \Omega} (\tau) = \lim_{\rho \to (\log \gamma)^+} \frac{1}{2} \frac{\partial \log |z - \tau|}{\partial \rho} (\tau) = -\frac{1}{2} |z - \Psi(\gamma e^{i\theta})|^{-2} p(\theta; z).
\]

Using these calculations in the definitions given in (3.1), we then obtain

\[
K_{\Omega}^{(j,1)}[\varphi](z) = - \int_0^{2\pi} j b_j |z - \Psi(\gamma e^{i\theta})|^{2j-2} p(\theta; z) \varphi(\Psi(\gamma e^{i\theta})) d\theta,
\]

\[
K_{\Omega}^{(j,2)}[\varphi](z) = - \int_0^{2\pi} \left( j b_j \log |z - \Psi(\gamma e^{i\theta})| + j b_j c_j + \frac{1}{2} b_j \right) |z - \Psi(\gamma e^{i\theta})|^{2j-2} p(\theta; z) \varphi(\Psi(\gamma e^{i\theta})) d\theta.
\]

### 3.2.1 Relevant Lemmas

We will present a series of lemmas that will be used to estimate the terms in (3.6). For notational simplicity, we let

\[
n_* = \max(|n|, 1), \quad \text{for } n \in \mathbb{Z}.
\]
Lemma 3.5. Let $x, y > 0$ with $\max\{x, y\} > 1$. There exists a constant $C_{x,y}$ such that

$$\sum_{q \in \mathbb{Z}} q_*^x (q - m)^{-y} \leq C_{x,y} m_*^{-\min\{x,y\}}, \quad \text{for all } m \in \mathbb{Z}.$$ 

Proof. Since both sides of the inequality are invariant under the transformation $m \mapsto -m$, we may assume that $m \geq 0$. The result obviously holds for $m = 0$, and therefore, by considering the transformation $q \mapsto -q + m$, it suffices to prove it under the assumption that $m > 0$ and $y \geq x$ (and thus, $y > 1$). We split the sum into

$$\sum_{q \in \mathbb{Z}} q_*^x (q - m)^{-y} = \frac{1}{m^y} + \frac{1}{m^x} + \left( \sum_{q = -\infty}^{-1} + \sum_{q = 1}^{m-1} + \sum_{q = m+1}^{\infty} \right) \frac{1}{q_*^x (q - m)^{-y}} =: \frac{1}{m^y} + \frac{1}{m^x} + I + II + III,$$

where the first two terms correspond to $q = 0$ and $q = m$, respectively. The estimates $II \leq (\frac{2}{m})^x \frac{2y}{2^y}$ and $I, III \leq (\frac{2}{m})^x \frac{y}{2^y}$ can then be easily obtained. \hfill $\square$

Lemma 3.6. For $\varphi = \sum_{n \in \mathbb{Z}} \langle \varphi, \tilde{\eta}_n \rangle_0 \tilde{\eta}_n \in L^2(\partial \Omega)$,

$$\mathcal{R}_1[\varphi] = \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} \langle \varphi, \tilde{\eta}_n \rangle_0 \langle \mathcal{R}_1[\tilde{\eta}_n], \tilde{\eta}_m \rangle_0 \tilde{\eta}_m,$$

where $C(\omega)$ depends continuously on $\omega \in \mathbb{C} \setminus \sqrt{-1}\mathbb{R}$.

Proof. For $m, n \in \mathbb{Z}$,

$$\langle \mathcal{R}_1[\tilde{\eta}_n], \tilde{\eta}_m \rangle_0 = \frac{1}{2\pi} \int_{\partial \Omega} \mathcal{R}_1[\tilde{\eta}_n](z) \tilde{\zeta}_m(z) \, d\sigma(z) = \frac{1}{2\pi} \int_{0}^{2\pi} \mathcal{R}_1[\tilde{\eta}_n](\Psi(\gamma e^{i\theta_1})) e^{-im\theta_1} \, d\theta_1.$$

Substituting $\varphi = \tilde{\eta}_n$ in the definition of $\mathcal{R}_1$ given by (3.7), we have

$$\langle \mathcal{R}_1[\tilde{\eta}_n], \tilde{\eta}_m \rangle_0 = -\frac{1}{2\pi} \int_{0}^{2\pi} \int_{0}^{2\pi} f(\theta_1, \theta_2; \omega) e^{im\theta_1} e^{-im\theta_1} \, d\theta_2 d\theta_1, \quad \text{where} \quad f(\theta_1, \theta_2; \omega) = \sum_{j=1}^{\infty} \omega^{2j} \left( (\log \omega) j b_j + j b_j c_j + \frac{1}{2} b_j \right) |\Psi(\gamma e^{i\theta_1}) - \Psi(\gamma e^{i\theta_2})|^{2j-2} p(\theta_2; \Psi(\gamma e^{i\theta_1})), \quad (3.8)$$

and in the remainder of the proof, we aim to estimate this term.

First, by the definition of $p(\theta_2; z)$,

$$|\Psi(\gamma e^{i\theta_1}) - \Psi(\gamma e^{i\theta_2})|^{2j-2} p(\theta_2; \Psi(\gamma e^{i\theta_1})) = \frac{1}{j} \frac{\partial}{\partial \theta_2} \left( |\Psi(\gamma e^{i\theta_1}) - \Psi(\gamma e^{i\theta_2})|^{2j} \right).$$

Moreover, a term-by-term differentiation of $f(\theta_1, \theta_2; \omega)$ results in

$$\frac{\partial^3}{\partial \theta_1^3} \frac{\partial^2}{\partial \theta_2^2} f = \sum_{j=1}^{\infty} \omega^{2j} \left( (\log \omega) j b_j + j b_j c_j + \frac{1}{2} b_j \right) \frac{1}{j} \frac{\partial^3}{\partial \theta_1^3} \frac{\partial^2}{\partial \theta_2^2} \left( |\Psi(\gamma e^{i\theta_1}) - \Psi(\gamma e^{i\theta_2})|^{2j} \right),$$

so that

$$|\partial_1^3 \partial_2^2 f| \leq \sum_{j=1}^{\infty} |\omega|^{2j} \left( (\log \omega) j b_j + j b_j c_j + \frac{1}{2} b_j \right) \frac{2^{2j}}{j} (2j)^0 \tilde{M}^{2j} =: C(\omega),$$
where $\tilde{M} := 1 + \max_{0 \leq k \leq 3} \max_{\theta \in T} |\partial_1^k \Psi(\gamma e^{i\theta})| < \infty$. This is due to the fact that the regularity assumption on $\Psi$ yields

$$\partial_1^k \Psi(\gamma e^{i\theta}), \partial_2^k \Psi(\gamma e^{i\theta}) \in C^{0,\alpha}(T) \quad \text{for any } 0 \leq k \leq 3,$$

where $T$ is the one-dimensional torus $[0, 2\pi]$. Since $\omega \in \mathbb{C} \setminus \sqrt{-1} \mathbb{R}^\cdot$. Moreover,

$$\left| (\partial_1^m \partial_2^n f)_{m,n} \right| = (2\pi)^{-2} \int_0^{2\pi} \int_0^{2\pi} (\partial_1^m \partial_2^n f) e^{-im\theta_2} e^{-in\theta_1} d\theta_2 d\theta_1 \leq C(\omega), \quad m, n \in \mathbb{Z}.$$

Finally, (3.8) and the fact that $\left| (\partial_1^m \partial_2^n f)_{m,n} \right| = |m|^3 |n|^2 |\hat{f}_{m,n}|$ yield the desired result. □

We next have

$$\mathcal{R}_2[\varphi](\Psi(\gamma e^{i\theta_1})) = - \int_0^{2\pi} \log |\Psi(\gamma e^{i\theta_1}) - \Psi(\gamma e^{i\theta_2})| g(\theta_1, \theta_2; \omega) \varphi(\Psi(\gamma e^{i\theta_2})) d\theta_2,$$

where

$$g(\theta_1, \theta_2; \omega) = \sum_{j=1}^{\infty} \omega^{2j} b_j |\Psi(\gamma e^{i\theta_1}) - \Psi(\gamma e^{i\theta_2})|^{2j-2} p(\theta_2; \Psi(\gamma e^{i\theta_1})).$$

As in the case for $\mathcal{R}_1$,

$$g(\theta_1, \theta_2; \omega) = \sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t}(\omega) e^{is\theta_1 e^{it\theta_2}}, \quad |\hat{g}_{s,t}| \leq C(\omega) s^{-3} t^{-2},$$

for a continuous function $C(\omega)$ independent of $s$ and $t$. We then have

$$g(\theta_1, \theta_2; \omega) \tilde{\eta}(\Psi(\gamma e^{i\theta_2})) = \sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t}(\omega) e^{is\theta_1 e^{it(\theta_2 + \eta)}},$$

Since the integral representation of $\mathcal{R}_2$ involves a logarithmic function, we consider the single-layer potential with zero potential. We define the constants $S_{s,l}$ by

$$\mathcal{S}_0^\infty \left[ \frac{\tilde{\eta}}{\bar{z}} \right](z) = \sum_{l \in \mathbb{Z}} S_{s,l} \tilde{\eta}(z).$$

Note that by Theorems 2.3 and 2.4

$$S_{0,0} = \log \gamma, \quad S_{s,0} = S_{0,t} = 0,$$

$$S_{s,-l} = S_{l,-s} = \overline{S_{s,l}}, \quad \text{for } s, l \in \mathbb{N} \setminus \{0\},$$

$$S_{s,l} = -\frac{1}{2|s|} \delta_{s,l}, \quad \text{for } sl > 0,$$

and

$$|S_{s,l}|^2 = \frac{1}{4|s||l|} \frac{C_{|s|,|l|} C_{|l|,|s|}}{\gamma^{2|s|+2|l|}} \leq \frac{M}{4} \frac{1}{|s||l| (\max\{|s|,|l|\})^{4+2\alpha}}, \quad \text{for } sl < 0. \quad (3.10)$$
Let $\varphi = \sum_{n \in \mathbb{Z}} \beta_n \tilde{n}_n$ with $\sum_{n \in \mathbb{Z}} |\beta_n|^2 = 1$. In what follows, $C = C(\omega, \Omega)$ will denote a constant independent of $\beta_n$. Since

$$R_2[\tilde{n}_n] (\Psi(\gamma e^{i\theta_1})) = -2\pi \sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t} e^{is\theta_1} \zeta_0 \left[ \frac{1}{b(\Psi(\gamma e^{i\theta_2})))} e^{i(t+n)\theta_2} \right] (\Psi(\gamma e^{i\theta_1}))$$

$$= -2\pi \sum_{s,t,l \in \mathbb{Z}} \hat{g}_{s,t} S_{t+n,l} \tilde{n}_{s+l} (\Psi(\gamma e^{i\theta_1}))$$

it follows that

$$\frac{1}{4\pi^2} \|(R_2 - P_N R_2 P_N)[\varphi]\|_0^2 = \sum_{|m| > N} \left| \sum_{n \in \mathbb{Z}} \beta_n \sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t} S_{t+n,m-s} \right|^2 + \sum_{|m| \leq N} \left| \sum_{n \in \mathbb{Z}} \beta_n \sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t} S_{t+n,m-s} \right|^2. \quad (3.11)$$

We now split the summation $\sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t} S_{t+n,m-s}$ into four cases (i) $t + n = m - s \neq 0$ (ii) $t + n = m - s = 0$ (iii) $(t + n)(m - s) < 0$ (iv) the rest for which $S_{t+n,m-s} = 0$, so that

$$\sum_{s,t \in \mathbb{Z}} \hat{g}_{s,t} S_{t+n,m-s} = \left( \sum_{t+n=m-s \neq 0} + \sum_{t+n=m-s=0} + \sum_{(t+n)(m-s)<0} \right) \hat{g}_{s,t} S_{t+n,m-s} =: I_1 + I_2 + I_3,$$

and put

$$J_k^{(1)} := \sum_{|m| > N} \left| \sum_{n \in \mathbb{Z}} \beta_n I_k(m,n) \right|^2, \quad J_k^{(2)} := \sum_{|m| \leq N} \left| \sum_{n \in \mathbb{Z}} \beta_n I_k(m,n) \right|^2, \quad \text{for } k = 1, 2, 3.$$

Then

$$\frac{1}{4\pi^2} \|(R_2 - P_N R_2 P_N)[\varphi]\|_0^2 \leq 3 \left( J_1^{(1)} + J_2^{(1)} + J_3^{(1)} \right) + 3 \left( J_1^{(2)} + J_2^{(2)} + J_3^{(2)} \right). \quad (3.12)$$

**Lemma 3.7.**

$$\frac{1}{4\pi^2} \|R_2 - P_N R_2 P_N\|_0^2 = O(N^{-3}).$$

**Proof.** Estimates for $J_k^{(1)}$ and $J_k^{(2)}$. Let $t + n = m - s = q \in \mathbb{Z} \setminus \{0\}$. First, we see from $(3.9)$ that $S_{q,q} = 1/(2|q|)$. By substituting $\theta_2 = \theta_1$ into the function $g(\theta_1, \theta_2; \omega)$, we have for each $k \in \mathbb{Z},$

$$\sum_{s,t \in \mathbb{Z}, s+t=k} \hat{g}_{s,t} = 0,$$

and thus, $\sum_{q \in \mathbb{Z}} \hat{g}_{m-q,q-n} = 0$. It follows that

$$|I_k(m,n)| = \left| \sum_{q \in \mathbb{Z} \setminus \{0\}} \hat{g}_{m-q,q-n} S_{q,q} \right| = \left| \sum_{q \in \mathbb{Z} \setminus \{0\}} \frac{1}{2q} \hat{g}_{m-q,q-n} - \frac{1}{2m} \sum_{q \in \mathbb{Z}} \hat{g}_{m-q,q-n} \right| \leq \frac{1}{2} \sum_{q \in \mathbb{Z}} \frac{(m-q)\ast}{q \ast m \ast} |\hat{g}_{m-q,q-n}|,$$

for all $m,n \in \mathbb{Z}$.
and therefore,

\[ J_1^{(1)} \leq C \sum_{|m| > N} \left( \sum_{n \in \mathbb{Z}} |\beta_n| \sum_{q \in \mathbb{Z}} \frac{(m-q)_*}{q_* m_*} \frac{1}{q_* (m-q)_*^2} \frac{1}{(q-n)_*^2} \right)^2 \]

\[ \leq C \sum_{|m| > N} \frac{1}{m^2} \left( \sum_{n \in \mathbb{Z}} |\beta_n| \sum_{q \in \mathbb{Z}} \frac{1}{q_* (m-q)_*^2} \frac{1}{(q-n)_*^2} \right)^2. \]

Since \( \sup_n |\beta_n| \leq 1 \), \( \sum_{n \in \mathbb{Z}} \frac{|\beta_n|}{(q-n)_*^2} \leq \sum_{n \in \mathbb{Z}} \frac{1}{(q-n)_*^2} = O(1) \). This leads to

\[ J_1^{(1)} \leq C \sum_{|m| > N} \frac{1}{m^2} \left( \sum_{q \in \mathbb{Z}} \frac{1}{q_* (m-q)_*^2} \right)^2 \leq C \sum_{|m| > N} \frac{1}{m^2} \left( \frac{1}{|m| \min(1,2)} \right)^2 \leq C \frac{1}{N^3}, \]

where Lemma 3.5 is used for the second inequality.

We next consider \( J_1^{(2)} \). Applying the Cauchy–Schwarz inequality, we obtain

\[ \sum_{|n| > N} \frac{|\beta_n|}{(q-n)_*^2} \leq \left( \sum_{|n| > N} (q-n)_*^{-4} \right)^{1/2} \leq C f(q, N), \quad f(q, N) = \begin{cases} 1 & \text{if } |q| > N, \\ (N + 1 - |q|)^{-3/2} & \text{if } |q| \leq N. \end{cases} \]

As before,

\[ J_1^{(2)} \leq C \sum_{|m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| \leq N} \frac{f(q, N)}{q_* (m-q)_*^2} \right)^2 + C \sum_{|m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| > N} \frac{f(q, N)}{q_* (m-q)_*^2} \right)^2 =: C(A + B). \]

Another application of the Cauchy–Schwarz inequality and Lemma 3.5 give

\[ A = \sum_{|m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| \leq N} \frac{f(q, N)}{q_* (m-q)_*^2} \right)^2 + \sum_{\frac{N}{2} < |m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| \leq N} \frac{f(q, N)}{q_* (m-q)_*^2} \right)^2 \]

\[ \leq \sum_{|m| \leq N} \frac{1}{m_*^2} \sum_{|q| \leq N} \frac{1}{q_*^2} \left( \sum_{|q| \leq N} \frac{f(q, N)^2}{(m-q)_*^4} \right) + \sum_{\frac{N}{2} < |m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| \leq N} \frac{1}{q_*^2 (m-q)_*^2} \right) \left( \sum_{|q| \leq N} \frac{f(q, N)^2}{(m-q)_*^2} \right), \]

and

\[ A \leq C \sum_{|m| \leq N} \frac{1}{m_*^2} \left( \frac{1}{N + 1 - |m|} \right)^3 + C \sum_{\frac{N}{2} < |m| \leq N} \frac{1}{m_*^2} \frac{1}{m_*^2} = O \left( \frac{1}{N^3} \right) + O \left( \frac{1}{N^3} \right). \]

Similarly,

\[ B = \sum_{|m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| > N} \frac{f(q, N)}{q_* (m-q)_*^2} \right)^2 + \sum_{\frac{N}{2} < |m| \leq N} \frac{1}{m_*^2} \left( \sum_{|q| > N} \frac{f(q, N)}{q_* (m-q)_*^2} \right)^2 = O \left( \frac{1}{N^4} \right) + O \left( \frac{1}{N^3} \right), \]

and therefore, \( J_1^{(2)} = O \left( \frac{1}{N^4} \right) \).

**Estimates for \( J_2^{(1)} \) and \( J_2^{(2)} \).** From (3.9) we see that

\[ I_2(m, n) = \sum_{s,t \in \mathbb{Z}, \; t+n=m-s} \hat{g}_{s,t} S_{t+n,m-s} = \hat{g}_{m,-n} \log \gamma. \]
The Cauchy–Schwarz inequality is again applied and one arrives at the estimates

\[
J_2^{(1)} = (\log \gamma)^2 \sum_{|m| > N} |\sum_{n \in \mathbb{Z}} \beta_n \tilde{g}_{m-n}|^2 \leq (\log \gamma)^2 \sum_{|m| > N} \sum_{n \in \mathbb{Z}} |\tilde{g}_{m-n}|^2 \leq C \sum_{|m| > N} \sum_{n \in \mathbb{Z}} \frac{1}{m^6 n^4},
\]

\[
J_2^{(2)} = (\log \gamma)^2 \sum_{|m| \leq N} |\sum_{n > N} \beta_n \tilde{g}_{m-n}|^2 \leq (\log \gamma)^2 \sum_{|m| \leq N} \sum_{n > N} |\tilde{g}_{m-n}|^2 \leq C \sum_{|m| \leq N} \sum_{n > N} \frac{1}{m^6 n^4},
\]

and hence, \(J_2^{(1)}, J_2^{(2)} = O\left(\frac{1}{N^2}\right)\).

**Estimates for \(J_3^{(1)}\) and \(J_3^{(2)}\).** The inequality (3.10) will be the main tool of the discussion here. Fix \(m \in \mathbb{Z}\). Then

\[\left| \sum_{n \in \mathbb{Z}} \beta_n I_3(m, n) \right|^2 = \left| \sum_{n \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \beta_n \tilde{g}_{s,t} S_{n+t,m-s} \right|^2 \leq CAB,\]

for some constant \(C\) and by Lemma 3.5 and the fact that \(|\beta_n| \leq 1\), we have

\[
A = \sum_{n \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \frac{|\beta_n| (n + t)^2}{s^2 t^2} \leq \sum_{n \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \frac{(n + t)^2}{t^2} \sum_{s \in \mathbb{Z}} \frac{1}{s^2} \leq C \sum_{n \in \mathbb{Z}} \frac{1}{n^2} = O(1),
\]

\[
B = \sum_{n \in \mathbb{Z}} \sum_{s,t \in \mathbb{Z}} \frac{|\beta_n| (n + t)^2 |S_{n+t,m-s}|^2}{s^4 t^2} \leq C \sum_{n \in \mathbb{Z}} \sum_{s,t \in \mathbb{Z}} \frac{(n + t)^2 (n + t)^{-2\alpha} (m - s)^{-4}}{s^4 t^2} \leq C \sum_{n \in \mathbb{Z}} \frac{1}{n^{2\alpha}} \frac{1}{m^4} = O\left(\frac{1}{m^4}\right).
\]

Therefore, \(J_3^{(1)} \leq C \sum_{|n| > N} AB \leq C \sum_{|n| > N} \frac{1}{m^4} = O\left(\frac{1}{N^3}\right)\).

Proceeding in a similar fashion as before,

\[\left| \sum_{|n| > N} \beta_n I_3(m, n) \right|^2 = \left| \sum_{|n| > N} \sum_{s \in \mathbb{Z}} \beta_n \tilde{g}_{s,t} S_{n+t,m-s} \right|^2 \leq C \tilde{A} \tilde{B},\]

where

\[
\tilde{A} = \sum_{|n| > N} \sum_{s \in \mathbb{Z}} \frac{|\beta_n| (n + t)^2}{s^2 t^2} \leq \sum_{|n| > N} \frac{|\beta_n| (n + t)^2}{t^2} \sum_{s \in \mathbb{Z}} \frac{1}{s^3} \leq C \sum_{|n| > N} \frac{1}{n^3} = O(N^{-\frac{3}{2}}),
\]

\[
\tilde{B} = \sum_{|n| > N} \sum_{s \in \mathbb{Z}} \frac{|\beta_n| (n + t)^2 |S_{n+t,m-s}|^2}{s^4 t^2} \leq C \sum_{|n| > N} \frac{|\beta_n| (n + t)^2}{s^2 t^2} \sum_{s \in \mathbb{Z}} \frac{1}{s^3} \leq C \sum_{|n| > N} \frac{1}{n^3 m^3} = O(m^{-3} N^{-\frac{3}{2}}),
\]
and therefore, $J_3^{(2)} \leq C \sum_{|m| \leq N} \bar{A} \bar{B} \leq C \sum_{|m| \leq N} m^{-3} N^{-3} = O(N^{-3})$.

Since $J_k^{(1)}$, $J_k^{(2)} \leq \frac{C}{N}$ for all $k = 1, 2, 3$, and for some constant $C$ independent of $\beta_n$ and $N$, the result follows from inequality (3.12).

\[\square\]

### 3.2.2 Proof of Theorem 3.4

**Proof.** Let $\varphi = \sum_{n \in \mathbb{Z}} \beta_n \bar{\eta}_n \in L^2(\partial \Omega)$ with $\|\varphi\|_0^2 = \sum_{n \in \mathbb{Z}} |\beta_n|^2 = 1$. Recall first from (3.6) that

$$\mathcal{K}_\Omega^0 = \mathcal{K}_\Omega^0 + \mathcal{R}_1 + \mathcal{R}_2,$$

where by Theorem 2.4,

$$\mathcal{K}_\Omega^0[\varphi] = \frac{1}{2} \beta_0 \bar{\eta}_0 + \frac{1}{2} \sum_{k=1}^\infty \left( \sum_{n=1}^{\infty} \frac{\beta_n c_{n,k}}{\gamma_n^{n+k}} \right) \bar{\eta}_k + \frac{1}{2} \sum_{k=1}^\infty \left( \sum_{n=1}^{\infty} \frac{\beta_n \bar{c}_{n,k}}{\gamma_n^{n+k}} \right) \bar{\eta}_k,$$

using the Grunsky coefficients $c_{n,k}$. Then the Cauchy–Schwarz inequality, the assumption that $\alpha > \frac{1}{2}$, (3.3), and Theorem 2.3 together give

$$\|\mathcal{K}_\Omega^0 - P_N \mathcal{K}_\Omega^0 P_N[\varphi]\|_0^2 = \frac{1}{4} \sum_{k=1}^\infty \left( \sum_{n=1}^{\infty} \frac{\beta_n c_{n,k}}{\gamma_n^{n+k}} \right)^2 + \frac{1}{4} \sum_{k=1}^\infty \left( \sum_{n=1}^{\infty} \frac{\beta_n \bar{c}_{n,k}}{\gamma_n^{n+k}} \right)^2 \leq \frac{1}{2} \sum_{k=1}^\infty \sum_{n=\max\{k,n\}>N} \frac{k \left| c_{n,k} \right| \left| \beta_n \gamma_n^{n+k} \right|}{\gamma_n^{2n+k}} \leq \frac{1}{2N^3} \sum_{k=1}^\infty \frac{k M}{n \max\{k,n\}^{1+2\alpha}} = O\left( \frac{1}{N^3} \right).$$

It follows that

$$\|\mathcal{K}_\Omega^0 - P_N \mathcal{K}_\Omega^0 P_N\|_0^2 \leq MN^{-3}, \quad (3.13)$$

for some constant $M$ independent of $N$ and $\omega$.

For the term involving $\mathcal{R}_1$, the Cauchy–Schwarz inequality and Lemma 3.6 imply that

$$\|\mathcal{R}_1 - P_N \mathcal{R}_1 P_N\|_0^2 \leq \sum_{\max\{|m|,|n|\}>N} |\langle \mathcal{R}_1[\bar{\eta}_m], \bar{\eta}_n \rangle_0|^2 \leq \sum_{\max\{|m|,|n|\}>N} C(\omega)^2 (1 + |m|)^{-6} (1 + |n|)^{-4} \leq \bar{C}(\omega) N^{-3}, \quad (3.14)$$

for $m, n \in \mathbb{Z}$ and $C(\omega)$ and $\bar{C}(\omega)$ that depend continuously on $\omega \in \mathbb{C} \setminus \sqrt{-1} \mathbb{R}^-$. Lastly, we know from Lemma 3.7 that

$$\|\mathcal{R}_2 - P_N \mathcal{R}_2 P_N\|_0^2 = O(N^{-3}). \quad (3.15)$$

Combining (3.6), (3.13), (3.14), and (3.15) proves the result. \[\square\]
3.3 Matrix representation of $P_n(T_nK_{\Omega}^\omega)P_n$

For each $m \in \mathbb{Z}$, we expand the operators given by (3.2) in $\{\bar{\eta}_k\}$ as

$$k^{(j,s)}_{\Omega\tau}(\bar{\eta}_m) = \sum_{k \in \mathbb{N}} d_{k,m}^{(j,s)} \bar{\eta}_k$$

for some $d_{k,m}^{(j,s)} \in \mathbb{C}$. Then

$$P_n(T_nK_{\Omega}^\omega)P_n(\bar{\eta}_m) = \left\{
\begin{array}{ll}
\sum_{|k| \leq n} d_{k,m} \bar{\eta}_k & \text{if } |m| \leq n, \\
0 & \text{if } |m| > n,
\end{array}
\right.$$  

with

$$d_{k,m} = \sum_{0 \leq j \leq n} (\omega^{2j} \log \omega) d_{k,m}^{(j,1)} + \sum_{0 \leq j \leq n} \omega^{2j} d_{k,m}^{(j,2)}.$$  

Hence, one can identify $P_n(T_nK_{\Omega}^\omega)P_n$ with the finite-dimensional complex matrix

$$K_{\Omega,n}^\omega := (d_{k,m})_{-n \leq k,m \leq n}.$$  

**Theorem 3.8.** Let $\Psi$ be a finite Laurent series. For a fixed $n$, $d_{k,m}^{(j,1)}$ and $d_{k,m}^{(j,2)}$ with $0 \leq j \leq n$ can be explicitly computed using a finite number of operations of scalar additions and multiplications on $\gamma$, $\{a_n\}_{n=0}^{\infty}$, their reciprocals, conjugates, and other constants.

**Proof.** For $z, \tau \in \mathbb{C}$ and $j \in \mathbb{N}$, we have the binomial expansion

$$|z - \tau|^{2j} = \sum_{j_1=0}^{j} \sum_{j_2=0}^{j} \binom{j}{j_1} \binom{j}{j_2} (-1)^{j_1+j_2} z^{j_1} \tau^{j_2} z^{j_2} \tau^{j_1}.$$  

Using (1.3) and the fact that $\Gamma^0(z) = (1/2\pi) \log |z|$, we see that

$$(\Gamma^\omega - \Gamma^0)(z - \tau) = \tau(\omega) + \sum_{j=1}^{\infty} (b_j \log(\omega|z - \tau|) + c_j) \omega^j \sum_{j_1=0}^{j} \sum_{j_2=0}^{j} \binom{j}{j_1} \binom{j}{j_2} (-1)^{j_1+j_2} z^{j_1} \tau^{j_2} z^{j_2} \tau^{j_1}.$$  

(3.16)

The integral kernel of $K_{\Omega}^\omega - K_{\Omega}^0$ is the term-by-term normal derivative of (3.16) in $\tau$. Then for $\varphi \in L^2(\partial \Omega)$ and $z \in \partial \Omega$,

$$K_{\Omega}^{(j,1)}[\varphi](z) = b_j \sum_{j_1=0}^{j} \sum_{j_2=0}^{j} \binom{j}{j_1} \binom{j}{j_2} (-1)^{j_1+j_2} z^{j_1} \tau^{j_2} \int_{\partial \Omega} \frac{\partial(\tau^{j_1} \tau^{j_2})}{\partial \nu_{\tau}} \varphi(\tau) d\sigma(\tau),$$

$$K_{\Omega}^{(j,2)}[\varphi](z) = \sum_{j_1=0}^{j} \sum_{j_2=0}^{j} \binom{j}{j_1} \binom{j}{j_2} (-1)^{j_1+j_2} z^{j_1} \tau^{j_2} \int_{\partial \Omega} \frac{\partial(\tau^{j_1} \tau^{j_2})}{\partial \nu_{\tau}} \varphi(\tau) d\sigma(\tau) + 2\pi b_j K_{\Omega}^0[\tau^{j_1} \tau^{j_2} \varphi(\tau)](z)$$

$$+ 2\pi b_j c_j \int_{\partial \Omega} \frac{\partial(\tau^{j_1} \tau^{j_2})}{\partial \nu_{\tau}} \varphi(\tau) d\sigma(\tau).$$
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By (2.2) with $\tau = \Psi(\xi)$ and $\xi = e^{\rho+i\theta}$,

$$h(\tau) \frac{\partial (\tau_j^{1/2} \tau_k^{1/2})}{\partial \nu_\tau} \bigg|_{\partial \Omega} = \lim_{\rho \to (\log \gamma)^+} \frac{\partial}{\partial \rho} \left( \tau_j^{1/2} \tau_k^{1/2} \right) = j_1 \Psi(\xi) \Psi(\xi)^{1/2} + j_2 \Psi(\xi)^{1/2} \Psi(\xi)^{-1} \Psi'(\xi),$$

and using $d\sigma(\tau) = h(\tau)d\theta$, we obtain

$$\int_{\partial \Omega} \frac{\partial (\tau_j^{1/2} \tau_k^{1/2})}{\partial \nu_\tau} \varphi(\tau) d\sigma(\tau) = \int_0^{2\pi} \left( j_1 \Psi(\xi)^{1} \Psi'(\xi) \Psi(\xi)^{1/2} + j_2 \Psi(\xi)^{1} \Psi(\xi)^{-1/2} \Psi'(\xi) \right) \varphi(\gamma e^{i\theta}) d\theta. \quad (3.17)$$

If $\Psi(\xi)$ is a finite Laurent series, then setting $\varphi = \eta_m$ (for a fixed $m$), (3.17) can be calculated using a finite number of additions and multiplications of complex numbers. This also holds for the expansion of $\tau_j^{1/2} \eta_m(\tau)$ in terms of the density functions $\{\eta_k(\tau)\}_{k \in \mathbb{Z}}$ and for the expansion of $\frac{\partial (\tau_j^{1/2} \tau_k^{1/2})}{\partial \nu_\tau} \eta_m(\tau)$ in terms of $\{\zeta_k(\tau)\}_{k \in \mathbb{Z}}$. Furthermore, for fixed $j_1$ and $j_2$, $z^{j_1} z^{j_2}$ admits an expansion into $\{\eta_k(z)\}_{k \in \mathbb{Z}}$ by finitely many elementary operations of complex numbers. \(\square\)

4 Approximation of Laplacian Eigenvalues

We can estimate the Laplacian eigenvalues by investigating the operator $\pm \frac{1}{2} + \mathcal{K}_\Omega^\omega$ using the following result of M. Mitrea:

**Theorem 4.1** ([15] Theorems 8.6, 8.7, 8.9]). Let $\Omega$ be a bounded simply connected $C^{1,\alpha}$ domain in $\mathbb{R}^2$ for some $\alpha > 0$. For $\omega_0 > 0$,

(a) $\omega_0^2$ is a Neumann eigenvalue of $-\Delta$ on $\Omega$ if and only if $-\frac{1}{2} I + \mathcal{K}_\Omega^\omega$ is not invertible on $L^2(\partial \Omega)$.

(b) $\omega_0^2$ is a Dirichlet eigenvalue of $-\Delta$ on $\Omega$ if and only if $\frac{1}{2} I + \mathcal{K}_\Omega^\omega$ is not invertible on $L^2(\partial \Omega)$.

In this section, we apply the Gohberg–Sigal Theory to approximate the Neumann eigenvalues of the Laplacian using the characteristic values of the operator $-\frac{1}{2} I + \mathcal{K}_\Omega^\omega$. All the results in the section can be proved analogously for the Dirichlet eigenvalues by considering $\frac{1}{2} I + \mathcal{K}_\Omega^\omega$ instead.

For each Neumann eigenvalue $\omega_0^2 \neq 0$ ($\omega_0 > 0$) of the Laplacian, there exists a $\delta_0 > 0$ such that for every $0 < \delta < \delta_0$, the disk $B_\delta(\omega_0)$ centered at $\omega_0$ is compactly contained in $\mathbb{C}\setminus \sqrt{-1}\mathbb{R}$ and

$$-\frac{1}{2} I + \mathcal{K}_\Omega^\omega$$

is invertible on $L^2(\partial \Omega)$ for all $w \in B_\delta(\omega_0)\setminus \{\omega_0\}$.

4.1 Application of the Gohberg–Sigal Theory to finite section operators of $\mathcal{K}_\Omega^\omega$

The first lemma can be proved similarly as in Lemma 6.1 and Theorem 6.1 of [3] by H. Ammari and F. Triki. See also [19, Theorem 2].
Lemma 4.2. A Neumann eigenvalue $\omega_0^2 \neq 0$ of $-\Delta$ is a simple pole of $\left( -\frac{1}{2} I + \mathcal{K}_\Omega^\omega \right)^{-1}$ and in a small neighborhood of $\omega_0$, one can write

$$\left( -\frac{1}{2} I + \mathcal{K}_\Omega^\omega \right)^{-1} = \frac{1}{\omega - \omega_0} Q + \mathcal{R}(\omega),$$

for some rank $\mu$ operator $Q : \ker \left( -\frac{1}{2} I + \mathcal{K}_\Omega^\omega \right) \to \ker \left( -\frac{1}{2} I + \mathcal{K}_\Omega^\omega \right)$ and an analytic family $\mathcal{R}(\omega)$ of bounded linear operators.

Lemma 4.3. Let $\partial \Omega$ be of class $C^{1,\alpha}$ for some $0 < \alpha < 1$. Let $\omega_0^2 \neq 0$ be a Neumann eigenvalue of $-\Delta$ of multiplicity $\mu$. Fix $0 < \delta < \delta_0$ and consider an analytic family of bounded linear operators $X(\omega)$ on $L^2(\partial \Omega)$ for $\omega \in B_\delta(\omega_0)$. Then for each $p \geq m \geq 1$,

$$\left| \text{tr} \int_{\partial B_\delta(\omega_0)} (\omega - \omega_0)^{m-1} \left[ \left( -\frac{1}{2} I + \mathcal{K}_\Omega^\omega \right)^{-1} X(\omega) \right]^p d\omega \right| \leq 2p^2 \mu^{\delta m} \sup_{\omega \in \partial B_\delta(\omega_0)} \left\| \left( -\frac{1}{2} I + \mathcal{K}_\Omega^\omega \right)^{-1} X(\omega) \right\|_\mathcal{L}(L^2(\partial \Omega))^p.$$

In addition, the left hand side of the inequality is zero for all $p = 0, 1, \ldots, m - 1$.

Proof. We note first that $\omega_0$ is a characteristic value of $A(\omega) = -\frac{1}{2} I + \mathcal{K}_\Omega^\omega$ with $M(A(\omega_0)) = \dim \ker A(\omega_0) = \mu$.

It follows from Lemma 4.2 that

$$A(\omega)^{-1} = \frac{1}{\omega - \omega_0} Q + \mathcal{R}(\omega),$$

for some rank $\mu$ operator $Q : \ker A(\omega_0)^{-1} \to \ker A(\omega_0)$ and an analytic family $\mathcal{R}(\omega)$ of bounded linear operators.

We next expand the analytic families $X(\omega)$ and $\left[ \mathcal{R}(\omega) X(\omega) \right]^k$ for $k \in \mathbb{N}$ as Laurent series about $\omega = \omega_0$ so that

$$X(\omega) = \sum_{j \geq 0} (\omega - \omega_0)^j X_j, \quad \left[ \mathcal{R}(\omega) X(\omega) \right]^k = \sum_{j \geq 0} (\omega - \omega_0)^j R_{kj},$$

for some operators $X_j, R_{kj}$ on $L^2(\partial \Omega)$. It follows that

$$\left[ A(\omega)^{-1} X(\omega) \right]^p = \left[ (\omega - \omega_0)^{-1} \mathcal{L} X(\omega) + \mathcal{R}(\omega) X(\omega) \right]^p$$

$$= \left[ (\omega - \omega_0)^{-1} \mathcal{L} X_0 + \mathcal{L} X_1 + (\omega - \omega_0) \mathcal{L} X_0 + \cdots \right] + \mathcal{R}(\omega) X(\omega))^p.$$

We note that for $m = 1, \ldots, p$, the operator coefficient of the term $(\omega - \omega_0)^{-m}$ equals

$$\mathcal{L} Y_{00m} + \sum_{k=1}^{p-1} \sum_{j=0}^{p-m} R_{kj} \mathcal{L} Y_{km},$$
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where the operators $Y_{kjm}$ are independent of $\omega$. Moreover, when $m > p$, this coefficient is zero. Then by the Residue Theorem for operator-valued functions,

$$
\int_{\partial B_{\delta}(\omega_0)} (\omega - \omega_0)^{m-1} \left[ A(\omega)^{-1} X(\omega) \right]^p d\omega = \begin{cases}
2\pi i \left( L Y_{00m} + \sum_{k=1}^{p-m} \sum_{j=0}^{p-m} R_{kj} L Y_{kjm} \right) & \text{if } p \geq m, \\
0 & \text{if } p < m.
\end{cases}
$$

(4.0)

This proves the lemma for the case $0 \leq p < m$.

For $p \geq m$, since ran $L = \ker A(\omega_0)$ is of dimension $\mu$, denote by $\{v_1, \ldots, v_\mu\} \subset L^2(\partial \Omega)$ the set of basis elements of $L$. The right-hand side of (4.0) is contained in the finite dimensional space

$$
S := \text{span} \left( \{v_1, \ldots, v_\mu\} \cup \{R_{kj} v_l : 0 \leq j \leq p - m, \ 1 \leq k \leq p - 1, \ 1 \leq l \leq \mu\} \right),
$$

with $\dim S \leq p^2 \mu$. Denote by $\{v_k^*\}_{k=1}^{\dim S}$ an orthonormal basis for $S$. Using the trace of a linear operator, we then have

$$
\text{tr} \int_{\partial B_{\delta}(\omega_0)} (\omega - \omega_0)^{m-1} \left[ A(\omega)^{-1} X(\omega) \right]^p d\omega
= \sum_{k=1, \ldots, \dim S} \left\langle v_k^*, \int_{\partial B_{\delta}(\omega)} (\omega - \omega_0)^{m-1} \left[ A(\omega)^{-1} X(\omega) \right]^p v_k^* d\omega \right\rangle_{L^2(\partial \Omega)}
= \sum_{k=1, \ldots, \dim S} \int_{\partial B_{\delta}(\omega_0)} (\omega - \omega_0)^{m-1} \left\langle v_k^*, A(\omega)^{-1} X(\omega) \right\rangle^{p} v_k^* d\omega.
$$

We complete the proof using the Cauchy-Schwarz inequality. $\square$

**Lemma 4.4.** Fix $\mu \in \mathbb{N}$ and $R > 0$. Let $\{x_m\}_{m=1}^\mu \subset \mathbb{C}$ satisfy $|\sum_{m=1}^\mu x_m^n| \leq R^n$ for all $n = 1, \cdots, \mu$. Then $|x_m| \leq 2R$ for all $m = 1, \cdots, \mu$.

**Proof.** For each $n = 1, 2, \cdots, \mu$, we set

$$
y_n := \sum_{m=1}^\mu x_m^n \quad \text{and} \quad c_n := (-1)^n \sum \left\{ \prod_{m=1}^\mu x_m^{a_m} : a_m \in \{0, 1\} \text{ and } \sum_{m=1}^\mu a_m = n \right\}.
$$

Since $\prod_{m=1}^\mu (x - x_m) = x^\mu + \sum_{n=1}^\mu c_n x^{\mu-n}$, the inequality (see, for example, [25] Chapter VI.2)

$$
\sup_{1 \leq m \leq \mu} |x_m| \leq 2 \max \left\{ |c_n|^{1/n} : 1 \leq n \leq \mu \right\}
$$

holds. It is also easy to check the recursion relation

$$
c_1 = -y_1 \quad \text{and} \quad c_n = -\frac{1}{n} \left( y_n + \sum_{m=1}^{n-1} y_{n-m} c_m \right), \quad \text{for } n = 2, 3, \cdots, \mu,
$$

using a simple combinatorial argument. One can then use induction on $n$ to show that the assumption $|y_n| \leq R^n$ implies that $|c_n| \leq R^n$ for $n = 1, 2, \cdots, \mu$. $\square$
For the following results, let $A(\omega) = -\frac{1}{2} I + \mathcal{K}_\Omega^\omega$ and $A_n(\omega) = -\frac{1}{2} I + T_n \mathcal{K}_\Omega^\omega$. The operator $A(\omega)^{-1}$ is bounded since $\partial \Omega$ is of $C^{1,\alpha}$.

**Theorem 4.5.** We have
\[
\sup_{\omega \in \partial B_\delta(\omega_0)} \| A(\omega)^{-1} (A(\omega) - A_n(\omega)) \|_{L^2(\partial \Omega)} \leq \frac{C}{n!}.
\]

**Proof.** In the proof of Lemma 3.1, the positive numbers $C$ and $K$ in inequality (3.4) are constants independent of $\omega \in \mathbb{C} \setminus \sqrt{-1}\mathbb{R}^-$. Therefore, for some constant $C > 0$, we have
\[
\sup_{\omega \in \partial B_\delta(\omega_0)} \| A(\omega) - A_n(\omega) \|_{L^2(\partial \Omega)} \leq \frac{C}{n!}.
\]
(4.1)
Using Lemma 4.2, we obtain
\[
\sup_{\omega \in \partial B_\delta(\omega_0)} \| A(\omega)^{-1} \|_{L^2(\partial \Omega)} \leq \frac{1}{\delta} \| Q \|_{L^2(\partial \Omega)} + \sup_{\omega \in \partial B_\delta(\omega_0)} \| R(\omega) \|_{L^2(\partial \Omega)} < \infty,
\]
(4.2)
where $Q$ is extended to be a bounded operator on $L^2(\partial \Omega)$ by assigning 0 on the orthogonal complement of $\ker A(\omega)^*$. Here, the upper bound is finite because $Q$ is bounded and $R(\omega)$ is analytic. Combining (4.1) and (4.2) gives the desired inequality. \hfill \Box

### 4.2 Proofs of Theorems 1.1 and 1.2

**Proof of Theorem 1.1.** Choose $N \in \mathbb{N}$ satisfying $\frac{C}{N!} < 1$. Then the operator generalization of Rouche’s result given in Theorem 2.1 shows that for each $n \geq N$, $A_n(\omega) = \frac{1}{2} I + T_n \mathcal{K}_\Omega^\omega$ has, $\mu$ characteristic values (counting multiplicity) in $B_\delta(\omega_0)$. This proves part (a).

For part (b), we start by applying the generalized Argument Principle of Theorem 2.2 to $f(z) = z^m$ for $m = 1, \cdots, \mu$, and $n \geq N$. Since
\[
A_n(\omega) = A(\omega) \left[ I - A(\omega)^{-1} (A(\omega) - A_n(\omega)) \right],
\]
it follows that
\[
\sum_{j=1}^\mu (\omega_{n,j} - \omega_0)^m = \frac{1}{2\pi i} \text{tr} \int_{\partial B_\delta(\omega_0)} (\omega - \omega_0)^m A_n(\omega)^{-1} \frac{\partial}{\partial \omega} A_n(\omega) \, d\omega
\]
\[
= \frac{1}{2\pi i} \sum_{p=0}^\infty \text{tr} \int_{\partial B_\delta(\omega_0)} (\omega - \omega_0)^m \left[ A(\omega)^{-1} (A(\omega) - A_n(\omega)) \right]^p A(\omega)^{-1} \frac{\partial}{\partial \omega} A_n(\omega) \, d\omega.
\]
Moreover, proceeding as in the proof of 13. Theorem 3.9, one finds that
\[
\sum_{j=1}^\mu (\omega_{n,j} - \omega_0)^m = \frac{1}{2\pi i} \sum_{p=0}^\infty m \sum_{p=1}^m \text{tr} \int_{\partial B_\delta(\omega_0)} (\omega - \omega_0)^{m-1} \left[ A(\omega)^{-1} (A(\omega) - A_n(\omega)) \right]^p \, d\omega. \quad (4.3)
\]
Then by Lemma 4.3 and the fact that for \(0 \leq x < 1\), \(\sum_{p=m}^{\infty} p x^p = \frac{m-(m-1)x}{(1-x)^2} x^m\), we arrive at
\[
\sum_{j=1}^{\mu} (\omega_{n,j} - \omega_0)^m \leq \sum_{p=m}^{\infty} \frac{m^2}{p} \mu^m \rho_n^p = m \delta^m \mu \left( \frac{m-(m-1)\rho_n}{(1-\rho_n)^2} \right) \rho_n^m
\]
\[
\leq \delta^m \mu^m \left( \frac{\mu^m}{(1-\rho_n)^2} \right) \rho_n^m = \left( \frac{\delta^2 \rho_n}{(1-\rho_n)^2} \right)^m,
\]
where \(\rho_n := \sup_{\omega \in \partial B_\delta(\omega_0)} \| A(\omega)^{-1} \left( A(\omega) - A_n(\omega) \right) \|_{L^2(\partial \Omega)}\).

Finally, Lemma 4.4 implies that for \(j = 1, \cdots, \mu\),
\[
|\omega_{n,j} - \omega_0| \leq \frac{2 \delta \mu^2 \rho_n}{(1-\rho_n)^2},
\]
and one applies Theorem 4.5 to complete the proof.

**Proof of Theorem 1.2.** We set \(\tilde{A}_n(\omega) = -\frac{1}{2} I + P_n(T_n K^{\omega_0}_{\partial \Omega}) P_n\) and
\[
\tilde{\rho}_n := \sup_{\omega \in \partial B_\delta(\omega_0)} \| A(\omega)^{-1} \left( A(\omega) - \tilde{A}_n(\omega) \right) \|_{L^2(\partial \Omega)}.
\]
By Lemma 3.3 and Theorem 3.4, we know that
\[
\tilde{\rho}_n \to 0 \quad \text{as} \quad n \to \infty,
\]
\[
\tilde{\rho}_n = O(n^{-3/2}) \quad \text{under the assumption in (c)},
\]
(4.4)
Part (a) can be proved by choosing \(N \in \mathbb{N}\) such that \(\tilde{\rho}_n < 1\) for all \(n \geq N\) and using Theorem 2.1.

The proofs for parts (b) and (c) are similar those given in the previous theorem. For \(n \geq N\) and \(m = 1, \ldots, \mu\), one has, as in (4.3),
\[
\sum_{j=1}^{\mu} (\bar{\omega}_{n,j} - \omega_0)^m = \frac{1}{2\pi i} \sum_{p=1}^{\infty} \frac{m}{p} \text{tr} \int_{\partial V_\delta} (\omega - \omega_0)^{m-1} \left[ A(\omega)^{-1} (A(\omega) - \tilde{A}_n(\omega)) \right]^p d\omega,
\]
which results in
\[
|\bar{\omega}_{n,j} - \omega_0| \leq \frac{2 \delta \mu^2 \rho_n}{(1-\rho_n)^2}, \quad \text{for each} \quad j = 1, \ldots, \mu.
\]
We then recall (4.4) to complete the proof.

**4.3 Approximation of Eigenfunctions**

We use the notations from Theorem 1.2 and consider the eigenspaces
\[
S := \ker \left( -\frac{1}{2} I + K^{\omega_0}_\Omega \right),
\]
\[
S_{n,j} := \ker \left( -\frac{1}{2} I + P_n(T_n K^{\omega_0}_{\partial \Omega}) P_n \right), \quad n \geq N, \quad j = 1, 2, \cdots, \mu.
\]
We will prove that for the \(L^2\)-normalized computable functions in \(S_{n,j}\), the components orthogonal to the exact eigenspace \(S\) converge uniformly to zero as \(j \to \infty\).
Proof. Since Lemma 3.3 and part (b) of Theorem 1.2 yield the desired result. In fact, using Theorem 3.4 and part (c) of Theorem 1.2, one can prove the convergence rate of $n^{3/2}$.

**Theorem 4.6.** Let $\Omega$ have a $C^{1,\alpha}$ boundary for some $\alpha > 0$ and set $\omega_0^2$ to be a Neumann eigenvalue of multiplicity $\mu$. If $N$ is the constant in Theorem 1.2, then there exists a constant $C = C(\Omega, \lambda)$ such that, for all $j = 1, 2, \cdots, \mu$ and $n \geq N$, we have

$$
\sup_{u \in S_{n,j}, \|u\|_{L^2(\partial \Omega)} = 1} \|u - \text{Proj}_S u\|_{L^2(\partial \Omega)} \leq C \left\|K_{\Omega}^{\omega_0} - P_n(T_nK_{\Omega}^{\omega_0,j})P_n\right\|_{L(L^2(\partial \Omega))},
$$

where $\text{Proj}_S$ denotes the orthogonal projection onto the subspace $S$ of $L^2(\partial \Omega)$.

Proof. As before, we let $A = -\frac{1}{2}I + K_{\Omega}^{\omega_0}$. Since $-\frac{1}{2}u + P_n(T_nK_{\Omega}^{\omega_0,j})P_n[u] = 0$ and $A[\text{Proj}_S u] = 0$ for $u \in S_{n,j}$ with $\|u\|_{L^2(\partial \Omega)} = 1$, $n \geq N$, and $1 \leq j \leq \mu$,

$$
A[u - \text{Proj}_S u] = \left(K_{\Omega}^{\omega_0} - P_n(T_nK_{\Omega}^{\omega_0,j})P_n\right)[u].
$$

The operator $A$ has closed range because $\partial \Omega$ is $C^{1,\alpha}$, and therefore,

$$
A^{-1} : \text{range } A \to L^2(\partial \Omega)/S
$$

is bounded. We also note that

$$
\|v\|_{L^2(\partial \Omega)/S} = \|v - \text{Proj}_S v\|_{L^2(\partial \Omega)}, \text{ for all } v \in L^2(\partial \Omega),
$$

where $[v]$ denotes the equivalence class containing $v$. In particular,

$$
\|u - \text{Proj}_S u\|_{L^2(\partial \Omega)} = \|A^{-1}A[u - \text{Proj}_S u]\|_{L^2(\partial \Omega)/S}
\leq \|A^{-1}\| \|A[u - \text{Proj}_S u]\|_{L^2(\partial \Omega)}
\leq \|A^{-1}\| \left\|K_{\Omega}^{\omega_0} - P_n(T_nK_{\Omega}^{\omega_0,j})P_n\right\|_{L(L^2(\partial \Omega))}.
$$

\[\square\]

**Corollary 4.7.** For $\Omega$ with a $C^{1,\alpha}$ boundary for some $\alpha \in (0, 1)$, there exists a constant $C = C(\Omega, \lambda)$ such that, for all $j = 1, 2, \cdots, \mu$,

$$
\lim_{n \to \infty} \sup_{u \in S_{n,j}, \|u\|_{L^2(\partial \Omega)} = 1} \|u - \text{Proj}_S u\|_{L^2(\partial \Omega)} = 0.
$$

Proof. Since

$$
\left\|K_{\Omega}^{\omega_0} - P_n(T_nK_{\Omega}^{\omega_0,j})P_n\right\| \leq \left\|K_{\Omega}^{\omega_0} - P_n(T_nK_{\Omega}^{\omega_0})P_n\right\| + \left\|T_nK_{\Omega}^{\omega_0} - T_nK_{\Omega}^{\omega_0,j}\right\|,
$$

Lemma 3.3 and part (b) of Theorem 1.2 yield the desired result. \[\square\]

**Remark 1.** In fact, using Theorem 3.4 and part (c) of Theorem 1.2, one can prove the convergence rate of $n^{3/2}$.
5 Shape derivative for Eigenvalues

5.1 Shape Deformation using Laurent Series of Conformal Mapping

Recall that every bounded simply connected domain Ω admits a conformal mapping ΨΩ from \( \mathbb{C} \setminus \overline{\Delta} \) onto \( \mathbb{C} \setminus \overline{\Omega} \) as in (1.6). We have the following local admissibility of deformation of each Laurent series coefficient of ΨΩ:

**Theorem 5.1.** Assume that ΨΩ admits a conformal extension to \( \mathbb{C} \setminus \overline{\Delta} \) for some \( 0 < \gamma_2 \leq \gamma \). Fix any \( j \in \mathbb{N} \). Then there is \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in \mathbb{C} \) satisfying \( 0 \leq |\varepsilon| < \varepsilon_0 \), there exists a bounded simply connected domain \( \Omega[k, \varepsilon] \) with an analytic boundary that has the conformal radius \( \gamma \) and the exterior conformal mapping

\[
\Psi_{\Omega[k, \varepsilon]}(z) = \Psi_{\Omega}(z) + \varepsilon z^{-k}, \quad |z| > \gamma. \tag{5.1}
\]

**Proof.** Fix \( s_1 \) and \( s_2 \) such that \( \gamma_2 < s_2 < s_1 < \gamma \) and set

\[
\varepsilon_0 = \frac{1}{2} \gamma_2^2 \min \{|\Psi_{\Omega}(z_1) - \Psi_{\Omega}(z_2)| : |z_1| \geq s_1 \text{ and } |z_2| = s_2\} > 0.
\]

Let \( \varepsilon \in \mathbb{C} \) satisfy \( |\varepsilon| < \varepsilon_0 \). We will prove that \( \Psi_{\Omega}(z) + \varepsilon z^{-k} \) is injective for \( |z| > s_1 \).

Fix \( z_0 \) with \( |z_0| > s_1 \) and define for \( \varepsilon \in \mathbb{C} \),

\[
f(z) := \Psi_{\Omega}(z^{-1}) - \Psi_{\Omega}(z_0), \quad g_\varepsilon(z) := \varepsilon z^k - \varepsilon z_0^{-k}, \quad 0 < |z| < \gamma_2^{-1}.
\]

We remark that the only zero of \( f(z) \) in \( \gamma_2^{-1} \mathbb{D} \) is \( z_0^{-1} \), and therefore it suffices to prove that the only zero of \( f(z) + g_\varepsilon(z) \) in \( \gamma_2^{-1} \mathbb{D} \) is also \( z_0^{-1} \). From the Laurent series expansion

\[
f(z) = \frac{1}{z} + \sum_{n=0}^{\infty} a_n z^n - \Psi_{\Omega}(z_0^{-1}), \quad 0 < |z| < \gamma_2^{-1},
\]

we first note that \( f(z) \) is analytic on \( 0 < |z| < \gamma_2^{-1} \) and has a simple pole at 0. Therefore, on \( |z| = s_2^{-1} \), one has

\[
|g_\varepsilon(z)| = |\varepsilon| \left| z^k - z_0^{-k} \right| < \varepsilon_0 \left( 2\gamma_2^{-k} \right) \leq |f(z)|,
\]

so that by Rouche’s theorem,

\[
Z_f - P_f = Z_{f + g_\varepsilon} - P_{f + g_\varepsilon},
\]

where \( Z_h \) and \( P_h \) denote the number of zeros and poles, counting multiplicity, respectively, inside the circle \( |z| = s_2^{-1} \). Since \( f'(z_0^{-1}) \neq 0 \), the zero \( z = z_0^{-1} \) of \( f \) has multiplicity one and \( Z_f = 1 \). Using also \( P_f = P_{f + g_\varepsilon} = 1 \), we see that \( Z_{f + g_\varepsilon} = 1 \).

We conclude that the function \( \Psi_{\Omega}(z) + \varepsilon z^{-k} \) is injective, and hence is a conformal mapping defined on \( |z| > s_1 \). Because the circle \( |z| = \gamma \) is mapped to an analytic curve via the conformal mapping \( \Psi_{\Omega}(z) + \varepsilon z^{-k} \), the proof is complete.

□
5.2 Asymptotic analysis

Let $\Omega[j, \varepsilon]$ be a perturbation of $\Omega$ whose exterior conformal mapping is given by (5.1). To compare $K^\omega_{\Omega[k, \varepsilon]}$ and $K^\omega_{\tilde{\Omega}}$ on the same function space, we define an operator

$$K^\omega_{\Omega[k, \varepsilon]} : L^2(\partial\Omega) \to L^2(\partial\Omega)$$

with the change-of-variable mapping $X = \Psi_{\Omega} \circ \Psi_{\Omega[k, \varepsilon]}^{-1} : \partial\Omega[k, \varepsilon] \to \partial\Omega$. One can derive the following result with some bounded integral operators $O_k(\omega), \tilde{O}_k(\omega)$ independent $\varepsilon$, whose integral kernels can be explicitly stated by the asymptotic analysis similar to that in [2]:

**Proposition 5.2.** There exist bounded integral operators $O_k(\omega)$ and $\tilde{O}_k(\omega)$ such that

$$\left\|K^\omega_{\Omega[k, \varepsilon]} - K^\omega_{\tilde{\Omega}} - \varepsilon O_k(\omega) - \tilde{O}_k(\omega)\right\|_{L^2(\partial\Omega)} \leq C|\varepsilon|^2,$$

(5.3)

for some constant $C > 0$ depending on $\Omega$, $\omega > 0$ and $k \in \mathbb{N}$.

Let $\mathcal{H} = L^2(\partial\Omega)$. We consider an operator $A(\omega)$ on $\mathcal{H}$ defined by

$$A(\omega) = \frac{1}{2} I + K^\omega_{\Omega} \quad \text{or} \quad -\frac{1}{2} I + K^\omega_{\tilde{\Omega}},$$

(5.4)

For a positive characteristic value $\omega_0$ of $A(\omega)$, we then have

$$A(\omega)^{-1} = \frac{1}{\omega - \omega_0} Q + R(\omega),$$

(5.5)

where $Q$ is an operator of finite rank from $\ker A(\omega_0)^*$ onto $\ker A(\omega_0)$, and $R(\omega)$ is an analytic family of bounded linear operators on $\mathcal{H}$. Note that depending on the definition of $A(\omega)$, $\omega_0$ is the square root of a Dirichlet or a Neumann eigenvalue of $-\Delta$. We also set $P_0$, $P_1$, $\tilde{P}_0$, and $\tilde{P}_1$ to be the orthogonal projections from $\mathcal{H}$ onto

$$P_0 \mathcal{H} = A(\omega_0)^* \mathcal{H}, \quad \tilde{P}_0 \mathcal{H} = A(\omega_0) \mathcal{H},$$

$$P_1 \mathcal{H} = \ker A(\omega_0), \quad \tilde{P}_1 \mathcal{H} = \ker A(\omega_0)^*.$$

By the Fredholm alternative,

$$\mathcal{H} = P_0 \mathcal{H} \oplus P_1 \mathcal{H} = \tilde{P}_0 \mathcal{H} \oplus \tilde{P}_1 \mathcal{H}.$$

Note that $\dim \ker A(\omega_0) = \dim \ker A(\omega_0)^* = \mu$, where $\mu$ is the multiplicity of the Laplacian eigenvalue $\omega_0^2$. The operator $Q$ vanishes on $\tilde{P}_0 \mathcal{H}$.

**Definition 1.** Let $\omega_0$ be the square root of a Dirichlet or a Neumann eigenvalue of $-\Delta$ on $\Omega$. We define an operator on $\ker A(\omega_0)$ as

$$M(\omega_0, k, \theta) := Q \left( e^{i\theta} O_k(\omega_0) + e^{-i\theta} \tilde{O}_k(\omega_0) \right), \quad \text{for } \theta \in [0, 2\pi),$$

with $Q$ given in [5.4]–[5.5] and $O_k, \tilde{O}_k$ in [5.6]. Since this operator $M(\omega_0, k, \theta)$ has a $\mu \times \mu$ matrix representation, we let $\eta_1(\omega_0, k, \theta), \ldots, \eta_\mu(\omega_0, k, \theta)$ be the eigenvalues of $-M(\omega_0, k, \theta)$. The largest Jordan block for $\eta_j$ is of size $\mu_j \times \mu_j$ for $j = 1, \ldots, \mu$. 
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5.2.1 Relevant Lemmas to prove Theorem [1.3]

**Lemma 5.3 ([24]).** Consider a bounded linear operator \( L = \begin{pmatrix} L_{00} & L_{01} \\ L_{10} & L_{11} \end{pmatrix} \) defined on a vector space \( X = X_0 \oplus X_1 \), where \( L_{00} \in \mathcal{L}(X_0) \) is invertible. Then \( L \) is invertible if and only if \( E = L_{11} - L_{10}L_{00}^{-1}L_{01} \) is invertible and

\[
L^{-1} = \begin{pmatrix} L_{00}^{-1} + L_{00}^{-1}L_{01}E^{-1}L_{10}L_{00}^{-1} & -L_{00}^{-1}L_{01}E^{-1} \\ -E^{-1}L_{10}L_{00}^{-1} & E^{-1} \end{pmatrix}.
\]

**Lemma 5.4.** Let \( \lambda \) be the eigenvalue corresponding to the largest Jordan submatrix of size \( m \times m \) of an \( n \times n \) matrix \( M \). Then there exist \( \varepsilon_0 > 0 \) and positive constants \( c \) and \( C \) such that for all \( \varepsilon \in \mathbb{C} \) satisfying \( 0 < |\varepsilon| < \varepsilon_0 \),

\[
c|\varepsilon|^{-m} \leq \left\| (M - (\lambda + \varepsilon)I)^{-1} \right\| \leq C|\varepsilon|^{-m}.
\]

**Proof.** Let \( \lambda I + N \) be a Jordan block of size \( m \times m \) of \( M \), where \([N]_{ij} = \delta_{i+1,j} \). Then \(-\varepsilon I + N\) is a Jordan block of \( M - (\lambda + \varepsilon)I \) and since \( N^m = 0 \),

\[
(-\varepsilon I + N)^{-1} = (-\varepsilon)^{-1} \sum_{j=0}^{m-1} (\varepsilon^{-1}N)^j.
\]

Due to the fact that \( \|N\| = 1 \), we then have

\[
\left\| (-\varepsilon I + N)^{-1} \right\| \leq \sum_{j=1}^{m} |\varepsilon|^{-j} \leq C|\varepsilon|^{-m},
\]

for some constant \( C \).

Next, we set \( e_k \) to be the \( k \)-th column of \( I_m \). Since \( N^j e_m = e_{m-j} \) for \( 1 \leq j \leq m-1 \),

\[
\left\| (-\varepsilon I + N)^{-1} \right\| \geq \left\| (-\varepsilon I + N)^{-1} e_m \right\| = \left\| (-\varepsilon)^{-1} \sum_{j=0}^{m-1} \varepsilon^{-j} e_{m-j} \right\| = \left( \sum_{j=1}^{m} |\varepsilon|^{-2j} \right)^{1/2} \geq |\varepsilon|^{-m}.
\]

Finally, we consider the Jordan decomposition \( M = S \text{ diag}(B_1, B_2, \ldots, B_n)S^{-1} \), where \( S \) is an invertible matrix and the \( B_j \)'s are Jordan blocks with diagonal entries \( \lambda_j \). Let \( 0 < \varepsilon_0 < 1 \) satisfy \( \sigma(M) \cap B(\lambda, \sqrt{\varepsilon_0}) = \{\lambda\} \). For \( \varepsilon \in \mathbb{C} \) such that \( 0 < |\varepsilon| < \varepsilon_0 \), we set \( \tilde{B}_j := B_j - (\lambda + \varepsilon)I \). Then

\[
\left\| (M - (\lambda + \varepsilon)I)^{-1} \right\| = \left\| S \left( \text{ diag}(\tilde{B}_1^{-1}, \tilde{B}_2^{-1}, \ldots, \tilde{B}_n^{-1}) \right) S^{-1} \right\| \leq \|S\| \left( \sum_{j=1}^{n} \|\tilde{B}_j^{-1}\| \right) \|S^{-1}\|,
\]

and this completes the proof. \( \Box \)
5.2.2 Proof of Theorem 1.3

Note that
\[(K^\omega_{\Omega} - K^\omega_{\Omega})[f](x) = \int_{\partial\Omega} \frac{\partial(\Gamma^\omega - \Gamma^\omega_0)(x - y)}{\partial n_y} f(y) d\sigma(y),\]
where \(\Gamma^\omega - \Gamma^\omega_0\) is regular with respect to \(\omega\) as well as \(x\). One can show that
\[\hat{K}^\omega_{\Omega[k,\epsilon]} - \hat{K}^\omega_{\Omega[k,\epsilon]} = K^\omega_{\Omega} - K^\omega_{\Omega} + T_0(\epsilon, \omega), \quad \text{where } \|T_0(\epsilon, \omega)\| \leq O(|\epsilon||\omega - \omega_0|). \quad (5.6)\]

By (5.3) and (5.6),
\[\hat{K}^\omega_{\Omega[k,\epsilon]} - K^\omega_{\Omega} = \epsilon \mathcal{O}_k(\omega_0) + \mathcal{O}_\omega(\omega_0) + T(\epsilon, \omega), \quad \text{where } \|T(\epsilon, \omega)\| = O(|\epsilon|^2 + |\epsilon||\omega - \omega_0|). \quad (5.7)\]

Proof of Theorem 1.3 We set \(\Delta \hat{A}[k, \epsilon] := \hat{K}^\omega_{\Omega[k,\epsilon]} - K^\omega_{\Omega}\). Let \(U\) be the unitary operator satisfying
\[U \hat{P}_\Omega \mathcal{H} = P_\Omega \mathcal{H} \quad \text{and} \quad U \hat{P}_0 \mathcal{H} = P_0 \mathcal{H}.
\]

We apply Lemma 5.3 to
\[X_i = P_i \mathcal{H}, \quad L = U \left(A(\omega) + \Delta \hat{A}[k, \epsilon]\right), \quad L_{im} = P_i LP_m \quad \text{for } i, m = 0, 1.\]

Note that \(L = U \left(\frac{1}{2} I + K^\omega_{\Omega}\right)\) for the Dirichlet eigenvalue case and \(L = U \left(-\frac{1}{2} I + K^\omega_{\Omega}\right)\) for the Neumann eigenvalue case. Applying the expansion \(A(\omega) = A_0 + (\omega - \omega_0)A_1(\omega)\) with \(A_0 = A(\omega_0)\), we have
\[L_{00} = UA_0 + (\omega - \omega_0)P_0UA_1(\omega)P_0 + P_0U\Delta \hat{A}[k, \epsilon]P_0,\]
\[L_{im} = (\omega - \omega_0)P_iUA_1(\omega)P_m + P_0U\Delta \hat{A}[k, \epsilon]P_m, \quad \text{for } (i, m) = (0, 1), (1, 0), (1, 1).\]

The operator \(UA_0\) is invertible on \(P_0 \mathcal{H}\). Furthermore, by (5.7),
\[\Delta \hat{A}[k, \epsilon] = \epsilon \mathcal{O}_k(\omega_0) + \mathcal{O}_\omega(\omega_0) + T(\epsilon, \omega), \quad \text{where } \|T(\epsilon)\| = O(|\epsilon|^2 + |\epsilon||\omega - \omega_0|).\]

Hence, there exists some \(\epsilon_0 > 0\) such that for all \(\epsilon, \omega \in \mathbb{C}\) satisfying \(|\omega - \omega_0| < \epsilon_0\) and \(|\epsilon| < \epsilon_0\), the operator \(L_{00}\) is invertible.

Next, we address the invertibility of \(E = L_{11} - L_{10}L_{00}^{-1}L_{01}\). For simplicity, we write \(M(\omega_0, k, \arg(\epsilon)) = M(\arg(\epsilon))\) and \(\eta_j(\omega_0, k, \arg(\omega)) = \eta_j(\arg(\omega))\). It can be shown using \((P_1UA_1(\omega_0)P_1)^{-1} = QU^{-1}\) that
\[L_{11} = L^{(1)}_{11} + L^{(2)}_{11}, \quad \text{where}
\]
\[L^{(1)}_{11} := |\epsilon| \left(P_1UA_1(\omega_0)P_1\right) \left(\frac{\omega - \omega_0}{|\epsilon|} I + M(\arg(\epsilon))\right),
\]
\[L^{(2)}_{11} := P_1U \left((\omega - \omega_0)(A_1(\omega) - A_1(\omega_0)) + T(\epsilon, \omega)\right) P_1.\]

From Lemma 5.4, there exist positive constants \(\epsilon_1\) and \(C\) such that for all \(\omega \in \mathbb{C}\) satisfying \(0 < |\omega - \omega_0| - |\epsilon| \eta_j(\arg(\epsilon))| < \epsilon_1 \epsilon\),
\[\left\|\left(\frac{\omega - \omega_0}{|\epsilon|} I + M(\arg(\epsilon))\right)^{-1}\right\| \leq C \left|\frac{\omega - \omega_0}{|\epsilon|} - \eta_j(\arg(\epsilon))\right|^{-\mu_n}. \quad (\epsilon_1)\]
We choose $C$ so that $\|T(\varepsilon, \omega)\| \leq C|\varepsilon|^2 + |\varepsilon||\omega - \omega_0|$, $\|L_{10}\| \leq C|\varepsilon|$, $\|L_{01}\| \leq C|\varepsilon|$, and $\|L_{00}^{-1}\| \leq C$ also hold. Because $A_1(\omega)$ is analytic in $\omega$, there also exists a constant $C'$ such that

$$\|A_1(\omega) - A_1(\omega_0)\| \leq C'\|\omega - \omega_0\|, \quad \omega \in B(\omega_0, |\omega_0|/2).$$

For $\omega \in \mathbb{C}$ on the circle

$$|\omega - \omega_0 - |\varepsilon|\eta_j(\arg(\varepsilon))| = C_0|\varepsilon|^{1+\frac{1}{\rho_j}},$$

where $C_0$ is a constant to be determined later, we have

$$\|L_{11}^{-1}\| = \left\| (L_{11}^{(1)})^{-1} \sum_{m=0}^\infty \left(- (L_{11}^{(1)})^{-1} L_{11}^{(2)}\right)^m \right\| \leq CC_0^{-\mu_j}|\varepsilon|^{-2} \sum_{m=0}^\infty \left(CC_0^{-\mu_j}|\varepsilon|^{-2} \left(C' \left(|\varepsilon|\eta_j(\arg(\varepsilon)) + C_0|\varepsilon|^{1+\frac{1}{\rho_j}}\right)^2 + C|\varepsilon|^2\right)\right)^m.$$

For $C_0$ large enough, $\|L_{11}^{-1}\| \leq c|\varepsilon|^{-2}$ so that

$$\|E^{-1}\| = \left\| L_{11}^{-1} \sum_{m=0}^\infty (L_{11}^{-1} L_{10} L_{00}^{-1} L_{01})^m \right\| \leq c|\varepsilon|^{-2},$$

where $c \to 0$ as $C_0 \to \infty$. We choose a sufficiently small $c$ so that

$$\|E^{-1}\| \left\| L_{11}^{(2)} - L_{10} L_{00}^{-1} L_{01} \right\| < 1,$$

on the circle given by (5.8).

We now apply the generalized Rouche’s theorem to the operators $E$ and $L_{11}^{(1)}$, where the characteristic values of $L_{11}^{(1)}$ are $\omega = \omega_0 + |\varepsilon|\eta_j(\arg(\varepsilon))$. We conclude that there exists a characteristic value of $E$, and thus of $L$, inside the circle (5.8).

The constant $C$ in (5.8) is independent of both $|\varepsilon|$ and $\arg(\varepsilon)$. The independence with respect to $\arg(\varepsilon)$ follows from the fact that each $\eta_n(\theta)$ is bounded uniformly in $\theta$, which can be seen as follows: since

$$|[M(\omega_0, k, \theta)]_{mn}| \leq |[QO_j]_{mn}| + |[Q\tilde{O}_j]_{mn}|, \quad 1 \leq m, n \leq \mu,$$

the coefficients of the characteristic polynomial

$$\det(\eta I - [M(\omega_0, k, \theta)]) = \eta^\mu + \sum_{m=0}^{\mu-1} c_m \eta^m$$

satisfy $|c_m| \leq C$ for a constant $C$ independent of $\theta$. Therefore, the roots $\eta_n(\theta)$ of the characteristic polynomial are bounded by

$$|\eta_n(\theta)| \leq \max \left\{ 1, \sum_{m=0}^{\mu-1} |c_m| \right\} \leq \max\{1, \mu C\}.$$
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