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Abstract

Human face synthesis involves transferring knowledge about the identity and identity-dependent shape of a human face to target face images where the context (e.g., facial expressions, head poses, and other background factors) may change dramatically. Human faces are non-rigid, so facial expression leads to deformation of face shape, and head pose also affects the face observed in 2D images. A key challenge in face transfer is to match the face with unobserved new contexts, adapting the identity-dependent face shape (IDFS) to different poses and expressions accordingly. In this work, we find a way to provide prior knowledge for generative models to reason about the appropriate appearance of a human face in response to various expressions and poses. We propose a novel context-aware face transfer model, called CarTrans, that incorporates causal effects of contextual factors into face representation, and thus is able to be aware of the uncertainty of new contexts. We estimate the effect of facial expression and head pose in terms of counterfactuals by designing a controlled intervention trial, thus avoiding the need for dense multi-view observations to cover the pose-expression space well. Moreover, we propose a kernel regression-based encoder that eliminates the identity specificity of the target face when encoding contextual information from the target image. The resulting method shows impressive performance, allowing fine-grained control over face shape and appearance under various contextual conditions.

1. Introduction

Face transfer aims to transfer knowledge about human face to new 2D face images, including the intrinsic face identity, and appearance properties like face shape that are both identity-dependent and influenced by facial expression and head pose. Most existing methods [2, 9, 22, 24, 29, 32] use pre-trained in face models, typically in recognition tasks [6], to represent this knowledge of human faces.

However, face recognition models often constrain the face representations estimated on face images of the same individual under different expressions and poses to be close enough [6], in order to obtain robust performance for accurately identifying human faces in different contexts, thus may not encode information about the face appearance properties. Therefore, a recognition-oriented face representation does not contain sufficient information for generative modeling the possible IDFS in response to different poses and expressions. Also, a pre-trained face representation becomes a deterministic estimate given a specific face image as input, thus is not able to be aware of the new context.

To better match a source face to different target contexts, we propose a novel Context-Aware Representation (CAR) method for human faces in raw 2D images, that explicitly incorporates the causal effect of facial expression and head pose (denoted as, $f^{\text{expo}}$) into the face representation as an inductive bias for generative modeling, to reason about the potential changes in face shape in response to different $f^{\text{expo}}$, and is therefore able to appropriately adjust the original face representation to match with the target face image. The resulting new face representation is no longer deterministic, but takes into account the uncertainty of the target context, and is therefore context-aware.

Moreover, to enable face transfer using unstructured and unposed raw face images, it is important to eliminate the identity-specific information when encoding the contextual representation from the target image. To this end, we propose a Kernel-Based Regressive Encoder (KeRE) that runs multiple kernel regressions on the latent features of target images via a set of learnable kernels. By modeling a constrained optimization problem, the kernels are trained to perform soft classifications to separate the feature space into the identity-specific information and other contextual information. Based on these kernels, KeRE eliminates the identity specificity of the target image by regressive transformations that focus on the identity-dependent subspace, while keeping the contextual information unchanged.

Combining the context-aware face representation with the kernel regression-based encoder, extensive experiments show that CarTrans can better adapt the source face to characterize its appropriate appearance in various new target contexts. Our contributions are summarized as:

- We propose CAR, a new context-aware representation
method to better generate the appearance of individual faces according to different contexts in target images.

- We incorporate the causal effect of target $f^{\text{expo}}$ into source face representation, and estimate this effect in terms of counterfactuals without requiring any multi-view data to cover the space of expressions and poses.

- We propose a kernel-based regressive encoder (KeRE) that eliminates the identity specificity of the target face when representing the target context information.

- Experimental results show that incorporating the causal effect of contextual factors as an inductive bias into generative face images, paired with kernel-based context encoder, enables fine-grained match with various new contexts across large appearance gaps.

2. Method

Symbol. Denote the source and target face images as $X_s$ and $X_t$, respectively\(^1\). Face transfer aims at generating a new face image, denoted as $Y_{s,t}$, that shares the face knowledge (e.g., about identity, shape and appearance) with $X_s$ and the context (e.g., facial expression, head pose, and backgrounds) with $X_t$. In general, the generation process in previous works can be formulated as: $Y_{s,t} = G(z_s, \{H_t\})$, where $G(\cdot)$ is a neural generator, $z_s$ is the face representation of $X_s$ estimated by a pre-trained face recognition model $M^{id}(\cdot)$ [6], i.e., $z_s = M^{id}(X_s)$, and $H_t$ stands for the representation of contextual information in $X_t$. In addition, we use a pre-trained 3D face alignment model, denoted as $M^{3d}(\cdot)$ [12], to estimate the facial expression and head pose of the target face, i.e., $f^{\text{expo}} = M^{3d}(X_t)$.

Our model, CarTrans, makes improvements to both $z_s$ and $F_t$. The Context-Aware Representation (CAR) for the source face to adapt to the target context is formulated as:

$$z_{s,t}^* = \lambda_\theta(z_s, \Delta z_t),$$

where $z_{s,t}^*$ is the resulting context-aware representation for the source face, $\Delta z_t$ is a causal corrective of $z_t$ according to the target context, and $\lambda_\theta$ stands for a neural function.

In this section, first a well-designed intervention trial is introduced to give an estimation of $\Delta z_t$, and thus obtain $z_{s,t}^*$. Then, we explain how the Kernel-based Regressive Encoder (KeRE) extracts contextual information from raw target images while eliminating the identity specificity of target faces. On this basis, we combine the identity-agnostic target contextual representation with the context-aware source face representation to produce the final result $Y_{s,t}$. For simplicity, we remove the subscripts $s$ and $t$ when there is no difference between the processing of the source and target features in the following. We begin with an analysis on the causes of $\Delta z_t$ in target context.

\(^1\)We use subscript $s$ and $t$ to distinguish between features of $X_s$ and $X_t$, and superscript $(i)$ to sample estimates. $\{}$ represents a set of values. A complete table of notations can be found in the appendix.

2.1. Context-Aware Face Representation

2.1.1 Causal Analysis on $\Delta z_t$

Recognition-oriented face representations are often trained not to encode information about face shape, as this information is easily affected by $f^{\text{expo}}$. Therefore, in the context of face synthesis, additional information is needed in addition to those encoded by $M^{id}(\cdot)$ (with fixed parameters) to correctly adapting IDFS of an individual to various $f^{\text{expo}}$ in new contexts. We infer such additional information causally from $f^{\text{expo}}$ of the target context.

Causal assumption. We assume that a deterministic face representation $z$ is influenced by facial expression and head pose $f^{\text{expo}}$ (in 2D domain) in the context of face synthesis problems. Also, there are certain unobserved factors like facial occlusions or background noise, denoted as $u^{bg}$. The graphical formalism of causal assumption is shown in Fig. 1a. The formal expression of this assumption can be found in the appendix. Based on this, we model the corrective $\Delta z_t$ as the causal effect of $f^{\text{expo}}$ and $u^{bg}$ on $z$. A revisit of causal inference can be found in the appendix.

Controlled intervention trial. In general, it is difficult to directly estimate causal effects from observational data [38]. Therefore, we design a controlled intervention trial to estimate the causal effect of $f^{\text{expo}}$ in terms of counterfactual: (i) Controlled group (CG) are the original outcomes of $z = M^{id}(X)$ directly computed from raw face images. (ii) Treatment group (TG) are the potential outcomes of $z$ unaffected by information about $f^{\text{expo}}$. Then, based on the Rubin Causal Model (RCM) [38, 39], the causal effect of $f^{\text{expo}}$ on $z$ is measured by the difference in the outcomes between the two groups.

Inference via mediator. In practice, we slightly modify the initial causal model. As shown in Fig. 1b, we use IDFS (identity-dependent face shape), measured by 2D dense face meshes $f^{\text{mesh}}$, as a mediator variable [36], since it is easier to measure the effect of $f^{\text{expo}}$ on the face shape than on the highly-abstracted face representation $z$ (e.g., a high
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dimensional embedding). Intuitively, the changes in \( \{ z^{(i)} \} \) of the same individual can also be attributed to the non-rigid deformation of the observed face shape in 2D images, caused by facial motions \( f_{\text{expo}} \). We use \( f_{\text{mesh}} \) to evaluate such deformation of face shape, so \( f_{\text{mesh}} \) also has an effect on \( z \) estimates, with \( f_{\text{expo}} \) confounding both \( z \) and \( f_{\text{mesh}} \). Therefore, we introduce \( f_{\text{mesh}} \) as the mediator and converts the causality \( f_{\text{expo}} \rightarrow z \) into two new causal links:

- \( f_{\text{expo}} \rightarrow f_{\text{mesh}} \): From the technical perspective, the key step lies in the first causal link, that is to estimate the counterfactual outcome of \( f_{\text{mesh}} \) unaffected by information about \( f_{\text{expo}} \) (for TG), as described in Section 2.1.2.
- \( f_{\text{mesh}} \rightarrow z \): We translate the effect of \( f_{\text{expo}} \) from the 2D face shape \( f_{\text{mesh}} \) to the final face representation \( z \) using a parameterize neural function, and the effect of \( u_{bg} \) is estimated by simulation, as described in Section 2.1.3.

### 2.1.2 Counterfactual Inference: \( f_{\text{expo}} \rightarrow f_{\text{mesh}} \)

Given a target face image \( X_t \), we first use the pre-trained \( M^{\text{3d}}(\cdot) \) to estimate face meshes, obtaining the original outcome \( f_{\text{mesh}}^{(i)} \) for the controlled group (CG). To model the counterfactual face meshes that are maximally unaffected by \( f_{\text{expo}} \) for the treatment group (TG), we design a Hierarchical Intervention Module (HIM) based on the information bottle principle [40, 42, 45] in a novel hierarchical fashion. We introduce external interventions on \( f_{\text{expo}} \) to filter out information about \( f_{\text{expo}} \) when computing \( f_{\text{mesh}}^{(i)} \). A revisit of information bottle principles can be found in the appendix.

Concretely, as shown in Fig. 2, after feeding forward \( X_t \), we extract a set of \( m \) intermediate representations from \( M^{\text{3d}}(\cdot) \), denoted as \( \{ R^{(i)}_t \} (i = 1, \ldots, m) \). Then, for each \( R^{(i)}_t \), we build an information bottleneck trade-off in the latent space of \( R^{(i)}_t \), successively from \( i = 1 \) to \( i = m \), based on a filtering mask \( m^{(i)} \). Each mask is predicted by a tiny convolutional block \( M^{\text{1d}}_B(\cdot) \) individually. To give \( M^{\text{1d}}_B(\cdot) \) a global view over the computing process of \( M^{\text{3d}}(\cdot) \) in predicting \( m^{(i)} \), we use all \( \{ R^{(i)}_t \} \) as input:

\[
m^{(i)} = M^{\text{1d}}_B(R^{(1)}_t, R^{(2)}_t, \ldots, R^{(m)}_t),
\]

where \( \{ R^{(1)}_t, \ldots, R^{(m)}_t \} \) are resized spacial-wise according to \( R^{(i)}_t \) and concatenated together channel-wise, in a shape of \( (\sum_{j=1}^{m} C^{(j)}) \times H^{(i)} \times W^{(i)} \) before being fed into \( M^{\text{1d}}_B(\cdot) \). The resulting \( m^{(i)} \) is of the same shape as \( R^{(i)}_t \), with values in the range of \( 0 \sim 1 \) (after sigmoid activation). Then, based on \( m^{(i)} \), we inject additive Gaussian noise \( \epsilon^{(i)}_t \) into each latent space of \( R^{(i)}_t \) to filter out part of information \( R^{(i)}_t \) contains, leading to a compressed version as \( \tilde{R}^{(i)}_t \):

\[
\tilde{R}^{(i)}_t = m^{(i)} \odot R^{(i)}_t + (1 - m^{(i)}) \odot \epsilon^{(i)}_t,
\]

where \( \odot \) denotes element-wise multiplication. \( \epsilon^{(i)}_t \) is of the same size as \( R^{(i)}_t \), sampled from a Gaussian empirical distribution based on the mean and variance of \( R^{(i)}_t \), i.e., \( \epsilon^{(i)}_t \sim \mathcal{N}(\mu^{(i)}_t, \sigma^{(i)}_t) \), since activations after convolutional layers tend to have a Gaussian distribution [21].

The mask \( m^{(i)} \) (with values between 0 and 1) is designed to show the importance of corresponding neurons in each \( R^{(i)}_t \) in terms of predicting \( f^{\text{expo}}_t \), i.e., how informative they are for \( f^{\text{expo}}_t \). Initially, \( \{ R^{(i)}_t(\cdot) \} \) are not yet learned to properly predict such masks, and thus noises are randomly injected into \( \{ R^{(i)}_t \} \) at first. Therefore, the key insight lies in how to supervise the training process of each \( M^{\text{1d}}_B(\cdot) \). To this end, we incorporate a set of trade-offs in the latent spaces of \( \{ R^{(i)}_t \} \) into the training objective as:

\[
\mathcal{L}_{\text{mask}} = M I(\tilde{R}^{(i)}_t; R^{(i)}_t) + \alpha \cdot \mathcal{L}_{\text{expo}} ,
\]

where \( \alpha (>0) \) is a hyperparameter. \( \mathcal{L}_{\text{mask}} \) consists of two loss terms that play against each other:

- \( MI(\tilde{R}^{(i)}_t; R^{(i)}_t) \) is defined as the mean of mutual information between \( \{ R^{(i)}_t \} \) and their compressed version \( \{ \tilde{R}^{(i)}_t \} \):

\[
MI(\tilde{R}^{(i)}_t; R^{(i)}_t) = \frac{1}{m} \sum_{i=1}^{m} I(\tilde{R}^{(i)}_t; R^{(i)}_t),
\]

where \( I(\cdot; \cdot) \) stands for the mutual information. Therefore, \( MI(\tilde{R}^{(i)}_t; R^{(i)}_t) \) measures how much information in \( \{ R^{(i)}_t \} \) is replace by noises, thus minimizing \( \mathcal{L}_{\text{mask}} \) tends to **maximally compress** the information contained in \( \{ R^{(i)}_t \} \). While at the same time,

\( \mathcal{L}_{\text{expo}} \) is designed to **maximally preserve** the information in \( \{ R^{(i)}_t \} \) that is important for predicting \( f^{\text{expo}}_t \). We use it to measure the difference in \( f^{\text{expo}}_t \) before and after injecting the noises to \( \{ R^{(i)}_t \} \). Concretely, each time we replace one \( R^{(i)}_t \) with its compressed version \( \tilde{R}^{(i)}_t \), and recompute later ones \( \{ R^{(i)}_t \} (k > i) \) based on \( \tilde{R}^{(i)}_t \) from \( i = 1 \) to \( i = m \) hierarchically. In this way, each \( m^{(i)} \) works on the basis of the previous ones, so as to introduce the interventions continuously. Denote the output after \( R^{(m)}_t \) being replaced

\[^{2}\text{We use a tilde term } \tilde{V} \text{ to represent a compressed version of variable } V \text{ with some of the information in } V \text{ been replaced by white noises.}\]
$\bar{R}_t^{(m)}$ as $f_{t}^{\text{expo}}$, then $L_{\text{expo}}$ is defined as:

$$L_{\text{expo}} = \|f_{t}^{\text{expo}} - f_{t}^{\text{expo}}\|_1. \quad (6)$$

By minimizing $L_{\text{mask}}$, $M_{i}(\bar{R}_i^{(i)}; R_i^{(i)})$ tends to force $m_i^{(i)}$ close to 0, while in contrast, $L_{\text{expo}}$ tends to force $m_i^{(i)}$ close to 1. In this way, values in $m_i^{(i)}$ corresponding to neurons informative of $f_{t}^{\text{expo}}$ are brought near 1, while others are brought near 0. Thus, by hierarchically replacing each $R_i^{(i)}$ in $M_{i}(\cdot)$ with another compressed version of $\bar{R}_i^{(i)}$:

$$E_i^{(i)} = m_i^{(i)} \otimes \epsilon_i^{(i)} + (1 - m_i^{(i)}) \otimes R_i^{(i)}, \quad (7)$$

which is defined just in contrast to $\bar{R}_i^{(i)}$ in Eq. 3, we will arrive at the counterfactual face meshes that are maximally unaffected by information about $f_{t}^{\text{expo}}$ for TG, and thus enabling to estimate the effect of $f_{t}^{\text{expo}}$ according to RCM.

### 2.1.3 Causal Effect Translation: $f_{t}^{\text{mesh}} \rightarrow z$

**Effect estimation.** To make the entire process of CarTrans differentiable to enable end-to-end training, in practice, we estimate the causal effect of $f_{t}^{\text{expo}}$ based on potential outcomes of the latent vector $f_{t}^{\text{vec}}$ (which is 1024-dimensional) before the last fully-connected layer in $M_{i}^{3d}(\cdot)$, instead of the discrete face meshes, since the mapping from $f_{t}^{\text{vec}}$ to $f_{t}^{\text{mesh}}$ is fixed, as shown in Fig. 3. Denote the counterfactual outcome of the latent vector after hierarchically replacing $\{R_i^{(i)}\}$ with $\{E_i^{(i)}\}$ (in Eq. 7) as $f_{t}^{\text{vec}}$. According to RCM, the causal effect of $f_{t}^{\text{expo}}$ is formulated as:

$$\delta(f_{t}^{\text{expo}} \rightarrow f_{t}^{\text{mesh}}) = f_{t}^{\text{vec}} - f_{t}^{\text{vec}}. \quad (8)$$

**Effect translation.** We then translate the causal effect $\delta(f_{t}^{\text{expo}} \rightarrow f_{t}^{\text{mesh}})$ from IDFS to $z$, arriving at the final estimation of the causal corrective $\Delta z_t$, formulated as:

$$\Delta z_t = g_{\theta}(f_{t}^{\text{vec}} - f_{t}^{\text{vec}}) + u_t^{bg}, \quad (9)$$

where $g_{\theta}(\cdot)$ with parameters $\theta$ is a neural function. In practice, we set $g_{\theta}(\cdot)$ as a fully-connected layer that maps $f_{t}^{\text{vec}} - f_{t}^{\text{vec}}$, a 1024-dimensional vector, to the 512-dimensional vector space of $z$. The unobserved causal factor $u_t^{bg}$ is simulated by random sampling from the von Mises-Fisher ($\nu$MF) distribution (with parameters pre-estimated on a small subset of the training set), since normalized face embedding vectors are often considered to have such a distribution type. We thus simulate $u_t^{bg}$ following the method of [5, 49]. More details on simulating $u_t^{bg}$ can be found in the appendix.
identity-specific neurons in $F^{(s)}_t$, without changing other neurons that are mainly related to contextual information.

To this end, we build a constrained optimization model:

$$
\min_{k^{(s)},z^{(s)}} 1 - \cos\langle \hat{z}, z(H^{(s)}_t) \rangle, \\
\text{subject to: } \cos\langle z_{s,t}, z(\overline{H}^{(s)}_t) \rangle = 1.
$$

where $z(V) = M^{id}(X | F^{(s)} := V)$, standing for the estimate of a face image $X$, with the $i$-th internal feature $F^{(s)}_t$ in $M^{id}(\cdot)$ been replaced with an alternative feature $V$, $\cos\langle \cdot, \cdot \rangle$ is the cosine similarity between two vectors, and $\hat{z}$ is the empirical mean of $z$ estimated on a subset of training data, standing for the representation of an "average face".

On the one hand, we want to smooth out the identity specificity of $X_t$, so the objective Eq. (11a) aims to bring the resulting estimate $z(H^{(s)}_t)$, based on the alternative feature $H^{(s)}_t$, close to the average face representation $\hat{z}$ in terms of its cosine similarity. On the other hand, we need to keep the context information in $X_t$, so the constraint Eq. (11b) requires that the other estimate $z(\overline{H}^{(s)}_t)$, which is instead based on $\overline{H}^{(s)}_t$, remains as $z_t$.

Initially, values in $k^{(s)}$ are all set to 0. According to Eq. (10b), the regression $r^{(s)}(\cdot)$ works on the entire $F^{(s)}_t$, leading to a large change in the output $z(\overline{H}^{(s)}_t)$ compared to $z_t$, i.e., $\cos\langle z_t, z(\overline{H}^{(s)}_t) \rangle$ is significantly different from 1. Also, according to Eq. (10a), $z(H^{(s)}_t)$ is initially equal to $z_t$, which differs significantly from $\hat{z}$. Rewrite the constrained optimization model (Eq. (11)) in the form of loss function as:

$$
L_{\text{kernel}} = \frac{1}{k} \sum_{s=1}^{k} \{2 - \cos\langle \hat{z}, z(H^{(s)}_t) \rangle - \cos\langle z_t, z(\overline{H}^{(s)}_t) \rangle\}. 
$$

Then, by training with Eq. (12), we can effectively supervise the learning process of these kernels $\{k^{(s)}\}$ to correctly identify identity-specific information in the latent spaces of $M^{id}(\cdot)$, arriving at a set of $k$ identity-agnostic contextual representations of the target face image as $\{H^{(s)}_t\}$.

2.3. Generation for Final Result

Finally, the resulting face image $Y_{s,t}$ is generated by combining the context-aware face representation $z^*_{s,t}$ with the identity-agnostic contextual representations $\{H^{(s)}_t\}$:

$$
Y_{s,t} = G(z^*_{s,t}, \{H^{(s)}_t\}),
$$

where the generator $G(\cdot)$ contains a set of $k$ Adaptive Instance Normalization (AdaIN) layers [9, 14, 24, 34] that work successively. Each AdaIN layer, denoted as $A^{(s)}(\cdot)$ ($s = 1, 2, \cdots, k$), takes $z^*_{s,t}$ and $H^{(s)}_t$ as input, working based on the output of its previous layer:

$$
h^{(s)} = A^{(s)}(z^*_{s,t}, H^{(s)}_t | h^{(s-1)}),
$$

where $(h^{(0)} = z^*_{s,t}$, as shown in Fig. 5. $Y_{s,t}$ is obtained by up-sampling the output after the last AdaIN layer $A^{(k)}(\cdot)$.

2.4. End-to-End Training

In addition to $L_{\text{mask}}$ and $L_{\text{kernel}}$ defined in Eq. 4 and Eq. 12, we further supervise the identity information of the generated face in $Y_{s,t}$ via an identity loss formulated as:

$$
L_{id} = 1 - \cos\langle M^{id}(Y_{s,t}), sg[z^*_{s,t}] \rangle,
$$

where $sg[\cdot]$ stands for the stop-gradient operator [46].

Also, we extract internal features $\{F^{(s)}_{Y_{s,t}}\}$ out when computing $M^{id}(Y_{s,t})$ to supervise the contextual information in $Y_{s,t}$, by designing a context loss based on the kernels $\{k^{(s)}\}$ (described in Section 2.2) as:

$$
L_{\text{context}} = \frac{1}{k} \sum_{s=1}^{k} \{1 - sg[k^{(s)}] \otimes (F^{(s)}_{Y_{s,t}} - F^{(s)}_{Y_{s,t}})\}.
$$

Moreover, we use a multi-scale discriminator [20], denoted as $D(\cdot)$, along with an adversarial loss $L_{\text{adv}}$ [17], to make the generated $Y_{s,t}$ more realistic:

$$
L_{\text{adv}} = -E'[\log S(D(Y_{s,t}) - D(X_s))] - E[\log S(D(X_s) - D(Y_{s,t}))],
$$

where $S(\cdot)$ stands for the sigmoid activation.

Finally, total objective function with hyperparameters $\{w_1, w_2, w_3, w_4, w_5\}$ is defined as:

$$
L_{\text{total}} = L_{\text{adv}} + w_1 L_{\text{mask}} + w_2 L_{\text{kernel}} + w_3 L_{id} + w_4 L_{\text{context}}.
$$

Our model, CarTrans, is trained end-to-end on the training set of commonly-used CelebA-HQ [18] and FlickrFaces-HQ (FFHQ) [19] datasets based on Eq. 18. For more details on the training strategy and hyperparameter setting please refer to the appendix.

3. Experiments

In this section, we first compare our method with five SOTA methods: FaceSwap [22], FSGAN [32], Deepfakes [1], FaceShifter [24], and InfoSwap [9]. Experiments are based on three datasets: Face-Forensics++
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(FF++) [37], DeeperForensics-1.0 (DF-v1) [16], and the test set of CelebA-HQ and FFHQ. We then analyze the role of our proposed CAR and KeRE via an ablation study on FF++ and DF-v1. An user study is provided for further evaluation.

**Quantitative metrics.** We evaluate the performance of each method based on three commonly used quantitative metrics. **Identity Retrieval** stands for the mean accuracy of the generated face in $Y_{s,t}$ being correctly identified as the source individual, using a SOTA recognition model [47] (different from $M^{id}(\cdot)$ used in CarTrans for a fair evaluation). Also, we show the cosine similarities $\cos(z_{Y_{s,t}},z_s)$ and $\cos(z_{Y_{s,t}},z_t)$ for better demonstration (where $z_{Y_{s,t}} = M^{id}(Y_{s,t})$ for short). **Pose Error** and **Expression Error** stand for the mean square error (MSE) in the head pose and facial expression of $Y_{s,t}$ corresponding to those of $X_t$, using a SOTA 3D face alignment model [26] (also different from $M^{3d}(\cdot)$ used in our model).

### 3.1. Comparison with SOTA Methods

#### 3.1.1 Comparison on FF++

The manipulated results of FaceSwap, Deepfakes, and FaceShifter are included in FF++ dataset. Results of FSGAN and InfoSwap are obtained using official pre-trained models. Following the same testing protocol with [9], we uniformly extract 60 frames from each manipulated video, forming an evaluating set of 60k manipulated frames for each method. The experimental results of quantitative metrics in Tab. 1 indicate that our method outperforms other SOTA methods in both source identity preservation and consistency with target pose and expression. More qualitative examples (at $512 \times 512$ resolution) are shown in Fig. 7.

#### 3.1.2 Comparison on DF-v1

Since faces in FF++ videos are mainly canonical, we further perform comparisons on DF-v1 dataset which contains videos of 95 actors performing different poses and expressions. Here we mainly compare CarTrans with FSGAN, FaceShifter, and InfoSwap, as they show competitive performance in preserving target expression and pose on FF++.

![Image](image_url)  
**Figure 7.** Qualitative comparison with SOTA methods on FF++.
Table 2. Further comparisons on DF-v1 dataset in terms of matching unobserved $X_t$ with various poses and expressions. Results are obtained following the same protocol. The best two results are in [dark] and [dark] respectively. ↑: higher is better. ↓: lower is the better.

Table 3. Comparison via user study. Numbers stand for the frequencies of each method being selected as the best in each aspect. The statistical results of user evaluations also show the superiority of our method. The highest fidelity (3rd column). The statistical results of user evaluations also show the superiority of our method.

3.2. User Study on FF++

As an additional comparison with SOTA methods, we perform a user study on FF++ dataset, as shown in Tab. 3. A total of 40 users are invited. For each user we show 30 groups of manipulated images, and each group includes 5 generated results by the 5 methods using a same randomly-selected pair of $(X_s, X_t)$. Then, from each group, users are asked to select out 3 images, i.e.: (a) the one most similar to $X_s$ in identity (1st column), (b) the one most similar to $X_t$ in pose and expression (2nd column), and (c) the one with the highest fidelity (3rd column). The statistical results of user evaluations also show the superiority of our method.

3.3. Analysis on Components

To analyze the role of the proposed CAR and KeRE in improving the performance of CarTrans in synthesizing $Y_{s,t}$ (in Eq. 13), we evaluate three different configurations of CarTrans: (i) Replacing CAR $z^*_s,t$ with original $z_s$ (CAR w/o CAR), (ii) replacing identity-agnostic context representations $\{H_t^{(i)}\}$ with original $\{F_t^{(i)}\}$ (CarTrans w/o KeRE), and (iii) CarTrans w/o (CAR and KeRE). These three configurations are trained following the same protocol as the full model CarTrans. Some qualitative examples are shown...
Table 4. Comparisons between different configurations of CarTrans on DF-v1 dataset. Results are obtained following the same protocol. The best two results are in [dark] and [dark] respectively. †: higher is better. ↓: lower is the better.

| Configuration | Identity Retrieval | Pose Error ↓ | Expression Error ↓ |
|---------------|-------------------|--------------|-------------------|
|               | Accuracy ↑ | \(\cos(z_{ys,t}, z_t)\) ↑ | \(\cos(z_{ys,t}, z_t)\) ↓ | Angry | Contempt | Disgust | Fear | Happy | Sad | Surprise | Overall |
| CarTrans      | 0.9884 | 0.7746 | 0.2034 | 0.0017 | 0.0653 | 0.0616 | 0.0689 | 0.0617 | 0.0641 | 0.0764 | 0.0652 |
| CarTrans w/o CAR | 0.9781 | 0.7693 | 0.2289 | 0.0023 | 0.1453 | 0.1109 | 0.1673 | 0.1936 | 0.1707 | 0.1867 | 0.1931 | 0.1565 |
| CarTrans w/o KeRE | 0.9143 | 0.6694 | 0.2895 | 0.0018 | 0.0749 | 0.0713 | 0.0788 | 0.0785 | 0.0715 | 0.0738 | 0.0860 | 0.0748 |
| CarTrans w/o (CAR and KeRE) | 0.9056 | 0.6618 | 0.2928 | 0.0024 | 0.1575 | 0.1268 | 0.1645 | 0.1864 | 0.1314 | 0.1416 | 0.2477 | 0.1575 |

Figure 9. Qualitative examples in the ablation study on DF-v1.

4. Related work

Recent advances in controllable face image synthesis have yielded many impressive applications [2, 4, 7, 10, 15, 23, 41, 43, 44, 48]. In the subarea of face transfer, research begins with the influential work [3] which focuses on cases where the viewpoint and illumination of target images are different from the source. FaceSwap [22] proposes a case-by-case model to enable real-time face transfer. [33] highlights the model robustness under unpredictable conditions.

More recently, 2D GAN-based methods have dominated this field for their superior capacity of synthesis photorealistic images. For instance, FSGAN [32] achieves subject-agnostic identity transfer and considers target skin color and lighting condition preservation. FaceShifter [24] focuses on preserving the target facial occlusions based on a second-stage learning. AOT [50] proposes a post-processing method to reduce the discrepancies in lighting and skin color. InfoSwap [9] contributes a disentanglement method for generating more identity-discriminative results.

At the same time, a number of important advances have been made in face forgery detection [16, 25, 27, 30, 37] to prevent the misuse of face synthesis methods.

So far, in controllable face synthesis, it is yet a challenge to correctly adapt the identity-dependent face shape and appearance of an individual to various poses and expressions. To the best of our knowledge, CarTrans is the first method that learns a context-aware face representation, which allows to causally reason about the potential changes in face appearance in responds to different target contexts.

5. Broad Impact

One of the most fundamental components of computer vision is image synthesis. Recently, synthesizing photorealistic images is no longer sufficient for new applications of generative models, but the properties of the images need also be controllable during synthesis [28, 31]. A specific focus lies on face transfer, a cutting-edge technology in synthetic media that edits the appearance of a person in an existing face image or video according to specified requirements. This topic is a currently vibrant sub-field of controllable image synthesis, due to its application value in video games and film production. However, if misused, this technology can also raise serious privacy or public issue. We further discuss broader impacts of face transfer and ways to reduce potential negative social impacts in the appendix.

6. Conclusion

In this work, we have introduced CarTrans, a novel generative model of face transfer. We have shown that by explicitly incorporating a context-aware corrective into face representation based on prior knowledge about the target context, and eliminating the identity specificity of target face via a set of kernel-based regressor when encoding target contextual information, CarTrans is capable of adapting face representations according to different target images, enabling fine-grained synthesis of identity-dependent face shape and appearance across large gaps in the context with high fidelity. The experimental results provide empirical evidence that, by characterizing the causal variables in unobserved novel contexts, our proposed context-aware face representation is better suited for generative modeling of human faces in the context of face transfer.
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