Nonlinear transport of Bose-Einstein condensates through mesoscopic waveguides
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We study the coherent flow of interacting Bose-condensed atoms in mesoscopic waveguide geometries. Analytical and numerical methods, based on the mean-field description of the condensate, are developed to study both stationary as well as time-dependent propagation processes. We apply these methods to the propagation of a condensate through an atomic quantum dot in a waveguide, discuss the nonlinear transmission spectrum and show that resonant transport is generally suppressed due to an interaction-induced bistability phenomenon. Finally, we establish a link between the nonlinear features of the transmission spectrum and the self-consistent quasi-bound states of the quantum dot.
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I. INTRODUCTION

The development of microscopic trapping potentials for ultracold atoms has lead to a number of fascinating experiments probing the behaviour of Bose-Einstein condensates on mesoscopic length scales. Examples include the realization of a Josephson weak link between two condensates in a double well potential [1], the measurement of interference and phase coherence between two spatially separate condensates [2, 3], as well as the diffraction of a condensate from a magnetic lattice [4]. A convenient setup for such experiments is provided by “atom chips” [5] where microscopic confinement potentials are created with the magnetic field that is induced by current-carrying electric wires mounted on top of the chip surface. This technique does not only allow one to produce microtraps, but also to create waveguide geometries for cold atoms that can be rather flexible, and thereby opens the way to explore transport properties of cold atomic gases. Early experiments on atom chips did indeed focus on the propagation of a Bose-Einstein condensate along such a magnetic waveguide, where the condensate was transported in a controlled way by means of time-dependent magnetic fields [6] or accelerated along the guide by means of a field gradient [7].

The possibility to create such waveguides for cold atoms have stimulated a number of theoretical investigations on the transport physics of interacting matter waves, with particular emphasis on possible analogies with mesoscopic phenomena in the electronic context. This started with the attempt to define an atomic analog of Landauer’s quantization of the conductance [8], and was continued by the generalization of the “Coulomb blockade” phenomenon to cold bosonic atoms propagating through a quantum-dot-like potential [9, 10]. More recent studies, which are based on an elaborate framework for the description of scattering processes of Bose-Einstein condensates (to be described in this article), include the nonlinear resonant transport of a condensate through atomic quantum dots [11, 12], the manifestation or absence of Anderson localization in the transport through disorder potentials [13, 14], as well as the transport of solitons through disorder [15]. For their experimental realization, these transport processes would require a coherent quasi-stationary flow of Bose-Einstein condensed atoms in the waveguide, which was recently realized in the context of optical guides [16] using the principle of “atom lasers” [17].

From the theoretical point of view, the main complication in the description of a quasi-stationary scattering process of a Bose-Einstein condensate obviously comes from the presence of the atom-atom interaction. In leading order, the effect of this interaction is included in a nonlinear term in the Schrödinger-like Gross-Pitaevskii equation for the condensate wavefunction. In presence of a waveguide potential, providing a harmonic confinement in two (transverse) spatial dimensions and permitting free motion along the third (longitudinal) dimension, an adiabatic treatment of the transverse degrees of freedom allows one to describe the evolution of the condensate by means of an effective one-dimensional Gross-Pitaevskii equation as long as the confinement of the waveguide is sufficiently strong (such that the condition for the “1D mean-field regime” is satisfied [18]). This one-dimensional nonlinear wave equation does permit stationary solutions corresponding to condensates that propagate with finite velocity along the axis of the guide [19]. As was shown by Leboeuf and Pavloff, these solutions can then be used in order to construct scattering wavefunctions of the condensate (with the appropriate outgoing boundary condition) in presence of finite-range perturbation potentials in the waveguide [20].

In contrast to the linear Schrödinger equation, the knowledge of stationary scattering states alone does not necessarily permit the prediction of the outcome of a given propagation experiment with Bose-Einstein condensates. This is not only the case for the propagation of finite wave packets (which obviously cannot be decomposed into individual scattering eigenstates, due to the absence of the superposition principle in the Gross-Pitaevskii equation), but applies also to adiabatic in-
jection processes as performed in Ref. [16], where the waveguide is gradually filled with matter waves. Clearly, if such an adiabatic process leads to a quasi-stationary flow of the condensate (which actually need not be the case, as we pointed out in Ref. [13]), the corresponding scattering state necessarily satisfies the stationary Gross-Pitaevskii equation. However, not every scattering eigenstate of this nonlinear Schrödinger equation can eventually be populated in this way: due to the nonlinearity, the eigenstates in the waveguide can be dynamically unstable, which means that they would disintegrate in the course of time evolution as a consequence of small deviations. Such dynamical stability properties cannot easily be inferred from the stationary Gross-Pitaevskii equation. Another nontrivial problem is, as we shall explain below, the determination of the incident flux of atoms that is associated with a given stationary scattering state. This information is required in order to establish the connection to a given propagation experiment (where the incident current is typically under much better control than the net current during the propagation) and to determine the transmission coefficient of the scattering state.

In view of these complications, it seems advisable to study waveguide scattering of Bose-Einstein condensates within the framework of the time-dependent Gross-Pitaevskii equation. While the straightforward numerical simulation of wave packet propagation processes is hardly feasible in the limit of spatially broad and energetically narrow wave packets (which would be required, e.g., for studying the energy-resolved transmission through atomic quantum dots), it is possible to directly simulate the quasi-stationary injection process from an external reservoir of Bose-Einstein condensed atoms into the waveguide, as it was experimentally performed in Ref. [16]. Assuming that this reservoir is sufficiently large such that the effect of the back-action from the waveguide can be neglected, the dynamics in the waveguide is effectively described by an inhomogeneous Gross-Pitaevskii equation, which contains a source term that models the input of matter waves from the reservoir. This inhomogeneous Schrödinger-like equation can be efficiently integrated with standard finite-difference methods, using absorbing boundary conditions in order to avoid artificial backreflections from the ends of the numerical grid. Typically one would start with vanishing condensate density in the guide, and then time-integrate the equation while adiabatically increasing the source amplitude from zero up to a given maximal value. Clearly, this approach is rather close to the realistic experiment. By construction, it automatically yields, at the end of the propagation, scattering states that are dynamically stable (provided the flow remains quasi-stationary during the integration), and it allows in a natural way to determine the transmission of those states. We have successfully applied this approach to the transport of Bose-Einstein condensates through quantum-dot-like double barrier potentials [11] and through one-dimensional disorder potentials [13].

The present paper is devoted to the detailed description of this time-dependent approach to nonlinear waveguide scattering of a Bose-Einstein condensate, and to its relation with the existence of stationary scattering states of the condensate. To this end we briefly review in Sec. II the so called 1D mean-field regime, set up the theoretical framework to study transport and scattering processes, and introduce concepts that allow to define transmission and reflection coefficients for stationary scattering states that are solutions of a nonlinear wave equation. In Sec. III C the numerical method that is based on integrating the time-dependent Gross-Pitaevskii equation in presence of a source term is explained. As a first application, the transmission spectrum of the condensate flow through a quantum point contact consisting of a single potential barrier in the waveguide is discussed in Sec. III D. In Sec. III I we investigate the transport through a symmetric double barrier potential and we show in III A that the transmission spectrum exhibits an interaction induced suppression of resonant transport. Finally, in Sec. III B we develop an analytical description of the transport problem through the double barrier potential in terms of internal quasi-bound states. This establishes a clear link between the nonlinear signatures of the transmission spectrum and the self-consistent quasi-bound states of the quantum dot.

II. MEAN-FIELD APPROACH TO TRANSPORT OF CONDENSATES

In the following we consider a coherent beam of Bose-Einstein condensed atoms at zero temperature, propagating through a cylindrical waveguide with a finite-range scattering potential, given, e.g., by a constriction acting as a barrier potential for the beam. One of the aims of this work is to develop new methods to describe such propagation processes based on the Gross-Pitaevskii mean-field theory [21, 22]. The mean-field dynamics of a dilute condensate can be described in terms of a macroscopic order parameter, the condensate wave function \( \Psi(\vec{r}, t) \), which obeys the nonlinear Gross-Pitaevskii equation \( \text{[23]} \)

\[
\frac{\partial}{\partial t} \Psi(\vec{r}, t) = \left[ -\frac{\hbar^2}{2m} \Delta + V(\vec{r}) + U_0 |\Psi(\vec{r}, t)|^2 \right] \Psi(\vec{r}, t). \tag{1}
\]

Low-energy scattering processes between two atoms in the condensate are predominately described by the contribution from s-wave scattering and lead to the non-linear term \( U_0 |\Psi(\vec{r}, t)|^2 \). Here \( U_0 = 4\pi\hbar^2a_s/m \) is the interaction strength which is determined by the s-wave scattering length \( a_s \) and the mass \( m \) of the condensed bosons. The term \( V(\vec{r}) \) in Eq. (1) is the external trapping potential experienced by the atoms. For the sake of definiteness we consider the experimentally relevant case of a condensate in a cylindrical harmonic waveguide with an additional scattering potential that is induced along the guide. Let \( x \) be the coordinate along the axis of the
guide and \( r = \sqrt{x^2 + y^2} \) the cylindrical radius associated with the transverse coordinates, then we assume \( V(\vec{r}) \) to be of the form
\[
V(\vec{r}) = \frac{1}{2} m \omega^2 r^2 + V_\parallel(x). \tag{2}
\]

Here, the first term on the right-hand side is the transverse harmonic confinement of the guide with trapping frequency \( \omega \) and \( V_\parallel(x) \) is the scattering potential parallel to the axis of the guide. \( V_\parallel(x) \) could, e.g., consist of a single barrier that acts as a constriction for the condensate flow. Such a barrier can, for instance, be induced by irradiating a strongly focused blue-detuned laser beam onto the waveguide.

A. 1D mean-field regime

In this subsection we derive an effective one-dimensional version of the Gross-Pitaevskii equation which is particularly suited to describe condensates in elongated waveguide structures. To this end, we adopt the adiabatic approximation method outlined in Refs. \[18, 19, 24\], where the condensate wave function can be cast into the form
\[
\Psi(x, r) = \psi(x, t) \phi(r, n). \tag{3}
\]

Here, \( \phi \) is the equilibrium ground state wave function for the transverse motion, normalized to unity
\[
\int d^2 r |\phi|^2 = 1, \tag{4}
\]
\( \psi(x, t) \) describes the longitudinal motion, and the density per unit of longitudinal length is given by
\[
n(x, t) \equiv \int d^2 r |\Psi|^2 = |\psi(x, t)|^2. \tag{5}
\]

We remark that this adiabatic ansatz involves a local density approximation, in the sense that one assumes that the transverse motion depends solely on the local condensate density \( n(x, t) \) at position \( x \). It was pointed out in Ref. \[24\] that this approximation is justified if the transverse scale of the density variation is much smaller than the longitudinal one. This regime is certainly reached when the scale of variation of the longitudinal potential \( V_\parallel(x) \) is considerably larger than the harmonic oscillator length \( a_\perp = \sqrt{\hbar/(\omega m)} \) of the radial transverse confinement.

Inserting the ansatz \[3\] into the Gross-Pitaevskii equation \[1\] yields
\[
\text{i} \hbar \frac{\partial}{\partial t} \psi = -\frac{\hbar^2}{2m} \nabla^2 \psi + \psi \left[ \frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) + \frac{1}{2} m \omega^2 r^2 + U_0 n(x, t) |\phi|^2 \right] \phi. \tag{6}
\]

We can identify the term in the square brackets as the effective Hamiltonian \( H_T \) for the transverse degree of freedom, acting on the wave function \( \phi \),
\[
H_T \phi = \epsilon(n) \phi. \tag{7}
\]

The energy \( \epsilon(n) \) associated with the transverse state \( \phi \) depends parametrically on the longitudinal density \( n \). Thus, we obtain a pair of equations, one for the transverse, and one for the longitudinal dynamics of the condensate,
\[
\epsilon(n) \phi = \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) + U_0 n(x, t) |\phi|^2 + \frac{1}{2} m \omega^2 r^2 \right] \phi, \tag{8}
\]
\[
\text{i} \hbar \frac{\partial}{\partial t} \psi = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V_\parallel(x) + \epsilon(n, x, t) \right] \psi. \tag{9}
\]

Eq. \[9\] is an effective one dimensional wave equation for the longitudinal order parameter \( \psi \) which is particularly suited to describe a condensate in non-uniform waveguides. This regime is often denoted as the 1D mean-field regime \[18\].

It remains to determine \( \epsilon(n) \). In the following, we assume that \( \phi \) is the energetic ground state of \( H_T \). In the so-called low density limit, \( a \ll 1 \), the nonlinear term \( U_0 n |\phi|^2 \) in Eq. \[8\] is a small perturbation and a first-order perturbative solution of Eq. \[8\] yields
\[
\epsilon(n) = \epsilon_0 + U_0 \langle |\phi|^2 \rangle |\phi_0| = \epsilon_0 + 2 \hbar \omega a_n n, \tag{10}
\]
where \( \epsilon_0 = \hbar \omega_0 \) is the eigenenergy of the ground state \( \phi_0 \) of the unperturbed transverse Hamiltonian (\( \epsilon_0 \) is a constant energy shift which we drop in the following). In the opposite large density limit, \( a_n \gg 1 \), the kinetic energy term in Eq. \[8\] can be neglected, and the so called Thomas-Fermi approximation holds for the transverse wave function \[11\], yielding
\[
\phi_{TF} = \frac{1}{U_0 \sqrt{n}} \sqrt{\epsilon(n) - V_\perp(r)}. \tag{11}
\]

By imposing the normalization condition \[4\] to the Thomas-Fermi wave function \[11\] we find in the high-density regime
\[
\epsilon(n) = 2 \hbar \omega \sqrt{n a_s}. \tag{12}
\]

At this point we remark that the validity of the Gross-Pitaevskii equation is restricted to the dilute gas regime, where the 3D density \( n_{3d} \) fulfills \( n_{3d} a_s^3 \ll 1 \) \[21, 22\]. This condition reads in the 1D mean-field regime \( na_s \ll (a_\perp a_s)^{2/\nu} (\nu = 1 \text{ in the low density regime and } \nu = 1/2 \text{ for high densities} \[19\] \). Typically \( a_\perp / a_s \) is of the order \( 10^3 \). This condition will be considered as always fulfilled, even in the regime of high longitudinal densities, when \( na_s \gg 1 \). On the other hand, the weakly interacting 1D Bose gas picture also breaks down at very low densities,
in the Tonks-Girardeau regime (see e.g. Refs. [25, 26, 27, 28]). This occurs in the regime \( na_s \ll (a_s/a_1)^2 \approx 10^{-6} \) which we therefore discard from our present study.

At the end of this section, we derive an analytical expression that allows to interpolate \( \epsilon(n) \) between the two opposite limits \( na_s \ll 1 \) and \( na_s \gg 1 \). To this end we consider the ansatz
\[
\epsilon(n) = [\alpha + \beta(a_s n) + \gamma(a_s n)^2]^{1/4}.
\]
(13)

To determine the coefficients \( \alpha, \beta \) and \( \gamma \), we expand Eq. (13) in the limit \( a_s n \ll 1 \) to first order in \( a_s n \),
\[
\epsilon(n) = \alpha^{1/4} + \frac{1}{4} \alpha^{-3/4} \beta(a_s n), \quad (a_s n) \ll 1.
\]
(14)

In the limit \( a_s n \gg 1 \) we keep only the quadratic term \( (a_s n)^2 \) in Eq. (13),
\[
\epsilon(n) = \gamma^{1/4} \sqrt{a_s n}, \quad (a_s n) \gg 1.
\]
(15)

The comparison of Eqs. (14)(15) with Eqs. (10)(12) yields \( \alpha = \hbar^4 \omega^4 \), \( \beta = 8 \hbar^4 \omega^4 \) and \( \gamma = 16 \hbar^4 \omega^4 \), and the interpolation formula (12) reads
\[
\epsilon(n) = \sqrt{\hbar^2 \omega^2 + 4 \hbar^2 \omega^2 (a_s n)}.
\]
(16)

This result can be compared with numerically computed values for \( \epsilon(n) \) [29]. Indeed, as displayed in Fig. 1 we find a good agreement between the interpolation result and the numerically computed values for the whole range of values of \( a_s n \) in between the two opposite density limits.

\section{Scattering states in waveguides}

In this subsection we study the stationary transport modes of a coherent condensate flow through a quasi one-dimensional waveguide with a scattering potential in the 1D mean-field regime. Starting point of our considerations is the effectively one-dimensional Gross-Pitaevskii equation (10). To determine its steady solutions, we write \( \psi(x, t) = A(x) \exp[i S(x)] \exp(-i \mu t) \), where \( A(x) \) and \( S(x) \) are real valued functions. The longitudinal density is \( n = A^2 \), \( \mu \) is the chemical potential of the condensate and \( v = (\hbar/m)(dS/dx) \) its local velocity. From Eq. (10) we obtain flux conservation \( n(x) v(x) \equiv j_t = \text{const} \), and an equation of motion for the amplitude \( A(x) \) of the wave function
\[
\mu A = -\frac{\hbar^2}{2m} A'' + \frac{m}{2} \frac{\gamma^2}{n^2} A + V_\| (x) A + \epsilon(n) A.
\]
(17)

In the following, we assume that the longitudinal potential \( V_\| (x) \) vanishes asymptotically in the “upstream” region, i.e. for \( x \to -\infty \), and in the “downstream” region, for \( x \to +\infty \): \( V_\| (x \to +\infty) = 0 \). In accordance with this terminology, we consider an incident beam of condensate that propagates from \( x \to -\infty \) to \( x \to +\infty \) (i.e., from the upstream to the downstream region).

In order to properly define the scattering problem, we first study the asymptotic behavior of the flow far away from the constriction, where \( V_\| (x) = 0 \). In this region, Eq. (17) can be integrated once, yielding the first order equation of motion
\[
E = \frac{\hbar^2}{2m} (A')^2 + \frac{m}{2} \frac{\gamma^2}{n^2} A^2 - \mathcal{E}(n),
\]
(18)
with \( \mathcal{E}(n) = \int_0^n \epsilon(\bar{n}) d\bar{n}, \)
(19)
where \( E \) is an integration constant. It was pointed out in Ref. [19] that Eq. (18) admits a simple interpretation in terms of classical dynamics, since it describes the energy conservation of a fictitious classical particle with “position” \( A \) and “time” \( x \) moving in the effective potential
\[
W(n) \equiv (m \bar{j}_t^2)/(2n) + \mu n - \mathcal{E}(n),
\]
(20)
and the integration constant \( E \) corresponds to the total energy of the particle. Eq. (18) is therefore integrable by quadrature (see Ref. [12] for a discussion of the low density regime \( a_s n \ll 1 \)).

The left panel of Fig. 2 displays the potential \( W(n) \) in the low-density regime where we have \( \mathcal{E}(n) = gn^2/2 \) with the effective interaction parameter \( g = 2 \hbar \omega_0 n^2 \). \( W(n) \) has qualitatively the same form in the high-density regime as well where \( \mathcal{E} \) is given by \( \mathcal{E}(n) = 2g n^{3/2}/3 \) with \( g = 2 \hbar \omega_0 \sqrt{a_s} \). For weak and moderate coupling constants \( g \) (respectively \( g \)), \( W(n) \) exhibits a local minimum \( E_{\text{min}} = W(n_1) \) at a low density \( n_1 \) and a local maximum \( E_{\text{max}} = W(n_2) \) at a high density \( n_2 \). These extrema, at which the fictitious particle would be at rest forever, correspond to solutions of Eq. (18) with constant density. They represent plane waves of the form \( \psi(x, t) = \sqrt{n_v} \exp(ik'_v x - i\mu t/\hbar) \) \((v = 1, 2)\) whose wave numbers \( k'_v \) are implicitly determined through the disper-
ncest: Small deviations from the constant density value exhibit cnoidal oscillations. Energy values larger than $E_{\text{max}}$ lead to an infinite density at finite $x$ and cannot be interpreted as physically meaningful steady-state solutions. We also note that the flat-density solutions coincide, $n_1 = n_2$, when the potential $W(n)$ exhibits a saddle point configuration. For the potential $W(n)$ displayed in Fig. 2 such a saddle point configuration would, e.g., be encountered by increasing $g$ while $\mu$ and $j_t$ are kept fixed. In the low density limit where $E(n) = 2\hbar\omega_s^2 \sqrt{n}/n$, we find $\mu^3 = 5^5 \hbar^2 m^2 g^2/29$. Beyond these limits no stationary solutions exist any more.

Finding stationary scattering states in presence of a finite scattering potential requires now to match two asymptotic density modes, each characterized by a separate integration constant $E$, in the upstream respectively downstream region. From general arguments on the dispersion relation of elementary excitations of the Gross-Pitaevskii equation follows that the physically meaningful boundary condition for the steady-state solutions of Eq. (17) demands a constant downstream density profile $n_1$. The asymptotic downstream density should therefore correspond either to $n_1$ or $n_2$. In the present study, we intend to investigate the crossover from a noninteracting to a weakly or moderately interacting system. We therefore focus on the regime of rather small condensate densities, respectively weak atom-atom interactions ($na_s \ll 1$ and $\epsilon(n) = gn$); hence, the low-density downstream solution $n_1$ will be relevant in the following. The high-density solution $n_2$ exhibits qualitatively different features, such as solitonic transmission modes, and has been discussed in Ref. [20].

In analogy with the scattering problem in a noninteracting system we define a stationary scattering state as a solution of Eq. (9) of the form

$$\psi(x,t) = \psi(x) \exp(-i\mu t/\hbar),$$

(23)
satisfying, in the downstream region, outgoing boundary conditions of the form $\psi(x) = \sqrt{m}\exp(i k x)$, with $k > 0$ given by $k_1$ as defined above. In order to determine the scattering states for a given barrier potential $V((x)$, which vanishes at $x \rightarrow \pm \infty$, and for given values for the total current flow $j_t$ and the chemical potential $\mu$, we integrate the equation of motion (17) from the downstream to the upstream region with the “asymptotic condition” $A = \sqrt{n_1}$ and $A' = 0$ in the downstream region. This allows us to compute the density profile in the whole waveguide, and by computing the phase via $S(x) = mj_t A^2(x)/\hbar$ we determine unambiguously the stationary scattering state $\psi(x)$. This procedure describes the scattering process in terms of a so-called fixed output problem, because the outgoing current $j_t$ in the downstream region enters as a parameter in the asymptotic boundary conditions that determine the scattering state.

There is only a small number of potential configurations, such as the square well or delta-peak barriers, for which the integration can be carried out analytically.

---

**FIG. 2:** Plot of the function $W(n)$, here displayed for the low density regime $E(n) = gn^2/2$, in the left panel. For given $\mu, j_t$, and $g$, a beam of uniform density has either a density $n_1$ (supersonic solution) or a density $n_2$ (subsonic solution). At a given classical energy $E$ (with $E_{\text{min}} < E < E_{\text{max}}$, to assure bounded density oscillations), $n_-$ and $n_+$ are the minimum and maximum values of the cnoidal density oscillations, displayed in the right panel. Energy values $E$ close to (but lower than) $E_{\text{max}}$ correspond to gray solitons.
For the general case, it is convenient to rewrite Eq. (17) in terms of Hamilton-like equations of motion

\[
A' = \frac{\partial H}{\partial p} = \frac{m}{\hbar^2} p, \\
p' = -\frac{\partial H}{\partial A} = \left( \frac{m j_2^2}{A^4} - 2[\mu - V(x) - \epsilon(n)] \right) A, \tag{24}
\]

where we introduced the canonical momentum \( p = (\hbar^2/m)A' \). These equations of motions can be deduced from the classical Hamiltonian

\[
H(A, p) = \frac{\hbar^2}{2m} p^2 + \frac{m j_2^2}{2A^4} + [\mu - V(x)]A^2 - \mathcal{E}(A^2). \tag{25}
\]

In the picture of the fictitious classical particle, \( V(x) \) plays the role of a driving force which drives the particle away from the minimum of the classical potential \( W(n) \). The classical energy, which is \( E_d = W(n_1) \) in the downstream region, is altered by the amount

\[
\Delta E = \int_{-\infty}^{+\infty} V(x) A(x) A'(x) dx, \tag{26}
\]

which yields the new classical energy value \( E_u = E_d + \Delta E \) for the upstream region. The asymptotic behavior of the scattering state is then fully determined by \( E_u \) and \( E_d \). The energy transfer \( \Delta E \) is a measure for the amplitude of the density oscillations in the upstream region, i.e. increasing values of \( \Delta E \) imply a larger backreflection.

Our purpose is now to determine the reflection and transmission coefficients, \( T \) and \( R \), associated with the stationary scattering states. These quantities are naturally given by \( T = j_i/j_i \) and \( R = j_r/j_i \), where \( j_i \), \( j_t \), and \( j_r \) respectively denote the incident, transmitted, and reflected current of the condensate. The determination of \( j_i \) and \( j_r \), however, is a nontrivial task, since we cannot simply decompose the upstream wave function into an incident and reflected plane wave component due to the nonlinearity of the Gross-Pitaevskii equation which does not permit the application of the superposition principle. We show now how the incident and reflected currents can nevertheless be defined and calculated in a meaningful way.

First, we briefly recall a method that has been suggested in Ref. \[13\] and was successfully applied in Ref. \[20\]. It allows one to determine approximate values for \( T \) and \( R \) in the regime of small backreflections or small nonlinearities, by means of an approximate decomposition of the upstream density into an incident and reflected beam. We consider here the low density regime \( \alpha n \ll 1 \), e.g. \( \epsilon(n) = gn \). In the upstream region, \( n(x) = A^2(x) \) obeys the equation [see Eq. (18)]

\[
E_u = \frac{\hbar^2}{2m} \left( \frac{d\sqrt{n}}{dx} \right)^2 + W(n), \tag{27}
\]

with

\[
W(n) = \frac{m j_2^2}{2n} + \mu n - \frac{1}{2} gn^2. \tag{28}
\]

We write the density in the form \( n(x) = n_1 + \delta n(x) \), where \( \delta n(x) \) represents the density oscillations originating from back-reflections. Inserting this ansatz into Eq. (27) and introducing a new effective wave number

\[
\kappa = k \sqrt{1 - 1/(2 \xi^2 \kappa^2)} \tag{29}
\]

(here, \( \xi = \hbar/\sqrt{2m n_1 g} \) is the condensate's healing length in the downstream region) and the characteristic scale \( \delta n_1 = m [E_u - W(n_1)]/(\hbar^2 \kappa^2) \) for density oscillations, we obtain

\[
\left( \frac{d\delta n}{dx} \right)^2 + 4\kappa^2 \delta n^2 = 8 \kappa^2 \delta n_1 (n_1 + \delta n) + \frac{4mg}{\hbar^2} \delta n^3 \tag{30}
\]

as an equation of motion for \( \delta n(x) \).

Until now, no approximation has been made. In the regime of small back-reflections, where \( |\delta n|/n_1 \ll 1 \) holds, or small interaction parameters \( g \) (both limits are covered by the condition \( |\delta n|/n_1 \ll \kappa^2 \xi^2 \), see Ref. \[20\]), we neglect the cubic term in Eq. (30). Thus, the equation of motion (30) corresponds to the dynamics of a shifted harmonic oscillator, and its solution is given by

\[
n(x) = n_1 + \delta n_1 + \sqrt{2n_1 \delta n_1 + (\delta n_1)^2} \cos(2\kappa x + \theta), \tag{31}
\]

where \( \theta \) is an arbitrary phaser. The density profile (31) is equivalent to that of the two counterpropagating plane waves with wave vector \( \kappa \)

\[
\psi_i(x) = \sqrt{n_1 + \frac{\delta n_1}{2}} \exp(i\kappa x), \\
\psi_r(x) = \frac{\delta n_1}{2} \exp(-i\kappa x + i\theta), \tag{32}
\]

yielding

\[
n(x) = |\psi_i(x) + \psi_r(x)|^2. \tag{33}
\]

Identifying \( \psi_i(x) \) as an incident and \( \psi_r(x) \) as a reflected wave component allows one to determine the transmission and reflection coefficients through

\[
T = \left( 1 + \frac{\delta n_1}{2n_1} \right)^{-1}, \quad R = \left( 1 + \frac{2n_1}{\delta n_1} \right)^{-1}. \tag{34}
\]

The approximate nature of Eq. (34) becomes evident if we consider the conservation of currents. Computing the incident and reflected current components in the upstream region yields

\[
j_i = \left( n_1 + \frac{\delta n_1}{2} \right) \frac{\hbar \kappa}{m}, \quad j_r = \frac{\delta n_1}{2} \frac{\hbar \kappa}{m}, \tag{35}
\]

whereas we find from the asymptotic downstream behavior of the wave function the transmitted current component \( j_t = n_1 \hbar k/m \). It is easy to see that the relation \( j_i + j_r = j_t \) is exactly fulfilled only in the case of vanishing atom-atom interactions, i.e. \( k = \kappa \). In the regime
of weak interactions deviations from the current conservation are of the order $O((k\xi)^{-2})$ and the approximate approach becomes inappropriate for strong interactions or large back-reflections.

In order to overcome this problem, we consider a waveguide configuration in which the interaction strength $g$ tends to zero for $x \to -\infty$ and reaches a finite constant value in the region where the barrier potential is located (see Fig. 3). We furthermore assume that the typical length scale on which $g$ varies is much larger than the periodicity of the density oscillations. Such a variation of $g$ can e.g., be achieved by decreasing the transverse confinement frequency $\omega$ of the waveguide or by tuning the scattering length $a_s$ via the Feshbach resonance.

Using once more the analogy with the dynamics of a classical particle, we introduce the effective “pseudo action”

$$\mathcal{J} = \oint p\,dA = \frac{\hbar^2}{m} \int_{x_0}^{x_0+\Delta x} [A'(x)]^2 dx$$

(36)

that is integrated over one spatial period $\Delta x$ of the upstream density oscillation (which would be given by $\Delta x = \pi/k$ in the absence of the interaction). By use of Eq. (36) the pseudo action can also be written in the form

$$\mathcal{J} = \hbar \sqrt{\frac{2}{m}} \int_{n_-}^{n_+} \sqrt{[E_u - W(n)]} / n \, dn,$$

(37)

where $n_-$, $(n_+)$ is the minimal (maximal) density value of the oscillating upstream density. It is determined via the relation $W(n_{\pm}) = E_u$. Due to the theorem of adiabatic invariants, $\mathcal{J}$ remains approximately constant along the waveguide as long as $g$ is sufficiently slowly varied. It can, under this condition, therefore be evaluated at any position $x$, in particular also in the far-upstream region at $x < x_1$ where we have $g = 0$. There we can decompose the wave function in an incident and reflected part as

$$\psi(x) = (\alpha e^{i(kx+\phi)} + \beta e^{-i k x}) e^{i \phi}$$

(38)

with $k = \sqrt{2m \mu / \hbar}$, where the amplitudes $\alpha, \beta$ and the phases $\phi, \phi$ are real. The wave function’s amplitude reads

$$A(x) = \sqrt{\alpha^2 + \beta^2 + 2 \alpha \beta \cos(2 k x + \phi)},$$

(39)

and the canonical momentum $p$ is given by

$$p(x) = \frac{\hbar^2}{m} A'(x) = \frac{2 \alpha \beta k \sin(2 k x + \phi)}{\sqrt{\alpha^2 + \beta^2 + 2 \alpha \beta \cos(2 k x + \phi)}}.$$  

(40)

By use of $dA = A' dx$, we evaluate Eq. (36) as

$$\mathcal{J} = \oint p\,dA, = 2 \beta^2 \hbar^2 k \pi / m.$$  

(41)

Using the fact that the incident and reflected currents read $j_i = \hbar k \alpha^2 / m$ and $j_r = \hbar k \beta^2 / m$ in the far-upstream region, we can obtain the reflection and transmission coefficients via

$$R = \frac{j_r}{j_i} = \frac{\beta^2}{\alpha^2} = \left(1 + \frac{2 \pi \hbar j_i}{\mathcal{J}}\right)^{-1},$$

$$T = 1 - R = 1 - \frac{\beta^2}{\alpha^2} = \left(1 + \frac{\mathcal{J}}{2\pi \hbar j_i}\right)^{-1}.$$  

(42)

Eq. (42) unambiguously assigns a reflection and a transmission value to each scattering state that is a solution of the nonlinear wave equation (9). This definition represents a natural extension of the concept of transmission for nonlinear scattering problems.

For the practical computation of the transmission value associated with a given scattering state, it is sufficient to evaluate the integral (37) numerically in the near-upstream region (i.e. for $x \simeq x_2$ in Fig. 3) where the extremal densities $n_{\pm}$ can be found by solving $W(n_{\pm}) = E_u$. This means that the adiabatic variation of $g$ does not need to be included at all in the calculation; it is sufficient to take into account a short spatial domain in the upstream region within which the condensate exhibits a couple of density oscillations. Computing the transmission by use of Eq. (42) circumvents the approximate character of the relation (34) and is therefore also valid in the regime of strong atom-atom interactions as well as for large back-reflections. In Fig. 3 we compare the approximate with the “exact” expression for the transmission, determined by Eqs. (43) and (42) respectively, for a condensate with a moderate nonlinearity that encounters a potential barrier in the guide. For small large back-reflections both results coincide, whereas for large back-reflections the approximate formula (34) systematically overestimates the transmission.
C. Time-dependent transport processes

So far, we restricted our considerations to stationary scattering solutions of the time-independent Gross-Pitaevskii equation. A severe problem is the fact that the mere existence of a stationary scattering state does not imply that this state is dynamically stable and can be populated in a time-dependent scattering process. This is not only true for the propagation of a finite wave packet (which obviously cannot be evolved by an expansion in terms of stationary solutions of the Gross-Pitaevskii equation, due to the absence of superposition principle), but also concerns the limiting case of a quasi-stationary flow that is generated by an adiabatic injection of the condensate into the waveguide. This affects, as we shall discuss later on, the resonant transport of a condensate through a double barrier potential, where the dynamical stability properties of the scattering states become crucial for their population.

In view of this complication we now describe a method based on the time-dependent Gross-Pitaevskii equation, which allows us to simulate a realistic propagation process. This equation is integrated in presence of an inhomogeneous source term, located at a position $x = x_0$ in the upstream region and emitting monochromatic matter waves. The source term simulates the coupling of the waveguide to a large reservoir of a Bose-condensed matter at a given chemical potential $\mu$, from which matter waves are injected into the waveguide (see Fig. 5). The effective nonlinear wave equation that governs the time evolution of the condensate wave function $\psi(x,t)$ is therefore given by

$$i\hbar \frac{\partial \psi(x,t)}{\partial t} = \left[ \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V_\parallel(x) + g|\psi(x,t)|^2 \right] \psi(x,t),$$

$$+ S(t) \delta(x-x_0) \exp(-i\mu t/\hbar),$$

(43)

FIG. 5: (color online) A reservoir of Bose-condensed matter with a given chemical potential $\mu$ is locally coupled at the position $x_0$ to a waveguide with a scattering potential. The reservoir emits a plane matter wave in both directions into the guide. Hence, a coherent beam, with current $j_r$, propagates towards the barriers of the potential where the condensate is partially reflected, with the current $j_t$, and partially transmitted, with the current $j_t$. Where the time-dependent coupling strength between the waveguide and the reservoir is contained within the source amplitude $S(t)$. The interaction parameter $g$ need not be constant, but may be considered to position-dependent as well, in order, e.g., to simulate the adiabatic transition from a noninteracting to an interacting guide as depicted in Fig. 5. In this work, we restrict ourselves to the case where $g$ is constant in the vicinity of the finite-range scattering potential.

Before studying time-dependent scattering processes in a waveguide with a finite scattering potential, it is instructive to consider first stationary solutions of Eq. (43) for the particular case of a homogeneous waveguide, i.e. $V_\parallel(x) \equiv 0$, and a constant source amplitude $S(t) \equiv S_0$. In this case, there exist plane wave solutions $\psi(x,t) = e^{-i\mu t}$ with constant density $n = |\psi(x,t)|^2$. To demonstrate this, we switch to the Fourier space by introducing the Fourier transformed wave function $\tilde{\psi}(q,t) = \int e^{iqx}\psi(x,t) dq$. Then, Eq. (43) takes the form

$$\left( i\hbar \frac{\partial}{\partial t} - \frac{\hbar^2 q^2}{2m} - gn \right) \tilde{\psi}(q,t) = S_0 e^{-i\mu x_0} e^{-i\mu t/\hbar}.$$

(44)

This equation admits solutions of the form

$$\tilde{\psi}(q,t) = \frac{2mS_0 e^{-i\mu x_0}}{\hbar^2 k^2 - \hbar^2 q^2} e^{-i\mu t/\hbar}.$$

(45)

Here, we introduced the wave vector $k$ via the relation $\hbar^2 k^2 = 2m(\mu - gn)$. By transforming back to the position space, we find solutions where the source term emits in both directions the monochromatic wave

$$\psi(x,t) = \frac{S_0 m}{i\hbar k} e^{ik|x-x_0|} e^{-i\mu t/\hbar},$$

(46)

with the wave number $k$ being self-consistently defined by

$$k^2 = \frac{1}{\hbar^2} \left[ 2m \left( \mu - gn^2 S_0^2 m^2 \right) \right].$$

(47)
The density that is associated with the wave function \( n \) reads
\[
\rho = \frac{|S_0|^2 m^2}{(\hbar^2 k^2)} = \frac{|S_0|^2 m}{2\hbar^2 (\mu - gn)} \tag{48}
\]
Evaluating the quantum mechanical current operator shows that the source emits the current
\[
j_i = \pm \frac{|S_0|^2 m}{(\hbar^2 k)} \tag{49}
\]
with \( + \) for \( x > x_0 \) and \( - \) for \( x < x_0 \). Inserting Eq. (49) into Eq. (48) immediately yields the plane-wave dispersion relation \( \mu = m j_i^2 / (2n^2) - gn \).

As already discussed in Sec. II B (see Eq. (21)) this equation admits two flat-density solutions, \( n = n_1 \) and \( n = n_2 \), corresponding to a supersonic and a subsonic propagation of the condensate, respectively. Rewriting Eq. (48) in the form
\[
n_{1,2} = \frac{1}{2g} \left( \mu \pm \sqrt{\mu^2 - 2gm|S_0|^2 / \hbar^2} \right) \tag{50}
\]
allows one to compute the two densities \( n_{1,2} \) that are possible for a given value of the source amplitude \( S_0 \). This relation is illustrated in Fig. 6 where the lower branch contains the supersonic solutions and the upper branch the subsonic solutions. The value \( S_{max} = \hbar \mu \sqrt{2gm} \) corresponds to the saddle point configuration of the classical potential \( W(n) \); for source amplitudes larger than this threshold, no stationary solutions of Eq. (43) are possible. In the limit of noninteracting particles, \( g = 0 \), only the supersonic branch survives (because the speed of sound is zero) and Eq. (50) takes the simple form \( n = |S_0|^2 m / (2\hbar^2 \mu) \).

Now we study the time evolution of \( \psi(x,t) \) in presence of a variable source amplitude \( S(t) \). Here, the scenario of an initially empty waveguide that is gradually filled with matter waves is of peculiar interest as this corresponds to the experimentally realistic situation where the condensate is initially confined in a microtrap (playing the role of the reservoir) and then smoothly released to propagate into the waveguide. To simulate such a process, we propagate \( \psi(x,t) \) by numerically integrating the wave equation (43) in presence of an adiabatic increase of the source amplitude \( S(t) \) from \( S(t=0) = 0 \) up to a given maximal value \( S_0 \), with the initial condition \( \psi(x,t=0) \equiv 0 \). The amplitude \( S(t) \) is increased adiabatically in order to ensure that, at any instant during the propagation, the wave function in the guide remains as close as possible to a stationary scattering state of the form \( \psi(x) \exp(-i\mu t / \hbar) \). Quantitatively this means that the typical time scale \( \Delta T \) on which the amplitude \( S(t) \) increases is much larger than the characteristic time scale \( \tau = \hbar / \mu \) that is associated with the chemical potential \( \mu \) of the source: \( \Delta T \gg \tau \). As we are studying an infinitely extended scattering problem, we have to impose absorbing boundary conditions in order to avoid artificial back-reflection at the boundaries of the numerical grid. Details on these absorbing boundaries, which are taken from Ref. 32 and adapted to account also for a finite nonlinearity, as well as on the numerical integration procedure are given in Appendix B.

In a first step we discuss the filling of the waveguide in absence of a scattering potential, i.e., for \( V_i(x) \equiv 0 \). Fig. 7(a-c) displays the time-evolution of the wave function \( \psi(x,t) \) by a series of snapshots showing the density at different times. For the sake of definiteness we chose \( S(t) = S_0 [1 - \exp(-t/\Delta T)] \), which provides a smooth evolution towards the desired final value \( S(t \to \infty) = S_0 \).

We find that for propagation times \( t \gg \Delta T \) the calculation converges towards the flat density (Fig. 7c) that corresponds to the stationary plane wave \( \psi \) at the source amplitude \( S = S_0 \). The bottom part of Fig. 7 shows the real and imaginary parts of the wavefunction \( \psi \) at the time \( t = \Delta T \) during the filling process. The panels clearly illustrates that the source emits a plane-wave like solution of the form \( A(x,t) \exp(-i\mu t + ik(x,t)x) \) where \( A(x,t) \) and \( k(x,t) \) vary slowly with position and time.

It is instructive to display the evolution of the condensate density as a function of the time-dependent source amplitude \( S \). Fig. 8 shows this evolution for different values of \( \Delta T \) (dashed lines). We notice that these curves approach the lower branch of the relation (solid line in Fig. 8) see also Fig. 6 if we reach the limit \( \Delta T \gg \tau \). We therefore deduce that the adiabatic filling of an initially condensate-free waveguide can only populate stationary solutions that correspond to a supersonic flow, hence, the final condensate density is given by \( n = n_1 \) as defined by Eq. (50). In analogy to the fixed output problem discussed in Sec. II B, the implementation of the source term therefore allows one to investigate the transport of the condensate in terms of a so-called fixed input
$\Delta T = 10 \tau$, which reflects the fact that the wave function $\psi(x)$ is given there by an outgoing plane wave of the form $\psi(x) = A \exp(ikx)$. We checked that the state $\psi(x)$ that is reached at the end of the propagation fulfills the stationary Gross-Pitaevskii equation, i.e., the wave function’s amplitude $A(x) = |\psi(x)|$ is a solution of Eq. (17).

Once we populate a stationary state, we have another straightforward access to the transmission coefficient $T$ in the nonlinear scattering problem: $T$ is given by the ratio of the transmitted current $j_t$, evaluated through the current operator in the downstream region, to the current that would propagate through the waveguide in absence of the barrier potential, which is the current $j_i$ that is directly emitted from the source. This approach provides another natural extension of the definition of transmission coefficients to nonlinear wave equations. Hence, the numerical method introduced in this section allows not only to calculate scattering states that are dynamically stable and can be populated in a realistic propagation process, but provides also a straightforward access to transmission coefficients for a fixed input problem.

We point out that in the nonlinear case, convergence towards a stationary scattering state is not always guaranteed. Indeed, studying the transport of condensates through a waveguide with an extended disorder region by means of the method described in this section revealed that, beyond a critical interaction strength respectively a critical length of the disorder region, the transport process generally remains time-dependent and stationary states are not populated.

D. Transport through a quantum point contact

As a first and simple example we study the transport of a Bose-Einstein condensate through a quantum point contact. We consider a waveguide with a constriction given by a single repulsive Gaussian barrier potential $V_{\text{bar}}(x) = V_0 \exp(-x^2/\sigma^2)$ which can be experimentally implemented by focusing a blue detuned laser beam in...
its transverse ground mode onto the waveguide \( \text{[34]} \). For the sake of definiteness we consider in the following a condensate of \(^{87}\text{Rb}\) atoms \((m = 1.45 \times 10^{-25} \text{kg}, a_s = 5.77 \text{nm})\) flowing through a waveguide with transverse trapping frequency \(\omega = 2\pi \times 10^3 \text{ s}^{-1}\) that corresponds to a harmonic oscillator length \(a_\perp = 0.34 \mu\text{m}\). It is convenient to measure energies in units of \(\hbar \omega\), lengths in units of \(a_\perp\) and particle currents in units of \(\omega\). In these units the interaction parameter reads \(g = 0.034 \hbar \omega a_\perp\).

For the longitudinal extension of the barrier we assume \(\sigma = 2a_\perp \approx 0.7 \mu\text{m}\) (which would be at the limit of experimental realizability) and its height is chosen as \(V_0 = 3 \hbar \omega\).

In a first step, we investigate the transport process in terms of a fixed output problem: We calculate scattering states by integrating the stationary Gross-Pitaevskii equation,

\[
\mu \psi(x) = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V_0 e^{-x^2/\sigma^2} + g |\psi(x)|^2 \right] \psi(x),
\]

for given values of the chemical potential \(\mu\) and the transmitted current \(j_i\) from the downstream to the upstream region (where a supersonic density \(n(x \to \infty) = n_1\) is assumed in the downstream region). Eq. (52) allows us to compute the corresponding transmission coefficient from which we can deduce the incident current via \(j_i = j_i/T\). Varying the transmitted current allows us to compute the \(j_i-j_i\) current characteristics which is displayed for \(\mu = 3\hbar \omega\) in the inset of Fig. [4]. For noninteracting particles \((g = 0)\) the \(j_i-j_i\) characteristics is linear, because the transmission coefficient \(T\) does not depend on the particle current, whereas for non-vanishing interaction parameters the \(j_i-j_i\) characteristics shows a nonlinear behavior and displays increasing deviations from the linear case with increasing particle currents. This means that the presence of repulsive interactions suppresses the transmission through the quantum point contact with growing current.

It is now easy to switch from the fixed output to the fixed input problem where the incident current \(j_i\) is kept constant. To this end, we basically have to invert the \(j_i-j_i\) characteristics, in order to determine the total current \(j_i\) and the corresponding transmission coefficient \(T\) that result from a given incident current \(j_i\). This can be done in a unique way in the present case, since the \(j_i-j_i\) characteristics is monotonous and therefore allows one to unambiguously assign to each value of \(j_i\) a unique incident current \(j_i\). Computing the current characteristics for different values of \(\mu\) allows one then to obtain the transmission spectrum, i.e. the transmission coefficient \(T\) as a function of the chemical potential \(\mu\) at a fixed incident current \(j_i\). Transmission spectra of the point contact for different incident currents are displayed in Fig. [5]. Qualitatively, we find that in presence of repulsive interactions the spectra resemble strongly the spectrum for a single particle: for chemical potentials considerably smaller than \(V_0\) the transmission tends to zero, whereas for \(\mu\) much larger than \(V_0\) we reach a regime of perfect transmission. In the intermediate regime, we clearly see that increasing particle currents \(j_i\) yield a moderate suppression of the condensate flow through the point contact. This is attributed to the fact that the presence of the repulsive interaction leads, at fixed \(\mu\), to a reduction of the available kinetic energy, which in turn reduces the probability for the atoms to penetrate the barrier.

So far, the computation of the transmission spectra was based on the stationary Gross-Pitaevskii equation. As a complementary access, we apply the method based on integrating the time-dependent Gross-Pitaevskii equation with source term. For each value of \(\mu\), the wave function was propagated according to Eq. (41) in the presence of an adiabatic increase of the source amplitude \(S\) up to the maximum value \(S_0\) that corresponds to a given incident current \(j_i\). For the considered range of incident currents \(j_i\) we find stationary scattering states at the end of the propagation. As shown in Fig. [6], the results for the transmission obtained from the time-dependent integration (marked by blue crosses) coincide with the result based on evaluating the stationary Gross-Pitaevskii equation. Hence we can conclude that a gradual filling of the guide populates precisely those scattering states that are eigenmodes of the stationary problem, and that these stationary states are dynamically stable.

FIG. 9: (color online) Transmission spectrum of the condensate flow through a quantum point contact for different values of the incident current \(j_i\) (\(\mu\) in units of \(\hbar \omega\)). The solid lines are found by evaluating the stationary Gross-Pitaevskii equation, the values denoted by crosses are obtained by integrating the time-dependent Gross-Pitaevskii equation in presence of the source term (the dashed line displays the result for a noninteracting condensate). The inset shows the \(j_i-j_i\) current characteristics for a condensate flow without interactions \((g = 0\), dashed line\) and in presence of interactions \((g = 0.034 \hbar \omega\), solid line\), at \(\mu = 3 \hbar \omega\).
III. TRANSPORT THROUGH A DOUBLE BARRIER POTENTIAL

Now we study the particularly interesting propagation process of a Bose-Einstein condensate through a symmetric repulsive double barrier potential which can be seen as a Fabry-Perot interferometer for matter waves. This setup was first discussed by Carusotto and La Rocca [9, 10] who proposed to use a combination of optical lattices for the realization of this bosonic quantum dot. In the context of atom chips, a double barrier potential could also be implemented by suitable geometries of microfabricated wires on a multilayer chip geometry [33]. Another straightforward implementation relies on two blue-detuned parallel laser beams, crossing transversely the waveguide. Assuming the laser beams to be in the lowest transverse mode, this setup creates a potential geometry with two Gaussian shaped barriers. For the sake of definiteness, we consider this latter case and assume a double barrier given by

\[ V_{db}(x) = V_0 \left[ e^{-(x+L/2)^2/\sigma^2} + e^{-(x-L/2)^2/\sigma^2} \right]. \]  

(52)

Here, \( \sigma \) is the width of one barrier and \( L \) is the distance between the barriers.

For a flow of noninteracting particles it is well known that the transmission spectrum of a symmetric double barrier potential exhibits Breit-Wigner resonances [36] which are related to resonant transport states. In our context, these resonant states can be defined as stationary scattering states of the condensate (see Eq. (23)) that exhibit perfect transmission. In the following, we investigate to which extent resonant transport through such a double barrier potential can be achieved for an interacting condensate, and how interactions modify the transmission spectrum.

A. Resonant transmission spectra

We now compute transmission spectra for the double barrier potential (52) by applying the same methods that have been employed to find the spectra of the quantum point contact in Sec. II D using again the same units that were already introduced there. In the following, we consider a condensate with effective interaction strength \( g \) (which will be varied to investigate the effect of an increasing nonlinearity), a waveguide with transverse trapping frequency \( \omega = 2\pi \times 10^3 \text{s}^{-1} \), and a double barrier potential (52) with the parameters \( V_0 = 1.1 \hbar \omega, \sigma = a_\perp \), and \( L = 4.25a_\perp \). We study the transport of the condensate in terms of a fixed input problem, with incident current \( j_i = 1.0\mu \). The influence of the atom-atom interaction on the transmission spectrum is exemplarily investigated in the vicinity of the energetically lowest resonance which has one density maximum in between the two barriers (see inset in Fig. 10). In Ref. 11 we showed that qualitatively similar results are also found for higher resonances.

First we compute transmission spectra by use of the integration method based on the stationary Gross-Pitaevskii equation, respectively Eq. (17): The spectrum is, as in Sec. II D, determined by calculating stationary scattering states for given \( j_i \) and \( \mu \), and the incident current of the scattering states is computed via Eq. (12). Finding the value of \( j_i \) that results from a given \( j_s \) is an optimization problem that can be solved systematically by analyzing the \( j_t - j_i \) current characteristics. In the linear case, \( g = 0 \), we obtain a Breit-Wigner resonance at \( \mu = 0.389\hbar \omega \) corresponding to the energetically lowest resonance state (Fig. 10).

Now we consider the case of a weak atom-atom interaction, \( g = 0.002\hbar \omega a_\perp \). As the most striking result, we find, close to the resonance, a multivalued transmission spectrum where two further solutions appear for \( 0.419 < \mu/(\hbar \omega) < 0.472 \). These solutions join together to form a resonance peak that is asymmetrically distorted towards higher values of the chemical potential [37]. The resonant state, which is found for \( \mu = 0.472\hbar \omega \), coexists with a low-transmission state, as depicted in the central panel of Fig. 10. The asymmetric distortion becomes even more pronounced for an increasing interaction strength. This is shown in the bottom panel of Fig. 10 where we display the spectrum in the vicinity of the first resonance for \( g = 0.01\hbar \omega a_\perp \).

It is instructive to trace the evolution of the \( j_t - j_i \) characteristics in the vicinity of the onset of the multivalued subzone in the spectrum. In contrast to the monotonously increasing current characteristics that we found for the quantum point contact (Fig. 9), the characteristics of the double barrier potential shows a more complex behavior, where it is not always possible to unambiguously attribute to each incident current \( j_i \) one single transmitted current \( j_t \). Fig. 11 shows that for values of \( \mu \) below the critical chemical potential from which on three branches coexist, the current characteristics intersects only once the horizontal line that represents the fixed incident current \( j_i = 1.0\mu \). Above this critical value of \( \mu \) three intersection points are found, corresponding to the three coexisting scattering states.

Our findings are characteristic for a bistability phenomenon, similar to processes in nonlinear optics [38] and in the electronic transport through quantum wells [39, 40]. It is crucial to know which branches of the transmission spectrum are actually populated in a realistic experimental situation in order to decide if resonant transport is possible in presence of a finite interaction strength. To this end, we recalculate the transmission spectrum with the time-dependent integration approach, which simulates, at given value of \( \mu \), the adiabatic release of the condensate from the reservoir into the waveguide. As explained in Sec. II D, this method provides another straightforward access to the transmission values, and stationary states that are selected by this method automatically satisfy the criterion that they are dynamically
interaction energy (evaluated within the internal region system can be understood by comparing the “internal” presence of finite interactions, and only the low branches of a distorted peak, will generally be suppressed in presence, which would necessarily require the population of such a distorted peak, will generally be suppressed in presence of finite interactions, and only the low branches of the spectrum which have rather low transmission will be populated. Qualitatively, this behavior of the nonlinear system can be understood by comparing the “internal” interaction energy (evaluated within the internal region of the double barrier)

\[ E_{\text{int}} = g \int_{-L/2}^{+L/2} |\psi(x)|^2 dx \quad (53) \]

of the resonant with the one of the coexisting low-transmission state. The system can minimize \( E_{\text{int}} \) by realizing a state with a low particle density in between the barriers. As displayed in the inset of Fig. 10, this favors the low-transmission state.

To conclude this section, we remark that a temporary enhancement of the transmission of matter waves near the resonance can be achieved by a variation of the external potential during the propagation process. In Ref. [11], we devised a temporal modulation scheme where the potential is shifted with time according to \( V(x,t) \rightarrow V(x) + \mu(t) \). Specifically, such a modulation can be induced by illuminating the scattering region with a red-detuned laser pulse, where \( V_0(t) > 0 \) would be determined by the detuning and the intensity of the laser. In the case of an adiabatic modulation of \( V \), the wave function \( \psi(x,t) \) remains, at each time \( t \), close to the instantaneous scattering state that is associated with the external potential \( V(x,t) \) — or, equivalently formulated, close to the scattering state for the potential \( V(x) \) at the shifted chemical potential \( \mu + V_0(t) \). As soon as \( \mu + V_0(t) \) is raised above the critical chemical potential from which on the transmission spectrum becomes multivalued, the wave function follows continuously the upper branch of the resonance and evolves into a near-resonant scattering state with high transmission. This state turns out to be dynamical unstable, and the wave function decays after a typical lifetime of the order of several milliseconds towards a low-transmission state [11].

FIG. 10: (color online) Transmission spectra of the double barrier potential at \( g = 0 \) (upper panel), \( g = 0.002 \ h \omega \perp \) (middle panel), and \( g = 0.01 \ h \omega \perp \) (lower panel). The (green) solid lines show the transmissions of all scattering states, calculated by the “stationary” method based on Eq. (17), that exist at the incident current \( j_i = 1.0 \omega \) of the matter-wave beam. The dashed lines display the spectra obtained from the time-dependent integration approach. The inset shows the longitudinal atom densities (in units of \( a^{-1}_\perp \)) of the first resonant state and the coexisting low-transmission state for \( g = 0.002 \ h \omega \perp \) (the position \( x \) is given in units of \( a \perp \)). The gray-shaded curves indicate the positions of the two barriers. The (red) dots (marked by the arrows) designate the positions of the resonant state and the low-transmission state in the transmission spectrum.

FIG. 11: (color online) Current characteristics for the double barrier potential in the vicinity of the onset of the multivalued subzone of the spectrum (for \( g = 0.002 \ h \omega \perp \)). Below the critical \( \mu = 0.419 \hbar \omega \), the \( j_i - j_t \) characteristics (dashed-dotted line) intersects only once the horizontal line indicating the fixed incident current \( j_i = 1.0 \omega \). Above this critical value, three intersection points are found (dashed line). At \( \mu = 0.419 \hbar \omega \), the current characteristics (solid line) exhibits a tangent to the horizontal line. The intersection points marked with filled (green) points correspond to scattering states that are populated during a time-dependent propagation process.
B. Transmission in terms of quasi-bound states

In this subsection, we present analytical and numerical evidence that the distortion of the resonance peak arises indeed due to the nonlinearity-induced level shift of the self-consistent quasi-bound state within the atomic quantum dot. We describe, for this purpose, our system in a similar way as in the well-known scattering matrix approach [11], namely by a discrete “bound” (or quasi-bound) state within the quantum dot that is weakly coupled to two symmetric continua of unbound “lead” states in the up- and downstream regions of the waveguide. In contrast to the situations for which the scattering matrix formalism was originally developed [11], we consider here nonlinear dynamics within the quantum dot, which is described by the Gross-Pitaevskii equation. As was pointed out above the outcome of a given scattering process is, in this case, not completely independent of the “history” of the process, i.e., of the way in which the condensate is injected into the waveguide. Different scattering states might, specifically, be populated if the chemical potential is adiabatically varied in different ways during the propagation [11]. To account for this complication, we formulate our nonlinear scattering theory in a time-dependent way, namely by considering the asymptotic propagation of a spatially broad (and energetically narrow) wave packet that is injected onto the quantum dot from the left (upstream) lead. The population of the wave packet that exits the scattering region in the right lead gives naturally rise to the transmission coefficient.

As starting point, we subdivide of the Hilbert space \( \mathcal{H} \) into a subspace \( \mathcal{H}_0 \) containing discrete bound states within the quantum dot region, and two other subspaces \( \mathcal{H}_{L/R} \) containing continuous states in the left and right leads of the waveguide. This subdivision can be formally achieved by means of the Feshbach projection method [42], where those subspaces are defined by the projection operators \( P_L = \theta(x_L - \bar{\theta}) \), \( P_R = \theta(\bar{\theta} - x_R) \), and \( Q = 1 - P_L - P_R \). Here \( x_L \) and \( x_R \) are suitably chosen positions that mark the left and right boundaries of the quantum dot, and \( \bar{\theta} \) denotes the Heavyside step function.

As an essential ingredient of the Feshbach formalism, different boundary conditions (i.e., of Dirichlet or Neumann type) are imposed within and outside the dot, which allows one then to shift the boundary contributions from matrix elements of the Laplace operator to appropriate sides of the spatial cuts at \( x = x_{L/R} \), in such a way that the operator \( T \) of the kinetic energy remains Hermitian within each subspace, but exhibits finite coupling matrix elements across the boundaries (see, e.g., Ref. 43 for more details). Choosing Dirichlet boundary conditions within the resonator and Neumann boundary conditions in the leads, these matrix elements would read

\[
\langle \psi_R | T | \phi \rangle = \frac{\hbar^2}{2m} \psi_R^*(x_R) \phi'(x_R) \tag{54}
\]

\[
\langle \psi_L | T | \phi \rangle = -\frac{\hbar^2}{2m} \psi_L^*(x_L) \phi'(x_L) \tag{55}
\]

for wave functions \( \phi(x) \), \( \psi_L(x) \), and \( \psi_R(x) \) defined within the subspaces \( \mathcal{H}_0 \), \( \mathcal{H}_L \), and \( \mathcal{H}_R \), respectively. Without loss of generality, we set \( x_L \equiv -a \) and \( x_R \equiv a \) in the following, where \( a = L/2 \) denotes the position of the maximal barrier height.

We now make the assumption that the nonlinearity can be neglected in the lead regions outside the quantum dot, which should be valid at weak interaction strengths and which is motivated by the fact that close to resonance the density within the double barrier potential is strongly enhanced as compared to the leads. We furthermore assume that only one quasi-bound state, namely the local “ground state” of the quantum dot, appreciably contributes to the scattering process, which is indeed the case in our specific double barrier potential (62) where “excited” quasi-bound states are energetically located above the barrier height. Neglecting the contribution of those excited states, we make the ansatz

\[
\psi(x,t) = \int_0^\infty dE A_L^E(t) \phi_L^E(x) + B(t) \phi_0(x)
\]

\[
+ \int_0^\infty dE A_R^E(t) \phi_R^E(x)
\]

for the wave function, where \( \phi_0 \in \mathcal{H}_0 \) denotes the above quasi-bound state and \( \phi_L^E/R \in \mathcal{H}_{L/R} \) are the energy-normalized continuum eigenstates within the left and right lead, respectively, at energy \( E \). Inserting this ansatz into the Gross-Pitaevskii equation yields the equations

\[
i\hbar \frac{d}{dt} A_L^E(t) = EA_L^E(t) + V_E B(t)
\]

\[
i\hbar \frac{d}{dt} B(t) = \mu_0 \left( |B(t)|^2 \right) B(t)
\]

\[
+ \int_0^\infty dEV_E \left[ A_L^E(t) + A_R^E(t) \right]
\]

for the amplitudes \( A_L^E \), \( A_R^E \), and \( B \). Here,

\[
\mu_0 \left( |B(t)|^2 \right) \equiv \mu_0(0) + \tilde{\gamma} |B(t)|^2
\]

with

\[
\tilde{\gamma} \equiv \frac{\hbar^2}{2m} \int_{-a}^a |\phi_0(x)|^2 dx
\]

represents the population-dependent chemical potential of the quasi-bound state, and

\[
V_E \equiv \frac{\hbar^2}{2m} \phi_0(a) \phi_R^E(a) = -\frac{\hbar^2}{2m} \phi_0(-a) \phi_R^E(-a)
\]

denotes the coupling matrix element between \( \phi_0 \) and \( \phi_L^E/R \). We assume here, without loss of generality, that the wave functions \( \phi_0(x) \), \( \phi_L^E(x) \), and \( \phi_R^E(x) \) are real-valued and that the continuum eigenfunctions exhibit the symmetry-related property \( \phi_L^E(x) = \phi_R^E(-x) \).

As appropriate initial state for the quasi-stationary scattering process, we consider a spatially broad Gaussian wave packet that is injected from the left-hand side.
onto the double barrier potential. This wave packet is explicitly written as

$$\psi(x, t_\epsilon) = \alpha \exp \left[ -\frac{(x + x_\epsilon)^2}{2\sigma^2} + ik \left( x + \frac{1}{2}x_\epsilon \right) \right]$$

(62)

with \(x_\epsilon \equiv x_0/\epsilon^2\) and \(\sigma_\epsilon \equiv \sigma_0/\epsilon^2\) for \(x_0, \sigma_0 > 0\). Choosing the initial time \(t_\epsilon\) in the asymptotic past according to \(t_\epsilon = -m x_\epsilon/(\hbar k)\), the wave packet will, in the limit \(\epsilon \to 0_+\), evolve into the plane wave

$$\psi(x, t) = \alpha e^{i(kx - \mu t)/\hbar}$$

(63)

at finite times \(t\), with the incident chemical potential \(\mu \equiv \hbar^2 k^2/(2m)\). Using the fact that the energy-normalized continuum eigenfunctions are, in the asymptotic spatial region \(x \gg a\), given by

$$\phi_E^R(x) = \phi_E^R(-x) = \sqrt{\frac{2m}{\pi \hbar^2 k_E}} \cos(k_Ex + \varphi_E)$$

(64)

with \(k_E \equiv \sqrt{2mE}/\hbar\) and with a potential-dependent phase \(\varphi_E\), we obtain the initial amplitudes

$$A_E^{L/R}(t_\epsilon) \equiv \sqrt{\frac{m \sigma^2}{\hbar^2 k_E}} \alpha \exp \left[ -\frac{1}{2} \sigma^2 (k_E - k)^2 \right] \times \exp \left[ +i \epsilon \left( k_E - \frac{k}{2} \right) + i \varphi_E \right]$$

(65)

and \(B(t_\epsilon) = A_E^R(t_\epsilon) = 0\) for \(\epsilon \to 0_+\).

Equation (67) can now be formally integrated yielding

$$A_E^{L/R}(t) = A_E^{L/R}(t_\epsilon) e^{-\text{ie}E(t-t_\epsilon)/\hbar}$$

$$-\frac{i}{\hbar} V_E \int_{t_\epsilon}^t B(t') e^{-iE(t-t')/\hbar} dt'.$$

(66)

Inserting this expression into Eq. (68) leads to the equation

$$i\hbar \frac{d}{dt} B(t) = \mu_0 \left( |B(t)|^2 \right) B(t)$$

$$-\frac{2i}{\hbar} \int_{t_\epsilon}^t dt' \left( B(t') e^{-i\mu(t-t')/\hbar} K(t-t') \right)$$

$$+ \int_0^\infty dE V_E A_E^L(t_\epsilon) e^{-iE(t-t_\epsilon)/\hbar}$$

(67)

for the bound component, with the Kernel

$$K(\tau) = \int_0^\infty dE V_E^2 e^{-i(E-\mu)\tau/\hbar}.$$ \hspace{1cm} (68)

In the limit \(\epsilon \to 0\), the last term on the right-hand side of Eq. (67) is evaluated as \(S \equiv e^{-\mu t/\hbar}\) with the effective source amplitude

$$S = \sqrt{\frac{2\pi \hbar^2 k}{m}} V_\mu \alpha e^{i\varphi_\mu}.$$ \hspace{1cm} (69)

This suggests that the time-dependence of the bound amplitude is, in the quasi-stationary case, dominated by the exponential factor \(e^{-i\mu t/\hbar}\).

This latter information permits now to evaluate the second term on the right-hand side of Eq. (67): if \(B(t') \exp(i\mu t'/\hbar)\) varies much more slowly with time than \(K(t-t')\), we can justify the approximation

$$\int_{t_\epsilon}^t dt' B(t') e^{-i\mu(t-t')/\hbar} K(t-t') \approx B(t) \int_0^\infty d\tau K(\tau)$$

$$= \frac{i\hbar}{2} \left( \delta_\mu - \frac{i}{2} \hbar \gamma_\mu \right)$$

(70)

where the energy shift \(\delta_\mu\) and the rate \(\gamma_\mu\) are, respectively, given by the principal value integral

$$\delta_\mu = \mp \int dE \frac{2V_E^2}{\mu E}.$$ \hspace{1cm} (71)

and by the expression

$$\gamma_\mu = 4\pi V_\mu^2/\hbar.$$ \hspace{1cm} (72)

Omitting the small shift \(\delta_\mu\) in the following, we obtain the equation

$$i\hbar \frac{d}{dt} B(t) = \left( \mu_0 \left( |B(t)|^2 \right) - \frac{i}{2} \hbar \gamma_\mu \right) B(t)$$

$$+ S e^{-i\mu t/\hbar}$$

(73)

for the bound component \(B(t)\), which exhibits strong analogies to a nonlinear damped oscillator model that is subject to a periodic driving. Obviously, stationary solutions of Eq. (73) are of the form

$$B(t) = B_0 e^{-i\mu t/\hbar}.$$ \hspace{1cm} (74)

where the bound amplitude \(B_0\) satisfies the self-consistent equation

$$B_0 = \frac{S}{\mu - \mu_0 \left( |B_0|^2 \right) + \frac{i}{2} \hbar \gamma_\mu}.$$ \hspace{1cm} (75)

For the noninteracting case \(g = 0\), one can show that this solution is necessarily realized after a transient propagation time of the order of \(\gamma_\mu^{-1}\).

Inserting this stationary solution into the equation (66) for the transmitted component finally yields

$$A_E^R(t) = -2\pi i \frac{V_E^2}{\mu - \mu_0 \left( |B_0|^2 \right) + \frac{i}{2} \hbar \gamma_\mu} A_E^L(t_\epsilon)$$

(76)

while \(A_E^R(t)\) would, for \(E \neq \mu\), vanish in the limit \(\epsilon \to 0\). We therefore obtain the transmission coefficient through

$$T(\mu) \equiv \frac{|A_E^R(t)|^2}{|A_E^L(t_\epsilon)|^2} = \frac{(\hbar \gamma_\mu/2)^2}{|\mu - \mu_0 \left( |B_0|^2 \right)|^2 + (\hbar \gamma_\mu/2)^2}.$$ \hspace{1cm} (77)

In the noninteracting limit \(g \to 0\), this expression describes the Breit-Wigner profile of a single resonance.
peak at $\mu = \mu_0$. Indeed, if the decay rate $\gamma_\mu$ is sufficiently small around this resonance, we can safely approximate $\gamma_\mu$ by $\gamma_{\mu_0}$ in the relevant energy range $|\mu - \mu_0| \lesssim \hbar \gamma_{\mu_0}$. Then $T(\mu)$ is given by a perfect Lorentzian centered around $\mu = \mu_0$ with the width $\hbar \gamma_{\mu_0}$. At finite $g \neq 0$, however, $T$ may exhibit several branches for a given value of $\mu$, due to the implicit relation (75) between the bound component $B_0$ and the incident chemical potential $\mu$.

We now aim at reproducing the numerically calculated transmission spectrum (see Fig. 10) through Eqs. (77) and (75) using information that is obtained from the corresponding decay problem [44, 45, 46, 47, 48], namely the chemical potential and the instantaneous decay rate of the local quasi-bound state at given population $|B_0|^2$. The latter quantity can also be derived from Eq. (64), now in absence of the incident wave $A_F^\dagger(t_c)$ and with the initial population $B(t_0) = B_0$. Taking into account the fact that the dominant time-dependence of $B(t)$ is, in this case, given by $\exp[-i\mu(|B_0|^2)t/\hbar]$ for not too long evolution times $t$, we obtain

$$i\hbar \frac{d}{dt} B(t) = \left( \mu_0 \langle |B(t)|^2 \rangle - \frac{i}{2} \gamma_0 \langle |B(t)|^2 \rangle \right) B(t) \quad (78)$$

as equation for the bound component $B(t)$, with $\gamma_0 \langle |B|^2 \rangle \equiv \gamma_{\mu_0}(|B|^2)$. Clearly, Eq. (78) describes a nonexponential decay of the condensate in the quantum dot, which is explicitly given by the equation

$$\frac{d}{dt} N_b(t) = -\gamma_0 \left[ N_b(t) \right] N_b(t) \quad (79)$$

where the decay rate varies adiabatically with the remaining population $N_i(t) \equiv |B(t)|^2$ of the quasi-bound state. Such nonexponential decay processes of Bose-Einstein condensates were discussed in detail in Refs. 46, 47, 48, where the instantaneous decay rates $\gamma_0(N_b)$ at various populations $N_b$ were used to predict the time evolution of the quasi-bound population through the numerical integration of Eq. (78).

In analogy with the noninteracting case, we now replace $\gamma_\mu \rightarrow \gamma_0 \langle |B|^2 \rangle$ in Eq. (77), which approximately interpolates between the decay rate of the weakly populated quasi-bound state at $\mu = \mu_0(0)$ (which is naturally given by $\gamma_0(0)$) and the decay rate near maximum of the shifted resonance peak. Using this approximation, the equation for the transmission coefficient reads

$$T(\mu) \simeq \frac{2\hbar \gamma_0(N_b)/2}{|\mu - \mu_0(N_b)|^2 + \hbar \gamma_0(N_b)/2^2}, \quad (80)$$

where the quasi-bound population $N_b$ implicitly depends, via Eqs. (75) and (59), on the incident chemical potential $\mu$ and the incident current $j_i = \hbar k|x|^2/m$ according to

$$N_b(t) = \frac{\hbar \gamma_0(N_b)/2}{|\mu - \mu_0(N_b)|^2 + \hbar \gamma_0(N_b)/2^2} \hbar j_i. \quad (81)$$

As in the corresponding decay problem [46, 47, 48], we now need to know the instantaneous chemical potentials $\mu_0(N_b)$ and decay rates $\gamma_0(N_b)$ at given quasi-bound populations $N_b$ in order to calculate solutions of this set of equations. We apply for this purpose a real-time propagation method which is based on the numerical integration of the “homogeneous” time-dependent Gross-Pitaevskii equation (i.e., without the inhomogeneous source term) in presence of absorbing boundaries. Starting from an appropriate initial condensate wave function (which should approximate quite well the resonance state to be calculated), and renormalizing the wave function after each propagation step to satisfy the condition

$$\int_{-a}^a |\psi(x)|^2 dx = N_b \quad (82)$$

within the quantum dot, one indeed obtains, after a sufficiently long propagation time, convergence towards the lowest decaying state of the system. The scaling factor that is needed to perform the renormalization (82) gives then rise to the decay rate $\gamma_0 = \gamma_0(N_b)$ of the quasi-bound state, while the chemical potential $\mu_0 = \mu_0(N_b)$ of the decaying state can be extracted from the expectation value of the nonlinear Gross-Pitaevskii Hamiltonian. In practice, it is sufficient to compute $\mu_0$ and $\gamma_0$ in this way for the equidistant values $N_b g = 0, 0.05, 0.1\ldots$ of the population $N_b$, and to use cubic interpolation in order to determine intermediate values of $\mu_0$ and $\gamma_0$.

With this information, the possible self-consistent values of the quasi-bound population can be computed by applying a numerical root-search method to Eq. (81) at given chemical potential $\mu$ and given incident current $j_i$. The resulting occupation numbers $N_b$ are then inserted.
in the transmission spectrum (middle panel), and \( g = 0.01 \) \( \hbar \omega a_{\perp} \) (lower panel). The solid line shows the transmissions of all scattering states, calculated by the “stationary” method based on Eq. (17), that exist at the incident current \( j_i = 1 \omega \) of the matter-wave beam. The dashed line is obtained from self-consistent solutions of Eq. (51) at \( j_i = 1 \omega \), which are inserted in the expression (80) for the nonlinear transmission coefficient. The good agreement confirms the one-to-one correspondence between quasi-bound states of the atomic quantum dot and resonance peaks in the transmission spectrum (\( \mu \) in units of \( \hbar \omega \))

in the expression (80) for the transmission coefficient. As shown in Fig. 13, a distorted resonance peak is then obtained for \( g > 0 \). Apart from a slight overestimation of the peak width, this peak agrees quite well with the peak structure that would be formed through the transmission coefficients of all possible stationary scattering states at the above incident density. This ultimately confirms the one-to-one correspondence between quasi-bound states of the atomic quantum dot and resonance peaks in the transmission spectrum.

FIG. 13: (color online) Transmission spectra of the double barrier potential at \( g = 0 \) (upper panel), \( g = 0.002 \) \( \hbar \omega a_{\perp} \) (middle panel), and \( g = 0.01 \) \( \hbar \omega a_{\perp} \) (lower panel). The solid line shows the transmissions of all scattering states, calculated by the “stationary” method based on Eq. (17), that exist at the incident current \( j_i = 1 \omega \) of the matter-wave beam. The dashed line is obtained from self-consistent solutions of Eq. (51) at \( j_i = 1 \omega \), which are inserted in the expression (80) for the nonlinear transmission coefficient. The good agreement confirms the one-to-one correspondence between quasi-bound states of the atomic quantum dot and resonance peaks in the transmission spectrum.

It is worthwhile to note that self-consistent solutions of the quasi-bound populations can also be found in a different way, namely by iteratively inserting approximate expressions for \( N_b \) into the right-hand side of Eq. (51) starting with \( N_b = 0 \). This approach would effectively mimic the quasi-stationary propagation of a Bose-Einstein condensate through the initially empty quantum dot. In agreement with the time-dependent propagation approach based on the inhomogeneous Gross-Pitaevskii equation (see Sec. II C), only the lowest branch of the distorted resonance peak is populated in this way. This again underlines that the framework used in this section is intrinsically suited to take into account time-dependent effects and might therefore be used to predict the outcome of specific propagation processes.

IV. CONCLUSION

We have presented analytical and numerical results for steady and time-dependent flows of repulsively interacting Bose condensed atoms through mesoscopic waveguide structures. To this end, we described a theoretical framework that is suitable to study transport and scattering processes in the 1D mean-field regime. In this context we introduced a non-perturbative method to extend the concept of transmission and reflection coefficients to nonlinear wave equations. On the other hand, to predict the behavior of the condensate flow under realistic experimental conditions, it is necessary to study time-dependent transport processes. We developed for this purpose a numerical method based on integrating the time-dependent Gross-Pitaevskii equation in presence of a source term that simulates the coupling of the waveguide to a reservoir from which a quasi-stationary flow of condensate is smoothly released into the guide.

The approach was first applied to the transport through a single quantum point contact, where we found as a main result that an increasing nonlinearity leads to a distinct reduction of the transmission. Much more complex behavior was found for the condensate flow through a double barrier potential. Here, the atom-atom interaction induces a bistability phenomenon of the transmitted flux in the vicinity of resonances, which manifests as a strong distortion of the transmission peaks. By means of the time-dependent integration scheme, we demonstrated that resonant transport will consequently be suppressed in a realistic propagation process. However, as we showed in Ref. [11], a suitable variation of the external potential during the propagation process can enhance the flow to reach a near-resonant state on finite time scales. Finally, an analytical description of the transport problem through the double barrier was developed, which establishes a clear link between the nonlinear signatures of the transmission spectra and the properties of the self-consistent quasi-bound states of the quantum dot. Similar results were recently obtained in Ref. [49] as well.

Our numerical approach based on the inhomogeneous time-dependent Gross-Pitaevskii equation can be straightforwardly generalized to describe scattering processes in multidimensional geometries. It can certainly be applied also to more complex scattering potentials, involving more than two barriers. In that case, however, we do not expect that the calculation always converges towards a stationary scattering state, even if the source amplitude in the inhomogeneous Gross-Pitaevskii equation is varied on a very long time scale. This was demonstrated in our study on the transport of Bose-Einstein condensates through one-dimensional disorder, where we found that randomly generated disorder potentials of fi-
finite range will generally give rise to permanently time-dependent scattering processes at finite interaction, as long as the length of the disorder region exceeds a critical interaction-dependent value \[13, 14\]. Interestingly, this cross-over between quasi-stationary and time-dependent scattering, arising for disorder samples with lengths below and above this critical value respectively, correlates with a transition from an exponential (Anderson-like) to an algebraic decrease of the average transmission with the sample length \[13\], which indicates that the depletion of the condensate during the propagation process might play a prominent role there. We note in this context that the effect of depletion can to a certain extent be accounted for within the framework of our approach, namely through the implementation of the microscopic quantum dynamics approach introduced by Köhler and Burnett \[50\] in combination with an external source \[51\].

The results that were obtained in this work are related to other fields of nonlinear physics as well, such as nonlinear optics \[52\] and the electronic transport through quantum wells \[39, 40\], where similar observations on resonant transport were made. In the context of Bose-Einstein condensates, the realization of a quasi-stationary flux of interacting matter waves though scattering potentials that are defined on microscopic length scales still represents a formidable experimental challenge. There are, however, promising advances in this direction, such as the atom-laser-like injection of a condensate into an optical waveguide \[10\] as well as the scattering of a stationary condensate in presence of a moving obstacle \[24\]. Such advances should, in combination with detection techniques for single atoms \[53, 54\] (which would allow one to measure very low transmissions), make it possible to experimentally investigate the role of interaction in mesoscopic transport processes from a new perspective, namely the one of cold bosonic atoms.
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APPENDIX A

In this appendix we describe the numerical integration procedure of the time-dependent Gross-Pitaevskii equation and the implementation of the source term into this integration scheme. We consider the equation of motion (in the following we set for simplicity \( h = 1, m = 1 \))

\[
i \frac{\partial}{\partial t} \psi(x, t) = H(x, t) \psi(x, t), \tag{A1}\]

with the effective nonlinear Hamiltonian

\[
H(x, t) \equiv -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V(x) + g|\psi(x, t)|^2, \tag{A2}\]

which we want to integrate for a given initial state \( \psi(x, t_0) \) of the condensate. In order to compute the time evolution of the condensate wave function \( \psi(x, t) \) for \( t > t_0 \), we subdivide the time interval \( t - t_0 \) into \( n \) discrete time steps of the size \( \Delta t = (t - t_0)/n \), and use an implicit Crank-Nicholson integration scheme \[55\] to propagate the wavefunction from one time step to the next one. The effective time evolution operator \( U \) for one discrete time step \( \Delta t \) is then given by \[56\]

\[
U(t + \Delta t, t) \equiv \frac{1}{1 + \Delta t H(x, t) / \Delta t} \left[ 1 - i \Delta t H(x, t) / \Delta t \right]. \tag{A3}\]

The representation \( (A3) \) of \( U \) is unitary and thus conserves the norm of the wave function \( \psi \). The implicit integration scheme for the wave function reads then

\[
(1 + \frac{i}{2} \Delta t H) \psi(x, t + \Delta t) = \left( 1 - \frac{i}{2} \Delta t H \right) \psi(x, t). \tag{A4}\]

We expand the wave function on a discrete lattice with \( N \) lattice sites by introducing the grid basis

\[
\chi_j \equiv \begin{cases} 1 : x_j - \frac{1}{2} \Delta x \leq x < x_j + \frac{1}{2} \Delta x, \\ 0 : \text{otherwise}, \end{cases} \tag{A5}\]

with \( \Delta x \equiv (x_{\text{min}} - x_{\text{max}})/N \). Here, \( x_{\text{min}} \) and \( x_{\text{max}} \) are the boundaries of the finite grid. The wave function then reads

\[
\psi(x, t_n) = \sum_{j=1}^{N} \psi^j_n \chi_j. \tag{A6}\]

where \( \psi^j_n \equiv \psi(x_j, t_n) \) is value of the wave function at the position \( x_j \) of the \( j \)’th lattice site (the index \( n \) labels the discrete times, \( t_n = t_0 + n \Delta t \)). Using the finite-difference representation for the kinetic part \( H(x, t) \), we find

\[
(1 \pm \frac{i}{2} \Delta t H) \psi(x_j, t_n) \simeq \psi_j^n \pm \frac{i}{2} \Delta t \times \nabla^2 \psi_j^n + g|\psi_j^n|^2 \psi_j^n \tag{A7}\]

with \( V_j \equiv V(x_j) \). By introducing \( \vec{\psi}^n = (\psi_1^n, \ldots, \psi_N^n)^T \), the lattice representation of Eq. (A4) finally reads

\[
D_2 \vec{\psi}^{n+1} = D_1 \vec{\psi}^n \quad \Rightarrow \quad \vec{\psi}^{n+1} = D_2^{-1} D_1 \vec{\psi}^n, \tag{A8}\]

where we define

\[
D_1 \equiv \left[ 1 - \frac{i}{2} \Delta t H \right], \quad D_2 \equiv \left[ 1 + \frac{i}{2} \Delta t H \right], \quad (A9)\]
and the $N \times N$ matrix representation of $D_{1,2}$ reads

$$D_{1,2} = \begin{pmatrix}
\alpha & 1 & \beta_{j-1} & \pm \alpha & 1 & \beta_j & \pm \alpha & 1 & \beta_{j+1} & \pm \alpha & \ldots
\end{pmatrix},$$

with

$$\alpha = i \frac{\Delta t}{4 \Delta x^2}, \quad \beta_j = i \frac{\Delta t}{2} \left( \frac{1}{\Delta x^2} + V_j + g |\psi_j|^2 \right).$$

Hence, the integration of Eq. (A11) reduces to the solution of a system of linear equations with a tridiagonal matrix.

So far, our integration scheme uses the value of $\psi^n$ at the beginning of the integration step. This neglects the fact that the effective Hamiltonian (A2) is implicitly time-dependent due to the presence of the nonlinear term $g|\psi(x,t)|^2$. Thus, it would be appropriate to use a more precise estimate for this nonlinear term, which is somehow averaged over the timestep $\Delta t$ leading from $t_n$ to $t_{n+1}$. This problem can be handled by using a predictor-corrector-like scheme which was already successfully applied in [57]. In this scheme, each integration step is done twice: First, we propagate the wave function from time $t_n$ to time $t_{n+1}$ using $\psi^n$ in the nonlinear term, in order to obtain a predicted wave function $\tilde{\psi}^{n+1}$. Then, we repeat this integration step but using now the averaged value $\frac{1}{2}[\psi^n + \psi^{n+1}]$ in the nonlinear term, yielding a corrected wave function $\psi^n$.

Now we consider the presence of the source term. The equation of motion reads therefore

$$i \frac{\partial \psi(x,t)}{\partial t} = H(x,t)\psi(x,t) + S(t) \exp(-i\mu t) \delta(x).$$

(A11)

Working with a grid representation of the wave function, it is convenient to approximate the $\delta$-function by

$$R(x) = \frac{1}{\Delta x} [\Theta(x + \Delta x/2) - \Theta(x - \Delta x/2)],$$

(A12)

where $\Theta$ is the Heavyside step function. Before including the source term to the finite difference scheme, we estimate the error that is introduced by this approximation. To this end, we study the steady-state solutions of the wave equation

$$i \frac{\partial \psi}{\partial t} = \left[ -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V_{||}(x) + g|\psi|^2 \right] \psi = S_0 \ R(x),$$

(A13)

that are obtained in the limit $t \to \infty$. The Green function that is associated with the stationary equivalent of Eq. (A13) is given by

$$G(x - x') = \frac{S_0}{ik} e^{ik|x-x'|}.$$  

(A14)

FIG. 14: (color online) Real and imaginary parts (black solid lines) of the steady-state plane-wave solution obtained by integrating the time-dependent Gross-Pitaevskii equation with the numerical source term $A_{12}$ using the time step $\Delta t = \hbar/(50\mu)$ and the grid spacing $\Delta x = \lambda/20$ with $\lambda = 2\pi/k$ the wavelength of the condensate. An excellent agreement with the exact analytical result (A14) (red dashed lines) is found. The source is located at the position $x = x_0$, with $k = \sqrt{2(\mu - gn)}$ (see Sec. II D, Eq. (46)). Hence, the ansatz

$$\psi_n(x) = \int_{-\infty}^{+\infty} dx' \frac{S_0}{ik} e^{ik|x-x'|} R(x')$$

(A15)

yields a solution $\psi_n(x)$ of Eq. (A13). Evaluating this integral yields

$$\psi_n(x) = \frac{2S_0}{ik^2 \Delta x} \left\{ \begin{array}{ll}
e^{-ikx} \sin(k \Delta x/2) : x < -\frac{\Delta x}{2} \\
1 - e^{ik\Delta x/2} \cos(kx) : |x| < \frac{\Delta x}{2} \\
e^{ikx} \sin(k \Delta x/2) : x > \frac{\Delta x}{2}
\end{array} \right.$$  

(A16)

which converges towards Eq. (A14) in the limit $\Delta x \to 0$. The result (A16) can serve as an estimate for the relative error $F$ that is done by approximating $\delta(x)$ with $R(x)$: we obtain

$$F = 1 - 2 \frac{\sin(k \Delta x/2)}{k \Delta x} \sim \frac{k^2 \Delta x^2}{24} \text{ if } k \Delta x \ll 1.$$  

(A17)

The relative error therefore scales quadratically with the grid spacing $\Delta x$ and becomes negligible for reasonably small values of $\Delta x$.

The above considerations justify the implementation of the source term at the position $x'$ through the discretized form

$$S_j^n = S(t_n) \exp(-i \mu t_n) \delta_{j,j'},$$

(A18)

where $\delta_{j,j'} = 1$ if $j = j'$ and 0 otherwise. In the presence of the source term, Eq. (A8) is modified and reads

$$D_2 \tilde{\psi}^{n+1} + \tilde{b}^n = D_1 \tilde{\psi}^n \Leftrightarrow \tilde{\psi}^{n+1} = D_2^{-1}(D_1 \tilde{\psi}^n - \tilde{b}^n),$$

where the components of the vector $\tilde{b}^n$ are given by

$$b_j^n = \frac{i \Delta t}{2} \left( S_j^n + S_{j+1}^n \right) \delta_{j,j'}.$$  

(A19)
In Fig. 14 we compare the exact result \[ A_{13} \] to the numerically computed plane-wave solution that is obtained in the limit \( t \to \infty \) by simulating the gradual filling of a waveguide without scattering potential, \( V_g(x) \equiv 0 \). Indeed, we find an excellent agreement between the numerical result and the exact plane-wave solution \[ A_{13} \] if we choose, e.g., \( \Delta x = \lambda/20 \) (with the wavelength \( \lambda = 2\pi/k \)) and \( \Delta t = h/(50\mu) \).

It is worthwhile to mention that in the presence of strong nonlinearities (for values of \( g \) considerably larger than in this paper) and strong backreflection, a nonlinear back-action between the reflected matter wave and the source term can occur. As a consequence, the transmitted current depends not only on the source amplitude \( S_0 \) but also on the position of the source. In such a situation, it is advisable to implement the adiabatic transition scheme that is displayed in Fig. 3 where \( g \) vanishes in the far-upstream region. By positioning the source term there and by choosing a sufficiently large transition region, one can avoid this nonlinear back-action and ensure that the wave function is adiabatically conveyed from a linear wave to a nonlinear scattering state obeying the Gross-Pitaevskii equation.

### APPENDIX B

In the numerical treatment of time-dependent scattering processes in open quantum systems, one often encounters the problem of defining physically meaningful boundaries at the edges of the computational domain. The naive, straightforward expansion of the wave function on a finite spatial grid generally leads to an artificial backscattering of the wave function from the boundaries of the grid, which makes it impossible to simulate infinitely extended scattering states. This problem can be circumvented by introducing complex absorbing potentials in the vicinity of the grid boundaries (see, e.g., Ref. \[ 44 \]), which should be designed such that they absorb the outgoing flux as best as possible without affecting the dynamics inside the scattering region. An alternative method, which was introduced by Shibata for the linear Schrödinger equation \[ 32 \], consists in the definition of absorbing boundary conditions (ABC) at the edges of the grid, which are formulated in order to perfectly match outgoing plane waves with a specified dispersion relation. This method is particularly suited for quasi-stationary propagation processes where the outgoing part of the wave function is well described by a plane monochromatic wave. We show in this Appendix how this approach can be numerically implemented, and how the effect of a moderate nonlinearity in the Gross-Pitaevskii equation can be taken into account.

We first discuss the absorbing boundary conditions for the Schrödinger equation (with \( h = 1 \) and \( m = 1 \))

\[
\begin{equation}
 i \frac{\partial}{\partial t} \psi(x, t) = \left( -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V_e \right) \psi(x, t), \quad (B1)
\end{equation}
\]

where \( V_e \) is a constant potential which is independent of the position \( x \). This equation admits plane-wave solutions \( \psi(x, t) = Ae^{-i(\mu t - kx)} \) satisfying the dispersion relation

\[
\begin{equation}
 k = \pm \sqrt{2(\mu - V_e)}. \quad (B2)
\end{equation}
\]

The “+” and “−” branches of Eq. \[ (B2) \] correspond to plane waves that propagate to the right- and left-hand side, respectively. Thus, the ABC should satisfy the dispersion relation given by the “+” branch of Eq. \[ (B2) \] at the right boundary and the “−” branch at the left boundary of the grid.

We derive now so called “one-way wave equations” on the basis of the dispersion relation \[ (B2) \], which we will implement at the boundaries of the grid and which locally allow for wave propagation only in the outgoing direction. To this end, we make use of the duality relations

\[
\begin{equation}
 \frac{\partial}{\partial t} \Longleftrightarrow -i\mu, \quad \frac{\partial}{\partial x} \Longleftrightarrow ik \quad (B3)
\end{equation}
\]

which is going to be inserted into the dispersion relation \[ (B2) \]. Unfortunately Eq. \[ (B2) \] is nonlinear in \( \mu \) and cannot be straightforwardly converted into a linear differential equation. To circumvent this problem, we approximate Eq. \[ (B2) \] in the vicinity of the chemical potential of the wave to be absorbed by the linear function

\[
\begin{equation}
 k = \pm \frac{\sqrt{2\alpha_2} - \sqrt{2\alpha_1}}{\alpha_2 - \alpha_1} \mu \pm \frac{\alpha_2 \sqrt{2\alpha_1} - \alpha_1 \sqrt{2\alpha_2}}{\alpha_2 - \alpha_1} \quad (B4)
\end{equation}
\]

(see Fig. 15). The parameters \( \alpha_1, \alpha_2 \) are chosen such that the wave numbers of the plane waves to be absorbed lie within the momentum interval \( \Delta k \).

\[
\begin{equation}
 i \frac{\partial \psi}{\partial t} = \left( -i \frac{1}{g_1} \frac{\partial}{\partial x} + V_e - \frac{g_2}{g_1} \right) \psi, \quad (B5)
\end{equation}
\]

\[
\begin{equation}
 k_1 = \pm \sqrt{2(\mu - V_e)}, \quad k_2 = \pm \frac{\sqrt{2\alpha_2} - \sqrt{2\alpha_1}}{\alpha_2 - \alpha_1} \mu \pm \frac{\alpha_2 \sqrt{2\alpha_1} - \alpha_1 \sqrt{2\alpha_2}}{\alpha_2 - \alpha_1} \quad (B6)
\end{equation}
\]
Implementing these one-way wave equations at the boundaries of the grid (see below) leads to a very good absorption of plane waves with wave numbers \( k \) satisfying \( \sqrt{2\alpha_1} \lesssim k \lesssim \sqrt{2\alpha_2} \). In Ref. \[32\] it was demonstrated that also wave packets of the form \( \psi = \sum_j A_j \exp(ik_jx) \) can be absorbed if all wave numbers in this superposition lie within the above interval.

It is straightforward to see that the one-way equations \((B5)\) absorb plane waves also in the presence of the nonlinear term \( g|\psi|^2 \). This is evident for the special case of a constant density: \( \psi(x, t) = \sqrt{n} \exp(-i\mu t/\hbar \pm ikx) \) with the dispersion relation

\[
k = \pm \sqrt{2(\mu - gn)}. \tag{B7}
\]

is obviously a solution of the Gross-Pitaevskii equation. A comparison of Eq. \((B7)\) with Eq. \((B2)\) reveals that the term \( gn \) can be identified as a constant effective potential. Hence we set \( V_c \equiv gn \) for a proper absorption of the plane wave.

We now generalize this result for plane waves whose parameters are slowly varying in time and position. This case is of high relevance for our work since the gradual filling of the guide with matter waves leads to the population of a scattering state whose outgoing parts, which have to be absorbed at the boundaries of the grid, exhibit slowly varying amplitudes and phases. We consider

\[
\psi(x, t) = A(x, t)e^{-i\mu t \pm iS(x, t)} \tag{B8}
\]

where \( A(x, t) \) and \( S(x, t) \) represent the local amplitude and phase, respectively, of the wave function. Locally, at position \( x = x_0 \), we can expand the phase according to

\[
S(x, t) = S(x_0, t) + k(x_0, t)(x - x_0) + O((x - x_0)^2) \tag{B9}
\]

with \( k(x_0, t) \equiv \partial_x S(x, t)|_{x=x_0} \) In the limiting case where \( A(x, t) \) and \( S(x, t) \) vary on time and length scales that are considerably larger than \( 1/\mu \) and \( 1/k(x_0, t) \), respectively (for \( x \approx x_0 \) and for all times \( t \)), Eq. \((B8)\) locally takes the form of a plane wave with a slowly varying amplitude and wave number. Under this condition, we find at a given position \( x_0 \) at any time the local dispersion relation

\[
k(x_0, t) = \pm \sqrt{2(\mu - gn(x_0, t))}. \tag{B10}
\]

with \( n(x_0, t) = |A(x_0, t)|^2 \). Hence, \( k(x_0, t) \) parametrically depends on \( t \) via the condensate density at the position \( x_0 \) which is supposed to be at the boundary of the grid. By adjusting the values of \( \alpha_1 \) and \( \alpha_2 \) such that \( \sqrt{2\alpha_1} \lesssim k(x_0, t) \lesssim \sqrt{2\alpha_2} \) is satisfied for all times \( t \), the wave \( \psi \) is absorbed at the edge of the lattice.

We now outline how to incorporate the ABC into the lattice representation \((A6)\) of the wave function. Here we consider exemplarily the right-hand side boundary \( x_r = x_N \) of the grid, where the wave function has to obey Eq. \((B5)\) with the upper (+) sign in the definition \((B6)\) of the prefactors. The idea is now to replace the equation for the boundary component \( \psi_N^\alpha \) of the state vector \( \psi^n \), i.e. the last component in the equation \((A5)\), by the finite-difference version of the one-way wave equation \((B5)\). To this end, we need a finite-difference expression for the derivative \( \partial_x \psi(x, t)|_{x=x_r} \) at the grid boundary. Since \( x_r \) is the last grid point, this expression can only be obtained in an asymmetric way with respect to \( x_r \), namely through the difference between \( \psi(x_r, t) \) and \( \psi(x_r - \Delta x, t) \). This would lead to the equation

\[
\frac{i}{\Delta x} \left[ \psi(x_r, t + \Delta t) - \psi(x_r, t) \right] = \left( V_c - \frac{g_2}{g_1} \right) \psi(x_r, t) - \frac{i}{g_1} \psi(x_r, t) - \psi(x_r - \Delta x, t) \tag{B11}
\]

which was also used in Ref. \[32\].

The asymmetric structure of Eq. \((B11)\) introduces a small but systematic error in the propagation of the wave function, since the value and the derivative of \( \psi \) are, strictly speaking, computed at different positions, namely at \( x_r \) and at the intermediate point \( \tilde{x} = x_r - \Delta x/2 \), respectively. This problem can be circumvented by replacing Eq. \((B11)\) with the analogous equation for the wave function \( \psi(\tilde{x}, t) \) evaluated at this intermediate point \( \tilde{x} \) (see Fig. 16). There we have

\[
\left. \frac{\partial}{\partial x} \psi(x, t) \right|_{x=\tilde{x}} \approx \frac{\psi(x_r, t) - \psi(x_r - \Delta x, t)}{\Delta x} \tag{B12}
\]

as “exact” (i.e., symmetric) finite-difference expression for the derivative, and the value of the wave function at this additional point is obtained through

\[
\psi(\tilde{x}) \approx \frac{1}{2} \left[ \psi(x_r, t) + \psi(x_r - \Delta x, t) \right]. \tag{B13}
\]

Inserting these expressions \((B12)\) and \((B13)\) into Eq. \((B5)\) leads to a symmetric finite-difference equation for \( \psi(x_r, t) \) and \( \psi(x_r - \Delta x, t) \) where the value of the wave
function at the auxiliary point $\dot{x}$ does not explicitly appear any longer. In the grid representation, this finite-difference equation reads

$$\frac{i}{2\Delta t}(\psi_{N}^{n+1} + \psi_{N-1}^{n+1} - \psi_{N}^{n} - \psi_{N-1}^{n}) = -\frac{i}{g_{1}\Delta x}(\psi_{N}^{n} - \psi_{N-1}^{n})$$

$$+ \frac{1}{2}(V_{c} - \frac{g_{2}}{g_{1}})(\psi_{N}^{n} + \psi_{N-1}^{n}).$$

Eq. (B14) allows for a straightforward incorporation into the matrix representation (A9): the modified matrices $D_{1,2}$ read at the right-hand side edge of the numerical grid

$$D_{1} \equiv \begin{pmatrix}
\alpha & 1 - \beta_{N-2} & \alpha \\
1 - \beta_{N-1} & \alpha & \gamma_{3} \\
\gamma_{4} & \gamma_{3} & \alpha
\end{pmatrix},$$

$$D_{2} \equiv \begin{pmatrix}
-\alpha & 1 + \beta_{N-2} & -\alpha \\
-\alpha & 1 + \beta_{N-1} & -\alpha \\
\gamma_{1} & \gamma_{2} & \alpha
\end{pmatrix}$$

where we define

$$\gamma_{1} = \gamma_{2} = \frac{i}{2\Delta t},$$

$$\gamma_{3} \equiv \frac{i}{2\Delta t} + \frac{i}{g_{1}\Delta x} + \left(V_{c} - \frac{g_{2}}{g_{1}}\right),$$

$$\gamma_{4} = -\frac{i}{2\Delta t} - \frac{i}{g_{1}\Delta x} + \left(V_{c} - \frac{g_{2}}{g_{1}}\right).$$

The main cause for artificial backreflection in presence of the above boundary conditions comes from the approximate nature of the finite-difference evaluations (B12) and (B13). Clearly, these approximations become better with decreasing grid spacing $\Delta x$, which means that a reduction of the grid spacing should lead to a more efficient absorption of the outgoing flux. In practice, we find for grid spacings of the order of $\Delta x = \lambda/30$ (with $\lambda = 2\pi/k$ the wavelength of the condensate) that the relative amplitude of artificial backreflections from the grid boundaries is below 1%. We note that the amount of backreflection that is accumulated during the numerical propagation process would, at the same value of the grid spacing $\Delta x$, be considerably larger if the asymmetric version (B11) of the one-way wave equation was used instead of Eq. (B14).
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