Neutron-neutron scattering length from the $^6\text{He}(p,p\alpha)nn$ reaction
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We propose a novel method to measure the neutron-neutron scattering length using the $^6\text{He}(p,p\alpha)nn$ reaction in inverse kinematics at high energies. The method is based on the final state interaction (FSI) between the neutrons after the sudden knockout of the α particle. We show that the details of the neutron-neutron relative energy distribution allow for a precise extraction of the $s$-wave scattering length. We present the state-of-the-art in regard to the theory of this distribution. The distribution is calculated in two steps. First, we calculate the ground-state wave function of $^6\text{He}$ as a $nn$ three-body system. For this purpose we use Halo effective field theory (Halo EFT), which also provides uncertainty estimates for the results. We compare our results at this stage to model calculations done with the computer code FaCE. In a second step we determine the effects of the $nn$ FSI using the $nn$ t-matrix. We compare these FSI results to approximate FSI approaches based on standard FSI enhancement factors. While the final distribution is sensitive to the $nn$ scattering length, it depends only weakly on the effective range. Throughout we emphasize the impact of theoretical uncertainties on the neutron-neutron relative energy distribution, and discuss the extent to which those uncertainties limit the extraction of the neutron-neutron scattering length from the reaction $^6\text{He}(p,p\alpha)nn$.

I. INTRODUCTION AND CONCLUSION

The significant difference between the proton-proton ($pp$) and the neutron-neutron ($nn$) interaction is a consequence of the charge symmetry breaking of the nucleon-nucleon ($NN$) interaction. It has its fundamental origin in the different masses and electromagnetic properties of the light quarks [1]. The charge symmetry breaking of the $NN$ interaction is, for example, manifested in the $s$-wave scattering lengths that parameterize the zero-energy $NN$ cross section. Because of their fundamental importance, the $nn$ and $pp$ scattering lengths have been a topic of intense research. The current accepted values are $a_{nn}^\text{str} = (−17.3±0.4)\text{ fm}$ and $a_{pp}^\text{str} = (−18.9±0.4)\text{ fm}$ [2–4]. The superscript “str” indicates that electromagnetic effects have been removed in these numbers, but in the remainder of the paper we actually use the raw quantities measured in experiment. The corresponding value for the $nn$ interaction is $a_{nn} = (−18.6±0.4)\text{ fm}$.

It should be noted, however, that there is a systematic and significant difference between the extracted values of $a_{nn}$ from neutron-induced deuteron breakup reactions measured by two different collaborations with different experimental setups. A group from Bonn has measured the $d(n,p\alpha)n$ reaction and extracted $a_{nn} = (−16.3(4))\text{ fm}$ [5] using a theoretical analysis based on three-body Faddeev equations [6]. Different beam energies and analysis methods (absolute vs. relative cross sections) yielded slightly different, but consistent, values for the scattering length. This result was confirmed (but with larger uncertainties) in a more recent measurement in Bonn using the same reaction but with only the final state proton being detected [7]. Around the same time as the earlier Bonn experiment, a group from TUNL extracted the value $a_{nn} = (−18.7(7))\text{ fm}$ [8] from their experiment using the same reaction with all final particles detected and the same theoretical treatment. This value was later confirmed in a reanalysis of the TUNL experiment [9]. The discrepancy between the two values is an unsolved puzzle and points towards an unknown experimental systematic uncertainty.

An alternative method which avoids the complication of the hadronic three-body final state is given by the pion capture reaction $\pi^-d → nn\gamma$. In this case, a slow pion is captured in a $^2\text{H}$ atomic state and then absorbed by the deuteron yielding the breakup into two neutrons and a photon. In some experiments only the high-energy photon is
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measured, in others the photon is measured in coincidence with one of the outgoing neutrons. The scattering length is extracted from a fit to the shape of the neutron spectrum, i.e., the decisive feature is the relative height of the quasi-free $p\pi$ capture peak and the peak caused by final-state interaction (FSI). From the combination of experiments at PSI [10–13] and Los Alamos [14] $a_{nn} = -18.6(4)$ fm is deduced [3], which is in agreement with the deuteron breakup experiments at TUNL and presently considered the accepted value.

The most recent data for $a_{nn}$ are displayed in Fig. 1 together with the limits of the accepted value (horizontal band). We also display there a result obtained at KVI from the reaction $^2\text{H}(d,^2\text{He})^3\text{n}$. Using a simple reaction model, they extracted an upper bound of -18.3 fm at the 95% confidence level.

The $nn$ scattering length can be also inferred from pion-photoproduction on deuterium $\gamma d \to \pi^+ nn$ as, e.g., Refs. [18–21] have shown. While the theoretical study in Ref. [20] used chiral perturbation theory for the regime of $\gamma$ energies close to pion-photoproduction threshold, it is supplemented for higher $\gamma$ energies by a recent study in Ref. [21] using a realistic model for this reaction. The determination of the $nn$ scattering length with such an experiment can be realized by a precision measurement of the energies of the incoming $\gamma$ and the outgoing $\pi^+$. The neutron detection efficiency is not problematic for this experimental method but an analysis of the theory uncertainties remains to be carried out.

In this article we propose a novel method to measure $a_{nn}$. This method takes advantage of inverse kinematics at a $^6\text{He}$ beam energy of a few hundred MeV/nucleon. The $^6\text{He}$ beam impinges on a proton target, resulting in quasi-free knockout of the $\alpha$ particle. The two halo neutrons of the $^6\text{He}$ projectile are liberated by this knockout, and both continue flying forward in the laboratory system with approximately beam velocity. Their relative energy remains small: it is determined by the overlap of the $nn$ wave functions in the $^6\text{He}$ ground-state and the $nn$ scattering state, and so depends strongly on the $nn$ scattering length at low relative energies. The neutrons are detected at approximately 10 m distance from the target around zero degrees with a $1 \times 1 \text{ m}^2$ large detector array covering the $nn$ relative-energy spectrum from 0 to 1 MeV. In addition to the two halo neutrons, both the $\alpha$ particle and proton are detected, allowing selection of events in which the charged particles are scattered to large angles. This quasi-elastic high-energy scattering process results in large relative energies between the charged particles and the neutrons: that this occurs is verified by the measurement of the tracks of the two scattered particles. Any non-$nn$ final-state interactions are now again high-energy scattering processes, resulting in substantial changes of angles and relative energies between the particles. In particular, the neutrons will not remain in the low-relative-energy state ($E_{nn} < 1 \text{ MeV}$) in the case of final-state interaction with the charged particles, and so will not be detected—and the kinematical signature of energies and angles of charged particles would also then not correspond to the quasi-elastic kinematics. Therefore, although the non-$nn$ FSI is present, it results only in a reduction of observed events and does not distort the low-energy $E_{nn}$ spectrum. Nowadays the relative energy between the high-energy neutrons can be measured with an energy resolution of about 20 keV, so the $nn$ energy spectrum can be mapped out with high accuracy. In this work we argue that the imprint of $a_{nn}$ on that low-energy $nn$ (relative) energy spectrum far exceeds uncertainties coming from the $^6\text{He}$ structure and the reaction dynamics. And, because all four final-state particles are detected, a background-free measurement can be performed. We conclude that this kind of $^6\text{He}(p,p'\alpha)nn$ measurement can be used to extract the neutron-neutron scattering length. A proposal to carry out such an experiment has been approved.

**Figure 1.** Recent experimental data on the neutron-neutron scattering length, as reported in Refs. [5, 7–9, 14–17]. The horizontal band displays the uncertainty band of the accepted value, according to Ref. [3] and Ref. [2]. The line style of the error bar encodes information on the reaction, cf. legend. Results based on the same experimental data only differing in the analysis use the same point style. In the shown values for $a_{nn}$, effects of the magnetic-moment interaction are not removed, see, e.g., Ref. [2] for more details.
at RIKEN [22].

In contrast to the novel method proposed in this work, previous extractions of \( a_{nn} \) relied on measuring the intensity of the neutron-neutron final state interaction (FSI) peak relative to the quasi-free peak. These are located at rather different neutron energies. In our proposal, the neutrons originating from the projectile have a high and almost constant velocity avoiding possible sources of systematic uncertainties due to energy-dependent corrections for neutron efficiency, scattering and attenuation in the target etc., as were necessary in the previous experiments.

It is clear that a general description of the \(^6\text{He}(p,\alpha)2n\) knockout reaction is a formidable task. However, we stress that the proposal is to extract \( a_{nn} \) in high-energy kinematics where we argue that the \( a_{nn} \)-dependence of the relative-energy distribution of the neutrons can be calculated reliably and with quantified theoretical uncertainties. An analogous extraction could be made in the \( t(p,2p)2n\) knockout reaction as a cross-check, but we will not consider that reaction in this paper.

The calculations presented below demonstrate the sensitivity of the \( nn \) relative-energy distribution in \(^6\text{He}(p,\alpha)2n\) to the \( nn \) scattering length. In Section V we show that varying the nominal scattering length of \(-18.7\,\text{fm}\) by \(2\,\text{fm}\) changes characteristic parts of the distribution around \( E_{nn} = 100\,\text{keV} \) by roughly \(10\%\). This sensitivity will enable a precise experimental determination of the scattering length. Furthermore, the spectrum has only a small dependence on the \( nn \) effective range: we find that its effect is less than \(1\%\). We now lay out the procedure and assumptions through which we calculate the \( nn \) relative-energy distribution. We also summarize already here the uncertainties associated with each piece of our calculation.

1. In Section II and Section III we describe and present results from our computation of the ground-state momentum distribution of \(^6\text{He}\), i.e., the distribution in the absence of final-state interactions. We treat the nucleus as a \( \alpha nn \) three-body system and use both an EFT of the halo nucleus [23, 24] and a three-body model. The EFT calculation is carried out at leading order and has a nominal uncertainty of \(\approx 20\%\) for \( E_{nn} \approx 1\,\text{MeV} \). We compare the EFT momentum distribution to that obtained with a three-body model of \(^6\text{He}\) that uses local Gaussian two-body potentials as well as a three-body force. This “LGM” calculation is in the tradition of, e.g., Refs. [25, 26], and is implemented via the computer code FaCE [27]. The resulting momentum distribution is consistent with that obtained from the Halo EFT within the expected uncertainty of a leading-order calculation. At next-to-leading order the EFT uncertainty band will be smaller and better agreement is expected. We analyze which effects cause the differences between the EFT and LGM distribution and show that corrections to the \( nc \) t-matrix are the most significant NLO corrections to the structure of \(^6\text{He}\) in the EFT approach.

2. In treating the reaction dynamics we assume the knockout of the \( \alpha \) by the proton results in its sudden removal and does not distort the \( E_{nn} \) spectrum. To some degree this can be ensured during the analysis of the experimental data by taking only those events where the measured charged particles meet the necessary kinematical conditions. Nevertheless, assessing the error induced in the neutron-neutron relative-energy spectrum by this use of the sudden approximation is an important topic for future work.

3. At the moment only \( nn \) FSI is taken into account. The reason that the distortion effect due to \( \alpha n \) or \( pn \) FSI is higher order is the smallness of the effect in the chosen kinematics according to scaling arguments. The \( \alpha n \) FSI is suppressed by the ratio \( p_{nn}/k \), where \( p_{nn} \) and \( k \) are the relative momentum between the two neutrons and the momentum transfer to the \( \alpha \) particle, respectively. The experiment in the proposed kinematics selects by construction small \( p_{nn} \) and large \( k \), resulting in the suppression of effects due to FSI between the neutrons with the charged particles involved in the reaction. Any remaining correction, if necessary, will be small, so that the accuracy of calculating the correction does not have to be high to fulfil the precision requirement of the analysis of experiment and the extraction of \( a_{nn} \).

4. Under the assumptions of the previous two points the \( nn \) relative-energy distribution is straightforwardly obtained from the \(^6\text{He}\) wave function using a two-body treatment of FSI. In Section IV we compare results based on a full calculation of the \( nn \) FSI using the t-matrix to approximate results based on so-called enhancement factors. We discuss the derivation of the latter technique, which was established by Watson and Migdal [28, 29]. (Reviews can be found in Refs. [30, 31].) By formulating the problem in terms of two-potential scattering theory we show that the enhancement factors are approximations to an exact calculation of \( nn \) FSI via the t-matrix. This establishes a preference for the t-matrix approach. But, regardless of that preference, the calculations of Section IV show that the key parts of the distribution around \( E_{nn} = 100\,\text{keV} \) that change by roughly \(10\%\) if \( a_{nn} \) is varied by \(2\,\text{fm} \) (cf. Section V) are moderately insensitive to the approach used for the \( nn \) final-state interaction. We conclude the impact of different treatments of \( nn \) FSI on the error budget of the \( a_{nn} \) extraction is minimal.

5. Our calculations of the neutron energy distribution after \( \alpha \)-particle knockout use only the partial-wave state where the \( nn \) system and the \( (nn) - c \) system are both in a relative s-wave. This is the most important
component in our calculation of the ground state, and the $nn$ FSI increases its dominance. We quantitatively assessed the relevance of the other components and found that in the case of a LGM calculation with $nn$ FSI the contribution to the $nn$ energy distribution for $E_{nn} < 1$ MeV from two neutrons in a relative $^3P_1$ wave is at least a factor of 30 smaller than that from the $^1S_0$ wave.

Having laid out the procedure for calculating the $nn$ relative-energy distribution in Sections II–IV in Section V we investigate the sensitivity of that distribution to the scattering length. We close in Section VI with an outlook regarding future calculations.

II. THREE-BODY CALCULATIONS OF $^6\text{He}$

The first step for obtaining the $nn$ relative-energy distribution is obtaining the ground-state wave function of $^6\text{He}$. Because of its halo structure it can be described as a $nnn$ three-body system. The halo structure manifests itself in a two-neutron separation energy, which corresponds to the binding energy of the $nnn$ three-body system, $B_{nnn}^{(0)} = 0.975$ MeV [32], much smaller than the $\alpha$ core’s excitation energy $E_\alpha^* \approx 20$ MeV. We calculate the wave function in Halo EFT at leading order and compare to results obtained in three-body model calculations of the system. In this section, we introduce concepts and quantities necessary for both methods. The relative positions and momenta can be described by splitting the three-body system into a two-body system and a third particle. The momenta are then given in terms of the relative momentum between the constituents of the subsystem and the relative momentum between the third particle and the center of mass of the subsystem. In position space, the coordinates can be chosen analogously. The third particle is called spectator, its choice is arbitrary. These momenta are called Jacobi momenta. The Jacobi momenta of the three-body system with momenta $k_i$ and masses $m_i$ ($i \in \{1, 2, 3\}$) are given by

$$ p_i := \mu_{jk} \left( \frac{k_j}{m_j} - \frac{k_k}{m_k} \right), \quad q_i := \mu_{i(jk)} \left( \frac{k_i}{m_i} - \frac{k_j + k_k}{M_{jk}} \right), $$

where the definitions $\mu_{ij} := (m_i m_j) / (m_i + m_j)$, $\mu_{i(jk)} := (m_i M_{jk}) / (m_i + M_{jk})$ and $M_{ij} := m_i + m_j$ hold. In order to describe this three-body system in a partial-wave basis we have to assign quantum numbers. With the coordinates, they generally depend on the chosen spectator. The relative orbital angular momentum quantum number of the subsystem is given by $l$, the one between the third particle and the subsystem is given by $\lambda$. The quantum number $s$ specifies the total spin of the subsystem, while $\sigma$ denotes the spin of the third particle. In $jJ$-coupling the relations $j = l + s$ and $I = \lambda + \sigma$ hold. A general partial wave state reads

$$ |(l, s) j, (\lambda, \sigma) I; J, M \rangle = $$

where the index $i$ on the right specifies the spectator.

Before going into the specifics of the three-body calculations, we want to discuss the reference states for calculating the ground-state wave function. Since we are investigating ground states, we have in the case of $^6\text{He}$ the condition $J = M = 0$. The spin of the $\alpha$ particle is zero. This implies $\sigma = 0$ in case of the $\alpha$ particle as spectator (indicated by an index $c$ for core at the bra/ket). The two neutrons with spin $1/2$ can couple to $0$ or $1$, meaning that $s$ is $0$ or $1$. Under these conditions four different types of partial-wave basis states can be formed, states of each type are parameterized by the orbital angular momentum quantum number of the subsystem $l$. If $s = 0$, the states are of the form

$$ \left| \Omega_c^{(0,l,t)} \right\rangle := |(l, 0) t, (l, 0) t; 0, 0 \rangle_c \quad \text{with } l \geq 0. $$

For $s = 1$ the following three types of states can be formed:

$$ \left| \Omega_c^{(0,l,t-1)} \right\rangle := |(l, 1) l - 1, (l - 1, 0) l - 1; 0, 0 \rangle_c \quad \text{with } l \geq 1, $$

$$ \left| \Omega_c^{(1,l,t)} \right\rangle := |(l, 1) l, (l, 0) l; 0, 0 \rangle_c \quad \text{with } l \geq 1, $$

$$ \left| \Omega_c^{(1,l,t+1)} \right\rangle := |(l, 1) l + 1, (l + 1, 0) l + 1; 0, 0 \rangle_c \quad \text{with } l \geq 0. $$

$^2$ Note, that, e.g., in Ref. [26] a different convention for the Jacobi momenta is used. Some notes on the differences can be found in the supplemental material [33]. We use the convention which is used, e.g., in Refs. [23, 24, 34].
This produces a complete, orthogonal angular-momentum basis for a three-body system of $J = M = 0$ that is formed out of two distinguishable spin-$\frac{1}{2}$ particles and one spin-0 particle. In the following we will call these basis states “reference states” and calculate their overlaps with the eigenstate of the three-body Hamiltonian in order to obtain wave functions on the partial-wave basis.

The ground state of $^6$He has positive parity and is antisymmetric under interchange of the two neutrons. Only the piece of a reference state with the same symmetries as the ground state will have non-vanishing overlap with it. Therefore, $\Omega_{c}(1,l,l-1)$ and $\Omega_{c}(1,l,l+1)$ are not suitable reference states, as they have negative parity. Similarly, the requirement of $nn$-antisymmetry means that we only need to consider states $\Omega_{c}^{(0,l,l)}$ where the quantum number $l$ is even, together with states $\Omega_{c}^{(1,l,l)}$ where $l$ is odd. This analysis of the possible states is consistent with other three-body calculations of the ground state of $^6$He presented, e.g., in Refs. [25, 26].

### A. Local Gaussian model

Our model calculation of the three-body system employs commonly used local $l$-dependent Gaussian potentials as well as a three-body force. We call this a local Gaussian model (LGM). To solve it for the three-body system we use the computer code FaCE [27]. It calculates the position-space wave function of a three-body system by solving the Schrödinger equation with local $l$-dependent two-body interactions and phenomenological three-body potentials. It is capable of removing unphysical bound-states from two-body potentials via the supersymmetric (SUSY) transformations described in Ref. [35]. The name FaCE is an acronym for “Faddeev with Core Excitation”. It alludes to the fact that in the default setting it solves not the Schrödinger equation but the equivalent Faddeev (SUSY) transformations described in Ref. [35]. The results for the transverse momentum distribution agree well with available experimental data.

We now define the parameters that are specified in a typical FaCE input file for $^6$He, and in the process also write down the potentials employed in our LGM for this system. For the $nn$ interaction as well as the $nn$ interaction we use local central and spin-orbit potentials:

\begin{align}
\langle r; l, s|V_{c}^{(i)}| r', l', s' \rangle & := \delta_{l,l'}\delta_{s,s'} \frac{\delta(r' - r)}{r^{2}} V_{c}^{(i)} \exp \left(-r^{2}/(a_{c,l}^{2})\right), \\
\langle r; l, s|V_{SO}^{(i)}| r', l', s' \rangle & := \delta_{l,l'} \frac{\delta(r' - r)}{r^{2}} V_{SO}^{(i)} \exp \left(-r^{2}/(a_{SO;l}^{2})\right),
\end{align}

(7)

(8)

where the depth parameters are denoted by $V_{c}^{(i)}$ and $V_{SO}^{(i)}$. The range parameters are given by $a_{c,l}$ and $a_{SO;l}$. In the LGM calculation the $nc$ interaction is present in the $s$-wave, $p$-wave and $d$-wave. In the $p$-wave and $d$-wave both central potentials and spin-orbit potentials are used. A $p$-wave nucleon-$\alpha$ potential of this form was first specified in Ref. [36], where it was shown to provide a reasonable description of low-energy $p\alpha$ phase shifts. Here we take for all $nc$ potentials a range of $a_{c,l} = a_{SO;l} = 2.3$ fm. The depth parameters are: $V_{c;0} = V_{c;1} = -47.32$ MeV, $V_{SO;1} = V_{SO;2} = -11.71$ MeV, and $V_{c;2} = -23.0$ MeV. These parameters except the $s$-wave ones were inter alia used for the calculation with an ancestor of FaCe in Ref. [26] and presumably in Ref. [25] as well as in the recent [37]. In the case of the $s$-wave we do not use the repulsive potential used in Ref. [26]. Instead, we follow the FaCE sample input file for $^6$He which means we use the previously mentioned attractive potential and remove the unphysical $n\alpha$ bound state using the SUSY transform capabilities of FaCE. This attractive potential produces a satisfactory fit to the phase shifts given in Ref. [38].

For the $nn$ interaction we use a $s$-wave central potential with the parameters $V_{c;0} = -31.0$ MeV and $a_{c;0} = 1.8$ fm. These parameters were also used inter alia for the calculation in Ref. [26, 37] and are taken from Ref. [39].

The phenomenological three-body force reads

\begin{equation}
V_{3B}(\rho) := \frac{s_{3B}}{1.0 + (\rho/\rho_{3B})^{3/2}}.
\end{equation}

(9)

The parameters $\rho_{3B} = 5.0$ fm and $a_{3B} = 3$ are used, as they are set in the sample input file of FaCE. The depth parameter $s_{3B}$ will be tuned to reproduce $B_{3}(^{6}\text{He})$.
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3 The code itself can be obtained from a research data repository (DOI: 10.17632/4g97cjzzyp.1).
4 Note, that the Faddeev equations which are used by FaCE are equivalent to the ones used in our EFT calculation. However they are not of the same form. FaCE uses matrix elements of potentials, the EFT calculation uses matrix elements of $t$-matrices. These two versions of the Faddeev equations have the decomposition of the total state into components in common.
FaCE calculates the wave functions of three-body systems such as $^6\text{He}$ in terms of a decomposition in the hyperangular momentum $K$. The single components are specified by the hyperangular momentum quantum number and the angular and spin quantum numbers. By doing the decomposition in $K$, the wave function’s coordinate-space dependence on $x$ and $y$, which are conjugate to $p$ and $q$, can be replaced by the dependence on the hyperradius $\rho := \sqrt{x^2 + y^2}$. In the following these wave function components $\chi_K(\rho)$ will have only the additional indices $l$ and $s$, as, due to the symmetries discussed in the beginning of this section, these determine all other quantum numbers of the $^6\text{He}$ ground state with $J = M = 0$ and positive parity in $jJ$-coupling: $\lambda = l$, $s = S$, $\sigma = 0$ and $j = I = l$ (core as spectator). The $nn$ relative-momentum distribution is calculated using the momentum-space wave function, while the calculation of this wave function from the $\chi_K(\rho)$ is summarized in the supplemental material [33]. It contains also details on the computational parameters of the model calculation.

B. Halo EFT approach

A second approach for obtaining the three-body wave function of $^6\text{He}$ is using Halo effective field theory (Halo EFT). An effective field theory is a toolkit for exploiting the scale separation of a physical system in order to calculate observables as a series in the ratio of a typical momentum scale over a high momentum scale. The high momentum scale is the lowest scale of omitted physics. Systematic improvement of the results is then possible by calculating higher orders in the expansion. And at any given order the EFT’s expansion in a ratio of momentum scales enables robust uncertainty estimates for its predictions.

Halo EFT is a pionless EFT describing halo nuclei. The halo nucleons are associated with the lower momentum scale while the high momentum is associated with effects such as pion creation, removal of nucleons from the core or excitation of the core. In the case of $^6\text{He}$ the low-momentum scale $M_{\text{low}}$ can be determined, using the three-body binding energy $B_3^{(0)} = 0.975$ MeV, to be $M_{\text{low}} = \sqrt{m_\alpha B_3^{(0)}} \approx 30$ MeV. The high-momentum scale is given by $M_{\text{high}} = \sqrt{m_\alpha E^*_a} \approx 140$ MeV, where the excitation energy of the core is given by $E^*_a \approx 20$ MeV. The basic ingredient of an EFT calculation is the power counting. It tells which terms are of which order in $M_{\text{low}}/M_{\text{high}}$ and thereby defines which have to be included in a calculation at a given order. The $n\alpha$ system was first investigated in a Halo EFT framework in Refs. [40] and [41], which proposed different power countings: Ref. [40] proposes $a_1 \sim M_{\text{low}}^{-3}$ and $r_1 \sim M_{\text{low}}$, where $a_1$ is the $p$-wave scattering volume and $r_1$ the $p$-wave effective range. Usually one expects that the effective range parameters are of order of the appropriate power of $M_{\text{high}}$, thereby we have two fine-tunings here. According to the power counting of Ref. [41] $a_1 \sim M_{\text{low}}^{-2} M_{\text{high}}^{-1}$ and $r_1 \sim M_{\text{high}}$. This power counting has the minimum number of fine-tunings necessary to produce a bound state or resonance in the low-energy region of the EFT.

The latter power counting was used in Ref. [23], where Halo EFT was applied to $^6\text{He}$. In that paper the two-body subsystems as well as the three-body system were successfully renormalized. In order to renormalize the three-body system with a three-body force the binding energy $B_3^{(0)}$ was used as input. Additionally, Faddeev amplitudes were calculated and their independence of sufficiently high cutoffs was demonstrated. This work was continued in Ref. [24], where ground state probability densities were calculated in Halo EFT. The potentials corresponding to the leading-order t-matrices used in Refs. [23, 24] are energy-dependent. While in the case of the $s$-wave $nn$ interaction this dependence vanishes in the limit that the cutoff goes to infinity, in the case of the $p$-wave $nc$ interaction it does not vanish. In Refs. [42, 43] quantum mechanics with energy-dependent potentials is discussed. Inter alia a modified normalization condition for wave functions is derived. These findings were applied to the calculation of the probability density in Ref. [24], where it was found that these modifications are negligible in the low-energy region. Furthermore, the robustness of the results with respect to the regulator was checked. The probability density is independent of the cutoff and the form of the momentum-space regulator.

In this paper, we use Halo EFT to calculate the ground state wave function of $^6\text{He}$. We base our calculation on the methodology used in Ref. [24]. We will solve the same Faddeev equations as in Ref. [24], the only difference is that we will not calculate overlaps of plane wave states with $|\Psi\rangle$ but overlaps of partial wave states with $|\Psi\rangle$. Since partial wave states were also widely used in that paper, many formulas can be reused. At this point, we briefly review the Faddeev equations. While they can be derived in a non-relativistic (effective) field theory, see, e.g., Ref. [34], we describe here the connection to the Schrödinger equation. This allows for straightforward comparisons with quantum mechanical model calculations. The Schrödinger equation for a three-body system with a kinetic Hamilton operator $H_0$, two-body interactions $V_i$ and a three-body potential $V_3$ reads

$$
(H_0 + \sum_i V_i + V_3) |\Psi\rangle = E_3 |\Psi\rangle ,
$$

(10)
where $E_3$ is the energy of the three-body system. The index $i$ is the index of a third particle defining the subsystem consisting of the remaining particles, in which $V_i$ acts. Accordingly $i \in \{c,n,n'\}$ holds. For the moment we consider the system without the three-body force. The Schrödinger equation can be rewritten into a set of coupled equations, the so-called Faddeev equations, for the Faddeev amplitudes $|F_i\rangle$, see, e.g., Refs. [23, 44, 45]:

$$|F_i\rangle = \sum_{j \neq i} G_{0} t_{ij} |F_j\rangle,$$

(11)

where the connection to the desired $|\Psi\rangle$ is given by

$$G_{0} t_{i} |F_i\rangle = G_{0} V_{i} |\Psi\rangle,$$

(12)

$$\sum_{i} G_{0} t_{ij} |F_i\rangle = |\Psi\rangle.$$

(13)

We will use the latter equation in order to obtain the ground-state wave function from the Faddeev amplitudes. When we solve the Faddeev equations numerically, we have to use a representation of the states. It is common to use the following representation for the $|F_i\rangle$:

$$F_i(q) = \int dp \: p^2 g_i(p) \langle p, q; \Omega_i | F_i\rangle,$$

(14)

where we assumed that $V_i$ acts only in one partial wave channel given by the set of quantum numbers $\Omega_i$ seen from particle $i$ and that it has a one-term separable form in the corresponding two-body subsystem.

The three-body force can be included in the Faddeev formalism in several ways. One way is to modify Eq. (11) and leave the relation of obtaining the full states from the Faddeev amplitudes, namely Eq. (13), unchanged [45]. We use this method, the employed three-body force is given in Ref. [23]. Alternative possibilities for this force in the case of $^6$He can be found in Ref. [46].

We now give some more details on the used two-body interactions. Since we solve Faddeev equations in momentum space, which are equivalent to the Schrödinger equation, the two-body interactions are specified in the form of t-matrices. The real part of the denominator of the t-matrix corresponds to an effective-range expansion, which is carried out up to a certain order that is determined by the power counting of the EFT and the order of the calculation. But this does not determine the (off-shell) t-matrix. For convenience in the implementation of the Faddeev equations, we use separable t-matrices corresponding to separable potentials. This is a common choice, see, e.g., Refs. [23, 24].

The elements of the t-matrix describing the interaction between particles $i$ and $j$ read

$$ \langle p, l | t_{ij}(E) | p', l' \rangle = 4 \pi \delta_{l,l'} \delta_{l_i,l_j} g_{i,j}(p) \tau_{ij}(E) g_{i,j}(p'),$$

(15)

where $l_{ij}$ specifies the quantum number $l$ of the interaction channel. The functions $g_{i}(p)$ are regulator functions specifying the damping at and above momenta of the order of the cutoff scale $\beta$ parameterizing these functions. Additionally, they determine the off-shell behavior of the t-matrices. We use $g_{i}(p) = p^2 \theta(\beta - p)$. For our three-body calculation we have to embed the t-matrix into the three-body system and take matrix elements of this embedded version. We obtain for the elements of the matrix $t_{ij}$ describing the interaction given by spectator $i$, i.e. the one between $j$ and $k$, the following expression:

$$ i \langle p, q; \Omega_i | t_i(E_3) | p', q'; \Omega'_i \rangle = \delta_{\Omega_i,\Omega} \delta_{l_i,\Omega_i} \langle p, l_i | t_{jk} \left( E_3 - \frac{q^2}{2l_{i,j}^2} \right) | p', l_i \rangle,$$

(16)

where $l_i = l(\Omega_i)$ is the subsystem orbital angular-momentum quantum number of the interaction channel given by the multiindex $\Omega_i$. The reduced t-matrix elements $\tau_{jk}(E)$ contain the first terms of the effective range expansion in their denominators. In our leading-order Halo EFT for $^6$He, they are given by

$$\tau_{nn}(E) = \frac{1}{4 \pi^2 \mu_{nn}} \frac{1}{\gamma_0 + ik},$$

(17)

$$\tau_{nc}(E) = \frac{1}{4 \pi^2 \mu_{nc}} \frac{1}{\gamma_1 \left( k^2 - k_R^2 \right)},$$

(18)

whereby the relation $k = \sqrt{2\mu_{jk}E}$ holds. The parameter $\gamma_0$ is the momentum of the $nn$ virtual state and at leading order is given by the $nn$ scattering length via $\gamma_0 = a_0^{-1}$. In contrast to the $nn$ interaction, the $p$-wave $\tau_{nc}$ does not contain a unitarity term at leading order according to the power counting. The $nc$ interaction is parameterized by the
effective range expansion parameters $a_1$ and $r_1$ via $\gamma_1 = -r_1/2$ and $k_R = \sqrt{2/(a_1 r_1)}$, whereby $k_R$ is the momentum of the low-energy resonance. The values $r_1 = -174.0227$ MeV and $k_R = 37.4533$ MeV were used. They can be obtained from the $a_1$ and $r_1$ given in Ref. [47]. The core mass is approximated by $m_c \approx 4m_n$.

After discussing the interactions, we briefly describe how the wave functions are obtained. From the system of equations for the Faddeev amplitudes given in Eq. (11) one obtains a coupled system of integral equations by using the representations given in Eq. (14). By discretizing the function it turns into an eigenvalue problem which is solved numerically. Based on the results for the Faddeev amplitudes the wave function can be calculated, details can be found in Appendix A. We check the convergence of the results for the wave functions and other quantities by varying the number of mesh points used for this discretization and of the mesh points used for subsequent integrations.

In addition to the scale $\beta$ that parameterizes the scale at which the regulator function $g_\beta(p)$ cuts off the two-body t-matrix in Eq. (15) we also place a cutoff $\Lambda$ on the momentum-space integral equations obtained from Eq. (11) by using Eq. (14). We vary these two-body and three-body cutoffs and assess how sensitive our predictions are to that variation. Typically we use the same value for both cutoffs.

### III. GROUND-STATE $nn$ RELATIVE-MOMENTUM DISTRIBUTION

We compare ground-state $nn$ relative-momentum distributions obtained with Halo EFT and with LGM. By doing so, we can analyze and understand the uncertainty in the ground-state momentum distribution, which is an important ingredient for the final distribution after the knockout. As a preparation, we discuss the details of our definition of the distribution.

In the beginning of Section II, the reference states for obtaining wave functions in a partial-wave basis were discussed. Symmetry considerations yielded that only $\Omega_c^{(0,0,0)} (l$ is even) and $\Omega_c^{(1,1,1)} (l$ is odd) are relevant. Using these different reference states yields complementary information due to the orthogonality of their angular and spin part. We calculated wave functions in our leading-order Halo EFT framework using both sets of states for low $l$ in the low-energy region up to roughly 140 MeV. As expected, the importance of wave-function components decrease with increasing $l$. And in fact, only the wave-function component with partial-wave quantum numbers $\Omega_c^{(0,0,0)}$ is relevant in this region. All other components are suppressed in this region by a factor of approximately 20, or even more.

Therefore in what follows we define the wave function

$$\Psi_c(p, q) := \langle p, q; \Omega_c^{(0,0,0)} | \Psi \rangle \ .$$

For simplicity we sometimes use the abbreviated symbol $\Omega_c := \Omega_c^{(0,0,0)}$ in what follows. The corresponding ground-state $nn$ relative-momentum distribution is given by

$$\rho(p_{nn}) := \int dq \frac{q^2}{p_{nn}^2} |\Psi_c(p_{nn}, q)|^2 \ .$$

In the case of LGM, the suppression of the other wave functions compared to the wave function with the quantum numbers $\Omega_c^{(0,0,0)}$ is generally not as strong as in case of the LO Halo EFT calculation. Nevertheless, in order to do an appropriate comparison, also for the LGM we calculate only this wave-function component. This choice is also motivated by the fact that after the $nn$ final state interactions the dominance of the component $\Omega_c^{(0,0,0)}$, where the $nn$ pair is in $^1S_0$, is even increased in the low-energy region, as the $nn$ interaction is much stronger in this partial wave.

Note that we have developed a cross-check for our results for ground-state $nn$ relative-momentum distributions $\rho(p_{nn})$ obtained in LGM. We calculate $\langle r_{nn}^2 \rangle$ for different partial waves $l$ using the relation

$$\langle r_{nn}^2 \rangle_l = \frac{\pi}{4} \left( \frac{\rho(p_{nn})}{p_{nn}} \right) d_{nn}^2 - 2(1 + l)(l + 1) \int dp_{nn} \frac{\rho(p_{nn})}{p_{nn}} \right)$$

and compare the overall result with the results from Ref. [26], where $\langle r_{nn}^2 \rangle$ and other observables were obtained in similar model calculations.

#### A. Comparison of results

Figure 2 shows the LGM result for the ground-state $nn$ relative-momentum distribution in comparison with the leading-order Halo EFT result. They are normalized to have a certain arbitrary value at a certain position. We use this normalization procedure, as the absolute value is not necessary for determining the scattering length. More
Figure 2. LGM result in comparison with the Halo EFT result. The three-body potential in the LGM calculation was tuned to reproduce $B_1^{(0)}$. The used settings for LGM are denoted by LGM1. In order to be independent of the normalization the distributions are divided by their value at a certain position, which is indicated by the red cross. Note the dashed and solid vertical lines in the left panel (a). They indicate relative energies of 1 MeV and 3 MeV respectively. In the planned experiment 1 MeV will be roughly the upper bound of the measurement range.

This comparison shows the consistency of the results. But we are interested in the sources of the discrepancies and in what results we can expect from a Halo EFT calculation at next-to-leading order. There are several possible sources for the discrepancies, such as: the phenomenological LGM three-body potential, different effective-range-expansion (ERE) parameters, or different off-shell properties of the two-body interactions that are not compensated by the used three-body forces (see Ref. [48] for details on this topic). Additionally, the discrepancies can be caused by terms which are part of higher-order EFT descriptions, e.g., the unitarity term of the $nc$ system or interactions in additional partial waves such as $^2P_{1/2}$ and $^2S_{1/2}$ in the $nc$ system. In order to estimate the importance of these different effects, we performed additional model calculations. We introduced modified versions of LGM that have fewer $nc$ interaction channels (LGM2) or in which the three-body potential is completely absent or of shorter range. The LGM2 calculations show that the LGM result gets more similar to the EFT one if the $nc$ interactions are turned off in channels other than the $^2P_{3/2}$ (cf. Fig. 3). The s-wave, d-wave and $^2P_{1/2}$ $nc$ interactions, which in the EFT are higher-order effects, are therefore causing part of the discrepancy. Meanwhile, calculations using other LGM variants (see supplemental material [33]) show that the phenomenological LGM three-body force is an important ingredient: if it is omitted, the gap with the EFT result increases. However, the range of the LGM three-body force seems to play only a small role. Using a value of 2.5 fm instead of 5 fm for $\rho_{3B}$ has only a small effect on the LGM result, provided the three-body force’s strength is adjusted to reproduce the physical binding energy of the three-body system.

While the interactions for the LGM calculations are specified in terms of coordinate-space matrix elements of potentials, momentum-space t-matrices are used for the EFT calculations. In order to connect the EFT calculations to a model, we also performed calculations using a model formulated directly in momentum space. This can be achieved by using our computer code for the EFT calculations with different separable t-matrices. The resulting model calculation has the same interaction channels as Halo EFT at LO and is similar to those of Refs. [49–51]. We chose separable t-matrices with Yamaguchi form factors, with interaction parameters adjusted to reproduce effective-range-expansion parameters. This yields reasonable phase shifts. In a first step, we compared the Yamaguchi model (YM) results with our EFT and LGM results. We found that the YM results for the ground-state momentum information on that can be found in Section V. This also avoids the difficulty that the norm of the EFT results depends on values of the wave function outside its range of validity. The uncertainty band of the EFT result is based on the size of the next-to-leading-order corrections. They are suppressed by $p/M_{\text{high}}$. Accordingly the uncertainty is $\Delta \rho(p) \approx \rho(p) \frac{p}{M_{\text{high}}}$. In the left panel (a) it can be seen that EFT and LGM results agree within the uncertainty bands of the LO Halo EFT result. The EFT distribution has generally bigger values and its maximum is at higher momenta. In higher-order Halo EFT calculations, the uncertainty bands (i.e. the relative uncertainty) will get smaller. Agreement between that higher-order Halo EFT calculation and LGM result is expected within this smaller uncertainty band. That implies that next-to-leading-order (NLO) corrections will move the Halo EFT result towards the LGM one, although at some high order no further improvement of agreement can be expected. Eventually, the assumptions of the model calculation will become visible in terms of small insurmountable differences between a high-order EFT and a model calculation. The right panel (b) shows that the agreement is, as expected, better in the low-energy region. Importantly, the determination of the $nn$ scattering length involves measuring the distribution only up to $E_{\text{nn}} \approx 1$ MeV, i.e. the region where the agreement is especially good.

This comparison shows the consistency of the results. But we are interested in the sources of the discrepancies and in what results we can expect from a Halo EFT calculation at next-to-leading order. There are several possible sources for the discrepancies, such as: the phenomenological LGM three-body potential, different effective-range-expansion (ERE) parameters, or different off-shell properties of the two-body interactions that are not compensated by the used three-body forces (see Ref. [48] for details on this topic). Additionally, the discrepancies can be caused by terms which are part of higher-order EFT descriptions, e.g., the unitarity term of the $nc$ system or interactions in additional partial waves such as $^2P_{1/2}$ and $^2S_{1/2}$ in the $nc$ system. In order to estimate the importance of these different effects, we performed additional model calculations. We introduced modified versions of LGM that have fewer $nc$ interaction channels (LGM2) or in which the three-body potential is completely absent or of shorter range. The LGM2 calculations show that the LGM result gets more similar to the EFT one if the $nc$ interactions are turned off in channels other than the $^2P_{3/2}$ (cf. Fig. 3). The s-wave, d-wave and $^2P_{1/2}$ $nc$ interactions, which in the EFT are higher-order effects, are therefore causing part of the discrepancy. Meanwhile, calculations using other LGM variants (see supplemental material [33]) show that the phenomenological LGM three-body force is an important ingredient: if it is omitted, the gap with the EFT result increases. However, the range of the LGM three-body force seems to play only a small role. Using a value of 2.5 fm instead of 5 fm for $\rho_{3B}$ has only a small effect on the LGM result, provided the three-body force’s strength is adjusted to reproduce the physical binding energy of the three-body system. 

While the interactions for the LGM calculations are specified in terms of coordinate-space matrix elements of potentials, momentum-space t-matrices are used for the EFT calculations. In order to connect the EFT calculations to a model, we also performed calculations using a model formulated directly in momentum space. This can be achieved by using our computer code for the EFT calculations with different separable t-matrices. The resulting model calculation has the same interaction channels as Halo EFT at LO and is similar to those of Refs. [49–51]. We chose separable t-matrices with Yamaguchi form factors, with interaction parameters adjusted to reproduce effective-range-expansion parameters. This yields reasonable phase shifts. In a first step, we compared the Yamaguchi model (YM) results with our EFT and LGM results. We found that the YM results for the ground-state momentum
distribution are much more similar to the results from LGM2 (LGM with the reduced set of interaction channels) than to the EFT results. This implies that if we understand the discrepancy between YM and EFT we also understand the discrepancy between LGM and EFT.

Fig. 3 shows the standard LGM and YM calculations, labeled LGM1 and YM1. The LGM calculation with a reduced set of channels (LGM2) is also shown. In addition, we perform a YM calculation with the unitarity term of the nc t-matrix removed, while other higher-order terms which are part of the YM but are not in the LO Halo EFT calculation are retained (YM2). The YM2 calculation comes out quite close to the LO Halo EFT result, indicating that the unitarity term in the nc t-matrix, which is an NLO effect in the EFT, has a significant influence on the ground-state momentum distribution and causes a large fraction of the YM-EFT difference. This implies that the NLO Halo EFT calculation will likely agree much better with a YM or LGM calculation than the LO Halo EFT does.

Figure 3. YM results (dot-dashed lines) in comparison with the LO Halo EFT result (solid line) as well as LGM results (dashed lines). All are normalized to have a certain arbitrary value at a momentum indicated by the red cross. Meanwhile, the vertical lines dashed and solid indicate, respectively, relative energies of 1 MeV and 3 MeV. The estimated numerical uncertainties of the YM1 (YM2) result is indicated by the dark blue (green) band. (Not all are large enough to be visible.) The estimation is based on the comparison of the calculation with a three-body cutoff at momenta of 2250 MeV with one with a cutoff of 1500 MeV and half as many mesh points. The light blue error band for the Halo EFT result shows the expected size of the NLO correction.

To conclude this subsection: the comparison between EFT and LGM1 yields agreement at the expected level: the EFT uncertainty bands are indeed robust. We expect the NLO Halo EFT result to be closer to this model that includes additional effects, and we tracked down the specific NLO term that should most improve agreement. Comparisons with additional model calculations indicate that the unitarity term of the nc interaction plays a significant role in this distribution. A more detailed analysis of the differences and additional plots can be found in the supplemental material [33].

B. Influence of the nn scattering length on the ground-state momentum distribution

Up to this point, we have compared different ground-state nn relative-momentum distributions. In the next section, we will show nn relative-energy distributions after taking nn final state interactions into account. Before we do that, we want to show what an intermediate step of this procedure looks like. We show the ground-state nn relative-energy distribution $\rho(E_{nn})$ with $E_{nn} = \frac{p_{nn}^2}{2\mu_{nn}}$. Especially, we want to investigate the influence of $a_{nn}$ on this distribution. The relation between the momentum and the energy distribution is

$$\rho(E_{nn}) = \sqrt{\frac{\mu_{nn}}{2E_{nn}}} \rho \left( \frac{\sqrt{2\mu_{nn}E_{nn}}}{\sqrt{\mu_{nn}}} \right),$$

where we use the common style to distinguish the different variants of the function, i.e., the different functions differ only by their arguments. The necessity of the additional factor can be seen from dimensional analysis. The

---

Note, that strictly speaking the ground-state relative momentum or energy distribution is only an intermediate step in an enhancement factor based FSI approach. If the t-matrix itself is used, it has to be applied at the wave-function level. Before and after its usage the respective distributions can be calculated, but in this approach one cannot get directly from the ground-state momentum or energy distribution to the one after nn FSI. The details can be found in the next section.
factor follows from a substitution in the normalization integral of the distribution. The normalization condition reads \( \int dE_{nn} \rho(E_{nn}) = 1 \). We plot the distribution obtained with different \( nn \) scattering lengths in Fig. 4.

It can be seen that the shape of the relative-energy distribution is different from the one of the momentum-distribution. Additionally, we observe that the influence of the \( nn \) scattering length on the ground-state distribution is negligible. In contrast, we will see that, after taking the \( nn \) FSI into account, the distribution is sensitive to the scattering length. Thus, \(^6\text{He}\) serves in the proposed experiment as a source of low-energy neutrons. Its structure is not sensitive to \( a_{nn} \). It is the final state \( nn \) interaction that enables the measurement of the scattering length.

Quantitative information on the negligible influence of the scattering length on the ground-state distribution can be found in the supplemental material [33]. This plot shows the ratios of the distributions obtained with different scattering lengths. They agree to better than 1%.

IV. \( nn \) RELATIVE-ENERGY DISTRIBUTION AFTER KNOCKOUT

The next step is to calculate the \( nn \) relative-energy distribution after the knockout reaction, in which the \( \alpha \) core of \(^6\text{He}\) is removed via a collision with a proton. In the experiment under discussion in this paper the knockout takes place in inverse kinematics, with a beam of \(^6\text{He}\) nuclei impinging on a hydrogen target [22]. We employ the sudden approximation, i.e., we assume that the reaction mechanism is rapid, quasi-free knockout of the \( \alpha \) and subsequent interactions between neutrons and the \( \alpha \) or the proton that struck the \( \alpha \) can be neglected. Therefore, in our analysis it is sufficient to treat the potential causing the knockout as an external potential. The Hilbert space for our problem is then a three-body \( \alpha nn \) Hilbert space. Note that as an alternative to this effective three-body treatment a four-body description of this reaction is possible. The proton, which causes the knockout, would then be explicitly included in the Hilbert space. But, in our three-body treatment, that proton merely generates a potential that enables the production of the final state. We therefore refer to this as the production potential \( V \). The quantitative properties of the final state are influenced by the \( nn \) potential, so that we face a two-potential scattering problem. A comprehensive discussion of such problems can be found in Refs. [31, 52].

Before going into the details of that two-potential formalism and its application to \( \alpha \)-particle knockout in \(^6\text{He}\), we want to discuss some fundamental aspects of the \(^6\text{He}(p, p\alpha)\) reaction. The initial state is the ground state of \(^6\text{He}\) denoted by \( |\Psi\rangle \). It fulfills the Schrödinger equation

\[
(K_{nn} + K_{(nn)c} + V_{nn} + V_{nc} + V_{3B}) |\Psi\rangle = -\hat{B}_3^{(0)} |\Psi\rangle ,
\]

where the kinetic energy operators are denoted by \( K \) and \( V_{nc} \) represents the interaction of the core with each of the two neutrons. In this experiment the final state is measured by a setup which detects a free \( nn \) state with definite relative momentum. Meanwhile, the \( \alpha \) particle is detected at a very different angle where it is not interacting with the \( nn \) pair. Because of the high initial velocity of \(^6\text{He}\) the neutrons will leave the \( \alpha \) particle and proton after their interaction quickly behind, as in the lab frame the \( nn \) pair travels at almost the initial velocity of the \(^6\text{He}\) beam.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{Ground-state \( nn \) relative-energy distributions for different \( nn \) scattering lengths. The definitions \( a_{nn}^{(+)} = -16.7 \) fm, \( a_{nn}^{(0)} = -18.7 \) fm and \( a_{nn}^{(-)} = -20.7 \) fm hold. All results are based on \( \Psi_c(p, q) \). \( \Lambda = 1500 \) MeV was used. Based on a comparison with a calculation with half as many mesh points and \( \Lambda = 1000 \) MeV the numerical uncertainty is negligible. In order to be independent of the normalization the distribution is divided by its value at a certain position, which is indicated by a red cross.}
\end{figure}
Accordingly, we consider final states parameterized by the momenta \( p \) and \( q \), that fulfil the free Schrödinger equation
\[
(K_{nn} + K_{\text{ann})c}) \left| p, q \right>_c = \left( -B^{(0)}_3 + E_{\text{KO}} \right) \left| p, q \right>_c,
\]
where the energy transfer from the knockout \( E_{\text{KO}} \) that is delivered by the proton:
\[
-B^{(0)}_3 + E_{\text{KO}} = \frac{p^2}{2\mu_{nn}} + \frac{q^2}{2\mu_{\text{ann})c}}.
\]
In order for the final state to be a scattering state, the condition \( E_{\text{KO}} > B^{(0)}_3 \) must be fulfilled. Note that energy is still conserved in the four-body (\( \text{p} + \text{nn} \)) system. But the energy \( E_{\text{KO}} \) describes a transfer of energy into the internal (not center-of-mass) energy of the three-body system. \( E_{\text{KO}} < E_{\text{lab}, \text{He}} \) then holds, where \( E_{\text{lab}, \text{He}} \) is the initial kinetic energy of the \( ^6\text{He} \) projectile in the laboratory frame.

Since we assume the proton interacts only with the \( \alpha \) particle we adopt a production potential \( V \) that does not change the relative momentum of the \( nn \) pair:
\[
\langle p, q|V|\Psi \rangle = \int dp' p'^2 \int dq' q'^2 \langle p|p' \rangle \langle q|q' \rangle_c \langle p', q'|\Psi \rangle = \int dq' q'^2 \langle q|\tilde{V}|q' \rangle_c \langle p, q'|\Psi \rangle.
\]
In other words, we assume a factorization of the production potential into a \( nn \) part and a \( (nn)c \) part with the \( nn \) part being an identity operator: \( V = 1 \otimes V \).

We now make use of the formalism of Ref. [31] for scattering from two potentials. A more detailed summary of this formalism can be found in the supplemental material [33]. The two potentials are taken to be the production potential \( V \) and the potential \( U \) causing the final-state interactions. We make use of a helpful identity of two-potential scattering theory for calculating the probability amplitude of the transition from a state \( |\alpha\rangle \) to a state \( |\beta\rangle \):
\[
T_{\beta\alpha} = \langle \beta|T_{U+V}^{(+)}|\alpha\rangle.
\]
These states satisfy the equations \( H_0 |\alpha\rangle = E_\alpha |\alpha\rangle \) and \( H_0 |\beta\rangle = E_\beta |\beta\rangle \) with \( E_\alpha = E_\beta = E \). \( H_0 \) should be thought of as the part of the Hamiltonian that does not include the interactions \( U \) and \( V \). The operator \( T_{U+V}^{(+)} \) is then the t-matrix for scattering involving \( U \) and \( V \). It satisfies the standard Lippmann-Schwinger equation, where the potential is given by \( U + V \). It is possible to dissect this transition amplitude (as well as the overall t-matrix itself) into two terms by using Möller operators [31]. One of the two terms contributes for elastic scattering reactions because \( V \), which causes the production of the final state, is missing there. We are not interested in elastic scattering here and so focus on the other term. We consider the situation in which the production potential produces a transition from a bound state to a scattering state in a subsystem. In this case \( V \) induces a transition to an eigenstate of \( H_0 \) that is orthogonal to the initial eigenstate \( |\alpha\rangle \). While this discussed relation is generally a suitable starting point for the calculations, for our application we have to modify it to accommodate the case that the final-state interaction \( U \) is part of the Hamiltonian that describes the initial state. In such a case the stationary Schrödinger equation for the initial state becomes \( (H_0 + U) |\alpha\rangle = E_\alpha |\alpha\rangle \). We continue to assume a free final state, so \( H_0 |\beta\rangle = E_\beta |\beta\rangle \) stays unchanged. Goldberger and Watson show in Ref. [31] that under these assumptions we have
\[
T_{\beta\alpha} = \langle \beta| \left( \Omega_U^{-}\right)^\dagger V \left( 1 + (E - \mathcal{K} - U - V + i\varepsilon)^{-1} V \right) |\alpha\rangle,
\]
where the Möller operator corresponding to the potential \( U \) is denoted by \( \Omega_U^{-}\).

Now we have to evaluate Eq. (28). While we can (and will) evaluate it directly using the already mentioned assumption about \( V \), this expression has also often been evaluated via final-state interaction (FSI) enhancement factors. In the next subsection we give a brief overview of this approach.

### A. FSI enhancement factors

The FSI enhancement factors are a technique for approximately calculating the effect of the final-state interaction on the transition probability. The production potential is not explicitly taken into account. These enhancement factors as a generic tool were introduced by Watson [28] as well as by Migdal [29]. Watson used the approach of two-potential scattering theory to derive a relation similar to Eq. (28) and from it the enhancement factor. A detailed explanation of this way of establishing enhancement factors can be found in Ref. [31].
In this context, it is important to note that enhancement factors were introduced for describing reactions such as \( \pi^- + d \to n + n + \gamma \) \[53\]. Here the \( nn \) enhancement factor enters in a fundamentally different way than it does in \(^6\)He. In the radiative pion capture reaction, the production potential and the final-state interaction both affect the same subsystem, i.e., the \( nn \) system in this case. In contrast when a high-momentum \(^6\)He impinges on a proton target the production potential acts in a different subsystem than does the final-state interaction. Here we first discuss the original use case, where both \( V \) and \( U \) act on the same subsystem. We then discuss the implications for how these factors should be computed in the case of the reaction we are interested in.

The enhancement factors can be derived from Eq. (28) by using a state of definite momentum as the final state and the bound state as the initial state: \( |\beta\rangle = |p\rangle \) and \( |\alpha\rangle = |\Psi\rangle \). During this derivation it is assumed that the production potential is weak and so the operator given by the expression in the brackets to the right of the first \( V \) in Eq. (28) can be approximated by \( 1 \). Additionally, it is assumed that production potential is local and only \( s \)-wave interactions are taken into account. Furthermore, it is required that the initial-state wave function and/or the production potential peak at short distances. If these conditions are satisfied one arrives at the following expression for the final momentum distribution:

\[
\rho^{(G_1)}(p) \propto G_i(p)\rho(p),
\]

where \( G_i(p) \) is the enhancement factor and \( \rho(p) \) is the momentum-space probability distribution from the initial (bound) state. Note that to obtain this expression we assumed that the production potential does not alter the momentum \( p \). For the application we have in mind here this assumption holds, because the production potential and FSI potential act in different subsystems.

Different enhancement factors can be derived depending on the particular assumptions made, especially in regard to the short-distance behavior of the production potential and/or initial-state wave function. This is why we added the index \( i \) to the enhancement factor \( G_i(p) \). A common variant of this enhancement factor, derived in Ref. \[31\], is \(^6\)

\[
G_1(p) = \frac{\left( \left( p^2 + \alpha^2 \right) r_{nn}/2 \right)^2}{\left( -\frac{1}{a_{nn}} + \frac{r_{nn}}{2} p^2 \right)^2 + p^2},
\]

where \( \alpha = 1/r_{nn} \left( 1 + \sqrt{1 - 2r_{nn}/a_{nn}} \right) \). This enhancement factor is based on the assumption that \( V |\Psi\rangle \) peaks at \( r = 0 \). It is also possible to derive enhancement factors for the case that \( V |\Psi\rangle \) peaks at some other radius \( \tilde{r} \). Further discussion regarding the derivation of the enhancement factor and how to obtain it for a general \( \tilde{r} \) can be found in the supplemental material \[33\].

So far this discussion of enhancement factors focused on two-body systems. To close this section we point out that this formalism can also be used in \( n \)-body systems. That extension assumes that the FSI is a two-body interaction within one specific particle pair; the requirement regarding the short-distance behavior then applies to the corresponding two-body subsystem of the \( n \)-body state. For a system with \( n > 2 \) the \( \rho(p) \) in Eq. (29) is the momentum-space probability distribution of the bound state after all other momenta are integrated out. Furthermore, since the FSI enhancement factor factorizes the FSI from the action of the production potential, it can be used not only in the case where the production potential acts in the same subsystem as the FSI potential, but also in cases where the two act on different subsystems of the overall \( n \)-body system.

### B. Explicit calculation of rescattering

Having discussed the FSI enhancement factors in the previous subsection, we now turn our attention to the direct calculation of the wave function after FSI. Our starting point is again Eq. (28) except that now we consider it in the context of the breakup of a three-particle state into an \( nn \) pair and a residual cluster, like an \( \alpha \) particle. For concreteness we consider the final state \( \langle \beta | \) to be the free state of the \( nn \) pair and the \( \alpha \) particle and specify that state via the relative momentum within the \( nn \) pair, \( p \), and the momentum of the \( \alpha \) particle relative to the \( nn \) pair, \( q \), as well as the partial-wave quantum numbers \( \Omega \). The state is \( \langle p, q; \Omega | \). The initial state \( |\alpha\rangle \) is given by the \(^6\)He bound state \( |\Psi\rangle \). Using the notation of Eq. (23), this implies that the final state is an eigenstate of \( H_0 = K_{nn} + K_{(nn)\alpha} \), while the initial state is an eigenstate of \( H_0 + V_{nn} + V_{nc} + V_{3B} \). That implies that the FSI potential \( U \) is given by \( V_{nn} + V_{nc} + V_{3B} \). This reflects the fact that in addition to \( nn \) interactions also \( nc \) interactions as well as three-body

---

\(^6\) Note, that in Ref. \[31\] the enhancement factor has \( 1/a_{nn} \) instead of \( -1/a_{nn} \) in the denominator. This is rooted in a different sign convention for the scattering length. We define \( k \cot (\delta_0(k)) = -1/a_0 + r_0k^2/2 + \mathcal{O}(k^4) \).
interactions are possible final-state interactions happening after the knockout. However, due to the kinematics of the reaction and the halo structure of $^6$He, final-state $nc$ or three-body interactions should be strongly suppressed. Accordingly, in the context of this calculation we approximate $\Omega^{-}_{U}$ by $\Omega^{-}_{V_{nn}}$. We obtain

$$
\mathcal{T}_\Omega(p, q) = c \langle p, q; \Omega | \left( \Omega^{-}_{U} \right)^\dagger V \left( 1 + (E - K - U - V + i\epsilon)^{-1} V \right) | \Psi \rangle.
$$

(31)

where $U$ is to be approximated by the $nn$ potential. For the energy $E$ of the Möller operator we have to insert the energy of the final state $p^2/(2\mu_{nn}) + q^2/(2\mu_{(nn)c})$. Since the FSI potential $U$ is approximated by $V_{nn}$ and thereby acts only in the $nn$ subsystem, we can make use of the identity

$$
\Omega^{-}_{U} \langle p, q; \Omega \rangle_c = \left[ 1 + (p^2/(2\mu_{nn}) + q^2/(2\mu_{(nn)c}) - K_{nn} - K_{(nn)c} - U + i\epsilon)^{-1} U \right] \langle p, q; \Omega \rangle_c,
$$

(32)

i.e., we use the fact that $V_{nn}$ commutes with $K_{(nn)c}$, and so $K_{(nn)c}$ can be replaced by its eigenvalue for the state $|p, q; \Omega\rangle_c$. Next, since the production potential is assumed to be weak, in Eq. (31) we use only the lowest order of the operators next to $(\Omega^{-}_{U})^\dagger$, i.e., retain only the identity operator in the round brackets to the right of $V$ in Eq. (31). Furthermore, we assume that $V$ decouples as formulated in Eq. (26). It is then useful to express the Möller operator in terms of the t-matrix according to

$$
\left( \Omega^{-}_{U} \right)^\dagger = 1 + \left( G^{-}_{0} \right)^\dagger U.
$$

(33)

We set $\hat{V}$ to $1$, which implies that the momentum $q$ in $\mathcal{T}_\Omega(p, q)$ is the $\alpha(nn)$ relative momentum before the reaction. We therefore calculate the probability amplitude as a function of the $nn$ relative momentum after the reaction and the $\alpha(nn)$ relative momentum before the reaction. Another implication of not using an explicit expression for $V$ is that we don’t take into account that the overall probability of the knockout is smaller than 1. The implications of this on the analysis are discussed in Section IV C, and will be accounted for by not trying to compute the absolute number of $nn$ pairs produced, but only the shape of the distribution.

Under these assumptions the probability amplitude $\mathcal{T}_\Omega(p, q)$, which can also be seen as a final-state wave function in an arbitrary partial wave $\Omega$ after knockout and FSI, is given by

$$
\Psi_{c}^{(wFSI;\Omega)}(p, q) = c \langle p, q; \Omega | \left( 1 + t_{nn,(\Omega)_{nn}}(E_p)G_{0}^{(nn)}(E_p) \right) | \Psi \rangle
$$

$$
= \int \frac{dp'}{p'^2} c \langle p, q; \Omega | \left( 1 + t_{nn,(\Omega)_{nn}}(E_p)G_{0}^{(nn)}(E_p) \right) | p', q; \Omega \rangle_c | p', q; \Omega \rangle_c,
$$

(34)

where the multi-index $(\Omega)_{nn}$ is the $nn$ part of the multi-index $\Omega$.

The $nn$ FSI is only significant in the $^1S_0$ partial wave, so we use only the wave function component $\Psi_{c}(p, q) := c \langle p, q; \Omega | \Psi \rangle$ for calculating the wave function after FSI. The $nn$ part of this wave function’s multi-index is $l = 0, s = 0$ corresponding to the $^1S_0$ channel. Accordingly, to obtain results for $\Psi_{c}^{(wFSI)}(p, q)$ a version of Eq. (34) specific to FSI in this $nn$ partial wave is used:

$$
\Psi_{c}^{(wFSI)}(p, q) = \Psi_{c}(p, q) + \frac{2}{\pi} g_0(p) \frac{1}{a_{nn} + \frac{\gamma_{nn}}{2} p^2 + i\epsilon} \int dp' \frac{1}{p'^2} g_0(p') \left( p'^2 - p^2 + i\epsilon \right)^{-1} \Psi_{c}(p', q)
$$

$$
= \Psi_{c}(p, q) + \frac{2}{\pi} g_0(p) \frac{1}{a_{nn} - \frac{\gamma_{nn}}{2} p^2 + i\epsilon} \times \left[ \int_{0}^{\Lambda} dp' \frac{1}{p'^2} \Psi_{c}(p', q) - \frac{p'^2}{p^2} \Psi_{c}(p, q) \right] - \frac{i\pi}{2} \ln \left( \frac{\Lambda + p}{\Lambda - p} \right) g_0(p)p\Psi_{c}(p, q).
$$

(35)

Note that $\Psi_{c}(p, q)$ is the wave function corresponding to the momentum distribution computed in the previous section. The last equality holds in case of Heaviside functions as regulators using the cutoff $\Lambda$: $g_0(p) = p\Theta(\Lambda - p)$. An auxiliary

---

7 We use here that $\Omega^{-}_{U}$ acts on an eigenstate of $H_0$. 

calculation can be found in the supplemental material [33]. Note that in the calculation leading to Eq. (36) we included the effective-range term in the *nn* t-matrix in order to check its influence. The *nn* relative-energy distribution below $E_{nn} = 1.0$ MeV that is obtained with the choice $r_{nn} = 0$ in the FSI *nn* t-matrix differs only slightly from the distribution obtained when the nominal effective range of $r_{nn} = 2.73$ fm is used there. (Cf. Fig. 7 in Appendix B.)

This procedure for calculating the FSI is common and inter alia used for pion capture reactions with deuterium, see, e.g., Ref. [54]. It is also similar to the coherent FSI three-body model for the sudden breakup of two-neutron halos in collisions with heavy targets developed in Ref. [55]. This model was compared to experimental data on the *nn* correlation in the breakup of $^{11}$Li [56, 57], $^{14}$Be [56, 58] and $^6$He [56]. Within our discussion we were able to show the close connection of this method to two-potential scattering theory. Additionally, we reviewed the specific approximations which were made.

It is interesting to note that certain FSI enhancement factors can be derived from Eq. (35) by approximating the integral that appears there. This is not really surprising, since enhancement factors and this more exact calculation are both based on the findings of two-potential scattering theory. Nevertheless, the derivation elucidates the relationship of the enhancement-factor and explicit-calculation approaches to *nn* FSI and provides a different perspective on the enhancement factors. It is discussed in the supplemental material [33].

After applying the FSI, the absolute value of the wave function can be calculated, the integral measure applied and the $q$-momentum can be integrated out in order to obtain the probability density distribution as a function of the *nn* relative momentum, $p$. Note that taking $\tilde{V}$ into account in Eq. (26), could distort the probability distribution in $p$, even though $\tilde{V}$ acts only in the $q$ subspace of the Hilbert space. However, such effects are expected to be small, due to the kinematics of the proposed knockout reaction. The formula for the probability density $\rho^{(t)}(p)$ in this approach (where the superscript denotes that the FSI is computed via the t-matrix) reads

$$\rho^{(t)}(p) = \int dq \, p^2 q^2 \left| \Psi^{(wFSI)}(p, q) \right|^2 .$$

(37)

The relative energy distribution can then be calculated from the momentum distribution by using Eq. (22).

The density $\rho^{(t)}(p)$ obeys the normalization condition $\int dp \, \rho^{(t)}(p) = 1$. However, we remind the reader that the existence of other channels than this one is not taken into account in our calculation. Thus, this normalization condition does not represent the actual probability of knockout, which in reality will be $< 1$. Additionally, this normalization condition requires that the wave function component in use, i.e., $\Psi_c(p, q) \equiv \langle p, q; \Omega_c | \Psi \rangle$, be normalized to one, which is another approximation.

**C. Comparison of results**

In Fig. 5 we compare results for the *nn* relative-energy distribution obtained with the enhancement factor $G_1$ and with the t-matrix treatment of FSI. We do this for three different *nn* scattering lengths, for which we use the following shorthand notation:

$$a_{nn}^{(+)} = -16.7 \text{ fm}, \quad a_{nn}^{(0)} = -18.7 \text{ fm}, \quad a_{nn}^{(-)} = -20.7 \text{ fm} .$$

(38)

As mentioned before, we do not calculate the absolute value of the distribution, but its shape. Therefore we normalize the distribution to a certain value at a certain position. Here we normalized to 1 at $E_{nn} \approx 0.8$ MeV. Not knowing the absolute value is no problem for determining the scattering length; the distribution will be fitted to the experimental data on the spectrum and the scattering length extracted from the shape.

It can be seen that the scattering length has a significant influence on that shape. When using distributions normalized to an arbitrary value at $E_{nn} \approx 0.8$ MeV, the main effect of the scattering length is to change the height of the peak located at relative energies of roughly 100 keV. Additionally, one can see that the two different procedures to include FSI yield curves of similar shape, but they are not quantitatively in agreement. At a given $a_{nn}$ the different FSI treatments produce different peak heights in the *nn* distribution. The enhancement-factor approach makes additional approximations beyond those involved when the *nn* FSI is fully calculated from the *nn* t-matrix. Therefore we trust the latter approach—with its full inclusion of the *nn* FSI—more.
Figure 5. Comparison of \( nn \) relative-energy distributions for different \( nn \) scattering lengths obtained with different FSI schemes. The calculation using the \( nn \) t-matrix is labeled as ‘t’. \( r_{nn} = 2.73 \text{ fm} \) is used. All results are computed using the projection \( \Psi_c(p,q) \) and \( \Lambda = 1500 \text{ MeV} \). Uncertainty bands based on comparison with calculation with half as many mesh points and \( \Lambda = 1000 \text{ MeV} \) are negligible. In order to be independent of the normalization the distribution is divided by its value at the energy indicated by the red cross. The solid and dashed vertical lines indicate the approximate positions of the maxima in the t-matrix based FSI scheme for \( a_{nn}^{(-)} \) and \( a_{nn}^{(+)} \) respectively.

We also calculated the distribution with the \( nn \) subsystem in the \( ^3P_1 \) partial wave by applying Eq. (34) to the \( \Omega_{c}^{(1,1,-)} \) ground-state wave function component obtained with FaCE in setting F1. We found that this distribution is suppressed by a factor of at least 30 compared to the \( ^1S_0 \) distribution (in the \( E_{nn} < 1 \text{ MeV} \) region). We compared the ground-state distributions as well and found that FSI increased the suppression as anticipated at the beginning of Section III.

V. FROM THE \( nn \) RELATIVE-ENERGY DISTRIBUTION TO THE \( nn \) SCATTERING LENGTH

After showing results for the \( nn \) relative-energy distribution, we want to discuss in more detail how the scattering length can be extracted. Also, we want to discuss the role of the \( nn \) effective range. First, we quantify the influence of changing the scattering length by 2 fm. Figure 6 shows quotients of the relative energy distributions obtained with different scattering lengths.
It can be seen that, if our normalization scheme is used, a change of the scattering length by 2 fm changes the peak height by approximately 10%. This change is almost completely independent of the method used to calculate the FSI. Additional calculations show that a change in the scattering length of 0.2 fm changes the peak height by about 1%.

In order to determine the scattering length at high precision it is necessary to know the influence of the \( nn \) effective range on the distribution. As with the scattering length, the effective range can enter the calculation at two stages. The first is the calculation of the ground state wave function of \( ^6 \text{He} \). At this level, the influence of the scattering length is low. As the scattering length is a leading-order parameter and the effective range is a next-to-leading-order parameter, we expect its influence on the \( ^6 \text{He} \) wave function to be very small. The second stage is taking the FSI into account. In this step, the scattering length plays a significant role. Therefore, we cannot exclude a non-negligible influence of the range in this step. We investigate the influence of the effective range in the \( t \)-matrix based FSI approach and in the approach employing the enhancement factor \( G_1 \) by using the following values:

\[
\begin{align*}
r_{nn}^{(+)} &= 3.0 \text{ fm}, & r_{nn}^{(0)} &= 2.73 \text{ fm}, & r_{nn}^{(-)} &= 2.0 \text{ fm},
\end{align*}
\]  

which is a rather large variation around the common literature value of \( r_{np}(^1S_0) = 2.73(3) \text{ fm} \approx r_{nn} \) [59]. Note, that we included \( r_{nn} \) only in the calculation of the FSI but not in the calculation of the ground-state wave function, as its influence there should be negligible. While the effective range is varied from \( r_{nn}^{(-)} \) to \( r_{nn}^{(+)} \) the change in the distribution is small: less than 1% at peak position. Details can be seen from Fig. 7 in Appendix B.

As a conclusion, these results show that scattering length has a significant influence on the \( nn \) relative energy distribution and that the effective range does not. Thus, the distribution is suitable for extracting the scattering length.

VI. OUTLOOK

Already at its present accuracy our calculation will be able to provide a precise determination of the \( nn \) scattering length using data from the measurement of the \( ^6 \text{He}(p, p\alpha)nn \) reaction that has been approved at RIKEN [22]. We also plan to increase the accuracy of the EFT calculation, i.e., make the uncertainty band narrower. First, we will move to NLO Halo EFT calculations of the ground-state wave function. While at \( E_{nn} = 1 \text{ MeV} \) the LO uncertainty is approximately 20%, the NLO uncertainty at this position will be around 5%. Second, we also want to improve the treatment of the final-state interaction in EFT. For this purpose we will develop an EFT framework for knockout reactions like the one considered here. This will enable the inclusion of both the \( na \) interaction after knockout and corrections to the assumption that the \( \alpha \) particle removal does not affect the \( nn \) relative-energy distribution—or at least it will allow us to constrain such effects as occurring at a high order in a small expansion parameter. The resulting EFT approach to the entire \( ^6 \text{He}(p, p\alpha)nn \) reaction will allow us to rigorously assess the full uncertainty of the two-step calculation we have carried out here.

The reaction \( t(p, 2p)2n \) would also facilitate a measurement of the \( nn \) scattering length along the same lines as those discussed in this paper. This would be a valuable reaction to examine: using two different nuclei as neutron sources checks the reliability of the result for the scattering length. As in the case of \( ^6 \text{He} \) the ground state wave function of the triton can be calculated in an EFT. In the case of the triton it is the well-established pionless EFT, in which the neutron and proton are the low-energy degrees of freedom [60]. This EFT has the advantage that there is no relevant \( p \)-wave interaction, but the triton has a two-neutron separation energy of 8.48 MeV and so is more strongly bound than \( ^6 \text{He} \). The treatment of its proton-induced breakup would thus involve a bigger expansion parameter and larger uncertainties at the same order than in the case of the EFT for \(^6 \text{He} \). This, though, is compensated by the fact that pionless EFT for the triton is established up to N\(^2\)LO [61].
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Appendix A: Calculation of wave functions in Halo EFT

Here we describe, how wave functions of the type

$$\Psi_i(p, q) := \langle p, q; \Omega | \Psi \rangle$$

(A1)
can be calculated starting from the $F_i(q)$ that are the solutions of the integral equations obtained using the Faddeev formalism in our Halo EFT approach. The procedure is not specific to Halo EFT, it is a general procedure for Faddeev equations in momentum space. However, in the course of this description we use identities specific to $^6$He, mainly affecting the partial-wave states. In this context, $\Omega$ is the multi-index specifying the quantum numbers of the three-body system with particle $i$ as a spectator under the condition that the total quantum numbers are the ones of the $^6$He ground state and the numbers for $jk$ subsystem characterize the interaction channel. The basics of the Faddeev equations are described, e.g., in Ref. [45]. Additionally, we use results and notation of Ref. [24].

Making use of the decomposition of the total state $|\Psi\rangle$ described in Eq. (13), we can write

$$\Psi_i(p, q) := \langle p, q; \Omega | \Psi \rangle = \sum_j \langle p, q; \Omega | \psi_j \rangle ,$$

(A2)

whereby $|\psi_i\rangle := G_{0} |\iota_i\rangle$ holds. In an intermediate step, we calculate

$$\psi_i(p, q) := \langle p, q; \Omega | \psi_i \rangle = 4\pi G_0^{(i)}(p, q; -B_3^{(0)}) g_i(p) \tau_i(q; -B_3^{(0)}) F_i(q) ,$$

(A3)

where Eqs. (14) to (16) as well as the definition $\tau_i(q; E_3) := \tau_{jk} \left( E_3 - \frac{q^2}{2\mu_{ij}(k)} \right)$ were used. Additionally, $G_0^{(i)}(p, q; E_3) := (E_3 - p^2 / (2\mu_{jk}) - q^2 / (2\mu_{ij}(k)))^{-1}$ holds. Consequently we have a relation between $\psi_i(p, q)$ and the numerically determined $F_i(q)$. We use this result to continue the calculation of the wave function of the total state$^8$:

$$\Psi_i(p, q) = \sum_j \langle p, q; \Omega | \psi_j \rangle = \sum_j \int dp' p'^2 \int dq' q'^2 \langle p, q; \Omega | p', q'; \Omega \rangle \psi_j(p', q')$$

$$= \sum_j \int dx f_{ij}(p, q, x) \psi_j(\kappa_{ijp}(p, q, x), \kappa_{ijq}(p, q, x)),$$

(A4)

where we used $\langle p, q; \Omega | \psi_j \rangle = \delta_{\Omega, \Omega_j} \psi_j(p, q)$, which follows from the properties of the used $t$-matrices and denoted $\cos \theta_{p,q}$ as $x$. For the momenta $\kappa_{ij}(k \in \{ p, q \})$ we use the notation of Appendix B.1 from Ref. [24]. Formulas for the overlaps and therefore implicitly also for the $f_{ij}(p, q, x)$ are given in Appendix B.4 of that reference. We evaluate the angular integral numerically, the formula is based on simplifications described in Appendix B.2 of Ref. [24]. Note that the antisymmetrization under $nn$ permutation causes some complications, but is just a special case of the more general structure described before.

The specific expression for $\Psi_c(p, q)$ we are using then reads

$$\Psi_c(p, q) = 2\pi \int_{-1}^{1} d\cos \theta_{p,q} \left( a_c \frac{\sqrt{5}}{4\pi} (\hat{k}_{cnp} \cdot \hat{k}_{cnq}) + \tilde{a}_c \frac{\sqrt{5}}{4\pi} (\hat{k}'_{cnp} \cdot \hat{k}'_{cnq}) + \frac{d_c}{4\pi} \right).$$

(A5)

We use the following definitions:

$$a_c := \psi_n(\kappa_{cnp}, \kappa_{cnq}), \quad \tilde{a}_c := \psi_n(\kappa'_{cnp}, \kappa'_{cnq}), \quad d_c := \psi_c(p, q).$$

(A6)

Note that $\kappa_{cnp}, \kappa_{cnq}, \kappa'_{cnp}, \kappa'_{cnq}$ and thereby also the “coefficients” $a, \tilde{a}, d$ depend on the momenta $p, q$ and in general also on $x = \cos \theta_{p,q}$. E.g., $a_c = \psi_n(\kappa_{cnp}(p, q, x), \kappa_{cnq}(p, q, x))$ holds.

---

$^8$ Note that there might be additional non-vanishing wave functions $\Psi^{(i)}_c(p, q) := \langle p, q; \Omega | \Psi \rangle$ where $\Omega$ is a fixed multi-index not contained in the set of the $\Omega_i$, which are the quantum numbers of the interaction channels. These $\Psi^{(i)}_c(p, q)$ are calculated as described in Eq. (A4) with the modification that the $\Omega_i$ (not the $\Omega_j$) has to be replaced by the $\Omega$ of interest. Since this multi-index $\Omega$ has no index naming him, we would call $f_{ij}$ now $f_{ij\Omega}$. (The $\kappa$ functions are independent of $\Omega$.) We calculated such wave functions, e.g., a $\Psi^{(i)}_c(p, q)$ for $\Omega = \Omega_{e}^{(0,2,2)}$ and one for $\Omega = \Omega_{e}^{(1,1,1)}$ (notation from Section II).
Appendix B: Influence of the $nn$ effective range on the $nn$ relative-energy distribution

For the planned experiment, also the dependency of the $nn$ relative-energy distribution on the $nn$ effective range is relevant. Ideally, this dependency would be small in order not to complicate extraction of the scattering length from the measured spectrum. Figure 7 shows ratios of final-state $nn$ relative-energy distributions obtained with different values for the $nn$ effective range. The influence of the effective range variations at the level of the ground-state was neglected in these calculations, up to this point only $r_{nn} = 2.73$ fm was used there. What is shown is therefore the effect on the FSI when $r_{nn}$ is varied by 1 fm.

![Figure 7](image)

Figure 7. Ratios of $nn$ relative energy distributions obtained with different effective ranges for different FSI schemes in comparison. The definitions $r_{nn}^{(+)} = 3.0$ fm, $r_{nn}^{(0)} = 2.73$ fm and $r_{nn}^{(-)} = 2.0$ fm hold. All results are based on $\Psi_c(p, q)$. $\Lambda = 1500$ MeV was used. Uncertainty bands based on comparisons with calculation with half as many mesh points and $\Lambda = 1000$ MeV are shown. Due to a normalization of the distributions to a value of 1 at $E_{nn} \approx 0.8$ MeV, the quotients are at this point 1. The vertical lines indicate the approximate positions of the maxima in the t-matrix based FSI scheme for the lower and upper value of the scattering length.

The overall variation of the effective range by 1 fm has only a small influence on the distribution. The changes caused by this variation are less than 1% at the peak position. The bands showing the numerical uncertainty may appear large, but their absolute size is of the same order as in Fig. 6. However, they cover large parts of the plot because of the small influence of the effective range.

Finally, we explain how these numerical uncertainties of ratios of distributions were estimated in Fig. 6 and Fig. 7: The numerical uncertainty of the ratio $r$ of distributions $\rho^{(1)}$ and $\rho^{(2)}$ given by

$$r(E_{nn}) := \frac{\rho^{(1)}(E_{nn})}{\rho^{(2)}(E_{nn})}$$

was estimated according to

$$\Delta r(E_{nn}) = \sqrt{\left(\frac{\Delta \rho^{(1)}(E_{nn})}{\rho^{(2)}(E_{nn})}\right)^2 + \left(\frac{-\rho^{(1)}(E_{nn})}{(\rho^{(2)}(E_{nn}))^2}\right)^2 \Delta \rho^{(2)}(E_{nn})}$$

by using the uncertainties of the distributions denoted by $\Delta \rho^{(1)}$ and $\Delta \rho^{(2)}$. That is the standard formula for the propagation of uncertainties based on the linearization of the functions under the assumption that the two distributions are not correlated. If we would assume a correlation of 1 between the distributions (for all energies), the uncertainty bands would get much smaller. While this might be a reasonable approximation, we chose to draw more pessimistic uncertainty bands by not using it.
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In this supplemental material, we provide additional details regarding some of our findings and give additional information on our calculations, especially on the model calculations. In Section I the differences between the leading-order Halo EFT calculation and the model calculations are comprehensively analyzed. Section II contains a plot showing the small influence of the $nn$ scattering length on the ground-state $nn$ relative-energy distribution. The two-potential scattering theory used in the main paper is briefly summarized in Section III. Section IV discusses the different available FSI enhancement factors and a “continuous FSI enhancement factor” is introduced. The relations used for computing the FSI effects are laid out in Section V. Section VI and Section VII give more information on the model calculations based on the computer code FaCE. Finally, Section VIII lists the computational parameters of these model calculations.

I. GROUND-STATE nn RELATIVE-MOMENTUM DISTRIBUTIONS: ANALYSIS OF DISCREPANCIES

The comparison of the EFT result with the LGM result in Fig. 2 of the main part has clearly shown that the results are consistent: the LGM result lies within the uncertainty band of the leading-order Halo EFT calculation. Especially in the region of $p < 30$ MeV relevant for the proposed experiment the agreement is good. Nonetheless, we are interested in the sources of the discrepancies and in the possible results we can expect from a Halo EFT calculation at next-to-leading-order.

This analysis of discrepancies is already summarized in Section III.A of the main part. The purpose of this supplement is to give more detailed information. In the first step of our analysis we list the most obvious causes of the difference:

1. phenomenological LGM three-body potential;
2. different effective range expansion (ERE) parameters;
3. different off-shell properties of the two-body interactions, which are possibly not completely compensated by the used three-body forces (see Ref. [1] for details on this topic);
4. EFT calculation is LO; at higher order:
   (a) additional terms of the ERE can change the results (especially the unitary term of the $nc$ system);
   (b) interactions in additional partial waves such as $^2P_{1/2}$ in the $nc$ system contribute.

In order to estimate which of the possible origins are more relevant we do some additional calculations. We introduce variations of our default physical input parameters for LGM. The parameter sets are

- LGM1: standard version of LGM input parameters for $^6$He;
- LGM2: LGM1, but $nc$ interaction only in $^2P_{3/2}$ ($nc$ interaction in $s$-wave, $d$-wave and $^2P_{1/2}$ is turned off);
- LGM3: LGM2, but three-body potential deactivated.

Physically speaking, we have introduced alternative Hamilton operators for the local Gaussian model to be solved by FaCE. With the variations of the LGM calculation we can analyze the influence of the $nc$ channels which are not present in the leading-order Halo EFT calculation. And we can investigate the influence of the phenomenological three-body potential.

While turning the $nc$ $s$-wave and $d$-wave interaction off is easy, turning the interaction in $^2P_{1/2}$ off and keeping the one in $^2P_{3/2}$ unchanged is a bit trickier. We do it by tuning the depth of the central and of the spin-orbit potential. This achieves exactly the effect we want, since both potentials have the same range. Details can be found in Section VII.

Since the used three-body potential is phenomenological, its parameters are not directly fixed by more fundamental processes. Thus we employ also variations of LGM1 and LGM2 where the range of three-body potential is reduced.
For these the range parameter $\rho_{3B}$ a value of 2.5 fm instead of 5.0 fm was used, and they are denoted by LGM1SR and LGM2SR. In all variations of the LGM calculation—except for LGM3—the depth of the three-body potential is adjusted to provide the correct binding energy for the three-body system\(^1\).

In order to be able to do more fine-grained comparison we use another model, which is less elaborate than those that can be solved by FaCE, but is also useful for this analysis. We turn our Halo EFT code, which solves the Faddeev equations in momentum space, into a model calculation by using a different set of t-matrices. Separable potentials with Yamaguchi form factors are able to provide reasonable fits to $nn$ and $nc$ phase shifts. We use the separable t-matrices corresponding to those potentials and call this model “Yamaguchi model” (YM). It is similar to calculations in Refs. [2–4]. Since it is a momentum-space calculation, it is also easy to use the Halo EFT type three-body force in this model. Here, the t-matrices are connected to the potential parameters via the Lippmann-Schwinger equation. The potential parameters are in turn fixed by the lowest-order parameters of the effective range expansion. The Yamaguchi separable potential in partial wave $l$ reads

$$\langle p,l|V_{YG;l}|p',l'\rangle = 4\pi \delta_{l,l'} \delta_{l,l'} g_{YG;l}(p) \lambda_l g_{YG;l}(p') ,$$  \(1\)

where $g_{YG;l}(p) = p^l \left(1 + \frac{p^2}{M^2}\right)^{-l-1}$ is the Yamaguchi form factor. This potential thus has two parameters: the strength parameter $\lambda_l$ and the regulation scale $\beta_l$. The corresponding t-matrix\(^2\)

$$\langle p,l|t_{YG;l}(E)|p',l'\rangle = 4\pi \delta_{l,l'} \delta_{l,l'} g_{YG;l}(p) \tau_l(E) g_{YG;l}(p') ,$$  \(2\)

is given by the Lippmann-Schwinger equation for separable potentials:

$$\tau_l^{-1}(E) = \lambda_l^{-1} - 4\pi \int dq q^2 \frac{g^2_{YG;l}(q)}{E - q^2 / (2\mu) + i\epsilon} .$$  \(3\)

The real part of $\tau_l^{-1}(E)$ can be expanded in powers of $k^2$ to match it with the effective range expansion. The strength of the potential and the regulation scale are then determined by the lowest two effective-range-expansion parameters. In our standard YM calculation we use the following parameters: $\lambda_{nn} = -4.293 \times 10^{-7}$ MeV$^{-2}$, $\beta_{nn} = 230.1$ MeV, $\lambda_{nc} = -1.929 \times 10^{-11}$ MeV$^{-4}$ and $\beta_{nc} = 296.2$ MeV. As in the Halo EFT calculation the $nn$ interaction is purely s-wave, while the $nc$ interaction is purely in $2F_{3/2}$. (Note that for the sake of simplicity we omitted the indices for total subsystem angular momentum $j$ in Eq. (1) as well as in the equations for the t-matrix elements, even though the interaction in p-waves is dependent on $j$.) In order to investigate certain effects, it is also possible to remove certain terms from the effective-range expansion. We perform also the following modified YM calculations differing in the $nc$ t-matrices:

- The standard one denoted by YM1 contains terms up to $k^8$ in the denominator of the $nc$ t-matrix as they follow from Eq. (3) (higher-order terms do not exist).
- In contrast, in the so-called YM2 calculation the unitary term is missing from the $nc$ t-matrix, i.e., there is no $ik^3$ in $\tau_l^{-1}(E)$. This is done in order to have a version more similar to the leading-order Halo EFT calculation, where the unitarity term of the $nc$ interaction is not included. (The unitarity term is an NLO effect in the power counting devised in Ref. [5] and used in Ref. [6].)
- The YM3 model tries to be even closer to the LO Halo EFT nc amplitude by removing the $k^4$ and the $k^6$ term from $\tau_l^{-1}(E)$. The $k^8$ term is not removed in order to avoid unphysical poles in the probed region of the t-matrices $k^2 \leq -2\mu B_3^{(0)}$.

Before we compare the results of the described calculations, we make some general remarks that we want to keep in mind during the analysis. Firstly, potentials are not observable. So, when we discuss the actions of different potentials, we talk about the properties of tools but not about physical observables. Secondly, when doing various calculations differing in the used potentials, one has to be aware of the fact that the action of a potential in terms of yielding a specific wave function is not absolute but relative to the other potentials in play. Thirdly, we want to consider the statements of Ref. [1] on the relation between two- and three-body forces. Polyzou and Glöckle found that different sets of two-body interactions with the same bound states and phase shifts can be made to yield the same three-body bound states and three-body phase shifts, if the appropriate three-body force is used together with

---

1 In order to do this we used a root-finding routine for running FaCE and adjusting the three-body force to the desired binding energy.

2 Note, that this is the general formula for the two-body t-matrix of this Yamaguchi model. For the three-body calculation, the three-body embeddings of the t-matrices are necessary. Such an embedding is described by Eq. (16) of the main part.
one of the two two-body interactions. That means that is pointless to discuss whether a three-body force is present in a system or not. As they state, however, it can be meaningful to discuss whether a model needs a three-body force. We will focus on this aspect, and examine whether certain three-body forces are able to compensate for the different off-shell properties of two-body potentials in LGM, LO Halo EFT, and the YM. Even though the local $l$-dependent potentials of the LGM calculation and the t-matrices in the EFT calculation yield approximately the same phase shifts at low energies, they do not have the same off-shell behavior.

Figure 1 shows in the left panel results of LGM1, LGM2 and LGM3 in comparison with the EFT result. In the right panel the same comparison is shown including LGM calculations with more short-ranged three-body forces. It can be seen that LGM2, having only the interaction channels present in the LO Halo EFT calculation, agrees better with the EFT result than LGM1. Since LGM2 is in terms of its two-body interactions more similar to the LO EFT calculation than LGM1 and the three-body forces are tuned to the binding energy, this agrees with our expectation. If the phenomenological three-body potential of the local Gaussian model is turned off (LGM3), the agreement gets worse. Having Ref. [1] in mind, we would conclude the combination of the EFT three-body force in the EFT calculation and the phenomenological three-body force of LGM is able to compensate at least partly for the differences in the off-shell behavior of the EFT and LGM potentials. Furthermore, looking at the right panel, we observe that using the more short-ranged three-body potential in the local Gaussian models improves the agreement slightly. However, the influence of this variation seems to be small: although LGM2 is closer to the LO Halo EFT result than LGM1 it is still some distance away. Will this gap be reduced at NLO?

![Figure 1](image_url)

Figure 1. LGM results in comparison with the Halo EFT result. The depth parameter of the three-body potential in the LGM calculations LGM1 and LGM2 was in both cases tuned to reproduce $B_3^{(0)}$. LGM1SR and LGM2SR use a more short-ranged version of this three-body potential, the depth parameter was in both cases readjusted to the physical binding energy. Again, the distributions are divided by their value at a certain position, which is indicated by the red cross. The vertical lines indicate relative energies of 1 MeV and 3 MeV.

We want to remind the reader that there is no problem, Halo EFT at LO and LGM agree within the uncertainty bands. But we now analyze this further as we want to get a more detailed understanding of the difference. One relevant not yet investigated source of possible deviations is the fact that the power counting we use here retains only the lowest terms of the effective range expansion in the $nn$ t-matrix in $1S_0$ and the $nc$ one in $2P_3/2$. Furthermore, while in case of the $nn$ t-matrix the unitary term is contained, that is not true for the $nc$ t-matrix. In order to investigate the influence of these truncations of the two-body t-matrices we do the Yamaguchi model calculation. While the standard version denoted by YM1 contains the full $nc$ t-matrix according to the Lippmann-Schwinger equation for separable potentials, we do variations with the unitary term missing (YM2 and YM3). All three Yamaguchi models contain a three-body force of the same form as that used in the Halo EFT calculation. As usual, its strength is tuned to the three-body binding energy.

In preparation for comparing different variants of YM with Halo EFT, we have to check that the YM calculations yield results similar to our local Gaussian models. Figure 2 shows LGM2 in comparison with YM1 and an EFT calculation, with the three-body forces of all three calculations tuned to the physical binding-energy. LGM2 was chosen because it has the same interaction channels as YM1 and the LO EFT for $^6$He.
It can be seen that the discrepancy between LGM2 and YM1 is much smaller than the one between LGM2 and the EFT. This implies, that if one understands roughly the discrepancy between YM1 and EFT, one probably also understands much of the difference between LGM2 and EFT. Therefore, we proceed with comparisons of different variants of the Yamaguchi model with the EFT.

Figure 3 shows the three YM calculations in comparison with the EFT calculation. It can be seen that YM2 agrees better with the EFT curve than YM1. This shows that the unitary term of the *nc* interaction, which is not present in the LO Halo EFT calculation, has a remarkable influence. The agreement of YM3, where additional higher order terms are also removed, with EFT is even better. As a conclusion, we can say that higher order terms of the *nc* interaction have a significant influence on the distribution at higher momenta. While we can expect improved agreement of an NLO Halo EFT calculation with LGM because of the EFT principles, we have now seen specific effects, in particular the unitarity piece of the *nc* t-matrix, that will make an NLO result agree better with model calculations.
It can be seen that the influence of the scattering length on the ground-state distribution is quite small. The discussion of Appendix B of the main part regarding the uncertainty bands applies analogously.

III. SUMMARY OF TWO-POTENTIAL SCATTERING THEORY RESULTS WE USE

The purpose of this section is to review the findings of two-potential scattering theory used in Section IV of the main part of the paper in a bit more detail. The discussion presented here is based on that in Ref. [7]. The two potentials are given by the production potential \( V \) and the potential \( U \) causing the final-state interactions. We make use of a helpful identity of two-potential scattering theory for calculating the probability amplitude of the transition from a state \( |\alpha\rangle \) to a state \( |\beta\rangle \):

\[
T_{\beta\alpha} = \langle \beta | T_{U+V}^{(+)} | \alpha \rangle .
\]

These states satisfy the equations \( H_0 |\alpha\rangle = E_\alpha |\alpha\rangle \) and \( H_0 |\beta\rangle = E_\beta |\beta\rangle \) with \( E_\alpha = E_\beta = E \). \( H_0 \) should be thought of as the part of the Hamiltonian that does not include the interactions \( U \) and \( V \). The operator \( T_{U+V}^{(+)} \) is then the t-matrix for scattering involving \( U \) and \( V \). It satisfies the Lippmann-Schwinger equation

\[
T_{U+V}^{(+)} = (U + V) + (U + V) G_0^{(+)} T_{U+V}^{(+)} .
\]

We follow the approach of Ref. [7] and dissect this overall t-matrix using the Møller operators that correspond to the potentials \(^3\):

\[
\Omega_U^{(\pm)} = 1 + (E - H_0 - V \pm i \epsilon)^{-1} V .
\]

Employing these operators we can rewrite \( T_{U+V}^{(+)} \), as

\[
T_{U+V}^{(+)} = \left( \Omega_U^{(-)} \right)^\dagger V \Omega_U^{(+)} + \left( \Omega_U^{(-)} \right)^\dagger U .
\]

The second term only contributes for elastic scattering reactions as \( V \), which causes the production of the final state, is missing there. We now specialize to cases in which \( V \) induces a transition to an eigenstate of \( H_0 \) that is orthogonal

\(^3\) The general Møller operator with a general \( H_0 \) having orthonormal eigenstates \( |\phi_\xi\rangle \) with energies \( E_\xi \) reads \( \Omega_U^{(\pm)} = 1 + \int d\xi \langle E_\xi - H_0 - V \pm i \epsilon \rangle^{-1} V |\phi_\xi\rangle \langle \phi_\xi| \). E.g., in the case of a two-body system with \( H_0 = p^2/(2\mu) \) the Møller operator reads \( \Omega_U^{(\pm)} = 1 + \int d^3p \langle E_p - H_0 - V \pm i \epsilon \rangle^{-1} V |p\rangle \langle p| \). The latter formula can be found in Ref. [8]. Since we assume in our discussion that the Møller operator acts on the eigenstate with energy \( E \); no integral and no projection operator is needed.
to the initial eigenstate $|\alpha\rangle$, e.g., because this new overall state contains a subsystem that has a different energy than the initial energy of this subsystem. This is the case if $V$ induces the transition from a bound state to a scattering state in a subsystem. Therefore we have

$$T_{\beta\alpha} = \langle \beta | \left( \Omega U_0^{(-)} \right)^{\dagger} V \Omega U_{0+V}^{(+)} | \alpha \rangle .$$

We now modify the previous discussion to accommodate the case that the final-state interaction $U$ is part of the Hamiltonian that describes the initial state. In such a case the stationary Schrödinger equation for the initial state becomes $(H_0 + U)|\alpha\rangle = E_0 |\alpha\rangle$. We continue to assume a free final state, so $H_0 |\beta\rangle = E_{\beta} |\beta\rangle$ stays unchanged. Goldberger and Watson show in Ref. [7], that in this case the expression (8) can be recast as

$$T_{\beta\alpha} = \langle \beta | \left( \Omega U_0^{(-)} \right)^{\dagger} V \left( \mathbb{1} + (E - K - U - V + i\epsilon)^{-1} V \right) | \alpha \rangle ,$$

i.e., our previous result from Eq. (8) with the right-most $U$ of the $\Omega U_{0+V}$ removed. This result can also be obtained from Eq. (8) with a redefinition of $U$ given by $U \rightarrow (\mathbb{1} - |\alpha\rangle\langle\alpha|) U (\mathbb{1} - |\alpha\rangle\langle\alpha|)$.

With Eq. (9) we have arrived at the relation which is the starting point for the direct calculation of $nn$ FSI as well as the derivation of the enhancement factors.

**IV. DETAILS ON THE FSI ENHANCEMENT FACTORS**

In this section we briefly sketch the derivation of FSI enhancement factors and also discuss the multiple options available for enhancement factors. The starting point for the derivation is Eq. (9). We consider a final state of definite momentum: $|\beta\rangle = |p\rangle$. The initial state is the bound state $|\Psi\rangle$. The expression for the transition amplitude $T$ then reads

$$T = \langle \Phi_p^{(-)} | V \left( \mathbb{1} + (E - K - U - V + i\epsilon)^{-1} V \right) |\Psi\rangle ,$$

where $\langle \Phi_p^{(-)} |$ is the scattering state corresponding to a plane wave of momentum $p$ as incoming wave. If the production potential $V$ is weak, taking only the lowest order of the modified Møller operator\(^4\) on the right is already a good approximation: $T \approx \langle \Phi_p^{(-)} | V |\Psi\rangle$. Evaluating this expression for a local production potential in coordinate space and taking only $s$-waves into account yields

$$T \propto \int dr \, r^2 \left( \Phi_p^{(-)}(r) \right)^* V(r) \Psi(r) .$$

For short distances the scattering wave function $\Phi_p^{(-)}(r)$ can be approximated using the Jost function $D(E)$:

$$\Phi_p^{(-)}(r) \approx N ((D(E))^*)^{-1} \sin (pr) / (pr) ,$$

where $E = p^2/(2\mu)$ holds. $N$ is a normalization constant. This approximation becomes exact at $r = 0$. If the wave function of the initial state or the production potential are sufficiently short-ranged, this is a good approximation for the important part of the integral (11) and the relation $T \propto (D(E))^{-1} \int dr \, r^2 V(r) \Psi(r) \sin (pr) / (pr)$ holds.

To gain further insight into this result we deviate slightly from Ref. [7] and switch to momentum space. By using the definition for the zeroth spherical Bessel function $j_0(x) := \sin (x) / x$ and the orthogonality relation for the spherical Bessel functions we obtain for the momentum-space scattering wave function

$$\langle p' | \Phi_p^{(-)} \rangle = \int \frac{1}{(D(E))^2} \int d^3r \, r^2 j_0^*(p' r) j_0(pr) \propto \frac{1}{(D(E))^2} \frac{\delta(p' - p)}{p^2} .$$

\(^4\) We call it “modified” as the full Møller operator itself would have $U + V$ instead of $V$ on the right, see Eq. (6) with $V \rightarrow U + V$. 

This momentum-space approach makes evaluation of the expression for the transition amplitude straightforward:

\[ T \approx \langle \Phi_p(-) | V | \Psi \rangle = \langle \Phi_p(-) | \tilde{\Psi} \rangle = \int dp' p'^2 \langle \Phi_p(-) | p' \rangle \langle p' | \tilde{\Psi} \rangle \propto \frac{1}{D(E)} \tilde{\Psi}(p), \quad (14) \]

where we replaced \( V |\Psi\rangle \) as \( |\tilde{\Psi}\rangle \) for simplicity without loss of generality. Squaring, we find for the transition probability the expression

\[ |T|^2 \propto |D(p^2 / (2\mu))|^{-2} |\tilde{\Psi}(p)|^2. \quad (15) \]

The first factor is usually called the FSI enhancement factor. In this case it is the factor from Ref. [7]:

\[ G_1(p) := |D(p^2 / (2\mu))|^{-2}. \quad (16) \]

This derivation shows that it is possible to obtain different enhancement factors by inserting different approximations for the scattering wave function in Eq. (11). If the production potential or the initial wave function entering there peaks at some \( \tilde{r} \), we search for an approximation of the scattering wave function \( \Phi_p(-)(r) \) that is good around this \( r = \tilde{r} \). If \( \tilde{r} \) is large enough that the effects of the final-state interaction potential \( U \) are small for \( r > \tilde{r} \) then we can make the approximation

\[ \Phi_p(-)(r) \approx g(pr)|_{r=\tilde{r}} \sin (pr) \frac{\sin (pr)}{pr}, \quad (17) \]

with the function \( g \) determined by our approximation, the integral over \( r \) again picks out a particular momentum in the wave function \( |\Psi\rangle \), and one obtains for the transition probability the relation

\[ |T|^2 \propto G_{g,\tilde{r}}(p)|\tilde{\Psi}(p)|^2, \quad (18) \]

with the enhancement factor now given by

\[ G_{g,\tilde{r}}(p) = |g(pr)|^2. \quad (19) \]

This result simplifies the derivation of additional enhancement factors and determines also how these have to be used.

If we assume that the production potential \( V \) does (almost) not change the momentum \( p \), we can replace \( \tilde{\Psi} \) in Eq. (18) (or Eq. (15) respectively) by \( \Psi \) and obtain

\[ \rho^{(G_1)}(p) \propto G_1(p) \rho(p), \quad (20) \]

where we write \( \rho \) for the probability distribution given by the absolute square of the wave function times measure factors. Note, that this relation does not determine the absolute value of the distribution but its momentum dependence, as we have already neglected normalization factors at some points. If the knockout reaction would have 100% probability, then the absolute values of the final probability distribution would be fixed by the conservation of probability. However, there are also other final states we do not observe and in order to predict the amount of probability of producing the final state of interest more detailed knowledge of the production potential would be necessary.

Up to this point, the discussion of FSI enhancement factors was specific to two-body systems. The underlying two-potential scattering theory holds generally for \( n \)-body systems, as can be seen from our discussion. Therefore, the derivation of FSI enhancement factors can be generalized to \( n \)-body systems, if the FSI happens (approximately) only in a certain two-body subsystem (see, e.g., Refs. [7, 9]). The considered final state of this subsystem would then be a state of definite momentum. Since the FSI enhancement factor factorizes the FSI from the action of the production potential, it can be used not only in the case where the production potential acts in the same subsystem as the FSI potential, but also in cases where the two act on different subsystems of the overall \( n \)-body system. The requirement for introducing the enhancement factor is that the coordinate-space \( \Psi \) peaks sharply enough in the subsystem such that this approximation can be made.

This derivation and discussion shows that enhancement factors are a viable way to treat \( nn \) FSI in the reaction \(^6\text{He}(p, p\alpha)nn\). We thus now turn to a brief review of different \( nn \) FSI enhancement factors that have been used in the literature. The explicit expression for the Jost-function based enhancement factor \( G_1(p) \) derived in Ref. [7] is given by\(^5\)

\[ G_1(p) = \frac{((p^2 + \alpha^2) r_{nn}/2)^2}{(-a_{nn}^{-1} + \frac{r_{nn}}{2}p^2)^2 + p^2}, \quad (21) \]

\(^5\) Note, that in Ref. [7] the enhancement factor has \( 1/a_{nn} \) instead of \( -1/a_{nn} \) in the denominator. This is rooted in a different sign convention for the scattering length. We define \( k \cot (\delta_0(k)) = -1/a_0 + r_0k^2/2 + O(k^4) \).
where $\alpha$ is given by $1/r_{nn} \left( 1 + \sqrt{1 - 2r_{nn}/a_{nn}} \right)$. One advantage of this expression is the right asymptotic behavior for $p \to \infty$. The relation $\lim_{p \to \infty} G_1(p) = 1$ is fulfilled, meaning that for infinitely high energies the effect of the final-state interaction becomes negligible.

There is also another enhancement factor given in Ref. [10], which reads

$$G_2(p) = \frac{(a_{nn}^{-1} - \frac{2}{a_{nn}} p^2 - r_{nn}^{-1})^2}{(a_{nn}^{-1} - \frac{2}{a_{nn}} p^2)^2 + p^2}. \quad (22)$$

It can been seen as a special case of our more general FSI enhancement factor $G_{r}$, which has a continuous parameter $\tilde{r}$ describing the scale at which the production potential is assumed to peak sharply and where the final-state interaction is already almost zero. This enhancement factor is given by

$$G_{\tilde{r}}(p) = \frac{(a_{nn}^{-1} - \frac{2}{a_{nn}} p^2 - \tilde{r}^{-1})^2}{(a_{nn}^{-1} - \frac{2}{a_{nn}} p^2)^2 + p^2}. \quad (23)$$

Its full derivation can be found in Section IV B. $G_{\tilde{r}}$ and $G_2$ have the correct asymptotic behavior for $p \to \infty$. Note that it is not sensible to use $G_{\tilde{r}}$ in the limit $\tilde{r} \to 0$, as it diverges there, and the assumptions invoked in its derivation cease to be valid. If one assumes that the production potential peaks at (almost) zero range, we recommend using $G_1$, as it is designed for this case. The derivation uses the exact wave function at $r = 0$, while the derivation of $G_2$ laid out in Section IV B uses the asymptotic form of the wave function $\Phi_{p\tilde{r}}^-(r)$ to set the value of $g(p\tilde{r})$. This only makes sense if $\tilde{r}$ is greater than the range of the potential.

### A. FSI enhancement factors and the direct calculation

Because we also derived the FSI enhancement factors from two-potential scattering theory it is straightforward to make the connection between them and the direct calculation of FSI. The FSI enhancement factor $G_{\tilde{r}}$ from Eq. (23), which can be seen as a generalization of the factor $G_2$, can be obtained from Eq. (36) of the main part. To do that the limit $\Lambda \to \infty$ is taken and the integral approximated as

$$\int dp' \frac{p'^2 \Psi_c(p', q) - p^2 \Psi_c(p, q)}{p'^2 - p^2} \approx -\frac{\pi}{2} \tilde{r}^{-1} \Psi_c(p, q). \quad (24)$$

In this case the FSI becomes completely independent of the momentum $q$ and we obtain for the final wave function

$$\Psi_c^{(G_{\tilde{r}})}(p, q) = \left( 1 + \frac{-\tilde{r}^{-1} - ip}{a_{nn}^{-1} - \frac{2}{a_{nn}} p^2 + ip} \right) \Psi_c(p, q). \quad (25)$$

The corresponding FSI enhancement factor reads

$$\left| 1 + \frac{-\tilde{r}^{-1} - ip}{a_{nn}^{-1} - \frac{2}{a_{nn}} p^2 + ip} \right|^2 = G_{\tilde{r}}(p). \quad (26)$$

This provides an alternative interpretation of the FSI enhancement factor: we now see that it corresponds to assuming that the real part of the integral in Eq. (35) of the main part can be approximated by $\Psi_c(p, q)$ times a number of order $1/\tilde{r}$.

### B. A derivation for a continuous FSI enhancement factor

On the basis of Eq. (17) and of Eq. (19) we derive a more generic FSI enhancement factor for the case that the production potential $V$ in Eq. (11) peaks sharply at some $r = \tilde{r}$. Additionally, we assume that this radius $\tilde{r}$ is outside of the range of the FSI potential.

We obtain an approximation for the $s$-wave part of the scattering wave function, $\Phi_p^{(-)}(r)$, which we abbreviate as $\Phi_0(r)$. The general expression for the $s$-wave scattering wave function outside the range of the potential reads

$$\Phi_0(r) \propto \frac{1}{2ik} \left( 1 + 2ikf_0(k) \right) \frac{e^{ikr}}{r} - \frac{e^{-ikr}}{r}, \quad (27)$$

where $k$ is given by $1/r_{nn} \left( 1 + \sqrt{1 - 2r_{nn}/a_{nn}} \right)$.
where \( f_0(k) \) is the s-wave partial wave scattering amplitude given by \((k \cot(\delta_0(k)) - ik)^{-1}\). A formal manipulation yields

\[
\Phi_0^s(r) \propto \frac{\sin(kr)}{kr} \left(1 + ikf_0(k) + kf_0(k) \cot (kr)\right),
\]

which fits the pattern described in Eq. (17). Based on Eq. (19) we obtain the enhancement factor

\[
|1 + ikf_0(k) + kf_0(k) \cot (kr)|^2.
\]

Finally, we insert the effective range expansion up to second order for \( f_0(k) \) and make the approximation \( k \cot (kr) \approx 1/\tilde{r} \), which holds for small \( kr \):

\[
|1 + ikf_0(k) + kf_0(k) \cot (kr)|^2 \approx \frac{(-1/a_0 + r_0 k^2/2 + k \cot (kr))^2}{(-1/a_0 + r_0 k^2/2)^2 + k^2} \approx \frac{(-1/a_0 + r_0 k^2/2 + 1/\tilde{r})^2}{(-1/a_0 + r_0 k^2/2)^2 + k^2} =: G_{\tilde{r}}(k).
\]

\[ \text{\textbf{V. AUXILIARY CALCULATIONS FOR THE FSI FORMULA}} \]

The starting point for this appendix is the following integral:

\[
I(p,q) := \int dp' p'^2 g_l(p') (p^2 - p'^2 + i\epsilon)^{-1} \Psi_{c}(p',q),
\]

which appears with \( l = 0 \) in Eq. (35) of the main part. We can rewrite this integral as

\[
I(p,q) = \int dp' \frac{g_l(p') p'^2 \Psi_{c}(p',q) - g_l(p) p^2 \Psi_{c}(p,q)}{p'^2 - p^2} + g_l(p) p^2 \Psi_{c}(p,q) \int dp' \frac{1}{p'^2 - p^2 + i\epsilon}.
\]

\[
= \int dp' \frac{g_l(p') p'^2 \Psi_{c}(p',q) - g_l(p) p^2 \Psi_{c}(p,q)}{p'^2 - p^2} - \pi p g_l(p) \Psi_{c}(p,q) =: I_1(p,q) - \frac{\pi}{2} p g_l(p) \Psi_{c}(p,q).
\]

However, the first integral \( I_1(p,q) \), which shall be computed numerically, is not an integral over a finite range, as the regulator, \( g_l(p) \) in the second term regulates in \( p \) but not in the integration variable \( p' \). This would complicate the numerical calculation of it. We focus on the case of form factors with Heaviside functions as regulators:

\[
g_l(p) = \Theta(\Lambda - p) p^l.
\]

In this case, we can circumvent this difficulty. We split this first integral into an integral over a finite range, which can be easily calculated numerically, and an integral over an infinite range. The latter one does not depend on the wave function, thus it can be computed analytically. We obtain

\[
I_1(p,q) = \int_0^\Lambda dp' p'^2 p'^l \Psi_{c}(p',q) - p^2 p^l \Psi_{c}(p,q) - g_l(p) p^2 \Psi_{c}(p,q) \int_\Lambda^\infty dp' \frac{1}{p'^2 - p^2} = \int_0^\Lambda dp' p'^2 p'^l \Psi_{c}(p',q) - p^2 p^l \Psi_{c}(p,q) + \frac{1}{2} p g_l(p) p \Psi_{c}(p,q) \ln \left( \frac{A + p}{\Lambda - p} \right),
\]

where we have assumed that \( p < \Lambda \) holds. Based on this result we obtain for \( I(p,q) \) the relation

\[
I(p,q) = \int_0^\Lambda dp' p'^2 p'^l \Psi_{c}(p',q) - p^2 p^l \Psi_{c}(p,q) + \left( \frac{1}{2} \ln \left( \frac{A + p}{\Lambda - p} \right) - i \frac{\pi}{2} \right) p g_l(p) p \Psi_{c}(p,q).
\]

\[ \text{\textbf{VI. MOMENTUM-SPACE WAVE FUNCTIONS FROM THE FACE RESULTS}} \]

We describe the calculation of the momentum-space wave function from the FaCE output following Ref. [11] and Ref. [12]. With FaCE we obtain value tables for the \( \chi_{K,l}^S(\rho) \) functions. In a first step towards a wave function depending on \( p \) and \( q \) momenta, we calculate a momentum-space analog of \( \chi_{K,l}^S(\rho) \), i.e. \( \chi_{K,l}^S(P) \):

\[
\chi_{K,l}^S(P) = i^K P^{-2} \int_0^\infty \chi_{K,l}^S(\rho) J_{K+2}(P\rho) \sqrt{\rho} d\rho,
\]
where the cylindrical Bessel function of order $i$ is given by $J_i$.

In a next step, we obtain the wave function. Note that we use in this context a convention for the Jacobi momenta which is different from the one in our EFT calculations. The convention employed here is used, e.g., in Ref. [12]: we mark these "new" Jacobi momenta with a tilde. In the case of the core as spectator the relations between these two sets are given by

$$p_c = \tilde{p}_c/\sqrt{2},$$

$$q_c = \tilde{q}_c/(A_c + 2)/(2A_c),$$

where $A_c$ is the core-to-neutron mass ratio. Note that in case of $p_c$ and $q_c$ we omit the index in many cases completely, as the function or the bra/ket usually already has an index. The total wave function containing all partial wave components reads

$$\Psi^{(cp)}(\tilde{p}_c, \tilde{q}_c) = \sum_{K,l} \chi^{S=0}_{K,l}(P) \tilde{Y}^{l,l}_{K,L=0,0}(\tilde{p}_c, \tilde{q}_c) |S = 0, M_S = 0\rangle$$

$$+ \sum_{K,l} \chi^{S=1}_{K,l}(P) \left[ \tilde{Y}^{l,l}_{K,L=1,0}(\tilde{p}_c, \tilde{q}_c) |S = 1, M_S\rangle \right]_{J=0,M_J=0},$$

where the hyperspherical harmonic is denoted by $\tilde{Y}^{l,l}_{K,L,M_L}(\tilde{p}_c, \tilde{q}_c)$ with the subsystem orbital angular momentum quantum numbers $l$ and $\lambda$ and the total orbital angular momentum quantum number $L$ and its projection $M_L$. $\alpha$ is the hyperangle given by $\alpha := \tan(\tilde{p}_c/\tilde{q}_c)$. The rectangular bracket denotes the coupling of the states to the specified $J$ and $M_J$. The momentum $P$ is the hypermomentum\(^6\) defined as $P^2 := \tilde{p}_c^2 + \tilde{q}_c^2$.

The hyperspherical harmonics are given by

$$\tilde{Y}^{l,l}_{K,L,M_L}(\tilde{p}_c, \tilde{q}_c) := \Phi^{l,l}_{K,L}(\alpha) \tilde{Y}^{L,M_L}_{l,l}(\tilde{p}_c, \tilde{q}_c),$$

where the coupled spherical harmonic is denoted by $\tilde{Y}^{L,M_L}_{l,l}(\tilde{p}_c, \tilde{q}_c)$. The function $\Phi$ is defined by

$$\Phi^{l,l}_{K}(\alpha) := N^{l,l}_{K} (\sin \alpha)^{l}(\cos \alpha)^{\lambda} P_{n+1/2,\lambda+1/2}(\cos(2\alpha)),\quad (41)$$

$$N^{l,l}_{K} := \sqrt{(2K + 4)(K/2 - l)!(K/2 + l + 1)!}/(2^{K+3}/\Gamma((K+3)/2)),\quad (42)$$

where $n = (K - l - \lambda)/2$ holds. The Jacobi polynomial is denoted by $P^n_{\lambda}$.\(^a,b\)

The wave-function component relevant for our investigations is given by

$$\Psi_c(\tilde{p}, \tilde{q}) = \langle \tilde{p}, \tilde{q}; \Omega_c^{(0,0,0)} | \Psi \rangle = \sum_K \chi^{S=0}_{K,l=0}(P) \Phi^{0,0}_{K}(\alpha) \frac{1}{4\pi}.$$  

\(\text{VII. REMOVAL OF THE }^2P_{1/2} \text{ na INTERACTION IN FACE}\)

We describe here how the central and the spin-orbit potential depths are tuned in order to turn the na interaction in the $^2P_{1/2}$ partial wave off while leaving the one in the $^2P_{3/2}$ partial wave unchanged. We make use of the fact that the central and spin-orbit potentials have the same range parameter. Using $L \cdot S = \frac{1}{2} \left( (L + S)^2 - L^2 - S^2 \right)$ we obtain for the combination of central and spin-orbit potential in $^2P_{1/2}$ and $^2P_{3/2}$

$$V^{(2P_{3/2})}(r) = \left( \frac{1}{2} \tilde{V}^{(1)}_{SO} + \tilde{V}^{(1)}_{c} \right) \exp \left( -r^2 / (a_1^2) \right),$$

$$V^{(2P_{1/2})}(r) = \left( -\tilde{V}^{(1)}_{SO} + \tilde{V}^{(1)}_{c} \right) \exp \left( -r^2 / (a_1^2) \right),$$

where we omitted the index specifying the potential type in the range parameter, since this parameter is identical for both types of potentials. These equations make it clear that in order to turn the interaction in $^2P_{1/2}$ off, one need only set $\tilde{V}^{(1)}_{SO} = \tilde{V}^{(1)}_{c}$. By adopting $\tilde{V}^{(1)}_{c} = -35.45 \text{ MeV}$, one then obtains an unchanged overall depth in the $^2P_{1/2}$ channel and zero potential in the $^2P_{1/2}$ channel.

---

\(^6\) Nomenclature for $K$ and the momenta may deviate slightly from the one by Zhukov et al.. In Ref. [12] the momentum $\tilde{p}_c$ is denoted by $p_3$ and $p_{nn}$. The momentum $\tilde{q}_c$ is denoted by $q_3$ and $p_c$.\(^a\)

\(^b\)
When checking the numerical and the model space convergence of the FaCE results, several aspects must be taken into account. First, there is a parameter $K_{\text{max}}$ for the FaCE program. It determines the maximum $K$ for which $\chi_{K,l}^{(S)}(\rho)$ is calculated. FaCE has also additional numerical parameters such as the step width and maximum value of the hyperradius for tabulating the $\chi_{K,l}^{(S)}(\rho)$. The calculation of the momentum distribution from the FaCE results also has model space and numerical integration parameters which have to be checked in the convergence analysis. One parameter is $K_{\text{trunc}}$, that is $\leq K_{\text{max}}$ and determines which wave-function components are used in the calculation of the momentum distribution. The convergence of the FaCE in all these parameters is checked for each calculation.

Table I lists the used values for the most important computational parameters of FaCE and the subsequent calculations. Two different parameter sets corresponding to two different accuracy levels were used in order to estimate the computational uncertainties of the results. The relative deviation between the results obtained with lower and the higher accuracy level (sp vs. hp) for LGM1, LGM2, LGM3, LGM1SR, and LGM2SR is smaller than 2%. (Note that not all parameters which were varied are listed in the table.)

Table I. This table lists the different values for the parameters which were used to determine whether the results are numerically converged. These parameters are the ones of FaCE or subsequent calculations for obtaining the ground-state $nn$ relative-momentum distribution. The one parameter set is labeled as "sp" (standard precision), the other one is labeled as "hp" (high precision). Integration and interpolation boundaries in momentum space are generically denoted with $p_{\text{min}}$ and $p_{\text{max}}$. Note that this table is not complete, but the most important computational parameters are contained in it.

| Parameter                      | sp   | hp   |
|-------------------------------|------|------|
| $K_{\text{max}}$              | 18   | 27   |
| $l_{\text{max}}$              | 12   | 18   |
| $N_{\text{Jac}}$              | 40   | 60   |
| $N_{\text{Lag}}$              | 30   | 60   |
| $rr$                          | 0.3  | 0.225|
| $nb_{\text{max}}$             | 30   | 60   |
| \[\chi_{K,l}^{(S)}(\rho)\] table of $\rho_{\text{max}}$ [fm] | 34.0 | 51.425 |
| \[\Delta \rho_{\text{fm}}\]  | 0.25 | 0.187 |
| $K_{\text{trunc}}$            | 16   | 24   |
| \[\chi_{K,l}^{(S)}(p)\]      | $p_{\text{min}}$ [MeV] | 0.001 | 0.0001 |
| \[\chi_{K,l}^{(S)}(p)\]      | $p_{\text{max}}$ [MeV] | 710   | 1057.5 |
| $N_{\text{mesh points}}$      | 71   | 141  |
| \[\rho_{\text{min}}\]        | 0.001 | 0.0001 |
| \[\rho_{\text{max}}\]        | 478   | 829 |
| $q$-integration               | $N_{\text{mesh points}}$ | 192 | 443 |
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