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Abstract

Executing safe and precise flight maneuvers in dynamic high-speed winds is important for the ongoing commoditization of uninhabited aerial vehicles (UAVs). However, since the relationship between various wind conditions and its effect on aircraft maneuverability is not well understood, it is challenging to design effective robot controllers using traditional control design methods. We present Neural-Fly, a learning-based approach that allows rapid online adaptation by incorporating pre-trained representations through deep learning. Neural-Fly builds on two key observations that aerodynamics in different wind conditions share a common representation and that the wind-specific part lies in a low-dimensional space. To that end, Neural-Fly uses a proposed learning algorithm, Domain Adversarially Invariant Meta-Learning (DAIML), to learn the shared representation, only using 12 minutes of flight data. With the learned representation as a basis, Neural-Fly then uses a composite adaptation law to update a set of linear coefficients for mixing the basis elements. When evaluated under challenging wind conditions generated with the Caltech Real Weather Wind Tunnel with wind speeds up to 43.6 km/h (12.1 m/s), Neural-Fly achieves precise flight control with substantially smaller tracking error than state-of-the-art nonlinear and adaptive controllers. In addition to strong empirical performance, the exponential stability of Neural-Fly results in robustness guarantees. Finally, our control design extrapolates to unseen wind conditions, is shown to be effective for outdoor flights with only on-board sensors, and can transfer across drones with minimal performance degradation.

1 INTRODUCTION

The commoditization of uninhabited aerial vehicles (UAVs) requires that the control of these vehicles become more precise and agile. For example, drone delivery requires transporting goods to a narrow target area in various weather conditions; drone rescue and search require entering and searching collapsed buildings with little space; urban air mobility needs a flying car to follow a planned trajectory closely to avoid collision in the presence of strong unpredictable winds.
Figure 1: Agile flight through narrow gates. (A) Caltech Real Weather Wind Tunnel system, the quadrotor UAV, and the gate. In our flight tests, the UAV follows an agile trajectory through narrow gates, which are slightly wider than the UAV itself, under challenging wind conditions. (B-C) Trajectories used for the gate tests. In (B), the UAV follows a figure-8 through one gate, with wind speed $3.1\, \text{m/s}$ or time-varying wind condition. In (C), the UAV follows an ellipse in the horizontal plane through two gates, with wind speed $3.1\, \text{m/s}$. (D-E) Long-exposure photos (with an exposure time of $5\, \text{s}$) showing one lap in two tasks. (F-I) High-speed photos (with a shutter speed of $1/200\, \text{s}$) showing the moment the UAV passed through the gate and the interaction between the UAV and the wind.
Unmodeled and often complex aerodynamics are among the most notable challenges to precise flight control. Flying in windy environments (as shown in Fig. 1) introduces even more complexity because of the unsteady aerodynamic interactions between the drone, the induced airflow, and the wind (see Fig. 1(F) for a smoke visualization). These unsteady and nonlinear aerodynamic effects substantially degrade the performance of conventional UAV control methods that neglect to account for them in the control design. Prior approaches partially capture these effects with simple linear or quadratic air drag models, which limit the tracking performance in agile flight and cannot be extended to external wind conditions [1, 2]. Although more complex aerodynamic models can be derived from computational fluid dynamics [3], such modeling is often computationally expensive, and is limited to steady non-dynamic wind conditions. Adaptive control addresses this problem by estimating linear parametric uncertainty in the dynamical model in real time to improve tracking performance. Recent state-of-the-art in quadrotor flight control has used adaptive control methods that directly estimate the unknown aerodynamic force without assuming the structure of the underlying physics, but relying on high-frequency and low-latency control [4, 5, 6, 7]. In parallel, there has been increased interest in data-driven modeling of aerodynamics (e.g., [8, 9, 10, 11]), however existing approaches cannot effectively adapt in changing or unknown environments such as time-varying wind conditions.

In this article, we present a data-driven approach called Neural-Fly, which is a deep-learning-based trajectory tracking controller that learns to quickly adapt to rapidly-changing wind conditions. Our method, depicted in Fig. 2 advances and offers insights into both adaptive flight control and deep-learning-based robot control. Our experimental demonstrates that Neural-Fly achieves centimeter-level position-error tracking of an agile and challenging trajectory in dynamic wind conditions on a standard UAV.

Our method has two main components: an offline learning phase and an online adaptive control phase used as real-time online learning. For the offline learning phase, we have developed Domain Adversarially Invariant Meta-Learning (DAIML) that learns a wind-condition-independent deep neural network (DNN) representation of the aerodynamics in a data-efficient manner. The output of the DNN is treated as a set of basis functions that represent the aerodynamic effects. This representation is adapted to different wind conditions by updating a set of linear coefficients that mix the output of the DNN. DAIML is data efficient and uses only 12 total minutes of flight data in just 6 different wind conditions to train the DNN. DAIML incorporates several key features which not only improve the data efficiency but also are informed by the downstream online adaptive control phase. In particular, DAIML uses spectral normalization [8, 12] to control the Lipschitz property of the DNN to improve generalization to unseen data and provide closed-loop stability and robustness guarantees. DAIML also uses a discriminative network, which ensures that the learned representation is wind-invariant and that the wind-dependent information is only contained in the linear coefficients that are adapted in the online control phase.

For the online adaptive control phase, we have developed a regularized composite adaptive control law, which we derived from a fundamental understanding of how the learned representation interacts with the closed-loop control system and which we support with rigorous theory. The use of composite adaptive control was inspired by [13, 14]. The adaptation law updates the wind-dependent linear coefficients using a composite of the position tracking error term and the aerodynamic force prediction error term. Such a principled approach effectively guarantees stable and fast adaptation to any wind condition and robustness against imperfect learning. Although this adaptive control law could be used with a number of learned models, the speed of adaptation is further aided by the concise representation learned from DAIML.

Using Neural-Fly, we report an average improvement of 66% over a nonlinear tracking controller, 42% over an $L_1$ adaptive controller, and 35% over an Incremental Nonlinear Dynamics Inversion (INDI) controller. These results are all accomplished using standard quadrotor UAV hardware, while running the PX4’s
Figure 2: **Offline meta-learning and online adaptive control design.** (A) The online adaptation block in our adaptive controller. Our controller leverages the meta-trained basis function $\phi$, which is a wind-invariant representation of the aerodynamic effects, and uses composite adaptation (that is, including tracking-error-based and prediction-error-based adaptation) to update wind-specific linear weights $\hat{a}$. The output of this block is the wind-effect force estimate, $\hat{f} = \phi \hat{a}$. (B) The illustration of our meta-learning algorithm DAIML. We collected data from wind conditions $\{w_1, \cdots, w_K\}$ and applied Algorithm 1 to train the $\phi$ net. (C) The diagram of our control method, where the grey part corresponds to (A). Interpreting the learned block as an aerodynamic force allows it to be incorporated into the feedback control easily.
default regulation attitude control. Our tracking performance is competitive even compared to related work without external wind disturbances and with more complex hardware (for example, [4] requires a 10-time higher control frequency and onboard optical sensors for direct motor speed feedback). We also compare Neural-Fly with two variants of our method: Neural-Fly-Transfer, which uses a learned representation trained on data from a different drone, and Neural-Fly-Constant, which only uses our adaptive control law with a trivial non-learning basis. Neural-Fly-Transfer demonstrates that our method is robust to changes in vehicle configuration and model mismatch. Neural-Fly-Constant, $\mathcal{L}_1$, and INDI all directly adapt to the unknown dynamics without assuming the structure of the underlying physics, and they have similar performance. Furthermore, we demonstrate that our method enables a new set of capabilities that allow the UAV to fly through low-clearance gates following agile trajectories in gusty wind conditions (Fig. 1).

Related Work for Precise Quadrotor Control

Typical quadrotor control consists of a cascaded or hierarchical control structure which separates the design of the position controller, attitude controller, and thrust mixer (allocation). Commonly-used off-the-shelf controllers, such as PX4, design each of these loops as proportional-integral-derivative (PID) regulation controllers [15]. The control performance can be substantially improved by designing each layer of the cascaded controller as a tracking controller using the concept of differential flatness [16], or, as has recently been popular, using a single optimization based controller such as model predictive control (MPC) to directly compute motor speed commands from desired trajectories. State-of-the-art tracking performance relies on MPC with fast adaptive inner loops to correct for modeling errors [4, 7], however, this approach requires full custom flight controllers. In contrast, our method is designed to be integrated with a typical PX4 flight controller, yet it achieves state-of-the-art flight performance in wind.

Prior work on agile quadrotor control has achieved impressive results by considering aerodynamics [4, 7, 11, 2]. However, those approaches require specialized onboard hardware [4], full custom flight control stacks [4, 7], or cannot adapt to external wind disturbances [11, 2]. For example, state-of-the-art tracking performance has been demonstrated using incremental nonlinear dynamics inversion to estimate aerodynamic disturbance forces, with a root-mean-square tracking error of 6.6 cm and drone ground speeds up to 12.9 m/s [4]. However, [4] relies on high-frequency control updates (500 Hz) and direct motor speed feedback using optical encoders to rapidly estimate external disturbances. Both are challenging to deploy on standard systems. [7] simplifies the hardware setup and does not require optical motor speed sensors and has demonstrated state-of-the-art tracking performance. However, [7] relies on a high-rate $\mathcal{L}_1$ adaptive controller inside a model predictive controller and uses a racing drone with a fully customized control stack. [11] leverages an aerodynamic model learned offline and represented as Gaussian Processes. However, [11] cannot adapt to unknown or changing wind conditions and provides no theoretical guarantees. Another recent work focuses on deriving simplified rotor-drag models that are differentially flat [2]. However, [2] focuses on horizontal, $xy$-plane trajectories at ground speeds of 4 m/s without external wind, where the thrust is more constant than ours, achieves $\sim$6 cm tracking error [2], uses an attitude controller running at 4000 Hz, and is not extensible to faster flights as pointed out in [11].

Relation between Neural-Fly and Conventional Adaptive Control

Adaptive control theory has been extensively studied for online control and identification problems with parametric uncertainty, for example, unknown linear coefficients for mixing known basis functions [13, 17, 18, 19, 20, 21]. There are three common aspects of adaptive control which must be addressed carefully in any well-designed system and which we address in Neural-Fly: designing suitable basis functions for online
adaptation, stability of the closed-loop system, and persistence of excitation, which is a property related to robustness against disturbances. These challenges arise due to the coupling between the unknown underlying dynamics and the online adaptation. This coupling precludes naive combinations of online learning and control. For example, gradient-based parameter adaptation has well-known stability and robustness issues as discussed in [13]. The idea of composite adaptation was first introduced in [14].

The basis functions play a crucial role in the performance of adaptive control, but designing or selecting proper basis functions might be challenging. A good set of basis functions should reflect important features of the underlying physics. In practice, basis functions are often designed using physics-informed modeling of the system, such as the nonlinear aerodynamic modeling in [22]. However, physics-informed modeling requires a tremendous amount of prior knowledge and human labor, and is often still inaccurate. Another approach is to use random features as the basis set, such as random Fourier features [23, 24], which can model all possible underlying physics as long as the number of features is large enough. However, the high-dimensional feature space is not optimal for a specific system because many of the features might be redundant or irrelevant. Such suboptimality and redundancy not only increase the computational burden but also slow down the convergence speed of the adaptation process.

Given a set of basis functions, naive adaptive control designs may cause instability and fragility in the closed-loop system, due to the nontrivial coupling between the adapted model and the system dynamics. In particular, asymptotically stable adaptive control cannot guarantee robustness against disturbances and so exponential stability is desired. Even so, often, existing adaptive control methods only guarantee exponential stability when the desired trajectory is persistently exciting, by which information about all of the coefficients (including irrelevant ones) is constantly provided at the required spatial and time scales. In practice, persistent excitation requires either a succinct set of basis functions or perturbing the desired trajectory, which compromises tracking performance.

Recent multirotor flight control methods, including INDI [4] and $\ell_1$ adaptive control, presented in [5] and demonstrated inside a model predictive control loop in [7], achieve good results by abandoning complex basis functions. Instead, these methods directly estimate the aerodynamic residual force vector. The residual force is observable, thus, these methods bypass the challenge of designing good basis functions and the associated stability and persistent excitation issues. However, these methods suffer from lag in estimating the residual force and encounter the filter design performance trade of reduced lag versus amplified noise. Neural-Fly-Constant only uses Neural-Fly’s composite adaptation law to estimate the residual force, and therefore, Neural-Fly-Constant also falls into this class of adaptive control structures. The results of this article demonstrate that the inherent estimation lag in these existing methods limits performance on agile trajectories and in strong wind conditions.

Neural-Fly solves the aforementioned issues of basis function design and adaptive control stability, using newly developed methods for meta-learning and composite adaptation that can be seamlessly integrated together. Neural-Fly uses DAIML and flight data to learn an effective and compact set of basis functions, represented as a DNN. The regularized composite adaptation law uses the learned basis functions to quickly respond to wind conditions. Neural-Fly enjoys fast adaptation because of the conciseness of the feature space, and it guarantees closed-loop exponential stability and robustness without assuming persistent excitation.

Related to Neural-Fly, neural network based adaptive control has been researched extensively, but by and large was limited to shallow or single-layer neural networks without pretraining. Some early works focus on shallow or single-layer neural networks with unknown parameters which are adapted online [20, 25, 26, 27, 28]. A recent work applies this idea to perform an impressive quadrotor flip [29]. However, the existing neural network based adaptive control work does not employ multi-layer DNNs, and lacks a principled
and efficient mechanism to pretrain the neural network before deployment. Instead of using shallow neural networks, recent trends in machine learning highly rely on DNNs due to their representation power [30]. In this work, we leverage modern deep learning advances to pretrain a DNN which represents the underlying physics compactly and effectively.

**Related Work in Multi-environment Deep Learning for Robot Control**

Recently, researchers have been addressing the data and computation requirements for DNNs to help the field progress towards the fast online-learning paradigm. In turn, this progress has been enabling adaptable DNN-based control in dynamic environments. The most popular learning scheme in dynamic environments is meta-learning, or “learning-to-learn”, which aims to learn an efficient model from data across different tasks or environments [31, 32, 33]. The learned model, typically represented as a DNN, ideally should be capable of rapid adaptation to a new task or an unseen environment given limited data. For robotic applications, meta-learning has shown great potential for enabling autonomy in highly-dynamic environments. For example, it has enabled quick adaptation against unseen terrain or slopes for legged robots [34, 35], changing suspended payload for drones [36], and unknown operating conditions for wheeled robots [37].

In general, learning algorithms typically can be decomposed into two phases: offline learning and online adaptation. In the offline learning phase, the goal is to learn a model from data collected in different environments, such that the model contains shared knowledge or features across all environment, for example, learning aerodynamic features shared by all wind conditions. In the online adaptation phase, the goal is to adapt the offline-learned model, given limited online data from a new environment or a new task, for example, fine tuning the aerodynamic features in a specific wind condition.

There are two ways that the offline-learned model can be adapted. In the first class, the adaptation phase adapts the whole neural network model, typically using one or more gradient descent steps [31, 34, 36, 38]. However, due to the notoriously data-hungry and high-dimensional nature of neural networks, for real-world robots it is still impossible to run such adaptation on-board as fast as the feedback control loop (e.g., ∼100Hz for quadrotor). Furthermore, adapting the whole neural network often lacks explainability and robustness and could generate unpredictable outputs that make the closed-loop unstable.

In the second class (including Neural-Fly), the online adaptation only adapts a relatively small part of the learned model, for example, the last layer of the neural network [39, 37, 40, 41]. The intuition is that, different environments share a common representation (e.g., the wind-invariant representation in Fig. 2(A)), and the environment-specific part is in a low-dimensional space (e.g., the wind-specific linear weight in Fig. 2(A)), which enables the real-time adaptation as fast as the control loop. In particular, the idea of integrating meta-learning with adaptive control is first presented in our prior work [39], later followed by [40]. However, the representation learned in [39] is ineffective and the tracking performance in [39] is similar as the baselines; [40] focuses on a planar and fully-actuated rotorcraft simulation without experiment validation and there is no stability or robustness analysis. Neural-Fly instead learns an effective representation using a our meta-learning algorithm called DAIML, demonstrates state-of-the-art tracking performance on real drones, and achieves non-trivial stability and robustness guarantees.

Another popular deep-learning approach for control in dynamic environments is robust policy learning via domain randomization [42, 43, 44]. The key idea is to train the policy with random physical parameters such that the controller is robust to a range of conditions. For example, the quadrupedal locomotion controller in [42] retains its robustness over challenging natural terrains. However, robust policy learning optimizes average performance under a broad range of conditions rather than achieving precise control by adapting to specific environments.
2 RESULTS

In this section, we first discuss the experimental platform for data collection and experiments. Second, we discuss the key conceptual reasoning behind our combined method of our meta-learning algorithm, called DAIML, and our composite adaptive controller with stability guarantees. Third, we discuss several experiments to quantitatively compare the closed-loop trajectory-tracking performance of our methods to a nonlinear baseline method and two state-of-the-art adaptive flight control methods, and we observe our methods reduce the average tracking error substantially. In order to demonstrate the new capabilities brought by our methods, we present agile flight results in gusty winds, where the UAV must quickly fly through narrow gates that are only slightly wider than the vehicle. Finally, we show our methods are also applicable in outdoor agile tracking tasks without external motion capture systems.

Figure 3: Training data collection. (A) The xyz position along a two-minute randomized trajectory for data collection with wind speed 8.3 km/h (3.7 m/s), in the Caltech Real Weather Wind Tunnel. (B) A typical 10-second trajectory of the inputs (velocity, attitude quaternion, and motor speed PWM command) and label (offline calculation of aerodynamic residual force) for our learning model, corresponding to the highlighted part in (A). (C) Histograms showing data distributions in different wind conditions. (C) Left: distributions of the $x$-component of the wind-effect force, $f_x$. This shows that the aerodynamic effect changes as the wind varies. (C) Right: distributions of the pitch, a component of the state used as an input to the learning model. This shows that the shift in wind conditions causes a distribution shift in the input.
Experimental Platform

All of our experiments are conducted at Caltech’s Center for Autonomous Systems and Technologies (CAST). The experimental setup consists of an OptiTrack motion capture system with 12 infrared cameras for localization streaming position measurements at 50 Hz, a WiFi router for communication, the Caltech Real Weather Wind Tunnel for generating dynamic wind conditions, and a custom-built quadrotor UAV. The Real Weather Wind Tunnel is composed of 1296 individually controlled fans and can generate uniform wind speeds of up to 43.6 km/h in its 3x3x5m test section. For outdoor flight, the drone is also equipped with a Global Positioning System (GPS) module and an external antenna. We now discuss the design of the UAV and the wind condition in detail.

UAV Design We built a quadrotor UAV for our primary data collection and all experiments, shown in Fig. 1(A). The quadrotor weighs 2.6 kg with a thrust to weight ratio of 2.2. The UAV is equipped with a Pixhawk flight controller running PX4, an open-source commonly used drone autopilot platform [15]. The UAV incorporates a Raspberry Pi 4 onboard computer running a Linux operation system, which performs real-time computation and adaptive control and interfaces with the flight controller through MAVROS, an open-source set of communication drivers for UAVs. State estimation is performed using the built-in PX4 Extended Kalman Filter (EKF), which fuses inertial measurement unit (IMU) data with global position estimates from OptiTrack motion capture system (or the GPS module for outdoor flight tasks). The UAV platform features a wide-X configuration, measuring 85 cm in width, 75 cm in length, and 93 cm diagonally, and tilted motors for improved yaw authority. This general hardware setup is standard and similar to many quadrotors. We refer to the supplementary materials (Section S1) for further configuration details.

We implemented our control algorithm and the baseline control methods in the position control loop in Python, and run it on the onboard Linux computer at 50 Hz. The PX4 was set to the offboard flight mode and received thrust and attitude commands from the position control loop. The built-in PX4 multicopter attitude controller was then executed at the default rate, which is a linear PID regulation controller on the quaternion error. The online inference of the learned representation is also in Python via PyTorch, which is an open source deep learning framework.

To study the generalizability and robustness of our approach, we also use an Intel Aero Ready to Fly drone for data collection. This dataset is used to train a representation of the wind effects on the Intel Aero drone, which we test on our custom UAV. The Intel Aero drone (weighing 1.4 kg) has a symmetric X configuration, 52 cm in width and 52 cm in length, without tilted motors (see the supplementary materials for further details).

Wind Condition Design To generate dynamic and diverse wind conditions for the data collection and experiments, we leverage the state-of-the-art Caltech Real Weather Wind Tunnel system (Fig. 1(A)). The wind tunnel is a 3 m by 3 m array of 1296 independently controllable fans capable of generating wind conditions up to 43.6 km/h. The distributed fans are controlled in real-time by a Python-based Application Programming Interface (API). For data collection and flight experiments, we designed two types of wind conditions. For the first type, each fan has uniform and constant wind speed between 0 km/h and 43.6 km/h (12.1 m/s). The second type of wind follows a sinusoidal function in time, e.g., \(30.6 + 8.6 \sin(t)\) km/h. Note that the training data only covers constant wind speeds up to 6.1 m/s. To visualize the wind, we use 5 smoke generators to indicate the direction and intensity of the wind condition (see examples in Fig. 1 and Video 1).
Figure 4: t-SNE plots showing the evolution of the linear weights ($a^*$) during the training process. As the number of training epochs increases, the distribution of $a^*$ becomes more clustered with similar wind speed clusters near each other. The clustering also has a physical meaning: after training convergence, the right top part corresponds to a higher wind speed. This suggests that DAIML successfully learned a basis function $\phi$ shared by all wind conditions, and the wind-dependent information is contained in the linear weights. Compared to the case without the adversarial regularization term (using $\alpha = 0$ in Algorithm 1), the learned result using our algorithm is also more explainable, in the sense that the linear coefficients in different conditions are more disentangled.

**Offline Learning and Online Adaptive Control Development**

**Data Collection and Meta-Learning using DAIML** To learn an effective representation of the aerodynamic effects, we have a custom-built drone follow a randomized trajectory for 2 minutes each in six different static wind conditions, with speeds ranging from 0 km/h to 22.0 km/h. However, in experiments we used wind speeds up to 43.6 km/h (12.1 m/s) to study how our methods extrapolate to unseen wind conditions (e.g., Fig. 6). The data is collected at 50 Hz with a total of 36,000 data points. Figure 3(A) shows the data collection process, and Fig. 3(B) shows the inputs and labels of the training data, under one wind condition of 13.3 km/h (3.7 m/s). Figure 3(C) shows the distributions of input data (pitch) and label data ($x-$component of the aerodynamic force) in different wind conditions. Clearly, a shift in wind conditions causes distribution shifts in both input domain and label domain, which motivates the algorithm design of DAIML. The same data collection process is repeated on the Intel Aero drone, to study whether the learned representation can generalize to a different drone.

On the collected datasets for both our custom drone and the Intel Aero drone, we apply the DAIML algorithm to learn two representations $\phi$ of the wind effects. The learning process is done offline on a normal desktop computer, and depicted in Fig. 2(B). Figure 4 shows the evolution of the linear coefficients ($a^*$) during the learning process, where DAIML learns a representation of the aerodynamic effects shared by all wind conditions, and the linear coefficient contains the wind-specific information. Moreover, the learned representation is explainable in the sense that the linear coefficients in different wind conditions are well disentangled (see Fig. 4). We refer to the ‘Materials and Methods’ section for more details.

**Baselines and the Variants of Our Method** We briefly introduce three variants of our method and the three baseline methods considered (details are provided in the ‘Materials and Methods’ section). Each of the
controllers is implemented in the position control loop and outputs a force command. The force command is fed into a kinematics block to determine a corresponding attitude and thrust, similar to [16], which is sent to the PX4 flight controller. The three baselines include: globally exponentially-stabilizing nonlinear tracking controller for quadrotor control [45, 8, 46], incremental nonlinear dynamics inversion (INDI) linear acceleration control [4], and $L_1$ adaptive control [5, 7]. The primary difference between these baseline methods and Neural-Fly is how the controller compensates for the unmodelled residual force (that is, each baseline method has the same control structure, in Fig. 2(C), except for the estimation of the $\hat{f}$). In the case of the nonlinear baseline controller an integral term accumulates error to correct for the modeling error. The integral gain is limited by the stability of the interaction with the position and velocity error feedback leading to slow model correction. In contrast, both INDI and $L_1$ decouple the adaptation rate from the PD gains, which allow for fast adaptation. Instead, these methods are limited by more fundamental design factors, such as system delay, measurement noise, and controller rate.

Our method is illustrated in Fig. 2(A,C) and replaces the integral feedback term with an adapted learning term. The deployment of our approach depends on the learned representation function $\phi$, and our primary method and two variants consider a different choice of $\phi$. Neural-Fly is our primary method using a representation learned from the dataset collected by the custom-built drone, which is the same drone used in experiments. Neural-Fly-Transfer uses the Neural-Fly algorithm where the representation is trained using the dataset collected by the aforementioned Intel Aero drone. Neural-Fly-Constant uses the online adaptation algorithm from Neural-Fly, but the representation is an artificially designed constant mapping. Neural-Fly-Transfer is included to show the generalizability and robustness of our approach with drone transfer, i.e., using a different drone in experiments than data collection. Finally, Neural-Fly-Constant demonstrates the benefit of using a better representation learned from the proposed meta-learning method DAIML. Note that Neural-Fly-Constant is a composite adaptation form of a Kalman-filter disturbance observer, that is a Kalman-filter augmented with a tracking error update term.

**Trajectory Tracking Performance**

We quantitatively compare the performance of the aforementioned control methods when the UAV follows a 2.5 m wide, 1.5 m tall figure-8 trajectory with a lap time of 6.28 s under constant, uniform wind speeds of 0 km/h, 15.1 km/h (4.2 m/s), 30.6 km/h (8.5 m/s), and 43.6 km/h (12.1 m/s) and under time-varying wind speeds of $30.6 + 8.6 \sin(t)$ km/h (8.5 + 2.4 sin($t$) m/s).

The flight trajectory for each of the experiments is shown in Fig. 5 which includes a warm up lap and six 6.28 s laps. The nonlinear baseline integral term compensates for the mean model error within the first lap. As the wind speed increases, the aerodynamic force variation becomes larger and we notice a substantial performance degradation. INDI and $L_1$ both improve over the nonlinear baseline, but INDI is more robust than $L_1$ at high wind speeds. Neural-Fly-Constant outperforms INDI except during the two most challenging tasks: 43.6 km/h and sinusoidal wind speeds. The learning based methods, Neural-Fly and Neural-Fly-Transfer, outperform all other methods in all tests. Neural-Fly outperforms Neural-Fly-Transfer slightly, which is because the learned model was trained on data from the same drone and thus better matches the dynamics of the vehicle.

In Table 1 we tabulate the root-mean-square position error and mean position error values over the six laps for each experiment. Figure 3 shows how the mean tracking error changes for each controller as the wind speed increases, and includes the standard deviation for the mean lap position error. In all cases, Neural-Fly and Neural-Fly-Transfer outperform the state-of-the-art baseline methods, including the 30.6 km/h, 43.6 km/h, and sinusoidal wind speeds all of which exceed the wind speed in the training data.
All of these results present a clear trend: adaptive control substantially outperforms the nonlinear baseline which relies on integral-control, and learning markedly improves adaptive control.

| Controller       | 0m/s | 4.2m/s | 8.5m/s | 12.1m/s | Sinusoidal |
|------------------|------|--------|--------|---------|-----------|
| Nonlinear baseline | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| INDI             | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| $L_1$            | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| NF – Constant    | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| NF – Transfer    | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| NF               | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |

**Figure 5:** Depiction of the trajectory tracking performance of each controller in several wind conditions. The baseline nonlinear controller can track the trajectory well, however, the performance substantially degrades at higher wind speeds. INDI, $L_1$, and Neural-Fly-Constant have similar performance and improve over the nonlinear baseline by estimating the aerodynamic disturbance force quickly. Neural-Fly and Neural-Fly-Transfer use a learned model of the aerodynamic effects and adapt the model in real time to achieve lower tracking error than the other methods.

**Agile Flight Through Narrow Gates**

Precise flight control in dynamic and strong wind conditions has many applications, such as rescue and search, delivery, and transportation. In this section, we present a challenging drone flight task in strong winds, where the drone must follow agile trajectories through narrow gates, which are only slightly wider than the drone. The overall result is depicted in Fig. 1 and Video 1. As shown in Fig. 1(A), the gates used in our experiments are 110 cm in width, which is only slightly wider than the drone (85 cm wide, 75 cm long). To visualize the trajectory using long-exposure photography, our drone is deployed with four main light emitting diodes (LEDs) on its legs, where the two rear LEDs are red and the front two are white. There are also several small LEDs on the flight controller, the computer, and the motor controllers, which can be seen in the long-exposure shots.

**Task Design** We tested our method on three different tasks. In the first task (see Fig. B,D,F-I and Video 1), the desired trajectory is a 3 m by 1.5 m figure-8 in the $x - z$ plane with a lap time of 5 s. A gate is
Figure 6: **Mean tracking errors of each lap in different wind conditions.** This figure shows position tracking errors of different methods as wind speed increases. Solid lines show the mean error over 6 laps and the shade areas show standard deviation of the mean error on each lap. The grey area indicates the extrapolation region, where the wind speeds are not covered in training. Our primary method (Neural-Fly) achieves state-of-the-art performance even with a strong wind disturbance.

placed at the left bottom part of the trajectory. The minimum clearance is about 10 cm (Fig. 1[I]), which requires that the controller precisely tracks the trajectory. The maximum speed and acceleration of the desired trajectory are 2.7 m/s and 5.0 m/s², respectively. The wind speed is 3.1 m/s. The second task (see Video 1) is the same as the first one, except that it uses a more challenging, time-varying wind condition, 3.1 + 1.8 sin(2\pi t) m/s. In the third task (see Fig. 1[C,E] and Video 1), the desired trajectory is a 3 m by 2.5 m ellipse in the x−y plane with a lap time of 5 s. We placed two gates on the left and right sides of the ellipse. As with the first task, the wind speed is 3.1 m/s.

**Performance** For all three tasks, we used our primary method, Neural-Fly, where the representation is learned using the dataset collected by the custom-built drone. Figure 1[D,E] are two long-exposure photos with an exposure time of 5 s, which is the same as the lap time of the desired trajectory. We see that our method precisely tracked the desired trajectories and flew safely through the gates (see Video 1). These long-exposure photos also captured the smoke visualization of the wind condition. We would like to emphasize that the drone is wider than the LED light region, since the LEDs are located on the legs (see Fig. 1[A]). Figure 1[F-I] are four high-speed photos with a shutter speed of 1/200s. These four photos captured the moment the drone passed through the gate in the first task, as well as the complex interaction between the drone and the wind. We see that the aerodynamic effects are complex and non-stationary and depend on the UAV attitude, the relative velocity, and aerodynamic interactions between the propellers and the wind.
Table 1: Tracking error statistics in cm for different wind conditions. Two metrics are considered: root-mean-square (RMS) and mean.

| Method         | Wind speed [m/s] | RMS  | Mean | RMS  | Mean | RMS  | Mean | RMS  | Mean |
|----------------|------------------|------|------|------|------|------|------|------|------|
|                | 0                | 11.9 | 10.8 | 10.7 | 9.9  | 16.3 | 14.7 | 23.9 | 21.6 |
| Nonlinear      | 4.2              | 7.3  | 6.3  | 6.4  | 5.9  | 8.5  | 8.2  | 10.7 | 10.1 |
|                | 8.5              | 4.6  | 4.2  | 5.8  | 5.2  | 12.1 | 11.1 | 22.7 | 21.3 |
|                | 12.1             | 5.4  | 5.0  | 6.1  | 5.7  | 7.5  | 6.9  | 12.7 | 11.2 |
|                | 8.5 + 2.4 sin(t) | 3.7  | 3.4  | 4.8  | 4.4  | 6.2  | 5.9  | 10.2 | 9.4  |
| NF-Constant    | 4.2              | 3.2  | 2.9  | 4.0  | 3.7  | 5.8  | 5.3  | 9.4  | 8.7  |
| NF-Transfer    | 8.5              | 3.7  | 3.4  | 4.8  | 4.4  | 6.2  | 5.9  | 10.2 | 9.4  |
| NF             | 12.1             | 3.2  | 2.9  | 4.0  | 3.7  | 5.8  | 5.3  | 9.4  | 8.7  |

Outdoor Experiments

We tested our algorithm outdoors in gentle breeze conditions (wind speeds measured up to 17 km/h). An onboard GPS receiver provided position information to the EKF, giving lower precision state estimation, and therefore less precise aerodynamic residual force estimation. Following the same aforementioned figure-8 trajectory, the controller reached 7.5 cm mean tracking error, shown in Fig. 7.

3 DISCUSSION

3.1 State-of-the-art Tracking Performance

When measuring position tracking errors, we observe that our Neural-Fly method outperforms state-of-the-art flight controllers in all wind conditions. Neural-Fly uses deep learning to obtain a compact representation of the aerodynamic disturbances and incorporates that representation into an adaptive control design to achieve high precision tracking performance. The benchmark methods used in this article are nonlinear control, INDI, and $L_1$ and performance is compared tracking an agile figure-8 in constant and time-varying wind speeds up to 43.6 km/h (12.1 m/s). Furthermore, we observe a mean tracking error of 2.9 cm in 0 km/h wind, which is comparable with state-of-the-art tracking performance demonstrated on more aggressive racing drones [4, 7] despite several architectural limitations such as limited control rate in offboard mode, a larger, less maneuverable vehicle, and without direct motor speed measurements. All our experiments were conducted using the standard PX4 attitude controller, with Neural-Fly implemented in an onboard, low cost, and “credit-card sized” Raspberry Pi 4 computer. Furthermore, Neural-Fly is robust to changes in vehicle configuration, as demonstrated by the similar performance of Neural-Fly-Transfer.

To understand the fundamental tracking-error limit, we estimate that the localization precision from the OptiTrack system is about 1 cm, which is a practical lower bound for the average tracking error in our system (see more details in the supplementary material, Section S8). This is based on the fact that the difference between the OptiTrack position measurement and the onboard EKF position estimate is around 1 cm.

To achieve a tracking error of 1 cm, remaining improvements should focus on reducing code execution time, communication delays, and attitude tracking delay. We measured the combined code execution time and communication delay to be at least 15 ms and often as much as 30 ms. A faster implementation (such as using C++ instead of Python) and streamlined communication layer (such as using ROS2’s real-time features) could allow us to achieve tracking errors on the order of the localization accuracy. Attitude tracking delay can be substantially reduced through the use of a nonlinear attitude controller (e.g., [46]). Our method
is also directly extensible to attitude control because attitude dynamics match the Euler-Lagrange dynamics used in our derivations. However, further work is needed to understand the interaction of the learned dynamics with the cascaded control design when implementing a tracking attitude controller.

We have tested our control method in outdoor flight to demonstrate that it is robust to less precise state estimation and does not rely on any particular features of our test facility. Although control and estimation are usually separately designed parts of an autonomous system, aggressive adaptive control requires minimal noise in force measurement to effectively and quickly compensate for unmodelled dynamics. Testing our method in outdoor flight, the quadrotor maintains precise tracking with only 7.5 cm tracking error on a gentle breezy day with wind speeds around 17 km/h.

Challenges Caused by Unknown and Time-varying Wind Conditions

In the real world, the wind conditions are not only unknown but also constantly changing, and the vehicle must continuously adapt. We designed the the sinusoidal wind test to emulate unsteady or gusty wind conditions. Although our learned model is trained on static and approximately uniform wind condition data, Neural-Fly can quickly identify changing wind speed and maintains precise tracking even on the sinusoidal wind experiment. Moreover, in each of our experiments, the wind conditions were unknown to the UAV before starting the test yet were quickly identified by the adaptation algorithm.

Our work demonstrated that it is possible to repeatably and quantitatively test quadrotor flight in time-varying wind. Our method separately learns the wind effect’s dependence on the vehicle state (i.e., the wind-invariant representation in Fig. 2(A)) and the wind condition (i.e., the wind-specific linear weight in Fig. 2(A)). This separation allows Neural-Fly to quickly adapt to the time-varying wind even as the UAV follows a dynamic trajectory, with an average tracking error below 8.7 cm in Table 1.
Computational Efficiency of Our Method

In the offline meta-learning phase, the proposed DAIML algorithm is able to learn an effective representation of the aerodynamic effect in a data efficient manner. This requires only 12 minutes of flight data at 50 Hz, for a total of 36,000 data points. The training procedure only takes 5 minutes on a normal desktop computer. In the online adaptation phase, our adaptive control method only takes 10 ms to compute on a compact onboard Linux computer (Raspberry Pi 4). In particular, the feedforward inference time via the learned basis function is about 3.5 ms and the adaptation update is about 3.0 ms, which implies the compactness of the learned representation.

Generalization to New Trajectories and New Aircraft

It is worth noting that our control method is orthogonal to the design of the desired trajectory. In this article, we focus on the figure-8 trajectory which is a commonly used control benchmark. We also demonstrate our method flying a horizontal ellipse during the narrow gate demonstration Fig. 1. Note that our method supports any trajectory planners such as [1] or learning-based planners [47, 48, 49]. In particular, for those planners which require a precise and agile downstream controller (e.g., for close-proximity flight or drone racing [1, 10]), our method immediately provides a solution and further pushes the boundary of these planners, because our state-of-the-art tracking capabilities enable tighter configurations and smaller clearances. However, further research is required to understand the coupling between planning and learning-based control near actuation limits. Future work will consider using Neural-Fly in a combined planning and control structure such as MPC, which will be able to handle actuation limits.

The comparison between Neural-Fly and Neural-Fly-Transfer show that our approach is robust to changing vehicle design and the learned representation does not depend on the vehicle. This demonstrates the generalizability of the proposed method running on different quadrotors. Moreover, our control algorithm is formulated generally for all robotic systems described by the Euler-Langrange equation (see "Materials and Methods"), including many types of aircraft such as [22, 50].

4 MATERIALS AND METHODS

Overview

We consider a general robot dynamics model:

\[ M(q)\dddot{q} + C(q, \dot{q})\dot{q} + g(q) = u + f(q, \dot{q}, w) \] (1)

where \( q, \dot{q}, \dddot{q} \in \mathbb{R}^n \) are the \( n \) dimensional position, velocity, and acceleration vectors, \( M(q) \) is the symmetric, positive definite inertia matrix, \( C(q, \dot{q}) \) is the Coriolis matrix, \( g(q) \) is the gravitational force vector and \( u \in \mathbb{R}^n \) is the control force. Most importantly, \( f(q, \dot{q}, w) \) incorporates unmodeled dynamics, and \( w \in \mathbb{R}^m \) is an unknown hidden state used to represent the underlying environmental conditions, which is potentially time-variant. Specifically, in this article, \( w \) represents the wind profile (for example, the wind profile in Fig. 1), and different wind profiles yield different unmodeled aerodynamic disturbances for the UAV.

Neural-Fly can be broken into two main stages, the offline meta-learning stage and the online adaptive control stage. These two stages build a model of the unknown dynamics of the form

\[ f(q, \dot{q}, w) \approx \phi(q, \dot{q})a(w), \] (2)
where φ is a basis or representation function shared by all wind conditions and captures the dependence of the unmodeled dynamics on the robot state, and a is a set of linear coefficients that is updated for each condition. In the supplementary material (Section S2), we prove that the decomposition \( \phi(q, \dot{q})a(w) \) exists for any analytic function \( f(q, \dot{q}, w) \). In the offline meta-learning stage, we learn \( \phi \) as a DNN using our meta-learning algorithm DAIML. This stage results in learning \( \phi \) as a wind-invariant representation of the unmodeled dynamics, which generalizes to new trajectories and new wind conditions. In the online adaptive control stage, we adapt the linear coefficients \( a \) using adaptive control. Our adaptive control algorithm is a type of composite adaptation and was carefully designed to allow for fast adaptation while maintaining the global exponential stability and robustness of the closed loop system. The offline learning and online control architectures are illustrated in Fig. 2(B) and Fig. 2(A,C), respectively.

Data Collection

To generate training data to learn a wind-invariant representation of the unmodeled dynamics, the drone tracks a randomized trajectory with the baseline nonlinear controller for 2 minutes each in several different static wind conditions. Figure 3(A) illustrates one trajectory under the wind condition \( 13.3 \text{ km/h} \) (3.7 m/s). The set of input-output pairs for the \( k^{th} \) such trajectory is referred as the \( k^{th} \) subdataset, \( D_{w_k} \), with the wind condition \( w_k \). Our dataset consists of 6 different subdatasets with wind speeds from \( 0 \text{ km/h} \) to \( 22 \text{ km/h} \) (6.1 m/s), which are in the white interpolation region in Fig. 6.

The trajectory follows a polynomial spline between 3 waypoints: the current position and two randomly generated target positions. The spline is constrained to have zero velocity, acceleration, and jerk at the starting and ending waypoints. Once the end of one spline is reached, a new random spline is generated and the process repeats for the duration of the training data flight. This process allows us to generate a large amount of data using a trajectory very different from the trajectories used to test our method, such as the figure-8 in Fig. 1. By training and testing on different trajectories, we demonstrate that the learned model generalizes well to new trajectories.

Along each trajectory, we collect time-stamped data \( [q, \dot{q}, u] \). Next, we compute the acceleration \( \ddot{q} \) by fifth-order numerical differentiation. Combining this acceleration with Eq. (1), we get a noisy measurement of the unmodeled dynamics, \( y = f(x, w) + \epsilon \), where \( \epsilon \) includes all sources of noise (e.g., sensor noise and noise from numerical differentiation) and \( x = [q; \dot{q}] \in \mathbb{R}^{2n} \) is the state. Finally, this allows us to define the dataset, \( D = \{ D_{w_1}, \cdots, D_{w_K} \} \), where

\[
D_{w_k} = \left\{ x_k^{(i)}, y_k^{(i)} = f(x_k^{(i)}, w_k) + \epsilon_k^{(i)} \right\}_{i=1}^{N_k}
\]

is the collection of \( N_k \) noisy input-output pairs with wind condition \( w_k \). As we discuss in the “Results” section, in order to show DAIML learns a model which can be transferred between drones, we applied this data collection process on both the custom built drone and the Intel Aero RTF drone.

The Domain Adversarially Invariant Meta-Learning (DAIML) Algorithm

In this section, we will present the methodology and details of learning the representation function \( \phi \). In particular, we will first introduce the goal of meta-learning, motivate the proposed algorithm DAIML by the observed domain shift problem from the collected dataset, and finally discuss key algorithmic details.
Meta-Learning Goal  Given the dataset, the goal of meta-learning is to learn a representation $\phi(x)$, such that for any wind condition $w$, there exists a latent variable $a(w)$ which allows $\phi(x)a(w)$ to approximate $f(x, w)$ well. Formally, an optimal representation, $\phi$, solves the following optimization problem:

$$
\min_{\phi, a_1, \cdots, a_K} \sum_{k=1}^{K} \sum_{i=1}^{N_k} \left\| y_k^{(i)} - \phi(x_k^{(i)})a_k \right\|^2,
$$

where $\phi(\cdot) : \mathbb{R}^{2n} \to \mathbb{R}^{n \times h}$ is the representation function and $a_k \in \mathbb{R}^h$ is the latent linear coefficient. Note that the optimal weight $a_k$ is specific to each wind condition, but the optimal representation $\phi$ is shared by all wind conditions. In this article, we use a deep neural network (DNN) to represent $\phi$. In the supplementary material (Section S2), we prove that for any analytic function $f(x, w)$, the structure $\phi(x)a(w)$ can approximate $f(x, w)$ with an arbitrary precision, as long as the DNN $\phi$ has enough neurons. This result implies that the $\phi$ solved from the optimization in Eq. (4) is a reasonable representation of the unknown dynamics $f(x, w)$.

Domain Shift Problems  One challenge of the optimization in Eq. (4) is the inherent domain shift in $x$ caused by the shift in $w$. Recall that during data collection we have a program flying the drone in different winds. The actual flight trajectories differ vastly from wind to wind because of the wind effect. Formally, the distribution of $x_k^{(i)}$ varies between $k$ because the underlying environment or context $w$ has changed. For example, as depicted by Fig. 3(C), the drone pitches into the wind, and the average degree of pitch depends on the wind condition. Note that pitch is only one component of the state $x$. The domain shift in the whole state $x$ is even more drastic.

Such inherent shifts in $x$ bring challenges for deep learning. The DNN $\phi$ may memorize the distributions of $x$ in different wind conditions, such that the variation in the dynamics $\{f(x, w_1), f(x, w_2), \cdots, f(x, w_K)\}$ is reflected via the distribution of $x$, rather than the wind condition $\{w_1, w_2, \cdots, w_K\}$. In other words, the optimization in Eq. (4) may lead to over-fitting and may not properly find a wind-invariant representation $\phi$.

To solve the domain shift problem, inspired by [57], we propose the following adversarial optimization framework:

$$
\max_h \min_{\phi, a_1, \cdots, a_K} \sum_{k=1}^{K} \sum_{i=1}^{N_k} \left( \left\| y_k^{(i)} - \phi(x_k^{(i)})a_k \right\|^2 - \alpha \cdot \text{loss} \left( h(\phi(x_k^{(i)})), k \right) \right),
$$

where $h$ is another DNN that works as a discriminator to predict the environment index out of $K$ wind conditions, $\text{loss}(\cdot)$ is a classification loss function (e.g., the cross entropy loss), $\alpha \geq 0$ is a hyperparameter to control the degree of regularization, $k$ is the wind condition index, and $(i)$ is the input-output pair index. Intuitively, $h$ and $\phi$ play a zero-sum max-min game: the goal of $h$ is to predict the index $k$ directly from $\phi(x)$ (achieved by the outer max); the goal of $\phi$ is to approximate the label $y_k^{(i)}$ while making the job of $h$ harder (achieved by the inner min). In other words, $h$ is a learned regularizer to remove the environment information contained in $\phi$. In our experiments, the output of $h$ is a $K$-dimensional vector for the classification probabilities of $K$ conditions, and we use the cross entropy loss for $\text{loss}(\cdot)$, which is given as

$$
\text{loss} \left( h(\phi(x_k^{(i)})), k \right) = -\sum_{j=1}^{K} \delta_{kj} \log \left( h(\phi(x_k^{(i)}))^\top e_j \right)
$$

where $\delta_{kj} = 1$ if $k = j$ and $\delta_{kj} = 0$ otherwise and $e_j$ is the standard basis function.
Algorithm 1: Domain Adversarially Invariant Meta-Learning (DAIML)

**Hyperparameter:** \( \alpha \geq 0, 0 < \eta \leq 1, \gamma > 0 \)

**Input:** \( D = \{ D_{w_1}, \cdots, D_{w_K} \} \)

**Initialize:** Neural networks \( \phi \) and \( h \)

**Result:** Trained neural networks \( \phi \) and \( h \)

1. **repeat**
   2. Randomly sample \( D_{w_k} \) from \( D \)
   3. Randomly sample two disjoint batches \( B^a \) (adaptation set) and \( B \) (training set) from \( D_{w_k} \)
   4. Solve the least squares problem \( a^*(\phi) = \arg \min_a \sum_{i \in B^a} \| y_k^{(i)} - \phi(x_k^{(i)})a \|^2 \)
   5. **if** \( \| a^* \| > \gamma \) **then**
      6. \( a^* \leftarrow \gamma \cdot \frac{a^*}{\| a^* \|} \quad \triangleright \text{normalization} \)
   7. Train DNN \( \phi \) using stochastic gradient descent (SGD) and spectral normalization with loss
      \[ \sum_{i \in B} \left( \| y_k^{(i)} - \phi(x_k^{(i)})a^* \|^2 - \alpha \cdot \text{loss} \left( h(\phi(x_k^{(i)})), k \right) \right) \]
   8. **if** \( \text{rand()} \leq \eta \) **then**
      9. Train DNN \( h \) using SGD with loss \( \sum_{i \in B} \text{loss} \left( h(\phi(x_k^{(i)})), k \right) \)

10. until convergence

**Design of the DAIML Algorithm** Finally, we solve the optimization problem in Eq. (5) by the proposed algorithm DAIML (described in Algorithm 1 and illustrated in Fig. 2(B)), which belongs to the category of gradient-based meta-learning [32], but with least squares as the adaptation step. DAIML contains three steps: (i) The adaptation step (Line 4-6) solves an least squares problem as a function of \( \phi \) on the adaptation set \( B^a \). (ii) The training step (Line 7) updates the learned representation \( \phi \) on the training set \( B \), based on the optimal linear coefficient \( a^* \) solved from the adaptation step. (iii) The regularization step (Line 8-9) updates the discriminator \( h \) on the training set.

We emphasize important features of DAIML: (i) After the adaptation step, \( a^* \) is a function of \( \phi \). In other words, in the training step (Line 7), the gradient with respect to the parameters in the neural network \( \phi \) will backpropagate through \( a^* \). Note that the least-square problem (Line 4) can be solved efficiently with a closed-form solution. (ii) The normalization (Line 6) is to make sure \( \| a^* \| \leq \gamma \), which improves the robustness of our adaptive control design. We also use spectral normalization in training \( \phi \), to control the Lipschitz property of the neural network and improve generalizability [8, 10, 12]. (iii) We train \( h \) and \( \phi \) in an alternating manner. In each iteration, we first update \( \phi \) (Line 7) while fixing \( h \) and then update \( h \) (Line 9) while fixing \( \phi \). However, the probability to update the discriminator \( h \) in each iteration is \( \eta \leq 1 \) instead of 1, to improve the convergence of the algorithm [52].

We further motivate the algorithm design using Fig. 3 and Fig. 4. Figure 3(A,B) shows the input and label from one wind condition, and Fig. 3(C) shows the distributions of the pitch component in input and the \( x \)-component in label, in different wind conditions. The distribution shift in label implies the importance of meta-learning and adaptive control, because the aerodynamic effect changes drastically as the wind condition switches. On the other hand, the distribution shift in input motivates the need of DAIML. Figure 4 depicts the evolution of the optimal linear coefficient \( (a^*) \) solved from the adaptation step in DAIML,
via the t-distributed stochastic neighbor embedding (t-SNE) dimension reduction, which projects the 12-dimensional vector $a^*$ into 2-d. The distribution of $a^*$ is more and more clustered as the number of training epochs increases. In addition, the clustering behavior in Fig. 4 has a concrete physical meaning: right top part of the t-SNE plot corresponds to a higher wind speed. These properties imply the learned representation $\phi$ is indeed shared by all wind conditions, and the linear weight $a$ contains the wind-specific information. Finally, note that $\phi$ with 0 training epoch reflects random features, which cannot decouple different wind conditions as cleanly as the trained representation $\phi$. Similarly, as shown in Fig. 4, if we ignore the adversarial regularization term (by setting $\alpha = 0$), different $a^*$ vectors in different conditions are less disentangled, which indicates that the learned representation might be less robust and explainable. For more discussions about $\alpha$ we refer to the supplementary materials (Section S3).

### Robust Adaptive Controller Design

During the offline meta-training process, a least-squares fit is used to find a set of parameters $a$ that minimizes the force prediction error for each data batch. However, during the online control phase, we are ultimately interested in minimizing the position tracking error and we can improve the adaptation using a more sophisticated update law. Thus, in this section, we propose a more sophisticated adaptation law for the linear coefficients based upon a Kalman-filter estimator. This formulation results in automatic gain tuning for the update law, which allows the controller to quickly estimate parameters with large uncertainty. We further boost this estimator into a composite adaptation law, that is the parameter update depends both on the prediction error in the dynamics model as well as on the tracking error, as illustrated in Fig. 2. This allows the system to quickly identify and adapt to new wind conditions without requiring persistent excitation. In turn, this enables online adaptation of the high dimensional learned models from DAIML.

Our online adaptive control algorithm can be summarized by the following control law, adaptation law, and covariance update equations, respectively.

\[
\begin{align*}
    u_{NF} &= \underbrace{M(q)\ddot{q}_r + C(q, \dot{q})\dot{q}_r + g(q)}_{\text{nominal model feedforward terms}} - Ks - \phi(q, \dot{q})\hat{a} \\
    \dot{\hat{a}} &= -\lambda\hat{a} - P\phi^\top R^{-1}(\phi\hat{a} - y) + P\phi^\top s \\
    \dot{P} &= -2\lambda P + Q - P\phi^\top R^{-1}\phi P
\end{align*}
\]

where $u_{NF}$ is the control law, $\hat{a}$ is the online linear-parameter update, $P$ is a covariance-like matrix used for automatic gain tuning, $s = \dot{\tilde{q}} + \Lambda \tilde{q}$ is the composite tracking error, $y$ is the measured aerodynamic residual force with measurement noise $\epsilon$, and $K, \Lambda, R, Q, \lambda$ are gains. The structure of this control law is illustrated in Fig. 2. Figure 2 also shows further quadrotor specific details for the implementation of our method, including the kinematics block, where the desired thrust and attitude are determined from the desired force from Eq. (7). These blocks are discussed further in the ‘Implementation Details’ section.

In the next section, we will first introduce the baseline control laws, $\bar{u}$ and $u_{NL}$. Then we discuss our control law $u_{NF}$ in detail. Note that $u_{NF}$ not only depends on the desired trajectory, but also requires the learned representation $\phi$ and the linear parameter $\hat{a}$ (an estimation of $a$). The composite adaptation algorithm for $\hat{a}$ is discussed in the following section.

In terms of theoretical guarantees, the control law and adaptation law have been designed so that the closed-loop behavior of the system is robust to imperfect learning and time-varying wind conditions. Specifically, we define $d(t)$ as the representation error: $f = \phi \cdot a + d(t)$, and our theory shows that the robot tracking
error exponentially converges to an error ball whose size is proportional to \( \| \dot{d}(t) + \epsilon \| \) (i.e., the learning error and measurement noise) and \( \| \dot{a} \| \) (i.e., how fast the wind condition changes). Later in this section we formalize these claims with the main stability theorem and present a complete proof in the supplementary materials.

**Nonlinear Control Law** We start by defining some notation. The composite velocity tracking error term \( s \) and the reference velocity \( \dot{q}_r \) are defined such that

\[
s = \dot{q} - \dot{q}_r = \ddot{q} + \Lambda \ddot{q}
\]  

(10)

where \( \ddot{q} = q - q_d \) is the position tracking error and \( \Lambda \) is a positive definite gain matrix. Note when \( s \) exponentially converges to an error ball around 0, \( q \) will exponentially converge to a proportionate error ball around the desired trajectory \( q_d(t) \) (see Section S5). Formulating our control law in terms of the composite velocity error \( s \) simplifies the analysis and gain tuning without loss of rigor.

The baseline nonlinear (NL) control law using PID feedback is defined as

\[
u_{NL} = M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) - Ks - K_I \int s \, dt.
\]  

(11)

where \( K \) and \( K_I \) are positive definite control gain matrices. Note a standard PID controller typically only includes the PI feedback on position error, D feedback on velocity, and gravity compensation. This only leads to local exponential stability about a fixed point, but it is often sufficient for gentle tasks such as a UAV hovering and slow trajectories in static wind conditions. In contrast, this nonlinear controller includes feedback on velocity error and feedforward terms to account for known dynamics and desired acceleration, which allows good tracking of dynamic trajectories in the presence of nonlinearities (e.g., \( M(q) \) and \( C(q, \dot{q}) \) are nonconstant in attitude control). However, this control law only compensates for changing wind conditions and unmodeled dynamics through an integral term, which is slow to react to changes in the unmodelled dynamics and disturbance forces.

Our method improves the controller by predicting the unmodeled dynamics and disturbance forces, and, indeed, in Table 1 we see a substantial improvement gained by using our learning method. Given the learned representation of the residual dynamics, \( \phi(q, \dot{q}) \), and the parameter estimate \( \hat{a} \), we replace the integral term with the learned force term, \( \hat{f} = \phi \hat{a} \), resulting in our control law in Eq. (7). Neural-Fly uses \( \phi \) trained using DAIML on a dataset collected with the same drone. Neural-Fly-Transfer uses \( \phi \) trained using DAIML on a dataset collected with a different drone, the Intel Aero RTF drone. Neural-Fly-Constant does not use any learning but instead uses \( \phi = I \) and is included to demonstrate that the main advantage of our method comes from the incorporation of learning. The learning based methods, Neural-Fly and Neural-Fly-Transfer, outperform Neural-Fly-Constant because the compact learned representation can effectively and quickly predict the aerodynamic disturbances online in Fig. 5. This comparison is further discussed in the supplementary materials (Section S7).

**Composite Adaptation Law** We define an adaptation law that combines a tracking error update term, a prediction error update term, and a regularization term in Eq. (8) and (9), where \( y \) is a noisy measurement of \( f \), \( \lambda \) is a damping gain, \( P \) is a covariance matrix which evolves according to Eq. (9), and \( Q \) and \( R \) are two positive definite gain matrices. Some readers may note that the regularization term, prediction error term, and covariance update, when taken alone, are in the form of a Kalman-Bucy filter. This Kalman-Bucy
filter can be derived as the optimal estimator that minimizes the variance of the parameter error \( \epsilon \). The Kalman-Bucy filter perspective provides intuition for tuning the adaptive controller: the damping gain \( \lambda \) corresponds to how quickly the environment returns to the nominal conditions, \( Q \) corresponds to how quickly the environment changes, and \( R \) corresponds to the combined representation error \( d \) and measurement noise for \( y \). More discussion on the gain tuning process is included in Section S6. However, naively combining this parameter estimator with the controller can lead to instabilities in the closed-loop system behavior unless extra care is taken in constraining the learned model and tuning the gains. Thus, we have designed our adaptation law to include a tracking error term, making Eq. (8) a composite adaptation law, guaranteeing stability of the closed-loop system (see Theorem 1), and in turn simplifying the gain tuning process. The regularization term allows the stability result to be independent of the persistent excitation of the learned model \( \phi \), which is particularly relevant when using high-dimensional learned representations. The adaptation gain and covariance matrix, \( P \), acts as automatic gain tuning for the adaptive controller, which allows the controller to quickly adapt to when a new mode in the learned model is excited.

### Stability and Robustness Guarantees

First we formally define the representation error \( d(t) \), as the difference between the unknown dynamics \( f(q, \dot{q}, w) \) and the best linear weight vector \( a \) given the learned representation \( \phi(q, \dot{q}) \), namely, \( d(t) = f(q, \dot{q}, w) - \phi(q, \dot{q})a(w) \). The measurement noise for the measured residual force is a bounded function \( \epsilon(t) \) such that \( y(t) = f(t) + \epsilon(t) \). If the environment conditions are changing, we consider the case that \( \dot{a} \neq 0 \). This leads to the following stability theorem.

**Theorem 1.** If we assume that the desired trajectory has bounded derivatives and the system evolves according to the dynamics in Eq. (1), the control law Eq. (7), and the adaptation law Eq. (8) and (9), then the position tracking error exponentially converges to the ball

\[
\lim_{t \to \infty} \| \ddot{q} \| \leq \sup_t \left[ C_1 \| d(t) \| + C_2 \| \epsilon(t) \| + C_3 (\lambda \| a(t) \| + \| \dot{a}(t) \|) \right],
\]

where \( C_1, C_2, \) and \( C_3 \) are three bounded constants depending on \( \phi, R, Q, K, \Lambda, M \) and \( \lambda \).

### Implementation Details

**Quadrotor Dynamics**

Now we introduce the quadrotor dynamics. Consider states given by global position, \( p \in \mathbb{R}^3 \), velocity \( v \in \mathbb{R}^3 \), attitude rotation matrix \( R \in \text{SO}(3) \), and body angular velocity \( \omega \in \mathbb{R}^3 \). Then dynamics of a quadrotor are

\[
\begin{align*}
\dot{p} &= v, \\
\dot{R} &= R\omega, \\
m\dot{v} &= mg + Rf_u + f;
\end{align*}
\]

where \( m \) is the mass, \( J \) is the inertia matrix of the quadrotor, \( S(\cdot) \) is the skew-symmetric mapping, \( g \) is the gravity vector, \( f_u = [0, 0, T] \) and \( \tau_u = [\tau_x, \tau_y, \tau_z] \) are the total thrust and body torques from four rotors predicted by the nominal model, and \( f = [f_x, f_y, f_z] \) are forces resulting from unmodelled aerodynamic effects due to varying wind conditions.

We cast the position dynamics in Eq. (13a) into the form of Eq. (1), by taking \( M(q) = mI, C(q, \dot{q}) \equiv 0 \), and \( u = Rf_u \). Note that the quadrotor attitude dynamics Eq. (13b) is also a special case of Eq. (1) \( [13] \), and thus our method can be extended to attitude control. We implement our method in the position control loop, that is we use our method to compute a desired force \( u_d \). Then the desired force is decomposed into the desired attitude \( R_d \) and the desired thrust \( T_d \) using kinematics (see Fig. 2). Then the desired attitude and thrust are sent to the onboard PX4 flight controller.
Neural Network Architectures and Training Details  In practice, we found that in addition to the drone velocity \(v\), the aerodynamic effects also depend on the drone attitude and the rotor rotation speed. To that end, the input state \(x\) to the deep neural network \(\phi\) is a 11-d vector, consisting of the drone velocity (3-d), the drone attitude represented as a quaternion (4-d), and the rotor speed commands as a pulse width modulation (PWM) signal (4-d) (see Fig. 2 and 3). The DNN \(\phi\) has four fully-connected hidden layers, with an architecture \(11 \rightarrow 50 \rightarrow 60 \rightarrow 50 \rightarrow 4\) and Rectified Linear Units (ReLU) activation. We found that the three components of the wind-effect force, \(f_x, f_y, f_z\), are highly correlated and sharing common features, so we use \(\phi\) as the basis function for all the component. Therefore, the wind-effect force \(f\) is approximated by

\[
f \approx \begin{bmatrix} \phi(x) & 0 & 0 \\ 0 & \phi(x) & 0 \\ 0 & 0 & \phi(x) \end{bmatrix} \begin{bmatrix} a_x \\ a_y \\ a_z \end{bmatrix},
\]

where \(a_x, a_y, a_z \in \mathbb{R}^4\) are the linear coefficients for each component of the wind-effect force. We followed Algorithm 1 to train \(\phi\) in PyTorch, which is an open source deep learning framework. We refer to the supplementary material for hyperparameter details (Section S3).

Note that we explicitly include the PWM as an input to the \(\phi\) network. The PWM information is a function of \(u = Rf_u\), which makes the controller law (e.g., Eq. (7)) non-affine in \(u\). We solve this issue by using the PWM from the last time step as an input to \(\phi\), to compute the desired force \(u_d\) at the current time step. Because we train \(\phi\) using spectral normalization (see Algorithm 1), this method is stable and guaranteed to converge to a fixed point, as discussed in [8].

Controller Implementation  For experiments, we implemented a discrete form of the Neural-Fly controllers, given in Section S4. For INDI, we implemented the position and acceleration controller from Sections III.A and III.B in [4]. For \(L_1\) adaptive control, we followed the adaptation law first presented in [6] and used in [7] and augment the nonlinear baseline control with \(\hat{f} = -uL_1\).
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SUPPLEMENTARY MATERIALS

Section S1  Drone Configuration Details

Table S1 presents the configuration information of the custom built drone (fig. [I]A)) and the Intel Aero drone. We use both drones for data collection and use the custom built drone exclusively for experiments.

|                      | Custom built drone | Intel Aero drone |
|----------------------|--------------------|------------------|
| Weight               | 2.53 kg            | 1.47 kg          |
| Thrust-to-weight ratio| 2.2                | 1.6              |
| Rotor tilt angle     | 12° front, 10° rear| 0°               |
| Diameter             | 85 cm wide, 75 cm long | 52 cm wide, 52 cm long |
| Configuration        | Wide-X4            | X4               |
| On-board computer    | Raspberry Pi 4     | Intel Aero computing board (Atom x7 processor) |
| Flight controller    | Pixhawk 4 running PX4 | Aero Flight Controller running PX4 |

Table S1: Drone configuration details Configurations of the custom built drone and the Intel Aero drone with propeller guards.

Precision tracking for drones often relies on specialized hardware and optimized vehicle design, whereas our method achieves precise tracking using improved dynamics prediction through online learning. Although most researchers report the numeric tracking error of their method, it can be difficult to disentangle the improvement of the controller resulting from the algorithmic advancement versus the improvement from specialized hardware. For example moment of inertia generally scales with the radius squared and the lever arm for the motors scales with the radius, so the attitude maneuverability roughly scales with the inverse of the vehicle radius. Similarly, high thrust to weight ratio provides more attitude control authority during high acceleration maneuvers. More powerful motors, electronic speed controllers, and batteries together allow faster motor response time further improving maneuverability. Thus, state-of-the-art (SOTA) tracking performance usually requires specialized hardware often used for racing drones, resulting in a vehicle with greater maneuverability than our platform, a higher thrust to weight ratio, and using high-rate controllers sometimes even including direct motor RPM control. In contrast, our custom drone is more representative of typical consumer drone hardware. A detailed comparison with the hardware from some recent work in agile flight control is provided in Table S2.

Section S2  The Expressiveness of the Learning Architecture

In this section, we theoretically justify the decomposition $f(x, w) \approx \phi(x) a(w)$. In particular, we prove that any analytic function $f(x, w) : [-1, 1]^n \times [-1, 1]^m \to \mathbb{R}$ can be split into a $w$-invariant part $\phi(x)$ and


Table S2: **Hardware comparison** Hardware configuration comparison with other quadrotors that demonstrate state-of-the-art trajectory tracking. Direct comparisons of performance are difficult due to the varying configurations, controller tuning, and flight arenas. However, most methods require extremely maneuverable quadrotors and onboard/offboard computation power to achieve state-of-the-art performance, while Neural-Fly achieves state-of-the-art performance on more standard hardware with all control running onboard.

| Flight computer | Neural-Fly | INDI | Differentially flat | Gaussian Process |
|-----------------|------------|------|---------------------|------------------|
| Flight controller | Raspberry Pi 4 | – | laptop | laptop |
| Flight controller firmware | Pixhawk 4 | custom | – | – |
| Mass [kg] | 2.53 | 0.609 | 0.610 | 0.8 |
| Total width [cm] | 85 | – | – | – |
| Propeller diameter [in] | 11 | 5 | 6 | – |
| Motor Spacing [cm] | 39* | 18 | – | – |
| Thrust-to-weight ratio [-] | 2.2 | – | 4 | 5 |
| Motion capture frequency [Hz] | 100 | 360 | 200 | 100 |
| MPC control frequency [Hz] | – | – | – | 50 |
| Position control frequency [Hz] | 50 | – | 55 | – |
| Attitude control frequency [Hz] | <1000 | 2000 | 4000 | – |
| Motor speed feedback | No | Optical encoders (5 kHz) | No | No |

? indicates information not provided
– indicates information not applicable
* front to back

Note that this lemma shows that the truncated Chebyshev expansions

\[
C_p = \sum_{k_1=0}^{p} \cdots \sum_{k_n=0}^{p} \sum_{l_1=0}^{p} \cdots \sum_{l_m=0}^{p} b_{k_1,\ldots,k_n,l_1,\ldots,l_m} T_{k_1}(x_1) \cdots T_{k_n}(x_n) T_{l_1}(w_1) \cdots T_{l_m}(w_m)
\]

Define \( s = [k_1, \ldots, k_n, l_1, \ldots, l_m] \). The multivariate Chebyshev coefficients satisfy the following exponential decay property:

\[
b_s = O \left( (1 + t)^{-\|s\|_2} \right).
\]

Note that this lemma shows that the truncated Chebyshev expansions

\[
\sum_{k=0}^{\infty} \cdots \sum_{k=0}^{\infty} \cdots \sum_{l=0}^{\infty} b_{k_1,\ldots,k_n,l_1,\ldots,l_m} T_{k_1}(x_1) \cdots T_{k_n}(x_n) T_{l_1}(w_1) \cdots T_{l_m}(w_m)
\]
will converge to \( \bar{f} \) with the rate \( O((1 + t)^{-p\sqrt{n+m}}) \) for some \( t > 0 \), i.e., \( \sup_{[x,w] \in [-1,1]^{n+m}} \| \bar{f}(x,w) - C_p(x,w) \| \leq O((1 + t)^{-p\sqrt{n+m}}) \). Finally we are ready to present the following representation theorem.

**Theorem 3.** \( \bar{f}(x,w) \) is a function satisfying the assumptions in Lemma \( \text{(2)} \). For any \( \epsilon > 0 \), there exist \( h \in \mathbb{Z}^+ \), and two Chebyshev polynomials \( \phi(x) : [-1,1]^n \to \mathbb{R} \) and \( \tilde{a}(w) : [-1,1]^m \to \mathbb{R} \) such that

\[
\sup_{[x,w] \in [-1,1]^{n+m}} \| \bar{f}(x,w) - \phi(x)\tilde{a}(w) \| \leq \epsilon
\]

and \( h = O((\log(1/\epsilon))^{m}) \).

**Proof.** First note that there exists \( p = O \left( \frac{\log(1/\epsilon)}{\sqrt{n+m}} \right) \) such that \( \sup_{[x,w] \in [-1,1]^{n+m}} \| \bar{f}(x,w) - C_p(x,w) \| \leq \epsilon \). To simplify the notation, define

\[
g(x,k,l) = g(x_1, \ldots, x_n, k_1, \ldots, k_n, l_1, \ldots, l_m) = b_{k_1, \ldots, k_n, l_1, \ldots, l_m} T_{k_1}(x_1) \cdots T_{k_n}(x_n)
\]

\[
g(w,l) = g(w_1, \ldots, w_m, l_1, \ldots, l_m) = T_{l_1}(w_1) \cdots T_{l_m}(w_m)
\]

Then we have

\[
C_p(x,w) = \sum_{k_1, \ldots, k_n=0}^{p} \sum_{l_1, \ldots, l_m=0}^{p} g(x,k_1, \ldots, k_n, l_1, \ldots, l_m) g(w,l_1, \ldots, l_m)
\]

Then we rewrite \( C_p \) as \( \bar{C}_p(x,w) = \phi(x)\tilde{a}(w) \):

\[
\phi(x)^\top = \begin{bmatrix}
\sum_{k_1, \ldots, k_n=0}^{p} g(x,k_1, \ldots, k_n, l = [0,0, \ldots, 0]) \\
\sum_{k_1, \ldots, k_n=0}^{p} g(x,k_1, \ldots, k_n, l = [1,0, \ldots, 0]) \\
\sum_{k_1, \ldots, k_n=0}^{p} g(x,k_1, \ldots, k_n, l = [2,0, \ldots, 0]) \\
\vdots \\
\sum_{k_1, \ldots, k_n=0}^{p} g(x,k_1, \ldots, k_n, l = [p,p, \ldots, p])
\end{bmatrix}, \tilde{a}(w) = \begin{bmatrix}
g(w,l = [0,0, \ldots, 0]) \\
g(w,l = [1,0, \ldots, 0]) \\
g(w,l = [2,0, \ldots, 0]) \\
\vdots \\
g(w,l = [p,p, \ldots, p])
\end{bmatrix}
\]

Note that the dimension of \( \phi(x) \) and \( \tilde{a}(w) \) is

\[
h = (p + 1)^m = O \left( \left( 1 + \frac{\log(1/\epsilon)}{\sqrt{n+m}} \right)^m \right) = O ((\log(1/\epsilon))^m)
\]

Note that Theorem 3 can be generalized to vector-valued functions with bounded input space straightforwardly. Finally, since deep neural networks are universal approximators for polynomials \( \text{[56]} \). Theorem 3 immediately guarantees the expressiveness of our learning structure, i.e., \( \phi(x)\tilde{a}(w) \) can approximate \( f(x,w) \) with arbitrary precision, where \( \phi(x) \) is a deep neural network and \( \tilde{a} \) includes the linear coefficients for all the elements of \( f \). In experiments, we show that a four-layer neural network can efficiently learn an effective representation for the underlying unknown dynamics \( f(x,w) \).
Figure S1: **Training and validation loss.** The evolution of the \( f \) loss on the training data and validation data in the training process, from three random seeds. Both mean (the solid line) and standard deviation (in the shaded area) are presented. Training with the adversarial regularization term (\( \alpha = 0.1 \)) has similar behaviors as \( \alpha = 0 \) (no regularization) in the early phase before 300 training epochs, except that it converges slightly faster. However, the regularization term effectively avoids over-fitting and has smaller error on the validation dataset after 300 training epochs.

| Architecture of \( \phi \) net | 11 \( \rightarrow \) 50 \( \rightarrow \) 60 \( \rightarrow \) 50 \( \rightarrow \) 4 with ReLU activation functions |
| Architecture of \( h \) net | 4 \( \rightarrow \) 128 \( \rightarrow \) 6 with ReLU activation functions |
| Batch size of \( B_{\phi} \) | 128 |
| Batch size of \( B \) | 256 |
| Loss function for \( h \) | Cross-entropy loss |
| Learning rate for training \( \phi \) | 0.0005 |
| Learning rate for training \( h \) | 0.001 |
| Discriminator training frequency \( \eta \) | 0.5 |
| Normalization constant \( \gamma \) | 10 |
| The degree of regularization \( \alpha \) | 0.1 |

Table S3: Hyperparameters used in DAIML (Algorithm 1).

**Section S3  Hyperparameters for DAIML and the Interpretation**

We implemented DAIML (Algorithm 1) using PyTorch, with hyperparameters reported in Table S3. We iteratively tuned these hyperparameters by trial and error. We notice that the behavior of the learning algorithm is not sensitive to most parameters in Table S3. The training process is shown in fig. S1, where we present the \( f \) loss curve on both training set and validation set using three random seeds. The \( f \) loss is defined by \( \sum_{i \in B} \| y_k^{(i)} - \phi(x_k^{(i)}) \|_2^2 \) (see Line 7 in Algorithm 1), which reflects how well \( \phi \) can approximate the unknown dynamics \( f(x, w) \). The validation set we considered is from the figure-8 trajectory tracking tasks using the PID and nonlinear baseline methods. Note that the training set consists of a very different set of trajectories (using random waypoint tracking, see Results), and this difference is for studying whether and when the learned model \( \phi \) starts over-fitting during the training process.

We emphasize a few important parameters as follows. (i) The frequency \( 0 < \eta \leq 1 \) is to control how often the discriminator \( h \) is updated. Note that \( \eta = 1 \) corresponds to the case that \( \phi \) and \( h \) are both updated in each iteration. We use \( \eta = 0.5 \) for training stability, which is also commonly used in training generative
adversarial networks [52]. (ii) The regularization parameter $\alpha \geq 0$. Note that $\alpha = 0$ corresponds to the non-adversarial meta-learning case which does not incorporate the adversarial regularization term in Eq. (5). From fig. S1, clearly a proper choice of $\alpha$ can effectively avoid over-fitting. Moreover, another benefit of having $\alpha > 0$ is that the learned model is more explainable. As observed in fig. fig:training-tsne, $\alpha > 0$ disentangles the linear coefficients $a^*$ between wind conditions. However, if $\alpha$ is too high it may degrade the prediction performance, so we recommend using relatively small value for $\alpha$ such as 0.1.

The importance of having a domain-invariant representation. We use the following example to illustrate the importance of having a domain-invariant representation $\phi(x)$ for online adaptation. Suppose the data distribution in wind conditions 1 and 2 are $P_1(x)$ and $P_2(x)$, respectively, and they do not overlap. Ideally, we would hope these two conditions share an invariant representation and the latent variables are distinct ($a^{(1)}$ and $a^{(2)}$ in the first line in fig. S2 shown below). However, because of the expressiveness of DNNs, $\phi$ may memorize $P_1$ and $P_2$ and learn two modes $\phi_1(x)$ and $\phi_2(x)$. In the second line in the following figure, $\phi_1$ and $\phi_2$ are triggered if $x$ is in $P_1$ and $P_2$, respectively ($1_{x \in P_1}$ and $1_{x \in P_2}$ are indicator functions), such that the latent variable $a$ is identical in both wind conditions. Such an overfitted $\phi$ is not robust and not generalizable: for example, if the drone flies to $P_1$ in wind condition 2, the wrong mode $\phi_1$ will be triggered.

![Figure S2: Importance of domain-invariant representation.](image)

The key idea to tackle this challenge is to encourage diversity in the latent space, which is why we introduced a discriminator in DAIML. Figure 4 shows DAIML indeed makes the latent space much more disentangled.

Section S4 Discrete Version of the Proposed Controller

In practice, we implement Neural-Flyon a digital system, and therefore, we require a discrete version of the controller. The feedback control policy $u$ remains the same as presented in the main body of this article. However, the adaptation law must be integrated and therefore we must be concerned with both the numerical accuracy and computation time of this integration, particularly for the covariance matrix $P$. During the
We can use the Lyapunov function \( V = s^T M s \) under the assumption of bounded \( \hat{a} \) to show that

\[
\lim_{t \to \infty} \|s\| \leq \frac{\sup_t \|d - \phi \hat{a}\| \lambda_{\max}(M)}{\lambda_{\min}(K)\lambda_{\min}(M)}
\]  

(21)

Taking this results alone, one might expect that any online estimator or learning algorithm will lead to good performance. However, the boundedness of \( \hat{a} \) is not guaranteed; Slotine and Li discuss this topic thoroughly [13]. In the full proof below, we show the stability and robustness of the Neural-Fly adaptation algorithm.
First, we introduce the parameter measurement noise $\bar{\epsilon}$, where $\bar{\epsilon} = y - \phi a$. Thus, $\bar{\epsilon} = \epsilon + d$ and $\|\bar{\epsilon}\| \leq \|\epsilon\| + \|d\|$ by the triangle inequality. Using the above closed loop dynamics Eq. (20), the parameter estimation error $\tilde{a}$, and the adaptation law Eq. (8) and (9), the combined velocity and parameter-error closed-loop dynamics are given by

$$
\begin{bmatrix}
M & 0 \\
0 & P^{-1}
\end{bmatrix} \begin{bmatrix}
s \\
\tilde{a}
\end{bmatrix} + \begin{bmatrix}
C + K \\
-\phi^T
\end{bmatrix} \begin{bmatrix}
\phi \\
\phi^T R^{-1} \phi + \lambda P^{-1}
\end{bmatrix} \begin{bmatrix}
s \\
\tilde{a}
\end{bmatrix} = \begin{bmatrix}
d \\
\phi^T R^{-1} \bar{\epsilon} - P^{-1} \lambda a - P^{-1} \tilde{a}
\end{bmatrix}
$$

(22)

$$
\frac{d}{dt} (P^{-1}) = -P^{-1} \dot{P} P^{-1} = P^{-1} \left( 2\lambda P - Q + P \phi^T R^{-1} \phi P \right) P^{-1}
$$

(23)

For our stability proof, we rely on the fact that $P^{-1}$ is both uniformly positive definite and uniformly bounded, that is, there exists some positive definite, constant matrices $A$ and $B$ such that $A \succeq P^{-1} \succeq B$. Dieci and Eirola [57] show the slightly weaker result that $P$ is positive definite and finite when $\phi$ is bounded under the looser assumption $Q \succeq 0$. Following the proof from [57] with the additional assumption that $Q$ is uniformly positive definite, one can show the uniform definiteness and uniform boundedness of $P$. Hence, $P^{-1}$ is also uniformly positive definite and uniformly bounded.

**Theorem 4.** Given dynamics that evolve according to Eq. (22) and (23), uniform positive definiteness and uniform boundedness of $P^{-1}$, the norm of $\begin{bmatrix}
s \\
\tilde{a}
\end{bmatrix}$ exponentially converges to the bound given in Eq. (24) with rate $\alpha$.

$$
\lim_{t \to \infty} \left\| \begin{bmatrix}
s \\
\tilde{a}
\end{bmatrix} \right\| \leq \frac{1}{\alpha \lambda_{\min}(\mathcal{M})} \left( \sup_t \|d\| + \sup_t (\|\phi^T R^{-1} \bar{\epsilon}\|) + \lambda_{\max}(P^{-1}) \sup_t (\|\lambda a + \dot{a}\|) \right)
$$

(24)

where $\alpha$ and $\mathcal{M}$ are functions of $\phi, R, Q, K, M$ and $\lambda$, and $\lambda_{\min}(\cdot)$ and $\lambda_{\max}(\cdot)$ are the minimum and maximum eigenvalues of $(\cdot)$ over time, respectively. Given Corollary [5] and Eq. (24), the bound in Eq. (12) is proven. Note $\lambda_{\max}(P^{-1}) = 1/\lambda_{\min}(P)$ and a sufficiently large value of $\lambda_{\min}(P)$ will make the RHS of Eq. (24) small.

**Proof.** Now consider the Lyapunov function $V$ given by

$$
V = \begin{bmatrix}
s \\
\tilde{a}
\end{bmatrix}^T \begin{bmatrix}
M & 0 \\
0 & P^{-1}
\end{bmatrix} \begin{bmatrix}
s \\
\tilde{a}
\end{bmatrix}
$$

(25)
This Lyapunov function has the derivative

$$
\dot{V} = 2 \begin{bmatrix} s \end{bmatrix}^\top \begin{bmatrix} M & 0 \\ 0 & P^{-1} \end{bmatrix} \begin{bmatrix} \dot{s} \\ \dot{a} \end{bmatrix} + \begin{bmatrix} s \end{bmatrix}^\top \begin{bmatrix} \dot{M} & 0 \\ 0 & \frac{d}{dt} (P^{-1}) \end{bmatrix} \begin{bmatrix} s \\ \dot{a} \end{bmatrix}
$$

(26)

$$
= -2 \begin{bmatrix} s \\ \dot{a} \end{bmatrix}^\top \begin{bmatrix} C + K & \phi^\top R^{-1} \phi + \lambda P^{-1} \\ -\phi^\top & \phi^\top R^{-1} \phi + \lambda P^{-1} \end{bmatrix} \begin{bmatrix} s \\ \dot{a} \end{bmatrix} + 2 \begin{bmatrix} s \\ \dot{a} \end{bmatrix}^\top \begin{bmatrix} \phi^\top R^{-1} \bar{e} - P^{-1} \lambda a - P^{-1} \dot{a} \\ \phi^\top R^{-1} \Phi - P^{-1} \lambda a - P^{-1} \dot{a} \end{bmatrix}
$$

(27)

$$
+ \begin{bmatrix} s \\ \dot{a} \end{bmatrix}^\top \begin{bmatrix} 0 & 2 \lambda P^{-1} - P^{-1} Q P^{-1} + \phi^\top R^{-1} \phi \\ 2 \lambda P^{-1} - P^{-1} Q P^{-1} + \phi^\top R^{-1} \phi & 0 \end{bmatrix} \begin{bmatrix} s \\ \dot{a} \end{bmatrix}
$$

(28)

$$
= -2 \begin{bmatrix} s \\ \dot{a} \end{bmatrix}^\top \begin{bmatrix} 2K & 0 \\ 0 & \phi^\top R^{-1} \phi + P^{-1} Q P^{-1} \end{bmatrix} \begin{bmatrix} s \\ \dot{a} \end{bmatrix} + 2 \begin{bmatrix} s \\ \dot{a} \end{bmatrix}^\top \begin{bmatrix} \phi^\top R^{-1} \bar{e} - P^{-1} \lambda a - P^{-1} \dot{a} \\ \phi^\top R^{-1} \Phi - P^{-1} \lambda a - P^{-1} \dot{a} \end{bmatrix}
$$

(29)

where we used the fact \( \dot{M} - 2C \) is skew-symmetric. As \( K, P^{-1} Q P^{-1}, M, \) and \( P^{-1} \) are all uniformly positive definite and uniformly bounded, and \( \phi^\top R^{-1} \phi \) is positive semidefinite, there exists some \( \alpha > 0 \) such that

$$
- \begin{bmatrix} 2K & 0 \\ 0 & \phi^\top R^{-1} \phi + P^{-1} Q P^{-1} \end{bmatrix} \leq -2\alpha \begin{bmatrix} M & 0 \\ 0 & P^{-1} \end{bmatrix}
$$

(32)

for all \( t \).

Define an upper bound for the disturbance term \( D \) as

$$
D = \sup_t \left\| \begin{bmatrix} \phi^\top R^{-1} \bar{e} - P^{-1} \lambda a - P^{-1} \dot{a} \end{bmatrix} \right\|
$$

(33)

and define the function \( M \),

$$
M = \begin{bmatrix} M & 0 \\ 0 & P^{-1} \end{bmatrix}
$$

(34)

By Eq. (32), the Cauchy-Schwarz inequality, and the definition of the minimum eigenvalue, we have the following inequality for \( \dot{V} \):

$$
\dot{V} \leq -2\alpha V + 2 \sqrt{\frac{V}{\lambda_{\min}(M)}} D
$$

(35)

Consider the related systems, \( \mathcal{W} \) where \( \dot{\mathcal{W}} = \sqrt{V}, 2\dot{\mathcal{W}} \mathcal{W} = \dot{V} \), and the following three equations hold

$$
2\dot{\mathcal{W}} \mathcal{W} \leq -2\alpha \mathcal{W}^2 + \frac{2D \mathcal{W}}{\sqrt{\lambda_{\min}(M)}}
$$

(36)

$$
\dot{\mathcal{W}} \leq -\alpha \mathcal{W} + \frac{D}{\sqrt{\lambda_{\min}(M)}}
$$

(37)

36
By the Comparison Lemma [59],

\[
\sqrt{V} = W \leq e^{-\alpha t} \left( W(0) - \frac{D}{\alpha \sqrt{\lambda_{\min}(M)}} \right) + \frac{D}{\alpha \sqrt{\lambda_{\min}(M)}} \tag{38}
\]

and the stacked state exponentially converges to the ball

\[
\lim_{t \to \infty} \left\| \begin{bmatrix} s \\ \hat{a} \end{bmatrix} \right\| \leq \frac{D}{\alpha \lambda_{\min}(M)} \tag{39}
\]

This completes the proof. \(\Box\)

Next, we present a corollary which shows the exponential convergence of \(\tilde{q}\) when \(s\) is exponentially stable.

**Corollary 5.** If \(\|s(t)\| \leq A \exp(-\alpha t) + B/\alpha\) for some constants \(A, B, \) and \(\alpha,\) and \(s = \dot{q} + \Lambda \tilde{q},\) then

\[
\|\tilde{q}\| \leq e^{-\lambda_{\min}(\Lambda)t} \|\tilde{q}(0)\| + \int_0^t e^{-\lambda_{\min}(\Lambda)(t-\tau)} A e^{-\alpha \tau} d\tau + \int_0^t e^{-\lambda_{\min}(\Lambda)(t-\tau)} B e^{-\alpha \tau} \frac{d\tau}{\alpha} \tag{40}
\]

thus \(\|\tilde{q}\|\) exponentially approaches the bound

\[
\lim_{t \to \infty} \|\tilde{q}\| \leq \frac{B}{\alpha \lambda_{\min}(\Lambda)} \tag{41}
\]

**Proof.** From the Comparison Lemma [59], we can easily show Eq. (40). This can be further reduced as follows.

\[
\|\tilde{q}\| \leq e^{-\lambda_{\min}(\Lambda)t} \|\tilde{q}(0)\| + Ae^{-\lambda_{\min}(\Lambda)\tau} + \int_0^t e^{-\lambda_{\min}(\Lambda)(t-\tau)} B e^{-\alpha \tau} \frac{d\tau}{\alpha} \tag{42}
\]

\[
\leq e^{-\lambda_{\min}(\Lambda)t} \|\tilde{q}(0)\| + A e^{-\alpha t} + \frac{e^{-\lambda_{\min}(\Lambda)t}}{\lambda_{\min}(\Lambda) - \alpha} + \frac{B}{\alpha \lambda_{\min}(\Lambda)} \tag{43}
\]

Taking the limit, we arrive at Eq. (41). \(\Box\)

With the following corollary, we will justify that \(\alpha\) is strictly positive even when \(\phi \equiv 0,\) and thus the adaptive control algorithm guarantees robustness even in the absence of persistent excitation or with ineffective learning. In practice we expect some measurement information about all the elements of \(a,\) that is, we expect a non-zero \(\phi.\)

**Corollary 6.** If \(\phi \equiv 0,\) then the bound in Eq. (24) can be simplified to

\[
\lim_{t \to \infty} \left\| \begin{bmatrix} s \\ \hat{a} \end{bmatrix} \right\| \leq \sup \|d\| + \lambda_{\max}(P^{-1}) \sup(\|\hat{a} + \hat{a}\|) \tag{44}
\]

**Proof.** Assuming \(\phi \equiv 0\) immediately leads to \(\alpha\) of

\[
\alpha = \min \left( \frac{1}{2} \lambda_{\min}(P^{-1}Q), \frac{\lambda_{\min}(K)}{\lambda_{\max}(M)} \right) \tag{45}
\]

\(\phi \equiv 0\) also simplifies the \(\hat{P}\) equation to a stable first-order differential matrix equation. By integrating this simplified \(\hat{P}\) equation, we can show \(P\) exponentially converges to the value \(P = \frac{Q}{2\lambda}.\) This leads to bound in Eq. (44). \(\Box\)
We now introduce another corollary for the Neural-Fly-Constant, when \( \phi = I \). In this case, the regularization term is not needed, as it is intended to regularize the linear coefficient estimate in the absence of persistent excitation, so we set \( \lambda = 0 \). This corollary also shows that Neural-Fly-Constant is sufficient for perfect tracking control when \( f \) is constant; though in this case, even the nonlinear baseline controller with integral control will converge to perfect tracking. In practice for quadrotors, we only expect \( f \) to be constant when the drone air-velocity is constant, such as in hover or steady level flight with constant wind velocity.

**Corollary 7.** If \( \phi \equiv I \), \( Q = qI \), \( R = rI \), \( \lambda = 0 \), and \( P(0) = p_0I \) is diagonal, where \( q \), \( r \) and \( p_0 \) are strictly positive scalar constants, then the bound in Eq. (24) can be simplified to

\[
\lim_{t \to \infty} \left\| \begin{bmatrix} s \\ \hat{a} \end{bmatrix} \right\| \leq \frac{(1 + r^{-1}) \sup_t \| f - a \| + \epsilon/r}{\lambda_{\min}(K)\lambda_{\min}(M)} \lambda_{\max}(M)
\]  

(46)

**Proof.** Under these assumptions, the matrix differential equation for \( P \) is reduced to the scalar differential equation

\[
\frac{dp}{dt} = q - p^2/r
\]  

(47)

where \( P(t) = p(t)I \). This equation can be integrated to find that \( p \) exponentially converges to \( p = \sqrt{qr} \). Then by Eq. (32), \( \alpha \leq \sqrt{q/r} \) and \( \alpha \leq \lambda_{\min}(K)/\lambda_{\max}(M) \). If we choose \( q \) and \( r \) such that \( \sqrt{q/r} = \lambda_{\min}(K)/\lambda_{\max}(M) \), then we can take \( \alpha = \lambda_{\min}(K)/\lambda_{\max}(M) \). Then, the error bound reduces to

\[
\lim_{t \to \infty} \left\| \begin{bmatrix} s \\ \hat{a} \end{bmatrix} \right\| \leq \frac{D\lambda_{\max}(M)}{\lambda_{\min}(K)\lambda_{\min}(M)}
\]  

(48)

Take \( a \) as a constant. Then \( \dot{a} = 0 \), \( d = f - a \), and \( D \) is bounded by

\[
D \leq (1 + r^{-1}) \sup_t \| f - a \| + \epsilon/r
\]  

(49)

Section S6  Gain Tuning

The attitude controller was tuned following the method in [60]. The gains for all of the position controllers tested were tuned on a step input of 1 m in the x-direction. The proportional (P) and derivative (D) gains were tuned using the baseline nonlinear controller for good rise time with minimal overshoot or oscillations. The same P and D gains were used across all methods.

The integral and adaptation gains were tuned separately for each method. In each case, the gains were increased to minimize response time until we observed having large overshoot, noticeably jittery, or oscillatory behavior. For \( L_1 \) and INDI this gave a first-order filters with a cutoff frequency of 5 Hz. For each of the Neural-Fly methods, we used \( R = rI \) and \( Q = qI \), where \( r \) and \( q \) are a scalar values. The tuning method gave an \( R \) gains similar to the measurement noise of the residual force, a \( Q \) values on the order of 0.1, and \( \lambda \) values of 0.01.
Figure S3: Measured residual force versus adaptive control augmentation, $\hat{f}$. Wind-effect x- and z-axis force prediction for different methods, $\hat{f}$ and $K_i \int \tilde{p} dt$, compared with the online residual force measurement, $f$. The integral term in the nonlinear baseline method and the $\hat{f}$ term in the adaptive control methods, including the Neural-Fly methods, all act to compensate for the measured residual force. INDI, L1, and Neural-Fly-Constant estimate the residual force with sub-second lag, however adjusting the gains to decrease the lag increases noise amplification. Neural-Fly and Neural-Fly-Transfer have reduced the lag in estimating the residual force but have some model mismatch, especially at higher wind speeds.
Section S7  Force Prediction Performance

The section discusses fig. S3, which is useful for understanding why learning improves force prediction (which in turn improves control).

For the nonlinear baseline method, the integral (I) term compensates for the average wind effect, as seen in fig. S3. Thus, the UAV trajectory remains roughly centered on the desired trajectory for all wind conditions, as seen in fig. 5. The relative velocity of the drone changes too quickly for the integral-action to compensate for the changes in the wind effect. Although increasing the I gain would allow the integral control to react more quickly, a large I gain can also lead to overshoot and instability, thus the gain is effectively limited by the combined stability of the P, D, and I gains.

Next, consider the two SOTA baseline methods, INDI and $L_1$, along with the non-learning version of our method, Neural-Fly-Constant. These methods represent different adaptive control approaches that assume no prior model for the residual dynamics. Instead, each of these methods effectively outputs a filtered version of the measured residual force and the controller compensates for this adapted term. In fig. S3, we observe that each of these methods has a slight lag behind the measured residual force, in grey. This lag is reduced by increasing the adaptation gain, however, increasing the adaptation gain leads to noise amplification. Thus, these reactive approaches are limited by some more inherent system properties, like measurement noise.

Finally, consider the two learning versions of our method, Neural-Fly and Neural-Fly-Transfer. These methods use a learned model in the adaptive control algorithm. Thus, once the linear parameters have adapted to the current wind condition, the model can predict future aerodynamic effects with minimal changes to the coefficients. As we extrapolate to higher wind speeds and time-varying conditions, some model mismatch occurs and is manifested as discrepancies between the predicted force, $\hat{f}$, and the measured force, $f$, as seen in fig. S3. Thus, our learning based control is limited by the learning representation error. This matches the conclusion drawn in our theoretical analysis, where tracking error scales linearly with representation error.

Section S8  Localization Error Analysis

We estimate the root mean squared position localization precision to be about 1 cm. This is based on a comparison of our two different localization data sources. The first is the OptiTrack motion capture system, which uses several infrared motion tracking cameras and reflective markers on the drone to produce a delayed measurement the position and orientation of the vehicle. The PX4 flight controller runs an onboard extended Kalman filter (EKF) to fuse the OptiTrack measurements with onboard inertial measurement unit (IMU) measurements to produce position, orientation, velocity, and angular rate estimates. In offline analysis, we correct for the delay of the OptiTrack system, and compare the position outputs of the OptiTrack system and the EKF. Typical results are shown in fig. S4. The fixed offset between the measurements occurs because the OptiTrack system tracks the centroid of the reflective markers, while the EKF tracks the center of mass of the vehicle. Although the EKF must internally correct for this offset, we do not need to do so in our offline analysis because the offset is fixed. Thus, the mean distance between the the OptiTrack position and the EKF position corresponds to the distance between the center of mass and the center of vision, and the standard deviation of that distance is the root-mean-square error of the error between the two estimates. Averaged over all of the data from experiments in this paper, we see that the standard deviation is 1.0 cm. Thus, we estimate that the localization precision has a standard deviation of about 1.0 cm.
Figure S4: **Localization inconsistency** Typical difference between the OptiTrack motion capture position measurement, \(p_{mocap}\), and the EKF position estimate, \(p_{EKF}\), corrected for the Optitrack delay. The mean difference corresponds to a constant offset between the center of mass, which the EKF tracks, and the centroid of reflective markers, which the OptiTrack measures. The standard deviation corresponds to the root-mean-square error between the two measurements.