**Abstract**

We describe a two-dimensional geometry that smoothly interpolates between an asymptotically AdS$_2$ geometry and the static patch of dS$_2$. We find this 'centaur' geometry to be a solution of dilaton gravity with a specific class of potentials for the dilaton. We interpret the centaur geometry as a thermal state in the putative quantum mechanics dual to the AdS$_2$ evolved with the global Hamiltonian. We compute the thermodynamic properties and observe that the centaur state has finite entropy and positive specific heat. The static patch is the infrared part of the centaur geometry. We discuss boundary observables sensitive to the static patch region.
1 Introduction

We have come to think of theories of gravity containing spacetimes endowed with an asymptotic spatial boundary as quantum mechanical systems with a large number of degrees of freedom. The most concrete examples involve spacetimes which asymptote to a \((d + 1)\)-dimensional anti-de Sitter geometry [1], in which case the quantum system in the ultraviolet is a \(d\)-dimensional quantum field theory enjoying conformal symmetries. In the special case \(d = 1\), the theory is a conformally invariant quantum mechanics describing an AdS\(_2\) geometry, such as the one appearing in the near horizon of black holes with a vanishing horizon temperature. Though such systems are more delicate than their quantum field theoretic counterparts, there have been recent attempts to materialize this important case [2, 3, 4, 5, 6, 7, 8, 9, 10]. Upon turning on relevant deformations, quantum systems can flow away from the fixed point to the infrared. Correspondingly, the deep interior of the dual geometry can be deformed away from the exact anti-de Sitter geometry and can manifest a host of interesting infrared physics, such as the emergence of horizons [11] or even the capping off of space altogether [12]. This remains the case, even for asymptotically AdS\(_2\) geometries [13, 14].

In this paper, we investigate a geometry that is asymptotically AdS\(_2\) but flows in the interior to the static patch of a two-dimensional de Sitter geometry. We refer to such geometries as centaur geometries. The static patch of a de Sitter spacetime is the intersection of the future and past causal diamonds of a de Sitter observer. In the current cosmological era, which is dominated by a positive cosmological constant, we find ourselves to be well described by such static patch observers. Thus, the holography of a static patch geometry is a pertinent matter [15, 16, 17, 18, 19, 20, 21, 22]. On its own, the static patch does not enjoy the crucial feature of an asymptotic spatial boundary, thus making the question a hard one. By constructing centaur geometries, we are able to formulate questions about the static patch interior and interpret them in terms of the putative quantum mechanical dual of the asymptotically AdS\(_2\) geometry. The centaur state is a particular excited state. Since it has a horizon, we may further interpret it as an excited state.

In what follows we explore several aspects of the centaur geometry. We begin with some general remarks about geometries holographically dual to quantum mechanical systems. By this we mean \((0 + 1)\)-dimensional quantum systems with no spatial locality. We stress the fact that the UV behavior of quantum mechanics is universal, as opposed to the more familiar situation in higher dimensional quantum
field theory. Then, we identify the centaur geometry as a solution to a particular class of dilaton gravity theories and study its thermodynamic properties, and the properties of waves propagating in the centaur geometries. Long lived particles travelling along the static patch inertial worldline manifest themselves in the pole structure of the boundary retarded Green function. We conclude with speculative remarks on the higher dimensional case, and possible microscopic constructions.

Throughout this work we consider only the two dimensional example of dS$_2$ infrared geometries completed in the ultraviolet by AdS$_2$. This is just a matter of simplicity. We expect that the same construction can be generalized to higher dimensions by embedding dS$_d$ in AdS$_2 \times S^{d-2}$ ultraviolet geometries. Notice that the celestial sphere in this geometry flows monotonically, increasing in size as it reaches the cosmological horizon. This feature is absent in previous attempts to embed dS$_d$ in AdS$_d$ geometries $[23, 24]$. We return to this issue in the discussion.

2 UV behavior of QM vs. worldline holography

In this section we make some general remarks regarding properties of the geometry dual to a quantum mechanical theory. Unlike quantum field theory, the space of relevant deformations is very rich in quantum mechanics and is hard to make any sensible classification of infrared behaviors. On the other hand, the high energy behavior of quantum mechanics is rather constrained, and we consider here several different cases and the corresponding geometric features.

2.1 ‘Infinite’ quantum mechanics

Consider first a theory containing bosons $x_I$ and fermions $\psi_i$, with canonical kinetic terms and smooth potential:

$$S = \int dt \left[ \dot{x}_I \dot{x}_I + i \bar{\psi}_i \dot{\psi}_i - V(x_I, \bar{\psi}_i, \psi_i) \right], \quad (2.1)$$

where $(I, i)$ denote a general index structure, i.e. they could be, for example, matrix or vector indices. At high energies, compared to any other scale in the problem, energy eigenstates are well approximated by oscillatory functions $\Psi_E(x_I) \sim e^{ik_I x_I}$, with $k_I k_I = E$. The form of the wavefunction does not depend on the form of the details of the potential and is thus universal. In Wilsonian terms, there are no irrelevant deformations in $(0 + 1)$-dimensional field theory with canonical kinetic terms. If no singularities in the potential are allowed, the theory is free in the UV (which in the
absence of a spatial structure is the high energy regime). If singularities are allowed, there exist marginal deformations, which we discuss in the next subsection.

A holographic construction of this setup appears manifestly in the worldline theory of a stack of $N$ D0-branes dual the D0-brane near horizon geometry [25, 26]. Due to the radial dependence of the dilaton, the eight-sphere shrinks indefinitely in the string frame. The string frame metric and dilaton are given by:

$$\frac{ds^2}{\alpha'} = \frac{-U^{7/2}}{\sqrt{a}\lambda} dt^2 + \sqrt{a}\lambda \left( \frac{dU^2}{U^{7/2}} + \frac{d\Omega_8^2}{U^{3/2}} \right), \quad e^\Phi = \frac{1}{N} (2\pi)^2 a^{3/4} \left( \frac{U}{\lambda^{1/3}} \right)^{-21/4}, \quad (2.2)$$

with $a = 240\pi^5$ and $\lambda$ the 't Hooft coupling of the D0-brane matrix quantum mechanics. The supergravity approximation breaks down at sufficiently large $U$, and must be replaced with a string field theory. The Einstein frame metric is given by $g^{(\text{Einstein})}_{\mu\nu} = e^{-\Phi/2} g^{(\text{string})}_{\mu\nu}$. In the Einstein frame both the $g_{tt}$ component as well as the size of the eight-sphere grow in the direction corresponding to the UV region of the dual quantum mechanics. This corresponds to the fact that the Hilbert space of the dual model grows indefinitely as we increase the energy.

2.2 Conformal quantum mechanics

If the theory allows for singular potentials, one can construct interacting theories with a scaling symmetry $t \to \lambda t$. Nevertheless, unitarity demands that deformations can be marginal at best. A simple example of this is the d’Alfaro-Fubini-Furlan (DFF) model [27]:

$$S = \int dt \left( \dot{x}^2 - \frac{g}{x^2} \right). \quad (2.3)$$

The above model enjoys an $SL(2,\mathbb{R})$ conformal symmetry:

$$t \to \frac{at + b}{ct + d}, \quad x(t) \to (ct + d)^{-1} x \left( \frac{at + b}{ct + d} \right). \quad (2.4)$$

with $a$, $b$, $c$ and $d$ real and obeying $(ad - bc) = 1$. The coupling $g$ here is exactly marginal and yields a unitary theory as long as $g > -\frac{1}{4}$. If the coupling is further decreased the Hamiltonian ceases to be self-adjoint. This can be fixed through an appropriate self-adjoint extension at the price of a quantum mechanical RG flow [28]. It is found that the coupling remains marginally relevant. As a consequence no further UV deformation can be achieved.

In the particular case of the DFF model, the analysis is complicated by the fact
that the vacuum of the theory (once it is properly regulated in the infrared by the inclusion of a quadratic confining potential) breaks conformal invariance as it sits in a lowest weight representation of $SL(2,\mathbb{R})$ [27]. Recent developments in the study of SYK type models [2, 3, 4, 5, 6, 7, 8, 9, 10], allow for the construction of theories where conformal invariance can be preserved in the vacuum to a better approximation.

In the situation where some large $N$ version of an $SL(2,\mathbb{R})$ invariant model has a geometric dual, one expects the UV part of the geometry to be different than that of the D0-brane geometry. As an example, we consider an AdS$_2 \times S^2$ geometry with metric:

$$ds^2 = -\frac{dt^2 + dz^2}{z^2} + d\Omega_2^2 = -dt^2 |x|^2 + \frac{dx^2}{|x|^2}. \quad (2.5)$$

The dual theory is a quantum mechanics which (at least at large $N$) has an $SL(2,\mathbb{R}) \times SO(3)$ symmetry. The scaling symmetry is geometrized as $t \to \lambda t$ and $z \to \lambda z$. Unlike the D0-brane geometry, the emergent $S^2$ is $z$-independent. We can consider more general asymptotically AdS$_2 \times S^2$ configurations. For example, in Einstein-Maxwell theory the extremal throat can split into several ones carrying smaller charge [13, 14]. For instance:

$$ds^2 = -\frac{dt^2}{\psi^2(x)} + \psi^2(x)dx^2, \quad \psi(x) = \sum_{i=1}^{n} \frac{m_i}{|x - x_i|}, \quad (2.6)$$

is a solution to Einstein-Maxwell theory which approaches AdS$_2 \times S^2$ for $|x| \gg |x_i|$ but splits into smaller AdS$_2 \times S^2$ throats, each with their own horizon, whenever $x \to x_i$. Each of these horizons has a corresponding $S^2$ which is smaller than the asymptotic one. This is an indication of the reduced state space at lower energies. We see from (2.6) clearly that the size and shape of the asymptotic $S^2$ becomes $x$ dependent, indicating that the full state corresponding to them is no longer conformally invariant, let alone $SO(3)$ invariant.

In conclusion, in both models studied above we have noticed a very complicated IR structure present in quantum mechanical models. The UV, however, seems remarkably simple, parameterized by a small number of marginal deformations. This is in stark contrast to quantum field theory where one expects (naively) an infinite number of irrelevant deformations that can be described within effective field theory.
2.3 Finite quantum mechanics?

In the previous two examples, we have studied how two rather universal UV properties of quantum mechanics can manifest themselves geometrically. What about systems with finite dimensional Hilbert spaces? Such systems might be achieved, for example, by building the theory purely out of fermionic degrees of freedom [17, 21, 29, 30] or by introducing a Wheeler-de Witt like constraint on the spectrum by coupling the quantum mechanics to a worldline metric [31]. Perhaps a quantum mechanical system coupled to worldline gravity is of interest for describing a spacetime with no asymptotic boundary.

In this case, the energy spectrum caps both in the IR as well as the UV. Thus, to the extent that the energy is geometrized by some type of radial direction, we expect a geometry for which the size of space remains finite as a function of the holographic direction \( r \) [29]. One example of such a geometry is the static patch geometry of de Sitter space.\(^1\) In this case, the cosmological horizon caps physics in the IR, and the shrinking celestial sphere caps the physics at the observer’s worldline (at the South Pole of global de Sitter space) which we might identify as the UV. This can be seen from the metric itself:

\[
\frac{ds^2}{\ell^2} = -dt^2(1 - r^2) + \frac{dr^2}{(1 - r^2)} + r^2d\Omega^2,
\]

where \( \ell \) is the dS curvature scale. A basic challenge in interpreting the above metric holographically is that in the UV direction \( r \rightarrow 0 \), i.e. the direction for which time flows increasingly fast, the two-sphere caps to zero. (The capping of the sphere is often the behavior we observe in the deep IR region of a geometry dual to a gapped state.) Related to this, the \( g_{tt} \) component of the metric does not grow parametrically, and hence it is hard to understand where the ‘UV operators’ of the dual theory should be placed.\(^2\) The issue is clear. Near \( r = 0 \) there is no decoupling region where quantum gravity becomes non-dynamical. Therefore one might expect that coupling the dual

\(^1\)Another example is global AdS\(_d\) with a large radial cutoff. In this case there is an additional parameter (the UV cutoff) unrelated to the number of colors, that tunes the number of states.

\(^2\)It seems worth pointing out a rather general relation in spherically symmetric sectors of general relativity for negative cosmological constant. The direction in which the proper size of the sphere grows seems to always correspond to the direction where the time-time component of the metric grows. This is compatible with the notion that deep inside the bulk one has integrated out degrees of freedom in the holographic theory. The relation between spheres and clocks remains valid so long as the matter content has positive energy. In fact, for the negative mass Schwarzschild black hole the time-time component of the metric grows in the direction where the sphere decreases, which is qualitatively similar to the behavior in the static patch.
quantum mechanics to gravity is crucial to have a UV complete description of the de Sitter static patch.

In what follows we will follow an alternative, novel and more concrete approach. We will describe the static patch by embedding a dS$_2$ geometry into an asymptotically AdS$_2$ geometry. This will allow us to interpret the finite quantum mechanics dual to dS$_2$ as a subsector of the putative conformal quantum mechanics dual to AdS$_2$. This provides a natural UV completion that exploits the universal features described above. Due to the absence of a celestial sphere in the two dimensional case, dS$_2$ is slightly less confusing than its higher dimensional cousins. While we expect that this discussion can be generalized to that case, we will concentrate on this example in the remainder of this work.

3 A/dS$_2$ and the centaur geometry

In this section we consider dS$_2$ and AdS$_2$ geometries a little more carefully. We then discuss a geometry that looks like the static patch in the interior but has an AdS$_2$ boundary. We refer to this as the centaur geometry.

3.1 Static patch dS$_2$ geometry

dS$_2$ is the simplest geometry with a cosmological horizon. It is a solution of Einstein gravity with a positive cosmological constant, the Nariai geometry, which is dS$_2 \times S^n$ in $(n+2)$-dimensions. (Holography for the global Nariai geometry was investigated in [32, 33, 34, 35].) The Nariai solution is quantum mechanically unstable. Indeed, if we allow for Hawking radiation one of the horizons eventually shrinks while the other grows. The end point of this process is the empty static patch geometry (2.7). One of the two horizons has negative specific heat, while the other has positive specific heat. In appendix A we discuss the Nariai solution as a solution to a two-dimensional dilaton gravity theory.

The two-dimensional static patch geometry reads:

$$\frac{ds^2}{\ell^2} = -dt^2(1 - r^2) + \frac{dr^2}{(1 - r^2)} , \quad r \in (-1, 1) .$$

(3.1)

Notice that there are two distinct horizons at $r = \pm 1$. The UV value of $r$, i.e. the one for which clocks tick the fastest, is at $r = 0$. The geometry exhibits a discrete $\mathbb{Z}_2$ symmetry $r \rightarrow -r$. 
If we go to Euclidean time \( \tau = it \), the dS\(_2\) static patch becomes the round metric on the two-sphere. The two horizons now smoothly cap off at the poles of the sphere. Smoothness of the metric requires \( \tau \rightarrow \tau + 2\pi \), indicating that the two horizons of the static patch are at a finite and equal temperature. The global extension of the coordinate system is:

\[
ds^2 = -dT^2 + \cosh^2 T \, d\psi^2 ,
\]

and has asymptotic boundaries in the infinite past and future where \( T = \pm \infty \). The global geometry is \( SL(2, \mathbb{R}) \) invariant. No single observer has causal access to the global geometry.

### 3.2 Global AdS\(_2\) geometry

In global AdS\(_2\), the metric is given by:

\[
ds^2 = -dt^2(1 + r^2) + \frac{dr^2}{1 + r^2} , \quad r \in \mathbb{R} ,
\]

which also exhibits an \( SL(2, \mathbb{R}) \) isometry group with generators:

\[
\begin{align*}
R &= i \partial_t , \\
D &= -i \sqrt{1 + r^2} \cos t \partial_r + i \frac{r}{\sqrt{1 + r^2}} \sin t \partial_t , \\
S &= -i \sqrt{1 + r^2} \sin t \partial_r - i \frac{r}{\sqrt{1 + r^2}} \cos t \partial_t .
\end{align*}
\]

These satisfy the algebra \([S, R] = -i D, [D, R] = i S\) and \([S, D] = -i R\). In addition there is a \( \mathbb{Z}_2 \) symmetry \( r \rightarrow -r \). The generator of \( t\)-translations is the compact \( U(1) \) subgroup of the \( SL(2, \mathbb{R}) \) isometry group, often denoted by \( R = (H + aK)/2 \). Here \( K \) is the generator of special conformal transformations, \( H \) is the Hamiltonian, \( D \) is the dilatation generator and \( S = (H - aK)/2 \) the non-compact generator. The parameter \( a \) is arbitrary but carries appropriate units for the expressions for \( R \) and \( S \) to make sense.

Global AdS\(_2\) has two asymptotic boundaries at \( r = \pm \infty \) which are connected in the interior. This is related to the state operator correspondence in \((0 + 1)\)-dimensions \([36, 37]\) where local operators of a theory on the Euclidean line \( \mathbb{R} \) are mapped to the Hilbert space of a theory on \( \mathbb{R} \times S^0 \) where \( S^0 \) is now two points. The Lorentzian geometry is somewhat reminiscent of the eternal black hole in higher dimensions, however the two sides are now in causal contact from the point of view
of the bulk. Thus, if there is any reasonable holographic interpretation of the global AdS$_2$ geometry, the CFTs seem to be interacting in a way that is stronger than simple entanglement of two disjoint Hilbert spaces.

If we go to Euclidean time $\tau = it$, we have the Euclidean strip. Inclusion of the points at infinity gives us the Poincare disk. On the other hand, periodic identification of $\tau \sim \tau + \beta$ gives a smooth Euclidean geometry with two boundaries, which is locally equivalent to the hyperbolic disk. It differs globally from the disk, however, because the generator that we have identified is not compact for Euclidean AdS$_2$. The interpretation of this geometry is also somewhat mysterious, due to the disconnected boundaries. In the higher dimensional versions of AdS/CFT duality, the first state is identified with the AdS global black hole geometry while the second option corresponds to thermal AdS. The lack of horizon in the second case means that this geometry should correspond to a confined phase of the quantum mechanical theory and, therefore, with access to much fewer degrees of freedom than the black hole geometry.

Now consider an $SL(2, \mathbb{R})$ invariant quantum mechanics system, such as the DFF model (or some large $N$ vector or matrix generalization thereof [38, 39]). We could ask about the geometry dual to a single conformal quantum mechanics whose time evolution is governed by the $R$-Hamiltonian. When evolving with this Hamiltonian, the DFF model (and presumably most large $N$ generalizations thereof) has a unique normalizeable ground state that is not $SL(2, \mathbb{R})$ invariant. The corresponding geometry dual to the ground state of a large $N$ DFF-like system will not have two asymptotic boundaries. Instead it will presumably end somehow in the deep interior. For an excited state with respect to this Hamiltonian, with sufficiently large entropy, the geometry might form a horizon. In such a case, the corresponding Euclidean geometry will have the topology of a disk rather than a cylinder. We now explore a particular example where such a situation occurs.

### 3.3 Centaur geometry

Consider a situation where the metric is given by:

$$ds^2 = -\left(1 + \frac{r^3}{|r|}\right) dt^2 + \frac{dr^2}{\left(1 + \frac{r^3}{|r|}\right)} , \quad r \in (-1, \infty) . \quad (3.7)$$

Such a centaur geometry is continuous and differentiable. The (possibly mixed) state corresponding to such a geometry in some putative dual quantum mechanics is not
$SL(2, \mathbb{R})$ invariant. The left Hilbert space of excitations is that of (half) the two-dimensional static patch $\mathcal{H}_L$. The right Hilbert space is that of (half of) global AdS$_2$, $\mathcal{H}_R$. The Hilbert space of excitations is given by combining $\mathcal{H}_L$ and $\mathcal{H}_R$ in a smooth way.

We can also consider the Euclidean centaur geometry, obtained by a Wick rotation of the Lorentzian one. Here, one is gluing a hemisphere to the two-dimensional hyperbolic geometry at the throat as shown in figure 1. We can view it as preparing a non $SL(2, \mathbb{R})$ invariant state.

The centaur geometry is useful, in that it allows us to push the static patch worldline all the way to an AdS$_2$ boundary. In this way, it allows us to avoid the issue of the observer dependence of the cosmological horizon since we have a preferred fixed worldline at the AdS$_2$ boundary. Moreover, it allows us to define a quantum mechanical holographic dual at the AdS$_2$ boundary where we can insert operators and compute worldline boundary correlation functions. The static patch is then interpreted as the IR physics of some excited thermal state in the QM dual. The entropy of the cosmological horizon is interpreted statistically as the entropy for that thermal state.

In what follows we analyze the physical properties of centaur vacua in a simple dilaton two-dimensional gravity model. We could call the example above, where we are just gluing AdS$_2$ and dS$_2$, a sharp centaur. As we shall see, it is quite easy in dilaton gravity to find smooth centaur solutions as well.

4 Dilaton gravity with centaur vacuum

We can construct the centaur solution in an effective two-dimensional dilaton-gravity model. The two-dimensional Lorentzian theory is:

$$S_L = \frac{\phi_0}{16\pi G} \int d^2x \sqrt{-g} R - \frac{1}{16\pi G} \int d^2x \sqrt{-g} \left( \phi R + \ell^2 V(\phi) \right). \quad (4.1)$$

The $\phi_0$ is a constant part for the full dilaton field $\Phi$, such that the full dilaton is given by $\Phi = \phi_0 - \phi$. In the second term, $\ell^2$ is a dimensionful constant playing the role
of the cosmological constant. The first term in the action is purely topological due to the Gauss-Bonnet theorem in two dimensions. When equipped with the Gibbons-Hawking term, it computes the Euler characteristic. Since $\Phi$ is the difference between $\phi_0$ and $\phi$, the effective Newton constant of the non-topological piece has the opposite sign for the $\phi R$ piece of the action. All we require is $(\phi_0 - \phi) > 0$, but $\phi$ itself being a small deviation from $\phi_0$ can have either sign. We choose this sign such that the geometry enters a strong coupling regime in the $\phi \to \infty$ region. This can be dealt with by using a UV regulator as we explain below.

The equations of motion are given by:

$$8\pi G T^{\phi}_{\mu\nu} \equiv \nabla_\mu \nabla_\nu \phi - g_{\mu\nu} \nabla^2 \phi + \frac{\ell^2}{2} g_{\mu\nu} V(\phi) = 0 ,$$  \hspace{1cm} (4.2)

$$R + \ell^2 V'(\phi) = 0 .$$ \hspace{1cm} (4.3)

Due to diffeomorphism invariance, the stress tensor is conserved. Moreover, given the absence of a dynamical graviton in two-dimensions, the dilaton stress tensor vanishes identically. In fact, there are no propagating degrees of freedom in the dilaton gravity theory.

Using a Bäcklund transformation [40], the general solution can be written as:

$$ds^2 = -N(\phi) dt^2 + \frac{d\phi^2}{\ell^2 N(\phi)} ,$$ \hspace{1cm} (4.4)

where:

$$N(\phi) = \int_{\phi_h}^{\phi} d\varphi V(\varphi) .$$ \hspace{1cm} (4.5)

Here, we have used the running dilaton as a spatial coordinate in our geometry. $\phi_h$ parameterizes an integration constant which will control the position of a horizon for this geometry. We can check that the Ricci scalar for (4.4) is given by $R = -\ell^2 \partial^2_\phi N(\phi)$. Clearly (4.3) is solved by $N(\phi)$. As for (4.2), using the relevant Christoffel coefficients one ends up with the equation $\partial_\phi N(\phi) = V(\phi)$, which is again satisfied by our solution.

We will be interested in theories where $N(\phi)$ is a monotonic function, so the time lapse evolves in a particular direction determined by the RG flow in the $\phi$ direction. In this setup, $\phi_h$ represents the end of space in the Euclidean geometry. Depending on the behavior of the potential, it signals the presence of a horizon in the Lorentzian geometry. Our coordinates, therefore, span the interval $\phi \in (\phi_h, \infty)$.

Our objective will be to construct smooth centaur geometries that interpolate
between an AdS$_2$ boundary and a dS$_2$ cosmological horizon deep inside. To construct this geometry we would like a potential that is asymptotically linear in $\phi$ but with opposite slopes. This way we can attain constant Ricci scalars (with opposing signs) near the horizon and asymptotically. Let us define an infrared scale $\ell \epsilon$, where $\epsilon$ is a positive dimensionless constant, over which the potential interpolates between these two regimes. Then, we can get centaur geometries easily from any function $V(\phi)$ under the following simple conditions

$$V(\phi) \sim \begin{cases} 2\phi & \text{if } \phi \gg \epsilon \\ -2\phi & \text{if } \phi \ll -\epsilon \end{cases} \quad \text{and} \quad \phi_h \ll -\epsilon \quad (4.6)$$

where the factor of 2 has been chosen to match the standard notation, making $\ell^2 > 0$ the curvature scale in the AdS$_2$ asymptotic region. As a concrete example, we could take

$$V(\phi) = 2\left(\sqrt{\phi^2 + \epsilon^2} - \epsilon\right). \quad (4.7)$$

In other words, for $\phi_h < \phi \ll -\epsilon$, the two-dimensional metric looks to good approximation like dS$_2$ and like AdS$_2$ for $\epsilon \ll \phi < \phi_h$. Here we assume $\phi_h$ is a UV cutoff where we can perform holographic renormalization as is the usual procedure in AdS/CFT computations. We assume throughout $\phi_0 \gg \phi_h$ so the solution remains gravitationally weakly coupled in the whole geometry. In this particular example, the dilaton is running in a monotonically increasing fashion from the horizon to the near AdS$_2$ boundary. It is equal to the radial coordinate. Finally, the potential must have a minimum to interpolate between these two regimes. We pick the arbitrary value $\phi = 0$ for this minimum. Furthermore, we assume the potential is smooth and quadratic near the minimum, and we denote $V''(0) \equiv 2\zeta^{-1} > 0$. This yields, in principle, a new infrared scale, $\ell \zeta$. In a simple case where there is only one infrared scale $\zeta \sim \epsilon$, as in (4.7). There is only one more property of the potential we will use for convenience: that the potential is strictly non-negative and that it vanishes quadratically at the single location $\phi = 0$.

When the dS$_2$ geometry comes from the Nariai solution, one horizon is associated to the de Sitter horizon while the other to a black hole horizon which is degenerate in size to the cosmological one. As we discuss in appendix B, whether the centaur is describing half of the dS$_2$ static patch containing the cosmological horizon, or the black hole depends on the behavior of the dilaton. The discussion in the main text

---

3This is not critical to the argument. Other analytic minima can be considered, but they require further fine tuning.
corresponds to a dS\(\mathbb{S}^2\) with a de Sitter like horizon. In appendix B we briefly discuss the case where the potential is flipped and the boundary value of the dilaton is negative, where the dS\(\mathbb{S}^2\) horizon becomes black hole like. Perhaps a way to obtain the full dS\(\mathbb{S}^2\) involves merging the two types of centaur geometries, with black hole and de Sitter like horizons, across their AdS\(\mathbb{S}^2\) boundary.

Finally, the parameter \(\phi_h\) is physical here; one cannot simply rescale it away. In the case of pure (A)dS\(\mathbb{S}^2\) the parameter \(\phi_h\) would not have been physical. Because of the existence of this parameter we can dial the temperature of the horizon and study thermodynamic properties.

### 4.1 Centaur thermodynamics

The total Euclidean action is given by:

\[
S_E = S_\phi + S_b + S_0 .
\]

(4.8)

where

\[
S_\phi = \frac{1}{16\pi G} \int d^2 x \sqrt{g} \left( \phi R + \ell^2 V(\phi) \right)
\]

(4.9)

corresponds to the running dilaton action and

\[
S_b = \frac{1}{8\pi G} \int d\tau \sqrt{h_{\tau\tau}} \phi_b K ,
\]

(4.10)

is a Gibbons-Hawking boundary term \(S_b\), allowing for a well defined variational principle. Here \(K\) is the trace of the extrinsic curvature at the boundary and the induced metric on a constant-\(\phi\) surface is \(h_{\tau\tau}(\phi) = g_{\tau\tau}(\phi)\). Lastly there is also the constant dilaton contribution to the action:

\[
S_0 = -\frac{\phi_0}{16\pi G} \int d^2 x \sqrt{g} R - \frac{\phi_0}{8\pi G} \int d\tau \sqrt{h_{\tau\tau}} K .
\]

(4.11)

The Euclidean solution is given by:

\[
ds^2 = N(\phi) d\tau^2 + \frac{d\phi^2}{\ell^2 N(\phi)} .
\]

(4.12)

The range of \(\phi\) is \(\phi \in (\phi_h, \phi_b)\). We can expand \(N(\phi)\) near the horizon as:

\[
N(\phi) \sim V(\phi_h)(\phi - \phi_h)
\]

(4.13)
The Euclidean geometry requires the Euclidean time \( \tau \) to be periodically identified with period:

\[
\beta \equiv \frac{1}{T} = \frac{4\pi}{\ell V(\phi_h)} \sim \frac{2\pi}{\ell |\phi_h|} .
\]

(4.14)

where in the last equality we show the result in the regime \( |\phi_h| \gg \epsilon \) (high temperatures). We see that \( \phi_h \) can be interpreted as a (dimensionless) temperature of the system. Thus, our solution has a finite temperature for \( \phi_h \) non-zero. We can see in the expressions above that we have adjusted the zero of the potential to allow for zero temperature solutions \( \beta \to \infty \) at \( \phi_h \to 0 \). Notice also that for a given temperature there exist two solutions corresponding to opposite signs for \( \phi_h \). As long as \( |\phi_h| \gg \epsilon \) these will look like dS\(_2\) horizons or AdS\(_2\) black holes, depending on the sign of \( \phi_h \). We will show below that the dS\(_2\) solution dominates the thermodynamics.

As long as the potential vanishes quadratically at some point (which we take to be at \( \phi = 0 \)) a zero temperature solution exists and the interior of the geometry is approximated by the following form:

\[
ds^2 = \frac{\phi^3}{3\zeta} d\tau^2 + \frac{3\zeta}{\ell^2 \phi^3} d\phi^2 .
\]

(4.15)

This corresponds to an asymptotically flat infinitely deep Euclidean cylinder in the IR. The solution is still asymptotically AdS\(_2\) in the UV. One can think of this solution as a decoupling limit between the two sides of the global AdS\(_2\) geometry where the bridge connecting them has become infinitely long.

Using the Euclidean equations of motion, we can reduce the bulk part of the on-shell action to:

\[
S_\phi = \frac{\ell}{16\pi G} \int d\tau \int_{\phi_h}^{\phi_b} d\phi \left( -\phi V'(\phi) + V(\phi) \right) .
\]

(4.16)

We also need the value of the extrinsic curvature at the AdS\(_2\) boundary. The unit normal vector to a constant-\( \phi \) surface is \( n^\mu = (0, \sqrt{h_{\tau\tau}(\phi)} \). We find:

\[
K = \frac{1}{2} h_{\tau\tau}(\phi) L_{\mu\nu} h_{\tau\tau}(\phi) = \frac{1}{2} \frac{\ell^2 V(\phi)}{\sqrt{h_{\tau\tau}(\phi)}} .
\]

(4.17)

Putting everything together:

\[
\log Z[\beta] = \frac{\phi_0}{4G} - \frac{\beta \ell}{16\pi G} \left[ 2N(\phi_b) + \phi_h V(\phi_h) \right] ,
\]

(4.18)
Notice that the $N(\phi_h)$ term diverges. This is a familiar situation regarding UV divergences in QFT path integrals at finite temperature. The usual prescription \cite{41} consists in subtracting the zero temperature contribution, after properly adjusting the size of the thermal circle. This coincides with \cite{42}, where it was proposed to add an additional boundary term to absorb this divergence. After regularizing we obtain:\footnote{Notice that we have not cancelled the contribution from the topological term when regularizing.}

$$
\log Z_{\text{reg}}[\beta] = \frac{\phi_0 - \phi_h}{4G} - \frac{\beta \ell}{16\pi G} \int_{\phi_h}^0 d\varphi V(\varphi),
$$

where we have used the relation between $\phi_h$ and the temperature (4.14) and the form of $N$ in terms of the potential $V$.

Given the thermal partition function, we can compute thermodynamic quantities. For instance, the specific heat is:

$$
C[\beta] = \beta^2 \partial^2_{\beta} \log Z_{\text{reg}}[\beta] = -\frac{1}{4G} \frac{V(\phi_h)}{V'(\phi_h)} = \frac{\ell^2}{4G} \frac{V(\phi_h)}{R(\phi_h)}.
$$

Given that we are considering strictly positive potentials the specific heat of the solution is positive as long as the curvature at the horizon is positive. This singles out a negative value of $\phi_h$ for any potential with a single minimum at $\phi = 0$. de Sitter like solutions (in the IR) are, therefore, stable thermal saddles. At high temperatures $\beta \ell \ll 1/\epsilon$

$$
C[\beta] \sim \frac{1}{4G} \frac{2\pi}{\beta \ell},
$$

One can interpret this result as the appearance of more quantum mechanical degrees of freedom as one goes to higher energies. The result above predicts a constant density of states or equivalently the appearance of a linear mass spectrum of particles in the dual boundary theory. Meanwhile at low temperatures $\beta \ell \gg 1/\epsilon$, the heat capacity goes as

$$
C[\beta] \sim \frac{1}{4G} \sqrt{\frac{\pi \zeta}{\beta \ell}} \sim \frac{1}{4G} \sqrt{\frac{\pi \epsilon}{\beta \ell}}.
$$

where the expression after the second $\sim$ uses the assumption of just one infrared scale present in the problem. This shows the presence of an even higher number of states at low temperatures. Notice that this is consistent with the curvature of spacetime becoming very low in the IR at low temperatures. In particular this matches the number of scattering states in a one dimensional potential, $g(E) \sim E^{-1/2}$, from the...
point of view of the boundary theory.\footnote{Notice that the above results are consistent with the quantum mechanics of a system of a large number of particles ("large $N$") given by different bound states of a pair of partons trapped in a flat potential in the UV that becomes quadratic at long distances. This result suggests important clues in terms of the operator content that should be present in a quantum mechanical dual to a de Sitter geometry.}

The entropy receives a contribution from the topological piece which goes as $S = \phi_0/4G$. The correction to the entropy from the non-topological part of the action is given by:

$$\delta S[\beta] = (1 - \beta \partial_\beta) \log Z_{\text{reg}}[\beta] = -\frac{\phi_h}{4G}. \quad (4.23)$$

Notice that $\delta S$ increases with temperature and it is positive for IR positively curved centaur solutions. Finally, we can compute the energy of the system as:

$$E[\beta] = \frac{\ell N(0)}{16\pi G} = \frac{\ell}{16\pi G} \int_{\phi_h}^{0} d\varphi V(\varphi) \quad (4.24)$$

It is positive and it grows with the temperature.

In summary, we have found that solutions to the theory (4.1) with infrared positive curved geometries, i.e. centaur solutions, are well behaved and stable thermodynamically. Curiously enough, it is negatively curved solutions in the IR that are unstable. In all cases the UV geometry is AdS$_2$ and the usual holographic dictionary allows calculation of QFT dual observables.

## 5 Centaur waves

In this section we compute the two point correlation functions in the boundary dual theory by following the AdS/CFT correspondence. We consider a bulk free scalar $\Psi$ of mass $\mu\ell$, where $\mu$ is a new dimensionless parameter. We will comment on general features of this problem and then we will perform this calculation exactly in the regime where we can disregard the interpolating region of the centaur geometry. That is, for a geometry which is constructed by gluing dS$_2$ to AdS$_2$ along the $\phi = 0$ line: the sharp centaur. We show below that we can trust this calculation in the regime

$$\epsilon \ell \ll 2\pi T, \quad \omega \ell \ll \frac{(2\pi T)^2}{\ell \epsilon}. \quad (5.1)$$

This is of particular importance as it allows a window into the region $2\pi T \ll \omega \ell \ll \frac{(2\pi T)^2}{\ell \epsilon}$, where the de Sitter character of the geometry can be observed and
separated clearly from the Rindler region.

5.1 Wave equation

The wave equation for a free scalar of mass $\mu \ell$ is given by the Klein-Gordon equation in the centaur background. Expanding in Fourier modes $e^{-i\omega t}$ we find:

$$\frac{\omega^2}{N(\phi)} \Psi + \partial_\phi (N(\phi) \partial_\phi \Psi) = \mu^2 \Psi,$$

where $\omega$ is a dimensionless energy.

This problem is not easy to solve as there are many dimensionless parameters of relevance. It is a multi-scale problem. Let us do a quick recap of the dimensionless parameters entering the problem. These are energy scales expressed in terms of the AdS curvature scale.

- $\mu$, the scalar field mass.
- $\omega$, the energy of the excitation.
- $\epsilon$, the infrared scale controlling the interpolating centaur region.
- $|\phi_h|$, the Hawking temperature of the horizon.

The only relationship, so far, between these parameters is that we must have $|\phi_h| \gg \epsilon$ to guarantee our geometry is actually dS near the horizon.

As usual, when solving for a classical wave equation in gravity, the value of the effective gravitational constant does not play a role. Therefore there is no meaning in the normalization of $\phi$ and we can change coordinates to absorb one of the above scales. Under the change of coordinates $\hat{\phi} = \frac{\phi}{|\phi_h|}$ we obtain a rescaled wave equation:

$$\frac{\hat{\omega}^2}{N(\hat{\phi})} \Psi + \partial_{\hat{\phi}} (N(\hat{\phi}) \partial_{\hat{\phi}} \Psi) = \mu^2 \Psi,$$

where $\hat{\omega} = \frac{\omega}{|\phi_h|}$. Given that the only information we have about $V(\cdot)$ is that it grows linearly for large values of $|\phi|$, there is no need to rescale the potential after the change of coordinates, provided we now reidentify the infrared scale as $\hat{\epsilon} = \frac{\epsilon}{|\phi_h|}$. We are left with three dimensionless parameters:

- $\mu$, the scalar field mass.
- $\hat{\omega} = \frac{\omega}{|\phi_h|}$, the energy of the excitation in units of the temperature.
\[ \hat{\epsilon} = \frac{\epsilon}{|\phi_0|} \ll 1, \text{ the infrared scale in units of the temperature} \]

In these coordinates the horizon is at \( \hat{\phi} = -1 \). Notice also that the condition \( \hat{\epsilon} \ll 1 \) implies that we know the precise form of the wave equation everywhere but in a small window in the \( \hat{\phi} \) coordinate of order \( (-\hat{\epsilon}, \hat{\epsilon}) \).

Now, in order to put the equation in Schrödinger form, it is convenient to introduce one last coordinate change:

\[ y(\hat{\phi}) = \int_{\hat{\phi}}^{\hat{\phi}_0} \frac{d\hat{\phi}}{N(\hat{\varphi})}. \] (5.4)

The range of \( y \) goes from \(-\infty\) at the dS horizon to a positive constant \( y_B = \int_{0}^{\infty} \frac{d\hat{\varphi}}{N(\hat{\varphi})} \) at the AdS boundary. In terms of \( y \) the wave-equation simplifies to:

\[ \left( -\frac{d^2}{dy^2} + \mu^2 \frac{\hat{\phi}}{N(\hat{\varphi})} \right) \Psi = \hat{\omega}^2 \Psi. \] (5.5)

The potential is monotonically increasing with \( y \) and tends exponentially to zero in the \( y \to -\infty \) limit.

Now let us introduce a scale \( \hat{\delta} \) such that \( \hat{\epsilon} \ll \hat{\delta} \ll 1 \). This means we can solve the wave function exactly for \( \hat{\phi} \in (-1, -\hat{\delta}) \cup (\hat{\delta}, \infty) \). As we take \( \hat{\delta} \to 0 \) all we need to do is match the wave-functions at this point. In order to determine the gluing conditions we integrate the Schrödinger equation

\[ -\left( \frac{\partial \Psi}{\partial y}(0^+) - \frac{\partial \Psi}{\partial y}(0^-) \right) = \hat{\omega}^2 \int_{-\hat{\delta}}^{\hat{\delta}} d\hat{\phi} \frac{\Psi(\hat{\phi})}{N(\hat{\varphi})} \] (5.6)

Under our assumptions, \( N(\hat{\varphi}) \) is a continuous finite function in this range as well as the wave function. That is why we tossed the contribution coming from the \( \mu \) term in the equation. The term that remains could in principle contribute. This will only be the case if \( \hat{\omega}^2 \gg 1 \) to compensate for the small integral. We automatically reach the conclusion that for any finite \( \hat{\omega} \) we can replace our problem for potential where the interpolating region has disappeared altogether. This is the approach we will follow momentarily.

It is instructive to see when this approximation fails. The term on the right can contribute for large \( \hat{\omega} \). Here we can can go the WKB regime where the left hand side of equation (5.6) is order \( \hat{\omega} \). Therefore we can toss the right hand side if we can find \( \hat{\delta} \) such that \( \hat{\epsilon} \ll \hat{\delta} \ll 1 \) and \( \hat{\omega} \hat{\delta} \ll 1 \). These conditions are guaranteed as long as:

\[ \hat{\omega} \hat{\epsilon} \ll 1 \] (5.7)
For example, if \( \hat{\omega} \hat{\epsilon} \sim \hat{\epsilon}^\alpha \ll 1 \) for \( \alpha > 0 \) then one can always find \( \hat{\delta} \sim \hat{\epsilon}^{1-\gamma} \) where \( 0 < \gamma < \min(\alpha, 1) \).

This is what we expected. For the gluing to be valid we need to be far from the region where we can solve the whole problem by a single interpolating WKB solution. But the condition for validity of the WKB regime is that the frequency of oscillation is large compared to any feature of the potential. This is exactly the opposite regime to (5.7). Therefore, if \( \hat{\omega} \hat{\epsilon} \gg 1 \) one can always resort to WKB. We will comment on our expectations in this regime after considering the sharp centaur solution.

Going back to our original variables, we have just shown that the form of the interpolating solutions is not important and the sharp gluing solution can be used in the regime of interest:

\[
\epsilon \ll |\phi_h| \sim \frac{2\pi T}{\ell}, \quad \omega \ll \frac{|\phi_h|^2}{\epsilon} \sim \frac{(2\pi T)^2}{\ell^2\epsilon} .
\] (5.8)

Notice that whenever the temperature is large compared to the infrared scale \( \epsilon \ell \) we have access, in this approximation, not only to hydrodynamic data but to a large range of quasinormal modes, which we typically expect at \( \omega \ell \gtrsim T \).

### 5.2 Exact gluing solution: the sharp centaur

For any finite \( \hat{\omega} \) we can just consider the sharp centaur solutions in the \( \hat{\epsilon} \ll 1 \) limit necessary for \( dS_2 \) to emerge. In this case we can perform the integral (5.4) explicitly. We obtain:

\[
y(\hat{\phi}) = \begin{cases} 
\arctanh(\hat{\phi}) & \text{if } -1 < \hat{\phi} < 0 , \\
\arctan(\hat{\phi}) & \text{if } 0 < \hat{\phi} < \infty ,
\end{cases}
\] (5.9)

which gives the potential:

\[
N(y) = \begin{cases} 
\frac{1}{\cosh^2(y)} & \text{if } -\infty < y < 0 , \\
\frac{1}{\cosh^2(y)} & \text{if } 0 < y < \frac{T}{2} .
\end{cases}
\] (5.10)

For both the \( \hat{\phi} \in (-1, 0) \) and \( \hat{\phi} > 0 \) regions one can obtain exact solutions to the wave equation. They are given by the associated Legendre functions:

\[
\Psi(\hat{\phi}) = \begin{cases} 
P^\hat{\omega}_{\Delta-1}(-\hat{\phi}) & \text{if } \hat{\phi} \in (-1, 0) , \\
(\gamma(\hat{\omega})P^\hat{\omega}_{\Delta-1}(i\hat{\phi}) + \beta(\hat{\omega})Q^\hat{\omega}_{\Delta-1}(i\hat{\phi})) & \text{if } \hat{\phi} > 0 ,
\end{cases}
\] (5.11)
where it is convenient to define:

\[
\Delta \equiv \frac{1}{2} + \frac{1}{2} \sqrt{1 - 4\mu^2}, \quad \tilde{\Delta} \equiv \frac{1}{2} + \frac{1}{2} \sqrt{1 + 4\mu^2}.
\]  

(5.12)

To obtain (5.11) we have imposed that the wave is purely ingoing at the de Sitter horizon. We require the modes to be smooth at \( \hat{\phi} = 0 \) up to the first derivative. This relates \( \gamma(\hat{\omega}) \) to \( \beta(\hat{\omega}) \). A simple but tedious calculation reveals the functions \( \gamma(\hat{\omega}) \) and \( \beta(\hat{\omega}) \), whose explicit form is given in appendix C. The Green function, according to the AdS/CFT dictionary, can easily be found by looking at the assymptotic behavior of these functions and combining \( \beta(\hat{\omega}) \) and \( \gamma(\hat{\omega}) \) in the appropriate way. We comment below on this quantity in Euclidean frequency space.

For now, a more transparent window into the physics correspond to the quasi-normal modes. All we need to do is to impose that the modes are also fast falling near the AdS\(_2\) boundary. To do this, we expand the modes at large \( \hat{\phi} \) to find the coefficient of the non normalizable piece, which goes as \( \hat{\phi}^{\tilde{\Delta}-1} \). Requiring that this coefficient vanishes imposes:

\[
\frac{\Gamma\left(\frac{1}{2}(2 - \Delta - i\hat{\omega})\right) \Gamma\left(\frac{1}{2}(1 + \Delta - i\hat{\omega})\right) \Gamma\left(\frac{\tilde{\Delta} - \hat{\omega}}{2}\right) \Gamma\left(\frac{\tilde{\Delta} + \hat{\omega}}{2}\right)}{\Gamma\left(\frac{1}{2}(1 - \Delta - i\hat{\omega})\right) \Gamma\left(\frac{1}{2}(\Delta - i\hat{\omega})\right) \Gamma\left(\frac{1}{2}(1 + \tilde{\Delta} - \hat{\omega})\right) \Gamma\left(\frac{1}{2}(1 + \tilde{\Delta} + \hat{\omega})\right)} = -1.
\]  

(5.13)

The solutions to the above equation yield the spectrum of quasi-normal modes of the system. A plot of the quasinormal modes of the system in the complex plane can be seen in figure 5.2. There are three regions of this plot that are worth highlighting:6
• The long lived modes: these are the modes where \( \hat{\omega} \sim 1 \). These are the longest lived modes in the system which correspond to energies (in the complex plane) of order \( \omega \ell \sim 2\pi T \). Notice that, generically, these modes have real and imaginary parts of comparable magnitude. Depending on the magnitude of \( \mu \) they can be made more quasi-particle like \( (\mu \gg 1) \) or more dissipative \( (\mu \ll 1) \). These modes are localized around the interpolating region of the geometry.

• Quasi-particle modes: these modes are associated to the AdS region of the geometry. Notice that they are not long lived, as their imaginary part is much larger than the temperature scale \( T \). Nonetheless, their decay-rate is small compared to their energy. Concretely, for \( n \gg 1 \in \mathbb{N} \),

\[
\omega \ell \sim 2\pi T \left[ \hat{\Delta} + 2n - \frac{i}{\pi} \log \frac{4(\hat{\Delta} + 2n)^4}{\mu^2} \right]. \tag{5.14}
\]

The existence of quasi-particles is quite interesting as it suggests that some high energy excitations of the system must undergo a number of scatterings with the interpolating region before they can finally dissipate in the horizon. We trust the existence of these modes in the range (for the real part of the frequency)

\[
2\pi T \ll \omega \ell \ll \frac{(2\pi T)^2}{\ell \epsilon}.
\]

• Dissipative modes: these modes are associated to the dS region of the geometry. They are dissipative as their imaginary part is much larger than their real part. In the regime (for the imaginary part of the frequency) \( 2\pi T \ll \omega \ell \ll \frac{(2\pi T)^2}{\ell \epsilon} \) they are given by the expression, for \( n \gg 1 \in \mathbb{N} \),

\[
\omega \ell \sim 2\pi T \left[ -i \left( \frac{1}{2} + 2n \right) + \frac{1}{\pi} \log \frac{8 \cosh \left( \pi \sqrt{\mu^2 - \frac{1}{4}} \right) \left( \frac{1}{2} + 2n \right)^4}{\mu^2} \right], \tag{5.15}
\]

where we have quoted the result for masses \( \mu^2 > \frac{1}{4} \) for simplicity.

Notice they have a real part as opposed to usual dissipative modes in the AdS\(_2\) black hole. Somehow, in this geometry the deconfined phase is less efficient at thermalizing. Actually these modes have larger real parts than usual dS modes, which we discuss in the next section.

---

6We focus on the region with \( \Re(\hat{\omega}) > 0 \) as the position of the poles is symmetric under \( \Re(\hat{\omega}) \leftrightarrow -\Re(\hat{\omega}) \).
In conclusion, the physics in this case is radically different from finite temperature AdS geometries. In that case there is a confined phase with stable quasi-particle excitations, where decays are only given by loop effects. At high enough temperatures, AdS shows a deconfined phase where a horizon develops and all modes become totally dissipative. Centaurs are quite different. They appear to be deconfined phases (as a horizon is present), but dissipation is much less efficient. de Sitter like modes are still dissipative, and also show a real part to the frequency. Moreover, there are quasi-particle states. These long lived quasi-normal modes correspond to states having a hard time accessing the deep dS region in a way, perhaps, reminiscent of glassy physics.

5.2.1 Expectations at $\omega \ell \gg (2\pi T)^2 / \ell \epsilon$

At high enough frequencies, our sharp centaur geometry is no longer a good approximation to any smooth centaur solution. In this limit, we expect a WKB function with trivial scattering matrix to solve the wave equation. The reason behind this, is that at high enough energies we can localize wave packets to distances much smaller than any feature of the geometry. The upshot, is that in the AdS region we don’t expect to find poles at high enough real frequency. Instead the series of poles found above should coalesce to form a cut in the Green function. Ultimately, this should reproduce the short distance behavior of the Poincare AdS Green function. On the other hand, in the dS region modes have only exponentially small support around the gluing region. Therefore we suspect that the usual spectrum of dS modes should persist in the mostly dissipative region.

The conclusion is that centaur solutions, at high enough temperatures $2\pi T \gg \ell \epsilon$ show a dS behavior of quasinormal modes for imaginary frequencies $\omega \ell \gtrsim 2\pi T$, including crucially a real part that can only grow logarithmically. This provides a test of de Sitterness for any quantum mechanical system. Notice the curious feature that, even though this is horizon physics, it is associated with the high temperature regime. The statement is that at high temperatures the system is somehow less dissipative than the usual deconfined phase associated to an AdS black hole.

5.3 Boundary correlator

It is also of interest to compute the boundary correlator of the free scalar in a fixed centaur background. For this it is convenient to go to Euclidean time $\tau \sim \tau + \beta$, for which the thermal frequencies become $\omega \ell = 2\pi T m$ with $m \in \mathbb{Z}$. The Euclidean
action for $\Psi$ is given by:

$$
S_E = \frac{1}{2} \int d\tau \int_{-1}^{1} d\hat{\phi} \left( \partial_\tau \Psi \partial^\nu \Psi + \mu^2 \Psi^2 \right).
$$

(5.16)

On-shell, the action reduces to a boundary term, and we are interested in its value at large $\hat{\phi}_b$. Expanding in thermal frequency modes:

$$
S_E = \frac{1}{2} \lim_{\hat{\phi}_b \to \infty} \sum_{m \in \mathbb{Z}} (1 + \hat{\phi}_b^2) \Psi(\hat{\phi}_b, m) \partial_\tau \Psi(\hat{\phi}_b, -m).
$$

(5.17)

At large $\hat{\phi}$, the field behaves as:

$$
\Psi \approx \Psi_0(m) \left( \begin{array}{c}
\hat{\phi}^{2\Delta-1} \\
\hat{\phi}_b^{2\Delta-1} + \sigma(m) \hat{\phi}_b^{-\Delta}
\end{array} \right) \left( \begin{array}{c}
\hat{\phi}^{-\Delta} \\
\hat{\phi}_b^{-\Delta} + \sigma(m) \hat{\phi}_b^{\Delta}
\end{array} \right),
$$

(5.18)

where we have normalized it such that $\Psi(\hat{\phi}_b, m) = \Psi_0(m)$ is the boundary source for the dual operator $O_\Psi$. The function $\sigma(m)$, whose exact form in terms of $\gamma(m)$ and $\beta(m)$ is given in appendix C, computes the non-local piece of the boundary two-point function of $O_\Psi$, as can be seen from the on-shell action at large $\hat{\phi}_b$:

$$
S_E = \frac{1}{2} \sum_{m \in \mathbb{Z}} \Psi_0(m) \Psi_0(-m) \left( (\Delta - 1) \hat{\phi}_b - \frac{2\Delta - 1}{\hat{\phi}_b^{2\Delta-1}} \sigma(m) + \ldots \right).
$$

(5.19)

Its exact form is not very illuminating, but we can easily plot it as a function of the thermal frequency. As a simple check, however, we can consider the massless case (which in two-dimensions is conformally coupled), where we find the boundary correlator $\sigma(m) \propto m$. More generally, we find numerically that $\sigma(m) \sim m^{2\Delta-1}$ only at large $m$. We show an example in figure 5.3. Thus, the two-point function is not scale invariant unless we go into the UV regime $m \gg 1$. This is consistent with the centaur geometry not being dual to an $SL(2, \mathbb{R})$ invariant state in the putative dual quantum mechanical model.

6 A bestiary of worldline correlators

In this section we consider the correlations along the worldline in different settings and compare with the results of the previous section.
Fig. 3: Plot of $\sigma(m)/(cm^{2-\tilde{\Delta}})$ vs. $m$ for $\tilde{\Delta} = (1 + \sqrt{17})/2 \approx 2.56$. The constant $c$ is chosen such that the curve flattens to one at large $m$.

### 6.1 dS$_2$ worldline correlators

We consider the correlations along the worldline for a free scalar field in the fixed dS$_2$ static patch geometry (3.1). It is convenient to introduce $y = \tanh^{-1} r/\ell$, with $y \in \mathbb{R}$ such that the wave-equation takes the Schrödinger form:

$$
-\frac{d^2}{dy^2} + \frac{\Delta(1 - \Delta)}{\cosh^2 y} \Psi(y) = \hat{\omega}^2 \Psi(y) .
$$

(6.1)

This is of the Pöschl-Teller type. The solutions are conveniently organized in terms of modes which are purely oscillating in the positive and negative $y$-directions:

$$
\Psi_+(y) = P_{\Delta-1}^{i\hat{\omega}}(\tanh y) ,
$$

(6.2)

$$
\Psi_-(y) = Q_{\Delta-1}^{i\hat{\omega}}(\tanh y) - \alpha(\hat{\omega}) P_{\Delta-1}^{i\hat{\omega}}(\tanh y) ,
$$

(6.3)

where $\alpha$ is given by:

$$
\alpha(\hat{\omega}) = -\frac{2^{\Delta-1} e^{-2\pi\hat{\omega}} \Gamma(\Delta + 1/2) \Gamma(1 - \Delta - i\hat{\omega})}{\sqrt{\pi}} .
$$

(6.4)

$^7$Our definition of the associated Legendre $Q$ polynomial is:

$$
Q_{\Delta-1}^{i\hat{\omega}}(\tanh y) = \left(\text{sech} y\right)^{-i\hat{\omega}} {}_{2}F_{1}\left[\frac{1}{2}(\Delta - i\hat{\omega}), \frac{1}{2}(\Delta + 1 - i\hat{\omega}); \Delta + \frac{1}{2}; \frac{1}{\tanh^2 y}\right] ,
$$

for $y < 0$ and $\omega \in \mathbb{R}$. As can be checked explicitly, this is indeed a solution to the differential equation (6.1).
At large positive $y$ we have $\Psi_+(y) \sim e^{i \hat{\omega} y}$ whereas at large negative $y$ we have $\Psi_-(y) \sim e^{-i \hat{\omega} y}$. As a simple check, our solutions at $\Delta = 1$ (which is the conformally coupled case) reproduce the purely left- and right-moving flat space expressions.

Thus, we can compute the retarded Green's function defined by the boundary conditions that there be no incoming flux from the past horizons. We have:

$$G_R(y, y'; \hat{\omega}) = \begin{cases} \frac{\Psi_+(y)\Psi_-(y')}{w(\hat{\omega})}, & y > y', \\ \frac{\Psi_-(y)\Psi_+(y')}{w(\hat{\omega})}, & y < y', \end{cases}$$

(6.5)

where the Wronskian $w(\hat{\omega}) \equiv \Psi_+\Psi'_- - \Psi_-\Psi'_+$ is given by:

$$w(\hat{\omega}) = \frac{2\Delta e^{-\pi(\hat{\omega} + 2i(\Delta - 1))}}{\sqrt{\pi} \Gamma(\Delta + \frac{1}{2}) \Gamma(1 - \Delta - \frac{1}{2} - i\hat{\omega})},$$

(6.6)

and is manifestly independent of $y$.

At this point we can study the analytic structure of $G(y, y'; \hat{\omega})$ in the complex $\hat{\omega}$-plane [43, 44]. If we expand the Green function at $y \lesssim y' = 0$ we find the wordline correlator:

$$G_R(\hat{\omega}) = \frac{1}{4} \frac{\Gamma(\Delta_+/2 - i\hat{\omega}/2) \Gamma(\Delta_-/2 - i\hat{\omega}/2)}{\Gamma(1 - \Delta_+/2 - i\hat{\omega}/2) \Gamma(1 - \Delta_-/2 - i\hat{\omega}/2)},$$

(6.7)

where:

$$\Delta_\pm = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 - 4\mu^2}.$$

(6.8)

The pole structure arises from the Gamma functions. Recall that $\Gamma(n)$ has a simple pole whenever $n$ is a non-positive integer. Thus we find that $G(\hat{\omega})$ has two towers of poles at:

$$\hat{\omega}_n^{(+)} = -i(2n + \Delta_+), \quad n = 0, 1, 2, \ldots$$

(6.9)

$$\hat{\omega}_n^{(-)} = -i(2n + \Delta_-), \quad n = 0, 1, 2, \ldots$$

(6.10)

At large $\mu$ and $n \gg 1$ these agree with those computed in (5.15). This is encouraging. It indicates that such boundary observables capture the fact that the interior of the centaur geometry is de Sitter like.
6.2 dS\(_{d+1}\) worldline correlators

For dS\(_{d+1}\), for \(d \geq 3\), the retarded Green function was computed in [45]:

\[
G_R(\hat{\omega}) = \frac{\Gamma (\Delta_l - i(\hat{\omega} + \hat{\omega}_Q)/2) \Gamma (\Delta_l - i(\hat{\omega} - \hat{\omega}_Q)/2)}{\Gamma (1 - \Delta_l - i(\hat{\omega} + \hat{\omega}_Q)/2) \Gamma (1 - \Delta_l - i(\hat{\omega} - \hat{\omega}_Q)/2)} ,
\]

where now:

\[
\Delta_l = \frac{d}{4} + \frac{l}{2}, \quad \hat{\omega}_Q = \frac{1}{2} \sqrt{4\mu^2 - d^2} .
\]

Note that \(G_R(\hat{\omega})\) also depends on the angular momentum \(l \in \mathbb{N}\). Remarkably, the form of \(G_R(\hat{\omega})\) is essentially the same as that for the two-dimensional case, regardless of the dimensionality of space. The main difference is that there is now a tower of weights labelled by \(l\). The quasinormal modes are given by:

\[
\hat{\omega}_n^{(\pm)} = -2i (\Delta_l + n) \pm \hat{\omega}_Q , \quad n = 0, 1, 2, \ldots
\]

Notice that increasing \(l\) increases the imaginary part of \(\hat{\omega}_n^{(\pm)}\) and hence higher angular momentum modes are increasingly dissipative.

The structure of (6.13) is in stark contrast to quasinormal modes in asymptotically flat or AdS space. In dS, large \(l\) quasinormal modes are dissipative and fall into the cosmological horizon. A very heavy particle\(^8\) in dS (with \(\mu^2 \gg 1\)) contributes a large real part to the quasinormal modes, since it safely sits on the worldline far away from the cosmic horizon. For AdS or flat space black holes, \(l\) contributes to the real part of the quasinormal mode, indicating that the states become less dissipative. Indeed, in AdS or flat space, a quasinormal mode with large \(l\) explores the asymptotic boundary of space. A heavy particle falls into the black hole and hence is highly dissipative, i.e. the mass contributes to the imaginary part in AdS/flat space. However, for AdS\(_5\) \times S\(_5\) the angular momentum modes of the S\(_5\) contribute to the imaginary part of the quasinormal modes (similar to the \(l\) contribution in dS), since they appear as massive particles in the AdS\(_5\). The S\(_5\) is emergent, and not part of the field theory directions of the dual CFT.

6.3 The SYK spin-fluid state

Here we note that (6.7) is given by the product of two SYK propagators. The particular model of interest [5] consists of \(N\) randomly interacting complex fermions charged under a global \(U(1)\). The specific interaction for \(\Delta = 1/4\) is given by a purely quartic

\(^8\)But not too heavy that it becomes a black hole filling the whole static patch!
interaction. These models, known as the SYK models, exhibit an emergent scaling symmetry at low temperatures and the low frequency retarded Green's function is computed as:

$$G_R(\hat{\omega}) = \frac{N e^{-i\theta}}{(2\pi T)^{1-2\Delta}} \frac{\Gamma(\Delta - i(\hat{\omega} - \hat{\omega}_Q))}{\Gamma(1 - \Delta - i(\hat{\omega} - \hat{\omega}_Q))}.$$  

(6.14)

The two parameters \(\theta\) and \(\omega_Q\) are related to the chemical potential and global charge of the operator under a global \(U(1)\) symmetry. (If no such symmetry is present, these parameters vanish.) For this model, one can obtain an explicit expression for \(\omega_Q\) in terms of the global \(U(1)\) charge \(q\) of the particular operator, entropy \(S\) and charge density \(Q\) of the model [5]. For dS2 we identify:

$$\hat{\omega}_Q = \frac{1}{2} \sqrt{4\mu^2 - 1}, \quad \Delta = \frac{1}{4}.$$  

(6.15)

The structure of (6.14) is also found for the correlator of a charged particle in a charged AdS2 black hole [46]. Notice that the poles of (6.14) have small real part, similar to the dS ones. In the AdS2 picture, the real part is related to electric repulsion. One could then say that these charged states are less dissipative. It seems dS manages to do the same thing without a (manifest) conserved charge. As stated before, this is reminiscent of glassy/non-ergodic dynamics.

Though the similarity of the static patch worldline correlator and the SYK correlators is intriguing, we have not addressed the origin of the product form and why it is local in frequency space. We hope to do so in the near future.

7 Discussion

In this section we discuss our results and present an outlook on the nature of the dS static patch.

7.1 Dissipation in dS worldline theories

Centaur geometries present a spectrum of quasinormal modes that is notably different from that of AdS black holes. This comparison is relevant. Centaurs exhibit a dS horizon at high temperatures and, as such, are dual to deconfined states in the putative dual quantum mechanics, just like AdS black holes. The centaur spectrum contains modes that are less efficient at thermalizing than those of the AdS2 black hole. In particular there is a collection of quasi-particle like excitations. These correspond to modes that cannot easily access the dS horizon due to scattering from
the interpolating region. Their existence is rather surprising from the deconfined plasma perspective.

There are also dS like modes in the large imaginary region of the complex frequency plane. Up to logarithmic corrections they can be identified with dS horizon physics. A salient feature of these modes, as seen in (6.9) and (6.10), is that for large masses $\mu \gg 1$ they acquire a real part proportional to $\mu$. Therefore, as compared to their energy scale, they are less dissipative than those of a light field. On the other hand, for the AdS$_2$ black hole a heavy particle will become increasingly dissipative. We draw a parallel to the AdS$_2$ black hole with a constant background $E$-field. A charged particle in this spacetime may follow a long lived trajectory due to its electric repulsion from the horizon. Holographically, this reflects the existence of a conserved quantity, which affects the efficiency of equilibration in a thermal state.

Our observations raise a question about the chaotic properties (or lack thereof) of any underlying microscopic model of de Sitter space. Perhaps these features imply the existence of an emergent entropic conservation law in dS due to disorder.

7.2 Worldline holography for higher dimensional dS space-times

While we have focused on the two dimensional example, it is natural to try to generalize the results of this paper to higher dimensions $dS_2 \rightarrow dS_d$. In this case, the AdS$_2$ region of the geometry would need to be enlarged to AdS$_2 \times S^{d-2}$. Notice that this is the natural setup for static patch dS holography. From the dual quantum mechanics, this is nothing else than the inclusion of a global $SO(d-1)$ symmetry. The sphere is only realized as the more modest enlargement of the quantum mechanical Hilbert space due to an additional global symmetry.

Concretely, the proposal would amount to take the higher dimensional static patch (2.7) and cut it off at some small $r = \epsilon$. At $r = \epsilon$, we could then imagine gluing the geometry to an AdS$_2 \times S^{d-2}$ where $S^{d-2}_\epsilon$ is a small $\epsilon$-sized sphere and the AdS$_2$ is glued to the $(r,t)$ piece of the dS$_d$ static patch geometry (which is the dS$_2$ static patch) at $r = \epsilon$ and has global coordinates in the range $r \in (\epsilon, \infty)$. From this point
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9A localized source of energy sitting at the de Sitter worldline brings in the de Sitter horizon, thus reducing the total horizon entropy, suggesting this is an out of equilibrium configuration. Releasing this source at some early time will eventually backreact due to the blueshift near the horizon, ultimately increasing the size of the horizon and opening up the available space. The effect is opposite to that for ordinary black holes. In the black hole case, releasing such energy leads to an increase in the black hole horizon size which in turn reduces the amount of space outside the horizon. It mimics (somewhat) the discussion of [47], in which case a coupling is turned on between the two CFTs of the eternal AdS black hole. Here the coupling seems to be between the original localized mass, and the additional available microstates in the larger de Sitter horizon.
of view, it would be natural to identify the scale of the sphere to the IR scale which we have also denoted $\epsilon$ in this work. The high temperature regime then corresponds quite naturally to the Euclidean circle being much smaller than the sphere.

Note that this approach is different from previous efforts, such as [23], to embed dS in higher dimensional AdS/CFT. The crucial difference is that the size of the sphere does not flow under radial evolution in AdS$_2$ evading previous no-go theorems.

### 7.3 Centaur dissection

To address the question of whether or not there is an autonomous theory of the static patch part of the geometry alone, we would like to cut off the AdS$_2$ half. Morally, this is achieved by adding an energy cutoff to the quantum mechanics, removing high energy states. In doing so, holography suggests we should make the sources dynamical [48]. This includes the source for the Hamiltonian, namely the worldline metric. Thus, we are led to consider a model of quantum mechanics coupled to worldline gravity. This is quite natural, as in dS there is no decoupling limit for the worldline as opposed to AdS.

Another piece of evidence that suggests this direction is the following. Consider the semiclassical limit of Euclidean (bulk) quantum gravity with a positive cosmological constant in $(d+1)$-dimensions. We compute the Euclidean path integral by a saddle point approximation. The dominant saddle is a $(d+1)$-sphere. One of the cycles in the sphere is the Wick rotation of the static patch time coordinate, and its periodicity selects a temperature $T = 1/(2\pi \ell)$. The full path integral, given by integrating over all Euclidean geometries, includes all possible sizes for the thermal circle. In the semiclassical limit $\ell_{pl}/\ell \to 0$, a specific size for the thermal circle is picked. This is a mechanism by which the Euclidean path integral selects a particular temperature for the system in question. This is in sharp contrast to AdS or flat space at finite temperature, where the thermal circle appears as a tunable parameter.

Holographically, are led to consider large $N$ quantum mechanics coupled to a worldline metric $h(\tau)$. On a Euclidean circle, the path integral over the worldline metric becomes an integral of the thermal partition function $Z[\beta]$ over $\beta$. This integral can have cosmological constant $\Lambda$, due to ambiguities in the regularization of the functional determinant [49]. Thus, we end up with:

$$ Z[\Lambda] = \int_0^\infty d\beta \ e^{\Lambda \beta} Z_{QM}[\beta]. \quad (7.1) $$

Notice that the contour of $\beta$ is the non-negative half-line, rather than the imaginary
axis we usually consider in thermodynamics. Perhaps for certain large $N$ systems there is a saddle point value for $\beta$. For systems with positive specific heat, the saddle point value of $\beta$ will be a minimum. For systems with negative specific heat it may be a dominant saddle. In the Lorentzian picture, the Hilbert space is restricted to states whose energy is near $\Lambda$. We will explore this subject in forthcoming work.

These speculations seem to also be related to the doubling of quasinormal modes in the static patch of de Sitter space as opposed to a single tower of normal modes in global AdS$_2$ [45]. This is manifest in the expression of the Green functions (6.8) and (6.11).

7.4 On UV universality and weak coupling

In section 2 we noted that quantum mechanics does not show a rich landscape of UV structures. It is typically not possible to construct irrelevant operators. Therefore, up to some marginal deformations (as in the DFF model) any quantum mechanical system has a UV free fixed point. When the Hilbert space is finite, the theory may become completely trivial in the UV. From a holographic point of view one would associate this universality to some form of equivalence principle. The physics deep in the neighborhood of a worldline in the holographic bulk associated to the UV regime of the QM, is somehow universal. Given a dual quantum mechanics that is UV free, short-range physics around such a bulk worldline, though universal, will be outside the regime of validity of classical gravity. An exception to the situation above is a boundary for space-time. Constructing a boundary requires turning on a marginal deformation in the dual (like in DFF).

In our dilaton model, there is an AdS$_2$ region allowing us to extend the validity of the gravity approximation in the bulk. The centaur geometry shows a singularity in the UV at $\phi = \phi_0$, signaling that the dual QM becomes weakly coupled in the deep UV. This is quite interesting from the point of view of model construction. From a practical point of view, in our holographic construction we have confined the analysis to the gravitational regime dual to the strong coupling QM region by restricting $\phi < \phi_b \ll \phi_0$.

7.5 Future directions

The clear outstanding challenge is to build a quantum mechanical model dual to the geometric description outlined in this paper.

Given the recent developments in understanding the AdS$_2$ holographic dual of the
SYK model [2, 3, 4, 5, 6, 7, 8, 9, 10], one approach may lie in finding an appropriate relevant deformation that gives rise to an infrared dS geometry. What does that mean in the context of this model? A working definition of de Sitterness consists in finding a quasinormal spectrum with the properties described in section 5. In particular we expect the presence of a tower of equally spaced almost imaginary quasinormal modes, not only in the region $\omega \ell \gg T$ but also at $\omega \ell \gtrsim T$. While this finite temperature solution must correspond to a deconfined phase, we expect the physics to be less dissipative than the AdS$_2$ black hole regime. Relatedly, we would like to reproduce the doubling structure of the Green function in momentum space (6.8). The doubling structure is not present for the underformed SYK constructions. Perhaps it is connected to the second boundary in global AdS$_2$, which is a consequence of radial quantization in (0 + 1)-dimensions. The state operator mapping relates operator insertions to states in a double copy of the quantum mechanics [37]. Removing the second boundary might require coupling one of the copies to (0 + 1)-dimensional quantum gravity. As discussed in 7.3, this approach may be necessary to isolate the dS geometry from the AdS$_2$ boundary.

However, there is a subtlety to be overcome. Centaur geometries with a stable dS interior required a dilaton $\Phi = \phi_0 - \phi$ with a deviation $\phi > 0$ from the value fixing the large ground state degeneracy. This is opposite to the situation in the SYK setup, where the dilaton grows toward the AdS$_2$ boundary [10]. It leads to the presence of a weakly coupled region of the quantum mechanics at the boundary of the geometry and not deep inside the bulk. The consequences for the density of states of this theory remain to be understood.

These comments hint at a new more general framework for quantum mechanical systems coupled to gravity in the context of holography.
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10 More closely related to SYK would be the situation discussed in appendix B.
A Dimensional reduction of Einstein gravity

We consider the effective two-dimensional dilaton gravity model obtained by reducing the cosmological Einstein action on a two-sphere. The four-dimensional metric takes the form
\[ ds^2 = \frac{1}{\sqrt{\phi}} g_{\mu\nu} dx^\mu dx^\nu + 4\phi d\Omega^2. \] (A.1)

The two-dimensional theory is:
\[ S_L = \int d^2 x \sqrt{-g} \left( \phi R + \frac{1}{2\sqrt{\phi}} - \frac{3s}{2} \sqrt{\phi} \right). \] (A.2)

where the two-sphere area is $16\pi\phi$ and we have rescaled the four-dimensional cosmological constant for convenience. Positive cosmological constant corresponds to $s = +1$ and negative to $s = -1$. The equations of motion are given by:
\[ \nabla_\mu \nabla_\nu \phi - g_{\mu\nu} \nabla^2 \phi + \frac{1}{2} g_{\mu\nu} V(\phi) = 0, \] (A.3)
\[ R + V'(\phi) = 0, \] (A.4)

where $V(\phi) = (1/2\sqrt{\phi} - 3s\sqrt{\phi}/2)$. Notice that for $s = +1$ there is a solution with a constant $\phi = 1/3$. At this special point the two-dimensional metric is dS$_2$. This is the so-called Nariai solution. There is no such solution for $s = -1$.

There is another solution with a running dilaton. Using a Bäcklund transformation, it can be written as:
\[ ds^2 = -dT^2 N(\phi) + \frac{d\phi^2}{N(\phi)}, \] (A.5)

where $N(\phi) = (\sqrt{\phi} - s\phi^{3/2})$. This is the ordinary dS$_4$ static patch. The more general solution will be the dimensional reduction of the Schwarzschild-de Sitter geometry. The dilaton will be monotonic and hence decrease toward the black hole horizon and increase toward the de Sitter horizon.

B Negative boundary values for the dilaton

We give some details about the solutions to the dilaton theory (4.1) with a dilaton that is negative near the AdS$_2$ boundary. For this theory we take $V(\phi) -$
$-2\left(\sqrt{\phi^2 + \epsilon^2} - \epsilon\right)$. The solution is given again by:

$$ds^2 = -dt^2 N(\phi) + \frac{d\phi^2}{F^2 N(\phi)}, \quad (B.1)$$

with $N(\phi) = \int_{\phi_b}^{\phi_h} dz V(z)$, with $\phi_b \leq \phi < \phi_h$. Computing the thermodynamics as in the main text, we now find that the specific heat of the dS$_2$ like solution with $\phi_h > 0$ is negative, whereas that for $\phi_h < 0$ is positive. Essentially, the Euclidean action flips sign as compared to the analysis of the main text.

Something analogous happens for solutions that occur if we deform away from the constant dilaton dS$_2$ vacua of the dilaton action (A.2). Then, one of the dS$_2$ horizons becomes a black hole horizon, with negative specific heat, whereas the other becomes the de Sitter cosmological horizon, with positive specific heat. The one with negative specific heat has a decreasing horizon size. We associate the case studied in the main text, i.e. the centaur geometry with positive dilaton at the AdS$_2$ boundary, with the part of the Nariai geometry between the worldline and the de Sitter cosmological horizon. The Nariai geometry between the worldline and the black hole horizon is associated to the centaur geometry with negative dilaton at the AdS$_2$ boundary.

### C Expression for $\gamma(\hat{\omega})$, $\beta(\hat{\omega})$ and $\sigma(\hat{\omega})$

We present the explicit expressions for $\gamma(\hat{\omega})$ and $\beta(\hat{\omega})$:

$$\gamma(\hat{\omega}) = \frac{2i\omega}{2\omega} \left( i \cos\left(\frac{1}{2} \pi (\Delta + i\hat{\omega})\right) \frac{\Gamma\left(\frac{1}{2} (\Delta + i\hat{\omega} + 1)\right) \cos\left(\frac{1}{2} \pi (\tilde{\Delta} + \hat{\omega})\right) \Gamma\left(\frac{\tilde{\Delta} - \hat{\omega}}{2}\right)}{\Gamma\left(\frac{1}{2} (\Delta - i\hat{\omega})\right) \Gamma\left(\frac{1}{2} (\tilde{\Delta} + \hat{\omega} + 1)\right)} \right) + \frac{\sin\left(\frac{1}{2} \pi (\Delta + i\hat{\omega})\right) \Gamma\left(\frac{1}{2} (\Delta + i\hat{\omega})\right) \sin\left(\frac{1}{2} \pi (\tilde{\Delta} + \hat{\omega})\right) \Gamma\left(\frac{1}{2} (\tilde{\Delta} - \hat{\omega} + 1)\right)}{\Gamma\left(\frac{1}{2} (\Delta - i\hat{\omega} + 1)\right) \Gamma\left(\frac{\tilde{\Delta} + \hat{\omega}}{2}\right)} \right), \quad (C.1)$$

and

$$\beta(\hat{\omega}) = \frac{2}{2(1-i)\omega \pi} \left( \frac{\sin\left(\frac{1}{2} \pi (\Delta + i\hat{\omega})\right) \Gamma\left(\frac{1}{2} (\Delta + i\hat{\omega})\right) \cos\left(\frac{1}{2} \pi (\tilde{\Delta} + \hat{\omega})\right) \Gamma\left(\frac{1}{2} (\tilde{\Delta} - \hat{\omega} + 1)\right)}{\Gamma\left(\frac{1}{2} (\Delta - i\hat{\omega} + 1)\right) \Gamma\left(\frac{\tilde{\Delta} + \hat{\omega}}{2}\right)} \right) - \frac{i \cos\left(\frac{1}{2} \pi (\Delta + i\hat{\omega})\right) \Gamma\left(\frac{1}{2} (\Delta + i\hat{\omega} + 1)\right) \sin\left(\frac{1}{2} \pi (\tilde{\Delta} + \hat{\omega})\right) \Gamma\left(\frac{\tilde{\Delta} - \hat{\omega}}{2}\right)}{\Gamma\left(\frac{1}{2} (\Delta - i\hat{\omega})\right) \Gamma\left(\frac{1}{2} (\tilde{\Delta} + \hat{\omega} + 1)\right)} \right), \quad (C.2)$$
To derive the above relations we have expressed the associated Legendre functions and their first derivatives at the origin in terms of Gamma-functions. For example,

\[ P^q_p(0) = \frac{2^q \cos \left( \frac{1}{2} \pi(q+p) \right) \Gamma \left( \frac{1}{2}(q+p+1) \right)}{\sqrt{\pi} \Gamma \left( \frac{1}{2}(-q+p+2) \right)}. \]  

(C.3)

Finally, we express \( \sigma(\hat{\omega}) \) as a function of \( \beta(\hat{\omega}) \) and \( \gamma(\hat{\omega}) \). We have \( \sigma(\hat{\omega}) = N(\hat{\omega})/D(\hat{\omega}) \) where:

\[ N(\hat{\omega}) = \frac{-4\gamma(\hat{\omega}) - \pi \beta(\hat{\omega})e^{-\pi(\hat{\omega}+i\hat{\Delta})} \left( e^{2i\pi \hat{\Delta}} + e^{2\pi \hat{\omega}} + 2 \right) \csc(\pi(\hat{\Delta} + i\hat{\omega}))}{2\Gamma(1 - \hat{\Delta} - i\hat{\omega})\sqrt{\pi}}, \]  

(C.4)

\[ D(\hat{\omega}) = \frac{-\gamma(\hat{\omega})4^{\hat{\Delta}-1} \csc(\pi\hat{\Delta})\Gamma \left( \hat{\Delta} - \frac{1}{2} \right) - \sqrt{\pi} \beta(\hat{\omega})\Gamma(2 - \hat{\Delta})\Gamma(2(\hat{\Delta} - 1))}{4^{\hat{\Delta}-1}\Gamma(-2\hat{\Delta} + 1)\Gamma(\hat{\Delta})\Gamma(\hat{\Delta} - i\hat{\omega})}. \]  

(C.5)
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