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Abstract

Decision Diagrams (DDs) are one of the most popular representations for boolean functions. They are widely used in the design and verification of circuits. Different types of DDs have been proven to represent important functions in polynomial space and some types (like Binary Decision Diagrams (BDDs)) also allow operations on diagrams in polynomial time. However, there is no type which was proven capable of representing arbitrary boolean functions in polynomial space with regard to the input size. In particular for BDDs it is long known that integer multiplication is one of the functions, where the output BDDs have exponential size. In this paper, we show that this also holds for an integer addition where one of the operands is shifted to the right by an arbitrary value. We call this function the Shifted Addition. Our interest in this function is motivated through its occurrence during the floating point addition.

1. Introduction

As the demand for more complex circuits grows and advanced production techniques allow the production of such circuits, the tools for the design, verification and testing have to scale accordingly. Many of the corresponding tools are dependent on the efficient handling of boolean functions. Decision diagrams are among the most popular representations in those fields. In particular Reduced Ordered Binary Decision Diagrams (ROBDD), usually just called BDDs, are often used. It is long known that BDDs fail to represent the multiplication of two integers in polynomial space \cite{1}. As a consequence of this result, efforts were made to overcome this limitation by adjusting the diagrams type. Eventually, Multiplicative Binary Momentum Diagrams (*BMDs) were introduced and it was proven that they represent multiplication in polynomial space \cite{2}. The trade-off for this capability is that the synthesis of *BMDs can take exponential time as stated in \cite{3}. Accordingly, from the complexity perspective using BDDs is still advisable if the size of the BDDs is polynomially bound. Some results regarding the complexity of BDDs representing important functions are summarized in \cite{4}. The prove for the multiplication also implies that the square operation is not feasible. On the other hand for addition and some more function it is known how to represent them in polynomial space with BDDs. In \cite{5} it is proven that BDDs cannot represent integer division in polynomial space. For other functions, like the shifted addition, the complexity is still unclear.

In this publication we want to add a function with high importance for arithmetic circuits to the list of functions which are not representable in polynomial space with BDDs. The function of interest is an addition where one of the operands is shifted to the right by an arbitrary value. Primarily, we are interested in this function because it occurs in floating point addition, when the significands are added after the alignment shift. Many approaches for the verification of floating point adders found that the BDDs are getting extremely big for the result of the Shifted Addition and therefore use some mitigation strategy like i.e. case splitting \cite{6}, \cite{7}, \cite{8}. To perform this lower bound proof we are using the concept of fooling sets. The concept originates from VLSI design \cite{9} and was applied for lower bound complexity of BDDs in \cite{1}.

2. Preliminaries

2.1. Shifted Addition

Eq. (1) represents the function of the shifted addition. The two operands $A$ and $B$ are added and
B is shifted to the right by D. If we want to access the m-th bit of an n-bit shifted addition we denote this as $sAdd_m^n$.

$$sAdd = A + (B \gg D)$$  \hspace{1cm} (1)

This function is a key part in the process of adding two floating point numbers. Floating point numbers are triples $(S, M, E)$ with $S$ being called the sign bit, $M$ the significand or mantissa and $E$ the exponent. The value of a floating point number is calculated as $-1^S \times M \times 2^{E-B}$ where $\beta$ is the basis and $B$ a bias to allow negative exponents. The addition of two floating point numbers is performed by the combination on multiple integer arithmetic operations. First the significands of the two numbers have to be aligned and added and afterwards the result has to be normalized and rounded. The first part can be seen in Figure 1. Here it is assumed that it is already known which number is bigger. $E_{big}$ therefore denotes the exponent of the bigger number. The difference of the two exponents is calculated by subtracting. The resulting difference will be the shift amount of the shifted addition. Next the smaller significand is shifted to the right by the exponent difference, which constitutes the shifted operand of the shifted addition. Before the actual addition takes places the shifted operand is possibly inverted, if the sign bits differ. When this happens the resulting function is a shifted subtraction instead. Finally the shifted operand and the significand of the bigger number are added. This generates the shifted addition. The rest of the addition with normalization and rounding is not important in this context.

2.2. Binary Decision Diagrams

BDDs are acyclic directed graphs which are used as a representation of boolean functions. In this paper we consider them in their reduced and ordered form like introduced in [10]. They are suited for many applications because of three main properties: 1) there is only one BDD representation for a given function, 2) as shown in [11], logical operations can be performed efficiently on BDDs, and 3) there are many important functions (e.g. integer addition), which can be represented by BDDs of polynomial size.

2.3. Fooling sets

Proofing lower bounds for BDD sizes of a given function is a difficult task, because it has to be proven that there is no variable ordering resulting in a smaller size. Consequently, it has to be argued over all of the exponentially many variable orderings. The concept of fooling sets was introduced in [1] as a lower bound proof technique for BDD sizes to overcome this problem. Instead of arguing over all possible variable orderings it can be argued about balanced partitions and it has to be shown that there is a set for every balanced partition that satisfies the properties of a fooling set. To define fooling sets balanced partitions are used.

Definition 1. A balanced partition of $X$ into the sets $L$ and $R$ is defined by a subset $Y \subseteq X$ and $0 \leq \omega \leq 1$ such that $|Y| \times \omega \leq |L| \leq |Y| \times \omega$ holds.

Example 1. Given the set $S = \{a_1, a_2, b_1, b_2\}$:

- $\{\{b_1\}, \{a_1, a_2, b_2\}\}$ is a balanced partition of $S$ with $\omega = 0.5$.
- $\{\{b_1\}, \{a_1, a_2, b_2\}\}$ is a balanced partition of $S$ with $\omega = 0.25$.
- $\{\{a_1, a_2, b_1\}, \{b_2\}\}$ is a balanced partition of $S$ with $\omega = 0.75$.

The balanced value $\omega$ is usually set to 0.5. We now define a fooling set based on the balanced partition definition.

Definition 2. A fooling set for a Boolean function $f$ and a balanced partition $(L, R)$ is a set $A(L, R)$ which contains pairs $(l, r) \in \lambda l \in L, r \in R \lambda$ assignments. For two different pairs $(l, r), (l', r')$, it has to hold $f(l \cdot r) \neq f(l' \cdot r)$, where $l \cdot r$ denotes the complete assignments resulting from assignments $l$ and $r$. 
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Example 2. Consider the function $f = a_2 \oplus b_2 \oplus (a_1b_1)$ and the balanced partition $\{(a_1, b_1), (a_2, b_2)\}$. We define $(l_1, r_1) = (\{0, 0\}, \{0, 1\})$ and $(l_2, r_2) = (\{1, 1\}, \{0, 0\})$ to be two assignments for this partition. The set $\{(l_1, r_1), (l_2, r_2)\}$ is a fooling set. To show this the fooling set condition has to be checked:

$$f((l_1, r_1)) = 0 \oplus 1 \oplus (0 \cdot 0) = 1 \tag{2}$$
$$f((l_2, r_1)) = 0 \oplus 1 \oplus (1 \cdot 1) = 0 \tag{3}$$
$$f((l_2, r_2)) = 0 \oplus 0 \oplus (1 \cdot 1) = 1 \tag{4}$$
$$f((l_1, r_2)) = 0 \oplus 0 \oplus (0 \cdot 0) = 0 \tag{5}$$

As it can be seen in Eq.2 and Eq.4 for both pairs the function evaluates to 1. When the left sites are swapped the result changes to 0 for both pairs as it can be seen in Eq. 3 and Eq. 5. Accordingly the property of fooling sets holds. This actually is the biggest possible fooling set for the given function and balanced partition, because the two left sides already cover $a_1b_1 = 0$ and $a_1b_1 = 1$.

Although the definitions of balanced partitions and fooling sets are independent from the concept of BDDs, it can be used to argue about the complexity of BDDs for a given Boolean function. The balanced partition $(L, R)$ describes variable orderings where all variables from L are above all variables from R. It can easily be seen that there is a balanced partition for every variable ordering.

Example 3. Two of the variable orderings represented by the balanced partition from Example 2 are $(a_1, b_1, a_2, b_2)$, $(b_1, a_1, a_2, b_2)$.

The following lemma allows us to prove the exponential BDD size for all possible variable orderings.

Lemma 1. If there is a fooling set with size $c^n$ and $n > 1$ for every balanced partition $(L, R)$ for a function $f$; then, every BDD representing the function has a size of at least $O(c^n)$.

While the full proof can be read in [1], let us give an intuition on why the lemma is correct. Given an arbitrary variable ordering, there is the corresponding balanced partition $(L, R)$. Directly below the last variable from L, the width of the BDD has to be at least as wide as the size of the fooling set. We call the number of nodes a BDD has for a variable the width for this variable and the overall width of the BDD than is the maximum width of all variables. Otherwise, there would be $l$ and $l'$ from the fooling set leading to the same node at this level of the BDD, which would result in a violation of the fooling set. It is due to the fact that no $r$ will be able to produce a different result for these $l$ and $l'$. Consequently, the complete BDD has to be bigger than the fooling set.

3. Complexity of the Shifted Addition

Before beginning with the formal proof, we first highlight the key differences between the proof for the multiplication (presented in [1]) and our proof for the shifted addition:

- Specification of the key variables: For the multiplication, the set of key variables is the first operand. We will instead define both operands as our key variables.
- Integer alignment: While for the multiplication the positioning of two ones in the second operand is used to align the integers for the addition, for our shifted addition, we will use the shift value for the alignment. Consequently, the shift is only performed in one direction.

We define the size of $A$ and $B$ as $n$, and $D$ has $m$ bits (see Eq. (1)). We assume that $m > \log_2(n)$ always holds. We define our set of key variables $Y = A \cup B$ and the weight of the balanced partition as $\omega = 0.5$. According to [1], proving the following lemma automatically confirms that there cannot be a linear size BDD.

Lemma 2. For every balanced partition $(L, R)$, the Boolean function $\text{Add}_{n-1}^n$ has a fooling set $A$ such that $|A| \geq 2^n/4$.

Proof. Let us first divide the set $Y$ into four sets as follows:

$$A_L = A \cap L \tag{6}$$
$$A_R = A \cap R \tag{7}$$
$$B_L = B \cap L \tag{8}$$
$$B_R = B \cap R \tag{9}$$

Since $A$ and $B$ as well as $L$ and $R$ have the same size, the sizes of the four subsets are strongly dependent on each other. If $A_L$ has size $k$, then the size of the other sets evaluates to $A_R = B_L = n - k$ and $B_R = k$.

We use the value $p$ to denote the shift value, i.e. $B$ is shifted to right by $p$ bits, where $0 \leq p \leq n$. 
Moreover, the pairs of input bits from $A$ and $B$, which are going to be added, are denoted by $\text{Args}_p$.

$$\text{Args}_p = \{(a_i, b_{i+p}) \mid 0 \leq i \leq n - p\} \quad (10)$$

**Example 4.** For $n > 2$ $\text{Args}_2$ contains $(a_0, b_2)$.

To only get the pairs which are split between $L$ and $R$, the function $\text{Split}_p$ is defined.

$$\text{Split}_p = \text{Args}_p \cap (\{A_L \times B_R\} \cup \{A_R \times B_L\}) \quad (11)$$

**Example 5.** Regarding Example 4, $(a_0, b_2)$ is in $\text{Split}_2$ if $a_0 \in L$ and $b_2 \in R$ or if $a_0 \in R$ and $b_2 \in L$.

It is now crucial to evaluate how many pairs are in $\text{Split}_p$ over all possible $p$. Given $a_i \in A_L$ and $b_j \in B_R$, the pair $(a_i, b_j)$ contributes to a $\text{Split}_p$, if $j \geq i$. The split, this pair is in, is $\text{Split}(j-i)$. The same argument is correct for pairs from $A_R \times B_L$.

Given the set $(A_L \times B_R) \cup (A_R \times B_L)$, for more than half of the contained pairs $(a_i, b_j)$, $j \geq i$ holds.

$$\sum_{p=0}^{n} |\text{Split}_p| \geq \frac{|A_L \times B_R| + |A_R \times B_L|}{2}$$

$$= \frac{k^2 + (n-k)^2}{2} \quad (12)$$

$$\geq \frac{n^2}{2} + \frac{(n-n^2)}{2}$$

$$= \frac{n^2}{4} \quad (13)$$

This equation reaches its minimum for $k = n/2$. The sum of all shift values $p$ then evaluates to having at least size $n^2/4$. This also implies that there is at least one $p$ for which $\text{Split}_p \geq n^2/4$. From now on let us use the $p$ for which the size of the split is at least $n/4$. For this $p$, we will embed two integers $U = \{u_{m-1}, \ldots, u_0\}$ and $V = \{v_{m-1}, \ldots, v_0\}$ of the size $m = n - p$ in the input. $U$ is embedded in $A$ and $V$ in $B$.

$$u_i = a_i \mid 0 \leq i < m \quad (14)$$

$$v_i = b_{i+p} \mid 0 \leq i < m \quad (15)$$

It is important to see that all pairs $(u_i, v_i)$ are contained in $\text{Args}_p$ and at least $n/4$ of them will be in $\text{Split}_p$. With all the prior considerations and definitions we can start to create the fooling set $\mathcal{A}(L, R)$.

The pairs $(l, r) \in \mathcal{A}$ only differ for pairs from $U$ and $V$ for which $(u_i, v_i) \in \text{Split}_p$. We start by defining how the rest of the inputs will look like:

1. All values in $A$ before $U$ are set to 1 to propagate the value: $x(a_i) = 1 \mid \forall a_i \in A \setminus U$.
2. All values in $B$ after $V$ are set to 0, because they have no influence on the calculation: $x(b_i) = 0 \mid \forall b_i \in B \setminus V$.
3. The shift amount is set to $p$: $D = p$.
4. For values from $U$ and $V$ which are not split between $L$ and $R$, fixed values are set. $x(u_i) = 1, x(v_i) = 0 \mid (u_i, v_i) \in \text{Args}_p \setminus \text{Split}_p$

$$\mathcal{A} = \{x \in X \mid x(u_i) = 1 \quad \forall u_i \in A \setminus U \}$$

$$\mathcal{A} = \{x \in X \mid x(v_i) = 0 \quad \forall v_i \in B \setminus V \}$$

The size of this fooling set is therefore dependent on the size of $\text{Split}_p$. With the already determined size of $\text{Split}_p$, it can be shown that the size of $\mathcal{A}$ is exponential.

$$|\mathcal{A}| = 2^{\text{Split}_p} \quad (17)$$

$$\geq 2^{n^2/4} \quad (18)$$

**Example 6.** With the inputs $A = a_2, a_1$ and $B = b_2, b_1$ of size $n = 2$ consider the balanced partition $\{(a_2, b_2), (a_1, b_1)\}$. $\text{Split}_1$ contains exactly $(a_1, b_2)$ and thus has size 1. $m$ evaluates to $m = 2 - 1 = 1$. According to the defined rules, for all pairs of the fooling set $a_2$ has to be 1 and $b_1$ has to be 0. Moreover, it has to hold $a_1 \neq b_2$. Therefore, the fooling set $\mathcal{A}$ will contain 2 pairs as presented in Eq. 19.

$$\mathcal{A} = \{\{(1, 0), (1, 0)\}, \{(1, 1), (0, 0)\}\} \quad (19)$$

The size of $\mathcal{A}$ also aligns with Eq. 18. $|\mathcal{A}| = 2 = 2^1$

To complete our proof, we now have to show that the pairs from $\mathcal{A}$ fulfill the requirements of a fooling set.

$$s\text{ADD}_n^{n-1} = \begin{cases} x(a_{n-1}) \oplus x(b_{n-1}) & x(u_i) \neq x(v_i) \text{ for all } 0 < i < m - 1 \\ x(a_{n-1}) \oplus x(b_{n-1}) \oplus x(a_k) & k = \max(i \mid 0 < i < m - 1) \\ x(u_i) \neq x(v_i) & \end{cases}$$

By definition, for all $x \in X$ there is no $0 \leq i < m-1$ for which $x(u_i) = x(v_i)$ and the first case applies. By definition of the $X$ either $x(a_{n-1})$ or $x(b_{n-1})$ is 1 and therefore $s\text{ADD}_n^{n-1}(x)$ evaluates to 1 for every $x \in X$.

In order to prove that $\mathcal{A}$ is a fooling set, we have to prove that we can find an $r$ for every two $l, l'$
such that \( f(l, r) \neq f(l', r) \). The idea is that there is a first point where \( l_i \neq l_i' \) and this will produce a carry bit, which will be propagated to switch the output of the BDD to 0 for either \( f(l, r') \) or \( f(l', r) \).

The first important step into that direction is considering the possible alignments of \( u_i \) and \( v_i \) into the partitions. These alignments are presented in TABLE 1. When both variables are in the same partition they have static values as described in the definition of \( \mathcal{X} \). If they are split between the partitions, they are defined to have alternating values.

When it is looked closer at the relation between \( l \cdot r' \) and \( l' \cdot r \) it can be observed that \( l \cdot r'(u_i) = \neg l' \cdot r(v_i) \) as well as \( l \cdot r'(v_i) = \neg l' \cdot r(u_i) \). Two possible cases have to be considered:

1. \( a_{n-1} = b_{n-1} \) and \( u_i \neq v_i \) for all \( 0 \leq i < m - 1 \)
   
   \[
   sAdd_{n-1}^m(x) = x(a_{n-1}) \oplus x(b_{n-1}) \tag{21}
   \]
   
   \[
   = 0 \tag{22}
   \]

2. Otherwise there has to be a \( k \) with \( k = \max(i \mid 0 < i < m - 1 \text{ and } x(u_i) \oplus x(v_i)) \):

   \[
   sAdd_{n-1}^m(l \cdot r') \tag{23}
   \]
   
   \[
   = l \cdot r'(a_{n-1}) \oplus l \cdot r'(b_{n-1}) \oplus l \cdot r'(u_k) \tag{24}
   \]
   
   \[
   = \neg l' \cdot r(b_{n-1}) \oplus \neg l' \cdot r(a_{n-1}) \oplus \neg l' \cdot r(u_k) \tag{25}
   \]
   
   \[
   = -(l' \cdot r(a_{n-1}) \oplus l' \cdot r(b_{n-1}) \oplus l' \cdot r(u_k)) \tag{26}
   \]
   
   \[
   = \neg sAdd_{n-1}^m(l' \cdot r) \tag{27}
   \]

This means that either for \( l \cdot r' \) or \( l' \cdot r \) the result will be 0, which is the opposite of \( l \cdot r \) and \( l' \cdot r' \).

This finally proves that the set is a fooling set and due to its exponential size, there cannot be a BDD with polynomial size.

### 4. Experiments

To evaluate the result experimentally, BDDs representing shifted addition were build for operand sizes of 2, 4, 8 and 16. Because the perfect variable ordering for the shifted addition is unclear an for every operand size 50 random variable orderings were tested and only the minimum sizes are reported here. The results are presented in Figure 2. In addition to the size of the BDDs (in green) also the width (in red) is reported as the fooling set proof sets a lower bound for the width which only implies a lower bound for the size. Furthermore, the lower bounds proven in this paper are presented in blue.

First of all it can be seen, that both reported sizes stay above the predicted lower bound for all operand sizes. As it can be expected, the BDD size always is significantly bigger than the BDD width. In addition for the operand size of 16 it can be seen that the width of the BDD with 5851 is far bigger than the predicted lower bound of 128.

### 5. Conclusion

With the help of fooling sets we were able to show that BDDs cannot be used to represent Shifted Addition in polynomial space. This backs the observation that was made by different authors during the verification of floating point adders.

Studying the class of functions that are representable by BDDs in polynomial space is interesting beyond the Shifted Addition as explosions in...
the size of BDDs are often observed and knowing whether this explosion is due to a bad variable ordering or due to the represented function is a valuable insight.

Further research regarding the lower bound for shifted addition with regard to BDDs could involve the application of different proof techniques to improve the bound. Historically, this was achieved for binary multiplication after a first proof with fooling sets was introduced [12].
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