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ABSTRACT Robot dynamic modeling and parameter identification are essential for many analyses. High-fidelity multi-body dynamics simulators can model the robot’s dynamic behavior, but they can’t identify the robot’s non-linear dynamic model needed for controller design. This study proposes a three-step machine-learning framework for extracting the dynamic equations of serial manipulators from data. This framework consists of three steps. Initially, a library of candidate functions is constructed, together with a data set based on the robot’s unforced response. Secondly, the best models that can represent dynamic systems for each candidate function utilizing the training data set are then obtained using the SINDy-PI algorithm and Akaike Information Criterion (AIC). Through the MSE and test data, those best models will be reduced to get the functions that best describe the dynamic system. Finally, the dynamic equations that characterize the system are derived using the SINDy algorithm, including the applied force or torque. The proposed framework was tested on three case studies - double pendulum, two-link of KUKA robot, and two-link of Stanford robot. The framework correctly determines the structure of the dynamic system and simultaneously accurately identifies its parameters. The framework was able to deal with an ill-conditioned system of equations that arises for complex robot configuration.

INDEX TERMS Dynamic equations, SINDy, SINDy-PI, serial manipulators, data-driven equations, machine learning.

I. INTRODUCTION Dynamic modeling is one of the fundamental problems in robotics. It provides joint reaction forces and moments, which are needed for links, bearings, and actuation design/selection [1], [2]. Dynamic models are a prerequisite for designing model-based controllers, which are the most common type of controllers in the industry [3]. Traditionally, differential equations of motion are derived by conventional methods such as Newton-Euler and Euler-Lagrange methods [1]. The derived model by those methods is as good as the assumption used to simplify the model. Applying those methods to complex robot configurations can be quite challenging [4]. Furthermore, parameter identification is needed to identify the model parameter based on the obtained model. Multi-body dynamics simulators such as MSC ADAMS®, Simscapse Multibody and Gazebo can perform accurate, realistic simulations of robotic systems. These simulators can use the 3D model or the Unified Robot Description Format (URDF) file to define the geometry as well as the kinematic and dynamic parameters of the robot. Moreover, it can provide control design tools, but these tools depend on the linearized dynamic model. That makes these control design tools unsuitable for the design of high-performance controllers [5]. There is an increasing interest in learning the governing physical laws from data, which is motivated by the recent advances in modern data-driven techniques—machine learning [6] and big data [7] —and the availability of an abundance of data [8]. Several approaches for extracting differential equations (dynamic model) from time series data have been presented,
like the Gaussian process [9], [10], compressive sensing [11], [12], [13], neural network [14], [15], and sparse regression [16], [17]. These approaches were largely employed in the nonlinear identification of fluid systems [18]. Neural networks are used to find relations between input and output. In [14], they employed neural networks that have been trained to solve supervised learning tasks while respecting any physics laws described by nonlinear partial differential equations [15]. Regrettably, neural networks are a black box model that does not reveal much about how the input and the output are related. Compared to black boxes, interpretable models are preferable [8], [19].

Symbolic regression was used in [20] to develop an interpretable but sufficiently accurate model. That demonstrated the feasibility of inferring natural rules from experimental data. It was also proposed that the learning rate may be increased by bootstrapping the learning process using the laws from a simpler system. Sparse identification of nonlinear dynamics [21] (SINDy) has become a useful tool for identifying underlying dynamics. This approach simulates dynamics by combining nonlinear basis functions into a linear combination. It then employs a sparse regression method to identify the smallest number of terms necessary for the dynamic governing equations to accurately represent the data. SINDy has been modified to deal with different problem formulations, e.g., SINDy-PDE (SINDy for Partial Differential Equations) [17], SINDy-c (Sparse Identification of Non-Linear Dynamics with control) [16], implicit-SINDy [22], abrupt-SINDy [23], PI-SINDy (Parallel Implicit Sparse Identification of Nonlinear Dynamics) [24], modified-SINDy [25] and Lagrangian-SINDy [8].

Serical manipulators yield a highly non-linear dynamic model. Moreover, the effect of the external forces/payloads applied to the end-effector needs to be considered. It is challenging to compute the relationship between force/torque and kinematic parameters from the Lagrangian function obtained by Lagrangian-SINDy method [4]. Most of the aforementioned techniques are applied to simple geometries. Also, the obtained model is not in its generalized form. For example, the SINDy-PI algorithm did not consider the actuation force and needed an explicit expression for joint acceleration. Thus, the effect of the external forces/payloads needs to be considered as part of the problem, which increases the number of terms to be identified. In [4], a method inspired by SINDy is proposed to determine the torque equation based on Lasso regression. However, no comparison between the obtained model terms and the closed-form solution was reported. Also, a robot with simple geometry and only a revolute joint was studied.

This work is motivated by the difficulties faced when applying SINDy to industrial serial manipulators, which have a more complex configuration than the double pendulum model obtained in [24]. Moreover, the method proposed in [4] did not adequately perform when applied to robots with geometry, which are found in the industry. A robot with complex geometry has more terms in the governing dynamic equation, which consequently leads to an ill-conditioned matrix [24]. That greatly degrades the accuracy of the solution.

This research tackles three main problems. Firstly, the need to choose a suitable trajectory that excites the dynamic of the robot. Secondly, the need to deal with an ill-conditioned system of equations without degrading solution accuracy. Thirdly, the need to formulate the dynamic model in the generalized form to incorporate the effect of the external forces and the joint forces/torque. To address these problems, we propose a general framework inspired by SINDy algorithm. The library of candidate functions is reduced to the most affecting functions using SINDy-PI based on the unforced motion of the robot. This eliminates the need for choosing a special trajectory that excites the dynamic of the robot. Then, using the reduced library, the dynamic model of the manipulator will be calculated through the SINDy algorithm. The problem is formulated such that the obtained model is in the generalized form. Also, considering both the unforced and forced responses of the system enables the framework to deal with an ill-conditioned system of equations without sacrificing accuracy. The framework is applied to different configurations of serial manipulators with 2 degrees of freedom DoFs to make it comparable with previous work performed in [24].

The remaining of this paper is organized as follows. The methodology is described in Section II. The results and discussions are demonstrated in Section III. Concluding remarks are presented in Section IV.

II. METHODOLOGY

A. EULER-LAGRANGE METHOD

The Euler-Lagrange method will be briefly reviewed here for the sake of completeness. It will be used to derive the closed-form solution for the robots considered in this study. That will be used as a base for comparison with the dynamic equation obtained by the proposed approach.

In general, the application of the Euler-Lagrange equations to a robot with \( n \) joints yields a system of \( n \) coupled, second order nonlinear ordinary differential equations. The first step is to formulate the Lagrangian function, \( L \), which is the difference between the kinetic \( K \) and potential \( P \) energy, Equation 1.

\[
L = K - P
\]  
(1)

The dynamic governing equation of a serial robot can be obtained as follows:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \tau
\]  
(2)

The obtained dynamic equation (2) is a linear combination of linear and non-linear functions of \((q, \dot{q}, \ddot{q})\), where \( q \in \mathbb{R}^n, \dot{q} \in \mathbb{R}^n \) and \( \ddot{q} \in \mathbb{R}^n \) are the generalized coordinate, generalized velocity and generalized acceleration vectors, respectively; while \( \tau \in \mathbb{R}^n \) is the generalized torque/force vector, which can be expressed in terms of joint torque vector.
\( \boldsymbol{\tau}_q \in \mathbb{R}^n \), and the vector of the force and moment exerted at the end-effector, \( \boldsymbol{\tau}_e \in \mathbb{R}^6 \), as follows [1]:

\[
\boldsymbol{\tau} = \boldsymbol{\tau}_q + J^T \boldsymbol{\tau}_e
\]  

(3)

where \( J \in \mathbb{R}^{6 \times n} \) is the Jacobian matrix and \( \boldsymbol{\tau}_e = [F \, M]^T = [F_x \, F_y \, F_z \, M_x \, M_y \, M_z]^T \). In which \( F \) and \( M \) are the applied force and moment, respectively specified in the base coordinate frame.

B. PROPOSED FRAMEWORK

The proposed framework is implemented in a three-stage algorithm, as shown in Fig.1. Those stages are library generation, library reduction, and final torque equations determination.

1) STEP (I) – LIBRARY GENERATION

The library is a combination of candidate functions that may appear in the differential equations of the robot. In the formulation of the SINDy-Lagrangian method [8], it was shown that the library for serial robots is made up of constants, trigonometric functions, and polynomials as elementary functions. Also, the identification of more complicated systems can be facilitated by the previous knowledge obtained from simpler systems. In this research, the candidate functions are chosen as a combination of state derivatives and trigonometric functions.

To generate the training data, the robot model will be represented by a URDF file, or by commercial CAD software like SOLID WORKS or CATIA. Then, the model will be imported into MATLAB. The parameters of the simulation were adopted from [24]. The model is simulated for 10 seconds with a time step of 0.001 seconds to get the simulation data and the vector of the force and moment exerted at the base coordinate frame.

2) STEP (II) – LIBRARY REDUCTION

The functions library \( Q \) as well as the training data will be combined to obtain \( \boldsymbol{\theta}(Q) \in \mathbb{R}^{m \times P} \), where \( m \) is the number of observations in simulation data and \( P \) is the number of candidate functions in the library, \( Q \). SINDy-PI [22] uses the matrix \( \boldsymbol{\theta}(Q) \) to reduce the library \( Q \). The free response is used in this step. Since the proposed framework is formulated using generalized coordinates, the forced response can be used in step III without modifying the library.

a: SINDy-PI

The mathematical model of SINDy-PI is:

\[
\theta_j (Q) = \theta(Q \mid \theta_j (Q)) \xi_j
\]  

(4)

where \( \theta(Q \mid \theta_j (Q)) \in \mathbb{R}^{m \times (P-1)} \) is the library \( \theta(Q) \) with the \( \theta_j \in \mathbb{R}^{m \times 1} \) column removed. The sequential threshold approach will be used to obtain the sparse coefficient vector \( \xi_j \) [21]. The \textit{cond} function in MATLAB is used to assess the condition number. When the matrix is well-conditioned, the condition number is close to 1 and the Least Squares solution will be used as in [21].

\[
\min_{\xi_j} || \theta_j (Q) - \theta(Q \mid \theta_j (Q)) \xi_j ||_2 + \lambda || \xi_j ||_0
\]  

(5)

where \( \lambda \) is the sparsity promoting parameter. When the condition number is much larger than 1, the matrix becomes ill-conditioned. The least norm solution is used in the proposed approach, since it provide a more robust solution in this case [26]. It is implemented in MATLAB using the pseudoinverse function, \textit{pinv}.

\[
\min_{\xi_j} || \xi_j ||_2 + \lambda || \xi_j ||_0
\]  

(6)

Equation 5 or 6 will be solved for each candidate function in the library. It is necessary to test for each \( \theta_j \) because the structure of the dynamic equation is not known at this stage.

The precision of the solution for coefficients \( \xi \) is not assured regardless of the method employed to solve an ill-conditioned matrix, i.e., Equation 4. The proposed approach tackles this problem by using this step only to reduce the library, and the solution for coefficients is implemented in step III. In contrast to the least square solution, the least norm solution demonstrated a better ability to identify the most promising candidate functions.

b: MODEL SELECTION

The solution of Equation 5 or Equation 6 (Ill-conditioned matrix) yields several models for each candidate function \( \theta_j \). This results from solving the system for different thresholds, \( \lambda \), settings. When the candidate function \( \theta_j \) is not present in the actual dynamics, the derived coefficient vector \( \xi_j \) will not be sparse, and there will be a significant prediction error. Choosing the best candidate function results in a sparse coefficient vector and a small prediction error. So, for each function, the best model over different threshold values must be selected, and to do so, the Akaike information criterion (AIC) [27], [28], [29], [30] and Pareto model [27] will be employed. AIC score can be calculated using the following equation.

\[
AIC = 2k - 2 \ln (SSE)
\]  

(7)

where \( k \) is the number of free parameters to be estimated and \( SSE \) is sum of squared error of the model for each \( \lambda \) and is calculated as follows,

\[
SSE = \left( \sum_{i=1}^{m} \theta_j (Q) - \theta(Q \mid \theta_j (Q)) \xi_j \right)^2
\]  

(8)

For each candidate function \( \theta_j \) of the library, the AIC score for each \( \lambda \) and number of active terms of the model will be used to build Pareto front [27]. For each candidate function, the model with the lowest AIC score will be chosen.

The next task is to decide which of the models we found for each candidate function best captures the dynamics of the robot. The test data is obtained by simulating the system for
3 seconds with a time step of 0.001 seconds. This test data is then utilized to evaluate each model using MSE, Equation 9.

\[ MSE = \frac{1}{m} \sum_{i=1}^{m} \left( \theta_j(Q) - \theta(Q | \theta_j(Q) \xi_j) \right)^2 \]  \hspace{1cm} (9)

For nonredundant serial robots, the number of joints determines how many differential equations there are for serial manipulators. For instance, a 2 DOF robot will need a system of two differential equations to describe its dynamics. The robot’s governing equations of motion will be selected from the models obtained for each candidate function. The selection process depends on two criteria: minimum MSE and at least two differential equations have the same terms. The MSE measure (Equation 9) used in the proposed framework differs from the error selection function used in [24].
3) STEP (III) – FINAL EQUATIONS
When the two criteria mentioned in Section 2.B.II were achieved, the differential equations that were found in the earlier steps take the following form:

$$\theta_{\text{final}}(Q) = \theta_{\text{final}}(Q | \theta_{\text{final}}(Q))\xi_{\text{final}}$$  \hspace{1cm} (10)$$

where, after decreasing the library, $\theta_{\text{final}}$ is a function of the remaining candidate functions. All candidate functions other than the function $\theta_{\text{final}}$ are contained $\theta_{\text{final}}(Q | \theta_{\text{final}}(Q))$. Equation 10 cannot be used to plan and control the trajectory of serial manipulators as it is not in the generalized form. They must have the following form:

$$\tau_i = \theta_{\text{final}}(Q)\xi_i$$  \hspace{1cm} (11)$$

where $\tau_i$ is the $i^{th}$ element of the generalized torque vector $\tau$.

In this step, there are many ways to determine the joint torque $\tau_i$ in Equation 11—one possible method is to simulate the system motion as a result of applying a generalized force to the end-effector, and another possible method is to apply a certain trajectory in the joint space and calculate the required actuation torque. Applying a generalized force to the end effector and a trajectory in the joint space is also possible, as shown in Equation 3.

a: APPLICATION OF GENERALIZED FORCE
The system is operated for 3 seconds with a time step of 0.001 seconds and force $\tau_e$ applied to the end-effector and $\tau_q = 0$ to capture a new dataset ($q, \dot{q}, \ddot{q}, \tau$). The Jacobian matrix $J$ is also calculated as it is used to map between the generalized external force $\tau_e$ and the generalized torque as follows:

$$\tau = J^T \tau_e$$  \hspace{1cm} (12)$$

b: APPLICATION OF TRAJECTORY IN THE JOINT SPACE
The system is operated for 3 seconds with a time step of 0.001 seconds, with the application of a sinusoidal motion on each joint with different amplitude and frequency to capture a new dataset of the joints and the torques at each time step.

When the two criteria mentioned in Section 2.B.II are satisfied, $\theta_{\text{final}}$ is equal to the actual functions of the differential equations of the robot, $\theta_{\text{actual}}$. The actual sparse vector $\xi_{\text{actual}}$ in Equation 13 will be determined using the least square solution or least norm solution as, mentioned in Section 2.B.

$$\tau_i = \theta_{\text{actual}}(Q)\xi_{\text{actual}}$$  \hspace{1cm} (13)$$

If the two criteria mentioned in Section 2.B are not satisfied, the application of SINDy is necessary to reduce $\theta_{\text{final}}$ and get $\theta_{\text{actual}}$. Consequently, the sequentially threshold algorithm is used with the sparsity promoting parameter $\lambda$ as presented in Equation 5 or 6 to solve Equation 11. As mentioned earlier in Section 2.B.II, there will be a torque model for every value of $\lambda$. The final models ($\theta_{\text{actual}}(Q) & \xi_{\text{actual}}$) are those with the minimum MSE.

III. RESULTS AND DISCUSSION
The proposed framework was applied to three case studies — Double Pendulum, Two-link of Kuka Robot-KR 4 AGILUS,

| Parameter | Value |
|-----------|-------|
| $L_1$     | 0.27 m |
| $L_2$     | 0.285 m |
| $m_1$     | 0.942 kg |
| $m_2$     | 0.942 kg |
| $I_1$ (Inertia of link 1) | 0.0071906 | 0 | 0 |
| kg·m² (Related to frame at C.G) | 0 | 0 | 0.00013345 |
| $I_2$ (Inertia of link 2) | 0.0071906 | 0 | 0 |
| kg·m² (Related to frame at C.G) | 0 | 0 | 0.00013345 |
| $g$ (Gravity) | [0 -9.80665 0] t/m² |
TABLE 2. Step II obtained minimum-error differential equations.

| Link | Differential Equations |
|------|------------------------|
| 1    | \(\sin(\theta_2)\ddot{\theta}_2 = 109.06\sin(\theta_1) + 36.1\sin(\theta_1 + \theta_2) + 0.70915\ddot{\theta}_2 + 1.0017\cos(\theta_2)\ddot{\theta}_1 + 1.9991\cos(\theta_2)\dddot{\theta}_1 + 3.4201\dot{\theta}_1 - 2.004\sin(\theta_2)\ddot{\theta}_2\) |
| 2    | \(\sin(\theta_2)\ddot{\theta}_2 = 54.304\sin(\theta_2) + 18.069\sin(\theta_1 + \theta_2) + 0.35448\ddot{\theta}_2 + 0.49938\cos(\theta_2)\ddot{\theta}_1 + 0.99761\cos(\theta_2)\dddot{\theta}_1 + 1.7048\dot{\theta}_2 - 0.49797\sin(\theta_2)\dddot{\theta}_1\) |

2) STEP II
Following the use of Equations 4, 5, 6, 7, 8, and 9, Table 2 displays the differential equations for the system that have the least MSE (Equation 9). Table 2 lists the functions that were chosen from the library, which may accurately or very closely represent the system.

As we can see from Table 2, there is no need to apply SINDy because those equations achieved the required criteria that were mentioned in Section 2.B.II

3) STEP III
A force \(f_y = 3N\) is applied to the end effector to compute the torque of the joints at each time step, as shown in Equation 12. The Least square solution is used to get the final equations (Table 3) that characterize the system. The resulting

TABLE 3. Final differential equations of the system.

| Link | Differential Equation | Approach       |
|------|-----------------------|----------------|
| 1    | \(\tau_1 = 3.741\sin(\theta_2) + 1.247\sin(\theta_1 + \theta_2) + 0.02436\ddot{\theta}_2 + 0.03434\cos(\theta_2)\ddot{\theta}_1 - 0.06867\sin(\theta_2)\ddot{\theta}_1\ddot{\theta}_2\) | Proposed Methodology |
| 2    | \(\tau_2 = 0.02446\ddot{\theta}_1 + 0.2446\ddot{\theta}_2 + 1.2467\sin(\theta_1 + \theta_2) + 0.0343\cos(\theta_2)\ddot{\theta}_1 + 0.0344\sin(\theta_2)\dddot{\theta}_2\) | Proposed Methodology |

TABLE 4. Input parameters of case study II.

| Parameter | Value      |
|-----------|------------|
| \(L_1\)   | 0.29 m     |
| \(L_2\)   | 0.17 m     |
| \(m_1\)   | 4.7171 kg  |
| \(m_2\)   | 2.1414 kg  |
| \(I_1\) (Inertia of link 1) \(kg\cdot m^2\) (Related to frame at C.G) | 0.0624 0.0000 -0.0011 |
| \(I_2\) (Inertia of link 2) \(kg\cdot m^2\) (Related to frame at C.G) | 0.0034 -0.0001 0.0003 |
| \(g\) (Gravity) \([m/s^2]\) | 9.80665 |
differential equations and those derived by Euler-Lagrange method are very similar, as shown in Table 3.

**B. CASE STUDY-II**

The framework also was applied on two-link of KUKA KR 4 AGILUS [31] which is depicted in Fig.3. Table 4 shows the parameters of the Robot. The robot’s CAD model is shown in Fig.4.

1) **STEP I**

The CAD model (Fig.4) was imported into MATLAB and the training data matrix \((q, \dot{q}, \ddot{q})\) was created as mentioned in Section 1.B. The cond function in MATLAB was used to examine the condition of the data matrix. We found that, the data matrix is sensitive to the inverse computation (ill conditioned matrix). Despite, that the proposed framework was able to handle this situation.

2) **STEP II**

Following the same procedure as step II in case study I, the differential equations for the robot with the minimum MSE, were determined (Table 5).

Despite the fact that this robot has two revolute joints, as the double pendulum in Case Study I, the results were different. As seen in Table 5, the first two differential equations have identical terms, but the last two equations are not identical. Thus, the criteria mentioned in Section 2.B.II is not achieved, and the terms of the final differential equations cannot be determined. Therefore, the third stage is necessary to derive the final equations for the robot. All terms from
TABLE 5. Minimum-MSE differential equations of case study II.

| Differential Equations |
|------------------------|
| \[\sin(\theta_2)\dot{\theta}_1 = 46.842 \cos(\theta_1 + \theta_2) - 33.816 \sin(\theta_1 + \theta_2) + \cos(\theta_2)\dot{\theta}_2^2 + 13.852 \sin(\theta_2)\dot{\theta}_1 + 13.852 \cos(\theta_2)\dot{\theta}_1 + 6.9991\dot{\theta}_1 + 6.9991\dot{\theta}_2 \] |
| \[\cos(\theta_2)\dot{\theta}_2^2 = -46.842 \cos(\theta_1 + \theta_2) + 33.816 \sin(\theta_1 + \theta_2) + 0.002484 \cos(\theta_2)\dot{\theta}_2^2 - 13.852 \sin(\theta_2)\dot{\theta}_2^2 - 13.852 \cos(\theta_2)\dot{\theta}_1 \] |
| \[\theta_1 = 1.1071 \sin(\theta_1) - 0.30361 \dot{\theta}_1^2 \] |
| \[\cos(\theta_2)\dot{\theta}_1\dot{\theta}_2 = 2528.5 \cos(\theta_1) - 107.32 \sin(\theta_1) - 0.5 \cos(\theta_2)\dot{\theta}_1^2 + 0.5 \cos(\theta_2)\dot{\theta}_2^2 - 6.926 \sin(\theta_2)\dot{\theta}_1^2 - 6.926 \sin(\theta_2)\dot{\theta}_2^2 + 6.926 \cos(\theta_2)\dot{\theta}_2^2 + 6.926 \cos(\theta_2)\dot{\theta}_1^2 - 0.5 \sin(\theta_2)\dot{\theta}_1 - 0.5 \sin(\theta_2)\dot{\theta}_2 + 65.888\dot{\theta}_1 - 13.852 \sin(\theta_2)\dot{\theta}_1\dot{\theta}_2 \] |

TABLE 6. Final differential equations of case study II.

| Link | Differential Equation | Approach |
|------|-----------------------|----------|
| 1    | \[\tau_1 = 1.0701 \cos(\theta_1 + \theta_2) - 0.077254 \sin(\theta_1 + \theta_2) + 11.553 \cos(\theta_1) - 0.49034 \sin(\theta_1) - 0.0022845 \cos(\theta_2)\dot{\theta}_2^2 - 0.031645 \sin(\theta_2)\dot{\theta}_2^2 + 0.063291 \cos(\theta_2)\dot{\theta}_1 + 0.031645 \cos(\theta_2)\dot{\theta}_2 - 0.0045691 \sin(\theta_2)\dot{\theta}_1 - 0.0022845 \sin(\theta_2)\dot{\theta}_2 - 0.0045691 \cos(\theta_2)\dot{\theta}_1 \dot{\theta}_2 + 0.317\dot{\theta}_2 + 0.01599 \dot{\theta}_2 = 0.063291 \sin(\theta_2)\dot{\theta}_1 \dot{\theta}_2 \] | Proposed Methodology |
| 2    | \[\tau_2 = 1.05 \cos(\theta_1 + \theta_2) - 0.084 \sin(\theta_1 + \theta_2) + 11.641 \cos(\theta_1) - 0.46259 \sin(\theta_1) - 0.002484 \cos(\theta_2)\dot{\theta}_2^2 - 0.03105 \sin(\theta_2)\dot{\theta}_2^2 + 0.062101 \cos(\theta_2)\dot{\theta}_1 + 0.03105 \cos(\theta_2)\dot{\theta}_2 - 0.004968 \sin(\theta_2)\dot{\theta}_1 - 0.002484 \sin(\theta_2)\dot{\theta}_2 - 0.004968 \cos(\theta_2)\dot{\theta}_1 \dot{\theta}_2 + 0.317\dot{\theta}_2 + 0.015788 \dot{\theta}_2 - 0.062101 \sin(\theta_2)\dot{\theta}_1 \dot{\theta}_2 \] | Euler-Lagrange |

TABLE 7. Input parameters of case study III.

| Parameter | Value |
|-----------|-------|
| \(L_2\)  | 1.02 m |
| \(L_{cc}\)| 0.3 m |
| \(m_1\)  | 3.6988 kg |
| \(l_1\) (Inertia of link 1) | \[0.01426 0.0000 0.0000 0.0000\] |
| \(kg\ m^2\) (Related to frame at C.G) | \[0.00000 0.02066 0.00000\] |
| \(l_2\) (Inertia of link 2) | \[0.0492867 0.000000 0.1554710\] |
| \(kg\ m^2\) (Related to frame at C.G) | \[0.000000 0.6445782 0.000000\] |
| g (Gravity) | \(-9.80665 \times 10^5\) m/s^2 |

the four equations in Table 5 will be merged to create a new library.

3) STEP III

Following the procedures in Section 3.B.II, a two sinusoidal motion with different amplitude and frequency was applied to the joints. The data matrix (\(q, \dot{q}, \ddot{q}\) and \(\tau\)) was recorded. The SINDy algorithm was applied as stated in Section 3.B.II and the proposed framework was able to retrieve the true dynamic equations. The resulting differential equations and those derived by the Euler-Lagrange method are extremely comparable, as shown in Table 6 and Fig. 5.

C. CASE STUDY-III

The framework was applied to a two-link of Stanford robot, which is shown in Fig.6. The CAD model is shown in Fig.7 and its parameters are explained in Table 7. The same procedures of step I in the case study I and case study II were applied to case study III. The condition of the data matrix was examined, and we found that it is an ill-conditioned matrix.

1) STEP II

The differential equations with the minimum MSE are shown in Table 8. The two criteria in Section 2.B.II were achieved in this case study. Thus, in step II, the SINDy algorithm is not needed and only regression is sufficient.

2) STEP III

As we can see from Table 9 and Fig.8, the resulting differential equations from regression and those derived by the Euler-Lagrange method are extremely comparable.
IV. CONCLUSION

This paper introduced a framework for data-driven dynamic modeling of serial manipulators based on the SINDy algorithm. The framework consists of three steps: library generation, library reduction, and extraction of the robot’s differential equation of motion. The framework was proposed to deal with the ill-conditioned data matrix that arises in case of serial robots with complex geometry. The framework was applied to three different case studies —Double pendulum, two-link KUKA robot, two-link Stanford robot. When the framework was applied to a robot with a more complex geometry than that of the double pendulum, it accurately obtained the terms of the differential equations. Due to robot’s complexity, the data matrix obtained from the library generation step is ill-conditioned. The functions that accurately represent the dynamics are selected through the library reduction process, which employs the SINDy-PI method and the sequential threshold technique with the least norm solution. The sequential threshold technique with the least norm solution showed better performance than the least square error solution and lasso regression that were used in previous studies. The force applied to the end effector or the application of a trajectory in joint space in the final step allows the robot’s torque equations to be accurately obtained. The suggested framework demonstrated that, contrary to earlier work, it is not necessary to choose a special trajectory to accurately capture all the proper terms of the robot’s dynamic equations. The result of the suggested framework is compared to the results from the Euler-Lagrange method, which validate the results of the proposed framework. In the future, we plan to apply the methodology to more complex industrial robot configurations with higher degrees of freedom. Also, experimental data will be employed rather than simulation data to investigate the effect of the measurements’ noise on the results of the framework.

V. ABBREVIATIONS

SINDy: Sparse Identification of Non-Linear Dynamics
SINDy-PI: Parallel Implicit Sparse Identification of Nonlinear Dynamics
SINDy-c: Sparse cation of Non-Linear Dynamics with control
SINDy-PDE: SINDy For Partial Differential Equations
