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Abstract—The generation of Chinese fonts has a wide range of applications. The currently predominated methods are mainly based on deep generative models, especially the generative adversarial networks (GANs). However, existing GAN-based models usually suffer from the well-known mode collapse problem. When mode collapse happens, the kind of GAN-based models will be failure to yield the correct fonts. To address this issue, we introduce a one-bit stroke encoding and a few-shot semi-supervised scheme (i.e., using a few paired data as semi-supervised information) to explore the local and global structure information of Chinese characters respectively, motivated by the intuition that strokes and characters directly embody certain local and global modes of Chinese characters. Based on these ideas, this paper proposes an effective model called StrokeGAN+, which incorporates the stroke encoding and the few-shot semi-supervised scheme into the CycleGAN model. The effectiveness of the proposed model is demonstrated by amounts of experiments. Experimental results show that the mode collapse issue can be effectively alleviated by the introduced one-bit stroke encoding and few-shot semi-supervised training scheme, and that the proposed model outperforms the state-of-the-art models in fourteen font generation tasks in terms of four important evaluation metrics and the quality of generated characters. Besides CycleGAN, we also show that the proposed idea can be adapted to other existing models to improve their performance. The effectiveness of the proposed model for the zero-shot traditional Chinese font generation is also evaluated in this paper.
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1 INTRODUCTION

In recent years, the generation of Chinese fonts has received a large amount of attention due to its central role in a wide range of applications such as the art font design, personalized font design, and calligraphy font generation. With the emergence of the generative adversarial network (GAN) [6], the kind of models based on GAN become the mainstream for the generation of Chinese fonts. These models can be generally divided into two categories, i.e., the class of models based on the paired data (that is, there is a one-to-one correspondence between the source and target font domains as shown in Figure 2(c)) [7], [8], [9], [10], [11], and the class of models based on the unpaired data (that is, such a one-to-one correspondence is not required as shown in Figure 2(d)) [12], [13], [14], [15], [16].

In the pioneer work [7], an auto-encoder guided GAN model was proposed for Chinese calligraphy synthesis through treating this problem as an image-to-image translation problem based on paired samples. Starting from this perspective, in the well-known project [8], the developers adopted the Pix2Pix model [17] emerged in the research field of image style transfer to the task of Chinese font generation. In [9], the authors proposed an effective model called CalliGAN by incorporating some kinds of component information such as strokes of Chinese characters, where several auxiliary network modules were introduced to extract these kinds of component information. In the recent paper [10], the authors proposed a novel GAN-based image translation model by integrating the skeleton information for the generation of Chinese brush handwriting font. In [11], the authors proposed a font generation method that learns localized styles, namely component-wise style representations. Although the performance of this kind of model based on paired data in the literature [7], [8], [9], [10], [11] is impressive, the collection of extensive paired samples is generally labour-intensive and expensive. Particularly, in some font generation tasks such as the generation of ancient calligraphy fonts [4], [5], it is hard to yield extensive paired samples.

To address this issue, many models based on unpaired data have been suggested in the literature [12], [13], [14], [15], [16]. In [12], the authors exploited the well-known CycleGAN model [20] developed in the field of style transfer for Chinese font generation based on the unpaired data. In [13], the authors proposed an effective model by using graph matching for the calligraphy character generation. In [14], the authors proposed a structure-guided deep generative model for the generation of Chinese fonts (there dubbed SCFont) through integrating the domain knowledge of Chinese characters such as writing trajectory and skeleton. In [16], a novel deformable generative model called DG-Font was proposed for the generation of Chinese font based on the unpaired data. Despite the effectiveness of these models, the kind of unsupervised models (say, CycleGAN) usually suffers from the well-known mode collapse issue [5], which results in poor performance. Some examples are shown in the second row of Figure 7.

To tackle the mode collapse problem, the recent paper...
Fig. 1. The performance of the proposed StrokeGAN+ in reducing mode collapse over three generation tasks in comparison to the baselines including CycleGAN [12], SQ-GAN [18] and StrokeGAN [19]. From left to right of the tasks: Fangsong font to Zhengkai font, Fangsong to Heiti, and Fangsong to Lishu. The second row to the fifth row represent the performance of different models: the original CycleGAN encounters mode collapse over these three generation tasks; the CycleGAN with square-block translations (SQ-GAN) [18] still suffers from the mode collapse over the task \{Fangsong→Zhengkai\}; the CycleGAN only with one-bit stroke encodings (StrokeGAN) sometimes generates characters with some flaws; the proposed StrokeGAN+ can effectively address the mode collapse issue and reduce these flaws by simultaneously integrating the one-bit stroke encodings and few-shot semi-supervised training scheme.

![Figure 1](image1.png)

Fig. 2. (a) 32 basic strokes that make up Chinese characters. (b) Examples of Chinese characters with the same one-bit stroke encodings and character structures. (c) Examples of paired data (left: Fangsong, right: Shuti). (d) Examples of unpaired data.
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Inspired by the observation that the local and global structure information of Chinese characters is closely related to their strokes and counterparts in the target font domain respectively as shown in Figure 2(b), and the fact that a few paired samples are generally easy to access in practice, this paper aims to suggest more effective strategies for alleviating the mode collapse in the generation of Chinese fonts by investigating the following research questions:

(Q1) Can the use of stroke information alleviate the mode collapse?

(Q2) Can the use of few-shot paired data further improve the performance?

Since each Chinese character is composed of 32 basic strokes as shown in Figure 2(a), we introduce a simply one-bit stroke encoding of 32 dimensions to embody the local information of a Chinese character (some examples can be found in Figure 2(b)) and incorporate it into the CycleGAN model as certain supervision information to guide the model to capture the local structure information of Chinese characters. Noticing that some characters have the same stroke encodings but different spatial structures, we use a few paired data as few-shot semi-supervised information to explore the global spatial structure information to further distinguish them. To fully exploit these information, we introduce a stroke reconstruction loss and a few-shot semi-supervised (FS²) loss to guide the networks to particularly capture these loss information into CycleGAN [12] to alleviate the well-known mode collapse issue as well as improve

| Number | Stroke | Number | Stroke | Number | Stroke | Number | Stroke |
|--------|--------|--------|--------|--------|--------|--------|--------|
| 1      | 1      | 9      | 7      | 17     | 3      | 25     | 4      |
| 2      | 10     | 18     | 26     | 7      | 19     | 27     | 5      |
| 3      | 11     | 19     | 28     | 6      | 20     | 29     | 5      |
| 4      | 12     | 21     | 29     | 6      | 22     | 30     | 7      |
| 5      | 13     | 23     | 31     | 8      | 24     | 15     |

[18] incorporated a square-block geometric transformation based self-supervised scheme into the CycleGAN model to capture some simple spatial structures of Chinese characters (e.g., up-bottom, left-right structures). Their model is dubbed square-block transformation based GAN (called SQ-GAN for short henceforth). However, such kind of global features, i.e., several typical spatial structures of Chinese characters are generally insufficient to thoroughly solve this issue as shown in the third row of Figure 1 where SQ-GAN may still suffer from the mode collapse issue in some generation tasks, mainly due to many Chinese characters with the same spatial structures as depicted in Figure 2(b).
In comparison to its conference version as follows. We present the major extensions of this paper by the proposed model.

The performance, where certain one-bit stroke encodings are introduced to represent the local information and a few paired data is used to provide the global spatial structure information of Chinese characters. Distinguished from previous studies exploiting these components of Chinese characters such as strokes through struggling to increase the model complexity, this paper provides a simple and effective way to exploit these local and global structure information as supervision for the GAN models, while almost does not increase any additional model complexity.

2) Extensive experiments are conducted to show the effectiveness of the proposed model. Numerical results demonstrate that the mode collapse can be effectively alleviated by the use of stroke encodings and that the performance can be further improved by the suggested few-shot semi-supervised scheme, as shown in Figure 1. These provide positive answers to the questions (Q1) and (Q2) raised before. The effectiveness of the proposed model is also demonstrated through comparing with the state-of-the-art models over fourteen font generation tasks in terms of four important evaluation metrics as well as the quality of generated characters. Some generated characters yielded by the proposed model can be found in Figure 3. It can be observed that the proposed model can generate very realistic characters.

3) We also adapt the proposed idea to some baselines based on the unpaired data to further improve their performance. Numerical results show that the proposed idea is very effective for this kind of models. The effectiveness of the proposed model for some zero-shot traditional Chinese font generation tasks is also evaluated.

This paper is an extended version of the conference paper [19]. We present the major extensions of this paper in comparison to its conference version as follows.

- In the perspective of methodology, built upon the idea of the use of stroke encodings in [19] to alleviate the mode collapse, we also introduce a few-shot semi-supervised scheme (i.e., using a few paired samples as semi-supervised information) to further provide the global spatial structure information of Chinese characters. By incorporating the few-shot semi-supervised scheme, the performance of StrokeGAN proposed in the conference paper [19] can be remarkably improved.

- In the perspective of numerical study, more generation tasks, more baselines and more evaluation metrics are considered in the numerical experiments of this paper to fully investigate the performance of the proposed model, as compared to the conference version [19]. Numerical results show that the refined model StrokeGAN+ suggested in this paper significantly outperforms StrokeGAN proposed in [19]. We also extend the proposed idea to other baselines and show the generalization performance of the proposed model for some zero-shot traditional Chinese font generation tasks.

These show clearly that the extended contributions achieved by this paper are substantial in comparison to the conference paper [19].

The rest of this paper is organized as follows. Section 2 provides the related work of this paper. Section 3 describes the proposed model in detail. We conduct extensive experiments in Section 4 to demonstrate the effectiveness of the proposed model. The generalizability and extension of the proposed idea are presented in Section 5. We conclude this paper in Section 6.

2 RELATED WORK

As certain a type of artificial images, the components of Chinese characters such as strokes, radicals and skeletons are closely related to the font styles and structures of Chinese characters. Thus, incorporating these components into the generation of Chinese fonts has attracted an amount of attention in the past decade [10], [14], [21], [22], [23], [24], [25], [26], [27]. In the early stage, the Chinese font generation models are mainly based on the handcrafted explicit features such as strokes and radicals [21], [22], [23]. Their main ideas are decomposition-and-then-assembling, that is, firstly decomposing Chinese characters into several basic components, and then assembling these components to yield new characters through some effective machine learning approaches. Although these early models are very intuitive and have good interpretability, the extraction of these handcrafted features is generally labour-intensive and expensive.

With the development of deep learning, some components of Chinese characters such as strokes, radicals and skeletons have been usually extracted by some deep neural networks and incorporated into the GAN model as certain important supervision information [10], [14], [24], [25], [26], [27]. In [24], the authors first divided Chinese characters into strokes by adopting certain a coherent point drift algorithm and then generated new font strokes by fusing the styles of two existing font strokes and further yielded new fonts by assembling them. In [25], the authors proposed a stroke refinement branch to particularly handle the generation of thin strokes involved in the Chinese font generation. In [10], the authors exploited the skeleton information for the generation of brush handwriting Chinese font. Besides the use of an individual kind of component information, there
is some literature using multi-components of Chinese characters to enhance the generation performance. In [14], the authors utilized both strokes and writing trajectories for the generation of Chinese fonts, where both strokes and writing trajectories were realized by some deep neural networks. In [26], the authors proposed a three-stage GAN model including the skeleton extraction, skeleton transformation and stroke rendering for multi-chirography image translation. In [27], the authors proposed a font fusion network based on GAN and disentangled representation learning to generate brand new fonts, where the disentangled representation learning was used to obtain the stroke style and skeleton shape.

Different from previous studies struggling to increase the complexity of the model to exploit these components of Chinese characters, we aim to perform much simpler and more effective supervision for a relatively simple GAN model to achieve its full power. As shown before, the one-bit stroke encoding introduced in this paper to represent the stroke information and the use of few-shot paired samples to represent the global structure information are very simple but effective to provide supervision information for GAN models to alleviate the mode collapse issue and enhance their performance, while do not add additional model complexity. Moreover, our idea can be easily adapted to many existing GAN models to improve their performance as shown in the later experiments and the proposed model has good generalization performance in the zero-shot setting.

3 Proposed Model

In this section, we describe the proposed model in detail. We introduce the one-bit stroke encoding as the certain embedding of stroke information and the few-shot semi-supervised training scheme in Section 3.1 and then describe the architecture as well as the training loss of the proposed model in Section 3.2.

3.1 Stroke Encoding and Few-shot Semi-supervised Scheme

It has been pointed out that the CycleGAN model usually suffers from the mode collapse issue mainly due to the lack of effective supervision information. Inspired by the observation that strokes as the basic components of Chinese characters can be used as certain supervision information, we incorporate the stroke information into CycleGAN to alleviate the mode collapse issue. As shown in Figure 2(a), each Chinese character is made up of these 32 kinds of basic strokes. Based on this, we introduce a one-bit stroke encoding with 32 dimensions to represent the stroke information. We at first number these 32 types of basic strokes from 1 to 32, then for a given Chinese character, the \( i \)-th component of the 32-dimensional stroke encoding is set to be 1 if the \( i \)-th type of strokes is in the stroke set of this character and 0 otherwise. Some examples are shown in Figure 2(b).

However, there are some Chinese characters sharing the same one-bit stroke encodings as shown in Figure 2(b). This shows that such local structure information of Chinese characters may be not sufficient to supervise the model to resist the mode collapse, as shown in the fourth row of Figure 2. It can be observed from Figure 2 that there are some redundant strokes in the generated characters of CycleGAN incorporated only with the one-bit stroke encoding (i.e., StrokeGAN [19]). To address this issue, we suggest a few-shot semi-supervised scheme, i.e., using a few paired samples called few-shot semi-supervised samples as additional supervision information to capture more global structure information of Chinese characters, mainly motivated by the observation that the global structure information of Chinese characters can be represented by their counterparts in the target font domain, as shown in Figure 2(c).

3.2 Model Architecture and Training Loss

The proposed model is a variant of CycleGAN (dubbed StrokeGAN+), by incorporating the stroke encoding and...
the few-shot semi-supervised scheme into CycleGAN. The overall architecture of the proposed model is depicted in Figure 3. The proposed model consists of three modules, i.e., the CycleGAN, stroke and few-shot semi-supervised (FS³) modules. In the CycleGAN module, we use the similar architecture of CycleGAN suggested in [20], besides one more convolutional layer following the discriminator as the decoder of stroke encodings. The detailed information on networks can be found in [19]. Different from CycleGAN [20], the discriminator of StrokeGAN+ undertakes two tasks. The first one is to distinguish whether the generated and real characters in the target font domain are real or fake as done by the regular discriminator of GAN [6], and the second one is used as a decoder to reconstruct the stroke encodings of the generated characters, that is,

\[ D : x \rightarrow (D_{reg}(x), D_{st}(x)), \]

where \( D_{reg}(x) \) and \( D_{st}(x) \) represent respectively the probability distributions over the source font domain and its stroke encoding for a given character \( x \). In the stroke module, we use the one-bit stroke encodings to supervise the model to capture more local patterns of Chinese characters, and in the FS³ module, we exploit a few counterparts of the input Chinese characters in the target font domain to guide the model to extract more global patterns of Chinese characters.

Let \( S = \{S_f, S_u\} \) be the sample set in the source font domain, where \( S_f \) is the few-shot semi-supervised sample set containing a few samples in the source font domain, \( S_u \) is the unpaired sample set. Similarly, let \( T = \{T_f, T_u\} \) be the sample set in the target font domain, where \( T_f \) is the paired sample set associated with \( S_f \) (that is, there is a one-to-one correspondence between \( S_f \) and \( T_f \)), and \( T_u \) is the unpaired sample set in the target font domain without requiring a one-to-one correspondence between \( S_u \) and \( T_u \). Let \( SE \) be the set of stroke encodings of \( S \).

The specific workflow of the proposed model can be described as follows. We at first feed \( S \) to the generator \( G \) as the input, and yield a set of generated characters \( T' = \{T'_f, T'_u\} \) in the target font domain after \( G \) (where \( T'_f \) and \( T'_u \) represent the sets of generated characters related to the few-shot semi-supervised samples in \( S_f \) and the rest unpaired samples in \( S'_u \) respectively). Then, on one hand, we feed the generated characters \( T' \) together with the real characters in the target font domain \( T \) into the discriminator \( D_{reg} \) to justify whether they are real or fake, and also yield the reconstructed stroke encodings \( S'E' \) of \( T' \) by the decoder \( D_{st} \), i.e., \( S'E' = D_{st}(T') \). On the other hand, we feed the generated characters \( T' \) into the generator \( G \) again to reconstruct the characters \( S' = \{S'_f, S'_u\} \) in the source font domain, as a cycle consistency task to supervise the model. Besides, we introduce a supervised scheme (i.e., the reconstruction of stroke encodings) and a semi-supervised scheme (i.e., the generation of few-shot semi-supervised samples in the target domain) to supervise the model as shown in the stroke and FS³ modules respectively.

According to the above workflow, the training loss for the proposed model consists of the following four parts: the regular adversarial loss \( L_{adv} \), cycle consistency loss \( L_{cyc} \), stroke loss \( L_{stroke} \) and few-shot semi-supervised loss \( L_{FS³} \), defined as follows:

\[
L_{adv}(D_{reg}, G) = \mathbb{E}_{x \sim T}[\log D_{reg}(x)] + \mathbb{E}_{x \sim S}[\log(1 - D_{reg}(G(x)))],
\]

\[
L_{cyc}(G) = \mathbb{E}_{x \sim S}[\|x - G(G(x))\|_1],
\]

\[
L_{stroke}(D_{st}) = \mathbb{E}_{x,(x') \sim (S,SE)}[\|D_{st}(G(x)) - c\|_2],
\]

\[
L_{FS³}(G) = \mathbb{E}_{x,(y) \sim (S_f,T_f)}[\|G(x) - y\|_1].
\]

Thus, the total training loss of the proposed model is

\[
L_{strokegan+}(D, G) = L_{adv}(D_{reg}, G) + \lambda_{cyc}L_{cyc}(G) + \lambda_{stroke}L_{stroke}(D_{st}) + \lambda_{FS³}L_{FS³}(G),
\]

where \( \lambda_{cyc}, \lambda_{stroke} \) and \( \lambda_{FS³} \) are some tuning hyperparameters. Based on the above defined loss \( L_{strokegan+} \), the discriminator \( D \) attempts to maximize it while the generator \( G \) tries to minimize it, shown as follows:

\[
\min_G \max_D L_{strokegan+}(D, G).
\]

4 Experiments

In this section, we conduct a series of experiments to demonstrate the effectiveness of the proposed model. We at first present experimental settings in Section 4.1, then demonstrate the superiority of the proposed idea in reducing mode collapse in Section 4.2, and later verify the effectiveness of the introduced few-shot semi-supervised scheme in Section 4.3, and finally show the effectiveness of the proposed model via comparing with the state-of-the-art models in Section 4.4. All experiments were carried out in Pytorch environment running Linux, AMD(R) Ryzen 7 3900x twelve-core processor ×24 CPU, and GeForce RTX 2080ti GPU.

4.1 Experimental Settings

In the next, we describe the experimental settings in detail.

A. Datasets. In our experiments, we considered fourteen Chinese fonts including three standard printing fonts {Heiti (ht), Zhengkai (zk), Fangsong (fs)}, the handwriting (hw) font, five pseudo-handwriting fonts {Hupo (hp), Shutu (st), Xingkai (xk), Lishu (ls), Doll (dll)}, and five calligraphy fonts {Shoujin (sj), Caoshu (cs), Huangcao (hc), Badashanren (bs), Hahati (hh)}, where the pseudo-handwriting fonts are personalized fonts designed by artistic font designers. The specific sizes of datasets are presented in Table 1 and some samples of these datasets are presented in the left part of Figure 5, where the handwriting dataset was collected from CASIA-HWDB1.1 and the other font datasets were collected by ourselves from the internet. In all experiments, we used 80% and 20% of samples as the training and test sets, respectively.

B. Baselines. In this paper, we considered the following six state-of-the-art models as baselines.

- **Pix2Pix** [17]: A typical model based on GAN and paired data.
- **FUNIT** [28]: An effective GAN model based on the disentangled representation learning and unpaired data.
TABLE 1: Sizes of datasets for different Chinese character fonts.

| Font     | ht  | zk  | fs  | hw  | hp  | st  | xk  | ls  | dl  | sj  | cs  | hc  | bs  | hh  |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Size     | 3755| 2811| 3755| 2811| 2811| 3755| 3755| 2811| 3755| 2811| 3755| 2811| 1985| 2500|

Fig. 5. Some generated characters of the proposed model.

- **AttentionGAN** [29]: An effective GAN model based on the attention mechanism and unpaired data.
- **CycleGAN** [20]: A typical model based on GAN and unpaired data.
- **SQ-GAN** [18]: An improved CycleGAN model equipped with a square-block geometric transformation based self-supervised learning scheme.
- **StrokeGAN** [19]: A refined CycleGAN model incorporated with the one-bit stroke encoding for the Chinese font generation to mitigate the mode collapse.

C. Network architectures and optimizer. The network architecture of StrokeGAN+ is the same as StrokeGAN [19]. The network structure of the generator of StrokeGAN+ consists of 2 convolutional layers in the down-sampling module, 9 residual modules with 2 convolutional layers of residual networks for each residual module and 2 deconvolutional layers in the up-sampling module. The network structure of the discriminator of StrokeGAN+ is similar to PatchGAN [17] with 6 hidden convolutional layers and 2 convolutional layers in the output module. Moreover, the batch normalization [30] was used for all layers.

In our experiments, we used the popular Adam algorithm [31] as the optimizer with the associated parameters (0.5, 0.999) in both generator and discriminator optimization subproblems. Both penalty parameters for the cycle consistency loss and stroke reconstruction loss were empirically set to be 1, and the hyperparameter $\lambda_{FS}$ was set by the hand-optimal way. For each generation task, we randomly selected 20% characters as the few-shot semi-supervised samples inspired by the later experiments in Section 4.3.

D. Evaluation metrics. We considered the following four important evaluation metrics commonly used in the literature:

- **FID** (Frechet Inception Distance): FID [32] was introduced to measure the distance between the generated and real images.
- **LPIPS** (Learned Perceptual Image Patch Similarity): LPIPS [33] was introduced to quantify the perceptual similarity between the generated and real images.
- **PSNR** (Peak Signal-to-Noise Ratio): PSNR is a commonly used metric for the assessment of image quality, defined as the ratio between the maximum possible power of an image and the power of corrupting noise that affects the quality of its representation.
- **SSIM** (Structural Similarity): SSIM [34] is a perceptual metric that quantifies image quality degradation caused by processing.

In general, smaller FID and LPIPS values imply better quality, while larger SSIM and PSNR values imply better quality. Both LPIPS and SSIM lie in $(0, 1)$.

4.2 Superiority in Reducing Mode Collapse

In this section, we conducted three generation tasks including the translations from Fangsong to Zhengkai (fs→zk), from Fangsong to Heiti (fs→ht), and from Fangsong to Lishu (fs→ls) to show the superiority of the proposed idea in reducing mode collapse. Besides CycleGAN, we also compared the performance of the proposed model with SQ-GAN [18] and StrokeGAN [19]. The comparison results are shown in Figure 1 and Table 2.

From Figure 1, the well-known CycleGAN model suffers from the mode collapse issue in these three generation tasks, while the mode collapse issue can be effectively addressed by the proposed idea. Specifically, as shown in the second row of Figure 1, CycleGAN produces the same patterns for all different inputs and yields the incorrect characters, while the mode collapse issue can be significantly alleviated by incorporating the one-bit stroke encoding into CycleGAN as shown in the fourth row of Figure 1 and can be further reduced via the introduced few-shot semi-supervised scheme as shown in the last row of Figure 1. By the third row of Figure 1, although the mode collapse issue of CycleGAN can be alleviated to a certain extent by integrating the square-block geometric transformation based self-supervised scheme, SQ-GAN still suffers from the mode collapse issue in the first generation task. This shows...
that such square-block geometric transformation based self-supervised scheme should be insufficient to thoroughly tackle the mode collapse issue. As shown in the fourth row of Figure 1, the StrokeGAN model can effectively alleviate the mode collapse issue of CycleGAN via equipping with a one-bit stroke encoding as supervision information. This shows that the introduced one-bit stroke encoding can capture more important patterns of Chinese characters during the generation. However, StrokeGAN may suffer from the issue of missing stroke or generating redundant strokes, that is, missing some strokes or generating some additional strokes in the generated characters as shown in the second and third generation tasks. This shows that such simple one-bit stroke encoding may be also not enough to supervise CycleGAN to generate high-quality characters. To address this issue, we further use the few-shot semi-supervised samples as certain auxiliary information to explore the global structure information of Chinese characters. As shown in the fifth row of Figure 1, the quality of generated Chinese characters of StrokeGAN+ is much better than that of StrokeGAN, mainly due to the use of few-shot semi-supervised samples. This demonstrates that these few-shot semi-supervised samples can provide some useful global structure information during the training procedure.

Moreover, from Table 2, since the mode collapse happens for CycleGAN in these three font generation tasks, the FID values of CycleGAN are abnormally large, while these values can be remarkably reduced by equipping with the square-block geometric transformation based self-supervised scheme in SQ-GAN [18] or the one-bit stroke encoding in StrokeGAN [19]. It can be observed that the FID value of SQ-GAN in the first generation task is also abnormally large mainly due to the mode collapse issue as also shown in the third row of Figure 1, while StrokeGAN as well as its refined version StrokeGAN+ suggested in this paper do not suffer from the model collapse issue in these concerned font generation tasks. From the third and fourth rows of Table 2, the performance of StrokeGAN can be further improved by the use of few-shot semi-supervised samples as the global structure supervision information in terms of all these four evaluation metrics. These clearly show the effectiveness of the proposed idea.

### 4.3 On Few-Shot Semi-Supervised Schemes

As shown in the last section, the few-shot semi-supervised samples are crucial for the proposed model. In this section, we suggested two strategies to determine the few-shot semi-supervised samples, i.e., a random scheme and a deterministic scheme, and compared them in some font generation tasks, and finally provided some comparisons between the suggested few-shot semi-supervised scheme and the associated copy data augmentation scheme.

**A. Two Few-shot Semi-supervised Schemes.** In this paper, we suggested two strategies for the selection of few-shot semi-supervised samples as follows.

- **Random strategy:** The few-shot semi-supervised samples are selected randomly from the training set with certain percentages.
- **Deterministic strategy:** According to [25], there are 450 single characters and 300 compound Chinese characters that cover all structural information of Chinese characters. Thus, we can select the few-shot semi-supervised samples from such a set of Chinese characters of size 750 to capture more structural information of Chinese characters.

#### TABLE 2: Superiority of the proposed model in reducing mode collapse. The best results are marked in bold.

| Metric   | Model       | fs→zk   | fs→ht   | fs→ls   |
|----------|-------------|---------|---------|---------|
| FID↓     | CycleGAN    | 192.52  | 304.33  | 287.81  |
|          | SQ-GAN      | 269.54  | 32.24   | 26.01   |
|          | StrokeGAN   | 32.46   | 45.98   | 56.10   |
|          | StrokeGAN+  | 29.83   | 25.22   | 33.80   |
| LPIPS↑   | CycleGAN    | 0.407   | 0.384   | 0.350   |
|          | SQ-GAN      | 0.449   | 0.214   | 0.190   |
|          | StrokeGAN   | 0.194   | 0.289   | 0.21    |
|          | StrokeGAN+  | 0.158   | 0.132   | 0.150   |
| PSNR↑    | CycleGAN    | 7.37    | 7.06    | 7.42    |
|          | SQ-GAN      | 7.12    | 7.57    | 8.82    |
|          | StrokeGAN   | 9.21    | 7.28    | 8.73    |
|          | StrokeGAN+  | 10.34   | 9.95    | 10.22   |
| SSIM↑    | CycleGAN    | 0.575   | 0.346   | 0.455   |
|          | SQ-GAN      | 0.382   | 0.482   | 0.597   |
|          | StrokeGAN   | 0.533   | 0.446   | 0.583   |
|          | StrokeGAN+  | 0.664   | 0.636   | 0.653   |

![Fig. 6. Trends of FID values of StrokeGAN+ using random selection strategies with different percentages for few-shot semi-supervised samples over two generation tasks.](image-url)

**B. Comparison on Few-shot Semi-supervised Schemes.** In the following, we conducted a series of experiments to compare the suggested two kinds of few-shot semi-supervised schemes.

In the first experiment, we considered the performance of random strategies with different percentages over two generation tasks, i.e., \{fs→ls, fs→ht\}. For each generation task, we considered eight different percentages of paired samples as the few-shot semi-supervised samples, i.e., \{0%, 10%, 20%, 30%, 40%, 50%, 70%, 100\%), where StrokeGAN+ with 0% paired samples reduces to the StrokeGAN model [19]. The trends of FID values of StrokeGAN+ with different percentages of paired samples over two generation tasks...
TABLE 3: Comparison on the performance of two kinds of few-shot semi-supervised schemes over two printed font generation tasks.

| Metric | Task | StrokeGAN | StrokeGAN+<sub>d250</sub> | StrokeGAN+<sub>d500</sub> | StrokeGAN+<sub>d750</sub> |
|--------|------|-----------|-----------------|-----------------|-----------------|
| FID↓   | fs→ht| 45.98     | 25.22           | 30.98           | 21.08           | 19.45           |
|        | fs→ls| 36.10     | 33.80           | 31.70           | 23.53           | 19.03           |
| LPIPS↑ | fs→ht| 0.289     | 0.132           | 0.141           | 0.125           | 0.131           |
|        | fs→ls| 0.215     | 0.150           | 0.138           | 0.135           | 0.134           |
| PSNR↑  | fs→ht| 7.28      | 9.95            | 9.27            | 9.77            | 9.59            |
|        | fs→ls| 8.73      | 10.22           | 10.18           | 10.27           | 10.31           |
| SSIM↑  | fs→ht| 0.446     | 0.636           | 0.593           | 0.624           | 0.617           |
|        | fs→ls| 0.583     | 0.653           | 0.649           | 0.652           | 0.656           |

TABLE 4: Comparison on the performance of two kinds of few-shot semi-supervised schemes over two calligraphy font generation tasks.

| Model | Task | StrokeGAN | StrokeGAN+<sub>d490</sub> | StrokeGAN+<sub>d490</sub> | StrokeGAN+<sub>d250</sub> | StrokeGAN+<sub>d500</sub> | StrokeGAN+<sub>d750</sub> |
|-------|------|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|
| FID↓  | fs→bs| 66.39     | 49.57           | 53.34           | 52.90           | 64.24           | 48.51           |
|       | fs→hh| 7.45      | 7.46            | 7.44            | 7.38            | 7.58            | 7.49            |
| LPIPS↑| fs→bs| 0.278     | 0.241           | 0.240           | 0.246           | 0.309           | 0.314           |
|       | fs→hh| 6.82      | 7.45            | 7.46            | 7.38            | 7.58            | 7.49            |
| PSNR↑ | fs→bs| 0.445     | 0.491           | 0.490           | 0.489           | 0.484           | 0.483           |
|       | fs→hh| 0.445     | 0.491           | 0.490           | 0.489           | 0.484           | 0.483           |
| SSIM↑ | fs→bs| 0.445     | 0.491           | 0.490           | 0.489           | 0.484           | 0.483           |

are depicted in Figure 5. From Figure 6, the FID values of StrokeGAN+ dramatically decrease with the percentage of paired samples increasing to 20%, and become stable when the percentage of the used paired samples as the few-shot semi-supervised samples are larger than 20%. These show that on one hand, using the few-shot semi-supervised samples as the supervision information is very effective for the Chinese font generation as depicted in Figure 6, where the FID values of StrokeGAN+ with 10% paired samples as the few-shot semi-supervised samples are much better than that of StrokeGAN (i.e., StrokeGAN+ without few-shot semi-supervised samples); and on the other hand, only a few paired samples (say, 20% paired training data including 600 characters in these experiments) as the few-shot semi-supervised samples are in general adequate to provide the supervision for the Chinese font generation models. These show the feasibility of our idea of using few-shot semi-supervised samples as the global structure supervision information for the Chinese font generation models. In the later experiments, we used 20% paired training data as the default random few-shot semi-supervised scheme.

Besides these eight random cases, we also considered three deterministic selection schemes, i.e., using 250, 500 and 750 characters of the special set of Chinese characters determined in advance according to the literature 25 as the few-shot semi-supervised samples. The proposed StrokeGAN+ models with the 20% random scheme (randomly selecting 600 paired characters as the few-shot semi-supervised samples), and 250, 500 and 750 deterministic schemes are denoted as StrokeGAN+<sub>d250</sub>, StrokeGAN+<sub>d500</sub>, StrokeGAN+<sub>d750</sub>, and StrokeGAN+<sub>d750</sub>, respectively. The comparison results among these schemes over the two font generation tasks {fs→ls, fs→ht} are presented in Table 3. From Table 3, the proposed StrokeGAN+ models with all few-shot semi-supervised schemes substantially improve the performance of StrokeGAN in terms of the concerned four evaluation metrics. When concerning the performance among these few-shot semi-supervised schemes, the performance of StrokeGAN+ with the deterministic strategy using a total of 750 characters is generally the best over the considered two generation tasks, and the performance of the deterministic strategy with 500 characters is slightly better than that of the random strategy with 20% training data (i.e., 600 characters in this experiment), which is slightly better than the performance of the deterministic strategy with 250 characters. Such phenomenon is mainly because more structure information of Chinese characters can be captured by choosing the few-shot semi-supervised samples from these 750 representative characters.

Although the deterministic few-shot semi-supervised scheme can generally achieve better performance than the associated random scheme with the same size of few-shot semi-supervised samples, it might be unrealistic when applied to the generation tasks of some calligraphy fonts due to the limited samples for these calligraphy fonts. In the following, we considered the performance of these two kinds of few-shot semi-supervised schemes over two calligraphy font generation tasks, i.e., from Fangsong font to the Badashanren font (fs→bs) and from Fangsong font to the Hahati font (fs→hh). The sample sets of Badashanren and Hahati fonts for training only contain 490 and 600 characters in the specified 750 character set, respectively. For these two tasks, we considered two random schemes with the different numbers of characters, i.e., the total number of representative characters in the specified Chinese character set (490 for Badashanren font and 600 for Hahati font), and 20% training samples (317 for Badashanren font and 400 for Hahati font). The proposed models StrokeGAN+ with 490 deterministic scheme, 490 random scheme and 20% (including 317 characters) random scheme for the generation task {fs→bs} are denoted as StrokeGAN+<sub>d490</sub>, StrokeGAN+<sub>r490</sub> and StrokeGAN+<sub>d20%</sub>, respectively. The associated models
for the generation task \{fs→hh\} are denoted similarly. The comparison results among the proposed StrokeGAN+ models with these two kinds of few-shot semi-supervised schemes as well as StrokeGAN are presented in Table 4.

From Table 4, all the proposed StrokeGAN+ models outperform the StrokeGAN model with substantial improvements in terms of four important evaluation metrics over the concerned two calligraphy font generation tasks, through integrating the few-shot semi-supervised schemes. When concerning the performance of these two kinds of few-shot semi-supervised schemes over the font generation task \(\{fs→bs\}\), the deterministic scheme with 490 characters from the specified character set achieves better performance in terms of FID and SSIM and slightly worse performance in terms of LPIPS and PSNR as compared to the random scheme with 490 characters randomly selected from the training set, while the performance of the random scheme with 20% training samples (317 characters included in this case) is comparable to that of the deterministic scheme with 490 characters. A similar claim can be also concluded over another calligraphy font generation task, i.e., \{fs→hh\}. These show that we can use the 20% random scheme as the default scheme in the proposed model for the sake of convenience.

C. Few-shot Semi-supervised Scheme Vs. Data Augmentation. Since an additional few-shot semi-supervised sample set is used in StrokeGAN+, a natural question that arises here is whether the improvement achieved by the use of few-shot semi-supervised samples is only brought by the associated copy data augmentation. To answer this question, we implemented several experiments over four generation tasks \{Zhengkai→Hupo, Fangsong→Heiti, Fangsong→Lishu, Zhengkai→Shuti\} and compared the performance of StrokeGAN+ (using 20% random few-shot semi-supervised scheme) with that of StrokeGAN models equipped with different data augmentation schemes, i.e.,
- StrokeGAN0%: the original StrokeGAN without using paired samples;
- StrokeGAN20%: StrokeGAN with 20% paired samples as unpaired data;
- StrokeGAN100%: StrokeGAN with 100% paired samples as unpaired data, that is, simply doubling the datasets for training.

Some quantitative comparison results are presented in Table 5. As shown in the second and third rows of Table 5, the improvement yielded by the data augmentation with only 20% additional unpaired data is relatively limited, while StrokeGAN+ with the same 20% few-shot semi-supervised samples significantly outperforms StrokeGAN20%, and even much better than StrokeGAN100% using the double size of datasets. We also present some comparisons of visualization results of these concerned models in Figure 7. It can be observed from Figure 7 that the proposed StrokeGAN+ with only 20% random few-shot semi-supervised scheme outperforms that of StrokeGAN models equipped with different copy data augmentation schemes. These show clearly that the improvement achieved by the use of few-shot semi-supervised scheme is mainly because the few-shot semi-supervised samples used can capture certain global structures of Chinese characters.

4.4 Comparison with State-of-the-art Models

In this section, we implemented fourteen generation tasks including nine printing or handwriting font generation tasks.

Table 5: Quantitative comparisons on performance of StrokeGAN with the few-shot semi-supervised scheme and the simple copy data augmentation scheme over four generation tasks.

| Model          | zk→hp | fs→ht | fs→ls | zk→st |
|----------------|-------|-------|-------|-------|
| FID↓           | StrokeGAN0%  | 78.67 | 45.98 | 56.10 | 85.20 |
|                | StrokeGAN20% | 74.71 | 52.88 | 47.94 | 69.77 |
|                | StrokeGAN100% | 61.84 | 36.26 | 44.91 | 60.02 |
|                | StrokeGAN+    | 44.77 | 25.22 | 33.80 | 52.33 |
| LPIPS↓         | StrokeGAN0%   | 0.324 | 0.289 | 0.215 | 0.308 |
|                | StrokeGAN20%  | 0.324 | 0.253 | 0.191 | 0.396 |
|                | StrokeGAN100% | 0.275 | 0.246 | 0.187 | 0.258 |
|                | StrokeGAN+    | 0.257 | 0.132 | 0.150 | 0.225 |
| PSNR↑          | StrokeGAN0%   | 6.10  | 7.28  | 8.73  | 6.83  |
|                | StrokeGAN20%  | 6.10  | 7.00  | 8.76  | 7.36  |
|                | StrokeGAN100% | 7.03  | 7.34  | 8.74  | 7.10  |
|                | StrokeGAN+    | 7.16  | 9.95  | 10.22 | 7.78  |
| SSIM↑          | StrokeGAN0%   | 0.321 | 0.446 | 0.583 | 0.468 |
|                | StrokeGAN20%  | 0.322 | 0.429 | 0.591 | 0.501 |
|                | StrokeGAN100% | 0.383 | 0.433 | 0.589 | 0.486 |
|                | StrokeGAN+    | 0.406 | 0.636 | 0.653 | 0.520 |

Fig. 7. Comparisons on visualization results of StrokeGAN with the few-shot semi-supervised scheme and the simple copy data augmentation scheme over four generation tasks.
TABLE 6: Comparison on the performance of the proposed model and state-of-the-art models in nine printing or handwriting font generation tasks. The best and second best results are marked in bold and blue color, respectively.

| Model     | fs→xk | zk→hp | zk→hw | fs→ht | fs→zk | zk→st | zk→dl | fs→ls | zk→fs |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| FID       |       |       |       |       |       |       |       |       |       |
| Pix2Pix   | 53.95 | 195.01 | 158.59 | 118.25 | 60.46 | 184.86 | 139.09 | 44.75 | 91.72 |
| FUNIT     | 56.24 | 89.12 | 116.95 | 142.13 | 155.86 | 44.11 | 79.30 | 67.77 | 86.91 |
| AttentionGAN | 21.60 | 58.80 | 37.95 | 28.31 | 52.68 | 87.17 | 64.47 | 14.95 | 33.12 |
| CycleGAN  | 36.48 | 71.44 | 66.61 | 304.33 | 192.53 | 79.33 | 64.58 | 287.82 | 32.32 |
| SQ-GAN    | 49.40 | 56.75 | 99.88 | 32.24 | 269.54 | 71.69 | 65.76 | 26.01 | 36.64 |
| StrokeGAN | 24.33 | 78.67 | 56.46 | 45.98 | 32.46 | 85.20 | 61.61 | 56.10 | 33.86 |
| StrokeGAN+ | 18.25 | 44.72 | 42.83 | 25.22 | 29.83 | 52.33 | 38.37 | 33.80 | 25.49 |
| LIPIPS    |       |       |       |       |       |       |       |       |       |
| Pix2Pix   | 0.184 | 0.292 | 0.340 | 0.179 | 0.175 | 0.353 | 0.331 | 0.162 | 0.167 |
| FUNIT     | 0.269 | 0.335 | 0.417 | 0.335 | 0.327 | 0.335 | 0.350 | 0.303 | 0.231 |
| AttentionGAN | 0.209 | 0.276 | 0.327 | 0.162 | 0.239 | 0.303 | 0.370 | 0.142 | 0.141 |
| CycleGAN  | 0.216 | 0.328 | 0.407 | 0.384 | 0.408 | 0.283 | 0.351 | 0.350 | 0.131 |
| SQ-GAN    | 0.219 | 0.297 | 0.320 | 0.214 | 0.249 | 0.301 | 0.365 | 0.190 | 0.144 |
| StrokeGAN | 0.234 | 0.324 | 0.338 | 0.289 | 0.194 | 0.308 | 0.354 | 0.215 | 0.161 |
| StrokeGAN+ | 0.160 | 0.256 | 0.331 | 0.312 | 0.132 | 0.158 | 0.225 | 0.308 | 0.150 |
| FSIN      |       |       |       |       |       |       |       |       |       |
| Pix2Pix   | 6.83  | 6.39  | 5.66  | 9.00  | 10.51 | 6.61  | 5.49  | 10.28 | 9.53  |
| FUNIT     | 7.30  | 6.95  | 5.45  | 6.70  | 8.87  | 6.49  | 5.14  | 7.22  | 9.13  |
| AttentionGAN | 8.17  | 6.76  | 5.71  | 8.90  | 9.18  | 6.91  | 5.17  | 10.51 | 9.80  |
| CycleGAN  | 7.82  | 6.77  | 5.40  | 7.06  | 7.37  | 7.26  | 5.17  | 7.47  | 9.67  |
| SQ-GAN    | 7.95  | 6.68  | 5.79  | 7.57  | 7.12  | 7.06  | 5.05  | 8.82  | 9.48  |
| StrokeGAN | 7.61  | 6.10  | 5.53  | 7.28  | 9.21  | 6.83  | 5.11  | 8.73  | 9.03  |
| StrokeGAN+ | 8.89  | 7.16  | 5.99  | 9.95  | 10.34 | 7.78  | 5.67  | 10.22 | 10.25 |
| SSIM      |       |       |       |       |       |       |       |       |       |
| Pix2Pix   | 0.545 | 0.367 | 0.305 | 0.548 | 0.562 | 0.442 | 0.296 | 0.640 | 0.553 |
| FUNIT     | 0.449 | 0.472 | 0.305 | 0.350 | 0.511 | 0.417 | 0.262 | 0.448 | 0.521 |
| AttentionGAN | 0.527 | 0.351 | 0.335 | 0.564 | 0.515 | 0.457 | 0.277 | 0.660 | 0.578 |
| CycleGAN  | 0.510 | 0.376 | 0.324 | 0.346 | 0.579 | 0.495 | 0.273 | 0.455 | 0.576 |
| SQ-GAN    | 0.516 | 0.363 | 0.338 | 0.482 | 0.382 | 0.448 | 0.263 | 0.597 | 0.567 |
| StrokeGAN | 0.502 | 0.321 | 0.318 | 0.446 | 0.333 | 0.468 | 0.264 | 0.583 | 0.534 |
| StrokeGAN+ | 0.572 | 0.406 | 0.363 | 0.636 | 0.665 | 0.520 | 0.317 | 0.653 | 0.618 |

and five calligraphy font generation tasks to demonstrate the effectiveness of the proposed model through comparing with the concerned baselines. The comparison results are shown in Table6 and Table7.

From Table6 and Table7, the proposed model achieves the best performance in ten tasks and the second best performance in three tasks among all these fourteen tasks in terms of FID. The outperformance of the proposed model can be also demonstrated by the comparison results in terms of the other three evaluation metrics. Specifically, when compared to Pix2Pix [17], a classical model using the paired data, the performance of the proposed model StrokeGAN+ is much better than that of Pix2Pix. This shows that the introduced one-bit stroke encoding and the use of few-shot semi-supervised scheme are helpful to capture the local and global modes of Chinese characters. When compared to these two recent unsupervised models FUNIT [28] and AttentionGAN [29], the proposed model also outperforms these two models in most of the generation tasks. When concerning the comparison of the performance of these four models, i.e., CycleGAN [12], SQ-GAN [18], StrokeGAN [19] and StrokeGAN+ suggested in this paper, the performance of StrokeGAN+ is the best over all the generation tasks, and the performance of SQ-GAN and StrokeGAN are comparable and generally better than that of CycleGAN in most of the generation tasks. In particular, it can be observed from Table6 that CycleGAN suffers from the mode collapse issue in three-generation tasks \{fs→ht, fs→zk, fs→ls\}, while the mode collapse can be significantly alleviated by integrating the one-bit stroke encoding as demonstrated by the performance of StrokeGAN, and the performance of StrokeGAN can be further improved by the use of few-shot semi-supervised scheme as shown in the eighth rows of Table6 and Table7. These verify the effectiveness of the proposed idea, i.e., introducing the one-bit stroke encoding and using the few-shot semi-supervised samples as the supervision information of local and global structure modes of Chinese characters to alleviate the mode collapse issue. Moreover, it can be also observed from Table6 that SQ-GAN still suffers from the mode collapse issue in some generation tasks such as \{fs→zk\} as shown in the sixth row of Table6 and the third row of Figure1 while the mode collapse issue can be addressed by StrokeGAN as well as StrokeGAN+. This also shows the superiority of the proposed idea in reducing mode collapse.

We also present some visualisation results in Figure8 where the generated characters related to three generation tasks are presented. As depicted in Figure8, the generated characters of StrokeGAN+ are generally of the highest quality. It can be observed from Figure8 that there are some flaws in the generated characters of the baselines such as missing strokes and generating some redundant strokes, while this phenomenon can be remarkably alleviated by the proposed model as shown in the eighth row of Figure8.
We further test the generalization performance of the proposed model for the generation of some unseen complex Chinese characters, which are excluded from the concerned datasets. Some comparison results are presented in Figure 9, where the performance over three generation tasks is presented. From Figure 9, the generated characters of the proposed model are generally better than those of baselines. Specifically, there are some flaws such as missing strokes and introducing additional strokes in the generated characters of baselines, while the proposed model rarely suffers from these issues. It can be observed from the third row of Figure 9 that FUNIT fails in the generation task \{Fangsong → Xingkai\} since the styles of generated characters are closer to the style of the source font than that of the target font. These results also demonstrate the good generalization performance of the proposed model.

5 **GENERALIZABILITY AND EXTENSION**

In the following, we implemented a series of experiments to show that the proposed stroke encoding and few-shot semi-supervised scheme can be easily adapted to existing models. The performance of the proposed model in some zero-shot traditional Chinese font generation tasks was also verified at the final of this section.

5.1 **Generalizability of Proposed Idea**

As shown in Figure 9, the proposed idea including the stroke encoding and few-shot semi-supervised scheme can be easily adapted to other models besides the CycleGAN model. In this section, we show the generalizability of proposed ideas over two baselines, i.e., AttentionGAN [29] and SQ-GAN [18]. The refined versions are respectively called `AttentionGAN+` and `SQ-GAN+`. Specifically, for both...
5.2 Effectiveness in Zero-shot Traditional Chinese Font Generation

In the following, we conducted several experiments to verify the performance of the propose model in the zero-shot traditional Chinese font generation setting. It is known that there are mainly two classes of Chinese characters, i.e., the class of simplified Chinese characters and the class of traditional Chinese characters. Specifically, we trained the proposed model using the simplified Chinese characters and then tested its performance in the generation of the traditional Chinese characters. To verify the performance of the proposed model, we considered three font generation tasks, i.e., \{Fangsong→Lishu, Fangsong→Badashanren, Fangsong→Hahati\}. Some generated characters are presented in Figure 11. From Figure 11, the quality of generated characters is significantly improved over the concerned four generation tasks by combining with the proposed idea. These show the effectiveness of the proposed idea on enhancing the performance of Chinese font generation models.

6 Conclusion

Existing unsupervised Chinese font generation models may suffer from the mode collapse issue. This paper suggested two kinds of simple but effective supervision information, that is, the one-bit stroke encodings representing the local stroke information and the few-shot semi-supervised samples embodying the global structure information to guide the unsupervised models to capture the local and global structures of Chinese characters. Thus, the mode collapse issue suffered by the known CycleGAN can be effectively alleviated and the performance in Chinese font generation can be significantly improved. The effectiveness of the proposed idea, in particular, the superiority in reducing mode collapse

### Table 7: Comparison with state-of-the-art methods in five calligraphy font generation tasks

| Source | AttentionGAN | AttentionGAN+ | SQ-GAN | SQ-GAN+ |
|--------|--------------|---------------|--------|---------|
| Lishu→Huangcao | Zhengkai→Doll | Zhengkai→Shuti | Fangsong→Heiti |

Fig. 10. Comparison on generated characters between two baselines and their refined versions incorporated with the proposed idea.
TABLE 8: Comparison on the performance of baselines and their refined versions equipped with the proposed idea in ten printing or handwriting font generation tasks.

| Model               | fs→zk | zk→hp | zk→hw | fs→ht | fs→zk | zk→st | zk→dl | fs→ls | hw→zk | sj→zk |
|---------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| FID↓                |       |       |       |       |       |       |       |       |       |       |
| AttentionGAN        | 21.60 | 58.80 | 37.95 | 28.31 | 52.68 | 87.17 | 64.67 | 14.95 | 57.05 | 25.05 |
| AttentionGAN+       | 35.10 | 35.36 | 38.20 | 23.53 | 26.21 | 47.88 | 47.16 | 20.87 | 32.98 | 14.07 |
| SQ-GAN              | 49.40 | 56.75 | 59.88 | 32.25 | 269.54| 71.69 | 65.76 | 26.01 | 79.75 | 30.29 |
| SQ-GAN+             | 32.21 | 68.50 | 73.55 | 27.79 | 35.42 | 45.24 | 43.35 | 22.12 | 43.23 | 25.65 |
| LPIS↓               |       |       |       |       |       |       |       |       |       |       |
| AttentionGAN        | 0.209 | 0.276 | 0.327 | 0.162 | 0.239 | 0.303 | 0.370 | 0.142 | 0.305 | 0.318 |
| AttentionGAN+       | 0.149 | 0.189 | 0.272 | 0.127 | 0.358 | 0.188 | 0.287 | 0.126 | 0.381 | 0.317 |
| SQ-GAN              | 0.219 | 0.297 | 0.320 | 0.214 | 0.449 | 0.301 | 0.365 | 0.190 | 0.378 | 0.215 |
| SQ-GAN+             | 0.199 | 0.216 | 0.322 | 0.157 | 0.132 | 0.237 | 0.305 | 0.146 | 0.314 | 0.210 |
| PSNR↑               |       |       |       |       |       |       |       |       |       |       |
| AttentionGAN        | 8.17  | 6.76  | 5.71  | 9.90  | 9.18  | 6.91  | 5.17  | 8.28  | 10.51 | 8.08  |
| AttentionGAN+       | 8.90  | 8.12  | 6.83  | 9.69  | 10.41 | 8.14  | 5.89  | 10.56 | 7.52  | 6.78  |
| SQ-GAN              | 7.95  | 6.68  | 5.79  | 7.37  | 7.12  | 7.06  | 5.05  | 8.82  | 7.47  | 7.46  |
| SQ-GAN+             | 7.81  | 7.91  | 5.75  | 9.08  | 10.40 | 7.83  | 5.84  | 9.95  | 7.85  | 7.49  |
| SSIM↑               |       |       |       |       |       |       |       |       |       |       |
| AttentionGAN        | 0.527 | 0.351 | 0.335 | 0.564 | 0.515 | 0.457 | 0.277 | 0.660 | 0.448 | 0.449 |
| AttentionGAN+       | 0.569 | 0.478 | 0.405 | 0.619 | 0.619 | 0.536 | 0.331 | 0.666 | 0.413 | 0.445 |
| SQ-GAN              | 0.516 | 0.363 | 0.338 | 0.482 | 0.382 | 0.448 | 0.263 | 0.597 | 0.403 | 0.492 |
| SQ-GAN+             | 0.517 | 0.462 | 0.368 | 0.589 | 0.606 | 0.530 | 0.333 | 0.643 | 0.447 | 0.494 |

Fig. 11. Generated characters of the proposed model in three zero-shot traditional Chinese font generation tasks. The proposed model was trained over the simplified Chinese characters and tested on the traditional Chinese characters.

TABLE 9: Comparison on the performance of baselines and their refined versions equipped with the proposed idea in four calligraphy font generation tasks.

| Model               | fs→bs | fs→hh | zk→cs | ls→hc |
|---------------------|-------|-------|-------|-------|
| FID↓                |       |       |       |       |
| AttentionGAN        | 56.51 | 92.15 | 40.23 | 28.66 |
| AttentionGAN+       | 54.84 | 52.84 | 34.08 | 33.16 |
| SQ-GAN              | 55.55 | 59.32 | 58.48 | 45.27 |
| SQ-GAN+             | 50.87 | 41.62 | 31.98 | 31.43 |
| LPIS↓               |       |       |       |       |
| AttentionGAN        | 0.370 | 0.330 | 0.306 | 0.315 |
| AttentionGAN+       | 0.258 | 0.311 | 0.232 | 0.268 |
| SQ-GAN              | 0.290 | 0.323 | 0.319 | 0.329 |
| SQ-GAN+             | 0.263 | 0.311 | 0.257 | 0.272 |
| PSNR↑               |       |       |       |       |
| AttentionGAN        | 7.41  | 7.41  | 7.35  | 7.72  |
| AttentionGAN+       | 7.42  | 7.52  | 7.93  | 8.11  |
| SQ-GAN              | 7.17  | 7.46  | 6.89  | 7.46  |
| SQ-GAN+             | 7.47  | 7.63  | 8.05  | 8.21  |
| SSIM↑               |       |       |       |       |
| AttentionGAN        | 0.490 | 0.440 | 0.517 | 0.531 |
| AttentionGAN+       | 0.487 | 0.496 | 0.537 | 0.551 |
| SQ-GAN              | 0.471 | 0.494 | 0.479 | 0.510 |
| SQ-GAN+             | 0.495 | 0.482 | 0.565 | 0.562 |

and enhancing the generation performance was demonstrated by numerous experiments. Besides CycleGAN, we showed that our idea can be easily adapted to other deep generative models for the Chinese font generation to further improve their performance. The effectiveness of the proposed model in some zero-shot traditional Chinese font generation settings was also verified.
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