First-Passage Time Statistics on Surfaces of General Shape: Surface PDE Solvers using Generalized Moving Least Squares (GMLS)
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We develop numerical methods for computing statistics of stochastic processes on surfaces of general shape with drift-diffusion dynamics

\[ \begin{align*}
    dX_t &= a(X_t)dt + b(X_t)dW_t, \\
    \text{for a domain } &\Omega \\
    \text{and the exit stopping time } &\tau = \inf\{t > 0 \mid X_t \notin \Omega\},
\end{align*} \]

for a domain Ω and the exit stopping time \( \tau = \inf\{t > 0 \mid X_t \notin \Omega\} \), where \( f, g \) are general smooth functions. For computing these statistics, we develop high-order Generalized Moving Least Squares (GMLS) solvers for associated surface PDE boundary-value problems based on Backward-Kolmogorov equations. We focus particularly on the mean First Passage Times (FPTs) given by the case \( f = 0, g = 1 \) where \( u(x) = \mathbb{E}^x[\tau] \). We perform studies for a variety of shapes showing our methods converge with high-order accuracy both in capturing the geometry and the surface PDE solutions. We then perform studies showing how statistics are influenced by the surface geometry, drift dynamics, and spatially dependent diffusivities.

Introduction

Path-related statistics of stochastic processes, such as the mean First Passage Times (FPTs) [3, 17, 20], arise in many fields, including in biology [43, 46, 49, 54, 55, 73], physics [8, 13, 48, 56, 57, 66], engineering [26, 51, 60], finance [1, 30, 39, 45], and machine learning [27, 70]. Many problems involve stochastic processes within manifolds where significant roles are played by geometric and topological contributions [44, 48, 52, 57, 61, 73]. We consider Itô processes \( X_t \) with the drift-diffusion dynamics

\[ dX_t = a(X_t)dt + b(X_t)dW_t, \]

for surfaces of general shape with drift-diffusion dynamics \( dX_t = a(X_t)dt + b(X_t)dW_t \). We formulate descriptions of Brownian motion and general drift-diffusion processes on surfaces. While in principle statistics can be estimated by using stochastic numerical methods to sample trajectories \( \{X_t\}_{0 \leq t \leq T} \), it can be computationally expensive to reduce statistical sampling errors sufficiently. Further challenges also arise when the process has multiple dynamical times-scales resulting in stiffness, or when trying to estimate statistics at many locations on the surface [6, 11, 13, 49].

In practice, for making predictions of observations and measurements, it is often enough to consider the class of statistics of the form \( u(x) = \mathbb{E}^x[\int_0^\tau g(X_t)dt] + \mathbb{E}^x[f(X_\tau)] \). For the stochastic process, the \( X_0 = x \in \Omega \) within an open domain \( \Omega \) and the exit stopping time is

\[ \tau = \inf\{t > 0 \mid X_t \notin \Omega\}. \]

The choice of \( g \) can be used to obtain information about the states \( x \in \Omega \) realized by the stochastic trajectories. The choice of \( f \) can be used to obtain information about where the stochastic trajectories encounter the boundary \( \partial \Omega \). The Dynkin formula and
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Backward-Kolmogorov equations provide connections between these statistics and a collection of elliptic Partial Differential Equations (PDEs) with boundary values problems of the form $L u = -g$, $x \in \Omega$, $u = f$, $x \in \partial \Omega$, [17].

We develop numerical methods for solving these PDEs on manifolds of general shape based on meshless methods. Meshless methods can be characterized broadly by their underlying discretizations. This includes Radial Basis Functions (RBF), Generalized Finite Differences (GFD), Moving Least Squares (MLS), and Reproducing Kernel Particle Methods (RKPM), [4, 5, 9, 10, 12, 21]. While most meshfree approaches are for solutions of PDEs in euclidean spaces $\mathbb{R}^d$ with $d = 1, 2, 3$, recent work has focused on the manifold setting, including [33, 37, 38, 40, 42, 64, 65, 68, 69]. This includes methods for stabilizing RBFs [28, 32, 35], semi-lagrangian methods [64], approaches avoiding use of surface coordinates [53, 63], and methods that make use of the embedding space [29, 37, 62]. This also includes methods using least-squares methods [41, 71, 72] and generalized finite difference approaches [25, 59].

For surfaces of general shape, we develop high-order numerical methods for computing statistics using Generalized Moving Least Squares (GMLS) approximations [23, 36]. Our approaches provide meshless methods for solving PDEs on surfaces related to [25, 41, 59, 71, 72]. We focus here primarily on mean First Passage Times (FPTs), which are given by the special case $f = 0, g = 1$ with $u(x) = \mathbb{E}^{x}[\tau]$. Our methods also can be readily extended for the cases with more general $f, g$. We perform studies for a variety of shapes to investigate how the methods converge. We show our methods can accurately capture both the surface geometry and the action of the surface differential operators. We then perform convergence studies which show our methods have a high-order accuracy in approximating solutions of the surface PDEs. We show how our methods can be used to study how statistics are affected by the surface geometry, drift dynamics, and spatially dependent diffusivities. We also discuss how the methods can be extended for computing more general path-dependent statistics for stochastic processes on surfaces.
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1. First-Passage Times and Path-Dependent Statistics on Surfaces

Figure 1.: Path-Dependent Statistics and Geometry. (left) We develop meshless numerical methods for solving surface PDEs associated with path-dependent statistics of general drift-diffusion stochastic processes on surfaces of the form \( dX_t = a(X_t) dt + b(X_t) dW_t \). Statistics include the mean First Passage Times (FPTs) where the geometry and topology may play significant roles. (middle) In FPTs, the process starts at \( X(0) = x_0 \) and the average time is computed for arriving at the boundary created by slicing the surface at \( z = 0 \). The surface geometry is represented by a collection of point samples. (right) The surface colors indicate the value of the FPT to reach the boundary when starting at a location on the surface. The results shown are for surface diffusion with \( a(x) = 0 \) and \( b(x) = I \).

The mean First-Passage Time (FPT) is defined as

\[
u(x_0) = \mathbb{E}^{X(0)=x_0} [\tau], \text{ where } \tau = \inf\{t > 0 | X_t \notin \Omega\}. \tag{1}\]

This gives the time \( \tau \) for a particle starting at location \( X(0) = x_0 \in \Omega \) to reach the boundary of the domain \( \partial \Omega \). We denote by \( u(x_0) \) the average value of this passage time. In Figure 1, we show the case of a curved surface with boundary defined by a cut-plane at \( z = 0 \). The color at \( x \) indicates \( u(x) \) for the mean first passage time for a diffusion on the surface starting at \( x \) to reach the boundary at \( z = 0 \), see Figure 1.

We consider the general drift-diffusion dynamics constrained to a surface \( M \) governed by the Stochastic Differential Equations (SDEs)

\[
dX_t = a(X_t) dt + b(X_t) dW_t, \text{ subject to } X_t \in M. \tag{2}\]

The \( a(x) \) term models the local drift in the dynamics and the \( b(x) \) the local diffusivity. The \( dW_t \) denotes increments of the Weiner process. Throughout, we interpret our SDEs in terms of Ito stochastic processes [6, 17].

While in principle stochastic simulations can be used to sample trajectories for Monte-Carlo estimates of statistics, in practice this can be expensive. This arises from the need to reduce sufficiently the statistical sampling errors, which can become particularly expensive when computing statistics for many initial starting locations. Further challenges arise when there are disparate time-scales in the dynamics resulting in numerical stiffness or in rare-events that result in slow decay of the statistical errors [15, 49]. We develop alternative approaches using Dynkin’s formula and the Backward-Kolmogorov equations [17]. This relates the FPTs, and other path-dependent statistics,
to elliptic PDE boundary value problems. We develop numerical methods for solving these surface PDEs.

For the stochastic process $X_t$, we consider path-dependent statistics $u$ of the form

$$u(x) = \mathbb{E}_x \left[ \int_0^T g(X_t) dt \right] + \mathbb{E}_x [f(X_T)].$$

(3)

The $g(x)$ allows us to assign a value to individual trajectories based on the locations they traverse inside the domain $x \in \Omega$. The $f(x)$ allows for assigning a cost for the location where the process hits the boundary $x \in \partial \Omega$. The Dynkin formula for $q(x)$ is given by [17]

$$\mathbb{E}_x [q(X_T)] = q(x) + \mathbb{E}_x \left[ \int_0^T \mathcal{L} q(X_s) ds \right].$$

(4)

The $\mathcal{L}$ is the Infinitesimal Generator associated with the SDE in equation 2. This can be expressed as the differential operator

$$\mathcal{L} = a \cdot \frac{\partial}{\partial x} + \frac{1}{2} b b^T : \frac{\partial^2}{\partial x^2}.$$  

(5)

The $\cdot$ denotes the usual dot product with a gradient, and the $:\$ denotes the Hadamard element-wise dot product (tensor contraction over indices). We take $q(x) = f(x)$, $x \in \partial \Omega$ and $\mathcal{L} q(x) = -g(x)$, $x \in \Omega$. After rearranging terms, we have formally $u(x) = q(x)$, $x \in \Omega$. Using this and equation 5, we can express the statistic $u$ as the solution of a surface elliptic PDE. This gives the PDE boundary-value problem of the form

$$\mathcal{L} u = -g, \quad x \in \Omega \quad u = f, \quad x \in \partial \Omega,$$

(6)

where $\mathcal{L}$ is given in equation 5. We require throughout $f \in C^2(\partial \Omega)$ and $g \in C^2_0(\Omega)$.

In the case with $f = 0$ and $g = -1$, we obtain the mean First-Passage Times (FPTs)

$$u(x) = \mathbb{E}_x [\tau], \quad \tau = \inf \{ t > 0 | X_t \notin \Omega \}.$$  

(7)

This is the amount of time on average it takes for the drift-diffusion process starting at location $x$ to hit the boundary of the domain $\partial \Omega$.

To compute these and other path-dependent statistics for stochastic processes constrained to surfaces, we develop solvers for the surface PDEs of equation 6. We show how these methods can be used to investigate the roles played by geometry and the drift-diffusion dynamics in the statistics of equation 3.

1.1. Stochastic Processes and Drift-Diffusion Dynamics on Surfaces

We formulate descriptions for Brownian motion and other more general stochastic processes on surfaces. We express the surface drift-diffusion dynamics using the notation $dX_t = adt + bdW_t$. The $a = a(x) \in \mathbb{R}^n$ and $b = b(x) \in \mathbb{R}^{n \times m}$. The $X_t \in \mathbb{R}^n$ and $\mathbb{R}^{n \times m}$ defines the location in terms of the ambient embedding space. In the embedding space we assume the drift $a$ is in the tangent plane at each point $a(x) \in T_M \mathbb{R}^n$ and that the range of the diffusion tensor $b$ is in the tangent space range($b$) $\subset T_M \mathbb{R}^n$. As a result, the null-space of $b^T$ includes the space of vectors orthogonal to the
tangent space $T\mathcal{M}_x$. This has the consequence that $\mathbf{b}\mathbf{b}^T$ has a null-space of vectors orthogonal to the tangent space. This also has the range of vectors that are at most spanned by $\mathbf{b}$ in the tangent space, see Figure 1.

In modeling systems, it is often convenient to specify the drift and diffusion using the embedding space representations of $\mathbf{a}$ and $\mathbf{b}$. In numerical methods, and when performing other practical calculations, it is often convenient to express the dynamics using local coordinate charts $\mathbf{q} = (q_1, q_2)$ with embedding map $\mathbf{x} = \sigma(q_1, q_2)$. It will be convenient to have ways to convert between these types of descriptions. In local coordinate charts, the drift-diffusion dynamics can be expressed as

$$d\mathbf{q}_t = \mathbf{\alpha} dt + \mathbf{\beta} d\tilde{\mathbf{W}}_t,$$

where $\alpha(q) \in \mathbb{R}^2$ and $\beta(q) \in \mathbb{R}^{2 \times \tilde{m}}$ with $\tilde{m}$ the number of noise sources.

These descriptions are connected through the embedding map $\sigma$ given by $X = \sigma(q)$. We use the Ito Lemma [17] to connect the dynamics in the embedding space with those in the local coordinate chart to obtain

$$dX_t = \left[ \alpha^a + \frac{1}{2} \Gamma_{ij}^a \beta^j \beta^iT_{ij} \right] \sigma_q^a dt + \sigma_q^a \beta^a d\tilde{\mathbf{W}}_t.$$  

The $\Gamma_{ij}^a$ are the Christoffel symbols of the surface [7, 19]. We take $\beta^a \in \mathbb{R}^2$ to be a row vector and $d\tilde{\mathbf{W}}_t \in \mathbb{R}^{2 \times \tilde{m}}$ to be a column vector. When these combine they give a scalar for each of the coordinate components. We also use the notational conventions that $\partial q^a = \partial \sigma / \partial q^a = \sigma_q^a$ and that repeated indices sum. We can use $\{\partial q^a\}_a$ to represent the dynamics of $X_t$ in the surrounding embedding space. We discuss further details on how to compute these terms from the surface geometry in Appendix A.

We obtain relations between descriptions using the expressions for the dynamics in the embedding space $\mathbb{R}^3$ and the dynamics expressed in the coordinates $\mathbf{q}$. These can be summarized as

$$\mathbf{b}\mathbf{b}^T = \beta^a \beta^b \mathbf{q}^{cT} \partial \sigma_a^{cT} = \beta^a \beta^b \sigma_q^a \sigma_q^b, \quad \alpha^c = g^{ab}(\mathbf{a}, \sigma_q^a), \quad \alpha^c = \alpha^c - \frac{1}{2} \Gamma_{ab}^c \beta^a \beta^b.$$  

The $\beta^a \beta^b$ is a scalar, since $\beta^c$ is a row vector. The $\langle \cdot, \cdot \rangle_g$ denotes the inner-product in the embedding space. The $a^c$ is useful so that we can represent the vector as $\mathbf{a} = a^c \sigma_q^c$. We still subscript with $g$ even in the embedding space to highlight that this corresponds to the metric inner-product when using a coordinate chart. In practice, this is computed readily if we represent the vectors in the ambient space as the usual Euclidean inner-product between vectors.

While there are many possible choices of the noise terms $\beta$ and $\mathbf{b}$ consistent with these equations, each of them are weakly equivalent since they have the same marginal probability densities. For convenience, we make the specific choice

$$\mathbf{b} = \sigma_q^a \beta^a.$$  

This can be verified to satisfy the relations above.

The $\sigma_q^a$ is a column vector and $\beta^a$ is a row vector so that $\mathbf{b}$ is a $2 \times 2$ matrix. We choose also for our driving Brownian motion here $\mathbf{W}_t = \tilde{\mathbf{W}}_t$ with $m = \tilde{m} = 2$. With this correspondence, we also can express $\beta^a$ in terms of $\mathbf{b}$ as

$$\sigma_q^a \mathbf{b} = \sigma_q^a \sigma_q^b \beta^a = g_{ab} \beta^a.$$  

(12)
This can be solved using the inverse metric tensor as

\[ \beta^c = g^{cb} \sigma^T_{q^c} b. \]  

(13)

The \( \sigma^T_{q^c} \) is a row vector, \( b \) is a matrix, and this yields the row vector \( \beta^c \).

We can substitute this in equation 10 to relate the coordinate chart drift and diffusion terms to the embedding space quantities as

\[ \beta^c = g^{cb} \sigma^T_{q^c} b, \quad a^c = g^{cb} (a, \partial q^c)_g, \quad \alpha^c = a^c - \frac{1}{2} \Gamma_{ab}^{c} \beta^a \beta^{b,T}. \]  

(14)

The Infinitesimal Generator \( L \) for the surface drift-diffusion process in equation 5 can be expressed in the local coordinate chart as

\[ L u = \alpha^c \frac{\partial u}{\partial q^c} + \frac{1}{2} \beta^c \beta^{d,T} \frac{\partial^2 u}{\partial q^c \partial q^d}. \]  

(15)

In practice, this is used to compute the action of \( L \) on \( u \) when evaluating terms in the surface PDEs in equation 6.

We remark that a convenient feature of these calculations is that in the final expressions no derivatives of the drift and diffusion coefficients were needed. This is particularly helpful on complicated surfaces for practical calculations. For modeling and simulation in practice, we use the convention for the data structures that \( a \) is given as a vector field on the point cloud. We also specify that \( b \) is given in terms of components \( b[1], b[2], b[3] \), where \( b[i] \) is the \( i \)th column of the matrix. In this way, we can represent readily the tensors \( a, b \) and terms needed in the calculations of \( L \) using equations 14 and 15 when solving equation 6.

2. GMLS Solvers for Surface Partial Differential Equations (PDEs)

To obtain first passage times and other path-dependent statistics, we need numerical methods for solving the elliptic surface PDEs in equation 6. This requires approximation of the surface geometry and associated differential operators arising in equations 6, 14, and 15. This poses challenges given the high-order derivatives required of geometric quantities such as the local surface curvature and metric tensor. We address this by developing meshless approaches based on Generalized Moving Least Squares (GMLS) [23, 36]. We use this to obtain high-order approximations for geometric quantities associated with the local surface geometry. In meshless methods, a collection of point samples is used to represent the manifold geometry and at these locations the surface scalar and vector fields, see Figures 1 and 2. We develop GMLS approaches for estimating both the local geometry and surface differential operators which are used to build collocation methods for the surface PDEs.

2.1. Generalized Moving Least Squares (GMLS) Approximation

The manifold is represented as a point cloud \( \{ x_i \}_{i=1}^N \) from which we need to approximate associated differential operators and geometric quantities. Generalized Moving Least Squares (GMLS) approximates operators of the underlying surface fields by solving a collection of local least-squares
problems [23, 36]. Given at each \( x_i \) a finite dimensional Banach space \( V \) and dual space \( V^* \), an approximation in \( V^* \) is sought for a target operator \( \tau_{x_i}[u] \). The \( \tau_{x_i} \in V^* \) and \( u(x) \in V \) for \( x \in \Omega \subset \mathbb{R}^d \) where \( \Omega \) is a compact domain. In practice, we take \( V = V_n \) to be the collection of multomials up to total degree \( n \). To relate \( u \in V \) to a representative \( p^* \in V_n \), we consider a collection of probing linear functionals \( \Lambda = \{ \lambda_j \}_{j=1}^N \) that serve to characterize \( u \) by \( \Lambda[u] = (\lambda_1[u], \lambda_2[u], \ldots, \lambda_N[u]) \). We construct the approximation \( p^* \) by solving the \( \ell^2 \)-optimization problem

\[
p^* = \arg\min_{p \in V_n} \sum_{j=1}^N (\lambda_j[u] - \lambda_j[p])^2 \omega(\lambda_j, \tau_{x_i}).
\] (16)

The \( \omega(\lambda_j, \tau_{x_i}) \) provides weights characterizing the importance of the particular sampling function \( \lambda_j \) in estimating \( \tau_{x_i} \). For example, we can take \( \lambda_j = \delta(x - x_j) \) with \( \lambda_j[u] = u(x_j) \) and we can take \( \omega(\lambda_j, \tau_{x_i}) = \omega(x_j - x_i) \) to be a function that decays as the distance increases between \( x_j \) and \( x_i \). We can further take \( \omega = \omega(\|x_j - x_i\|) \) to be a radial function that decays to zero when \( r > \epsilon \). In practice, we use \( \omega(\|x_j - x_i\|) = (1 - \|x_j - x_i\|/\epsilon)^p_+ \) where \( (\cdot)_+ = \max(\cdot, 0) \).

Consider the basis functions \( \Phi = \{ \phi_i \}_{i=1}^{d_n} \) for \( V_n \) so that \( V_n = \text{span}\{ \phi_1, \phi_2, \ldots, \phi_{d_n} \} \) with \( d_n = \dim V_n \). Any function \( p \in V_n \) now can be expressed as

\[
p(x) = \Phi^T a = \sum_{i=1}^{d_n} a_i \phi_i(x).
\] (17)

Let \( \tau[\Phi] \) denote a vector where the components are the target operator acting on each of the basis elements. For the the target operator \( \tau \), we obtain the GMLS approximation \( \tilde{\tau} \) by considering how \( \tau \) acts on the optimal reconstruction \( p^* = \Phi^T a^* \) of \( u \),

\[
\tilde{\tau}[u] := \tau[p^*] = \tau[\Phi]^T a^*.
\] (18)

Conditions ensuring the existence of solutions to equation 16 depend primarily on the unisolvency of \( \Lambda \) over \( V \) and distribution of the point samples \( \{ x_i \} \). For theoretical results related to GMLS see [23, 36]. GMLS has been primarily used to obtain approximations of constant coefficient linear differential operators [23].
Figure 2.: Generalized Moving Least Squares (GMLS) on Surfaces. (left) We approximate the geometry and the action of operators $\tau[u]$ on general surfaces using Generalized Moving Least Squares (GMLS). To approximate a target function $u(x)$ in the neighborhood of a given point $x^*$, GMLS uses the data samples $\{(x_j, u(x_j))\}_{j=1}^m$, a collection of probing functionals $\{\lambda_k[u]\}$, and weights to localize the fit $w(x^*, x_j)$. These are used to fit locally a function $p^* = p^*(x) = p^*(x; x^*) \in V$. Multivariate polynomials of finite degree are used for the function space $V$. (middle) Operators are approximated by locally solving related least-squares problems using equations 16 and 18. To handle the geometry at $x^*$, Principle Component Analysis (PCA) is performed using local points to obtain an approximate tangent plane. Geometric quantities are estimated by using GMLS to fit locally the surface in the Monge-Gauge and approximating the related differential operators. Shown is the GMLS estimate of the Gaussian curvature on the surface. (right) The geometric results are used further in conjunction with the GMLS approach to estimate the action of the surface differential operators $\tau[u] = L u$. Expressions for obtaining geometric quantities in terms of the local surface coordinates are given in Appendix A.

For our first-passage time problems, the target operators are technically non-linear given their dependence on the geometry of the underlying manifold which also must be estimated from the point cloud. We handle this using a two stage approximation approach. In this first stage, we use the point cloud to estimate two basis vectors $\psi_1$ and $\psi_2$ for the local tangent plane using Principle Component Analysis (PCA) [2, 18]. We use these basis vectors to construct a local coordinate chart $(q_1, q_2)$. In this chart, we fit a function $p^* \in V$ to the local point cloud to obtain a Monge-Gauge [19] representation of the surface $(q_1, q_2, p^*(q_1, q_2))$. We use GMLS to estimate target geometric quantities of interest, such as the local Gaussian curvature or high-order derivatives. In the second stage, we use the estimated geometric quantities to specify the target operators $\tau[u]$ for the fields $u$. We then use again GMLS to obtain an approximation of $\tilde{\tau}$ and to compute numerically the target operator values at $x_i$. We have used related procedures for solving hydrodynamic equations on manifolds in [71]. We illustrate this approximation approach in Figure 2.

2.2. Numerical Methods for Solving the Surface PDEs

To compute numerically the first passage times, we develop solvers for the elliptic PDE boundary value problems given in equation 6. This is organized by representing the $f$ and $g$ function inputs and the $a$ and $b$ fields specifying the drift-diffusion dynamics. To avoid complications with local
coordinate charts, we numerically represent all input data globally using the ambient embedding space coordinates \( \mathbf{x} \in \mathbb{R}^3 \). The \( \mathbf{a} \in \mathbb{R}^3 \) with only the tangential components playing a role in practice. Similarly, the \( \mathbf{b} \) tensor is represented by three vector fields \( \mathbf{b}_1, \mathbf{b}_1, \) and \( \mathbf{b}_3 \). We use labels on the point cloud to determine which regions are to be considered interior to \( \Omega \) and which are part of the boundary of \( \partial \Omega \). We only require \( f \) to be evaluated on \( \partial \Omega \), while \( g \) must return reliable values for all \( \mathbf{x} \in \Omega \).

We use our GMLS methods in section 2.1 to estimate the surface geometric quantities and the action of the operator in equation 6. This allows us to construct at each \( \mathbf{x}_i \) an equation for relating \( L\mathbf{u}(\mathbf{x}_i) = -g(\mathbf{x}_i) \). This provides our collocation method for determining \( \mathbf{u}(\mathbf{x}_i) \). Let \( \tilde{\mathbf{u}}_i = \mathbf{u}(\mathbf{x}_i) \) and \( \tilde{\mathbf{g}}_i = g(\mathbf{x}_i) \). Collecting these equations together gives a sparse linear system \( A\tilde{\mathbf{u}} = \tilde{\mathbf{g}} \). We solve this large sparse linear system using GMRES with algebraic multigrid (AMG) preconditioning using Trilinos [24]. Our solvers have been implemented within a framework for GMLS problems using the Compadre library and PyCompadre [67]. The toolkit provides domain decomposed distributed vector representation of fields as well as global matrix assembly. The capability of the library were also extended for our surface geometry calculations by implementing symbolically generated target operators. Our methods also made use of the iterative block solvers of (Belos [34]), block preconditioners of (Teko) and the AMG preconditioners of (MueLu [47, 50]) within the Trilinos software framework [24]. The framework facilitates developing a scalable implementation of our methods providing ways to use sparse data structures, parallelization, and hardware accelerations.

3. Convergence Results

We investigate the convergence of our GMLS solvers developed in section 2. The target operators that arise in the surface PDE boundary-value problems involve a non-linear approximation. This arises from the coupling between the contributions to the error from the differential terms of the surface operators and the GMLS estimations used for the surface geometry.

3.1. Surface Geometries for Validation Studies

We perform studies using four different surface geometries: (i) ellipsoid, (ii) radial manifold I, (iii) radial manifold II, and (iv) torus. We label these as Manifold A–D, see Figure 3. We study convergence as the surface point sampling is refined. We take each refinement to have approximately four times the number of points as the previous level. This aims to have the fill distance \( h \) halve under each refinement.

The manifolds can be described by the following implicit equations. Manifold A is an ellipsoid defined by the equation \( x^2/a^2 + y^2/b^2 + z^2 = s_0^2 \) with \( a = 1.2, b = 1.2, s_0^2 = 1 \). Manifold B is a radial manifold defined in spherical coordinates by \( (\theta, \phi, r(\theta, \phi)) \) where \( r(\theta, \phi) = 1 + r_0 \sin(3\phi) \cos(\theta) \) with \( r_0 = 0.1 \). Manifold C is a radial manifold defined in spherical coordinates by \( (\theta, \phi, r(\theta, \phi)) \) where \( r(\theta, \phi) = 1 + r_0 \sin(7\phi) \cos(\theta) \) with \( r_0 = 0.1 \). Manifold D is a torus defined by the equation \( (s_1^2 - \sqrt{x^2 + y^2})^2 + z^2 = s_2^2 \) with \( s_1^2 = 0.7, s_2^2 = 0.3 \). Each of the manifolds shown are represented by quasi-uniform point sets with approximately \( n = 10^4 \) samples. For quasi-uniform sampling we expect the fill-distance \( h \) to scale as \( h \sim 1/\sqrt{n} \). We report our results throughout using the notation \( \tilde{h}^{-1} = \sqrt{n} \). Additional information on the number \( n \) used in samplings can be found in Appendix B.

In our first passage time calculations, unless indicated otherwise, we generate the boundary
∂Ω as the points at z = 0. In practice, we treat any points with |z| < 4 × 10−2 as boundary points. This serves to thicken the boundary region and at points x_i near the boundary ∂Ω helps achieve unisolvency in the local least-squares problems.

![Manifolds A, B, C, D](image)

Figure 3.: Point Sample Representations of the Surfaces.

3.2. Test Fields and Manufactured Solutions

We study the accuracy of the our GMLS approximations of the surface operators by investigating their action on test fields \( \hat{u}(x) \). We generate \( u \) by using smooth functions \( \hat{u}(x,y,z) \) parameterized in the embedding space \( \mathbb{R}^3 \). By the smoothness of the surface manifolds \( M \), evaluation at \( x \in M \) gives a smooth surface field \( u \). More formally, this corresponds to using the inclusion map \( \iota : \mathbb{R}^3 \hookrightarrow - \rightarrow M \) to obtain \( u(x) = \iota_x \hat{u}(\cdot) \). We also use this inclusion map approach to generate test surface drift tensors \( a \) and diffusion tensors \( b \) for the stochastic process \( X_t \) arising in equation 2 and 5.

For our validation studies, we generate test fields \( u \) for the Manifolds A–D using \( u(x) = z(x^4 + y^4 - 6x^2y^2) \), which is an extension of a degree 5 Spherical Harmonic to \( \mathbb{R}^3 \). For the drift-diffusion tensors for Manifold A, we use

\[
a_A = y \tilde{\sigma}_1 + xz \tilde{\sigma}_1,
\]

\[
b_A = \begin{bmatrix} yz \tilde{\sigma}_1 + y^2 \tilde{\sigma}_2, xyz \tilde{\sigma}_1 + \cos(y^2) \tilde{\sigma}_2, z \tilde{\sigma}_1 \end{bmatrix}.
\]

The \( \tilde{\sigma}_1, \tilde{\sigma}_2 \) provide a local orthogonal tangent basis at every point on the Manifold A. In practice in our numerical calculations, this does not need to be smooth in \( x \) and we construct these as convenient using our local tangent plane approximation and Gram-Schmidt orthogonalization [31].

For the Manifolds B and C, we use for the drift-diffusion tensors tangential projections of the vector fields in \( \mathbb{R}^3 \) given by

\[
a_{B,C} = \begin{bmatrix} y, xz, x^2yz \end{bmatrix}^T, \quad b_{B,C} = \begin{bmatrix} (xz, xyz, z), (y^2, \cos(y^2), y^3 + x), (x^2 + y, e^{-z}, e^y) \end{bmatrix}^T.
\]

For Manifold D, we use drift-diffusion tensors

\[
a_D = y \sigma_u + xz \sigma_v,
\]

\[
b_D = \begin{bmatrix} \sin(xy) \sigma_u + y^2 \sigma_v, xyz \sigma_u + \cos(y^2) \sigma_v, e^z \sigma_u + (y^3 + x) \sigma_v \end{bmatrix}.
\]

The \( \sigma_u, \sigma_v \) provide a basis for the tangent space smooth in \( x \) given by the directional derivatives of the global parameterization \( \sigma(u,v) \) of the torus [19]. We characterize the accuracy of the GMLS approximation \( \tilde{L} \) of the surface operators \( L \) using the \( \ell^2 \)-error

\[
\epsilon_{op}^2(\tilde{L}) = \left\| \tilde{L}u - Lu \right\|_{n,2}^2 = \frac{1}{n} \sum_{i=1}^n \left( \tilde{L}u(x_i) - Lu(x_i) \right)^2.
\]
In these studies, we evaluate to high precision the action of the operators $\mathcal{L}$ by symbolic calculations using SymPy [58]. In general, we emphasize that such calculations of expressions symbolically can be prohibitive. Using this approach, we investigate the accuracy of the GMLS approximation of the operator for each of the manifolds. We use the approximation spaces with multivariate polynomials of degree $m \in \{2, 4, 6\}$. These results are reported in Tables 1–3.

### 3.3. Results of Convergence Studies

We performed convergence studies for the Manifolds A–D shapes in Figure 3 with the test fields $u$ and drift-diffusion tensors $a, b$ discussed in Section 3.2. As the manifold resolution is refined, we study the convergence of the GMLS approximations of the surface operators. For the approximation spaces $\mathcal{V}$, we use multivariate polynomials of degree $m \in \{2, 4, 6\}$. We estimate the convergence rates using the log-log slope of the error $\epsilon_{op}$ as the fill distance parameter $h$ is varied between levels of refinement. We report these results in Tables 1–3.

We find in our empirical results that when using GMLS with multinomial spaces of degree $m$ to evaluate the elliptic PDEs operator $\mathcal{L}$ of order $k$, we obtain convergence results of order $m$. We remark that the standard theory does not apply for our surface operators, since there are non-linearities from the coupling between the surface geometry and the differential terms in the operator. Our results are suggestive that our surface operator approximations achieve results exhibiting a trend consistent with simpler differential operators approximated by GMLS [36]. This suggests our methods are resolving the surface geometric contributions with sufficient precision to minimize their contributions to the error. Since the operator $\mathcal{L}$ is of differential order $k = 2$ we use throughout approximating polynomial spaces of at least degree $m \geq k \geq 2$.

| Manifold A | $\ell_2$-error | Rate | $\ell_2$-error | Rate | $\ell_2$-error | Rate | Manifold D |
|------------|----------------|------|----------------|------|----------------|------|------------|
| h          | $\ell_2$-error | Rate | $\ell_2$-error | Rate | $\ell_2$-error | Rate | h          | $\ell_2$-error | Rate |
| 0.1        | 2.6503e-02     |      | 3.6072e-02     |      | 1.1513e-02     |      | 0.08       | 8.1920e-03     |      |
| 0.05       | 5.8961e-03     | 2.14 | 8.3322e-03     | 2.11 | 2.3778e-03     | 2.27 | 0.04       | 1.8071e-03     | 2.21 |
| 0.025      | 1.4951e-03     | 1.97 | 2.1451e-03     | 1.95 | 6.3865e-04     | 1.90 | 0.02       | 4.3928e-04     | 2.06 |
| 0.0125     | 3.5399e-04     | 2.07 | 5.1159e-04     | 2.06 | 1.6225e-04     | 1.98 | 0.01       | 1.0461e-04     | 2.05 |

Table 1: GMLS Convergence Rates for $\mathcal{L}$. For our GMLS methods using approximation spaces based on multivariate polynomials of degree $m = 2$, we find convergence rate of $\sim 2^{nd}$ order.

| Manifold A | $\ell_2$-error | Rate | $\ell_2$-error | Rate | $\ell_2$-error | Rate | Manifold D |
|------------|----------------|------|----------------|------|----------------|------|------------|
| h          | $\ell_2$-error | Rate | $\ell_2$-error | Rate | $\ell_2$-error | Rate | h          | $\ell_2$-error | Rate |
| 0.1        | 5.8394e-03     |      | 2.5843e-02     |      | 5.5971e-03     |      | 0.08       | 2.5936e-03     |      |
| 0.05       | 2.0355e-04     | 4.78 | 1.1594e-03     | 4.48 | 3.7890e-04     | 3.88 | 0.04       | 1.0359e-04     | 4.72 |
| 0.025      | 1.1382e-05     | 4.14 | 8.2945e-05     | 3.80 | 1.9628e-05     | 4.27 | 0.02       | 5.4028e-06     | 4.30 |
| 0.0125     | 6.6746e-07     | 4.08 | 5.1207e-06     | 4.01 | 1.4226e-06     | 3.79 | 0.01       | 3.0733e-07     | 4.11 |

Table 2: GMLS Convergence Rates for $\mathcal{L}$. For our GMLS methods using approximation spaces based on multivariate polynomials of degree $m = 4$, we find convergence rate of $\sim 4^{th}$ order.
Table 3.: GMLS Convergence Rates for $\mathcal{L}$. For our GMLS methods using approximation spaces based on multivariate polynomials of degree $m = 6$, we find convergence rate of $\sim 6^{th}$ order.

4. Results for First Passage Times on Surfaces

For first passage times on surfaces, we investigate the roles played by the geometry, drift dynamics, and spatial-dependence of diffusivity. For our studies, we consider the general surface Langevin dynamics

$$dX_t = -\frac{1}{\gamma} \nabla_X U(X) dt + \sqrt{2D} dW_t$$

subject to $X_t \in \mathcal{M}$.

The dynamics are expressed here in the embedding space $X_t \in \mathbb{R}^3$ and constrained to be within the curved surface $\mathcal{M}$. We could also express these dynamics using local coordinate charts on the surface as discussed in Section 1.1. The $U$ is the potential energy, $\gamma$ the friction coefficient, $D = K_B T / \gamma$ the diffusivity, and $K_B T$ the thermal energy with $K_B$ the Boltzmann constant and $T$ the temperature [14]. In terms of the drift-diffusion tensors, $a(X_t) = \gamma^{-1} \nabla_X U(X)$, $b(X_t) = \sqrt{2D}$.

4.1. Role of Drift in Mean First Passage Times: Double-Well Potential

Using our methods to capture drift in the surface dynamics, we study the role that can be played by surface potentials in influencing stochastic trajectories and the first passage time. We consider the case of a double-well potential $U$ on a surface which from the conservative force $F = -\nabla_X U$ in equation 23 introduces a drift into the dynamics influencing the mean first passage time. We consider geometries $\Omega$ described by the truncated torus, parameterized by

$$X(u, v) = \left[ \cos(u)(.7 + .3\cos(v)), \sin(u)(.7 + .3\cos(v)), .3\sin(v) \right]^T, \quad u \in \left[ \frac{\pi}{4}, \frac{7\pi}{4} \right], \quad v \in [0, 2\pi).$$

The double-well potential $U$ is generated using the parameterization $(u, v)$ as

$$U(x) = k \sin^2(u); \quad x = X(u, v).$$

We study how the mean first passage time changes as we vary the energy barrier $k = \tilde{k} \cdot k_B T$ with $\tilde{k} \in \{0.0, 0.05, 0.1, 0.5, 1.0, 2.0, 5.0\}$. The case $\tilde{k} = 0.0$ serves as our baseline case with no drift. The energy minimum occurs at $u = \pi$ and has energy barriers at $u = \pi/2$ and $u = 3\pi/2$ near the
boundaries at $u = \pi/4$ and $u = 7\pi/4$. We report the results of the first passage times starting at the specific locations $X_i$ given by

$$
X_0: (u, v) = (\pi, 0) \quad X_1: (u, v) = (\pi, \frac{\pi}{2}) \quad X_2: (u, v) = (\pi, \pi) \\
X_3: (u, v) = (\frac{\pi}{2}, 0) \quad X_4: (u, v) = (\frac{\pi}{2}, \frac{\pi}{2}) \quad X_5: (u, v) = (\frac{\pi}{2}, \pi) \\
X_6: (u, v) = (\frac{\pi}{3}, 0) \quad X_7: (u, v) = (\frac{\pi}{3}, \frac{\pi}{2}) \quad X_8: (u, v) = (\frac{\pi}{3}, \pi).
$$

We report our results in Figure 4.

In our studies the starting locations $X_0, X_1, X_2$ are at the minimum of the potential energy $U$. From these locations each trajectory must surmount at least one of the energy barriers to reach the boundary. This results in the largest first passage times. We find as the energy barrier is increased $k \gtrsim k_B T$ there is approximately exponential increase in the first passage times. This is in agreement with theory for first passage times involving energy barriers based on asymptotic analysis using Kramer’s approximation [6]. Our numerical methods allow for computing the full solution $u(x)$ of equation 3, including first passage times, over a wide range of regimes $k \ll k_B T$, $k \sim k_B T$, and $k \gg k_B T$, and when starting at locations that are not only at the potential energy minimum, see Figure 4.

**Figure 4:** **FPTs with Drift-Diffusion Dynamics in Double-Well Potentials.** (left) Double-well potential $U$ on the surface of equation 24 influencing the drift of the stochastic dynamics in 23. (middle) The starting locations for first passage times with $X(0) = X_i$. (right) First passage times from the selected starting points as the strength of the energy barrier $k$ of the double-well potential is varied. The locations $X_0, X_1, X_2$ start at the minimum of the potential energy and exhibit the longest first passage times. In this case the diffusion must surmount at least one of the energy barriers to reach the boundary. As the energy barrier is increased the first passage times increase, most rapidly when $k \gtrsim k_B T$, and with an exponential trend in agreement with Kramer’s theory [6].
4.2. Role of Diffusion in Mean First Passage Times: Spatially-Dependent Diffusivities

We study the role of spatially-dependent heterogeneous diffusivities $b = b(\mathbf{x})$ in first passage times. We consider the surface geometry $\Omega$ obtained from the truncated torus

$$\mathbf{X}(u,v) = [0.4 \sin(v), \sin(u)(1 + 0.4 \cos(v)), -\cos(u)(1 + 0.4 \cos(v))]^T, \quad u \in \mathcal{U}(z = 0, v) \in [0, 2\pi).$$

This geometry is obtained by slicing the torus at $z = 0$. This defines the boundary $\partial \Omega$ and for the parameterization $(u,v)$ a range $\mathcal{U}$ for $u$ that depends on each value of $v$. We consider the spatially-dependent diffusivity

$$b(\mathbf{x}) = \sqrt{2D(\mathbf{x}) I} = \sqrt{2D_0 \left(1 - c \exp \left(-\frac{\|\mathbf{x} - \mathbf{x}_c\|^2}{r^2}\right)\right)} I,$$

$$\mathbf{x}_c : (u_c, v_c) = \left(\frac{3\pi}{4}, \frac{\pi}{2}\right), \quad r \geq 0, \quad 0 \leq c < 1.$$  

(25)

This corresponds in equation 23 to $D = D(\mathbf{x}), \gamma = \gamma(\mathbf{x})$, and zero drift with $U = 0$ so $a(\mathbf{x}) = 0$. The exponential is centered at $\mathbf{x}_c$ with decay over length-scale $r$ and influence amplitude $c$. For $r$ sufficiently small the variations in diffusivity will occur primarily inside the domain $\Omega$ in a localized region $\|\mathbf{x} - \mathbf{x}_c\| \lesssim 3r$. The diffusivity elsewhere will be approximately constant $\sim D$. We consider for our initial starting locations

$$\mathbf{X}_0 : (u,v) = (\pi, 0) \quad \mathbf{X}_1 : (u,v) = \left(\pi, \frac{\pi}{2}\right) \quad \mathbf{X}_2 : (u,v) = (\pi, \pi)$$

$$\mathbf{X}_3 : (u,v) = \left(\frac{3\pi}{4}, 0\right) \quad \mathbf{X}_4 : (u,v) = \left(\frac{3\pi}{4}, \frac{\pi}{2}\right) \quad \mathbf{X}_5 : (u,v) = \left(\frac{3\pi}{4}, \pi\right)$$

$$\mathbf{X}_6 : (u,v) = \left(\frac{5\pi}{4}, 0\right) \quad \mathbf{X}_7 : (u,v) = \left(\frac{5\pi}{4}, \frac{\pi}{2}\right) \quad \mathbf{X}_8 : (u,v) = \left(\frac{5\pi}{4}, \pi\right).$$

We study the role of spatially-dependent diffusivity in two cases: (i) when the depth $c$ is varied while leaving the area scale $r$ fixed, and (ii) when the area scale $r$ is varied while leaving the depth $c$ fixed. We use throughout the baseline parameters $c = 0.9$ and $r = 0.5$. We show the geometry and solution for a typical spatially dependent diffusivity in Figure 5. We report our results in Figure 6.

We find varying the spatial extent $r$ of the diffusivity plays a particularly strong role in the first passage times. The underlying mechanisms are different than the double-well potential. When
a trajectory approaches $x_c$, the motion of the stochastic process slows down significantly as a result of the smaller diffusivity. There is no barrier for $X_t$ to approach such regions but once within this region exhibits a type of temporary trapping behavior from the slow diffusion. We see from Figure 5, such a region influences the first passage time over a much larger range than the direct variations in $b(x)$ given the high probability of a large fraction of trajectories encountering this trapping region even when a modest distance away. We see increases in $r$ have a strong influence on increasing the first passage times, see Figure 6. We also see in the limit that the localized diffusivity $b(x)$ approaches zero, even a relatively small probability of encountering this region can result in a large first passage time. We see this increasing influence as $c$ approaches one, see Figure 6.

![Spatially Dependent Diffusivities](image)

**Figure 6.: FPTs for Spatially Dependent Diffusivities.** (left) The first passage times for the spatially dependent diffusivity $b(x)$ in equation 25 when varying the size $r$ of the region of low diffusivity. (right) The first passage times when increasing the strength $c$ of the diffusivity reduction in equation 25.

### 4.3. Role of Geometry in Mean First Passage Times: Neck-Shaped Domains

We show how our methods can be used to investigate how the shape of the curved surface influences first passage times. In these studies, we consider purely diffusive dynamics. This corresponds to the case with $U = 0$ with zero drift $a(x) = 0$ and a spatially homogeneous diffusivity $b(x) = \sqrt{2D_0}$ in equation 23. For the geometry we use a surface of revolution with an adjustable shape that forms a neck region near the bottom at $z = 0$, see Figure 7. This geometry is generated by considering first a cylinder of radius $r_0$ and height $h = 0.05$ which is capped at the top by a sphere. We then use a radial profile $r(z)$ to connect the spherical cap with the bottom of the cylinder of radius $r_0$ at $z = 0$. For this purpose, we use a bump function $r(z) = (1 - 0.4b) + 0.4b \exp \left(1 - \frac{b^2}{\sqrt{r^2 - b^2 + 0.05 - z^2}}\right)$. For $z \in [0.05, b + 0.05]$, we choose $b$ so that this has arc-length $\pi/2$, and the final radius $r_0$ at $z = 0$. This serves to smoothly connect the unit hemisphere cap to the bottom of the cylinder with radius $r_0$. This ensures the geodesic distance from $X(0) = X_i$ to the boundary is always the same as we vary the shapes, see Figure 7. We report our results in Figure 8.

We find as the neck region becomes smaller it acts as a hindrance for trajectories to reach the boundary and first passage times increase. From the log-log plot we see that the first passage
time appears over many radii to follow a power-law trend $\tau \sim r^\alpha$ with values for $\alpha$ respectively for $X(0) = X_0, X_1, X_2$ having $\alpha \approx 0.427, 0.484, 0.893$. As the radius tends to 0 we see the first passage time diverges. We see for points further from the boundary the first passage times are longer as would be expected. However, as the neck region becomes small, we see smaller differences occur between points $X_0, X_1$ starting at points above the neck region, compared to the point $X_3$ starting within the neck region. This indicates that as the radius shrinks the neck region increasingly acts as a hindrance for reaching the boundary. Interesting, we also see that starting at $X_3$ also has FPTs that significantly increase, since as $r_0 \to 0$ an increasingly large fraction of trajectories will leave the neck region before encountering the boundary and then must also overcome the hindrance similar to starting at $X_0, X_1$. We can characterize this mechanism by using a reaction-coordinate and notion of free energy (entropy contributions) arising from the constricting geometry.

Figure 7.: Neck Geometries for First Passage Time Studies. For the FPT studies when varying the geometry of the neck region, we show the select starting locations $X(0) = X_i$ (red points). On the left we show the largest neck domain which does not present a geometric bottleneck for reaching the $\partial \Omega$ at $z = 0$. On the right, we show the smallest neck region which presents a significant geometric bottleneck potentially inhibiting diffusion in reaching $z = 0$. The geometries used in these studies were designed so that as the neck width is varied the geodesic distance from the starting points remains constant to reach the boundary $\partial \Omega$ at $z = 0$. 
Figure 8: FPTs Dependence on the Neck Geometry. (left) The first passage time as the neck radius \( r \) becomes small. We see as the neck becomes narrower (towards the right) the geometry of the manifold restricts the diffusion and reaching the boundary becomes more difficult. The \( r \) indicates the narrowest radius of the shape. (right) The shape acts to give a geometrically induced free energy \( Q(z) = -\log(2\pi r(z)) \) for the dynamics when projecting to the z-axis. We see as the neck radius \( r \) narrows (towards the right) the geometry creates an increasingly large free-energy barrier and increases the first-passage times.

Given the radial symmetry we can project the stochastic dynamics onto the z-component as an effective reaction-coordinate for reaching the boundary at \( z = 0 \). This provides a statistical mechanics model \[14\] where the shape of the manifold gives an effective free energy having entropic contributions proportional to \( Q(z) = -\log(2\pi r(z)) \). This contributes to an effective mean-force for \( Z_t \) yielding the drift \( a(z) = -\partial Q/\partial z = -Q'(z) \). This suggests the radially-averaged stochastic dynamics \( dZ_t = -Q'(Z_t)dt + C \, dW_t \). From this perspective, the drift-diffusion process \( Z_t \) must cross the geometrically-induced energy barrier \( Q(z) \) to reach the boundary at \( z = 0 \). Similar to our results on double-well potentials, this could be studied analytically with asymptotic Kramer’s theory \[6\]. Our numerical methods allow for capturing directly these effects and we see as the neck narrows this significantly increases the first passage times. This correlates well with how the effective free energy barrier for \( Z_t \) increases with the shape change, see Figure 8. Our results show how geometric effects captured by our methods can provide mechanisms that influence significantly the behaviors of stochastic processes and their first passage times.

Conclusions

We have developed numerical methods for computing the mean First Passage Times and related path-dependent statistics of stochastic processes on surfaces of general shape and topology. We formulated descriptions of Brownian motion and general drift-diffusion processes on surfaces. Using Dynkin’s formula and Backward-Kolmogorov equations of these processes, we formulated and solved associated elliptic PDE boundary value problems on curved surfaces. We developed our numerical methods using Generalized Moving Least Squares (GMLS) to approximate the local surface geometry and the action of surface differential operators. Using this discretization approach we introduced
collocation methods and solvers for the associated linear systems of equations. For a variety of surface shapes, we showed that our methods converge with high-order accuracy in capturing the geometry and PDE solutions. For mean First Passage Times, we showed how our methods can be used to investigate the roles of the surface geometry, drift dynamics, and spatially dependent diffusivities. The solvers and approaches we have developed also can be used more generally to compute other path-dependent statistics and solutions to elliptic boundary-value problems on surfaces of general shape.
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A. Monge-Gauge Surface Parameterization

In the Monge-Gauge we parameterize locally a smooth surface in terms of the tangent plane coordinates $u,v$ and the height of the surface above this point as the function $h(u,v)$. This gives the embedding map

$$\mathbf{x}(u,v) = \mathbf{\sigma}(u,v) = (u,v,h(u,v)).$$

We can use the Monge-Gauge equation 27 to derive explicit expressions for geometric quantities. The derivatives of $\mathbf{\sigma}$ provide a basis $\partial_u, \partial_v$ for the tangent space as

$$\partial_u = \mathbf{\sigma}_u(u,v) = (1,0,h_u(u,v))$$

$$\partial_v = \mathbf{\sigma}_v(u,v) = (0,1,h_v(u,v)).$$
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The first fundamental form \( I \) (metric tensor) and its inverse \( I^{-1} \) (inverse tensor) are given by

\[
I = \begin{bmatrix}
g_{uu} & g_{uv} \\
g_{vu} & g_{vv}
\end{bmatrix} = \begin{bmatrix}
\sigma_u \cdot \sigma_u & \sigma_u \cdot \sigma_v \\
\sigma_v \cdot \sigma_u & \sigma_v \cdot \sigma_v
\end{bmatrix} = \begin{bmatrix}
1 + h_u(u, v)^2 & h_u h_v(u, v) \\
h_u(u, v) h_v(u, v) & 1 + h_v(u, v)^2
\end{bmatrix}.
\] (30)

and

\[
I^{-1} = \begin{bmatrix}
g^{uu} & g^{uv} \\
g^{vu} & g^{vv}
\end{bmatrix} = \frac{1}{1 + h_u^2 + h_v^2} \begin{bmatrix}
1 + h_v^2 & -h_u h_v \\
-h_u h_v & 1 + h_u^2
\end{bmatrix}.
\] (31)

We use throughout the notation for the metric tensor \( g = I \) interchangeably. For notational convenience, we use the tensor notation for the metric tensor \( g_{ij} \) and for its inverse \( g^{ij} \). These correspond to the first fundamental form and its inverse as

\[
g_{ij} = [I]_{i,j}, \quad g^{ij} = [I^{-1}]_{i,j}.
\] (32)

For the metric tensor \( g \), we also use the notation \( |g| = \det(g) \) and have that

\[
\sqrt{|g|} = \sqrt{\det(I)} = \sqrt{1 + h_u^2 + h_v^2} = ||\sigma_u(u, v) \times \sigma_v(u, v)||.
\] (33)

The provides the local area element as \( dA_{u,v} = \sqrt{|g|} du dv \).

The Christoffel symbols of the second kind were used in our derivations of Brownian motion and more general stochastic drift-diffusion dynamics on surfaces. In the general case, the Christoffel symbols are given by

\[
\Gamma^k_{ij} = \partial_j \sigma_i \cdot \sigma_k.
\] (34)

In the case of the Monge-Gauge \( \sigma(u, v) = (u, v, h(u, v)) \), this can be expressed as

\[
\Gamma^k_{ij} = \frac{h_{ij} h_k}{\sqrt{|g|}} = \frac{h_{ij} h_k}{\sqrt{1 + h_u^2 + h_v^2}}.
\] (35)

To compute quantities associated with curvature of the manifold, we construct the Weingarten map \[19\]. This can be expressed as

\[
W = I^{-1} \mathbf{II}.
\] (36)

The Gaussian curvature \( K \) can be expressed in the Monge-Gauge as

\[
K(u, v) = \det(W(u, v)) = \frac{h_{uu} h_{vv} - h_{uv}^2}{(1 + h_u^2 + h_v^2)^2}.
\] (37)

For further discussions on the differential geometry of manifolds and computation of surface operators see \[7, 16, 19, 71\].
B. Sampling Resolution of the Manifolds

We provide a summary of the sampling resolution $h$ used for each of the manifolds in Table 4. We refer to $h$ as the target fill distance. For each of the manifolds and target spacing $h$, we achieve a nearly uniform collection of the points (quasi-uniform samplings) using DistMesh [22]. In practice, we have found this yields a point spacing with neighbor distances varying by about $\approx \pm 30\%$ relative to the target distance $h$. We summarize for each of the manifolds how this relates to the number of sample points $n$ in Table 4. Robustness studies for related solvers have been carried out when applying perturbations to such point samples in [71].

| Refinement Level | A: $h$  | n  | B: $h$  | n  | C: $h$  | n  | D: $h$  | n  |
|------------------|---------|----|---------|----|---------|----|---------|----|
| 1                | .1      | 2350 | .1      | 2306 | .1      | 2002 | .08     | 1912 |
| 2                | .05     | 9566 | .05     | 9206 | .05     | 7998 | .04     | 7478 |
| 3                | .025    | 38486 | .025    | 36854 | .025    | 31898 | .02     | 29494 |
| 4                | .0125   | 154182 | .0125   | 147634 | .0125   | 127346 | .01     | 118942 |

Table 4: Sampling Resolution for each of the Manifolds A–D. Relation between the target distance $h$ and the number of sample points $n$ used for each of the manifolds. In each case, the neighbor distances between the points sampled were within $\approx \pm 30\%$ of the target distance $h$. 