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ABSTRACT
Automatic Audio Captioning (AAC) refers to the task of translating audio into a natural language that describes the audio events, source of the events and their relationships. The limited samples in AAC datasets at present, has set up a trend to incorporate transfer learning with Audio Event Detection (AED) as a parent task. Towards this direction, in this paper, we propose an encoder-decoder architecture with light-weight (i.e. with lesser learnable parameters) Bi-LSTM recurrent layers for AAC and compare the performance of two state-of-the-art pre-trained AED models as embedding extractors. Our results show that an efficient AED based embedding extractor combined with temporal attention and augmentation techniques is able to surpass existing literature with computationally intensive architectures. Further, we provide evidence of the ability of the non-uniform attention weighted encoding generated as a part of our model to facilitate the decoder glance over specific sections of the audio while generating each token.

Index Terms— Transfer Learning, Temporal Attention, Audio Captioning, Audio Event Detection.

1. INTRODUCTION
Automatic Audio Captioning (AAC) is an inter-modal translation task, where the objective is to generate a textual description for a corresponding input audio signal [1]. Audio captioning is a critical step towards machine intelligence and many applications in daily scenarios, such as audio retrieval [2], scene understanding [3][4], applications for the hearing impaired patients [5], detailed audio surveillance etc. Unlike an Automatic Speech Recognition (ASR) task, the output is a description rather than a transcription of the contents within the audio sample. An ASR task recognizes the linguistic content (text) of the human spoken utterance; any background audio events are considered to be "noise" and removed during pre-processing. A precursor to the AAC task is the Audio Event Detection (AED) [6][7] problem, with emphasis on categorizing a sound into a set of pre-defined audio event labels. An audio caption includes but is not limited to, identifying the presence of multiple audio events ("dog bark", "gun shot" etc.), acoustic scenes ("in a crowded place", "amidst heavy rain" etc.), the spatio-temporal relationships of event source, ability to distinguish foreground audio events, from background audio events ("kids playing, while birds chirping in the background"), and physical properties based on the interaction of the source objects with the environment ("door creaks as it slowly revolves back and forth") [8][9].

Caption generation is an integral part of scene understanding which involves perceiving the relationships between actors and entities. It has primarily been modeled as generating natural language descriptions using image or video cues [10]. However, audio based captioning was recently introduced in [1], as a task of generating meaningful textual descriptions for audio clips. In the remaining section, we provide a brief overview of existing literature for caption generation with auto-regressive modeling i.e., making predictions based on the outputs at previous time steps, followed by recent developments in transfer learning based approaches for AAC.

Autoregressive encoder-decoder architectures [11] generate a single token for every forward pass through the decoder, and undergo subsequent decoding steps to obtain the entire caption. The raw features are first fed as input into the encoder which computes a bottleneck encoding. The input to the decoder is the encoded feature, and the token generated at previous time-step. The decoding is continued unless the model outputs an <END> token or reaches a predefined maximum length for caption. Recent trends [12][13][14] primarily owing to the expensive task of generating captions, have been at making use of information for other similar tasks within audio understanding, such as audio tagging [15], or acoustic scene classification [16].

In [17] a transformer based audio captioning model, with keyword estimation (related to the audio event) as an auxiliary task was proposed. During training the keywords (i.e. targets for auxiliary tasks) are chosen using heuristics from the training audio caption, while during testing, the model estimates keywords which are referred during caption generation. [18] on the other hand combines the encoder-decoder architecture with semantic information extracted from the subject-verb embeddings from audio captions during the training. Their model yields substantially improved captioning performance compared to when using raw audio features, and produces captions with similar concepts and acoustically similar audio events. However, the smaller size of the available AAC datasets, has made the use of complex architectures for training AAC tasks from scratch difficult. Inspired by the rising trend in favor of using transfer learning within the image captioning literature [19][20], recent works within AAC have also proposed use of pre-trained AED based models for transfer learning. Most recently, [12] explored transfer learning for AAC, by considering two different pre-trained models on the AED tasks. The authors hypothesize that the use of audio tagging and acoustic scene classification tasks aids in learning the local information related to individual sound events and the global information capturing the acoustic scenery, respectively. Their models trained separately on each of the two tasks weigh the importance of local information in the context of AAC higher than the global information.

The main contributions of this work are, (1) we propose a light weight encoder-decoder model with attention using only recurrent layers which performs competitively with existing literature with complex architectures, (2) we compare two different pre-trained AED models (YAMNet [21] and the more recent Audio Spectrogram Transformer (AST) [22]) for transfer learning on the AAC task, To the best of our knowledge, this is the first attempt of adapting the AST architecture for another downstream translation task, and (3) we provide an intuitive view of the attention weights along
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with the step-by-step decoding process and testify the ability of our model to localize specific events within the entire duration of the audio and match it with specific keywords generated as a part of the output text sequence. Interestingly, the visualizations provide an holistic view specifically, in cases pertaining to incorrectly generated captions as a result of the model’s inability to identify (miss or mis-classify) audio events within the input audio.

2. SYSTEM DESIGN

The input to AAC task constitutes a temporal context and hence is modeled as a seq2seq problem where, a sequence of words, $W = [w_1, w_2, \ldots, w_n]$ ($n$ is the total number of words in the caption) is to be generated corresponding to a given sequence of audio samples, $A = [a_1, a_2, \ldots, a_f]$ ($f$ is the total number of frames in the audio). The encoder generates an encoding, $E$, from the input audio features, which is later used by the decoder along with the token at previous time-step. We first discuss the pre-trained AED encoders used in our work, followed by a detailed description of the AAC encoder and the attention based decoder (see Fig. [1]).

2.1. Pre-trained Audio encoders

Existing AAC datasets utilize crowd-sourcing platforms for obtaining captions, which makes the annotation task time-consuming, thus hinders the availability of large scale AAC datasets. Additionally, often the size of vocabulary for the existing AAC datasets makes it challenging to learn generic captions for audio samples outside the dataset. However, large scale datasets for Audio Event Detection (AED) tasks are available in the public domain, which has made the training of large AED models feasible. In order to overcome the small size of the AAC datasets, we adopt a transfer learning approach to incorporate the existing information regarding generic audio events from pre-trained AED models within the AAC training paradigm. We experiment with two such pre-trained models trained on the Audioset Dataset (> 10x larger compared to existing AAC datasets), namely, YAMNet and Audio Spectrogram Transformer (AST). The process of extracting embeddings relevant to our task of AAC is detailed below.

2.1.1. YAMNet [21]

YAMNet is a pre-trained AED model trained over 521 unique audio events from the Audioset ontology [22]. YAMNet is based on MobileNet architecture which uses log Mel spectrograms corresponding to 960 msec of audio slices as input and outputs softmax probability scores over a set of generic audio events. Instead of the final output we use the intermediate embedding of 1024 dimension from the penultimate layer as the encoding for our downstream AAC task (see Fig. [2](a))

2.1.2. Audio Spectrogram Transformer (AST) [22]

AST is a convolution-free transformer based model for AED, trained upon the Vision Transformer (ViT) model for audio classification. We use the AST model pre-trained on the Audioset recipe. Unlike the YAMNet model, AST splits the input log Mel filterbank features into a sequence of 16 x 16 patches which are further flattened to form a 1D patch embedding and fed as input to the transformer encoder (see Fig. [2](b)) along with a [CLS] token appended at the beginning. The transformer encoder output corresponding to the [CLS] token is used as the audio encoding for our downstream AAC task since it serves as the audio spectrogram representation [22].

During training of the AAC (downstream task), we freeze the layers corresponding to the pre-trained AED models. The embedding (extracted from the intermediate layer of the AED models) for consecutive audio segments of size $w$, (with 50% overlap) are concatenated along the time axis before providing as input to the AAC encoder (discussed in section 2.2). This results in an matrix, $M$ of dimension $T \times F_c$, where $T$ corresponds to the total number of consecutive segments in the input audio file, and $F_c$ denotes the feature embedding from pre-trained AED models (1024 in case of YAMNet and 768 in case of AST).

2.2. AAC Encoder

A generated caption is expected to capture the temporal relationships of the individual audio events such as, "After the lighter clicks and lights the cigarette the man coughs", "music is played before trailing off into silence". Preserving the temporal context in the AED based embeddings (the input to AAC encoder) is important since the input audio files among AAC tasks are often 15-20 sec long, and most audio events are not present throughout the duration of entire audio, but rather limited to specific segments. Hence, we refrain from averaging the AED based embedding, $M$, along the temporal axis in case of YAMNet or passing the entire audio as input to the AST transformer encoder to obtain a 1-D embedding corresponding to the entire audio file. Instead the AAC encoder consists of a dedicated recurrent layer that can learn the temporal contexts within the consecutive segments of audio. We use a stack of two Bi-directional LSTM layers with 256 units each. The outputs at each time-step from the second LSTM layer is used as encoded feature, and passed to the decoder.

2.3. Attention based decoding

LSTM-RNN networks have been extensively explored in modeling sequential data points within various translation task, speech recognition, video captioning etc. A LSTM unit, comprises of a cell state (i.e. memory) and three gates, forget gate $f_t$, input gate $i_t$ and an output gate $o_t$, each with learnable weight matrices that help decide the information to be omitted from the previous step, the information to be incorporated into the cell state from the current unit’s input and the information to be passed onto the next unit (hidden state), respectively. During the decoding process, the LSTM decoder generates each word step-by-step using the hidden state of the LSTM unit, and an attention weighted encoding $E_{attn}$ of the encoder’s output $E$. The intuition behind $E_{attn}$ is that the decoder weighs different segments of the input audio separately, while generating each word.
Fig. 2. Pre-trained AED based embedding extractors. (a) Penultimate layer output from the YAMNet model is used as the AED based embedding for the AAC task, (b) In the Audio Spectrogram Transformer (AST) model, transformer encoder’s output corresponding to the [CLS] token is used as AED based embedding. ($E_i$ and $P_i$ refer to the 1-D patch embedding and positional embedding respectively, as mentioned in Section 2.1.2).

$E_{\text{attn}}$ is computed by multiplying the attention weights with the encoder output $E$, which are computed by applying a ReLU activation over the decoder’s last output and $E$.

\[
\alpha = \text{ReLU}(EW_e + EW_h) \quad (1)
\]

\[
A = \text{Softmax}(\alpha W_a) \quad (2)
\]

\[
E_{\text{attn}} = A \ast E \quad (3)
\]

where, $W_e \in \mathbb{R}^{d_e \times d_a}$, $W_h \in \mathbb{R}^{d_h \times d_a}$, $W_a \in \mathbb{R}^{d_a \times 1}$ are the learnable weight matrices, and $d_e$, $d_a$, $d_h$ are the latent dimensions for encoder vector, attention vectors, hidden state vector and encoder output $E$, respectively. At each decoding step, the encoder’s output is weighed using learned attention weights based on the decoder’s previous hidden state output, and finally generating a new word in the decoder with the previous word and the attention weighted encoding.

3. EXPERIMENTS

To validate our proposed architecture we experiment using the already provided training, validation and evaluation splits for the Clotho dataset [8]. We report our results in terms of standard metrics for natural language generation tasks, that have been widely accepted in the existing literature on the AAC task as well.

3.1. Dataset and Preprocessing

Clotho [8] is an audio captioning dataset consisting of audio files from the Freesound [24] platform. Unlike other AAC datasets, like Audiocaps [9], the annotation process in Clotho caters to the perceptual ambiguity w.r.t. to audio events since the annotation was performed using only acoustic cues with no context information (ex: visual cues) provided to the annotators [8]. Additionally, unlike the older datasets with only single captions for each audio sample, Clotho enables learning the diversity in captions by providing 5 crowd-sourced captions for each audio file, each ranging between 8-20 words in length. To maintain consistency with previous work, we use the same splits provided as the part of Detection and Classification of Acoustic Scenes and Events (DCASE) 2020 challenge [25], which consists of 2893 development samples and 1043 evaluation samples, each ranging between 15-30 sec in duration. All the audio files are down-sampled to 16 kHz sampling frequency, to be compatible with the pre-trained AED models. We adopt a bucket padding technique, wherein the audio samples are padded to match the longest duration within the training batch only. We compute the vocabulary for our task by choosing the words with at least 10 occurrences among all the captions in the dataset. A <START> and <END> token is added to the beginning and end of each caption respectively, and words that are not a part of the vocabulary are replaced using a <UNK> token. We also append <PAD> tokens such that each caption has maximum 20 tokens.

3.2. Training

During training, SpecAugment is used with max time mask length of 192 frames and max frequency mask length of 48 bins with 0.4 probability. The model is trained using a batch size of 32 with categorical cross-entropy computed at each decoding step between the probability distribution over the entire vocabulary and the one-hot encoded word vector corresponding to the actual word in that step. We use Adam optimizer with initial learning rate of 1e-4 which is reduced by 50% when 3 consecutive epochs with no change in the validation BLEU scores are encountered.

3.3. Evaluation

In an extensive experimental evaluation, we adopt the metrics used in the DCASE 2020 Challenge, i.e., BLEU, ROUGE-L, METEOR, CIDEr, SPICE. Among all the metrics, BLEU (geometric mean of the modified n-gram score), although fast, is the least correlated to human perception. ROUGE-L measures the precision and recall us-
Table 1. Performance of the proposed approach and previous methods on the Clotho evaluation set. For all metrics, a higher score reflects better performance. (B-N: N-gram BLEU score.)

| Model                     | Augment | B-1     | B-2     | B-3     | B-4     | ROUGE-L | CIDEr | METEOR | SPICE |
|---------------------------|---------|---------|---------|---------|---------|---------|-------|--------|-------|
| Koizumi et al. [12]       | -       | 52.1    | 30.9    | 18.8    | 10.7    | 34.2    | 25.8  | 14.9   | 9.7   |
| Xu et al. [12]            | SpecAugment | 55.6    | 36.3    | 23.2    | 15.9    | 36.8    | 37.7  | 16.9   | 11.5  |
| Baseline - Log mel spectrogram | SpecAugment | 48.2    | 27.7    | 16.4    | 11.2    | 31.8    | 20.7  | 13.8   | 8.3   |
| YAMNet $F_{c_1}$ + Attn. decoder | -       | 53.6    | 35.3    | 21.8    | 14.7    | 34.1    | 33.5  | 15.1   | 10.3  |
| YAMNet $F_{c_2}$ + Attn. decoder | SpecAugment | 54.8    | 35.8    | 23.4    | 15.2    | 34.3    | 34.7  | 15.7   | 10.7  |
| AST $F_{c_1}$ + Attn. decoder | -       | 53.3    | 36.1    | 24.4    | 15.7    | 37.1    | 36.6  | 16.4   | 10.9  |
| AST $F_{c_2}$ + Attn. decoder | SpecAugment | 55.8    | 36.8    | 24.3    | 16.1    | 37.3    | 37.1  | 17.3   | 11.3  |

Fig. 3. Audio file: evaluation/Downtown Montreal.wav. The top subplot depicts the raw audio, with events localized based on our perception (for reference only). In all attention sub-plots above, the x-axis resembles the number of time frames in the AED based encoding, $M$ and y-axis represents the value of $\alpha$.

3.4. Analyzing temporal attention weights

To testify temporal attention during the decoding step, we visualize the attention weights, $\alpha$, that are computed across the total number of frames in $M$, while generating each token. It is important to note that the overall captioning performance depends on (a) the ability of our model to localize unique audio events, and (b) the ability to model language. The intuition behind temporal attention is to guide the decoding step by weighing sections within entire audio based on the audio events they represent. Hence, as a part of the analysis (see Fig. 3) we use greedy decoding (selecting only the word with maximum probability at each decoding step) instead of the beam search decoder to eliminate the contribution of language model during captioning. In Fig. 3 we plot the attention weights obtained for specific keywords (sliding on, women, child) generated as a part of the decoded caption. The change in weights along the temporal axis suggests that the model inherently uses sections of the audio file as cues to generate keywords related to the captured audio events. It can be also observed from the attention plot of the keyword “sliding” that, though the word “sliding” (in caption) is not aligned with the sequence of occurrence of audio events (audio event “people talking” happens before the audio event “sliding”) in the actual audio file, the prediction of the word “sliding” is still attributed to the latter part of the actual audio.

4. CONCLUSION

In this paper, we showcase that an encoder-decoder architecture with only Bi-LSTM layers when combined with temporal attention and augmentation can yield improvements over existing computationally intensive architectures when evaluated over standard translation metrics. We also compared the use of two existing AED models as pre-trained embedding extractors for the task of caption generation. Our experiments show that both the variants surpass our baseline model trained from scratch using only log mel-spectrogram features by a huge margin. Similar to any audio translation task, caption generation performance depends on the ability of the acoustic model to localize unique audio events, and the language modeling aspect of the decoder to form meaningful sentences using the detected events as keywords. Although, the latter has been previously shown attainable using beam search decoders for learning the language context information, we validate the former attribute for our model, by analyzing the attention weights generated across input time frames in our AED based embedding when generating each token in the caption.
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