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Abstract

This paper introduces Mainiway AI Labs submitted system for the IJCNLP 2017 shared task on Dimensional Sentiment Analysis of Chinese Phrases (DSAP), and related experiments. Our approach consists of deep neural networks with various architectures, and our best system is a voted ensemble of networks. We achieve a Mean Absolute Error of 0.64 in valence prediction and 0.68 in arousal prediction on the test set, both placing us as the 5th ranked team in the competition.

1 Introduction

While traditional sentiment analysis is concerned with discrete polarity classes, the dimensional approach has recently drawn considerable attention as a way of modeling sentiment more accurately. In this framework, affective states are represented as points in a multi-dimensional continuous space, such as the Valence-Arousal (VA) space described by Russell (1980), and shown in Figure 1.

Figure 1: The two-dimensional Valence-Arousal space.

The DSAP shared task at IJCNLP 2017 is the second task related to Chinese sentiment analysis in the VA space, the first being the Dimensional Sentiment Analysis of Chinese Words at IALP 2016 (Yu et al., 2016a)(Yu et al., 2016b). The evaluation metrics in DSAP, as in the previous competition, are the Mean Absolute Error (MAE) and the Pearson Correlation Coefficient (PCC).

In contrast to the IALP task, where the test set consisted of single words only, the DSAP test set contains both single words and multi-word phrases. The variable length of the input adds a technical complexity to the typical modern approach to this task, which relies on an artificial neural network applied to the input in an embedding space, as phrase-level representations present many difficulties and are an ongoing area of research.

This paper presents our method of acquiring embedded representations, the various network architectures we utilize in the final system and our ensemble method, along with pre-competition experiments. In addition, we discuss the results of experiments with a nearest neighbor-based smoothing approach that was not included in the final system but provided interesting and valuable insight.

2 Models and Embeddings

This section describes several deep neural network architectures used in our experiments as well as the embedded word representation we use as input to the networks.

2.1 Embeddings

Word embeddings - continuous vector representations of textual units such as words or characters - are a standard approach for representing semantics. One popular option is word2vec, which generates embeddings for single words using either the CBOW or the skip-gram model (Mikolov et al., 2013). A more powerful approach is that
of fastText, a tool for generating embeddings at the word or character level (Bojanowski et al., 2017). Like word2vec, fastText uses either the CBOW or the skip-gram model to learn embeddings from a text corpus. The difference between the two is illustrated in Figure 2; in this paper, we use character-level embeddings of 300 dimensions trained on Chinese Wikipedia with fastText using the skip-gram model.

Figure 2: CBOW and skip-gram training architectures

The input to the neural network (described in the next section) is the embedding space representation of the text input. In the case of unseen words or phrases, the representation is constructed by fastText from its constituent character n-grams.

2.2 Network architecture

We treat the prediction of valence and arousal values as two regression tasks, and use a deep neural network to represent them. As the competition rules allow two separate runs, we chose two of these architectures as our final systems; in this section, we describe several architectures and ideas from which we made our choices. Section 3 describes the experimental results for these options, as well as the two systems that participated in the competition.

In all variations described below, the input layer is a 300-dimensional embedding space and the output layer is a single output. The hidden layers are all dense, with ReLU for the activation function and Adam for the optimization algorithm, with a batch size of 135 and no dropout. The loss function is the Mean Squared Error (MSE).

Using these base parameters, we first experiment with varying the number of hidden layers. Using a rectangle architecture, where all hidden layers consist of 300 fully connected neurons, we experimented with zero, three, and six hidden layers.

In addition to the rectangle architecture, we also tried an hourglass architecture with six hidden layers where the dimensionalities of the hidden layers (after the 300-dimensional input layer) are 225, 175, 100, 175, 225 and 300. The idea here is to compact the semantic information of the embeddings into a lower-dimensional sentiment information as it passes through the network, alleviating overfitting. This is conceptually similar to the intuition behind Auto Encoders.

Finally, we leverage both architectures using an ensemble method which averages the predictions of both models. To generalize from a two-model ensemble, we define a 2n-model ensemble which averages between the predictions of 2n models, n rectangular (R) and n hourglass (H):

\[ y = \frac{\lambda \sum_{i=1}^{n} R_i(x) + (1 - \lambda) \sum_{i=1}^{n} H_i(x)}{n} \]

Where \( \lambda \) is a tunable weight hyperparameter which in this work we keep at 0.5. This adds a final layer to the model, illustrated for 20 models in Figure 3. The ensemble approach reduces the variance of the results and increase the accuracy of individual predictions.

Figure 3: A final layer averaging 20 model predictions

3 Experimental Results and Task Results

This section describes the experiments we conducted with the variants described in the previous section as well as the final selected systems and their performance in the competition.

In addition to our architecture variants, we include two baselines to put these results in context: a linear classifier baseline, and a single-layer Boosted Neural Network (BNN), an architecture...
The architectures of the different variants are listed in detail in Table 1.

The results are shown in Table 2, highlighted by best MAE. The first thing to notice is that all deep architectures (three and six hidden layers) perform significantly better than the baseline and the BNN; that result validated our intuition that predicting a sentiment output from a semantic-space input requires multiple transformative layers.

Clearly, the \( n = 10 \) ensemble model has the best performance overall. The 6-hidden-layer rectangle model achieves better performance in Valence on CVAP, however. We therefore chose these two models as our two systems for the competition: the rectangular model with 6 hidden layers for Run 1, and the \( n = 10 \) ensemble model for Run 2. The architectures of these models are illustrated further in Figure 4 and Figure 5 for Run 1 and Run 2, respectively.

Note that while the same architecture was used in each run for both valence and arousal, the model was trained separately for each of the two tasks, using the training data provided for the competition.
3.1 Task Results

The final competition results are shown in Table 3, with our system highlighted. The ensemble approach of Run 2 achieved higher results than the rectangular network of Run 1, which is consistent with our experimental results. Compared to other participants, we ranked fifth out of the 13 teams coming first and second, respectively. The Run 2 system retained a very consistent rank of 9-10 across all task/dataset combinations.

4 Nearest Neighbor Experiments

The major drawback of embeddings when we are modeling a sentiment-related problem is that words of opposite polarities obtain very similar embeddings since they occur in similar contexts. The experiments we report in the previous sections show our research work to build a robust statistical model for valence and arousal despite this limitation of the embeddings. As we have shown, significantly good results can be obtained by using a deep network of dense layers.

We have experimented with a different idea that we would like to discuss separately in this section since we did not include it in the runs we submitted to the shared task. This idea consists of enriching the fastText embeddings with additional dimensions that indicate the valence/arousal values of the immediate semantic neighborhood in which the word we want to score is encountered. The steps that we take to infer these new dimensions can be described as follows:

1. \( w \leftarrow \) word we want to score
2. \( v \leftarrow \) fastText embedding of \( w \)
3. \( nnList \leftarrow \) list of \( N \) nearest neighbors of \( v \) in the training set
4. \( sortedNnList \leftarrow \) sort \( nnList \) from lowest to highest value of valence/arousal score

As specified in the algorithm, the sorting is performed according to the score. Consequently, we obtain a different embedding for valence and arousal since both the order and the values of the new dimensions are different. Also, it is important to note that, the main reason behind sorting the scores of the nearest neighbors is to give a semantic consistency to the newly added features. By doing so, we make sure that the neural network that is going to perform the regression finds in these new dimensions an indication of the distribution of valence/arousal values in the immediate semantic neighborhood of the word we want to score. Sorting the nearest neighbors according to distance does not allow to achieve this semantic consistency of the dimensions.
Figures 6 and 7 show the obtained results.

The figures show the impact of adding the new features discussed in this section with difference values of N for neural networks with different layers. The general trend for both valence and arousal is that there an inflection point before and after which the new features either hurt or don’t significantly help the results. We can also see however that for arousal the impact of the new features is significant even when N has a value between 3 and 7. Whereas for valence, we can only see a significant impact when the value of N is above 20.

This means that there is no clear correlation between the semantic neighborhood and the valence/arousal score, yet the situation is seemingly different between valence and arousal at the detailed level. For this reason, we wanted to go one step further in our analysis to shed more light on the relationship between the Euclidean distance (which we use to find the nearest neighbors) and the valence/arousal score. This is important specially because the learning machine needed information from less neighbors and ended up benefiting more from them for arousal scoring than valence.

In order to be able to visualize and try to interpret this relationship the difference between the score of a word from the mean score of its semantic neighborhood, i.e. we compute the histogram of the z-score of the words score with respect to the distribution of their semantic neighborhood. Figures 8 and 9 show these histograms for valence and arousal, respectively.

The two histograms clearly show that whereas the arousal distribution is similar to a Gaussian distribution centered around 0, the valence distribution looks more like a mixture of two Gaussians one centered around 5 and the other around −5. In other words, the arousal score of a word is more often than not the average arousal score of its immediate neighbors. This explains why in our experiments the nearest neighbor features were very helpful. For valence, however, the score of a word is very often at a standard deviation distance of −5 or 5 from the mean. We believe, this could be the main reason why it was harder for the neural network to use the semantic neighborhood information more efficiently in the case of valence.

Finally, we would like to mention that the main reason we didn’t include these new features in our final run is because the final MAE is better when we use deep networks with fastText features only.

5 Conclusion and Future Work

In this paper we describe our participation in DSAP 2017 shared task. We describe the various neural networks we explored. We also describe how we use ensemble methods to improve
the performance. In the latter, each classifier is trained independently with fine tuned layer parameters and we combine them by voting (averaging the scores).

In this work, we use character n-gram based word embedding with the help of fastText, hence the performance is limited by the embedding itself. We report our analysis of the relationship between the semantic neighborhood of a word and its valence/arousal score. In the future, we would extend our work to use sub-character components (radicals/strokes/components) learning in together with word embeddings to improve the performance further.
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