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Abstract—Modern deep learning methods constitute incredibly powerful tools to tackle a myriad of challenging problems. However, since deep learning methods operate as black boxes, the uncertainty associated with their predictions is often challenging to quantify. Bayesian statistics offer a formalism to understand and quantify the uncertainty associated with deep neural network predictions. This tutorial provides deep learning practitioners with an overview of the relevant literature and a complete toolset to design, implement, train, use and evaluate Bayesian neural networks, i.e., stochastic artificial neural networks trained using Bayesian methods.

Index Terms—Bayesian methods, Bayesian Deep Learning, Bayesian neural networks, Approximate Bayesian methods

1. INTRODUCTION

Deep learning has led to a revolution in machine learning, providing solutions to tackle problems that were traditionally difficult to solve. However, deep learning models are prone to overfitting, which adversely affects their generalization capabilities [1]. They also tend to be overconfident about their predictions when they provide a confidence interval. This is problematic for applications where silent failures can lead to dramatic outcomes, e.g., autonomous driving [2], medical diagnosis [3] or finance [4]. Consequently, many approaches have been proposed to mitigate this risk [5]. Among them, the Bayesian paradigm provides a rigorous framework to analyze and train uncertainty-aware neural networks, and more generally, to support the development of learning algorithms.

The Bayesian paradigm in statistics contrasts with the frequentist paradigm, with a major area of distinction in hypothesis testing [6]. It is based on two simple ideas. The first is that probability is a measure of belief in the occurrence of events, rather than the limit in the frequency of occurrence when the number of samples goes toward infinity, as assumed in the frequentist paradigm. The second idea is that prior beliefs influence posterior beliefs. Bayes’ theorem, which states that:

\[ P(H|D) = \frac{P(D|H)P(H)}{P(D)} = \int \frac{P(D, H)}{P(D)} dH, \tag{1} \]

summarizes this interpretation. Formula (1) is still true in the frequentist interpretation, where \( H \) and \( D \) are considered as sets of outcomes. The Bayesian interpretation considers \( H \) to be a hypothesis about which one holds some prior belief, and \( D \) to be some data that will update one’s belief about \( H \). The probability distribution \( P(D|H) \) is called the likelihood. It encodes the aleatoric uncertainty in the model, i.e., the uncertainty due to the noise in the process. \( P(H) \) is the prior and \( P(D) = \int_H P(D, H') dH' \) the evidence. \( P(H|D) \) is called the posterior. It encodes the epistemic uncertainty, i.e., the uncertainty due to the lack of data. \( P(D|H)P(H) = P(D, H) \) is the joint probability of \( D \) and \( H \).

Using Bayes’ formula to train a predictor can be understood as learning from the data \( D \). In other words, the Bayesian paradigm not only offers a solid approach for the quantification of uncertainty in deep learning models but also provides a mathematical framework to understand many regularization techniques and learning strategies that are already used in classic deep learning [7] (Section IV-C3).

Bayesian neural networks (BNNs) [8, 9, 10] are stochastic neural networks trained using a Bayesian approach. There is a rich literature about BNNs and the related field of Bayesian...
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deep learning, which is referred to by Wang and Yeung [11] as the conjoint use of deep learning for perception and traditional Bayesian models for inference. However, navigating through this literature is challenging without some prior background in Bayesian statistics. This brings an additional layer of complexity for deep learning practitioners interested in building and using BNNs.

This paper, conceived as a tutorial, presents a unified workflow to design, implement, train and evaluate a BNN (Figure 2). It also provides an overview of the relevant literature where a large number of approaches have been developed to efficiently train and use BNNs. A good knowledge of those different methods is a prerequisite for an efficient use of BNNs in big data applications of deep learning. In this tutorial, we assume that the reader is already familiar with the concepts of traditional deep learning such as artificial neural networks, training algorithms, supervision strategies, and loss functions [13]. This paper focuses on exploring the correspondences between traditional deep learning approaches and Bayesian methods (Figure 1). It is intended to motivate and help researchers and students to use BNNs in measuring uncertainty for problems in their respective fields of study and research, helping them relate their existing knowledge in deep learning to the relevant Bayesian methods.

The remaining parts of this paper are organized as follows. Section II introduces the concept of a BNN. Section III presents the motivations for BNNs as well as their applications. Section IV explains how to design the stochastic model associated with a BNN. Section V explores the most important algorithms used for Bayesian inference and how they were adapted for deep learning. Section VI reviews BNN simplification methods. Section VII presents the methods used to evaluate the performance of a BNN. Finally, Section VIII concludes the paper. The supplementary material contains a gallery of practical examples illustrating the theoretical concepts presented in Sections II, IV and V of the main paper. Each example source code is also available online on GitHub.

Note that some other authors use a different definition of Bayesian deep learning, which is closer to the idea of a BNN [12]).
we will denote the model parameters by \( \theta \). For simplicity, we choose a neural network; see Section IV-C3. In the rest of this paper, the choice of a loss function when training a point estimate model parametrization can be considered to be defined as any stochastic artificial neural network trained using Bayesian inference [21].

Stochastic neural networks are a type of ANN built by introducing stochastic components into the network. This is achieved by giving the network either a stochastic activation (Figure 3b) or stochastic weights (Figure 3c) to simulate multiple possible models \( \theta \) with their associated probability distribution \( p(\theta) \). Thus, BNNs can be considered a special case of ensemble learning [18].

The main motivation behind ensemble learning comes from the observation that aggregating the predictions of a large set of average-performing but independent predictors can lead to better predictions than a single well-performing expert predictor [19, 20]. Stochastic neural networks might improve their performance over their point estimate counterparts in a similar fashion, but this is not their main aim. Rather, the main goal of using a stochastic neural network architecture is to obtain a better idea of the uncertainty associated with the underlying processes. This is accomplished by comparing the predictions of multiple sample model parametrizations \( \theta \). If the different models agree, then the uncertainty is low. If they disagree, then the uncertainty is high. This process can be summarized as follows:

\[
\theta \sim p(\theta), \quad y = \Phi_\theta(x) + \epsilon, \tag{3}
\]

where \( \epsilon \) represents random noise to account for the fact that the function \( \Phi \) is only an approximation. A BNN can then be defined as any stochastic artificial neural network trained using Bayesian inference [21].

To design a BNN, the first step is the choice of a deep neural network architecture, i.e., a functional model. Then, one has to choose a stochastic model, i.e., a prior distribution over the possible model parametrization \( p(\theta) \) and a prior confidence in the predictive power of the model \( p(y|x, \theta) \) (Figure 2a). The model parametrization can be considered to be the hypothesis \( H \) and the training set is the data \( D \). The choice of a BNN’s stochastic model is somehow equivalent to the choice of a loss function when training a point estimate neural network; see Section IV-C3. In the rest of this paper, we will denote the model parameters by \( \theta \), the training set by \( D \), the training inputs by \( D_x \), and the training labels by \( D_y \). By applying Bayes’ theorem, and enforcing independence between the model parameters and the input, the Bayesian posterior can be written as:

\[
p(\theta|D) = \frac{p(D_y|D_x, \theta)p(\theta)}{\int \! p(D_y|D_x, \theta')p(\theta') \, d\theta'} \propto p(D_y|D_x, \theta)p(\theta). \tag{4}
\]

The Bayesian posterior for complex models such as artificial neural networks is a high dimensional and highly non-convex probability distribution [22]. This complexity makes computing and sampling it using standard methods an intractable problem, especially because computing the evidence \( \int p(D_y|D_x, \theta')p(\theta') \, d\theta' \) is difficult. To address this problem, two broad approaches have been introduced: (1) Markov chain Monte Carlo and (2) variational inference. These are presented in more details in Section V.

When using a BNN for prediction, the probability distribution \( p(y|x, D) \) [12], called the marginal and which quantifies the model’s uncertainty on its prediction, is of particular interest. Given \( p(\theta|D) \), \( p(y|x, D) \) can be computed as:

\[
p(y|x, D) = \int \! p(y|x, \theta')p(\theta'|D) \, d\theta'. \tag{5}
\]

In practice, \( p(y|x, D) \) is sampled indirectly using Equation (3). The final prediction can be summarized by statistics computed using a Monte Carlo approach (Figure 2c). A large set of weights \( \theta_i \) is sampled from the posterior and used to compute a series of possible outputs \( y_i \), as shown in Algorithm 1, which corresponds to samples from the marginal.

**Algorithm 1** Inference procedure for a BNN.

Define \( p(\theta|D) = \frac{p(D_y|D_x, \theta)p(\theta)}{\int \! p(D_y|D_x, \theta')p(\theta') \, d\theta'} \);

for \( i = 0 \) to \( N \) do

Draw \( \theta_i \sim p(\theta|D) \);

\( y_i = \Phi_{\theta_i}(x) \);

end for

return \( Y = \{ y_i | i \in [0, N] \} \), \( \Theta = \{ \theta_i | i \in [0, N] \} \);

In Algorithm 1, \( Y \) is a set of samples from \( p(y|x, D) \) and \( \Theta \) a collection of samples from \( p(\theta|D) \). Usually, aggregates are computed on those samples to summarize the uncertainty of the BNN and obtain an estimator for the output \( y \). This estimator is denoted by \( \hat{y} \).

When performing regression, the procedure that is usually used to summarize the predictions of a BNN is model averaging [23]:

\[
\hat{y} = \frac{1}{|\Theta|} \sum_{\theta_i \in \Theta} \Phi_{\theta_i}(x). \tag{6}
\]

This approach is so common in ensemble learning that it is sometimes called ensembling. To quantify uncertainty, the covariance matrix can be computed as follows:

\[
\Sigma_{y|x, D} = \frac{1}{|\Theta|-1} \sum_{\theta_i \in \Theta} (\Phi_{\theta_i}(x) - \hat{y})(\Phi_{\theta_i}(x) - \hat{y})^\top. \tag{7}
\]
When performing classification, the average model prediction will give the relative probability of each class, which can be considered a measure of uncertainty:

\[
\hat{p} = \frac{1}{|\Theta|} \sum_{\theta_i \in \Theta} \Phi_{\theta_i}(x).
\]  

The final prediction is taken as the most likely class:

\[
\hat{y} = \arg \max_i p_i \in \hat{p}.
\]

This definition considers BNNs as discriminative models, i.e., models that aim to reconstruct a target variable \( y \) given observations \( x \). This excludes generative models, although there are examples of generative ANNs based on the Bayesian formalism, e.g., Variational autoencoders [24]. Those are out of the scope of this tutorial.

III. ADVANTAGES OF BAYESIAN METHODS FOR DEEP LEARNING

One of the major critiques of Bayesian methods is that they rely on prior knowledge. This is especially true in deep learning, as deriving any insight about plausible parametrization for a given model before training is very challenging. Thus, why use Bayesian methods for deep learning? Discriminative models implicitly represent the conditional probability \( p(y|x, \theta) \), and Bayes’ formula is an appropriate tool to invert conditional probabilities, even if one has little insight about \( p(\theta) \) a priori. While there are strong theoretical principles and schema upon which this Bayes’ formula can be based [25], this section focuses on some practical benefits of using BNNs.

First, Bayesian methods provide a natural approach to quantify uncertainty in deep learning since BNNs have better calibration than classical neural networks [26, 27, 28], i.e., their uncertainty is more consistent with the observed errors. They are less often overconfident or underconfident.

Second, a BNN allows distinguishing between the epistemic uncertainty \( p(\theta|D) \) and the aleatoric uncertainty \( p(y|x, \theta) \) [29]. This makes BNNs very data-efficient since they can learn from a small dataset without overfitting [30]. At prediction time, out-of-training distribution points will have high epistemic uncertainty instead of blindly giving a wrong prediction.

Third, the no-free-lunch theorem for machine learning [31] can be interpreted as stating that any supervised learning algorithm includes some implicit prior. Bayesian methods, when used correctly, will at least make the prior explicit. Integrating prior knowledge into ANNs, which work as black boxes, is difficult but not impossible. In Bayesian deep learning, priors are often considered as soft constraints, analogous to regularization, or data transformations such as data augmentation in traditional deep learning; see Section IV-C. Most regularization methods used for point estimate neural networks can be understood from a Bayesian perspective as setting a prior; see Section IV-C3.

Finally, the Bayesian paradigm enables the analysis of learning methods. A number of those methods initially not presented as Bayesian can be implicitly understood as being approximately Bayesian, e.g., regularization (Section IV-C3) or ensembling (Section V-E2b). In fact, most of the BNNs used in practice rely on methods that are approximately or implicitly Bayesian (Section V-E) since the exact algorithms are computationally too expensive. The Bayesian paradigm also provides a systematic framework to design new learning and regularization strategies, even for point estimate models.

BNNs have been used in many fields to quantify uncertainty, e.g., in computer vision [32], network traffic monitoring [33], aviation [34], civil engineering [35, 36], hydrology [37], astronomy [38], electronics [39], and medicine [40]. BNNs are useful in (1) active learning [41, 42] where an oracle (e.g., a human annotator, a crowd, an expensive algorithm) can label new points from an unlabeled dataset \( U \). The model needs to determine which points should be submitted to the oracle to maximize its performance while minimizing the calls to the oracle. BNNs are also useful in (2) online learning [43], where the model is retrained multiple times as new data become available. For active learning, data points in the training set with high epistemic uncertainty are scheduled to be labeled with higher priority; see Algorithm 2. In contrast, in online learning, previous posteriors can be recycled as priors when new data become available to avoid the so-called problem of catastrophic forgetting [44]; see Algorithm 3.

IV. SETTING THE STOCHASTIC MODEL FOR A BAYESIAN NEURAL NETWORK

Designing a BNN requires choosing a functional model and a stochastic model. This tutorial will not cover the design of the functional model, as almost any model used for point estimate networks can be used as a functional model for a BNN. Furthermore, a rich literature on the subject exists already; see, for example, [45]. Instead, this section will
focus on how to design the stochastic model. Section IV-A introduces probabilistic graphical models (PGMs), a tool used to represent the relationships between the model’s stochastic variables. Section IV-B details how to derive the posterior for a BNN from its PGM. Section IV-C discusses how to choose the probability laws used as priors. Finally, Section IV-D presents how the choice of a PGM can affect the degree of supervision or incorporate other forms of prior knowledge into the model.

A. Probabilistic graphical models

Probabilistic graphical models (PGMs) use graphs to represent the interdependence of multivariate stochastic variables and subsequently decompose their probability distributions. PGMs cover a large variety of models. The type of PGMs this tutorial focuses on are Bayesian belief networks (BBN), which are PGMs whose graphs are acyclic and directed. We refer the reader to [46] for more details on how to represent learning algorithms using general PGMs.

In a PGM, variables \( v_i \), are the nodes in the graph. Different symbols are used to distinguish the nature of the considered variables (Figure 4). A directed link, which is the only type of link allowed in a BBN, means that the probability distribution of the target variable is defined conditioned on the source variable. The fact that the BBN is acyclic allows the computation of the joint probability distribution of all the variables \( v_i \) in the graph:

\[
p(v_1, \ldots, v_n) = \prod_{i=1}^{n} p(v_i | \text{parents}(v_i)). \tag{10}
\]

The type of distribution used to define the conditional probabilities \( p(v_i | \text{parents}(v_i)) \) depends on the context. Once the conditional probabilities are defined, the BBN describes a data generation process. Parents are sampled before their children. This is always possible since the graph is acyclic. All the variables together represent a sample from the joint probability distribution \( p(v_1, \ldots, v_n) \).

Models usually learn from multiple examples sampled from the same distribution. To highlight this fact, the plate notation (Figure 4e) has been introduced. A plate indicates that the variables \( (v_1, \ldots, v_n) \) in the subgraph encapsulated by the plate are copied along a given batch dimension. A plate implies independence between all the duplicated nodes. This fact can be exploited to compute the joint probability of a batch \( B = \{(v_1, \ldots, v_n)_b : b = 1, \ldots, |B|\} \) as:

\[
p(B) = \prod_{(v_1, \ldots, v_n) \in B} p(v_1, \ldots, v_n). \tag{11}
\]

In a PGM, the observed variables, depicted in Figure 4a using colored circles, are treated as the data. The unobserved, also called latent variables, represented by a white circle in Figure 4b, are treated as the hypothesis. From the joint probability derived from the PGM, defining the posterior for the latent variables given the observed variables is straightforward using Bayes’ formula:

\[
p(v_{\text{latent}} | v_{\text{obs}}) \propto p(v_{\text{obs}}, v_{\text{latent}}). \tag{12}
\]

The joint distribution \( p(v_{\text{obs}}, v_{\text{latent}}) \) is then used by the different inference algorithms; see Section V.

B. Defining the stochastic model of a BNN from a PGM

Consider the two models presented in Figure 5, with both the BNN and the corresponding BBN depicted. The BNN with stochastic weights (Figure 5a), if meant to perform regression, could represent the following data generation process:

\[
\begin{align*}
\theta & \sim p(\theta) = \mathcal{N}(\mu, \Sigma), \\
y & \sim p(y|x, \theta) = \mathcal{N}(\Phi_{\theta}(x), \Sigma).
\end{align*} \tag{13}
\]

The choice of using normal laws \( \mathcal{N}(\mu, \Sigma) \), with mean \( \mu \) and covariance \( \Sigma \), is arbitrary but is common in practice because of its good mathematical properties.

For classification, the model samples the prediction from a categorical law \( \text{Cat}(p_i) \), i.e.,

\[
\begin{align*}
\theta & \sim p(\theta) = \mathcal{N}(\mu, \Sigma), \\
y & \sim p(y|x, \theta) = \text{Cat}(\Phi_{\theta}(x)).
\end{align*} \tag{14}
\]

Then, one can use the fact that multiple data points from the training set are independent, as indicated by the plate notation in Figure 5, to write the probability of the training set as:

\[
p(D_y|D_x, \theta) = \prod_{(x,y) \in D} p(y|x, \theta). \tag{15}
\]

In the case of stochastic activations (Figure 5b), the data generation process might become:

\[
\begin{align*}
l_0 & = x, \\
l_i & \sim p(l_i|l_{i-1}) = s_i(\mathcal{N}(W_i l_{i-1} + b_i, \Sigma)) \quad \forall i \in [1, n], \\
y & = l_n.
\end{align*} \tag{16}
\]
The formulation of the joint probability is slightly more complex as we have to account for the chain of dependencies spanned by the BBN over the multiple latent variables \( l_{[1,n-1]} \):

\[
p(D_y, l_{[1,n-1]} | D_x) = \prod_{(i_o, l_o) \in D} \left( \prod_{i=1}^{n} p(l_i | l_{i-1}) \right).
\]

(17)

It is sometimes possible, and often desirable, to define \( p(l_i | l_{i-1}) \) such that the BNNs described in Figure 5a and in Figure 5b can be considered equivalent. For instance, sampling \( l \) as:

\[
\begin{align*}
W & \sim \mathcal{N}(\mu_W, \Sigma_W), \\
b & \sim \mathcal{N}(\mu_b, \Sigma_b), \\
l & = s(Wl_{-1} + b)
\end{align*}
\]

is equivalent to sampling \( l \) as:

\[
l \sim s(\mathcal{N}(\mu_Wl_{-1} + \mu_b, (I \otimes l_{-1})^\top \Sigma_W (I \otimes l_{-1}) + \Sigma_b)),
\]

(19)

where \( \otimes \) denotes a Kronecker product.

The basic Bayesian regression architecture shown in Figure 5a is more common in practice. The alternative architecture shown in Figure 5b is sometimes used as it allows compressing the number of variational parameters when using variational inference [47]; see also Section V.

### C. Setting the priors

Setting the prior of a deep neural network is often not an intuitive task. The main problem is that it is not truly explicit how models with a very large number of parameters and a nontrivial architecture such as an ANN will generalize for a given parametrization [48]. In this Section, we first present the common practice, discuss the issues related to the statistical unidentifiability of ANNs, and then show the link between the prior for BNNs and regularization for the point estimate algorithms. Finally, we present a method to build the prior from high level knowledge.

1) A good default prior: For basic architectures such as Bayesian regression (Figure 5a), a standard procedure is to use a normal prior with a zero mean \( 0 \) and a diagonal covariance \( \sigma I \) on the coefficients of the network:

\[
p(\theta) = \mathcal{N}(0, \sigma I).
\]

(20)

This approach is equivalent to a weighted \( \ell_2 \) regularization (with weights \( 1/\sigma \)) when training a point estimate network, as will be demonstrated in Section IV-C3. The documentation of the probabilistic programming language Stan [49] provides examples on how to choose \( \sigma \) knowing the expected scale of the considered parameters [50].

Although such an approach is often used in practice, there is no theoretical argument that makes it better than any other formulation [51]. The normal law is preferred due to its mathematical properties and the simple formulation of its log, which is used in most of the learning algorithms.

2) Addressing unidentifiability in Bayesian neural networks: One of the main problems with Bayesian deep learning is that deep neural networks are overparametrized models, i.e., they have many equivalent parametrizations [52]. This is an example of statistical unidentifiability, which can lead to complex multimodal posteriors that are hard to sample and approximate when training a BNN [22]. There are two solutions to deal with this issue: (1) changing the functional model parametrization, or (2) constraining the support of the prior to remove unidentifiability.

The two most common classes of nonuniqueness in ANNs are weight-space symmetry and scaling symmetry [53]. Both are not a concern for point estimate neural networks but might be for BNNs. Weight-space symmetry implies that one can build an equivalent parametrization of an ANN with at least one hidden layer. This is achieved by permuting two rows in \((W_i, b_i)\), the weights and their corresponding bias \( b_i \), of one of the hidden layers as well as the corresponding columns in the following layer’s weight matrix \( W_{i+1} \). This means that as the number of hidden layers and the number of units in the hidden layers grow, the number of equivalent representations, which would roughly correspond to the modes in the posterior distribution, grows factorially. A mitigation strategy is to enforce the bias vector in each layer to be sorted in an ascending or a descending order. However, the practical effects of doing so may be to degrade optimization: weight-space symmetry may implicitly support the exploration of the parameter space during the early stages of the optimization.

Scaling symmetry is an unidentifiability problem arising when using nonlinearities with the property \( s(\alpha x) = \alpha s(x) \), which is the case of RELU and Leaky-RELU, two popular nonlinearities in modern machine learning. In this case, assigning the weights \( W_l, W_{l+1} \) to two consecutive layers \( l \) and \( l+1 \) becomes strictly equivalent to assigning \( \alpha W_l, (1/\alpha) W_{l+1} \). This can reduce the convergence speed for point estimate neural networks, a problem that is addressed in practice with various activation normalization techniques [54]. BNNs are slightly more complex as the scaling symmetry influences the posterior shape, making it harder to approximate. Givens transformations (also called Givens rotations) have been proposed as a mean to constrain the norm of the hidden layers [53] and address the scaling symmetry issue. In practice, using a Gaussian prior already reduces the scaling symmetry problem, as it favors weights with the same Frobenius norm on each layer. A soft version of the activation normalization can also be implemented by using a consistency condition; see Section IV-C4. The additional complexity associated with sampling the network parameters in a constrained space to perfectly remove the scaling symmetry is computationally prohibitive. We provide, in the Practical Example III of the Supplementary Material, additional discussion on this issue using the “Paperfold” practical example.

3) The link between regularization and priors: The usual learning procedure for a point estimate neural network is to find the set of parameters \( \theta \) that minimize a loss function built using the training set \( D \):

\[
\hat{\theta} = \arg \min_{\theta} \text{loss}_{D, D_y}(\theta).
\]

(21)
Assuming that the loss is defined as minus the log-likelihood function up to an additive constant, the problem can be rewritten as:

\[
\hat{\theta} = \arg \max_\theta p(D_y|D_x, \theta),
\]

which would be the first half of the model according to the Bayesian paradigm. Now, assume that we also have a prior for \( \theta \), and we want to find the most likely point estimate from the posterior. The problem can be reformulated as:

\[
\hat{\theta} = \arg \max_\theta p(D_y|D_x, \theta)p(\theta),
\]

Next, one would go back to a log-likelihood formulation:

\[
\hat{\theta} = \arg \min_\theta \text{loss}_{D_x, D_y}(\theta) + \text{reg}(\theta),
\]

which is easier to optimize. Equation (24) is how regularization is usually applied in machine learning and in many other fields. Another argument, less formal, is that regularization acts as a soft constraint on the search space, in a manner similar to what a prior does for a posterior.

4) Prior with a consistency condition: Regularization can also be implemented with a consistency condition \( C(\theta, x) \), which is a function used to measure how well the model respects some hypothesis given a parameterization \( \theta \) and an input \( x \). For example, \( C \) can be set to favor sparse or regular predictions to encourage monotonicity of predictions with respect to some input variables (e.g., the probability of getting the flu increases with age), or to favor decision boundaries in low density regions when using semi-supervised learning; see Section IV-D1. \( C \) can be seen as the relative log likelihood of a prediction given the input \( x \) and parameter set \( \theta \). Thus, it can be included in the prior. To this end, \( C \) should be averaged over all possible inputs:

\[
C(\theta) = \int_x C(\theta, x)p(x)dx.
\]

In practice, as \( p(x) \) is unknown, \( C(\theta) \) is approximated from the features in the training set:

\[
C(\theta) \approx \frac{1}{|D_x|} \sum_{x \in D_x} C(\theta, x).
\]

We can now write a function proportional to the prior with the consistency condition included:

\[
p(\theta|D_x) \propto p(\theta) \exp \left(-\frac{1}{|D_x|} \sum_{x \in D_x} C(\theta, x)\right),
\]

where \( p(\theta) \) is the prior without the consistency condition.

D. Degree of supervision and alternative forms of prior knowledge

The architecture presented in Section IV-B focuses mainly on the use of BNNs in a supervised learning setting. However, in real world applications, obtaining ground-truth labels can be expensive. Thus, new learning strategies should be adopted \[55\]. We will now present how to adapt BNNs for different degrees of supervision. While doing so, we will also demonstrate how PGMs in general and BBNs in particular are useful in designing or interpreting learning strategies. In particular, the formulation of the Bayesian posterior, which is derived from the different PGMs presented in Figure 6, can also be used for a point estimate neural network to obtain a suitable loss function to search for an MAP estimator for the parameters (Section IV-C3). We also provide a practical example in the Supplementary Material (Practical Example II) to illustrate how such strategies can be implemented for an actual BNN.

1) Noisy labels and semi-supervised learning: The inputs \( D_x \) in the training sets can be uncertain, either because the labels \( D_y \) are corrupted by noise \[56\], or because labels are missing for a number of points. In the case of noisy labels, one should extend the BBN to add a new variable for the noisy labels \( \tilde{y} \) conditioned on \( y \) (Figure 6a). It is common, as the noise level itself is often unknown, to add a variable \( \sigma \) to characterize the noise. Frenay et al. \[57\] proposed a taxonomy of the different approaches used to integrate \( \sigma \) in a PGM (Figure 7). They distinguish three cases: noise completely at random (NCAR); noise at random (NAR); and noise not at random (NNAR) models. In the NCAR model, the noise \( \sigma \) is independent of any other variable, i.e., it is homoscedastic. In the NAR model, \( \sigma \) is dependent on the true label \( y \) but remains independent of the features. NNAC models also account for the influence of the features \( x \), e.g., if the level of noise in an image increases, then the probability that the image has been mislabeled also increases. Both NAR and NNAC models represent heteroscedastic, i.e., the antonym of homoscedastic, noise.

These noise-aware PGMs are slightly more complex than a purely supervised BNN, as presented in Section IV-B. However, they can be treated in a similar fashion by deriving the formula for the posterior from the PGM (Equation (12)) and applying the chosen inference algorithm. For the NNAR model, the most generic stochastic model of the three described above (since the NCAR and NAR models are special
cases of the NNAR model), the posterior becomes:

\[ p(y, \sigma, \theta | D) \propto p(D_y | y, \sigma)p(\sigma | D_x, y)p(y | D_x, \theta)p(\theta). \]  

(28)

During the prediction phase, \( y \) and \( \sigma \) can simply be discarded for each tuple \((y, \sigma, \theta)\) sampled from the posterior.

In the case of **partially labeled data** (Figure 6b), also known as semi-supervised learning, the dataset \( D \) is split into labeled \( L \) and unlabeled \( U \) examples. In theory, this PGM can be considered equivalent to the one used in the supervised learning case depicted in Figure 5a, but in this case the unobserved data \( U \) would bring no information. The additional information of unlabeled data comes from the prior and only the prior. Similar to traditional machine learning, the most common approaches to implement semi-supervised learning in Bayesian learning are either to use some type of data-driven regularization [58] or to rely on pseudo labels [59].

**Data-driven regularization** implies modifying the prior assumptions, and thus the stochastic model, to be able to extract meaningful information from the unlabeled dataset \( U \). There are two common ways to approach this process. The first one is to condition the prior distribution of the model parameters on the unlabeled examples to favor certain properties of the model, such as a decision boundary in a low density region, using a distribution \( p(\theta | U) \) instead of \( p(\theta) \). This implies formulating the stochastic model as:

\[ p(\theta | D) \propto p(Y | L_x, \theta)p(\theta | U), \]  

where \( p(\theta | U) \) is a prior with a consistency condition, as defined in Equation (27). The consistency condition usually expresses the fact that points that are close to each other should lead to the same prediction, e.g., graph Laplacian norm regularization [60].

The second way is to assume some kind of dependency across the observed and unobserved labels in the dataset. This type of semi-supervised Bayesian learning relies either on an undirected PGM [61] to build the prior or at least does not assume independence between different training pairs \((x, y)\) [62]. To keep things simple, we represent this fact by dropping the plate around \( y \) in Figure 6b. The posterior is written in the usual way (Equation (4)). The main difference is that \( p(D_y | D_x, \theta) \) is chosen to enforce some kind of consistency across the dataset. For example, one can assume that two close points are likely to have similar labels \( y \) with a level of uncertainty that increases with the distance.

Both approaches have a similar effect and the choice of one over the other will depend on the mathematical formulation favored to build the model.

The semi-supervised learning strategy can also be reformulated as having a weak predictor capable of generating some **pseudo labels** \( \tilde{y} \), sometimes with some confidence level. Many of the algorithms used for semi-supervised learning use an initial version of the model trained with the labeled examples [63] to generate the pseudo labels \( \tilde{y} \) and train the final model with \( \tilde{y} \). This is problematic for BNNs. When the prediction uncertainty is accounted for, reducing the uncertainty associated with the unlabeled data becomes impossible, at least not without an additional hypothesis in the prior. Even if it is less current in practice, using a simpler model [64] to obtain the pseudo labels can help mitigate that problem.

2) **Data augmentation**: Data augmentation in machine learning is a strategy that is used to significantly increase the diversity of the data \( D \) available to train deep models, without actually collecting new data. It relies on transformations that act on the input but have no or very low probability to change the label (or at least do so in a predictable way) to generate an augmented dataset \( A(D) \). Examples of such transformations include applying rotations, flipping or adding noise in the case of images. Data augmentation is now at the forefront of state-of-the-art techniques in computer vision [59] and increasingly in natural language processing [65].

The augmented dataset \( A(D) \) could contain an infinite set of possible variants of the initial dataset \( D \), e.g., when using continuous transforms such as rotations or additional noise. To achieve this in practice, \( A(D) \) is sampled on the fly during training, rather than generating in advance all possible augmentations in the training set. This process is straightforward when training point estimate neural networks, but there are some subtleties when applying it in Bayesian statistics. The main concern is that the posterior of interest is \( p(\phi | D, Aug) \), where \( Aug \) represents some knowledge about augmentation, not \( p(\phi | A(D), D) \), since \( A(D) \) is not observed. From a Bayesian perspective, the additional information is brought by the knowledge of the augmentation process rather than by some additional data. Stated otherwise, the data augmentation is a part of the stochastic model (Figure 6c).

The idea is that if one is given data \( D \), then one could also have given data \( D' \), where each element in \( D \) is replaced by an augmentation. Then, \( D' \) is a different perspective of the data \( D \). To model this, we have the augmentation distribution \( p(x' | x, Aug) \) that augments the observed data using the augmentation model \( Aug \) to generate (probabilistically) \( x' \), which represents data in the vicinity of \( x \) (Figure 6c). \( x' \) can then be marginalized to simplify the stochastic model. The posterior is given by:

\[ p(\theta | x, y, Aug) \propto \left( \int_{x'} p(y | x', \theta)p(x' | x, Aug)dx' \right)p(\theta). \]  

(30)

This is a probabilistic counterpart to vicinal risk [66].

The integral in Equation (30) can be approximated using Monte Carlo integration by sampling a small set of augmen-
tions \(A_x\) according to \(p(x'|x, \text{Aug})\) and averaging:
\[
p(y|x, \theta, \text{Aug}) \approx \frac{1}{|A_x|} \sum_{x' \in A_x} p(y|x', \theta).
\] (31)

When training using a Monte-Carlo-based estimate of the loss, \(A_x\) can contain as few as a single element as long as it is resampled for each optimization iteration. This greatly simplifies the evaluation of Equation (31).

An extension of this approach works in the context of semi-supervised learning. The prior can be designed to encourage consistency of predictions under augmentation [67, 59], using unlabeled data to build the samples for the consistency condition, as defined in Equation (27). Note that this does not add labeling to the unlabeled examples but only adds a term to encourage consistency between the labels for an unlabeled data point and its augmentation.

3) Meta-learning, transfer learning, and self-supervised learning: Meta-learning [68], in the broadest sense, is the use of machine learning algorithms to assist in the training and optimization of other machine learning models. The meta-knowledge acquired by meta-learning can be distinguished from standard knowledge in the sense that it is applicable to a set of related tasks rather than a single task.

Transfer learning designates methods that reuse some intermediate knowledge acquired on a given problem to address a different problem. In deep learning, it is used mostly for domain adaptation, when labeled data are abundant in a domain that is in some way similar to the domain of interest but scarce in the domain of interest [69]. Alternatively, pre-trained models [70] could be used to study large architectures whose complete training would be very computationally expensive.

Self-supervised learning is a learning strategy where the data themselves provide the labels [71]. Since the labels directly obtainable from the data do not match the task of interest, the problem is approached by learning a pretext (or proxy) task in addition to the task of interest. The use of self-supervision is now generally regarded as an essential step in some areas. For instance, in natural language processing, most state-of-the-art methods use these pre-trained models [70]. In addition, modern deep learning-based 3D object reconstruction [72] and disparity estimation in stereo vision [73] rely on self-supervised learning to overcome the time-consuming manual annotation of training data.

A common approach for meta-learning in Bayesian statistics is to recast the problem as hierarchical Bayes [74], with the prior \(p(\theta_t|\xi)\) for each task conditioned on a new global variable \(\xi\) (Figure 6d). \(\xi\) can represent continuous metaparameters or discrete information about the structure of the BNN, i.e., to learn probable functional models, or the underlying subgraph of the PGM, i.e., to learn probable stochastic models. Multiple levels can be added to organize the tasks in a more complex hierarchy if needed. Here, we present only the case with one level since the generalization is straightforward. With this broad Bayesian understanding of meta-learning, both transfer learning and self-supervised learning are special cases of meta-learning. The general posterior becomes:
\[
p(\theta, \xi|D) \propto \prod_{t \in T} p(D_t^i|D_t^x, \theta_t)p(\theta_t|\xi)p(\xi).
\] (32)

In practice, the problem is often approached with empirical Bayes (Section V-D), and only a point estimate \(\hat{\xi}\) is considered for the global variable, ideally the MAP estimate obtained by marginalizing \(p(\theta, \xi|D)\) and selecting the most likely point, but this is not always the case.

In transfer learning, the usual approach would be to set \(\hat{\xi} = \theta_m\), with \(\theta_m\) being the coefficients of the main task. The new prior can then be obtained from \(\hat{\xi}\), for example:
\[
p(\theta|\xi) = \mathcal{N}((\tau(\xi), 0), \sigma I),
\] (33)
where \(\tau\) is a selection of the parameters to transfer and \(\sigma\) is a parameter to tune manually. Unselected parameters are assigned a new prior, with a mean of 0 by convention. If a BNN has been trained for the main task, then \(\sigma\) can be estimated from the previous posterior, with an increment to account for the additional uncertainty caused by the domain shift.

Self-supervised learning can be implemented in two steps. The first step learns the pretext task while the second one performs transfer learning. This can be considered overly complex but might be required if the pretext task has a high computational complexity (e.g., BERT models in natural language processing [70]). Recent contributions [75] have shown that jointly learning the pretext task and the final task (Figure 6e) can improve the results obtained in self-supervised learning. This approach, which is closer to hierarchical Bayes, also allows setting the prior a single time while still retaining the benefits of self-supervised learning.

V. BAYESIAN INFERENCE ALGORITHMS

A priori, a BNN does not require a learning phase as one just needs to sample the posterior and do model averaging; see Algorithm 1. However, sampling the posterior is not easy in the general case. While the conditional probability \(P(D|H)\) of the data and the probability \(P(H)\) of the model are given by the stochastic model, the integral for the evidence term \(\int_H P(D|H')P(H')dH'\) might be excessively difficult to compute. For nontrivial models, even if the evidence has been computed, directly sampling the posterior is prohibitively difficult due to the high dimensionality of the sampling space. Instead of using traditional methods, e.g., inversion sampling or rejection sampling to sample the posterior, dedicated algorithms are used. The most popular ones are Markov chain Monte Carlo (MCMC) methods [76], a family of algorithms that exactly sample the posterior, or variational inference [77], a method for learning an approximation of the posterior; see Figure 2.

This section reviews these methods. First, in subsection V-A and V-B, we introduce MCMC and variational inference as they are used in traditional Bayesian statistics. Then, in subsection V-E, we review different simplifications or approximations that have been proposed for deep learning. We also provide a practical example in the Supplementary Material (Practical example III), which compares different learning strategies.
A. Markov Chain Monte Carlo (MCMC)

The idea behind MCMC methods is to construct a Markov chain, a sequence of random samples $S_i$, which probabilistically depend only on the previous sample $S_{i-1}$, such that the $S_i$ are distributed following a desired distribution. Unlike standard sampling methods such as rejection or inversion sampling, most MCMC algorithms require an initial burn-in time before the Markov chain converges to the desired distribution. Moreover, the successive $S_i$’s might be autocorrelated. This means that a large set of samples $\Theta$ has to be generated and subsampled to obtain approximately independent samples from the underlying distribution. The final collection of samples $\Theta$ has to be stored after training, which is expensive for most deep learning models.

Despite their inherent drawbacks, MCMC methods can be considered among the best available and the most popular solutions for sampling from exact posterior distributions in Bayesian statistics [78]. However, not all MCMC algorithms are relevant for Bayesian deep learning. Gibbs sampling [79], for example, is very popular in general statistics and unsupervised machine learning but is very ill-suited for BNNs. The most relevant MCMC method for BNNs is the Metropolis-Hastings algorithm [80]. The property that makes the Metropolis-Hastings algorithm popular is that it does not require knowledge about the exact probability distribution $P(x)$ to sample from. Instead, a function $f(x)$ that is proportional to that distribution is sufficient. This is the case of a Bayesian posterior distribution, which is usually quite easy to compute except for the evidence term.

The Metropolis-Hasting algorithm, see Algorithm 4, starts with a random initial guess, $\theta_0$, and then samples a new candidate point $\theta'$ around the previous $\theta$, using a proposal distribution $Q(\theta'|\theta)$. If $\theta'$ is more likely than $\theta$ according to the target distribution, it is accepted. If it is less likely, it is accepted with a certain probability or rejected otherwise.

**Algorithm 4** Metropolis-Hasting algorithm.

1. Draw $\theta_0 \sim \text{Initial probability distribution}$;
2. while $n = 0 \to N$ do
3. Draw $\theta' \sim Q(\theta'|\theta_n)$;
4. $p = \min \left( 1, \frac{Q(\theta'|\theta_n) f(\theta')}{Q(\theta|\theta') f(\theta_n)} \right)$;
5. Draw $k \sim \text{Bernoulli}(p)$;
6. if $k$ then
7. $\theta_{n+1} = \theta'$;
8. $n = n + 1$;
9. end if
10. end while

The acceptance probability $p$ can be simplified if $Q$ is chosen to be symmetric, i.e., $Q(\theta'|\theta_n) = Q(\theta_n|\theta')$. The formula for the acceptance rate then becomes:

$$p = \min \left( 1, \frac{f(\theta')}{f(\theta_n)} \right).$$

(34)

In this situation, the algorithm is simply called the Metropolis method. Common choices for $Q$ can be a normal distribution $Q(\theta'|\theta_n) = N(\theta_n, \sigma^2)$, or a uniform distribution $Q(\theta'|\theta_n) = U(\theta_n - \epsilon, \theta_n + \epsilon)$, centered around the previous sample.

To deal with non-symmetric proposal distributions, e.g., to accommodate a constraint in the model such as a bounded domain, one has to take into account the correction term imposed by the full Metropolis-Hasting algorithm.

The spread of $Q(\theta'|\theta_n)$ has to be tweaked. If it is too large, the rejection rate will be too high. If it is too small, the samples will be more autocorrelated. There is no general method to tweak those parameters. However, a clever strategy to obtain the new proposed sample $\theta'$ can reduce their impact. This is why the Hamiltonian Monte-Carlo method has been proposed.

The Hamiltonian Monte Carlo algorithm (HMC) [81] is another example of Metropolis-Hasting algorithms for continuous distributions. It is designed with a clever scheme to draw a new proposal $\theta'$ to ensure that as few samples as possible are rejected and there is as few correlation as possible between samples. In addition, the HMC’s burn-in time is extremely short compared to the standard Metropolis-Hasting algorithm.

Most software packages for Bayesian statistics implement the No-U-Turn sampler (NUTS for short) [82], which is an improvement over the classic HMC algorithm allowing the hyperparameters of the algorithm to be automatically tweaked instead of manually setting them.

B. Variational inference

MCMC algorithms are the best tools for sampling from the exact posterior. However, their lack of scalability has made them less popular for BNNs, given the size of the models under consideration. Variational inference [77], which scales better than MCMC algorithms, gained considerable popularity. Variational inference is not an exact method. Rather than allowing sampling from the exact posterior, the idea is to have a distribution $q_\phi(H)$, called the variational distribution, parametrized by a set of parameters $\phi$. The values of the parameters $\phi$ are then learned such that the variational distribution $q_\phi(H)$ is as close as possible to the exact posterior $P(H|D)$. The measure of closeness that is commonly used is the Kullback-Leibler divergence (KL-divergence) [83]. It measures the differences between probability distributions based on Shannon’s information theory [84]. The KL-divergence represents the average number of additional bits required to encode a sample from $P$ using a code optimized for $q$. For Bayesian inference, it is computed as:

$$D_{KL}(q_\phi||P) = \int_H q_\phi(H') \log \left( \frac{q_\phi(H')}{P(H'|D)} \right) dH'.$$

(35)

There is an apparent problem here, which is, to compute $D_{KL}(q_\phi||P)$, one needs to compute $P(H|D)$ anyway. To overcome this, a different, easily derived formula called the evidence lower bound, or ELBO, serves as a loss:

$$\int_H q_\phi(H') \log \left( \frac{P(H'|D)}{q_\phi(H')} \right) dH' = \log(P(D)) - D_{KL}(q_\phi||P).$$

(36)

Since $\log(P(D))$ only depends on the prior, minimizing $D_{KL}(q_\phi||P)$ is equivalent to maximizing the ELBO.

The most popular method to optimize the ELBO is stochastic variational inference (SVI) [85], which is in fact the stochastic gradient descent method applied to variational inference. This allows the algorithm to scale to the large datasets.
that are encountered in modern machine learning, since the ELBO can be computed on a single mini-batch at each iteration.

Convergence, when learning the posterior with SVI, will be slow compared to the usual gradient descent. Moreover, most implementations use a small number of samples to evaluate the ELBO, often just one, before taking a gradient step. In other words, the ELBO estimate will be noisy at each iteration.

In traditional machine learning and statistics, \( q_\phi(H) \) is mostly constructed from distributions in the exponential family, e.g., multivariate normal [86], Gamma and Dirichlet distributions. The ELBO can then be dramatically simplified into components [87] leading to a generalization of the well-known expectation-maximization algorithm. To account for correlations between the large number of parameters, certain approximations are made. For instance, block diagonal [88] or low rank plus diagonal [89] covariance matrices can be used to reduce the number of variational parameters \( \phi \) from \( \mathcal{O}(n^2) \) to \( \mathcal{O}(n) \), where \( n \) is the number of model parameters \( \theta \). Appendix A gives more details on how these simplifications are implemented in practice.

C. Bayes by backpropagation

Variational inference offers a good mathematical tool for Bayesian inference, but it needs to be adapted to deep learning. The main problem is that stochasticity stops backpropagation from functioning at the internal nodes of a network [46]. Different solutions have been proposed to mitigate this problem, including probabilistic backpropagation [90] or Bayes-by-backprop [91]. The latter may appear more familiar to deep learning practitioners. We will thus focus on Bayes-by-backprop in this tutorial. Bayes-by-backprop is indeed a practical implementation of SVI combined with a reparametrization trick [92] to ensure backpropagation works as usual.

The idea is to use a random variable \( \varepsilon \sim q(\varepsilon) \) as a nonvariational source of noise. \( \theta \) is not sampled directly but obtained via a deterministic transformation \( t(\varepsilon, \phi) \) such that \( \theta = t(\varepsilon, \phi) \) follows \( q_\phi(\theta) \). \( \varepsilon \) is sampled and thus changes at each iteration but can still be considered a constant with regard to other variables. All other transformations being non-stochastic, backpropagation works as usual for the variational parameters \( \phi \), meaning the training loop can be implemented analogous to the training loop of a non-stochastic neural network; see Algorithm 5. The general formula for the ELBO becomes:

\[
\int_{\varepsilon} q_\phi(t(\varepsilon, \phi)) \log \left( \frac{p(t(\varepsilon, \phi), D)}{q_\phi(t(\varepsilon, \phi))} \right) |\nabla_x t(\varepsilon, \phi)| \, d\varepsilon.
\]

This is tedious to work with. Instead, to estimate the gradient of the ELBO, Blundell et al. [91] proposed to use the fact that if \( q_\phi(\theta) d\theta = q(\varepsilon) d\varepsilon \), then for a differentiable function \( f(\theta, \phi) \), we have:

\[
\frac{\partial}{\partial \phi} \int_{\theta} q_\phi(\theta') f(\theta', \phi) d\theta' = \int_{\varepsilon} q(\varepsilon) \left( \frac{\partial f(\theta, \phi)}{\partial \theta} \frac{\partial \theta}{\partial \phi} + \frac{\partial f(\theta, \phi)}{\partial \phi} \right) d\varepsilon.
\]

A proof is provided in [91]. We also provide in Appendix B an alternative proof to give more details on when we can assume \( q_\phi(\theta) d\theta = q(\varepsilon) d\varepsilon \). A sufficient condition is for \( t(\varepsilon, \phi) \) to be invertible with respect to \( \varepsilon \) and the distributions \( q(\varepsilon) \) and \( q_\phi(\theta) \) to not be degenerated.

For the case where the weights are treated as stochastic variables, and thus the hypothesis \( H \), the training loop can be implemented as described in Algorithm 5.

Algorithm 5 Bayes-by-backprop algorithm.

\[
\phi = \phi_0;\\for i = 0 \text{ to } N \do\\quad \text{Draw } \varepsilon \sim q(\varepsilon);\\quad \theta = t(\varepsilon, \phi);\\quad f(\theta, \phi) = \log(q_\phi(\theta)) - \log(p(D_y|D_u, \theta)p(\theta));\\quad \Delta_\phi f = \text{backprop}_\phi(f);\\quad \phi = \phi - \alpha \Delta_\phi f;\\end{for}
\]

The objective function \( f \) corresponds to an estimate of the ELBO from a single sample. This means that the gradient estimate will be noisy. The convergence graph will also be much more noisy than in the case of classic backpropagation (Figure 8). To obtain a better estimate of the convergence, one can average the loss over multiple epochs.

Since algorithm 5 is very similar to the classical training loop for point estimate deep learning, most techniques used for optimization in deep learning are straightforward to use for Bayes-by-backprop. For example, it is perfectly fine to use the ADAM optimizer [93] instead of the stochastic gradient descent.

Note also that, if Bayes-by-backprop is presented for BNNs with stochastic weights, adapting it for BNNs with stochastic activations is straightforward. In that case, the activations \( l \) represent the hypothesis \( H \) and the weights \( \theta \) are part of the variational parameters \( \phi \).

D. Learning the prior

Learning the prior and the posterior afterwards is possible. This is meaningful if most aspects of the prior can be set using prior knowledge, and only a limited set of free parameters of the prior are learned before obtaining the posterior. In standard Bayesian statistics, this is known as empirical Bayes. This is usually a valid approximation when the dimensions of the prior parameters being learned are significantly smaller than the dimensions of the model parameters.
Given a parametrized prior distribution $p_\xi(H)$, maximizing the likelihood of the data is a good method to learn the parameters $\xi$:

$$\hat{\xi} = \arg\max_\xi P(D|\xi)$$

$$= \arg\max_\xi \int_H p_\xi(D|H)p_\xi(H)dH.' \quad (39)$$

In general, directly finding $\hat{\xi}$ is an intractable problem. However, when using variational inference, the ELBO is the log likelihood of the data minus the KL-divergence of $q_\phi(\theta)$ and prior (Eq. 36):

$$\log(P(D|\xi)) = \text{ELBO} + D_{KL}(q_\phi||P). \quad (40)$$

This property means that maximizing the ELBO, now a function of both $\xi$ and $\phi$, is equivalent to maximizing a lower bound on the log likelihood of the data. This lower bound becomes tighter when $q_\phi$ is from a general family of probability distributions with more flexibility to fit the exact posterior $P(\theta|D)$. The Bayes-by-backprop algorithm presented in Section V-C needs only to be slightly modified to include the additional parameters in the training loop; see Algorithm 6.

Algorithm 6 Bayes-by-backprop with parametric prior.

$$\xi = \xi_0;$$

$$\phi = \phi_0;$$

for $i = 0$ to $N$ do

Draw $\varepsilon \sim q(\varepsilon)$;

$$\theta = \theta(\varepsilon, \phi);$$

$$f(\theta, \phi, \xi) = \log(q_\phi(\theta)) - \log(p_\xi(D_y|D_x, \theta)p_\xi(\theta));$$

$$\Delta_\xi f = \text{backprop}(f);$$

$$\Delta_\phi f = \text{backprop}_\phi(f);$$

$$\xi = \xi - \alpha_\xi \Delta_\xi f;$$

$$\phi = \phi - \alpha_\phi \Delta_\phi f;$$

end for

E. Inference algorithms adapted for deep learning

We presented thus far the fundamental theory to design and train BNNs. However, the aforementioned methods are still not easily applicable to most large scale architectures currently used in deep learning. Recent research has also shown that being only approximately Bayesian is sufficient to achieve a correctly calibrated model with uncertainty estimates [27]. This section presents how inference algorithms were adapted for deep learning, resulting in more efficient methods. Specific inference methods can still be classified as MCMC algorithms, i.e., they generate a sequence of samples from the posterior, or as a form of variational inference, i.e., they learn the parameters of an intermediate distribution to approximate the posterior. All methods are summarized in Figure 9.

1) Bayes via Dropout: Dropout has initially been proposed as a regularization method [94]. It works by applying multiplicative noise to the target layer. The most commonly used type of noise is Bernoulli noise, but other types such as the Gaussian noise for Gaussian Dropout [94] might be used instead.

Dropout is usually turned off at evaluation time, but leaving it on results in a distribution for the output predictions [95, 96]. It turns out that this procedure, called Monte Carlo Dropout, is in fact variational inference with a variational distribution defined for each weight matrix as:

$$z_{i,j} \sim \text{Bernoulli}(p_i),$$

$$W_i = M_i \cdot \text{diag}(z_i), \quad (41)$$

with $z_i$ being the random activation coefficients and $M_i$ the matrix of weights before dropout is applied. $p_i$ is the activation probability for layer $i$ and can be learned or set manually.

When used to train a BNN, dropout should not be seen as a regularization method, as it is part of the variational posterior, not the prior. This means that it should be coupled with a different type of regularization [97], e.g., $\ell^2$ weight penalization. The equivalence between the objective function $L_{\text{dropout}}$ used for training with dropout and $\ell^2$ weight regularization, which is defined as:

$$L_{\text{dropout}} = \frac{1}{N} \sum_D f(y, \hat{y}) + \lambda \sum_{\theta} \theta_i^2, \quad (42)$$

and the ELBO, assuming a normal prior on the weights and the distribution presented in Equation 41 as variational posterior, has been demonstrated in [95]. The argument is similar to the one presented in Section IV-C3.

MC-Dropout is a very convenient technique to perform Bayesian deep learning. It is straightforward to implement and requires little additional knowledge or modeling effort compared to traditional methods. It often leads to a faster training phase compared to other variational inference approaches. If a model has been trained with dropout layers, which are quite widespread in today’s deep learning architectures, and an additional form of regularization acting as prior, it can be used as a BNN without any need to be retrained.

On the other hand, MC-Dropout might lack some expressiveness and may not fully capture the uncertainty associated with the model predictions [98]. It also lacks flexibility compared to other Bayesian methods for online or active learning.

2) Bayes via stochastic gradient descent: Stochastic gradient descent (SGD) and related algorithms are at the core of modern machine learning. The initial goal of SGD is to provide an algorithm that converges to an optimal point estimate solution while having only noisy estimates of the gradient of the objective function. This is especially useful when the training data has to be split into mini-batches. The parameter update rule at time $t$ can be written as:

$$\Delta \theta_t = \frac{\epsilon_t}{2} \left( \frac{N}{n} \nabla \log(p(D_{i,y}|D_{i,x}, \theta_i)) + \nabla \log(p(\theta_i)) \right), \quad (43)$$

where $D_i$ is a mini-batch subsampled at time $t$ from the complete dataset $D$. $\epsilon_t$ is the learning rate at time $t$. $N$ is the size of the whole dataset and $n$ the size of the mini-batch.

SGD, or related optimization algorithms such as ADAM [93], can be reinterpreted as a Markov Chain algorithm [99]. Usually, the hyperparameters of the algorithm are tweaked to ensure that the chain converges to a Dirac distribution, whose position gives the final point estimate. This is done by reducing $\epsilon_t$ toward zero while ensuring that $\sum_{t=0}^{\infty} \epsilon_t = \infty$. However, if the learning rate is reduced toward a strictly positive value, the underlying Markov Chain will converge
Fig. 9: Summary of the different inference approaches used to train a BNN with their benefits, limitations and use cases.

to a stationary distribution. If a Bayesian prior is accounted for in the objective function, then this stationary distribution can be an approximation of the corresponding posterior.

a) MCMC algorithms based on the SGD dynamic: To approximately sample the posterior using the SGD algorithm, a specific MCMC method, called stochastic gradient Langevin dynamic (SGLD) [100], has been developed, see Algorithm 7. Coupling SGD with Langevin dynamic leads to a slightly modified update step:

$$\Delta \theta_t = \frac{1}{2} \left( \frac{N}{n} \nabla \log(p(D_t, \theta_t)) + \nabla \log(p(\theta_t)) \right) + \eta_t,$$

$$\eta_t \sim \mathcal{N}(0, \epsilon_t).$$

(44)

Welling et al. [100] showed that this method leads to a Markov Chain that samples the posterior if $\epsilon_t$ goes toward zero. However, in that case, the successive samples become increasingly autocorrelated. To address this problem, the authors proposed to stop reducing $\epsilon_t$ at some point, thus making the samples only an approximation of the posterior. Nevertheless, SGLD offers better theoretical guarantees compared to other MCMC methods when the dataset is split into mini-batches. This makes the algorithm useful in Bayesian deep learning.

To favor the exploration of the posterior, one can use warm restart of the algorithm [101], i.e., restarting the algorithm at a new random position $\theta_0$ and with a large learning rate $\epsilon_0$. This offers multiple benefits. The main one is to avoid the mode collapse problem [102]. In the case of a BNN, the true Bayesian posterior is usually a complex multimodal distribution, as multiple and sometimes not equivalent parametrizations $\theta$ of the network can fit the training set. Favoring exploration over precise reconstruction can help to achieve a better picture of those different modes. Then, as parameters sampled from the same mode are likely to make the model generalize in a similar manner, using warm restarts enables a much better estimate of the epistemic uncertainty when processing unseen data, even if this approach provides only a very rough approximation of the exact posterior.

Similar to other MCMC methods, this approach still suffers from a huge memory footprint. This is why a number of authors have proposed methods that are more similar to traditional variational inference than to an MCMC algorithm.

b) Variational Inference based on SGD dynamic: Instead of an MCMC algorithm, SGD dynamic can be used as a variational inference method to learn a distribution by using Laplace approximation. Laplace approximation fits a Gaussian of an MCMC algorithm, SGD dynamic can be used as a

**Algorithm 7** Stochastic Gradient Langevin Dynamic (SGLD).

```plaintext
Draw $\theta_0 \sim \text{Initial probability distribution}$;
for $t = 0$ to $E$
    Select a mini-batch $D_{t,y}, D_{t,x} \subset D$;
    $f(\theta_t) = -\frac{N}{n} \log(p(D_{t,y}|D_{t,x}, \theta_t)) + \log(p(\theta_t))$;
    $\Delta f = \text{backprop}(f)$;
    $\eta_t \sim \mathcal{N}(0, \epsilon_t)$;
    $\theta_{t+1} = \theta_t - (\epsilon_t \Delta f + \eta_t)$;
end for
```

Computing $H^{-1}$ is usually intractable for large neural network architectures. Thus, approximations are used, most of the time

---

**Table:**

| MCMC (V.A)                             | Benefits                                           | Limitations                                        | Use cases                                           |
|----------------------------------------|----------------------------------------------------|----------------------------------------------------|----------------------------------------------------|
| Classic methods                        | Directly samples the posterior                     | Requires to store a very large number of samples   | Small and average models                            |
| (HMC, NUTS) (§V-A)                    | State of the art samplers limit autocorrelation    | Do not scale well to large models                 | Small and critical models                           |
| SGLD and derivates                     | Provide a well behaved Markov Chain with minibatches| Focus on a single mode of the posterior            | Models with larger datasets                         |
| Warm restarts (§V-E2a)                | Help a MCMC method explore different modes of the posterior | Requires a new burn-in sequence for each restart  | Combined with a MCMC sampler                        |

| Variational inference (V.B)            | The variational distribution is easy to sample     | Is an approximation                                | Large scale models                                  |
|----------------------------------------|----------------------------------------------------|----------------------------------------------------|----------------------------------------------------|
| Bayes by backprop (§V-C)               | Fit any parametric distribution as posterior       | Noisy gradient descent                             | Large scale models                                  |
| Monte Carlo-Dropout (§V-E1)            | Can transform a model using dropout into a BNN     | Lack expressive power                               | Large scale models                                  |
| Laplace approximation (§V-E2b)         | By analyzing standard SGD get a BNN from a MAP     | Focus on a single mode of the posterior             | Dropout based models                                 |
| Deep ensembles (§V-E2b)                | Help focusing on different modes of the posterior  | Cannot detect local uncertainty if used alone      | Unimodals large scale models                        |

---

**Figure:**

- **Fig. 9:** Summary of the different inference approaches used to train a BNN with their benefits, limitations and use cases.
Deep ensembles with SGD

Variational inference

MCMC methods

Fig. 10: Different techniques for sampling the posterior. MCMC algorithms sample the true posterior but successive samples might be correlated. Variational Inference uses a parametric distribution that can suffer from mode collapse while deep ensembles focus on the modes of the distribution.

Algorithm 8 Deep ensembles.

\[
\text{for } i = 0 \text{ to } R \text{ do}
\]

\[
\text{Draw } \theta_0 \sim \text{Initial probability distribution};
\]

\[
\epsilon_t = \epsilon_0
\]

\[
\text{for } j = 0 \text{ to } N \text{ do}
\]

\[
f(\theta_{i,j}) = \log(p(D_y|D_x, \theta_{i,j})) + \log(p(\theta_{i,j}));
\]

\[
\Delta \theta = \text{backprop}(f);
\]

\[
\theta_i = \theta_i - \alpha \Delta \theta f;
\]

\[
\text{end for}
\]

\[
\text{end for}
\]

by analysing the variance of the gradient descent algorithm \cite{88, 89, 103}. However, if those methods are able to capture the fine shape of one mode of the posterior, they cannot fit multiple modes.

Lakshminarayanan et al. \cite{102} proposed using warm restarts to obtain different point estimate networks instead of fitting a parametric distribution. This method, called deep ensembles; see Figure 10 and Algorithm 8, has been used in the past to perform model averaging. The main contribution of \cite{102} was to show that it enables well-calibrated error estimates. While Lakshminarayanan et al. \cite{102} claim that their method is non-Bayesian, it has been shown that their approach can still be understood from a Bayesian point of view \cite{12, 104}. When regularization is used, the different point estimates should correspond to modes of a Bayesian posterior. This can be interpreted as approximating the posterior with a distribution parametrized as multiple Dirac deltas, \emph{i.e.},

\[
q_\phi(\theta) = \sum_{\theta_i \in \phi} \alpha_{\theta_i} \delta_{\theta_i}(\theta),
\]

with the \(\alpha_{\theta_i}\) being positive constants such that their sum is equal to one. This approach can be seen as a form of variational inference. Note however that, for a variational distribution containing Dirac deltas, computing the ELBO in a sense that is meaningful for traditional optimization is impossible.

VI. SIMPLIFYING BAYESIAN NEURAL NETWORKS

After training a BNN, one has to use Monte Carlo at evaluation time to estimate uncertainty. This is a major drawback of BNNs. For MCMC-based methods, storing a large set of parametrizations \(\Theta\) is also not practical. This section presents mitigation strategies reported in the literature.

A. Bayesian inference on the (n-)last layer(s) only

The architecture of deep neural networks makes it quite redundant to account for uncertainty for a large number of successive layers. Instead, recent research aims to use only a few stochastic layers, usually positioned at the end of the networks \cite{105, 106}; see Figure 11. With only a few stochastic layers, training and evaluation can be drastically sped up while still obtaining meaningful results from a Bayesian perspective. This approach can be seen as learning a point estimate transformation followed by a shallow BNN.

Training a BNN with some non-stochastic layers is similar to learning the parameters for the prior presented in Section V-D. The weights of the non-Bayesian layers should be considered as both prior and variational-posterior parameters.

B. Bayesian teachers

Using a BNN as a teacher is an idea derived from an approach used in Bayesian modeling \cite{107}. The approach is to train a non-stochastic ANN to predict the marginal probability \(p(y|x, D)\) using a BNN as a teacher \cite{108}. This is related to the idea of knowledge distillation \cite{109, 110} where possibly several pre-trained knowledge sources can be used to train a more functional system.

To do so, the KL-divergence between a parametric distribution \(q_\omega(y|x)\), where \(\omega\) are the coefficients of the student network, and \(p(y|x, D)\) is minimized:

\[
\bar{\omega} = \arg\min_\omega D_{KL}(p(y|x, D)||q_\omega(y|x)).
\]

As this is intractable, Korattikara et al. \cite{108} proposed a Monte Carlo approximation:

\[
\bar{\omega} = \arg\min_\omega \frac{1}{|\Theta|} \sum_{\theta_i \in \Theta} E_{p(y|x, \theta_i)}[\log (q_\omega(y|x))].
\]

Here, \(\bar{\omega}\) can be estimated using a training dataset \(D'\) that contains only the features \(x\). During training, the probability \(p(y|x, \theta)\) of the labels is given by the teacher BNN. Thus, \(D'\) can be much larger than \(D\). This helps the student network retain the calibration and uncertainty from the teacher.

Menon et al. \cite{110} observed that, for classification problems, simply using the class probabilities output by a BNN teacher rather than one-hot labels helps the student to retain calibration and uncertainty from the teacher.

Fig. 11: PGM and BNN corresponding to a last-layer model.
A Bayesian teacher can also be used to compress a large set of samples generated using MCMC [111]. Instead of storing \( \Theta \), a generative model \( G \) (e.g., a GAN in [111]) is trained against the MCMC samples to generate the coefficients \( \theta_i \) at evaluation time. This approach is similar to variational inference, with \( G \) representing a parametric distribution, but the proposed algorithm allows training a much more complex model than the distributions usually considered for variational inference.

VII. PERFORMANCE METRICS OF BAYESIAN NEURAL NETWORKS

One big challenge with BNNs is how to evaluate their performance. They do not directly output a point estimate prediction \( \hat{y} \) but a conditional probability distribution \( p(y|x, D) \), from which an optimal estimate \( \hat{y} \) can later be extracted. This means that both the predictive performance, i.e., the ability of the model to give correct answers, and the calibration, i.e., that the network is neither overconfident nor underconfident about its prediction, have to be assessed.

The predictive performance, sometimes called sharpness in statistics, of a network can be assessed by treating the estimator \( \hat{y} \) as the prediction. This procedure often depends on the type of data the network is meant to treat. Many different metrics, e.g., mean square error (MSE), \( \ell_n \) distances and cross-entropy, are used in practice. Covering these metrics is out of the scope of this tutorial. Instead, we refer the reader to [112] for more details.

The standard method to assess the model calibration is a calibration curve, also called a reliability diagram [32, 113]. It is defined as a function \( \hat{p} : [0, 1] \rightarrow [0, 1] \) that represents the observed probability \( \hat{p} \), or empirical frequency, as a function of the predicted probability \( \hat{p} \); see Figure 12. If \( \hat{p} < \hat{p} \), then the model is overconfident. Otherwise, it is underconfident. A well-calibrated model should have \( \hat{p} \approx \hat{p} \). Using this approach requires to first choose a set of events \( \mathcal{E} \) with different predicted probabilities and then to measure the empirical frequency of each event using a test set \( T \).

For a binary classifier, the set of test events can be chosen as the set of all sets of datapoints with predicted probabilities of acceptance in interval \([p - \delta, p + \delta]\) for a chosen \( \delta \), or alternatively \([0, p]\) or \([1 - p, 1]\) for small datasets. The empirical frequency is given by:

\[
\hat{p} = \frac{\sum_{\hat{y} \in T_p} \mathbb{1}_{[\hat{p} - \delta, \hat{p} + \delta]}(\hat{y})}{\sum_{\hat{y} \in T_p} \mathbb{1}_{[\hat{p} - \delta, \hat{p} + \delta]}(\hat{y})}.
\]

For multiclass classifiers, the calibration curve can be independently checked for each class against all the other classes. In this case, the problem is reduced to a binary classifier.

Regression problems are slightly more complex since the network does not output a confidence level, as in a classifier, but a distribution of possible outputs. The solution is to use an intermediate statistic with a known probability distribution. Assuming independence between the \( \hat{y} \) for a sufficiently large set of different randomly selected inputs \( x \), one can assume that the normalized sum of squared residuals (NSSR) follows a Chi-square law:

\[
\text{NSSR} = (\hat{y} - \bar{y})^T \Sigma_y^{-1} (\hat{y} - \bar{y}) \sim \chi^2_{\text{Dim}(y)}.
\]

This allows attributing to each data point in the test set \( T \) a predicted probability that is the probability of observing a variance-normalized distance between the prediction and the true value equal to or lower than the measured NSSR. Formally, the predicted probability is computed as:

\[
\hat{p}_i = X^2_{\text{Dim}(y)} \text{NSSR} \quad \forall (y_i, x_i) \in T,
\]

where \( X^2_{\text{Dim}(y)} \) is the Chi-square cumulative distribution, with \( \text{Dim}(y) \) degrees of freedom. The observed probability can be computed as:

\[
\hat{p}_i = \frac{1}{|T|} \sum_{j=1}^{|T|} \mathbb{1}_{[0, \infty)}(\hat{p}_j - \hat{p}_i).
\]

We present in the Supplementary Material a practical computation of such calibration curve for the sparse measure practical example (Practical example II).

Giving the whole calibration curve for a given stochastic model allows observing where the model is likely to be overconfident or underconfident. It also allows, to a certain extent, to recalibrate the model [113]. However, providing a summary measure to ease comparison or interpretation might also be necessary. The area under the curve (AUC) is a standard metric of the form:

\[
\text{AUC} = \int_0^1 \hat{p} d\hat{p}.
\]

An AUC of 0.5 indicates that the model is, on average, well calibrated.

The distance from the actual calibration curve to the ideal calibration curve is also a good indicator for the calibration of a model:

\[
d(\hat{p}, \hat{p}) = \sqrt{\int_0^1 (\hat{p} - \bar{p})^2 d\hat{p}}.
\]

When \( d(\hat{p}, \hat{p}) = 0 \), then the model is perfectly calibrated.

Other measures have also been proposed. Examples include the expected calibration error and some discretized variants of the distance from the actual calibration curve to the ideal calibration curve [16].
VIII. Conclusion

This tutorial covers the design, training and evaluation of BNNs. While their underlying principle is simple, i.e., just training an ANN with some probability distribution attached to its weights, designing efficient algorithms remains very challenging. Nonetheless, the potential applications of BNNs are huge. In particular, BNNs constitute a promising paradigm allowing the application of deep learning in areas where a system is not allowed to fail to generalize without emitting a warning. Finally, Bayesian methods can help design new learning and regularization strategies. Thus, their relevance extends to traditional point estimate models.

Online resources for the tutorial:
https://github.com/french-paragon/BayesianNeuralNetwork-Tutorial-Materials
Supplementary material, as well as additional practical examples for the covered material with the corresponding source code implementation, have been provided.
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Implementing parameter-efficient normal distributions for variational inference

Given a random vector $\epsilon$ in which each independent and identically distributed component follows a standard normal distribution $\mathcal{N}(0, 1)$, one can obtain a sample $\theta$ from a normal distribution $\mathcal{N}(\mu, \Sigma)$ using the following formulas:

$$\theta = \sqrt{\Sigma} \epsilon + \mu,$$

where $\sqrt{\Sigma}$ is a matrix such that $\sqrt{\Sigma} \sqrt{\Sigma}^\top = \Sigma$. When a variational inference algorithm needs to learn the covariance matrix of $\theta$, it is often more convenient to learn $\sqrt{\Sigma}$. Assuming $\theta$ has $n$ entries, $\sqrt{\Sigma} \sqrt{\Sigma}^\top$ is the Cholesky decomposition of $\Sigma$. As such, $\sqrt{\Sigma}$ is a lower triangular matrix and $O(n^2)$ variational parameters are required to learn the exact covariance matrix. This becomes exceedingly computationally expensive rather quickly when $n$ becomes large.

A straightforward simplification is to only consider a diagonal approximation of $\Sigma$. This can be enforced by learning only the diagonal coefficients of $\sqrt{\Sigma}$, meaning only $O(n)$ variational parameters are required (Figure 13a). This approach can be extended to learn more correlation coefficients by learning a block diagonal [88] covariance matrix, which can be done by learning the corresponding lower triangular entries in $\sqrt{\Sigma}$ (Figure 13b). If the maximal size of the nonzero blocks is fixed to be $w$, $O(w \cdot n)$ variational parameters are required. The major drawback of this model is that the index of two given parameters determines whether their covariance can be learned by the variational distribution. This is not always ideal, as it is hard to predict which parameters will be the most correlated and need to be positioned close to one another. An alternative is to learn a diagonal plus low rank approximation of $\Sigma$ [89]. This is done by sampling a vector $\epsilon$ with $n + r$ (instead of $n$) components. $\sqrt{\Sigma}$ is then defined as:

$$\sqrt{\Sigma} = [D, L],$$

where $D$ is a diagonal matrix of size $n \times n$ and $L$ is a lower triangular matrix of size $n \times r$ (Figure 13c). This means that the model has more flexibility to learn the correlation between all the components of $\theta$ while only requiring $O(n \cdot r)$ variational parameters.

**APPENDIX B**

A PROOF OF EQUATION 38

Let us assume that we have a probability space $(\Omega, \mathcal{F}, P)$, where $\Omega$ is a set of outcomes, $\mathcal{F}$ is a $\sigma$-algebra of $\Omega$ representing possible events and $P$ is a measure defined on $\mathcal{F}$ and which assigns a value of 1 to $\Omega$, representing the probability of an event. In addition, assume that we have a probability distribution $q_\theta(\theta)$ for a given random variable $\theta$, a probability distribution $q(\epsilon)$ for a given random variable $\epsilon$ and a functional relation $t(\epsilon, \phi)$ such that $t(\epsilon, \phi)$ is distributed according to $q_\theta(\theta)$ and $t(\epsilon, \phi)$ is a bijection with respect to $\epsilon$. Thus, we have:

$$P(\theta^{-1}(t(\epsilon, \phi))) = P(\epsilon^{-1}(E)) \quad \forall E \in \mathcal{F},$$

with

$$\epsilon(\mathcal{F}) = \{\{\epsilon(\omega) : \omega \in e\} : e \in \mathcal{F}\},$$

$$t(E, \phi) = \{t(\epsilon, \phi) : \epsilon \in E\},$$

$$\epsilon^{-1}(E) = \bigcup_{e \in \mathcal{F} \land (\epsilon(e) \subseteq E)} e,$$

$$\theta^{-1}(t(E, \phi)) = \bigcup_{e \in \mathcal{F} \land (\epsilon(e) \subseteq t(E, \phi))} e.$$

Since $t(\epsilon, \phi)$ is a bijection with respect to $\epsilon$, we have $\epsilon^{-1}(E) = \theta^{-1}(t(E, \phi))$.

This implies:

$$\int_{\theta \in t(E, \phi)} q_\theta(\theta)d\theta = \int_{\epsilon \in E} q(\epsilon)d\epsilon \quad \forall E \in \mathcal{F},$$

which in turn implies:

$$q_\theta(\theta)d\theta = q(\epsilon)d\epsilon$$

for non-degenerated probability distributions $q_\theta(\theta)$ and $q(\epsilon)$.
Now, given a differentiable function $f(\phi, \theta)$, we have:

$$\int_{\theta \in \Omega(t)} f(\phi, \theta)q_\phi(\theta)d\theta = \int_{\varepsilon \in \Omega(t)} f(\phi, t(\varepsilon, \phi))q(\varepsilon)d\varepsilon \quad (60)$$

which implies Equation (38).