Examine the Performance of PARACUDA-II Data-Mining Engine versus Selected Techniques to Model Soil Carbon from Reflectance Spectra
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Abstract: The monitoring and quantification of soil carbon provide a better understanding of soil and atmosphere dynamics. Visible-near-infrared-short-wave infrared (VIS-NIR-SWIR) reflectance spectroscopy can quantitatively estimate soil carbon content more rapidly and cost-effectively compared to traditional laboratory analysis. However, effective estimation of soil carbon using reflectance spectroscopy to a great extent depends on the selection of a suitable preprocessing sequence and data-mining algorithm. Many efforts have been dedicated to the comparison of conventional chemometric techniques and their optimization for soil properties prediction. Instead, the current study focuses on the potential of the new data-mining engine PARACUDA-II® recently developed at Tel-Aviv University (TAU), by comparing its performance in predicting soil oxidizable carbon (Cox) against common data-mining algorithms including partial least squares regression (PLSR), random forests (RF), boosted regression trees (BRT), support vector machine regression (SVMR), and memory based learning (MBL). To this end, 103 soil samples from the Pokrok dumpsite in the Czech Republic were scanned with an ASD FieldSpec III Pro FR spectroradiometer in the laboratory under a strict protocol. Spectra preprocessing for conventional data-mining techniques was conducted using Savitzky-Golay smoothing and the first derivative method. PARACUDA-II®, on the other hand, operates based on the all possibilities approach (APA) concept, a conditional Latin hypercube sampling (cLHs) algorithm and parallel programming, to evaluate all of the potential combinations of eight different spectral preprocessing techniques against the original reflectance and chemical data prior to the model development. The comparison of results was made in terms of the coefficient of determination (R²) and root-mean-square error of prediction (RMSEP). Results showed that the PARACUDA-II® engine performed better than the other selected regular schemes with R² value of 0.80 and RMSEP of 0.12; the PLSR was less predictive compared to other techniques with R² = 0.63 and RMSEP = 0.29. This can be attributed to its capability to assess all the available options in an automatic way, which enables the hidden models to rise up and yield the best available model.
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1. Introduction

Soil carbon content is a valuable indicator of soil fertility and is a critical parameter in directing the soil and atmosphere dynamics of different agrotechnical processes. Concerns about the influence of soil-carbon-decline influences on soil quality have encouraged research on the expansion of accurate and effective methods of evaluating soil carbon [1]. Therefore, the development of more rapid, accurate, and cost-effective methodologies for soil analysis, and more specifically for carbon content estimation, is a major desire.

There is a widespread interest in using visible-near-infrared-short-wave infrared (VIS-NIR-SWIR) reflectance spectroscopy for carbon analysis due to its spectrally active nature [2]. The technique has become a well-recognized, rapid, non-destructive, and low-cost [3] method with minimal sample preparation requirements that can be applied in both the laboratory and the field using point and imaging spectral measurements [4–6]. Moreover, the method does not use any chemicals, and it has capability to measure several soil properties using a single scan and a large number of samples in a very short time [7].

In order to get the full advantages of VIS-NIR-SWIR reflectance spectroscopy and to reduce the negative effects and errors that arise during measurement, Ben-Dor et al. [8] suggested the development of standards and protocols using assurance processes. However, another effective solution is removing the information from the spectra mathematically so that they may be correlated with soil parameters using effective chemometric and multivariate calibration techniques [9,10]. Gholizadeh et al. [11] also stated that one way of minimizing the undesirable impacts is by adopting advanced preprocessing methods as well as the appropriate selection of multivariate statistical analysis algorithms. These approaches can significantly decrease the differences between spectral measurements of samples assessed by different operators and systems under different conditions [12] and improve the obtained prediction accuracy [13].

The mathematical reduction of spectra noise and extraction of suitable information from a great number of highly correlated spectral bands, as well as the selection of the appropriate technique, are effective tasks. For instance, Gholizadeh et al. [11] indicated that the first derivative preprocessing method gave the best result for removing spectra noise in the Czech Republic mining areas soils in comparison to second derivative, multiplicative scatter correction (MSC), standard normal variate (SNV), and continuum removal (CR). Regarding multivariate calibration techniques, partial least squares regression (PLSR) is the most commonly used multivariate calibration technique for soil spectral analysis [14,15]. Other approaches have also been used, for instance, stepwise multiple linear regression (SMLR) [16,17], principal components regression (PCR) [18], and multivariate adaptive regression splines (MARS) [19,20]. Likewise, some other data-mining techniques, such as artificial neural networks (ANN) [21,22], boosted regression trees (BRT) [13,23], random forests (RF) [10,24], support vector machine regression (SVMR) [25,26], and memory based learning (MBL) [13,27,28], have been reported to improve the accuracy of the calibration models.

Due to the fact that the target function’s nature strongly affects the performance of the different prediction approaches, different studies provide different results. Moreover, preprocessing and calibration procedures represent a significant portion of the work and expenses for spectroscopy technique application. Therefore, introducing more efficient approaches is greatly needed. Accordingly, the new data-mining engine PARACUDA-II®, recently developed at Tel-Aviv University (TAU) [29], has been designed to utilize parallel and automatic processing to build and process hundreds of diverse models in order to prevent errors or biases caused by a human operator in the loop when taking the model setting decision. The engine also enables one to check all possible preprocessing combinations along with different statistical methods automatically, which, in reality, is time demanding and difficult for a single operator to perform. Therefore, the current study aims to examine the PARACUDA-II® concept and performance against selected traditional manual techniques (PLSR, RF, BRT, SVMR, and MBL) to predict soil oxidizable carbon (Cox) content. This study was performed over bare soil sites within the Pokrok dumpsite in the Czech Republic.
2. Materials and Methods

2.1. Experimental Site, Soil Sampling and Analysis

The Pokrok dumpsite (50°60′N; 13°71′E) in the northeastern part of the Czech Republic was selected as the test site, where the soil samples for this study were collected (Figure 1).

![Figure 1. Location of Pokrok dumpsite in the northeastern part of the Czech Republic.](image)

The dumpsite is formed by clay. One year before sampling, a cover of natural topsoil (≤25 cm) in an amount of 2500–3000 tons per ha was spread over a part of the area. Topsoil material originated from humic horizons of natural soils of the region, mainly Vertisols and partly Chernozems (clayic and haplic). Topsoil was not mixed with the dumpsite material. Some characteristics of the soils, including pH, soil organic matter, and texture were measured using bulk control subsamples due to their importance as environmental indicators. The soil pH range for the area was 5.3–8.5. The soil organic matter content range was 0.6–3.8%. Texture analysis, which was performed by the hydrometer method, showed that soil of the area had 37.30% clay, 33.10% sand and 29.60% silt. Disturbed and undisturbed soil samples were randomly collected at the dumpsite randomly. One-hundred and three (103) soil samples were collected and a GeoXM (Trimble Inc., Sunnyvale, California, USA) receiver recorded each sampling point’s position with an accuracy of 1 m. Sampling was performed on a range of depths from 0 to 25 cm, which corresponds to the common depth of a ploughing soil layer, as these soils will be used as arable lands in the future. The soil samples were air-dried, ground, and sieved (≤2 mm) and were thoroughly mixed prior to the analysis and stored in plastic containers. The dichromate redox titration method was used to measure the soil Cox in three replications [30].

2.2. Soil Spectra Measurement

An ASD FieldSpec III Pro FR spectroradiometer (ASD Inc., Denver, CO, USA) with a high intensity contact probe was used to measure the spectral reflectance across the optical range (350–2500 nm). The spectral resolution of the spectroradiometer was 2 nm for 350–1005 nm regions and 10 nm for 1050–2500 nm regions. Furthermore, the radiometer’s full width at half maximum (FWHM) from 350–1000 nm was 1.4 nm, whereas it was 2 nm from 1000–2500 nm. The measurement protocol started with 30 min of the instrument and light warming up. Air-dried, crushed, sieved and thoroughly mixed soil samples with 2 cm depth were placed in 9 cm diameter petri dishes to avoid beam reflectance from the bottom of the dish [31]. Samples were leveled off with a stainless-steel blade to make a flat surface flush with the top of the petri dish, as a smooth soil surface guarantees maximum light reflection and a
high signal-to-noise ratio (SNR) [32]. All spectral readings were measured in three replications in the center of the samples. Before the first scan and after every six measurements, a white Spectralon™ (Lab-sphere, North Sutton, NH, USA) was used to optimize the spectroradiometer [33]. For SNR improvement, 30 spectra were averaged for each soil measurement. It needs to be mentioned that in order to avoid each instrument’s on/off problems (instability and uncertainty), all sample spectra measurements were done in a single day [8].

2.3. Spectra Preprocessing for Selected Data-Mining Techniques

After collecting the spectral measurements, first, the noisy portions between 350 and 399 nm and 2451 and 2500 nm were removed, followed by smoothing of the spectra using Savitzky-Golay with a second-order polynomial fit and 11 smoothing points [34,35] to eliminate the artificial noise caused by various conditions. Data from the laboratory were then preprocessed before the chemometric analysis with the selected data-mining techniques (PLSR, RF, BRT, SVMR, and MBL) as follows. The outliers of the spectra were left out using the principle of Mahalanobis distance (H) [36–38], which was applied on principle component analysis (PCA)-reduced data. In the present study, the number of removed outliers was four. Then, the first derivative calculation was used as a spectra preprocessing technique, the transformation of which is very effective for removing baseline offset [11,39].

2.4. Development of Calibration Models for Selected Data-Mining Techniques

Soil Cox was modelled using various data-mining algorithms to compare the prediction capability of the PLSR, RF, BRT, SVMR, and MBL to PARACUDA-II®, an all possibilities approach (APA) data-mining and machine-learning engine. It should be mentioned that the samples were divided into calibration-validation 75–25% groups. To maintain the independence of validation samples from calibration samples and cover variations in soil properties, the validation dataset was selected using random stratified selection.

2.4.1. Partial Least Square Regression (PLSR)

PLSR has been a popular technique in chemometric analysis and is used for reflectance spectra quantitative analysis. It reduces the data, calculation time, and noise with minimum loss of the information enclosed in the original variables [40,41]. It is closely related to principal component regression (PCR); however, the PLSR method links the compression and regression steps and chooses consecutive orthogonal factors that maximize the predictor and response variables’ covariance [7,30,42–44]. By fitting a PLSR model, a few PLSR factors are determined that explain most of the variations in both predictors and responses [9]. Viscarra Rossel and Behrens [10] and Gholizadeh et al. [45] stated that PLSR decomposes X and Y variables and finds latent variables, which are both orthogonal and weighted linear combinations of X variables. These new X variables are then employed for prediction of Y variables, as follows:

\[ X = Tp' + E, \]

\[ Y = Tq + F, \]

where X is soil reflectance, Y is measured soil property, T is factor scores, \( p' \) and \( q \) are factor loadings and E and F are residuals.

The residual factors simulate noise and can be ignored. The resulting matrices and vectors usually have a significantly lower dimension than X and Y. Given a new reflectance X, the soil parameter Y can be predicted as a (bi) linear combination of the factor scores and factor loadings of X [10]. In PLSR, a crucial step is choosing the optimal number of latent variables in the calibration model, which will help to avoid underfitting and overfitting of data that generate poor prediction models [20,46]. The R package Caret was used for the PLSR model [47].
2.4.2. Random Forest (RF)

The RF is a collaborative data-mining technique developed by Breiman [48] for data classification and regression. It works by growing a group of regression trees based on binary recursive partitioning. The algorithm starts with a number of bootstrap samples \((n_{tree})\) from the original data [49]. Then, with a modifying operation, in which some of the predictors \((m_{try})\) are randomly sampled, each \(n_{tree}\) grows a regression tree and the algorithm selects the best split among the sampled variables rather than all variables [50]. According to Abdel Rahman et al. [51], the square root of the total number of variables is considered to be the default \(m_{try}\) value. Generally, the RF prediction for regression problems can then be written [52] as:

\[
1 \frac{1}{M} \sum_{m=1}^{M} \hat{f}_m(x_0),
\]

where \(M\) is the \(m\)th bootstrap resample tree \((m = 1, \ldots, M)\), \(x_0\) is the covariate, and \(\hat{f}_m(x_0)\) explains the prediction of an independent test case by the \(m\)th tree.

For predicting an independent test case \(C_0\) with the covariate \(x_0\), the predicted value by the whole RF is gained by combining the results given by individual trees. RF hardly overfits when using more trees [48], although it does yield a limited generalization error [53,54]. This method does not require complex data pretreatment and is very fast compared to some data-mining algorithms such as ANN [55]. The R package Random Forest was used for prediction modelling [56].

2.4.3. Boosted Regression Trees (BRT)

The BRT method has been suggested by Brown [57] as a reliable data-mining technique for VIS-NIR-SWIR spectroscopy of soil attributes. Analysis of BRT principally carries out a binary recursive partitioning of the dataset [58,59]. A predicted value is obtained as the average of all the measurements at each grouped terminal node. Multiple predictions are generated based on resampling and weighting, which belong to the group of collective methods [60]. Boosted models can be created in the following general form:

\[
F(x; \{\beta_m, a_m\})_0 = \sum_{m=0}^{M} \beta_m h(x; a_m),
\]

where \(h(x; a)\) is simple classification function or base learner with parameters “\(a\)” and input variables “\(x\)”, \(m\) is the model step, and \(\beta_m\) is the weighting coefficient.

The main benefits of BRT are the potential to include a large number of weak relationships in a predictive model, insensitivity to outliers in the calibration dataset, relative immunity to overfitting, and no requirement for uniform data transformations [61-63]. The R package GBM was used for the BRT modelling [64].

2.4.4. Support Vector Machine Regression (SVMR)

The SVMR technique is a supervised, nonparametric, statistical learning, and kernel-based approach [65]. It provides balance between the accuracy obtained from a given limited amount of training patterns and the simplification ability to manage unseen data. The technique is nonlinear and is applied in classification and multivariate calibration [66]. Model complication in SVMR is limited by the learning algorithm itself, which prevents overfitting. The \(\epsilon\)-SVMR uses training data to create a model that maps independent data with maximum \(\epsilon\) deviation from dependent training dataset [30]. Error within the prearranged distance \(\epsilon\) from the true value is avoided and error greater than \(\epsilon\) is disciplined by the soil attribute. The model decreases the training data complication to a subset that is called support vectors. Vapnik [67] has described the subsequent equation for prediction as below:

\[
y(x) = \sum_{k=1}^{N} \alpha_k K(x, x_k) + b,
\]
where \( b \) is the scalar threshold, \( K(x, x_k) \) is the kernel function, \( \alpha \) is the Lagrange multiplier, \( N \) is the number of data, \( x_k \) is the input data, and \( y \) is the output data.

For this study, SVM with radial basis function as one of the most popular kernels was applied. A radial basis function can be calculated using the below equation:

\[
\psi(x, x_k) = \exp \left\{ -\frac{\| (x - x_k)^2 \|}{2\sigma^2} \right\}, \quad k = 1, \ldots, N, \tag{6}
\]

where \( \sigma \) is the width of the radial basis function, which here was determined by a grid search method using repeated cross validation approach. Additionally, the grid search method was used for choosing the best parameters for the model. The R package Caret was used for the SVMR model [47].

2.4.5. Memory Based Learning (MBL)

The MBL is a data-driven technique that recalls former situations, adapts them for solving the remaining issues, studies the option to solve the problem with the new explanation, and memorizes the skill for knowledge development [27,68]. The algorithm can be obtained more reliable by analogical analysis compared to the use of abstract mental and rule-based processing [69]. Daelemans and Van den Bosch [70] stated that MBL is a kind of lazy-learning approach that compares new problems with cases realized in training and stored in memory. In order to solve a new problem, the experience is retrieved from memory in the form of a set of analogous related samples which are merged and the solution to the new problem is built [71]. In fact, for each new problem, a new target function is established. In MBL, two sets of data are required—a set of \( n \) reference samples (e.g., spectral library) and a set of \( m \) samples as the prediction set. It should be noted that it is essential to find out the \( k \)-nearest neighbors of each data in the prediction set before modelling [13,27].

Correlation dissimilarity was applied in the current study for nearest-neighbor selection, which defines each sample’s most comparable sample in terms of its VIS-NIR-SWIR principal components. Afterwards, the local models are close fitted using weighted average PLS of all the predicted values generated by the multiple PLS models between a maximum and minimum number of PLS components. The weight of each component is calculated as follows:

\[
w_j = \frac{1}{s_{1,j} \times g_j} \tag{7}
\]

where \( s_{1,j} \) is the root-mean-square of the spectral residuals of the unknown sample when a total of \( j \) PLS components is applied and \( g_j \) is the root-mean-square of the regression coefficient corresponding to the \( j \)th PLS components. The R package resemble was used for the MBL modelling [72].

2.4.6. PARACUDA-II®

PARACUDA-II® is a new machine-learning and data-mining engine developed at the remote sensing laboratory of TAU by Carmon and Ben-Dor [29]. It is a program based on the APA concept, a conditioned Latin hypercube sampling (cLHS) and parallel programming technique, which offers the automatic assessment of all possible combinations of manipulations (preprocessing) to the original reflectance and chemical data before the modelling procedure. PARACUDA-II® has four key steps that each carries a particular purpose during the modelling process: (i) outlier detection and elimination; (ii) preprocessing and transformations; (iii) model development and validation; and (iv) (iv) population analysis and selection of the best model (Figure 2).
The first step in the PARACUDA-II® arrangement is an outlier detection and removing module for the spectral and the chemical datasets. The z-score outlier test is used in which samples with chemical values above or below ±2 are eliminated from the population. For spectral outlier detection, a PCA calculation is applied in order to extract the first two factors. Samples beyond a 95% confidence ellipse are identified and removed. Next, the samples are divided into calibration-validation 75–25% sets using a cLHs technique in which the grouping with the most co-variability is found based on the chemical values, which confirms the relatively similar value distribution between the two calibration and validation sets. On the calibration set samples, preprocessing techniques are performed both for the chemical and spectral values. The next step is preprocessing and transformations. During this step, the chemical values are transformed using a Box-Cox algorithm to obtain a more normal distribution [73,74]. The spectral data are preprocessed using eight different spectral preprocessing algorithms, namely, moving average, the first and the second derivatives, absorbance transformation, CR, SNV, MSC, and final smoothing, in all possible combinations (up to 120 preprocessing sequences). The correlation between each wavelength in each preprocessing combination and the chemical values is assessed. For each wavelength then, the preprocessing combination with the highest correlation to the chemical values is selected and all manipulations for the spectral dataset are extracted. A new dataset comprising the values of various and optimal preprocessing methods for every wavelength separately is yielded as the final product of this step. The best combination preprocessing of spectral data is then modeled with the Box-Cox transformed chemical data using a PLSR sequence limited to 15 factors. The number of factors is selected by finding the minimum root mean square error (RMSE) for each factor using cross-validation PLSR models. Then, a PLSR model is created in step three with the corresponding number of factors on the calibration group samples. A PLSR model is developed on transformed and preprocessed data without overfitting during the third step. The sequence begins with the sampling routine and ends when the prediction model evaluation is repeated 512 times. The validation set samples are preprocessed with the same process as the calibration samples to examine the developed model. The model is then applied on the samples and the predicted values are transformed back from Box-Cox values to original chemical values. For evaluating the model’s performance at the fourth step, the coefficient of determination \( R^2 \) between the measured and the predicted chemical values is calculated and saved. The sequence here begins with the sampling routine and ends when the prediction model assessment is repeated 512 iterations. The model resulting in the highest \( R^2 \) and lowest RMSE, among all created models, is chosen as the best available model. For providing spectral assignments, two calculations are performed: (1) a \( R^2 \) per wavelength for
the preprocessed data and (2) the weighted average beta coefficients of the best model. These spectra are beneficial for understanding the significant spectral ranges of specific chemical parameters and preparing further consideration of the results. Outputs of PARACUDA-II® consist of two files. One summarizes the report of the calibration group, validation group, cross-validation, and the two spectral assignment spectra in Excel format, which provides measured and predicted values for each parameter. The other file is an applicable model for applying to new spectral data in MATLAB format, which is helpful for further validation or practical purposes and is practical on either point spectral data or hyperspectral images directly from the PARACUDA-II® interface.

2.5. Performance of Models

In order to evaluate the model performance for the prediction of Cox, the statistical parameters of $R^2$ and RMSE$_p$ were used. $R^2$ is a measure of how well the variation of one variable explains the variation of the other and shows the percentage of the variation explained by a best-fit regression line, which is calculated for the data, and RMSE$_p$ indicates the prediction error. Generally, the largest $R^2$ and the smallest RMSE$_p$ give the best prediction model [75].

3. Results

3.1. Soil Cox Statistics

The descriptive statistics of the Cox, determined by the conventional wet chemistry analysis, are shown in Figure 3 and Table 1. It can be observed that Cox concentration was relatively low with mean and maximum values of 1.62% and 3.80%, respectively. It is also obvious that there was a large variation in soil carbon (ranging from 0.40% to 3.80%), underlining the varied and diverse origin of the samples. Coefficients of variation (CV) highlighted that the Cox had relatively high CV (29%), which shows that it varied rather highly and its distribution was heterogeneous. The rather wide range of variability indicates that this site is a reasonably optimal case study as according to Kuang and Mouazen [76], as less promising results of prediction capability of soil calibration models are expected in cases of low soil variability. The Cox was left-skewed, with a higher mean than median (1.62% versus 1.57%, respectively).

![Figure 3. (A) Box-and-whiskers plot with outliers and (B) Histogram.](image-url)
3.2. Soil Spectral Response

Spectral curves of analyzed soils are presented in Figure 4. An average raw spectra form is typical for soil reflectance, with a gradual increase through VIS wave range (400–700 nm), almost flat segment in NIR (700–1000 nm), and somewhat lower reflectance values in SWIR-II (1900–2500 nm) [77]. Few observed absorption features can be attributed to the presence of water (at 1400 nm and 1900 nm) and clay minerals (at ~2200 nm) [2,57,78]. The spectra shape was a key for differentiation of average spectra after the first derivative preprocessing through visual inspection (Figure 4b). These spectra were quite different from the raw spectra. There were more features of high variability around 460–550 nm, 1400 nm, 1900–2000 nm, and 2200 nm, which is typical for the noise-removed and preprocessed spectra of the first derivative technique [11,26].

![Figure 4](image)

**Figure 4.** The spectra of soil samples derived from (A) raw spectra and (B) 1st derivative preprocessing technique.

Within the PARACUDA-II® procedure, different cumulative preprocessing sequences for each band in the data were applied. In fact, each band was preprocessed with a different preprocessing sequence, resulting in a nonlinear spectral dataset. Therefore, displaying an average spectrum of the data after this routine was not adequate. Consequently, to visualize the implication of the applied preprocessing approaches, correlograms for raw spectra, first derivative, and PARACUDA-II® were built (Figure 5).
Figure 5. The correlogram of the spectra at (A) raw spectra, (B) after the 1st derivative, and (C) after the PARACUDA-II® preprocessing stage.

Figure 5 highlights that, for obtaining a more superior correlogram, the learning ability of the raw or preprocessed spectra was noticeably sensitive to the selection of a proper preprocessing technique. This means that the differences in correlation between each wavelength (in raw data as well as in each preprocessing approach) and the chemical values (Figure 5) contributed to the successful role of the PARACUDA-II®.
3.3. Calibration Model Performance

Scatterplots in Figure 6 show the results of predicted versus measured Cox using six applied data-mining techniques on validation datasets. The difference in predicting carbon among PLSR, RF, and BRT was not that obvious according to the scatterplots. Visually, a rather nonsignificant different pattern can also be seen in Cox prediction using SVMR and MBL based on Figure 6. All techniques for Cox showed overall acceptable patterns. However, a difference is noticeable between PARACUDA-II® and other algorithms, especially with PLSR, RF, and BRT. There were significantly less scatters in prediction of Cox when the PARACUDA-II® engine was used.

![Scatterplots](A)(B)(C)(D)

Figure 6. Cont.
More accurate outputs of BRT in comparison to PLSR are due to its ability to perform weakly. However, Brown [42], Brown et al. [57], and Gholizadeh et al. [79] proved the advantage of BRT over PLSR for analyzing soil characteristics with VIS-NIR-SWIR reflectance data. More accurate outputs of BRT in comparison to PLSR are due to some of its superiorities, including insensitivity to outliers in the calibration dataset as well as the capability to handle some of its weakness in terms of prediction accuracy.

Figure 6. Scatterplots of predicted versus measured Cox using (A) PLSR, (B) RF, (C) BRT, (D) SVMR, (E) MBL, and (F) PARACUDA-II® techniques on validation dataset.

Soil Cox was predicted with R2 values between 0.63–0.80 (Table 2), which are classified as fair to good models [18]. The statistical accuracy obtained using PLSR, RF, and BRT indicated that for the Cox content, the methods of prediction could give a reasonable indicator based on spectra from soil samples. While predictions by them were close, BRT outperformed RF, followed by PLSR, which performed the least well. While SVMR and MBL yielded almost similar results, they were more highly predictive than the PLSR, RF, and BRT approaches. However, according to the criteria of maximal R2 and minimal RMSEp, PARACUDA-II®, with R2 = 0.80 and RMSEp = 0.12, was considered to be the best technique among the others.

Table 2. Performance of Cox prediction on validation dataset using different data-mining techniques.

| Data-Mining Technique | Cox (%) | RMSEp | Bias |
|-----------------------|---------|-------|------|
| PLSR                  | 0.63    | 0.29  | −0.021|
| RF                    | 0.65    | 0.23  | −0.020|
| BRT                   | 0.68    | 0.25  | −0.017|
| SVMR                  | 0.71    | 0.20  | −0.014|
| MBL                   | 0.73    | 0.20  | −0.013|
| PARACUDA-II®          | 0.80    | 0.12  | 0.003|

4. Discussion

Considering the correlograms and preprocessing performance of PARACUDA-II® (the highest correlation −0.32 compared to the first derivative and raw spectra, 0.28 and 0.124, respectively) in Figure 5, PARACUDA-II® appeared as a robust engine for spectral denoising and preprocessing purposes. This is because of its capability to check all possible preprocessing combinations along with different statistical methods automatically using eight different spectral preprocessing algorithms in all possible combinations (totally 120 sequences).

Regarding the assessment of soil carbon using various data-mining algorithms, Viscarra Rossel and Behrens [10] showed that for the prediction of soil carbon, the RF and BT models produced the largest RMSE values and were thus the least accurate. They mentioned that, generally, tree ensemble approaches (RF and BT) perform weakly. However, Brown [42], Brown et al. [57], and Gholizadeh et al. [79] proved the advantage of BRT over PLSR for analyzing soil characteristics with VIS-NIR-SWIR reflectance data. More accurate outputs of BRT in comparison to PLSR are due to
some of its superiorities, including insensitivity to outliers in the calibration dataset as well as the capability to utilize a large number of weak classifiers and thereby make maximum use of the entire spectrum [57,61,63,80]. Conversely, in an experiment by Vasques et al. [40] to predict soil carbon, the BRT model provided the worst results among many multivariate techniques, including PLSR. Based on their results, one explanation could be the fact that BRT produces discrete outputs predicting a single value at each terminal node [40]. This alteration in spectral predictive mechanisms may be originated by the carbon situation in soil, the nature of available compounds, and the effect of other relevant factors, such as soil moisture, texture, or iron oxides [2,5,10,30]. Moreover, depending on the geographic region and its condition, one method may outperform several others [41].

By comparing the results of the SVMR and other techniques, it can be seen that the SVMR model produced the highest $R^2$ and the smallest RMSEP for Cox prediction rather than PLSR, RF, and BRT. These results are supported by the results obtained by Viscarra Rossel and Behrens [10], Gholizadeh et al. [13], Araujo et al. [23], Sorensen et al. [24], and Morellos et al. [25]. The more exceptional performance of SVMR in comparison to PLSR, RF, and BRT can be explained by its high ability to deal with the nonlinear patterns as well as its ability to approximate nonlinear functions between multidimensional spaces [20,81,82]. Viscarra Rossel and Behrens [10] stated that SVMR is a nonlinear and flexible method, capable of modelling complex, nonlinear, and linear relationships between variables. It can develop a linear hyperplane as a decision function for non-linear issues, which reduces problems with heterogeneity and nonlinearity and can be considered as an additional reason for the method’s merit [23,83]. Nevertheless, SVMR was less accurate when compared to MBL, which is in agreement with Gholizadeh et al. [13] on soil texture prediction. The better outputs of MBL can be related to the potential of the technique for choosing a more proper neighbor to calibrate local models and for being involved in each local model as a source of further predictor variables [27,28,84].

The results gained in our study proved the superior potential of the PARACUDA-II® for soil Cox estimation in the considered region. In fact, among all examined techniques, it is interesting to note that the PARACUDA-II® provided the best calibration results. Table 2 shows that the spectroscopic model developed from the PARACUDA-II® had a $R^2$ value of 0.80 for an RMSEP of 0.12, and both were more improved than models using other algorithms. These findings confirmed the results of another study by Gholizadeh et al. [12] that demonstrated the capability of the PARACUDA-II® to perform as an effective machine for providing the most appropriate model within a given population. They conducted an experiment in which PARACUDA-II® and PLSR were used to analyze two spectral datasets, acquired from different protocols at different laboratories, for estimation of some soil attributes namely Cox, pH-$\text{H}_2\text{O}$, pH-KCl, and selected forms of Fe and Mn in agricultural soils. Their results indicated that under both measurement protocols, PARACUDA-II® performed noticeably more effectively compared to regular PLSR. This superiority can be attributed to the capability of the PARACUDA-II® to apply preprocessing algorithms on the spectral data using an APA automatic approach. It has the efficiency to explore in parallel several data manipulations and to generate many calibration-validation groups’ partitions [85]. In addition, this system also applies a dual outlier detection module to recognize problematic samples both in the spectral and chemical/physical domains. Accordingly, as it is capable of checking all the existing options, it can generate hidden models that are not accessible by running regular schemes such as PLSR, RF, BRT, SVMR, and MBL.

The current study strengthened the superiority of the PARACUDA-II® engine performance. It concluded that the best model could not be found by a random selection of a given chemometric method or a given preprocessing technique, although the APA should also be taken into account. As APA requires a skilled person and considerable time, it cannot be achieved if no automatic approach such as PARACUDA-II® is used.

5. Summary and Conclusions

In this study, the performance of five data-mining techniques (PLSR, RF, BRT, SVMR, and MBL) was compared against the PARACUDA-II® engine in order to predict Cox in the Pokrok dumpsite
located in the northeastern part of the Czech Republic. PARACUDA-II® is an engine recently developed at TAU which has been designed based on APA and cLHs techniques as well as parallel programming to assess all possible combinations of manipulations (preprocessing) of the original reflectance and chemical data before a modelling procedure. The results of correlograms derived from raw spectra, the first derivative, and PARACUDA-II® showed that the learning capability of the raw or preprocessed spectra were apparently sensitive to the selection of an appropriate preprocessing method. Therefore, regarding the potential of PARACUDA-II® in all possible combinations of eight different spectral preprocessing techniques (120 sequences in total), it appeared as a robust engine for spectral denoising and preprocessing purposes. The results of the calibration models in comparison indicated that all algorithms outperformed the PLSR, the most commonly used multivariate technique for soil spectral analysis, in modelling. However, PLSR still provided acceptable accuracy for the prediction of Cox. The most considerable finding was that the PARACUDA-II® engine, with highest prediction results, was the best option for soil carbon prediction compared to the selected regular schemes (PLSR, RF, BRT, SVMR, and MBL). This is essentially because of its potential to assess all the available options and extract the hidden models. It also surpasses other methods in the automatic procedure it offers, which permits searching for the best available model. Moreover, the automatic process option of the PARACUDA-II® promises to be an effective way of reducing the need for both analytical time and a skilled person. It can be concluded that the PARACUDA-II® data-mining approach is a powerful tool for obtaining more significant outputs that cannot be achieved using other techniques. In addition, taking into account that PARACUDA-II® can be run automatically with no man in the loop and with promising efficiency, it can pave the road for many more applications and analysis that could not be executed before. It should be mentioned that PARCUDA-II® now has the IP of the TAU and is under pending patent process. It is currently used for scientific collaboration with institutions that are part of joint projects with Remote Sensing Laboratory of TAU (TAU-RSL); however, the idea is to make this engine commercially available to scientists in the near future.
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