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ABSTRACT

Context. Nonlinear systems of Boolean functions play a prominent role in the protection of cryptosystems. The creation and use of new four-bit cryptographic transformations with nonlinear Boolean functions that have the property of strict avalanche criterion is an actual task for increasing the reliability of information protection systems.

Objective. The goal of the work is creating a method for obtaining inverse four-bit cryptographic transformations with the strict avalanche criterion property, which contain balanced Boolean functions only with the operations of inversion and addition modulo two.

Method. A method is proposed for obtaining inverse four-bit cryptographic transformations with the strict avalanche criterion property, each of which contains balanced Boolean functions only with the operations of inversion and addition modulo two. The method simplifies the process of finding inverse cryptographic transformations by creating a class of thirty balanced basic Boolean functions with the required predefined limitations and properties and for finding, within this class, the basic Boolean functions that make up the inverse cryptographic transformation.

Results. The effectiveness of the method is shown for obtaining two inverse four-bit cryptographic transformations with the property of a strict avalanche criterion from two direct four-bit cryptographic transformations with the property of a strict avalanche criterion.

Conclusions. For the first time, there was proposed a method for obtaining inverse four-bit cryptographic transformations with the strict avalanche criterion property for balanced Boolean functions containing two logical operations (inversion and addition modulo two) to ensure reliable information protection. This method is a method of selecting the already existing basic Boolean functions from a predetermined set of balanced basic Boolean functions for direct and inverse cryptographic transformations, whereas the existing methods of searching for inverse cryptographic transformation are methods for calculating each element of the Boolean functions for the inverse cryptographic transformation. The method can be extended to a larger even number of arguments of the balanced Boolean functions of cryptographic transformations to increase the cryptographic resilience.
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ABBREVIATIONS

BBF is a basic Boolean function;
BF is a Boolean function;
CA is a cryptographic algorithm;
CT is a cryptographic transformation;
DCT is a direct cryptographic transformation;
FPBE is a Forward Problem of Boolean equations;
HW is a Hamming weight;
ICT is a inverse cryptographic transformation;
IPBE is a Inverse Problem of Boolean equations;
SAC is a strict avalanche criterion.

NOMENCLATURE

¬ is a sign of the Boolean operation inversion (complementation);
Θ is a sign of the Boolean operation addition modulo 2 (XOR – exclusive OR);
B_{n,n} is a set of all Boolean functions with n inputs and n outputs;
f_{i}(x_{1},...,x_{n}) is the i-th Boolean function with n inputs x_{1},...,x_{n} and 1 output;
F is a Boolean function with n inputs and n outputs;
F_{pi}^{r} is the values of the i-th basic Boolean function of the inverse cryptographic transformation F^{r} ;
f_{j}(x_{1},...,x_{4}) is the j-th basic Boolean function from the set of basic Boolean functions (Table 1);
wt(f) is a Hamming weight of the Boolean function f(x_{1},...,x_{n}) .

INTRODUCTION

Nowadays, the number of users of the Internet and digital mobile networks (such as GSM) is more than 4 billions [1], the amount of data transmission is huge. Therefore, data security plays a crucially important role in this data transmission. One of the main ways to ensure the reliability and safety of information is effective methods of encryption/decryption of data [2] with high cryptographic resilience. Today, computationally resilient cryptosystems generally protect information in a satisfactory way, but quantum computers with computing power far beyond the computing power of any classical com-
BFs play a prominent role in the security of cryptosystems [6]. Their most important cryptographic applications include the analysis and design of S-boxes in block ciphers and the construction of filter/combining functions in stream ciphers [7]. Constructing optimal S-boxes has been a prominent topic of interest for security experts [8]. Also, each reversible BF can be implemented as a reversible circuit [9], whereas reversible circuits are indispensable in error correction [10, 11].

Cryptography of a broad class of CAs is determined by their correspondence to some special criteria of bit transform BFs being implemented in these algorithms [12]. One of such criteria is a SAC [12], that is whenever a single input bit is complemented, each of the output bits changes with a probability of one half [13]. This is essential to diminish any correlation between input and output combinations and to fail to leak information [14]. This also means that there are no functions with fewer bits, that is a good approximation to the given function and the use of which would significantly reduce the amount of work required to decode the message [15]. That is why the design problem of the Boolean SAC-functions is actually and practically important [16].

The object of study is the process of constructing DCT and ICT of BFs defined by systems for the number of arguments 4 and more.

The subject of study is the methods of constructing ICTs of BFs by given DCTs of BFs that have the property of a SAC and contain only the operations of inversion and addition modulo two.

The purpose of the work is creating a method for obtaining inverse four-bit CTs with the SAC property, which contain balanced BFs only with the operations of inversion and addition modulo two for increasing the reliability of information protection systems. The method must have an applicability property on a larger even number of bits.

1 PROBLEM STATEMENT

It is important to study four-bit, eight-bit BFs in public key cryptography [17, 18]. The formalized procedure for construction of four-bit Boolean SAC-functions with the operations of inversion is proposed in [16]. But CTs with four-bit Boolean SAC-functions with the operations of inversion and addition modulo two are insufficiently investigated and remains relevant. Mathematical statement: we have Boolean multiple-output function $F^d \in B_{4,4}$ with 4 inputs and 4 outputs with the SAC property and bijection property (there are no two or more different sets of input values of $F^d \in B_{4,4}$ that corresponds to the same set of the output values). The function $F^d \in B_{4,4}$ contain balanced BFs only with the operations of inversion and addition modulo two. The function $F^d \in B_{4,4}$ forms a direct four-bit CT. It is required to receive a Boolean multiple-output function $F^r \in B_{4,4}$ with 4 inputs and 4 outputs (an ICT). All the sets of input values of the function $F^d \in B_{4,4}$ and all the sets of the output values of the function $F^r \in B_{4,4}$ must be the same, and all the sets of the output values of the function $F^d \in B_{4,4}$ and all the sets of the input values of the function $F^r \in B_{4,4}$ also must be the same.

2 REVIEW OF THE LITERATURE

The problem of finding the roots of a system of nonlinear BFs is analytically intractable and therefore provides the basis for many CAs [12]. The FPBE consists of finding all solutions of a system of Boolean equations, whereas the IPBE aims at reconstructing the mathematical formulae of the system of Boolean equations for given the set of solutions. The FPBE has been extensively treated in the literature [19–22] while the inverse problem seems to have received no or little attention [23].

In papers [23–26], various methods for obtaining inverse Boolean functions with $n$ inputs and 1 output are described for given direct Boolean functions with $n$ inputs and 1 output, but inverse Boolean functions with $n$ inputs and $n$ outputs for given direct Boolean functions with $n$ inputs and $n$ outputs in these papers are not considered.

The paper [30] describes invertible Boolean functions of three variables. The papers [27, 28] describe the properties of the Boolean function with $n$ inputs and $n$ outputs, but the concrete method or algorithm for obtaining the inverse Boolean functions with $n$ inputs and $n$ outputs is not given. Other publications containing a concrete algorithm for obtaining an ICT using a given DCT containing four or more Boolean functions with four or more Boolean variables and two or more different Boolean operations are unknown to the authors of this article.

The existing methods [23–26] of searching for an inverse Boolean functions are methods for calculating each element of the BFs of the inverse Boolean functions for given direct Boolean functions and this situation needs the development of more effective methods for obtaining ICT for given DCT.

3 MATERIALS AND METHODS

We assume that everywhere in the article $n \geq 1, n \in \mathbb{N}$ and $i \in \{1, \ldots, n\}$.

Let $B = \{0;1\}$ denote the Boolean values and $B_{n,n}$ [27] denote the set of all BFs with $n$ inputs and $n$ outputs, where

$$B_{n,n} \stackrel{\text{def}}{=} \{ F \mid F : B^n \to B^n \}. \quad (1)$$
We write $B_n = B_{n,1}$ for each $n$ and assume that each $f_i(x_1,\ldots,x_n) \in B_n$ for each $i$ is represented by a propositional formula over the variables $\{x_1,\ldots,x_n\}$ [27]. Conversely, any $n$-tuple $t$ of BFs over variables $\{x_1,\ldots,x_n\}$ corresponds to a unique BF $F_t \in B_{n,n}$ [27]. We assume that each function $F \in B_{n,n}$ is represented as a tuple

$$F = (f_1(x_1,\ldots,x_n), \ldots, f_n(x_1,\ldots,x_n)),$$

where $f_i(x_1,\ldots,x_n) \in B_n$ for each $i$ and hence for each $F(x) = (f_1(x), \ldots, f_n(x))$ for each $x \in B^n$ [27].

As known [28], function $F : B^n \to B^n$ is called reversible iff $F$ is bijective, i.e., if each input pattern uniquely maps to an output pattern, and vice versa. Otherwise, it is called irreversible.

Let a DCT and ICT are Boolean multiple-output functions $F^d \in B_{n,n}$ and $F^r \in B_{n,n}$ respectively with $n$ inputs and $n$ outputs. Then not every DCT that satisfies the SAC, has a pertinent ICT. For example, for a DCT $f(x_1,\ldots,x_4) \in B^4$ the ICT because two different sets (for example, a direct set $x_1 = x_2 = x_3 = x_4 = 0$ and an inverse set $x_1 = x_2 = x_3 = x_4 = 1$) of the input values

$$F^d = \begin{bmatrix}
    x_1 \oplus x_2 \\
    x_1 \oplus x_3 \\
    (x_1 \oplus x_2) \\
    (x_2 \oplus x_4)
\end{bmatrix},$$

(2)

of the DCT corresponds to the same set of the output values – the results of the operation (2):

$$F^r = \begin{bmatrix}
    0 \\
    0 \\
    1 \\
    1
\end{bmatrix},$$

and therefore, the property of one-to-one correspondence (bijection) of the ICT $F^r \in B_{n,n}$ is lost.

As known [29], the HW $\text{wt}(f)$ of the BF $f(x_1,\ldots,x_n) \in B^n$ is the number of the nonzero terms in the truth table of the BF:

$$\text{wt}(f) = \sum_{i=1}^{n} x_i.$$

As known [29], the BF $f(x_1,\ldots,x_n) \in B^n$ is balanced if its HW $\text{wt}(f) = 2^n-1$, i.e. the output column of this BF in the truth table contains equal number of 0’s and 1’s.

To date, the problem of the total number of balanced Boolean SAC-functions determination for $n$ variables remains open [16]. The search area of the roots of systems of Boolean equations may be decreased significantly by application of different expedients based on taking into account the special features of BFs constructing the system of nonlinear Boolean equations [12].

We will consider four-bit CTs that satisfy a SAC and are constructed using only Boolean operations of the inversion and addition modulo 2. To synthesize both DCT and ICT, we create a set of BBFs $f_j(x_1,\ldots,x_4) \in B^4$, $j \in \{1,\ldots,30\}$ with such restrictions:

1) all the BBFs from Table 1 are balanced, because the HW of each of them is $2^3 = 8$, that is, a half of the number 16 - the length of the vector of values of each BBF;

2) each BBF from Table 1 contains from one to four variables $x_1,\ldots,x_4$, and the same variable is included only once in each BBF of the CT;

3) all the BBFs from Table 1 must have noncoinciding sets of values (see Table 2).

We will assume that the BBFs of an ICT will be selected from the same set of BBFs from Table 1. Functions $f_1(x_1,\ldots,x_4), \ldots, f_{30}(x_1,\ldots,x_4)$ are a superposition of variables and operations of inversion and addition modulo 2. Functions $f_{31}(x_1,\ldots,x_4) = 0$ and $f_{32}(x_1,\ldots,x_4) = 1$ for any values of $x_1,\ldots,x_4$ are not listed in Table 1, because they do not contain operations symbols over variables, that is, there is no explicitly indicated mathematical form of the function.

To construct ICTs that satisfy the SAC, we apply the following method that defines the BBFs of the ICT over

| Table 1 – Basic Boolean functions | $f_i(x_1,\ldots,x_4), \ldots, f_{30}(x_1,\ldots,x_4)$ |
|-----------------------------------|---------------------------------------------------|
| 1) $f_1 = x_1$                  | 11) $f_{11} = x_1 \oplus x_4$                   | 21) $f_{21} = x_1 \oplus x_2 \oplus x_3$ |
| 2) $f_2 = x_2$                  | 12) $f_{12} = x_2 \oplus x_3$                   | 22) $f_{22} = x_1 \oplus x_2 \oplus x_4$ |
| 3) $f_3 = x_3$                  | 13) $f_{13} = x_2 \oplus x_4$                   | 23) $f_{23} = x_1 \oplus x_3 \oplus x_4$ |
| 4) $f_4 = x_4$                  | 14) $f_{14} = x_3 \oplus x_4$                   | 24) $f_{24} = x_2 \oplus x_3 \oplus x_4$ |
| 5) $f_5 = \neg(x_1)$            | 15) $f_{15} = \neg(x_1 \oplus x_2)$             | 25) $f_{25} = x_3 \oplus x_2 \oplus x_3 \oplus x_4$ |
| 6) $f_6 = \neg(x_2)$            | 16) $f_{16} = \neg(x_1 \oplus x_3)$             | 26) $f_{26} = \neg(x_1 \oplus x_2 \oplus x_3)$ |
| 7) $f_7 = \neg(x_3)$            | 17) $f_{17} = \neg(x_1 \oplus x_4)$             | 27) $f_{27} = \neg(x_1 \oplus x_2 \oplus x_4)$ |
| 8) $f_8 = \neg(x_4)$            | 18) $f_{18} = \neg(x_2 \oplus x_3)$             | 28) $f_{28} = \neg(x_1 \oplus x_3 \oplus x_4)$ |
| 9) $f_9 = x_1 \oplus x_2$       | 19) $f_{19} = \neg(x_2 \oplus x_3)$             | 29) $f_{29} = \neg(x_2 \oplus x_3 \oplus x_4)$ |
| 10) $f_{10} = x_1 \oplus x_3$   | 20) $f_{20} = \neg(x_3 \oplus x_4)$             | 30) $f_{30} = \neg(x_1 \oplus x_2 \oplus x_3 \oplus x_4)$ |
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the whole set of values at the input and output of the BBFs of DCT.

1. Let’s create Table 2 (truth table) of the values of the BBFs from Table 1 for all possible sets of values of the variables $x_1, ..., x_4$.

2. Let’s create a Table 3 which contains only those BBFs that give the value of 0 for a given set of values $x_1, ..., x_4$.

3. Let’s create a Table 4 which contains only those BBFs that give the value of 1 for a given set of values $x_1, ..., x_4$.
Let’s take a DCT with the property of the SAC, for example

\[ F_1^d = \begin{bmatrix} \langle x_1 \oplus x_2 \oplus x_4 \rangle \\ \langle x_1 \oplus x_2 \oplus x_3 \rangle \\ x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} f_27 \\ f_26 \\ f_1 \\ f_2 \end{bmatrix} \quad (3) \]

and we will find ICT \( F_1^r \) for this CT. To do this, create a Table 5 from Table 2. In the left part of Table 5, we write the input values of the variables \( x_1, \ldots, x_4 \), and in the right part of Table 5 the values of the four BBFs of the DCT. We take functions and their values from Table 2.

### Table 5 – Sets of values of variables and their pertinent values of the BBFs of the DCT

| The values of the variables | The values of the BBFs of a DCT \( F_1^d \) | \( x_1=x_2=x_3=x_4=f_1 \) | \( x_1=x_3=x_4=f_1 \) | \( x_1=x_4=f_1 \) | \( x_2=f_1 \) |
|-----------------------------|-----------------------------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| 0                           | 0                                             | 0                           | 0                           | 0                           | 0                           |
| 1                           | 1                                             | 1                           | 1                           | 1                           | 1                           |
| 0                           | 0                                             | 0                           | 0                           | 0                           | 0                           |
| 1                           | 1                                             | 1                           | 1                           | 1                           | 1                           |
| 0                           | 0                                             | 0                           | 0                           | 0                           | 0                           |
| 1                           | 1                                             | 1                           | 1                           | 1                           | 1                           |
| 0                           | 0                                             | 0                           | 0                           | 0                           | 0                           |
| 1                           | 1                                             | 1                           | 1                           | 1                           | 1                           |
| 0                           | 0                                             | 0                           | 0                           | 0                           | 0                           |
| 1                           | 1                                             | 1                           | 1                           | 1                           | 1                           |
| 0                           | 0                                             | 0                           | 0                           | 0                           | 0                           |
| 1                           | 1                                             | 1                           | 1                           | 1                           | 1                           |

5. Since the input values of any DCT are the output values of the pertinent ICT (if it exists), and the output values of the DCT are the input values of the ICT, we will change the places of the left and the right side of Table 5, that is, the set of input and output values of the DCT \( (F_{p1}^r, F_{p2}^r, F_{p3}^r, F_{p4}^r) \) – known sets of values of the pertinent four unknown BBFs of the ICP. The \( F_{p1}^r \) is the \( i \)-th part of the \( F_1^r \) ∈ \( B_{n,n} \) . As a result, we obtain Table 6.

### Table 6 – Sets of values of variables and their pertinent values of the BBFs of the ICT

| The values of variables | The values of unknown BBFs of the ICT \( F_1^r \) |
|-------------------------|-----------------------------------------------|
| \( x_1=f_1 \)          | \( x_2=f_2 \) | \( x_3=f_3 \) | \( x_4=f_4 \) | \( F_{p1}^r \) | \( F_{p2}^r \) | \( F_{p3}^r \) | \( F_{p4}^r \) |
| 1                       | 0               | 0               | 0               | 0               | 0               | 0               | 0               |
| 0                       | 1               | 0               | 0               | 0               | 0               | 0               | 0               |
| 1                       | 0               | 0               | 0               | 0               | 0               | 0               | 0               |
| 0                       | 0               | 0               | 0               | 0               | 0               | 0               | 0               |
| 1                       | 0               | 0               | 0               | 0               | 0               | 0               | 0               |
| 0                       | 1               | 0               | 0               | 0               | 0               | 0               | 1               |
| 1                       | 1               | 0               | 0               | 0               | 0               | 0               | 1               |
| 0                       | 0               | 0               | 0               | 0               | 0               | 0               | 0               |
| 1                       | 1               | 1               | 1               | 1               | 1               | 1               | 1               |
| 0                       | 1               | 1               | 1               | 1               | 1               | 1               | 1               |
| 0                       | 0               | 0               | 0               | 0               | 0               | 0               | 0               |
| 1                       | 1               | 1               | 1               | 1               | 1               | 1               | 1               |

6. Let’s create a Table 7 where we indicate those BBFs, whose calculation result is equal to the value \( F_{p1}^r \) of the first BBF of the ICT \( F_1^r \) for each set of values \( x_1, \ldots, x_4 \).

### Table 7 – All possible BBFs that give the values of the first BBF \( F_{p1}^r \) of the ICT \( F_1^r \)

| The values of variables \( x_1=x_2=x_3=x_4 \) | \( F_{p1}^r \) (the values of the first BBF of the ICT \( F_1^r \) for each specified values \( x_1, \ldots, x_4 \) for each row) | The BBFs from the Table 1 that give the value equal to the value of the first BBF \( F_{p1}^r \) of the ICT \( F_1^r \) for each specified values \( x_1, \ldots, x_4 \) for each row |
|---------------------------|-------------------------------------------------|------------------------------------------------------------------|
| 1                         | 1                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 0                         | 0                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 1                         | 0                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 0                         | 1                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 1                         | 1                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 0                         | 0                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 1                         | 1                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 0                         | 0                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
| 1                         | 1                                               | \( f_1, f_2, f_3, f_4, f_5, f_{13}, f_{14}, f_{15}, f_{16}, f_{17}, f_{18}, f_{19}, f_{20}, f_{21}, f_{22}, f_{23}, f_{24}, f_{25}, f_{26}, f_{27}, f_{28}, f_{29} \) |
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It can be seen from Table 7 that only the BBF \( f_3 \) from the set of functions of the Table 1 satisfies all the values \( F_{p1}^r \) from the Table 7. Therefore, \( f_3 = F_{p1}^r \) is the first BBF of the ICT \( F_1^r \).

7. Similarly, we create Table 8 for the second BBF \( F_{p2}^r \) of the ICT \( F_1^r \).

It can be seen from Table 8 that only the BBF \( f_4 \) from the set of functions of the Table 1 satisfies all the values \( F_{p2}^r \) from the Table 8. Therefore, \( f_4 = F_{p2}^r \) is the second BBF of the ICT \( F_1^r \).

| \( x_1 = f_1 \) | \( x_2 = f_2 \) | \( x_3 = f_3 \) | \( x_4 = f_4 \) | \( F_{p2}^r \) (the values of the second BBF of the ICT \( F_1^r \)) |
|-------------|-------------|-------------|-------------|-----------------------------|
| 1           | 0           | 0           | 0           | 0                           |
| 0           | 1           | 0           | 0           | 0                           |
| 0           | 0           | 0           | 1           | 0                           |
| 0           | 0           | 1           | 0           | 0                           |

8. Similarly, we create Table 9 for the third BBF \( F_{p3}^r \) of the ICT \( F_1^r \).

It can be seen from Table 9 that only the BBF \( f_{29} \) from the set of functions of the Table 1 satisfies all the values \( F_{p3}^r \) from the Table 9. Therefore, \( f_{29} = F_{p3}^r \) is the third BBF of the ICT \( F_1^r \).

9. Similarly, we create Table 10 for the forth BBF \( F_{p4}^r \) of the ICT \( F_1^r \).

| \( x_1 = f_1 \) | \( x_2 = f_2 \) | \( x_3 = f_3 \) | \( x_4 = f_4 \) | \( F_{p4}^r \) (the values of the forth BBF of the ICT \( F_1^r \)) |
|-------------|-------------|-------------|-------------|-----------------------------|
| 1           | 1           | 0           | 0           | 0                           |
| 0           | 1           | 0           | 0           | 0                           |
| 0           | 0           | 0           | 1           | 0                           |
| 0           | 0           | 1           | 0           | 0                           |

| \( x_1 = f_1 \) | \( x_2 = f_2 \) | \( x_3 = f_3 \) | \( x_4 = f_4 \) | \( F_{p3}^r \) (the values of the third BBF of the ICT \( F_1^r \)) |
|-------------|-------------|-------------|-------------|-----------------------------|
| 1           | 1           | 0           | 0           | 0                           |
| 0           | 1           | 0           | 0           | 0                           |
| 0           | 0           | 0           | 1           | 0                           |
| 0           | 0           | 1           | 0           | 0                           |

| \( x_1 = f_1 \) | \( x_2 = f_2 \) | \( x_3 = f_3 \) | \( x_4 = f_4 \) | \( F_{p4}^r \) (the values of the forth BBF of the ICT \( F_1^r \)) |
|-------------|-------------|-------------|-------------|-----------------------------|
| 1           | 1           | 0           | 0           | 0                           |
| 0           | 1           | 0           | 0           | 0                           |
| 0           | 0           | 0           | 1           | 0                           |
| 0           | 0           | 1           | 0           | 0                           |

---
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It can be seen from Table 10 that only the BBF \( f_{28} \) from the set of functions of the Table 1 satisfies all the values \( F_{p4}^r \) from the Table 10. Therefore, \( f_{28} = F_{p4}^r \) is the forth BBF of the ICT \( F_1^r \).

As a result, the ICT for the DCT (3) has a view:

\[
F_1^r = \begin{bmatrix}
F_3 & F_4 & F_{29} & F_{28}
\end{bmatrix} = \begin{bmatrix}
x_3 & x_4 & \neg(x_2 \oplus x_3 \oplus x_4) & \neg(x_1 \oplus x_2 \oplus x_4)
\end{bmatrix}
\]

This method provides the construction of ICTs for four variables and two logical operations (inversion and addition modulo 2), but can be extended to a larger even number of variables.

### 4 EXPERIMENTS

We prove that the resulting CT (4) is indeed the inverse of the CT (3).

As known, the composition \( f \circ g \) of BBFs \( f(x_1, \ldots, x_n) \in B^n \) and \( g(x_1, \ldots, x_n) \in B^n \) is a function defined by \( (f \circ g)(x_1, \ldots, x_n) = f(g(x_1, \ldots, x_n)) \).

As known, the BBF with \( n \) inputs and \( m \) outputs

\[
F(x_1, \ldots, x_n) = (f_1(x_1, \ldots, x_n), \ldots, f_m(x_1, \ldots, x_n))
\]

has the inverse BF with \( n \) inputs and \( m \) outputs

\[
F^{-1}(x_1, \ldots, x_n) = (f_1^{-1}(x_1, \ldots, x_n), \ldots, f_m^{-1}(x_1, \ldots, x_n))
\]

if the following equalities hold:

\[
F^{-1}(F(x_1, \ldots, x_n)) = F^{-1}(x_1, \ldots, x_n) = (x_1, \ldots, x_n).
\]

For DCT \( F_1^d \) from Table 11 we have

\[
F(x_1, \ldots, x_n) = (\neg(x_1 \oplus x_2 \oplus x_3), \neg(x_1 \oplus x_2 \oplus x_4), x_1, x_2)
\]

and for ICT \( F_1^r \) from Table 11 we have

\[
F^{-1}(x_1, \ldots, x_n) = (x_3, x_4, \neg(x_2 \oplus x_3 \oplus x_4), \neg(x_1 \oplus x_3 \oplus x_4)).
\]

Indeed,

\[
F_1^{-1}(F_1(x_1, \ldots, x_n)) = x_1; \quad F_2^{-1}(F_2(x_1, \ldots, x_n)) = x_2;
\]

\[
F_3^{-1}(F_3(x_1, \ldots, x_n)) = \neg(x_1 \oplus x_2 \oplus x_3 \oplus x_1 \oplus x_2);
\]

\[
F_4^{-1}(F_4(x_1, \ldots, x_n)) = \neg(x_1 \oplus x_2 \oplus x_4 \oplus x_1 \oplus x_2);
\]

Thus, \( F^{-1}(F(x_1, \ldots, x_n)) = (x_1, x_2, x_3, x_4) \).

Conversely,

\[
F_1^{-1}(F_1(x_1, \ldots, x_n)) = \neg(x_3 \oplus x_4 \oplus x_1 \oplus x_3 \oplus x_4);
\]

\[
F_2^{-1}(F_2(x_1, \ldots, x_n)) = \neg(x_3 \oplus x_4 \oplus x_2 \oplus x_3 \oplus x_4);
\]

\[
F_3^{-1}(F_3(x_1, \ldots, x_n)) = x_3; \quad F_4^{-1}(F_4(x_1, \ldots, x_n)) = x_4;
\]

Thus, \( F(F^{-1}(x_1, \ldots, x_n)) = (x_1, x_2, x_3, x_4) \).

Consequently, DCT (3) has ICT (4).
For DCT $F_2^{d}$ we have

$$F(x_1, x_2, x_3, x_4) = \begin{bmatrix}
\neg(x_1 \oplus x_2 \oplus x_3) \\
x_1 \oplus x_2 \oplus x_3 \\
x_2 \oplus x_3 \oplus x_4 \\
\neg(x_1 \oplus x_2 \oplus x_3)
\end{bmatrix}$$ (6)

Thus, $(x_1 \oplus x_2 \oplus x_3) \oplus (x_1 \oplus x_2 \oplus x_3) = \neg(x_1 \oplus x_2)$

Indeed,

$$f_1^{-1}(f_1(x_1, x_2, x_3, x_4)) = \neg(x_1 \oplus x_2 \oplus x_4)$$

$$f_2^{-1}(f_2(x_1, x_2, x_3, x_4)) = \neg(x_1 \oplus x_2 \oplus x_4) \oplus (x_2 \oplus x_3 \oplus x_4)$$

Conversely, $F_1^{d}$ has ICT $F_2^{d}$.

$$F_1^{d} = \begin{bmatrix}
(\neg(x_1 \oplus x_2 \oplus x_3) \\
x_1 \oplus x_2 \oplus x_3 \\
x_2 \oplus x_3 \oplus x_4 \\
\neg(x_1 \oplus x_2 \oplus x_3)
\end{bmatrix} = \neg(x_1 \oplus x_2 \oplus x_4)$$

For ICT $F_2^{d}$ we have

$$F^{-1}(x_1, x_2, x_3, x_4) = ((x_1 \oplus x_2 \oplus x_4), (x_1 \oplus x_3 \oplus x_4),$$

$$\neg(x_2 \oplus x_3 \oplus x_4), (x_1 \oplus x_2 \oplus x_3)).$$

Consequently, DCT $F_2^{d}$ (6) has ICT $F_2^{d}$ (5).

### 5 RESULTS

The results of the construction by this method of two CTs are given in Table 11.

| Direct CT | Inverse CT |
|-----------|------------|
| $F_2^{d}$ | $F_1^{d}$ |
| $F_2^{d}$ | $F_1^{d}$ |

**Table 11 – The results of application of the method to selected four-bit CTs satisfying a SAC. Direct and inverse CTs satisfy the SAC**

### 6 DISCUSSION

The existing methods of searching for an ICT are methods for calculating each element of the BBFs of the ICT, whereas proposed by us method is a method of choosing existing BBFs from a predetermined set of BBFs for a DCT and an ICT. The method can be extended to a larger even number of bits.

This method can be used to obtain other ICTs, having DCTs that have the property of SAC and for which there is an ICT.

To date, in the general case, the total number of balanced BBFs of any number of variables with different sets of logical operations on these variables and having the property of a SAC remains unknown [16]. Therefore, the problem of finding systems of balanced BBFs with an even number of variables greater than four for different sets of logical operations and having the property of SAC is a separate important scientific problem that goes beyond the scope of this article.

The article [23] presents methods that handle the inverse problem for the main types of solutions of Boolean
equations of the form \( f(x) = 0 \), where \( f(x) \): \( B \rightarrow B \) and \( B \) is an arbitrary Boolean algebra. The methods [23] are a mixture of purely-algebraic methods and map methods that utilize the variable entered Karnaugh map: (a) Subsumptive general solutions, in which each of the variables is expressed as an interval by deriving successive conjunctive or disjunctive eliminants of the original function, (b) Parametric general solutions, in which each of the variables is expressed via arbitrary parameters which are freely chosen elements of the underlying Boolean algebra and (c) Particular solutions, each of which is an assignment from the underlying Boolean algebra to every pertinent variable that makes the Boolean equation an identity.

But the application of these methods to Boolean functions of the form (1) was not considered in [23].

In the article [31] a mathematical formalism is developed, showing the connection of the inverse Boolean function of the form (1) with its corresponding direct Boolean function of the form (1). But the method of obtaining an inverse Boolean function from a direct Boolean function is not specified in [31], and the conditions for the existence of an inverse Boolean function for a given direct Boolean function are not indicated.

But the method developed in this article makes it possible to effectively find the ICT for any four-bit DCT of BFs containing only the operations of inversion and addition modulo two and satisfying the restrictions 1–3, described in section 3 of this article.

In further studies using the method described in this article, it is possible to increase an even number of variables, which will increase the nonlinearity and cryptographic resilience of CTs.

CONCLUSIONS

The urgent problem of obtaining the inversion method of four-bit Boolean SAC cryptotransforms is solved to ensure reliable information protection.

The scientific novelty of obtained results is that the method for obtaining inverse four-bit CTs with the SAC property for balanced BFs containing two logical operations (inversion and addition modulo two) is proposed for the first time.

The practical significance of obtained results is that this method is a method of selecting the already existing basic four-bit BFs from a predetermined set of balanced BBFs for direct and inverse CTs, whereas the existing methods of searching for ICT are methods for calculating each element of the BFs for the ICT.

Prospects for further research are the modifications of this method to the larger even numbers of arguments of the balanced BFs of CTs to increase the cryptographic resilience.
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АНАНОТАЦИЯ

Актуальность. Нелинейные системы булевых функций играют важную роль в защите криптосистем. Создание и использование новых четырехбитных криптографических преобразований с нелинейными булевыми функциями, обладающими свойством строгого лавинного критерия, является актуальной задачей повышения надежности системы защиты информации. Цель работы является создание метода получения обратных четырехбитных криптографических преобразований со свойством строгого лавинного критерия, которое содержит сбалансированные булевые функции только с операциями инверсии и сложения по модулю два.

Метод. Предложен метод получения обратных четырехбитных криптографических преобразований со свойством строгого лавинного критерия, каждое из которых содержит сбалансированные булевые функции только с операциями инверсии и сложения по модулю два. Метод упрощает процесс поиска обратных криптографических преобразований путем создания класса из тридцати сбалансированных булевых функций с требуемым предопределенным ограничениями и свойствами, а также нахождения в этом классе базовых булевых функций, составляющих обратное криптографическое преобразование.

Результаты. Показана эффективность метода получения двух обратных четырехбитных криптографических преобразований со свойством строгого лавинного критерия из двух прямых четырехбитных криптографических преобразований со свойством строгого лавинного критерия.

Выводы. Впервые был предложен метод получения обратных четырехбитных криптографических преобразований со свойством строгого лавинного критерия для сбалансированных булевых функций, содержащих две логические операции (инверсия и сложение по модулю два) для обеспечения надежной защиты информации. Этот метод представляет собой метод выбора уже существующих базовых булевых функций из заранее определенного набора сбалансированных булевых функций для прямого и обратного криптографических преобразований, тогда как существующие методы поиска обратного криптографического преобразования представляют собой методы для вычисления каждого элемента булевых функций для обратного криптографического преобразования. Метод может быть расширен до большего четного числа аргументов сбалансированных булевых функций криптографических преобразований для повышения криптографической стойкости.

КЛЮЧЕВЫЕ СЛОВА: булевые функции, обратное криптографическое преобразование, сбалансированность, строгий лавинный критерий, инверсия, сложение по модулю 2.
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