Reddening and the shape of the variable component of the continua of active galactic nuclei from the optical to the far ultraviolet. I.
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ABSTRACT

We analyze the photometric variability of 4,611 active galactic nuclei (AGNs) from the Sloan Digital Sky Survey Stripe 82. We recover the spectral energy distribution (SED) of the variable flux as a function of wavelength. For rest wavelengths longer than \( \sim 2200\) Å we find that the SED of the variable component of the bluest AGNs is consistent with the \( F_\nu \propto \nu^{+1/3} \) spectrum predicted for an externally-illuminated accretion disc. We confirm there is some residual variable emission corresponding to the “small blue bump” and other broad-line region variability. We interpret steeper optical spectra of the variable component as being due to intrinsic reddening. This is supported by the correlation of the Balmer decrement with the colour excess of the variable component. We find the median internal reddening of SDSS AGNs in Stripe 82 with \( z < 0.4 \) to be \( E(B-V) \approx 0.10 \) in agreement with the reddening derived from the Balmer decrement. Individual AGNs in the sample can have \( E(B-V) > 0.4 \).
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1 INTRODUCTION

When analyzing the spectra of active galactic nuclei (AGNs), the attenuation by dust needs to be taken into account. Determination of the correct luminosity, spectral energy distribution, emission-line ratios of AGNs, and hence the physical conditions close to the central black hole, is not possible without allowance for attenuation from dust in the line of sight. Even though dust is an essential part of our standard model of AGNs (see Antonucci 1993), the quantity and location of obscuring dust in AGNs has long been controversial (see Gaskell 2017 for a review). Our previous work (Heard & Gaskell 2016) confirms that there is a substantial attenuation and implies that the dust causing the heaviest attenuation is located between the NLR and BLR.

Reddening can be determined either from known line ratios (e.g., hydrogen-line ratios – see Dong et al. 2008 and Gaskell 2017) or, if the true continuum shape is known, from broad-band colours. For AGNs, unfortunately, we do not know a priori what the intrinsic continuum shape is. However, Choloniewski (1981) made the important discovery that when AGNs vary, the colour of the variable component in the optical maintains the same shape. Higher-quality observations have shown that, for a given object, the colour of the variable component is remarkably constant and that in the optical the constant component is consistent with being starlight from the host galaxy (see, for example, Figure 20 of Sakata et al. 2010 or Figure 3 of Ramolla et al. 2014). Choloniewski proposed that when the colour of the variable component is redder, this is because of internal reddening in the AGN. The Choloniewski method has subsequently been used by Winkler et al. (1992) and Winkler (1997) to obtain reddening estimates for many AGNs.

In this paper we use the Choloniewski method for a large-scale study of the continuum colours of the variable components of 4611 AGNs in order to investigate the reddening and continuum shape. This study has two orders of magnitude more AGNs than previous studies using the Choloniewski method to determine reddening, and, for the first time, includes the ultraviolet region of the spectrum. In Paper II (Heard & Gaskell in preparation) we investigate the shape of the variable continuum in the UV as a function of luminosity, mass, and Eddington ratio.
2 THE STRIPE 82 SAMPLE AND METHOD OF ANALYSIS

A 290-square-degree equatorial region, known as “Stripe 82”, in the southern Galactic cap was repeatedly imaged by the Sloan Digital Sky Survey (SDSS) over a decade (see Sesar et al. 2007 for details and Ivezic et al. 2007). SDSS quasar candidates are selected by an automated algorithm via their nonstellar colors in ugriz broadband photometry and also, for a smaller number of AGNs, by matching unresolved sources to the FIRST radio catalogs (see Richards et al. 2002). The redshift distribution of the quasars in Stripe 82 is shown by Peth et al. (2011).

The variability of the thousands of AGNs in Stripe 82 has been the subject of several studies. MacLeod et al. (2010) modeled the time variability of quasars as a damped random walk (as proposed by Gaskell & Peterson 1985). Palanque-Delabrouille et al. (2011) used variability in the ugriz optical bands to identify quasars. Meusinger et al. (2011), Schmidt et al. (2012) and Kokubo et al. (2014) have studied the wavelength dependence of variability and its correlation with other properties. Zuo et al. (2012) studied the correlations between optical variability and the physical parameters of quasars, looking at redshift, rest-frame wavelength, black hole mass, Eddington ratio, and bolometric luminosity. Andrae et al. (2013) measured the type-1 AGN luminosity function at z = 5. Falomo et al. (2011) studied the host galaxies of low-redshift quasars. Hernitschek et al. (2014) estimated black hole masses of the AGNs. LaMassa et al. (2016) used multi-wavelength (X-ray, optical and IR) to explore the efficiency of optical-IR diagnostics for finding hidden AGNs in X-ray surveys.

While Stripe 82 has a width of only ±1.26° in declination, it extends over 100° in RA. Inspection of the Galactic reddening estimates, $E(B-V)_{\text{Gal}}$, of Schlafly & Finkbeiner (2011) shows that while the Galactic reddening increases for the low Galactic latitudes at the ends of Stripe 82, the mean $E(B-V)_{\text{Gal}}$ of the central region of the strip in the range $21^h 20^m < RA < 02^h 40^m$ is ~ 0.03. The scatter is only ±0.01 magnitudes, which is comparable to the uncertainties in the Schlafly & Finkbeiner (2011) reddening estimates. We therefore excluded the center of Stripe 82 at lower Galaxy latitude and restrict our study to AGNs in the range $21^h 20^m < RA < 02^h 40^m$. In this region the Schlafly & Finkbeiner (2011) reddening are well approximated by a simple 5th order polynomial in RA. We show our adopted Galactic reddening in Table 1.

We converted SDSS ugriz magnitudes to fluxes $F_u$, $F_g$, $F_r$, $F_i$, and $F_z$ in mJy (see Stoughton et al. 2002). We made flux variability plots: $F_v$ vs $F_u$, $F_v$ vs $F_g$, $F_v$ vs $F_r$, $F_v$ vs $F_i$, $F_v$ vs $F_z$. The slopes of the relationships between the fluxes for the different passbands were calculated. We will refer to these as “Flux variability gradients” (FVGs) defined as the longer-wavelength change divided by the shorter-wavelength change. Thus a higher FVG corresponds to a redder variable continuum. These are shown in Figure 1. Because there are observational errors in both axes, we determined the gradients using the ordinary-least-square-bisector (“OLS-bisector”) method of Isobe et al. (1990). A small number of outlying points were identified by the Chauvenet criterion (see Taylor 1997) and excluded from the analysis. We show sample plots in Figure 1. Finally, after correcting for Galactic extinction, the FVGs were converted into local spectral indices, $\alpha$, defined by $F_v \propto \nu^{+\alpha}$ between the passbands. The wavelengths of the ugriz filters were taken to be 3554.3, 4770.0, 6231.0, 7625.0, and 9134.0 respectively. Galactic extinction corrections were made using $E(u-g) = 1.06 E(B-V)$, $E(g-r) = 1.15 E(B-V)$, $E(r-i) = 0.66 E(B-V)$, and $E(i-z) = 0.49 E(B-V)$.

The errors in the FVGs, and hence in $\alpha$, were calculated from the correlation coefficients.

3 RESULTS AND ANALYSIS

3.1 Flux-variability gradients and spectral indices

Flux-variability plots were made for the fluxes of filters of adjacent wavelengths for all 4611 AGNs. Sample plots are shown in Figure 1 and the complete set is available on-line. The OLS-bisector lines are shown in Figure 1. The points excluded from the analysis are indicated in the plots but are not used in determining the FVGs. Inclusion or exclusion of these points has a negligible effect on the analysis. Table 1 gives the FVGs, the adopted Galactic reddening, the derived spectral indices, $\alpha$ (defined as $F_v \propto \nu^{+\alpha}$), and associated errors for all quantities. The table in its entirety is available online. The start of the table is given here to assist the reader.

3.2 The spectral energy distribution of the variable component

Figure 2 shows the distribution of local spectral indices against rest wavelength for the entire sample. Since there was photometry in five filters, there are usually four spectral indices per AGN. From Figure 2 it can be seen that (a) there is a fairly well defined minimum $\alpha$ at each rest wavelength (i.e., the bluest AGNs at each rest wavelength), and (b) that this minimum $\alpha$ is not constant, but varies with wavelength. Following Choloniewski, we interpret the lower envelope in Figure 2 as corresponding to the least reddened AGNs, and the position of a point above the lower envelope to be a function of reddening of that AGN.

Mao & Zhang (2014) studied blazars in Stripe 82. Our sample includes none of their BL Lac objects, just one blazar, and two AGNs they classify as flat-spectrum radio quasars (FSRQs). Relative to other AGNs of the same wavelength, the blazar (J030458.97+000235.7) and one of the FRSQs (FSRQs). Relative to other AGNs of the same wavelength, the blazar (J030458.97+000235.7) and one of the FRSQs (J211817.39+001316.8) is slightly redder than average. The second FSRQ (J211817.39+001316.8) is slightly redder than average.

3.3 Errors in the local spectral indices

In determining the SED of the AGNs with the lowest reddening (i.e., the lower envelope in Figure 2) it is important to know the errors in our estimates of the spectral indices since the lower envelope is blurred by observational errors. The errors in the FVGs and the corresponding errors in $\alpha$ are given by the OLS bisector fits and are given in Table 1. We can get another indication of the errors in $\alpha$ by comparing the local spectral slopes deduced from different filter pairs.
Figure 1. Sample flux-flux plots for two AGNs. The LC number refers to the light curve number in Stripe 82 (see Ivezić et al. 2007). Fluxes are in mJy. The open circle indicate outliers excluded in the analysis. The straight lines are the OLS-bisector fits. The flux-flux plots for the entire sample of 6306 AGNs are available online.
Table 1. Compilation of SDSS names, Light Curve numbers (LC) from Ivezić et al. (2007), Galactic reddenings, redshift ($z$), flux variability gradients (FVG), error of flux variability gradients, spectral indices ($\alpha$), and errors of spectral indices. The complete table for all AGNs is available online. A portion of the table is shown here to assist in reading the on-line table.
Figure 2. The local spectral indices, $\alpha$, as a function of rest-frame effective wavelength is the rest frame in microns for all four filter combinations for all 6306 AGNs. The rest-frame effective wavelength is the average of the two filter wavelengths divided by $(1 + z)$. The position of a point above the lower envelope is interpreted as being due to reddening. Points have been made semi-transparent to make the image clearer.

The key assumption of the Choloniewski method – an assumption strongly supported by the linear flux-flux correlations – is that the spectral shape of the variable component is constant on the timescale of the variability. This shape can be well approximated over a wide spectral range by a power law. We therefore expect the local spectral indices at different wavelengths to be quite similar. In Figure 3, we show for AGNs with $0.35 < z < 0.4$, the relationship between the spectral indices $\alpha_{gr}$ determined from the $g$ and $r$ bands to $\alpha_{ri}$, the indices determined between the $r$ and $i$ bands. We restrict the analysis in Figure 3 to $0.35 < z < 0.4$ to minimize the effects of changes in rest-frame wavelength. This redshift range is also low enough to permit us to compare our reddening estimates from the continuum variability with estimates from the Balmer decrement (see below). When comparing spectral indices derived from different filter pairs we expect a $45^\circ$ slope. The OLS-bisector fit in Figure 3 is in good agreement with this. Reddening (see the red arrow in Figure 4) is expected to move points to the lower left almost parallel to this line. Scatter perpendicular to the line should only be due to observational errors while scatter along the line will be due to a combination of observational errors and intrinsic scatter in the observed shape of the spectrum. For a normal distribution of a variate one expects about 5% of values to lie outside $\pm$ two standard deviations ($\pm 2\sigma$). In Figure 3 we show a circle with a radius of twice the average standard deviation. The number of points lying more than $2\sigma$ away from the line in the perpendicular direction is consistent with the expected number. We next assumed that, in the absence of any observational errors, the distribution of reddened spectral indices would have a cutoff at the unreddened (bluest) value. The observed distribution would then be this distribution of reddened slopes convolved with the scatter due to measuring errors. To estimate the unreddened slope we adjusted the position of the centre of the circle so that the fraction of observed bluer points outside the circle (i.e., to the upper left in the diagram) was consistent with the number expected from a normal distribution. This corresponds to the centre of the circle being at about the 25th percentile of bluest slopes. Because of the small number of points, the uncertainty in the estimated unreddening spectral index in this redshift range is $\approx \pm 0.15$

3.4 Estimating the unreddened spectral energy distribution

As noted, the lower envelope in Figure 2 is blurred by the observational errors in the spectral indices. From the error analysis just discussed, we estimated that for our $0.35 < z < 0.4$ subsample, the unreddened slope is at about the 25th percentile of the distribution of slopes. To estimate the lower envelope of the distribution of slopes at other red-
shifts we therefore took the bluest 25% of slopes at each rest wavelength. The percentile was calculated in bins of ±100 points and then resampled in wavelength intervals of 100 Å.

The local spectral indices shown in Figure 2 show an obvious wave structure. This is readily explained by spectral features also varying with the continuum. These produce broad bumps in the distribution of local spectral indices as a function of rest wavelength. When there is extra emission, the effect is for \( \alpha \) to be greater (more positive) on the long wavelength side and less (more negative) on the short wavelength side. If one averages over a wide wavelength interval, the average \( \alpha \) will be the \( \alpha \) of the underlying continuum.

The continuum of an AGN rises to longer wavelengths because of emission from the hot dust in the infra-red (see, e.g., Glass 2004). This already affects the red end of the visible spectrum above 6000 Å (Winkler 1997) because dust near its sublimation temperature also emits in the optical (Gaskell 2007). The hot dust responds to continuum variability and so the effect of the dust will also be seen in the variability spectrum to the red. Our study therefore focuses on wavelengths shorter than 6000 Å in order to try to isolate the spectrum of the accretion disc. In this paper we confine ourselves to wavelengths longer than \( \sim 2000 \) Å and defer discussion of what happens at shorter wavelengths to Paper II. We get a mean spectral index of +0.23. As discussed, the statistical uncertainty of the method (see previous section) is \( \approx \pm 0.15 \) in \( \alpha \). It should also be recognized that we are assuming that the bluest AGNs have zero reddening. If it is not quite zero, the mean unreddened SED will be rising more steeply to shorter wavelengths. The mean spectral index of the bluest AGNs is thus consistent with the prediction of \( \alpha = +0.33 \) for an externally-illuminated accretion disc (Friedjung 1987).

It is clear from Figure 2 that the lower envelope, contrary to what has been sometimes assumed, is not a constant, but shows clear wavelength-dependent structure. Integration of the 25th percentile bluest slopes gives the SED shown in Figure 4. For reference we also show an \( \alpha = +0.23 \) power law. The dominant deviation, as discussed by Kokubo et al. (2014), is clearly the so-called “small blue bump”. This bump is due primarily to a combination of blending of high-order Balmer lines into the Balmer continuum. There is also a contribution from \( \text{Fe}^{+} \) multiplets but \( \text{Fe}^{+} \) emission is somewhat less variable than the high-order Balmer lines and continuum (Gaskell et al. 2022). The variability of the small blue bump contributes adds about 6% to the variable SED above the rising power-law contribution.

The other obvious systematic deviation of the lower envelope in Figure 2 from a simple power law is \( \lambda < 17000 \) Å. We defer discussion of this and the dependence of the SED on mass, luminosity, and black hole mass to Paper II.

### 3.5 Reddening of Stripe 82 AGNs

We calculate \( E(B-V) \) from \( \Delta \alpha \), the difference between the unreddened spectral indices for the redshift 0.35 < \( z < 0.4 \). The one standard deviation error bars are as given in Table 1 from the determination of the flux-variability gradients. The diagonal line is an OLS-bisector fit. The circle has a radius of twice the average error. The centre of the circle is at the estimated unreddened spectral indices for the redshift 0.35 < \( z < 0.4 \). The tick marks correspond to internal reddenings of 0, 0.1, 0.2, 0.3, 0.4 and 0.5 magnitudes. The reddenings are calculated from the mean AGN reddening curve of Gaskell & Benken (2002) for rest-frame wavelengths of the filters at \( z = 0.375 \).

Figure 3. Comparison of spectral indices \( \alpha_{gr} \), from the \( g \) and \( r \) filters, with \( \alpha_{ri} \), obtained from the \( r \) and \( i \) filters, for AGNs with redshift 0.35 < \( z < 0.4 \). The one standard deviation error bars are as given in Table 1 from the determination of the flux-variability gradients. The diagonal line is an OLS-bisector fit. The circle has a radius of twice the average error. The centre of the circle is at the estimated unreddened spectral indices for the redshift interval (see text). A reddening vector starting at the estimated unreddened spectral indices is shown by the red arrow. The tick marks correspond to internal reddenings of \( E(B-V) = 0.1, 0.2, 0.3, 0.4 \) and 0.5 magnitudes. The reddenings are calculated from the mean AGN reddening curve of Gaskell & Benken (2002) for rest-frame wavelengths of the filters at \( z = 0.375 \).

Figure 4. The spectrum corresponding to the 25th-percentile bluest AGNs in Figure 2. The flux scale is arbitrary. An \( \alpha = +0.23 \) power law is shown for reference. The locations of variable features not due to the accretion disc are indicated.
local spectral index $\alpha$ and the 25th-percentile lower envelope of the distribution at the corresponding rest wavelength. $\Delta \alpha$ values for each filter pair $E(u-b)$, $E(g-r)$ etc., were calculated using the equation:

$$\Delta \alpha = 0.4E(\lambda_1, \lambda_2)/\log(\lambda_2/\lambda_1)$$

Where $\lambda_1$ and $\lambda_2$ are the wavelengths of filters.

The colour excesses in the Sloan filters were then converted into equivalent $E(B-V)$ values using the mean AGN reddening curve of Gaskell & Benker (2007) as follows.

$$E(B-V) = E(u-g)[-0.2047z^3 + 0.283z^2 - 0.168z + 1.2723]$$

$$E(B-V) = E(g-r)[0.0339z^4 - 0.0277z^3 - 0.0592z^2$$

$$+ 0.0983z + 1.1615]$$

$$E(B-V) = E(r-i)[0.1107z^4 - 0.2803z^3 + 0.1877z^2$$

$$+ 0.0833z + 0.8738]$$

$$E(B-V) = E(i-z)[0.1678z^4 - 0.5578z^3 + 0.6373z^2$$

$$- 0.1615z + 0.8201]$$

For each of the AGNs with a redshift $0.35 < z < 0.4$ we calculated the unweighted mean reddening of the three slopes from the four shortest wavelength filters. The slopes between the $i$ and $z$ filters were omitted because their errors were larger. If the unreddened SED is taken to be the bluest 25% (see above), the median intrinsic $E(B-V)$ (i.e., not including Galactic reddening) for the $0.35 < z < 0.4$ SDSS Stripe 82 AGNs is 0.10. If the unreddened SED is instead given by the bluest 10%, then the median $E(B-V)$ is 0.07 magnitudes greater (i.e., $E(B-V) \approx 0.17$. It is obvious from Figures 2 and 4 that there is a long “tail” to much higher reddenings ($E(B-v) > 0.4$). This is despite the bias of the colour selection of the SDSS to blue objects. In Paper II we will discuss the question of luminosity dependence of reddening

4 DISCUSSION

If there is intrinsic reddening, we should see a correlation between the observed BLR Balmer decrement with the colour excess of the variable component, since the BLR and continuum originate within light-days/weeks of each other. Such a correlation has already been found for 14 well-studied, nearby Seyfert galaxies (Cackett et al. 2007 – see their Figure 4).

In Figure 5 we plot the intrinsic reddenings inferred from the BLR Balmer decrements for the low-redshift AGNs ($z < 0.4$) against the intrinsic reddenings we deduce from the colour variability. For reddenings from the flux variability we took the averages of the reddenings from the $(u-g), (g-r)$ and $(r-i)$ colours. The BLR Balmer decrements are based on SDSS DR7. Gaskell (2017) inferred the typical unreddened Balmer decrement for an integrated line profile using the line fluxes of Dong et al. (2008). Because there are systematic differences in estimates of line intensities by different groups, we have scaled the SDSS DR7 Balmer decrements to the Dong et al. (2008) Balmer decrements by multiplying the former by 0.72 because the Gaskell (2017) estimate of the unreddened Balmer decrement used the Dong et al. (2008) measurements. We then calculated the BLR reddenings shown on the vertical axis in Figure 5 using the unreddened Balmer decrement of Hα/Hβ = 2.7 derived by Gaskell (2017) from the Dong et al. (2008) line fluxes measurements. Different choices of scaling and unreddened Hα/Hβ simply move all points up and down in Figure 5.

As can be seen, Figure 5 shows that there is indeed a significant correlation ($p = 0.0004$) between the two reddening estimates, although with a large scatter. We show a typical error bar at the bottom right of the figure. The typical error bar in $E(B-V)_{\text{cont}}$ of ±0.06 was calculated from the dispersion in the reddenings from the three filter combinations. We estimated a minimum typical error bar in $E(B-V)_{\text{Hα/Hβ}}$ by intercomparing the estimates from the Ha/Hβ ratios in DR7 with those in Dong et al. (2008). This gives an RMS dispersion between the two measurements of $E(B-V)$ of ±0.14. If we assume that the errors are in the two sources this gives a typical error of ±0.10. However, the two sources are measuring the same spectra so this error estimate only gives the uncertainties due to the measuring techniques. Hence we say that this is a minimum error. Since this is already almost twice the error in $E(B-V)_{\text{cont}}$, this shows that much of the scatter in Figure 5 is primarily due to the difficulty of determining $E(B-V)$
from the Balmer decrement. In addition there can be intrinsic scatter. For any given AGN, the reden-
sings of the BLR and of the optical continuum do not have to be exactly the same since the dust and gas above the accretion disc and BLR can be patchy (see discussion in Gaskell & Harrington 2018 and Jaffarian & Gaskell 2020).

The mean slope of the unreddened variable component over a wide range of wavelength is consistent with the α = +0.33 slope of an externally-illuminated accretion disc. The clear departures from this (see Figures 2 and 4) have natural explanations. As mentioned, the largest one, around 0.25 – 0.3 microns, corresponds to the small blue bump. As is well-known, the BLR lags the continuum variability by light-days to light-months or longer. The flux-variability diagrams are clearly picking up not just the short-timescale continuum variability, but also the longer-timescale variability of the BLR lines, bound-free continua and hot dust. This needs to be allowed for when using the Cholniewski method to determine redenings.

5 CONCLUSIONS

From the study of the shape of the variable component of the continuum, we conclude that:

(i) The unreddened spectral energy distribution of the variable component of the continuum of AGNs rises to shorter wavelengths and is consistent with the \( F_\nu \propto \nu^{+1/3} \) spectrum expected from an externally-illuminated accretion disc.

(ii) The optical to near-UV variable component of the SED also includes a contribution at about the 6% level from the BLR Balmer continuum and UV Fe emission making up the small blue bump. This, and weaker contributions due to other BLR emissions such as Hx, need to be allowed for in using the Cholniewski method to determine redenings for individual objects.

(iii) The median internal reddening of SDSS AGNs is \( E(B-V) \approx 0.10 \) but there is a long tail to the distribution towards higher redenings. For some of the AGNs \( E(B-V) > 0.4 \).

6 DATA AVAILABILITY

The data underlying this article are available in the online supplementary table.
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