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Abstract: Trajectory data are often used as important auxiliary information in preprocessing and extracting the target from mobile laser scanning data. However, the trajectory data stored independently may be lost and destroyed for various reasons, making the data unavailable for the relevant models. This study proposes recovering the trajectory of the scanner from point cloud data following the scanning principles of a rotating mirror. Two approaches are proposed from different input conditions: Ordered three-dimensional coordinates of point cloud data, with and without acquisition time. We recovered the scanner’s ground track through road point density analysis and restored the position of the center of emission of the laser based on plane reconstruction on a single scanning line. The validity and reliability of the proposed approaches were verified in the four typical urban, rural, winding, and viaduct road environments using two systems from different manufacturers. The result deviations of the ground track and scanner trajectory from their actual position were a few centimeters and less than 1 decimeter, respectively. Such an error is sufficiently small for the trajectory data to be used in the relevant algorithms.
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1. Introduction

Mobile laser scanning (MLS) systems collect a large number of three-dimensional (3D) road information along a vehicle’s trajectory with high precision [1], and have been widely applied to base surveying [2], road and traffic engineering [3–6], urban planning and management [7], digital cities [8], forestry investigation [9], and cultural relics’ protection [10]. Significant progress has been made in research on reconstructing scene models, extracting typical objects, and road surveys [11] based on MLS data. However, it remains a challenging task because of the degraded positioning accuracy at urban canyons and city centers, the large amount of data collected, the complexity of the road environment, and occlusion.

Providing the position information of the sensor, vehicular trajectory is often used as important auxiliary information to process the large amounts of MLS data [12]. For example, it is a common pre-processing step to segment the MLS data along the vehicle’s trajectory according to a predetermined distance [13–19] or constant interval [6,20]. Trajectory was also used to establish a local coordinate system to convert the 3D point cloud into two-dimensional (2D) grid maps [21,22]. Wu et al. [23]
established a local 3D voxel coordinate system using the driving direction. Moreover, trajectory data have provided the basis for extracting road sections [24–29] and cross-sections of tunnels [30]. Many scholars have focused on the classification and extraction of typical objects, such as roads and traffic facilities. Trajectory data help separate the target from the point cloud of the background, which is important for quickly processing massive amounts of MLS data. For instance, to extract the road, a large number of non-road noise points were removed in [31–33] using the distance to the vehicle’s traveling path. Similar proposals were made in [21,34,35]. Track data can also provide the seed points of the road [8], [36,37]. Similarly, Kumar et al. [38] used the trajectory line as initial position to approach the boundary of the road through a curved motion driven by active contour models. Furthermore, trajectory data have been used to assist in tracking targets [20,39,40] and correcting the intensity of point clouds [41].

However, vehicular trajectory may not be packaged in the original “.las” files, and is often recorded in a separate file due to the large volume of data. If this file is lost, damaged, or encounters other issues, none of the above-mentioned trajectory-based algorithms can be used. The scheme of execution may then have to be changed and the efficiency of data processing is inevitably affected. Moreover, without trajectory data, determining an initial ground point in the region growth algorithm widely used for the classification and segmentation of point cloud data would be costly. This cost can be avoided if we can reconstruct the trajectory data from their MLS data. More importantly, without the position and attitude information provided by the trajectory data, the registration of images and point cloud acquired by multiple sensors will be extremely difficult. In [42–44], a point cloud corresponding to a scanning angle of zero was used to approximate the scanner’s ground trajectory. However, information of the scan angles is not always available, because MLS systems have different storage modes. In addition, [42–44] did not address the recovery of the scanner’s position. To the best of the authors’ knowledge, no research has examined the recovery of the scanner’s spatial location in the context of MLS point cloud data.

The purpose of this study is to recover both the scanner’s ground track and spatial position from the distribution of point clouds rather than from the information of the scan angles. Our research is based on the principle of the rotating mirror line scanning system commonly used in MLS systems with 2D laser scanners, and only general input conditions are needed. Two approaches are proposed from different input conditions: Ordered 3D coordinates of point cloud data with and without acquisition time. The four typical urban, rural, winding, and viaduct road environments, collected by two MLS systems from different manufacturers, were used to verify the validity and reliability of the proposed approaches. The proposed method can also serve researchers who obtain shared “.las” files without track data. The remainder of this paper is arranged as follows: Section 2 introduces the proposed method in detail; Section 3 describes the proposed method’s performance and analyzes factors influencing it; and Section 4 summarizes the conclusions of this paper.

2. Methodology

Point density is an important attribute reflecting the degree of aggregation of a laser foot point. For data collected by a rotating mirror line scanning system, the point density decreases with distance from the scanner [45]. Because the road is close to the MLS, its surface points account for a large part of MLS data [46,47]. In the rotating mirror scanning mode commonly assembled in MLS systems [48], the spacing between the laser points in the horizontal plane increases with the measurement distance. Assuming that the closest projection point of the scanner to the ground (hereinafter referred to as the scanner ground track) is located on a flat road, it is located at the position with the highest density on the road.

Figure 1 shows a flowchart of the process of recovering vehicle trajectory for two kinds of known conditions. The first input condition is \((X,Y,Z,T)\), that is, in addition to the coordinate value \((X,Y,Z)\) of the point data, the acquisition time \(T\) of the laser pulse returning to the MLS system is required. The second kind of condition includes only the coordinate values \((X,Y,Z)\) of the point cloud recorded
by the acquisition sequence. In Figure 1, point set P represents the MLS point cloud dataset collected over time. This study first extracts rough road points HP using a horizontal distribution detector, and then conducts upper and lower overlapping analyses of the local point section to remove possible point clouds over the road surface. The remaining point clouds are recorded with the data set LHP. A rough ground track of the scanner GP is determined by point density and refined by different models according to two kinds of known conditions. The point cloud is then divided into scanning lines to recover the laser scanning plane, in which the center of emission of the scanner is reconstructed by the angles or spacing between laser points.

---

**Figure 1.** The flowchart of the process of recovering the scanner trajectory from mobile laser scanning (MLS) point cloud data: P(X,Y,Z,T) or P(X,Y,Z).

### 2.1. Based on Three-Dimensional (3D) Coordinates and Acquisition Time of Point Cloud

#### 2.1.1. Rough Road Point Extraction

Suppose the point cloud collected over time by the MLS system is stored in dataset P in the recording format(X,Y,Z,T). Figure 2 describes the detailed process of rough road point extraction.

The process is carried out according to the order of data collection. A horizontal distribution detector is designed and placed at the first point (P_1) of P. The point backward is searched along the recording sequence to find the first one to reach L (Euclidean distance) to P_1. Let it be the Nth one. The dataset Pt = {P_1, P_2, ..., P_N} forms a temporary data segment. We set a threshold G_N for the number of points in Pt. If N < G_N, we discard this segment Pt; otherwise, we set a height difference threshold ε_H with the elevation median M_z of Pt point as center. The percentage S_Z of points within the range [M_z − ε_H, M_z + ε_H] in Pt is counted. If S_Z > G_S, Pt contains points conforming to the horizontal distribution, where G_S is a preset percentage. Then, the points of Z∈[M_z − ε_H, M_z + ε_H] are extracted and placed in the horizontal distribution point set HP. The next judgment point is moved to the one following HP. On the contrary, if Pt does not conform to a horizontal distribution, only one position is moved backward as the next judgment point.
The length of search \( L \) was set to 2 m in this study, according to the width of the average vehicle, because the point cloud directly below the vehicle must be part of the road. The height difference threshold \( \varepsilon_H \) was set at 0.1 m according to the maximum cross-slope in Chinese road design specifications. Owing to the point density of MLS data, there are generally dozens to hundreds of road points within \( L \) (2 m in this study). We set \( G_N = 10, G_S = 0.9 \), i.e., 10\% noise points were allowed. The proposed algorithm has the advantages of simplicity, feasibility, low computation cost, and wide applicability. In addition, the point cloud of the road accounted for a large part of MLS data. The road segment uses \( L \) as a judgment step, thus speeding-up processing.

2.1.2. Road Point Filtering

HP may contain an upper point over the road from the viaduct, traffic sign, height limit pole, or the power line, which might have a higher point density as such points are closer to the laser scanner. To remove them, we convert HP to cross profiles, within which the point clouds over the road can be distinguished. As the direction of cross profiles are constantly changing, HP is divided into different segments according to the acquisition time \( T \). Let \( t_i \) be the time difference of point cloud included in each segment and the \( i \)th segment is marked as SHP\(_i\). SHP\(_i\) = [HP \((i - 1) t_s < T_1 - T_1 \leq i t_s\)], \( i = 1, 2, \ldots, k \), where \( k \) is the total number of segments. \( k = \left\lceil \frac{T_{\text{end}} - T_1}{t_s} \right\rceil \). \( T_1 \) and \( T_{\text{end}} \) represent the acquisition time of the first and the last point in HP, respectively. The point cloud in SHP\(_i\) keeps the original data structure \((X, Y, Z, T)\). As the line acquisition frequency of MLS system is generally adjustable from 50 to 300 Hz, we set \( t_s = 0.05-0.1 \) s. Project SHP\(_i\) vertically onto a horizontal plane, that is, \([X \ Y \ 0] = [X \ Y \ Z] [1 \ 1 \ 0]^T\). Principal component analysis (PCA) is applied to obtain the unit eigenvector \( \alpha_1 \) corresponding to the first principal component of the projection segment. Let \( \alpha_1 = [l_1 \ l_2 \ 0]^T \), \( \alpha_1 \) represent the general direction of a scan line. We focus on the orientation of the scanning line, and not the direction of the vector. The two vector orientations with an included angle of \( \pi \) are identical. The orientation vector \( \alpha_1' \) of \( \alpha_1 \) can be expressed as: \( \alpha_1' = [\text{sgn}(l_1)l_1 \ \text{sgn}(l_1)l_2 \ 0]^T \). A coordinate transformation is implemented.
on SHP$_1$ with $\alpha_1$ as $X'$-axis and the $Z$-axis unchanged. The transformation matrix $M$ can be expressed by Equation (1):

$$
M = \begin{bmatrix}
\text{sgn}(l_1)l_1 & \text{sgn}(l_1)l_2 & 0 \\
-\text{sgn}(l_1)l_2 & \text{sgn}(l_1)l_1 & 0 \\
0 & 0 & 1
\end{bmatrix}
$$

(1)

After conversion, the coordinates of point in SHP$_1$ are $(X', Y', Z)$. Figure 3 shows the point distribution of SHP$_1$ in the $X'$-$Y'$ and $X'$-$Z$ planes. The red point represents the candidate road point, and the blue points are the segment points of the original data $P$ after segmentation and transformation using the same time interval $t_s$ to illustrate the positions of the red points.

Figure 3. The point distributions of SHP$_1$ after coordinate transformation in (a) $X'$-$Y'$ plane, (b) $X'$-$Z$ plane.

Figure 3b shows the vertical profile along the scan line. The range of red points on the $X'$-axis is calculated and a movable vertical window $XM = [X'_b, X'_b']$ is applied from the far left, where $X'_b - X'_b'$ stands for interval width. The point in $XM$ is vertically stratified several layers from the lowest point within. If there are overlapping layers in the upper part of $XM$, they are filtered out, and only the lowest layer is retained. The interval width $X'_b - X'_a$ and height of the layer can be set according to the size of an ordinary car. In this study, we used 2 m and 1.2 m, respectively. The moving window slides from left to right across the candidate road points (red points in Figure 3b) with a step size of 1 m. The reserved lower-layer point is recorded in the point set LHP$'_i$, i.e., the $i$th segment point cloud after filtering.

2.1.3. Point Density Analysis to Roughly Locate Scanner Ground Tracks

Assuming that the closest laser foot point to the laser scanner is on the road, it can be located using the point density feature within LHP$_i$. We search for the number of neighboring points ($N_R$) in the $R$ range of each point along the order of recording. The value of $N_R$ reflects the point density along the scan line, which is relatively stable and is not affected by the variation in scan line spacing due to the change in driving speed. Figure 4 shows the distribution of laser foot points on the horizontal ground in a single scanning line. The smallest distance between the laser scanner and the ground is expressed in $H$. Let $\theta$ and $\Delta \theta$ express the instantaneous scanning angle of the emitted laser beam and resolution of the scanning angle of the rotating mirror system, respectively. The spacing between adjacent laser foot points in a scanning line on the completely horizontal ground $\Delta s$ can be expressed as Equation (2):

$$
\Delta s = \frac{H \Delta \theta}{\cos \theta}
$$

(2)

Given the range of neighborhood search $R = 1$ m, the point density $N_R$ is inversely proportional to point spacing $\Delta s$. Equation (2) can then be expressed as: $N_R = (H\Delta \theta)^{-1}\cos \theta$. The point density $N_R$ yields its maximum value $N_R\max$ when $\theta = 0$. However, the road surface is not completely horizontal. As shown in Figure 4, if there is a small fluctuation $h$ in the local area, the spacing $\Delta s$ changes, because of which the peak value $N_R\max$ may not obtain at the point nearest to the scanner. In this study, a high-density area is extracted from the adaptive threshold $t_{hmax}$ and the location of the
scanner’s ground track is represented by coordinates of the regional barycenter. Threshold \( t_{H} \) can be determined according to the normal installation height \( H \) of the laser scanner and lane width \( B \). The width of a typical Chinese road lane \( B \) is generally 3.5–3.75 m. We set \( H \) to be 3 m according to the general installation height of the MLS systems. Assuming that the vehicle was moving in the middle of the lane, the scanning angle of the lane boundary can be calculated as \( \theta = \arctan(B/(2H)) \). The value of the scanning angle \( \theta \) is approximately 35 degrees according to the specified values of \( H \) and \( B \). Point density \( N_{P} \) due to the scanning angle \( \theta \) decreases to \( \cos \theta \) times \( N_{P_{\text{max}}} \). From the above, the point density threshold \( t_{H} \) was set to \( t_{H} = 0.8 N_{P_{\text{max}}} \), where the constant coefficient 0.8 was derived from the cosine of the scanning angle at the lane boundary. The point below the vehicle belongs to the road. All points satisfying \( N_{P} > t_{H} \) in LHP} are extracted to form the road feature area \( P_{N_{i}} \), and the barycenter coordinate \( G_{i} \) is calculated as \( G_{i}(X_{0}, Y_{0}, Z_{0}) = P_{N_{i}}(X, Y, Z) \). The nearest point \( GP_{i} \) in LHP to \( G_{i} \) is determined by Euclidean distance \( d_{i} = \sqrt{(X_{i} - X_{0})^2 + (Y_{i} - Y_{0})^2}. \) Point set \( GP \) forms the scanner’s rough ground trajectory.

![Figure 4. Distribution of laser foot points on the ground.](image-url)

### 2.1.4. Refinement of Scanner’s Ground Trajectory

For a 2D line laser sensor, the elapsed time on each scanning line is equal, as long as the scanning speed (scanning line frequency) is set. All scanner ground tracks measured the laser foot points corresponding to the same scanning angle. Their time interval is a multiple of the elapsed time on each scan line. Let \( t_{d} \) be the elapsed time on each scanning line. The acquisition time of the scanner ground tracks (\( T_{Gi} \)) satisfy an isochromatic sequence of Equation (3).

\[
T_{Gi} = t_{1} + (SN_{li} - 1) \times t_{d}
\]  

where \( T_{Gi} \) represents the acquisition time of the \( GP_{i} \), i.e., the \( i \)th point of the scanner’s ground tracks. \( SN_{li} \) records the scanning line number to which \( GP_{i} \) belongs, where the first point in \( P \) belongs to the first scanning line. Let \( t_{1} \) denote the acquisition time of the scanner’s ground track on first scanning line, and \( t_{d} \) is the elapsed time on each scanning line. To estimate \( t_{d} \), we take any two adjacent points from \( GP \) as shown in Figure 5—take the line between \( GP_{i-1} \) and \( GP_{i} \) as center, expand the area of the scanning frequency probe by a width of several laser points (such as 0.2 m), and extract the point cloud in the probed area.

![Figure 5. Scanning frequency test area.](image-url)

There is little difference in acquisition time \( T \) among points 1–4, 5–8, and 9–12 owing to their recording relationships. However, there is a mutation in time difference at 4–5 and 8–9, which is
hundreds of times that at the front. The time difference of the mutation \( t_l \) is taken as the approximate \( t_d \). In Figure 5, \( t_l \approx T_5 - T_4 \). The number of scan lines subordinate to point \( GP_i \) can be determined by Equation (4):

\[
SN_{li} = 1 + \left[ \frac{T_{Gli} - T_{G1}}{t_l} + \frac{1}{2} \right]
\]  

(4)

With \( SN_{li} \), we take \( T_{Gli} \) as the measurement with errors. A linear regression is carried out to obtain reliable estimation parameters \( t_l \) and \( t_d \) from Equation (3). Then, the estimated values of \( t_l \) and \( t_d \) are carried into Equation (5) to solve for the acquisition time \( t_l \) of the scanner’s ground tracks on each scanning line.

\[
t_l = t_1 + (n - 1) \times t_d
\]  

(5)

where, \( n \in (1, SLN_{end}) \), and \( SLN_{end} \) represents the serial number of the scanning line of the last point of the original data \( P \), calculated by Equation (6):

\[
SLN_{end} = \left[ \frac{T_{end} - T_{G1}}{t_d} + \frac{1}{2} \right]
\]  

(6)

Finally, the point the acquisition time \( T \) of which is closest to \( t_l \) is extracted as the recovered ground track of the scanner.

2.1.5. Reconstruction of Scanner Trajectory

For a 2D single laser scanner system, the laser foot point (the yellow point shown in Figure 6a) on a single scanning line (green dotted line) is located in a scanning plane as shown in Figure 6b. The scanning plane can thus be reconstructed by the point cloud on each scanning line. In [20], the point cloud was split into scanning lines using the jump in time difference between adjacent laser points. Considering that there may be objects over the scanning vehicle, this study uses the reliable estimation of the \( t_l \) and \( d_l \) of the ground track points obtained in Section 2.1.4 to roughly divide the points in \( P \) into each scanning line by \([t_l - d_l/2, t_l + d_l/2]\).

Figure 6. A single scanning line and its scanning plane. (a) A scanning line on the road; (b) side view of a scanning plane.

Suppose there are \( N_L \) points on a scan line. The coordinate vector \( v_i = (X_i, Y_i, Z_i) \), \( i = 1, 2, \ldots, N_L \) makes up the covariance matrix \( A \). Let the center of the point set on this scanning line be \( m \),

\[
m = \frac{\sum_{i=1}^{N_L} (X_i, Y_i, Z_i)}{N_L}.
\]

Then, the eigenvector corresponding to the minimum eigenvalue \( \lambda_{min} \) of \( A \) represents the normal vector \( N \) of the scanning plane [49]. Considering the point cloud underneath the vehicle, we take the point within 0.5 m from the scanner’s ground track point on its scanning line as the local road section. PCA is used to obtain the maximum principal orientation \( S_L \) (using the process described in Section 2.1.2) of the local road section. \( S_L \) is taken as the x-axis, the normal vector \( N \) as the z-axis, and the direction of the cross-product \( S_V \) as the y-axis, \( S_V = S_L \times N \), to transform all scanning line points to the scanning plane. The transformation matrix \( M_2 \) can be expressed as:

\[
M_2 = [S_L^T; S_V^T; N^T].
\]
Figure 7a shows the scanning plane (xz plane) reconstructed by a single scan line. The center of emission of the scanner O should be located approximately over its ground track point. Let \( Snt_i(x_0, y_0, z_0) \) denote the scanner’s ground track transformed by \( M_2 \), and \( O \) be preset to \( z_2 \), higher than point \( Snt_i \). The included angle \( \angle 1O2 \) formed by connecting any two laser foot points 1 and 2 can be calculated by Equation (7). If multiple echoes points are not considered, the true value of \( \angle 1O2 \) can be determined according to the ratio of the time difference recorded at 1 and 2, and \( \angle 1O2 = \frac{S_{2z}-S_{1z}}{T_2-T_1} \times 2\pi \), where \( S_{1z} \) and \( S_{2z} \) represent the acquisition times of any two laser foot points 1 and 2, respectively.

\[
\angle 1O2 = \cos \left( \frac{a \cdot b}{|a||b|} \right)
\]

where \( a = (x_1 - x_0, z_1 - z_0) \), \( b = (x_2 - x_0, y_2 - y_0, z_2 - z_0, z_s) \).

The analytical solution of O is complex. This research set an initial value for \( z_s \) according to the normal installation height of the scanner, near which a rectangular subdivision grid area (pink-filled area in Figure 7b of width \( 2b \) and height \( z_{\text{max}} - z_{\text{min}} \) ) was established. The resolution of the subdivision grid was set to 0.01–0.05 m, as a higher resolution was unnecessary due to system error, the normal vector error of the estimated plane, and other errors. We set \( bx \) to be 0.3 m as \( Snt_i \) deviates little from the scanner’s ground track. \( z_{\text{min}} \) and \( z_{\text{max}} \) were determined as 3 m, 2 m, and 6 m, respectively, based on the general height of the vehicle.

To reduce the number of observation equations, the scanning plane can be divided into areas in several directions (such as the 18 directional areas shown in Figure 6a). If there are laser foot points in a directional area, the farthest point from O is recommended to represent the area to improve the accuracy of direction. We take the zenith (vertical upward) as the 0 direction, and the other directions are calculated in order of acquisition time. The angle between the last direction and the first (time difference is negative) does not participate in the subsequent procedure. The observation angle is formed at any two directions. The optimal solution of O is determined by 

\[
\sum_{i=1}^{N_{\Delta \phi}} \left[ \angle 1O2 - \angle 1O2 \right] = \min
\]

where \( N_{\Delta \phi} \) is the number of angles included in the calculation. The scanner’s position is finally recovered by using the inverse matrix of \( M_2 \) and optimal grid coordinates of O.

However, the MLS data may contain points with multiple echoes. It is necessary to remove this part of the point cloud before recovering the scanner’s center of emission O. This study determines the multiple echo points using acquisition time \( T \). Figure 8 describes a schematic diagram of the laser’s transmitting and receiving times. The block represents the time of laser emission, the dot the time of echo reception, \( \Delta t \) denotes the laser’s emission interval constant during data acquisition, and \( t_{R1} \),
$t_{R2}$ and $t_{R3}$ represent the intervals of three consecutive main waves received. In Figure 8, two echoes are detected in the first and third laser emission intervals, and no echo is detected in the fourth laser emission interval.

Figure 8. Schematic diagram of the laser’s emission and reception time.

Points with multiple echoes or no echo took up a small portion of the road point data. The interval between adjacent points was mostly consistent with $\Delta t$. The process of detecting multiple echoes is as follows:

- Calculate the time interval between adjacent points in the LHP to obtain sequence $\Delta T$.
- Statistically analyze $\Delta T$ and take the first quartile $Q_1$ as an approximation of the laser’s emission interval $\Delta t$ because the percentage of the laser beam without echo in road point cloud is generally less than 25%.
- Mark the number of emissions of the first point of $P$ as 1, and calculate the number of emissions of the other point using Equation (8):

$$SN_i = \left[ \frac{T_i - T_1}{\Delta t} \right] + \frac{1}{2} \tag{8}$$

where $SN_i$ represents the number of emissions of the $i$th point in $P$.
- Calculate the difference in $SN_i$. The points satisfying $SN_i - SN_{i-1} = 0$ are multiple echo points. Remove them to facilitate subsequent data processing.

2.2. Based on Ordered 3D Coordinates of Point Cloud

A point set with only coordinates $(X,Y,Z)$, $P$ can be segmented according to the number of points. Current MLS systems emit thousands of points per scanning line. We take out tens of thousands of points to ensure that multiple scanning lines are crossed. Then, the scanner’s ground trajectory $GP_i$ is extracted by a method similar to that described in Section 2.1.2. The next step is to refine these data and divide the points of $P$ into scan lines. For convenience of explanation, we add a column NO to $P$, $P = \{X Y Z NO\}$, where NO represents the serial numbers of points in $P$.

2.2.1. Refinement of Scanner’s Ground Trajectory

The vehicle’s travel path should be smooth. The scanner’s ground trajectory based on the center of gravity of density can be refined by a smooth line operation. Figure 8 illustrates the process of refinement. The red dot represents the scanner’s rough ground track point $GP_i$. To refine its position, a neighborhood point within a certain distance, such as 0.5 m from $GP_i$, is extracted to regress a straight line (black line in Figure 9) using the least squares method. An adjustment domain is built before and after $GP_i$, for example, 30 points (in the green box in Figure 9), and the point closest to the regression line (black) is used to refine the position of $GP_i$. The refinement of $GP_i$ is still subordinate to the original data $P$.

Figure 9. Smooth line operation of scanner’s estimated ground tracks.
2.2.2. Separating Point Clouds into Scanning Lines

To separate the point data of P into different scanning lines, we use the virtual scanner location method. A segment divided by the number of points is extracted and transformed into an approximate cross-profile using the procedure in Section 2.1.2. A virtual scanner center VO is created 3 m (set by the general mounting height of the MLS systems) over GP inside the X’Z plane to calculate the zenith angle \( w \) of each point \((X',Y',Z)\) using Equation (9). Let \((X_V',Y_V',Z_V)\) be the coordinates of VO in the approximate cross-profile:

\[
\omega = \arctan\left(\frac{Z - Z_V'}{(X' - X_V')}\right) + C
\]  

(9)

where \( C \) is a constant to extend the range of \( w \) to \((0,2\pi)\), and its value is calculated as follows:

\[
C = \begin{cases} 
0 & X' \geq X_V \& Z \geq Z_V \\
\pi & X' < X_V \\
2\pi & X' > X_V \& Z < Z_V 
\end{cases}
\]  

(10)

We then detect the points of \( w \) crossing from one side of zero to the other, and record their serial numbers NO into a branching number sequence BL. The point cloud between the transitions is assigned to a scanning line. Note that this division is approximate. Some points belong to two scan lines or no scan line. However, the result is not affected as only the road point is used in the next step.

2.2.3. Reconstruction of Scanner Trajectory

After separating the point data into scanning lines, the scan plane can be reconstructed using a process similar to that in Section 2.1.5. In this section, the location of the scanner’s center of emission O is reconstructed according to the spacing between adjacent points on the road. Assuming that the road surface is horizontal, Equation (2) is deformed to a radical function about \( \Delta s \) and \( \Delta x \), where \( \Delta x \) is the spacing between a laser foot point and the ground track point \( S_{nt_i}(x_0, y_0, z_0) \) along the X-axis. The function of \( \Delta s \) on \( \Delta x \) can be expressed as in formula (11):

\[
\Delta s = a \sqrt{\left|\Delta x - b\right|^2 + c^2}
\]  

(11)

where \( a \) represents a scale coefficient, \( a = \cos\Delta\theta \); \( b \) is a correction coefficient of \( S_{nt_i} \) in the x direction, and \( c \) describes the scanner’s height in the scan plane.

The points in LHP are also separated into scan lines according to the branching number sequence BL. The road points do not contain multiple echo data, but some points may be missing. To obtain a relatively reliable point spacing sequence \( \Delta s \), the median filtering method is applied. Its size can be specified by the number of points, such as five points or more. According to the results of the analysis Section 2.1.3, the point spacing \( \Delta s \) in high-density areas is alike. We set different weights \( p \) for each road point according to \( \Delta x \), expressed as follows:

\[
p = \begin{cases} 
1 & |\Delta x| \leq 1 \\
|\Delta x| & |\Delta x| > 1 \& |\Delta x| \leq 6 \\
0 & |\Delta x| > 6 
\end{cases}
\]  

(12)

The weighted least-squares method is used to solve for the extreme values of the point spacing curve, and to determine the optimal solutions of \( a, b, \) and \( c \) according to the observation equation listed using multiple observation values of \( \Delta s \) and \( \Delta x \), as shown in Figure 10.

The resulting accuracy may not be as high as that in the first kind of input condition, due to the influence of the resolution of point coordinates and roughness of the road. However, the values of \( c \) are similar after the scanner is installed in place. To reduce noise, the value of \( c \) can be analyzed using a histogram. Values of \( c \) that deviate from the peak of the histogram by more than three times
the mean square error were removed according to the measurement error theory, and the value of \( c \) of the adjacent scan line is used in its place. On roads with little change in the longitudinal gradient, the same \( c \) (peak value in the histogram) can be used to reconstruct all centers of the scanner.

![Figure 10](image.png) Using a weighted least-squares method to fit a curve to the data of \( \Delta s \) and \( \Delta x \).

3. Experiments

3.1. Test Data

To verify the validity and correctness of the proposed approaches, we selected point data for four typical road environments—urban, rural, winding, and viaduct—collected by two kinds of MLS equipment from different manufacturers. Two MLS systems integrate 2D scanners with rotating mirror line sweeps. The characteristics of each scene shown in Tables 1 and 2 describe the basic features of the four sets of data.

| Test Data | Site     | Line Type | Road Surface Evenness | Road Slope (%) | Road Width (m) |
|-----------|----------|-----------|-----------------------|----------------|---------------|
| Data 1    | urban    | straight  | even ¹                 | H: 2, V: 3     | 8             |
| Data 2    | rural    | curve     | rough ²                | H: 3, V: 5     | 3.0–4.5       |
| Data 3    | winding  | curve     | rough                 | H: 8, V: 10    | 6.0           |
| Data 4    | viaduct  | curve     | even                  | H: 2, V: 2     | 10.0          |

¹ Road surface is smooth and tidy, ² uneven and coarse road surface, ³ horizontal, ⁴ vertical.

| Test Data | Volume (Million Points) | Size (MB) | Road Length (m) | AS ¹ (cm) | LS ² (m) | PR ³ (%) | PM ⁴ (%) |
|-----------|-------------------------|-----------|-----------------|-----------|----------|----------|----------|
| Data 1    | 2.8                     | 172       | 115             | 0.7       | 0.08     | 73       | 0.01     |
| Data 2    | 3.6                     | 235       | 120             | 0.9       | 0.11     | 60       | 0.05     |
| Data 3    | 3.2                     | 324       | 140             | 0.5       | 0.15     | 70       | 0.10     |
| Data 4    | 2.1                     | 217       | 130             | 0.4       | 0.08     | 87       | 5.14     |

¹ Average point spacing right below vehicle, ² scan line average spacing, ³ proportion of road point, ⁴ proportion of multi echo point.

The first three pieces of data were collected by SSW Vehicle-Borne Mobile Modeling and Surveying System produced by Beijing Si-Wei Farsighted Information Technology Co., Ltd. Within seconds, 200,000–500,000 measurements and 50–250 scan lines are collected in a typical measurement range of 1–500 m with an angular accuracy of 0.1 milli-radians. A scanner with a 360-degree horizontal field of view is installed with a 45-degree inclination from the vertical direction. The scanner head faced directly behind the vehicle and the scanning line was perpendicular to the vehicle’s direction of motion. The last piece of data was collected by the “MyFlash” mobile measurement system (MMS) developed by Wuhan University and Leador Information Technology Co., Ltd. It is mounted in an oblique position at an angle of 65 degrees from the driving direction, causing the scanning line to deviate by 65 degrees from the vehicle’s direction of motion. Figure 11 shows test data for four typical environments rendered with point elevation.
The rough scanner ground tracks come from the density distribution of road point cloud. It is actually a kind of point density statistics based on the same scan line, which is not affected by the driving speed. In Figure 12, a progressive transition from blue to green, then to yellow, and finally to red is used to represent the distribution of road point density from low to high.

Two questions are pertinent: (1) Were other low-density points mixed in with the high-density area (in red)? (2) Were the high-density points clearly distinguishable from the low-density area? Question (1) can be answered by examining the purity of the red points. As shown in Figure 12, Data 1 and Data 4 obtained a purer red area followed by Data 2 and Data 3. This result corresponds to the roughness of the road surface, which is an important factor affecting point density. Question (2) can be answered by examining the distinguishability of red and the other colors. Although the high-density areas of the four scenarios were distinguishable from the surrounding point clouds, the red area in Data 2 reached the boundary of the road in some parts, whereas a distance was maintained between the point clouds and the edge of the roads in the other scenarios. Both the above aspects can cause the scanner’s rough ground trajectory (blue point in Figure 13) of the high-density area to swing in the road. The first situation leads to the incomplete extraction of the high-density area, and the second one leads to missing data in areas of the road outside the high-density area.

The blue point in Figure 13 represents the scanner’s rough ground track of the high-density area in each scanning line. Figure 13a,b show good results even when the steps of refinement were not implemented. The scanner’s rough ground track in Data 3 oscillated as the vehicle moved. However, all values were close to the real trajectory (black line) with little deviation. The maximum deviation occurred in one segment in Data 2 as shown in Figure 13d. Although the blue points were close to one another, they deviated from the empirical trajectory as a whole owing to a sudden narrowing of the road.

Figure 11. Test data for four typical environments rendered with point elevation. (a) Data 1. (b) Data 2. (c) Data 3. (d) Data 4.

3.2. Results

3.2.1. Road High Density Area and Scanner Ground Traces

The rough scanner ground tracks come from the density distribution of road point cloud. It is actually a kind of point density statistics based on the same scan line, which is not affected by the driving speed. In Figure 12, a progressive transition from blue to green, then to yellow, and finally to red is used to represent the distribution of road point density from low to high.

Two questions are pertinent: (1) Were other low-density points mixed in with the high-density area (in red)? (2) Were the high-density points clearly distinguishable from the low-density area? Question (1) can be answered by examining the purity of the red points. As shown in Figure 12, Data 1 and Data 4 obtained a purer red area followed by Data 2 and Data 3. This result corresponds to the roughness of the road surface, which is an important factor affecting point density. Question (2) can be answered by examining the distinguishability of red and the other colors. Although the high-density areas of the four scenarios were distinguishable from the surrounding point clouds, the red area in Data 2 reached the boundary of the road in some parts, whereas a distance was maintained between the point clouds and the edge of the roads in the other scenarios. Both the above aspects can cause the scanner’s rough ground trajectory (blue point in Figure 13) of the high-density area to swing in the road. The first situation leads to the incomplete extraction of the high-density area, and the second one leads to missing data in areas of the road outside the high-density area.

The blue point in Figure 13 represents the scanner’s rough ground track of the high-density area in each scanning line. Figure 13a,b show good results even when the steps of refinement were not implemented. The scanner’s rough ground track in Data 3 oscillated as the vehicle moved. However, all values were close to the real trajectory (black line) with little deviation. The maximum deviation occurred in one segment in Data 2 as shown in Figure 13d. Although the blue points were close to one another, they deviated from the empirical trajectory as a whole owing to a sudden narrowing of the road.
Figure 12. High-density area of the roads in four typical environments rendered with point density. (a) Data 1. (b) Data 2. (c) Data 3. (d) Data 4.

Figure 13. The scanner’s rough ground track of four typical environments. (a) Data 1. (b) Data 4. (c) Data 3. (d) Data 2.

As shown in Figure 14, the effects of the deviations in Data 2 and Data 3 were corrected by using the first kind of known condition (green points in Figure 14a,b). The second kind of known condition was used to quell the stumbling and fluctuating of the distribution of local points (magenta points in Figure 13a). The overall offsets (Figure 14b) could not be corrected with the second kind of input conditions.
was controlled at 0.0137 m—approximately two laser points—indicating that centimeter-level accuracy was guaranteed. The line smoothing method is thus effective for shocks near the true value but slightly far-fetched in some special cases, which are introduced below.

3.2.2. Reconstructed Scanner Track

In Figure 16, the red and blue colors represent the scanner’s tracks restored by the first and second input conditions, respectively. The cyan line between the ground track point and the center of laser scanning illustrates the scanning plane sampled for display effect. The original data are rendered with intensity information. To evaluate the accuracy of the data, the point closest to the time tag in the sequence of the scanner’s centers of emission calculated by GPS and integrated inertial navigation data was selected as the true value. Table 3 shows the statistical deviations.

We compared two results with the true value extracted from the position of the laser foot point corresponding to the scanning angle zero provided by the system’s data processing software. Two comparative results of the larger deviations of Data 3 and Data 2 are shown in Figure 15.

As shown in Figure 15, the first input condition obtained excellent accuracy. The deviation was very small and, on average, differed by only a few centimeters from the true value. The result was even better for Data 1 and Data 4 (controlled within 0.01 m). There was a sharp contrast in the range of deviation between the two kinds of input conditions. The first one produced a uniform, small, positive or negative deviation while the second result fluctuated considerably. In the second kind of input condition, the maximum deviation occurred on the rural road in Data 2. The maximum deviation along the scan line was 0.175 m, approximately 20 laser points. However, the variance of deviation was controlled at 0.0137 m—approximately two laser points—indicating that centimeter-level accuracy was guaranteed. The line smoothing method is thus effective for shocks near the true value but slightly far-fetched in some special cases, which are introduced below.
Table 3. Comparison between the recovered center of emission of laser and the true value.

| Test Data | Statistical Deviation | $X_Y$ (m) | $Z$ (m) | $E$ (m) | $X_Y$ (m) | $Z$ (m) | $E$ (m) |
|-----------|------------------------|-----------|---------|---------|-----------|---------|---------|
| Data 1    | Maximum Average         | 0.034     | 0.093   | 0.094   | 0.103     | 0.141   | 0.151   |
|           | Variance                | −0.003    | 0.031   | 0.031   | −0.008    | −0.089  | 0.089   |
|           |                         | 0.004     | 0.009   | 0.010   | 0.012     | 0.013   | 0.016   |
| Data 2    | Maximum Average         | 0.103     | 0.112   | 0.117   | 0.171     | 0.214   | 0.230   |
|           | Variance                | 0.026     | 0.039   | 0.041   | 0.033     | 0.040   | 0.046   |
|           |                         | 0.008     | 0.013   | 0.014   | 0.021     | 0.024   | 0.045   |
| Data 3    | Maximum Average         | 0.055     | 0.107   | 0.102   | 0.157     | 0.149   | 0.171   |
|           | Variance                | 0.006     | −0.012  | 0.013   | 0.024     | 0.027   | 0.032   |
|           |                         | 0.008     | 0.011   | 0.012   | 0.016     | 0.015   | 0.018   |
| Data 4    | Maximum Average         | 0.016     | 0.011   | 0.017   | 0.062     | 0.070   | 0.073   |
|           | Variance                | −0.007    | 0.004   | 0.008   | −0.014    | 0.015   | 0.018   |
|           |                         | 0.003     | 0.004   | 0.004   | 0.008     | 0.010   | 0.010   |

1 Horizontal and 2 elevation deviation of the first input condition, 4 horizontal and 5 elevation deviation of the second input condition. 3,6 Euclidean distance deviation of the first and second condition, respectively.

For four research data, there is a general trend that the scanner’s center of emission recovered by the first input condition was closer to the true value than the second one, both in terms of variance and maximum deviation. In addition, there are a few gross errors in Data 2 while having considerable oscillations in Data 3 based on the second input condition. Thus, the recovery accuracy of these two data are not as good as Data 1 and Data 4. It is possible that the preset point spacing model may not conform to the real ones, which may lead to systematic errors. However, both methods have achieved satisfactory results. Data 2 still recorded the largest deviation while Data 4 obtained the highest accuracy (variance within 1 cm). The maximum deviations for the two kinds of input conditions were
0.117 m and 0.230 m, respectively. The minimum variance was about 0.045 m, and most of the errors were controlled to within 0.1 m.

4. Analysis and Discussion

Two approaches were implemented in MATLAB running on an Intel (R) Core (TM) i7-7700 computer with 16.0-GB memory. Four pieces of data cover 200–300 m with 2000–3600 scanning lines. Based on the first and second conditions, it takes up to 2.1 and 2.5 minutes, respectively, to extract rough scanner tracks and up to 2.0 and 0.6 minutes, respectively, to restore scanner trajectory. As the extraction procedure is in accordance with the original record order of point cloud, the recovery method obtains a very fast processing efficiency.

The experimental results of the two kinds of input conditions verified the correctness and effectiveness of the proposed approaches. However, based on different principles, the reliability of the approaches varied. In the following, four factors are analyzed: Road line type, road conditions, position of scanner installation, and environment around the road.

4.1. Road Line Type

The four roads that we studied can be divided into three categories—straight line (Data 1), general curve (Data 2, Data 4), and bent (Data 3)—according to road line type. The rough ground trajectory was acquired by using the high-density area in the scanning lines independent of line type. The first kind of input condition refined it based on an isochromatic sequence of acquisition time insensitive to curves in the road while the second was based on line smoothing, and smoothened local oscillation through neighborhood track points of multiple scan lines. Figure 17 illustrates a polyline effect widely observed in the linear regression algorithm. The blue and red dots represent the results before and after refinement, respectively, and the green lines describes line segments to which the blue points conformed. This phenomenon was more prominent in bends with a large radius of curvature and not significant on straight-line road sections.

![Figure 17. The estimated scanner ground track of the two kinds of input conditions at a bend (in Data 3).](image)

In general, the larger the neighborhood participating in line fitting is, the more prominent this phenomenon is. The neighborhood radius was set to 0.5 m in Figure 17 to achieve a relatively smooth curve. However, a large smooth radius can offset the oscillation slot of local traces to be more consistent with the overall route, while a smaller radius can only partially adjust the position of the track points. Therefore, the selection of neighborhood radius should be adaptive and is worth exploring. We will consider this in future research. The recovery of the scanner’s center of emission was based on a scan plane reconstructed by a single scan line, which was not directly associated with road line type.

4.2. Road Conditions

The road conditions discussed here include the slope, width, and evenness of the road. The effect of slopes was not reflected in the experimental results. Width is an important factor in two cases: (1) Determining the threshold of the high-density area, and (2) fitting the curve of the radial function.
based on the point spacing of the road. In Data 2, the minimum rural road shrunk to a width of 3 m, smaller than the preset lane width of 3.5 m. The boundary effect (edge of high-density areas coinciding with the boundary of the road) caused the density center of gravity to deviate from the original path, which could not be corrected by the line smoothing method. The second kind of input conditions recovered the scanner’s center of emission based on the curve fitting of the radial function of point spacing. A wider road caused the point spacing to have a wider range, resulting in more robust and reliable results of curve fitting. On the contrary, if the road was too narrow and the high-density area reached its boundary, the close point spacing was not conducive to the fitting algorithm. However, road width was not the only factor influencing high-density areas. The unevenness of the road surface rendered the aggregation of points ambiguous on narrow roads. The results show that the roughness of the four types of roads was positively related to the deviation of the estimated trajectory. The higher road roughness was, the larger the deviation was in the recovered trajectory. In Data 3, it is clear that roughness caused the center of gravity of the high-density area to swing. However, based on the linear regression of acquisition time, the first kind of known condition dispersed the deviation in each scan line to obtain the desired results. The second kind of known condition controlled local deviation and reduced the amplitude of swing to cause the recovered trajectory to converge to the true value.

4.3. Position of Scanner Installation

The two kinds of approaches to recovering the trajectory of the scanner considered here imposed no limitation on the position of the scanner. However, the inclination angle of the scanner may cause the nearest ground projection point to it to be outside the road. In this case, neither method works. In addition, it is better to leave a certain distance between the road boundary and the scanner’s ground tracks to ensure that the road is wide enough to analyze the density and spacing of points on it.

4.4. Environment Surrounding the Road

As shown in Figure 18, the environment was relatively open, and featured farmland in Data 2, but was crowded in rural residential areas, cities, and in mountainous areas. We used points in a scan line to reconstruct the plane of laser emission when all entire laser foot points were located under the vehicle as shown in Figure 18b. In this case, the accuracy of the plane’s normal vector might be insufficient. Similar cases obtained in the viaduct of Data 4, where the angle span formed by the laser foot point in the scanning plane was small. A smaller fraction of the directional region must be applied to obtain a sufficient number of included angle equations to recover the scanner’s center of emission.

Figure 18. Point distribution of a single scanning line. (a) Data 1. (b) Data 2. (c) Data 3. (d) Data 4.

Considering that sides of the road are invariably elevated, all data recorded did not feature open space as shown in Figure 18b. The heights of the scanner’s centers of emission were similar on roads, with little changes in the longitudinal gradient. Histogram analysis was applied to scanner elevations $z_e$ and $c$, and the peak value was extracted and extended to all scan lines.
In summary, the first approach proposed here can obtain an accurate ground trajectory of the scanner, with only a small deviation and uniform precision. The outstanding feature of the first condition is that the scanner trace in subsequent data can be derived directly from the obtained time difference as long as the data belong to the same scanning. This advantage renders the first input condition to be superior to the second. By requiring only the 3D coordinates of the sequential point data, the second approach can also obtain reliable results. The majority of error in the recovered track of the scanner was controlled to within 1 decimeter, which is sufficient for most applications.

5. Conclusions

Vehicle trajectories are useful for preprocessing MLS data. By focusing on certain cases where the trajectory data are unavailable, this study proposed recovering the scanner’s trajectory from MLS point data based on two general input conditions. First, rough ground tracks of the scanner were located by the point density of the road and refined based on an isochromatic sequence of acquisition times or a line smoothing operation. Second, the raw data were split into different scanning lines to reconstruct the scanning planes, where different models were used to locate the laser scanner’s center of emission. The results of experiments on MLS systems from two manufacturers prove the effectiveness of the proposed method. The recovered ground trajectory of the scanner deviated is only by a few laser feet from the actual position, and most of its reconstructed traces of emission were accurate to within 1 decimeter. An analysis of the results showed that the proposed method is more suitable for cases where the scanner is in a vertical position to inclined assembly. The effect of road conditions on the accuracy of the recovered trajectory was found to be more significant than those of the road line type, and environment. This study was limited by the absence of an effective solution to the phenomenon of local offset of scanner ground tracks by the second input condition, when encountering a narrow road. Notwithstanding these limitations, this result has shown that the recovered scanner ground tracks can meet the common uses of trajectory data as effectively as the vehicle trajectory, such as segmenting MLS data, providing the direction of local coordinate systems, helping separate the target from the point cloud of the background, and so on. For future studies, it would be interesting to expand other applications of trajectory data that are more useful for MLS data processing, such as, to establish time-based neighborhood relationship of point cloud based on the acquisition time of the scanner ground tracks and different scanning lines. We hope the new neighborhood relationship will be helpful to the rapid description of the local feature of point cloud and the deep learning of MLS data.
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