Dependence on supernovae light-curve processing in void models
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In this work, we show that when supernova Ia (SN Ia) data sets are used to put constraints on the free parameters of inhomogeneous models, certain extra information regarding the light-curve fitter used in the supernovae Ia luminosity fluxes processing should be taken into account. We found that the size of the void as well as other parameters of these models might be suffering extra degenerations or additional systematic errors due to the fitter. A recent proposal to relieve the tension between the results from Planck satellite and SNe Ia is re-analyzed in the framework of these subjects.

I. INTRODUCTION

According to a homogeneous and isotropic Friedmann-Robertson-Walker (FRW) standard model, since 1998 combined observations of nearby and distant type Ia supernovae (SNe Ia) led to the discovery of the accelerating universe picture. We now have a concordance model in which the dimming of distant SNe Ia [1–10], anisotropies in the cosmic microwave background (CMB) [11, 12], and the signature of baryon acoustic oscillation (BAO) [13, 14] cannot be explained by considering only baryonic and dark matter. The most popular solution is to introduce an additional component with negative pressure, the so-called dark energy (e.g., [13, 19]).

Some other proposals have been presented since then. Among them, exact inhomogeneous models with no dark energy component were put forward shortly after the release of the first supernova measurements [20–23]; and more recently some models, such as the ones based on spherically symmetric Lemaitre-Tolman-Bondi (LTB) and other exact solutions, began to have an important development in the past few years (see for example, [24–30]). Until today, these have been considered toy-models because of their simplicity and it is necessary to remark that they are not robust models of our universe yet. As some authors emphasize, their use must be considered as a mere first step towards more sophisticated models [30]. Examples somewhat more complex are the ones known as Swiss-cheese models [31], meatball models [32] and Szekeres Swiss-cheese models [33]. For a detailed review of exact solutions, see [28].

The importance of the study of aforementioned models, has been well justified even in the standard paradigm. For example, it has already been demonstrated that although the cosmological observations are analyzed in the homogeneous framework, matter inhomogeneities might be mistaken for evolving dark energy [34]. Other authors have studied how the presence of a local spherically symmetric inhomogeneity can affect apparent cosmological observables derived from the luminosity distance. Under the assumption that the real space-time is exactly homogeneous and isotropic, they have found that phantom dark energy or quintessence behaviors can be produced for compensated underdense or overdense regions [35]. The fact of putting observational constraints on these type of models should not be taken to be ruled out or not, but as a beacon to follow, and to study possible degenerations present that might influence future works with more refined proposals.

The possible tension between the best fits for Ω_m and H_0 obtained from the Planck satellite observations on one hand, and the Hubble diagram of SNe Ia on the other hand, has been recently faced by the authors in [36]. They showed that the use of an inhomogeneous Swiss-cheese model to interpret the Hubble diagram allows to reconcile it with Planck results.

The flux measurements from a SN Ia at different epochs and distinct passbands are processed with the so called light-curve fitters to obtain luminosity distance values. The two most used methods are named MLCS2k2 [37] (hereafter MLCS) and SALT2 [38]. Distance moduli calculated for the same objects by the two fitting methods are not necessarily equal.

MLCS (The Multicolor Light Curve Shape fitter), is the most recent version of the fitter used by the High-z Supernova Team [2], whilst the SALT2 (Spectral Adaptive Light curve Template), is an improved version of the fitter used originally by the Supernova Cosmology Project [1]. A detailed description of both fitters and a thorough discussion about systematic errors in SN surveys can be found for example in [2, 5].

It is a known fact that the same SN Ia data set from which distance estimates are analyzed with two different light-curve fitters, can lead to different values for various cosmological parameters, or also some cosmological models would be more favored than others (e.g. [1, 3, 39, 42]). One of us, has recently shown how these two light-curve fitters employed for the same SN Ia data set produce the same result than two different SN Ia sets, and it should be minded as an additional factor to decide whether phantom type models are favored or not [44].
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Whereas the MLCS calibration uses a nearby training set of SNe Ia assuming a close to linear Hubble law, SALT2 uses the whole data set to calibrate empirical light curve parameters. SNe Ia beyond the range in which the Hubble law is linear are used, so a cosmological model must be assumed in the latter. Typically a ΛCDM or a wCDM (w = const) model is assumed. Consequently, the published values of SN Ia distance moduli obtained with SALT2 fitter retain a degree of model dependence. Regarding this issue, in [49] it was pointed out that systematic errors in the method of SNe Ia distance estimation have come into sharper focus as a limiting factor in SN cosmology. The major systematic concerns for supernova distance measurements are errors in correcting for host-galaxy extinction and uncertainties in the intrinsic colors of supernovae, luminosity evolution, U-band rest frame in the low-redshift sample and selection bias. Also, SALT2 fitter does not provide a cosmology-independent distance estimate for each supernova, since some parameters in the calibration process are determined in a simultaneous fit with cosmological parameters to the Hubble diagram. It is important to remark that a 0.2 apparent magnitude difference leads to a 10% error in the luminosity distance value. Some researchers have focused on these issues, and important steps have begun to be taken (e.g. [10, 46–57]). Unfortunately, these subjects has been boarded, mostly, just from the SALT2 point of view.

Since in the inhomogeneous framework literature the possible effects of the mentioned issues have been scarcely studied; and stimulated by the approach given by [30], in this Letter, we first analyze the consistency of two of the main light-curve fitters used for the elaboration of SN Ia data sets in the void models framework. To accomplish this, we present a study about the possible results that can be obtained regarding, for instance, the size of the void; or degenerations in other parameters that are usually used in this type of models, to parameterize their profiles or diagnose when viewed as effective models. We also explore the impact of some systematics induced by the mentioned fitters in such models, to then study how this could affect previous proposals in the literature.

Additionally, we propose that the solution found by the authors in [30] might be even more reinforced if the most recent SNe Ia data were used in the MLCS fitter framework.

II. THE UNIVERSE ACCORDING TO VOID MODELS

A. Lemaitre-Tolman-Bondi model

Among the variety of papers regarding inhomogeneous models published in the last few years, we chose to follow [58] because of the clarity and detail in the presented results, and because our aim is to show the analysis under consideration in the framework of a simple model.

Then, following the notation of Section 2 of the mentioned work, we will describe the observable universe, for this first case studied, considering an inhomogeneous void centered around us and adopting a spherically symmetric Lemaitre-Tolman-Bondi (LTB) model which metric is given by

\[ ds^2 = -dt^2 + \frac{a_{\perp}^2(t, r)}{1 - k(r)r^2}dr^2 + a_{\parallel}^2(t, r)r^2d\Omega^2 \]  

where the angular \((a_{\perp})\) and the radial \((a_{\parallel})\) scale factors are related by

\[ a_{\parallel} \equiv (a_{\perp}r)^{\prime} \]  

and a prime denotes partial derivative with respect to coordinate distance \(r\). The curvature \(k(r)\) is not constant but is instead a free function. The coordinates are chosen such that the angular scale factor is constant and satisfies \(a_{\perp}(t_0, r) = 1\) at present epoch. From both scale factors, we can define two Hubble rates,

\[ H_{\perp} = H_{\perp}(t, r) \equiv \frac{\dot{a}_{\perp}}{a_{\perp}}, \quad H_{||} = H_{||}(t, r) \equiv \frac{\dot{a}_{||}}{a_{||}} \]  

where an over-dot indicates partial differentiation with respect to time today we designate them as \(H_{1,0} = H_{\perp,0}(r) = H_{\perp}(t_0, r)\) etc. The Friedmann equation in this geometry is written as

\[ H_{\perp}^2 = \frac{M^3}{a_{\perp}^3} - \frac{k}{a_{\perp}^2}, \]  

where \(M(r)\) is another free function of \(r\), and the locally measured energy density is

\[ 8\pi G\rho(t, r) = \frac{(Mr^3)_{\perp}}{a_{\perp}a_{\perp}^2 r^2} \]  

which satisfies the conservation equation

\[ \dot{\rho} + (2H_{\perp} + H_{||})\rho = 0 \]  

Similarly, as in the case of the FRW models, the dimensionless density parameters for the curvature and matter are defined as

\[ \Omega_k(r) = -\frac{k}{H_{1,0}^2} \]  
\[ \Omega_m(r) = \frac{M}{H_{1,0}^2} \]  

so, the Friedmann equation takes the known form:

\[ \frac{H_{1,0}^2}{H_{1,0}^2} = \Omega_m a_{\perp}^{-3} + \Omega_k a_{\perp}^{-2} \]  

in such way that \(\Omega_m(r) + \Omega_k(r) = 1\) is satisfied. Integrating the Friedmann equation from the big bang time
\[ \tau(t, r) = t - t_B = \frac{1}{H_{\perp 0}(r)} \int_0^{a_{\perp}(t, r)} dx \sqrt{\frac{\Omega_m(r)x^{-1} + \Omega_k(r)}{t_0 \gamma^{3/2}}} \]

We set \( t_B = 0 \) so our model evolves from a perturbed FRW model at early times. This way, the age of the universe \( \tau \) is constant, and equal to the time today \( t_0 \).

Solving (9) for \( H_{\perp 0}(r) \), and for the case in which \( \Omega_k > 0 \), we have:

\[ H_{\perp 0}(r) = \frac{\sqrt{\Omega_k - \Omega_m \sinh^{-1} \left( \frac{\Omega_k}{\Omega_m} \right)}}{t_0 \gamma^{3/2}} \]

We will use the notation for the Hubble constant \( H_0 = H_{\perp 0}(r = 0) \), which fixes \( t_0 \) in terms of \( H_0, \Omega_m(r = 0) \) and \( \Omega_k(r = 0) \).

Following [25, 58], on the past light cone a central observer may write the \((t, r)\) coordinates as functions of redshift \( z \). These functions are determined by the differential equations,

\[
\frac{dt}{dz} = -\frac{1}{(1 + z)H_{||}}\]

\[
\frac{dr}{dz} = \sqrt{1 - kr^2} \]

where \( H_{||}(t, r) = H_{||}(t(z), r(z)) = H_{||}(z) \), etc. The area distance is given by

\[ d_A(z) = a_{\perp}(t(z), r(z)) r(z) \]

and the luminosity distance is \( d_L(z) = (1 + z)^2 d_A(z) \).

With these quantities, the distance modulus is given by

\[ \mu(z) = m - \mathcal{M} = 5 \log_{10} \left[ \frac{d_L(z)}{1 \text{ Mpc}} \right] + 25 \]

where \( m \) is the apparent magnitude of a source which absolute magnitude is \( \mathcal{M} \).

For our LTB case analysis, we chose the model 3 of [58] whose void profile parametrization is given by:

\[ \Omega_m(r) = \Omega_{\text{out}} - (\Omega_{\text{out}} - \Omega_{\text{in}}) \frac{\sigma^2}{\sigma^2 + r^2} \]

In the last equation, \( \Omega_m \) is the value of \( \Omega_m \) at the center of the void. As in the cited paper, we fixed \( \Omega_{\text{out}} = 1 \), so that the space is asymptotically flat. This choice, for us, is yet less relevant than for the authors of the mentioned work, since here we are not interested in how realistic is the model or not. The parameter \( \sigma \) characterizes the size of the void. Note that \( \sigma \) has dimensions of length (e.g. Mpc). Such profile is capable of reproducing the \( \Lambda \)CDM distance modulus to high accuracy.

The selection of model 3 of [58] for our analysis does not have a specific motivation. We simply choose the model that the authors find to be the most favored by information criteria (See Table 6 of [58]). This choice always leads to \( \Omega_k > 0 \). As explained in the following section, the selected model does not have relevance in the goal of this work, since we are not interested in putting constraints neither finding best fits to cosmological models, but to show that certain extra information should be considered when using SNe Ia data that has been analyzed with distinct light-curve fitters.

Since there are still only toy models to describe voids, constructing diagnostics from \( \Lambda \)CDM allow us to visualize what our real constraints on \( \Lambda \)CDM are. Among some quantities that are usually used as non-concordance diagnostics to distinguish between FRW/\( \Lambda \)CDM models and LTB models, we consider the effective deceleration parameter \( q_{\text{eff}}(z) \), and the effective dark energy equation of state for the void model \( w_{\text{eff}}(z) \).

These parameters are defined as:

\[ q_{\text{eff}}(z) = -1 + \frac{(1 + z)}{H_{||}(z)} \frac{d}{dz} H_{||}(z) \]

\[ w_{\text{eff}}(z) = \frac{2(1 + z)d_c^2 + 3d_c'}{3 [H_0^2 \Omega_m(1 + z)^3d_c^2 - 1] d_c'} \]

where in the last equation, \( d_c = (1 + z)d_A \) is the comoving angular diameter distance evaluating the void parameters obtained from the best-fitting model to the data, while \( \Omega_m \) and \( H_0 \) correspond to the best-fitting to the same data, but in the flat FRW model framework \( \Lambda \)CDM. A prime here means derivative with respect to the redshift \( z \).

### B. Swiss-cheese model reloaded

Recently, in the work [59], the authors inferred a phenomenological expression for the distance-redshift relation in a Swiss-cheese universe. They found that the luminosity distance \( d_L = (1 + z)^2 d_A \) can be calculated using the heuristic linear combination:

\[ d_A^{\text{SC}}(z) = (1 - f) d_A^{\text{holes}}(z) + f d_A^{\text{FRW}}(z) \]

where \( d_A^{\text{FRW}} \) is the angular distance for the FRW case, \( d_A^{\text{holes}} \) is given by

\[ d_A^{\text{holes}}(z) = \int_0^z \frac{dz'}{(1 + z')^2 H(z')} \]

and \( f \) is the smoothness parameter defined by

\[ f = \lim_{V \to \infty} \frac{V_{\text{FRW}}}{V} \]

with \( V_{\text{FRW}} \) being the volume occupied by the FRW region within a volume \( V \) of the Swiss-cheese. With this definition, \( f = 1 \) corresponds to a model with no hole (i.e. a FRW universe) while \( f = 0 \) corresponds to the case...
where matter is exclusively under the form of clumps. Since here we will consider the flat FRW case with matter \( \Omega_m \) and a cosmological constant \( \Omega_\Lambda \), the Hubble parameter is: \( H(z) = H_0 [\Omega_m (1 + z)^3 + \Omega_\Lambda]^{1/2} \).

In the next section, we will use the LTB model to analyze global effects and degenerations present when SNe Ia observations processed with two different light-curve fitters are used. Then, we will show how the results in the Swiss-cheese model framework are affected.

III. LIGHT-CURVE FITTERS IN VOID MODELS

In this section, we will use a \( \chi^2 \) statistic to analyze the confidence intervals of the free parameters of the two cosmological models introduced before, by employing the same SN Ia data sets, but processed by two different fitters. The three free parameters are, for the LTB model, \( H_0, \Omega_m \) and \( \sigma \); whilst for the Swiss-cheese model case they are \( \Omega_m, H_0 \) and \( f \). Therefore, these models have the same number of free parameters as the curved \( \Lambda \)CDM model cases.

In this work, the analysis was performed in the framework of SALT2 [38] and MLCS [37] fitters and the SN Ia data set used was the SDSSII full data set (Tables 10 and 14 from [3] with the same ‘intrinsic’ dispersions used there). This data set is, until today, the best one (publicly available) treated and analyzed with both fitters.

As already mentioned, here we are not interested in putting constraints neither in finding the best cosmological model, but to show certain extra information that should be considered when using SNe Ia data processed with different fitters.

We will start considering the LTB model. In Table I the best-fitting void model parameters derived from SN Ia data are shown. We can observe that while SALT2 has a tendency to give lower values of \( \Omega_m \) and bigger voids, MLCS favors lower values for \( H_0 \). In Fig. 1 we show the confidence intervals at 68.3\%, 95.4\% and 99.7\% in the \( H_0 - \Omega_m \) plane for the SDSSII (MLCS and SALT2) SN Ia data set. There we can see that a tension between the light-curve fitters is present with more than 99.7\% confidence level. This was one of the reasons that motivated us to extend our study on inhomogeneous models to the one presented by [30] as we will see further on.

In [58], the authors found that when combining \( H(z) \) data with SN Ia ones for their analysis, the best fit for the size of the void of the model considered here, corresponded to a void 380 Mpc bigger than the one obtained with only SNe Ia data. This behavior was expected, since the fit to \( H(z) \) by itself favours enormous voids. What is interesting is that we found here a variation of around 350 Mpc by just changing the way of processing the same SNe Ia data set. Hence, it seems that an additional uncertainty in \( \sigma \) of about 11\% could be associated to the selection of the fitter used. Therefore, when one seeks to constraint the typical size of a void, there seems to exist an extra degeneration between the inclusion of \( H(z) \) data and the fitter employed in the SNe Ia light-curves processing.

TABLE I: Best fits obtained for \( H_0 \) (km/s/Mpc), \( \Omega_m \), and the size of the void \( \sigma \) (Mpc) associated to the LTB model, for the SDSSII (MLCS and SALT2) SNe Ia.

| Fitter | \( H_0 \) | \( \Omega_m \) | \( \sigma \) |
|--------|---------|---------|---------|
| MLCS   | 63.2    | 0.24    | 3050    |
| SALT2  | 69.2    | 0.10    | 3400    |

![Confidence intervals at 68.3%, 95.4% and 99.7% in the \( H_0 - \Omega_m \) plane for the SDSSII (MLCS and SALT2) SN Ia data set in the LTB model framework. The best fits are indicated with a star. There can be seen a tension between both processing methods with a confidence level greater than 99.7\%. Values of \( H_0 \) are expressed in km/s/Mpc.](image-url)

In [58], the degenerations known between the parameters of these models are discussed. It is mentioned that to achieve a similar \( \chi^2 \), if one wishes to obtain a bigger void (larger \( \sigma \)) a lower \( \Omega_m \) is needed; while emptier voids (lower \( \Omega_m \)) will require a larger \( H_0 \). We will see that the fitters used for the processing of the data lead to similar degenerations.

A work that considered the dependence of the results on the fitter employed, in a inhomogeneous model framework, and with the same SNe Ia set that in the present work, was from the authors of [39]. In Fig. 5 of that work, there can be seen that SALT2 favors values of \( \Omega_m \) lower than those associated to MLCS. Therefore, according to what was mentioned earlier, one would expect that SALT2 would prefer larger voids. And certainly, this is what we found. But we remark that here this is not a consequence of the way these void models are built, but it is a matter of data processing.

We will now analyze the tension between the two light-curve fitters from another perspective. The mentioned
degeneration between the parameters $\Omega_m$ and the size of the void $\sigma$ can be seen, slightly, in Fig. 2 both for SALT2 and for MLCS.
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**FIG. 2:** (a) Confidence intervals at 68.3% and 95.4% in the $\sigma - \Omega_m$ plane for the SDSSII (SALT2) SNe Ia (dashed lines). (b) Confidence intervals at 68.3%, 95.4% in the $\sigma - \Omega_m$ plane for the SDSSII (MLCS) SNe Ia (solid lines). The $\sigma$ values are expressed in Mpc.

Let us suppose now that, in the search to find a void for which $H_0$ is in agreement with the Hubble parameter value found by the Planck collaboration [12] or by the nine years of WMAP [11], we decided to fix the value of $H_0$ and allow the variation of the two other free parameters. The reader should always have in mind that here we are not interested in the best fits themselves, neither in if the models will be competitive or not. Also, mind that the data is always the same, and the only thing that changes and by which the results become altered, is the way they have been processed. What we would like to address in the following is, how in the very same situation (fixing $H_0$), the same data behave in a very different way.

In Table II we show the best fits to the LTB model having fixed the value of $H_0$ for the Planck and for the WMAP9 cases. The results are surprisingly different. We know that there is a degeneration between $H_0$ and the void size $\sigma$. However, let us note how different it is exhibited when the same data are changed only by the way of processing.

| $H_0$ (km/s/Mpc) | $\Omega_m$ | $\sigma$ (Mpc) |
|------------------|-----------|----------------|
| SALT2            | 67.3      | 0.18 1250      |
| MLCS             | 70.0      | 0.16 750       |

In Table II we show the best fits to the LTB model having fixed the value of $H_0$ for the Planck and for the WMAP9 cases. The results are surprisingly different. We know that there is a degeneration between $H_0$ and the void size $\sigma$. However, let us note how different it is exhibited when the same data are changed only by the way of processing.

In Fig. 2, we can observe the effect of having fixed $H_0$. Both for SALT2 and for MLCS, the degeneration between $\Omega_m$ and $\sigma$ appears clearer than in Fig. 2. When $H_0$ is not fixed, the ellipses of the confidence regions are very large. In particular, for the MLCS case, they are bigger. When fixing the value of $H_0$, as it is expected, the confidence regions are reduced giving more restricted values for $\sigma$. However, see how in Fig. 3 the ellipse corresponding to the MLCS case is the one which reduces the most, the one which gets the highest impact and in a different way than SALT2. MLCS seems to constraint the values of allowed $\sigma$ in a more notorious way than SALT2. It can also be appreciated how the confidence intervals for the two fitters in the $\sigma - \Omega_m$ plane differ considerably, indicating the tension between both ways of processing the light curves of the SNe.

When we fix the value of $H_0$ at 70.0 km/s/Mpc [11], the size of the void for the MLCS case is reduced to only 750 Mpc. What we found here is that MLCS would allow the voids not to be giant as it is generally suggested in the literature (Even though some authors have shown that giant voids are not mandatory to explain the observations with a LTB model [60]). This is not a conclusive assertion, but something we find interesting to mention as a possible tendency of the data when being processed with MLCS.

Regarding the value of $H_0$ in the LTB models framework, we would like to leave a concern raised. In the works [61], the author using a local redshift expansion for the luminosity distance and a constraint on the age of the universe, showed that the parameters defining a general LTB model give them enough freedom to enable them to agree with any value of $H_0$. But if we manage to suit the value of $H_0$, we wonder: which SNe light curve processing method should we use to put constraints on the rest of the free parameters of the model? The fitters might give very different values to, for example, $\Omega_m$ and $\sigma$.

We now analyze some quantities that are usually used as non-concordance diagnostics to distinguish between FRW/ΛCDM models and LTB models.

We did not find significant differences between the $w_{\text{eff}}$ vs $z$ curves obtained with SALT2 and MLCS fitters. Nevertheless, in the case of the effective deceleration parameter $q_{\text{eff}}(z)$, we did find differences. In Fig. 4 the $q_{\text{eff}}$ vs $z$ curves for both light-curve fitters are shown.

In the MLCS case, we see a more pronounced tendency to a deceleration today than the one found in [58]. Note that the shape of the curve and the deceleration today found by the mentioned authors are very similar to the
Figure 3: (a) Confidence intervals at 68.3% and 95.4% in the \( \sigma - \Omega_m \) plane for the SDSSII (SALT2) SNe Ia (dashed lines) and for the SDSSII (MLCS) SNe Ia (solid lines). This case with \( H_0 = 67.3 \text{ km/s/Mpc} \). (b) Confidence intervals at 68.3% and 95.4% in the \( \sigma - \Omega_m \) plane for the SDSSII (SALT2) SNe Ia (dashed lines) and for the SDSSII (MLCS) SNe Ia (solid lines). This case with \( H_0 = 70.0 \text{ km/s/Mpc} \). Values of \( \sigma \) are expressed in Mpc, and the best fits are indicated with a dot.

Figure 4: Curves of the effective deceleration parameter \( q_{\text{eff}} \) vs \( z \) for the best fit parameters of the LTB model analyzed, to the SNe Ia data processed by SALT2 and MLCS.

The Planck satellite. These authors analyzed the Swiss-cheese model of \cite{59} with the SNLS 3 data set \cite{7} processed with SALT2, and showed that using such inhomogeneous model to interpret the Hubble diagram allows to reconcile it with the Planck results. Since SNLS 3 data processed with MLCS are not publicly available, here we will make the study of the same model, but with SDSSII data \cite{3} processed with both SALT2 and MLCS.

Figure 5 shows the confidence intervals at 68.3%, 95.4% and 99.7% in the \( H_0 - \Omega_m \) plane for the SDSSII (MLCS and SALT2) SN Ia data set in the Swiss-cheese model framework of \cite{34 59}.

As we have already mentioned, MLCS favors lower values for \( H_0 \) (and larger values for \( \Omega_m \)) therefore the confidence intervals have been displaced to the left (and up) with respect to the ones for SALT2. Again, with more than 99% confidence level, both light-curve fitters present tension between the obtained results; and our findings suggest that such fitters might play an important role in the results or in the conclusions of proposals such as the ones in \cite{36}.
we wonder: could SNLS 3 data processed with MLCS displace to the left as the ones of SDSSII did and achieve a better align with Planck when taking into account the suggestion of $\Omega_{m}$ with $0 < f < 1$? Could a better compatibility between SNe Ia and CMB be achieved following as a guide the search of systematics between MLCS and SALT2 and reducing them? Maybe, the solution found by the authors might be even more reinforced if the most recent SNe Ia data were used in the MLCS fitter framework.

Taking into account the results presented in this work, it is worth making some final reflexions. The community at large uses public data to put constraints on different proposed models, such as SNLS [7], SDSS [5, 9], Union2 [6], etc., processed only with SALT2. It would be useful and interesting to have publicly available the same data, in all cases, also processed with MLCS to be able to use them in carrying out tests to models alternative to $\Lambda$CDM. As some authors remarked, the published tables of SNe Ia distance moduli obtained with the SALT/SALT2 fitters retain a degree of model dependence (e.g. flat $\omega$CDM) [42] and should not be applied to constrain other models [43]. In recent years, a great effort has been made to find and study possible sources of systematic errors [10, 16, 57], but most of these works are in the framework of SALT2 and we are still not sure if a light-curve fitter is better than the other. In [50], the authors have taken the first steps towards a possible way to detach of the assumed cosmological model dependency in the SALT2 processing; and an interesting study has been made recently with data of the three seasons from the SDSSII and SNLS, comparing results between MLCS and SALT2 [10], but only the distance moduli in SALT2 were published.

IV. CONCLUSIONS

In the FRW framework where the universe is isotropic and homogeneous, this is going through an accelerated stage because of the existence of what we call dark energy. Although the evidence seems to be solid from various observational data sets, the search of other alternatives which also explain these observations have been in development in the last few years. That is the case of the so called inhomogeneous models. Even though these are toy-models yet and do not accomplish the description of the observations correctly, several authors have remarked the importance of their study, and even in the standard paradigm, some degree of inhomogeneity might have a detectable effect on certain observable quantities.

The luminosity distance measurements of SNe Ia constitute the most used data sets to put observational constraints on cosmological models, since they have been and still are the most solid evidence of the acceleration of the universe detected in the framework of a FRW model. But as it is well known in the standard paradigm, when the same SNe Ia data set is processed with two different light-curve fitters (i.e. SALT2 and MLCS), the values found for cosmological parameters (such as the equation of state $w$ of dark energy) differ.

In this work, we analyzed the aforementioned difference showing that, similarly to what occurs in the standard model, the light-curve fitters lead to incompatibilities when SNe Ia data are used to put constraints on inhomogeneous models. This can be seen, for instance, in the $H_{0} - \Omega_{m}$ plane in Fig. 1.

We found that when the luminosity fluxes coming from supernovae are processed with the MLCS fitter, the luminosity distances inferred imply sizes of voids 11% smaller than in the SALT2 case. The difference found is of the same order that what other authors obtained [58] when combining SNe Ia data with data of $H(z)$. The fitters seem to have a degeneration with these observations. We also showed that SALT2 favors larger voids and lower $\Omega_{m}$.

The Fig. 1 shows evidence that MLCS favors values of $H_{0}$ lower than in the SALT2 case (something that also occurs in the FRW model). This lead us to analyze the proposal of the authors of [36] to relieve the tension between the value of $H_{0}$ from the Planck collaboration and the one from SNLS 3 SNe Ia data [7]. Although in our work, when using SDSSII data [5], the mentioned tension with Planck does not appear, maybe the solution found by those authors might be even more reinforced if the most recent SNe Ia from SNLS data were used in the MLCS fitter framework. We would find interesting the release of more public data sets processed with MLCS to be used in the framework of models alternative to $\Lambda$CDM. Note that other authors have warned about the risk of using tables with luminosity distance values in the framework of SALT2 to put constraints on alternative models (e.g. $\omega$CDM). Alternatively, it would be interesting to have luminosity distances tables in the framework of proposals like the one developed in [54].

We found that MLCS tends to favor an effective deceleration today ($q_{01} > 0$) with more emphasis that the SALT2 case. Other authors have already found these trends, but in the framework of dark energy models [43].

When analyzing cases in which the value of $H_{0}$ is fixed (for example, to see what would happen if one would want to make the mentioned value compatible with the one obtained from CMB), as it is expected, the allowed ranges for the size of the void are reduced. But, in the same situation (fixing $H_{0}$), both fitters lead to very different results although the very same data has been used. Also, for MLCS the ranges associated to the size of the void get more restricted than in the case of SALT2. It is interesting to highlight that the size of the void for MLCS, under this situation, might even be smaller than 1 Gpc; indicating that when using MLCS, the size of the voids might not need to be so giant as it is usually sustained. 
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