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ABSTRACT
Knowledge Graph (KG) completion has been widely studied to tackle the incompleteness issue (i.e., missing facts) in modern KGs. A fact in a KG is represented as a triplet \((h, r, t)\) linking two entities \(h\) and \(t\) via a relation \(r\). Existing work mostly consider link prediction to solve this problem, i.e., given two elements of a triplet predicting the missing one, such as \((h, r, ?)\). This task has, however, a strong assumption on the two given elements in a triplet, which have to be correlated, resulting otherwise in meaningless predictions, such as \((Marie Curie, headquarters location, ?)\). In addition, the KG completion problem has also been formulated as a relation prediction task, i.e., when predicting relations \(r\) for a given entity \(h\). Without predicting \(t\), this task is however a step away from the ultimate goal of KG completion. Against this background, this paper studies an instance completion task suggesting \(r\)-\(t\) pairs for a given \(h\), i.e., \((h, ?, ?)\). We propose an end-to-end solution called RETA (as it suggests the Relation and Tail for a given head entity) consisting of two components: a RETA-Filter and RETA-Grader. More precisely, our RETA-Filter first generates candidate \(r\)-\(t\) pairs for a given \(h\) by extracting and leveraging the schema of a KG; our RETA-Grader then evaluates and ranks the candidate \(r\)-\(t\) pairs considering the plausibility of both the candidate triplet and its corresponding schema using a newly-designed KG embedding model. We evaluate our methods against a sizable collection of state-of-the-art techniques on three real-world KG datasets. Results show that our RETA-Filter generates high-quality candidate \(r\)-\(t\) pairs, outperforming the best baseline techniques while reducing by 10.61%-84.75% the candidate size under the same candidate quality guarantees. Moreover, our RETA-Grader also significantly outperforms state-of-the-art link prediction techniques on the instance completion task by 16.25%-65.92% across different datasets.
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1 INTRODUCTION
Knowledge Graphs (KGs), such as Freebase [5], Wikidata\(^1\) or Google’s Knowledge Graph\(^2\), have become a key resource powering a broad spectrum of Web applications, such as semantic search [48], question-answering [51], or recommender systems [54]. A typical KG represents a large collection of entities (real-world objects or abstract concepts) interconnected via relations, where entities contribute to the description of other entities via relations. Using a triplet representation scheme, a KG consists of a set of triplets, \((head, relation, tail)\), or \((h, r, t)\) for short, each of which encoding a relation connecting a head entity to a tail entity, such as \(Marie Curie\) (head) \(sex or gender\) (relation) female (tail). Figure 1 shows two real-world examples of entities \(Marie Curie\) and \(Apple Inc\). from Wikidata; each example is associated with a set of triplets having the entity as head in Wikidata. Despite the fact that modern KGs contain high-quality structured data, they are also known to suffer from an incomplete-ness issue, i.e., missing facts. For example, 71% of all people from Freebase have no \textit{place of birth} [31].

In this context, Knowledge Graph completion problems have been widely studied. In the current literature, these problems are mostly formulated as a link prediction task [31, 43], i.e., to predict missing links in a KG. More precisely, given two elements of a triplet, the task is to predict the missing one, such as \((h, r, ?)\), \((h, ?, t)\) or \((?, r, t)\), where the question mark represents the missing entity/relation. However, despite the wide adoption of such link

\(^{1}\)http://wikidata.org/
\(^{2}\)https://googleblog.blogspot.com/2012/05/introducing-knowledge-graph-things-not.html
prediction tasks by existing work for KG completion, this task is often impractical due to its strong assumption on knowing two elements in a triplet. In fact, the two known elements in a triplet must somehow be correlated in order to make a meaningful prediction, otherwise the task will result in meaningless results. For example, the predictions for (Marie Curie, headquarters location, ?) or (Apple Inc., sex or gender, ?) do not make any sense, while they would both be considered as valid input for the link prediction task. Although existing work on link prediction implement this task by considering a (head) entity as an instance, we complete its potential relations that are similar to the given entity, for example [2]. However, these techniques only suggest relations for a given head, without predicting the tails and hence are only part of the solution.

In this paper and toward the ultimate goal of KG completion, we tackle a more complex instance completion problem. Specifically, considering a (head) entity as an instance, we complete its descriptions by suggesting relation-tail pairs. In other words, we make predictions on (??), suggesting relation-tail pairs to a given head. Different from the link prediction task, our instance completion task has a more realistic setting without assuming knowing two correlated elements in a triplet. However, such an instance completion problem on KGs is a challenging task, due to a large number of potential relation-tail pairs for a given head; directly evaluating and ranking all combinations of head and tail not only incurs a significant computation cost, but also results in poor performance due to the large number of candidate triplets to consider. For example, such an approach takes 350.7 hours (CPU time) even with an efficient link prediction technique TransE on our JF17K dataset (see our experiments for more detail), resulting in poor performance of 0.0097 for recall@5.

A straightforward solution to this problem is to combine the relation prediction and link prediction tasks [7]; for a given head, we first predict a set of relations using a relation prediction technique, and then predict (h, r, ?) using a link prediction technique for each predicted relation r. Subsequently, with a small set of predicted relations, the number of candidate relation-tail pairs fed to the link prediction technique can be significantly reduced. However, such an approach still shows subpar performance, as it fails to fully consider the triplewise correlation of the three elements in a triplet, in particular the schema information encoded in the entity-typed triplet (h, r, t) — taking real-world examples from Wikidata, a relation prediction technique may suggest two relations, (headquarters location) and (industry), to the head entity Apple Inc.; a link prediction technique then predicts on (Apple Inc., headquarters location, ?) and (Apple Inc., industry, ?), resulting in a ranked list of candidate relation-tail pairs. Although such a scheme reduces the number of candidate relation-tail pairs by predicting relevant relations, it still fails to filter out many noisy relation-tail pairs, such as (headquarters location-Software industry) or (industry-Mountain View). In Wikidata, the entities Apple Inc., Software industry and Mountain View are all associated with types (enterprise, economic branch and city, respectively). If we have the schema information represented as entity-typed triplets (h, r, t) — (enterprise, headquarters location, city) and (enterprise, industry, economic branch), we could easily filter out such noisy relation-tail pairs that do not match the schema of the KG (to the given head).

Against this background and to effectively solve our instance completion problem over KGs (h, r, ?), we propose an end-to-end solution fully leveraging schema information encoded in triplets. Specifically, our solution consists of two components. First, to effectively filter out noisy relation-tail pairs for a given head, we design RETA-Filter, a relation-tail pair filter based on entity types. More precisely, although the schema of a KG implies valuable information about the structure of the KG, open-domain KGs such as Wikidata do not have a fixed schema [2]. Therefore, by extracting entity-typed triplets from an input KG, we build a head-type-relation-tail-type tensor, which encodes the schema information of the KG. Based on this tensor, we can efficiently search for candidate relation-tail pairs schematically matching a given head via tensor operations. In essence, RETA-Filter outputs a set of coarse-grained candidate relation-tail pairs fitting the schema of the KG. Second, to predict the most promising relation-tail pairs from the filtered candidates, we design RETA-Grader, a relation-tail pair grader leveraging a newly designed KG embedding model scoring each candidate relation-tail pair with a particular consideration on the plausibility of both the input triplet and its corresponding schema. To achieve this goal, we design two neural network pipelines. On one hand, we learn from a triplet (h, r, t), generating a triplet relatedness feature vector. On the other hand, we learn from the corresponding entity-typed triplet(s) (h, r, t), generating one or multiple (when h or t has multiple types) relatedness feature vector(s), based on which we then compute a schema relatedness feature vector by taking the minimum value along each feature dimension over these relatedness feature vectors. The basic assumption behind this operation is that for a given valid triplet (h, r, t), the relatedness of all its entity-typed triplets (h, r, t) should be high; subsequently, the minimum relatedness along each feature dimension is expected to be high. Afterward, we fed the concatenated

---

**Figure 1:** Examples of entities Marie Curie and Apple Inc. from Wikidata. For each entity, we present a subset of triplets having that entity as head from Wikidata.
triplet and schema relatedness feature vectors to a fully connected projection to output the final predicted score of the input triplet \((h, r, t)\).

Our contributions can be summarized as follows:

- We revisit the impractical settings of existing approaches to KG completion, and propose to study a novel instance completion problem with more realistic settings, i.e., predicting relation-tail pairs given a head \((h, r, ?)\).
- We propose an end-to-end solution to our instance completion problem. We first propose RETA-Filter, a \(r\)-\(t\) pair filter based on entity-typed triplets, generating a set of coarse-grained candidate \(r\)-\(t\) pairs matching the schema of the KG (to the given \(h\)). We then propose RETA-Grader, a \(r\)-\(t\) pair grader leveraging a newly designed KG embedding model scoring each candidate \(r\)-\(t\) pair with a particular consideration on the plausibility of both the input triplet and its corresponding schema.
- We conduct a thorough evaluation of our proposed techniques compared to a sizable collection of baselines on three real-world KG datasets. Results show that our RETA-Filter is able to generate a set of high-quality candidate \(r\)-\(t\) pairs for a given \(h\), outperforming the best baseline techniques with 10.61%-84.75% reduction on the candidate set size, under the same candidate quality guarantees. Moreover, our RETA-Grader also significantly outperforms state-of-the-art link prediction techniques on the instance completion task by 16.25%-65.92% across different datasets.

2 RELATED WORK

Knowledge Graph completion predicts missing facts in a KG. In the following, we briefly discuss existing work implementing one of the three types of tasks for KG completion: 1) link prediction tasks suggesting one missing element in a triplet; 2) relation prediction tasks predicting missing relations to a given entity; and 3) instance completion task suggesting relation-tail pairs to a given head entity.

2.1 Link Prediction Task

In the current literature, KG completion has been mostly formulated as a link prediction task, i.e., predicting one missing element in a triplet, i.e., \((h, r, ?), (h, ?, t)\) or \((?, r, t)\). To solve this problem, early work resorted to rule/feature-based relational learning, such as association rules [11] or hand-crafted features [25, 33] (e.g., paths linking entities) for link prediction. Recently, KG embedding techniques have been proposed to learn latent representations of entities/relations in a KG, which can then be effectively used for link prediction tasks over the KG. These techniques can be classified into two broad categories. First, translational distance models that exploit distance-based scoring functions to create the embeddings. One representative model of this family is TransE [6], which learns from triplets \((h, r, t)\) such that the relation between the head and tail are preserved as \(h+r \approx t\). Several works further improve TransE to capture richer KG structures, such as involving relation-specific hyperplanes [45] or spaces [9, 17, 26], for example. Second, semantic matching models that exploit similarity-based scoring functions. One typical model in that context is RESCAL [32], which represents each entity as a vector and each relation as a matrix, and then uses a bilinear function to model the relation between two entities. Several works extend RESCAL by reducing the complexity of the models [38, 50] or of the training processes [53], by improving the model expressiveness [4], by capturing asymmetric relations [42], by considering unbalanced data in KGs [18], or by modeling non-linear relations using neural networks [3, 8, 30, 37, 39].

In addition, there are also a few works on link prediction combining triplets with other data. According to the sources of such data, these works can be classified into two categories, i.e., data in the KG and third-party data. On one hand, besides triplets linking entities via relations, literals [12, 22], images [28] or types [16, 34, 47] associated with entities in the KG can be combined with triplets to improve the performance on link prediction. On the other hand, some other techniques learn entity/relation embeddings from triplets in a KG jointly with third-party data sources, in particular with text (e.g., Wikipedia articles) [36, 41, 44, 49].

However, we argue in this paper that such link prediction tasks are impractical in the sense that they assume knowing two of the elements in a triplet, which is often not the case in practice. Those two elements must be correlated to make meaningful predictions, which otherwise result in meaningless outputs such as \((Marie Curie, headquarter, location)\). Therefore, we study an instance completion problem in this paper, suggesting relation-tail pairs for a given (head) entity.

2.2 Relation Prediction Task

KG completion problems have also been studied as a relation prediction task, suggesting missing relations to a given entity [1, 2, 7, 10, 24, 52]. Specifically, for a given entity, the objective is to suggest a list of relations (so-called properties by some of these works) which are relevant to the entity. For example, Zangerle et al. [52] built a “property suggester” for Wikidata, suggesting candidate properties based on association rules learnt from existing triplets in Wikidata. Lajus et al. [24] studied the problem of determining obligatory relations for a given entity in a KG by extracting and using the class hierarchy (of entities) in the KG. Cao et al. [7] designed a relation prediction technique by applying an attention-based graph neural network model to a bipartite entity-relation graph built from a KG. Recoin [2] suggests properties to an entity on Wikidata by collaboratively using the information about other entities that are similar to that entity; to ensure the high quality of the suggested properties, it sometimes involves much prior knowledge when defining the similarity between entities on Wikidata. For example, for entities of type human, a (Boolean) similarity is defined as whether the two entities have the same occupation or not.

Our work differs from these techniques by considering a more complex problem, that of predicting relation-tail pairs for a given (head) entity. Although these relation prediction techniques can be combined with link prediction techniques to perform our instance completion task, such an approach yields subpar performance, as it does not fully leverage the schema information encoded by the triplets.

2.3 Instance Completion Task

A closely related work to our instance completion problem is OKELE [7], which suggests relation-tail pairs to a long-tail head (i.e., a less
 popular/frequent entity) in a KG, using open Web data. Specifically, for a given head $h$, OKELE first implements a relation prediction technique by applying an attention-based graph neural network model to a bipartite entity-relation graph built from a KG, predicting a list of relations; for each suggested relation $r$, it then extracts and verifies potential tails from open Web data including semi-structured vertical websites, unstructured plain text in Web content and structured HTML tables. To the best of our knowledge, this is the only work in the current literature considering the instance completion task, i.e., predicting relation-tail pairs to a given head. However, OKELE differs from our work by extensively using open Web data. In contrast, our proposed solution only requires triplets and entity types from a KG, without the need of involving any extra data sources.

We also note that the so-called instance reconstruction task on KGs has been defined by [55] for n-ary (or multi-fold) relational facts, where an n-ary relation consisting of a set of relations $\{r_1, r_2, ..., r_n\}$ links multiple entities $\{e_1, e_2, ..., e_n\}$, respectively. For example, the n-ary relation “PeopleMarriage” containing the following three relations person, spouse, location, links three entities Kobe Bryant, Venessa Bryant and California. The authors define the instance reconstruction task as follows: given an n-ary relation $\{r_1, r_2, ..., r_n\}$ and a subset of the entities linked by this relation, predict the rest of the entities, such as $\{e_1, ?, ..., ?\}$. With the help of relation paths [46], this task boils down to a link prediction task, i.e., predicting $\{(e_1, r_1 r_2, ?), (e_1, r_1 r_3, ?)\}$ and so on. Therefore, it fundamentally differs from our instance completion task, where we do not assume any information about the relations.

3 SCHEMA-AWARE INSTANCE COMPLETION

To solve our instance completion problem on KGs, we propose an end-to-end solution leveraging the explicit and implicit schema information encoded through the triplets. More precisely, we first design RETA-Filter, a r-t pair filter based on entity-typed triplets, generating a set of coarse-grained candidate r-t pairs matching the schema of the KG (to the given $h$). We then propose RETA-Grader, a r-t pair grader leveraging a newly designed KG embedding model scoring and ranking these candidate r-t pairs with a particular consideration on the plausibility of the triplets and their corresponding schema.

3.1 RETA-Filter

Our RETA-Filter is designed to generate a set of coarse-grained r-t pairs by extracting and learning the schema of input KG. Specifically, a KG contains a set of triplets $(h, r, t)$, where $h, t \in E$ and $r \in R$; $E$ and $R$ are the sets of all entities and relations in the KG, respectively. Each entity $h$ (or $t$) can have one or multiple types $h_{type1}, h_{type2}, ..., h_{typen} \in T$, where $T$ is the set of all entity types in the KG (we will discuss later the case where an entity does not have any type). Subsequently, the schema of a KG can be characterized by a set of entity-typed triplets $(h_{type}, r, t_{type})$, indicating that an entity of type $h_{type}$ could be linked to an entity of type $t_{type}$ via a relation $r$. Such information can serve as an important guideline to identify eligible r-t pairs for a given $h$, thus avoiding many meaningless predictions.

Figure 2: A toy example of our filter, where we highlight an example of computation for one relation (in gray). Given an head entity $h$, RETA-Filter fetches its type vector $h_T$ and multiply it with the tensor $F$. The resulting matrix is then multiplied with the type matrix $M_T$ in order to compute the candidate r-t pairs for $h$.

To implement our filter, we first extract entity-typed triplets $(h_{type}, r, t_{type})$ from the triplets $(h, r, t)$ in a KG, by considering all the combinations of the types of $h$ and $t$ for each triplet $(h, r, t)$. For example, if $h$ and $t$ have $m$ and $n$ types, respectively, we extract $m \times n$ entity-typed triplets. Afterward, we represent all these entity-typed triplets as a head_type-relation-tail_type tensor $F \in \mathbb{B}^{|T^h| \times |R| \times |T^t|}$, where $T^h$ and $T^t$ are the sets of all head and tail types, respectively, while $R$ is the set of all relations in the KG. Note that $T^h$ and $T^t$ are the same as $T$ in practice, as they are both the set of all entity types. We use different notations for them to distinguish the semantic meaning of the corresponding dimensions of $F$, where the first and third dimensions of $F$ refer to head and tail types, respectively. Finally, by representing $h$ using its type vector $h_T \in \mathbb{B}^{|T^h|}$ and all tails using a type matrix $M_T \in \mathbb{B}^{|F| \times |T^t|}$, we can efficiently compute the candidate r-t pairs for $h$ via a tensor product:

$$S = h_T \times_B F \times_T M_T$$

(1)

where $x_n$ denotes the mode-$n$ tensor product [21]. The resulting matrix $S \in \mathbb{B}^{|E| \times |R|}$ encodes the number of matches between $h$ and each r-t pair, under the extracted schema. Figure 2 shows a toy example of our filter. To implement this filter, we have to take into account the following two practical considerations:

- **Frequency of entity-typed triplets.** Entity-typed triplets $(h_{type}, r, t_{type})$ encode the schema of the corresponding KG. When converting the triplets of a KG into entity-typed triplets, we also obtain the frequency of each entity-typed triplets, indicating how many times it appears in the KG. Intuitively, a low frequency indicates a small contribution of the corresponding entity-typed triplet to the schema of the KG, which could also be considered as noise. Subsequently, we could select frequent entity-typed triplets (whose frequencies are higher than a threshold $a$) to build $F$. However, a too high value of $a$ could also remove useful entity-typed triplets, resulting in an incomplete schema captured by $F$. In other words, $a$ controls the quality of the extracted schema, and subsequently balances the tradeoff between the size of the candidate (r-t pair) set and its coverage of true r-t pairs being included in the candidate set. On one hand, a too low value of $a$ could include noisy entity-typed triplets in $F$, resulting in a large candidate set with noisy and redundant r-t pairs. On the other hand, a too high value of $a$ captures incomplete
schema information when building F, resulting in a small but low-coverage candidate set (i.e., missing true r-t pairs).

We note that once we select frequent entity-typed triplets (whose frequencies are higher than α), we build F as a Boolean tensor without considering the absolute frequency of each selected entity-typed triplet, since the absolute frequencies of these frequent entity-typed triplets are not useful when representing the schema of the KG. For example, an entity-typed triplet (human, occupation, profession) with a frequency of 10,000 does not necessarily mean that it is (ten times) more important than an entity-type triplet (enterprise, headquarters location, city) with a frequency of 1,000 when representing the structure of the KG. Such a frequency difference may just be caused by the varying popularity of different entity types in a KG. Therefore, we do not distinguish the selected (frequent) entity-typed triplets by their frequencies when building F.

- **Number of matches between r-t pairs and h.** The resulting matrix S encodes the number of matches between h and each r-t pair under the extracted schema. Intuitively, a higher number of matches indicates a higher plausibility of the corresponding r-t pair being a candidate for h. Following the example in Figure 2, the number of matches between h and the first r-t pair is S_{0.0} = 3. Subsequently, instead of taking all r-t pairs with non-zero matches (in S) as the candidate r-t pairs, we could further select higher-quality r-t pairs whose numbers of matches are higher than a threshold β as candidate r-t pairs. Obviously, a lower value of β selects more candidate r-t pairs and thus leads to a higher coverage of true r-t pairs being included in the candidate set, and vice versa. In essence, β directly balances the tradeoff between the size of the candidate (r-t pair) set and its coverage.

In summary, our RETA-Filter is designed to efficiently generate a set of coarse-grained r-t pairs by matching with the KG schema extracted from the entity-typed triplets of a KG. We use two tunable parameters α and β balancing the tradeoff between the size of the candidate (r-t pair) set and its coverage. By varying α and β, our RETA-Filter is able to achieve the best Pareto frontier when trading off the size of the candidate (r-t pair) set and its coverage, compared to a sizable collection of baselines (see our experiments for more detail).

### 3.2 RETA-Grader

Based on the set of candidate r-t pairs provided by our RETA-Filter, our RETA-Grader further evaluates and ranks these candidate r-t pairs considering the plausibility of both the triplet and its corresponding schema. In the following, we discuss the detailed design of these three modules.

#### 3.2.1 Learning from triplets.

To learn from a triplet (h, r, t), we use a Convolutional Neural Network (CNN) to model the interaction between the three elements in the triplet, i.e., head h, relation r and tail t. We adopt a CNN here, as it has been successfully used to learn from triplets in KGs by previous work [8, 29]. As shown in Figure 3, we start by concatenating the three embedding vectors \( h, r, t \in \mathbb{R}^K \) (K is the embedding dimension), resulting in a matrix \( I \in \mathbb{R}^{3 \times K} \). The matrix I is fed to a 2D convolutional layer with \( n_f \) filters of size \( 3 \times 3 \). We set the filter size to \( 3 \times 3 \) to capture the triple-wise relatedness between the embeddings of h, r and t. This convolutional layer returns \( n_f \) feature maps of size \( K - 2 \) each, which are then flattened into a triplet relatedness feature vector \( \phi \in \mathbb{R}^{1 \times n_f(K-2)} \). This relatedness vector \( \phi \) characterizes the plausibility of a fact \( (h, r, t) \) of being true.

#### 3.2.2 Learning from schema (entity-typed triplets).

The schema information encoded by the triplet \((h, r, t)\) is also an important predictor for the plausibility of the triplet. To capture such schema information, we extract and learn from entity-typed triplets considering all the combinations of the types of h, t, and r. When h, t, and r have \( m, n \), and \( n \) types, respectively, we extract a set of \( mn \) entity-typed triplets \( \{(h_{type}, t_{type}, r_{type})\}_{1 \leq i \leq m, 1 \leq j \leq n} \). Afterward, we learn from each of these entity-typed triplet \((h_{type}, r_{type}, t_{type})\) to generate its relatedness feature vector, using a similar method as for learning from triplets. Specifically, as shown in Figure 3, by concatenating three embedding vectors for head type \( h_{type} \), relation \( r \), and tail type \( t_{type} \), we also resort to a 2D convolutional layer with \( n_f \) filters of size \( 3 \times 3 \) to capture the triple-wise relatedness between \( h_{type}, r_{type}, t_{type} \); the resulted feature maps are then flattened into a relatedness vector of size \( 1 \times n_f(K-2) \). Note that the filters in this module are different from the filters in the first module. We repeat this process for all the \( mn \) entity-typed triplets associated with the input triplet. Finally, we concatenate these relatedness feature vectors into a matrix of size \( mn \times n_f(K-2) \), and then take the minimum value along each feature dimension, resulting in a unique schema relatedness feature vector \( \phi' \). The basic assumption behind this min operation is that for a true triplet, the relatedness of the three elements \((h_{type}, r_{type}, t_{type})\) of any entity-typed triplets should be high; subsequently, the minimum relatedness along each feature dimension is expected to be high. Similar ideas have also been successfully applied by previous works to merge relatedness scores in a neural network [13].

#### 3.2.3 Prediction using triplet and schema relatedness feature vectors.

In the two previous modules, for each triplet, we obtain a triplet and a schema relatedness feature vectors \( \phi \) and \( \phi' \), respectively. We then concatenate \( \phi \) and \( \phi' \) into an overall relatedness feature vector of size \( 2n_f(K-2) \). Finally, we use a fully connected layer to output the predicted score \( \sigma \) from the overall relatedness feature vector.

#### 3.2.4 RETA-Grader Training Process.

To train our RETA-Grader model, we minimize a softplus loss, which is defined as the negative vector to output a final prediction score, measuring the plausibility of both the input triplet and its corresponding schema. In the following, we discuss the detailed design of these three modules.
The log-likelihood of the logistic model:

$$\sum_{\omega \in \Omega} \log(1 + e^{-\sigma(\omega)}) + \log(1 + e^{\sigma(\omega')})$$  \hspace{1cm} (2)$$

where $\Omega$ represents the set of training triplets. For each triplet $\omega = (h, r, t)$, one negative sample $\omega'$ is generated by randomly corrupting one element in the triplet $h, r$ or $t$. $\sigma(\omega)$ and $\sigma(\omega')$ denote the predicted score of our RETA-Grader model for the true fact $\omega$ and the negative fact $\omega'$, respectively. The loss function in Eq. 2 is minimized using the Adam optimizer [20], and the model parameters are learnt via back propagation. We use rectified linear units (ReLU) as the activation function [23] and batch normalization after the two CNN layers for fast training.

3.2.5 Practical considerations on design choices. To implement our RETA-Grader, we have to take into account the following two practical considerations:

- **Number of types learnt per entity.** Our RETA-Grader evaluates a triplet considering the plausibility of both the input triplet and its corresponding schema, where the schema information is represented by a set of entity-typed triplets. For a given triplet $(h, r, t)$ where $h$ and $t$ have $m$ and $n$ types, respectively, the second module in Figure 3 is repeated $mn$ times when evaluating this triplet; this could incur a large computation overhead for large values of $m$ and $n$. To overcome this issue, we choose to learn at most top-$k$ types (according to the frequency of types in a KG dataset) for each entity, resulting in $\min(mk, nk, k^2)$ repetitions of the second module, rather than $mn$ times. We empirically show in our experiments below that a small value of $k$ is able to achieve a good performance on our instance completion task.

- **Entities without types.** Although most entities in modern KGs are associated with one or multiple types, there is still a small portion of entities without types. To accommodate these entities in our instance completion task, we make the following adaptation to our proposed solution. First, to generate a set of candidate $r$-$t$ pairs for a head $h$, if any entity ($h$ or $t$) does not have a type, we assume the entity could be associated with any type, such that we do not miss any potential candidates. Specifically, we have the following three cases: 1) when $h$ has no type but $t$ has types, $h_T$ becomes an all-one vector, where our RETA-Filter still considers the match between $r$ and $t$; 2) when $t$ has no type but $h$ has types, the corresponding row of $M$ becomes an all-one vector, where our RETA-Filter still considers the match between $h$ and $r$; 3) when both $h$ and $t$ have no type, $h_T$ and the corresponding row of $M$ become all-one vectors, where our RETA-Filter generates a full matrix $S$ (without zero entry); in the last case in particular, if we set the threshold $beta$ to 1, our RETA-Filter indeed degrades to keep all combinations of $r$-$t$ pairs as candidates.

Second, to let our RETA-Grader learn from entities without types, we assign an "unknown" type to such entities, and then keep the same processing pipeline for score prediction. For example, for a triplet $(h, r, t)$ where $h$ has no type and $t$ has $n$ types, the set of entity-typed triplets becomes $\{ (\text{unknown} \_\_\_\_\_\_\_\_, r, t \_\_\_\_\_\_\_\_) | 1 \leq j \leq n \}$. From a schema point of view, such an "unknown" type could be linked to any type in a KG via a relation, which makes the schema relatedness feature vector less discriminative for prediction. Subsequently, the fully projected layer in the third module in Figure 3 is able to automatically learn more from the triplet relatedness feature vector to make predictions.

The implementation of RETA and used datasets are available here\(^4\).

4 EXPERIMENTS

We conduct an extensive evaluation on our instance completion task. In the following, we start by presenting our experimental setup, followed by our results and discussions.

4.1 Experimental Setup

4.1.1 Datasets. We use three popular KG datasets JF17K, FB15K and HumanWiki in our experiments. More precisely, the JF17K and FB15K datasets are extracted from Freebase by [46] and [6], respectively. We extract the HumanWiki dataset from Wikidata by extracting all triplets involving a head entity of type human (i.e., class Q5 human on Wikidata)\(^5\). As our instance completion task

\(^4\)https://github.com/eXascaleInfolab/RETA_code/

\(^5\)We choose to extract the HumanWiki dataset because one of the state-of-the-art relation prediction techniques, Recoin (see below), is specifically designed for "human"
Table 1: Statistics of the datasets

| Dataset      | JF17k | FB15k | HumanWiki |
|--------------|-------|-------|-----------|
| #Entity      | 9,233 | 14,579| 38,949    |
| #Entity w/ types | 9,174 | 14,417| 34,470    |
| #Entity w/o types | 59   | 162   | 4,479     |
| #Type        | 511   | 588   | 388       |
| #Type per entity | 6.45 | 10.02 | 1.08      |
| #Relation    | 326   | 1,208 | 221       |
| #Fact        | 19,342| 154,916| 108,199   |
| #Fact w/ types on both h and t | 19,015| 144,117| 87,150    |
| #Fact w/ types on either h or t | 322  | 10,776| 21,049    |
| #Fact w/o types | 5   | 23    | 0         |

suggestions relation-tail pairs for a given head, for each unique head, we randomly split its r-t pairs in the datasets into 80% training and 20% test datasets. Table 1 shows the main statistics of the three datasets.

4.1.2 Baselines. We compare our proposed method against a sizable collection of state-of-the-art techniques from the following three categories.

- Relation (property) prediction techniques. BPR [35] is a recommendation technique generating an entity-specific ranked list of relations (where we consider the relation prediction task as recommending relations to entities). Property suggester (WikiPS) [52] recommends relations to an entity using association rules learnt from existing triplets in Wikidata; this technique is an API on Wikidata, and thus can only be applied to our HumanWiki dataset. Recoin [2] suggests relations to an entity by collaboratively using the information about other similar entities, where the similarity is manually defined using a Boolean similarity function that considers two entities as similar if they share at least one type. In particular, it has a special setting for entities of type human using heuristics and prior knowledge, where the Boolean similarity is defined as whether two humans have the same occupation or not, i.e., whether the two head entities of type human have the same tail entity linked via the relation occupation or not. OKELE [7] predicts relations associated with an entity using an attention-based graph neural network model 7. As these relation prediction techniques suggest a ranking list of relations to a given head, we take the top-N relations from the list as the predicted relations; tuning N actually balances the tradeoff between the size and the coverage of the resulting candidate (r-t pair) set.

- Tail candidate refinement techniques. Based on the predicted list of relations returned by the above techniques, a straightforward approach to form a set of candidate r-t pairs is to combine each predicted relations with all entities (Ali). One possible improvement to this step is to have a filtered list of relevant r rather than using all entities, i.e., generating a subset of potential t for given h and r. Note that this differs from the link prediction task, as we generate a subset of t rather than ranking r-t pairs. In the current literature, an entity relatedness prediction task has been introduced by [55] for n-ary relational facts where an n-ary relation links multiple entities (e1, e2, e3, ..., en); this task predicts the relatedness between entities in such an n-ary relational fact, in order to perform an instance reconstruction task (e1, e2, ..., ?) (see more detail in our Related Work section). The proposed techniques by [55] evaluate the relatedness between two entities, i.e., whether two entities should be linked by a relation or not, which can thus be adopted for our tail candidate refinement. Specifically, two techniques have been proposed by [55]. First, a relatedness affiliated embedding (RAE) model, which learns a multi-layer perceptron neural network to predict a relatedness score between two entities, and considers them to be relevant if the score is higher than a threshold y. Tuning y balances the tradeoff between the size and the coverage of the resulting candidate (r-t pair) set. Second, a schema based predictor (Sch), which leverages the type requirements on the entities dictated by the schema of a relation, generating a set of (tail) entities schematically matching a given relation. Subsequently, one can also combine the refined sets of candidate tails from RAE and Sch by taking their intersection (RAE&Sch).

- Link prediction techniques. Based on a set of candidate r-t pairs for a given h, we apply the following link prediction techniques. First, we consider classical link prediction techniques evaluating the plausibility of a triplet. The translational distance models we consider include: TransE [6], which learns to preserve the relation between two entities as h + r = t; TransH [45], which extends TransE to better capture multi-mapping relations using relation-specific hyperplanes; TransR [26], which introduces relation-specific projections to also better capture multi-mapping relations; TransD [17], which further extends TransR by decomposing the projection matrix into a product of two vectors for an improved efficiency. The semantic matching models we consider are as follows: Rescal [32], which represents each entity as a vector and each relation as a matrix, and uses a bilinear function to model the relation between a pair of entities; DistMult [50], which simplifies Rescal by representing each relation embedding as a diagonal matrix; ComplEx [42], which further extends DistMult in the complex space in order to better model both symmetric and asymmetric relations; AnalogY [27], which explicitly models analogue structures in multi-relational KG embeddings; Simple [19], which is an expressive and interpretable KG embedding techniques based on canonical polyadic tensor decomposition; RotatE [40], which defines a relation as a rotation from a head to a tail in the complex vector space, capturing richer relation patterns. For each of these link prediction technique, we use the hyperparameters as recommended by [14]. We also consider a variation of RETA-Grader as an additional baseline, where we learn from triplets only, without learning from the schema (entity-typed triplets); we refer to this baseline as RETA-Grader (no type).

Second, we also consider link prediction techniques using additional information about entity types as baselines, as our RETA-Grader also evaluates a triplet considering the plausibility of
both the input triplet and its corresponding entity-typed triplets. **TypeDM** and **TypeComplex** [16] are extended from DistMult and ComplEx, respectively, by explicitly modeling entity type compatibility.

For our RETA-Grader, we set the number of types learnt per entity $k = 2, 1$ and $4$, and the number of Filters $n_f = 50, 200$ and $100$ for JF17K, FB15K and HumanWiki, respectively. More details on these parameter sensitivity study will be present later.

4.1.3 **Evaluation Protocol.** To implement our instance completion task, for a test head entity $h$, we first generate a set of candidate $r\cdot t$ pairs, and then score and rank them. We evaluate this task in two steps.

First, we evaluate the quality of the generated candidate $r\cdot t$ pair sets. We consider two metrics: 1) the coverage of the candidate set (i.e., the percentage of the ground truth $r\cdot t$ covered by the candidate set), and 2) the size of the candidate set. Intuitively, a good candidate set should have higher coverage and a small size at the same time. Due to the intrinsic tradeoff between the coverage and size of the candidate set, we plot and compare the Pareto frontier of different techniques. Specifically, to generate a set of candidate $r\cdot t$ pairs using our baseline techniques, we can use any relation prediction technique (BPR, WikiPS, Recoin, Recoin_Human or OKELE) combined with any tail candidate refinement technique (All, RAE, Sch or RAE&Sch). We first take the top $N$ relations generated by a relation prediction technique and then use one tail candidate refinement technique to generate a set of candidate $r\cdot t$ pairs. By tuning $N$ (and also $\gamma$ for RAE when applicable), we balances the tradeoff between the size and the coverage of the resulting candidate $(r\cdot t)$ pair set. For our method, we tune $\alpha$ and $\beta$ to balance this tradeoff.

Second, by fixing the set of candidate $r\cdot t$ pairs ensuring 95% coverage using our RETA-Filter, we evaluate the performance of different link prediction techniques and our RETA-Grader when ranking these candidate $r\cdot t$ pairs. We report Recall (Rec), Mean Average Precision (MAP), and Normalized Discounted Cumulative Gain (NDCG).

4.2 **Performance on Filtering $r\cdot t$ Pairs**

In this section, we evaluate the first step of our instance completion task by investigating the performance of filtering $r\cdot t$ pairs using different techniques. Figure 4 shows the Pareto frontier when trading off the size and the coverage of the candidate $r\cdot t$ pair set using each baseline technique and our RETA-Filter.

We observe that our RETA-Filter outperforms state-of-the-art techniques in general by achieving a better tradeoff in most cases, i.e., the resulting Pareto frontier is closer to the upper-left corner of the plot. Moreover, we find that adding tail candidate refinement techniques to relation prediction techniques does indeed help improve the quality of the resulting $r\cdot t$ pair sets, where combining RAE and Sch (RAE&Sch) shows the best performance.

Furthermore, under the tail candidate refinement technique RAE&Sch, we find that Recoin (RAE&Sch) is the most competitive baseline, which is able to achieve comparable results to our RETA-Filter on FB15K and HumanWiki. More precisely, RETA-Filter is better than Recoin (RAE&Sch) by achieving a slightly smaller candidate set under the same coverage when the coverage is higher than 82% on FB15K (95% on HumanWiki), while we observe the opposite result when the coverage is lower than 82% on FB15K (95% on HumanWiki). However, Recoin achieves such results by using heuristics and prior knowledge on the structure of a KG (i.e., manually defined similarity between entities), in particular on HumanWiki where the similarity between entities is defined as whether two humans have the same occupation or not, i.e., whether the two head entities of type human have the same tail entity linked via the relation occupation or not. In addition, WikiPS (RAE&Sch) also performs well on HumanWiki (the second best baseline). However, it cannot reach high coverage, due to the API limitations, as the returned relations do not include all relations in our HumanWiki dataset.

In practice, as the first step of our instance completion task, the $r\cdot t$ pair filtering step should generate a set of candidate $r\cdot t$ pairs with a high coverage (95% or even higher), in order to let the following link prediction techniques or our RETA-Grader identify the true $r\cdot t$ pairs by scoring and ranking the candidate $r\cdot t$ pairs. Otherwise, the prediction on a candidate set with a low coverage will certainly lead to low performance on our instance completion task, as a candidate set with a low coverage excludes many ground-truth $r\cdot t$ pairs, which can never be correctly predicted. In other words, the coverage of the candidate set in this step is indeed the upper bound of Recall@N when ranking the candidate $r\cdot t$ pairs in the following prediction step. Therefore, we set the coverage to 95% and compare the size of the candidate sets generated by different methods using the best-performing tail candidate refinement technique RAE&Sch. Table 2 shows the results. We see that our RETA-Filter consistently outperforms the baseline techniques, and reduces the size of the candidate set by 84.75%, 31.34% and 10.61% compared to the best performing baselines on JF17k, FB15k and HumanWiki, respectively. In the following experiments, we use our RETA-Filter to generate the set of candidate $r\cdot t$ pairs with 95% coverage.

**Table 2: Size of candidate set with at least 95% coverage.** WikiPS works only on HumanWiki and fails to reach 95% coverage, due to the fact that its suggested relations (returned from its API online) do not include all relations in our HumanWiki dataset.

| Method            | JF17k | FB15k | HumanWiki |
|-------------------|-------|-------|-----------|
| BPR (RAE&Sch)     | 450,933 | 1,526,529 | 287,247   |
| OKELE (RAE&Sch)   | 699,890 | 7,734,614 | 1,011,185 |
| Recoin (RAE&Sch)  | 514,930 | 1,567,367 | 275,253   |
| WikiPS (RAE&Sch)* | N/A    | N/A    | *         |
| RETA-Filter       | 68,745 | 1,048,053 | 248,721   |

4.3 **Performance on Ranking $r\cdot t$ Pairs**

Based on the candidate $r\cdot t$ pair set generated by our RETA-Filter, we then evaluate the performance of our RETA-Grader on our instance completion task. Table 3 shows the results. We observe that our RETA-Grader consistently outperforms all baseline techniques on our instance completion task in general. Taking MAP as an example, it yields an improvement of 16.25%, 65.92% and 35.58% over the best performing baselines on JF17k, FB15k and HumanWiki, respectively. Moreover, compared to RETA-Grader (no type), which is the
variant of our proposed model without learning from the schema, our RETA-Grader learning from both triplets and their corresponding schema significantly achieves better performance; this shows that learning from entity-typed triplets is indeed helpful for the instance completion task. Compared to link prediction techniques using additional information about entity types, our RETA-Grader yields better performance by evaluating the plausibility of both the input triplet and its corresponding schema using a subtly designed KG embedding model. Note that TypeComplex, which further considers entity types on top of the ComplEx model, underperforms ComplEx; opposite results are reported in [16]. This is due to the different implementations of the ComplEx model. More precisely,

Table 3: Performance of different methods on our instance completion task. We highlight the top-2 best-performing techniques for each metric.

| Method                | JF17K Rec@10 | JF17K Rec@5 | JF17K MAP  | JF17K NDCG | FB15K Rec@10 | FB15K Rec@5 | FB15K MAP  | FB15K NDCG | HumanWiki Rec@10 | HumanWiki Rec@5 | HumanWiki MAP  | HumanWiki NDCG |
|-----------------------|--------------|-------------|------------|-----------|--------------|-------------|------------|-----------|-----------------|----------------|---------------|----------------|
| TransE                | 0.0682       | 0.0321      | 0.0230     | 0.0233    | 0.0411       | 0.0162      | 0.0242     | 0.1654    | 0.00989         | 0.00908        | 0.01479        | 0.1140         |
| TransH                | 0.0410       | 0.0188      | 0.0173     | 0.1248    | 0.0216       | 0.0069      | 0.0175     | 0.1505    | 0.01100         | 0.00077        | 0.01197        | 0.1086         |
| TransR                | 0.0657       | 0.0316      | 0.0229     | 0.1343    | 0.0441       | 0.0124      | 0.0240     | 0.1648    | 0.00525         | 0.00096        | 0.01249        | 0.1118         |
| TransD                | 0.0465       | 0.0238      | 0.0179     | 0.1253    | 0.0253       | 0.0086      | 0.0196     | 0.1566    | 0.00505         | 0.00050        | 0.01098        | 0.1061         |
| Recal                 | 0.0074       | 0.0057      | 0.0048     | 0.0791    | 0.0009       | 0.0004      | 0.0002     | 0.0566    | 0.00000         | 0.00000        | 0.00000        | 0.0474         |
| Distmult              | 0.0892       | 0.0499      | 0.0367     | 0.1392    | 0.0596       | 0.0260      | 0.0245     | 0.1559    | 0.14000         | 0.10350        | 0.07670        | 0.1747         |
| ComplEx               | 0.0841       | 0.0523      | 0.0317     | 0.1377    | 0.1235       | 0.0683      | 0.0597     | 0.1994    | 0.09986         | 0.05860        | 0.04160        | 0.1365         |
| Analogy               | 0.1129       | 0.0679      | 0.0414     | 0.1424    | 0.1496       | 0.0841      | 0.0625     | 0.2017    | 0.01360         | 0.00640        | 0.00770        | 0.0891         |
| SimpLE                | 0.0881       | 0.0398      | 0.0290     | 0.1336    | 0.0483       | 0.0198      | 0.0245     | 0.1536    | 0.11510         | 0.08120        | 0.05730        | 0.1520         |
| RotatE                | 0.1745       | 0.0996      | 0.0529     | 0.1694    | 0.0583       | 0.0341      | 0.0359     | 0.1805    | 0.00429         | 0.00640        | 0.01710        | 0.1172         |
| RETA-Grader (no type) | 0.1414       | 0.0976      | 0.0528     | 0.1600    | 0.1262       | 0.0653      | 0.0538     | 0.2114    | 0.16060         | 0.11090        | 0.08600        | 0.2038         |
| TypeDM                | 0.1481       | 0.0524      | 0.0452     | 0.1651    | 0.1274       | 0.0693      | 0.0576     | 0.1999    | 0.12850         | 0.11430        | 0.07890        | 0.2079         |
| TypeComplex           | 0.0665       | 0.0425      | 0.0203     | 0.1204    | 0.0985       | 0.0552      | 0.0439     | 0.1755    | 0.05810         | 0.00150        | 0.01650        | 0.1082         |
| RETA-Grader           | 0.1916       | 0.1153      | 0.0615     | 0.1855    | 0.2104       | 0.1288      | 0.1037     | 0.2658    | 0.20490         | 0.15450        | 0.11660        | 0.2332         |
we tested two different implementation of ComplEx from [16] and [14], respectively, and report the results from the best-performing implementation from [14] in this paper.

Moreover, we further investigate the performance of our RETA-Grader when handling entities without types, where we assign an artificially created “unknown” type to such entities. To this end, we divide all test facts into two sets depending on whether a fact involves an “unknown” type or not: 1) test facts with types on both $h$ and $t$ (denoted as known type); and 2) test facts involving “unknown” type (denoted as unknown type), including both facts with types on either $h$ or $t$ and facts without types at all. We then compare the performance of our RETA-Grader on these two sets of test facts. Table 4 shows the results. We observe that the performance on the facts with known type is generally better than the facts with unknown type. On one hand, for the facts with known type, our RETA-Grader is able to fully leverage the corresponding entity-typed triplets to evaluate the plausibility of a triplet from a schema perspective, resulting in better performance. On the other hand, for the facts with unknown type, our RETA-Grader can only evaluate the schematic plausibility based on the assumption that an “unknown” type could be linked to any type in a KG via a relation, which makes the schema relatedness feature vector less discriminative for prediction.

We note that the results of known type in Table 4 are very close to the results on all test facts from Table 3 (MAP and NDCG) on JF17K and FB15K, but not on HumanWiki. This difference can be explained by the fact that facts with known type dominate the set of all test facts on JF17K and FB15K, representing 98.3% and 93.0% of all test facts on JF17K and FB15K, respectively, while this statistic on HumanWiki is 80.5% (see Table 1 for more detail).

4.4 Parameter Sensitivity Study

We also study the impact of two key parameters in our RETA-Grader, i.e., the number of types learnt per entity $k$ and the number of filters $n_f$, on both instance completion performance and evaluation time. In this section, we focus on test facts with known type only, i.e., test facts with known types on both $h$ and $t$, as these test facts can be fully evaluated by our RETA-Grader considering the plausibility of both the input triplet and its corresponding schema. In addition, these test facts also dominate the set of all test facts.

4.4.1 Number of types learnt per entity by RETA-Grader. Our RETA-Grader evaluates a triplet considering the plausibility of both the input triplet and its corresponding schema, where the schema information is represented by a set of entity-typed triplets. For entities with many types, the size of this entity-typed triplet set is large, incurring a large computation overhead. To solve this issue, our RETA-Grader considers at most top-$k$ types for each entity. In this experiment, we investigate the impact of $k$ on instance completion performance and evaluation time. Figure 5 shows the results.

On one hand, we observe that a small $k$ is able to achieve a good performance on our instance completion task. Although considering entity types could improve the performance on instance completion, learning from a too large set of entity-typed triplets indeed makes it hard to capture the key schematic structure of the KG, due to the noise included in the large set of entity-typed triplets, resulting in degraded performance.

On the other hand, the evaluation time consistently increases with $k$, as our RETA-Grader repeats its second module $\min(mk, nk, k^2)$ times for a triplet where $h$ and $t$ have $m$ and $n$ types, respectively. We observe an exponentially increasing time on JF17K (and FB15K), as for most triplets in the dataset we have $\min(mk, nk, k^2) = k^2$ (the average number of types per entity is 6.45 on JF17K (and 10.02 on FB15K), which is larger than $k$ in Figure 5). Note that on HumanWiki, both instance completion performance and evaluation time have a small variation when increasing $k$, due to the small number of types per entity in the dataset. In essence, as the average number of types per entity is only 1.08 on HumanWiki, increasing $k$ affects only very few entities which have more than $k$ types.

In summary, we select the best performing $k = 2, 1$ and 4 for JF17K, FB15K and HumanWiki, respectively, for all other experiments.

4.4.2 Number of Filters. We also investigate the impact of the number of filters $n_f$ used by RETA-Grader. Figure 6 shows the results. We observe that the optimal $n_f$ varies across datasets, while the evaluation time monotonically increases with $n_f$. Therefore, in all other experiments, we selected the best performing $n_f = 50, 200$ and 100 for JF17K, FB15K and HumanWiki, respectively.

5 CONCLUSION

By revisiting the KG completion task, this paper studies an instance completion problem over KGs, where we predict relation-tail $r \cdot t$ pairs for a given head $h$. To this end, we propose an end-to-end solution consisting of two components: the RETA-Filter and RETA-Grader. More precisely, our RETA-Filter first generates candidate $r \cdot t$ pairs for a given $h$ by extracting and leveraging schema information from the KG; our RETA-Grader then evaluates and ranks these candidate $r \cdot t$ pairs considering the plausibility of both the candidate triplet and its corresponding schema using a newly designed KG embedding model. We conduct a thorough evaluation of our proposed techniques compared to a sizable collection of state-of-the-art techniques on three real-world KG datasets. Results show that our RETA-Filter is able to generate a set of high-quality candidate $r \cdot t$ pairs for a given $h$, outperforming the best baseline techniques with 10.61%-84.75% reduction on the candidate set size under the same candidate quality guarantee. Moreover, our RETA-Grader also significanly outperforms state-of-the-art link prediction techniques on the instance completion task by 16.25%-65.92% across different datasets. In future work, improving the generation of negative samples by corrupting $r \cdot t$ pairs may further improve the performance of RETA-Grader.
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