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Abstract

In this paper, we develop a novel class of linear energy-preserving integrating factor methods for the 2D nonlinear Schrödinger equation with wave operator (NLSW), combining the scalar auxiliary variable approach and the integrating factor methods. A second-order scheme is proposed, which is rigorously proved to be energy-preserving. By using the energy methods, we analyze its optimal convergence in the $H^1$ norm without any restrictions on the grid ratio, where a novel technique and an improved induction argument are proposed to overcome the difficulty posed by the unavailability of a priori $L^\infty$ estimates of numerical solutions. Based on the integrating factor Runge-Kutta methods, we extend the proposed scheme to arbitrarily high order, which is also linear and conservative. Numerical experiments are presented to confirm the theoretical analysis and demonstrate the advantages of the proposed methods.
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1 Introduction

In this paper, we consider the following 2D nonlinear Schrödinger equation with wave operator (NLSW)

\begin{align}
\partial_{tt} u(x,t) + i\alpha \partial_t u(x,t) - \Delta u(x,t) + \beta |u(x,t)|^2 u(x,t) &= 0, \quad (x,t) \in \Omega \times (0,T), \\
u(x,0) &= u_0(x), \quad \nu_t(x,0) = u_1(x), \quad x \in \Omega, \\
u(x,t) &= 0, \quad (x,t) \in \partial \Omega \times (0,T),
\end{align}

where $u(x,t)$ is a complex function, $\Omega = (x_L, x_L + X) \times (y_L, y_L + Y) \subset \mathbb{R}^2$ is a bounded open set, $\alpha \neq 0$ and $\beta \neq 0$ are real constants, $i = \sqrt{-1}$ is the complex unit and $\Delta$ is the Laplacian operator. The above NLSW arises from different applications of physics, such as the Langmuir wave envelope approximation in plasma \cite{4}, the nonrelativistic limit of the Klein-Gordon equation \cite{42} and the modulated planar approximation of the sine-Gordon equation for light bullets \cite{3}. It is worth noting that the initial-boundary value problem (1.1) preserves the energy:

\begin{equation}
E(t) = \int_{\Omega} \left( |\nabla u(x,t)|^2 + |\partial_t u(x,t)|^2 + \frac{\beta}{2} |u(x,t)|^4 \right) dx = E(0).
\end{equation}

Numerous theoretical and practical discoveries reveal that algorithms that can preserve a discrete counterpart of conservative laws often have good numerical behaviours. As a result, constructing a numerical approach to satisfy energy conservation law (1.2) at a discrete level for (1.1) will be intriguing. The classical energy-preserving algorithms include the discrete gradient methods \cite{33,34}, the averaged vector field methods \cite{8,35} and the Hamiltonian boundary value methods \cite{5,6}, etc. Specifically, for
the NLSW, Zhang et al. constructed energy-preserving methods [49] based on the discrete gradient method. Brugnano et al. applied the Hamiltonian boundary value methods to the NLSW in [7]. A local energy-preserving method was introduced in [10] by Huang et al. However, the aforementioned numerical schemes are fully implicit, and a nonlinear system must be solved by some iterative methods which makes them time-consuming. To improve the efficiency, linear energy-preserving schemes based on the leapfrog method were devised for the NLSW in [22, 23, 26, 31, 11, 17]. More recently, the scalar auxiliary variable (SAV) approach proposed by Shen in [40, 41] has been proved to be a particularly effective tool to construct linear schemes. Although the SAV approach was first developed to simulate gradient flow systems, it has also been successfully extended to conservative systems in terms of developing linear energy-preserving methods [25, 27].

To reach high precision and stability while simulating extremely stiff differential equations, such as highly oscillatory ODEs and semi-discrete time-dependent PDEs, exponential integrators that involve exact integration of the linear part of the target systems are preferable. Readers are referred to the remarkable review work by Hochbruck and Ostermann [15] for details. Recently, numerous energy-preserving exponential integrators for conservative systems have been developed. Li and Wu constructed a second-order energy-preserving exponential AVF (EAVF) approach in [32]. However, the proposed scheme is fully implicit. Although some explicit exponential integrators were proposed in [1, 17, 51], but they failed to be energy-preserving. Gu et al. developed linearly implicit exponential partitioned AVF methods in [13]. Nevertheless, it should be applied to so-called multi-components Hamiltonian systems to obtain linear schemes. In addition, Jiang et al. in [13] constructed linear energy-preserving exponential integrators by combining the exponential time difference (ETD) methods and the SAV approach. The above exponential integrators only have second-order accuracy. Higher-order energy-preserving exponential integrators have also been developed extensively. Mei et al. extended the second-order EAVF method to arbitrarily high-order by using the modified vector-field technique in [35]. In [36] and [43], the authors developed arbitrarily high-order continuous-stage energy-preserving ETD methods. A class of linear high-order conservative exponential integrators for the nonlinear Schrödinger equations (NLSE) was introduced in [13]. Taking the NLSW as an example, we also propose a novel class of linear and conservative exponential integrators, which combines the SAV approach and the integrating factor methods. Compared with the method proposed in [13], our method is not only more convenient to be extended to arbitrarily high-order but also amenable to perform convergence analysis.

Although many of the above energy-preserving exponential integrators have been developed, most of them concentrated on their construction and implementation [9, 15], and few references are concerned with their convergence analysis, especially for the 2D problems. For the 1D problems, the convergence result relies heavily on the discrete version of the following 1D Sobolev inequality

\[ \|u\|_{L^\infty} \leq C\|u\|_{H^1}, \forall u \in H_0^1(\Omega) \text{ with } \Omega \subset \mathbb{R}. \]  

(1.3)

A priori \(L^\infty\) estimates for the numerical solutions can usually be derived from the conservation laws, see [22, 20, 31]. However, this idea cannot be extended to 2D as [15] is no longer valid, which makes the error estimates for 2D problems more difficult. Although there were some works on the convergence of exponential integrators for the Allen-Cahn type equations [10, 11, 20, 48], these analyses rely on the so-called maximal bounded principle and cannot be extended to other equations. In [28], Li et al. performed an induction argument to establish convergence results of the ETD methods with a strict restriction on the grid ratio. Apart from these, no analyses of integrating factor methods were carried out for general 2D nonlinear problems to the best of our knowledge. Taking the 2D NLSW as an example, we also perform unconditional convergence analysis of the proposed second-order scheme (named SAV-IF method) for both \(\beta > 0\) and \(\beta < 0\). Inspired by [45], a new technique that requires only the \(H^1\) priori estimate of the numerical solution is employed to get the unconditional convergence result for the NLSW when \(\beta > 0\). For \(\beta < 0\), such a technique cannot be applied straightforwardly as the \(H^1\) boundedness is no longer available from the discrete energy conservation law here. Although Wang et al. introduced the “lifting” technique in [40] to obtain the unconditional convergence result without any a priori estimate for the numerical solution, such a technique is failed for the convergence analysis of the exponential integrators. Therefore, we provide an improved induction argument to obtain unconditional convergence results for \(\beta < 0\), which has no restrictions on the grid ratio.

The rest of this paper is organized as follows: In Section 2, we recast the NLSW (1.1) into an equivalent one by using the SAV approach, followed by proposing a fully discrete SAV-IF scheme. We not only prove its energy conservation, but also display that it can be implemented efficiently. In
Given a positive integer $N$, we introduce the spatial mesh sizes $h_1 = \frac{\lambda}{N}$, $h_2 = \frac{\lambda}{N}$ and the following index set

$$T_N = \{(j,k) | j = 1, 2, \cdots, N - 1, \quad k = 1, 2, \cdots, N - 1\}.$$
Let \( \Omega_N = \{(x_j, y_k) : x_j = x_L + jh_1, y_k = y_L + kh_2, (j,k) \in \mathcal{T}_N\} \) be the spatial grid points. All of the 2D complex-valued grid functions with zero boundary values defined on the \( \Omega_N \) are denoted \( \mathcal{M}_N \). For any functions \( u, v \in \mathcal{M}_N \), we define the discrete \( L^2 \) inner product as

\[
(u, v)_{L^2} = h_1 h_2 \sum_{j=1}^{N-1} \sum_{k=1}^{N-1} u_{jk} \overline{v_{jk}}.
\]

The discrete \( L^2, L^p, L^\infty \) norms are

\[
\|u\|_{L^p} = \left( \sum_{j=1}^{N-1} \sum_{k=1}^{N-1} |u_{jk}|^p \right)^{1/p}, \quad \|u\|_{L^\infty} = \max_{0 \leq k \leq N-1} |u_{jk}|.
\]

Since the boundary conditions are predetermined to be homogeneous, we can employ the sine pseudo-spectral method for spatial discretization to guarantee accuracy and efficiency. Given a function \( u \in \mathcal{M}_N \), its 2D discrete sine transform \( \hat{u} = Su \) is defined as

\[
\hat{u}_{pq} = \frac{4}{N^2} \sum_{j=1}^{N-1} \sum_{k=1}^{N-1} u_{jk} \sin \left( \mu_p (x_j - x_L) \right) \sin \left( \nu_q (y_k - y_L) \right), \quad (p, q) \in \mathcal{T}_N,
\]

where \( \mu_p = \frac{2p}{N} \), \( \nu_q = \frac{2q}{N} \). Due to the orthogonality of the sine basis, we can reconstruct the function \( u \) by the inverse transform \( u = S^{-1} \hat{u} \) as

\[
u_{jk} = \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \hat{u}_{pq} \sin \left( \mu_p (x_j - x_L) \right) \sin \left( \nu_q (y_j - y_L) \right), \quad (j,k) \in \mathcal{T}_N.
\]

Denote by \( \hat{\mathcal{M}}_N = \{Su | u \in \mathcal{M}_N\} \). To obtain an approximation of the Laplacian operator, we introduce two operators \( \hat{D}_{xx}, \hat{D}_{yy} \) on \( \hat{\mathcal{M}}_N \), such that

\[
(\hat{D}_{xx}u)_{pq} = -\mu_p^2 \hat{u}_{pq}, \quad (\hat{D}_{yy}u)_{pq} = -\nu_q^2 \hat{u}_{pq}.
\]

Consequently, the sine pseudo-spectral approximation to the second-order differential operators \( \partial_{xx} \) and \( \partial_{yy} \) can be defined, respectively as

\[
D_{xx} = S^{-1} \hat{D}_{xx} S, \quad D_{yy} = S^{-1} \hat{D}_{yy} S.
\]

Then, we can propose the approximation of the Laplacian operator as follows

\[
\mathcal{\Delta}_N u = (D_{xx} + D_{yy})u, \quad \forall u \in \mathcal{M}_N,
\]

and the corresponding operator on the \( \hat{\mathcal{M}}_N \) is denoted \( \hat{\mathcal{\Delta}}_N \), such that

\[
(\hat{\mathcal{\Delta}}_N \hat{u})_{pq} = -\mu_p^2 - \nu_q^2 \hat{u}_{pq}, \quad (p,q) \in \mathcal{T}_N.
\]

In the rest of this article, we will denote by \( \lambda_{pq}^2 = \mu_p^2 + \nu_q^2 \). It is noteworthy that the actions of \( S \) and \( S^{-1} \) can be implemented by available routines such as \texttt{dst.m} and \texttt{idst.m} in \texttt{Matlab} with the computational cost \( O(N^2 \log N) \) \cite{1}

**Remark 2.2.** In previous works, the discrete Laplacian \( \mathcal{\Delta}_N \) is usually treated in terms of spectral differential matrices \cite{12} \cite{30}. Since the construction of exponential integrators requires the powers of \( \mathcal{\Delta}_N \), we prefer to treat \( \mathcal{\Delta}_N \) as a linear operator from now on. Then, the powers of \( \mathcal{\Delta}_N \) can be characterized in conjunction with the 2D discrete sine transform and its eigenvalues. A similar idea can be found in \cite{21} \cite{29}.

It is useful to define the following discrete semi \( H^1 \) and semi \( H^2 \) norms with respect to the sine pseudo-spectral method

\[
|u|_{N,1} = \sqrt{(\mathcal{\Delta}_N^* u, u)_{L^2}}, \quad |u|_{N,2} = \sqrt{(\mathcal{\Delta}_N u, \mathcal{\Delta}_N u)_{L^2}}.
\]
With the above preparations, the sine pseudo-spectral method discretization for (2.1) is to find \((u_N(t), v_N(t), r_N(t)) \in \mathcal{M}_N \times \mathcal{M}_N \times \mathbb{R}\), such that

\[
\begin{align*}
\dot{u}_N(t) &= v_N(t), \\
\dot{v}_N(t) &= \Delta_N u_N(t) - i\alpha v_N(t) - \beta r_N(t) f_N(u_N(t)), \\
\dot{r}_N(t) &= \Re(f_N(u_N(t))) + \dot{t},
\end{align*}
\]

(2.6)

where \(\cdot\) denotes the derivative with respect to \(t\), \(\{u_N(t)\}_{jk} = u_{jk}(t)\). It is notable that the inner product in (2.1) is replaced by the discrete one and \(f_N\) is the discrete version of \(f\), i.e.,

\[f_N(u_N(t)) = \frac{g(u_N(t))}{\sqrt{H_N(u_N(t))}}, \quad H_N(u_N(t)) = (G(u_N(t)), 1)\mu + C_0,
\]

where \(\{G(u_N(t))\}_{jk} = \frac{1}{2}|u_{jk}(t)|^4\) and \(g(u_N(t))_{jk} = |u_{jk}(t)|^2 u_{jk}(t)\) for \((j, k) \in T_N\).

**Theorem 2.1.** System (2.6) possesses the following semi-discrete conservation law

\[
\frac{dE_N(t)}{dt} = 0, \quad E_N(t) = |u_N(t)|^2 + \|v_N(t)\|^2 + \beta r_N^2(t) - \beta C_0,
\]

Proof. By taking the discrete inner products on both sides of (2.6) with \(\dot{v}_N(t), \dot{u}_N(t)\) and \(2\dot{r}_N(t)\), respectively, the result of the conservation law can be obtained straightforwardly.

**2.3 A second-order energy-preserving SAV-IF time integrator**

Given a positive integer \(M\), the time domain is partitioned uniformly with a step size \(\tau = \frac{T}{M}\). We denote by \(\Omega^\tau = \{t_n = n\tau | n = 0, 1, \cdots M\}\). Given a time grid function \(u^n\), we define

\[
\delta_t u^n = \frac{u^{n+\frac{1}{2}} - u^n}{\tau}, \quad u^{n+\frac{1}{2}} = \frac{u^n + u^{n+1}}{2}, \quad \tilde{u}^{n+\frac{1}{2}} = \frac{3u^n - u^{n-1}}{2}.
\]

By setting \(z_N(t) = (u_N(t), v_N(t)) \in \mathcal{M}_N \times \mathcal{M}_N\), and

\[
A_N = \begin{pmatrix} 0 & I \\ \Delta_N & -i\alpha I \end{pmatrix}, \quad F_N(z_N(t)) = \begin{pmatrix} 0 \\ \beta r_N(t) f_N(u_N(t)) \end{pmatrix},
\]

(2.7)

where \(I\) represents the identity operator on \(\mathcal{M}_N\). The first two equations of (2.6) can be recast into a more compact form as

\[
\dot{z}_N = A_N z_N(t) - F_N(z_N(t)). \tag{2.8}
\]

In construction of the integrating factor methods, we introduce the Lawson transform \(\psi_N(t) = (\phi_N(t), \varphi_N(t)) = e^{-t A_N} z_N(t)\) as well as its inverse \(z_N(t) = e^{t A_N} \psi_N(t)\). Here, \(e^{t A_N} = \sum_{j=0}^{\infty} (t A_N)^j / j!\). To be more precisely, we denote by

\[
e^{t A_N} = \begin{pmatrix} e^{11}(t) & e^{12}(t) \\ e^{21}(t) & e^{22}(t) \end{pmatrix}.
\]

Then the elements \(e^{\mu \nu}(t), (\mu, \nu = 1, 2)\) are characterized as below.

**Proposition 2.1.** For any \(\tilde{u} \in \tilde{M}_N\), let \(\tilde{\psi}^{\mu \nu}(t) = S e^{\mu \nu}(t) S^{-1}\) \((\mu, \nu = 1, 2)\). The action of \(\tilde{\psi}^{\mu \nu}(t)\) on \(\tilde{u}\) can be implemented via

\[
(\tilde{\psi}^{\mu \nu}(t) \tilde{u})_{pq} = \tilde{e}^{\mu \nu}_{pq}(t) \tilde{u}_{pq}, \quad (p, q) \in T_N,
\]

where the eigenvalues \(\tilde{e}^{\mu \nu}_{pq}\) are

\[
\begin{align*}
\tilde{e}^{11}_{pq}(t) &= \omega^+_{pq} e^{\omega^+_{pq} t} - \omega^-_{pq} e^{\omega^-_{pq} t}, \\
\tilde{e}^{12}_{pq}(t) &= \omega^+_{pq} e^{\omega+_{pq} t} - \omega^-_{pq} e^{\omega^-_{pq} t}, \\
\tilde{e}^{21}_{pq}(t) &= -\lambda^2_{pq} e^{\omega^+_{pq} t} - e^{\omega^-_{pq} t}, \\
\tilde{e}^{22}_{pq}(t) &= \omega^+_{pq} e^{\omega+_{pq} t} - \omega^-_{pq} e^{\omega^-_{pq} t},
\end{align*}
\]

with \(\omega^\pm_{pq} = -\frac{\alpha^+ \sqrt{\alpha^+ + \alpha^-_{pq}}}{2}\) and \(\omega_{pq} = \omega^+_{pq} - \omega^-_{pq}\).
Then, system (2.8) and the third equation of (2.6) are presented in terms of new variable \( \psi_N(t) = (\phi_N(t), \varphi_N(t)) \) as follows:

\[
\begin{aligned}
\dot{\psi}_N(t) &= -e^{-tA_N}F_N(e^{tA_N}\psi_N(t)), \\
\dot{\varphi}_N(t) &= \Re(f_N(e^{11}(t)\phi_N(t) + e^{12}(t)\varphi_N(t)), e^{21}(t)\phi_N(t) + e^{22}(t)\varphi_N(t))\nu.
\end{aligned}
\]

(2.9)

Let \( n \geq 2 \), we discretize (2.9) by the midpoint rule and the extrapolation technique to get

\[
\begin{aligned}
\delta_t\psi^{n+\frac{1}{2}} &= -e^{-(t_n+\frac{1}{2})A_N}F_N\left(\frac{3}{2}e^{t_nA_N}\psi^n - \frac{1}{2}e^{t_{n-1}A_N}\psi^{n-1}\right), \\
\delta_t\varphi^{n+\frac{1}{2}} &= \Re(f_N(\psi^{n+\frac{1}{2}}), (e^{0\varphi})^{n+\frac{1}{2}} + (e^{2\varphi})^{n+\frac{1}{2}})\nu,
\end{aligned}
\]

(2.10)

where \((e^{0\cdot})^{n+\frac{1}{2}} = \frac{3}{2}e^{t_n}(t_n)\psi^n - \frac{1}{2}e^{12}(t_{n-1})\psi^{n-1}\).

In the practical implementation, it is preferable to provide a discretization in terms of the original variables. To this end, we employ the discrete Lawson transform \( \psi^n = e^{-t_nA_N}z^n \) as well as its inverse \( z^n = e^{t_nA_N}\psi^n \) to (2.10), then perform a componentwise expression of the resulting system to get the following SAV-IF method.

**Algorithm 2.1 (SAV-IF method).**

\[
\begin{aligned}
u^{n+1} &= e^{11}(\tau)\nu^n + e^{12}(\tau)\nu^n - \tau\beta\nu^{n+\frac{1}{2}}e^{12}(\frac{\tau}{2})f_N(\psi^{n+\frac{1}{2}}), \\
v^{n+1} &= e^{21}(\tau)\nu^n + e^{22}(\tau)\nu^n - \tau\beta\nu^{n+\frac{1}{2}}e^{22}(\frac{\tau}{2})f_N(\psi^{n+\frac{1}{2}}), \\
\delta_t\nu^{n+\frac{1}{2}} &= \Re(f_N(\psi^{n+\frac{1}{2}}), A(\nu^n, \nu^{n+1}, \nu^n, \nu^{n+1})\nu),
\end{aligned}
\]

(2.11)

where the operator \( A \) is defined as follows:

\[
A(\nu^n, \nu^{n+1}, \nu^n, \nu^{n+1}) = \frac{1}{2} \left( e^{21}(\frac{\tau}{2})\nu^n + e^{21}(\frac{\tau}{2})\nu^{n+1} + e^{22}(\frac{\tau}{2})\nu^n + e^{22}(\frac{\tau}{2})\nu^{n+1} \right).
\]

(2.12)

Since (2.11) is a three level scheme, we let \( \psi^{\frac{1}{2}} = u_0 \) for \( n = 0 \) instead of the extrapolation. Although the approach to get \( u^{\frac{1}{2}} \) is only of first-order accuracy, it will not affect the overall convergence rate since we only use it once.

**Lemma 2.1.** Let \( L_N = \left( \begin{array}{cc} -A_N & 0 \\ I_N & 0 \end{array} \right) \) and \( z^n \in \mathcal{M}_N \times \mathcal{M}_N \). The following identity holds.

\[
\langle e^{tA_N}z^n, A_Ne^{tL_N}z^n \rangle_{\nu} = \langle z^n, A_Nz^n \rangle_{\nu},
\]

where the discrete \( L^2 \) inner product between the vector-valued functions is defined by \( \langle z_1, z_2 \rangle_{\nu} = (u_1, v_1)_{\nu} + (u_2, v_2)_{\nu}, \) \( \forall z_1 = (u_1, v_1) \in \mathcal{M}_N \times \mathcal{M}_N, \nu = 1, 2 \).

**Proof.** Notice that \( A_N = J_NL_N \) in (2.7), with \( J_N = \left( \begin{array}{cc} 0 & J_N^\dagger \nu \end{array} \right) \). It is readily to verify that \( J_N \) is skew-adjoint i.e.,

\[
\langle z_1, J_Nz_2 \rangle_{\nu} = -\langle J_Nz_1, z_2 \rangle_{\nu},
\]

which implies \( \Re(\langle J_Nz, z \rangle_{\nu}) = 0 \). Then, we consider the following linear initial-value problem

\[
\dot{z} = J_NL_Nz, \quad z(0) = z^0.
\]

(2.12)

Taking the inner product on both sides of (2.12), and getting the real part of the resulting equation, we have

\[
\frac{d}{dt} \langle z, L_Nz \rangle_{\nu} = 0,
\]

which implies that (2.12) is a conservative system with the first integral \( \langle z, L_Nz \rangle_{\nu} \). Since the exact solution of (2.12) is \( z(t) = e^{tA_N}z^0 \). The result of Lemma 2.1 is straightforward.

**Theorem 2.2.** Scheme (2.11) satisfies the following fully discrete energy conservation law

\[
E_N^M = E_N^{M-1} = \cdots = E_N^0, \quad E_N^k = |u^n|^2_{\mathcal{M}_N, 1} + |v^n|^2_{\nu} + \beta(r^n)^2 - \beta C_0.
\]

(2.13)
Proof. We recast the first two equations of (2.11) into the following compact form
\[
\frac{e^{-\frac{r}{2}u_{n+1}} - e^{-\frac{r}{2}u_{n}}}{r} = -F_N(z_n^{\frac{1}{2}}),
\] (2.14)

Taking the discrete inner product on both sides of (2.14) with \(\frac{1}{2}L_N(e^{-\frac{r}{2}u_{n+1}} + e^{-\frac{r}{2}u_{n}})\), we obtain
\[
\frac{1}{r} \langle e^{-\frac{r}{2}u_{n+1}} - e^{-\frac{r}{2}u_{n}}, L_N(e^{-\frac{r}{2}u_{n+1}} + e^{-\frac{r}{2}u_{n}}) \rangle = -\langle F_N(z_n^{\frac{1}{2}}), L_N(e^{-\frac{r}{2}u_{n+1}} + e^{-\frac{r}{2}u_{n}}) \rangle i^2,
\] (2.15)

which can be further simplified as follows:
\[
\frac{1}{r} (\langle z_{n+1}, L_Nz_{n+1} \rangle_{L^2} - \langle z_{n}, L_Nz_{n} \rangle_{L^2} + 2i\Im(\langle e^{-\frac{r}{2}u_{n+1}}, L_N(e^{-\frac{r}{2}u_{n+1}}) \rangle_{L^2})) = -2r_{n+\frac{1}{2}}^2 (f_N(u_{n+\frac{1}{2}}), A(u_n, u_{n+1}, v_{n}, v_{n+1}))_{L^2},
\] (2.16)

where \(\Im\) represents the image part of a complex function. Multiplying both sides of the last equation of (2.11) by \(2r_{n+\frac{1}{2}}^2\) to get
\[
(r_{n+1})^2 - (r_{n})^2 = 2r_{n+\frac{1}{2}}^2 (f_N(u_{n+\frac{1}{2}}), A(u_n, u_{n+1}, v_{n}, v_{n+1}))_{L^2}.
\] (2.17)

Taking the real part on both sides of (2.15), then using (2.16), (2.17), we obtain the desired result. \(\square\)

Besides the conservative property, a remarkable feature of the scheme (2.11) is that it can be implemented explicitly. Let
\[
\begin{aligned}
&u_{n+1} = e^{11}(\tau)u_n + e^{12}(\tau)v_n, \\
v_{n+1} = e^{21}(\tau)u_n + e^{22}(\tau)v_n,
\end{aligned}
\]

and
\[
\begin{aligned}
&u_{n+1} = -\tau e^{12}(\frac{\tau}{2}) f_N(u_{n+\frac{1}{2}}), \\
v_{n+1} = -\tau e^{22}(\frac{\tau}{2}) f_N(u_{n+\frac{1}{2}}).
\end{aligned}
\]

From (2.11), \(u_{n+1}\) can be regarded as the linear combination of \(u_{n+1}^1\) and \(u_{n+1}^2\), with respect to \(r_{n+\frac{1}{2}}\) as follows:
\[
u_{n+1} = u_{n+1}^1 + r_{n+\frac{1}{2}}u_{n+1}^2.
\] (2.18)

Analogously, we have
\[
v_{n+1} = v_{n+1}^1 + r_{n+\frac{1}{2}}v_{n+1}^2.
\] (2.19)

Inserting (2.18) and (2.19) into the third equation of (2.11), it is readily to deduce that \(r_{n+\frac{1}{2}}\) can be updated by
\[
r_{n+\frac{1}{2}} = \frac{4r_{n} + \tau b_{1+\frac{1}{2}}}{4 - \tau b_{2+\frac{1}{2}}^2},
\] (2.20)

where
\[
\begin{aligned}
b_{1+\frac{1}{2}} &= \Re(\langle f_N(\bar{u}_{n+\frac{1}{2}}), A(u_n, u_{n+1}, v_{n}, v_{n+1}) \rangle_{L^2}), \\
b_{2+\frac{1}{2}} &= \Re(\langle f_N(\bar{u}_{n+\frac{1}{2}}), A(0, u_{n+1}, 0, v_{n+1}) \rangle_{L^2}).
\end{aligned}
\]

In conjunction with (2.18), (2.19) and (2.20), we immediately obtain \(u_{n+1}\) and \(v_{n+1}\).

3 Error estimates for the 2D NLSW

In this section, we present optimal \(H^1\) error estimates for the fully discrete scheme (2.11). We first introduce some auxiliary notations and lemmas, then present and prove the main results.
3.1 Auxiliary lemmas and main results

We recall the conventional Sobolev space $H^m(\Omega)$ and $H^1_0(\Omega)$. Define the subspace of $H^m(\Omega) \cap H^1_0(\Omega)$ as $H^m_s(\Omega) = \{ u \in H^m(\Omega) | \partial_k^m u(x, y) = \partial_k^m u(x, y) = 0, (x, y) \in \partial \Omega, k \in \mathbb{N}, 0 \leq 2k \leq m \}$ (the boundary values are understood in the trace sense). Specifically, we denote $L^2_s(\Omega) = H^1_s(\Omega)$. Suppose that $u(x, y)$ can be expanded into a sine series, such that

\[
u(x, y) = \sum_{p=1}^{+\infty} \sum_{q=1}^{+\infty} \tilde{u}_{pq} \sin (\mu_p (x - x_L)) \sin (\nu_q (y - y_L)).
\] (3.1)

Then, the norm of space $H^m_s(\Omega)$ can be characterized by the sine frequency as

\[\|u\|_{H^m_s} = \left( \sum_{p=1}^{+\infty} \sum_{q=1}^{+\infty} \lambda_{pq}^2 |\tilde{u}_{pq}|^2 \right)^{\frac{1}{2}},\]

which is equivalent to the classical $H^m$ norm in this subspace. Let $V$ be a Banach space, we shall also use the standard notation $L^p(\Omega, T; V)$ and $\| \cdot \|_{L^p(\Omega, T; V)}$ for $p = 1, \ldots, \infty$ to represent the Bochner space and the corresponding norm. In the following derivations, we denote $C$ as a generic positive constant independent of the discretization parameters.

Define the discrete space $X_N$ where the numerical solutions located in as follows.

\[X_N = \text{span}\{\sin (\mu_p (x - x_L)) \sin (\nu_q (y - y_L)) | (x, y) \in \Omega, 1 \leq p, q \leq N - 1\}.
\]

The orthogonal projection of $u(x, y) \in L^2_s(\Omega)$ to $X_N$ is

\[\Pi_N u(x, y) = \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \tilde{u}_{pq} \sin (\mu_p (x - x_L)) \sin (\nu_q (y - y_L)),\]

which is just the truncation of the infinite series (3.1). Furthermore, suppose that $u(x, y)$ can be defined in the pointwise sense, we also introduce the interpolation operator $I_N : C_0(\Omega) \rightarrow X_N$ as follows

\[I_N u(x, y) = \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \tilde{u}_{pq} \sin (\mu_p (x - x_L)) \sin (\nu_q (y - y_L)),\]

where $C_0(\Omega)$ represents the space of continuous functions with zero boundaries on $\Omega$, and

\[\tilde{u}_{pq} = \frac{4}{N^2} \sum_{j=1}^{N-1} \sum_{k=1}^{N-1} u(x_j, y_k) \sin (\mu_p (x_j - x_L)) \sin (\nu_q (y_k - y_L)), \quad (p, q) \in \mathcal{T}_N.
\]

We note here the definition of the interpolation operator $I_N$ can also be extended to the grid functions as $L_2$. The standard approximation and stability properties of the projection and interpolation operators are provided below.

**Lemma 3.1** [2, 30]. For any $0 \leq k \leq m$ and $u \in H^m_s(\Omega)$, we have

\[
\|u - \Pi_N u\|_{H^k} \leq C N^{k-m} \|u\|_{H^m}, \quad \|\Pi_N u\|_{H^m} \leq C \|u\|_{H^m},
\]

\[
\|u - I_N u\|_{H^k} \leq C N^{k-m} \|u\|_{H^m}, \quad \|I_N u\|_{H^m} \leq C \|u\|_{H^m}.
\]

Next, we introduce the discrete semi $H^1$ and semi $H^2$ norms with respect to the finite difference methods. For any $u \in \mathcal{M}_N$, we introduce the first and second-order difference quotients as follows:

\[
\delta_y u_{jk} = \frac{u_{j+1,k} - u_{j,k}}{h^1}, \quad \delta_y^2 u_{jk} = \frac{u_{j+1,k} - 2u_{j,k} + u_{j-1,k}}{h^2},
\]

The definitions of $\delta_y u_{jk}^n$ and $\delta_y^2 u_{jk}^n$ are analogous. The discrete semi norms with respect to difference quotients of $u$ are

\[
\|u\|_{h,1} = \left( h^1 h^2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |\delta_x u_{jk}|^2 + h^1 h^2 \sum_{j=1}^{N-1} \sum_{k=0}^{N-1} |\delta_y u_{jk}|^2 \right)^{\frac{1}{2}}, \quad \|u\|_{h,2} = \left( \|\delta_y^2 u\|_{h,2}^2 + 2 \|\delta_y u\|_{h,2}^2 \right)^{\frac{1}{2}}.
\]

The following lemmas are necessary for the forthcoming analyses.
Lemma 3.2 (Norm equivalence \(30\)). For any \(u \in \mathcal{M}_N\), we have
\[
|u|_{h,1} \leq |u|_{N,1} \leq \frac{\pi}{2} |u|_{h,1}, \quad |u|_{h,2} \leq |u|_{N,2} \leq \frac{\pi^2}{4} |u|_{h,2}.
\]

Lemma 3.3 (\(30\)). Suppose that \(u \in H^m_\alpha(\Omega)\) with \(m \geq 2\), we have
\[
\|u - \Pi_Nu\|_2 + N^{-1}\|u - \Pi_Nu\|_{N,1} + N^{-2}\|u - \Pi_Nu\|_{N,2} \leq C\|u\|_{H^m_\alpha N^{-m}}.
\]

Lemma 3.4 (Discrete Poincaré inequality \(37\)). For any \(u \in \mathcal{M}_N\), we have \(\|u\|_2 \leq C|u|_{h,1}\).

Lemma 3.5 (Discrete Sobolev inequality I \(30\), \(45\), \(50\)). For any \(u \in \mathcal{M}_N\) and \(p \in [2, \infty)\), we have
\[
\|u\|_p \leq \|u\|_2^{\frac{2}{p}} (C_p |u|_{h,1} + \frac{1}{l} \|u\|_2)^{1 - \frac{2}{p}},
\]
where \(C_p = \max\{2\sqrt{2}, \frac{\pi}{2}\}\) and \(l = \min\{X, Y\}\).

Lemma 3.6 (Discrete Sobolev inequality II \(30\)). For any \(u \in \mathcal{M}_N\), we have
\[
\|u\|_{\infty} \leq \|u\|_2^{\frac{1}{2}} (|u|_{h,2} + \|u\|_2)^{\frac{1}{2}}.
\]

Lemma 3.7. For any \(u \in \mathcal{X}_N \cap H^m_\alpha(\Omega)\), we have
\[
\|u\| = \|u\|_2, \quad \|u\|_{H^2_\alpha} = |u|_{N,1}, \quad \|u\|_{H^2} = |u|_{N,2}.
\]

Lemma 3.8 (Estimates of \(e^{\mu t}(t)\)). Suppose that \(A: \mathcal{M}_N \to \mathcal{M}_N\) is linear, let \(\|A\| := \sup_{u \in \mathcal{M}_N \setminus \{0\}} \frac{\|Au\|_2}{\|u\|_2}\) be its spectral radius, the following estimates hold.
\[
\|e^{11}(t)\| \leq 1, \quad \|e^{12}(t)\| \leq C, \quad \|e^{22}(t)\| \leq 1, \quad \|\Delta e^{12}(t)u\|_2 = \|e^{21}(t)u\|_2 \leq |u|_{N,1}, \quad \|e^{12}(t)u\|_{N,1} \leq \frac{1}{2} \|u\|_2, \quad \forall u \in \mathcal{M}_N.
\]

Proof. We only prove the first inequality, the rest are analogous. Proposition 2.1 and Lemma 3.7 give
\[
\|e^{11}(t)\|_2^2 = \|e^{11}(t)I_Nu\|_2^2 = \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} |e^{11}(t)|_p^2 \|u\|_2^2,
\]
where \(u\) is the discrete sine transform of \(u\) (2.4). By the definition of \(\|e^{11}(t)\|\), we can obtain the desired result.

Lemma 3.9. For any \(u, v, a, b \in \mathcal{M}_N\), we have the following inequalities
1. \(\|A(u, v, a, b)\|_2 \leq \frac{1}{2} (|u|_{N,1} + |v|_{N,1} + \|a\|_2 + \|b\|_2)\).
2. \(\|f_N(u) - f_N(v)\|_2 \leq C(|f(u) - g(v)|_2 + \|G(u) - G(v)\|_2)\).

Proof. The first inequality can be obtained by using the triangular inequality and Lemma 3.8. For the second inequality, we add and subtract some intermediate terms to get
\[
f_N(u) - f_N(v) = \frac{g(u) - g(v)}{\sqrt{H_N(u)}} + \frac{(H_N - H_N(u))g(v)}{\sqrt{H_N(u)H_N(v)}},
\]
The result of Lemma 3.9 is straightforward after using the triangular and the Cauchy-Schwarz inequalities.
Now, we are in the position to establish the error estimates. For the sake of simplicity, we use the capital letter \( U(x, y, t) \) and \( \{U(t)\}_{jk} \) to represent the exact solutions of the system \( \text{(2.1)} \) in the subsequent derivations. The convergence results are described as follows.

**Theorem 3.1** (Main theorem for \( \beta > 0 \)). Suppose that \( U(\cdot) \in L^\infty(0,T; H^m_s(\Omega)) \), \( \partial_t U(\cdot) \in L^\infty(0,T; H^{m-1}_s(\Omega)) \) and \( \partial_t^2 U(\cdot) \in L^\infty(0,T; L^2(\Omega)) \) with \( m \geq 2 \). There exists a sufficiently small constant \( \tau_0 \), independent of \( \tau \) and \( N \), such that for any \( 0 < \tau \leq \tau_0 \) and \( 0 \leq n \leq M \), the following estimates hold

\[
\|U(t_n) - u^n\|_{X,1} + \|V(t_n) - v^n\|_{|2} + |R(t_n) - r^n| \leq C(N^{-m+1} + \tau^2).
\]

**Theorem 3.2** (Main theorem for \( \beta < 0 \)). Suppose that \( U(\cdot) \in L^\infty(0,T; H^m_s(\Omega)) \), \( \partial_t U(\cdot) \in L^\infty(0,T; H^{m-1}_s(\Omega)) \) and \( \partial_t^2 U(\cdot) \in L^\infty(0,T; L^2(\Omega)) \) with \( m \geq 3 \). There exists a sufficiently small constant \( \tau_0 \) and a sufficiently large constant \( N_0 \), independent of \( \tau \) and \( N \), such that for any \( 0 < \tau \leq \tau_0 \), \( N > N_0 \) and \( 0 \leq n \leq M \), the following estimates hold

\[
\|U(t_n) - u^n\|_{X,1} + \|V(t_n) - v^n\|_{|2} + |R(t_n) - r^n| \leq C(N^{-m+1} + \tau^2).
\]

as well as the boundedness of \( u^n \)

\[
\|u^n\|_{|\infty} \leq M_1 + 1, \quad M_1 = \max\{\|U(\cdot)\|_{L^\infty(0,T;L^\infty(\Omega))}, \|H_N(U(\cdot))\|_{L^\infty(0,T;L^\infty(\Omega))}\}.
\]

**Remark 3.1.** We will prove Theorem 3.1 by using a similar technique developed in \([45]\). As for Theorem 3.2, we introduce an improved induction argument to prove it. Comparing Theorem 3.1 with Theorem 3.2, the latter requires stronger regularity hypotheses to \( u \), and a restriction on the spatial step is also introduced, which are used to recover the \( L^\infty \) boundedness of \( u^n \) in the mathematical induction.

### 3.2 Proof of the main result

**Step 1.** We first project both sides of \( \text{(2.1)} \) into \( X_N \), then recast the obtained system into a form similar to \( \text{(2.11)} \). Let

\[
U^*_j(t) = \Pi_N U(x_j, y_k, t), \quad f^*_j(t) = \Pi_N f(U)(x_j, y_k, t), \quad (f^*_N)_j(t) = \Pi_N f_N(U)(x_j, y_k, t).
\]

Acting the \( L^2 \) projection operator on both sides of \( \text{(2.1)} \) and notice that \( \Pi_N \) commutes with the differential operator in the sense

\[
\Pi_N \Delta U(x_j, y_k, t) = \Delta \Pi_N U(x_j, y_k, t) = \Delta_N U^*_j(t),
\]

we have

\[
\begin{aligned}
\dot{U}^*(t) &= V^*(t), \quad \dot{V}^*(t) = \Delta_N U^*(t) - \alpha V^*(t) - \beta R(t) f^*(U(t)), \\
\dot{R}(t) &= \Re(f^*(U(t)), V^*(t))\sigma + D_1(t),
\end{aligned}
\]

where \( D_1 \) is the difference between the continuous and the discrete inner products, i.e.,

\[
D_1 = \Re(f(U(t)), V(t)) - \Re(f^*(U(t)), V^*(t))\sigma.
\]

Integrating the first two equations of \( \text{(3.3)} \) around \( t = t_n \) by the variation-of-constant formula gives

\[
\begin{aligned}
U^*(t_n + s) &= e^{11}(s) U^*(t_n) + e^{12}(s) V^*(t_n) - \beta \int_0^s R(t_n + \sigma) e^{12}(s - \sigma) f^*(U(t_n + \sigma)) d\sigma, \\
V^*(t_n + s) &= e^{21}(s) U^*(t_n) + e^{22}(s) V^*(t_n) - \beta \int_0^s R(t_n + \sigma) e^{22}(s - \sigma) f^*(U(t_n + \sigma)) d\sigma,
\end{aligned}
\]

Let \( s = \frac{\tau}{2} \) in the second equation of \( \text{(3.4)} \) and recall \( R(t) = \sqrt{H[U(t) \cdot]} \), we obtain

\[
V^*(t_n + \frac{\tau}{2}) = e^{21}(\frac{\tau}{2}) U^*(t_n) + e^{22}(\frac{\tau}{2}) V^*(t_n) - \beta \int_0^{\frac{\tau}{2}} e^{22}(\frac{\tau}{2} - \sigma) f^*(U(t_n + \sigma)) d\sigma.
\]

Analogously, we can integrate the system \( \text{(3.3)} \) from \( t_{n+1} \) to \( t_n + \frac{\tau}{2} \) and get

\[
V^*(t_n + \frac{\tau}{2}) = e^{21}(\frac{\tau}{2}) U^*(t_{n+1}) + e^{22}(\frac{\tau}{2}) V^*(t_{n+1}) + \beta \int_0^{\frac{\tau}{2}} e^{22}(-\sigma) f^*(U(t_n + \sigma + \frac{\tau}{2})) d\sigma.
\]
Adding (3.5) and (3.6) together yields
\[
V^*(t_n + \frac{\tau}{2}) = A(U^*(t_n), U^*(t_{n+1}), V^*(t_n), V^*(t_{n+1})) + D_2^{n+\frac{1}{2}},
\]
where
\[
D_2^{n+\frac{1}{2}} = \frac{\beta}{2} \int_0^{\frac{\tau}{2}} e^{22(-\sigma)}f(U(t_n + \sigma + \frac{\tau}{2})) - e^{22(\frac{\tau}{2} - \sigma)}f(U(t_n + \sigma))d\sigma.
\] (3.7)

Based on the above preparations, we recast the third equation of (3.3) at \(t_{n+\frac{1}{2}}\) into
\[
\partial_t R(t_n + \frac{\tau}{2}) = \Re(f^*(u(t_n + \frac{\tau}{2})), A(U^*(t_n), U^*(t_{n+1}), V^*(t_n), V^*(t_{n+1}) + D_2^{n+\frac{1}{2}})) + D_1^{n+\frac{1}{2}},
\] (3.8)
where
\[
D_1^{n+\frac{1}{2}} = \Re(f(U(t_n + \frac{\tau}{2})), V(t_n + \frac{\tau}{2})) = \Re(f^*(U^*(t_n + \frac{\tau}{2})), V^*(t_n + \frac{\tau}{2})).
\]

**Step 2.** Then we establish the estimates of the local errors. The projection solutions \(U^*(\cdot), V^*(\cdot)\) and the exact solution of \(R(t)\) can be regarded as satisfying (2.11) together with the truncation errors \(R_1^{n+1}, R_2^{n+1}\) and \(R_3^{n+\frac{1}{2}}\), such that
\[
\begin{align*}
U^*(t_{n+1}) &= e^{11(\tau)}U^*(t_n) + e^{12(\tau)}V^*(t_n) - \tau\beta R_1^{n+\frac{1}{2}}e^{12(\frac{\tau}{2})}f_N(\tilde{U}^{n+\frac{1}{2}}) + R_1^{n+1}, \\
V^*(t_{n+1}) &= e^{21(\tau)}U^*(t_n) + e^{22(\tau)}V^*(t_n) - \tau\beta R_1^{n+\frac{1}{2}}e^{22(\frac{\tau}{2})}f_N(\tilde{U}^{n+\frac{1}{2}}) + R_1^{n+1}, \\
\delta_t R_1^{n+\frac{1}{2}} &= \Re(f_N(\tilde{U}^{n+\frac{1}{2}}), A(U^*(t_n), U^*(t_{n+1}), V^*(t_n), V^*(t_{n+1})))_{lx} + R_3^{n+\frac{1}{2}},
\end{align*}
\] (3.9)
where
\[
\tilde{U}^{n+\frac{1}{2}} = \frac{3U^*(t_n) - U^*(t_{n-1})}{2}, \quad R_1^{n+\frac{1}{2}} = \frac{R(t_n) + R(t_{n+1})}{2}, \quad \delta_t R_1^{n+\frac{1}{2}} = \frac{R(t_{n+1}) - R(t_n)}{\tau}.
\]

The estimates of the local errors are provided below.

**Lemma 3.10.** Suppose the hypotheses of Theorem 3.1, 3.2 hold. Then we have the following estimates to the local errors \(R_1^n, R_2^n\) and \(R_3^{n+\frac{1}{2}}\). For \(n = 1, \cdots, M-1\), we have
\[
|R_1^{n+1}|_{\Lambda, \gamma} \leq C\tau^2(\tau^4 + N^{-2m+2\gamma-2}), \quad |R_2^{n+1}|_{\Lambda, \gamma-1} \leq C\tau^2(\tau^4 + N^{-2m+2\gamma}), \quad |R_3^{n+\frac{1}{2}}| \leq C(\tau^4 + N^{-2m}),
\]
and for \(n = 0\), we have
\[
|R_1^{1}|_{\Lambda, \gamma} \leq C\tau^2(\tau^2 + N^{-2m+2\gamma-2}), \quad |R_2^{1}|_{\Lambda, \gamma-1} \leq C\tau^2(\tau^2 + N^{-2m+2\gamma}), \quad |R_3^{\frac{1}{2}}| \leq C(\tau^2 + N^{-2m}).
\]

Here, \(\gamma = 1, 2\). Due to the limitation of space, we will leave the proof of Lemma 3.10 to the Appendix A.

**Step 3.** We next prove Theorem 3.1, 3.2 respectively. To further simplify the notations, we denote by
\[
\tilde{f}_N^{n+\frac{1}{2}} = f_N(\tilde{u}^{n+\frac{1}{2}}), \quad \tilde{f}_N^{n+\frac{1}{2}} = f_N(\tilde{U}^{n+\frac{1}{2}}),
\]
and \(\tilde{G}^{n+\frac{1}{2}}, \tilde{G}^{n+\frac{1}{2}}, \tilde{g}^{n+\frac{1}{2}}, \tilde{g}^{n+\frac{1}{2}}\) are defined analogously. Define the solution errors
\[
\xi^n = U^*(t_n) - u^n, \quad \eta^n = V^*(t_n) - v^n, \quad \zeta^n = R(t_n) - r^n,
\]
which satisfy the following equations by subtracting (2.11) and (3.9).
\[
\begin{cases}
\xi^{n+1} = e^{11(\tau)}\xi^n + e^{12(\tau)}\eta^n - \tau\beta e^{12(\frac{\tau}{2})}E_1^{n+\frac{1}{2}} + R_1^{n+1}, \\
\eta^{n+1} = e^{21(\tau)}\xi^n + e^{22(\tau)}\eta^n - \tau\beta e^{22(\frac{\tau}{2})}E_2^{n+\frac{1}{2}} + R_2^{n+1}, \\
\delta_t \zeta^{n+\frac{1}{2}} = E_1^{n+\frac{1}{2}} + R_3^{n+\frac{1}{2}},
\end{cases}
\] (3.10)
where \(E_1^{n+\frac{1}{2}}\) and \(E_2^{n+\frac{1}{2}}\) are
\[
\begin{align*}
E_1^{n+\frac{1}{2}} &= \Re(\tilde{f}_N^{n+\frac{1}{2}}, A(U^*(t_n), U^*(t_{n+1}), V^*(t_n), V^*(t_{n+1})))_{lx} \\
&= \Re(f_N^{n+\frac{1}{2}}, A(u^n, u^{n+1}, v^n, v^{n+1})))_{lx},
\end{align*}
\]
I. Convergence for the case $\beta > 0$. We first prove the result for $\beta > 0$. Since all the terms in the discrete energy (2.13) are non-negative, we can obtain a priori estimates from the discrete conservation law (2.2).

**Lemma 3.11** (A priori estimate). There exists a constant $M_2$, such that

$$\max \{|u^n|_{\mathcal{V},1}, |u^n|_{\nu}, |\varphi^n|_{\nu}, |r^n|_{\nu}\} \leq M_2.$$  

We remark here the boundedness $\|u^n\|_{\nu}$ can be obtained by combining Lemma 3.2, 3.4, 3.5. Consequently, we can introduce the following lemma to bound the nonlinear terms.

**Lemma 3.12.** The following estimates for $E_{1}^{n+\frac{1}{2}}$ and $E_{2}^{n+\frac{1}{2}}$ hold

$$|E_{1}^{n+\frac{1}{2}}|^2 \leq C(\langle \xi^n \rangle_{\mathcal{V},1}^2 + \|\xi^n\|_{\mathcal{V},2}^2 + \|\eta^n\|_{\mathcal{V},2}^2 + \|\varphi^n\|_{\nu}^2),$$

$$|E_{2}^{n+\frac{1}{2}}|^2 \leq C(\langle \xi^n \rangle_{\mathcal{V},1}^2 + \|\xi^n\|_{\mathcal{V},2}^2 + |\varphi^n|^2 + |\varphi^n|_{\nu}^2).$$

**Proof.** According to the Cauchy-Schwarz inequality and Lemma 3.9, there is

$$|E_{1}^{n+\frac{1}{2}}|^2 \leq 2 \|\xi^n\|_{\mathcal{V},1} \|\xi^n\|_{\mathcal{V},2}^2 + 2 \|\xi^n\|_{\mathcal{V},1} \|\eta^n\|_{\mathcal{V},2}^2 + 2 \|\varphi^n\|_{\nu}^2.$$

From Lemma 3.5, 3.11 we have

$$E_{1}^{n+\frac{1}{2}} \leq C(\langle \xi^n \rangle_{\mathcal{V},1}^2 + \|\xi^n\|_{\mathcal{V},2}^2 + \|\eta^n\|_{\mathcal{V},2}^2),$$

$$E_{2}^{n+\frac{1}{2}} \leq C(\langle \xi^n \rangle_{\mathcal{V},1}^2 + \|\xi^n\|_{\mathcal{V},2}^2 + |\varphi^n|^2).$$

As an example, we demonstrate how to bound $\|\tilde{G}^{n+\frac{1}{2}} - \tilde{G}^{n+\frac{1}{2}}\|_{\mathcal{V},2}^2$. In view of its definition, we can derive

$$\tilde{G}_{jk}^{n+\frac{1}{2}} = \xi_{jk}^{n+\frac{1}{2}} + \eta_{jk}^{n+\frac{1}{2}} + \varphi_{jk}^{n+\frac{1}{2}} = \xi_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} + \eta_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} + \varphi_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}}.$$

Using the identity $u^n = U^n - \xi^n$ to further expand $P_{\nu}$ ($\nu = 2, 3, 4$), we get

$$P_{1} = \xi_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} - \xi_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} = \xi_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} - \xi_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}} \tilde{U}_{jk}^{n+\frac{1}{2}}.$$

We only provide the estimate of $P_{2}$ as an example. Using the boundedness of the projection solution to see

$$\|P_{2}\|_{\mathcal{V},2} \leq C(\|\xi_{jk}^{n+\frac{1}{2}}\|_{\mathcal{V},2}^2 + \|\tilde{G}_{jk}^{n+\frac{1}{2}}\|_{\mathcal{V},2}^2).$$
By combining Lemma 3.4, 3.5 and 3.11 we arrive at

$$\|\xi^n\|_2 \leq \|U^*(t_n)\|_2 + \|u^n\|_2 \leq C$$ and $$\|\xi^n\|_p^p \leq C\|\xi^n\|_p^p, \ \forall p \in [2, \infty).$$

Consequently,

$$\|P_2\|_2^2 \leq C\|\tilde{G}^{n+\frac{1}{2}}\|_2^2 \leq C(\|\xi^{n-1}\|_2^2 + \|\xi^n\|_2^2).$$

The estimates of the remaining terms in (3.12) are analogous. An application of the triangular inequality yields

$$\|\tilde{G}^{n+\frac{1}{2}} - \tilde{G}^{n+\frac{1}{2}}\|_2^2 \leq C(\|\xi^{n-1}\|_2^2 + \|\xi^n\|_2^2).$$

Analogously,

$$\|\tilde{g}^{n+\frac{1}{2}} - \tilde{g}^{n+\frac{1}{2}}\|_2^2 \leq C(\|\xi^{n-1}\|_2^2 + \|\xi^n\|_2^2).$$

According to (3.11) and Lemma 3.2, 3.4 the estimate of $$E^{n+\frac{1}{2}}_2$$ is thus obtained. The estimate of $$E^{n+\frac{1}{2}}_1$$ is similar and we omit it here.

Acting $$-\Delta_N$$ on both sides of the first equation in (3.10), then taking the discrete inner product on both sides of the resulting equation with $$\xi^{n+1}$$, subsequently using the Cauchy-Schwarz inequality and $$a^2 + 2ab + b^2 \leq (1 + \tau)a^2 + (1 + \tau-1)b^2$$ to get

$$|e^{11}(\tau)\xi^n + e^{12}(\tau)\eta^n|_{N,1}^2 + |\tau\beta e^{12}(\frac{1}{2})E^{n+\frac{1}{2}}_2 - R^{n+1}_1|_{N,1}^2$$

$$+ 2|e^{11}(\tau)\xi^n + e^{12}(\tau)\eta^n|_{N,1}^2|\tau\beta e^{12}(\frac{1}{2})E^{n+\frac{1}{2}}_2 - R^{n+1}_1|_{N,1}^2$$

$$\leq (1 + \tau)|e^{11}(\tau)\xi^n + e^{12}(\tau)\eta^n|_{N,1}^2 + C\tau\|E^{n+\frac{1}{2}}_2\|_2^2 + (1 + \tau-1)|R^{n+1}_1|_{N,1}^2.$$
by a same process. Adding (3.17) and (3.18) together, followed by using the discrete Gronwall-inequality, we obtain
\[ \Phi^0 \leq C\Phi^0 + C(r^2 + N^{-2m+2}). \]
In practical implementations, \( U^0 \) and \( V^0 \) are usually chosen as the \( L^2 \) projection or spatial interpolation of the initial conditions. Consequently, we have \( \Phi^0 \leq CN^{-2m-2} \). The proof is thus completed after using the triangular inequality.

**II. Convergence for the case** \( \beta < 0 \). Unlike \( \beta > 0 \), we cannot obtain a priori estimate as there is one non-positive term in the energy expression. Fortunately, since the proposed scheme is linearly implicit, we can use an induction argument to obtain the desired result.

For \( n = 0 \), the numerical solution is usually the \( L^2 \) projection or the spatial interpolation of the initial conditions, and the conclusion is straightforward from Lemma 3.3. For \( n = 1 \), although the scheme is somewhat different from those for \( n \geq 2 \), the process of proving their convergence is similar, and we omit the proof for \( n = 1 \) as well. Suppose these results are valid for \( n = 2, \ldots, l \), then we prove the estimates as well as the \( L^\infty \) boundedness for \( n = l + 1 \).

For the estimate of \( E_2^{\ell+\frac{1}{2}} \) as an example, we demonstrate that Lemma 3.12 is still valid here. From Lemma 3.2, 3.4, 3.9 we have
\[
|E_2^{\ell+\frac{1}{2}}| \leq C\left(\|f_N^{\ell+\frac{1}{2}}\|_{l\infty} \|A(l^t, \xi^{l+1}, \eta^l, \eta^{l+1})\|_{l^2} + C(\|\tilde{G}_{\ell+\frac{1}{2}}^{\ell+\frac{1}{2}} - \tilde{G}_{l+\frac{1}{2}}^{l+\frac{1}{2}}\|_{l^2} + \|\tilde{G}_{l+\frac{1}{2}}^{l+\frac{1}{2}} - \tilde{G}_{l+\frac{1}{2}}^{l+\frac{1}{2}}\|_{l^2})
+ C(\|\tilde{G}_{l+\frac{1}{2}}^{l+\frac{1}{2}}\|_{l^2} + \|\tilde{G}_{l+\frac{1}{2}}^{l+\frac{1}{2}}\|_{l^2} + \|\tilde{G}_{l+\frac{1}{2}}^{l+\frac{1}{2}}\|_{l^2})\right).
\]
(3.19)

In the above proof, we use the \( L^\infty \) boundedness of \( U^{l+1} \), \( V^l \) from the induction instead of using their \( L^p \) boundedness as in the proof of Theorem 3.1. The estimate of \( E_2^{\ell+1} \) in Lemma 3.12 can be derived analogously. Therefore, by using the same process of proving Theorem 3.1 we can still obtain the following estimate
\[
|U^{l+1} - u^{l+1}|_{\lambda, 1} + \|V^{l+1} - v^{l+1}\|_{l^2} + \|R^{l+1} - r^{l+1}\|_{l^2} \leq C(r^2 + N^{-m+1}),
\]
(3.20)

The difference is that we need to recover the \( L^\infty \) boundedness of \( u^{l+1} \) here. To this end, we provide an \( H^2 \) estimate for \( u^{l+1} \).

We first indicate \( |r^{l+1}| \leq C \). A combination of the third equation of (2.11) and Lemma 3.4, 3.9 leads to
\[
|r^{l+1}| \leq |r^1| + C\tau |f_N^{\ell+\frac{1}{2}}|_{l^2}(l^t|_{\lambda, 1} + u^{l+1}|_{\lambda, 1} + |u^{l+1}|_{\lambda, 1} + \|u^l\|_{l^2} + \|u^{l+1}\|_{l^2})
\leq |r^1| + C\tau |f_N^{\ell+\frac{1}{2}}|_{l^2}(l^t|_{\lambda, 1} + u^{l+1}|_{\lambda, 1} + |u^l|_{l^2} + \|u^{l+1}\|_{l^2} + \|u^{l+1}\|_{l^2}).
\]
(3.21)

From the estimates of \( U^{l+1} \) and \( V^{l+1} \) (3.20) and the induction, we let \( \tau \) sufficiently small and \( N \) sufficiently large, such that
\[
|u^{l+1}|_{\lambda, 1} \leq |U^{l+1} - u^{l+1}|_{\lambda, 1} + |U^{l+1}|_{\lambda, 1} \leq M_1 + 1,
\]
\[
|u^{l+1}|_{l^2} \leq |U^{l+1} - u^{l+1}|_{l^2} + \|U^{l+1}\|_{l^2} \leq M_3 + 1.
\]
Thus, we obtain the boundedness of \( r^{l+1} \) from (3.21). Combining the boundedness of \( r^{l+1} \) and the \( L^\infty \) boundedness of \( u^n(n \leq l) \), we can get the following estimate for \( E_2^{\ell+\frac{1}{2}} |_{\lambda, 1} \).

**Lemma 3.13.** \( E_2^{\ell+\frac{1}{2}} |_{\lambda, 1} \) is bounded in the sense
\[
|E_2^{\ell+\frac{1}{2}} |_{\lambda, 1} \leq C(\|\xi^{l+1}\|_{\lambda, 2}^2 + |\xi^{l+1}|^2 + |\xi^{l+1}|^2).
\]
We leave the proof of Lemma 3.13 to Appendix B.

Acting both sides of the first equation in (3.10) by \( \Delta_N^{\ell+\frac{1}{2}} \), then taking the discrete inner product on both sides of the resulting equation with \( \xi^{l+1} \), subsequently using the Cauchy-Schwarz inequality, Lemma 3.4, 3.8 we get
\[
|\xi^{l+1}|_{\lambda, 2} \leq (1 + \tau)|e^{11}(\tau)|e^{12}(\tau)\eta^l + C\tau|E_2^{\ell+\frac{1}{2}} |_{\lambda, 2} + C\tau^{-1}|R^{l+1}|_{\lambda, 2}.
\]
(3.22)
Acting both sides of the second equation in (3.10) by $-\Delta_N$ and taking the discrete inner product on both sides of the resulting equation by $\eta^{l+1}$ give

$$|\eta^{l+1}|^2_{N,1} \leq (1 + \tau)\xi^2(\tau)\xi^2 + 2\tau(\tau)\eta^{l+1}|^2_{N,1} + C\tau|E_2^{l+1}\frac{1}{2}|^2_{N,1} + C\tau^{-1}|\eta^{l+1}|^2_{N,1}. \quad (3.23)$$

The derivations of (3.22) and (3.23) are similar to those of (3.13) and (3.14). Furthermore, (3.15) can also be proved here by using the same process. Adding (3.22), (3.23) and (3.15) together and using Lemma 2.1, 3.4, 3.9, 3.12, we obtain

$$|\xi^{l+1}|^2_{N,2} - |\xi^{l+1}|^2_{N,1} - |\eta^{l+1}|^2_{N,1} + |\xi^{l+1}|^2 - |\xi|^2 \leq C\tau|\xi^{l+1}|^2_{N,2} + |\xi^{l-1}|^2_{N,2} + |\eta^{l+1}|^2_{N,1} + |\eta^2|_{N,1} \quad (3.24)$$

where

$$\psi^{l+1} = |\xi^{l+1}|^2_{N,1} + |\eta^{l+1}|^2_{N,1} + |\xi|^2.$$

Let $\psi^k = |\xi^k|^2_{N,2} + |\eta^k|^2_{N,1} + |\xi|^2$, then substituting the superscript $l$ with $k$ in (3.24) and summing up $k$ from 1 to $l$ yield

$$\psi^{l+1} - \psi^1 \leq C\tau \sum_{k=0}^{l} \psi^k + C(\tau^4 + N^{-2m+4}).$$

An application of the discrete Gronwall inequality and the induction leads to

$$\psi^{l+1} \leq C\psi^1 + C(\tau^4 + N^{-2m+4}) \leq C(\tau^4 + N^{-2m+4}),$$

which implies

$$|\xi^{l+1}|^2_{N,2} \leq C(\tau^2 + N^{-m+2}).$$

Consequently, by using Lemma 3.2, 3.4, we can let $N > N_0$ sufficient large and $\tau < \tau_0$ sufficiently small such that

$$\|u^{l+1}\|_{\infty} \leq \|U^*(t_{l+1})\|_{\infty} + \|\xi^{l+1}\|_{\infty} \leq \|U^*(t_{l+1})\|_{\infty} + C|\xi^{l+1}|_{N,2}$$

and taking the discrete inner product on $N$ both sides of the resulting equation by $\eta^{l+1}$, we get by combining its definition, the Cauchy-Schwarz and the triangular inequality that

$$|b_2^{n+1}|^2 \leq \frac{1}{2} \|f_N(\tilde{u}_2^{n+1})\|^2 \|u_{2,1}^{n+1}\|_{N,1} + \|u_{2}^{n+1}\|^2_{i,2} \leq 2\|f_N(\tilde{u}_2^{n+1})\| \|u_{2,1}^{n+1}\|_{N,1} + \|u_{2}^{n+1}\|^2_{i,2}$$

and

$$\|u_{2}^{n+1}\|^2_{i,2} \leq 2\|f_N(\tilde{u}_2^{n+1})\| \|u_{2,1}^{n+1}\|_{N,1} + \|u_{2}^{n+1}\|^2_{i,2}.$$

The last inequality is due to the identity

$$|u_{2}^{n+1}|^2_{N,1} + \|v_{2}^{n+1}\|^2_{i,2} = |u_{2}^{n}|^2_{N,1} + \|v_{2}^{n}\|^2_{i,2}.$$

By using the convergence result, the uniform boundedness of $b_2^{n+1}$ can be obtained straightforward and the proof is thus completed.

4 Arbitrary high-order linear energy-preserving schemes

The SAV reformulation (2.1) can also provide an elegant platform for developing high-order schemes. In this section, we propose a framework for constructing arbitrarily high-order linear energy-preserving algorithms based on the integrating factor Runge-Kutta methods. Supposing that $u^n$ and $v^n$ have been precomputed, we employ the Runge-Kutta methods and the extrapolation technique to (2.9), then rewrite the obtained system in terms of the original variables by using the discrete Lawson transform. The resulting SAV-IFRK methods are described as follows:
Algorithm 4.1 (SAV-IFRK method). Computing $u^{n_i}, v^{n_i}$ and $r^{n_i}$ from

\[
\begin{align*}
  u^{n_i} &= e^{11}(c_i \tau)u^n + e^{12}(c_i \tau)v^n - \tau \beta \sum_{j=1}^s a_{ij}e^{12}((c_i - c_j)\tau)\eta^{n_j}f_N(u^{n_j}), \\
  v^{n_i} &= e^{21}(c_i \tau)u^n + e^{22}(c_i \tau)v^n - \tau \beta \sum_{j=1}^s a_{ij}e^{22}((c_i - c_j)\tau)\eta^{n_j}f_N(u^{n_j}), \\
  r^{n_i} &= r^n + \tau \sum_{j=1}^s a_{ij}(f_N(\tilde{u}^{n_j}), v^{n_j})_\Omega.
\end{align*}
\] (4.1)

Then, the numerical solutions $u^{n+1}, v^{n+1}$ and $r^{n+1}$ are updated by

\[
\begin{align*}
  u^{n+1} &= e^{11}(\tau)u^n + e^{12}(\tau)v^n - \tau \beta \sum_{i=1}^s b_{i2}e^{12}((1 - c_i)\tau)\eta^{n_i}f_N(u^{n_i}), \\
  v^{n+1} &= e^{21}(\tau)u^n + e^{22}(\tau)v^n - \tau \beta \sum_{i=1}^s b_{i2}e^{22}((1 - c_i)\tau)\eta^{n_i}f_N(u^{n_i}), \\
  r^{n+1} &= r^n + \tau \sum_{i=1}^s b_{i2}(f_N(\tilde{u}^{n_i}), v^{n_i})_\Omega,
\end{align*}
\] (4.2)

where $\tilde{u}^{n_i}$ is any suitable approximation of $u_N(t_n + c_i \tau)$.

In this paper, we will employ an iterative procedure to obtain sufficiently accurate predictions of $u(t_n + c_i \tau)$ without loss of accuracy as well as efficiency. The specific process is described as follows.

Let $u^{n,0} = u^n$ and $M > 0$ be a positive integer. For $m = 0$ to $M - 1$, we compute $u^{n,m+1}$ as follows:

\[
u^{n,m+1} = e^{11}(c_i \tau)u^n + e^{12}(c_i \tau)v^n - \tau \beta \sum_{j=1}^s a_{ij}e^{12}((c_i - c_j)\tau)g(y^{n_j,m}),
\]

if $\max \|u^{n,m+1} - u^{n,m}\|_\infty < TOL$, we stop the iteration and set $\tilde{u}^{n_i} = u^{n,m+1}$; otherwise, we set $\tilde{u}^{n_i} = u^{n,M}$. Then, we proceed to update $u^{n+1}$ by (4.1) and (4.2).

**Lemma 4.1.** For any linear operator $L$, we denote $L^H$ its adjoint, i.e.,

\[
(L^H v, w)_\Omega = (v, Lw)_\Omega \forall v, w \in \mathcal{M}_N, \text{ or } \langle L^H f, g \rangle_\Omega := \langle f, Lg \rangle_\Omega, \forall f, g \in \mathcal{M}_N \times \mathcal{M}_N.
\]

Then, the following identities hold:

1. $S^H = S^{-1}$.
2. $(e^{\mu\tau})^H = e^{\mu\tau}, \forall \mu, \nu \geq 1, e^{21}(\tau) = \Delta_N e^{12}(\tau),
3. e^{11}(-\tau) = e^{11}(\tau), e^{12}(-\tau) = -e^{12}(\tau), e^{21}(-\tau) = -e^{21}(\tau), e^{22}(-\tau) = e^{22}(\tau),
4. L_N e^{\tau A_N} = e^{\tau A_N^H} L_N = (e^{\tau A_N})^H L_N = (e^{\tau A_N^H} L_N)^H.

**Proof.** The first equation can be obtained by the orthogonality of sine basis [30]. Combining the first identity, the Proposition [24] and some calculations, we can arrive at the second and the third equations.

We prove the last equation accordingly. It is readily to get $(e^{\tau A_N})^H = e^{\tau A_N^H}$. For any $f, g \in \mathcal{M}_N \times \mathcal{M}_N$, we have

\[
\langle e^{\tau A_N^H} L_N f, g \rangle_\Omega = (- e^{11}(-\tau)\Delta_N f_1, g_2)_\Omega + (- e^{12}(-\tau)\Delta_N f_1, g_2)_\Omega + (- e^{21}(-\tau)f_2, g_1)_\Omega + (- e^{22}(-\tau)f_2, g_1)_\Omega
\]

\[
= - \Delta_N e^{11}(\tau)f_1, g_2)_\Omega + (- e^{21}(\tau)f_1, g_2)_\Omega + (- e^{22}(\tau)f_2, g_1)_\Omega + (- e^{12}(\tau)f_2, g_1)_\Omega.
\]

Consequently, $e^{\tau A_N^H} L_N = L_N e^{\tau A_N}$, and the proof is thus completed. \qed
Theorem 4.1. The SAV-IFRK approach preserves the following fully discrete energy
\[ E_N^M = E_N^{M-1} = \cdots = E_N^0, \quad E_N^s = |u^n|_N^2 + \|v^n\|_l^2 + \beta(r^n)^2 - \beta C_0, \]
if the coefficients \( a_{ij}, b_i \) satisfy the conditions
\[ b_i a_{ij} + b_j a_{ji} = b_i b_j, \quad \forall \ i, j = 1, \cdots s. \]  \hfill (4.3)

Proof. Let \( F_n^i_N = \left( \beta r_n^i f_N(u^n) \right) \). Then, the first two equations in (4.1) and (4.2) can be rewritten more compactly into
\[ z^{ni} = e^{c_i \tau A_N} z^n - 7 \sum_{j=1}^s a_{ij} e^{(c_i - c_j) \tau A_N} F_n^j_N, \quad z^{n+1} = e^{\tau A_N} z^n - 7 \sum_{i=1}^s b_i e^{(c_i - c_j) \tau A_N} F_n^i_N. \]  \hfill (4.4)

Taking the discrete inner product on both sides of the second equation with \( L_N z^{n+1} \), and subtracting \( (z^n, L_N z^n) \) from both sides of the resulting equation, we get
\[ (z^{n+1}, L_N^* z^{n+1})_l - (z^n, L_N^* z^n)_N = \varpi_1 + \varpi_2. \]  \hfill (4.5)

Combining the first equation of (4.4), Lemma 4.1 and the condition (4.3), it gives
\[ \varpi_1 = -2\tau \sum_{i=1}^s b_i \Re(e^{-\tau A_N} z^n, L_N e^{(1-c_i) \tau A_N} F_n^i_N)_l^2 = -2\tau \sum_{i=1}^s b_i \Re(e^{c_i \tau A_N} z^n, L_N F_n^i_N)_l^2, \]
\[ \varpi_2 = \tau^2 \sum_{i,j=1}^s b_i b_j (F_n^i_N, L_N e^{(c_i - c_j) \tau A_N} F_n^j_N)_l^2 = 2\tau^2 \sum_{i,j=1}^s b_i b_{ij} \Re(F_n^i_N, L_N e^{(c_i - c_j) \tau A_N} F_n^j_N)_l^2 \]  \hfill (4.6)
\[ = 2\tau \sum_{i=1}^s b_i \Re(e^{c_i \tau A_N} z^n, L_N F_n^i_N)_l^2 - 2\tau \sum_{i=1}^s b_i \Re(z^{ni}, L_N F_n^i_N)_l^2. \]

Multiplying both sides of the fourth equation in (4.1) by \( b_i R_{ni} \), and summing up the subscript \( i \) yield
\[ \sum_{i=1}^s b_i R_{ni}(f_N(\tilde{u}^{ni}), v^{ni})_l^2 = \sum_{i=1}^s b_i \Re(z^{ni}, L_N F_n^i_N)_l^2. \]  \hfill (4.7)

According to the third equation in (4.1), the last equation in (4.2) and the condition (4.3), we can analogously derive that
\[ (r^{n+1})^2 - (r^n)^2 = 2\tau \sum_{i=1}^s b_i R_{ni}(f_N(\tilde{u}^{ni}), v^{ni})_l^2. \]  \hfill (4.8)

Plugging (4.8) into (4.7), and (4.6) into (4.5), and adding the resulting equations together yield the final result. \( \square \)

Remark 4.1. We note that s-stage Gauss collocation methods [14] satisfy the condition (4.3) with order 2s. In this paper, we provide examples of the fourth-order and sixth-order Gauss methods, and their Butcher tables are provided below:

| \( c_{ij} \) | \( c_i \) | \( c_j \) |
|-----------|---------|---------|
| \( \frac{1}{2} - \sqrt{\frac{3}{10}} \) | \( \frac{1}{2} \) | \( \frac{1}{2} - \sqrt{\frac{3}{10}} \) |
| \( \frac{1}{2} + \sqrt{\frac{3}{10}} \) | \( \frac{1}{2} \) | \( \frac{1}{2} + \sqrt{\frac{3}{10}} \) |

| \( \beta \) | \( \frac{5}{9} \) | \( \frac{2}{9} - \sqrt{\frac{1}{10}} \) | \( \frac{2}{9} + \sqrt{\frac{1}{10}} \) | \( \frac{5}{9} \) |
|-----------|---------|---------|---------|---------|
| \( \frac{1}{2} - \sqrt{\frac{1}{10}} \) | \( \frac{1}{2} + \sqrt{\frac{1}{10}} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) | \( \frac{1}{2} \) |

We will focus on the fourth-order and sixth-order SAV Gauss Runge-Kutta (SAV-IFGRK4, SAV-IFGRK6) methods in this paper.
5 Numerical experiments

In this section, we display the numerical performance of the proposed methods in terms of accuracy, computational efficiency and invariant preservation for simulating the NLSW (1.1). In addition to the methods given above, i.e., the SAV-IF, the SAV-IFGRK4 and the SAV-IFGRK6 methods. We also introduce two other popular methods for comparisons. The first approach proposed in [32] combines the exponential time difference technique and the discrete gradient methods (ETD-DG). The second approach is the classical SAV Crank-Nicolson method based on the extrapolation technique (SAV-CN) in [40]. Notably, ETD-DG preserves the original Hamiltonian energy while SAV-CN is linearly implicit. Both of them have been widely used recently.

It should be emphasized that all the above methods will be tested using the sine-pseudo spectral method for spatial discretization. For the fully implicit ETD-DG scheme, we employ the fixed-point iterations given in [32] to solve the nonlinear system. The remaining SAV-based methods will use implementations similar to that presented in Section 2.3. The dst algorithm are used in all experiments to accelerate the matrix-vector product.

Example 5.1. To investigate the spatial and temporal accuracy of the proposed methods, we provide the following manufactured analytic solution to the NLSW

\[ u(x, y, t) = \text{sech}(x^2 + y^2) \exp(-\sqrt{2}\pi i t), \]

which can be constructed by adding a nonhomogeneous source term to the RHS of (1.1). The initial conditions in (1.1) are \( u_0 = u(x, y, 0) \) and \( u_1 = \partial_t u(x, y, 0) \), respectively. The computational domain is set to \( \Omega = (-8, 8) \). The parameter \( \alpha \) is chosen as \( \alpha = 1 \). We will test the convergence rate for both \( \beta = 1 \) and \( \beta = -1 \).
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Figure 1: Spatial accuracy (a), temporal accuracy (b) and efficiency curves of different schemes for the 2D NLSW with \( \beta = 1 \).
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Figure 2: Spatial accuracy (a), temporal accuracy (b) and efficiency curves of different schemes for the 2D NLSW with \( \beta = -1 \).
In the spatial convergence test, the termination time is fixed at \( t = 0.1 \). We employ the SAV-IF, SAV-IFGRK4 and SAV-IFGRK6 methods to integrate the NSLW with \( \tau = 10^{-5} \) to ignore the error caused by temporal discretization. The mesh refinement test is then performed by varying \( N \) from 20 up to 200. Figure 1(a) and Figure 2(a) display the logarithm of the solution errors solved by the three methods at \( t = 0.1 \) in the discrete \( H^1 \) norm as a function of \( N \), respectively with \( \beta = 1 \) and \( \beta = -1 \). It is obvious that within a specific range of \( N \), the errors decrease exponentially when increasing \( N \), displaying a spectral accuracy in space. When \( N \) becomes very large, the error curves level off as \( N \) further increases, especially for the SAV-IF scheme, showing a situation caused by the temporal error.

In the temporal convergence test, we fix the integration time at \( t = 1 \) and let \( N = 200 \) to make spatial error negligible. Then, we carry out mesh refinement test by varying \( \tau = 0.1 \times 10^{-k} \) with \( k \) ranging from 1 to 10. The discrete \( H^1 \) errors of numerical solutions at \( t = 1 \) versus the time step with \( \beta = 1 \) and \( \beta = -1 \) are respectively reported in Figure 1(b) and Figure 2(b) in logarithmic scales. It is evident that numerical errors of SAV-CN, ETD-DG and SAV-IF methods exhibit a second-order convergence rate in time. For SAV-IFGRK4 and SAV-IFGRK6, numerical errors decrease rapidly with forth-order and sixth-order accuracy, respectively. Due to the exact integration of the linear part, although SAV-IF, ETD-DG and SAV-CN all have second-order accuracy, the numerical errors of SAV-IF and ETD-DG are significantly smaller than those of SAV-CN. The above experiments confirm the proposed error estimates numerically. Since the original system will not have conservation properties after adding the source term, we omit the energy diagram in this case.

Besides the accuracy, we also compare the efficiency of the five schemes. We plot the logarithm of the numerical error versus CPU times in Figure 1(c) and Figure 2(c). We can draw the following conclusions: (i) For SAV-IFGRK4 and SAV-IFGRK6, although they require more time for calculating the numerical solution in each time step in comparison with other second-order methods with the same step size. However, their high-order accuracy allows them to obtain more accurate numerical solutions even for large time steps and makes them more efficient than second-order schemes. (ii) While fixing temporal and spatial steps, the numerical errors of SAV-IF and ETD-DG are close. However, due to its explicit implementation, the SAV-IF is much cheaper in terms of updating the solutions. Meanwhile, the SAV-IF is much more accurate than the SAV-CN. All these factors make SAV-IF the most efficient among three second-order schemes.

Example 5.2. Let \( \alpha = \beta = 1 \) in (1.1), we use an example to verify the discrete conservation laws of the proposed methods. The initial conditions are

\[
\begin{align*}
    u_0(x, y) &= (1 + i)(x + y) \exp(-10(1 - x - y)^2), \\
    u_1(x, y) &= 0.
\end{align*}
\]

We let the spatial domain \( \Omega = (-32, 32)^2 \) and the final time \( t = 10 \).

We let \( N = 1280 \) for spatial discretization, then integrate the system until \( t = 10 \) by using different methods.
Let $\tau = 0.05$, we display the snapshots of $|u|$ solved by SAV-IFRK6 at $t = 1, 5, 10$ in Figure 3. Our simulation results are well agreed with those obtained in [27]. For detailed comparisons, we give the section views of $|u|$ with $x = y$ in the domain $[-15, 15]$ at $t = 10$ solved by four methods. The first row and second row of Figure 4 displays the simulation results under the time step $\tau = 0.05$ and $\tau = 0.02$, respectively. One can observe that the SAV-IFGRK4 and SAV-IFGRK6 can capture the oscillatory waves well even under a relatively large time step. Due to the limitation of accuracy, the oscillatory waves failed to be characterized perfectly by SAV-IF under the time step $\tau = 0.05$, but is well captured as we refine the time grid to $\tau = 0.02$. It is evident that the solutions obtained by SAV-CN are different from those solved by the other three methods even under a finer time grid, which demonstrates advantage of exponential integrators and high-order schemes for capturing oscillatory waves. For detailed comparisons, we give the section views of $|u|$ when $x = y$ in the domain $[-15, 15]$ at $t = 10$ solved by four methods i.e., SAV-CN, SAV-IF, SAV-IFGRK4 and SAV-IFGRK6. The first row of Figure 4 displays the simulation results under the time step $\tau = 0.05$ while the second row gives the simulation results under the time step $\tau = 0.02$. One can observe that the SAV-IFGRK4 and SAV-IFGRK6 can capture the oscillatory waves well even under a relatively large time step. Due to the limitation of accuracy, the oscillatory waves failed to be characterized perfectly by SAV-IF under the time step $\tau = 0.05$, but is well captured as we refine the time grid to $\tau = 0.02$. It is evident that the solutions obtained by SAV-CN are different from those solved by the other three methods even under a finer time grid, which demonstrates the advantage of exponential integrators and high-order schemes for capturing oscillatory waves.

Finally, we present the energy evolution of the above methods. We use the following relative energy error

$$RE^n = |(E_N^\alpha - E_N^\alpha_0)/E_N^\alpha|,$$

(5.1)

Figure 5: Energy error of the 2D NLSW solved by different methods.
to measure the conservative properties. Figure 5 displays the evolution of the relative energy error solved by four methods with \( \tau = 0.05 \). We observe that all of them preserve the energy to machine accuracy, which confirms the validity of Theorem 2.2, 4.1.

6 Conclusion

Based on the scalar auxiliary variable approach and the integration factor method, we develop a novel class of linear, energy-preserving exponential integrators for the 2D nonlinear Schrödinger equation with wave operator. We rigorously prove that the proposed schemes preserves the discrete energy conservation law. An optimal \( H^1 \) error estimate is provided for the proposed SAV-IF method for both \( \beta > 0 \) and \( \beta < 0 \) without any restrictions on the grid ratios. Specifically, for \( \beta > 0 \), we prove the convergence result by using the \( H^1 \) a priori estimate and the equivalence between discrete \( L^2 \) and \( L^p \) norms. For \( \beta < 0 \), we introduce an improved induction argument to get an unconditional convergence result. Numerical experiments are presented to verify the theoretical results and demonstrate the superiority behavior of our methods over the existing energy-preserving algorithms.
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A Estimates for the local error

We only provide the estimates of the local error for the \( n \geq 1 \) and \( \gamma = 1 \) in Lemma 3.9 due to limitation of space. We begin with providing an estimate of \( R^n_{i+1} \). Let \( s = \tau \) in the first equation of (3.4) and subtract the resulting equation from the first equation of (3.9) to get

\[
R^n_{i+1} = \tau R(t_n + \frac{\tau}{2})e^{12 \left( \frac{\tau}{2} \right) f^*(U(t_n + \frac{\tau}{2}))} - \int_0^\tau R(t_n + \sigma)e^{12 \left( \tau - \sigma \right) f^*(U(t_n + \sigma))}d\sigma + \tau \left( R(t_n + \frac{\tau}{2}) - R(t_n + \frac{\tau}{2})e^{12 \left( \frac{\tau}{2} \right) f^*(U(t_n + \frac{\tau}{2}))} \right) + \tau \left( \frac{1}{2} \left( f_N(U(t_n + \frac{\tau}{2})) - f(U(t_n + \frac{\tau}{2})) \right) \right) + \tau \left( \frac{1}{2} \left( f(U(t_n + \frac{\tau}{2})) - f^*(U(t_n + \frac{\tau}{2})) \right) \right) \]

\[
:= \sum_{j=1}^5 T_j^n
\]

We expand \( T_j^n \) into Taylor series with integral remainder, then use the Cauchy-Schwarz inequality, the definition of \( r \) and Lemma 3.8 to get

\[
|T_j^n|_{X,1} \leq C \tau^5 \int_{t_n}^{t_{n+1}} |d_t R(t)|^2 dt \leq C \tau^5 \int_{t_n}^{t_{n+1}} \|d_t U(t)\|^2 + \|d_t U^*(t)\|^2 dt
\]

\[
\leq C(\|d_t U\|_{L^\infty(0,T;L^2(\Omega))}^2 + \|d_t U^*\|_{L^\infty(0,T;L^2(\Omega))}^2)^r_d.
\]

The mean-value theorem, Lemma 3.1 3.7 and the Cauchy-Schwarz inequality give us

\[
|T_j^n|_{X,1} \leq C \tau^2 \left( \|f'(\tilde{U}^{n+\frac{1}{2}}) + (1 - \xi)U(t_n + \frac{\tau}{2})\|_{L^2} \|\tilde{U}^{n+\frac{1}{2}} - U(t_n + \frac{\tau}{2})\|_{L^2} \right) \leq C \tau^2 \left( \|\tilde{U}^{n+\frac{1}{2}} - U(t_n + \frac{\tau}{2})\|^2 + \|I_N U^*(t_n + \frac{\tau}{2}) - I_N U(t_n + \frac{\tau}{2})\|^2 \right) \leq C \tau^2 \left( \|\tilde{U}^{n+\frac{1}{2}} - U(t_n + \frac{\tau}{2})\|^2 + \|U^*(t_n + \frac{\tau}{2}) - U(t_n + \frac{\tau}{2})\|^2 \right) \leq C(\|d_t U\|_{L^\infty(0,T;L^2(\Omega))}^2 + \|d_t U^*\|_{L^\infty(0,T;L^2(\Omega))}^2)^r_d + C(\|U\|_{L^\infty(0,T;H^{\gamma,p}(\Omega))}^2)^2 \tau^2 N^{-2m}.
\]

Analogously, it is easy to get

\[
\|T_j^n\|_{L^2}^2 \leq C\|U\|_{L^\infty(0,T;H^{\gamma,p}(\Omega))}^2 \tau^2 N^{-2m}, \quad \|T_j^n\|_{L^2}^2 \leq C\|U\|_{L^\infty(0,T;H^{\gamma,p}(\Omega))}^2 \tau^2 N^{-2m}.
\]
Finally, we estimate $T_1^0$ which is caused by numerical quadrature. Let

$$ \Theta(\sigma) = e^{12(\tau - \sigma)} f^*(U(t_n + \sigma)), $$

then apply the Taylor’s formula with integral remainder and the Cauchy-Schwarz inequality to see

$$ |T_1^0| \leq \left| \int_0^\tau \int_0^\sigma \partial_t \Theta(t)(\sigma - t) dt d\sigma \right|^{\frac{3}{2}} \leq C \tau^5 \int_0^\tau |\partial_t \Theta(t)|^{\frac{3}{2}} dt. \quad (A.1) $$

A further expansion of $\partial_t \Theta(t)$ leads to

$$ \partial_t \Theta(t) = \partial_t e^{12(\tau - t)} f^*(U(t_n + t)) + 2 \partial_t e^{12(\tau - t)} \partial_t f^*(U(t_n + t)) + e^{12(\tau - t)} \partial_t f^*(U(t_n + t)). $$

Since

$$ |\partial_t e^{12(\tau - t)} \partial_t f^*(U(t_n + t))|^{\frac{3}{2}} = \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \lambda^2_{pq} |\partial_t \hat{f}_{pq}|^2 \leq C \|\partial_t U(t_n + t)\|^2_{H^1}, $$

$$ |\partial_t e^{12(\tau - t)} \partial_t f^*(U(t_n + t))|^{\frac{3}{2}} = \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \lambda^2_{pq} |\partial_t \hat{f}_{pq}|^2 \leq C \|\partial_t U(t_n + t)\|^2_{H^1}, $$

$$ |e^{12(\tau - t)} \partial_t f^*(U(t_n + t))|^{\frac{3}{2}} \leq C \|\partial_t U(t_n + t)\|^2 + \|\partial_t U(t_n + t)\|^2, $$

we get by combination of $\ref{A.1}$ and $\ref{A.2}$ that

$$ |T_1^0| \leq C \tau^5 \|U\|_{L^\infty(0, T; H^2(\Omega))} + \|\partial_t U\|^2_{L^2(0, T; H^2(\Omega))} + \|\partial_t U\|^2_{L^2(0, T; L^4(\Omega))}.$$ 

Applications of the triangular equation and the hypotheses of Theorem $3.1$, $3.2$ give us

$$ |R_1^{n+1}|^{\frac{3}{2}} \leq C \tau^2 (\tau + N^{-2n+2}). $$

The estimates of $R_1^{n+1}$ under the discrete $H^2$ norm and of $R_2^{n+1}$ are analogous, thus we omit them here.

Finally, we will provide the estimate of $R_3^{n+\frac{1}{2}}$. Subtracting $\ref{3.8}$ and the last equation in $\ref{3.9}$ to get

$$ R_3^{n+\frac{1}{2}} = \delta_t R^{n+\frac{1}{2}} - \partial_t R(t_n + \frac{x}{2}) + E_1^{n+\frac{1}{2}} \bigg| - \Re(f_\nu(\tilde{U}^{n+\frac{1}{2}}), A(U^*(t_n), U^*(t_{n+1}), V^*(t_n), V^*(t_{n+1}))) \bigg|_{\Omega} $$

$$ + \Re(f^*(U(t_n + \frac{x}{2})), A(U^*(t_n), U^*(t_{n+1}), V^*(t_n), V^*(t_{n+1}))) \bigg|_{\Omega} \bigg| + E_2^{n+\frac{1}{2}} \bigg|_{\Omega}.$$ 

The RHS of $\ref{A.3}$ will be decomposed into the following parts that will be estimated one by one

$$ \sum_{j=1}^{7} T_j^\nu = \delta_t R^{n+\frac{1}{2}} - \partial_t R(t_n + \frac{x}{2}) + E_1^{n+\frac{1}{2}} + \Re(f^*(U(t_n + \frac{x}{2})), E_2^{n+\frac{1}{2}}) \bigg|_{\Omega}. $$

By using the Taylor’s formula and some direct calculations, we can analogously derive that

$$ |T_1^\nu|^2 \leq C \tau^4, \ |T_2^\nu|^2 \leq C N^{-2m+2}, \ |T_3^\nu|^2 \leq C N^{-2m}, \ |T_4^\nu|^2 \leq C (N^{-2m} + \tau^4). $$

We finally estimate $T_4^\nu$. The definition of $E_2^{n+1/2}$ $\ref{3.7}$ gives

$$ E_2^{n+\frac{1}{2}} = \frac{1}{2} \int_0^\frac{x}{2} (e^{22(\sigma - \sigma)} - e^{22(\frac{x}{2} - \sigma)}) g^*(U(t_n + \sigma + \frac{x}{2})) d\sigma $$

$$ + \frac{1}{2} \int_0^\frac{x}{2} e^{22(\frac{x}{2} - \sigma)} (g^*(U(t_n + \sigma + \frac{x}{2})) - g^*(U(t_n + \sigma))) d\sigma \bigg|_{\Omega}. \quad (A.4) $$

$$ = E_2^{n+\frac{1}{2}} + E_2^{n+\frac{1}{2}}.$$
According to Lemma 3.1, 3.8 and Taylor’s formula, we have \( \|E^{n+\frac{1}{2}}_{21}\|_{L^2} \leq C \tau^4 \). For \( E^{n+\frac{1}{2}}_{21} \), we expand it into discrete sine series, then use the Cauchy-Schwarz inequality and Taylor’s formula with integral remainder to get

\[
\|E^{n+\frac{1}{2}}_{21}\|_{L^2}^2 \leq C \tau \int_0^{\frac{T}{2}} \| \left( e^{22}(-\sigma) - e^{22}(\frac{x}{2}) - \sigma \right) g^*(U(t_n + \sigma + \frac{x}{2})) \|_{L^2}^2 \, d\sigma \\
\leq C \tau \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \int_0^{\frac{T}{2}} \left| e^{22}_{pq}(-\sigma) - e^{22}_{pq}(\frac{x}{2}) - \sigma \right|^2 |\hat{g}_{pq}|^2 \, d\sigma \\
\leq C \tau^2 \sum_{p=1}^{N-1} \sum_{q=1}^{N-1} \int_0^{\frac{T}{2}} \int_0^{\frac{T}{2}} |\partial_t e^{22}_{pq}(s - \sigma)|^2 |\hat{g}_{pq}|^2 \, dt \, d\sigma \\
\leq C \tau^3 \int_{t_n + \frac{T}{2}}^{t_{n+1}} \|g\|^2_{L^1_1} \, dt \leq C \|U\|_{L^\infty(0,T;H^1_1(\Omega))} \tau^4,
\]

where the estimate \( |\partial_t e^{22}_{pq}|^2 \leq C \lambda^2_{pq} \) is employed here. The direct combination of the above estimates and the triangular inequality gives us the error estimate of \( R^{n+\frac{1}{2}}_3 \).

### B Proof of the Lemma 3.13

For the sake of simplicity, we let \( \{\nabla_h u\}_{j,k} = (\delta^+_u u_{j,k}, \delta^+_v v_{j,k}) \).

**Lemma B.1.** For any \( u, v \in \mathcal{M}_N \), we have \( \|\nabla_h (uv)\|_{L^\infty} \leq 2(\|v\|_{L^\infty} |u|_{H^1,1} + \|u\|_{L^\infty} |v|_{H^1,1}) \).

**Proof.** We first recall the following equalities

\[
\delta^+_u (u_{j,k}v_{j,k}) = \delta^+_u u_{j,k} \cdot v_{j,k} + u_{j+1,k} \cdot \delta^+_u v_{j,k} \quad \text{and} \quad \delta^+_v (u_{j,k}v_{j,k}) = \delta^+_v u_{j,k} \cdot v_{j,k} + u_{j,k+1} \cdot \delta^+_v v_{j,k}.
\]

Then, we use the inequality \((a + b)^2 \leq 2(a^2 + b^2)\) to get

\[
\|\delta^+_u (uv)\|_{L^\infty}^2 \leq 2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |\delta^+_u u_{j,k}|^2 |v_{j,k}|^2 + 2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |u_{j+1,k}|^2 |\delta^+_u v_{j,k}|^2 \\
\leq 2\|v\|_{L^\infty}^2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |\delta^+_u u_{j,k}|^2 + 2\|u\|_{L^\infty}^2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |\delta^+_v v_{j,k}|^2.
\]

Analogously,

\[
\|\delta^+_v (uv)\|_{L^\infty}^2 \leq 2\|v\|_{L^\infty}^2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |\delta^+_u u_{j,k}|^2 + 2\|u\|_{L^\infty}^2 \sum_{j=0}^{N-1} \sum_{k=1}^{N-1} |\delta^+_v v_{j,k}|^2.
\]

The definition of operator \( \nabla_h \) and the above inequalities gives us

\[
\|\nabla_h (uv)\|_{L^\infty}^2 \leq 2(\|v\|_{L^\infty}^2 |u|_{H^1,1} + \|u\|_{L^\infty}^2 |v|_{H^1,1}),
\]

and the proof of Lemma 3.13 is thus completed. \( \square \)

Now, we prove Lemma 3.13. Adding and subtracting some intermediate terms in \( E^{t+\frac{1}{2}}_2 \), we get

\[
E^{t+\frac{1}{2}}_2 = \xi^{t+\frac{1}{2}} \tilde{f}^{t+\frac{1}{2}}_N + r^{t+\frac{1}{2}} (\tilde{g}^{t+\frac{1}{2}}_N - f^{t+\frac{1}{2}}_N).
\]

In view of the Lemma 3.7, the hypothesis of Theorem 3.2 and the boundedness of \( r^{t+1} \) in (3.21), it holds that

\[
|E^{t+\frac{1}{2}}_2|_{N,1} \leq C \|\nabla_h \tilde{f}^{t+\frac{1}{2}}_N\|_{L^2} + C\|r^{t+\frac{1}{2}}\|_{L^2} \|\nabla_h (\tilde{f}^{t+\frac{1}{2}}_N - f^{t+\frac{1}{2}}_N)\|_{L^2} \\
\leq C (\|\xi^{t+\frac{1}{2}}\| + \|\nabla_h (\tilde{g}^{t+\frac{1}{2}}_N - \tilde{g}^{t+\frac{1}{2}}_N)\|_{L^2} + \|\nabla_h \tilde{g}^{t+\frac{1}{2}}_N\|_{L^2} + \|\tilde{g}^{t+\frac{1}{2}}_N - \tilde{g}^{t+\frac{1}{2}}_N\|_{L^2}). \tag{B.1}
\]
According to the boundedness of $u^{t-1}$ and $u^t$ from the induction, Lemma 3.2 and B.1, we arrive at
\[\|\nabla_h \tilde{g}^{t+\frac{1}{2}}\|_{l^2} \leq C \|\tilde{u}^{t+\frac{1}{2}}\|_{l^\infty}^2 \|\tilde{g}^{t+\frac{1}{2}}\|_{N,1} \leq C,\]
and
\[\|\tilde{g}^{t+\frac{1}{2}} - \tilde{g}^{t+\frac{1}{2}}\|_{l^2} \leq C\|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^2} (\|\tilde{U}^{t+\frac{1}{2}}\|_{l^\infty}^2 + \|\tilde{U}^{t+\frac{1}{2}}\|_{l^1} + \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty}) \]
\[\leq C\|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^2} \leq C\|\xi^{t-1}\|_{l^2} + \|\xi^t\|_{l^2}.\]

Analogously, we derive the estimate for $E_{21}^{t+\frac{1}{2}} = \|\nabla_h (\tilde{g}^{t+\frac{1}{2}} - \tilde{g}^{t+\frac{1}{2}})\|_{l^2}$ as follows:
\[E_{21}^{t+\frac{1}{2}} \leq C(\|\tilde{U}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{g}^{t+\frac{1}{2}}\|_{l^\infty} + \|\tilde{U}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty})\]
\[+ C(\|\tilde{g}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty} + \|\tilde{g}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty})\]
\[+ C(\|\tilde{g}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty} + \|\tilde{U}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty} + \|\tilde{g}^{t+\frac{1}{2}}\|_{l^1} \|\tilde{\xi}^{t+\frac{1}{2}}\|_{l^\infty})\]
\[\leq C(\|\xi^{t-1}\|_{N,2} + |\xi|^2_{N,2}).\]

Notice that the norm equivalence Lemma 3.2, the discrete Sobolev inequality Lemma 3.6 and
\[|\xi|^2_{l^2} = |I_N \xi|^2_{l^2} \leq |I_N \xi|^2_{H^2} = |\xi|_{N,2}^2,\]
\[|\xi|_{N,1} = |I_N \xi|^2_{H^1} \leq C |I_N \xi|^2_{H^2} = |\xi|_{N,2}^2,\]
are used. Inserting the above estimates into B.1 leads to the final result.
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