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One of the unitary forms of the quantum mechanical time evolution operator is given by Cayley’s approximation. A numerical implementation of the same involves the replacement of second derivatives in Hamiltonian with the three-point formula, which leads to a tridiagonal system of linear equations. In this work, we invoke the highly accurate five-point stencil to discretize the wave function onto an Implicit-Explicit pentadiagonal Crank-Nicolson scheme. It is demonstrated that the resultant solutions are significantly more accurate than the standard ones. We also discuss the resolution of bipartite wavepacket dynamics and derive conditions under which a product state from the laboratory perspective remains a product state from the center-of-mass point of view. This has profound applications for decoupling complicated bipartite dynamics into two independent single-particle problems.
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1 Time evolution in quantum mechanics

The quantum mechanical state of a particle is described in position representation by a wave function \( \psi \). In the non-relativistic limits, this wave function evolves with time in accordance with the time-dependent Schrödinger equation (TDSE):

\[
\frac{i\hbar}{\partial t} \psi(\mathbf{r}, t) = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(\hat{\mathbf{r}}, t) \right) \psi(\mathbf{r}, t),
\]

where \( m \) is the mass of the particle, and \( V(\hat{\mathbf{r}}, t) \) is the potential. In many physical problems the potential is static, i.e., \( V(\hat{\mathbf{r}}, t) = V(\mathbf{r}) \), and the resolution of TDSE is equivalent to the implementation of the time-evolution operator \( \hat{U} \):

\[
\psi(\mathbf{r}, t + \Delta t) = \hat{U}(\Delta t) \psi(\mathbf{r}, t) = \exp \left( -i \frac{\Delta t}{\hbar} \hat{H} \right) \psi(\mathbf{r}, t),
\]
where $\hat{H} = -(\hbar^2/2m)\nabla^2 + V(\hat{r})$ is the Hamiltonian. Note that $\hat{U}$ is unitary, which ensures the norm (total probability) is preserved at all times:

$$\langle \psi | \psi \rangle_{\Delta t} = \langle \psi | \hat{U} \hat{U}^\dagger | \psi \rangle_0 = \langle \psi | \psi \rangle_0. \quad (3)$$

In this work we develop an efficient numerical scheme for a precise resolution of single-particle TDSE, and discuss a strategy to utilize the same set of tools to handle the bipartite wave packets in the COM frame of reference.

The complexities in calculating the time dependence of $\psi$ depend on the functional form of the interaction. Even for simple Gaussians as initial states, closed analytical forms are calculable only in trivial situations, e.g., in the free space [1], and the harmonic oscillator potential [2]. Simple harmonic oscillators are regarded as the most precious tools of a theoretical physicist, but none of the fundamental forces in nature behaves so. This demands an efficient generic numerical scheme to precisely solve the quantum evolution for arbitrary potentials which may be encountered in realistic laboratory conditions. Along this line, the first step would be to approximate $\hat{U}$ up to the first order in a series expansion:

$$\hat{U}(\Delta t) = \exp\left(-i \frac{\Delta t}{\hbar} \hat{H}\right) = \sum_{n=0}^{\infty} (-i)^n \frac{\Delta t^n}{n!} \hat{H}^n \approx \hat{1} - i \frac{\Delta t}{\hbar} \hat{H}. \quad (4)$$

However, such truncation leads to a loss of unitarity, which in turn leads to a change in total probability over time:

$$\langle \psi | \psi \rangle_{\Delta t} = \langle \psi | \hat{U} \hat{U}^\dagger | \psi \rangle_0 = \langle \psi | \hat{1} + i \frac{\Delta t}{\hbar} \hat{H} - i \frac{\Delta t}{\hbar} \hat{H}^2 | \psi \rangle_0 = \langle \psi | \hat{1} - i \frac{\Delta t}{\hbar} \hat{H} + i \frac{\Delta t}{\hbar} \hat{H}^2 + \Delta t^2 \hbar^2 \hat{H}^2 | \psi \rangle_0 = \langle \psi | \psi \rangle_0 + \frac{\Delta t^2}{\hbar^2} \langle \psi | \hat{H}^2 | \psi \rangle_0 > \langle \psi | \psi \rangle_0. \quad (5)$$

While this is acceptable for short times (the norm is preserved up to the linear order in $\Delta t$), the errors accumulate on (realistic) longer time scales, quickly leading to divergence. Moreover, such approximations do not respect the bidirectional stability in time. One may be tempted to include higher-order terms in the series expansion, but this would require an impractical numerical evaluation of various higher-order derivatives of the wave function. We must therefore look for alternative ways to integrate the TDSE precisely.

Various techniques have been established that are stable and mitigate errors within their respective capacities [3, 4, 5, 6, 7, 8]. In this work, we chose to utilize Cayley’s form of evolution operator as it circumvents all of our problems with an unconditionality stability over long time scales [9]. We approximate the second-order derivatives with the highly accurate five-point stencil to discretise the problem onto a pentadiagonal Crank-Nicolson scheme. The resultant solutions are much more accurate compared to the standard tridiagonal ones. This will be useful in situations where the potential is very weak, e.g., the gravitational field between two nearby quantum masses.

We thereafter focus on the resolution of the bipartite quantum dynamics, assuming that both the particles are initially prepared in Gaussian wave packets. The usual coordinate transformations to the center of mass (COM) frame of reference are discussed. At least for central interactions, the Hamiltonian decouples into the COM and the relative degrees of freedom, and the product form of a quantum state in this division is maintained at all times. However, a complete decoupling of the dynamics requires the initial quantum state to be separable in the COM frame of reference. For a two-mode Gaussian state this happens only when the two particles are cooled in the ground state of identical harmonic traps. Note that, unlike regular problems where the COM is described by a plane wave, here it is described by a localised wave packet undergoing proper quantum mechanical time evolution. The reduced mass wave packet evolves in the interaction sourced from the COM and based on the functional form of the potential. The time evolution can be dealt either analytically or numerically.
2 Cayley’s form of evolution operator

Cayley’s form is a fractional approximation of the quantum mechanical evolution operator. The underlying idea is to evolve $\psi(r,t)$ by half of the time step forward in time, and $\psi(r,t + \Delta t)$ by half of the time step backward in time, such that they agree at time $t + \Delta t/2$ [10, 11, 12, 13, 14]:

$$|\psi\rangle_t \overset{\Delta t/2}{\Rightarrow} \bullet \overset{\Delta t/2}{\Rightarrow} |\psi\rangle_{t+\Delta t}$$

$$\implies \hat{U}\left(\frac{\Delta t}{2}\right)\psi(r,t) = \hat{U}\left(-\frac{\Delta t}{2}\right)\psi(r,t + \Delta t)$$

$$\implies \exp\left(-i\frac{\hat{H}\Delta t}{2\hbar}\right)\psi(r,t) = \exp\left(+i\frac{\hat{H}\Delta t}{2\hbar}\right)\psi(r,t + \Delta t).$$

(6)

With a first-order approximation on both sides,

$$\left(\hat{\mathbf{I}} - i\frac{\hat{H}\Delta t}{2\hbar}\right)\psi(r,t) \approx \left(\hat{\mathbf{I}} + i\frac{\hat{H}\Delta t}{2\hbar}\right)\psi(r,t + \Delta t),$$

(7)

we arrive at

$$\psi(r,t + \Delta t) = \left(\hat{\mathbf{I}} + i\frac{\hat{H}\Delta t}{2\hbar}\right)^{-1}\left(\hat{\mathbf{I}} - i\frac{\hat{H}\Delta t}{2\hbar}\right)\psi(r,t).$$

(8)

Hence, Cayley’s form of evolution operator is given by

$$\hat{U}(\Delta t) = \left(\hat{\mathbf{I}} + i\frac{\hat{H}\Delta t}{2\hbar}\right)^{-1}\left(\hat{\mathbf{I}} - i\frac{\hat{H}\Delta t}{2\hbar}\right).$$

(9)

A replacement of the second-order derivatives in Hamiltonian with finite difference formulas tells us that the wave function at different times is related by a Crank-Nicolson (CN) scheme, which is unconditionally stable for TDSE-like problems [9].

The total probability is preserved over time as the resultant evolution operator in Eq. (9) is unitary, as shown below. The hermitian conjugate of $\hat{U}$ is

$$\hat{U}^\dagger = \left[\left(\hat{\mathbf{I}} + i\frac{\hat{H}\Delta t}{2\hbar}\right)^{-1}\left(\hat{\mathbf{I}} - i\frac{\hat{H}\Delta t}{2\hbar}\right)\right]^\dagger$$

$$= \left(\hat{\mathbf{I}} - i\frac{\hat{H}\Delta t}{2\hbar}\right)^\dagger\left(\hat{\mathbf{I}} + i\frac{\hat{H}\Delta t}{2\hbar}\right)^{-1}\dagger, \quad : \left\{\hat{A}\hat{B}\right\}^\dagger = \hat{B}^\dagger\hat{A}^\dagger.$$ 

(10)

Note that for any operator $\hat{A}$ we have

$$\hat{A}\hat{A}^{-1} = \hat{\mathbf{I}}$$

$$\implies \left(\hat{A}\hat{A}^{-1}\right)^\dagger = \hat{\mathbf{I}}^\dagger$$

$$\implies \left(\hat{A}^{-1}\right)^\dagger\hat{A}^\dagger = \hat{\mathbf{I}}, \quad : \left\{\hat{A}\hat{B}\right\}^\dagger = \hat{B}^\dagger\hat{A}^\dagger,$$

$$\implies \left(\hat{A}^{-1}\right)^\dagger\hat{A}^\dagger\left(\hat{A}^\dagger\right)^{-1} = \hat{\mathbf{I}}\left(\hat{A}^\dagger\right)^{-1}$$

$$\implies \left(\hat{A}^{-1}\right)^\dagger\hat{I} = \hat{I}\left(\hat{A}^\dagger\right)^{-1}$$

$$\implies \left(\hat{A}^{-1}\right)^\dagger = \left(\hat{A}^\dagger\right)^{-1}.$$ 

(11)

Accordingly, the hermitian conjugate of $\hat{U}$ can be re-written as

$$= \left(\hat{\mathbf{I}} - i\frac{\hat{H}\Delta t}{2\hbar}\right)^\dagger\left(\hat{\mathbf{I}} + i\frac{\hat{H}\Delta t}{2\hbar}\right)^{-1}\dagger.$$
nothing but Gaussian elimination in a tridiagonal case).

The standard practice for calculating numerical derivatives is to implement various finite-difference approximations. In this work, we only deal with one-dimensional problems, i.e., when

\[ f''(x) \approx \frac{f(x + \Delta x) - 2f(x) + f(x - \Delta x)}{\Delta x^2} + O(\Delta x^2), \]

which implies that Eq. (7) is transformed to

\[
\psi_j^{n+1} + \frac{i\Delta t}{2h} \left[ -\frac{h^2}{2m} \left( \frac{\psi_{j+1}^{n+1} - 2\psi_j^{n+1} + \psi_{j-1}^{n+1}}{\Delta x^2} \right) + V_j \psi_j^{n+1} \right] \\
= \psi_j^n - \frac{i\Delta t}{2h} \left[ -\frac{h^2}{2m} \left( \frac{\psi_{j+1}^n - 2\psi_j^n + \psi_{j-1}^n}{\Delta x^2} \right) + V_j \psi_j^n \right],
\]

which implies

\[ \psi_j^n = \left( i + i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i + i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1}, \]

which implies

\[ \hat{U} \hat{U}^\dagger = \left( i + i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i + i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1}. \]

The two terms in the middle commute, and hence

\[ \hat{U} \hat{U}^\dagger = \left( i + i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i + i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1} \left( i - i\frac{\hat{H}\Delta t}{2h} \right)^{-1} = \hat{I}. \]

2.1 The tridiagonal discretisation

The standard practice to solve such a system of linear equations is through the Thomas algorithm (which is nothing but Gaussian elimination in a tridiagonal case).
2.2 The pentadiagonal discretisation

The three-point formula for the second derivative is accurate up to an error $O(\Delta x^2)$. The corresponding tridiagonal discretisation works very well in most situations, except for astonishingly weak potentials, e.g., the gravitational field between two quantum particles. In such cases, it falls short due to the accumulation of errors over time. A numerical scheme is as good as the underlying finite-difference approximations. A replacement of the second-order derivative with the highly accurate five-point stencil,

$$f''(x) \approx \frac{-f(x + 2\Delta x) + 16f(x + \Delta x) - 30f(x) + 16f(x - \Delta x) - f(x - 2\Delta x)}{12\Delta x^2} + O(\Delta x^4),$$  

implies that Eq. (7) is now discretized as

$$\psi_j^{n+1} + \frac{i\Delta t}{2h} \left[ \frac{\hbar^2}{2m} \left( -\psi_{j+2}^{n+1} + 16\psi_{j+1}^{n+1} - 30\psi_j^{n+1} + 16\psi_{j-1}^{n+1} - \psi_{j-2}^{n+1} \right) + V_j \psi_j^{n+1} \right] = \psi_j^n - \frac{i\Delta t}{2\hbar} \left[ \frac{\hbar^2}{2m} \left( -\psi_{j+2}^{n} + 16\psi_{j+1}^{n} - 30\psi_j^{n} + 16\psi_{j-1}^{n} - \psi_{j-2}^{n} \right) + V_j \psi_j^{n} \right].$$  

(21)

Following a similar approach as in the previous section, we denote

$$\zeta_j^n = \psi_j^n - \frac{i\Delta t}{2\hbar} \left[ \frac{\hbar^2}{2m} \left( -\psi_{j+2}^{n} + 16\psi_{j+1}^{n} - 30\psi_j^{n} + 16\psi_{j-1}^{n} - \psi_{j-2}^{n} \right) + V_j \psi_j^{n} \right],$$

$$a_j = 1 + \frac{i\Delta t}{2\hbar} \left( \frac{5\hbar^2}{4m\Delta x^2} + V_j \right), \quad b = -\frac{i\hbar\Delta t}{3m\Delta x^2}, \quad c = -\frac{i\hbar\Delta t}{48m\Delta x^2},$$  

(22)

which reduces the problem to

$$\begin{pmatrix}
1 & b & c \\
\vdots & \ddots & \ddots \\
& c & b & a_{j-1} & b & c \\
& & c & b & a_j & b & c \\
& & & c & b & a_{j+1} & b & c \\
& & & & c & b & a_{j+2} & \cdots
\end{pmatrix} \begin{pmatrix}
\psi_1^{n+1} \\
\vdots \\
\psi_{j-1}^{n+1} \\
\psi_j^{n+1} \\
\psi_{j+1}^{n+1} \\
\psi_{j+2}^{n+1} \\
\vdots
\end{pmatrix} = \begin{pmatrix}
\zeta_1^n \\
\vdots \\
\zeta_{j-1}^n \\
\zeta_j^n \\
\zeta_{j+1}^n \\
\zeta_{j+2}^n \\
\vdots
\end{pmatrix}.$$  

(23)

We now have a pentadiagonal system of linear equations for $J-2$ unknown wave function values at time $t_{n+1}$. The Thomas algorithm is not applicable anymore, as it works only for tridiagonal matrices. Accordingly, we chose the LU-factorisation techniques that are versatile enough to solve both the tridiagonal and the pentadiagonal system of equations. We perform an LU-factorisation of the constant matrix on the left, followed by forward and backward substitutions of the $\zeta$ vector on the right [14, 13]. A Python implementation is publicly available at Zenodo and GitHub [15, 16], with the corresponding documentation in Ref. [11]. Note that these methods work only for square-integrable wave functions, which are well localised all the time. Otherwise, the wave function may get reflected from the numerical boundaries, leading to unwanted interference.

2.3 Comparison of numerical errors

In this section we calculate the evolution of a Gaussian wave packet with the standard tridiagonal method and the pentadiagonal method developed in this work. The wave packet is initially centered around $x_0$ with a position spread $\sigma$ and a momentum $p_0$:

$$\psi(x, t = 0) = \frac{1}{\sqrt{\sigma \sqrt{2\pi}}} \exp \left( -\frac{(x-x_0)^2}{4\sigma^2} + i\frac{p_0}{\hbar} (x-x_0) \right).$$  

(24)
We compare the numerical errors accumulated in both methods for the case of evolution in free space and the harmonic oscillator potential. As a parameter of interest, we chose Heisenberg’s uncertainty product $\Delta x\Delta p$, since it involves both the statistical moments of the position and momentum variables.

a) Evolution in the free space, i.e., $V = 0$, can be solved analytically using Fourier transformation techniques [1]:

$$
\psi(x,t) = \frac{1}{\sqrt{\sigma(1 + i\omega_0 t)^2}} \exp \left[ -\frac{1}{4\sigma^2(1 + i\omega_0 t)} \left( x - x_0 - 2i\sigma^2 \frac{p_0}{\hbar} \right)^2 - \sigma^2 \frac{p_0^2}{\hbar^2} \right],
$$

(25)

where $\omega_0 = \hbar/2m\sigma^2$. This implies that the spread in the position and the momentum spaces are given by

$$
\Delta x = \sqrt{\langle x^2 \rangle - \langle x \rangle^2} = \sigma \sqrt{1 + \omega_0^2 t^2}, \quad \Delta p = \sqrt{\langle p^2 \rangle - \langle p \rangle^2} = \frac{\hbar}{2\sigma},
$$

(26)

Hence, the uncertainty product is

$$
\Delta x\Delta p = \frac{\hbar}{2} \sqrt{1 + \omega_0^2 t^2}.
$$

(27)

b) Evolution in the harmonic oscillator potential, i.e., $V = \frac{1}{2} m \omega^2 x^2$, can also be solved analytically [2]. The closed form is rather complicated, but it gives the position and momentum spreads as

$$
\Delta x = \sigma \sqrt{\cos^2(\omega t) + \frac{\omega_0^2}{\omega^2} \sin^2(\omega t)}, \quad \Delta p = \frac{\hbar}{2\sigma} \sqrt{\cos^2(\omega t) + \frac{\omega_0^2}{\omega^2} \sin^2(\omega t)},
$$

(28)

The corresponding uncertainty product is given by

$$
\Delta x\Delta p = \frac{\hbar}{2} \sqrt{\cos^4(\omega t) + \sin^4(\omega t) + \frac{1}{4} \left( \frac{\omega_0^2}{\omega^2} + \frac{\omega^2}{\omega_0^2} \right) \sin^2(2\omega t)},
$$

(29)

Assuming $\hbar = 1$, $m = 1$, we calculate the time evolution with both the tridiagonal and the pentadiagonal methods. In Fig. 1 we show the errors in the uncertainty product, calculated w.r.t. the closed forms in Eqs. (27) and (29). It can be easily seen that our pentadiagonal solutions are far more accurate than the standard ones. Accordingly, they will be used for simulating quantum evolution in extremely weak fields. We have used the standard tridiagonal solutions for studying the head-on collision of charged particles [13], and the highly accurate pentadiagonal solutions for the astonishingly weak gravitational coupling between two nearby quantum objects [12].

Note that Heisenberg’s uncertainty product requires the first two statistical moments of position and momentum operators, which can be evaluated with:

$$
\langle \hat{x}^n \rangle = \int_{-\infty}^{+\infty} dx \, \psi^* x^n \psi, \quad \langle \hat{p}^n \rangle = (-i\hbar)^n \int_{-\infty}^{+\infty} dx \, \psi^* \frac{\partial^n \psi}{\partial x^n}.
$$

(30)

It should be noted that $\langle \hat{p}^2 \rangle$ can be calculated without the additional evaluation of the second-order derivative. For a well localised problem, the wave function is square integrable: $\lim_{x \to \pm \infty} \psi = 0$ and $\lim_{x \to \pm \infty} d\psi/dx = 0$, and integration by parts implies

$$
\langle \hat{p}^2 \rangle = -\hbar^2 \int_{-\infty}^{+\infty} dx \, \psi^* \frac{\partial^2 \psi}{\partial x^2} = -\hbar^2 \left[ \psi^* \frac{\partial \psi}{\partial x} - \int dx \, \frac{\partial \psi^*}{\partial x} \frac{\partial \psi}{\partial x} \right]_{-\infty}^{+\infty} = \hbar^2 \int_{-\infty}^{+\infty} dx \, \left| \frac{\partial \psi}{\partial x} \right|^2.
$$

(31)

Furthermore, by utilizing the law of conservation of energy, we calculate $\langle \hat{p}^2 \rangle$ without involving any numerical derivative whatsoever. A unitary evolution implies that the total energy, $\langle \hat{H} \rangle$,
Relative error in $\Delta x \Delta p \times 10^4$

$\Delta x = \Delta t = 0.020$

(a) Evolution in the free space, $V = 0$. Initial wave packet is centered at $x = -50$ with a width of 2 units and a momentum of +1 unit.

(b) Evolution in the harmonic oscillator potential, $V = \frac{1}{2} m \omega^2 x^2$ with $\omega = 0.1$. Initial wave packet is centered at $x = -10$, with a width of 2 units.

Figure 1: Comparison of errors in the tridiagonal and the pentadiagonal solutions of the time-dependent Schrödinger equation. $\Delta x \Delta p$ is the Heisenberg’s uncertainty product. We assume $\hbar = 1$, $m = 1$, and the relative errors are calculated w.r.t. the analytical results discussed in the main text. $\Delta x$ denotes the grid size, and $\Delta t$ is the time step. Note different vertical scales in each panel.

is a constant of motion. At $t = 0$ we start with a minimum uncertainty Gaussian wave packet characterized by $\Delta x \Delta p(0) = \hbar/2$, which implies

$$\langle \hat{p}^2(0) \rangle = \langle \hat{p}(0) \rangle^2 + \Delta p^2(0) = p_0^2 + \frac{\hbar^2}{4\sigma^2}. \tag{32}$$

On equating $\langle \hat{H}(0) \rangle$ with $\langle \hat{H} \rangle$ we arrive at

$$\langle \hat{p}^2 \rangle = p_0^2 + \frac{\hbar^2}{4\sigma^2} + 2m \left( \langle V(0) \rangle - \langle V \rangle \right), \tag{33}$$

where $\langle V(0) \rangle$ is readily available in closed formulas, e.g., in the free space $\langle V(0) \rangle = 0$, and in the harmonic oscillator potential $\langle V(0) \rangle = \frac{1}{2} m \omega_0^2 \langle \hat{x}^2(0) \rangle = \frac{1}{2} m \omega_0^2 (x_0^2 + \sigma^2)$.

2.4 The heartbeating inside a box

Now that we have a numerical scheme for resolving the quantum dynamics of localised wave packets, in this section we play around and demonstrate the fascinating dance of an (initially Gaussian) wave packet evolving inside a box. Assuming $\hbar = 1$, we consider a particle of mass $m = 1$ trapped inside a box extending between $x = \pm 10$. As a sanity check, it is first confirmed that the wave
function does not change with time when the initial state corresponds to any one of the eigenstates:

\[
\psi_n(x, 0) = \begin{cases} 
\sqrt{\frac{2}{L}} \sin \left( \frac{n \pi x}{L} \right), & n = 0, 2, 4, \ldots \\
\sqrt{\frac{2}{L}} \cos \left( \frac{n \pi x}{L} \right), & n = 1, 3, 5, \ldots
\end{cases}
\]

We then consider the initial state as a Gaussian wave packet with a width of 1 unit centered at the origin with 1 unit of momentum to the right. This way, the forward part of the wave packet hits the boundary at \( x = +10 \) and is reflected back. These reflections interfere with the rest of the wave packet to create a beautiful dancing pattern. In Fig. 2 we show the expected position and momentum as a function of time which looks like a periodically repeating heartbeat pattern.

3 Bipartite wave packet dynamics

Till now we have discussed the case of a single-particle wave packet evolving in a classical background potential. It turns out that the same methods can be utilised to solve the bipartite dynamics after a careful change of coordinates. The time-dependent Schrödinger equation (TDSE) for a system of two particles \( A \) and \( B \) is given by

\[
\left( -\frac{\hbar^2}{2m_A} \frac{\partial^2}{\partial x_A^2} - \frac{\hbar^2}{2m_B} \frac{\partial^2}{\partial x_B^2} + V(\hat{x}_A, \hat{x}_B) \right) \Psi(x_A, x_B, t) = i\hbar \frac{\partial}{\partial t} \Psi(x_A, x_B, t),
\]

where \( x_A \) and \( x_B \) are the positions/displacements of the masses \( m_A \) and \( m_B \), and \( \hat{p}_A = -i\hbar \partial/\partial x_A \) and \( \hat{p}_B = -i\hbar \partial/\partial x_B \) are their respective momenta. In an attempt to decouple this two-body problem, we make a coordinate transformation to the COM frame of reference:

\[
R = \frac{m_A x_A + m_B x_B}{m_A + m_B}, \quad r = x_B - x_A,
\]
where \( R \) and \( r \) are the positions/displacements of the COM \([\text{mass } M = m_A + m_B]\) and the reduced mass \([\text{mass } \mu = m_A m_B / (m_A + m_B)]\), respectively. One can take the time derivatives to write their respective momenta as

\[
P = M \frac{dR}{dt} = \frac{m_A + m_B}{m_A + m_B} \left( m_A \frac{dx_A}{dt} + m_B \frac{dx_B}{dt} \right) = p_A + p_B,
\]

\[
p = \mu \frac{dr}{dt} = \frac{m_A m_B}{m_A + m_B} \left( \frac{dx_B}{dt} - \frac{dx_A}{dt} \right) = \frac{m_A p_B - m_B p_A}{m_A + m_B},
\]

which implies that the inverse transformations are

\[
x_A = R - \frac{m_B}{M} r, \quad x_B = R + \frac{m_B}{M} r, \quad p_A = \frac{m_A}{M} P - p, \quad p_B = \frac{m_B}{M} P + p.
\]

The displacements \( x_A \) and \( x_B \) are functions of \( R \) and \( r \), and the rules of differentiation imply

\[
\frac{\partial}{\partial x_A} = \left( \frac{\partial R}{\partial x_A} \right) \frac{\partial}{\partial R} \left( \frac{m_A}{M} \frac{\partial}{\partial R} - \frac{\partial}{\partial r} \right) + \left( \frac{\partial r}{\partial x_A} \right) \frac{\partial}{\partial r} \left( \frac{m_A}{M} \frac{\partial}{\partial R} - \frac{\partial}{\partial r} \right)
\]

\[
= \frac{m_A}{M} \left( \frac{m_A}{M} \frac{\partial^2}{\partial R^2} - \frac{\partial^2}{\partial r^2} \right) - \left( \frac{m_A}{M} \frac{\partial^2}{\partial R \partial r} - \frac{\partial^2}{\partial r \partial r} \right)
\]

\[
= \frac{m_A^2}{M^2} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} - \frac{2 m_A^2}{M} \frac{\partial^2}{\partial R \partial r}.
\]

Similarly, the second-order derivatives can be calculated as

\[
\frac{\partial^2}{\partial x_B} = \left( \frac{\partial R}{\partial x_B} \right) \frac{\partial}{\partial R} \left( \frac{m_B}{M} \frac{\partial}{\partial R} + \frac{\partial}{\partial r} \right) + \left( \frac{\partial r}{\partial x_B} \right) \frac{\partial}{\partial r} \left( \frac{m_B}{M} \frac{\partial}{\partial R} + \frac{\partial}{\partial r} \right)
\]

\[
= \frac{m_B}{M} \left( \frac{m_B}{M} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} \right) + \left( \frac{m_B}{M} \frac{\partial^2}{\partial R \partial r} + \frac{\partial^2}{\partial r \partial r} \right)
\]

\[
= \frac{m_B^2}{M^2} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} + \frac{2 m_B^2}{M} \frac{\partial^2}{\partial R \partial r}.
\]

which implies that the kinetic energy part of the Hamiltonian transforms as

\[
-\frac{\hbar^2}{2 m_A} \frac{\partial^2}{\partial x_A^2} = -\frac{\hbar^2}{2 m_B} \frac{\partial^2}{\partial x_B^2}
\]

\[
= -\frac{\hbar^2}{2 m_A} \left( \frac{m_A^2}{M^2} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} - \frac{2 m_A}{M} \frac{\partial^2}{\partial R \partial r} \right) - \frac{\hbar^2}{2 m_B} \left( \frac{m_B^2}{M^2} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} + \frac{2 m_B}{M} \frac{\partial^2}{\partial R \partial r} \right)
\]

\[
= -\frac{\hbar^2}{2 M} \frac{\partial^2}{\partial R^2} - \frac{\hbar^2}{2 M} \frac{\partial^2}{\partial r^2} - \frac{\hbar^2}{2 m_A} \frac{\partial^2}{\partial R \partial r} - \frac{\hbar^2}{2 m_B} \frac{\partial^2}{\partial R \partial r}.
\]

Within the scope of this thesis we deal only with central interactions, i.e., the potential is a function of the relative separation only: \( V(x_A, x_B) = V(x_B - x_A) = V(r) \), and hence the Schrödinger equation looks like

\[
\left( -\frac{\hbar^2}{2M} \frac{\partial^2}{\partial R^2} - \frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial r^2} + V(\hat{r}) \right) \psi(x_A, x_B, t) = \frac{i\hbar}{\partial t} \psi(x_A, x_B, t).
\]

Given that the initial wave function transforms to the COM frame as \( \Psi(x_A, x_B, t = 0) = \phi(R, t = 0) \psi(r, t = 0) \), the separation of variables in Eq. (44) will ensure that the product form is maintained.
at all times. The problem will now decouple as

$$\frac{\hbar^2}{2M} \frac{\partial^2}{\partial R^2} \phi(R,t) = i\hbar \frac{\partial}{\partial t} \phi(R,t),$$

(45)

$$\left(\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial \mathbf{r}^2} + V(\hat{r})\right) \psi(r,t) = i\hbar \frac{\partial}{\partial t} \psi(r,t),$$

(46)

where $\hat{P} = -i\hbar \partial / \partial R$ and $\hat{p} = -i\hbar \partial / \partial r$ can now be identified as the momentum operators for the COM and the reduced mass, respectively. Here the COM evolves in the free space, which can be easily solved with analytical techniques [1]. The reduced mass evolves under the influence of the interaction $V(r)$, and depending on its functional form, one can use either the analytical or the numerical method to calculate the corresponding time evolution. The two-body wave function is given by the product

$$\Psi(x_A, x_B, t) = \phi \left( \frac{m_A x_A + m_B x_B}{m_A + m_B}, t \right) \psi(x_B - x_A, t).$$

(47)

### 3.1 Transformation of a two-mode Gaussian state

Recall that in the previous section the bipartite TDSE decouples to two independent TDSEs only when the initial state can be written as a product form in the COM frame of reference. In this section we derive the conditions under which this happens for a two-mode Gaussian state. For later convenience in the two-body problems, $x_A$ and $x_B$ shall denote the displacements of the two masses from their initial positions. The initial state describing two independent masses prepared in Gaussian states with position spreads $\sigma_A$ and $\sigma_B$ is $\Psi(x_A, x_B, t=0) = \psi_A(x_A) \psi_B(x_B)$, with

$$\psi_A(x_A) = \left( \frac{1}{2\pi \sigma_A^2} \right)^{1/4} \exp \left( -\frac{x_A^2}{4\sigma_A^2} + i \frac{p_{A0}}{\hbar} x_A \right),$$

(48)

$$\psi_B(x_B) = \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_B^2}{4\sigma_B^2} + i \frac{p_{B0}}{\hbar} x_B \right),$$

(49)

where $p_{A0}$ and $p_{B0}$ denote the initial momenta of the two particles. With simple algebra, we can rearrange the initial wave function as

$$\Psi(t=0) = \left( \frac{1}{2\pi \sigma_A^2} \right)^{1/4} \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_A^2}{4\sigma_A^2} + i \frac{p_{A0}}{\hbar} x_A \right) \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_B^2}{4\sigma_B^2} + i \frac{p_{B0}}{\hbar} x_B \right) \left( \frac{1}{2\pi \sigma_A^2} \right)^{1/4} \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_A^2}{4\sigma_A^2} + i \frac{p_{A0}}{\hbar} x_A \right) \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_B^2}{4\sigma_B^2} + i \frac{p_{B0}}{\hbar} x_B \right)$$

$$= \left( \frac{1}{2\pi \sigma_A^2} \right)^{1/4} \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_A^2}{4\sigma_A^2} + i \frac{p_{A0}}{\hbar} x_A \right) \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_B^2}{4\sigma_B^2} + i \frac{p_{B0}}{\hbar} x_B \right) \left( \frac{1}{2\pi \sigma_A^2} \right)^{1/4} \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_A^2}{4\sigma_A^2} + i \frac{p_{A0}}{\hbar} x_A \right) \left( \frac{1}{2\pi \sigma_B^2} \right)^{1/4} \exp \left( -\frac{x_B^2}{4\sigma_B^2} + i \frac{p_{B0}}{\hbar} x_B \right)$$

(50)
We shall now make use of the inverse transformations to express this in the COM frame. To start with, the Gaussian part is given by

\[
\frac{x_A^2}{\sigma_A^2} + \frac{x_B^2}{\sigma_B^2} = \frac{1}{\sigma_A^2} (R - \frac{m_B}{M} r)^2 + \frac{1}{\sigma_B^2} (R + \frac{m_A}{M} r)^2
\]

\[
= \frac{1}{\sigma_A^2} (R^2 + \frac{m_B^2}{M^2} r^2 - 2\frac{m_B}{M} R r) + \frac{1}{\sigma_B^2} (R^2 + \frac{m_A^2}{M^2} r^2 + 2\frac{m_A}{M} R r)
\]

\[
= \left(\sigma_A^2 + \frac{\sigma_B^2}{\sigma_B^2}\right) R^2 + \left(\frac{m_A^2 \sigma_A^2 + m_B^2 \sigma_B^2}{M^2 \sigma_A^2 \sigma_B^2}\right) r^2 + \left(\frac{m_A \sigma_A^2 - m_B \sigma_B^2}{M \sigma_A \sigma_B^4}\right) R r.
\]

The last term needs to vanish for the state to decouple into independent Gaussians in \(R\) and \(r\), which happens only when \(m_A \sigma_A^2 = m_B \sigma_B^2\). Note that

\[
m_A \sigma_A^2 = m_A \frac{\hbar}{2m_A \omega_A} = \frac{\hbar}{2\omega_A}, \quad m_B \sigma_B^2 = m_B \frac{\hbar}{2m_B \omega_B} = \frac{\hbar}{2\omega_B},
\]

and hence the conditionality \(m_A \sigma_A^2 = m_B \sigma_B^2\) essentially implies \(\omega_A = \omega_B \equiv \omega_0\). The wave packet dynamics decouples only when the two particles are prepared in the ground state of identical harmonic traps of frequency \(\omega_0\). Under this assumption,

\[
\frac{x_A^2}{\sigma_A^2} + \frac{x_B^2}{\sigma_B^2} = \left[\left(\frac{\hbar}{2m_A \omega_A}\right) + \left(\frac{\hbar}{2m_B \omega_B}\right)\right] R^2 + \left[\frac{\hbar}{2m_A \omega_A} \left(\frac{m_A}{m_B}\right) \left(\frac{\hbar}{2m_B \omega_B}\right)\right] R^2
\]

\[
= \left[\frac{2(m_A + m_B)\omega_0}{\hbar}\right] R^2 + \left[\frac{2m_A m_B \omega_0}{(m_A + m_B)\hbar}\right] R^2
\]

\[
= \frac{2m_0 \omega_0}{\hbar} R^2 + \left(\frac{2\mu_0 \omega_0}{\hbar}\right) R^2
\]

\[
= \frac{R^2}{\sigma_M^2} + \frac{r^2}{\sigma_0^2},
\]

where \(\sigma_M^2 = \hbar/2M \omega_0\) and \(\sigma_0^2 = \hbar/2\mu_0\). For the plane wave part of \(\Psi(t = 0)\) we have

\[
p_{A0} x_A + p_{B0} x_B = p_{A0} \left(R - \frac{m_B}{M} r\right) + p_{B0} \left(R + \frac{m_A}{M} r\right)
\]

\[
= (p_{A0} + p_{B0}) R + \left(\frac{m_A p_{B0} - m_B p_{A0}}{m_A + m_B}\right) r
\]

\[
= p_{M0} R + p_{\mu0} r,
\]

where \(p_{M0}\) and \(p_{\mu0}\) correspond to the total initial momenta for the COM and the reduced mass, respectively. At last, in the normalisation constant we can put

\[
\sigma_A^2 \sigma_B^2 = \frac{\hbar}{2m_A \omega_0} \times \frac{\hbar}{2m_B \omega_0}
\]

\[
= \frac{\hbar}{2\omega_0} \times \frac{m_A + m_B}{m_A m_B} \times \frac{1}{m_A + m_B} \times \frac{\hbar}{2\omega_0}
\]

\[
= \frac{\hbar}{2M \omega_0} \times \frac{\hbar}{2\mu_0 \omega_0}
\]

\[
= \sigma_M^2 \sigma_0^2.
\]

With all these transformations, the initial wave function nicely separates as

\[
\Psi(t = 0) = \left(\frac{1}{2\pi \sigma_M^2}\right)^{1/4} \left(\frac{1}{2\pi \sigma_0^2}\right)^{1/4} \exp\left(-\frac{R^2}{4\sigma_M^2} - \frac{r^2}{4\sigma_0^2}\right) \exp\left(i \frac{p_{M0} R + p_{\mu0} r}{\hbar}\right)
\]

\[
= \left(\frac{1}{2\pi \sigma_M^2}\right)^{1/4} \exp\left(-\frac{R^2}{4\sigma_M^2} + i \frac{p_{M0}}{\hbar} R\right) \left(\frac{1}{2\pi \sigma_0^2}\right)^{1/4} \exp\left(-\frac{r^2}{4\sigma_0^2} + i \frac{p_{\mu0}}{\hbar} r\right)
\]

\[
\text{11}
\]
where $\phi(R, t = 0)$ and $\psi(r, t = 0)$ describe the initial states for the COM and the reduced mass, respectively:

$$\phi(R, t = 0) = \left(\frac{1}{2\pi \sigma^2_M}\right)^{1/4} \exp\left(-\frac{R^2}{4\sigma^2_M}\right),$$  \hspace{1cm} (57)

$$\psi(r, t = 0) = \left(\frac{1}{2\pi \sigma^2_\mu}\right)^{1/4} \exp\left(-\frac{r^2}{4\sigma^2_\mu}\right).$$  \hspace{1cm} (58)

The COM wave packet admits a width of $\sigma_M = \sqrt{\hbar/2M\omega_0}$, and the reduced mass wave packet has a width of $\sigma_\mu = \sqrt{\hbar/2\mu\omega_0}$. For two identical masses $m$ prepared in Gaussians of width $\sigma$, the COM would have a smaller width of $\sigma/\sqrt{2}$, and the reduced mass will have a larger width of $\sigma/\sqrt{2}$. The corresponding relations are illustrated in Fig. 3. A separable Hamiltonian implies that the two-body wave function retains its product form at all times, i.e., $\Psi(x_A, x_B, t) = \phi(R, t) \psi(r, t)$. Note that the time-dependence of $\phi$ is governed by Eq. (45), and is solvable analytically [1]:

$$\phi(R, t) = \frac{1}{\sqrt{\sigma_M(1 + i\omega_0 t)\sqrt{2\pi}}} \exp\left[-\frac{1}{4\sigma^2_M(1 + i\omega_0 t)} \left(R - 2i\sigma^2_M\frac{\hbar}{M}\right)^2 - \frac{\sigma^2_M\hbar}{M^2}\right].$$  \hspace{1cm} (59)

### 3.2 The case of optomechanically held masses

In most physical problems the COM is a free particle. However, there might be situations where this is not true, e.g., the when the two particles are always trapped in harmonic potentials:

$$\hat{H} = -\frac{\hbar^2}{2m_A} \frac{\partial^2}{\partial x_A^2} + \frac{1}{2} m_A \omega_0^2 x_A^2 - \frac{\hbar^2}{2m_B} \frac{\partial^2}{\partial x_B^2} + \frac{1}{2} m_B \omega_0^2 x_B^2 + V(\hat{x}_B - \hat{x}_A).$$  \hspace{1cm} (60)

We can use inverse coordinate transformations to prove that

$$\frac{1}{2} m_A \omega_0^2 x_A^2 + \frac{1}{2} m_B \omega_0^2 x_B^2 = \frac{1}{2} m_A \omega_0^2 \left(R - \frac{m_B}{M} r\right)^2 + \frac{1}{2} m_B \omega_0^2 \left(R + \frac{m_A}{M} r\right)^2 \hspace{1cm} (61)$$

Similar to the previous section, the bipartite TDSE now decouples into

$$\left(-\frac{\hbar^2}{2M} \frac{\partial^2}{\partial R^2} + \frac{1}{2} M \omega_0^2 \hat{R}^2\right) \phi(R, t) = i\hbar \frac{\partial}{\partial t} \phi(R, t),$$  \hspace{1cm} (62)

$$\left(-\frac{\hbar^2}{2\mu} \frac{\partial^2}{\partial r^2} + \frac{1}{2} \mu \omega_0^2 r^2 + V(\hat{r})\right) \psi(r, t) = i\hbar \frac{\partial}{\partial t} \psi(r, t),$$  \hspace{1cm} (63)

which clearly shows the the COM is trapped in a virtual harmonic potential with a trap frequency the same as that for the two particles.

### 4 Summary

We demonstrated the utility of Cayley’s form of evolution operator in the numerical resolution of continuous-variable quantum dynamics. The highly accurate five-point stencil was utilized to discretize the problem as an implicit-explicit pentadiagonal Crank-Nicolson scheme, which is
unconditionally stable on realistic time scales. Given the same grid size and time step, the resultant numerical solutions achieve much higher accuracy than the standard ones. We also discussed the coordinate transformations to the COM frame of reference and the situations when the bipartite TDSE decouples into two single-particle TDSEs. For a two-mode Gaussian state, this happens only when the two particles are prepared in the ground state of identical harmonic traps. The theory works for arbitrary central interaction and for multiple central forces acting at the same time.
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