Abstract: Fractional differential equations with impulses arise in modeling real world phenomena where the state changes instantaneously at some moments. Often, these instantaneous changes occur at random moments. In this situation the theory of Differential equations has to be combined with Probability theory to set up the problem correctly and to study the properties of the solutions. We study the case when the time between two consecutive moments of impulses is exponentially distributed. In connection with the application of the Riemann–Liouville fractional derivative in the equation, we define in an appropriate way both the initial condition and the impulsive conditions. We consider the case when the lower limit of the Riemann–Liouville fractional derivative is fixed at the initial time. We define the so called $p$-moment Mittag–Leffler stability in time of the model. In the case of integer order derivative the introduced type of stability reduces to the $p$-moment exponential stability. Sufficient conditions for $p$-moment Mittag–Leffler stability in time are obtained. The argument is based on Lyapunov functions with the help of the defined fractional Dini derivative. The main contributions of the suggested model is connected with the implementation of impulses occurring at random times and the application of the Riemann–Liouville fractional derivative of order between 0 and 1. For this model the $p$-moment Mittag–Leffler stability in time of the model is defined and studied by Lyapunov functions once one defines in an appropriate way their Dini fractional derivative.
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1. Introduction

Fractional differential equations are considered as a generalization of ordinary differential equations and many results about different types of fractional differential equations are obtained in the literature [1–3]. However this is not the situation with fractional impulsive differential equations because of the nonlocal feature. The impulsive effects exist in many evolution processes, when the states change abruptly at certain moments of time. In the literature many authors consider impulsive differential equations with determined
impulsive moments [4–6]. Since often in a real world problem impulsive perturbations occur at random moments, so it requires combining the Theory of Differential Equations and Probability Theory and to set up a new model [7–9].

Several results were obtained in the literature for stochastic differential equations with jumps [10,11] and some results on the qualitative properties of equations with random impulses were obtained [12–14]. In the monograph [15], impulsive differential equations with fixed impulses and random amplitude of jumps were studied and ordinary and delay differential equations with random impulses were studied in [16–20], but unfortunately there was some inaccurate applications of real variables and random variables. In [7], the authors set it up appropriately and studied the exponential stability for differential equations with random impulses by Lyapunov direct method and in [21] ordinary and Caputo fractional differential equations of impulses at random times are set up and the stability properties are investigated.

Note the case of deterministic impulses at initially given fixed points in Caputo fractional differential equations was studied in many papers (see the surveys [22,23] and cited therein references). The question concerning Riemann–Liouville fractional differential equations with deterministic impulses is still at an early stage of investigation (see, for example, [24]) and there is nothing on random impulses.

In this paper we study nonlinear fractional differential equations subject to impulses occurring at random moments. We study the case of the Riemann–Liouville (RL) fractional derivative with a fixed lower limit of the derivative at the initial time. In connection with the presence of the RL derivative, we define in an appropriate way both the impulsive conditions and the initial condition. In particular we study the case of exponentially distributed random variables between two consecutive moments of impulses and we study the $p$-moment stability of the given equation. This type of stability is deeply connected with the application of Mittag–Leffler functions with one parameter. Also, the presence of the RL fractional derivative and its singularity at the initial time leads to excluding this point from the interval of the stability and we define a new type of stability called the $p$-moment Mittag–Leffler stability in time. We study this type of stability by employing Lyapunov functions. The fractional Dini derivative is defined and it is applied to obtain sufficient conditions for stability.

The main contributions of the paper can be summarized as:

- The case of impulses occurring at random times is studied when the waiting time between two consecutive impulses is exponentially distributed;
- The statement of the initial value problem with Riemann–Liouville fractional derivatives of order between 0 and 1 is given in an appropriate way;
- The $p$-moment Mittag–Leffler stability in time of the model is defined;
- The fractional Dini derivative of the Lyapunov function is defined;
- Sufficient conditions for $p$-moment Mittag–Leffler stability in time are obtained.

2. Notes on Fractional Calculus

In engineering, the fractional order $q$ is often less than 1, so we restrict our attention to $q \in (0,1)$.

In this paper we will use the following definitions for fractional derivatives and integrals for scalar functions $m : [0,T] \to \mathbb{R}$ with $T \leq \infty$:

**Definition 1.** Riemann–Liouville fractional integral of order $q \in (0,1)$ (Section 1.4.1.1 [25], or [26]) is

$$0 t^q m(t) = \frac{1}{\Gamma(q)} \int_0^t \frac{m(s)}{(t-s)^{1-q}}ds, \quad t \in (0,T],$$

where $\Gamma$ is the Gamma function.
Definition 2. Riemann–Liouville (RL) fractional derivative of order \(q \in (0, 1)\) (Section 1.4.1.1 [25], or [26]) is
\[
\text{RL}D^q_0 m(t) = \frac{d}{dt} \left( \int_0^t (t-s)^{-q} m(s) ds \right), \quad t \in (0, T].
\]

Definition 3. Grunwald–Letnikov (GL) fractional derivative is given by (see, for example, 1.4.1.2 [25])
\[
\text{GL}D^q_0 m(t) = \frac{1}{\Gamma(1-q)} \lim_{h \to 0^+} \frac{1}{h^q} \sum_{r=0}^{[\frac{t}{h}]} (-1)^r q C_r m(t-rh), \quad t \in (0, T],
\]
and the Grunwald–Letnikov fractional Dini derivative by
\[
\text{GL}^q_+ D^q_0 m(t) = \lim \sup_{h \to 0^+} \frac{1}{h^q} \sum_{r=0}^{[\frac{t}{h}]} (-1)^r q C_r m(t-rh), \quad t \in (0, T],
\]
where \(q C_r = \frac{\Gamma(q-1) - (a-r+1)}{\Gamma(q)}, r \geq 0\) is an integer and \([\frac{t}{h}]\) denotes the integer part of the fraction \(\frac{t}{h}\).

Remark 1. In the case of vector functions the RL derivative is taken component-wise, i.e., for the function \(x : [0, T] \to \mathbb{R}^n : x = (x_1, x_2, \ldots, x_n)\) we have \(\text{RL}D^q_0 x(t) = (\text{RL}D^q_0 x_1(t), \text{RL}D^q_0 x_2(t), \ldots, \text{RL}D^q_0 x_n(t))\). Similarly are defined \(\text{GL}D^q_0 m(t)\) and \(\text{GL}^q_+ D^q_0 m(t)\) for a vector function \(x(t)\).

According to [26] if \(m(t) \in C([0, T], \mathbb{R})\), \(m'(t)\) is integrable in \([0, T]\) and \(0 < q < 1\) then both the RL derivative and the GL derivative of order \(1\) coincide, i.e., \(\text{RL}D^q_0 m(t) = \text{GL}D^q_0 m(t)\).

The definitions of the initial condition for fractional differential equations with RL-derivatives are based on the following result:

Lemma 1 ([27] Lemma 3). Let \(q \in (0, 1), 0 \leq t_0 < T \leq \infty\) and \(m(t)\) be a Lebesque measurable scalar function on \([t_0, T]\).

(a) If there exists a.e. a limit \(\lim_{t \to t_0+} [(t - t_0)^{1-q} m(t)] = c\), then there also exists a limit
\[
(t_0 t_0)^{1-q} m(t)|_{t=t_0} := \lim_{t \to t_0+} t_0 t_0^{1-q} m(t) = c \Gamma(q).
\]

(b) If there exists a.e. a limit \(t_0 t_0^{1-q} m(t)|_{t=t_0} = b\) and if there exists the limit \(\lim_{t \to t_0+} [(t - t_0)^{1-q} m(t)]\), then
\[
\lim_{t \to t_0+} [(t - t_0)^{1-q} m(t)] = \frac{b}{\Gamma(q)}.
\]

We introduce the class of functions
\[
PC_{1-q}([a, b], \mathbb{R}^n) = \{ x : [a, b] \to \mathbb{R} : a t_0^{1-q} x(t)|_{t=a} < \infty, \text{ RL}D^q_0 x(t) \text{ exits for } t \in (a, b) \},
\]
where \(a, b \in \mathbb{R}_+: a < b\).

Note that according to Lemma 1 if the function \(x \in C((a, b], \mathbb{R}^n)\) and the limit \(\lim_{t \to a}(t-a)^{1-q} x(t) < \infty\) then \(x \in PC_{1-q}([a, b], \mathbb{R}^n)\).

The explicit formula for the solution of the linear scalar problem with the RL fractional derivative is given in the following Proposition:

Proposition 1 (Example 4.1 [27]). The solution of the initial value problem for the linear RL fractional equation;
\[
\text{RL}D^q_0 x(t) = \lambda x(t) + f(t), \quad a t_0^{1-q} x(t)|_{t=a} = b,
\]
(2)
has the following form (formula 4.1.14 [27])

\[
x(t) = \frac{b}{(t-a)^{1-q}}E_{q,q}(\lambda(t-a)^{q}) + \int_{a}^{t} (t-s)^{q-1}E_{q,q}(\lambda(t-s)^{q})f(s)ds,
\]

(3)

where \(E_{q,q}(z) = \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(ak+\beta)}\) is the Mittag–Leffler function with two parameters and \(\Gamma(.)\) is the Gamma function.

We will consider some special cases of the function \(f(t)\) in the linear RL fractional Equation (3).

**Corollary 1.** The solution of the Cauchy type problem

\[
\frac{RL}{0}D_{t}^{q}x(t) = x(t) + \frac{t^{1-q}}{\Gamma(2-q)} - \frac{t}{\Gamma(2)}, \quad 0^{I^{1-q}}x(t)|_{t=0} = b,
\]

has the following form

\[
x(t) = \frac{b}{t^{1-q}}E_{q,q}(t^{q}) + t.
\]

**Proof.** According to Equation (2.2.32) [28]

\[
\int_{0}^{t} u^{q-1}E_{q,q}(u^{q})\left[\frac{(t-u)^{1-q}}{\Gamma(2-q)} - \frac{t-u}{\Gamma(2)}\right]du = t.
\]

(5)

Substitute \(t-u = s\) then \(u = 0 \Rightarrow t = s, u = t \Rightarrow t = 0, du = -ds\) and obtain

\[
\int_{0}^{t} (t-s)^{q-1}E_{q,q}((t-s)^{q})\left[\frac{s^{1-q}}{\Gamma(2-q)} - \frac{s}{\Gamma(2)}\right]ds = t.
\]

(6)

From Proposition 1 and Equation (3) we have

\[
x(t) = \frac{b}{t^{1-q}}E_{q,q}(t^{q}) + \int_{0}^{t} (t-s)^{q-1}E_{q,q}((t-s)^{q})\left[\frac{s^{1-q}}{\Gamma(2-q)} - \frac{s}{\Gamma(2)}\right]ds
\]

\[
= \frac{b}{t^{1-q}}E_{q,q}(t^{q}) + t.
\]

(7)

\[
\Box
\]

**Corollary 2.** The solution of the Cauchy type problem

\[
\frac{RL}{0}D_{t}^{q}x(t) = \lambda x(t) + \frac{t^{p-1}}{\Gamma(p)}, \quad 0^{I^{1-q}}x(t)|_{t=0} = b,
\]

where \(p > 0\) has the following form

\[
x(t) = \frac{b}{t^{1-q}}E_{q,q}(\lambda t^{q}) + t^{q+p-1}E_{q,q+p}(\lambda t^{q}).
\]

(8)

**Proof.** According to Example 2.2.4 [28]

\[
\frac{1}{\Gamma(p)} \int_{0}^{t} u^{q-1}(t-u)^{p-1}E_{q,q}(\lambda u^{q})du = t^{q+p-1}E_{q,q+p}(\lambda t^{q}).
\]

(9)

Substitute \(t-u = s\) and obtain

\[
\frac{1}{\Gamma(p)} \int_{0}^{t} (t-s)^{q-1}E_{q,q}((t-s)^{q})s^{p-1}ds = t^{q+p-1}E_{q,q+p}(\lambda t^{q}).
\]

(10)
From Proposition 1 and Equation (3) we have

\[
x(t) = \frac{b}{t^{1-q}} E_{q,d}(\lambda t^q) + \int_0^t (t-s)^{q-1} E_{q,d}(\lambda(t-s)^q) s^{p-1} \frac{1}{\Gamma(p)} ds
\]

\[
= \frac{b}{t^{1-q}} E_{q,d}(t^q) + t^{q+p-1} E_{q,d+p}(\lambda t^q).
\]  (11)

\[ \square \]

**Corollary 3.** The solution of the Cauchy type problem

\[ R_L D_0^q x(t) = \lambda x(t) + t^{p-1} E_{q,d}(\beta t^q), \quad \lim_{t \to 0^+} x(t) = b, \]

where \( \beta \neq \lambda \) has the following form

\[
x(t) = \frac{b}{t^{1-q}} E_{q,d}(\lambda t^q) + \frac{\beta E_{q,d+p}(\beta t^q) - \lambda E_{q,d+p}(\lambda t^q)}{\beta - \lambda} t^{q+p-1}.
\]  (12)

**Proof.** According to Example 2.2.2 [28]

\[
\int_0^t s^{p-1} E_{q,d}(\beta s^q)(t-s)^{q-1} E_{q,d}(\lambda(t-s)^q) ds = \frac{\beta E_{q,d+p}(\beta t^q) - \lambda E_{q,d+p}(\lambda t^q)}{\beta - \lambda} t^{q+p-1}.
\]  (13)

From Proposition 1 and Equation (3) we have

\[
x(t) = \frac{b}{t^{1-q}} E_{q,d}(\lambda t^q) + \int_0^t (t-s)^{q-1} E_{q,d}(\lambda(t-s)^q) s^{p-1} E_{q,d}(\beta s^q) ds
\]

\[
= \frac{b}{t^{1-q}} E_{q,d}(\lambda t^q) + \frac{\beta E_{q,d+p}(\beta t^q) - \lambda E_{q,d+p}(\lambda t^q)}{\beta - \lambda} t^{q+p-1}.
\]  (14)

\[ \square \]

We will provide some results for Mittag–Leffler functions which will be used in the main proofs:

\[ t^{q-1} E_{q,d}(\lambda t^q) = R_L D_0^1 t^{q-1} E_{q,d}(\lambda t^q). \]

\[
\int_0^t (t-s)^{q-1} E_{q,d}(\lambda s^q) ds = \Gamma(q) t^q E_{q,d+1}(t^q).
\]

From Theorem 10.1 [29]

\[
\frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} s^{q-1} E_{q,d}(\lambda s^q) ds = t^{q-1} E_{q,2q}(\lambda t^q).
\]

From Theorem 10.3 [29]

\[
R_L D_0^q (t^{q-1} E_{q,d}(\lambda t^q)) = \lambda t^{q-1} E_{q,d}(\lambda t^q),
\]

\[
\frac{1}{\Gamma(1-q)} \int_0^t (t-s)^{-q} E_{q,d}(\lambda s^q) ds = E_q(\lambda t^q),
\]

\[
(E_q(t))^q = \frac{1}{q} E_{q,q}(t),
\]

\[
E_{q,p}(t) = \frac{1}{\Gamma(p)} + t E_{q,d+p}(t).
\]
From (1.99) [26] we get
\[ \int_0^t s^{\mu-1} E_{q,p}(\lambda s^q) ds = t^{\mu} E_{q,p+1}(\lambda t^q). \]

3. Preliminary Notes and Results for RL Fractional Differential Equations

Consider the initial value problem (IVP) for the system of fractional differential equations (FrDE) with a RL fractional derivative for 0 < q < 1,
\[ RL^q x = f(t,x) \quad \text{for} \quad t > 0 \quad \text{with} \quad 0 I^1_{\lambda} x(t)|_{t=0} = x_0, \]  
(15)
where \( f \in C[\mathbb{R} \times \mathbb{R}^n, \mathbb{R}^n] \), and \( x_0 \in \mathbb{R}^n \) is the arbitrary initial data.

We will assume the following condition is satisfied

**Hypothesis 1.** For any initial value \( x_0 \in \mathbb{R}^n \) the IVP (15) has an unique solution \( x(t) = x(t; x_0) \) defined for \( t \geq 0 \).

Some sufficient conditions for global existence of solutions of (15) are given in [26,27,30].

About the fractional order we will assume:

**Hypothesis 2.** The number \( q \in (0,1) \) is such that for any \( \epsilon > 0 \) the equation \( \frac{1}{t^q} = \frac{1}{E_q(-\epsilon t^q)} E_q(-t^q) \) has only one solution for \( t > 0 \), where \( E_q(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)} \) is the Mittag–Leffler function with one parameter.

**Example 1.** The number \( q = 0.2 \) satisfies condition H2 but the number \( q = 0.9 \) does not. See, for example Figures 1 and 2 for \( \epsilon = 0.5 \).
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**Figure 1.** Graphs of \( \frac{1}{E_q(-\epsilon t^q)} E_q(-t^q) \) and \( \frac{1}{t^q} \) with \( q = 0.2 \) and \( \epsilon = 0.5 \).
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**Figure 2.** Graphs of \( \frac{1}{E_q(-\epsilon t^q)} E_q(-t^q) \) and \( \frac{1}{t^q} \) with \( q = 0.9 \) and \( \epsilon = 0.5 \).
Let the increasing sequence of nonnegative points \( \{T_k\}_{k=1}^{\infty} \) be given with \( T_0 = 0, \lim_{k \to \infty} T_k = \infty \). As it is explained in [31] there are two basic types of interpretations of impulses in RL fractional differential equations and two types of impulsive conditions when the RL fractional derivative is used. In this paper we will use a fixed lower limit of the RL fractional derivative at 0 on the whole interval of consideration. Also, we will use the integral form of the initial condition and the impulsive conditions. According to the above we will consider the initial value problem for the RL fractional differential equations (IFrDE) with fixed points of impulses

\[
\begin{align*}
D^0_0 RL D^{1-q} x(t) &= f(t, x(t)) \quad \text{for} \quad t \in (T_k, T_{k+1}], \quad k = 0, 1, 2, \ldots, \\
T_k D^{1-q} x(t) |_{t=T_k} &= b_k x(T_k - 0), \quad \text{for} \quad k = 1, 2, \ldots, \\
0 D^{1-q} x(t) |_{t=0} &= x_0,
\end{align*}
\]

where \( x_0 \in \mathbb{R}^n \), \( f : [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n \).

We will also study the initial value problem for the scalar linear RL fractional differential equations with fixed points of impulses

\[
\begin{align*}
D^0_0 RL D^{1-q} u(t) &= a u(t) + g(t) \quad \text{for} \quad t \in (T_k, T_{k+1}], \quad k = 0, 1, 2, \ldots, \\
T_k D^{1-q} u(t) |_{t=T_k} &= b_k u(T_k - 0), \quad \text{for} \quad k = 1, 2, \ldots, \\
0 D^{1-q} u(t) |_{t=0} &= u_0,
\end{align*}
\]

where \( u_0 \in \mathbb{R}, g : [0, \infty) \to \mathbb{R}, a, b_k, k = 1, 2, \ldots, \) are constants.

There is an explicit formula of the solution of (17) given by [31]:

**Lemma 2 ([31]).** The IVP for the linear scalar RL fractional differential equation with impulses (17) has an exact solution \( u \in PC_{1-q}([0, \infty), \mathbb{R}) \) given by

\[
u(t) = B_k \frac{E_{\eta,q}(a(T_k - T_{k-1})^q)}{(T_k - T_{k-1})^{1-q}} + \int_{T_k}^{t} \frac{E_{\eta,q}(s(t-s)^q)}{(t-s)^{1-q}} \left( g(s) + \sum_{j=1}^{k} h_j(s) \right) ds,
\]

for \( t \in (T_k, T_{k+1}], \quad k = 0, 1, 2, \ldots, \)

where \( B_0 = u_0, \)

\[
h_k(t) = \frac{q}{(1-q)} \int_{T_{k-1}}^{T_k} \left\{ B_{k-1} \frac{E_{\eta,q}((s-T_{k-1})^q)}{(s-T_{k-1})^{1-q}(s-t)^{1-q}} + \int_{T_{k-1}}^{s} \frac{E_{\eta,q}(a(s-\sigma)^q)}{(s-\sigma)^{1-q}(s-t)^{1-q}} \left( g(\sigma) + \sum_{j=1}^{k-1} h_j(\sigma) \right) d\sigma \right\} d\sigma, \quad t \in [T_k, \infty),
\]

\[
k = 1, 2, \ldots,
\]

and

\[
B_k = b_k \left\{ B_{k-1} \frac{E_{\eta,q}(a(T_k - T_{k-1})^q)}{(T_k - T_{k-1})^{1-q}} + \int_{T_{k-1}}^{T_k} \frac{E_{\eta,q}(a(T_k - s)^q)}{(T_k - s)^{1-q}} \left( g(s) + \sum_{j=1}^{k-1} h_j(s) \right) ds \right\}, \quad \text{for} \quad k = 1, 2, 3, \ldots.
\]
Consider the following linear scalar IVP

\[ 0^R_0 D^q_t u = au(t) \quad \text{for} \quad t \in (T_k, T_{k+1}], \quad k = 0, 1, 2, \ldots, \]
\[ T_0^R_0 u(t)|_{t=T_k} = 0, \quad \text{for} \quad k = 1, 2, \ldots, \]
\[ 0^R_0 T_k^{1-q} u(t)|_{t=0} = u_0, \]

where \( u_0 \in \mathbb{R}, \ a \in \mathbb{R}. \)

As a special case of Lemma 2 we obtain

**Lemma 3.** The IVP for the linear scalar RL fractional differential equation with impulses (21) has an exact solution \( u \in PC_{1-q}([0, \infty), \mathbb{R}), \) given by

\[
 u(t) = \begin{cases} 
 u_0 \frac{E_{\alpha}(at^\alpha)}{t^\alpha}, & t \in (0, T_1], \\
 \int_0^{T_1} \frac{E_{\alpha}(a(t-s)^\alpha)}{T_1^\alpha} h_1(s) ds, & t \in (T_1, T_2], \\
 \int_0^{T_1} \frac{E_{\alpha}(a(t-s)^\alpha)}{T_1^\alpha} \left( h_1(s) + \sum_{j=2}^k h_j(s) \right) ds, & t \in (T_k, T_{k+1}], \quad k = 2, 3, \ldots
\end{cases}
\]

where

\[
h_k(t) = \begin{cases} 
 \int_0^{T_1} \frac{E_{\alpha}(a(t-s)^\alpha)}{T_1^\alpha} ds, & t > T_1, \\
 \int_0^{T_1} \int_{T_1}^{T_k} \frac{E_{\alpha}(a(t-s)^\alpha)}{T_1^\alpha} \left( h_1(s) + \sum_{j=2}^k h_j(s) \right) ds ds, & t > T_k, \quad k = 2, 3, \ldots
\end{cases}
\]

in the case \( a < 0 \) the following estimate

\[
|u(t)| \leq \begin{cases} 
 \frac{|u_0|}{\Gamma(\alpha)^{1-q}}, & t \in (0, T_1], \\
 \frac{|u_0| \pi \text{Csc}(\pi \alpha)}{\Gamma(\alpha)^{1-q}}, & t \in (T_1, T_2], \\
 \frac{|u_0| \pi \text{Csc}(\pi \alpha)}{\Gamma(\alpha)^{1-q}} (n-1) \left( 1 + \frac{n\pi \text{Csc}(\pi \alpha)}{\Gamma(\alpha)(1-q)} \right), & t \in (T_n, T_{n+1}], \quad n = 2, 3, \ldots
\end{cases}
\]

holds.

**Proof.** The first part of the claim directly follows from Lemma 2 with \( g(t) \equiv 0, b_k = 0, k = 1, 2, \ldots. \)

Let \( a < 0. \) Then \( E_{\alpha}(at^\alpha) \leq E_{\alpha}(0) = \frac{1}{t^\alpha}, \ t \geq 0 \) and

\[
h_1(t) = \int_0^{T_1} \frac{E_{\alpha}(as^\alpha)}{(t-s)^{1+q}t^{1-q}} ds \leq \frac{1}{\Gamma(\alpha)^{1-q}} \frac{T_1^{q-1}}{(t-T_1)^{1-q}}, \quad t > T_1, \quad (22)
\]

\[
h_2(t) \leq \frac{1}{\Gamma(\alpha)} \int_0^{T_2} \int_{T_1}^{T_1} \frac{1}{(t-s)^{1+q}(s-\sigma)^{1-q}} h_1(s) ds ds \\
\leq \frac{T_1^{q-1}}{\Gamma(\alpha)^{1-q}} \int_0^{T_1} \int_{T_1}^{T_1} \frac{1}{(t-s)^{1+q}(s-\sigma)^{1-q}} h_1(s) ds ds \\
\leq \frac{T_1^{q-1} \pi \text{Csc}(\pi \alpha)}{\Gamma(\alpha)^{1-q}} \int_0^{T_1} \frac{1}{(t-s)^{1+q}} ds \leq \frac{T_1^{q-1} \pi \text{Csc}(\pi \alpha)}{q^{1+q}(t-T_2)^{1-q}}, \quad t > T_2, \quad (23)
\]

\[
h_3(t) \leq \int_T^{T_3} \int_{T_2}^{T_2} \frac{E_{\alpha}(a(s-\sigma)^\alpha)}{(t-s)^{1+q}(s-\sigma)^{1-q}} \left( h_1(s) + \frac{q}{\Gamma(1-q)} h_2(s) \right) ds ds \\
\leq \frac{T_1^{q-1} \pi \text{Csc}(\pi \alpha)}{\Gamma(\alpha)^{1-q}} (1 + \frac{n\pi \text{Csc}(\pi \alpha)}{\Gamma(\alpha)(1-q)}), \quad t > T_3, \quad (24)
\]
and by induction we get
\begin{equation}
    h_n(t) \leq \frac{T_d^{n-1}}{q^n} \pi \text{Csc} (\pi) \left( \frac{n-2}{(q^{n-1})^{1-q}} \right) t, \quad t > T_n, \quad n = 3, 4, \ldots \tag{25}
\end{equation}

From inequalities (22)–(25), the formula for the solution \( u(t) \) and the equality \( J_{I_k}^{t} \frac{1}{(t-s)^{q-1}} \frac{\pi \text{Csc}(\pi)}{\Gamma(q)} = \pi \text{Csc}(\pi q), t > T_k \) we obtain the estimate for \( u(t) \) in the claim. \( \square \)

4. RL Fractional Differential Equations with Random Impulses

Now we define fractional differential equations with random points of impulses and random amplitude of impulses. Let the probability space \((\Omega, \mathcal{F}, P)\) be given. Let \( \{ \tau_k \}_{k=1}^{\infty} \) be a sequence of independent exponentially distributed random variables with a parameter \( \lambda > 0 \), that are defined on the sample space \( \Omega \). The random variables \( \tau_k \) define the time between two consecutive impulses of the considered impulsive fractional differential equation.

Assume \( \sum_{k=1}^{\infty} \tau_k = \infty \) with probability 1.

We will assume the following condition is satisfied

**Hypothesis 3.** The random variables \( \{ \tau_k \}_{k=1}^{\infty} \) are independent exponentially distributed random variables with a parameter \( \lambda \).

Define the sequence of random variables \( \{ \xi_k \}_{k=0}^{\infty} \) such that \( \xi_0 \equiv 0 \) and \( \xi_k = \sum_{i=1}^{k} \tau_i, \quad k = 1, 2, \ldots \).

We note that \( \{ \xi_k \}_{k=0}^{\infty} \) is an increasing sequence of random variables. The random variable \( \xi_k \) will be called the waiting time and it gives the arrival time of the \( n \)-th impulse.

Let the points \( t_k \) be arbitrary values of the corresponding random variables \( \tau_k \), \( k = 1, 2, \ldots \). Define the increasing sequence of points \( T_k = \sum_{i=1}^{k} t_i, \quad k = 1, 2, 3, \ldots \) that are values of the random variables \( \xi_k \).

Consider the initial value problem for the system of IFrDE with fixed points of impulses (16). The solution of the impulsive fractional differential equation with fixed moments of impulses (16) depends not only on the initial value \( x_0 \) but also on the moments of impulses \( T_k, k = 1, 2, \ldots \), i.e., the solution depends on the chosen arbitrary values \( t_k \) of the random variables \( \tau_k, k = 1, 2, \ldots \). We denote the solution of the initial value problem (16) by \( x(t; x_0, \{ T_k \}) \).

The set of all solutions \( x(t; x_0, \{ T_k \}) \) of the initial value problem for the impulsive fractional differential Equation (16) for any values \( t_k \) of the random variables \( \tau_k, k = 1, 2, \ldots \) generates a stochastic process with state space \( \mathbb{R}^n \). We denote it by \( x(t; x_0, \{ T_k \}) \) and we will say that it is a solution of the following initial value problem for the system of impulsive fractional differential equations with random moments of impulses (RIFrDE)

\begin{equation}
    0^{\frac{D}{t^q}} x(t) = f(t, x(t)) \quad \text{for} \quad \xi_k < t < \xi_{k+1}, \quad k = 0, 1, \ldots,
\end{equation}

\begin{equation}
    \xi_k \int_0^{\xi_k} x(t) \, dt \bigg|_{\xi_k}^{\xi_{k+1}} = I_k(x(\xi_k - 0)), \quad \text{for} \quad k = 1, 2, \ldots,
\end{equation}

\begin{equation}
    0^{\frac{D}{t^q}} x(t) \bigg|_{t=0} = x_0,
\end{equation}

where \( x_0 \in \mathbb{R}^n \).

**Definition 4.** Suppose \( t_k \) is a value of the random variable \( \tau_k, k = 1, 2, 3, \ldots \) and \( T_k = \sum_{i=1}^{k} t_i, k = 1, 2, \ldots \). Then the solution \( x(t; x_0, \{ T_k \}) \) of the IVP for the IFrDE with fixed points of impulses formally written by

\begin{equation}
    0^{\frac{D}{t^q}} x(t) = f(t, x(t)) \quad \text{for} \quad T_k < t < T_{k+1}, \quad k = 0, 1, \ldots,
\end{equation}

\begin{equation}
    \int_0^{T_k} x(t) \, dt \bigg|_{T_k}^{T_{k+1}} = I_k(x(T_k - 0)), \quad \text{for} \quad k = 1, 2, \ldots,
\end{equation}

\begin{equation}
    0^{\frac{D}{t^q}} x(t) \bigg|_{t=0} = x_0,
\end{equation}

is called a sample path solution of the IVP for the RIFrDE (26) (here \( T_0 = 0 \)).
Any sample path solution \( x(t; x_0, \{ T_k \}) \) \( \in \text{PC}_{1-q}([T_k, T_{k+1}], \mathbb{R}^n) \), \( k = 0, 1, 2, \ldots \).

**Definition 5.** A stochastic process \( x(t; x_0, \{ \tau_k \}) \) with an uncountable state space \( \mathbb{R}^n \) is said to be a solution of the IVP for the system of RIFrDE (26) if for any values \( t_k \) of the random variable \( \tau_k \), \( k = 1, 2, 3, \ldots \) and \( T_k = \sum_{i=1}^{k} t_i, k = 1, 2, \ldots \) the corresponding function \( x(t; x_0, \{ T_k \}) \) is a sample path solution of the IVP for RIFrDE (26).

According to Definition 5 and Lemma 3 any solution of the IVP for the scalar linear fractional differential equation with random moments of impulses:

\[
\begin{align*}
\frac{RLD^q}{0} u &= -au \quad \text{for} \quad t \geq 0, \quad \xi_k < t < \xi_{k+1}, \\
\xi_k^{-d} u(t)|_{t=\xi_k} &= 0, \quad \text{for} \quad k = 1, 2, \ldots, \\
0^{1-d} u(t)|_{t=0} &= u_0,
\end{align*}
\]

(28)

where \( u_0 \in \mathbb{R} \), \( a > 0 \), will have a sample path solution satisfying the IVP (21).

**Definition 6.** The stochastic processes \( y(t) \) and \( u(t) \) satisfy the inequality \( y(t) \leq u(t) \) for \( t \in J \subset \mathbb{R} \) if the state space of the stochastic processes \( v(t) = y(t) - u(t) \) is \( (-\infty, 0] \).

Consider the events \( S_k(t) = \{ \omega \in \Omega : \xi_k(\omega) < t < \xi_{k+1}(\omega) \} \), \( k = 1, 2, \ldots \).

**Lemma 4 ([17]).** The probability that there will be exactly \( k \) impulses until time \( t \), \( t \geq 0 \) is given by \( P(S_k(t)) = \frac{\lambda^k}{k!} e^{-\lambda t} \).

**Lemma 5.** Let the hypothesis 3 be satisfied.

Then for any positive number \( \epsilon > 0 \) the solution \( u(t; u_0, \{ \tau_k \}) \) of the IVP for the linear RIFrDE (28) satisfies the inequality

\[
E(|u(t; u_0, \{ \tau_k \})|) \leq |u_0| \cdot \frac{\lambda}{t^{1-q}\Gamma(q)} \cdot \frac{\pi \text{Csc}(\pi q)}{\Gamma(1-q)} \cdot \left(1 + \frac{\pi \text{Csc}(\pi q)}{\Gamma(q)\Gamma(1-q)}\right), \quad t \geq 0,
\]

where \( E(\cdot) \) is the expected value.

**Proof.** Choose arbitrary values \( t_k \) of the random variables \( \tau_k \), \( k = 1, 2, \ldots \). Define the increasing sequence of points \( T_k = \sum_{i=1}^{k} t_i, k = 1, 2, 3, \ldots \) that are values of the random variables \( \xi_k \) and consider the IVP for the linear IFrDE with fixed points of impulses (21). The explicit formula of the sample path solution of (28) is given in Lemma 3. The set of all solutions \( u(t; u_0, \{ T_k \}) \) of the IVP (21) for any values \( t_k \) of the random variables \( \tau_k \) generates a continuous stochastic process \( u(t; u_0, \{ \tau_k \}) \). \( \square \)
According to Lemmas 3 and 4, the independence of the random variables \( \tau_k, k = 1, 2, \ldots \) we see that the expected value of the solution of the IVP for the scalar linear RIFrDE (21) satisfies

\[
E \left( \left| u(t; t_0, \{ \tau_k \}) \right| \right) = \sum_{k=0}^{\infty} E \left( \left| u(t; T_0, u_0, \{ \tau_k \}) \right| \right) P(S_k(t))
\]

\[
\leq \frac{|u_0|}{\Gamma(q)} P(S_0(t)) + \frac{|u_0| \pi Csc(\pi q)}{\Gamma(q) \Gamma(1-q)} P(S_1(t)) + \sum_{k=2}^{\infty} \frac{|u_0| (k-1) \pi Csc(\pi q)}{k! \Gamma(q) \Gamma(1-q)} P(S_k(t))
\]

\[
\leq \frac{|u_0|}{\Gamma(q)} e^{-\lambda t} + \frac{|u_0| \pi Csc(\pi q)}{\Gamma(q) \Gamma(1-q)} \left( 1 + \frac{\pi Csc(\pi q)}{\Gamma(q) \Gamma(1-q)} \right) e^{-\lambda t} \sum_{k=2}^{\infty} \frac{(k-1)! \lambda k^k}{k!}
\]

\[
\leq |u_0| \frac{e^{-\lambda t}}{\Gamma(q)} \pi Csc(\pi q) \left( 1 + \frac{\pi Csc(\pi q)}{\Gamma(q) \Gamma(1-q)} \right) \lambda e^{\lambda t} \text{ for } t \geq 0.
\]

5. \( p \)-moment Mittag–Leffler Stability in Time for RIFrDE

We will introduce \( p \)-moment stability of the RIFrDE (26). This type of stability is deeply connected with the application of Mittag–Leffler functions with one parameter. Also, the presence of the RL fractional derivative and its singularity at the initial time leads to excluding this point from the interval of the stability. We will call the new type of stability the \( p \)-moment Mittag–Leffler stability in time.

**Definition 7.** Let \( p > 0 \). Then the RIFrDE (26) is said to be \( p \)-moment Mittag–Leffler stable in time if for any \( \epsilon > 0 \) and any initial value \( x_0 \in \mathbb{R}^n \) there exists a constant \( \alpha > 0 \) such that

\[
E(\left| x(t; x_0, \{ \tau_k \}) \right|^p) < \alpha \left| x_0 \right|^p E_q(-t^q), \quad \text{for all } t > \epsilon,
\]

where \( x(t; x_0, \{ \tau_k \}) \) is the solution of the IVP for the RIFrDE (26).

In this section we will use Lyapunov functions to obtain sufficient conditions for the \( p \)-moment exponential stability of the trivial solution of the nonlinear impulsive random system impulses occurring at random moments (26).

We now introduce the class \( \Lambda \) of Lyapunov functions which will be used to investigate the stability properties of the zero solution of the system RIFrDE (16).

**Definition 8.** Let \( J \subset \mathbb{R}^+ \) be a given interval and \( \Delta \subset \mathbb{R}^n, \ 0 \in \Delta \) be a given set. We will say that the function \( V(t, x) : J \times \Delta \to \mathbb{R}^+ \), \( V(t, 0) \equiv 0 \) belongs to the class \( \Lambda(J, \Delta) \) if it is continuous on \( J \times \Delta \) and locally Lipschitzian with respect to its second argument.

We will use Lyapunov functions \( V(t, x) \) from the class \( \Lambda([0, T], \Delta) \) and their fractional Dini derivatives along trajectories of solutions of the system FrDE (15) defined by:

\[
D^\theta_{(15)} V(t, x) = \limsup_{h \to 0^+} \frac{1}{h^\theta} \left\{ V(t, x) - \sum_{r=1}^{\left[ \frac{t}{h} \right]} (-1)^{r+1} \alpha_C r V(t - rh, x - h^\theta f(t, x)) \right\},
\]

(30)

where \( \alpha_C = \frac{q(q-1)(q-2)\ldots(q-r+1)}{\Gamma(q-r+1)} \), \( t \in (0, T) \), \( x \in \Delta \), and there exists \( h_1 > 0 \) such that \( t - h \in [0, T) \), \( x - h^\theta f(t, x) \in \Delta \) for \( 0 < h \leq h_1 \).

Note the formula (30) is similar to the Grunwald–Letnikov fractional Dini derivative of a function given by (1).
Example 2. Let $V \in \Lambda(\mathbb{R}, \mathbb{R})$ be $V(t, x) = m(t) x^2$ where $m \in C^1(\mathbb{R}_+, \mathbb{R}_+)$. Use (30) to obtain the fractional Dini derivative of $V$, namely

$$D^q_{(15)} V(t, x) = \limsup_{h \to 0^+} \frac{1}{h^q} \left\{ m(t) x^2 - \sum_{r=1}^{[\frac{1}{q}]} (-1)^{r+1} q C_r m(t - rh) (x - h^q f(t, x))^2 \right\}$$

$$= \limsup_{h \to 0^+} \frac{1}{h^q} \left\{ m(t) x^2 + (x^2 - 2xh^q f(t, x) + h^{2q} f^2(t, x)) \sum_{r=0}^{[\frac{1}{q}]} (-1)^{r+1} q C_r m(t - rh) \right\}$$

$$= \limsup_{h \to 0^+} \frac{1}{h^q} \left\{ m(t)(h^q f(t, x)) (2x - h^q f(t, x)) + x^2 \sum_{r=0}^{[\frac{1}{q}]} (-1)^{r+1} q C_r m(t - rh) \right\}$$

$$+ 2xh^q f(t, x) \sum_{r=1}^{[\frac{1}{q}]} (-1)^{r+1} q C_r m(t - rh) - h^{2q} f^2(t, x) \sum_{r=1}^{[\frac{1}{q}]} (-1)^{r+1} q C_r m(t - rh) \right\}$$

$$= 2xm(t)f(t, x) + x^2 \frac{Rf}{D^q} \left( m(t) \right).$$

In the special case $f(t, x) = xp(t)$ we obtain

$$D^q_{(15)} V(t, x) = x^2 \left( 2m(t) g(t) + \frac{Rf}{D^q} (m(t)) \right). \quad (31)$$

Note the fractional Dini derivative depends significantly not only on the order $q$ of the fractional differential equation but also on the initial time (0 in our case).

Remark 2. We note that if condition (H1) is satisfied then the sample path solution of the IVP for the RIFrDE (26) exists for all $t \geq 0$ provided that the times between two consecutive impulses $t_k$ are such that $\sum t_k = \infty$.

In the case when the Lyapunov function is only continuous we obtain the following sufficient condition for the studied stability type:

Theorem 1. Let the following conditions be satisfied:

1. Hypotheses 1,2,3 hold.
2. The function $V \in \Lambda(\mathbb{R}_+, \mathbb{R}^n)$ and
   
   (i) for any $\epsilon > 0$ there exist positive constants $a, b > 0$ depending on $\epsilon$ such that $a|x|^p \leq V(t, x) \leq b|x|^p$ for $t > \epsilon x \in \mathbb{R}^n$;
   
   (ii) there exists a constant $m \geq 0$ such that the inequality
   
   $$D^q_{(15)} V(t, x) \leq -mV(t, x), \quad \text{for } t \geq 0, \ x \in \mathbb{R}^n$$
   
   holds;
   
   (iii) there exists a positive constant $c > 0$ such that for any function $x$ such that $t^{1-q}x(t)|_{t=0} = x_0$ the limit
   
   $$t^{1-q}V(t, x(t))|_{t=0} = c||x_0||^p$$
   
   holds.

Then the system of RIFrDE (26) is $p$-moment Mittag–Leffler stable.

Proof. Let $x_0 \in \mathbb{R}^n$ be an arbitrary initial value and the stochastic process $x(t) = x(t; x_0, \{ t_k \})$ be a solution of the initial value problem for the RIFrDE (26).

Let $c > 0$ be an arbitrary number and $t_k$ be arbitrary values of the random variables $\tau_k, k = 1, 2, \ldots$. Then $T_k = \sum_{i=1}^{k} t_i, k = 1, 2, \ldots$ are values of the random variables $\xi_k$. Thus the corresponding function
$x(t) = x(t; x_0, \{ T_k \})$ is a sample path solution of the IVP for RIFrDE (26), i.e., $x(t) = x(t; x_0, \{ T_k \})$ is a solution of the IVP for the FrDE with fixed points of impulses (16).

Let $v(t) = V(t, x(t))$. Then for $t \in (T_k, T_{k+1})$, $k = 0, 1, 2, \ldots$, (here $T_0 = 0$), we obtain

$$v(t) - \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr(t - rh)$$

$$= \left\{ V(t, x(t)) - \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCrV(t - rh, x(t) - h^q f(t, x(t))) \right\}$$

$$+ \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr \left\{ V(t - rh, x(t) - h^q f(t, x(t))) - V(t - rh, x(t) - rh) \right\}. \quad (33)$$

Since $x(t) \in PC_{-q}(\{ T_k, T_{k+1} \}, \mathbb{R}^n)$ from (28) we have

$$\lim_{h \to 0^+} \frac{1}{h^q} \left[ x(t) - \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr x(t - rh) \right] = f(t, x(t)),$$

or

$$x(t) - h^q f(t, x(t)) = S_h(x(t), h) + \Lambda(h^q), \quad (34)$$

with $\frac{\Delta(h^q)}{h^q} \to 0$ as $h \to 0$ where $S_h(x(t), h) = \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr x(t - rh)$.

Therefore, since $V$ is locally Lipschitzian in its second argument with a Lipschitz constant $L > 0$ we obtain

$$\sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr \left\{ V(t - rh, x(t) - \h^q f(t, x(t))) - V(t - rh, x(t) - rh) \right\}$$

$$\leq L \left\| \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr \left( S_h(x(t), h) + \Lambda(h^q) - x(t - rh) \right) \right\|$$

$$\leq L \left\| \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr \sum_{j=1}^{\lfloor t \rfloor} (-1)^{j+1} qCj x(t - jh) \right\|$$

$$- \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr x(t - rh) \right\| + L \left\| \sum_{r=1}^{\lfloor t \rfloor} qCr \right\|.$$

Now substitute (35) in (33), divide both sides by $h^q$, take the limit as $h \to 0^+$, use (28) and $\sum_{r=0}^{\infty} qCrz^r = (1 + z)^t$ if $|z| \leq 1$, use condition 2(ii) and we have

$$\left\| \sum_{r=1}^{\lfloor t \rfloor} (-1)^{r+1} qCr \right\| \leq L \left( \sum_{r=0}^{\lfloor t \rfloor} (-1)^{r} qC \right) \left( \sum_{j=1}^{\lfloor t \rfloor} (-1)^{j+1} qCj x(t - jh) \right)$$

$$\leq -mv(t), t \in (T_k, T_{k+1}). \quad (36)$$
Also,

\[ t^{1-q}v(t)|_{t=0} = t^{1-q}V(t,x(t))|_{t=0} \leq c||x_0||^p, \]

\[ (t - T_k)^{1-q}v(t)|_{t=T_k} = t^{1-q}V(t,x(t)) \left( \frac{(t - T_k)^{1-q}}{t^{1-q}} \right)|_{t=T_k} \]

\[ = t^{1-q}V(t,x(t))|_{t=T_k} \left( \frac{(t - T_k)^{1-q}}{t^{1-q}} \right)|_{t=T_k} = 0. \] (37)

Therefore, from (36), (37) and Lemma 1 it follows that the function \( v(t) \) satisfies the linear impulsive fractional differential inequalities with fixed points of impulses

\[ 0 \overset{RLD^q}{\frac{dv}{dt}}(t) \leq -m v(t) \quad \text{for} \quad T_k < t < T_{k+1} \]

\[ t_k^{1-q}v(t)|_{t=T_k} = 0, \quad k = 1, 2, \ldots, \]

\[ 0 I_t^{1-q}v(t)|_{t=0} = c||x_0||^p. \] (38)

According to Definition 4 the function \( v(t) \) is a sample path solution and it generates a stochastic process \( v(t;||x_0||^p, \{\tau_k\}) \) with state space \( \mathbb{R}^n \).

From conditions (H2), (2i), Definition 4, Lemmas 3 and 5 we obtain the inequalities

\[ E(\|x(t; x_0, \{\tau_k\})\|^p) = \frac{1}{a} E(\|a x(t; x_0, \{\tau_k\})\|^p) \]

\[ \leq \frac{1}{a} E(V(t, x(t; x_0, \{\tau_k\}))) \leq \frac{1}{a} E(v(t; ||x_0||^p, \{\tau_k\})) \]

\[ \leq \frac{1}{a} c||x_0||^p \left( \lambda \right) \frac{\pi \text{Csc}(\pi q)}{\Gamma(1-q)} \left( 1 + \frac{\pi \text{Csc}(\pi q)}{\Gamma(q) \Gamma(1-q)} \right) \]

\[ \leq K ||x_0||^p E((-\epsilon^2), \quad t > \epsilon), \]

where \( K = \frac{1}{a} c \frac{\lambda}{\Gamma(q) \Gamma(1-q)} \left( 1 + \frac{\pi \text{Csc}(\pi q)}{\Gamma(q) \Gamma(1-q)} \right) \).

Inequality (39) proves the \( p \)-moment exponential stability. \( \square \)

**Example 3.** Consider the scalar RF fractional differential equation with random impulses

\[ 0 \overset{RLD^q}{\frac{dx}{dt}}(t) = f(t, x(t)) \quad \text{for} \quad \xi_t < t < \xi_{t+1}, \quad k = 0, 1, \ldots, \]

\[ \xi_t^{0.8}x(t)|_{t=\xi_t} = I_k(x(\xi_t - 0)), \quad \text{for} \quad k = 1, 2, \ldots, \]

\[ 0^{1.8}x(t)|_{t=0} = x_0, \]

where \( x_0 \in \mathbb{R}^n, f(t, x) = -x \left( 1 + \frac{\overset{RLD^q}{\frac{dx}{dt}}}{\overset{RLD^q}{\frac{dt}{t^{1+q}}}} \right) \) with

\[ 0 \overset{RLD^q}{\frac{dx}{dt}}(t) = \left( 1.6 \right)^{0.6} \Gamma(1.8) \left( 2 F_1(0.8, 1.8, 2.6, -1) - 0.9 \right) 2 F_1(1.8, 2.8, 3.6, -l), \]

where the regularized hypergeometric function \( 2 F_1(q, b, c, z) = \frac{1}{\Gamma(b) \Gamma(c-b)} \int_0^1 z^{b-1}(1-s)^{c-b-1}(1-sz)^{-a}ds. \)

According to Example 1 the hypothesis 2 is satisfied with \( c = \frac{1}{e^{\cos(\theta)+\sin(\theta)}} \) where \( \epsilon > 0 \) is an arbitrary number.

Let \( V(t, x) = \left( \frac{t}{1+t} \right)^{0.8}, \)

Then for any \( t > \epsilon \) we have \( \frac{V(t, x)}{x} \geq \frac{t}{t+1} \geq \frac{\epsilon}{\epsilon+1} \) and \( x^2 \geq V(t, x) = \left( \frac{t}{t+1} \right)^{0.8} x^2 \geq \left( \frac{\epsilon}{\epsilon+1} \right)^{0.8} x^2, \) i.e., condition 2(i) of Theorem 1 is satisfied.

Also,

\[ \lim_{t \to 0} \overset{RLD^q}{\frac{dx}{dt}}(t)|_{t=0} \left( \frac{t}{t+1} \right)^{0.8} = \lim_{t \to 0} \left( \frac{t}{t+1} \right)^{0.8} \frac{1}{(t+1)^{0.8}} = x_0^2. \]
i.e., condition 2(iii) of Theorem 1 is satisfied.

According to Example 2 we have

\[ D_r^q V(t,x) = 2\langle 1 + \frac{1}{l+1} \rangle^{0.8} f(t, x) + x^2 R^0_0 D_s^{0.2} \left( \frac{l}{l+1} \right)^{0.8} \leq -2 \left( \frac{l}{l+1} \right)^{0.8} x^2 = -2V(t,x), \]

i.e., condition 2(ii) of Theorem 1 is satisfied.

According to Theorem 1 the RIFrDE (40) is p-moment Mittag–Leffler stable, i.e., its solution satisfies

\[ E_{q} \left[ \| x(t; x_0, \{ \tau_k \}) \|_p \right] < \alpha \| x_0 \|_p E_{q} (-\omega_{2}), \text{ for all } t > \epsilon, \]

with \( \alpha = \frac{\lambda (1+\epsilon)^{0.8}}{e^{\pi}} - \frac{\pi \text{Csc}(0.2\pi)}{E_{q}(-e^{0.2}) \Gamma(0.2)\Gamma(0.8)} \left( 1 + \frac{\pi \text{Csc}(0.2\pi)}{\Gamma(0.2)\Gamma(0.8)} \right) = 2 \frac{\lambda (1+\epsilon)^{0.8}}{e^{\pi}} E_{q}(-e^{0.2}). \)

6. Conclusions

In this paper the RL fractional differential equation is studied when the impulses occur at random times and the waiting time between two consecutive times of impulses is exponentially distributed. We combine the Theory of Differential Equations with Probability Theory to set up the problem and to study the properties of the solutions. In connection with the application of the RL fractional derivative in the equation, we define in an appropriate way both the initial condition and the impulsive conditions. We define p-moment Mittag–Leffler stability in time of the model and obtain some sufficient conditions. The argument is based on Lyapunov functions with the help of the fractional Dini derivative. In further work we hope to consider a number of directions:

(i) When the waiting time between two consecutive impulses is generalized to Erlang distribution, to Log-normal distribution, etc.

(ii) When the model of the RL fractional differential equation is generalized to various other types of delays.
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