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Abstract

This paper presents a methodology to infer implicit semantic relations from verb-argument structures. An annotation effort shows implicit relations boost the amount of meaning explicitly encoded for verbs. Experimental results with automatically obtained parse trees and verb-argument structures demonstrate that inferring implicit relations is a doable task.

1 Introduction

Automatic extraction of semantic relations is an important step towards capturing the meaning of text. Semantic relations explicitly encode links between concepts. For example, in The accident left him a changed man, the ‘accident’ is the cause of the man undergoing some ‘change’. A question answering system would benefit from detecting this relation when answering Why did he change?

Extracting all semantic relations from text is a monumental task and is at the core of language understanding. In recent years, approaches that aim at extracting a subset of all relations have achieved great success. In particular, previous research (Carreras and Márquez, 2005; Punyakanok et al., 2008; Che et al., 2010; Zapirain et al., 2010) focused on verb-argument structures, i.e., relations between a verb and its syntactic arguments. PropBank (Palmer et al., 2005) is the corpus of reference for verb-argument relations. However, relations between a verb and its syntactic arguments are only a fraction of the relations present in texts.

Consider the statement [Mr. Brown]NP1 succeeds [Joseph W. Hibben, who]NP2 succeeded last August/VP and its parse tree (Figure 1). Verb-argument relations encode that NP1 is the agent and NP2 is the theme of verb ‘succeeds’ (PropBank uses labels ARG0 and ARG1). Any semantic relation between ‘succeeds’ and concepts dominated in the parse tree by one of its syntactic arguments NP1 or NP2, e.g., ‘succeeds’ occurred after ‘last August’, are missing. Note that in this example, verb-argument structures encode that ‘retired’ has time ‘last August’, and this knowledge could be exploited to infer the missing relation. The work presented here stems from two observations: (1) verbs are semantically connected with concepts that are not direct syntactic arguments (henceforth, implicit relations); and (2) verb-argument structures can be leveraged to infer implicit relations.

This paper goes beyond verb-argument structures and targets implicit relations like the one depicted above. Time, location, manner, purpose and cause are inferred without imposing syntactic restrictions between their arguments: systems trained over PropBank do not attempt to extract these relations. An annotation effort demonstrates implicit relations reveal as much as 30% of meaning on top of verb-argument structures. The main contributions are: (1) empirical study of verb-argument structures and implicit relations in PropBank; (2) annotations of implicit relations on top of PropBank; (3) novel features extracted from verb-argument structures; and (4) experimental results with features derived from gold and automatically obtained linguistic information, showing implicit relations can be extracted in a realistic environment.
2 Related Work

Several systems to extract verb-argument structures from plain text have been proposed (Johanson and Nugues, 2008; Che et al., 2010). The work presented here complements them with additional semantic relations. The TimeBank corpus (Pustejovsky et al., 2003) and TempEval competitions (Uzzaman et al., 2013) target events and detailed temporal information; this work also targets LOCATION, MANNER, PURPOSE and CAUSE. Extracting missing relations is not a new problem. Early work focused on a very limited domain (Palmer et al., 1986; Tetreault, 2002) or did not attempt to automate the task (Whittemore et al., 1991). This section focuses on more recent work.

Gerber and Chai (2010) augment NomBank annotations (Meyers et al., 2004) of 10 predicates with additional core arguments. Their supervised systems obtain F-measures of 42.3 and 50.3 (Gerber and Chai, 2012). Laparra and Rigau (2013a) present a deterministic algorithm and obtain an F-measure of 45.3. In contrast, our approach does not focus on a few selected predicates or core arguments. It targets all predicates and argument modifiers (AM-TMP, AM-MNR, AM-LOC, etc.), whose meaning is shared across verbs.

The SemEval-2010 Task 10: Linking Events and their Participants in Discourse (Ruppenhofer et al., 2009) targeted cross-sentence missing core arguments in both PropBank and FrameNet (Baker et al., 1998). Ruppenhofer et al. (2013) detail the annotations and results. The task proved extremely difficult, participants (Chen et al., 2010; Tonelli and Delmonte, 2010) reported overall F-measures around 2 (out of 100). Posterior work (Silberer and Frank, 2012; Laparra and Rigau, 2013b) reported F-measures below 20 for the same task. The work presented here does not target missing core arguments but modifiers within the same sentence. Furthermore, results show our proposal is useful in a real environment.

Finally, our previous work (Blanco and Moldovan, 2011; Blanco and Moldovan, 2014) proposed composing new relations out of chains of previously extracted relations. This approach is unsupervised and accurate (88% with gold annotations), but inferences are made only between the ends of chains of existing relations. Our current proposal also leverages relations previously extracted, but productivity is higher and results with automatic annotations are presented.

Table 1: Examples of verb-argument structures from PropBank.

3 Verb-Argument Structures and Implicit Relations

Throughout this paper, R(x, y) denotes a semantic relation R holding between x and y. R(x, y) is interpreted “x has R y”. E.g., AGENT(took, Bill) could be read “took has AGENT Bill”. Verb-argument structures, or semantic roles, account for semantic relations between a verb and its syntactic arguments. In other words, R(x, y) is a semantic role if ‘x’ is a verb and ‘y’ a syntactic argument of ‘x’, and all semantic roles with ‘x’ as first argument form the verb-argument structure of verb ‘x’. Implicit relations are relations R(x, y) where x is a verb and y is not a syntactic argument of x.

The work presented in this paper aims at complementing verb-argument structures with implicit semantic relations. We follow a practical approach by inferring implicit relations from PropBank’s verb-argument structures. We believe this is an advantage since PropBank is well-known in the field and several tools to predict PropBank annotations are documented and publicly available. The work presented here could be incorporated in any NLP pipeline after role labeling without modifications to other components. Furthermore, working on top of PropBank allows us to quantify the impact of features derived from gold and automatically extracted linguistic information when inferring implicit relations (Section 6).

3.1 Verb-Argument structures in PropBank

PropBank (Palmer et al., 2005) annotates verb-argument structures on top of the syntactic trees of the Penn TreeBank (Marcus et al., 1994). It uses a set of numbered arguments\(^2\) (ARG\(_0\), ARG\(_1\), ARG\(_2\), etc.) and modifiers (AM-TMP, AM-MNR, etc.). Numbered arguments do not share a common meaning across verbs, they are defined on a

\(^1\)E.g., Illinois SRL, http://cogcomp.cs.illinois.edu/page/software; SENNA, http://mi.nec-labs.com/senna/; SwiRL, http://www.surdeanu.info/mihai/swirl/.

\(^2\)Numbered arguments are also referred to as core.
verb by verb basis in each frameset. For example, ARG₂ is used to indicate “created-from, thing changed” with verb make and “entity exempted from” with verb exempt (Table 1).

Unlike numbered arguments, modifiers share a common meaning across verbs (Table 2). Some modifiers are arguably not a semantic relation and are not present in most relation inventories (Tratz and Hovy, 2010; Hendrickx et al., 2009). For example, AM-NEG and AM-MOD signal the presence of negation and modals, e.g., [wo]AM-MOD[n’t]AM-NEG /go/]. For more information about PropBank annotations and examples, refer to the annotation guidelines.²

Table 2: Argument modifiers in PropBank.

| Label    | # predicates | % predicates |
|----------|--------------|-------------|
| ARG₀     | 79,334       | 70.26%      |
| ARG₁     | 106,331      | 94.17%      |
| ARG₂     | 24,360       | 21.75%      |
| AM-TMP   | 19,756       | 17.50%      |
| AM-MNR   | 7,833        | 6.94%       |
| AM-LOC   | 7,198        | 6.13%       |
| AM-PNC   | 2,784        | 2.47%       |
| AM-CAU   | 1,564        | 1.38%       |

Table 3: Counts of selected PropBank semantic roles. Total number of predicates is 112,917.

Table 3 (Table 3). ARG₀ and ARG₁ are present in most verb-argument structures, other numbered arguments are often not defined in the corresponding frameset and are thus not annotated.

Examining PropBank one can also conclude that information regarding TIME, LOCATION, MANNER, CAUSE and PURPOSE for a given verb is often present, yet not annotated because the text encoding this knowledge is not a direct syntactic argument of the verb (Section 4.3). Because of this fact, we decided to focus on these five relations.

3.2 Implicit relations in PropBank

Two scenarios are possible when inferring an implicit relation R(x, y); (1) a semantic role R′(x′, y) exists; or (2) such a semantic role does not exists. In (1), y is a syntactic argument of some verb x', where x ≠ x' and in (2) that is not the case. Inferences under scenario (1) can be further classified into (1a) when a semantic role R′′(x, y') such that y' contains y exists; or (1b) when such a semantic role does not exist. The remainder of this section exemplifies the three scenarios.

The example in Figure 1 falls under scenario (1a). Semantic roles encode, among others, ‘retired’ has TIME ‘last August’, and ‘succeeds’ has AGENT ‘Mr. Brown’ and THEME ‘Joseph W. Hibben, who retired last August’. The second argument of implicit relation TIME-AFTER(succeeds, last August) is a semantic role of ‘retired’ and is contained in the THEME of ‘succeeds’.

Figure 2 shows a statement in which implicit relation TIME(produced, in the 1930s) could be inferred under scenario (1b). Semantic roles of ‘produced’ only indicate that NP₂ is the THEME and S-ADV the MANNER; roles of ‘introduced’ indicate that NP₁ is the THEME and ‘in the 1930s’ the TIME. In this case, there is no connection be-

²http://verbs.colorado.edu/~mpalmer/projects/ace/PPsguidelines.pdf
has the highest priority, followed by TIME-SAME, TIME-AFTER and finally NO.

Annotation examples are detailed in Section 4.2, the more complex annotations involving TIME are illustrated below. Consider the following statement and PropBank annotations:

[The government’s decision]_{ARG2, v1} [reflects]_{v1} [their true desires before [the next election]_{ARG1, v2} [expected]_{v2} [in late 1991]_{TIME, v2} _{ARG1, v1}.

When annotating potential implicit semantic relation \( R(\text{reflects, in late 1991}) \), annotators may select TIME-BEFORE, TIME-SAME and TIME-AFTER. However, they select TIME-BEFORE because it indicates the temporal context of ‘reflects’ that starts the earliest.

4.2 Annotation Examples

Several annotations examples are shown in Table 4. Semantic roles for statement (1) include TIME(remain, in 1990), MANNER(remain, at about 1,200 cars) and no other TIME or MANNER. Implicit relations reveal two extra semantic connections: TIME-BEFORE(said, in 1990) and TIME-BEFORE(expects, in 1990), i.e., ‘said’ and ‘expects’ occurred before ‘1990’. The potential implicit relations MANNER(said, at about 1,200 cars) and MANNER(expects, at about 1,200 cars) do not hold and are annotated NO.

Interpreting statement (2) one can see that ‘this past summer’ is not only indicating the TIME of ‘produced’; events encoded by verbs ‘make’ and ‘exempt’ occurred after ‘this past summer’. In this example, two implicit semantic relations are inferred from a single semantic role.

Statement (3) shows that two potential implicit relations \( R(x, y) \) and \( R(x', y) \) sharing the second argument ‘y’ may be assigned different labels. Regarding time, semantic roles only include TIME(report, in December). Implicit relations add TIME-BEFORE(proposed, in December) and TIME-SAME(allow, in December).

Two implicit LOCATION relations are inferred in statement (4): ‘discovered’ and ‘preserving’ occurred ‘in the test-tube experiments’. The potential implicit relation LOCATION(said, in the test-tube experiments) is discarded (annotated NO). Statement (5) shows two potential implicit MANNER that can be inferred. The ‘program’ was ‘aired’ and ‘seen by 12 million viewers’ in the following manner: ‘With Mr. Vila as host’.
Statement (6, 7) exemplify potential implicit purpose relations. While the ‘selling’ event in statement (6) has as its purpose ‘the purchase […]’ (label Y), the ‘suspected’ event in statement (7) is clearly not done so that ‘they (Greece and Turkey) can emerge from the […]’ (label N).

Finally, statements (8, 9) exemplify potential implicit cause relations. In (8), both ‘create’ and ‘buy’ are done due to the ‘country’s lack of natural resources’. However, in (9), the analysts ‘forecasting’ and the company ‘saying’ do not have as their cause ‘planned price cuts’.

4.3 Annotation Analysis

Table 5 shows counts for all potential implicit relations annotated. All labels except N indicate a valid implicit relation. 94.1% of potential implicit relations generated from a TIME semantic role can be inferred. Other roles yield less inferences in relative terms, but substantial additional meaning: LOCATION 39.4%, MANNER 16.7%, PURPOSE 29.4%, and CAUSE 30.2%.

Two annotators performed the annotations. A simple script generated all potential implicit relations and prompted for a label: BEFORE, AFTER, SAME or NO if the potential implicit relation was generated from a TIME semantic role; YES or NO otherwise. Annotators are not concerned with argument identification, as arguments of implicit relations are retrieved from the verb-argument structures in PropBank (Algorithm 1). This makes the annotation process easier and faster.

Annotation quality was calculated with two agreement coefficients: observed agreement (raw percentage of equal annotations) and Cohen’s $\kappa$ (Artstein and Poesio, 2008). The actual num-
Table 6: Complete feature set to determine whether a potential implicit semantic relation R(x, y) should be inferred. Second column indicates the source: first or second argument (x, y), or their respective predicate structures (x_ps, y_ps). Features in bold are novel and specially designed for our task.

Table 5: Number of potential implicit relations (instances) annotated and counts for each label. Total number of instances is 30,084.

5 Inferring Implicit Relations
Inferring implicit relations is reduced to (1) generating potential implicit relations (Algorithm 1) and (2) labeling them. The second task determines if potential implicit relations should be discarded or inferred, all labels but N indicate potential implicit relations that should be inferred. We follow a standard supervised machine learning approach where each potential implicit relation is an instance.

Instances were divided into training (70%) and test (30%). The feature set (Section 5.1) and model parameters were tuned using 10-fold stratified cross-validation over the training split, and results (Section 6) are reported using the test split. More features than the ones presented were tried and discarded because they did not improve performance, e.g., syntactic path between verbs in the verb-argument structures of x and y, depth of both structures, number of tokens in y.

5.1 Feature Selection
The full set of features to determine whether a potential implicit relation R(x, y) can be inferred is summarized in Table 6. Features are classified into basic and predicate structures. The former are commonly used by semantic role labelers. The latter exploit the output of role labelers, i.e., verb-argument structures, and, to our knowledge, are novel. Results show predicate structures features improve performance (Section 6.2).

Basic features are derived from lexical and syntactic information. We do not elaborate more on...
Mr. Corr resigned to pursue other interests, the airline said.

ARG00 (resigned, Mr. Corr)
ARG01 (said, the airline)
ARG02 (said, Mr. Corr resigned to pursue other interests)

feature 50, overlapping sem rel
feature 51, overlapping head
feature 52, overlapping direct
ARG11
true

Table 8: PropBank roles and values for features (50–52) when predicting potential implicit relation R(said, to pursue other interests), labeled N.

LIBSVM (Chang and Lin, 2011). Parameters $\alpha$ and $\gamma$ were tuned by grid search using 10-fold cross validation over training instances.

Results are reported using features extracted from gold and automatic annotations. Gold annotations are taken directly from the Penn TreeBank and PropBank. Automatic annotations are obtained with Polaris (Moldovan and Blanco, 2012), a semantic parser that among others is trained with PropBank. Results using gold (automatic) annotations are obtained with a model trained with gold (automatic) annotations.

6.1 Detailed Results

Table 9 presents per-relation and overall results. In general terms, there is a decrease in performance when using automatic annotations. The difference is most noticeable in recall and it is due to missing semantic roles, which in turn are often due to syntactic parsing errors. This is not surprising as in order for an implicit relation $R(x, y)$ to be generated as potential and fed to the learning algorithm for classification, a semantic role $R'(x', y')$ must be extracted first (Algorithm 1). However, using automatic annotations brings very little decrease in precision. This leads to the conclusion that as long as ‘y’ is identified as a semantic role of some verb, even if it is mislabeled, one can still infer the right implicit relations. Since results obtained with automatic parse trees and semantic roles are a realistic estimation of performance, the remainder of the discussion focuses on those. Results with gold annotations are provided for informational purposes.

Overall results for inferring implicit semantic relations are encouraging: precision 0.66, recall 0.58 and F-measure 0.616. Direct comparison with previous work is not possible because the implicit relations we aim at inferring have not been considered before. However, we note the top

| Feat No. | Value                          |
|----------|--------------------------------|
| 1,2      | succeeds, VBZ                  |
| 3        | active                         |
| 4,5      | last, JJ                       |
| 6,7      | August, NNP                    |
| 8,9      | August, NNP                    |
| 10–12    | NP, VBD, nil                   |
| 13       | JJ-NNP                         |
| 14       | after                          |
| 15       | VP                             |
| 16       | VBZ+VP-NNP-SBAR-S-VP-NP        |
| 17–31    | ARG0 and ARG1 true, rest false |
| 32–33    | retired, VBD                   |
| 34       | AM-TMP                         |
| 35–49    | ARG0 and AM-TMP true, rest false |
| 50       | ARG1                          |
| 51       | Hibben                        |
| 52       | false                          |

Table 7: Feature values when deciding if R(succeeds, last summer) can be inferred from the verb-argument structures in Figure 1.

these features, detailed descriptions and examples are provided by Gildea and Jurafsky (2002).

Features (17–52) are derived from the predicate structures of $x$ and $y$ and specially defined to infer implicit semantic relations. Features (17–31, 35–49) are flags indicating the presence of semantic roles in the predicate structures of $x$ and $y$.

Features (32–34) characterize the semantic role $R'(x', y)$ from which the potential implicit relation was generated. They specify verb $x'$, its part-of-speech, and label $R'$. Note that $x'$ is not present in the potential implicit relation $R(x, y)$, but incorporating this information helps determining whether a relation actually holds as well as label $R$ (TIME-BEFORE, TIME-AFTER, TIME-SAME, etc.).

Finally, features 50–52 apply to inferences under scenario (1a) (Section 3.2). Feature (50) indicates the semantic role $R'(x, y')$, if any, such that $y'$ contains $y$. Feature (51) indicates the head of argument $y'$ found in feature (50). Feature (52) captures whether the head calculated in feature (51) is the verb in the predicate structure of $y$.

Table 7 exemplifies all features when deciding whether TIME-AFTER(succeeds, last August) can be inferred from the verb-argument structures in Mr. Brown succeeds Joseph W. Hibben, who retired last August (Figure 1). Table 8 provides an additional example for features 50–52.

6 Experiments and Results

Experiments were carried out using Support Vector Machines with RBF kernel as implemented in
performer (Koomen et al., 2005) at CoNLL-2005 Shared Task on role labeling obtained the following F-measures when extracting the same relations between a verb and its syntactic arguments: 0.774 (TIME), 0.6033 (LOCATION), 0.5922 (MANNER), 0.4541 (PURPOSE) and 0.5397 (CAUSE).

The most difficult relations are TIME-SAME and MANNER. F-measures are 0.450 and 0.500 respectively. Even when using gold annotations these two relations are challenging: F-measures are 0.491 for TIME-SAME, an increase of 9.1%, and 0.514 for MANNER, an increase of 2.8%. Results show that other relations can be inferred with F-measures between 0.635 and 0.687, the only exception is PURPOSE with an F-measure of 0.572.

### 6.2 Feature Ablation

Results in Table 9 suggest that while implicit relations can be inferred using basic features, it is beneficial to complement them with the novel features derived from predicate structures. This is true for all relations except CAUSE when using automatic annotations with a negligible difference of 0.001. When considering all implicit relations, the difference in performance is 0.616 − 0.591 = 0.025, an increase of 4.2% that is statistically significant (Z-test, confidence 95%).

The positive impact of features derived from predicate structures is most noticeable when inferring PURPOSE, with an increase of 8.9% (0.572 − 0.525 = 0.047). TIME-BEFORE and TIME-AFTER also benefit, with increases of 5.3% (0.677 − 0.643 = 0.034) and 7.0% (0.687 − 0.642 = 0.045) respectively. The improvement predicate structures features bring is statistically significant when taking into account all relations (confidence 95%). However, due to the lower number of instances, differences in performance when considering individual relations is not statistically significant.

### 7 Conclusions

Verb-argument structures, or semantic roles, comprise semantic relations between a verb and its syntactic arguments. The work presented in this paper leverages verb-argument structures to infer implicit semantic relations. A relation R(x, y) is implicit if x is a verb and y is not a syntactic argument of x. The method could be incorporated into any NLP pipeline after role labeling without modifications to other components.

An analysis of verb-argument structures and implicit relations in PropBank has been presented. Out of all potential implicit relations R(x, y), this paper targets those that can be generated from a semantic role R′(x′, y), where x ≠ x′. A manual annotation effort demonstrates implicit relations yield substantial additional meaning. Most of the time (94.1%) a semantic role TIME(x′, y) is present, we can infer temporal information for other verbs within the same sentence. Productivity is lower but substantial with other roles: 39.4% (LOCATION), 30.2% (CAUSE), 29.4% (PURPOSE) and 16.7% (MANNER).

Experimental results show that implicit relations can be inferred using automatically obtained parse trees and verb-argument structures. Standard machine learning is used to decide whether a potential implicit relation should be inferred, and novel features characterizing the verb-argument structures we infer have been proposed.

|                  | gold          | gold          | automatic     | automatic     |
|------------------|---------------|---------------|---------------|---------------|
|                  | basic         | basic + ps    | basic         | basic + ps    |
|                  | P  R  F       | P  R  F       | P  R  F       | P  R  F       |
| **TIME**         |               |               |               |               |
| B                | .66 .72 .689  | .72 .74 *.730 | .64 .65 .643  | .68 .67 .677  |
| A                | .63 .74 .681  | .67 .75 *.708 | .61 .68 .642  | .66 .72 .687  |
| S                | .57 .41 .477  | .54 .45 *.491 | .55 .36 .437  | .55 .38 *.450 |
| **LOCATION**     |               |               |               |               |
| Y                | .71 .61 .656  | .70 .64 *.669 | .71 .56 .624  | .71 .58 *.635 |
| **MANNER**       |               |               |               |               |
| Y                | .65 .38 .480  | .60 .45 *.514 | .54 .45 .489  | .64 .41 *.500 |
| **PURPOSE**      |               |               |               |               |
| Y                | .65 .58 .613  | .69 .60 *.642 | .56 .49 .525  | .68 .49 *.572 |
| **CAUSE**        |               |               |               |               |
| Y                | .71 .60 .650  | .74 .62 *.675 | .69 .65 .670  | .71 .63 *.669 |
| **All**          | .66 .61 .625  | .67 .64 *.651 | .63 .57 .591  | .66 .58 *.616 |

Table 9: Results obtained with the test split using features extracted from gold and automatic annotations, and using basic and predicate structures (ps) features. Statistical significance between F-measures using basic and basic + predicate structures features is indicated with * (confidence 95%).
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