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Abstract

Max-stable random fields are very appropriate for the statistical modelling of spatial extremes. Hence, integrals of functions of max-stable random fields over a given region can play a key role in the assessment of the risk of natural disasters, meaning that it is relevant to improve our understanding of their probabilistic behaviour. For this purpose, in this paper, we propose a general central limit theorem for functions of stationary max-stable random fields on $\mathbb{R}^d$. Then, we show that appropriate functions of the Brown-Resnick random field with a power variogram and of the Smith random field satisfy the central limit theorem. Another strong motivation for our work lies in the fact that central limit theorems for random fields on $\mathbb{R}^d$ have been barely considered in the literature. As an application, we briefly show the usefulness of our results in a risk assessment context.
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1 Introduction

Max-stable random fields constitute an extension of extreme-value theory to the level of random fields (in the case of stochastic processes, see, e.g., de Haan, 1984; de Haan and Ferreira, 2006) and turn out to be fundamental for spatial extremes. Indeed, they are particularly well suited to model the temporal maxima of a given variable (for instance a meteorological variable) at all points in space since they arise as the pointwise maxima taken over an infinite number of appropriately rescaled independent and identically distributed (iid) random fields. Thus, appropriate functions of max-stable random fields can be adequate models for the costs triggered by extreme environmental events. Hence, normalized integrals on subsets of $\mathbb{R}^2$ of functions of max-stable random fields and associated spatial risk measures (see Koch, 2017, 2018) are useful for assessing the impact of natural disasters. The existence of a central limit theorem (CLT) for functions of max-stable random fields on $\mathbb{R}^2$ would provide insights about the asymptotic probabilistic behaviour.
of the previously mentioned normalized integrals. Moreover, as explained in Köch (2017, 2018), it is relevant to look at the evolution of spatial risk measures when the region over which they are applied becomes increasingly large; see the axiom of asymptotic spatial homogeneity of order $-\alpha$ in Köch (2017, 2018) which quantifies the rate of spatial diversification when the region becomes large. As shown in the latter paper, under relatively mild assumptions, asymptotic spatial homogeneity of order $-\frac{1}{2}$ and $-\frac{1}{3}$ of spatial risk measures associated respectively with variance, Value-at-Risk and expected shortfall is satisfied when there is a CLT for the cost field. Finally, from a statistical viewpoint, the existence of a CLT allows to show the asymptotic normality of various estimators. For all these reasons, in this paper, we are interested in showing a CLT for functions of max-stable random fields on $\mathbb{R}^d$.

A CLT has already been proved in Dombry and Eyi-Minko (2012) in the case of stationary$^1$ max-infinitely divisible random fields on $\mathbb{Z}^d$. Several CLTs for stochastic processes on $\mathbb{Z}$ have been proposed under various (especially mixing) conditions (see, e.g., Ibragimov, 1962; Gordin, 1969; Ibragimov, 1975). Similarly, in the case of random fields on $\mathbb{Z}^d$, many CLTs have been introduced under miscellaneous (especially mixing) conditions and in diverse contexts (see, e.g., Bolthausen, 1982; Chen, 1991; Nahapetian and Petrosian, 1992; Guyon, 1995; Perera, 1997; Dedecker, 1998; El Machkouri et al, 2013). For instance, the influential paper by Bolthausen (1982) establishes a CLT for stationary random fields on $\mathbb{Z}^d$ satisfying specific strong mixing conditions. However, the literature about CLTs for stochastic processes on $\mathbb{R}$ or random fields on $\mathbb{R}^d$ is, surprisingly, limited. This provides an additional strong motivation for our work. Bulinski (2010) proposes a variant of the classical CLT where he considers a random field on $\mathbb{R}^d$ but observed on a grid. His results involve two asymptotics at the same time: both the spatial domain and the grid resolution increase. The second type of asymptotics is known as infill asymptotics. To the best of our knowledge, only Gorodetskii (1984, 1987) has proposed a general CLT for strong mixing random fields on $\mathbb{R}^d$. However, the strong mixing condition needed for this theorem to hold seems very difficult to check. Finally, CLTs for the indicator function of stationary random fields exceeding a given threshold have been obtained (see, e.g., Spodarev, 2014; Bulinski et al., 2012). For more references about CLTs for random fields, we refer the reader for instance to Ivanov and Leonenko (1989).

In this paper, we show a CLT for functions of stationary max-stable random fields on $\mathbb{R}^d$. For the reason explained above, we could not use the results by Gorodetskii (1984, 1987) and, instead, we take advantage of the CLT by Bolthausen (1982). We basically extend Theorem 2.3 in Dombry and Eyi-Minko (2012) from $\mathbb{Z}^d$ to $\mathbb{R}^d$ in the max-stable case, using the bound for the $\beta$-mixing coefficient established in that paper. Then, we show that appropriate functions of the Brown-Resnick random field with a power variogram and of the Smith random field satisfy the CLT. Finally, we briefly show the usefulness of our results in a risk assessment context.

The remainder of the paper is organized as follows. In Section 2 we introduce some concepts about mixing as well as the previously mentioned CLT by Bolthausen (1982) and give some insights about max-stable random fields. In Section 3, we first establish our general CLT for functions of stationary max-stable random fields and then consider the cases of the Brown-Resnick and Smith random fields. We shortly illustrate our results in a risk assessment context in Section 4. Finally, Section 5 contains a brief summary as well as some perspectives. Throughout the paper, the elements belonging to $\mathbb{R}^d$ or $\mathbb{Z}^d$ for

\footnote{Throughout the paper, stationarity refers to strict stationarity.}
some \(d \in \mathbb{N}\setminus\{0\}\) are denoted using bold symbols, whereas those in more general spaces are denoted using normal font. All proofs can be found in the Appendix.

2 Some notations and concepts

In the following, "\(\sup\)" denotes the supremum when the latter is taken over a countable set. Moreover, \(\overset{\text{d}}{=}\) and \(\overset{\text{d}}{\rightarrow}\) stand for equality and convergence in distribution, respectively. Unless otherwise stated, in the case of random fields, distribution has to be understood as the set of all finite-dimensional distributions. Finally, let \(\lambda\) denote the Lebesgue measure in \(\mathbb{R}^d\).

2.1 Brief introduction to mixing and the central limit theorem by Bolthausen

Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(\mathcal{X}\) be a locally compact metric space. Let \(\{X(x)\}_{x \in \mathcal{X}}\) be a real-valued random field. For \(S \subset \mathcal{X}\) a closed subset, we denote by \(\mathcal{F}^X_S\) the \(\sigma\)-field generated by the random variables \(\{X(x) : x \in S\}\). Moreover, for any \(\mathcal{F}_1 \subset \mathcal{F}\), we denote by \(\sigma(\mathcal{F}_1)\) the \(\sigma\)-field generated by \(\mathcal{F}_1\). Let \(S_1, S_2 \subset \mathcal{X}\) be disjoint closed subsets. The \(\alpha\)-mixing coefficient (introduced by Rosenblatt, 1956) between the \(\sigma\)-fields \(\mathcal{F}^X_{S_1}\) and \(\mathcal{F}^X_{S_2}\) is given by

\[
\alpha^X(S_1, S_2) = \sup \left\{ |P(A \cap B) - P(A)P(B)| : A \in \mathcal{F}^X_{S_1}, B \in \mathcal{F}^X_{S_2} \right\}.
\]

The \(\beta\)-mixing coefficient or absolute regularity coefficient (attributed to Kolmogorov in Volkonskii and Rozanov, 1959) between the \(\sigma\)-fields \(\mathcal{F}^X_{S_1}\) and \(\mathcal{F}^X_{S_2}\) is defined by

\[
\beta^X(S_1, S_2) = \frac{1}{2} \sup \left\{ \sum_{i=1}^{I} \sum_{j=1}^{J} |P(A_i \cap B_j) - P(A_i)P(B_j)| : A_i \in \mathcal{F}^X_{S_1}, B_j \in \mathcal{F}^X_{S_2} \right\},
\]

where the supremum is taken over all partitions \(\{A_1, \ldots, A_I\}\) and \(\{B_1, \ldots, B_J\}\) of \(\Omega\) with the \(A_i\)’s in \(\mathcal{F}^X_{S_1}\) and the \(B_j\)’s in \(\mathcal{F}^X_{S_2}\). The inequality

\[
\alpha^X(S_1, S_2) \leq \frac{1}{2} \beta^X(S_1, S_2), \quad \text{for all } S_1, S_2 \subset \mathcal{X},
\]

will be very useful.

We now present the previously mentioned CLT for stationary random fields in \(\mathbb{Z}^d\) due to Bolthausen (1982) since it will play a key role in the proof of our general CLT for functions of stationary max-stable random fields (Theorem 2). Let \(\mathcal{X} = \mathbb{Z}^d\). For \(h_1, h_2 \in \mathbb{Z}^d\), let \(d(h_1, h_2) = \max_{1 \leq i \leq d}|h_1(i) - h_2(i)|\), where, for \(h \in \mathbb{Z}^d\), the \(h(i), 1 \leq i \leq d\), are the components of \(h\). If \(S_1, S_2 \subset \mathbb{Z}^d\), let \(d(S_1, S_2) = \inf\{d(h_1, h_2) : h_1 \in S_1, h_2 \in S_2\}\). For \(\Lambda \subset \mathbb{Z}^d\), we note \(|\Lambda|\) the number of elements in \(\Lambda\) and \(\partial \Lambda\) the set of elements \(h_1 \in \Lambda\) such that there exists \(h_2 \notin \Lambda\) with \(d(h_1, h_2) = 1\). For a real-valued stationary random field \(\{X(h)\}_{h \in \mathbb{Z}^d}\), we note

\[
\alpha^X_m(m) = \sup \left\{ \alpha^X(S_1, S_2) : S_1, S_2 \subset \mathbb{Z}^d, |S_1| \leq k, |S_2| \leq l, d(S_1, S_2) \geq m \right\},
\]

defined for \(m \geq 1\) and \(k, l \in \mathbb{N} \cup \{\infty\}\). Finally, let \(\text{Cov}\) denote the covariance.
Theorem 1. Let \( \{X(h)\}_{h \in \mathbb{Z}^d} \) be a real-valued stationary random field satisfying the following three conditions:

\[
\sum_{m=1} \alpha_{kl}(m) < \infty \quad \text{for all } k \geq 1, \ l \geq 1 \text{ such that } k + l \leq 4; \tag{4}
\]

\[
\alpha_{kl}(m) = o(m^{-d}); \tag{5}
\]

\[
\mathbb{E}[|X(0)|^{2+\delta}] < \infty \quad \text{and} \quad \sum_{m=1} \alpha_{kl}(m)^{\delta/(2+\delta)} < \infty \quad \text{for some } \delta > 0. \tag{6}
\]

Moreover, let \( \Lambda_n \) be a fixed sequence of finite subsets of \( \mathbb{Z}^d \) which increases to \( \mathbb{Z}^d \) and such that \( \lim_{n \to \infty} |\Lambda_n|/|\Lambda_n| = 0 \). Then we have that \( \sum_{h \in \mathbb{Z}^d} |\mathbb{C}(X(0), X(h))| < \infty \) and, if \( \sigma^2 = \sum_{h \in \mathbb{Z}^d} \mathbb{C}(X(0), X(h)) > 0 \),

\[
\frac{1}{|\Lambda_n|^{1/2}} \sum_{h \in \Lambda_n} (X(h) - \mathbb{E}[X(h)]) \overset{d}{\to} \mathcal{N}(0, \sigma^2), \quad \text{as } n \to \infty,
\]

where \( \mathcal{N}(\mu, \sigma^2) \) denotes the normal distribution with expectation \( \mu \in \mathbb{R} \) and variance \( \sigma^2 > 0 \).

2.2 Brief introduction to max-stable random fields

Definition 1 (Max-stable random field). A random field \( \{Z(x)\}_{x \in \mathbb{R}^d} \) is said to be max-stable if there exist sequences of functions \( (a_T(x), x \in \mathbb{R}^d)_{T \geq 1} > 0 \) and \( (b_T(x), x \in \mathbb{R}^d)_{T \geq 1} \in \mathbb{R} \) such that, for all \( T \geq 1 \),

\[
\left\{ \frac{\bigvee_{i=1}^T \{Z_i(x)\} - b_T(x)}{a_T(x)} \right\}_{x \in \mathbb{R}^d} \overset{d}{=} \{Z(x)\}_{x \in \mathbb{R}^d},
\]

where the \( \{Z_i(x)\}_{x \in \mathbb{R}^d}, t = 1, \ldots, T, \) are independent replications of \( Z \).

A max-stable random field is said to be simple if it has standard Fréchet margins, i.e., for all \( x \in \mathbb{R}^d \), \( \mathbb{P}(Z(x) < z) = \exp(-1/z), z > 0 \).

Now, let \( \{T_i(x)\}_{x \in \mathbb{R}^d}, i = 1, \ldots, n \), be independent replications of a random field \( \{\tilde{T}_i(x)\}_{x \in \mathbb{R}^d} \). Let \( (c_n(x), x \in \mathbb{R}^d)_{n \geq 1} > 0 \) and \( (d_n(x), x \in \mathbb{R}^d)_{n \geq 1} \in \mathbb{R} \) be sequences of functions. If there exists a non-degenerate random field \( \{G(x)\}_{x \in \mathbb{R}^d} \) such that

\[
\left\{ \frac{\bigvee_{i=1}^n \{\tilde{T}_i(x)\} - d_n(x)}{c_n(x)} \right\}_{x \in \mathbb{R}^d} \overset{d}{=} \{G(x)\}_{x \in \mathbb{R}^d}, \quad \text{for } n \to \infty,
\]

then \( G \) is necessarily max-stable; see, e.g., [de Haan, 1984]. This explains the relevance of max-stable random fields in the modeling of spatial extremes.

We know (see, e.g., [de Haan, 1984]) that any simple max-stable random field \( Z \) can be written as

\[
\{Z(x)\}_{x \in \mathbb{R}^d} \overset{d}{=} \left\{ \bigvee_{i=1}^\infty \{U_iY_i(x)\} \right\}_{x \in \mathbb{R}^d}, \tag{7}
\]
where the \((U_i)_{i \geq 1}\) are the points of a Poisson point process on \((0, \infty)\) with intensity \(u^{-2}\lambda(du)\) and the \(Y_i, i \geq 1\), are independent replications of a random field \(\{Y(x)\}_{x \in \mathbb{R}^d}\) such that, for all \(x \in \mathbb{R}^d\), \(E[Y(x)] = 1\). The random field \(Y\) is not unique and is referred to as a spectral random field of \(Z\). Conversely, any random field of the form (7) is a simple max-stable random field.

Below, we introduce the Brown-Resnick random field, defined in Kabluchko et al. (2009) as a generalization of the stochastic process introduced in Brown and Resnick (1977). Recall that a random field \(\{W(x)\}_{x \in \mathbb{R}^d}\) is said to have stationary increments if the distribution of the random field \(\{W(x + x_0) - W(x_0)\}_{x \in \mathbb{R}^d}\) does not depend on the choice of \(x_0 \in \mathbb{R}^d\). Provided the increments of \(W\) have a second moment, the variogram of \(W, \gamma_W\), is defined by

\[
\gamma_W(x) = \text{Var}(W(x) - W(0)), \quad x \in \mathbb{R}^d,
\]

where \(\text{Var}\) stands for the variance. Moreover, for a random field \(\{W(x)\}_{x \in \mathbb{R}^d}\) having a second moment, we introduce the function \(\sigma_W\) defined by

\[
\sigma_W(x) = \left[\text{Var}(W(x))\right]^\frac{1}{2}, \quad x \in \mathbb{R}^d.
\]

**Definition 2** (Brown-Resnick random field). Let \(\{W(x)\}_{x \in \mathbb{R}^d}\) be a centred Gaussian random field with stationary increments and with variogram \(\gamma_W\). Let us consider the random field \(Y\) written as

\[
\{Y(x)\}_{x \in \mathbb{R}^d} = \left\{\exp\left(W(x) - \frac{\sigma_W^2(x)}{2}\right)\right\}_{x \in \mathbb{R}^d}.
\]

Then the simple max-stable random field defined by (7) with \(Y\) is referred to as the Brown-Resnick random field associated with the variogram \(\gamma_W\). In the following, we will call this field the Brown-Resnick random field built with \(W\).

It is worth noting that the Brown-Resnick random field is stationary (see Kabluchko et al., 2009, Theorem 2) and that its distribution only depends on the variogram (see Kabluchko et al., 2009, Proposition 11).

We now present the Smith random field. Let \((U_i, C_i)_{i \geq 1}\) be the points of a Poisson point process on \((0, \infty) \times \mathbb{R}^d\) with intensity measure \(u^{-2}\lambda(du) \times \lambda(d\mathbf{c})\). Independently, let \(f_i, i \geq 1\), be independent replications of some non-negative random function \(f\) on \(\mathbb{R}^d\) satisfying \(E\left[\int_{\mathbb{R}^d} f(x) \lambda(d\mathbf{x})\right] = 1\). Then, the Mixed Moving Maxima (M3) random field

\[
\{Z(x)\}_{x \in \mathbb{R}^d} = \left\{\bigvee_{i=1}^{\infty} \{U_i f_i(x - C_i)\}\right\}_{x \in \mathbb{R}^d} \quad (8)
\]

is a stationary and simple max-stable random field. The so-called Smith random field introduced by Smith (1990) is a specific case of M3 random field.

**Definition 3** (Smith random field). Let \(Z\) be written as in (8) with \(f\) being the density of a \(d\)-variate Gaussian random vector with mean \(0\) and covariance matrix \(\Sigma\). Then, the field \(Z\) is referred to as the Smith random field with covariance matrix \(\Sigma\).

We conclude this section by giving some insights about a well-known dependence measure for max-stable random fields, the extremal coefficient. Let \(\{Z(x)\}_{x \in \mathbb{R}^d}\) be a
simple max-stable random field. For any compact \( S \subset \mathbb{R}^d \), the areal extremal coefficient of \( Z \) for \( S \), \( \theta^Z(S) \), is defined by

\[
P \left( \sup_{x \in S} \{Z(x)\} \leq z \right) = \exp \left( -\frac{\theta^Z(S)}{z} \right), \quad z > 0.
\] (9)

It is easily shown that, for any compact \( S \subset \mathbb{R}^d \),

\[
\theta^Z(S) = E \left[ \sup_{x \in S} \{Y(x)\} \right],
\] (10)

where \( Y \) is a spectral random field of \( Z \).

3 A CLT for functions of stationary max-stable random fields on \( \mathbb{R}^d \)

We start with some notations and definitions. Let \( \| \cdot \| \) stand for the Euclidean norm in \( \mathbb{R}^d \) and \( ' \) designate transposition. Moreover, for \( h = (h_1, \ldots, h_d)' \in \mathbb{Z}^d \), we adopt the notation \( [h, h+1] = [h_1, h_1+1] \times \cdots \times [h_d, h_d+1] \). We introduce \( S = \{ x \in \mathbb{R}^d : \|x\| = 1 \} \), the unit sphere of \( \mathbb{R}^d \). Moreover, for two functions \( f \) and \( g \) from \( \mathbb{R}^d \) or \( \mathbb{Z}^d \) to \( \mathbb{R} \), the notations \( f(h) = o(g(h)) \) and \( f(h) \sim g(h) \) mean that \( \lim_{\|h\| \rightarrow \infty} f(h)/g(h) = 0 \) and \( \lim_{\|h\| \rightarrow \infty} f(h)/g(h) = 1 \), respectively, where, for \( L < \infty \), \( \lim_{\|h\| \rightarrow \infty} f(h)/g(h) = L \) signifies \( \lim_{h \rightarrow \infty} \sup_{u \in \mathbb{S}} \{|f(hu)/g(hu) - L|\} = 0 \). Finally, \( \lim_{\|h\| \rightarrow \infty} f(h) = \infty \) must be understood as \( \lim_{h \rightarrow \infty} \inf_{u \in \mathbb{S}} \{f(hu)\} = \infty \). For \( V \subset \mathbb{R}^d \) and \( r > 0 \), we denote \( N(V, r) = \{ x \in \mathbb{R}^d : \text{dist}(x, V) \leq r \} \), where \( \text{dist} \) designates the Euclidean distance. Furthermore, for \( V \subset \mathbb{R}^d \), we denote \( \partial V \) the boundary of \( V \). For a compact and convex set \( V \subset \mathbb{R}^d \), let \( s(V) \) be the inradius of \( V \), i.e., the largest \( s > 0 \) such that \( V \) contains a ball of radius \( s \). Finally, let \( \mathcal{B}(\mathbb{R}) \) and \( \mathcal{B}((0, \infty)) \) be the Borel \( \sigma \)-fields on \( \mathbb{R} \) and \( (0, \infty) \), respectively.

We now present the concept of Van Hove sequence, which will play an important role in the following.

**Definition 4.** A Van Hove sequence in \( \mathbb{R}^d \) is a sequence \( (V_n)_{n \in \mathbb{N}} \) of bounded measurable subsets of \( \mathbb{R}^d \) satisfying \( V_n \uparrow \mathbb{R}^d \), \( \lim_{n \rightarrow \infty} \lambda(V_n) = \infty \), and \( \lim_{n \rightarrow \infty} \lambda(N(\partial V_n, r))/\lambda(V_n) = 0 \), for all \( r > 0 \).

Note that the assumption “bounded” does not always appear in the definition of a Van Hove sequence. It is worth mentioning that many sequences of bounded measurable subsets of \( \mathbb{R}^d \) are Van Hove sequences. For instance, any sequence \( (V_n)_{n \in \mathbb{N}} \) of compact convex subsets of \( \mathbb{R}^d \) such that \( \lim_{n \rightarrow \infty} s(V_n) = \infty \) is a Van Hove sequence (see, e.g., Lenz and Stollmann, 2005, Lemma 3.11).

3.1 CLT in the general case

In the following, we say that a random field \( \{X(x)\}_{x \in \mathbb{R}^d} \) such that, for all \( x \in \mathbb{R}^d \), \( E[X(x)^2] < \infty \), satisfies the CLT if

\[
\int_{\mathbb{R}^d} |\text{Cov}(X(0), X(x))| \lambda(dx) < \infty,
\] (11)
\[ \sigma^2 = \int_{\mathbb{R}^d} \text{Cov}(X(0), X(x)) \, \lambda(dx) > 0, \quad (12) \]

and, for any Van Hove sequence \((V_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}^d\),
\[ \frac{1}{[\lambda(V_n)]^{1/2}} \int_{V_n} (X(x) - E[X(x)]) \, \lambda(dx) \xrightarrow{d} \mathcal{N}(0, \sigma^2), \quad \text{as } n \to \infty. \quad (13) \]

The main result of this section, stated directly below, gives sufficient conditions such that a function of a stationary max-stable random field satisfies the CLT.

**Theorem 2.** Let \(\{Z(x)\}_{x \in \mathbb{R}^d}\) be a simple, stationary and sample-continuous max-stable random field and \(F\) be a measurable function from \(((0, \infty), \mathcal{B}((0, \infty)))\) to \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\) satisfying
\[ E \left[ |F(Z(0))|^{2+\delta} \right] < \infty, \quad (14) \]
for some \(\delta > 0\) and
\[ \sigma^2 = \int_{\mathbb{R}^d} \text{Cov}(F(Z(0)), F(Z(x))) \, \lambda(dx) > 0. \quad (15) \]

Furthermore, assume that, for all \(h \in \mathbb{Z}^d\),
\[ E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h,h+1]} \{Y(x)\} \right\} \right] \leq K\|h\|^{-b}, \quad (16) \]
for some \(K > 0, b > d \max \{2, (2+\delta)/\delta\}\) and where \(\{Y(x)\}_{x \in \mathbb{R}^d}\) is a spectral random field of \(Z\) (see (12)). Then the random field \(\{X(x)\}_{x \in \mathbb{R}^d} = \{F(Z(x))\}_{x \in \mathbb{R}^d}\) satisfies the CLT.

It should be noted that this result constitutes, in the max-stable case, an extension of Theorem 2.3 in [Dombry and Eyi-Minko (2012)] where the CLT for discrete random fields indexed by \(\mathbb{Z}^d\) is considered. Another connection with [Dombry and Eyi-Minko (2012)] lies in the fact that we take advantage of the upper-bound for the \(\beta\)-mixing coefficient of simple and sample-continuous max-stable random fields established in that paper (Theorem 2.2).

We provide here the structure of the proof in order to convey some of the main ideas. For the detailed proof, we refer the reader to the Appendix. Without loss of generality, we assume that \(E[X(0)] = 0\). The proof is divided into three main parts. The first one is dedicated to the proof of (11). Then, the second and third ones show (13). Let \((V_n)_{n \in \mathbb{N}}\) be a Van Hove sequence in \(\mathbb{R}^d\). In order to prove (13), we take advantage of the fact that, for all \(n \in \mathbb{N}\),
\[ \frac{1}{[\lambda(V_n)]^{1/2}} \int_{V_n} X(x) \, \lambda(dx) = I_{n,1} + I_{n,2}, \quad (17) \]
where
\[ I_{n,1} = \frac{1}{[\lambda(V_n)]^{1/2}} \int_{A_n} X(x) \, \lambda(dx) \quad \text{and} \quad I_{n,2} = \frac{1}{[\lambda(V_n)]^{1/2}} \int_{V_n \setminus A_n} X(x) \, \lambda(dx), \quad (18) \]
with
\[ A_n = \bigcup_{h \in \mathbb{Z}^d : h, h+1 \subset V_n} [h, h+1]. \]
The second part of the proof is devoted to the study of \( (I_{n,1})_{n \in \mathbb{N}} \). For any \( n \in \mathbb{N} \), the domain of the related integral, \( A_n \), consists of the union of all cubes \([h, h+1]^d\), for \( h \in \mathbb{Z} \), which are entirely included in \( V_n \). As will be seen, considering such sets allows to deal with a random field on \( \mathbb{Z}^d \) instead of \( \mathbb{R}^d \). Thus, we show that the assumptions of Theorem 1 (Bolthausen’s theorem) are satisfied, obtaining that

\[
I_{n,1} \xrightarrow{d} \mathcal{N}(0, \sigma^2), \text{ for } n \to \infty.
\]

Finally, the third part concerns the study of \( (I_{n,2})_{n \in \mathbb{N}} \). For any \( n \in \mathbb{N} \), points belonging to the domain of the related integral, \( V_n \setminus A_n \), are at a Euclidean distance not larger than \( \sqrt{d} \) from the boundary of \( V_n \). Hence, using the fact that \( (V_n)_{n \in \mathbb{N}} \) is a Van Hove sequence, we show that \( \lim_{n \to \infty} \text{Var}(I_{n,2}) = 0 \), which allows to obtain (13).

**Remark 1.** It is worth mentioning that the left-hand side of (16) does not depend on the choice of the spectral random field \( Y \). It only depends on the areal extremal coefficient function of \( Z \). Indeed, the same computation as that leading to (11) gives that

\[
\mathbb{E} \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h, h+1]} \{Y(x)\} \right\} \right]
= \theta^Z ([0,1]^d) + \theta^Z ([h, h+1]) - \theta^Z ([0,1]^d \cup [h, h+1]).
\]

(19)

We now provide some insights about (16), which is the main condition in Theorem 2. Using (9), it follows from (19) that, for all \( z > 0 \),

\[
\mathbb{E} \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h, h+1]} \{Y(x)\} \right\} \right]
= -z \log \left( \mathbb{P} \left( \sup_{x \in [0,1]^d} \{Z(x)\} \leq z \right) \right) - z \log \left( \mathbb{P} \left( \sup_{x \in [h, h+1]} \{Z(x)\} \leq z \right) \right)
+ z \log \left( \mathbb{P} \left( \left\{ \sup_{x \in [0,1]^d} \{Z(x)\} \leq z \right\} \cap \left\{ \sup_{x \in [h, h+1]} \{Z(x)\} \leq z \right\} \right) \right)
= z \log \left( \frac{\mathbb{P} \left( \sup_{x \in [0,1]^d} \{Z(x)\} \leq z \right) \cap \left\{ \sup_{x \in [h, h+1]} \{Z(x)\} \leq z \right\}}{\mathbb{P} \left( \sup_{x \in [0,1]^d} \{Z(x)\} \leq z \right) \mathbb{P} \left( \sup_{x \in [h, h+1]} \{Z(x)\} \leq z \right)} \right).
\]

(20)

Therefore, (16) implies that, for all \( z > 0 \),

\[
\lim_{|h| \to \infty} \frac{\mathbb{P} \left( \sup_{x \in [0,1]^d} \{Z(x)\} \leq z \right) \cap \left\{ \sup_{x \in [h, h+1]} \{Z(x)\} \leq z \right\}}{\mathbb{P} \left( \sup_{x \in [0,1]^d} \{Z(x)\} \leq z \right) \mathbb{P} \left( \sup_{x \in [h, h+1]} \{Z(x)\} \leq z \right)} = 1.
\]

(21)

Consequently, (16) appears as a mixing condition. This is confirmed by the following fact. As can be seen in the proof of Theorem 2, (16) entails that, for all \( \mathbf{x} \in \mathbb{R}^d \),

\[
2 - \theta^Z(\{\mathbf{0}, \mathbf{x}\}) \leq K\|\mathbf{x}\|^{-b},
\]

which gives that

\[
\lim_{\|\mathbf{x}\| \to \infty} 2 - \theta^Z(\{\mathbf{0}, \mathbf{x}\}) = 0.
\]

(22)

From Kabluchko and Schlather (2010), Theorem 3.1, and the fact that this result can be extended to random fields on \( \mathbb{R}^d \), \( d > 1 \) (see, e.g., Dombr, 2012, p.20), we know that (22) means that \( Z \) is mixing.
Finally, we have, for all $z > 0$, that

$$
P \left( \left\{ \sup_{x \in [0, 1]^d} \{ Z(x) \} \leq z \right\} \cap \left\{ \sup_{x \in [h, h+1]} \{ Z(x) \} \leq z \right\} \right) = 1 + \frac{E \left[ I \{ \sup_{x \in [0, 1]^d} \{ Z(x) \} \leq z \} \right] - E \left[ I \{ \sup_{x \in [h, h+1]} \{ Z(x) \} \leq z \} \right]}{E \left[ I \{ \sup_{x \in [0, 1]^d} \{ Z(x) \} \leq z \} \right] E \left[ I \{ \sup_{x \in [h, h+1]} \{ Z(x) \} \leq z \} \right]}
$$

Therefore, it follows from (20) and (21) that

$$
E \left[ \min \left\{ \sup_{x \in [0, 1]^d} \{ Y(x) \}, \sup_{x \in [h, h+1]} \{ Y(x) \} \right\} \right] \stackrel{\|h\| \to \infty}{\sim} \frac{\text{Cov} \left( I \{ \sup_{x \in [0, 1]^d} \{ Z(x) \} \leq z \} \right) : I \{ \sup_{x \in [h, h+1]} \{ Z(x) \} \leq z \} \}}{E \left[ I \{ \sup_{x \in [0, 1]^d} \{ Z(x) \} \leq z \} \right] E \left[ I \{ \sup_{x \in [h, h+1]} \{ Z(x) \} \leq z \} \right]}.
$$

Hence, we deduce from (16) that, for all $z > 0$,

$$
\lim_{\|h\| \to \infty} \text{Cov} \left( I \{ \sup_{x \in [0, 1]^d} \{ Z(x) \} \leq z \} \right) : I \{ \sup_{x \in [h, h+1]} \{ Z(x) \} \leq z \} = 0.
$$

In the next proposition, we provide conditions ensuring that (15) is satisfied. Before stating this result, we briefly recall the concept of association which plays an important role for max-stable random vectors.

**Definition 5 (Association).** A random vector $R \in \mathbb{R}^q$, for $q \geq 1$, is said to be associated if $\text{Cov}(g_1(R), g_2(R)) \geq 0$ for all non-decreasing functions $g_i : \mathbb{R}^q \to \mathbb{R}$ such that $\mathbb{E}||g_i(R)|| < \infty$ and $\mathbb{E}||g_i(R)g_2(R)|| < \infty$ $(i = 1, 2)$. Here, the term “non-decreasing” function must be understood in the following sense: for $r_1, r_2 \in \mathbb{R}^q$, $r_1 \leq r_2$ implies $g_i(r_1) \leq g_i(r_2)$ $(i = 1, 2)$, where $r_1 \leq r_2$ is a coordinatewise inequality.

**Proposition 1.** Let $\{ Z(x) \}_{x \in \mathbb{R}^d}$ be a simple, stationary and sample-continuous max-stable random field. For any function $F$ which is measurable from $((0, \infty), \mathcal{B}((0, \infty)))$ to $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$, satisfies (14) and is moreover non-decreasing and non-constant, the random field $\{ X(x) \}_{x \in \mathbb{R}^d} = \{ F(Z(x)) \}_{x \in \mathbb{R}^d}$ satisfies

$$
\sigma^2 = \int_{\mathbb{R}^d} \text{Cov}(X(0), X(x)) \lambda(dx) > 0.
$$

### 3.2 CLT in the case of the Brown-Resnick and Smith random fields

In this section, we show that if $\{ Z(x) \}_{x \in \mathbb{R}^d}$ is the Smith or the Brown-Resnick random field with an appropriate variogram, then the random field $\{ F(Z(x)) \}_{x \in \mathbb{R}^d}$, where $F$ is as in Theorem 2, satisfies the CLT. In order to establish these results, we need the following proposition about the spectral random field of the Brown-Resnick random field.
**Proposition 2.** Let \( \{W(x)\}_{x \in \mathbb{R}^d} \) be a centred Gaussian random field with stationary increments such that \( W(0) = 0 \). Moreover, assume that \( W \) is a.s. bounded on \([0, 1]^d\) and that, for \( h \in \mathbb{Z}^d \),

\[
\sup_{x \in [0,1]^d} \{ \sigma_W^2(h) - \sigma_W^2(x+h) \} = o(\sigma_W^2(h)), \quad (23)
\]

and

\[
\lim_{\|h\| \to \infty} \frac{\sigma_W^2(h)}{\ln(\|h\|)} = \infty. \quad (24)
\]

Then the random field \( Y \) defined by

\[
\{Y(x)\}_{x \in \mathbb{R}^d} = \left\{ \exp \left( W(x) - \frac{\sigma_W^2(x)}{2} \right) \right\}_{x \in \mathbb{R}^d}
\]

satisfies Condition \([16]\) for all \( b > 0 \).

**Proposition 3.** Let \( \{W(x)\}_{x \in \mathbb{R}^d} \) be a centred Gaussian random field with stationary increments such that \( W(0) = 0 \). Moreover, assume that

\[
\sigma_W^2(x) = \eta \|x\|^\alpha, \quad x \in \mathbb{R}^d, \quad (25)
\]

where \( \eta > 0 \) and \( \alpha \in (0, 2] \). Then \( W \) is sample-continuous and the random field \( Y \) defined by

\[
\{Y(x)\}_{x \in \mathbb{R}^d} = \left\{ \exp \left( W(x) - \frac{\sigma_W^2(x)}{2} \right) \right\}_{x \in \mathbb{R}^d}
\]

satisfies Condition \([16]\) for all \( b > 0 \).

**Remark 2.** The field \( W \) in Proposition 2 is a (Lévy) fractional Brownian field with Hurst parameter \( \alpha/2 \in (0,1] \); see, e.g., [Biermé (2017), Section 1.2.3 and Samorodnitsky and Taqqu (1994)], Example 8.1.3. Its covariances are written

\[
\text{Cov}(W(x), W(y)) = \frac{\eta}{2} \left( \|x\|^{\alpha} + \|y\|^{\alpha} - \|x - y\|^{\alpha} \right), \quad x, y \in \mathbb{R}^d.
\]

Combining Theorem 2 and Proposition 3, we directly obtain the following result.

**Theorem 3.** Let \( \{Z(x)\}_{x \in \mathbb{R}^d} \) be the Brown-Resnick random field associated with the variogram \( \gamma_W(x) = \eta \|x\|^\alpha \), where \( \eta > 0 \) and \( \alpha \in (0, 2] \), and \( F \) be as in Theorem 2. Then \( \{F(Z(x))\}_{x \in \mathbb{R}^d} \) satisfies the CLT.

**Remark 3.** Using Proposition 2 and a very similar proof as that of Theorem 3, we obtain the following result. Let \( \{Z(x)\}_{x \in \mathbb{R}^d} \) be the Brown-Resnick random field built with a random field \( \{W(x)\}_{x \in \mathbb{R}^d} \) which is sample-continuous and whose variogram satisfies

\[
\sup_{x \in [0,1]^d} \{ \gamma_W(h) - \gamma_W(x+h) \} = o(\gamma_W(h)),
\]

and

\[
\lim_{\|h\| \to \infty} \frac{\gamma_W(h)}{\ln(\|h\|)} = \infty.
\]

Moreover, let \( F \) be as in Theorem 2. Then \( \{F(Z(x))\}_{x \in \mathbb{R}^d} \) satisfies the CLT.

Similarly as above, we obtain the following result for the Smith random field.

**Theorem 4.** Let \( \{Z(x)\}_{x \in \mathbb{R}^d} \) be the Smith random field with covariance matrix \( \Sigma \) and \( F \) be as in Theorem 2. Then the random field \( \{F(Z(x))\}_{x \in \mathbb{R}^d} \) satisfies the CLT.
4 Application to risk assessment

If the random field \( \{X(x)\}_{x \in \mathbb{R}^2} \) is a model for the cost field (e.g., the economic cost or the cost for an insurance company) due to damaging events having a spatial extent (typically such as weather events), then, as detailed in [Koch, 2017, 2018], the random variable

\[
L_N(V_n) = \frac{1}{\lambda(V_n)} \int_{V_n} X(x) \lambda(dx),
\]

where \( V_n \subseteq \mathbb{R}^2 \), is relevant for risk assessment. It can be interpreted as the loss per surface unit (or, less rigorously, as the loss per insurance policy) over the region \( V_n \). If \( X \) has a first moment and a constant expectation (\( X \) is first-order stationary), then we have that

\[
\frac{1}{[\lambda(V_n)]^{1/2}} \int_{V_n} (X(x) - \mathbb{E}[X(x)]) \lambda(dx) = \frac{1}{[\lambda(V_n)]^{1/2}} \int_{V_n} X(x) \lambda(dx) - [\lambda(V_n)]^{1/2} \mathbb{E}[X(0)]
\]

\[
= [\lambda(V_n)]^{1/2}(L_N(V_n) - \mathbb{E}[X(0)]).
\]

(26)

Hence, the asymptotic (when \( V_n \uparrow \mathbb{R}^2 \)) probabilistic behaviour of \( L_N(V_n) \) can be derived from that of the left-hand side of (25), quantity which appears in the CLT for the random field \( X \), provided it exists. This explains the usefulness of a CLT in a risk assessment context.

As a short application, we now consider an insurance company called Ins. We assume that, during year \( n \), Ins only covers the totality of the risk associated with a specified hazard over a whole continuous region, denoted by \( V_n \) and referred to as the domain of Ins in the following. Moreover, let us assume that each insurance policy has a deductible \( v > 0 \). Suppose that the process of the cost due to the mentioned hazard during a specified period (say one year) is given by a stationary and sample-continuous max-stable random field \( \{Z_G(x)\}_{x \in \mathbb{R}^2} \) having standard Gumbel margins, i.e. such that, for all \( x \in \mathbb{R}^2 \),

\[
\mathbb{P}(Z_G(x) \leq z) = \exp(-\exp(-z)), \quad z \in \mathbb{R}.
\]

On the region \( V_n \), this cost field is related to policies covered by Ins only. Thus, the normalized loss for Ins is given by

\[
L_N(V_n) = \frac{1}{\lambda(V_n)} \int_{V_n} \left( Z_G(x) - v \right) 1_{\{Z_G(x) > v\}} \lambda(dx).
\]

Now, observe that \( \{Z_G(x)\}_{x \in \mathbb{R}^2} = \{\ln(Z(x))\}_{x \in \mathbb{R}^2} \) for a simple, stationary and sample-continuous max-stable random field \( \{Z(x)\}_{x \in \mathbb{R}^2} \). Hence, denoting \( u = \exp(v) \), we have that

\[
L_N(V_n) = \frac{1}{\lambda(V_n)} \int_{V_n} F(Z(x)) \lambda(dx),
\]

where the function \( F \) is defined by \( F(z) = \ln(z/u) \mathbb{1}_{\{z > u\}} \), \( z > 0 \). It is clear that \( F \) is measurable from \( ((0, \infty), \mathcal{B}((0, \infty))) \) to \( (\mathbb{R}, \mathcal{B}(\mathbb{R})) \). Moreover, by construction, the random field \( \{\ln(Z(x))\}_{x \in \mathbb{R}^2} \) has Gumbel margins. Hence, for all \( \delta > 0 \), we have that

\[
\mathbb{E}[|F(Z(0))|^{2+\delta}] < \infty.
\]

In addition, \( F \) is non-constant and non-decreasing and, thus, we deduce from Proposition 1 that (13) is satisfied. Let us choose a \( \delta > 0 \) and assume that \( Z \) satisfies (16). Furthermore, assume that the sequence of domains (over the years) of Ins, \( (V_n)_{n \in \mathbb{N}}, \) is a Van Hove sequence in \( \mathbb{R}^2 \). Then, applying Theorem 2 and using (26), we obtain that

\[
[\lambda(V_n)]^{1/2}(L_N(V_n) - \mathbb{E}[F(Z(0))]) \xrightarrow{d} \mathcal{N}(0, \sigma^2), \quad as \ n \to \infty.
\]

(27)
This gives the asymptotic probabilistic behaviour of the normalized loss suffered by Ins. If the sequence \((V_n)_{n \in \mathbb{N}}\) is constant (i.e., if Ins does not plan to extend its domain) but the region \(V_n\) is large enough, (27) provides an approximation of the distribution of \(L_N(V_n)\):

\[
L_N(V_n) \approx \mathcal{N}\left(\mathbb{E}[F(Z(0))], \frac{\sigma^2}{\lambda(V_n)}\right),
\]

where \(\approx\) means “approximately follows”. If \(V_n\) increases in the Van Hove sense (e.g., if Ins extends its domain), (27) for instance gives insights about how the Value-at-Risk of \(L_N(V_n)\) evolves. This is related to the axiom of asymptotic spatial homogeneity of order \(-\alpha\), see Koch (2017, 2018).

5 Conclusion

We have shown a general CLT for functions of stationary max-stable random fields on \(\mathbb{R}^d\). Moreover, we have seen that appropriate functions of the Brown-Resnick random field with a power variogram and the Smith random field satisfy the CLT. As briefly discussed, such results can be useful in a risk assessment context. Moreover, this paper proposes a new contribution to the limited literature about CLT for random fields on \(\mathbb{R}^d\). Future work might consist in relaxing the sample-continuity and stationarity assumptions on the max-stable random field \(Z\) as well as letting the function \(F\) depend on the location \(x\) (with the notations of Theorem 2).
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A Appendix: Proofs

A.1 For Theorem 2

Proof. Part 1: Proof of (11)

Using (11) and the stationarity of \(X\) (by stationarity of \(Z\)), we have, for all \(x \in \mathbb{R}^d\),

\[
\mathbb{E}\left[|X(x)|^{2+\delta}\right] < \infty.
\]

Hence, Davydov’s inequality (Davydov, 1968, Equation (2.2); Ivanov and Leonenko, 1989, Lemma 1.6.2) gives that

\[
|\text{Cov}(X(0), X(x))| \leq 10 \left[\alpha^X\left(\{0\}, \{x\}\right)\right]^{\frac{2}{2+\delta}} \left(\mathbb{E}\left[|X(0)|^{2+\delta}\right]\right)^{\frac{1}{2+\delta}} \left(\mathbb{E}\left[|X(x)|^{2+\delta}\right]\right)^{\frac{1}{2+\delta}}.
\]

(28)

For all \(x \in \mathbb{R}^d\), since \(F\) is Borel-measurable, \(X(x) = F(Z(x))\) is \(\mathcal{F}_{\{x\}}^Z\)-measurable. Hence, \(\mathcal{F}_{\{x\}}^X \subset \mathcal{F}_{\{x\}}^Z\), which gives that, for all \(x \in \mathbb{R}^d\),

\[
\alpha^X\left(\{0\}, \{x\}\right) \leq \alpha^Z\left(\{0\}, \{x\}\right).
\]

(29)
Moreover, using (2) and Corollary 2.2 in Dombry and Eyi-Minko (2012), we obtain that, for all $x \in \mathbb{R}^d$,
\[
\alpha^Z(\{0\}, \{x\}) \leq 2[2 - \theta^Z(\{0, x\})].
\] (30)

Therefore, the combination of (29) and (30) gives that
\[
\alpha^X(\{0\}, \{x\}) \leq 2[2 - \theta^Z(\{0, x\})].
\]

Hence, (28) and the stationarity of $X$ give that
\[
|\text{Cov}(X(0), X(x))| \leq 2 \frac{\pi}{4}\sqrt{10} (E[|X(0)|^{2+\delta}])^{\frac{\delta}{2+\delta}} [2 - \theta^Z(\{0, x\})]^{\frac{\delta}{2+\delta}}. \] (31)

Now, it follows from (10) that $\theta^Z(\{0, x\}) = E[\max\{Y(0), Y(x)\}]$. Thus, using the facts that, for all $x \in \mathbb{R}^d$, $E[Y(x)] = 1$, and, for all $a, b \in \mathbb{R}$, $a + b - \max\{a, b\} = \min\{a, b\}$, as well as the linearity of the expectation and (10), we have that
\[
2 - \theta^Z(\{0, x\}) = E[Y(0) + Y(x) - \max\{Y(0), Y(x)\}]
= E[\min\{Y(0), Y(x)\}]
\leq E \left[ \min \left\{ \sup_{y \in [0,1]^d} \{Y(y)\}, \sup_{y \in [x,x+1]} \{Y(y)\} \right\} \right]
\leq K \|x\|^{-b}.
\]

As for all $x \in \mathbb{R}^d$, $\theta^Z(\{0, x\}) \leq 2$, and $b > (2+\delta)/\delta$, this directly implies that
\[
\int_{\mathbb{R}^d} [2 - \theta^Z(\{0, x\})]^{\frac{\delta}{2+\delta}} \lambda(dx) < \infty.
\]

Finally, we obtain, using (11) and (31), that
\[
\int_{\mathbb{R}^d} |\text{Cov}(X(0), X(x))| \lambda(dx) = K_1 < \infty, \] (32)
which shows (11).

**Part 2: Study of $(I_n)_{n \in \mathbb{N}}$**

Introducing the random field
\[
\tilde{X}(h) = \int_{[h,h+1]} X(x) \lambda(dx), \quad h \in \mathbb{Z}^d,
\] (33)
we have, for all $n \in \mathbb{N}$, that
\[
\int_{A_n} X(x) \lambda(dx) = \sum_{h \in \Lambda_n} \tilde{X}(h),
\] (34)
where $\Lambda_n = \{h \in \mathbb{Z}^d : [h, h+1] \subset A_n\}$. We will now show that the random field $\{\tilde{X}(h)\}_{h \in \mathbb{Z}^d}$ and the sequence $(\Lambda_n)_{n \in \mathbb{N}}$ satisfy the assumptions of Theorem I (Bolthausen’s theorem). First, note that $\tilde{X}$ is stationary since $X$ is stationary.

As already mentioned, since $F$ is Borel-measurable, we have, for all $x \in \mathbb{R}^d$, that $X(x) = F(Z(x))$ is $F_{\{x\}}^Z$-measurable. Moreover, we know that the integral of measurable
functions is again measurable. Hence, we have that \( \tilde{X}(h) \) is \( \mathcal{F}_{[h,h+1]} \)-measurable. This directly gives that, for all \( h \in \mathbb{Z}^d \),

\[
\mathcal{F}_{\{h\}} \subset \mathcal{F}_{[h,h+1]},
\]

Let \( S \subset \mathbb{Z}^d \). From (35), it follows that

\[
\sigma \left( \bigcup_{h \in S} \mathcal{F}_{\{h\}} \right) \subset \sigma \left( \bigcup_{h \in S} \mathcal{F}_{[h,h+1]} \right).
\]

Additionally, it is easily shown that

\[
\sigma \left( \bigcup_{h \in S} \mathcal{F}_{\{h\}} \right) = \mathcal{F}_{S}^{\tilde{X}} \quad \text{and} \quad \sigma \left( \bigcup_{h \in S} \mathcal{F}_{[h,h+1]} \right) = \mathcal{F}_{\bigcup_{h \in S} [h,h+1]}^{\tilde{Z}};
\]

which yield, using (36), that

\[
\mathcal{F}_{S}^{\tilde{X}} \subset \mathcal{F}_{\bigcup_{h \in S} [h,h+1]}^{\tilde{Z}}.
\]

Thus, using (1) and (37), we obtain that, for all \( S_1, S_2 \) disjoint subsets of \( \mathbb{Z}^d \),

\[
\beta^{\tilde{X}}(S_1, S_2) \leq \beta^{\tilde{Z}} \left( \bigcup_{h_1 \in S_1} [h_1, h_1 + 1], \bigcup_{h_2 \in S_2} [h_2, h_2 + 1] \right).
\]

Now, \(( [h_1, h_1 + 1] )_{h_1 \in S_1} \) and \(( [h_2, h_2 + 1] )_{h_2 \in S_2} \) are countable families of compact subsets of \( \mathbb{R}^d \). Therefore, as \( Z \) is a simple and sample-continuous max-stable random field on \( \mathbb{R}^d \), we can apply Theorem 2.2 in Dombry and Eyi-Minkd (2012). The first point gives that, for any compact \( S \subset \mathbb{R}^d \), the quantity \( C^{Z}(S) = \mathbb{E} \left[ \sup_{x \in S} \{ Z(x)^{-1} \} \right] \) is finite. Moreover, the third point yields that, for all \( S_1, S_2 \) disjoint subsets of \( \mathbb{Z}^d \),

\[
\beta^{Z} \left( \bigcup_{h_1 \in S_1} [h_1, h_1 + 1], \bigcup_{h_2 \in S_2} [h_2, h_2 + 1] \right) \leq 2 \sum_{h_1 \in S_1} \sum_{h_2 \in S_2} \left[ C^{Z}([h_1, h_1 + 1]) + C^{Z}([h_2, h_2 + 1]) \right] \left[ \theta^{Z}([h_1, h_1 + 1]) + \theta^{Z}([h_2, h_2 + 1]) - \theta^{Z}([h_1, h_1 + 1] \cup [h_2, h_2 + 1]) \right].
\]

Let us introduce \( K_2 = C^{Z}([0, 1]^d) \). By stationarity of \( Z \), we have that, for all \( h \in \mathbb{Z}^d \),

\[
C^{Z}([h, h + 1]) = K_2.
\]

Furthermore, let \( Y \) be a spectral random field of \( Z \). Using the stationarity of \( Z \), (10), the linearity of the expectation and the fact that, for all \( a, b \in \mathbb{R}, a + b - \max\{a, b\} = \min\{a, b\} \),
we have that
\[
\theta^Z([h_1, h_1 + 1]) + \theta^Z([h_2, h_2 + 1]) - \theta^Z([h_1, h_1 + 1] \cup [h_2, h_2 + 1])
\]
\[
= \theta^Z([0, 1]^d) + \theta^Z([h_2 - h_1, h_2 - h_1 + 1]) - \theta^Z([0, 1]^d \cup [h_2 - h_1, h_2 - h_1 + 1])
\]
\[
= E \left[ \sup_{x \in [0,1]^d} \{Y(x)\} + \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} - \sup_{x \in [0,1]^d \cup [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right]
\]
\[
= E \left[ \sup_{x \in [0,1]^d} \{Y(x)\} + \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} - \max \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right\} \right]
\]
\[
= E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right\} \right]. \tag{41}
\]

Finally, combining (38), (39), (40) and (41), we obtain, for all \( S_1, S_2 \) disjoint subsets of \( Z^d \), that
\[
\beta^X(S_1, S_2) \leq 4K_2 \sum_{h_1 \in S_1} \sum_{h_2 \in S_2} E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right\} \right]. \tag{42}
\]

Now, we show that (4), (5) and (6) are satisfied. Using (2) and (3), we obtain, for all \( m \geq 1 \) and \( k, l \in \mathbb{N} \cup \{\infty\} \), that
\[
\alpha^X_{kl}(m) \leq \frac{1}{2} \sup \left\{ \beta^X(S_1, S_2) : S_1, S_2 \subset Z^d, \ |S_1| \leq k, |S_2| \leq l, \ d(S_1, S_2) \geq m \right\}. \tag{43}
\]

Let \( S_1 \) and \( S_2 \) be subsets of \( Z^d \) such that \( |S_1| \leq k, |S_2| \leq l \) and \( d(S_1, S_2) \geq m \), where \( k, l \in \mathbb{N} \) and \( m \geq 1 \). We have that
\[
\beta^X(S_1, S_2) \leq 4K_2 kl \max_{h_1 \in S_1, h_2 \in S_2} \left\{ E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right\} \right] \right\}.
\]
Since \( d(S_1, S_2) \geq m \), we have, for all \( h_1 \in S_1 \) and \( h_2 \in S_2 \), that \( \|h_2 - h_1\| \geq m \). Thus, using (15), we obtain that
\[
\beta^X(S_1, S_2) \leq 4K_2 kl m^{-b}.
\]
Therefore, using (43), for all \( m \geq 1 \) and \( k, l \in \mathbb{N} \), we have that
\[
\alpha^X_{kl}(m) \leq 2K_2 kl m^{-b}. \tag{44}
\]
Hence, since \( b > 2d \), we obtain, for all \( k, l \geq 1 \), that
\[
m^{d-1} \alpha^X_{kl}(m) \leq 2K_2 kl m^{-(1+d)},
\]
which immediately gives, since \( d > 0 \) and \( \alpha \)-mixing coefficients are non-negative, that
\[
\sum_{m=1}^{\infty} m^{d-1} \alpha^X_{kl}(m) < \infty.
\]
Thus, (1) is satisfied.
Let $S_1$ and $S_2$ be subsets of $\mathbb{Z}^d$ such that $|S_1| \leq k$, $|S_2| \leq l$ and $d(S_1, S_2) \geq m$, where $k \in \mathbb{N}$, $l = \infty$ and $m \geq 1$. As $Y$ is positive, it is clear that, for all $h_1, h_2 \in \mathbb{Z}^d$,

$$E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right\} \right] \geq 0.$$  

Hence, (12) gives that

$$b\tilde{X}(S_1, S_2) \leq 4K_2 \sum_{h_1 \in S_1} \sum_{h_2 \in \mathbb{Z}^d : |h_2-h_1| \geq m} E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [h_2-h_1, h_2-h_1+1]} \{Y(x)\} \right\} \right].$$

If follows from (16) that

$$\beta \tilde{X}(S_1, S_2) \leq 4K_2k \sum_{h \in \mathbb{Z}^d : \|h\| \geq m} \|h\|^{-b}.$$  

Consequently, (13) gives that

$$\alpha_{1,\infty}(m) \leq 2K_2k \sum_{h \in \mathbb{Z}^d : \|h\| \geq m} \|h\|^{-b}. $$

Since $b > 2d$ and $\alpha$-mixing coefficients are non-negative, we easily obtain that $\alpha_{1,\infty}(m) = o(m^{-d})$ and hence that (5) is satisfied.

Using Hölder’s inequality and the fact that $\lambda([0,1]^d) = 1$, we have that

$$\left| \int_{[0,1]^d} X(x) \lambda(dx) \right| \leq \left( \int_{[0,1]^d} |X(x)|^{2+\delta} \lambda(dx) \right)^{\frac{1}{1+\delta}} \left( \int_{[0,1]^d} 1^{\frac{2}{1+\delta}} \lambda(dx) \right)^{\frac{1}{1+\delta}}$$

$$= \left( \int_{[0,1]^d} |X(x)|^{2+\delta} \lambda(dx) \right)^{\frac{1}{1+\delta}}.$$  

Hence, using (53) and taking advantage of the stationarity of $X$, we have that

$$E \left[ |\tilde{X}(0)|^{2+\delta} \right] \leq E \left[ \int_{[0,1]^d} |X(x)|^{2+\delta} \lambda(dx) \right] = \int_{[0,1]^d} E \left[ |X(x)|^{2+\delta} \right] \lambda(dx) = E \left[ |X(0)|^{2+\delta} \right].$$

Thus, using (14), we obtain that $E \left[ |\tilde{X}(0)|^{2+\delta} \right] < \infty$. Using (14), we obtain that

$$m^{d-1} \left( \alpha_{11}^X(m) \right)^{\frac{d}{2+\delta}} \leq m^{d-1} (2K_2)^{d+\delta} m^{-\frac{bd}{2+\delta}} = (2K_2)^{\frac{d}{2+\delta}} m^{d-1} \frac{b}{2+\delta}. $$

Since $b > d(2+\delta)/\delta$, we have that $d - 1 - b\delta/(2+\delta) < -1$. Therefore, since $\alpha$-mixing coefficients are non-negative, this yields

$$\sum_{m=1}^{\infty} m^{d-1} \left( \alpha_{11}^X(m) \right)^{\frac{d}{2+\delta}} < \infty.$$  

Hence, (6) is satisfied.
Now, we recall that \( \Lambda_n = \{ h \in \mathbb{Z}^d : [h, h+1] \subset A_n \} \), where

\[
A_n = \bigcup_{h \in \mathbb{Z}^d : [h, h+1] \subset V_n} [h, h+1].
\]

Since, for any \( n \in \mathbb{N} \), \( A_n \) is a bounded subset of \( \mathbb{R}^d \) (as a subset of \( V_n \) which is bounded), and, by definition, \( \Lambda_n \subset A_n \), we have that \( \Lambda_n \) is a finite subset of \( \mathbb{Z}^d \). Moreover, as \( (V_n)_{n \in \mathbb{N}} \) is a Van Hove sequence, we have, for all \( n \in \mathbb{N} \), that \( V_n \subset V_{n+1} \). This directly implies that \( A_n \subset A_{n+1} \) and thus that \( \Lambda_n \subset \Lambda_{n+1} \). Furthermore, by definition, we know that \( \lim_{n \to \infty} V_n = \mathbb{R}^d \). Hence, since, for all \( n \in \mathbb{N} \) and \( x \in \partial A_n \), \( \text{dist}(x, \partial V_n) \leq \sqrt{d} \), we obtain that \( \lim_{n \to \infty} A_n = \mathbb{R}^d \). Therefore, \( \lim_{n \to \infty} \Lambda_n = \mathbb{Z}^d \). Hence, \( (\Lambda_n)_{n \in \mathbb{N}} \) is a sequence of finite subsets of \( \mathbb{Z}^d \) which increases to \( \mathbb{Z}^d \). Furthermore, we have that, for all \( n \in \mathbb{N} \),

\[
V_n \setminus A_n \subset \mathbb{R} \left( \partial V_n, \sqrt{d} \right).
\]

Hence, \( \lambda(V_n \setminus A_n) \leq \lambda \left( N \left( \partial V_n, \sqrt{d} \right) \right) \), which gives, since \( (V_n)_{n \in \mathbb{N}} \) is a Van Hove sequence, that

\[
\lim_{n \to \infty} \frac{\lambda(V_n \setminus A_n)}{\lambda(V_n)} = 0.
\]

Since \( \lambda(A_n) = \lambda(V_n) - \lambda(V_n \setminus A_n) \), we have that

\[
\frac{\lambda(A_n)}{\lambda(V_n)} = 1 - \frac{\lambda(V_n \setminus A_n)}{\lambda(V_n)}.
\]

Thus, using (46), we obtain that

\[
\lim_{n \to \infty} \frac{\lambda(A_n)}{\lambda(V_n)} = 1.
\]

Moreover, since, for all \( h \in \mathbb{Z}^d \), \( \lambda([h, h+1]) = 1 \), we obtain that, for all \( n \in \mathbb{N} \),

\[
|\Lambda_n| = \lambda(A_n).
\]

For the same reason, we have, for all \( n \in \mathbb{N} \), that \( |\partial \Lambda_n| \leq \lambda \left( N \left( \partial A_n, \sqrt{d} \right) \right) \). Additionally, as \( \text{dist}(\partial V_n, \partial A_n) \leq \sqrt{d} \), we obtain that \( N \left( \partial A_n, \sqrt{d} \right) \subset N \left( \partial V_n, 2\sqrt{d} \right) \). Hence, we have, for all \( n \in \mathbb{N} \), that \( |\partial \Lambda_n| \leq \lambda \left( N \left( \partial V_n, 2\sqrt{d} \right) \right) \). Therefore, using (48), it follows that

\[
\frac{|\partial \Lambda_n|}{|\Lambda_n|} = \frac{|\partial \Lambda_n|}{\lambda(V_n)} \frac{\lambda(V_n)}{\lambda(A_n)} \leq \frac{\lambda \left( N \left( \partial V_n, 2\sqrt{d} \right) \right)}{\lambda(V_n)} \frac{\lambda(V_n)}{\lambda(A_n)}.
\]

Consequently, using (47) and the fact that \( (V_n)_{n \in \mathbb{N}} \) is a Van Hove sequence, we obtain that \( \lim_{n \to \infty} |\partial \Lambda_n|/|\Lambda_n| = 0 \). To summarize, we have that \( (\Lambda_n)_{n \in \mathbb{N}} \) is a sequence of finite subsets of \( \mathbb{Z}^d \) which increases to \( \mathbb{Z}^d \) and such that \( \lim_{n \to \infty} |\partial \Lambda_n|/|\Lambda_n| = 0 \).

Thus, Theorem 4 gives that \( \sum_{h \in \mathbb{Z}^d} \left| \text{Cov} \left( \tilde{X}(0), \tilde{X}(h) \right) \right| < \infty \). We introduce \( \sigma_1^2 = \sum_{h \in \mathbb{Z}^d} \text{Cov} \left( \tilde{X}(0), \tilde{X}(h) \right) \). Using the fact that the covariance is bilinear, the stationarity
of $X$ and the definition of $\sigma^2$ in (12), we have that

$$\sigma^2 = \int_{[0,1]^d} \left( \sum_{h \in \mathbb{Z}^d} \int_{[h,h+1]} \text{Cov}(X(x), X(y)) \lambda(dy) \right) \lambda(dx)$$

$$= \int_{[0,1]^d} \left( \int_{\mathbb{R}^d} \text{Cov}(X(x), X(y)) \lambda(dy) \right) \lambda(dx)$$

$$= \int_{[0,1]^d} \left( \int_{\mathbb{R}^d} \text{Cov}(X(0), X(y-x)) \lambda(dy) \right) \lambda(dx)$$

$$= \sigma^2. \tag{49}$$

Consequently, it follows from (15) that $\sigma^2 > 0$. Hence, Theorem 1 yields that

$$\frac{1}{|\Lambda_n|^{\frac{1}{2}}} \sum_{h \in \Lambda_n} \tilde{X}(h) \overset{d}{\rightarrow} \mathcal{N}(0, \sigma^2). \tag{50}$$

Finally, combining (18), (34), (48), (49) and (50), we obtain that

$$\left( \frac{\lambda(V_n)}{\lambda(\Lambda_n)} \right)^{\frac{1}{2}} I_{n,1} \overset{d}{\rightarrow} \mathcal{N}(0, \sigma^2), \text{ for } n \to \infty. \tag{51}$$

Hence, at last, using (47), Slutsky’s theorem yields that

$$I_{n,1} \overset{d}{\rightarrow} \mathcal{N}(0, \sigma^2), \text{ for } n \to \infty. \tag{51}$$

**Part 3: Study of $(I_{n,2})_{n \in \mathbb{N}}$**

We now focus on the second term in (17), i.e. $I_{n,2}$. Using (15), the stationarity of $X$ and (32), we obtain that, for all $n \in \mathbb{N},$

$$\text{Var}(I_{n,2}) = \frac{1}{\lambda(V_n)} \text{Var} \left( \int_{V_n \setminus A_n} X(x) \lambda(dx) \right)$$

$$= \frac{1}{\lambda(V_n)} \int_{V_n \setminus A_n \setminus V_n \setminus A_n} \text{Cov}(X(x), X(y)) \lambda(dx) \lambda(dy)$$

$$\leq \frac{1}{\lambda(V_n)} \int_{\mathbb{R}^d \setminus \partial V_n, \sqrt{d}} \int_{\mathbb{R}^d \setminus \partial V_n, \sqrt{d}} |\text{Cov}(X(x), X(y))| \lambda(dx) \lambda(dy)$$

$$= \frac{1}{\lambda(V_n)} \int_{\mathbb{R}^d \setminus \partial V_n, \sqrt{d}} \left( \int_{\mathbb{R}^d \setminus \partial V_n, \sqrt{d}} |\text{Cov}(X(0), X(y-x))| \lambda(dy) \right) \lambda(dx)$$

$$\leq \frac{\lambda \left( N \left( \partial V_n, \sqrt{d} \right) \right)}{\lambda(V_n)} K_1.$$

Since $(V_n)_{n \in \mathbb{N}}$ is a Van Hove sequence, we have that $\lim_{n \to \infty} \lambda \left( N \left( \partial V_n, \sqrt{d} \right) \right) / \lambda(V_n) = 0$, giving that $\lim_{n \to \infty} \text{Var}(I_{n,2}) = 0$. Since $E[I_{n,2}] = 0$, this shows (using Bienaymé-Tchebychev’s inequality) that $(I_{n,2})_{n \in \mathbb{N}}$ tends towards 0 in probability.

Finally, using (17) and (51) and applying Slutsky’s theorem, we obtain that

$$\frac{1}{|\lambda(V_n)|^{\frac{1}{2}}} \int_{V_n} X(x) \lambda(dx) \overset{d}{\rightarrow} \mathcal{N}(0, \sigma^2), \text{ for } n \to \infty.$$

This completes the proof.
A.2 For Proposition 1

**Proof.** Since the random field $Z$ is max-stable, we know that, for all $x \in \mathbb{R}^d$, the random vector $Z = (Z(0), Z(x))'$ is max-stable and thus max-infinitely divisible. Hence, Proposition 5.29 in Resnick (1987) gives that it is associated. In Definition 5, let us choose $q = 2$ and define $g_1$ and $g_2$ as follows:

$$g_1(z_1, z_2) = F(z_1) \quad \text{and} \quad g_2(z_1, z_2) = F(z_2), \quad z_1, z_2 \in \mathbb{R}.$$

As $F$ is non-decreasing, $g_1$ and $g_2$ are non-decreasing in the sense of Definition 5. Moreover, since $F$ satisfies (14), we have that $E[|F(Z(0))|^2] < \infty$, $E[|F(Z(x))|^2] < \infty$ and, using Cauchy-Schwarz inequality, $E[|F(Z(0))F(Z(x))|] < \infty$. This implies that $E[|g_1(Z)|^2] < \infty$, $E[|g_2(Z)|^2] < \infty$ and $E[|g_1(Z)g_2(Z)|] < \infty$. By definition of association, it follows that, for all $x \in \mathbb{R}^d$, $\text{Cov}(F(Z(0))), F(Z(x))) \geq 0$, i.e.

$$\text{Cov}(X(0), X(x)) \geq 0. \quad (52)$$

Now, since $Z$ is max-stable and $F$ is measurable, non-decreasing and non-constant, we have that

$$\text{Var}(X(0)) > 0. \quad (53)$$

Since $F$ is monotone, the set of points at which $F$ is not continuous, denoted $D_F$, is at most countable. Hence, for all $x_0 \in \mathbb{R}^d$, since $Z(x_0)$ is a continuous random variable (standard Fréchet), we have that $P(Z(x_0) \in D_F) = 0$. Thus, as $Z$ is sample-continuous, $X$ is almost surely (a.s.) continuous at $x_0$, which implies that, for all $x_0 \in \mathbb{R}^d$,

$$P \left( \lim_{x \to x_0} |X(x) - X(x_0)|^2 = 0 \right) = 1. \quad (54)$$

We introduce $\delta_1 = \delta/2$, where $\delta$ appears in (14). Using the well-known fact that, for all $a, b \in \mathbb{R}$ and $p \geq 1$, $|a - b|^p \leq 2^{p-1}(|a|^p + |b|^p)$, we obtain that

$$|X(x) - X(x_0)|^2 \leq 2^{1+\delta}(|X(x)|^{2+\delta} + |X(x_0)|^{2+\delta}).$$

Using the stationarity of $X$ and (14), we obtain, for all $x_0 \in \mathbb{R}^d$, that

$$\sup_{x \in \mathbb{R}^d} \left\{ E \left[ |X(x) - X(x_0)|^2 \right] \right\} \leq 2^{2+\delta} E \left[ X(0)^{2+\delta} \right] < \infty,$$

implying, since $\delta_1 > 0$, that the random field $\{ |X(x) - X(x_0)|^2 \}_{x \in \mathbb{R}^d}$ is uniformly integrable. Consequently, we obtain using (51) that, for all $x_0 \in \mathbb{R}^d$, $\lim_{x \to x_0} E[|X(x) - X(x_0)|^2] = 0$, meaning that $X$ is continuous in quadratic mean. Hence, since $X$ is second-order stationary (since it is strictly stationary and has a second moment), its covariance function, defined by $\text{Cov}_X(x) = \text{Cov}(X(0), X(x))$, $x \in \mathbb{R}^d$, is continuous at the origin. Hence, there exists $\xi > 0$ such that, for all $x \in \mathbb{R}^d$ satisfying $|x| \leq \xi$, $|\text{Cov}(X(0), X(x)) - \text{Var}(X(0))| \leq \text{Var}(X(0))/2$, implying that $\text{Cov}(X(0), X(x)) \geq \text{Var}(X(0))/2$. Thus, using (52), (53) and the fact that $\xi > 0$, we obtain that

$$\sigma^2 \geq \int_{x \in \mathbb{R}^d : |x| \leq \xi} \text{Cov}(X(0), X(x)) \lambda(dx) \geq \lambda \left( \{ x \in \mathbb{R}^d : |x| \leq \xi \} \right) \frac{\text{Var}(X(0))}{2} > 0.$$

This concludes the proof.  \[ \square \]
A.3 For Proposition 2

Proof. We introduce
\[
\nu(h) = E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [0,1]^d} \{Y(x)\} \right\} \right], \quad h \in \mathbb{Z}^d. \quad (55)
\]

Since \(Y\) is positive, we have, for all \(h \in \mathbb{Z}^d\), that
\[
\nu(h) \geq 0. \quad (56)
\]

Moreover, we have, for all \(h \in \mathbb{Z}^d\), that
\[
\nu(h) = E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, \sup_{x \in [0,1]^d} \{Y(x + h)\} \right\} \right]
\quad = E \left[ \min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, Y(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} \right\} \right]. \quad (57)
\]

Let \(\varepsilon\) denote any function from \(\mathbb{Z}^d\) to \((0, \infty)\). We have that
\[
\sup_{x \in [0,1]^d} \{Y(x)\} I_{Y(h) > \varepsilon(h)} + \varepsilon(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} I_{Y(h) \leq \varepsilon(h)}
\quad = \left\{ \begin{array}{l}
\sup_{x \in [0,1]^d} \{Y(x)\} \quad \text{if } Y(h) > \varepsilon(h), \\
\varepsilon(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} \quad \text{if } Y(h) \leq \varepsilon(h),
\end{array} \right.
\]
yielding, since \(Y\) is positive, that
\[
\min \left\{ \sup_{x \in [0,1]^d} \{Y(x)\}, Y(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} \right\}
\quad \leq \sup_{x \in [0,1]^d} \{Y(x)\} I_{Y(h) > \varepsilon(h)} + \varepsilon(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} I_{Y(h) \leq \varepsilon(h)}. \quad (58)
\]

We obtain, using (57), (58) and Cauchy-Schwarz inequality, that, for all \(h \in \mathbb{Z}^d\),
\[
\nu(h) \leq E \left[ \sup_{x \in [0,1]^d} \{Y(x)\} I_{Y(h) > \varepsilon(h)} \right] + \varepsilon(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} I_{Y(h) \leq \varepsilon(h)}
\quad \leq E \left[ \sup_{x \in [0,1]^d} \{Y(x)\} I_{Y(h) > \varepsilon(h)} \right] + E \left[ \varepsilon(h) \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} I_{Y(h) \leq \varepsilon(h)} \right]
\quad \leq E \left[ \sup_{x \in [0,1]^d} \{Y^2(x)\} \right]^{\frac{1}{2}} E \left[ Y(h) > \varepsilon(h) \right]^{\frac{1}{2}} + \varepsilon(h) E \left[ \sup_{x \in [0,1]^d} \left\{ \frac{Y(x + h)}{Y(h)} \right\} \right]. \quad (59)
\]

Since \(W\) is a Gaussian random field, we have that
\[
P(Y(h) > \varepsilon(h)) = P \left( W(h) > \frac{\sigma_W^2(h)}{2} + \log(\varepsilon(h)) \right) = \Phi \left( \frac{\sigma_W^2(h)}{2} + \log(\varepsilon(h)) \right), \quad (60)
\]
where $\Phi = 1 - \Phi$ with $\Phi$ being the standard Gaussian distribution function. Now, for all $\mathbf{h} \in \mathbb{Z}^d$ and $\mathbf{x} \in [0, 1]^d$, we have that

$$
\frac{Y(\mathbf{x} + \mathbf{h})}{Y(\mathbf{h})} = \exp \left( W(\mathbf{x} + \mathbf{h}) - W(\mathbf{h}) - \frac{\sigma_W^2(\mathbf{x} + \mathbf{h}) - \sigma_W^2(\mathbf{h})}{2} \right).
$$

Hence, since $W$ has stationary increments, we obtain that, for all $\mathbf{h} \in \mathbb{Z}^d$,

$$
\left\{ \frac{Y(\mathbf{x} + \mathbf{h})}{Y(\mathbf{h})} \right\}_{\mathbf{x} \in \mathbb{R}^d} \overset{d}{=} \left\{ \exp \left( W(\mathbf{x}) - \frac{\sigma_W^2(\mathbf{x})}{2} \right) \exp \left( \frac{\sigma_W^2(\mathbf{x}) + \sigma_W^2(\mathbf{h}) - \sigma_W^2(\mathbf{x} + \mathbf{h})}{2} \right) \right\}_{\mathbf{x} \in \mathbb{R}^d},
$$

which yields

$$
\left\{ \frac{Y(\mathbf{x} + \mathbf{h})}{Y(\mathbf{h})} \right\}_{\mathbf{x} \in \mathbb{R}^d} \overset{d}{=} \left\{ \exp \left( W(\mathbf{x}) - \frac{\sigma_W^2(\mathbf{x})}{2} \right) \right\}_{\mathbf{x} \in \mathbb{R}^d}.
$$

Now, we show that $E \left[ \sup_{\mathbf{x} \in [0, 1]^d} \{ Y(\mathbf{x}) \} \right] < \infty$. Using the fact that the exponential function is increasing, we have that

$$
E \left[ \sup_{\mathbf{x} \in [0, 1]^d} \{ Y(\mathbf{x}) \} \right] = E \left[ \exp \left( \sup_{\mathbf{x} \in [0, 1]^d} \left\{ W(\mathbf{x}) - \frac{\sigma_W^2(\mathbf{x})}{2} \right\} \right) \right] \leq E \left[ \exp \left( \sup_{\mathbf{x} \in [0, 1]^d} \{ W(\mathbf{x}) \} \right) \right].
$$

As $W$ is a centered Gaussian random field which is a.s. bounded on $[0, 1]^d$, Theorem 2.1.2 in Adler and Taylor (2007) yields that $\sup_{\mathbf{x} \in [0, 1]^d} \{ E \left[ (W(\mathbf{x}))^2 \right] \} < \infty$. Hence, let us introduce

$$
\tau = \sup_{\mathbf{x} \in [0, 1]^d} \{ E \left[ (W(\mathbf{x}))^2 \right] \}.
$$

It is clear that $\tau > 0$. Since $W$ is a centered Gaussian random field which is a.s. bounded on $[0, 1]^d$, Theorem 2.1.1 in Adler and Taylor (2007) gives that, for all $u > 0$,

$$
P \left( \sup_{\mathbf{x} \in [0, 1]^d} \{ W(\mathbf{x}) \} > u \right) \leq \exp \left( - \frac{u^2}{2\tau} \right),
$$

which yields, for all $w > 0$, that

$$
P \left( \exp \left( \sup_{\mathbf{x} \in [0, 1]^d} \{ W(\mathbf{x}) \} \right) > w \right) \leq \exp \left( - \frac{\ln^2(w)}{2\tau} \right).
$$

Using (64) and two changes of variable, we obtain that

$$
E \left[ \exp \left( \sup_{\mathbf{x} \in [0, 1]^d} \{ W(\mathbf{x}) \} \right) \right] = \int_0^\infty P \left( \exp \left( \sup_{\mathbf{x} \in [0, 1]^d} \{ W(\mathbf{x}) \} \right) > w \right) \, dw \leq \int_{-\infty}^\infty \exp \left( - \frac{v^2}{2\tau} + v \right) \, dv \leq \exp \left( \frac{\tau}{2} \right) \int_{-\infty}^\infty \exp \left( - \frac{v^2}{2\tau} \right) \, dv_1 < \infty.
$$

Combining (62) and (65), we obtain that $E \left[ \sup_{\mathbf{x} \in [0, 1]^d} \{ Y(\mathbf{x}) \} \right] < \infty$. Very similar arguments yield that $E \left[ \sup_{\mathbf{x} \in [0, 1]^d} \{ Y^2(\mathbf{x}) \} \right] < \infty$. Hence, we introduce

$$
C_1 = E \left[ \sup_{\mathbf{x} \in [0, 1]^d} \{ Y(\mathbf{x}) \} \right] \quad \text{and} \quad C_2 = E \left[ \sup_{\mathbf{x} \in [0, 1]^d} \{ Y^2(\mathbf{x}) \} \right].
$$

(66)
The random fields $Y$ and $Y^2$ being positive, we have $C_1, C_2 > 0$. Furthermore, let

$$\delta(h) = \sup_{x \in [0,1]^d} \left\{ \sigma_W^2(x) + \sigma_W^2(h) - \sigma_W^2(x+h) \right\}, \quad h \in \mathbb{Z}^d. \tag{67}$$

The combination of (59), (60), (61), (66) and (67) gives that, for all $h \in \mathbb{Z}^d$,

$$\nu(h) \leq C_2^\frac{1}{2} \Phi \left( \frac{\sigma_W^2(h)}{4} + \log(\varepsilon(h)) \right) + \varepsilon(h) C_1 \exp \left( \frac{\delta(h)}{2} \right).$$

Let us take $\varepsilon(h) = \exp \left( -\frac{\sigma_W^2(h)}{4} \right), h \in \mathbb{Z}^d$. Hence, we obtain

$$\nu(h) \leq C_2^\frac{1}{2} \Phi \left( \frac{\sigma_W^2(h)}{4} \right) + C_1 \exp \left( \frac{\delta(h)}{2} - \frac{\sigma_W^2(h)}{4} \right). \tag{68}$$

We obtain using (23) that

$$\delta(h) \leq \sup_{x \in [0,1]^d} \{ \sigma_W^2(x) \} + \sup_{x \in [0,1]^d} \{ \sigma_W^2(h) - \sigma_W^2(x + h) \} \leq \sup_{x \in [0,1]^d} \{ \sigma_W^2(x) \} + o(\sigma_W^2(h)).$$

As $W$ is centred, it follows from (63) that $\delta(h) \leq \frac{\tau}{2} + o(\sigma_W^2(h)) - \frac{\sigma_W^2(h)}{4}$.

Therefore, using (63), we obtain, for all $h \in \mathbb{Z}^d$ satisfying $\|h\| \geq A$,

$$\frac{\tau}{2} + o(\sigma_W^2(h)) - \frac{\sigma_W^2(h)}{4} \leq -A_1 \frac{\sigma_W^2(h)}{4}. \tag{69}$$

Now, Mill’s ratio gives that

$$\Phi \left( \frac{\sigma_W^2(h)}{4} \right) \sim \frac{4 \exp \left( -\frac{\sigma_W^2(h)}{32} \right)}{(2\pi)^{\frac{1}{2}} \sigma_W^2(h)}$$

and thus

$$\Phi \left( \frac{\sigma_W^2(h)}{4} \right) \sim \frac{2 \exp \left( -\frac{\sigma_W^2(h)}{64} \right)}{(2\pi)^{\frac{1}{2}} \sigma_W^2(h)}.$$

Hence, we easily obtain that there exists $A_2 > 0$ such that, for all $h \in \mathbb{Z}^d$,

$$\Phi \left( \frac{\sigma_W^2(h)}{4} \right) \leq A_2 \frac{\exp \left( -\frac{\sigma_W^2(h)}{64} \right)}{\sigma_W(h)}. \tag{70}$$

Combining (68), (70) and (71), we obtain that there exists $A_3 > 0$ such that, for all $h \in \mathbb{Z}^d$,

$$\nu(h) \leq A_3 \exp \left( -A_1 \frac{\sigma_W^2(h)}{4} \right). \tag{72}$$
Using (24), we have, for all \( b > 0 \), that
\[
\lim_{\|h\| \to \infty} \frac{\exp\left(-A_1 \frac{\sigma_H^2(h)}{4}\right)}{\|h\|^{-b}} = \lim_{\|h\| \to \infty} \exp\left(-A_1 \frac{\sigma_H^2(h)}{4} + b \ln(\|h\|)\right) = 0,
\]
giving, using (55) and (72), that \( \nu(h) = o(\|h\|^{-b}) \). Thus, for all \( b > 0 \), there exists \( A_4 > 0 \) such that
\[
\nu(h) \leq A_4\|h\|^{-b}. \tag{73}
\]
Finally, combining (55) and (73), we obtain that (16) is satisfied for all \( b > 0 \). \( \square \)

### A.4 For Proposition 3

**Proof.** First, we show that \( W \) is sample-continuous. Since \( W \) is centred and has stationary increments, it follows from (25) that, for all \( x_1, x_2 \in \mathbb{R}^d \),
\[
E[(W(x_1) - W(x_2))^2] = \text{Var}(W(x_1) - W(x_2)) = \text{Var}(W(x_1 - x_2) - W(0)) = \sigma_W^2(x_1 - x_2) = \eta\|x_2 - x_1\|^\alpha. \tag{74}
\]
Let us take \( C \in (0, \infty) \) and \( \rho > 0 \). As \( \alpha > 0 \), it is well-known that \( \lim_{h \to 0} h^\alpha \log(h)^{1+\rho} = 0 \). Therefore, there exists \( \xi_1 > 0 \) such that, for all \( x_1, x_2 \in \mathbb{R}^d \) satisfying \( \|x_1 - x_2\| < \xi_1 \),
\[
\eta\|x_2 - x_1\|^\alpha \log(\|x_2 - x_1\|)^{1+\rho} \leq C.
\]
This means, using (74), that there exist \( C \in (0, \infty) \) and \( \rho, \xi_1 > 0 \) such that, for all \( x_1, x_2 \in \mathbb{R}^d \) satisfying \( \|x_1 - x_2\| < \xi_1 \),
\[
E[(W(x_1) - W(x_2))^2] \leq \frac{C}{\log(\|x_2 - x_1\|)^{1+\rho}}.
\]
Hence, Theorem 1.4.1 in Adler and Taylor (2007) gives that \( W \) is sample-continuous and a.s. bounded on \([0, 1]^d\).

Second, we prove that the \( \sigma_W^2 \) satisfies (23). It follows from (25), that, for all \( x \in [0, 1]^d \) and \( h \in \mathbb{Z}^d \),
\[
\sigma_W^2(h) - \sigma_W^2(x + h) = \eta (\|h\|^\alpha - \|x + h\|^\alpha), \tag{75}
\]
where \( \eta > 0 \) and \( \alpha \in (0, 2] \). Now, it is well-known that \( \|x + h\| \geq \|h\| - \|x\| \). This gives, for all \( h \in \mathbb{Z}^d \) satisfying \( \|h\| > d^{1/2} \), that
\[
\sup_{x \in [0, 1]^d} \{\|h\|^\alpha - \|x + h\|^\alpha\} \leq \sup_{x \in [0, 1]^d} \{\|h\|^\alpha - (\|h\| - \|x\|)^\alpha\}. \tag{76}
\]
Now, we have, for all \( x \in [0, 1]^d \) and \( h \in \mathbb{Z}^d \) satisfying \( \|h\| > d^{1/2} \), that
\[
(\|h\| - \|x\|)^\alpha = \|h\|^\alpha \left(1 - \frac{\|x\|}{\|h\|}\right)^\alpha.
\]
Hence, using a classical Taylor expansion, we obtain that
\[
\|h\|^\alpha - (\|h\| - \|x\|)^\alpha \|h\| \to \infty \alpha\|x\|\|h\|^\alpha - o\left(\|x\|^2\|h\|^\alpha - 2\right).
\]

Therefore, there exists \( B > 0 \) such that, for all \( x \in [0, 1]^d \) and \( h \in \mathbb{Z}^d \) satisfying \( \| h \| > d^2 \),
\[
0 \leq \| h \|^\alpha - (\| h \| - \| x \|)^\alpha \leq B \| x \| \| h \|^{\alpha-1}.
\]
Thus, since \( \| x \| \) is bounded on \([0, 1]^d\), we directly obtain that
\[
\sup_{x \in [0, 1]^d} \{ \| h \|^\alpha - (\| h \| - \| x \|)^\alpha \} = o(\| h \|^\alpha).
\]
Now, we have that
\[
\sup_{x \in [0, 1]^d} \{ \| h \|^\alpha - \| x + h \|^\alpha \} \geq 0. \tag{77}
\]
Combining (25), (75), (76) and (77), we obtain
\[
\sup_{x \in [0, 1]^d} \{ \sigma^2_W(h) - \sigma^2_W(x + h) \} = o(\sigma^2_W(h)).
\]
Hence, (23) is satisfied.

Third, it is clear, using (25), that
\[
\lim_{\| h \| \to \infty} \frac{\ln(\| h \|)}{\sigma^2_W(h)} = 0.
\]
Hence, \( \sigma^2_W \) satisfies (24).

Finally, since \( W \) is a.s. bounded on \([0, 1]^d\), Proposition 2 yields that the random field \( Y \) satisfies Condition (16) for all \( b > 0 \). □

### A.5 For Theorem 3

**Proof.** We assume that \( Z \) has been built with a Gaussian random field \( \{ W(x) \}_{x \in \mathbb{R}^d} \) having variogram \( \gamma_W \). We consider the random field \( \{ W_1(x) \}_{x \in \mathbb{R}^d} = \{ W(x) - W(0) \}_{x \in \mathbb{R}^d} \) and we denote by \( Z_1 \) the Brown-Resnick random field built with \( W_1 \). It is clear that \( W_1 \) is a centred Gaussian random field with stationary increments such that \( W_1(0) = 0 \). The random fields \( W \) and \( W_1 \) have the same variogram, and thus the variogram of \( W \) is written \( \gamma_{W_1}(x) = \eta \| x \|^\alpha \), \( x \in \mathbb{R}^d \), where \( \eta > 0 \) and \( \alpha \in (0, 2) \). Now, \( \gamma_{W_1}(x) = \Var(W_1(x) - W_1(0)) = \Var(W_1(x)) = \sigma^2_{W_1}(x) \). Hence, for all \( x \in \mathbb{R}^d \), \( \sigma^2_{W_1}(x) = \eta \| x \|^\alpha \).

Thus, it follows from Proposition 3 that \( W_1 \) is sample-continuous, which directly gives that \( W \) is sample-continuous. Therefore, applying Proposition 13 in Kabluchko et al. (2009), we obtain that \( Z \) and \( Z_1 \) are sample-continuous. As \( W \) and \( W_1 \) have the same variogram, \( Z \) and \( Z_1 \) have the same finite-dimensional distributions. Moreover, since \( Z \) and \( Z_1 \) are sample-continuous, they have the same distribution in the sense of the induced measure on the space of continuous functions from \( \mathbb{R}^d \) to \((0, \infty)\). Consequently, we can assume that \( Z \) has been built with \( W_1 \).

The random field \( Z \) is simple (by definition), stationary (see Kabluchko et al. 2009, Theorem 2) and sample-continuous. Moreover, Proposition 3 gives that the random field \( Y \) defined by
\[
\{ Y(x) \}_{x \in \mathbb{R}^d} = \left\{ \exp \left( W_1(x) - \frac{\sigma^2_{W_1}(x)}{2} \right) \right\}_{x \in \mathbb{R}^d}
\]
satisfies Condition (16) for all \( b > 0 \). Hence, Theorem 2 yields the result. □
A.6 For Theorem 4

Proof. It is known (see, e.g., [Huser and Davison, 2013]) that the Smith random field with covariance matrix $\Sigma$ corresponds to the Brown-Resnick random field associated with the variogram $\gamma(x) = x^\prime \Sigma^{-1} x$, $x \in \mathbb{R}^d$. This variogram can be rewritten as $\gamma(x) = \|x\|_\Sigma^2$, where $\|.\|_\Sigma$ is the norm associated with the inner product induced by the matrix $\Sigma^{-1}$. Let $\{W(x)\}_{x \in \mathbb{R}^d}$ be a centred Gaussian random field with stationary increments such that $W(0) = 0$ and $\sigma_W^2(x) = \gamma(x)$, $x \in \mathbb{R}^d$. Since all norms are equivalent in $\mathbb{R}^d$, there exist $C_3, C_4 > 0$ such that, for all $x \in \mathbb{R}^d$, $C_3 \|x\| \leq \|x\|_\Sigma \leq C_4 \|x\|$. Hence, a hardly modified version of the proof of Proposition 3 leads that $W$ is sample-continuous and that the random field

$$\{Y(x)\}_{x \in \mathbb{R}^d} = \left\{ \exp \left( W(x) - \frac{\sigma_W^2(x)}{2} \right) \right\}_{x \in \mathbb{R}^d}$$

satisfies Condition (16) for all $b > 0$. Then, the same proof as that of Theorem 3 leads to the result. \qed
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