HARMONIC SYMMETRIZATION OF CONVEX SETS AND OF FINSLER STRUCTURES, WITH APPLICATIONS TO HILBERT GEOMETRY

ATHANASE PAPADOPOULOS AND MARC TROYANOV

Abstract. David Hilbert discovered in 1895 an important metric that is canonically associated to an arbitrary convex domain \( \Omega \) in the Euclidean (or projective) space. This metric is known to be Finslerian, and the usual proof of this fact assumes a certain degree of smoothness of the boundary of \( \Omega \), and refers to a theorem by Busemann and Mayer that produces the norm of a tangent vector from the distance function. In this paper, we develop a new approach for the study of the Hilbert metric where no differentiability is assumed. The approach exhibits the Hilbert metric on a domain as a symmetrization of a natural weak metric, known as the Funk metric. The Funk metric is described as a tautological weak Finsler metric, in which the unit ball in each tangent space is naturally identified with the domain \( \Omega \) itself. The Hilbert metric is then identified with the reversible tautological weak Finsler structure on \( \Omega \), and the unit ball of the Hilbert metric at each point is described as the harmonic symmetrization of the unit ball of the Funk metric. Properties of the Hilbert metric then follow from general properties of harmonic symmetrizations of weak Finsler structures.
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1. Introduction

The Hilbert metric is a canonical metric associated to an arbitrary bounded convex domain $\Omega \subset \mathbb{R}^n$. It has been proposed by David Hilbert in 1895 as an example of a metric for which the Euclidean straight lines are shortest geodesic curves. In the special case where $\Omega$ is the unit ball $\mathbb{B}^n \subset \mathbb{R}^n$, this metric had been previously introduced by Felix Klein as a model of the hyperbolic (Lobachevski) space. The Hilbert metric has been very actively studied in recent years under various viewpoints by several authors, see in particular the papers by Colbois, Verovic and Vernicos [11], [29], [12], Försch, Karlsson and Noskov [15], [21], de la Harpe [17], Benoist [11], [2], [3], [4], the thesis of Socié-Méthou [26], [27] and the book by Chern and Shen [10].

To state things more precisely, we briefly recall the definition of the Hilbert metric. Consider two distinct points $x$ and $y$ in the bounded convex domain $\Omega$. The Euclidean line through $x$ and $y$ intersects the boundary of $\Omega$ at two points, which we denote by $a^-$ and $a^+$, in such a way that $a^-, x, y, a^+$ are aligned in that order.

![Figure 1. The points $a^-, x, y, a^+$ used to define the Hilbert distance between $x$ and $y$.](image)

The Hilbert metric $H$ is then defined by the formula

$$H(x, y) = \frac{1}{2} \log \left( \frac{|x - a^+|}{|y - a^-|} \frac{|y - a^-|}{|x - a^-|} \right).$$

The following three basic facts are well known to people familiar with the Hilbert metric:

i) The formula (1) is indeed a metric.

ii) This metric is Finslerian, provided the boundary of $\Omega$ is smooth enough.

iii) The metric is projective, that is, the Euclidean straight lines are geodesic.

These facts are somewhat delicate to prove (the triangle inequality is not so simple to check, see e.g. [19, 20]). The main goal of the present paper is to give a new point of view on these facts and to provide simple proofs of them. We also extend the second property to any convex set, getting rid of any smoothness condition.

To say that the Hilbert metric is Finslerian means that the distance between two points is the infimum of the length of all (piecewise smooth) curves joining these two points, the length of a curve $\gamma : [a, b] \to \Omega$ being defined as

$$\ell(\gamma) = \int_a^b p(\gamma(t), \gamma'(t)) dt.$$
Here $p$ is a continuous function associated to the Finsler structure, which is defined on the tangent bundle of the domain $\Omega$, whose restriction to every fiber is a norm and which is smooth in the complement of the zero section. This function is called the Lagrangian of the Finsler structure.

The usual proof that the Hilbert metric of a smooth convex domain is Finslerian is quite involved. In this proof, one starts from the Busemann-Mayer Theorem \[9\] which gives the Lagrangian of a Finsler structure as an infinitesimal version of the distance. In the case of the Hilbert metric, this theorem says that

$$p(x,\xi) = \lim_{t \to 0} \frac{H(x,\gamma(t))}{t},$$

where $\gamma$ is any $C^1$ curve such that $\gamma(0) = x$ and $\gamma'(t) = \xi$. A calculation gives then

$$p(x,\xi) = \frac{\|\xi\|}{2} \left( \frac{1}{|x-a|} + \frac{1}{|x-b|} \right),$$

where $a$ and $b$ are the intersection points of the line $L$ through $x$ in direction $y$ with $\partial \Omega$. One then computes the length of a segment joining two points $x$ and $y$ using Formula \[2\], and one finds that this length is equal to $H(x,y)$. Finally, one proves that the length of any smooth curve joining $x$ to $y$ does not exceed $H(x,y)$. This is done by a delicate argument where the length of a smooth curve is approximated by that of a polygonal curve. The proof is sketched in \[20\] and given with more details in \[26\].

In the present paper, we approach the Hilbert metric from another point of view, in which this metric appears as a natural reversible tautological weak Finsler structure associated to the convex set $\Omega$. In the spirit of our previous papers \[23, 24\], we first deal with a simpler non-symmetric version of the Hilbert metric (called the Funk weak metric), which appears as the tautological weak Finsler structure on $\Omega$, and we then symmetrize that metric. Our approach has the advantage of making no smoothness assumptions, and no reference to the delicate Busemann-Mayer Theorem. As a side benefit, the proof of the triangle inequality of the Hilbert metric comes for free.

The results of this paper can be considered as a continuation of a program that we started in \[23\], in which we investigate non-symmetric distances and their applications.

We would like to thank the referee for pointing out a number of inaccuracies and mistakes in the original manuscript.

2. Weak metrics and their symmetrization

**Definition 2.1.** A weak metric on a set $X$ is a function $\delta : X \times X \to [0, \infty]$ satisfying

1. $\delta(x,x) = 0$ for all $x$ in $X$;
2. $\delta(x,z) \leq \delta(x,y) + \delta(y,z)$ for all $x$, $y$ and $z$ in $X$.

The weak metric $\delta$ is said to be symmetric if $\delta(x,y) = \delta(y,x)$ for all $x$ and $y$ in $X$, it is said to be finite if $\delta(x,y) < \infty$ for every $x$ and $y$ in $X$, and it is said to be strongly separating if we have the equivalence

$$\min(\delta(x,y), \delta(y,x)) = 0 \iff x = y.$$
Finally, the weak metric $\delta$ is said to be *weakly separating* if we have the equivalence
\[
\max(\delta(x, y), \delta(y, x)) = 0 \iff x = y.
\]
The notion of weak metric goes back to the first half of the last century (see e.g. [15], in which Hausdorff defines asymmetric distances on various sets of subsets of a metric space). Asymmetric metrics were extensively studied by Busemann, cf. [5], [6], [7] & [8].

A simple example of a weak metric is the Minkowski weak metric discussed in the next section, and additional examples are given in the paper [23]. An example that plays a fundamental role in the present paper is the Funk weak metric, which is defined as follows:

**Definition 2.2** (The Funk weak metric). Let $\Omega$ be a nonempty open convex subset of $\mathbb{R}^n$. The *Funk weak metric* of $\Omega$, denoted by $F = F_\Omega$, is the weak metric defined, for $x$ and $y$ in $\Omega$, by the formula
\[
F(x, y) = \begin{cases} 
\log \left| \frac{x - a^+}{y - a^+} \right| & \text{if } x \neq y \text{ and } R(x, y) \not\subset \Omega \\
0 & \text{otherwise.}
\end{cases}
\]

In this definition, $R(x, y) \subset \mathbb{R}^n$ is the ray (i.e. the half-line) with origin $x$ and passing through the point $y$ and $a^+ = R(x, y) \cap \partial \Omega$. The geometry of the Funk weak metric is discussed in [24] and [31]. Note that the classical proof of the triangle inequality for the Funk weak metric is based on a nonobvious geometric argument (see [31]), but in our approach, we prove that the Funk weak metric is weak Finslerian and the triangle inequality comes for free. We shall come back on this at the end of the section 8.

There are several ways to associate a symmetric weak metric to a given weak metric, and we shall use the symmetrization $^s\delta$ of $\delta$ defined by the formula
\[
^s\delta(x, y) = \frac{1}{2} (\delta(x, y) + \delta(y, x))
\]
for $x$ and $y$ in $X$. We shall call $^s\delta$ the *arithmetic symmetrization* of $\delta$.

Although we shall not use this fact in this paper, we note that there are other possible ways to symmetrize a given weak metric. An example is the *max symmetrization*, defined as
\[
M\delta(x, y) = \max\{\delta(x, y), \delta(y, x)\}
\]
for $x$ and $y$ in $X$.

3. The Minkowski weak metric

For $n \geq 0$, let $\Omega \subset \mathbb{R}^n$ be a convex set such that $0 \in \overline{\Omega}$ (the closure of $\Omega$), and let $p : \mathbb{R}^n \to [0, \infty]$ be the function defined by
\[
p(\xi) = \inf\{t > 0 \mid \frac{1}{t} \xi \in \Omega\}.
\]
Note that if the ray $\mathbb{R}_+ \xi$ intersects the boundary $\partial \Omega$, say at a point $a$, then
\[
p(\xi) = \frac{|\xi|}{|a|},
\]
otherwise \( p(\xi) = 0 \). The function \( p \) is called a Minkowski weak norm. Minkowski weak norms (sometimes under different names) are studied in various books, e.g. [13, 22, 28] and [30].

The function \( \delta : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, \infty] \) defined by

\[
\delta(x, y) = p(y - x)
\]

is a weak metric on \( \mathbb{R}^n \). We have the following relations between the properties of the weak metric and the convex set \( \Omega \):

1. \( \delta \) is finite \( \iff \) \( 0 \in \Omega^\circ \) (the interior of \( \Omega \));
2. if \( \Omega = -\Omega \), then \( \delta \) is symmetric;
3. \( \delta \) is strongly separating \( \iff \) \( \Omega \) does not contain any Euclidean ray;
4. \( \delta \) is weakly separating \( \iff \) \( \Omega \) does not contain any Euclidean line.

We shall return to Minkowski weak metrics in \( \S \) 6 below, where we shall investigate their symmetrization. In particular, we shall construct, for each convex set \( \Omega \), a symmetric convex set \( H(\Omega) \) whose associated weak Minkowski metric is the arithmetic symmetrization of the weak metric (4) associated to \( \Omega \).

4. WEAK LENGTH SPACES AND THEIR SYMMETRIZATION

Let \( X \) be a topological space. We shall say that a collection \( \Gamma \) of continuous paths \( \gamma : [a, b] \rightarrow X \), where \([a, b]\) can be any compact interval of \( \mathbb{R} \), is a semigroupoid of paths on \( X \) if the following properties hold:

1. if \( \gamma_1 : [a, b] \rightarrow X \) and \( \gamma_2 : [c, d] \rightarrow X \) satisfy \( \gamma_1(b) = \gamma_2(c) \), then the concatenation \( \gamma_1 \ast \gamma_2 \) is in \( \Gamma \),
2. any constant path belongs to \( \Gamma \).

A typical example of a semigroupoid of paths is given by the set of all piecewise smooth paths in a smooth manifold.

Remarks. In reference to the abstract notion of semigroupoid, it would not be necessary to assume that all constant paths belong to \( \Gamma \), but this hypothesis is convenient and does not reduce the generality of our concepts.

We shall use the following notion:

**Definition 4.1** (weak length structure). Let \( X \) be a topological space and let \( \Gamma \) be a semigroupoid of paths on \( X \). A weak length structure on \((X, \Gamma)\) is a function \( \ell : \Gamma \rightarrow [0, \infty] \) such that the following two properties are satisfied:

1. (Additivity.) For every \( \gamma_1 \) and \( \gamma_2 \) in \( \Gamma \), we have \( \ell(\gamma_1 \ast \gamma_2) = \ell(\gamma_1) + \ell(\gamma_2) \).
2. For any constant path \( c \), we have \( \ell(c) = 0 \).
3. (Invariance under reparametrization.) If \([a, b]\) and \([c, d]\) are intervals of \( \mathbb{R} \), if \( \gamma : [a, b] \rightarrow X \) is a path in \( X \) which is in \( \Gamma \) and if \( f : [c, d] \rightarrow [a, b] \) is a continuous surjective nondecreasing map such that \( \gamma \circ f \) is in \( \Gamma \), then \( \ell(\gamma) = \ell(\gamma \circ f) \).

**Definition 4.2.** A weak length space is a triple \((X, \Gamma, \ell)\) where \( X \) is a topological space, \( \Gamma \) is a semigroupoid of paths on \( X \) and \( \ell \) is weak length structure on \((X, \Gamma)\).

Let us give a few additional definitions:

- The weak length structure \( \Gamma \) is separating if \( \ell(\gamma) > 0 \) for any non constant path \( \gamma \) in \( \Gamma \).
The weak length structure $\Gamma$ is said to be reversible if for every $\gamma$ in $\Gamma$ we have $\gamma^{-1} \in \Gamma$ and $\ell(\gamma^{-1}) = \ell(\gamma)$, where $\gamma^{-1}$ is the reverse path of $\gamma$.

Let $(X, \Gamma, \ell)$ be a weak length space such that $\gamma^{-1} \in \Gamma$ for every $\gamma$ in $\Gamma$. Then one defines the arithmetic symmetrization of the weak length structure $\ell$ to be the weak length structure $^s\ell$ on $(X, \Gamma)$ given by

$$^s\ell(\gamma) = \frac{1}{2} (\ell(\gamma^{-1}) + \ell(\gamma)).$$

Given a groupoid of paths $\Gamma$ on a topological space $X$, for $x$ and $y$ in $X$, we let $\Gamma_{x,y} = \{ \gamma \in \Gamma \mid \gamma \text{ joins } x \text{ to } y \}$.

**Lemma 4.3.** Let $(X, \Gamma, \ell)$ be a topological space equipped with a semigroupoid of paths and with a weak length structure. Then the function $\delta_\ell : X \times X \to \mathbb{R}$ defined by

$$(5) \quad \delta_\ell(x, y) = \inf_{\gamma \in \Gamma_{x,y}} \ell(\gamma),$$

is a weak metric on $X$. This weak metric is symmetric if $\ell$ is symmetric. If $\delta_\ell$ is separating, then $\ell$ is separating.

The proof is immediate from the definitions. $\square$

**Definition 4.4.** Let $(X, \Gamma, \ell)$ be a topological space equipped with a semigroupoid of paths and with a weak length structure. The weak metric $\delta_\ell$ defined in (5) is called the weak metric associated to the weak length structure $\ell$. A weak length metric space is a weak metric space obtained from the triple $(X, \Gamma, \ell)$ by equipping $X$ with the associated weak metric $\delta_\ell$.

Given a weak length structure $\ell$ on a pair $(X, \Gamma)$ as above, we can consider, on the one hand, the associated weak metric $\delta_\ell$ and then its arithmetic symmetrization $^s\delta_\ell$, and on the other hand, the arithmetic symmetrization $^s\ell$ and the resulting weak metric $\delta_{^s\ell}$. The two functions $^s\delta_\ell$ and $\delta_{^s\ell}$ defined on $X \times X$ are not necessarily equal, but there is an inequality that is always satisfied, as it is shown in the following:

**Lemma 4.5.** Let $(X, \Gamma, \ell, \delta_\ell)$ be a weak length metric space. Then, we have, for every $x$ and $y$ in $X$,$$
\delta_{^s\ell}(x, y) \geq \delta_{^s}\ell(x, y).
$$

In general, we do not have equality.

**Proof.** For every $\epsilon > 0$, we can find an element $\gamma$ in $\Gamma_{x,y}$ satisfying

$$\delta_{^s\ell}(x, y) \geq ^s\ell(\gamma) - \epsilon = \frac{1}{2} (\ell(\gamma) + \ell(\gamma^{-1})) - \epsilon \geq \frac{1}{2} (\delta_\ell(x, y) + \delta_\ell(y, x)) - \epsilon = \delta_{^s\ell}(x, y) - \epsilon.$$

Since $\epsilon > 0$ is arbitrary, we obtain the required result. $\square$

An example where equality fails in the above Lemma 4.5 is the following:
Example 4.6. Let $X$ be homeomorphic to the circle, equipped with the semigroupoid of all piecewise smooth paths, and let $x$ and $y$ be two distinct points in $X$. Up to reparametrization, there are exactly two injective paths in $X$ joining $x$ to $y$, and we call them respectively the “upper path” and the “lower path”. Likewise, there are two injective paths from $y$ to $x$ (with the same adjectives). We can easily put a weak length space structure $\ell$ on $X$ such that the following properties hold:

- the length of the upper path from $x$ to $y$ is equal to 9;
- the length of the lower path from $x$ to $y$ is equal to 1;
- the length of the upper path from $y$ to $x$ is equal to 1;
- the length of the lower path from $y$ to $x$ is equal to 9.

![Figure 2. The length space used in Example 4.6.](image)

With these conditions, the associated distances satisfy $\delta_\ell(x, y) = 1 = \delta_\ell(y, x)$.

Now consider the symmetrization $s_\ell$ of the length function, and the associated distance function $\delta_{s_\ell}$. The $s_\ell$-length of the four injective paths considered above is equal to 5, and we have $\delta_{s_\ell}(x, y) = 5$, which is not equal to the arithmetic mean of $\delta_\ell(x, y)$ and $\delta_\ell(y, x)$.

There is an important instance where equality holds in Lemma 4.5, and to state it we make the following definition:

Definition 4.7 (Minimal and bi-minimal paths). Let $(X, \Gamma, \ell, \delta_\ell)$ be a weak length metric space. A path $\gamma \in \Gamma_{x,y}$ is said to be minimal if $\gamma^{-1} \in \Gamma_{y,x}$ and if $\ell(\gamma) = \delta_\ell(x, y)$. The path $\gamma$ is said to be bi-minimal if $\gamma$ and $\gamma^{-1}$ are minimal, that is, if $\gamma^{-1} \in \Gamma_{y,x}$, $\ell(\gamma) = \delta_\ell(x, y)$ and $\ell(\gamma^{-1}) = \delta_\ell(y, x)$.

The following proposition will be useful:

Proposition 4.8. Let $(X, \Gamma, \ell, \delta_\ell)$ be a weak length metric space and let $x$ and $y$ be two points in $X$ such that there exists a bi-minimal path $\gamma \in \Gamma_{x,y}$. Then, we have $s_\ell(x, y) = \delta_{s_\ell}(x, y)$.

Proof. Let $\gamma$ be a bi-minimal path from $x$ to $y$. Then,

$$s_\ell(x, y) = \frac{1}{2} (\delta_\ell(x, y) + \delta_\ell(y, x))$$

$$= \frac{1}{2} (\ell(\gamma) + \ell(\gamma^{-1}))$$

$$= \frac{1}{2} \inf \{ \ell(\alpha) + \ell(\alpha^{-1}) \mid \alpha \in \Gamma_{x,y} \}$$

$$= \inf \{ s_\ell(\alpha) \mid \alpha \in \Gamma_{x,y} \}$$

$$= \delta_{s_\ell}(x, y).$$
5. Weak Finsler structures

In the paper [24], we introduced the following definition:

**Definition 5.1.** Let \( M \) be a \( C^1 \) manifold and let \( TM \) be its tangent bundle. A weak Finsler structure on \( M \) is a subset \( \tilde{\Omega} \subset TM \) such that for each \( x \) in \( M \), the subset \( \Omega_x = \tilde{\Omega} \cap T_x M \) of the tangent space \( T_x M \) of \( M \) at \( x \) is convex and contains the origin.

We refer to the paper [24] for a list of examples.

**Definition 5.2.** The Lagrangian of a weak Finsler structure \( \tilde{\Omega} \) on a \( C^1 \) manifold \( M \) is the function on the tangent bundle \( TM \) defined by

\[
p(x,\xi) = p_{\tilde{\Omega}}(x,\xi) = \inf \{ t > 0 \mid t^{-1}\xi \in \Omega_x \}.
\]

We use the same letter \( p \) to denote the Lagrangian and the Minkowski norm; this will be justified below (see Remark 8.2).

We shall say that the weak Finsler structure \( \tilde{\Omega} \) is smooth if \( p \) is smooth on the complement of the zero section of \( TM \).

Let \( M \) be a \( C^1 \) manifold equipped with a weak Finsler structure \( \tilde{\Omega} \) and with Lagrangian \( p \). There is an associated weak length structure on \( M \), defined by taking \( \Gamma \) to be the semigroupoid of piecewise \( C^1 \) paths, and defining, for each \( \gamma : [a,b] \to M \) in \( \Gamma \),

\[
\ell(\gamma) = \int_a^b p(\gamma(t), \dot{\gamma}(t)) dt.
\]

It is proved in [24] that the function \( p : TM \to [0,\infty] \) is Borel-measurable, hence the integral in (6) is well-defined.

6. Symmetrization of convex sets

We just observed that a weak Finsler structure on a Manifold \( M \) defines a weak length structure on that manifold by Formula (6). We want to understand the symmetrization of this weak length structure. This question can first be addressed at the level of convex geometry as follows: given a convex set \( \Omega \) in \( \mathbb{R}^n \), define a symmetrization of \( \Omega \) which is natural and which is useful in Finsler geometry. In this section, we define such a notion.

We start by recalling a few notions in convex geometry that will be used in the sequel.

**Definition 6.1.** Let \( \Omega \subset \mathbb{R}^n \) be a (not necessarily open) convex set and let \( x \) be a point in \( \Omega \). The radial function of \( \Omega \) with respect to \( x \) is the function \( r_{\Omega,x} : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \} \) defined by

\[
r_{\Omega,x}(\xi) = \sup \{ t \in \mathbb{R} \mid (x + t\xi) \in \Omega \}.
\]

**Definition 6.2.** The Minkowski function of \( \Omega \) with respect to \( x \) is the function \( p_{\Omega,x} : \mathbb{R}^n \to \mathbb{R} \cup \{ \infty \} \) defined by

\[
p_{\Omega,x}(\xi) = \frac{1}{r_{\Omega,x}(\xi)}.
\]
Note that in §3 we already considered the function $p_{\Omega,x}$ with $x = 0$. The following proposition gives a few basic properties of the Minkowski function.

**Proposition 6.3.** Let $\Omega$ be a convex subset of $\mathbb{R}^n$. For every $x$ in $\Omega$ and for every $\xi$ and $\eta$ in $\mathbb{R}^n$, we have

1. $p_{\Omega,x}(\xi) = \inf\{t \geq 0 \mid \xi \in t(\Omega - x)\};$
2. if the ray $\{x + t\xi \mid t \geq 0\}$ is contained in $\Omega$, then $p_{\Omega,x}(\xi) = 0$;
3. $p_{\Omega,x}(\lambda \xi) = \lambda p_{\Omega,x}(\xi)$ for all $\lambda \geq 0$;
4. $p_{\Omega,x}(\xi + \eta) \leq p_{\Omega,x}(\xi) + p_{\Omega,x}(\eta)$;
5. the Minkowski function $p_{\Omega,x}$ is convex;
6. if $x$ is in $\Omega$, then $p_{\Omega,x}$ is continuous;
7. if $\Omega$ is closed, then $\Omega = \{y = x + \xi \mid p_{\Omega,x}(\xi) \leq 1\}$.

The proof is contained in [25].

We can give explicit formulas for the Minkowski function $p_{B,x}$ in various cases. For instance, the Minkowski function of the closed ball $B = B(0, R)$ in $\mathbb{R}^n$ of radius $R$ and center 0 with respect to any point $x$ in $B$ is given by

$$p_{B,x}(\xi) = \frac{\sqrt{\langle \xi, x \rangle^2 + (R^2 - |x|^2)}|\xi|^2 + \langle \xi, x \rangle}{(R^2 - |x|^2)}.$$  

The Minkowski function of a half-space $H = \{x \in \mathbb{R}^n \mid \langle \nu, x \rangle \leq s\}$, where $\nu$ is a vector in $\mathbb{R}^n$ (which is orthogonal to the hyperplane bounding $H$) and where $s$ is a real number, with respect to a point $x$ in $H$, is given by

$$p_{H,x}(\xi) = \max \left( \frac{\langle \nu, \xi \rangle}{s - \langle \nu, x \rangle}, 0 \right).$$

The computations are made in [25].

We start by explaining what is the symmetrization of a convex set in the special case where this set is a segment in $\mathbb{R}$.

**Definition 6.4** (Harmonic symmetrization of a segment). We first consider compact segments. Let $[a_1, a_2]$ be a compact segment in $\mathbb{R}$ and let $x$ be a point in $[a_1, a_2]$. The **harmonic symmetrization** of $[a_1, a_2]$ with respect to $x$ is the segment $[b_1, b_2]$ defined by the following two properties:

1. $x$ is the center of $[b_1, b_2];$
2. $\frac{1}{|b_1 - x|} = \frac{1}{2} \left( \frac{1}{|a_1 - x|} + \frac{1}{|a_2 - x|} \right);$
3. $(a_2 - a_1) \in \mathbb{R}_+(b_2 - b_1).$

In words, the definition says that $[b_1, b_2]$ is the harmonic symmetrization at $x$ of $[a_1, a_2]$ if $[b_1, b_2]$ is centered at $x$ and if its half-length is the harmonic mean of $|a_1 - x|$ and $|a_2 - x|$. We then define the harmonic symmetrization of an open segment $(a_1, a_2)$ as the interior of the harmonic symmetrization of the closure $[a_1, a_2]$ of $(a_1, a_2)$. We can likewise define harmonic symmetrizations of half-open intervals. The harmonic symmetrization of a half-open interval $(a_1, a_2)$ is a half-open interval $[b_1, b_2]$ such that the closed interval $[b_1, b_2]$ is the harmonic symmetrization of the closed interval $[a_1, a_2]$. (Note that the harmonic symmetrization of a half-open interval is not symmetric. The notion of harmonic symmetrization is well-behaved for open and closed convex sets.)
Next, we define the harmonic symmetrization of an unbounded segment in \( \mathbb{R} \) by extending the above definition by continuity. More precisely, if \( a_1, a_2 \) is an infinite ray \( [a_1, \infty) \), then, extending by continuity the values given by Equation (2) above, the value \( |a_2 - x| \) is infinite, the value \( |a_1 - x| \) is finite, and therefore the value \( |b_1 - x| \) is finite. In particular, the harmonic symmetrization of an infinite ray with respect to a point on that ray is a bounded segment. An analogous definition holds when \( a_1 \) is at infinity, and not \( a_2 \).

Finally, by extending continuously the values given by Equation (2), the harmonic symmetrization of the whole real line is the real line itself.

We shall use the unified notation

\[ I_2 = \mathcal{H}(I_1, x) \]

to denote the fact that the interval \( I_2 \) is the harmonic symmetrization of the interval \( I_1 \) with respect to \( x \).

Let us now consider an arbitrary convex set \( \Omega \) in \( \mathbb{R}^n \). For any point \( x \) in \( \Omega \) and for any non-zero vector \( \xi \) in \( \mathbb{R}^n \), the section of \( \Omega \) through \( x \) in the direction \( \xi \) is the interval \( S_{\Omega, x}(\xi) = (x + \mathbb{R}\xi) \cap \Omega \).

**Definition 6.5** (Harmonic symmetrization of a convex set). Let \( \Omega \) be a convex subset of \( \mathbb{R}^n \) and let \( x \in \Omega \). The harmonic symmetrization of \( \Omega \) centered at \( x \) is the set \( \mathcal{H}(\Omega, x) \) obtained by replacing each section of \( \Omega \) through \( x \) by its harmonic symmetrization with respect to \( x \). In other words, we have

\[ \mathcal{H}(\Omega, x) = \bigcup_{\xi \in S^{n-1}} \mathcal{H}(S_{\Omega, x}(\xi), x) \]

The Minkowski function of \( \mathcal{H}(\Omega, x) \) with respect to \( x \) will be denoted by \( q_{\Omega, x} \), that is

\[ q_{\Omega, x}(\xi) = \frac{1}{2}(p_{\Omega, x}(\xi) + p_{\Omega, x}(-\xi)) \]

The following results then follow directly from the definitions:

**Proposition 6.6.** Let \( \Omega \) be a convex subset of \( \mathbb{R}^n \) and let \( x \) be an element of \( \Omega \). Then, the Minkowski function of \( \mathcal{H} = \mathcal{H}(\Omega, x) \) with respect to \( x \) is given by

\[ q_{\Omega, x}(\xi) = \frac{1}{2}(p_{\Omega, x}(\xi) + p_{\Omega, x}(-\xi)) \]

In particular, we have

\[ \mathcal{H}(\Omega, x) = \{ y \in \mathbb{R}^n \mid \frac{1}{2} (p_{\Omega, x}(y - x) + p_{\Omega, x}(x - y)) \leq 1 \} \]

if \( \Omega \) is closed, and

\[ \mathcal{H}(\Omega, x) = \{ y \in \mathbb{R}^n \mid \frac{1}{2} (p_{\Omega, x}(y - x) + p_{\Omega, x}(x - y)) < 1 \} \]

if \( \Omega \) is open.

The following are basic properties of harmonic symmetrization, they are proved in [25].

**Proposition 6.7.** Let \( \Omega \) be a convex subset of \( \mathbb{R}^n \) and let \( x \) be an element of \( \Omega \). Then,

1. if \( \Omega \) is open (respectively closed) then \( \mathcal{H}(\Omega, x) \) is open (respectively closed);
2. the closure of \( \mathcal{H}(\Omega, x) \) is symmetric with respect to \( x \);
(3) $\mathcal{H}(\Omega, x)$ is convex;
(4) if $\Omega$ is closed or open, then $\mathcal{H}(\Omega, x) = \Omega$ if and only if $\Omega$ is symmetric with respect to $x$;
(5) the restriction of the map $(\Omega, x) \mapsto \mathcal{H}(\Omega, x)$ to the set of closed and bounded pointed convex sets $(\Omega, x)$ is continuous with respect to the Hausdorff topology;
(6) the assignment $(\Omega, x) \mapsto \mathcal{H}(\Omega, x)$ is equivariant with respect to affine transformations;
(7) If $\Omega$ is a polyhedron, then so is $\mathcal{H}(\Omega, x)$;
(8) If $\Omega$ is bounded by a quadric, then $\mathcal{H}(\Omega, x)$ is bounded by an ellipsoid.

The harmonic symmetrization $\mathcal{H}(\Omega, x)$ is computable in a certain number of cases. For instance, one can give a formula for the harmonic symmetrization of a closed unit ball with respect to an arbitrary point. There also exist formulas for the harmonic symmetrization based on the notion of polar dual of a convex set. Details are given in [25].

We now return to the question of symmetrization of a weak Finsler structure.

7. Harmonic symmetrization of a weak Finsler structure

A weak Finsler structure is a field of convex sets in the tangent bundle of a differentiable manifold. Its harmonic symmetrization is naturally defined as the field of harmonic symmetrizations of each of these convex sets:

**Definition 7.1 (Harmonic symmetrization of a weak Finsler structure).** Let $M$ be a $C^1$ manifold equipped with a weak Finsler structure $\tilde{\Omega} = \bigcup_{x \in M} \tilde{\Omega}_x \subset TM$. The **harmonic symmetrization** of $\tilde{\Omega}$ is the weak Finsler structure $\mathcal{H}(\tilde{\Omega}) \subset TM$ defined as

\[
\mathcal{H}(\tilde{\Omega}) = \bigcup_{x \in M} \mathcal{H}(\tilde{\Omega}_x, 0).
\]

In other words, $\mathcal{H}(\tilde{\Omega})$ is the Finsler structure obtained by taking in each tangent space $T_x M$ the harmonic symmetrization of the convex set $\tilde{\Omega}_x$ with respect to the origin $0$ of $T_x M$.

Using Proposition 6.6, we see that the Lagrangian of $\mathcal{H}(\tilde{\Omega})$ is given by

\[
q(x, \xi) = \frac{1}{2} \left( p(x, \xi) + p(x, -\xi) \right),
\]

where $p = p_{\tilde{\Omega}}$ is the the Lagrangian of $\tilde{\Omega}$. If $\tilde{\Omega}$ is open in $TM$, we then have

\[
\mathcal{H}(\tilde{\Omega}) = \{ (x, \xi) \in TM \mid q(x, \xi) = \frac{1}{2} (p(x, \xi) + p(x, -\xi)) < 1 \}.
\]

**Theorem 1.** Let $M$ be a $C^1$ manifold and let $\tilde{\Omega}$ be a weak Finsler structure on $M$. Then, we have the following:

1. The arithmetic symmetrization of the length structure $\ell_{\tilde{\Omega}}$ associated to $\tilde{\Omega}$ is the length structure $\ell_{\mathcal{H}(\tilde{\Omega})}$ associated to the harmonic symmetrization $\mathcal{H}(\tilde{\Omega})$ of $\tilde{\Omega}$.
2. Suppose that for every $x$ and $y$ in $M$ there exists a bi-minimal path joining $x$ and $y$. Then, the distance associated to the harmonic symmetrization
\[ \mathcal{H}(\tilde{\Omega}) \text{ is the arithmetic symmetrization of the distance } d_{\tilde{\Omega}}, \text{ that is:} \]
\[ d_{\mathcal{H}(\tilde{\Omega})} = \frac{1}{2} (d_{\tilde{\Omega}}(x, y) + d_{\tilde{\Omega}}(y, x)). \]

**Proof.** We first prove (1). Let \( p \) be the Lagrangian of \( \tilde{\Omega} \) and let \( q \) be the Lagrangian of \( \mathcal{H}(\tilde{\Omega}) \). Using Formula (8), the length of an arbitrary piecewise \( C^1 \) path \( \alpha : [0, 1] \to M \) can be computed as follow:
\[
\ell_{\mathcal{H}(\tilde{\Omega})}(\alpha) = \int_0^1 q(\alpha(t), \dot{\alpha}(t)) \, dt = \frac{1}{2} \left( \int_0^1 p(\alpha(t), \dot{\alpha}(t)) \, dt + \int_0^1 p(\alpha(t), -\dot{\alpha}(t)) \, dt \right) \\
= \frac{1}{2} \left( \int_0^1 p(\alpha(t), \dot{\alpha}(t)) \, dt + \int_0^1 p(\alpha(1-t), -\dot{\alpha}(1-t)) \, dt \right) \\
= \frac{1}{2} \left( \ell_{\tilde{\Omega}}(\alpha) + \ell_{\tilde{\Omega}}(\alpha^{-1}) \right). \]

This proves Property (1). Property (2) follows from Proposition 4.8. □

### 8. The tautological weak Finsler structure and the Funk weak metric

In this section, \( \Omega \) is an open convex subset of \( \mathbb{R}^n \). We shall use the natural identification \( T\Omega \cong \Omega \times \mathbb{R}^n \).

**Definition 8.1** (The tautological weak Finsler structure). The tautological weak Finsler structure on \( \Omega \) is the weak Finsler structure \( \tilde{\Omega} \subset T\Omega \) defined by
\[
\tilde{\Omega} = \{(x, \xi) \in T\Omega \mid x \in \Omega \text{ and } x + \xi \in \Omega \}. \]

This structure is termed as “tautological” because the fiber over each point \( x \) of \( \Omega \) is the set \( \Omega \) itself, with the origin at \( x \).

The following is a consequence of the definitions, and it is proved in [24].

**Remark 8.2.** Let \( \Omega \) be an open convex subset of \( \mathbb{R}^n \) equipped with its tautological weak Finsler structure \( \tilde{\Omega} \). Then, for every \( x \) in \( \Omega \), the Lagrangian of any tangent vector \( \xi \) at \( x \) is given by \( p_{\Omega,x}(\xi) \), where \( p_{\Omega,x} \) is the Minkowski function of \( \Omega \) with respect to \( x \).

Given an open convex subset \( \Omega \) of \( \mathbb{R}^n \), we denote by \( d_{\Omega} \) the weak length metric associated to the tautological weak Finsler metric on \( \Omega \), as defined in [2]. Recalling Definition 2.2 of the Funk weak metric, we have the following:

**Theorem 2.** Let \( \Omega \) be an open convex subset of \( \mathbb{R}^n \) equipped with its tautological weak Finsler structure. Then, for every \( x \) and \( y \) in \( \Omega \), the Euclidean segment connecting \( x \) and \( y \) is of minimal length, and the weak metric on \( \Omega \) associated to the tautological weak Finsler structure is the Funk weak metric:
\[ d_{\Omega}(x, y) = F(x, y). \]

**Proof.** We give a sketch of the proof. Details are contained in [24]. Let us fix two points \( x \) and \( y \) in \( \Omega \) and let \( \gamma : [0, 1] \to \Omega \) be the affine segment from \( x \) to \( y \). Recall that \( R(x, y) \) denotes the ray with origin \( x \) and parallel to the vector \( \xi = (y - x) \).
We first consider the case where $R(x, y) \subset \Omega$. In this case, we have $p_{\Omega, z}(\xi) = 0$ for any point $z$ on the ray $R(x, y)$, and therefore

$$d_{\Omega}(x, y) \leq \ell(\gamma) = \int_0^1 p_{\Omega, \gamma(t)}(\dot{\gamma}(t)) dt = 0.$$ 

Thus, in this case, $d_{\Omega}(x, y) = F(x, y) = 0$.

We next assume that $R(x, y) \not\subset \Omega$ and set $a^+ = R(x, y) \cap \partial \Omega$. A direct computation shows in that case that

$$\ell(\gamma) = \log |x - a^+|/|y - a^+| = F(x, y)$$

(see [24]). Therefore, $d_{\Omega}(x, y) \leq F(x, y)$.

It remains to prove the converse inequality $d_{\Omega}(x, y) \geq F(x, y)$. This is done in two steps:

- We first consider the case where $\Omega = U$ is a half space. In that case the Lagrangian is explicitly computable and one checks directly that any (piecewise) $C^1$ curve in $U$ joining $x$ to $y$ has length at most $\log |x - a^+|/|y - a^+|$. This implies that $d_U(x, y) = F(x, y)$, in the case where $U$ is a half space.

- We conclude by a monotonicity argument. It is easy to check that if $\Omega_1 \subset \Omega_2$, then $d_{\Omega_1}(x, y) \geq d_{\Omega_2}(x, y)$. Let us choose a half space $U \subset \mathbb{R}^n$ bounded by a support hyperplane of $\Omega$ at the point $a^+$, i.e such that $a^+ \in \partial U$ and $U \supset \Omega$. Then

$$d_{\Omega}(x, y) \geq d_U(x, y) = \log |x - a^+|/|y - a^+| = F(x, y).$$

Note that the triangle inequality for the Funk weak metric is now an obvious consequence of Theorem \ref{thm:triangle_inequality}.  

9. The reversible tautological structure and the Hilbert metric

**Definition 9.1** (The reversible tautological weak Finsler structure). Let $\Omega$ be an open convex subset of $\mathbb{R}^n$. The **reversible tautological weak Finsler structure** on $\Omega$ is the harmonic symmetrization of the tautological weak Finsler structure of $\Omega$.

In other words, the reversible tautological weak Finsler structure on $\Omega$ is the weak Finsler structure given by

$$\widehat{\mathcal{H}}(\Omega) = \bigcup_{x \in \Omega} \widehat{\mathcal{H}}(\Omega_x)$$

where for each $x$ in $\Omega$, the set $\widehat{\mathcal{H}}(\Omega_x) \subset T_x \Omega$ is the harmonic symmetrization with respect to the origin of the convex open set $\Omega_x$.

The use of the term “reversible” will be justified in Theorem \ref{thm:reversibility} at the end of this section.

**Proposition 9.2.** Let $\Omega$ be an open convex subset of $\mathbb{R}^n$ equipped with the reversible tautological weak Finsler structure. Then, the norm $q_{\Omega}(x, \xi)$ of each tangent vector $\xi$ to $\Omega$ at $x$ is given by the formula

$$q_{\Omega}(x, \xi) = \frac{1}{2}(p_{\Omega}(x, \xi) + p_{\Omega}(x, -\xi)).$$

**Proof.** This follows from equation \ref{eq:reversibility_formula}. \qed
We already recalled, in the introduction of this paper, the definition of Hilbert metric for a bounded convex domain. For a more general convex domain, the definition is somehow more cumbersome, and the idea is to extend the formula by continuity. More precisely, we give the following:

**Definition 9.3** (The Hilbert metric). Let Ω be an open convex subset of \( \mathbb{R}^n \). The Hilbert metric of Ω is the metric on Ω denoted by \( H_\Omega \) and defined, for \( x \) and \( y \) in Ω, by the formula

\[
H_\Omega(x, y) = \begin{cases} 
\frac{1}{2} \log \left( \frac{|x - a^+|}{|y - a^+|} \frac{|x - a^-|}{|y - a^-|} \right) & \text{if } x \neq y, R(x, y) \not\subset \Omega \text{ and } R(y, x) \not\subset \Omega \\
\log \left( \frac{|x - a^+|}{|y - a^+|} \right) & \text{if } x \neq y, R(x, y) \not\subset \Omega \text{ and } R(y, x) \subset \Omega \\
\log \left( \frac{|x - a^-|}{|y - a^-|} \right) & \text{if } x \neq y, R(x, y) \subset \Omega \text{ and } R(y, x) \not\subset \Omega \\
0 & \text{otherwise.}
\end{cases}
\]

Observe that the Hilbert metric of Ω is the arithmetic symmetrization of the Funk weak metric of Ω, namely, we have

\[
H_\Omega(x, y) = \frac{1}{2} \left( F_\Omega(x, y) + F_\Omega(y, x) \right).
\]

**Theorem 3.** Let Ω be an open convex subset of \( \mathbb{R}^n \). The distance function associated to the reversible tautological weak Finsler structure on Ω is the Hilbert distance. Furthermore, the affine segments in Ω are minimal paths for the Hilbert metric.

**Proof.** We use the fact that the Hilbert metric on Ω is the arithmetic symmetrization of the Funk weak metric of Ω. By Item (1) in Theorem 1, the arithmetic symmetrization of the length structure associated to the tautological weak Finsler structure on Ω is the length function associated to the reversible tautological weak Finsler structure on Ω. By Theorem 2, the weak metric associated to the tautological weak Finsler structure is the Funk weak metric \( F_\Omega \). Theorem 2 also says that the Euclidean paths in Ω are bi-minimal paths for the Funk weak metric. Using this fact, Proposition 4.8 implies that the weak metric associated to the reversible tautological weak Finsler structure is the arithmetic symmetrization of the weak metric associated to the tautological weak Finsler structure, and this gives the desired result.

The fact that the affine segments are minimal paths follows from the corresponding fact for the Funk weak metric (see [24]). \( \square \)

As announced in the introduction, this directly shows that the Hilbert metric comes from a (weak) Finsler structure, with no smoothness assumption. The triangle inequality is then a consequence of this fact and needs no ad-hoc proof.

Finally, let us note that for convenience, we assumed throughout this paper that our convex sets are subsets of \( \mathbb{R}^n \), but our results and their proofs are valid in any real affine finite- or infinite-dimensional Banach vector space.
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