Joint learning of multiple gene networks from single-cell gene expression data
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Abstract

Inferring gene networks from gene expression data is important for understanding functional organizations within cells. With the accumulation of single-cell RNA sequencing (scRNA-seq) data, it is possible to infer gene networks at single cell level. However, due to the characteristics of scRNA-seq data, such as cellular heterogeneity and high sparsity caused by dropout events, traditional network inference methods may not be suitable for scRNA-seq data. In this study, we introduce a novel joint Gaussian copula graphical model (JGCGM) to jointly estimate multiple gene networks for multiple cell subgroups from scRNA-seq data. Our model can deal with non-Gaussian data with missing values, and identify the common and unique network structures of multiple cell subgroups, which is suitable for scRNA-seq data. Extensive experiments on synthetic data demonstrate that our proposed model outperforms other compared state-of-the-art network inference models. We apply our model to real scRNA-seq data sets to infer gene networks of different cell subgroups. Hub genes in the estimated gene networks are found to be biologically significant.

© 2020 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Gene expression and regulation are the foundation of biological processes. Inferring the regulatory relationships between genes could help to understand the functional organizations within cells systematically. With the rapid development of high-throughput techniques such as microarray and RNA sequencing, it becomes possible to infer gene networks in genome-scale. A wide range of computational approaches have been developed to infer gene networks from gene expression data, including methods based on Boolean models [1], ordinary differential equations [2], Bayesian approaches [3], Gaussian graphical models [4], regression [5] and mutual information [6]. These methods have been successfully used to deal with gene expression data collected by bulk sequencing technologies, which perform high-throughput sequencing on a population of millions of cells and output the average expression levels of genes. Therefore, the heterogeneous information of different cell types is obscured in bulk gene expression data.

Recently, the emergence and development of single-cell experimental techniques allow us to quantify gene expression at single-cell resolution. Microfluidics techniques and combinatorial indexing strategies made it possible to sequencing thousands of cells in one experiment. Nevertheless, the inherent characteristics of single-cell RNA sequencing (scRNA-seq) data have not been changed. For example, due to the small amount of DNA in a single cell (6 pg in total for human [7]), it is necessary to amplify nucleic acids a few hundred times for sequencers to capture the signals. But the amplification is prone to bring in biased information, leading to unreliable results in downstream analysis. Although methods designed for bulk sample data could be applied to single-cell data directly, these methods may result in biased estimations due to the challenges derived from single-cell RNA sequencing (scRNA-seq) [8].

A key challenge in inferring gene networks from scRNA-seq data is to deal with the large fraction of observed “0”s in the data [9]. Some of these “0”s are true “0”s, whereas the rest are false “0”s caused by technical limitations (also called “dropout events”) [10]. To deal with dropout events, some imputation methods have been developed to recover original signals by imputing the false
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“0”s in the gene expression matrices [11–13]. However, as pointed out by Andrews et al. [14] and Chen et al. [15], due to the high rate of dropout events, imputation methods may distort the overall shape of the gene expression distribution and reduce the repeatability of cell type specific markers, which may induce bias in downstream analysis such as network estimation [9,16]. Network inference across cell types with imputed data also suffers from homogenization which may reduce the differences between different cell types. Furthermore, imputation methods relying only on the observed gene expression data may strengthen the intrinsic signal contained in the observed data, and introduce circularity that can generate inflated false-positive results in network inference [17].

The cellular heterogeneity also generates new challenges for inferring gene networks from scRNA-seq data. A special case is to infer the differential network between samples collected from two distinct groups. Similar to the methods developed for microarray data, Wang et al. [18] measured the connectivity between groups with mean absolute distance, and used a permutation approach to check the significance of differential edges. Chiu et al. [19] compared the correlation coefficients among groups and the statistical significance was tested by a cumulative distribution function. Fisher transformation was applied in their study so that the sample size related biases was eliminated. Dai et al. [20] studied gene-gene interactions for every single cell, which could provide new perspectives for clustering and pseudo-trajectory. In general, scRNA-seq data collected in one experiment may contain cells belong to more than two cell subgroups. As the cells belong to different subgroups are originated from the same tissue, their networks may share some common structures, and inferring the gene network of each cell subgroup separately may not be able to make use of the similarities between different cell subgroups. Thus, joint estimation of multiple gene networks, which can draw support from multiple cell subgroups, may lead to more accurate estimation of gene networks [21,22].

Gaussian graphical models (GGM) have been widely used in inferring gene networks from microarray data. Based on Gaussian graphical models, the estimation of a gene network can be achieved by estimating the inverse of the covariance matrix (also named as the precision matrix) of the corresponding multivariate Gaussian distribution. Based on the assumption that gene networks are sparse, Yuan and Lin [23] imposed a $\ell_1$-norm penalty on the non-diagonal elements of the precision matrix when estimating the precision matrix. Friedman et al. [24] proposed a graphical lasso model, which transforms the penalized log-likelihood optimization problem into a lasso regression problem. The CLIME estimation method proposed by Cai et al. [25] directly estimates each column of the precision matrix, which can easily parallelize.
for large scale problem. For data sets with multiple states, joint graphical models have been proposed to estimate networks jointly [26,27]. For example, Guo et al. [28] used a hierarchical penalty to force different networks to have a similar sparse structure. Danaher et al. [29] imposed fused lasso and group lasso penalties to the Gaussian graphical model, and jointly estimate multiple graphical models. Zhang et al. [30] integrated gene expression data collected from multiple platforms and multiple conditions for joint network estimation.

However, Gaussian graphical models require that the data should follow a normal distribution, which limits their applications on scRNA-seq data [31], as RNA sequencing data can be considered to obey negative binomial or Poisson distribution [32,33]. In order to model the graph under non-Gaussian conditions, Liu et al. [34] proposed a rapid method for estimating large scale problem. For data sets with multiple states, joint graphical models are based on the assumption that the observed data are complete, which make it difficult to directly apply these models to scRNA-seq data with missing values.

In this paper, we propose a Joint Gaussian Copula Graphical Model (JGCGM) (Fig. 1) to jointly infer the gene networks of multiple cell subgroups from scRNA-seq data. Similar to existing joint graphical models [30,36], our model decomposes the gene network across all cell subgroups and a subgroup-specific part that captures the correlation coefficient matrix. We first evaluate the performance of our proposed model on synthetic data. Then we apply our model on real scRNA-seq data to infer gene networks of different cell subgroups. The hub genes in our estimated gene networks are closely related to cell differentiation.

In the remaining of this paper, we first introduce details of the proposed method JGCGM in Section 2. Then we compare JGCGM with other state-of-the-arts network inference approaches on synthetic data in Section 3. In Section 4, we apply our model on two real scRNA-seq datasets to demonstrate the effectiveness of our proposed model. Finally we conclude the paper in Section 5.

2. Methods

2.1. Gaussian graphical models

Assuming \( Z = (Z_1, \ldots, Z_p)^T \) is a \( p \)-dimensional random vector that follows multivariate normal distribution \( Z \sim N(\mu, \Sigma) \). Let \( G = (V, E) \) denotes an undirected graph, where \( V \) represents the set of nodes (each node in \( V \) represents a random variable in \( Z \)) and \( E \) describes the edges between nodes in \( V \). Then \( Z \) is said to satisfy the Gaussian graphical model with graph \( G \), only when the following statements are equivalent [38,39]:

- \( Z_i \perp \! \! \! \perp Z_{(i):} \);
- \( E_{ij} = 0; \)
- \( \Theta_{ij} = 0; \)

Here \( Z_{(i):} \) is defined as \( Z_{s:} \ 1 \leq s \leq p, s \neq i, j \), and \( \Theta = \Sigma^{-1} \) is referred to as precision matrix. The statements show that in Gaussian graphical model, variable \( Z_i \) is conditional independent with variable \( Z_j \) if and only if there is no connection between these two variables in graph \( G \). Moreover, it is feasible to recover the graphical model by estimating the parameters in the corresponding precision matrix.

Reconstruction of the precision matrix is not a simple task, especially when the number of samples \( n \) is much smaller than the dimension of variables \( p \). It is hard to obtain the precision matrix from sample covariance matrix directly since sample covariance matrix is usually not invertible. A common approach is to maximize the log-likelihood function and assume the precision matrix to be sparse [40]. The log-likelihood function is shown as follows:

\[
\ell(\Theta) = -\text{tr}(S\Theta) + \log \det(\Theta) - \lambda \sum_{ij} |\Theta_{ij}|. \quad (1)
\]

where \( S \) is the sample covariance matrix, \( \det(\cdot) \) denotes the determinant of a matrix, and \( \lambda \) is a non-negative tuning parameter to control the sparsity of the graph.

Eq. (1) just fit for homogeneous datasets. However, we are also faced with data from multiple groups. Suppose there are \( K \) groups of data, each of which follows a multivariate normal distribution \( X(k) \sim N(\mu(k), \Sigma(k)) \), \( k = 1, \ldots, K \). In order to get more accurate inference results, one could joint estimate the Gaussian graphical models by maximizing the following objective function:

\[
\text{maximize}_{\Theta_{ij}} \sum_{k=1}^{K} n_k \left[ \log(\det(\Theta^{(k)})) - \text{tr}(S^{(k)}\Theta^{(k)}) \right] - F\left( \left\{ \Theta^{(k)} \right\} \right), \quad (2)
\]

where \( n_k \) represents the number of samples from the \( k \)-th group. The penalty function in Eq. (2) is used to control the structure of the estimated networks, and could be modified into different specific forms in accordance with application scenarios.

2.2. Joint Gaussian copula graphical model for scRNA-seq data

We first introduce the nonparanormal distribution. Given a vector \( X = (X_1, \ldots, X_p)^T \), we say that it follows nonparanormal distribution (written as \( X \sim NPN(\mu, \Sigma, f) \)) if there exists a set of monotonous and derivable functions \( \{f_x\} \), \( d = 1, \ldots, p \), such that:

\[
Z = f(X) \sim N(\mu, \Sigma),
\]

where \( f(X) = (f_1(X_1), \ldots, f_p(X_p))^T \). The nonparanormal distribution is actually a Gaussian Copula. According to the previous studies [34,41,35,42], the sparsity pattern of \( \Theta = \Sigma^{-1} \) encodes the conditional dependence between \( X \).

Nonparanormal distribution provides a widely applicable model for skewed distributed data, and it can also be suitable for scRNA-seq. Due to the presence of cell subgroups (types), observations usually belong to different distributions. Suppose we have a set of scRNA-seq data \( X \) measuring the expression levels of \( p \) genes and composed of observations collected from \( K \) cell subgroups. Suppose each cell subgroup follows a nonparanormal distribution, i.e. \( X^{(k)} \sim NPN(\mu^{(k)}, \Sigma^{(k)}, f^{(k)}) \), \( k = 1, \ldots, K \). Similar to the above Gaussian copula graphical model for single distribution, joint estimation of gene networks for all cell subgroups can be transferred into solving problem (2).

Because the observations of \( K \) cell subgroups often come from the same tissue, it is reasonable to assume that there are some gene interactions shared across all cell subgroups. These gene interactions constitute a common network and reflects the similarities between different cell subgroups. Besides, the network corresponding to each subgroup may not be exactly the same, and the
heterogeneity between cell subgroups will also be reflected in the network structure. These subgroup-specific edges make up a subgroup-specific network for each cell subgroup. In other words, the network $\Theta^{(k)}$ (represented by its precision matrix) for each cell subgroup can be regarded as the combination of the common network $M$ and subgroup-specific network $H^{(k)}$, i.e., $\Theta^{(k)} = M + H^{(k)}$, where $K$ cell subgroups share the same common network but have their unique subgroup-specific networks. Both the common network or the subgroup-specific networks are assumed to be sparse, while the sparsity may be different. To model the homogeneity and heterogeneity simultaneously for joint estimation of multiple networks, similar to [30], we propose a novel penalty function as follows:

$$F(\Theta) = \lambda_2 K \sum_{i \neq j} |M_{ij}| + \lambda (1 - \alpha) \sum_{k=1}^{K} \sum_{i \neq j} |H_{ij}^{(k)}|.$$  

Here $\lambda$ is the tuning parameter controlling the sparsity of all networks. $0 < \alpha < 1$ is the proportional factor, which controls the relative scales of $M$ and $H^{(k)}$. It should be closer to 0 when the difference between the cell subgroups is not large, which means strong sparsity constraints are imposed on subgroup-specific networks encouraging fewer edges. On the contrary, $\alpha$ should be larger if the heterogeneity among cell subgroups is more prominent.

By substitute (3) into (2), we obtain the final objective function of the joint Gaussian copula graph model (JGCGM) for scRNA-seq data:

$$\text{minimize } \{\Theta^{(k)}, n_k, \mu, H^{(k)}\} \sum_{k=1}^{K} n_k \left[ \operatorname{tr} \left( S^{(k)} \Theta^{(k)} \right) - \log \left( \det(\Theta^{(k)}) \right) \right] + \lambda_2 K \sum_{i \neq j} |M_{ij}| + \lambda (1 - \alpha) \sum_{k=1}^{K} \sum_{i \neq j} |H_{ij}^{(k)}|$$

$$\text{s.t. } \Theta^{(k)} = H^{(k)} + M, \quad \Theta^{(k)} \succeq 0.$$  

(4)

2.3. Augmented Lagrange solver

To solve problem (4), we could construct an augmented Lagrange function, and the objective function is transferred into the following optimization problem:

$$\text{minimize } \{\Theta^{(k)}, n_k, \mu, H^{(k)}\} \sum_{k=1}^{K} n_k \left[ \operatorname{tr} \left( S^{(k)} \Theta^{(k)} \right) - \log \left( \det(\Theta^{(k)}) \right) \right] + \lambda_2 K \sum_{i \neq j} |M_{ij}| + \lambda (1 - \alpha) \sum_{k=1}^{K} \sum_{i \neq j} |H_{ij}^{(k)}|$$

$$+ \sum_{k=1}^{K} \left( V^{(k)} - \Theta^{(k)} - (M + H^{(k)}) \right) + \mu \| \Theta^{(k)} - H^{(k)} - M \|_F^2,$$

where $(A, B) = \operatorname{tr}(AB^T)$, $|A|_F$ represents Frobenius norm of matrix $A$, $\mu$ is the penalty factor, and $V^{(k)}$ is Lagrange multiplier. Let $V^{(k)} = V^{(k)}/\mu$, then the objective function of problem (5) takes the following form.

$$L \left( \{\Theta^{(k)}, H^{(k)}, M, V^{(k)}\} \right) = \sum_{k=1}^{K} n_k \left[ \operatorname{tr} \left( S^{(k)} \Theta^{(k)} \right) - \log \left( \det(\Theta^{(k)}) \right) \right] + \lambda_2 K \sum_{i \neq j} |M_{ij}| + \lambda (1 - \alpha) \sum_{k=1}^{K} \sum_{i \neq j} |H_{ij}^{(k)}|$$

$$+ \sum_{k=1}^{K} \frac{1}{\mu} \| \Theta^{(k)} - H^{(k)} - M - V^{(k)} \|_F^2 - \frac{\mu}{2} \| V^{(k)} \|_F^2.$$

(6)

For $k = 1, \ldots, K$, minimizing $L \left( \{\Theta^{(k)}, H^{(k)}, M, V^{(k)}\} \right)$ with other parameters fixed could update $\Theta^{(k)}, H^{(k)}, M, V^{(k)}$ in turn. The work-flow is shown in Algorithm 1, where the subscript $i$ represents the index of current iteration.

In order to accelerate the convergence of the algorithm, we set $\mu$ slightly increase as $\mu_{i+1} = 1.2 \mu_i$. And the algorithm will stop when $\sum_{k=0}^{\infty} \| \Theta^{(k)} - \Theta^{(i)} \|_F^2 / \sum_{k=0}^{\infty} \| \Theta^{(k)} \|_F^2 < 10^{-5}$. We will discuss how to calculate $S^{(i)}$ for observed data with missing values in the following section.

Algorithm 1: The Augmented Lagrange Method for Solving JGCGM

- **input:** $S^{(k)}, n_k, \mu, \lambda, \alpha$
- **initialization:** $\mu = 0.1, \Theta_{(i=0)}^{(k)} = I, V^{(k)}_{(i=0)} = H^{(k)}_{(i=0)} = M = 0$, for $k = 1, 2, \ldots, K$, where subscripts $(i)$ presents the number of iteration in the algorithm.

1: while the algorithm is no converged do 2:
3: $\Theta^{(k)}_{(i+1)} \leftarrow \arg \min_{\Theta^{(k)}} \{ \Theta^{(k)} \}, \{ H^{(k)} \}, M_{(i)}, \{ V^{(k)}_{(i)} \}.$
4: $H^{(k)}_{(i+1)} \leftarrow \arg \min_{H^{(k)}} \{ \Theta^{(k)}_{(i+1)} \}, \{ H^{(k)} \}, M_{(i)}, \{ V^{(k)}_{(i)} \}.$
5: $V^{(k)}_{(i+1)} \leftarrow V^{(k)}_{(i)} + \Theta^{(k)}_{(i+1)} - H^{(k)}_{(i+1)} - M_{(i+1)}.$
6: $i \leftarrow i + 1$
7: end while

2.4. Estimation of correlation matrix from data with missing values

The input $S^{(k)}$ stand for the sample covariance matrices for Gaussian distributions and could be used directly for maximizing the likelihood function in Gaussian graphical models. But for non-paramnormal distribution, $S^{(k)}$ can be regarded as correlation matrix. Generally, Kendall’s tau coefficient [43] could estimate the approximate value of the correlation [41].

Computing Kendall’s tau coefficient requires complete observations. However, scRNA-seq data contains a lot of missing values, which are also known as dropouts. In some scRNA-seq datasets, the dropout rate is even higher than 50% [44]. The missing values inherent in scRNA-seq data will inevitably bring large bias into the estimation of gene networks. To reduce the influence of missing values, we employ a modified Kendall’s tau [37]. We firstly define a boolean coefficient $b_{ij}$ to indicate whether a pair of values is valid, where $b_{ij} = 1$ if and only if the expression levels of genes $i$ and $j$ are observed. The modified Kendall’s tau is calculated as follows.

$$\hat{\tau}_{ij} = \frac{1}{n_k(n_k - 1)} \sum_{i \neq j} n_k b_{ij} b_{ij} b_{ij} \text{sign} \left( (x_i - x_j)^T (x_i - x_j)^T \right).$$

(7)

Here $i, j, i \neq j, \ldots, n$ represent the indices of samples, $n_k = \sum_{i=1}^{n} b_{ik}$ denotes the number of valid sample pairs for gene pair $(i, j)$. Eq. (7) shows that calculate the modified Kendall’s tau only utilizes the observed values, and the missing values are excluded.

Then the coefficient matrix $\hat{S} = \{ \hat{S}_{ij} \}$ can be estimated as follows [43,45]:

$$\hat{S}_{ij} = \begin{cases} \sin (\frac{\pi}{2} \hat{\tau}_{ij}) & \text{if } ij \neq k \\ 1 & \text{if } ij = k \end{cases}$$

(8)

where $\sin(\cdot)$ represents the sine function. Note that the estimated $\hat{S}$ from Eqs. (7) and (8) may not be semi-positive definite due to the dropouts, and we could project it onto the cone of positive semi-definite matrix. That is, to solve the following optimization problem:
\[
\hat{S} = \arg\min_{S \geq 0} \| S^T - S \|_\infty.
\]
\(\hat{S}\) in Eq. (9) are the final results of the estimated correlation matrices, which is the input of Algorithm 1.

3. Simulation studies

3.1. Data generation

3.1.1. Poisson graphical models for count data

In order to verify the effectiveness of our proposed model, we generate simulation data with known network structures. Here, following the work of [46,33], we assume that the discrete counts of scRNA-seq are multivariate Poisson distributed, and the network structure of the generated data satisfy Poisson graphical model [46]. Instead of the complete multivariate Poisson model, we use a degenerated version—the so-called multivariate Poisson model with two-way covariance structure [47] in our study. In the following of the paper, the model we used is roughly referred to as Poisson graphical model (PGM) for simplicity.

PGM models each value of a multivariate Poisson distributed vector as the sum of two Poisson distributed “source” variables. For example, suppose there are three independent Poisson source variables \(y_1, y_2\) and \(y_3\). The sum-up of variables \(x_1 = y_1 + y_2\) and \(x_2 = y_2 + y_3\) also satisfy Poisson distribution, and we could see that \(x_1, x_2\) are dependent if \(E[y_j] \neq 0\) because of the fact that \(cov(y_1, y_2) \neq 0\). In other words, the combination of source variables encodes the underlying dependency of each pair of dimensions in a multivariate Poisson distributed vector. Generally, a multivariate Poisson matrix \(X\) that contains \(n\) samples (observations) of \(p\)-dimensional vectors can be generated as \(X = YB\), where \(Y\) is a \(n \times \{p \times (p - 1)/2\}\) matrix to simulate pairs of \(p\) source variables (contains \(p(p - 1)/2\) pairs and \(p\) original variables) and \(B\) defines how these variables are combined. By taking the form of: \(B = [I_p, P_{erm} \odot (1_p \cdot \text{tri}(A))^T]\), the underlying network of attributes in \(X\) is totally determined by the \(p \times p\) adjacency matrix \(A\). Here, \([,]\) represents to concatenate two matrices horizontally, \(P_{erm}\) is a \(p \times p\) permutation matrix; all its columns have 2 “1” s with others are “0” s. We illustrate a permutation matrix with \(p = 4\) as follows:

\[
\begin{pmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{pmatrix}.
\]

Go back to the notation of \(B: \odot\) stands for element-wise matrix product, \(1_p\) is an all “1” \(p\)-dimensional vector. \(\text{tri}(A)\) denotes the vector formed by the upper triangle element from \(A\).

3.1.2. Data generation

Taking \(K = 2\) cell types as examples. Note that in the following simulation studies, unless specifically mentioned, the number of nodes is set to \(p = 100\). The default number of samples for each cell type is set to \(n_0 = 400\). When \(K, p, n_0\) are given, the datasets \(X^{(k)}\), \((k = 1, 2)\) are generated according to the following steps:

1. Generate the true network \(A^{(1)}\) for the first cell type. Since scale-free network is more similar to real biological networks, we first generate a scale-free network as the true network \(A^{(1)}\). Barabasi-Albert algorithm in Rigraph is used to generate the random network with \(p = 100\), with parameter power = 0.01.

2. Generate the true network \(A^{(2)}\) for the second cell type. \(A^{(2)}\) is obtained by randomly eliminating 10% of the edges from \(A^{(1)}\).

3. Generate count data \(X^{(k)}\). For \(k = 1, 2\), \(X^{(k)} = Y^{(k)}B^{(k)}\), where \(Y^{(k)} \overset{iid}{\sim} \text{Poisson}(1), B^{(k)} = [I_p, P_{erm} \odot (1_p \cdot \text{tri}(A^{(k)})^T)]^T\).

The impact of missing values on network inference is another focus of our study. For simplicity, we force the dropouts to occur only on small real counts value (less than 5). To simulate the dropout events in scRNA-seq, the read counts will be set to zero with a probability \(\delta\). We set 3 different values (i.e., \(\delta = 0.1, 0.3, 0.5\)) throughout the simulation to investigate the impact comprehensively.

In the following experiments, the results are obtained via 10 random generations of the data.

3.2. Compared methods and evaluation metrics

We compare our proposed JGCGM with the following 6 state-of-the-art network inference algorithms:

- Group Graphical Lasso (GGL) [48], a method for joint estimation of multiple Gaussian graphical models. We use Kendall’s tau coefficient to estimate the correlation matrix for GGL since scRNA-seq data does not follow Gaussian distribution.

- Local Poisson Graphical Modal (LPGM) [49], a network inference method designed for single Poisson graphical model.

- Detecting Shared and Individual parts of Multiplie graphs Explicitly (SIMULE) [36], a method automatically infers both specific edge patterns and shared interaction preserved among all cell types.

- Gene Network Inference with Ensemble of trees (GENIE3) [50], winner of the DREAM5 network challenge, which is designed for bulk data but could also be applied on single cell sequencing.

- Gene Regulatory Network inference using gradient Boosting machine (GRNBoost2) [51], a scalable and more efficient alternative of GENIE3.

- Gene regulatory network inference uses Partial Information Decomposition and Context (PIDC) [52], a method for single cell transcriptomic data with heterogeneity information considered.

GGL, LPGM, SIMULE are implemented in R language, GENIE3 and GRNBoost2 are implemented by python package Arboreto [51] and PIDC is implemented in Julia.

We introduce three measurements to evaluate the accuracy of the estimated networks: true positive rate (TPR, also named as Recall), false positive rate (FPR) and Precision. Let \(\theta_0\) and \(\hat{\theta}_0\) denote the true value and the estimated value of the precision matrix. TPR and FPR are computed as follows:

\[
\begin{align*}
\text{TPR} &= \frac{\sum_{k=1}^{K} \sum_{ij} \{d_{ij}^0 = 0 \text{ and } \hat{d}_{ij}^0 = 0\}}{\sum_{k=1}^{K} \sum_{ij} \{d_{ij}^0 = 0\}}, \\
\text{FPR} &= \frac{\sum_{k=1}^{K} \sum_{ij} \{\hat{d}_{ij}^0 = 0 \text{ and } d_{ij}^0 = 0\}}{\sum_{k=1}^{K} \sum_{ij} \{\hat{d}_{ij}^0 = 0\}}, \\
\text{Precision} &= \frac{\sum_{k=1}^{K} \sum_{ij} \{\hat{d}_{ij}^0 = 0 \text{ and } d_{ij}^0 = 0\}}{\sum_{k=1}^{K} \sum_{ij} \{\hat{d}_{ij}^0 = 0\}}.
\end{align*}
\]
For Gaussian graphical model-based models, the entry in precision matrices $\theta_{ij} = 0$ means $|\theta_{ij}| < 10^{-5}$. For other methods, these measurements are calculated through binary elements in the adjacency matrices.

### 3.3. Parameter settings

We first discuss the parameter settings. For GENIE3, GRNBoost2 and PIDC, we use the default parameters provided by softwares. These methods output complete graphs where the connectivity between each pair of genes is measured by correlation coefficient, which can be binarized by taking a threshold. By changing the value of the threshold, we can obtain different network structures, which could be used to plot Precision-Recall Curves (PRC) and Receiver Operating characteristic Curves (ROC). LPGM only has one parameter controlling the network sparsity. Fine-tuning this parameter is similar to changing the threshold in GENIE3, GRNBoost2 or PIDC.

Note that all the three Gaussian Graphical Models (GGM) based methods (i.e., JGCCM, GGL and SIMULE) have two tuning parameters, the first ones ($x$ in JGCCM, $\omega_2$ in GGL and $\epsilon$ in SIMULE) controls the sparsity of the estimated networks, and the second ones ($z$ in JGCCM, $\omega_3$ in GGL and $\epsilon$ in SIMULE) controls the heterogeneity among different cell types. Fine-tuning the sparsity parameters with the second parameters being fixed can control the sparsity of the estimated networks, which is similar to adjusting the thresholds in GENIE3, GRNBoost2 or PIDC. The value of $\epsilon$ in “SIMULE” is set to 0.5. For GGL, we set $\omega_2$ to be 0.02 according to the experiments conducted in [26].

We analyze the effect of the proportion factor $z$ in JGCCM. Fig. 2 shows the average results on synthetic data with $n_1 = 400$, $p = 100$ and $\delta = 0.3$. Lines in different colors and markers shows the performances with different proportion factor. According to these experiment results, we find that when $z$ is properly configured within a smaller range [0.1, 0.35], JGCCM is not very sensitive to this parameter. Thus, for simplicity of the following simulation studies, $z$ is roughly set to be 0.3.

### 3.4. Effects of data imputation

Here we conduct a simple experiment to test how imputation methods affect network inference. According to the study of Hou et al. [9], we choose 4 top imputation methods: SAVER [53], DrImpute [12], MAGIC [13] and MclImpute [54]. We test the performance on three datasets, with $\delta = 0.1, 0.3, 0.5$ respectively. Each dataset is imputed with these 4 methods and 5 datasets are obtained (one is the original dataset without imputation). We infer the networks by applying 6 algorithms to these datasets, where JGCCM is not included in this test since JGCCM is designed for data with missing values.

The performances are shown by TPR-FPR curves in Fig. 3. MclImpute dramatically improves the performance for all methods, followed by DrImpute which is also helpful for network inference in most situations. The only exception with PIDC for datasets with large dropout probability $\delta = 0.5$ in Fig. 3 F(3)). These two methods fill in the “0”s in the original data while keeping other non-zero elements unchanged. The performances get worse if the data is imputed by SAVER or MAGIC. Specifically, SAVER slightly decreases the performance of network inference and MAGIC significantly decreases the performances of network inference. This may due to the build-in transformations in these algorithms destroy the intrinsic distribution of data.

Overall, MclImpute achieves the best performance for network inference. Thus, we pick it as the default imputation method in the following experiments.

### 3.5. Comparison with other state-of-the-art methods

By calculating the average area under ROC (AUROC) and PRC (AUPRC), we could compare the accuracy of different network inference methods. T-tests are also conducted to evaluate the significance of the improvement of our JGCCM over other methods. Note that the true networks are so sparse that the number of negative samples is much larger than positive samples. In such cases, AUPRC is more informative and authoritative than AUROC. Thus, we mainly utilize AUPRC to measure the accuracy of various methods. Accordingly, we put the results in terms of AUROC into Supplementary Materials.

For Gaussian graphical-based models, log-transformation is also widely used to reduce the skewness of datasets. Thus, we also carry out experiments to test the effect of log-transformation on network inference. The results (Figure Supplementary S1) show that Pearson correlation with log-transformation is generally worse than Kendall’s tau for network estimation. Therefore, we do not consider log-transformation in the following experiments.

#### 3.5.1. Network inference for data with different sample sizes

Here, we focus on network inference of two cell subgroups. To study the impact of the sample size on network inference, we generate four datasets with different sample sizes, i.e., $n_k = 100.400.1000.2000$ (for $k = 1,2$). The number of genes is fixed at $p = 100$ and dropout probability $\delta$ is set to be 0.1, 0.3 and 0.5.

**Tables 1 and 2** show the performance of various methods in terms of AUPRC. We can find from these tables that JGCCM dominates other methods in almost all cases except for $n_k = 1000.2000$ and $\delta = 0.1$, where GGL performs slightly better than JGCCM. Nevertheless, the p-values indicate that the advantage of GGL is not so significant (0.515 and 0.334). Compared to other methods except for JGCCM, LPGM performs better when sample size is small. But the increase in the number of samples does not bring a significant improvement in its performance. For other 5 methods, i.e., GGL, SIMULE, GRNBoost2, GENIE3 and PIDC, none of them dominates others in all cases.

The performance of all methods is improved with the increases of sample size. All methods keep at an acceptable level when the dropout rate is low. However, when the dropout rate becomes higher, misleading information will break the original distribution of data to a certain degree, and reduce the accuracy of all methods. In the extreme situation where the sample size is small ($n_k = 100$) but the dropout rate is large ($\delta = 0.5$), GRNBoost2 and PIDC is only slightly better than “randomly guess” (AUROC = 0.509 and 0.549 respectively in Supplementary Table S1).

Consistent with previous tests in Section 3.4, all methods except JGCCM have been improved after data imputation. The results suggest that appropriate imputation is beneficial for network inference. However, even with the help of imputation, other methods still fall behind JGCCM. Note that GGL and SIMULE achieve pretty good performance when the dropout rate is low, but suffer a sharp decline in accuracy if the dropout rate become larger (e.x. AUPRC from 0.657 to 0.109 with $\delta$ changing from 0.1 to 0.3 for GGL). As a comparison, the proposed JGCCM, which is also a Gaussian graphical model-based method, is not affected by the dropout rate.

#### 3.5.2. Network inference for data with outliers

We add some outliers in data to test the robustness of the algorithms. Specifically, every count value will be added a constant value $c_0$ with a probability of 5%. We set $c_0$ to be 2/3 of the maximum count value in the corresponding cell type. Here we set the sample size to be $n_k = 400$. 
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impact has been discussed before. Among all the compared methods, GENIE3 achieves the best results, followed by SIMULE, GGL and GRNBoost2. LPGM perform the worst according to AUPRC, whereas LPGM is the best among the compared methods. GENIE3 achieves the best results, followed by SIMULE, GGL and GRNBoost2. LPGM and PIDC perform the worst according to AUPRC, whereas LPGM gets quite higher AUROC (See Table S4).

According to these experiment results, we find that only JGCGM can get better performance when the number of cell types grows. These results demonstrate that JGCGM is able to make use of the similarities between different cell types to improve the accuracy of network inference.

4. Real data analysis

4.1. Parameter selection

For real-world data analysis, the hyperparameters in JGCGM should be chosen carefully. According to the discussion in Section 3.3, the search range of $\alpha$ is set to $[0.1, 0.35]$ and the optimal $\alpha^*$ is chosen via minimizing Akaike information criterion (AIC):

$$\text{AIC} = \sum_{k=1}^{K} \left[ n_k \log \text{det} \left( \hat{\Theta}^{(k)} \right) - n_k \log \text{det} \left( \hat{S}^{(k)} \right) + 2n_k \right],$$

where $K$ is the number of cell types, $n_k$ is the edge number in the estimated graph, $\hat{S}^{(k)}$ is the estimated correlation matrix, and $2n_k$ equals the number of non-zero entities of the estimated precision matrix $\hat{\Theta}^{(k)}$.

When we have got $\alpha^*$, we use the stability selection method to select parameters $\lambda$. Specifically, at each time, 50% of the samples are randomly selected from each group to form a sub-dataset. This operation repeats $C$ times with each time sampling a sub-dataset. All $C$ sub-datasets are analyzed with fixed parameters $(\lambda, \alpha^*)$ and then obtain networks $\hat{\Theta}^{(k)}(\lambda, \alpha^*)$. Let $\mathcal{E}_k(\lambda) = \{1/C\sum_{i=1}^{C} 1 \left( \hat{\Theta}^{(k)}(\lambda, \alpha_i^*) \neq 0 \right) \}$, we could measure the stability score of these parameters $\text{Stab}$ by computing:

$$\text{Stab}(\lambda) = \sum_{k=1}^{K} \left( \sum_{i,j} \mathcal{E}_k(\lambda) \left( 1 - \mathcal{E}_k(\lambda) \right) \right) \left( \frac{p}{2} \right).$$

(11)

We first choose a set of candidate values for $\lambda$, then compute the stability scores for all these candidate values and finally get the optimal $\lambda^*$ through the following equation:

$$\lambda^* = \arg \min_{\gamma \in \Lambda} \left\{ \max_{\gamma^*} \text{Stab}(\lambda) \leq \beta \right\}.$$

(12)

For all real data sets, we set $C = 20, \beta = 0.1$ in the procedure of stability selection.

4.2. Differential network between H1-hESC and NPC

Joint network inference methods can be well suited for differential network analysis. We study the differential network between H1 human embryonic stem cells (H1-hESC) and neural progenitor cells (NPC). The dataset that contains 212 H1-hESCs and 173 NPCs originated from the literature [56], which can be downloaded from GEO database [57] (with ID GSE75748). Since the NPCs in this dataset are differentiated from H1-hESCs, we focus on a subset of 20 genes that are involved in human embryo development [20]. Another 70 type-specific genes and 44 “dark” genes, which have a significant difference between and control samples not in network degree level [20], are merged into the subset. By filtering out the duplicated and unexpressed genes from the subset, we finally get a list of 113 genes for our study.

The optimal parameters $(\alpha^* = 0.35, \lambda^* = 0.3)$ are chosen via AIC and stability selection. Fig. 4 presents the differential network between H1-hESC and NPC predicted by JGCGM. 6 genes (CST1, DLK1, PHC1, TGF1, VSNL1 and L1T1D1) with the highest degrees (> 10) are marked with yellow colors. Among these genes, 5 of them (except for CST1) are found to be cell type-specific [20].
Besides, JGCGM is able to discover the two dark genes for H1-hESC (TDGF1 and VSNL1) defined in the study of [20]. Although the differential network does not present the significance of four dark genes for NPC (TMEM97, SGPL1, ICAM1, ARSA), all these genes are with higher rank of degrees in the NPC-specific network than in the H1-hESC network (see Table S5), which also validate the effectiveness of JGCGM.

4.3. Mouse embryonic stem cell differentiation

Cellular differentiation decisions are controlled by complex regulatory interactions, and understanding regulatory mechanism remains to be a major challenge. Here we study the case of embryonic stem cells differentiation by single cell RNA sequencing data from mouse. The dataset originated from the literature [58], which
can be downloaded from GEO database [57] (with ID GSE65525). In the original biological experiments, cells were sampled from 4 states, that is before leukemia inhibitory factor (LIF) withdrawal and after the withdrawal LIF for 2, 4, 7 days respectively. Since LIF is able to maintain cell pluripotency and inhibiting cell differentiation, it can be considered that the cells begin to gradually differentiate after LIF withdrawal.

According to the days of cell differentiation: 0 (before LIF withdrawal), 2, 4 and 7 the samples can be naturally divided into 4 groups, with each subgroup containing 933, 303, 683 and 798 cell samples respectively. We focus on 84 genes stem cell markers for 4 groups, with each subgroup containing 933, 303, 683 and 798 cell samples respectively. We set the threshold of changing score as $\Delta D = 5$, and eventually pick out 10 genes: Pou5f1 (5 for changing score), Fn1 (6), Gcm1 (9), Podx1 (5), Cd9 (6), Zfp42 (8), Utf1 (12), Lama1 (6), Gcg (49), Ifitm1 (6).

Most of the chosen genes are indeed related to cell differentiation: The Oct-4 protein encoded by the Pou5f1 gene plays an important role in the self-renewal of undifferentiated embryonic stem cells. Its over-expression and under-expression will result in cell differentiation, which is often regarded as a marker of embryonic development and regeneration. Wang et al. [62] found that the Podx1 can divide Flk1 overexpressing cells into different populations. We set the threshold of changing score as $\Delta D = 5$, and eventually pick out 10 genes: Pou5f1 (5 for changing score), Fn1 (6), Gcm1 (9), Podx1 (5), Cd9 (6), Zfp42 (8), Utf1 (12), Lama1 (6), Gcg (49), Ifitm1 (6).

Zfp42 is reported as an important role in the self-renewal of undifferentiated embryonic hematopoietic cells and may be a factor that determines the hematopoietic stem cells. Its over-expression and under-expression will result in cell differentiation, which is often regarded as a marker of embryonic development and regeneration. Wang et al. [62] found that the Podx1 can divide Flk1 overexpressing cells into different populations. The Oct-4 protein encoded by the Pou5f1 gene plays an important role in the self-renewal of undifferentiated embryonic stem cells. Its over-expression and under-expression will result in cell differentiation, which is often regarded as a marker of embryonic development and regeneration. Wang et al. [62] found that the Podx1 can divide Flk1 overexpressing cells into different populations.

Table 1

| $n_k$ | $\delta$ | Imputation | Value | JGCGM | LPCM | GGL | SIMULE | GRNBoost2 | GENIE3 | PIDC |
|-------|---------|------------|-------|--------|------|-----|--------|-----------|--------|------|
| 1000  | 0.1     | No         | Mean  | 0.941  | 0.233| 0.896| 0.825  | 0.391     | 0.855  | 0.520|
|       |         |            | Std   | 0.020  | 0.027| 0.023| 0.028  | 0.015     | 0.009  | 0.021|
|       |         |            | p-value| 1.11E-22| 2.66E-04| 7.68E-09| 5.31E-23| 5.89E-10| 1.02E-19|
|       |         | Yes        | Mean  | 0.312  | 0.946| 0.920| 0.849  | 0.899     | 0.899  | 0.624|
|       |         |            | Std   | 0.020  | 0.010| 0.013| 0.022  | 0.009     | 0.009  | 0.020|
|       |         |            | p-value| 5.36E-23| 5.15E-01| 1.48E-02| 2.21E-08| 1.66E-05| 8.50E-18|
| 0.3   | No      | Mean 0.924 | 0.172  | 0.299  | 0.259| 0.188| 0.613  | 0.383     | 0.863  | 0.512|
|       |         | Std 0.013  | 0.022  | 0.024  | 0.031| 0.011| 0.014  | 0.021     | 0.014  | 0.021|
|       |         | p-value  | 3.26E-25| 4.61E-23| 4.19E-22| 4.58E-28| 1.29E-20| 1.06E-22|
|       |         | Yes      | Mean  | 0.299  | 0.787| 0.753| 0.662  | 0.766     | 0.512  | 0.512|
|       |         | Std 0.030  | 0.026  | 0.030  | 0.024| 0.015| 0.022  | 0.022     | 0.022  | 0.022|
|       |         | p-value  | 7.17E-22| 3.45E-11| 5.15E-12| 2.25E-16| 5.58E-15| 2.20E-20|
| 0.5   | No      | Mean 0.908 | 0.127  | 0.019  | 0.045| 0.098| 0.296  | 0.294     | 0.790  | 0.863|
|       |         | Std 0.018  | 0.005  | 0.005  | 0.006| 0.013| 0.026  | 0.026     | 0.026  | 0.026|
|       |         | p-value  | 7.15E-23| 7.35E-29| 1.36E-28| 5.46E-28| 1.46E-24| 7.75E-22|
| 2000  | 0.1     | No       | Mean  | 0.244  | 0.965| 0.790| 0.863  | 0.931     | 0.786  | 0.786|
|       |         | Std 0.022  | 0.013  | 0.066  | 0.010| 0.006| 0.015  | 0.015     | 0.015  | 0.015|
|       |         | p-value  | 9.56E-22| 3.10E-02| 2.91E-06| 4.59E-09| 6.75E-02| 4.94E-13|
|       |         | Yes      | Mean  | 0.214  | 0.959| 0.840| 0.927  | 0.946     | 0.804  | 0.804|
|       |         | Std 0.069  | 0.015  | 0.142  | 0.011| 0.006| 0.015  | 0.015     | 0.015  | 0.015|
|       |         | p-value  | 6.82E-17| 3.34E-01| 4.09E-02| 3.61E-02| 8.84E-01| 4.21E-12|
| 0.3   | No      | Mean 0.949 | 0.169  | 0.481  | 0.420| 0.481| 0.806  | 0.653     | 0.790  | 0.863|
|       |         | Std 0.013  | 0.032  | 0.031  | 0.013| 0.009| 0.020  | 0.020     | 0.020  | 0.020|
|       |         | p-value  | 4.50E-25| 4.33E-19| 1.91E-20| 3.16E-24| 4.05E-16| 1.74E-18|
| 0.5   | No      | Mean 0.961 | 0.132  | 0.020  | 0.053| 0.036| 0.196  | 0.513     | 0.557  | 0.557|
|       |         | Std 0.010  | 0.002  | 0.016  | 0.020| 0.015| 0.014  | 0.014     | 0.014  | 0.014|
|       |         | p-value  | 1.67E-21| 3.32E-33| 3.56E-29| 1.82E-26| 5.89E-24| 1.60E-22|
|       |         | Yes      | Mean  | 0.159  | 0.273| 0.259| 0.284  | 0.492     | 0.307  | 0.307|
|       |         | Std 0.032  | 0.028  | 0.025  | 0.018| 0.015| 0.019  | 0.019     | 0.019  | 0.019|
|       |         | p-value  | 1.37E-23| 2.26E-23| 2.20E-24| 4.57E-26| 3.48E-24| 2.05E-25|
undifferentiated state marker with pluripotent hematopoietic stem cells [67]. Van et al. [68] found that knocking down UTF1 caused substantial delay or differentiation of embryonic stem cells and cancer cells. Only for three genes Lama1, Gcg, and Ifitm, we have yet to know their association with cell differentiation, which verifies the effectiveness of our model on scRNA-seq data. Moreover, by using modified Kendall’s tau to fulfill the estimation, which could make full use of the useful information from scRNA-seq data and keep away from the misleading information introduced by dropouts.

We compare proposed JGCGM with other methods on synthetic datasets. Our JGCGM outperforms other methods in most cases, which indicates the effectiveness of our proposed decomposition model on scRNA-seq data. The above case studies indicate that JGCGM is capable to reveal potential markers of cell differentiation, which verifies the effectiveness of our model in network inference.

### 5. Conclusion

With the development of single-cell RNA sequencing technologies, a large amount of single-cell RNA sequencing data become available, which enables the estimation of gene networks at single cell level. Due to the characteristics of scRNA-seq data, such as cellular heterogeneity and high sparsity caused by dropouts, joint estimation of multiple gene networks from scRNA-seq data remains a challenging task. Although Gaussian graphical model-based approaches have been widely used to infer gene networks, we are faced with two main issues when inferring gene networks from scRNA-seq data. The first one is how to handle the cellular heterogeneity. The other problem is the large proportion of dropouts (missing data) in scRNA-seq data. To tackle these problems, we propose a new joint Gaussian copula graphical model (JGCGM) to jointly estimate multiple gene networks for multiple cell subgroups from scRNA-seq data. Our proposed model decomposes the gene network of each cell subgroup into two parts: common network and subgroup-specific network, which represent the heterogeneity and the homogeneity among different cell subgroups respectively. We use modified Kendall’s tau to fulfill the estimation, which could make full use of the useful information from scRNA-seq data and keep away from the misleading information introduced by dropouts.

The above case studies indicate that JGCGM is capable to reveal potential markers of cell differentiation, which verifies the effectiveness of our model in network inference.

### 5. Conclusion

With the development of single-cell RNA sequencing technologies, a large amount of single-cell RNA sequencing data become available, which enables the estimation of gene networks at single cell level. Due to the characteristics of scRNA-seq data, such as cellular heterogeneity and high sparsity caused by dropouts, joint estimation of multiple gene networks from scRNA-seq data remains a challenging task. Although Gaussian graphical model-based approaches have been widely used to infer gene networks, we are faced with two main issues when inferring gene networks from scRNA-seq data. The first one is how to handle the cellular heterogeneity. The other problem is the large proportion of dropouts (missing data) in scRNA-seq data.

To tackle these problems, we propose a new joint Gaussian copula graphical model (JGCGM) to jointly estimate multiple gene networks for multiple cell subgroups from scRNA-seq data. Our proposed model decomposes the gene network of each cell subgroup into two parts: common network and subgroup-specific network, which represent the heterogeneity and the homogeneity among different cell subgroups respectively. We use modified Kendall’s tau to fulfill the estimation, which could make full use of the useful information from scRNA-seq data and keep away from the misleading information introduced by dropouts.

We compare proposed JGCGM with other methods on synthetic datasets. Our JGCGM outperforms other methods in most cases, which indicates the effectiveness of our proposed decomposition model on scRNA-seq data. Moreover, by using modified Kendall’s tau, our JGCGM dominates other compared methods in most cases, which demonstrate its ability in handling dropout events. The impact of data imputation has also been studied in simulation studies. Among the selected imputation approach, McImpute dominates others in all circumstance and MAGIC is detrimental to network inference. Even though imputation could enhance the accuracy of network inference, its performance still falls behind from the proposed JGCGM. These results demonstrate the effectiveness of our model on scRNA-seq data.
Table 3
AUPRC of various methods on synthetic data with multiple cell types ($n_s = 400, p = 100$).

| δ  | K  | Imputation | Value       | JGCCM | LPCM | GGL | SIMULE | GRNBoost2 | GENIE3 | PIDC |
|----|----|------------|-------------|-------|------|-----|--------|-----------|--------|------|
| 0.1| 3  | No         | Mean 0.592  | 0.214 | 0.443| 0.524| 0.343  | 0.581     | 0.165  |       |
|    |    |            | Std 0.030   | 0.013 | 0.033| 0.034| 0.018  | 0.011     | 0.012  |       |
|    |    |            | p-value     | 5.01E-18 | 7.14E-09 | 2.65E-04 | 2.46E-14 | 3.11E-01 | 4.69E-19 |       |
| Yes|    |            | Mean –   | 0.276 | 0.602| 0.692| 0.491  | 0.656     | 0.241  |       |
|    |    |            | Std 0.0016 | 0.018 | 0.032| 0.022| 0.020  | 0.012     | 0.015  |       |
|    |    |            | p-value     | 6.47E-22 | 2.73E-16 | 1.99E-08 | 9.29E-20 | 1.14E-04 | 4.99E-26 |       |
| 4  | No | Mean 0.602 | 0.220 | 0.338 | 0.513 | 0.334 | 0.577 | 0.167 |
|    |    | Std 0.010 | 0.017 | 0.035 | 0.018 | 0.009 | 0.011 |
|    |    | p-value    | 6.47E-22 | 2.73E-16 | 1.99E-08 | 9.29E-20 | 1.14E-04 | 4.99E-26 |
| Yes|    | Mean – | 0.270 | 0.495 | 0.652 | 0.467 | 0.642 | 0.233 |
|    |    | Std 0.018 | 0.031 | 0.033 | 0.018 | 0.009 | 0.011 |
|    |    | p-value    | 6.47E-22 | 2.73E-16 | 1.99E-08 | 9.29E-20 | 1.14E-04 | 4.99E-26 |
| 0.3| 3  | No         | Mean 0.502 | 0.129 | 0.059| 0.397 | 0.111-13 | 4.01E-08 | 4.66E-24 |       |
|    |    | Std 0.022 | 0.012 | 0.022 | 0.020 | 0.012 | 0.017 |
|    |    | p-value    | 7.17E-20 | 1.63E-19 | 1.88E-19 | 1.55E-19 | 2.91E-15 | 2.40E-20 |
| Yes|    | Mean – | 0.227 | 0.373 | 0.433 | 0.280 | 0.401 | 0.145 |
|    |    | Std 0.010 | 0.026 | 0.028 | 0.021 | 0.025 | 0.018 |
|    |    | p-value    | 8.88E-18 | 1.40E-09 | 2.02E-05 | 2.12E-14 | 4.66E-08 | 1.39E-18 |
| 4  | No | Mean 0.542 | 0.141 | 0.046 | 0.090 | 0.137 | 0.271 | 0.114 |
|    |    | Std 0.031 | 0.013 | 0.012 | 0.018 | 0.009 | 0.009 |
|    |    | p-value    | 2.75E-18 | 5.66E-20 | 5.37E-19 | 1.46E-18 | 2.63E-15 | 4.09E-19 |
| Yes|    | Mean – | 0.217 | 0.265 | 0.377 | 0.255 | 0.368 | 0.127 |
|    |    | Std 0.001 | 0.041 | 0.045 | 0.057 | 0.125 | 0.095 |
|    |    | p-value    | 1.29E-16 | 3.11E-12 | 3.65E-09 | 8.78E-16 | 1.73E-11 | 1.99E-18 |
| 0.5| 3  | No         | Mean 0.321 | 0.102 | 0.045| 0.007 | 0.125 | 0.095 |
|    |    | Std 0.036 | 0.018 | 0.004 | 0.004 | 0.008 | 0.005 |
|    |    | p-value    | 4.08E-12 | 3.25E-15 | 1.09E-14 | 9.67E-14 | 5.45E-12 | 3.81E-13 |
| Yes|    | Mean – | 0.149 | 0.128 | 0.153 | 0.134 | 0.179 | 0.097 |
|    |    | Std 0.014 | 0.021 | 0.027 | 0.005 | 0.017 | 0.009 |
|    |    | p-value    | 1.12E-10 | 5.98E-11 | 1.61E-09 | 1.18E-11 | 9.26E-10 | 1.44E-13 |
| 4  | No | Mean 0.415 | 0.102 | 0.017 | 0.043 | 0.078 | 0.129 | 0.090 |
|    |    | Std 0.037 | 0.021 | 0.004 | 0.002 | 0.004 | 0.007 |
|    |    | p-value    | 1.54E-14 | 2.20E-17 | 6.68E-17 | 4.16E-16 | 7.20E-15 | 9.49E-16 |
| Yes|    | Mean – | 0.153 | 0.085 | 0.124 | 0.123 | 0.162 | 0.070 |
|    |    | Std 0.013 | 0.019 | 0.019 | 0.007 | 0.008 | 0.004 |
|    |    | p-value    | 8.16E-14 | 3.91E-15 | 3.71E-14 | 6.16E-15 | 8.21E-14 | 2.69E-16 |

Table 4
Top 15 nodes with the highest degree in 4 cell groups.

| Rank | Day 0 | Day 2 | Day 4 | Day 7 |
|------|-------|-------|-------|-------|
| 1    | Lifr  | Lifr  | Lifr  | Lifr  |
| 2    | POU5F1| LAMC1 | POU5F1| LAMC1 |
| 3    | Pten  | POU5F1| LAMC1 | Cd9   |
| 4    | FNI   | Pten  | Podxl | FNI   |
| 5    | SXX2  | SXX2  | SXX2  | SXX2  |
| 6    | LAMC1 | CD9   | Sox2  | Sox2  |
| 7    | GCM1  | FNI   | LAMA1 | POU5F1|
| 8    | Podxl | LAMA1 | Cd9   | LAMA1 |
| 9    | Cd9   | Podxl | Ifitm1| Podxl |
| 10   | Dnm3b | Dnm3b | FNI   | Dnm3b |
| 11   | ZFP42 | GCM1  | Dnm3b | GCM1  |
| 12   | UFT1  | Ifitm1| Nodal | Sox17 |
| 13   | LAMA1 | Sox17 | ZFP42 | ZFP42 |
| 14   | GCG   | ZFP42 | Nodal | Ifitm1|
| 15   | Ifitm1| Nodal | UFT1  | Diap2 |

Fig. 4. The differential network between H1 human embryonic stem cells (H1-hESC) and neural progenitor cells (NPC) estimated by JGCCM. Hub genes with degrees greater than 10 are marked with yellow colour. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

The network prediction are mostly consistent with the known biological knowledge, which further confirms the effectiveness of our model.
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