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Abstract—Edge computing technology has great potential to improve various computation-intensive applications in vehicular networks by providing sufficient computation resources for vehicles. However, inappropriate task offloading to roadside units (RSUs) can lead to large energy consumption, which will result in negative economic, environmental, and performance impacts. Therefore, in this paper, we develop the energy-efficient cooperative offloading scheme for edge computing-enabled vehicular networks. We first establish a novel cooperative offloading model to multiple RSUs for given batch of moving vehicles, different from existing works that consider single vehicle only or static users. Then, we consider the total energy minimization by optimizing the task splitting ratio, computation resource, and communication resource, which is a challenging non-convex problem, and provide optimal solutions for multi-vehicle case and single-vehicle case, respectively. Furthermore, we extend our proposed scheme to the one for a more realistic scenario (i.e., online scenario), where batches of vehicles sequentially approach the RSUs. Finally, through numerical results, the impact of network parameters on the total energy consumption is analyzed, and we verify that our proposed solution consumes lower energy than baseline schemes.

Index Terms—Vehicular networks, edge computing, task splitting, resource allocation, convex optimization.

I. INTRODUCTION

Due to the rapid development of vehicular networks, various computation-intensive applications, including road safety applications, traffic efficiency applications, infotainment applications, etc., are emerging. Implementing such applications requires enormous computing resources for data processing [2]–[5]. However, the computing resource of a vehicle is usually limited, making it hard for the vehicle itself to complete a computation task by the service completion deadline. For tackling this issue, the edge computing technology has been regarded as a promising solution [6]–[11]. The edge computing technology is to make mobile users compute the large tasks by offloading them to the nearby edge computing servers such as base stations (BSs) and roadside units (RSUs) instead of the central server.

There have been extensive works on an optimal offloading design for static users in edge computing-enabled networks [12]–[21]. For instance, a static user offloads its task to one edge computing server [12]–[18] or multiple edge computing servers [19]–[21]. More specifically, by optimizing the offloading scheduling and the resource allocation for computation and communication such as transmission power and CPU frequency at the RSU side, the authors maximize the weighted sum of the offloading rates [12], minimize the total latency for computing and transmitting a task [13], [19], or minimize the total energy consumption for local computing and offloading [14]–[18], [20], [21]. However, since user mobility is not considered, the solutions for the static scenario in [12]–[21] may not be effective for vehicular networks, where vehicles move most of the time. For example, the solution obtained for the static scenario is no longer optimal when vehicles’ mobility is considered.

Recently, various task offloading techniques have been presented for edge computing-enabled vehicular networks [22]–[28]. For example, by optimizing the offloading scheduling and resource allocation for communication and computation, the system utility is maximized in [22]–[25], the total latency is minimized in [26], [27], and the total energy consumption is minimized in [28]. Most of the works, including [22]–[28], assume that a task is offloaded to only one RSU (i.e., an edge computing server). However, in a practical vehicular network, a vehicle may have a short connection time to single RSU [29], which makes such assumption unrealistic. Therefore, when the size of the task is large and the velocity of a vehicle is high, offloading a task to single RSU is obviously not energy-efficient or even not feasible.
To tackle the issue caused by the short connection time to each RSU and the large size of the computation-intensive tasks, such as HTTP adaptive streaming, video transcoding, and local dynamic map, the cooperation among multiple RSUs has been recently considered in [30]. Specifically, optimal task splitting ratios that minimize the latency have been obtained for multiple vehicles in [30]. However, the optimization of the resource allocation for computation and communication is not considered, which results in inefficient edge computing-enabled vehicular networks. Moreover, the energy efficiency is not considered in [30], although the cost from the energy consumption such as severe carbon pollution and expensive electricity bills is not negligible [31], [32]. Furthermore, none of the aforementioned works can be extended to a more realistic scenario where vehicles sequentially enter the network and their information is unknown ahead.

To address the limitations mentioned above, we jointly consider the task splitting and the resource allocation for computation and communication in edge computing-enabled vehicular networks. Specifically, for a computation-intensive task, we consider the cooperative offloading, which splits each vehicle’s task into multiple subtasks and offloads them to different RSUs (i.e., edge computing servers) located ahead along the route of the vehicle. Since the energy-efficient design is important in edge computing-enabled vehicular networks [14]–[18], [20], [21], [28], [31], [32], we find an optimal task splitting and resource allocation that minimizes the energy consumption for a given batch of vehicles. We further extend the cooperative offloading models to the one for a more realistic scenario (i.e., online scenario) where batches of vehicles sequentially approach the RSUs and their information, including locations, velocities, and task parameters, is unknown ahead. The main contributions of this work can be summarized as below.

• We establish novel cooperative offloading models for given batch of vehicles in edge computing-enabled vehicular network. The models are much more complex than the ones in the static scenario as the subtasks of each vehicle are offloaded to multiple RSUs and multiple vehicles pass through the coverage area of each RSU. To the best of our knowledge, this is the first work providing energy-efficient cooperative offloading models for multiple moving vehicle scenario (i.e., the vehicles with different velocities and different locations at the time of scheduling).

• For given batch of vehicles, we formulate the total energy minimization with respect to the task splitting ratio, computation resource, and communication resource. It is a challenging non-convex problem with considerably more variables and constraints than the one for the static scenario. To address this issue, we equivalently transform the original non-convex problem to a convex problem and solve it with standard convex optimization algorithms.

• For the single-vehicle case, we further decompose the equivalent convex problem into several subproblems of much smaller sizes controlled by a master problem. We then provide the closed-form optimal solutions for the subproblems and semi-closed-form optimal solutions for the master problem.

• We extend the cooperative offloading models to the one for the online scenario, which is more challenging due to sequential arrivals of vehicles. Specifically, we formulate the total energy minimization for both new arriving vehicles and leftover vehicles (i.e., vehicles that still exist in the network when new arriving vehicles enter the network). We show that the underlying problem structure for the online scenario is similar to the one for the multi-vehicle case and can be solved using the same method.

• Finally, by numerical simulations, we analyze the impacts of vehicles’ velocities and computation result sizes on the total energy consumption in the single-vehicle case and the multi-vehicle case, respectively. Furthermore, we show that the proposed solutions achieve significant gains in the total energy consumption over all baseline schemes.

The remainder of this paper is organized as follows. Section II describes the system model. Section III formulates the energy minimization problem for given batch of vehicles and proposes low complexity optimal solutions for both the multi-vehicle case and single-vehicle case. We then formulate the energy minimization problem in the online scenario and present its solution method in Section IV. Numerical results are provided in Section V. Finally, conclusions are given in Section VI.

Notation: The notation used throughout the paper is reported in Table I.

II. SYSTEM MODEL

In this section, we present the network model and cooperative offloading model of an edge computing-enabled vehicular network when a batch of vehicles is known ahead. Then, in Section IV-A, we will extend the cooperative offloading models to the one for the online scenario where sequential batches of vehicles are unknown ahead.

A. Network Model

We consider an edge computing-enabled vehicular network, which consists of $K$ multi-antenna RSUs, denoted by $K = \{1, \cdots, K\}$, located along a unidirectional road, as shown in Fig. 1.\(^2\) For given batch of vehicles, we consider $U$ single-antenna vehicles, denoted by $U = \{1, \cdots, U\}$. At time 0, the $U$ vehicles enter the edge computing-enabled network and pass RSUs $1, 2, \cdots, K$ successively. Each RSU is equipped with an edge computing server. Thus, each RSU has both communication capability and computation capability. In reality,\(^1\) 

\(^{1}\)For example, in case of utilizing edge computing servers for HTTP adaptive streaming [33], the server stores the video content in a segmented form, called slices, and transfers them to multiple edge computing servers.

\(^{2}\)Note that the number of RSUs, $K$, is determined by the delay requirement of the tasks requested by the vehicles. Specifically, for given the required delay $\tau$, we have

$$K = \max \left\{ k | \sum_{i=1}^{k} \frac{R_i}{V_i} \leq \tau \right\}.$$
the size of workload network. Thus, we characterize a task by two parameters, i.e., the input data of its task to the edge computing-enabled network at time 0. The arrival time and the departure time of vehicle \( u \) at RSU \( k \) are given as follows:

\[
T_{k,u}^{(a)} = \frac{1}{v_u} \left( R_{\text{req},u} + \sum_{i=1}^{k-1} R_i \right), \quad k \in K, \; u \in U, \tag{1}
\]

\[
T_{k,u}^{(d)} = \frac{1}{v_u} \left( R_{\text{req},u} + \sum_{i=1}^{k} R_i \right), \quad k \in K, \; u \in U. \tag{2}
\]

Let \( a_{k,m} \) denote the index of the vehicle that is the \( m \)-th one entering RSU \( k \)'s coverage area, where \( m \in \mathcal{O} \triangleq \{1, \cdots, U\} \). Thus, \( T_{k,a_{k,1}}^{(a)} < T_{k,a_{k,2}}^{(a)} < \cdots < T_{k,a_{k,U}}^{(a)} \). As the \( U \) vehicles have different velocities and initial distances to RSU 1, the vehicle orders for different RSUs can differ.

### B. Cooperative Offloading Model

Each vehicle may move very fast and single RSU can hardly finish the computation of its entire task before the vehicle leaves its coverage area. Hence, we consider cooperative offloading that makes \( K \) RSUs jointly compute the offloaded task.

1) **Computation Model**: Each vehicle’s task is split into \( K \) subtasks of different sizes, which are offloaded to \( K \) RSUs. The size of each subtask is determined by the task splitting factor \( x \triangleq (x_{k,u})_{k \in K, u \in U} \). Here, \( x_{k,u} \) denotes the fraction of task \( u \) offloaded to RSU \( k \), where

\[
x_{k,u} \geq 0, \quad k \in K, \; u \in U, \tag{3}
\]

\[
\sum_{k \in K} x_{k,u} = 1, \quad u \in U. \tag{4}
\]

Note that when \( x_{k,u} = 0 \), no subtask is offloaded to RSU \( k \). Assume that the sizes of the computation workload and the computation result of vehicle \( u \)'s subtask at RSU \( k \) are \( C_u x_{k,u} \) and \( D_u x_{k,u} \), respectively.\(^4\) In later sections, the task splitting will be optimized.

The CPU frequency of each RSU can be adjusted by using dynamic voltage and frequency scaling technology [20]. We denote \( f_{k,u} \) as the CPU frequency used for executing vehicle \( u \)'s subtask \( k \) at RSU \( k \), where

\[
f_{k,u} \geq 0, \quad k \in K, \; u \in U, \tag{5}
\]

\[
f_{k,u} \leq F_k, \quad k \in K, \; u \in U. \tag{6}
\]

\(^4\)Note that our work can be easily extended to the case where the size of the computation result is not proportional to the size of the computation workload.

### Table I

**Notations Used Throughout the Paper**

| Notation | Definition |
|----------|------------|
| \( a_{k,m} \) | Index of the vehicle that is \( m \)-th one entering RSU \( k \)'s coverage area |
| \( C_u \) | Size of workload of vehicle \( u \)'s task |
| \( D_u \) | Size of computation result of vehicle \( u \)'s task |
| \( F_k \) | Maximum computing capability of RSU \( k \) |
| \( f_{k,u} \) | CPU frequency used for executing vehicle \( u \)'s subtask \( k \) at RSU \( k \); CPU frequency allocation |
| \( P_k \) | Maximum transmission power of RSU \( k \) |
| \( p_{k,u} \) | Transmission power used for transmitting vehicle \( u \)'s subtask \( k \) at RSU \( k \); Transmission power allocation |
| \( R_k \) | Length of the interval of the road covered by RSU \( k \) |
| \( R_{\text{req},u} \) | Distance from RSU 1 to the point where vehicle \( u \) requested the task |
| \( v_u \) | Velocity of vehicle \( u \) |
| \( s_{\text{sp},k,u} \); \( s_{\text{sp}} \) | Computation starting time of vehicle \( u \)'s subtask \( k \) at RSU \( k \); computation starting time allocation |
| \( s_{\text{em},k,u} \); \( s_{\text{em}} \) | Transmission starting time of vehicle \( u \)'s subtask \( k \) at RSU \( k \); transmission starting time allocation |
| \( T_{k,u}^{(a)} \); \( T_{k,u}^{(d)} \) | Arrival time of vehicle \( u \) at RSU \( k \); departure time of vehicle \( u \) at RSU \( k \) |
| \( x_{k,u} \) | Fraction of task \( u \) that is executed at RSU \( k \); task splitting factor |
| \( t_{\text{sp},k,u} \); \( t_{\text{sp}} \) | Computation time of vehicle \( u \)'s subtask \( k \) at RSU \( k \); computation time allocation |
| \( t_{\text{em},k,u} \); \( t_{\text{em}} \) | Transmission time of vehicle \( u \)'s subtask \( k \) at RSU \( k \); transmission time allocation |
| \( E_{\text{sp},k,u} \) | Computation energy consumption for executing vehicle \( u \)'s subtask \( k \) at RSU \( k \) |
| \( E_{\text{em},k,u} \) | Communication energy consumption for transmitting the computation result from RSU \( k \) to vehicle \( u \) |
| \( E_{\text{tot}} \) | Total energy consumption |

---

\(^3\)Our work can be extended by considering local computing at each vehicle.
Here, $F_k$ represents the maximum computing capability (i.e., CPU frequency) of RSU $k$. Then, the computation energy consumption for executing vehicle $u$’s subtask $k$ at RSU $k$ is given by [35]:

$$E_{cp,k,u}(x_{k,u}, f_{k,u}) = \kappa_k C_u x_{k,u} f_{k,u}^{\alpha_k - 1}, \quad k \in \mathcal{K}, \ u \in \mathcal{U},$$

where $\kappa_k > 0$ represents the effective switched capacitance depending on the chip architecture and $\phi_k > 1$. Moreover, the computation time for executing vehicle $u$’s subtask $k$ at RSU $k$ is $\frac{C_u x_{k,u}}{f_{k,u}}$.

For ease of implementation, we assume that RSU $k$ processes $U$ subtasks from $U$ vehicles sequentially in the order of arrivals, i.e., $a_{k,1}, \ldots, a_{k,U}$. We denote $s_{cp,k,a_{k,m}}$ as the computation starting time of the $m$-th subtask of the $k$-th vehicle entering RSU $k$’s coverage area. Hence, we have the following computation constraints:

$$s_{cp,k,a_{k,m}} \geq 0, \quad k \in \mathcal{K}, \ m \in \mathcal{O},$$

where $s_{cp,k,a_{k,m}}$ is the computation start time of the $m$-th subtask of the $k$-th vehicle.

The constraints in (9) indicate that the computation of the $m$-th vehicle’s subtask $k$ at RSU $k$ must complete before the start of the computation of the $(m+1)$-th vehicle’s subtask $k$ at RSU $k$. In other words, the constraints in (9) represent the waiting time constraint for $(m+1)$-th vehicle’s task at RSU $k$. We assume that the computation of vehicle $u$’s subtask at RSU $k$ completes before vehicle $u$ enters the coverage area of RSU $k$. According to the assumption, we have the following computation constraint:

$$s_{cp,k,a_{k,m}} + \frac{C_u x_{k,a_{k,m}}}{f_{k,a_{k,m}}} \leq T_{k,a_{k,m}}^{(a)}, \quad k \in \mathcal{K}, \ m \in \mathcal{O}. \quad (10)$$

Note that this assumption is used to get tractable forms of the constraints on the communication and computation resources in this dynamic network environments with multiple vehicles.

2) Communication Model: After computing the $k$ subtask of vehicle $u$, RSU $k$ transmits the computation result to vehicle $u$ when vehicle $u$ is in its coverage area. Each RSU has $M$ transmit antennas, and each vehicle has single transmit antenna. Thus, this corresponds to multi-input single-output (MISO) transmission. To avoid severe interference from nearby RSUs, we assume the exclusive channel usage among nearby RSUs. Here, the interference from far away RSUs can exist, which can be treated as noise [36], [37]. Let $g_k$ denote the large-scale fading power of the channel between RSU $k$ and vehicle $u$ with the maximum link length $\ell_k$.

We consider a narrow band slotted system of bandwidth $B$ (in Hz) and adopt the block fading model for small-scale fading. Let $h_{k,u}^H$ denote the small-scale fading coefficients of the channel between RSU $k$ and vehicle $u$ in an arbitrary time slot, where $h_{k,u} \in \mathbb{C}^{M \times 1}$. Here, $\mathbf{H}$ denotes conjugate transpose. Suppose that the elements of $h_{k,u}$ are independently and identically distributed (i.i.d.) according to $\mathcal{CN}(0, 1)$.

The transmission power limit of RSU $k$ is denoted by $P_k$.

We denote $p_{k,u}$ as the transmission power used for transmitting vehicle $u$’s subtask $k$ from RSU $k$ to vehicle $u$, where

$$p_{k,u} \geq 0, \quad k \in \mathcal{K}, \ u \in \mathcal{U}, \quad (11)$$

$$p_{k,u} \leq P_k, \quad k \in \mathcal{K}, \ u \in \mathcal{U}. \quad (12)$$

Consider an arbitrary slot. The received signal of vehicle $u$ from RSU $k$, denoted as $y_{k,u}$, is given by [38]:

$$y_{k,u} = h_{k,u}^H w_{k,u} \sqrt{p_{k,u} g_k} s_{k,u} + z, \quad k \in \mathcal{K}, \ u \in \mathcal{U}, \quad (13)$$

where $s_{k,u}$ is an information symbol with $\mathbb{E}[|s_{k,u}|^2] = 1$, $w_{k,u} \in \mathbb{C}^{M \times 1}$ is a normalized beamforming vector with $\|w_{k,u}\| = 1$, and $z$ is the additive white Gaussian noise (AWGN) following the complex normal distribution $\mathcal{CN}(0, N_0)$. From (13), the received signal-to-noise ratio (SNR) of vehicle $u$ is given by:

$$\text{SNR}_{k,u} = \frac{p_{k,u} |h_{k,u} w_{k,u}|^2 g_k}{N_0}, \quad k \in \mathcal{K}, \ u \in \mathcal{U}. \quad (14)$$

Assume that each RSU and vehicle have perfect channel state information (CSI) when the vehicle enters the RSU’s coverage area. We consider maximal ratio transmission (MRT) beamforming, i.e., $w_{k,u} = \frac{h_{k,u}^H}{\|h_{k,u}\|}$, which maximizes the received signal power at vehicle $u$ [38]. The achievable instantaneous data rate for user $u$ at RSU $k$ is given by:

$$C_{k,u} = B \log_2 \left( 1 + \frac{p_{k,u} |h_{k,u}|^2 g_k}{N_0} \right). \quad (15)$$

It is generally impossible to know the exact CSI during the resource allocation, as it is done before vehicles reach the coverages of RSUs. Hence, using the statistics of CSI (not the instantaneous CSI), we define the maximum target data rate $\bar{c}_{k,u}$ as the one guaranteeing the target successful transmission probability (STP) of vehicle $u$, $\theta_u$, as

$$\mathbb{P}[C_{k,u} \geq \bar{c}_{k,u}] \geq \theta_u, \quad k \in \mathcal{K}, \ u \in \mathcal{U}. \quad (16)$$

From (16), the time to transmit the computation result of size $D_u x_{k,u}$ to vehicle $u$ from RSU $k$, denoted by $t_{cm,k,u}$, is determined based on $\bar{c}_{k,u}$ as:

$$t_{cm,k,u} = \frac{D_u x_{k,u}}{\bar{c}_{k,u}}, \quad k \in \mathcal{K}, \ u \in \mathcal{U}. \quad (17)$$

$$t_{cm,k,u} \geq 0, \quad k \in \mathcal{K}, \ u \in \mathcal{U}. \quad (18)$$

Note that the retransmission from communication failure is not considered, since it can be ignored by setting high $\theta_u$ (i.e., ignorable communication failures).
Since \( \| h_{k,u} \|^2 \sim \Gamma(M, 1) \), (16) is equivalent to:
\[
\mathbb{P} \left[ \| h_{k,u} \|^2 \geq \frac{N_0}{p_{k,u} g_k} \left( \frac{\gamma_{k,u}}{2M_{k,u}} \right) \right] = G \left( \frac{N_0}{p_{k,u} g_k} \left( \frac{\gamma_{k,u}}{2M_{k,u}} \right) \right) \geq \theta_{u},
\]
where \( G(y) \triangleq \sum_{n=0}^{M-1} \frac{1}{n!} y^n e^{-y} \) denotes the complementary cumulative distribution function (CCDF) of \( \Gamma(M, 1) \).

The transmission of the computation result from an RSU to a vehicle cannot start before the vehicle enters the coverage area of the RSU and must complete before the vehicle leaves the coverage area of the RSU. We denote \( s_{cm,k,a,k,u} \) as the transmission starting time of the \( k \)-th subtask of the \( m \)-th vehicle entering RSU \( k \)'s coverage area, respectively, where
\[
s_{cm,k,a,k,m} \geq T_{k,a,k,m}^{(a)}, \quad k \in \mathcal{K}, \ m \in \mathcal{O}, \tag{20}
\]
\[
s_{cm,k,a,k,m} + t_{cm,k,a,k,m} \leq T_{k,a,k,m}^{(a)} + p_{k,m} t_{cm,k,u} \leq T_{k,a,k,m}^{(a)}, \quad k \in \mathcal{K}, \ m \in \mathcal{O}. \tag{21}
\]

Similar to the computation model, it is assumed that RSU \( k \) transmits the \( U \) subtasks of the \( U \) vehicles sequentially in the order of arrival of the \( U \) vehicles. Hence, we have the following communication constraints:
\[
s_{cm,k,a,k,m} + t_{cm,k,a,k,m} \leq s_{cm,k,a,m+1}, \quad k \in \mathcal{K}, \ m \in \mathcal{O} \setminus \{U\}. \tag{22}
\]

The constraints in (22) indicate that RSU \( k \) starts the transmission of subtask \( k \) of the \((m+1)\)-th vehicle entering its coverage area after finishing the transmission of subtask \( k \) of the \( m \)-th vehicle entering its coverage area. Besides, the communication energy consumption for transmitting the computation result from RSU \( k \) to vehicle \( u \) is given by:
\[
E_{cm,k,u} \triangleq (p_{k,u} t_{cm,k,u} + s_{cm,k,a,k,u}) \quad k \in \mathcal{K}, \ u \in \mathcal{U}. \tag{23}
\]

3) Total Energy Consumption: The total energy consumed at the \( K \) RSUs for serving the \( U \) vehicles is given by:
\[
E_{tot}(x, f, p, t_{cm}) = \sum_{k \in \mathcal{K}, u \in \mathcal{U}} \left( E_{cp,k,u} \langle x_{k,u}, f_{k,u} \rangle + E_{cm,k,u} \langle p_{k,u}, t_{cm,k,u} \rangle \right) = \sum_{k \in \mathcal{K}, u \in \mathcal{U}} \left( k_C u x_{k,u} t_{cm,k,u}^{-1} + p_{k,u} t_{cm,k,u} \right). \tag{24}
\]

The optimization problem is formulated as follows:

**Problem 1 (Total Energy Minimization):**
\[
E_{tot}^* \triangleq \min_{x, f, p, t_{cm}} E_{tot}(x, f, p, t_{cm}) \quad \text{s.t. } (3), (4), (5), (6), (8), (9), (10), (11), (12), (18), (19), (20), (21), (22),
\]
where \( E_{tot}(x, f, p, t_{cm}) \) is given by (24). Let \( (x^*, f^*, p^*, t_{cm}^*, s_{cm}^*, s_{cp}^*, s_{cm}^*) \) denote an optimal solution of Problem 1. Note that the constraints in (8), (9), (10), (20), (21), and (22) are affected by the mobilities of all vehicles (e.g., the velocities and the locations of all vehicles at the time of scheduling).

Given the network parameters and the vehicle parameters, the controller can solve Problem 1. In Problem 1, the objective function is non-convex, the inequality constraint functions in (9), (10), and (19) are non-convex, the inequality constraint functions in (3), (5), (6), (8), (11), (12), (18), (20), (21), and (22) are convex, and the equality constraint function in (4) is affine. Therefore, Problem 1 is a non-convex problem with \( 6KU \) variables and \( (13KU - 2K + U) \) constraints. In general, it is hard to obtain a globally optimal solution for a non-convex problem analytically or numerically with

**Remark 1 (Differences Between Proposed Cooperative Offloading Model and Cooperative Offloading Model in [30]):**
The merits of the proposed cooperative offloading model compared to the existing one [30] are summarized as follows. Firstly, the task splitting and computation and communication resource allocation are jointly considered in the proposed model, whereas only task splitting is considered in [30]. Secondly, the limitation on the communication capability is considered in the proposed model via (11), (12), (18)–(22), but not in [30]. Thirdly, it is guaranteed to complete the execution of each subtask at each RSU before the corresponding vehicle enters the coverage area of the RSU in the proposed model via (8)–(10), but not in [30] (where outage of task is allowed). Finally, the computation and communication operation orders for the subtasks of all moving vehicles are reflected in the newly specified constraints (9), (10), (21), and (22), but not in [30]. To the best of our knowledge, this is the first cooperative offloading model for edge computing-enabled vehicular networks, which reflects the computation and communication resource limitation, allows efficient utilization of computation and communication resources, and provides performance guarantees for computation-intensive applications.

**III. TOTAL ENERGY MINIMIZATION**

In this section, we consider the total energy minimization for given batch of vehicles. First, we formulate the total energy minimization as a non-convex problem. Then, we obtain a globally optimal solution for the multi-vehicle case. Finally, we obtain a globally optimal solution for the single-vehicle case.

**A. Problem Formulation**

For given batch of vehicles, we would like to minimize the total energy consumption \( E_{tot}(x, f, p, t_{cm}) \) in (24) by optimizing the task splitting factor \( x \), the CPU frequency allocation \( f \), the transmission power allocation \( p \), the transmission time allocation \( t_{cm} \), the computation starting time allocation \( s_{cm} \), and the transmission starting time allocation \( s_{cp} \).

Let \( (x^*, f^*, p^*, t_{cm}^*, s_{cm}^*, s_{cp}^*, s_{cm}^*) \) denote an optimal solution of Problem 1. The optimization problem is formulated as follows:

**Problem 1 (Total Energy Minimization):**
\[
E_{tot}^* \triangleq \min_{x, f, p, t_{cm}} E_{tot}(x, f, p, t_{cm}) \quad \text{s.t. } (3), (4), (5), (6), (8), (9), (10), (11), (12), (18), (19), (20), (21), (22),
\]
where \( E_{tot}(x, f, p, t_{cm}) \) is given by (24). Let \( (x^*, f^*, p^*, t_{cm}^*, s_{cm}^*, s_{cp}^*, s_{cm}^*) \) denote an optimal solution of Problem 1. Note that the constraints in (8), (9), (10), (20), (21), and (22) are affected by the mobilities of all vehicles (e.g., the velocities and the locations of all vehicles at the time of scheduling).

Given the network parameters and the vehicle parameters, the controller can solve Problem 1. In Problem 1, the objective function is non-convex, the inequality constraint functions in (9), (10), and (19) are non-convex, the inequality constraint functions in (3), (5), (6), (8), (11), (12), (18), (20), (22), and (21) are convex, and the equality constraint function in (4) is affine. Therefore, Problem 1 is a non-convex problem with \( 6KU \) variables and \( (13KU - 2K + U) \) constraints. In general, it is hard to obtain a globally optimal solution for a non-convex problem analytically or numerically with

**Remark 1 (Differences Between Proposed Cooperative Offloading Model and Cooperative Offloading Model in [30]):**
The merits of the proposed cooperative offloading model compared to the existing one [30] are summarized as follows. Firstly, the task splitting and computation and communication resource allocation are jointly considered in the proposed model, whereas only task splitting is considered in [30]. Secondly, the limitation on the communication capability is considered in the proposed model via (11), (12), (18)–(22), but not in [30]. Thirdly, it is guaranteed to complete the execution of each subtask at each RSU before the corresponding vehicle enters the coverage area of the RSU in the proposed model via (8)–(10), but not in [30] (where outage of task is allowed). Finally, the computation and communication operation orders for the subtasks of all moving vehicles are reflected in the newly specified constraints (9), (10), (21), and (22), but not in [30]. To the best of our knowledge, this is the first cooperative offloading model for edge computing-enabled vehicular networks, which reflects the computation and communication resource limitation, allows efficient utilization of computation and communication resources, and provides performance guarantees for computation-intensive applications.
effective and efficient methods. Besides, Problem 1 is more challenging than those for cooperative offloading in the static scenario [12]–[21] and the vehicular networks [30]. This is because Problem 1 involves considerably more variables and constraints to specify the limitation on the computation and communication capability, and the computation and communication operation orders for the subtasks of all moving vehicles. In Section III-B and Section III-C, we solve Problem 1 in the multi-vehicle case \((U > 1)\) and single-vehicle case \((U = 1)\), respectively. Specifically, in each case, we transform Problem 1 into a convex problem with fewer variables and constraints by characterizing and utilizing an optimality property and obtain a globally optimal solution using convex optimization techniques.

### B. Optimal Solution in Multi-Vehicle Case

In this subsection, we consider the multi-vehicle case, i.e., \(U > 1\). First, we characterize an optimality property of Problem 1.

**Lemma 1 (Optimal Transmission Power Allocation):** An optimal solution of Problem 1 satisfies:

\[
p_k,u = \frac{N_0}{g_k G^{-1}(\theta_u)} \left( \frac{D_u x_{k,u}}{2^{\frac{W_k,m,k,u}{g_k}}} - 1 \right), \quad k \in \mathcal{K}, \ u \in \mathcal{U},
\]

where \(G^{-1}(\cdot)\) denotes the inverse function of \(G(\cdot)\).

**Proof:** We equivalently convert the constraints in (19) to:

\[
p_k,u \geq \frac{N_0}{g_k G^{-1}(\theta_u)} \left( \frac{D_u x_{k,u}}{2^{\frac{W_k,m,k,u}{g_k}}} - 1 \right), \quad k \in \mathcal{K}, \ u \in \mathcal{U},
\]

Besides, for given \(x_{k,u}, f_{k,u}, t_{cm,k,u}, s_{cp,k,u}, \) and \(s_{cm,k,u}, E_{tot}(x,f,p,t_{cm})\) in (24) increases with \(p_{k,u}, k \in \mathcal{K}, u \in \mathcal{U}\). Thus, by contradiction, we can show that the inequality constraints in (26) are active at \((x^*, f^*, p^*, t_{cm}^*, s_{cp}^*, s_{cm}^*)\). Therefore, we complete the proof of Lemma 1.

Next, we equivalently convert the non-convex problem in Problem 1 to a convex problem with fewer variables and constraints by changing variables and using Lemma 1. We introduce the computation time for executing vehicle \(u\)'s subtask \(k\) with the workload of size \(C_u x_{k,u}\) at RSU \(k\), denoted by \(t_{cp,k,u}\), which satisfies:

\[
t_{cp,k,u} = \frac{C_u x_{k,u}}{f_{k,u}}, \quad k \in \mathcal{K}, \ u \in \mathcal{U}.
\]

Let \(t_{cp} \triangleq (t_{cp,k,u})_{k \in \mathcal{K}, u \in \mathcal{U}}\). Define

\[
\bar{E}_{tot}(x,t_{cp},t_{cm}) \triangleq \sum_{k=1}^{K} \sum_{u=1}^{U} \left( \bar{E}_{cp,k,u}(x_{k,u},t_{cp,k,u}) + \bar{E}_{cm,k,u}(x_{k,u},t_{cm,k,u}) \right),
\]

where

\[
\bar{E}_{cp,k,u}(x_{k,u},t_{cp,k,u}) = \frac{H_k}{g_k} \left( \frac{D_u x_{k,u}}{2^{\frac{W_k,m,k,u}{g_k}}} - 1 \right),
\]

\[
\bar{E}_{cm,k,u}(x_{k,u},t_{cm,k,u}) = \frac{N_0}{g_k G^{-1}(\theta_u)} \left( \frac{D_u x_{k,u}}{2^{\frac{W_k,m,k,u}{g_k}}} - 1 \right).
\]

By (27) and Lemma 1, we can transform Problem 1 into the following problem with \(5KU\) variables and \((9KU - K + U)\) constraints.

**Problem 2 (Equivalent Problem of Problem 1 in Multi-Vehicle Case):**

\[
\tilde{E}_{tot}^* \triangleq \min_{x_{k,u},t_{cp},t_{cm}} \tilde{E}_{tot}(x,t_{cp},t_{cm})
\]

s.t. (3), (4), (8), (20), (21), (22),

\[
t_{cm,k,u} - \frac{D_u x_{k,u}}{B \log_2 \left( 1 + \frac{P_{k,u} g_k G^{-1}(\theta_u)}{N_0} \right)} \geq 0,
\]

\[
k \in \mathcal{K}, \ u \in \mathcal{U},
\]

\[
x_{k,u} - \frac{P_{k,u} g_k G^{-1}(\theta_u)}{C_u} t_{cp,k,u} \leq 0, \quad k \in \mathcal{K}, \ u \in \mathcal{U},
\]

\[
s_{cp,k,a_{k,m-1}} + t_{cp,k,a_{k,m-1}} \leq s_{cp,k,a_{k,m}}, \quad k \in \mathcal{K}, \ m \in \mathcal{O},
\]

\[
s_{cp,k,a_{k,m}} + t_{cp,k,a_{k,m}} \leq \bar{T}_{k,a_{k,m}}, \quad k \in \mathcal{K}, \ m \in \mathcal{O},
\]

where \(E_{tot}(x,t_{cp},t_{cm})\) is given by (28). Let \((x^1, t_{cp}^1, t_{cm}^1, s_{cp}^1, s_{cm}^1)\) denote an optimal solution of Problem 2.

Then, we show that Problem 1 is equivalent to Problem 2 with fewer variables and constraints.

**Theorem 1 (Equivalence Between Problem 1 and Problem 2 in Multi-Vehicle Case):** In the multi-vehicle case, the solutions of Problem 1 and Problem 2 satisfy:

\[
x^1 = x^*, \quad t_{cp}^1 = \left( \frac{C_u x_{k,u}}{f_{k,u}} \right)_{k \in \mathcal{K}, u \in \mathcal{U}},
\]

\[
s_{cp}^1 = s_{cp}^*, \quad s_{cm}^1 = s_{cm}^*.
\]

Furthermore, the optimal values of the two problems are identical, i.e., \(E_{tot}^* = \tilde{E}_{tot}^*\).

**Proof:** See Appendix A.

Based on Theorem 1, we can solve Problem 2 instead of Problem 1 without loss of optimality [40]. All constraints in Problem 2 are convex. In the following lemma, we show that the objective function of Problem 2 is also convex.

**Lemma 2 (Convexity of Objective Function of Problem 2):**

\[
\tilde{E}_{tot}(x,t_{cp},t_{cm}) \text{ in (28) is convex in } (x,t_{cp},t_{cm}).
\]

**Proof:** Define \(C_k^{(cp)}(y) = \kappa_k C_u^{cp} y^{\varphi_k}\), which is a convex function of \(y\). Since the perspective operation preserves convexity, \(E_{cp,k,u}(x_{k,u},t_{cp,k,u}) = t_{cp,k,u} C_k^{(cp)}(x_{k,u}/t_{cp,k,u})\) is also a convex function of \((x_{k,u},t_{cp,k,u})\). Similarly, we can show that \(E_{cm,k,u}(x_{k,u},t_{cm,k,u})\) is a convex function of \((x_{k,u},t_{cp,k,u})\). Therefore, \(E_{tot}(x,t_{cp},t_{cm})\) is a convex function of \((x_{k,u},t_{cp,k,u})\).

By Lemma 2, we know that Problem 2 is a convex problem, and hence can be solved optimally using an interior-point method of computational complexity \(O(K^3U^3)\).
C. Optimal Solution in Single-Vehicle Case

In this subsection, we consider the single-vehicle case, i.e., $U = 1$. Note that in the single-vehicle case, we remove index $u$ for simplicity. First, consider the following problem with $4K$ variables and $(9K + 1)$ constraints.

**Problem 3 (Equivalent Problem of Problem 1 in Single-Vehicle Case):**

$$E^\text{single} = \min_{x, f, p, t_{cm}} E_{\text{tot}}(x, f, p, t_{cm})$$

s.t. (3), (4), (5), (6), (11), (12), (18), (19),

$$C_x x_k - f_k T^{(a)}_k \leq 0, \quad k \in K$$

$$t_{cm,k} \leq T^{(d)}_k - T^{(a)}_k, \quad k \in K.$$ (35)

Let $(x^*, f^*, p^*, t_{cm}^*)$ denote an optimal solution of Problem 3.

We can show that Problem 1 is equivalent to Problem 3 with fewer variables and constraints.

**Theorem 3 (Equivalence Between Problem 3 and Problems 4 and 5):** The solution of Problem 3 and the solution of Problem 4 and Problem 5 satisfy:

$$x^* = x^\dagger, \quad f^* = f^\dagger, \quad p^* = p^\dagger, \quad t_{cm}^* = t_{cm}^\dagger.$$ (37)

**Proof:** See Appendix B.

Adopting the primal decomposition method, we decompose Problem 3 into several subproblems, each with 1 variable and 2 constraints, controlled by a master problem with $K$ variables and $(3K + 1)$ constraints [41].

**Problem 4 (Master Problem - Task Splitting):**

$$E^\dagger_{\text{single}} \triangleq \min_k \sum_{k=1}^{K} \left( \kappa_k C \varphi_k \left( T^{(a)}_k \right)^{1-\varphi_k} x^\dagger_k + E^\dagger_{cm,k}( x_k ) \right)$$

s.t. (3), (4),

$$x_k \leq \frac{F_k T^{(a)}_k}{C}, \quad k \in K,$$ (38)

$$x_k \leq \frac{B \left( T^{(d)}_k - T^{(a)}_k \right) \log_2 \left( 1 + \frac{P_k g_k G^{-1}(\theta)}{N_o} \right)}{D}, \quad k \in K.$$ (39)

Let $x^\dagger_k$ denote an optimal solution of Problem 4.

**Problem 5 (Subproblem - Power Allocation at RSU $k \in K$):**

For any $x_k$,

$$E^\dagger_{cm,k}( x_k ) \triangleq \min_p \frac{D x_k p_k}{B \log_2 \left( 1 + \frac{P_k g_k G^{-1}(\theta)}{N_o} \right)}$$

s.t. (12),

$$p_k \geq \frac{N_o}{g_k G^{-1}(\theta)} \left( 2^\theta (x^{(a)}_k - x^{(c)}_k) - 1 \right).$$ (40)

Let $p^\dagger_k(x_k)$ denote an optimal solution of Problem 5.

We can show that Problem 3 is equivalent to Problem 4 and Problem 5 which have fewer variables and constraints.

\footnote{Note that by replacing $T^{(a)}_k$ in Problem 3 with $T^{(a)}_k - T^{(c)}_k$, the waiting time for the vehicle’s subtask at RSU $k$, denoted by $T^{(c)}_k$, can also be considered.}

Due to the equivalence shown in Theorem 3, we also use $x^*$ and $(p^\dagger_k(x_k))_{k \in K}$ to represent the optimal solutions of Problem 4 and Problem 5, respectively, with a slight abuse of notation. Furthermore, based on Theorem 3, we can obtain the solution of Problem 3 by solving Problem 4 and Problem 5 instead without loss of optimality [40].

First, we obtain a closed-form expression of an optimal solution for each subproblem in Problem 5.

**Lemma 3 (Optimal Solution of Problem 5):**

$$p^\dagger_k(x_k) = \frac{N_o}{g_k G^{-1}(\theta)} \left( 2^\theta (x^{(a)}_k - x^{(c)}_k) - 1 \right), \quad k \in K.$$ (42)

**Proof:** For given $x_k$, the objective function decreases with $p_k$. Thus, by contradiction, we can show that the inequality constraint in (41) is active at $p^\dagger_k$. Therefore, we complete the proof of Lemma 3.

Next, we solve Problem 4. By (40) and Lemma 3, we have:

$$E^\dagger_{cm,k}( x_k ) = \frac{N_o}{g_k G^{-1}(\theta)} \left( 2^\theta (x^{(a)}_k - x^{(c)}_k) - 1 \right).$$ (43)

Since the objective function is convex and all constraints are affine functions, Problem 4 is convex. As strong duality holds for Problem 4, we can obtain a semi-closed-form optimal solution of Problem 4 using Karush-Kuhn-Tucker (KKT) conditions [40], which is summarized as follows.

**Lemma 4 (Optimal Solution of Problem 4):**

$$x^\dagger_k = \min \left[ \frac{B \left( T^{(d)}_k - T^{(a)}_k \right) \log_2 \left( 1 + \frac{P_k g_k G^{-1}(\theta)}{N_o} \right)}{D}, \frac{F_k T^{(a)}_k}{C}, \max \{ H_k^{-1}(\gamma^*), 0 \} \right], \quad k \in K,$$ (44)

where $\gamma^*$ satisfies $\sum_{k=1}^{K} x^{\dagger}_k = 1$ with $x^{\dagger}_k$ given by (44) and $H_k^{-1}(\cdot)$ is the inverse function of $H_k(\cdot)$ given by:

$$H_k(x) \triangleq \varphi_k \kappa_k C \varphi_k \left( T^{(a)}_k \right)^{1-\varphi_k} x^{\varphi_k-1} + \frac{D N_o \ln(2)}{g_k B G^{-1}(\theta)} 2^\theta \left( x^{(a)} - x^{(c)} \right).$$ (45)

**Proof:** See Appendix D.
Since $\varphi_k \geq 1$ in (45), the derivative of $H_k(x)$ is positive, and therefore, $H_k(x)$ is an increasing function. As $H_k(x)$ is strictly increasing with $x$, $H_k^{-1}(\gamma^*)$ is also strictly increasing with $\gamma^*$. As $H_k^{-1}(\gamma^*)$ is strictly increasing with $\gamma^*$, we can easily obtain $\gamma^*$ satisfying $\sum_{k=1}^{K} x_k^* = 1$ by using the bisection method. Therefore, based on Lemma 4, we can readily obtain the semi-closed-form optimal solution of Problem 4.

From Lemma 4, we can obtain the closed-form optimal solution for a homogeneous setup with $R_k = R$, $\theta_k = \theta$, $g_k = g$, $N_k = N$, $\varphi_k = \varphi_k$, $k \in K$ as follows.

**Corollary 1 (Optimal Solution of Problem 4 for Homogeneous Setup):** If $F_k \geq \frac{C H_k^{-1}(\gamma^*)}{T_k}$ and $P_k \geq \frac{N_o}{gG^{-1}(\theta)} \left( 2^\frac{D N_o (\ln (2))}{gG^{-1}(\theta)²} - 1 \right)$, the optimal solution is given by:

$$x_k^* = max \left\{ H_k^{-1}(\gamma^*), 0 \right\}, \quad k \in K \quad (46)$$

where $\gamma^*$ satisfies $\sum_{k=1}^{K} H_k^{-1}(\gamma^*) = 1$ and $H_k^{-1}(\cdot)$ is the inverse function of $H_k(\cdot)$ given by:

$$H_k(x) \triangleq \varphi_k C x \left( \frac{\nu}{R_{req} + (k - 1) R} \right)^{\nu - 1} x^{\nu - 1} + \frac{D N_o (\ln (2))}{gG^{-1}(\theta)²} \gamma^*.$$  

**Proof:** First, we prove that $x_k^*$ is represented by (46). If $P_k \geq \frac{N_o}{gG^{-1}(\theta)} \left( 2^\frac{D N_o (\ln (2))}{gG^{-1}(\theta)²} - 1 \right)$, then

$$\min \left[ \frac{F_k T_k}{C}, \max \left\{ H_k^{-1}(\gamma^*), 0 \right\} \right] = \max \left\{ H_k^{-1}(\gamma^*), 0 \right\} \cdot \left[ \frac{F_k T_k}{C} - \max \left\{ H_k^{-1}(\gamma^*), 0 \right\} \right].$$

Therefore, by (44), we have (46). Therefore, we complete the proof of Corollary 1.

Analogously, by Corollary 1, we can readily obtain the semi-closed-form optimal solution of Problem 4 using the bisection methods.

We can solve $K$ subproblems by Lemma 3, each with computational complexity $O(1)$. The master problem can be solved by Lemma 4 with computational complexity $O(K)$. Therefore, in the single-vehicle case, the overall computational complexity for solving Problems 4 and 5 is $O(K)$, which is lower than that in the multi-vehicle case.

**IV. EXTENSION TO ONLINE SCENARIO**

So far, the proposed solutions work only for the offline scenario where a batch of vehicles is known ahead. However, in reality, sequential batches of vehicles enter the network and their information is usually unknown ahead. In this section, we extend the cooperative offloading models to the one for the online scenario by considering two types of vehicles, new arriving vehicles and leftover vehicles. Then, we formulate the energy minimization problem in the online scenario and discuss its solution method.

**A. Network Model and Cooperative Offloading Models in Online Scenario**

In the online scenario, we consider the same edge computing-enabled vehicular network consisting of $K$ multi-antenna RSUs as in the offline scenario. The notations for the network parameters are the same as those in the offline scenario. Unlike the offline scenario, at any time instant $t > 0$ when some vehicles, referred to as new arrivals, are about to enter the network, some vehicles, called leftovers, already exist in the network. Let $U$ and $\tilde{U}$ denote the numbers of new arrivals and leftovers, respectively. Denote $U \triangleq \{1, \cdots, U\}$ and $\tilde{U} \triangleq \{1, \cdots, \tilde{U}\}$ as the sets of new arrivals and leftovers, respectively. For ease of exposition, we assume that the minimum distance between a leftover and a new arrival at any time instant is large enough so that no leftovers and new arrivals will appear in an RSU’s coverage area before they leave the network. In the online scenario, the mobility, task, computation, and communication models of each new arrival and leftover are the same as those of a vehicle in the offline scenario. Besides, in the online scenario, the notations for the vehicle parameters, task parameters, computation parameters, and communication parameters of each new arrival are identical to those of a vehicle in the offline scenario. For all $q \in \tilde{U}$, let $\bar{v}_q, \bar{C}_q, \bar{D}_q$ denote the velocity, the size of the workload, and the size of the computation result for leftover $q$ in the online scenario, respectively.

At time $t$, the task splitting among the $K$ RSUs for the leftovers in $\tilde{U}$ has already been determined, and the computations and communications for some subtasks have been completed. We denote $\bar{x}_{k,q}$ as the fraction of task $q \in \tilde{U}$ that has not yet been executed at RSU $k \in K$. Thus, the sizes of the remaining computation workload and the computation result of leftover $q$’s subtask at RSU $k$ are $\bar{C}_k \bar{x}_{k,q}$ and $\bar{D}_k \bar{x}_{k,q}$, respectively, where $\bar{x}_{k,q} \in [0, 1]$. The arrival and departure times of leftover $q$ at RSU $k$ are denoted by $T_k^{(a)}(q)$ and $T_k^{(d)}(q)$, respectively. Let $\bar{g}_{k,n}$ denote the index of the leftover that is the $n$-th one entering RSU $k$’s coverage area for all $k \in K$ and $n \in \tilde{U}$. As in the offline scenario, we assume that the controller knows the

10 Note that in the offline scenario, the set $\tilde{U}$ is the empty set and therefore does not have to be considered.
task parameters of leftovers and new arrivals, i.e., \( \check{C}_{k,q}, \check{x}_{k,q}, \check{D}_{k,q}, \check{v}_{k,q} \) and \( C_{k,u}, x_{k,u}, D_{k,u}, v_{k,u} \), and the vehicle parameters for leftovers and new arrivals, i.e., \( \bar{v}_q, T_{(d)}, T_{(a)} \) and \( e_u, T_{k,u}, T_{k,u} \). However, unlike the offline scenario, we have the following computation constraints for leftovers and new arrivals, i.e.,

\[
s_{cp,k,u} \geq t, \quad k \in \mathcal{K}, \quad u \in \mathcal{U},
\]

(48)
rather than (8), since the new arrivals enter the network at time \( t \) rather than time 0.

For the leftovers, the task splitting has been completed and cannot be changed, the communication resource allocation at the RSUs does not have to be updated under the assumption that no leftovers and new arrivals will appear in an RSU’s coverage area, and the computation resource allocation at the RSUs should be updated given the new arrivals at time \( t \). Let \( \bar{p}_{k,q} \in [0, P_k) \) and \( \bar{t}_{cm,k,q} \in [0, T_{(d)} - T_{(a)}] \) denote the power allocation and the transmission starting time allocation for transmitting leftover \( q \)’s subtask \( k \) from RSU \( k \) to leftover \( q \), respectively, which have been determined. Let \( \bar{f} = (\bar{f}_{k,q})_{k \in \mathcal{K}, q \in \mathcal{U}} \) and \( \bar{s}_{cp} = (\bar{s}_{cp,k,q})_{k \in \mathcal{K}, q \in \mathcal{U}} \) denote the updated CPU frequency allocation and computation starting time allocation for the leftovers, respectively. As in the offline scenario, we have the following computation constraints for \( \bar{f} \) and \( \bar{s}_{cp} \):

\[
\bar{f}_{k,q} \geq 0, \quad k \in \mathcal{K}, \quad q \in \mathcal{U},
\]

(49)
\[
\bar{f}_{k,q} \leq F_k, \quad k \in \mathcal{K}, \quad q \in \mathcal{U},
\]

(50)
\[
s_{cp,k,q} \geq \bar{t}_{k,q}, \quad k \in \mathcal{K}, \quad q \in \mathcal{U},
\]

(51)
\[
s_{cp,k,q} \geq \bar{t}_{k,q} - t_{(a)} \leq \bar{t}_{k,q}, \quad k \in \mathcal{K}, \quad q \in \mathcal{U},
\]

(52)

Different from the offline scenario, \( \bar{s}_{cp} \) satisfies:

\[
s_{cp,k,q} \geq t, \quad k \in \mathcal{K}, \quad q \in \mathcal{U},
\]

(53)
rather than (8). Furthermore, assuming that no leftovers and new arrivals will appear in an RSU’s coverage area, we have the following additional computation constraints for \( s_{cp} \) and \( \bar{s}_{cp} \):

\[
\frac{\check{C}_{k,q} \check{x}_{k,q}}{\check{f}_{k,u}} \leq s_{cp,k,q}, \quad k \in \mathcal{K}.
\]

(54)

The total energy consumed at the \( K \) RSUs for serving the \( U \) new arrivals, denoted by \( E_{tot}(x, f, p, t_{cm}) \), is given by (24). The total energy consumed at the \( K \) RSUs for serving the \( U \) leftovers from time \( t \), denoted by \( \bar{E}_{tot}(\bar{f}) \), is given by:

\[
\bar{E}_{tot}(\bar{f}) = \sum_{k \in \mathcal{K}, q \in \mathcal{U}} \left( \kappa_k \check{C}_{k,q} \check{x}_{k,q} \bar{f}_{k,q}^{\phi_k - 1} + \bar{p}_{k,q} \bar{f}_{cm,k,q} \right).
\]

(55)

Therefore, in the online scenario, the total energy consumed at the RSUs for serving both leftovers and new arrivals from time \( t \) is given by:

\[
E_{online}(x, f, p, t_{cm}, \bar{f}) = E_{tot}(x, f, p, t_{cm}) + \bar{E}_{tot}(\bar{f}),
\]

(56)
where \( E_{tot}(x, f, p, t_{cm}) \) and \( \bar{E}_{tot}(\bar{f}) \) are given by (24) and (55), respectively.

In the online scenario, we would like to minimize \( E_{online}(x, f, p, t_{cm}, \bar{f}) \) in (56) by optimizing \( x, f, p, t_{cm}, s_{cp}, s_{cm}, \bar{f}, \) and \( \bar{s}_{cp} \) under the constraints in (3)–(6), (9)–(12), (18)–(22), and (48)–(54). Therefore, the optimization problem is formulated as follows:

Problem 6 (Energy Minimization in Online Scenario):

\[
\begin{align*}
E_{online}^* & \triangleq \min_{x, f, p, t_{cm}, s_{cp}, s_{cm}} E_{online}(x, f, p, t_{cm}, \bar{f}) \\
\text{s.t.} \quad & (3)(6), (9)(12), (18)(22), (19), \\
& (48)(54).
\end{align*}
\]

Given the network parameters and the parameters of both new arrivals and leftovers, the controller can handle this optimization. The structure of Problem 6 for the online scenario is similar to the structure of Problem 1 for the offline scenario, as problems have identical constraints, i.e., (3)–(6), (9)–(12), (18)–(22), (19), and the structures of (48)–(54) are very similar to those of (5), (6), (8)–(10). Similar to the multi-vehicle case in the offline scenario, we can obtain an optimal transmission power allocation for new arrivals as in Lemma 1. Then, we equivalently convert the non-convex problem in Problem 6 to a convex problem, which can be solved optimally using an interior-point method of computational complexity \( O((5KU + 2KU)^3) \). Therefore, Problem 6 can be solved using the proposed methods for the offline scenario.

We omit the details due to the page limitation. Note that the higher arrival rate of the vehicles increases the number of the new arrivals in a batch, \( U \), which increases the computational complexity. Therefore, the proposed online algorithm can be applied to the network that gives affordable computational complexity of the algorithm.

V. Numerical Results

In this section, we numerically show the total energy consumptions of our proposed solutions for the single-vehicle and the multi-vehicle cases in the offline scenario. Unless otherwise specified, we set \( K = 20 \), \( N_o = 80 \text{dBm} \), \( B = 5 \text{MHz} \), \( \alpha = 4 \), \( \kappa_k = 10^{-11} \), \( \varphi_k = 3 \), \( k \in \mathcal{K} \), and \( C_u = 1000 \text{dB} \), and \( \theta_{v} = 0.95 \), \( u \in \mathcal{U} \) [35]. In the single-vehicle case, we set \( R_{req,1} = 300 \text{m} \), \( D_1 = 300 \text{MB} \), and \( v_1 = 75 \text{km/h} \). In the multi-vehicle case, we set \( U = 3 \), \( R_{req,1} = 300 \text{m} \), \( R_{req,2} = 400 \text{m} \), \( R_{req,3} = 500 \text{m} \), \( D_1 = (D - \delta D) \text{MB} \), \( D_2 = \ldots \)

\footnote{Note that conventional optimization techniques (e.g., Markov decision process and Lyapunov optimization) are not suitable to the system model in this paper which is complex and highly dynamic.}
mobility (SUMO) [42] can also be used for the performance evaluation by noting that the result size and velocity of the three vehicles, respectively, and \( \delta_D \) represent the differences in the computation result sizes and velocities of the three vehicles, respectively.\(^{12}\) We consider two network setups in each case, i.e., the single-tier network and the two-tier network. In the single-tier network, we set \( R_k = 500m, P_k = 50dBm, F_k = 1.1GHz, k \in K \). In the two-tier network, we set \( R_k = 600m, P_k = 55dBm, F_k = 1.2GHz, k \in \{1, 3, \cdots, 19\} \) and \( R_k = 400m, P_k = 45dBm, F_k = 1.0GHz, k \in \{2, 4, \cdots, 20\} \) [43]. Note that both network setups have identical \( \sum_{k \in K} P_k \) and \( \sum_{k \in K} F_k \) for a fair comparison.

### A. Single-Vehicle Case

To assess the total energy consumption of our proposed solution in the single-vehicle case, we consider two baseline schemes, namely, the best effort first (BEF) scheme and the best effort last (BEL) scheme. From the constraints in (38) and (39) of Problem 4, we have \( x_{k,1} \leq x_{k,1}^{(m)}, k \in K \), where \( x_{k,1}^{(m)} = \min \left\{ \frac{F_k x_{k,1}^{(1)} - T_k^{(1)} - T_k^{(2)}}{\theta_k}, \frac{B (T_k^{(4)} - T_k^{(2)})}{1 + \frac{P_k a_k G_k^{-1}(\theta_k)}{N_o}} \right\} \) represents the maximum fraction of the task that can be handled by RSU \( k \) under the simulation setup. The BEF scheme splits the task according to \( x_{k,1} = x_{k,1}^{(m)}, k \in \{1, \cdots, \bar{k} - 1\} \), \( x_{k,1} = 1 - \sum_{i=1}^k x_{k,1}^{(m)} \), and \( x_{k,1} = 0, k \in \{k + 1, \cdots, K\} \), where \( \bar{k} = \min \left\{ k \in K \mid \sum_{i=1}^K x_{i,1}^{(m)} > 1 \right\} \). On the other hand, the BEL scheme splits the task according to \( x_{k,1} = x_{k,1}^{(m)}, k \in \{1, \cdots, \bar{k} - 1\} \), \( x_{k,1} = 1 - \sum_{i=\bar{k}+1}^K x_{i,1}^{(m)} \), and \( x_{k,1} = 0, k \in \{1, \cdots, K\} \), where \( \bar{k} = \max \left\{ k \in K \mid \sum_{i=1}^K x_{i,1}^{(m)} > 1 \right\} \).

Fig. 3(a) and 3(b) illustrate the total energy consumption versus the vehicle’s velocity \( v_1 \) and the size of the computation result \( D_1 \), respectively. Note that for the single-tier network, the problem is not feasible when \( D_1 = 300MB, v_1 > 150km/h \) or \( D_1 > 650MB, v_1 = 75km/h \). Moreover, for the two-tier network, the problem is not feasible when \( D_1 = 300MB, v_1 > 160km/h \) or \( D_1 > 600MB, v_1 = 75km/h \). From Fig. 3(a), we can see that the total energy consumption of the proposed solution decreases as \( v_1 \) decreases, whereas the total energy consumption of each baseline scheme does not show a noticeable trend with \( v_1 \). This is because the time for serving the vehicle’s task increases as \( v_1 \) decreases, but the baseline schemes do not effectively adapt to \( v_1 \) as the proposed solution. From Fig. 3(b), we can see that the total energy consumption of each scheme increases with \( D_1 \). This is because as \( D_1 \) increases, each RSU allocates more CPU frequency and transmission power to execute and transmit the subtasks, respectively. Additionally, from Fig. 3, we can see that our proposed solution outperforms both baseline schemes in each network setup. This is because the proposed solution optimally splits the vehicle’s task and allocates resources at the RSUs according to the network parameters in the single-vehicle case. Moreover, we can see that the total energy consumption of each scheme in the two-tier network is larger than that in the single-tier network, indicating that heterogeneity influences resource utilization efficiency.

### B. Multi-Vehicle Case

In the multi-vehicle case, we consider two baseline schemes that are generalized from those in the single-vehicle case and are also termed the BEF scheme and the BEL scheme for ease of exposition. Each RSU serves the vehicles in their arriving order in both baseline schemes as in the proposed solution. Specifically, from the constraints in (38) and (39) of Problem 4, we have \( x_{k,a_k,1} \leq x_{k,a_k,1}^{(m)}, k \in K \) for vehicle \( a_k,1 \), where \( x_{k,a_k,1}^{(m)} = \min \left\{ \frac{F_k x_{k,a_k,1}^{(1)} - T_{k,a_k,1}^{(1)} - T_{k,a_k,1}^{(2)}}{\theta_{k,a_k,1}}, \frac{B (T_{k,a_k,1}^{(4)} - T_{k,a_k,1}^{(2)})}{1 + \frac{P_k a_k G_k^{-1}(\theta_k)}{N_o}} \right\} \) represents the maximum fraction of vehicle \( a_k,1 \)’s task that can be handled by RSU \( k \) under the simulation setup. On the other hand, from the constraints in (9), (10), (21), and (22) of Problem 1, we have \( x_k \leq x_{k,a_k,2}^{(m)}, k \in K \).
for vehicle $a_k,2$, where $x^{(m)}_{k,a_k,2} \triangleq \min \left\{ \frac{F_k \left( x^{(a)}_{a_k,2} - x^{(a)}_{k,a_k,2} \right)}{C_{a_k,2}}, \max \left\{ 0, B \left( T^{(4)}_{k,a_k,2} - \max \left( T^{(a)}_{k,a_k,2}, T^{(a)}_{k,a_k,1} \right) \right) \right\} \log_2 \left( 1 + \frac{P_{k,a_k,2} G_{k,a_k,2}}{N_c} \right) \right\}$.

Based on $x^{(m)}_{k,a_k,1}$ and $x^{(m)}_{k,a_k,2}$ defined above, the BEF scheme and the BEL scheme split the tasks as in the multi-vehicle case.

Figs. 4(a) and 4(b) show the total energy consumption versus the average velocity $v$ and the velocity difference $\delta_v$ in the single-tier and two-tier network.

Analogous to Fig. 4(a), we can see that the total energy consumption of the proposed solution decreases as $v$ decreases, whereas the total energy consumption of each baseline scheme does not show an evident trend with $v$. Moreover, from Fig. 4(b), we can see that the total energy consumption of the proposed solution decreases with $|\delta_v|$, whereas the total energy consumption of each baseline scheme does not show an apparent trend with $|\delta_v|$. This is because the time for serving the first arriving vehicle at each RSU increases with $|\delta_v|$, but the baseline schemes do not effectively adapt to $|\delta_v|$ as the proposed solution. Figs. 5(a) and 5(b) show the total energy consumption versus the average computation result size of the three vehicles, $D$, and the computation result size difference between the three vehicles, $\delta_D$, respectively. Analogously, from Fig. 5(a), we can see that the total energy consumption of each scheme increases with $D$, and from Fig. 5(b), we can see that the total energy consumption of our proposed solution is less dependent on $\delta_D$ compared to the baseline schemes. Moreover, Figs. 4 and 5 show that our proposed solution, which represents the optimal offloading design, outperforms
the baseline schemes in the single-tier and two-tier networks. Fig. 6 shows the total energy consumption versus the number of RSUs, $K$. We can see that the total energy consumption decreases with $K$ since the required delay of the task increases with $K$.

Now, we present the total energy consumption for different number of vehicles, $U$, in the two-tier network. Figs. 7 and 8 show the total energy consumption versus the number of vehicles, $U$, for low traffic density case and high traffic density case, respectively. For the simulation setup, we use $v_u \in [70, 90]$ km/h, and $R_{req,u} \in [100, 1000]$ m, $u \in \mathcal{U}$. To satisfy the computation and communication constraints of $U$ vehicles in a batch with the limited capabilities of $K$ RSUs, we use $D_u = 30$ MB for Fig. 7 and $D_u = 1$ MB for Fig. 8.\(^{13}\) From Figs. 7 and 8, we can see that the total energy consumption increases with $U$, and the proposed scheme consumes less energy compared to the baseline schemes for all network configurations. Therefore, we can see that the superiority of the proposed solution still remains for both low and high traffic densities.

\(^{13}\)Note that according to the statistics in [44], the average traffic densities are $10^4$ vehicles/hour and $2.5 \times 10^5$ vehicles/hour for Provincial Road No. 301 (63km) and Incheon International Airport Expressway (36.5km), respectively. Hence, considering the batch size of our proposed scheme, which is defined as the number of vehicles in 1km, the traffic densities, considered in Figs. 7 and 8, are in a realistic range.

VI. CONCLUSION

This paper develops the energy-efficient cooperative offloading scheme for edge computing-enabled vehicular networks. Specifically, we first establish the cooperative offloading model for given batch of vehicles. Then, we formulate the total energy consumption minimization problem, which is a challenging non-convex problem with a considerably large number of variables and constraints. We show that the original optimization problem can be equivalently transformed into a convex problem with fewer variables and constraints, and obtain the optimal solutions in both multi-vehicle and single-vehicle cases. We further extend the cooperative offloading model to the one for the online scenario. We show that the underlying problem structure is similar and hence can be solved using the same method. Finally, numerical results show that the proposed solutions achieve a significant gain in the total energy consumption over all baseline schemes. We show that the total energy consumption of the proposed solutions decreases with the velocity difference of vehicles and increases with the vehicle’s velocity and the size of the computation results. In a future work, this work can be extended by considering the mutual interference between RSUs and allowing the transfer of the computation result between RSUs. Moreover, we will further apply coded distributed computing (CDC) scheme, which leverages redundant computations to reduce the communication load of distributed computing.

APPENDIX

A. Proof of Theorem 1

Since (3), (18), and (19) imply (11), we can ignore (11). Lemma 1 implies that (19) holds with equality at the optimal solution. Thus, we can replace $p_{k,u}$ in Problem 1 with

$$\frac{N_c}{g_{k,u} G - \tau_{g_{k,u}}} \left( \frac{2^{\frac{E_{cm,k,u}}{c_{cm,k,u}}} - 1}{} \right),$$

for all $k \in K, u \in \mathcal{U}$, and ignore the constraint in (19). Furthermore, by substituting $p_{k,u} = \frac{N_c}{g_{k,u} G - \tau_{g_{k,u}}} \left( \frac{2^{\frac{E_{cm,k,u}}{c_{cm,k,u}}} - 1}{} \right)$ into (12), we have (31). Since (3) and (31) imply (18), we can ignore (18). Consequently, Problem 1 can be equivalently transformed to the following problem.

**Problem 7 (Equivalent Problem of Problem 1 in Multi-Vehicle Case):**

$$\min_{x_k, \tilde{f}_k, \tilde{t}_{cm}, \tilde{x}_u} \sum_{k=1}^{K} \left( \sum_{u=1}^{U} \left( E_{cp,k,u} (x_{k,u}, \tilde{f}_{k,u}) + \tilde{E}_{cm,k,u} (x_{k,u}, \tilde{t}_{cm,k,u}) \right) \right)$$

s.t. (3), (4), (5), (6), (8), (9), (10),

(20), (21), (22), (31).

where $\tilde{E}_{cm,k,u} (x_{k,u}, \tilde{t}_{cm,k,u})$ is obtained from (30).

By substituting $f_{k,u} = \tilde{f}_{k,u}$ into the objective function of Problem 7, we have (28). By replacing $f_{k,u}$ in (6), (9), and (10) with $\tilde{E}_{cm,k,u}$, we have (32), (33), and (34), respectively. Since (3) and (32) imply (5), we can ignore (5). Therefore, Problem 7 is equivalent to Problem 2, and thus Problem 2 is equivalent to Problem 1. Moreover, by substituting $x^* = x^1$.
Thus, we have (39). Since (3) and (41) imply (11), we ignore $p_k^*$ for all $k \in K$. Moreover, by substituting $p_k^*$ for all $k \in K$, Problem 3 can be equivalently transformed to the following problem.

**Problem 9 (Equivalent Problem of Problem 3):**

$$
\min_{x, p} \sum_{k=1}^{K} \left( \kappa_k C^{\varphi_k} \left( T_k^{(a)} \right)^{1-\varphi_k} x_k^{\varphi_k} \right) + \frac{D x_k p_k}{B \log_2 \left( 1 + \frac{p_k g_k}{N_o} G^{-1}(\theta) \right)}
$$

s.t. (3), (4), (12), (38), (39), (41).

The constraints in (3), (4), (38), and (39) are only related to $x_k$, while the constraint in (12) is only related to $p_k$. Thus, we can equivalently convert Problem 3 to a master problem in Problem 4, which optimizes $x$, and $K$ subproblems in Problem 5, which optimize $p_k$, $k \in K$, respectively. Furthermore, by substituting $x_k^*$ and $p_k^*$ into $E_{\text{single}}$, we have $E_{\text{single}}^* = E_{\text{single}}^\dagger$. Therefore, we complete the proof of Theorem 3.

**D. Proof of Lemma 4**

First, by relaxing the coupling constraint in (4), we obtain the partial Lagrange function:

$$L(x, \gamma) = (1 - \sum_{k=1}^{K} x_k) + \sum_{k=1}^{K} \left( \kappa_k C^{\varphi_k} \left( T_k^{(a)} \right)^{1-\varphi_k} x_k^{\varphi_k} \right) + \frac{N_0 \left( T_k^{(d)} - T_k^{(a)} \right)}{g_k G^{-1}(\theta)} \left( 2^{\frac{D x_k}{\gamma g_k G^{-1}(\theta)}} - 1 \right),$$

Now we obtain the KKT conditions:

$$\frac{\partial L(x, \gamma)}{\partial x_k} = \varphi_k \kappa_k C^{\varphi_k} \left( T_k^{(a)} \right)^{1-\varphi_k} x_k^{\varphi_k - 1} + \frac{D N_0 \ln(2) \left( T_k^{(d)} - T_k^{(a)} \right)}{g_k G^{-1}(\theta)} - \gamma = 0, \quad k \in K.$$  

From (62), we obtain $x_k = H_k^{-1}(\gamma)$, where $H_k(\cdot)$ is given by (45). Thus, we have

$$x_k^* = \max \left\{ \min \left\{ \frac{B \left( T_k^{(d)} - T_k^{(a)} \right)}{D} \log_2 \left( 1 + \frac{P_k g_k G^{-1}(\theta)}{N_o} \right), \frac{F_k T_k^{(a)} \gamma^\dagger}{C}, H_k^{-1}(\gamma^\dagger) \right\}, 0 \right\}, \quad k \in K.$$  

It is obvious that $B(T_k^{(d)} - T_k^{(a)}) \log_2 \left( 1 + \frac{P_k g_k G^{-1}(\theta)}{N_o} \right)$ and $F_k T_k^{(a)} \gamma^\dagger$ in (63) are non-negative values. Thus, we can represent (63) by (44). Therefore, we complete the proof of Lemma 4.
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