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Abstract

We apply the membrane paradigm and the holographic Wilsonian approach to the Einstein-Gauss-Bonnet-Maxwell theory. The transport coefficients for a quark-gluon plasma living on the cutoff surface are derived in a spacetime of charged black brane. Because of the mixing of the Gauss-Bonnet coupling and the Maxwell fields, the vector modes/shear modes of the metric and Maxwell fluctuations turn out to be very difficult to decouple. We firstly evaluate the AC conductivity at a finite cutoff surface by solving the equation of motion numerically, then manage to derive the radial flow of DC conductivity with the use of the Kubo formula. It turns out that our analytical results match the numerical data in low frequency limit very well. The diffusion constant $D(u_c)$ is also derived in a long wavelength expansion limit. We find it depends on the Gauss-Bonnet coupling as well as the position of the cutoff surface.
1 Introduction

Recently, a holographic version of Wilsonian renormalization group (hWRG) has been proposed to describe field theories with a finite cut-off [1–4]. The essential idea of hWRG is to integrate out the bulk field from the boundary up to some intermediate radial distance. The radial direction in the bulk marks the energy scale of the boundary theory and the radial flow in the bulk geometry can be interpreted as the renormalization group flow of the boundary theory [5–15]. Moreover, some evidence has been presented in [16] indicating that the membrane paradigm and the hWRG method are probably equivalent.

In [3] and later in [17], it was shown that the diffusion coefficient for Reissner-Nordstrom-Anti de Sitter (RN-AdS) black holes can be calculated in the scaling limit without explicit decoupling procedure. In [17], the authors discussed the mixing effect between metric fluctuation and Maxwell fluctuation in RN-AdS spacetime. They firstly derived the diffusion constant through the mixed RG flow equations, and then turn to the standard hydrodynamic calculation on the cut-off surface by decoupling the equations of motion. It was found that the results through the RG flow approach match those through the hydrodynamic calculation in good agreements.

In this paper, we intend to apply these approaches to investigate the vector-type fluctuations in Einstein-Gauss-Bonnet-Maxwell theory. So far, the diffusion coefficient for charged black holes in this theory has not been computed in the previous literature. It is also interesting to study the electric conductivity, charge susceptibility and thermal conductivity of the dual fluid in this theory. Unlike the RN-AdS spacetime, the equations of motion, followed the method given in [18, 19], are essentially failed to be decoupled because of the mixing of the Gauss-Bonnet coupling and the charge. Nevertheless, in this paper we intend to disclose one advantage of the membrane paradigm and the hWRG approach, which tell us
that even the equations of motion can not be decoupled, one can still calculate the transport coefficients analytically. We will generalize the strategy presented in [3] to calculate the cutoff-dependent diffusion constant $D(u_c)$ when the Gauss-Bonnet terms are involved. We will also investigate the DC conductivity at an arbitrary radius by using the Kubo formula without obtaining the decoupled matter equations as in [17]. The charge susceptibility and the thermal conductivity are also evaluated. It was suggested in [20] that the ratio of the conductivity to the susceptibility may obey a universal bound. In [21], it was shown that this bound is violated in the framework of general four-derivative interactions. We will extend this discussion in the Gauss-Bonnet gravity in this paper as well.

This paper is organized as follows. In section 2, we present our basic setup for the vector type perturbation following the notation in [22]. We define the effective “current” and “strength” for the perturbation fields, and then rewrite the equations of motion in a form similar to the Maxwell equation. In section 3, we first investigate the AC conductivity of the dual plasma with the use of the numerical analysis. Then we study the DC conductivity flow at an arbitrary radius through the Kubo formula. Following the method developed in [2, 3, 17], we calculate the diffusion constant in the scaling limit. The resulting formula for the diffusion constant reproduces the old result from the membrane paradigm in the absence of the Gauss-Bonnet coupling. We then provide a consistent check on the obtained diffusion constant by employing the Brown-York tensor on the cutoff surface. Conclusion and discussion are presented in section 4. We also show in the appendix the full equations of motions for vector type perturbations.

2 Basic setup

We start by introducing the following action in $D$ dimensions which includes Gauss-Bonnet terms and $U(1)$ gauge field:

$$I = \frac{1}{2\kappa^2} \int d^D x \sqrt{-g} \left( R - 2\Lambda + \tilde{\alpha} \left( R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} - 4 R_{\mu\nu} R^{\mu\nu} + R^2 \right) - \frac{4\pi G_D}{g^2} F_{\mu\nu} F^{\mu\nu} \right), \quad (2.1)$$

where $2\kappa^2 = 16\pi G_D$, $g$ the $D$-dimensional gauge coupling constant, and $\tilde{\alpha}$ is a Gauss-Bonnet coupling constant with dimension (length)$^2$. The field strength is defined as $F_{\mu\nu}(x) = \partial_\mu A_\nu(x) - \partial_\nu A_\mu(x)$. The corresponding Einstein equation reads as

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + g_{\mu\nu} \Lambda = \frac{8\pi G_D}{g^2} \left( F_{\mu\rho} F_{\nu\sigma} g^{\rho\sigma} - \frac{1}{4} g_{\mu\nu} F_{\rho\sigma} F^{\rho\sigma} \right) + T^{\text{eff}}_{\mu\nu}, \quad (2.2)$$

where

$$T^{\text{eff}}_{\mu\nu} = \tilde{\alpha} \left[ \frac{1}{2} g_{\mu\nu} \left( R_{\alpha\beta\rho\sigma} R^{\alpha\beta\rho\sigma} - 4 R_{\alpha\beta} R^{\alpha\beta} + R^2 \right) - 2 R R_{\mu\nu} + 4 R_{\mu\rho} R_{\nu}^{\rho} 
+ 4 R_{\rho\sigma} R^{\mu\nu}_{\rho\sigma} - 2 R_{\rho\sigma\tau\gamma} R^{\rho\sigma\tau\gamma} \right]. \quad (2.3)$$
The charged black brane/hole solution to this equation in $D$ dimensions is described by \[23-25\]

$$
\begin{align*}
\text{d}s^2 &= -g_{tt} \, dt^2 + g_{rr} \, dr^2 + g_{ii} \, dx^i \, dx^i \\
&= -H(r)N^2 \, dt^2 + H^{-1}(r) \, dr^2 + \frac{r^2}{l^2} \, dx^i \, dx^i, \\
A_t &= \mu \left(1 - \frac{r_{+}^{D-3}}{r_{+}^{D-3}}\right),
\end{align*}
$$

with

$$
H(r) = k_0 + \frac{r_{+}^2}{2\lambda l^2} \left[1 - \sqrt{1 - 4\lambda \left(1 - \frac{r_{+}^{D-1}}{r_{+}^{D-1}} - a \frac{r_{+}^{D-1}}{r_{+}^{D-1}} + a \frac{r_{+}^{2D-4}}{r_{+}^{2D-4}}\right)}\right],
$$

$$
\Lambda = -\frac{(D-1)(D-2)}{2l^2},
$$

where $\tilde{\alpha}$, $\alpha$ and $\lambda$ are related by $\alpha = (D - 4)(D - 3)\tilde{\alpha}$, and $\lambda = \alpha / l^2$, $a = \frac{\nu^2}{(D-2)(D-3)g^2}Q^2$ with the parameter $l$ corresponding to AdS radius. The chemical potential $\mu$ is related to $Q$ by $Q = \frac{\mu(D-3)}{\nu r_{+}^3}$ and the horizon $r_{+}$ is the largest root of $H(r) = 0$. The charge density evaluated at the asymptotic boundary is $n_q = \frac{Qr_{+}}{g^2 r_{+}^3}$.

The constant $N^2$ in the metric (2.4) can be fixed by requiring that the geometry of the spacetime should asymptotically approach to the conformally flat metric at spatial infinity, i.e. $\text{d}s^2 \propto -c^2 \, dt^2 + \text{d}\vec{x}^2$. Since as $r \to \infty$, we have

$$
H(r)N^2 \to \frac{r^2}{l^2},
$$

one can find $N^2$ to be

$$
N^2 = \frac{1}{2} \left(1 + \sqrt{1 - 4\lambda}\right).
$$

(2.8)

Without loss of generality, in the following of this paper we will mainly focus on five-dimensional case $D = 5$ with $k_0 = 0$. After introducing the coordinate as follows

$$
u = \frac{r_{+}^2}{r^2}, \quad H(u) = \frac{r_{+}^2}{ul^2} f(u), \quad f(u) = \frac{1}{2\lambda} \left[1 - \sqrt{1 - 4\lambda(1 - u)(1 + u - au^2)}\right],
$$

(2.9)

the metric can be rewritten as

$$
\text{d}s^2 = \frac{r_{+}^2}{l^2} \frac{1}{u} \left[ - f(u)N^2 \, dt^2 + \sum_{i=1}^{3} dx^i dx^i \right] + \frac{l^2}{4u^2} \frac{du^2}{f(u)}.
$$

(2.10)

The Hawking temperature of the black brane can be worked out as

$$
T_H = \frac{N r_{+}}{2\pi l^2} (2 - a).
$$

(2.11)
We follow the notation in [22] hereafter and note that a rotational symmetry among $x^i$ directions, i.e. $g_{ij} = g_{xx} \delta_{ij}$ with $x$ being one of the spatial direction.

The shear modes of the metric perturbations $h_{xz}$, $h_{xt}$, $h_{xr}$ exhibit the same behavior as the Maxwell field $a_z$, $a_t$ and $a_r$, thus we can define

$$a_z \equiv h^{x}_{z}, \quad a_t \equiv h^{x}_{t}, \quad a_u \equiv h^{x}_{u}. \quad (2.12)$$

Note that in the gauge $a_u = 0$, $a_t$ and $a_z$ decouple from the other components. It turns out that the vector part of the off shell action for the shear modes in charged Gauss-Bonnet gravity is given by

$$S = \int d^5x \sqrt{-g} \left[ -\frac{1}{4g^2} F^{\mu\nu} F_{\mu\nu} - \frac{1}{4g^2_{\text{eff}}(r)} \left( f_{ut} f_{ut} + \tilde{f}_{uz} \tilde{f}_{uz} + \tilde{f}_{zt} \tilde{f}_{zt} \right) + \frac{4u^3}{g^2 r^2} a_t A'_x A'_t \right]. \quad (2.13)$$

Let us define the effective “current” and “strength” for the $a_\mu$ as

$$j^t = \frac{1}{g^2_{\text{eff}}(r)} \sqrt{-g} M u f_{ut}, \quad j^z = -\frac{1}{g^2_{\text{eff}}(r)} \sqrt{-g} \tilde{f}_{uz}, \quad (2.14)$$

$$f_{ut} = \partial_u a_t - \partial_t a_u, \quad (2.15)$$

$$\tilde{f}_{uz} = -u^2 \mathcal{M}' f_{uz} = -u^2 \mathcal{M}' (\partial_u a_z - \partial_z a_u), \quad (2.16)$$

$$\tilde{f}_{zt} = -u^2 \mathcal{M}' f_{zt} = -u^2 \mathcal{M}' (\partial_z a_t - \partial_t a_z), \quad (2.17)$$

where $\mathcal{M} = \frac{1-2M}{u}$ and the prime $'$ denotes the derivative with respect to $u$. $j^\mu$ is the conjugate momentum of the field $a^\mu$. Because of the presence of the Gauss-Bonnet terms, the definition of the effective current and strength becomes a little bit complicated than that of the Einstein case [17] and it can return to the Einstein case without the Gauss-Bonnet terms. For chargeless Gauss-Bonnet black branes, the equations of motion can be written as

$$\partial_t j^t + \partial_z j^z = 0, \quad (2.18)$$

$$\partial_u j^t + G g^{zt} \partial_z \tilde{f}_{zt} = 0, \quad (2.19)$$

$$\partial_u j^z - G g^{zt} \partial_z \tilde{f}_{zt} = 0, \quad (2.20)$$

where we have used the notations

$$G = \sqrt{-g/g^2_{\text{eff}}(r)} = \frac{r^6}{4\kappa^2 u^2 l^5}, \quad \frac{1}{g^2_{\text{eff}}(r)} = \frac{r^2}{2\kappa^2 l^2 u}. \quad (2.21)$$

For the charged black brane there is a matter perturbation $A_x$, and in this case we may define the charge density as

$$\tilde{j}^t = j^t - \frac{1}{g^2} \sqrt{-g} \frac{4u^3}{r^2} A'_t A_x. \quad (2.22)$$
The equations of motion then take the following form

\[ \partial_t \tilde{j}^t + \partial_z j^z = 0, \]  
\[ \partial_u \tilde{j}^t + G g^{tt} g^{zz} \partial_x \tilde{f}_{zt} = 0, \]  
\[ \partial_u j^z - G g^{tt} g^{zz} \partial_t \tilde{f}_{zt} = 0. \]  

(2.23) (2.24) (2.25)

The Bianchi identity yields

\[ \partial_u \left( \frac{\tilde{f}_{zt}}{u M'} \right) - \frac{g_{uu} g_{tt} \partial_z j^t}{u M G} + \frac{\partial_t j_z}{u^2 M' G} = 0. \]

(2.26)

The equation of motion for \( A_x \) can be written as

\[ \partial_u \tilde{J}^x - \frac{1}{g^2 N^2} g^{xx} \left( - g^{tt} N^2 \partial_t F_{tx} + g^{zz} \partial_z F_{xx} \right) = 0, \]

where the current \( \tilde{J}^x \) containing the mixed term is defined as

\[ \tilde{J}^x = J^x + \frac{1}{g^2 N^2} A_t^t A_x, \quad J^x = - \frac{1}{g^2} \sqrt{-g} g^{uu} g^{xx} \partial_u A_x. \]

(2.27) (2.28)

Here \( F_{\mu\nu} \) characterize the strength of the Maxwell fields \( A_\mu \) and should not be confused with the effective strength of the vector modes of gravity \( f_{\mu\nu} \). The matter perturbation \( A_x \) is also constrained by the Bianchi identity

\[ \partial_u F_{zt} - \frac{g^2 g_{uu} g_{xx}}{\sqrt{-g}} \partial_t J^x = 0, \]
\[ \partial_z F_{tx} + \partial_t F_{xz} = 0. \]

(2.29) (2.30)

3 **Transport coefficients**

In this section, we will evaluate the transport coefficients of the dual plasma on the cutoff surface by solving the equations of motion for charged black holes. We will first compute the AC conductivity numerically and then derive the DC conductivity by using the Kubo formula. We derive the cutoff dependent diffusion constant in the scaling limit. Finally, we provide a consistent check on the obtained diffusion constant.

3.1 **AC electric conductivity flow at \( k_z = 0 \)**

We will work in Fourier space. For instance, we expand \( a_z \) as

\[ a_z(t, z, u) = \int \frac{d^4 k}{(2\pi)^4} e^{-i\omega t + i k_z} a_z(k, u). \]

(3.1)
The same decomposition is applicable to \( a_t \) and \( A_x \). In the zero momentum limit, \( A_x \) decouples from \( a_t \)

\[
\partial_u \left( \sqrt{-gg^{uu}g^{xx}} \partial_u A_x \right) - \frac{g_{eff}^2}{g^2} \sqrt{-g} (A'_t)^2 \frac{4u^2}{Mr^2_+} A_x + \omega^2 \sqrt{-gg^{xx}g^{tt}} A_x = 0. \tag{3.2}
\]

The on-shell action for \( A_x \) at the cut-off surface \( u = u_c \) is given by

\[
S = \int \tilde{J}^x A_x. \tag{3.3}
\]

The electric conductivity of the plasma on this cut-off surface can be defined as

\[
\sigma_A(\omega, u_c) = \frac{\tilde{J}^x}{i\omega A_x}. \tag{3.4}
\]

Then equation (3.2) can be recast as

\[
\frac{\partial_u \sigma_A}{i\omega} - \frac{g^2 \sigma_A^2}{\sqrt{-gg^{uu}g^{xx}}} - \frac{g_{eff}^2 \sqrt{-g}}{g^4 \omega^2} (A'_t)^2 \frac{4u^2}{Mr^2_+} + \frac{1}{g^2} \sqrt{-gg^{xx}g^{tt}} = 0. \tag{3.5}
\]

The regularity condition on the horizon gives

\[
\sigma_A(u = 1) = \frac{1}{g^2} \frac{r_+}{l}, \tag{3.6}
\]

in agreement with the result given in [22]. It is worth noting that the conductivity at the event horizon neither depends on the charge, nor the Gauss-Bonnet coupling. In other words, we can say the regularity at the horizon corresponding to setting

\[
\tilde{J}^x(1) = i\omega \sigma_A(1) A_x(1) = i\omega \frac{1}{g^2} \left. \sqrt{-g} g^{xx} \right|_{u=1} A_x(1). \tag{3.7}
\]

This relation is useful in determining the DC conductivity.

In order to have an explicit picture on the solutions of conductivity, we solve equation (3.5) numerically and plot the conductivity flows with different charges in Figure 1. From this figure, we can see that when the charged black brane becomes extremal, there is a fixed point for the flow of conductivity near the horizon due to the appearance of AdS_2 near the horizon. Same as [17], this fixed point will disappear in non-extremal case. The numerical calculation also implies that as \( \omega \) approaches to zero, the real part of the conductivity behaves more like equation (3.22). The numerical results in Figure 1 change little for different values of Gauss-Bonnet coupling.
Figure 1: The radial flow of AC conductivity in five-dimensional RN-AdS-Gauss-Bonnet black holes for non-extremal case (blue line) and extremal case (red line) from up to bottom. Here we set $\lambda = 0.01$, $r_+ = 1$, $\mu = 0.1$, $g = l = G_5 = 1$ and $\omega = 0.978$ for the non-extremal case, but $a = 2$ for the extremal case.

3.2 DC conductivity flow

We now turn to the DC conductivity in the perturbative background. The conductivity can be evaluated by using the Kubo formula, which relates the conductivity to the low frequency and zero momentum limit of the retarded Green’s function [26, 27]

$$G_{x,x}^R(\omega, k = 0) = -i \int dt dx e^{i\omega t} \theta(t) \langle [J_x(x), J_x(0)] \rangle,$$  

(3.8)

where $J_\mu$ is the conformal field theory (CFT) current dual to the bulk gauge field $A_\mu$. The DC conductivity is given by

$$\sigma_{DC} = -\lim_{\omega \to 0} \frac{e^2 \text{Im} G_{x,x}^R(\omega, k = 0)}{\omega}.$$  

(3.9)

According to [20], the constant $e$ marks the coupling between the boundary current and an external or auxiliary vector field. To the leading order of $e$, the effects of the auxiliary vector are negligible and the conductivity can be fixed from the original CFT. In the absence of chemical potential the general form of conductivity was derived in [22] through the membrane paradigm. But when the chemical potential is taken into account, those formulae need revision as there is a non-trivial flow from horizon to boundary. At the linear level of equations and in the zero momentum limit metric perturbation $a_z$ decouples from the rest (see the Appendix for more details). The corresponding component of Einstein’s equations becomes a constraint

$$a_t' = \frac{3aN^2B(u)}{\mathcal{M}},$$  

(3.10)
where $B$ is defined as $B = \frac{4\mu}{Q_{r+}}$. Equation (3.10) can also be obtained in the scaling limit $\omega \sim k^2 \ll 1$. After substitution one finds the equation for perturbed gauge fields to be

$$B'' + \frac{f'}{f} B' + \frac{t^4 u^2}{4N^2 u f^2} \left(\omega^2 - k^2 f\right) B - \frac{3a}{M_f} B = 0. \quad (3.11)$$

The effective action up to the quadratic order takes the simple form

$$I^{(2)} = \frac{1}{2\kappa^2} \int \frac{d^4k}{(2\pi)^4} du \left( K(u) B'(u,k) B'(u,-k) + L(u) B(u,k) B(u,-k) \right), \quad (3.12)$$

where

$$K(u) = -\sqrt{-g} g^{xx} g^{uu} \mu^2, \quad L(u) = \left( \omega^2 \sqrt{-g} g^{xx} g^{tt} - \frac{g^{xx}}{g^{tt}} (A')^2 \right) \mu^2. \quad (3.13)$$

At this point, it is convenient to define the radial momentum as

$$J^x_k \equiv \frac{\delta I^{(2)}}{\delta B'(u,k)} = \frac{1}{\kappa^2} K(u) B'(k). \quad (3.14)$$

The equation of motion for $B$ then takes the form

$$\partial_u J^x_k = \frac{1}{\kappa^2} L(u) B(u,k). \quad (3.15)$$

The regularity at the horizon $u = 1$ corresponds to

$$J^x_k(1) = -i\omega K(u) \sqrt{\frac{g_{uu}}{g_{tt}}} B(1). \quad (3.16)$$

The same boundary condition has been obtained in equation (3.7). Following the standard procedure for the computation of retarded Green’s functions in Minkowski spacetime, we now evaluate the effective action on-shell and obtain the boundary term, which is given by

$$I^{(2)} = \int \frac{d^4k}{(2\pi)^4} F_k \bigg|_{u=1} \bigg|_{u=u_c}. \quad (3.17)$$

In order to evaluate the conductivity at a finite cutoff surface, we need remove the limit $u \to 0$ away from the UV cutoff. Note that the expression is evaluated on $B(u,\omega,k)$ with infalling boundary conditions at the horizon. In the present case, one evaluates the on-shell action to write down the flux factor as

$$2F_k = J^x_k B(u,-k) \quad (3.18)$$
For simplicity, we set $e = 1$ and $\kappa^2 = 1$ hereafter. The DC conductivity at a finite cutoff surface is then given by

$$\sigma_{DC} = \lim_{\omega \to 0, u \to u_c} \text{Im} \left( \frac{2F_k}{A_k(u)A_x(u)} \right) |_{k=0} = \lim_{\omega \to 0, u \to u_c} \frac{\text{Im} \left[ J_k^x B(u, -k) \right]}{\omega \mu^2 B(u, k) B(u, -k)} |_{k=0}. \quad (3.19)$$

Keeping in mind that $J_k^x$ is constrained by the regularity condition at the horizon, we may write

$$\sigma_{DC} = -\frac{K(u)}{\mu^2} \sqrt{\frac{g_{uu}}{g_{tt}}} \bigg|_{u=1} \frac{B(1)B(1)}{B(u_c)B(u_c)}. \quad (3.20)$$

Now we need to solve $B(u)$ by imposing the regularity condition at the horizon and setting $\omega$ to zero. We can easily solve equation (3.11) in the case $\omega = 0$ and $k = 0$:

$$B(u) = B(0) \frac{2(1 + a) - 3au}{2(1 + a)}. \quad (3.21)$$

Note that it is not proper to impose the boundary condition that $B(u)$ must be vanishing at the cutoff surface because the DC conductivity would be divergent under such boundary condition. Finally, we obtain the DC conductivity at the cutoff surface

$$\sigma_{DC} = \frac{r_+}{g^2 l} \frac{(2 - a)^2}{[2(1 + a) - 3au_c]^2}. \quad (3.22)$$

This result is consistent with the numerical calculation conducted in section 3 in the small $\omega$ limit (see Figure 2 for details). At the horizon $u_c = 1$, the above equation becomes

$$\sigma_{DC} = \frac{r_+}{g^2 l}, \quad (3.23)$$

which is consistent with (3.6). As one goes to the boundary $u_c \to 0$, the DC conductivity is reduced to

$$\sigma_{DC} = \frac{r_+}{g^2 l} \frac{(2 - a)^2}{4(1 + a)^2}. \quad (3.24)$$

which agrees with the previous result in [18]. In the absence of the chemical potential, (3.22) is reduced to the formula for DC conductivity given in [22]. However, in [22] it was assumed that the background configuration of the gauge field is not perturbed. As a matter of fact, the fluctuations of the metric and the gauge field are coupled such that the contribution of the chemical potential should not be neglected.

Next we turn to discuss the ratio of conductivity to the susceptibility. For simplicity, in the following calculation we set all the coupling parameters to be unit (i.e. $\kappa^2 = e = g^2 = 1$) and also $l = 1$. In conformal field theory, the ratio of the conductivity to the susceptibility does not depend on the relative normalization of the current and the stress tensor. Since the susceptibility is defined as

$$\chi \equiv \frac{\partial n_q}{\partial \mu} \bigg|_T, \quad (3.25)$$
Figure 2: Flows of DC conductivity and numerical result for AC conductivity at a small frequency \( \omega = 0.01 \). These two results matches with each other. Here we set \( \lambda = 0.01, \ r_+ = 1, \ \mu = 0.1 \) and \( g = l = G_5 = 1 \).
where \( n_q \) is the charge density at the cut-off surface, then the expression for \( \frac{\sigma_{DC}}{\chi} \) can be written as
\[
\frac{\sigma_{DC}}{\chi} = \frac{1}{16\pi T} \left( \frac{2-a}{1+a} \right)^2 = \frac{1}{4\pi T}(1-3a) + O(a^2).
\tag{3.26}
\]
In the absence of the chemical potential \( \mu = 0 \) (i.e. \( a = 0 \)), the above equation recovers the Einstein relation \( \frac{\sigma_{DC}}{\chi} \big|_{\mu=0} = D_c \) with \( D_c = \frac{1}{4\pi T} \), denoting the diffusion constant for Schwarzschild-AdS black holes \[3\,18\]. Since both \( \sigma_{DC} \) and \( \chi \) do not depend on the Gauss-Bonnet coupling, the above result implies that the Einstein relation cannot be used to derive the diffusion constant in the presence of higher-derivative gravity corrections \[21\]. After obtaining the conductivity, the thermal conductivity \( \kappa_T \) can be computed using the formula \[29\]
\[
\kappa_T = \left( \frac{\varepsilon + P}{T_H n_q} \right)^2 T_H \sigma_{DC} = \frac{(2-a)\pi r^2}{3a}.
\tag{3.27}
\]
The ratio \( \frac{\kappa_T \mu^2}{\eta T_H} \) was computed in \[29\]
\[
\frac{\kappa_T \mu^2}{\eta T_H} = \frac{2\pi^2}{1-2\lambda(2-a)} = 2\pi^2 \left[ 1 + 2(2-a)\lambda + 4(2-a)^2\lambda^2 + \ldots \right],
\tag{3.28}
\]
where we have used \( (3.33) \). One may find that the Gauss-Bonnet coupling modify the leading behavior. Note that the leading order result given in \[29\] was \( 8\pi^2 \) because the normalization for the gauge kinetic term differs by a factor of 4 from that used here.

As a conjecture, we propose that the DC conductivity for single charged black branes can be evaluated through the thermal quantities (see also \[28\])
\[
\sigma_{DC} = \frac{1}{g^2} \sqrt{-g_{uu} g_{tt}} \bigg|_{u=1} \left( \frac{s T_c}{\varepsilon + p} \right)^2 = \frac{1}{g^2} \sqrt{-g_{uu} g_{tt}} \bigg|_{u=1} \left( 1 - \frac{n_q \mu_c}{\varepsilon + p} \right)^2,
\tag{3.29}
\]
where \( s = \frac{1}{16\pi} u_c^3 \) denotes the entropy density on the cut-off surface. Note that we have used the thermodynamical relation
\[
\varepsilon + p - s T_c - n_q \mu_c = 0.
\tag{3.30}
\]
Here the charge density and chemical potential are \( n_q = Qu_c^{3/2} \) and \( \mu = \frac{lQ u_c^{1/2}}{2\sqrt{f(u_c)}} (1 - u_c) \), respectively. One may find that \( (3.29) \) can recover the DC conductivity obtained in \[17\,19\] for four-dimensional RN-AdS black holes. The expression \( (3.29) \) is also consistent with \[30\] in the single charge case.

### 3.3 Diffusion constant \( \bar{D}(u_c) \) at the cutoff surface

Now we evaluate the “conductivity” introduced by the metric perturbation \( a_z \) at zero momentum. The conductivity in this case can be defined as
\[
\sigma_h := \frac{j^z}{f_{zt}} = (-u^2 \mathcal{M}) \frac{j^z}{f_{zt}}.
\tag{3.31}
\]
In the zero momentum limit, the decoupled flow equation for $\sigma_h$ is given by
\[
\frac{\partial u_c \sigma_h}{-i\omega} + \frac{1}{(-u^2 M')} \sigma_h^2 g_{uu} g_{zz} - (-u^2 M') G g_{tt} g_{zz} = 0.
\] (3.32)

Again the regularity condition at the event horizon gives
\[
\sigma_h(u = 1) = \frac{1}{16\pi G_N} \left( \frac{r_+^3}{l^3} \right) \left[ 1 - 2\lambda(2 - a) \right].
\] (3.33)

This is actually the shear viscosity for charged Gauss-Bonnet-AdS black branes because when the momentum is vanishing and thus no polarization direction, the conductivity is exactly the shear viscosity. It is worth noting that (3.33) indicates that the conductivity at the horizon obeys
\[
j^z(1) = \sigma_h(1) f_{zt}(1).
\] (3.34)

This relation will be used in the following computation.

- **Diffusion constant**

In the following, we treat the vector modes in a long wave-length expansion for fields and the equations of motion. The diffusion constant will be evaluated by a line integral from the horizon to the cutoff surface. In [3], it was found that the diffusion constant runs with the variation of $u_c$. We will show as below that the diffusion constant not only runs with $u_c$, but also depends on the Gauss-Bonnet coupling constant. For non-vanishing momentum $k_z$, the equation of motion for $\sigma_h$ is coupled to other modes. To proceed further we take the scaling limit for temporal and spatial derivatives as
\[
\partial_t \sim \epsilon^2, \quad \partial_z \sim \epsilon, \quad \tilde{f}_{zt} \sim \epsilon^3 \left( \tilde{f}_{zt}^{(0)} + \epsilon \tilde{f}_{zt}^{(1)} + \ldots \right),
\] (3.35) \hspace{1cm} (3.36)

The in-falling boundary condition at the horizon requires $j^z$ is linearly related to $\tilde{f}_{zt}$. Therefore, we have
\[
j^z \sim \epsilon^3 \left( j^z(0) + \epsilon j^z(1) + \ldots \right).
\] (3.37)

From the charge conservation equation, we find that
\[
\tilde{j}^t \sim \epsilon^2 \left( \tilde{j}^t(0) + \epsilon \tilde{j}^t(1) + \ldots \right),
\] (3.38) \hspace{1cm} (3.39)

In the lowest order, (2.24) and (2.25) reduce to
\[
\partial_u \tilde{j}^t(0) = 0, \quad \partial_u j^z = 0.
\] (3.40)
The above first equation indicates that
\[
\tilde{j}_t^{(0)} = j_t^{(0)} - \frac{1}{g^2} \sqrt{-g} \frac{4u^3}{r_+^2} A_t A_x^{(0)} = C_0, \tag{3.41}
\]
and \(C_0\) is a constant. The charge conservation equation (2.23) requires
\[
j_z^{(0)} = \tilde{j}_t^{(0)} \omega. \tag{3.42}
\]
The lowest order of the Bianchi identity becomes
\[
\partial_u \left( \frac{\tilde{f}_z^{(0)}}{u^2 M'} \right) = g_{u u} g_{t t} \partial_z j_t^{(0)}. \tag{3.43}
\]
Evaluated at the horizon \(u = 1\), the above equation has the solution
\[
\frac{\tilde{f}_z^{(0)}}{u^2 M'}(u) = \tilde{f}_z^{(0)} \bigg|_{u=1} + 2\kappa^2 \int_u^1 du \frac{\partial_z j_t^{(0)}}{\sqrt{-g} g_{u u} g_{t t} g_{x x} u M}. \tag{3.44}
\]
Using the definition of the current given in (2.17), the above equation can be written as
\[
f_z(t, u) = -\frac{\tilde{f}_z^{(0)}(1)}{1 - 2(2 - a)\lambda} + 2\kappa^2 \int_u^1 du \frac{\partial_z j_t^{(0)}}{\sqrt{-g} g_{u u} g_{t t} g_{x x} u M}. \tag{3.45}
\]
In the scaling limit, the Maxwell equation for the gauge perturbation \(A_x^{(0)}\) becomes
\[
\partial_u \left( \sqrt{-g} g_{u u} g^{u x} \partial_u A_x^{(0)} \right) = \sqrt{-g} \frac{4u^3}{r_+^2} A_t A_x^{(0)}. \tag{3.46}
\]
Before evaluating the diffusion constant \(D_c\) with the use of (3.45), we should first find the solution for \(A_x^{(0)}\). Following [3], we substitute (3.46) into (3.41), further impose the boundary condition \(A_x^{(0)}(u_c) = 0\), and then we obtain
\[
A_x^{(0)}(u) = \frac{3a}{8\pi G[2(1 + a) - 3au_c]} \frac{1}{Q} \left( 1 - \frac{u}{u_c} \right). \tag{3.47}
\]
Consequently, we have
\[
f_z(t, u) = \frac{\tilde{f}_z^{(0)}(1)}{1 - 2(2 - a)\lambda} + \frac{ik f(u_c) t^2}{2r_+ [2(1 + a) - 3au_c]}. \tag{3.48}
\]
Following the sliding membrane paradigm [22], we define the conductivity by the current and electric fields as
\[
\sigma_h(u_c) := \frac{j_z^{(0)}(u_c)}{f_z^{(0)}(u_c)} = \frac{\omega \tilde{j}_t^{(0)}(u_c)}{k f_z^{(0)}(u_c)}. \tag{3.49}
\]
By further using the boundary condition given in (3.34), we find the expression for the conductivity $\sigma_h$ from (3.48)

$$\frac{1}{\sigma_h(u_c)} = \frac{1}{\sigma_h(1)} - \frac{k^2 D(u_c)}{i\omega \sigma_h(1)},$$  \hspace{1cm} (3.50)

where the diffusivity is

$$D(u_c) = \frac{\ell^2 f(u_c)}{2(1 + a) - 3au_c} \left[ 1 - 2(2 - a)\lambda \right].$$  \hspace{1cm} (3.51)

The value of $D(u_c)$ is dimensional and can be set to any value through a coordinate transformation. It is meaningful to define a dimensionless diffusion constant as what follows.

- **Normalization of the diffusion constant**

We can introduce the proper frequency $\omega_c$ and the proper momentum $k_c$ conjugate to the proper time and the proper distance respectively on the hypersurface $u = u_c$. We define

$$\omega_c \equiv \frac{\omega}{\sqrt{g_{tt}}}, \quad k_c \equiv \frac{k}{\sqrt{g_{ii}}}. \hspace{1cm} (3.52)$$

The Hawking temperature at the cut-off surface $u = u_c$ is determined by the Tolman relation

$$T_c(u_c) = \frac{T_H}{\sqrt{\gamma_{tt}}}, \quad T_H = \frac{f'(r_+)}{4\pi}. \hspace{1cm} (3.53)$$

The coordinate-invariant, dimensionless diffusion constant $\bar{D}(u_c)$ can be defined as

$$\bar{D}(u_c) = D(u_c)T_c \frac{g_{zz}}{\sqrt{g_{tt}}}. \hspace{1cm} (3.54)$$

Thus the conductivity can be written in terms of the normalized momentum and the diffusion constant as follows

$$\frac{1}{\sigma_h(u_c)} = \frac{1}{\sigma_h(1)} - \frac{k_c^2 \bar{D}(u_c)/T_c}{i\omega_c \sigma_h(1)}, \hspace{1cm} (3.55)$$

where the dimensionless diffusion constant is given by

$$\bar{D}(u_c) = \frac{1}{4\pi N} \frac{2 - a}{2(1 + a) - 3au_c} \left[ 1 - 2\lambda(2 - a) \right].$$  \hspace{1cm} (3.56)

The diffusion constant obtained here depends on the charge, the position of the cut-off surface and the Gauss-Bonnet coupling. Since the conductivity and the retarded Green function has the relation

$$\sigma^{ij}(k_\mu, u_c) = \frac{G^{ij}_{R}(k_\mu, u_c)}{i\omega}. \hspace{1cm} (3.57)$$
From (3.55), we can write the related Green function $G_{z,z}$ as

$$G_{z,z} = \frac{\omega^2 \sigma_h(1)}{i\omega - D(u_c)k^2/T_c}, \quad (3.58)$$

where the expression for $\sigma_h(1)$ is given by

$$\sigma_h(u = 1) = \frac{1}{16\pi G_N} \left( \frac{r_+^3}{l^3} \right) \left[ 1 - 2\lambda(2 - a) \right]. \quad (3.59)$$

Our results obtained above can recover equation (4.17c) of reference [18], when $\lambda \to 0$ and $u_c \to 0$.

### 3.4 A consistent check on $\bar{D}(u_c)$

In this section, we provide a consistent check on the diffusion constant by employing the Brown-York stress tensor $t_{ij}$ on the cut-off surface. Since the detailed computation has been presented in [31], we only summarize the main results here. The induced metric on the cutoff surface $u = u_c$ outside the horizon is

$$ds_c^2 = \frac{r_+^2}{l^2} u_c \left(- f(u_c)N^2 dt^2 + \sum_{i=1}^{3} dx^i dx^i \right) \quad (3.60)$$

The Brown-York stress tensor on the hypersurface with unit normal is defined by

$$t_{ij} = \frac{1}{2k^2} \left[ K_{ij} - K_{ij} - 2\lambda(3J_{ij} - J_{gij}) - Cg_{ij} \right], \quad (3.61)$$

with

$$J_{ij} = \frac{1}{3} \left( 2K_{ik}K_{kj}^k + K_{kl}K_{kl}^{jk}K_{ij} - 2K_{ik}K_{kl}^{jk}K_{ij} - K^2 K_{ij} \right), \quad (3.62)$$

where $K_{ij}$ is the extrinsic curvature, $K \equiv g^{ij}K_{ij}$ and $C$ is a constant. On the other hand, the stress-energy tensor of a fluid in equilibrium has its form

$$t_{ij} = (\epsilon + p)u_i u_j + pg_{ij}, \quad (3.63)$$

with $\epsilon$ the energy density, $p$ the pressure and $u^i$ the normalized fluid four-velocity. It was shown in [31] that the shear viscosity from the Brown-York tensor is given by

$$\eta = \frac{1}{16\pi G l^3 u_c^3} \left[ 1 - 2\lambda(2 - a) \right] \quad (3.64)$$

The sum of the energy density $\epsilon$ and pressure $p$ is found to be [31]

$$\epsilon + p = \frac{\left[ 2(1 + a)u_c^2 - 3au_c^2 \right]}{8\pi G l \sqrt{f(u_c)}}. \quad (3.65)$$
It is easy to verify that
\[
\bar{D}(u_c) = \frac{\eta}{\varepsilon + p} T_c = \frac{1}{4\pi N} \frac{2 - a}{2(1 + a) - 3au_c} \left[ 1 - 2\lambda(2 - a) \right],
\]
which is consistent with (3.56).

4 Conclusion and discussion

In this paper, we have investigated the RG flows for transport coefficients for quark gluon plasma at finite chemical potential with charged AdS-Gauss-Bonnet black hole dual. We write down the mixed flow equations explicitly and study the corresponding conductivities. We derive an expression for the diffusion constant at a finite cutoff surface in the presence of non-vanishing chemical potential and the Gauss-Bonnet terms. The effect of turning on chemical potential can be thought of as turning on effective interaction. Actually, the mixing effect of metric and Maxwell fluctuations in charged black hole is very important because the mixing effect tells us how transverse vector modes of Maxwell fields can diffuse and longitudinal Maxwell modes can have sound modes in the presence of chemical potential.

While the diffusion constant is sensitive to the Gauss-Bonnet coupling, the computation of the DC conductivity seems to be independent of the Gauss-Bonnet coupling numerically and analytically. In addition, the structure of this paper is different from [17] since the DC conductivity is not derived from the decoupled master equations. We show that in the long wavelength limit, we only need to solve equations up to zeroth order in \( \omega \).
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**A Equations of motion for vector type fluctuations**

We consider the shear mode in the five-dimensional RN-AdS-Gauss-Bonnet background by choosing the following gauge

\[ a_r = 0, \quad A_r = 0, \]

and use the Fourier decomposition

\[ a_\mu(t, z, u) = \int \frac{d^4k}{(2\pi)^4} e^{-i\omega t + i k z} a_\mu(k, u), \quad (A.1) \]

\[ A_x(t, z, u) = \int \frac{d^4k}{(2\pi)^4} e^{-i\omega t + i k z} A_x(k, u), \quad (A.2) \]

where we choose the momenta which are along the \( z \)-direction. Note that after introducing \( M = \frac{1 - 2M}{u} \), the equations of motion can be written as

\[ 0 = a_t'' + \frac{\mathcal{M}'}{\mathcal{M}} a_t' + \frac{l^4b^2}{4f(u)} \mathcal{M}' (k^2 a_t + \omega k a_z) - 3aN^2b'(u), \quad (A.3) \]

\[ 0 = \omega a_t' - \frac{uM'}{\mathcal{M}} f(u)N^2ka_z' - \frac{3aN^2B(u)\omega}{\mathcal{M}}, \quad (A.4) \]

\[ 0 = a_z'' - \frac{1}{u} - \frac{f'(u)}{f} + 2\lambda\frac{f''(u)}{f} + u\frac{f''(u)}{f} + uf''(u)^2/f(u) - 2f''(u)}{1 + 2\lambda(uf''(u) - f(u))} a_z', \]

\[ + \frac{l^4b^2}{4N^2uf^2(u)} (\omega k a_t + \omega^2 a_z), \quad (A.5) \]

\[ 0 = B'' + \frac{f'}{f} B' + \frac{l^4b^2}{4N^2uf^2(\omega^2 - k^2 f)} B - \frac{1}{N^2f} a_t', \quad (A.6) \]

where \( b = \frac{r^2}{r^*}, \quad q = 1 \) and the field \( B \) is defined as \( B = \frac{A_r}{r} = \frac{2A_r}{qr^*} \). It is almost impossible to decouple the above equations of motion because of the mixing of the Gauss-Bonnet coupling and the charge. We leave this to the future work. For neutral black holes in Gauss-Bonnet gravity, the shear modes can be decoupled and it was analyzed in great detail by using the Kubo formula \([32, 34]\). For tensor type perturbation for charged black holes in Gauss-Bonnet gravity, one may refer to \([35, 36]\) (see also \([37-42]\)).
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