ABSTRACT

In this work, we let the *sweet spot* be the region where a sound wave generated by an array of loudspeakers is psycho-acoustically close to a desired auditory scene, and we develop a method that aims to generate a sound wave that directly maximizes this sweet spot. Our method incorporates psycho-acoustic principles from the outset and is flexible: while it imposes little to no constraints on the regions of interest, the arrangement of loudspeakers or their radiation pattern, it allows for a wide array of psycho-acoustic models that include state-of-the-art monaural psycho-acoustic models. Our method leverages tools from analysis and optimization that allow for its mathematical analysis and efficient implementation. Our numerical results show that our method yields larger sweet spots compared to some state-of-the-art methods when performing sound field reconstruction for sinusoidal signals using van de Par’s psycho-acoustic model.
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1 Introduction

The field of spatial sound addresses the question: *how do we create a desired auditory scene over a spatial region of interest from a sound scene generated with only a few loudspeakers?* In this context, the *sound scene* represents the objective nature of a sound wave propagating in the physical world, whereas the *auditory scene* represents the imprint of the sound scene in our subjectivity, that is, the result of the auditory system perceiving and organizing sound into meaning [1][2]. Over the last century, several methods have been proposed to answer this question. Their performance can be compared in terms of the size of the region where the sound scene creates an auditory scene that most closely resembles the desired one. In this work, we call this region the *sweet spot*.

A popular strategy to recreate an auditory scene is to directly approximate the sound wave that created it. In the literature, this strategy is called *sound field reconstruction* and, in this context, the sweet spot is assumed to be the same as the region where the generated sound wave closely resembles the target sound wave. Following Huygens’ principle, any sound scene can be approximated accurately with a sufficiently dense arrangement of loudspeakers. However,
selecting the audio signals for the loudspeakers is an ill-conditioned problem \[3\] for which there might be multiple solutions, rendering the problem ill-posed \[4\]. Three classes of commonly used methods for sound field reconstruction are mode matching methods, pressure matching methods and wave field synthesis.

Mode Matching Methods (MMM) find an approximation by matching the coefficients in the expansion of the target and generated sound waves in spatial spherical harmonics \[5\]. Some well-known MMMs are Ambisonics \[6\], Higher-Order Ambisonics (HOA), and Near-Field Compensated Ambisonics (NFC-HOA) \[7\]. All of them minimize the \(L^2\)-norm of the difference between leading coefficients. Ambisonics assumes the loudspeakers emit plane waves and uses only the leading coefficient, whereas HOA uses a larger but fixed number of coefficients. In contrast, NFC-HOA assumes the loudspeakers are monopoles. Ambisonics, HOA and NFC-HOA are designed for circular or spherical regions of interest. When approximating a plane wave, they create a spherical sweet spot with a radius that is inversely proportional to the frequency of the source \[8\].

Instead of using expansions in spatial spherical harmonics, Pressure Matching Methods (PMM) minimize the spatio-temporal \(L^2\)-error between the target and generated sound waves \[9\]. The magnitude of the audio signals are often penalized by their \(L^p\)-norm to mitigate the effects of ill-conditioning \[10\]. Typically the loudspeakers are modeled as monopoles. In most cases, the solution can only be found numerically, and the discretization of the region of interest plays an important role.

Finally, Wave Field Synthesis (WFS) leverages the single-layer boundary integral representation of a sound wave over a region of interest \[11\]. Traditional WFS \[12\] uses a Rayleigh integral representation to derive a solution when the speakers are modeled as dipoles lying on a line. This was later extended to monopoles \[13\]. Its reformulation, Revisited WFS \[14\], uses a Kirchhoff-Helmholtz integral representation along with a Neumann boundary condition to obtain a solution for an arbitrary distribution of monopoles. It has been shown that the spatial properties of the auditory scene are correctly simulated by WFS and do not depend on the position of the listener over the region of interest \[15\]. However, it suffers from coloration effects due to spatial aliasing artifacts \[16\].

There is extensive literature analyzing these methods and comparing their performance \[7\] \[17\] \[18\]. In fact, they become equivalent in the limit of a continuum of loudspeakers, differing only when using a finite number \[19\]. Although they are amenable to mathematical analysis and have computationally efficient implementations, their construction has no natural psycho-acoustic justification to produce a large sweet spot as we have defined it. As a consequence, the artifacts introduced by these methods, due to approximation errors, may produce noticeable, and possibly avoidable, psycho-acoustic artifacts.

An alternative to reproduce better the auditory scene is to explicitly account for psycho-acoustic principles \[20\] \[2\] in the methods. The first steps in this direction were taken in \[21\] by proposing a simple model that aims to preserve the spatial properties of the desired auditory scene. A method to reproduce an active intensity field, itself a proxy for the spatial properties, that is largely uniform in space was then proposed in \[22\]. It is based on an optimization problem yielding audio signals where at most two loudspeakers are active simultaneously. However, it makes the restrictive assumption that the target sound wave is a plane wave, and that the loudspeakers emit plane waves. In \[23\] the radiation method and the precedence fade are proposed. The former is equivalent to applying a PMM over a selection of frequencies that are most relevant psycho-acoustically, whereas the latter is a method to overcome the localization problems associated to the precedence effect \[2\]. Finally, in \[24\] a PMM is extended to account for psycho-acoustic effects by considering the \(L^2\)-norm of the differences in pressure convolved in time by a suitable filter.

We believe that there is a gap between methods that aim to directly approximate a sound wave to reproduce a desired auditory scene, and methods that leverage psycho-acoustic models to reproduce the same auditory scene. In this work, we develop a method that incorporates monaural psycho-acoustic models to generate a sound wave that directly maximizes the sweet spot. This method is amenable to mathematical analysis, has an efficient computational implementation, and incorporates psycho-acoustic principles from the onset. Our numerical results show our method outperforms some state-of-the-art methods for sound field reconstruction. The paper is organized as follows. In Section \[2\] we introduce the main physical and psycho-acoustic models that we use. In Section \[3\] we formulate the problem of maximizing the sweet spot, proposing an accurate approximation, and analyzing its properties. In Section \[4\] we show this approximation can be recast as Difference-of-Convex (DC) program, and we introduce the SWEET algorithm as an efficient method to solve it approximately. In Section \[5\] we show a concrete implementation of our method based on van de Par’s spectral psycho-acoustic model \[25\]. Finally, in Section \[6\] we perform several numerical experiments analyzing its performance, comparing its results with WFS, NFC-HOA and PMM, and showing some concrete applications.
2 Mathematical model

2.1 Acoustic framework

Consider an array of \( n_s \) speakers located at \( x_1, \ldots, x_{n_s} \in \mathbb{R}^3 \). When the medium is assumed homogeneous and isotropic, and each loudspeaker is modeled as an isotropic point source, the sound wave they generate is \([26\text{ Section 2.5.2}]\)

\[
u(t, x) = \sum_{k=1}^{n_s} \frac{c_k(t - c_k^{-1}||x - x_k||)}{4\pi||x - x_k||}
\]

where \( c_k \) is the speed of sound in the medium, and \( c_1, \ldots, c_{n_s} \) are the audio signals of every loudspeaker. In the frequency domain, this is represented as

\[
\hat{u}(f, x) = \sum_{k=1}^{n_s} \hat{c}_k(f) e^{-2\pi if ||x - x_k||/4\pi||x - x_k||}
\]

where \( \hat{c}_k \) is the Fourier transform of \( c_k \) in time \( \hat{c}_k(f) = \int c_k(t) e^{-2\pi if t} dt \).

To model the spatial radiation pattern of each loudspeaker, along with time-invariant effects such as reverb \([27, 28]\), the representation \([1]\) can be replaced by

\[
\hat{u}(f, x) = \sum_{k=1}^{n_s} \hat{c}_k(f) G_k(f, x).
\]

where \( G_k \) are the corresponding Green’s functions. In addition to this array, consider a bounded domain \( \Omega \subset \mathbb{R}^3 \) containing no loudspeakers, i.e. \( x_k \notin \Omega \), allowing us to avoid the singularities in \([1]\) at each \( x_k \). On this domain, we could attempt to approximate as best as possible a sound wave \( u_0 \) with the array of loudspeakers.

If we had a continuum of isotropic point sources on \( \partial \Omega \) then, under suitable conditions, the simple source formulation \([29\text{ Section 8.7}]\) shows we can reproduce \( u_0 \) exactly. However, when only a finite number of physical loudspeakers are available, we must find \( \hat{c}_1, \ldots, \hat{c}_{n_s} \) such that

\[
\hat{u}_0(f, x) \approx \sum_{k=1}^{n_s} \hat{c}_k(f) G_k(f, x),
\]

in an suitable sense, for \( x \in \Omega \). In many cases \( \hat{u}_0 \) is real-analytic on its second argument over \( \Omega \). As a consequence, when the speakers are isotropic point sources or \( G_k \) is real-analytic on its 2nd argument, the approximation cannot be exact on any open set unless \( u_0 \) was actually generated by the speaker array \([30\text{ Corollary 1.2.5}]\). This suggests \( [3] \) can hold only in average.

From now on we let \( W_S \) be the set of acoustic waves that can be generated by the array, represented in the frequency domain as in \([2]\). We formalize this set in Section 3 and we first turn our attention to the psycho-acoustic criteria that determine a suitable sense to interpret \([3]\).

2.2 Psycho-acoustic preliminaries

To interpret \([3]\) adequately, we consider two basic aspects of the human auditory system: the hearing threshold and the damage/discomfort risk level threshold. The former allows us to determine when the differences between \( u_0 \) and the approximating wave are negligible, whereas the latter ensures we do not harm listeners.

2.2.1 The hearing threshold

An important psycho-acoustic problem is to determine when the difference between two audio signals \( v_0 = v_0(t) \) and \( v = v(t) \) is audible. A key concept to address it is the absolute threshold of hearing \([20\text{ Section 2.1}]\) (see Figure 1): when \( v_0 \equiv 0 \), a pure tone \( v \) is imperceptible if its intensity falls below it.

In complex audio signals other mechanisms come into play and the criteria for perception depend on the signal \( v_0 \) being approximated. It has been proposed that the human auditory system first computes an internal representation of the audio signal \( v \mapsto \Phi(v) \) to then apply an internal detector \( (\Phi(v), \Phi(v_0)) \mapsto D^*(\Phi(v), \Phi(v_0)) \). The difference
is perceptible if this value exceeds a given threshold \[31,32\]. These studies do not provide a tractable form for this representation nor for the internal detector. A simplification yielding a tractable model is given in \[33\]. The model is simplified to a non-symmetric distortion measure

\[
D(v, v_0) = \int_R |L(v - v_0)(t)|^2 \, dt
\]

where \(L\) is a transform modelling locally time-invariant filters that may depend on \(v_0\). Another simplification in the literature is to consider a sum of convolved-weighted-squared errors \[34\]

\[
D(v, v_0) = \sum_k \int_R |h_k \ast (v - v_0)(t)\hat{g}_k(t)|^2 \, dt
\]

where \(h_k\) and \(g_k\) represent a spectral and time weighting respectively. Together they model the difference over the \(k\)-th auditory filter. The filters may depend themselves on \(v_0\). A further simplification introduced in \[25\] consists in taking a constant \(g\), i.e.,

\[
D(v, v_0) = \sum_k \int_R |\hat{v}(f) - \hat{v}_0(f)|^2 \rho_k(f) \, df.
\]

This proposal works only with spectral information and thus it may not capture temporal masking effects accurately \[34\].

2.2.2 The damage and discomfort risk threshold

Exposure to loud sound waves may be uncomfortable. Then, unrestricted spatial sound systems may reproduce undesirable sound scenes where some features prevail at the expense of the discomfort of some listeners. Empirical thresholds for loud discomforts levels for sinusoidal signals over a finite set of frequencies have been defined in the literature, e.g. in \[37,38\]. Naturally, these can be expressed as

\[
\int |\tilde{u}(f, x)|^2 \rho(f)^2 \, df,
\]

where \(\rho(f)\) is the multiplicative inverse of the threshold.

2.3 Psycho-acoustic framework

Although there is no definitive model for the hearing threshold, the literature supports the idea that the effects that must be taken into account depend on the sound wave \(u_0\) itself. In this work we consider a general form for these models that includes some proposals in the literature. Inspired by \(4\), if \(u\) is a acoustic wave on \(\Omega\), a map of the form

\[
Bu(x) = \int \int K_B(t, t', x)(u - u_0)(t', x) \, dt' \, dt
\]
where $K_B$ is a suitable kernel, not necessarily time-invariant, quantifies the differences in perception between $u$ and $u_0$ at a given $x$. A map of this form can account for time-variant effects, such as temporal masking, and also for time-invariant effects, such as spectral masking. Therefore, by choosing suitable kernels we can represent the differences in perception over several auditory filters as a collection of functionals $B_1, \ldots, B_{nb}$ of the form (8). Consequently, we define the threshold map as

$$ Tu(x) := \Psi(B_1 u(x), \ldots, B_{nb} u(x)) $$

where $\Psi : \mathbb{R}^{nb} \to \mathbb{R}$ is a continuous convex function that is non-decreasing on each one of its components. Without loss, we consider the difference between $u$ and $u_0$ is not audible at $x$ if $Tu(x) \leq 0$. Remark that by choosing a suitable function $\Psi$ we may incorporate interactions between different auditory filters. Note that the form (9) encompasses (4), (5) and (6).

Therefore, given an approximating wave $u \in W_S$, we define its sweet spot as the set where $u$ is psycho-acoustically equivalent to $u_0$, i.e.,

$$ S(u) = \{ x \in \Omega : Tu(x) \leq 0 \} $$

Note the psycho-acoustic equivalence that defines the sweet spot is monaural. Although at each point the audio signal is in this sense equivalent to the original, this does not account a priori for binaural effects, e.g., whether the position of an audio source is perceived correctly.

Analogously, to model the discomfort level threshold we consider a collection of functionals $Q_1, \ldots, Q_{np}$ of the form (5) with $u_0 \equiv 0$. Note that those generalize (7) as they can account for time-variant effects. To enhance flexibility, we do not assume the same selection of auditory filters for the functionals $B$ and $Q$, nor that $nb = np$. Hence, we define the discomfort map $P$ as in (9) for $u_0 \equiv 0$

$$ Pu(x) := \Pi(Q_1 u(x), \ldots, Q_{np} u(x)) $$

where $\Pi$ is a function with the same properties as $\Psi$. Then,

$$ P := \{ u : \forall x \in \Omega. Pu(x) \leq 0 \} $$

is the collection of sound waves below the discomfort threshold at every $x$. The domain of $T$ and $P$ are sound waves, and thus are part of the sound scene. In contrast, their image are part of the auditory scene. Hence, $T$ and $P$ link the objective and subjective aspects of the problem.

Our goal is to find an acoustic wave $u \in W_S$ that maximizes the weighted area of the sweet spot $\mu(S(u))$ while remaining comfortable, i.e., $u \in P$. From now on, we assume $u_0$ is known and fixed. Particularly, all the parameters that we have introduced to define the threshold map (9) may depend on $u_0$.

### 3 Maximizing the sweet-spot

To formalize the problem of maximizing the sweet spot we make some critical assumptions. We consider the space

$$ W := \left\{ u : \sup_{x \in \Omega} \int |u(t, x)|^2 dt < \infty \right\} $$

of sound waves that have finite energy at every $x \in \Omega$. Spaces of this form are called mixed $L^p$-spaces and were introduced in [39]. The space $W$ is complete under the norm

$$ \|u\|_W := \sup_{x \in \Omega} \left( \int |u(t, x)|^2 dt \right)^{1/2}. $$

An important feature of this norm is that the energy is preserved in time and frequency, i.e., $\|u\|_W = \|\hat{u}\|_W$. From now on, we assume $u_0 \in W$. The following proposition summarizes the technical results that ensure that the methods we propose are well-posed. We defer its proof to Appendix A.

**Proposition 1.** Suppose that

(i) The audio signals $\tilde{c}_k$ in (2) are all bandlimited to an interval $I_c$ and their $L^2$-norm is uniformly bounded.

(ii) The functions $G_k$ in (2) are continuous and bounded on $I_c \times \overline{\Omega}$.

(iii) For every $K \in \{ K_{B_1}, \ldots, K_{B_{nb}} \} \cup \{ K_{Q_1}, \ldots, K_{Q_{np}} \}$ there is a constant $C_K$ such that

$$ \int |K(t, t', x)| dt, \int |K(t, t', x)| dt' \leq C_K $$

for a.e. $x \in \Omega$. 
Then the following assertions are true.

(i) The map $T: \Omega \to L^\infty(\Omega)$ is continuous, and for almost every $x \in \Omega$ the map $u \to Tu(x)$ is convex.

(ii) The set $S(u)$ is Borel measurable for any $u \in W$.

(iii) The set $W_S$ is compact in $W$.

(iv) The set $P$ is closed in $W$.

We assume the hypotheses of the proposition hold throughout. This does not impose strong constraints on the threshold map \([40]. However, this implies the sound waves in $W_S$ are continuous in space and time.

The weighted area of the sweet spot is measured with a Borel measure $\mu$ \([40]. Section 1.2]. The problem of maximizing the sweet spot becomes

\[
\begin{align*}
(P_0) \quad \text{maximize} & \quad \mu(S(u)) \\
\text{subject to} & \quad u \in P.
\end{align*}
\]

In the above problem the feasible set is closed and bounded and, in fact, compact. To prove there exists a solution, we need to characterize the regularity of the objective function. However, this implies characterizing the behavior of the set-valued function $u \mapsto S(u)$. This could be very difficult in practice. For this reason, we propose an approximation to $(P_0)$ that can be analyzed with standard methods, and for which approximate solutions can be found efficiently.

### 3.1 The layer-cake representation

The layer-cake representation allows us to approximate the area of $S(u)$ in terms of an integral over a function of $u$. Let $\phi$ be a bounded non-negative function of bounded variation such that $\phi(t) = 0$ for $t < 0$ and $\|\phi\|_{L^1} = 1$. Let $\phi_\epsilon$ denote the function $\phi_\epsilon(t) = (1/\epsilon)\phi(t/\epsilon)$ for $\epsilon > 0$ and define

\[
\Phi_\epsilon(t) = \int_{-\infty}^{t} \phi_\epsilon(s) \, ds.
\]

Suppose $v \in L^\infty(\Omega)$, $\alpha > 0$ and let $S_\alpha := \{x : v(x) > \alpha\}$. Since $\Omega$ is bounded, this implies $v \in L^1(\Omega)$. We claim the area $\mu(S_\alpha)$ can approximated by

\[
A^{(\alpha)}(v) := \int_{\Omega} \Phi_\epsilon(v(x) - \alpha) \, d\mu(x).
\]

**Proposition 2.** For every fixed $v \in L^\infty(\Omega)$ and $\alpha \in \mathbb{R}$ we have

\[
\lim_{\epsilon \downarrow 0} A^{(\alpha)}(v) = \mu(\{x \in \Omega : v(x) > \alpha\}).
\]

**Proof of Proposition 2.** Let $\{\epsilon_n\}$ be monotone decreasing to zero and $V_{t,n} := \{x \in \Omega : v(x) \geq \alpha + \epsilon_n t\}$. For every fixed $t \geq 0$ we have $V_{t,n} \subseteq V_{t,n+1}$. Define $V := \bigcup_{n>0} V_{t,n} = \{x \in \Omega : v(x) > \alpha\}$ and $h_n(t) = \phi(t)\mu(V_{t,n})$. Note the latter are measurable as $t \mapsto \mu(V_{t,n})$ is monotone. Then $h_n(t) \uparrow \phi(t)\mu(V)$ as $n \to \infty$ by continuity from below \([40]. Proposition 1.25]. By Fubini’s theorem

\[
A^{(\alpha)}(v) = \int_{\Omega} \int_{-\infty}^{v(x) - \alpha} \phi_\epsilon_n(t) \, dtd\mu(x)
\]

\[
= \int \phi_\epsilon_n(t) \int_{\Omega} \chi_{\{v(x) - \alpha - t \geq 0\}}(t, x) \, d\mu(x) \, dt
\]

\[
= \int \phi_\epsilon_n(t)\mu(\{x \in \Omega : v(x) \geq \alpha + t\}) \, dt
\]

\[
\lim_{\epsilon \downarrow 0} \mu(\{x \in \Omega : v(x) > \alpha\})
\]

where we used the monotone convergence theorem \([40]. Theorem 2.4.1]. As $\{\epsilon_n\}$ is arbitrary, the claim follows.
Therefore, writing $A_\varepsilon = A_\varepsilon^{(0)}$, we have for $u \in W$ and $\varepsilon$ small that

$$A_\varepsilon(Tu) = \int_\Omega \Phi_\varepsilon(Tu(x)) \, d\mu(x) \approx \mu(\{x \in \Omega : Tu(x) > 0\}) = \mu(S(\cdot)') = \mu(\Omega) - \mu(S(u))$$

whence $\mu(S(u)) \approx \mu(\Omega) - A_\varepsilon(Tu)$. This allows us to use directly an integral functional of a function of $Tu$ thereby removing the need to use the set $S(u)$ as an optimization variable.

### 3.2 The variational problem

We propose to solve the $\varepsilon$-approximated problem

$$\minimize_{u \in W_S} A_\varepsilon(Tu)$$

subject to $u \in \mathcal{P}$. (12)

We can characterize the regularity of the objective function for this problem.

**Proposition 3.** The function $A_\varepsilon : L^\infty(\Omega) \to \mathbb{R}$ is continuous. Since $W_S$ is compact, there exists at least one solution to (12).

**Proof of Proposition** 3. Let $\delta > 0$ and $v_0, v \in L^\infty(\Omega)$ be such that $\|v - v_0\|_{L^\infty} < \delta/2$. Then $|v(x) - v_0(x)| < \delta/2$ for $x$ on a set of full measure. Since $\varphi(t)$ is bounded for $-\|v_0\|_{L^\infty} - \delta/2 \leq t \leq \|v_0\|_{L^\infty} + \delta/2$ we have

$$|\Phi_\varepsilon(v(x)) - \Phi_\varepsilon(v_0(x))| \leq \int_{v_0(x) - \delta/2}^{v_0(x) + \delta/2} \varphi(t) \, dt \leq c_{v_0, \varphi} \delta$$

where $c_{v_0, \varphi} > 0$ depends only on $\varphi$ and $v_0$. Thus, $|A_\varepsilon(v_0) - A_\varepsilon(v)| \leq c_{v_0, \varphi} \mu(\Omega) \delta$ whence $A_\varepsilon$ is continuous. The existence of solutions follows from the compactness of $W_S \cap \mathcal{P}$.

Unfortunately, we cannot assert that the solution to (12) is unique and, in fact, several solutions may exist as two distinct sound waves may be the best psycho-acoustically acceptable approximation to $u_0$ on $\Omega$. Consider the case $u_0 \equiv 0$: any sound wave $u \in W_S$ of sufficiently small magnitude falls below the pain and hearing thresholds, and is thus optimal for (12). In addition, although the feasible set is convex, the objective function is not. Therefore, in principle, there may not be efficient algorithms to solve (12), and several local minima may exist.

### 4 DC Formulation

To introduce a suitable algorithm to solve (12) we first rewrite it as

$$\minimize_{u \in W_S, v \in L^\infty(\Omega)} A_\varepsilon(v)$$

subject to $Tu \leq v$, $u \in \mathcal{P}$. (13)

We interpret the auxiliary variable $v$ as an overestimate of the threshold map over $\Omega$. The proof of the following proposition shows that for all practical purposes we can assume $Tu = v$.

**Proposition 4.** The following assertions are true.

(i) The set $\{(u, v) : Tu \leq v\}$ is closed and convex.

(ii) If $u^*$ is an optimal solution to $(P_\varepsilon)$ then $(u^*, Tu^*)$ is an optimal solution to $(P'_\varepsilon)$. In particular, $(P'_\varepsilon)$ has a solution.

(iii) If $(Tu^*, v^*)$ is an optimal solution to $(P'_\varepsilon)$ then $(u^*, Tu^*)$ is also an optimal solution, and $u^*$ is an optimal solution to $(P'_\varepsilon)$.

(iv) The problems $(P_\varepsilon)$ and $(P'_\varepsilon)$ are equivalent.

**Proof of Proposition** 4. We omit details for brevity. (i) Convexity follows from (i) in Proposition 3. Similarly, the set is closed by the continuity of $T$. (ii)-(iv) Let $u$ be an optimal solution to $(P_\varepsilon)$. By choosing $v = Tu$ it is clear the optimal solution to $(P'_\varepsilon)$ is less or equal than that of $(P_\varepsilon)$. Let $(u', v')$ be an optimal solution to $(P'_\varepsilon)$. We claim that we can choose $v'$ so that $v' = Tu'$. First, remark that $v_1 \leq v_2$ implies that $A_\varepsilon(v_1) \leq A_\varepsilon(v_2)$. Therefore, we can define $v'' \in L^\infty(\Omega)$ as $v''(x) = \min\{v'(x), Tu'(x)\} = Tu'(x)$ whence $A_\varepsilon(v'') \leq A_\varepsilon(v')$. Since $(u', v')$ is optimal, $A_\varepsilon(v'') = A_\varepsilon(v')$ and, without loss, we can assume $v' = Tu'$. Consequently, the optimal value of $(P'_\varepsilon)$ is greater or equal to that of $(P_\varepsilon)$. Hence the problems are equivalent and, by Proposition 3, they both have at least one solution.
Algorithm 1: SWEET

| input | A decreasing sequence \{\varepsilon_k\} of positive numbers with \(\varepsilon_0 \gg 1\), \(N_\varepsilon\), \(N_u\) ∈ \(\mathbb{N}\) and \(v_0 \in L^\infty(\Omega)\) |
| set   | \(N = N_\varepsilon\) |
| for i = 0, \ldots, \(N_\varepsilon - 1\) do |
|     | for j = 0, \ldots, \(N_u - 1\) do |
|     | \(k = iN_u + j\) |
|     | \((u_{k+1}, v_{k+1})\) solution to \((P_{\varepsilon_i,v_k})\) |
| end   | |
| return | \(u_N\) |

From now on, we denote both (12) and (13) as \((P_\varepsilon)\) and we omit the subscript \(\varepsilon\) when possible. Note that in (13) the objective is the difference of convex functions. Since \(\varphi\) is of bounded variation we can consider its Jordan decomposition \([41]\) Chapter 6, Jordan’s Theorem \(\varphi = \varphi_+ - \varphi_-\) where \(\varphi_+, \varphi_- : \mathbb{R} \to \mathbb{R}\) are non-decreasing functions which we assume to be zero for \(t < 0\). Define

\[
\Phi_+(t) = \int_{-\infty}^t \varphi_+(s) ds, \quad \Phi_-(t) = \int_{-\infty}^t \varphi_-(s) ds
\]

By construction, \(\Phi = \Phi_+ - \Phi_-\). Hence, we can decompose \(A\) as \(A = A_+ - A_-\) where

\[
A_+(v) := \int_\Omega \Phi_+(v(x)) d\mu(x), \quad A_-(v) := \int_\Omega \Phi_-(v(x)) d\mu(x).
\]

**Proposition 5.** The functions \(A_+, A_- : L^\infty(\Omega) \to \mathbb{R}\) are convex and continuous.

**Proof of Proposition 5.** By construction, both \(\Phi_+\) and \(\Phi_-\) have a derivative almost everywhere that is non-decreasing, hence monotone \([42]\) Proposition 17.10). Therefore \(\Phi_+\) and \(\Phi_-\) are convex. With this, and the linearity and monotonicity of the integral, \(A_+\) and \(A_-\) are convex. Moreover, they are continuous as the proof of Proposition 5 holds mutatis mutandis. \(\square\)

Hence, the formulation (13) is a Difference-of-Convex (DC) program \([43, 44]\). For this type of problems, there are efficient algorithms that attempt to find a solution.

### 4.1 SWEET algorithm

The Convex-Concave Procedure (CCCP) \([45]\) is an efficient method, which can be thought as a primal version of the DCA algorithm \([43]\), to find a solution to (13). Although it can be shown that if it converges, then its limit is a stationary point \([43]\) Theorem 3], our results in Section 6 suggest that in practice we are able to find local minima for (13). The CCCP is an iterative method that uses an affine majorant for the concave part, e.g., using subgradients, to then majorize the objective function in (13) with a convex function. The resulting convex problem can then be solved efficiently. Since \(A_-\) is continuous and convex, it has a subdifferential \(\partial A_-\) at \(v_0 \in L^\infty(\Omega)\) \([46]\) Proposition 2.36]). If \(g \in \partial A_-\) then

\[
A_- (v) \geq A_- (v_0) + g(v - v_0)
\]

for any \(v \in L^\infty(\Omega)\). The functional \(g\) is called a subgradient. Therefore, we can use the convex majorizer

\[
A(v) = A_+(v) + A_-(v) \leq A_+(v) - A_-(v_0) - g(v - v_0).
\]

Although it may be difficult to characterize the subdifferential of a convex function on a Banach space, in our case we can always find at least a subgradient at any \(v_0\).

**Proposition 6.** Let \(v_0 \in L^\infty(\Omega)\). Then

\[
g_{v_0}(v) = \int_\Omega \varphi_-(v_0(x)) v(x) d\mu(x)
\]

is a subgradient for \(A_-\) at \(v_0\).
Proof of Proposition 6. Let $v \in L^\infty(\Omega)$, $t, t_0 \in \mathbb{R}$. By the monotonicity of $\varphi_-$ we have

$$\Phi_-(t_0) + \varphi_-(t_0)(t - t_0) = \int_{-\infty}^{t_0} \varphi_-(s)ds + \int_{t_0}^{t} \varphi_-(t_0)ds \leq \int_{-\infty}^{t} \varphi_-(s)ds = \Phi_-(t).$$

Since $t \in \mathbb{R}$ is arbitrary, $\varphi_-(t_0)$ is a subgradient of $\Phi_-$ at $t_0$. Moreover, since $t_0 \in \mathbb{R}$ is arbitrary, we have that

$$(\Phi_-(\cdot) + (\varphi_-(\cdot)) \cdot (v - v_0) \leq \Phi_-(\cdot + v).$$

Whence, by the monotonicity of the integral, integrating over $\Omega$ yields

$$A_-(v) \geq A_-(v_0) + \int_{\Omega} \varphi_-(v_0(x))(v(x) - v_0(x)) d\mu(x).$$

Since $v \in L^\infty(\Omega)$ is arbitrary, $g_{v_0}$ is a subgradient of $A_-$ at $v_0$.

The CCCP solves at each iteration the convex problem

$$(P_{\varepsilon,v_0}) \begin{cases} \text{minimize} & A_+(v) - A_-(v_0) - g_{v_0}(v - v_0) \\ \text{subject to} & Tu \leq v, \ u \in \mathcal{P}. \end{cases} \tag{15}$$

The proof of Proposition 5 can be adapted to show $(P_{\varepsilon,v_0})$ has at least one solution.

Proposition 7. There exists at least one solution to (15).

Proof of Proposition 7. We first construct a candidate for an unconstrained minimizer of the objective. Let $\tilde{v}_0$ be any representative of $v_0 \in L^\infty(\Omega)$. Define the set-valued map $F : \Omega \rightrightarrows \mathbb{R}$ as

$$F(x) := \arg\min \{ \Phi_+(t) - \varphi_-(\tilde{v}_0(x)) : t \in \mathbb{R} \}. \tag{16}$$

Let $\Omega_+ := \{ x \in \Omega : \varphi_-(\tilde{v}_0(x)) > 0 \}$. Since $\varphi_-$ vanishes on the negative reals, if $x \notin \Omega_+$ then $\varphi_-(\tilde{v}_0(x)) = 0$. Furthermore, since $\Phi_+$ takes non-negative values and vanishes on the non-positive reals, it is clear that $F(x) \supset (-\infty, 0]$ for $x \notin \Omega_+$.

Assume $x \in \Omega_+$. Let $t > \tilde{v}_0(x)$. Since $\varphi_+ - \varphi_- \geq 0$ and both $\varphi_+, \varphi_-$ are non-decreasing, we deduce that $\varphi_+(t) - \varphi_-(\tilde{v}_0(x)) \geq 0$. Since $\varphi_+(t) \in \partial \Phi_+(t)$ the latter inequality implies $F(x) \subset (-\infty, \tilde{v}_0(x)]$. Let $t < 0$. Then, the objective is differentiable with derivative $-\varphi_-(\tilde{v}_0(x)) < 0$. Hence, $F(x) \subset [0, v_0(x)]$ for $x \in \Omega_+$. In particular, $F$ takes non-empty, closed and convex values on a complete metric space. Therefore, it admits a measurable selection $\tilde{v}^*$ [47 Theorem 8.2.2 and Theorem 8.1.13]. Note that $|\tilde{v}^*(x)| \leq |\tilde{v}_0(x)|$ for $x \in \Omega_+$. With a slight abuse of notation, we denote $\tilde{v}^*$ its extension by zero to to all of $\Omega$. Note this is still a measurable selection for $F$. If we let $v^*$ denote its equivalence class, we deduce that $\|v^*\|_{L^\infty} \leq \|v_0\|_{L^\infty}$ whence $v^* \in L^\infty(\Omega)$.

By construction, for any $v \in L^\infty(\Omega)$ and representative $\tilde{v}$ of $v$ we have

$$\Phi_+(\tilde{v}(x)) - \varphi_-(\tilde{v}_0(x))\tilde{v}(x) \geq \Phi_+(\tilde{v}^*(x)) - \varphi_-(\tilde{v}_0(x))\tilde{v}^*(x)$$

whence

$$A_+(v) - g_{v_0}(v) \geq A_+(v^*) - g_{v_0}(v^*).$$

Consequently, $v^*$ is indeed an unconstrained minimizer for the objective.

We now prove a minimizer exists. Let $\{(u_k, v_k)\}$ be a minimizing sequence. Since $W_S$ is compact by Proposition 1, we can assume without loss that $\{u_k\}$ converges to a limit $u_\infty \in W_S$. Define $w_k = \max\{v^*, Tu_k\}$. We will show $\{(u_k, w_k)\}$ is also minimizing. Define $\Omega_k := \{ x \in \Omega : Tu_k(x) = w_k(x) \}$. Since $v_k$ is feasible, we have $v^* \mid_{\Omega_k} \leq Tu_k \mid_{\Omega_k}$ $\leq w_k \mid_{\Omega_k}$. Then, for almost every $x \in \Omega_k$ we have

$$\Phi_+(v_k(x)) - \varphi_-(v_0(x))v_k(x) \geq \Phi_+(Tu_k(x)) - \varphi_-(v_0(x))Tu_k(x) \geq \Phi_+(v_k^*(x)) - \varphi_-(v_0(x))v_k^*(x)$$

by construction. By applying the same arguments as in the proof of Proposition 6 we obtain the inequality

$$\int_{\Omega_k} (\Phi_+(v_k(x)) - \varphi_-(v_0(x))v_k(x))d\mu(x) \geq \int_{\Omega_k} (\Phi_+(Tu_k(x)) - \varphi_-(v_0(x))Tu_k(x))d\mu(x).$$

From this, it follows that

$$A_+(v_k) - g_{v_0}(v_k) \geq A_+(w_k) - g_{v_0}(w_k).$$

Hence, $(u_k, w_k)$ attains a lower objective value than $(u_k, v_k)$. Since $\{(u_k, v_k)\}$ is minimizing, we conclude

$$p^* = \liminf_{k \to \infty} (A_+(v_k) - g_{v_0}(v_k)) \geq \liminf_{k \to \infty} (A_+(w_k) - g_{v_0}(w_k)) \geq p^*$$

where $p^*$ is the optimal value; hence, $\{(u_k, w_k)\}$ is also minimizing. Since $T$ is continuous, we have $w_k \to \max\{v^*, Tu_\infty\}$. Hence, $\{u_\infty, \max\{v^*, Tu_\infty\}\}$ is a minimizer. 

\[\square\]
By solving a sequence of problems of the form \( P_{\varepsilon,v_{k+1}} \), where \((u_{k+1},v_{k+1})\) is an optimal solution to \( P_{\varepsilon,v_k} \), we can attempt to find a solution to \( P_\varepsilon \).

Assuming the CCCP converges to a local minimizer to \( P_\varepsilon \), we can then solve a sequence of problems of the form \( P_{\varepsilon,v_k} \) for a decreasing sequence \( \{\varepsilon_k\} \) to approximate a solution to \( P_\varepsilon \). In this case, we initialize the CCCP to solve \( P_{\varepsilon,v_0} \) with the solution found for \( P_{\varepsilon,v_k} \). We call this the SWEET algorithm and is shown in Algorithm 1.

Finally, remark we could apply the decomposition \( A \circ T = A_+ \circ T - A_- \circ T \) in (12). Although the term \( A_- \circ T \) is convex when \( \phi_+ \geq 0 \), majorizing \( -A_- \circ T \) would be more involved than the approach we have taken here.

### 4.2 SWEET-ReLU algorithm

When \( \phi \) is a step function, the function \( \Phi \) is the difference of two Rectified Linear Units (ReLUs). The resulting instance of Algorithm 1 is simple and interpretable. Let \( \varepsilon > 0 \) and \( \phi = \varepsilon^{-1} \chi_{[0,\varepsilon]} \). Choosing \( \phi_+ = \varepsilon^{-1} \chi_{(0,\infty)} \) and \( \phi_- = - \chi_{[\varepsilon,\infty)} \), the decomposition \( \Phi = \Phi_+ - \Phi_- \) becomes

\[
\Phi(x) = \frac{1}{\varepsilon} (x - \varepsilon) +
\]

whence \( \Phi_+ \) and \( \Phi_- \) are ReLUs. Moreover, the subgradient (14) becomes

\[
g_{v_0}(v) = \frac{1}{\varepsilon} \int_{\{x : v_0(x) > \varepsilon\}} v(x) \, d\mu(x).
\]

Let \( \Omega_{\varepsilon,v_0} := \{x : v_0(x) \leq \varepsilon\} \). Since \( A_-(v_0) \) and \( g_{v_0}(v_0) \) in \( P_{\varepsilon,v_0} \) the terms are constant, it suffices to compute

\[
A_+(v) - g_{v_0}(v) = \frac{1}{\varepsilon} \int_{\Omega_{\varepsilon,v_0}} v(x) \, d\mu(x) - \frac{1}{\varepsilon} \int_{\Omega_{\varepsilon,v_0}} v(x) \, d\mu(x) = \int_{\Omega_{\varepsilon,v_0}} v(x) \, d\mu(x) + \int_{\Omega_{\varepsilon,v_0}} (-v(x))_+ \, d\mu(x)
\]

where we used the fact that \( t_+ - t = (-t)_+ \). The second term is non-negative, and it is positive only when \( v \) takes negative values. The restriction \( Tu \leq v \) in \( P_{\varepsilon,v_0} \) allows us to choose \( v \) arbitrarily large over \( \Omega_{\varepsilon,v_0} \), decreasing the objective value, and allowing us to neglect the second integral. Therefore, only the first term contributes to the objective in \( P_{\varepsilon,v_0} \). Hence, for this choice of \( \phi, \phi_+ \) and \( \phi_- \) we obtain

\[
(P_{\varepsilon,v_0}) \begin{cases}
\min_{u \in W_\varepsilon, v \in L^\infty(\Omega)} & \int_{\Omega_{\varepsilon,v_0}} v(x) \, d\mu(x) \\
\text{subject to} & u \in \mathcal{P} \\
& Tu \leq v, \ 0 \leq v|_{\Omega_{\varepsilon,v_0}}.
\end{cases}
\tag{16}
\]

Because of the monotonicity of the positive-part function we can eliminate the auxiliary variable \( v \) to obtain the problem

\[
(P_{\varepsilon,v_0}^{ReLU}) \begin{cases}
\min_{u \in W_\varepsilon} & \int_{\Omega_{\varepsilon,v_0}} (Tu(x))_+ \, d\mu(x) \\
\text{subject to} & u \in \mathcal{P}.
\end{cases}
\tag{17}
\]

Note it depends on \( v_0 \) only through the set \( \Omega_{\varepsilon,v_0} \). With this in mind, notice that at each iteration of Algorithm 1 we need an optimal solution \((u_{k+1},v_{k+1})\) to \( P_{\varepsilon,v_k} \). However, solving (17) only yields an optimal solution \( u_{k+1} \). Fortunately, from a given solution \( u_{k+1} \) to (17) we can choose \( v_{k+1} \) such that \((u_{k+1},v_{k+1})\) is an optimal solution to (16) as follows: let \( v_{k+1}|_{\Omega_{\varepsilon,v_k}} = Tu_{k+1}|_{\Omega_{\varepsilon,v_k}} \) and \( v_{k+1}|_{\Omega_{\varepsilon,v_k}^c} = \max\{\varepsilon, Tu_{k+1}|_{\Omega_{\varepsilon,v_k}^c}\} \). Using this choice, note that

\[
\Omega_{\varepsilon,v_{k+1}} = \{x : v_{k+1}(x) \leq \varepsilon\} = \{x \in \Omega_{\varepsilon,v_k} : Tu_{k+1}(x) \leq \varepsilon\} = \Omega_{\varepsilon,v_k} \cap \{x \in \Omega : Tu_{k+1}(x) \leq \varepsilon\}.
\]

We call this simplification the SWEET-ReLU algorithm. It is shown in Algorithm 2. Due to compactness, the iterates \( \{u_k\} \) have at least one accumulation point, which must be a stationary point for (12) [43 Theorem 3]. SWEET-ReLU can be interpreted as a greedy algorithm that improves at each step the approximation over the set \( \Omega_k \) while neglecting the approximation outside \( \Omega_k \). Intuitively, a point in \( \Omega \) is neglected by the algorithm as soon as it determines that it cannot belong to the sweet spot. Furthermore, the sequence of sets generated by the algorithm are precisely an approximation for the sweet spot as, in fact, \( S(u_N) \approx \Omega_N \). Additionally, initializing the algorithm with \( \varepsilon_0 \) sufficiently large we have \( \Omega_1 = \Omega \), making the choice of \( u_0 \) irrelevant. Finally, the choice of \( \{\varepsilon_i\} \) can be adaptive. For instance, \( \varepsilon_i \) can be selected as the \( p \)-th percentile of \( Tu_{iN_u} \).
We provide an implementation of SWEET-ReLU for approximating a sound wave generated by a (pseudo) sinusoidal isotropic point source emitting at frequencies $f_1, \ldots, f_n$. The loudspeakers are modeled as equivalent (pseudo) sinusoidal point sources, i.e., we use

$$\hat{c}_k(f) = \sum_{\ell=1}^{n_f} a_{k,\ell} e^{-(f-f_\ell)^2/2\sigma^2}$$

in (1) for coefficients $a_{k,\ell} \in \mathbb{C}$ and a fixed spectral localization parameter $\sigma \ll 1$. Since the signals are almost stationary, temporal masking is almost non-existent. This allows us to define the threshold map $T$ using van de Par’s spectral psycho-acoustic model (25). In this case, the filters in (8) are time-invariant. Thus, for van de Par’s model we have

$$B_j u(x) = \int |(\hat{u} - \hat{u}_0)(f, x)|^2 \rho_{B_j}(f, x) \, df$$

for

$$\rho_{B_j}(f, x) = \frac{w_{B_j}(f)}{C_A + \int |\hat{u}_0(f, x)|^2 w_{B_j}(f) \, df}.$$ 

The constant $C_A > 0$ limits the perception of very weak signals in silence. The weight $w_{B_j}$ is defined as $w_{B_j} := |\eta \gamma_j|^2$ where

$$\log_{10} \eta(f) = C_{\eta,0} - C_{\eta,1} f^{-0.8} - C_{\eta,2} (f - 3.3 \times 10^3)^2 + C_{\eta,3} f^4$$

with $C_{\eta,0} = 4.69$, $C_{\eta,1} = 18.2 \times 10^{-14}$, $C_{\eta,2} = 32.5 \times 10^{-7}$ and $C_{\eta,3} = 5 \times 10^{-16}$ models the outer and middle ear as proposed by Terhardt (48), and

$$\gamma_j(f) = \left(1 + \frac{945 \pi (f - f_j)}{48 \text{ERB}(f_j)}\right)^2$$

the filtering property of the basilar membrane in the inner ear at the center frequency $f_j$, where the Equivalent Rectangular Bandwidth (ERB) of the auditory filter centered at $f_j$ is $\text{ERB}(f_j) = 24.7 (1 + 4.37 \times 10^{-3} f_j)^{-1}$ as suggested by Glasberg and Moore (49). The center frequencies $f_j$ are uniformly spaced on the ERB-rate scale $\text{ERBS}(f_j) = 21.4 \log(1 + 4.37 \times 10^{-3} f_j)$. For $n_b$ center frequencies $f_j$ we obtain $n_b$ maps $B_j$ that are combined with the integrating function $\psi(b_1, \ldots, b_{n_b}) = -1 + C_\psi b_1 + \ldots + C_\psi b_{n_b}$ for a suitable constant $C_\psi > 0$. The threshold map becomes

$$Tu(x) = -1 + C_\psi \sum_{j=1}^{n_b} \int \frac{\hat{u}(f, x) - \hat{u}_0(f, x) w_{B_j}(f) \, df}{C_A + \int |\hat{u}_0(f, x)|^2 w_{B_j}(f) \, df}$$

$$\approx -1 + C_\psi \sum_{j=1}^{n_b} \sum_{\ell=1}^{n_f} \frac{|\hat{u}(f_\ell^*, x) - \hat{u}_0(f_\ell^*, x)|^2 w_{B_j}(f_\ell^*)}{C_A + w_{B_j}(f_\ell^*) |\hat{u}_0(f_\ell^*, x)|^2}$$

where $C_\psi = 2^{1/4} \pi^{1/2} \sigma C_\psi$ and we used the approximation for (pseudo) sinusoidal signals

$$\int \phi(f) |\hat{u}_0(f, x)|^2 \, df \approx 2^{1/4} \pi^{1/2} \sigma \sum_{\ell=1}^{n_f} \phi(f_\ell^*) |\hat{u}_0(f_\ell^*, x)|^2$$

Algorithm 2: SWEET-ReLU

input: A decreasing sequence $\{\varepsilon_i\}$ of positive numbers with $\varepsilon_0 \gg 1$, $N_x, N_u \in \mathbb{N}$, $u_0 \in W$ and $\Omega_0 = \Omega$

set: $N = N_x N_u$

for $i = 0, \ldots, N_x - 1$ do

for $j = 0, \ldots, N_u - 1$ do

$k = iN_u + j$

$\Omega_{k+1} = \Omega_k \cap \{x \in \Omega : Tu_k(x) \leq \varepsilon_i\}$

$u_{k+1}$ solution to $(P_{\Omega_{k+1}})$

end

end

return $u_N$

5 Implementation

We provide an implementation of SWEET-ReLU for approximating a sound wave generated by a (pseudo) sinusoidal isotropic point source emitting at frequencies $f_1, \ldots, f_n$. The loudspeakers are modeled as equivalent (pseudo) sinusoidal point sources, i.e., we use
Figure 2: Interpolation of the loud discomfort levels for sinusoidal signals given in (Knobel & Sanchez, 2006) by cubic splines.

when $\sigma \ll 1$. The constants $C'_\Psi$ and $C_A$ are defined as suggested in [25]. This considers the absolute threshold of hearing and the just-noticeable difference in level for sinusoidal signals, which gives, $C'_\Psi \approx 1.555$ and $C_A \approx 4.481$ when considering $n_b = 100$ as the number of center frequencies, and $f_1 = 20, f_{n_b} = 10^4$ as the first and last center frequency.

To model the pain threshold we consider the experiments in [37] about the discomfort caused by sinusoidal signals. We interpolated the data in this study using cubic splines with natural boundary [50, Section 8.6] to obtain a function $\eta_P$, as shown in Fig. 2. For the auditory filter associated to the $j$-th frequency we define $\rho_Q_j(f, x) = |\hat{w}_Q_j(f)/\eta_P(f)|^2$.

To our knowledge, there is no standard reference for the spectral integration that determines the levels of discomfort or pain. For simplicity, we consider, as in the van de Par model, a summing integrating function, but now with the center frequencies of the discomfort auditory filters equal to the sound frequencies $f_1^*, \ldots, f_{n_b}^*$. Then, $\Pi(q_1, \ldots, q_{n_f}) = -1 + C_{11}q_1 + \ldots + C_{11}q_{n_f}$. This is actually a conservative choice of $\Pi$ as this controls the sum of the contributions of every frequency, instead of each one separately. Consequently, we obtain

$$Pu(x) = -1 + C_{11} \sum_{f=1}^{n_f} \left| \hat{u}(f, x) \right|^2 \rho_Q(f, x) df$$

$$\approx -1 + C_{11}' \sum_{f=1}^{n_f} \left| \hat{u}(f^*_f, x) \right|^2 \rho_Q(f^*_f, x)$$

where the same approximation holds by the same arguments as before. Naturally, $C_{11}' = 1$.

To solve $(P_{\text{ReLU},\epsilon,v_0})$ we discretize the integrals over $\Omega$. The following proposition ensures that this approximation to the integral converges to the desired one under mild assumptions. We defer its proof to Appendix [B].

**Proposition 8.** Suppose that the statements (i) and (ii) in Proposition 1 hold. Define for $K \in \{K_{B_1}, \ldots, K_{B_{n_b}}\}$ the function

$$f_K(t, t') := \sup_{x \in \Omega} |K(t, t', x)|.$$

If $f_K \in L^2(\mathbb{R}^2)$ and $u \in W_2$ then $Tu \in C(\Omega)$. Furthermore, if $\Omega$ is compact, $Tu$ is uniformly continuous over $\Omega$.

Specifically, we discretize $\Omega$ using $n_d$ disjoint squares or cubes of side $(|\Omega|/n_d)^{1/d}$ for $d \in \{2, 3\}$. To avoid spatial aliasing, we need at least 2 points per spatial wavelength $\lambda_f = c_s/f$ for each frequency $f$ of the source. This implies $(|\Omega|/n_d)^{1/d} < \lambda_f/2$ whence $n_d > (2/\lambda_f)^d|\Omega|$. To ensure the method performs well, we typically consider a denser discretization with at least 5 points per spatial wavelength.
6 Experiments

We perform two types of numerical experiments. First, we compare the performance of our method with the state-of-the-art methods WFS, NFC-HOA and $L^2$-PMM in terms of the size of the sweet spot they produce. Second, we explore other applications of our method related to sound field reconstruction. The setup for the numerical experiments consists of an equispaced arrangement of 20 loudspeakers lying on a circle of radius 2.5 m and at $\pi/4 \approx 0.785$ m from each other. The region of interest $\Omega$ is a concentric circle of radius 2.4975 m (Fig. 4). The speed of sound is $c_s = 343$ m/s.

The SWEET-ReLU algorithm and the $L^2$-PMM method were implemented in Python 3.8 using the CVXPY package [51, 52] and MOSEK [53]. The simulations of 2.5D NFC-HOA and 2.5D WFS were done with the SFS Toolbox [54]. To compare the results of these methods, we compare the size of the sweet spot as a fraction of the area $|\Omega|$ of $\Omega$. To compare the values of the threshold map $T_u$ for $u$ we use $\log(1 + T_u)$. Hence, the sweet spot is the region where $\log(1 + T_u) \leq 0$. Finally, we compare the Intensity Direction Error (IDE), defined as

$$\text{IDE}_u(x) = \frac{1}{\pi} \arccos \left( \frac{\tilde{I}_u(x)}{|\tilde{I}_u(x)|}, \frac{\tilde{I}_{u_0}(x)}{|\tilde{I}_{u_0}(x)|} \right),$$

where $\tilde{I}$ is the time averaged acoustic intensity. For sinusoidal signals of frequency $f^*$ it is given by [29] Section 2.3

$$\tilde{I}_u(x) = \frac{1}{2} \Re(u(f^*, x) \bar{v}(f^*, x)^*)$$

where $\bar{v}$ is the velocity vector field of $u$.

6.1 Comparison with state-of-the-art methods

To compare our method with state-of-the-art methods, we perform two types of numerical experiments. The first type consists of a sequence of instances where the source moves progressively away from the center of the loudspeaker array, starting at 0 m and ending at 15 m. Following the model in Section 5, the source is isotropic, and (pseudo) sinusoidal with $f_s^* = 343$ Hz. Hence, its wavelength is 1 m. When the source is inside $\Omega$, its intensity selected so that the wave has an amplitude of 60 dB at 1 m of the source. When the source is outside $\Omega$ we adjust the intensity so that the amplitude at the point where the segment joining the center of the arrangement and the source intersects the arrangement is 60 dB. This mitigates the effect of attenuation as the source moves away from the arrangement. A uniform discretization of 901 points was used for $\Omega$ at a distance of at most 0.145 m, achieving more than 6 points per wavelength.

The second type considers the same source at a distance of 5 m from the center of the array emitting a (pseudo) sinusoidal wave at different frequencies ranging from 50 Hz to 2000 Hz. To mitigate the issues due to non-convexity, we initialize SWEET-ReLU with the optimal solution obtained for the previous frequency value. A uniform discretization of 20848 points was used for $\Omega$ at a distance of at most 0.03 m, achieving more than 5 points per wavelength in the worst case. For both types of experiments we have chosen $\epsilon_i$ adaptively with percentile $p = 90$. The results are shown in Fig. 4. We see our method generates a larger sweet spot than that generated by every other method over the entire range of source locations and frequencies (Fig. 3a and Fig. 3b), when the source is at 2.5 m, lying over the arrangement, the sweet spot equals $\Omega$, as expected (Fig. 3c). Furthermore, our method successfully attains the lowest average threshold value in most of the instances. Although the performance degrades at very low frequencies compared to other methods, it remains below the audible threshold (Fig. 3c and Fig. 3d). This shows that on average the SWEET-ReLU algorithm does not produce large values of the threshold map outside the sweet spot.

|       | SWEET | NFC-HOA | WFS  | $L^2$-PMM |
|-------|-------|---------|------|-----------|
| NF    | 64%   | 32%     | 35%  | 0.7%      |
| FS    | 48%   | 5%      | 0.02%| 0.5%      |

Table 1: Sweet spots as a fraction of $\Omega$ in Near field (NF) and Focus Source (FS) instances.
Figure 3: Comparison with state-of-the-art methods. *Columns:* (i) Variation of the distance between the source and the center of the arrangement, (ii) Variation of the frequency of the source. *Rows:* (i) Sweet spot as a fraction of $\Omega$, (ii) Average value for $\log(1 + Tu)$, (iii) Average IDE.
Figure 4: Experimental setup. (a) Near field setup. (b) Focus source setup. (c) Multiple zone setup.

(Fig. 6e) behaves like that generated by WFS, but almost encompasses the one generated by NFC-HOA. In all cases the aliasing artifacts appear roughly near the boundary of the sweet spot. This suggests that the principle behind sound field reconstruction, i.e., to avoid physically noticeable artifacts, does ensure a good monaural auditory scene. Our method exhibits less aliasing artifacts than the others. This may explain the low average IDE values and small psycho-acoustic errors in Fig. 3.

For the focus-source instance we strengthen the intensity of the source so that the wave has an amplitude of 72 dB at 1 m of the source. The sweet spot generated by our method (Fig. 8e) is almost 10 times larger than those generated by other methods. The sweet spot generated by NFC-HOA (Fig. 8f) is contained in a circle with a radius equal to the distance of the source to the center of the room. This is also consistent with [7]. The sweet spot generated by WFS (Fig. 8g) is almost empty as the resulting $u$ has large amplitude. This suggest that focus source formulation for WFS needs an amplitude factor normalization. In contrast, the sweet spot generated by our method almost comprises the half of $\Omega$ that faces the source. Furthermore, the artifacts are noticeable only behind the source. This shows the advantages of the greedy strategy of the SWEET-ReLU algorithm: during its first iterations it is capable to detect the direction of $u_0$ over $\Omega$ to then prioritize the part of $\Omega$ where a good fit to $u_0$ can be obtained. This is a possible explanation for the almost empty sweet spot generated by $L^2$-PMM both in the near field (Fig. 6h) and the focus source (Fig. 8h) instances. This,

Figure 5: $u_0$ for near field setup.
together with the proximity of the speakers, completely degrades its performance: the method attempts to minimize the $L^2$-error where it is largest, i.e., near the speakers. As a consequence, the resulting $u$ is small over $\Omega$. Finally, our method is efficient in the usage of the loudspeakers: the acoustic wave $u$ resulting from WFS is uncomfortably loud around the source and near the active loudspeakers in the array, whereas that obtained with NFC-HOA $u_0$ is
Figure 8: Focus source instance. Rows: (i) $u$, (ii) $\log(1 + Tu)$, (iii) IDE, (iv) Sound level (dB). Columns: (i) SWEET-ReLU, (ii) NFC-HOA, (iii) WFS, (iv) $L^2$-PMM.
uncomfortably loud in a large region outside a circumference concentric to $\Omega$. Our method, in contrast, produces a negligible discomfort region by construction.

6.2 Applications

6.2.1 The effect of multiple frequencies

We now study the effect of a source generating a superposition of (pseudo) sinusoidal waves at $n_f = 4$ frequencies $f_{\star 1} = 400$ Hz, $f_{\star 2} = 300$ Hz, $f_{\star 3} = 200$ Hz, and $f_{\star 4} = 100$ Hz. Our goal is to study non-linear effects and their consequences on the sweet spot found for each frequency separately, and that found by solving the problem for a multi-frequency source. A uniform discretization of 9660 points was used for $\Omega$. Contiguous points are at a distance of 0.04 m, achieving more than 19 points per wavelength in the worst case. The results are shown in the Fig. 10. Observe the sweet spots generated over $\Omega$ cover 54.3% of $\Omega$ for 400 Hz, 73.3% for 300 Hz, 85.5% for 200 Hz and 91% for 100 Hz. The sweet spot for the multi-frequency source covered 52% of $\Omega$. In our standard setup it is easier to generate larger sweet spots at low frequencies, and these decrease as the frequency of the source increases. Furthermore, the sweet spots seem to be roughly nested as the frequency increases. Interestingly, the sweet spot generated for the multi-frequency source is comparable to that obtained at the highest frequency. This suggests that, in general, the sweet spot generated by our method for a multi-frequency source will be dominated by the frequency that is harder to approximate. This also yields insight into the setups for which a large sweet spot may be generated for a multi-frequency source.

6.2.2 Multiple zone control

The problem of creating a sound scene in a zone while keeping another silent has been extensively studied in the spatial sound literature, e.g. [55, 56]. Here we show our methods provide a solution to this problem. We consider the instance shown in Fig. 4c where $u_0$ is equal to 0 over the silent zone as shown in Fig. 11. In the silent zone we fix a psycho-acoustic tolerance of 20 dB above the absolute threshold of hearing, whereas in the zone for the sound scene, i.e., the sound zone, we keep the van de Par model as before.

Since the silence zone is 24 times smaller than the sound zone, we balance the problem by choosing a non-uniform measure $\mu$ that takes the value 24 over the silent zone and 1 over the sound zone. A uniform discretization of 3274 points was used for the sound zone and 332 for the silence zone. Contiguous points are at a maximum distance of 0.075 m, achieving more than 13 points per wavelength. The results are shown in Figs. 12. Our method generates a sweet spot covering 32% of the sound zone, and 97.5% of the silent zone. Also, Fig. 12c shows that the direction of the source is correctly reproduced inside the sweet spot in the sound zone. Inside the silent zone the IDE is not incorrect but undefined. This indicates that the localization properties of the auditory scene may be correctly reproduced as well. In contrast, weighted $L^2$-PMM performs poorly in this global multi-zone instance for the same reasons explained in Section 6.1 (Figs. 12d-f). It generates a sweet spot covering 1.7% of the sound zone and 27% of the silent zone. This shows our method is flexible and can be used for global multi-zone instances.

7 Discussion

Our results show the SWEET-ReLU algorithm yields state-of-the-art results in standard numerical experiments. We believe the performance in these experiments is representative of what we would observe when using more complex psycho-acoustic models for the hearing threshold and the loud discomfort level. A key component of our method is the

![Figure 9: The effect of multiple frequencies: $\log(1 + Tu)$ multi-frequencies.](image)
Figure 10: The effect of multiple frequencies. Rows: (i) $u_0$, (ii) $u$ multi frequencies, (iii) $u$ single frequencies, (iv) $\log(1 + Tu)$ single frequencies. Columns: (i) 100 Hz, (ii) 200 Hz, (iii) 300 Hz, (iv) 400 Hz.
threshold map $T$. Although its form is quite flexible, it does not account for spatialization and other binaural effects. Extending the form of $T$ to account for these effects is the subject of future research. However, as it is shown in [57], the overall quality of a spatial sound system can be explained to 70% by coloration or timbral fidelity, which can be characterized by monaural effects, and 30% by spatial fidelity, which needs to be characterized by binaural effects. Furthermore, our experiments show that in some settings our method achieves a lower intensity direction error, which is a proxy for the localization error, than state-of-the-art methods. Hence, it correctly simulates the spatial properties of the auditory scene, even though we are not explicitly enforcing it.

Although we have presented numerical results modeling the loudspeakers and the virtual sources as isotropic pseudo-sinusoidal monopoles, we believe our method can be readily implemented in real settings with non-trivial sound sources. For instance, reverberation, different radiation patterns for the loudspeakers, and other time-invariant effects can be incorporated by modifying the Green’s functions $G_k$. For the representation of the sound scene, due to the fine discretization of the region of interest required, it may be also convenient to use an object based approach [1]. In this case, the target sound wave $u_0$ is not measured with microphones, but instead is simulated when the location of the sources and their audio signals are known. Our method may be computationally expensive, as we need to solve a sequence of convex problems, precluding its use in real-time applications. Nevertheless, our multi-frequency experiments show the sweet spots nest as the frequency of a sinusoidal source increases. This suggests that an heuristic could be developed to improve the performance for multi-frequency sources. Furthermore, over a fixed instance, i.e. fixed room and loudspeaker arrangement, we may be able to approximate the map $u_0 \mapsto u$ from several simulated instances of pairs $(u_0, u)$. Once approximated, the computational cost becomes negligible.

Finally, although we have not fully developed a theory for the convergence of SWEET-ReLU, our experiments show that it converges in practice. Further analysis will be the subject of future work.

8 Conclusion

In this work, we considered the sweet spot as the region where the a sound scene is psycho-acoustically close to a desired auditory scene. Furthermore, we developed a method that generates a sound scene that maximizes this sweet spot while guaranteeing no discomfort over a spatial region of interest. In this method, the sweet spot and the discomfort tolerance can be modeled within a flexible monaural psycho-acoustic framework. We provided a theoretical analysis of the method, and an efficient algorithm, the SWEET-ReLU algorithm, for its numerical implementation. Over isotropic pseudo-sinusoidal monopole instances our method successfully generates a larger sweet spot than the most common state-of-the-art sound field reconstruction methods. We believe our method is a step towards a new paradigm for spatial sound reconstruction, bridging a gap between methods based on psycho-acoustic principles, and sound field reconstruction methods.

A Proof of Proposition 1

We prove some auxiliary results. First, with a slight abuse of notation, we claim the map

$$K_B u(t, x) = \int K_B(t, t', x) u(t', x) dt',$$

Figure 11: $u_0$ for multiple zone setup.
where \( K_B \) satisfies the hypotheses, is continuous from \( W \) into \( W \). To prove this, fix \( x \in \Omega \) and apply Young’s inequality for integral operators \([58, \text{Theorem 0.3.1}]\) to obtain

\[
\left( \int \left| K_B(t, t', x)u(t', x) \right|^2 dt' \right)^{\frac{1}{2}} \leq C_B^2 \int |u(t, x)|^2 dt,
\]

from where it follows that \( \| K_B u \|_W \leq C_B \| u \|_W \) and, in particular, \( K_B u \in W \). Second, a functional \( B \) of the form \((8)\) is bounded. This is clear from the fact that

\[
|B u(x)| = \int |K_B(u - u_0)(t, x)|^2 dt \leq C_B^2 \| u - u_0 \|_W^2.
\]

Third, for any \( \theta \in [0, 1] \) it is apparent that

\[
B(\theta u_1 + (1 - \theta)u_2)(x) \leq \theta B(u_1)(x) + (1 - \theta)B(u_2)(x).
\]

whence for almost every \( x \) the map \( u \mapsto B u(x) \) is convex. Fourth, \( B u \) is a measurable function by Fubini’s theorem \([40, \text{Theorem 5.2.2}]\). Fifth, \( B \) is continuous on \( u \). To prove this, let \( v = |K_B u_2| + |K_B u_1| + 2|K_B u_0| \) and \( w = K_B u_2 - K_B u_1 \) and note that

\[
|B u_2(x) - B u_1(x)|^2 \leq \int |v(t, x)|^2 dt \int |w(t, x)|^2 dt
\]

where we used the triangle inequality, the identity \(|a^2 - b^2| = |a + b||a - b|\) and the Cauchy-Schwarz inequality. The first term is bounded, as

\[
\int |v(t, x)|^2 dt \leq 3\|K_B u_1\|_W^2 + 3\|K_B u_2\|_W^2 + 6\|K_B u_0\|_W^2
\]

\[
\leq 3C_B^2 \left( \|u_1\|_W^2 + \|u_2\|_W^2 + 2\|u_0\|_W^2 \right),
\]

where we used the inequality \((a + b + c)^2 \leq 3(a^2 + b^2 + c^2)\). For the second, we have

\[
\int |w(t, x)|^2 dt \leq \|K_B(u_1 - u_2)\|_W^2 \leq C_B^2 \|u_1 - u_2\|_W^2.
\]

It follows that \( u_1 \to u_2 \) in \( W \) implies \( B u_1 \to B u_2 \) in \( L^\infty(\Omega) \) whence \( B : W \to L^\infty(\Omega) \) is continuous.
Proof of (i): We prove the result for \( n_b = 2 \) for simplicity. Since \( \Psi \) in (9) is continuous and each \( B_k : W \rightarrow L^\infty(\Omega) \) is continuous by our auxiliary results, \( T : W \rightarrow L^\infty(\Omega) \) is continuous. Similarly, since \( \Psi \) is convex and non-decreasing on every component, for every \( \theta \in [0, 1] \) we have

\[
T(\theta u_1 + (1 - \theta) u_2)(x) \leq \Psi(\theta v_{1,1}(x) + (1 - \theta)v_{1,2}(x), \theta v_{2,1}(x) + (1 - \theta)v_{2,2}(x)) \leq \theta T u_1(x) + (1 - \theta) T u_2(x)
\]

where \( v_{k,j} = B_k u_j \), proving the convexity of \( u \rightarrow Tu(x) \) for almost every \( x \). Analogously, \( P \) is continuous and \( u \rightarrow Pu(x) \) is convex for almost every \( x \).

Proof of (ii): Note that \( \Psi \) is measurable, because it is continuous, and so is \( B_k u \). Therefore, \( T \) in (9) is measurable, and the set \( S(u) \) is measurable for any \( u \in W \).

Proof of (iii): We show that \( W_S \) is a family functions \( \Omega \rightarrow L^2(\mathbb{R}) \) that is bounded, equicontinuous, and defined on a separable metric space, whence, by Arzelà-Ascoli’s theorem [59] Theorem 11.28, is compact with respect to the uniform norm, which coincides with the \( W \)-norm. Let \( \gamma_{\max} \) be the uniform bound on \( \|c_k\|_{L^2} \). Consider the map \( \Omega \rightarrow L^2(\Omega) \) given by \( x \mapsto u_x \) where \( u_x \) denotes the function \( t \mapsto u(t, x) \). Since each \( G_k \) is bounded on \( I_c \times \Omega \) then

\[
\int |u(t,x)|^2 \, dt \leq n_s \sum_{k=1}^{n_s} \int_{I_c} |\hat{c}_k(f)|^2 |G_k(f,x)|^2 \, df 
\]

\[
\leq n_s \sum_{k=1}^{n_s} \sup_{(f,x) \in I_c \times \Omega} |G_k(f,x)|^2 \|c_k\|_{L^2}^2
\]

whence \( x \mapsto u_x \) is uniformly bounded. To prove equicontinuity, fix \( \varepsilon > 0 \). Since each \( G_k \) is continuous on the compact set \( I_c \times \Omega \), we can find \( \delta > 0 \) such that for any \( |x-y| < \delta \) and \( f \in I_c \) we have \( |G_k(f,x) - G_k(f,y)| < \varepsilon/n_s^2\gamma_{\max} \). Then

\[
\int |u(t,x) - u(t,y)|^2 \, dt \leq n_s \sum_{k=1}^{n_s} \int_{I_c} |\hat{c}_k(f)|^2 |G_k(f,y) - G_k(f,x)|^2 \, df < n_s^2\gamma_{\max} \left( n_s \frac{\varepsilon}{n_s^2\gamma_{\max}} \right) = \varepsilon
\]

showing not only that \( x \mapsto u_x \) is continuous, but equicontinuous. We conclude \( W_S \) is compact in \( W \).

Proof of (iv): We omit details for brevity. The map \( P : W \rightarrow L^\infty(\Omega) \) is continuous by the same arguments we used in the proof of (i). Then, since non-strict inequalities are preserved under limits, \( P \) is closed.

**B Proof of Proposition 8**

Let \( u \in W_S \), and let \( v := u - u_0 \). Define the auxiliary function

\[
h(t, x) = \left| \int K_B(t,t',x)v(t',x) \, dt' \right|.
\]

Then,

\[
|Bu(x) - Bu(y)|^2 \leq \left( \int h(t,x) + h(t,y) \, dt \right)^2 \left( \int (h(t,x) - h(t,y)) \, dt \right)^2
\]

where we used the identity \( |a^2 - b^2| = |a + b||a - b| \) and the Cauchy-Schwarz inequality. For the first term, by a similar argument as that in the proof of Proposition 1 we deduce

\[
\int (h(t,x) + h(t,y))^2 \, dt \leq 2 \int h(t,x)^2 \, dt + 2 \int h(t,y)^2 \, dt \leq 4C_B^2 \|v\|^2_{W}
\]

whence it is bounded. For the second term, note first that

\[
|h(t, x) - h(t, y)| \leq \left| \int K_B(t,t',x)(v(t',x) - v(t',y)) \, dt' \right| + \left| \int (K_B(t,t',x) - K_B(t', y))v(t',y) \, dt' \right|.
\]

By hypothesis, the first integral can be bounded as

\[
\left| \int K_B(t,t',x)(v(t',x) - v(t',y)) \, dt' \right|^2 \leq \left( \int f_K(t,t')|v(t',x) - v(t',y)| \, dt' \right)^2
\]

whence it is bounded. Therefore, \( |Bu(x) - Bu(y)|^2 \) is uniformly bounded, and by the compactness of \( W_S \), \( Ku \) is compact in \( L^\infty(\Omega) \). Since \( Ku \) is compact, \( u \) is compact in \( L^\infty(\Omega) \).
\[ \left( \int f_K(t, t')^2 \, dt' \right) \left( \int |v(t', x) - v(t', y)|^2 \, dt' \right) \]

whereas the second can be bounded as

\[ \left| \int (K_B(t, t', x) - K_B(t, t', y))v(t', y) \, dt' \right|^2 \leq \left( \int |K_B(t, t', x) - K_B(t, t', y)|^2 \, dt' \right) \left( \int |v(t', y)|^2 \, dt' \right) \]

Then

\[ \int (h(t, x) - h(t, y))^2 \, dt \leq 2 \int \left| \int K_B(t, t', x)(v(t', x) - v(t', y)) \, dt' \right|^2 \, dt \]

\[ \quad + \ 2 \int \left| \int (K_B(t, t', x) - K_B(t, t', y))v(t', y) \, dt' \right|^2 \, dt \]

\[ \leq 2 \left( \int \int f_K(t, t') \, dt \, dt' \right) \int |v(t', x) - v(t', y)|^2 \, dt' \]

\[ \quad + \ 2\|v\|_W^2 \int \int |K_B(t, t', x) - K_B(t, t', y)|^2 \, dt' \, dt. \]

Therefore, it suffices to show the integrals on the right-hand side tend to zero as \( x - y \) tends to zero. For the first term we have

\[ \int |v(t', x) - v(t', y)|^2 \, dt' = \int |u(t', x) - u(t', y)|^2 \, dt'. \]

By the proof of (iii) in Proposition, we know \( u \in W_S \) implies \( x \to u(\cdot, x) \) is a continuous map \( \Omega \to L^2(\mathbb{R}) \). Hence, the above tends to zero as \( x - y \to 0 \). For the second term, we have the bound

\[ |K_B(t, t', x) - K_B(t, t', y)|^2 \leq 2f_K(t, t')^2 \]

whence the integrand is dominated and by Lebesgue’s dominated convergence theorem we deduce that

\[ \int \int |K_B(t, t', x) - K_B(t, t', y)|^2 \, dt' \, dt \to 0 \]

as \( x - y \to 0 \). Hence,

\[ \int (h(t, x) - h(t, y))^2 \, dt \to 0 \]

as \( x - y \to 0 \) and \( x \to h(\cdot, x) \) is a continuous map \( \Omega \to L^2(\mathbb{R}) \).
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