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SECTION 1: PHYSICAL DESCRIPTION OF AN ACTIVE POLAR FLUID

MDCK cell monolayers are described as a 2d active polar fluid with a polarization field $p_\alpha$ and a velocity field $v_\alpha$, representing the average cell polarization and the average cell velocity, respectively. We consider that the system forms a steady-state disordered phase with $p_\alpha = 0$ and vanishing average velocity $v_\alpha = 0$ in the absence of drivings.

Previous work studied the effects of couplings between the extrinsic curvature and an orientational order on the steady-state evolution of passive liquid crystals [68–74]. This work was extended to active liquid crystals for different types of geometries like planar, cylindrical, toroidal or spherical shells, and different types of orientational order that were described by either a director vector field or a nematic tensor field [26, 75–79]. The previous studies focused on the effects of quadratic couplings between the extrinsic curvature and the orientational order parameter. Unlike to linear couplings, quadratic couplings do not differentiate between convexity/concavity of the embedding geometry. Even though linear couplings are allowed by the symmetries of some biological systems, like apico-basal polarity in cells, their effects in active liquid crystal have been only studied recently for the case of stripes with curvature in the transverse direction [80]. Here, we will study the steady-state patterns generated via the interplay between polar traction forces and linear/quadratic couplings between the extrinsic curvature and the orientational order on a cylindrical geometry.

To describe the effects of the substrate curvature, we consider that the extrinsic curvature tensor $C_{\alpha \beta}$ behaves as an external field, which is coupled to $p_\alpha$. The effective free-energy density of our system reads

$$\mathcal{F} = \int_{\mathcal{A}} f \, da = \int_{\mathcal{A}} \left( \frac{\chi_2}{2} p_\gamma p_\gamma + \frac{\chi_4}{4} (p_\gamma p_\gamma)^2 + \frac{K}{2} (\partial_\beta p_\gamma)(\partial_\beta p_\gamma) + f_C^{(1)}(C_{\alpha \beta}, p_\alpha) + f_C^{(2)}(C_{\alpha \beta}, p_\alpha) \right) \, da. \quad (S1)$$

The first three terms in Eq. (S1) correspond to the Landau-Ginzburg free-energy density in the one constant approximation [81]. The coefficients $\chi_2$ and $\chi_4$ are typical Landau-Ginzburg parameters, and $K$ is a Frank elastic modulus associated with distortions of the polarization field. Specifically, the first and second terms in Eq. (S1) penalise configurations with a finite local order (i.e. $p_\gamma p_\gamma \neq 0$), and the third term penalises configurations with spatial gradients of the polarization field. The third term in the free-energy density is computed by taking $3D$ derivatives in cylindrical coordinates of $\partial_\beta p_\gamma$ and subsequently, summing over repeated indices. Because the analysis is restricted to cylindrical geometries and the director field is enforced to remain parallel to the surface, this term takes the expression derived in Refs. [68, 69] for a cylindrical shell. For a general discussion on the thin-film limit of this term in liquid crystal surfaces with arbitrary shapes, we refer to Ref. [82]. The
fourth and fifth terms depend explicitly on the geometry of the substrate through the extrinsic curvature tensor $C_{\alpha\beta}$. The functional $f_C^{(1)}$ includes terms linear in $C_{\alpha\beta}$, whereas $f_C^{(2)}$ includes quadratic terms in $C_{\alpha\beta}$. The third term in the free-energy density can also lead to quadratic couplings between the orientational order and the extrinsic curvature, [68, 69]. Importantly, the sign of the curvature tensor depends on whether the system sits on the inner or outer face of the substrate. Therefore, the functional $f_C^{(1)}$ changes sign upon changing the face of the substrate that the system sits on, whereas $f_C^{(2)}$ does not.

Symmetry requires that $f_C^{(1)}$ in Eq. (S1) takes the form

$$f_C^{(1)} = \frac{\beta_1}{2} C_{\alpha\beta} p_\beta p_\alpha + \frac{\beta_1}{2} C_{\gamma\alpha\gamma} p_\alpha,$$

and, similarly, $f_C^{(2)}$ reads

$$f_C^{(2)} = \frac{\beta_2}{2} C_{\alpha\gamma} C_{\alpha\beta} p_\gamma p_\beta + \frac{\beta_2}{2} C_{\gamma\alpha\gamma} C_{\alpha\beta} p_\beta + \frac{\beta_2}{2} C_{\alpha\alpha} C_{\beta\beta} p_\gamma p_\gamma,$$

The coarse-grained interactions between cells and the underlying substrate are described by four terms: a linear viscous-like friction force ($\sim \xi v_\alpha$) with friction coefficient $\xi$, an active polar traction force ($\sim T_0 p_\alpha$) with amplitude $T_0$, and two active nematic traction forces with amplitudes $\lambda_s$ and $\lambda_b$ corresponding to splay and bend deformation of the polarization field. Thereby, in the overdamped limit, momentum conservation equation reduces to

$$\partial_\beta \sigma^t_{\alpha\beta} = \xi v_\alpha - T_0 p_\alpha + \lambda_s p_\alpha \partial_\beta p_\beta + \lambda_b p_\beta \partial_\beta p_\alpha,$$

where the total stress tensor $\sigma^t_{\alpha\beta}$ can be decomposed in two terms $\sigma^t_{\alpha\beta} = \sigma^e_{\alpha\beta} + \sigma_{\alpha\beta}$, the first term being the Ericksen stress tensor $\sigma^e_{\alpha\beta}$ and the second term being the deviatoric stress tensor $\sigma_{\alpha\beta}$ [81]. The Ericksen stress tensor reads

$$\sigma^e_{\alpha\beta} = -P \delta_{\alpha\beta} - \frac{\partial f}{\partial (p_{\beta\gamma})} \partial_\alpha p_{\gamma} = -P \delta_{\alpha\beta} - \mathcal{K} \partial_\beta p_{\gamma} \partial_\alpha p_{\gamma},$$

where $P$ corresponds to the pressure field, and $f$ the effective free-energy density given by Eq. (S1). Keeping a one-viscosity description, the deviatoric stress tensor $\sigma_{\alpha\beta}$ takes the form

$$\sigma_{\alpha\beta} = 2 \eta v_{\alpha\beta} - \zeta \Delta \mu p_{\alpha} p_{\beta} + \nu \left( p_{\alpha} h_{\beta} + p_{\beta} h_{\alpha} \right) + \frac{1}{2} \left( p_{\alpha} h_{\beta} - p_{\beta} h_{\alpha} \right)$$

where $v_{\alpha\beta} = (\partial_\alpha v_\beta + \partial_\beta v_\alpha)/2$ is the symmetric part of the velocity gradient tensor and $h_\alpha$ is the molecular field defined as the functional derivative of $\mathcal{F}$ with respect to $p_\alpha$, $h_\alpha = -\delta \mathcal{F}/\delta p_\alpha$. The coefficient $\Delta \mu$ is the chemical potential difference of an out-of-equilibrium reaction, such as the ATP hydrolysis in cells, which renders the system active. From left to right, the terms of $\sigma_{\alpha\beta}$ are:
viscous stresses with a shear viscosity $\eta$, anisotropic active stresses proportional to $\zeta$ ($\zeta > 0$ for extensile materials), nemato-elastic stresses with transport coefficients $\nu$, and the asymmetric part of the deviatoric stress tensor [57, 58].

We consider that our system is incompressible

$$\partial_\gamma v_\gamma = 0,$$  \hspace{1cm} (S7)

consequently the pressure $P$ in Eq. (S5) acts as a Lagrange multiplier to ensure that the density field remains constant. Finally, the dynamics of the polarization field reads

$$\partial_t p_\alpha + v_\beta \partial_\beta p_\alpha + \omega_{\alpha\beta} p_\beta = \frac{h_\alpha}{\gamma} + \lambda p_\beta \partial_\beta p_\alpha - \nu v_{\alpha\beta} p_\beta$$  \hspace{1cm} (S8)

where $\omega_{\alpha\beta} = (\partial_\alpha v_\beta - \partial_\beta v_\alpha)/2$ is the antisymmetric part of the velocity gradient tensor, $\gamma$ is a rotational viscosity, $\lambda$ is an active transport coefficient and $\nu$ is the so-called flow-aligning parameter. The term proportional to $\lambda$ exists only in polar systems. The sign of the transport coefficient $\nu$ is not fixed by thermodynamical principles, and in the context of liquid crystals this coefficient depends, for instance, on the aspect ratio of the constituting particle shape, being $\nu < -1$ for rod-like particles and $\nu > 1$ for disk-like particles. For more details about the derivation of the constitutive equations, we defer the reader to Refs. [57, 58].

**SECTION 2: ACTIVE POLAR FLUID EMBEDDED ON A CYLINDRICAL SHELL**

In this section, we apply the physical description that was presented in Section 1 to a cylindrical substrate of radius $R$, Fig. S17. We consider that the physical fields are independent of the azimuthal coordinate $\theta$ as well as independent of the longitudinal coordinate $z$, except for the pressure field $P$.

The uniform polarization field takes the form $\mathbf{p} = p_\theta \hat{\theta} + p_z \hat{z}$, where $\hat{\theta}$ and $\hat{z}$ are unit vectors along the circular cross-section of the cylinder (i.e. azimuthal direction) and along its long axis (i.e. longitudinal direction), respectively. The normal direction to the cylinder surface is the radial direction $\hat{r}$. Hence, $p_\theta$ and $p_z$ are the components of the polarization field in each of the in-plane directions. Note that since we are looking for the onset of polarity parallel to the cylindrical surface, naturally $p_r = 0$. Similarly, the uniform velocity field is expressed as $\mathbf{v} = v_\theta \hat{\theta} + v_z \hat{z}$.

Under these approximations, the free-energy density $f$ given by Eq. (S1) reduces to

$$f = \left( \frac{\chi_2}{2} + \frac{\beta_1}{2R} + \frac{\beta_{2,1} + \beta_{2,2}}{2R^2} \right) (p_\theta^2 + p_z^2) + \frac{\chi_4}{4} (p_\theta^2 + p_z^2)^2 + \left( \frac{\beta_1}{2R} + \frac{K + \beta_{2,1} + \beta_{2,2}}{2R^2} \right) p_\theta^2$$  \hspace{1cm} (S9)
FIG. S17: Schematic drawing of two cell monolayers (light green), laying on either the outer side of a cylindrical substrate (dark gray) in a or its inner side in b. The radius of the substrate is \( R \). \( z \) and \( \theta \) correspond to the longitudinal coordinate and azimuthal angle, respectively.

where the only non-vanishing component of the curvature tensor is \( C_{\alpha\beta} = (1/R)\hat{\theta} \otimes \hat{\theta} \) and of the polarization gradient tensor is \( \partial_\alpha p_\beta = (-p_\theta/R)\hat{\theta} \otimes \hat{r} \). For convenience, we redefine the parameters as follows: \( \beta_{2,1} + \beta_{2,2} \to \beta_2 \), and \( \mathcal{K} + \beta_{2,1} + \beta_{2,2} \to \beta_2 \). Note that depending on whether the cell monolayer is inside microtubes or on fibers, the curvature tensor changes from \( C_{\theta\theta} = -1/R \) for microtubes to \( C_{\theta\theta} = 1/R \) for fibers. For convenience, we allow \( R \) to change sign to account for the curvature change between microtubes and fibers, and use the convention that \( R > 0 \) for fibers and \( R < 0 \) for microtubes. This way, the linear curvature couplings \( f_C^{(1)} \) change sign upon changing the face of the substrate that the system sits on, whereas the quadratic curvature couplings \( f_C^{(2)} \) do not.

In this case, the components of the molecular field are expressed as

\[
\begin{align*}
  h_\theta &= -\delta \mathcal{F} / \delta p_\theta = -\left( \chi_2 + \frac{\beta_1 + \beta_{12}}{R} + \frac{\beta_2 + \beta_{22}}{R^2} \right) p_\theta - \chi_4 \left( p_{\theta}^2 + p_z^2 \right) p_\theta, \\
  h_z &= -\delta \mathcal{F} / \delta p_z = -\left( \chi_2 + \frac{\beta_1 + \beta_{12}}{R} + \frac{\beta_2 + \beta_{22}}{R^2} \right) p_z - \chi_4 \left( p_{\theta}^2 + p_z^2 \right) p_z
\end{align*}
\]

(S10)

(S11)

The non-vanishing components of the total stress tensor \( \sigma'_{\alpha\beta} \) given by Eqs. (S5) and (S6) read

\[
\begin{align*}
  \sigma'_{rr} &= -P, \\
  \sigma'_{r\theta} &= \sigma'_{\theta r} = -\eta_{\theta} v_{\theta} / R, \\
  \sigma'_{\theta\theta} &= -\zeta \Delta \mu p_{\theta}^2 / R^2 + \nu p_{\theta} h_{\theta} - P - \mathcal{K} \frac{p_{\theta}^2}{R^2}, \\
  \sigma'_{\theta z} &= -\zeta \Delta \mu p_z p_{\theta} + \frac{\nu}{2} \left( p_z h_{\theta} + p_\theta h_z \right) + \frac{1}{2} \left( p_{\theta} h_z - p_z h_{\theta} \right), \\
  \sigma'_{z\theta} &= -\zeta \Delta \mu p_z p_{\theta} + \frac{\nu}{2} \left( p_z h_{\theta} + p_\theta h_z \right) - \frac{1}{2} \left( p_{\theta} h_z - p_z h_{\theta} \right), \\
  \sigma'_{zz} &= -\zeta \Delta \mu p_z^2 + \nu p_z h_z - P
\end{align*}
\]

(S12a)

(S12b)

(S12c)

(S12d)

(S12e)

(S12f)
where the only non-vanishing component of the velocity gradient tensor is \( \partial_{\alpha} v_\beta = (-v_\theta / R) \hat{\theta} \otimes \hat{r} \).

The incompressibility condition (S7) is satisfied by uniform velocity fields (i.e. \( v_z = \text{cte} \)) and reads

\[
\partial_z v_z = 0. \tag{S13}
\]

The dynamic equations for the polarization field given by Eqs. (S8) reduces to

\[
\begin{align*}
\partial_t p_\theta &= h_\theta, \tag{S14a} \\
\partial_t p_z &= h_z. \tag{S14b}
\end{align*}
\]

Note that in our case, the term proportional to \( \lambda \) in Eq. (S8) gives a contribution in the radial direction (i.e. \( \lambda p_\beta \partial_\beta p_\alpha = (-\lambda p_\theta^2 / R) \hat{r} \)). Consequently, this term does not influence the dynamics of the in-plane components of the polarization field.

Finally, Eqs. (S4) reduces to force balance in the direction \( \hat{\theta} \)

\[
\partial_r \sigma^t_{\theta r} |_{r=R} + \frac{\sigma^t_{\theta z} + \sigma^t_{z \theta}}{R} = -\eta \frac{v_\theta}{R^2} = \xi v_\theta - T_0 p_\theta, \tag{S15}
\]

where the term \( \partial_r \sigma^t_{\theta r} |_{r=R} = \eta \frac{v_\theta}{R^2} \) gives a contribution due to the explicit dependence on the cylinder radius \( R \), as well as, force balance in the direction \( \hat{z} \)

\[
-\partial_z P = \xi v_z - T_0 p_z. \tag{S16}
\]

Note that in our case, the terms proportional to \( \lambda_s \) and \( \lambda_b \) in Eq. (S4) read \( \lambda_s p_\alpha \partial_\beta p_\alpha = 0 \) and \( \lambda_b p_\beta \partial_\beta p_\alpha = (-\lambda_b p_\theta^2 / R) \hat{r} \), respectively. The latter can yield forces normal to the cylinder surface, so that these terms do not influence the transition that we discuss here.

**SECTION 3: EQUILIBRIUM UNIFORM SOLUTIONS**

In the following, we study the equilibrium uniform solutions for the polarization field.

The free-energy density of our system given by Eq. (S9) for a uniform field reads

\[
f = \left( \frac{\chi^2}{2} + \frac{\beta_1}{2R} + \frac{\beta_2}{2R^2} \right) (p_\theta^2 + p_z^2) + \left( \frac{\beta_1}{2R} + \frac{\beta_2}{2R^2} \right) p_\theta^2 + \frac{\chi^4}{4} (p_\theta^2 + p_z^2)^2. \tag{S17}
\]

The equilibrium uniform solutions for the polarization field correspond to the minimum of Eq. (S17), being either an azimuthal ordered phase with both \( p_z = 0 \) and \( p_\theta \neq 0 \), or an longitudinal ordered phase with both \( p_z \neq 0 \) and \( p_\theta = 0 \), or a disordered phase with \( p_z = p_\theta = 0 \). Such solutions satisfy \( h_\theta = h_z = 0 \) in Eqs. (S10). To simplify notation, we denote \( \mathcal{A} = \chi^2 + \beta_1 / R + \beta_2 / R^2 \), and \( \mathcal{B} = \beta_1 / R + \beta_2 / R^2 \).
In the following, we study the stability of each of these solutions. Expanding Eq. (S17) within a neighbourhood of each uniform solution, one obtains for an azimuthal ordered phase

\[ f = (A + B) \left( \frac{p_\theta^0}{4} \right)^2 - (A + B) \left( p_\theta - p_\theta^0 \right)^2 - \frac{B p_z^2}{2} + O_3(p_z, (p_\theta - p_\theta^0)), \]  

where \( p_\theta^0 = \pm \sqrt{-(A + B)/\chi^4} \), and for an longitudinal ordered phase

\[ f = A \left( \frac{p_z^0}{4} \right)^2 - A \left( p_z - p_z^0 \right)^2 + B \frac{p_\theta^2}{2} + O_3(p_\theta, (p_z - p_z^0)), \]

where \( p_z^0 = \pm \sqrt{-A/\chi^4} \), and finally for a disordered phase

\[ f = (A + B) \frac{p_\theta^2}{2} + A \frac{p_z^2}{2} + O_3(p_z, p_\theta), \]

where \( O_3 \) denotes third-order corrections.

As shown in Fig. S18, each solution is stable in a different domain of the parameter space. Specifically, an azimuthal ordered phase is stable when both \( A + B < 0 \), and \( B < 0 \), according to Eq. (S18). An longitudinal ordered phase is stable when both \( A < 0 \), and \( B > 0 \), according to Eq. (S19). Finally, a disordered phase is stable when both \( A + B > 0 \), and \( A > 0 \), according to Eq. (S20). Note that in the absence of couplings between the polarization and the curvature tensor, \( B, A > 0 \) as \( \chi^2 > 0 \) and \( \mathcal{K} > 0 \), hence the disordered phase is linearly stable.

FIG. S18: Phase diagram of equilibrium uniform phases as a function of the parameters \( \mathcal{A} = \chi_2 + \beta_1/R + \beta_2/R^2 \) and \( \mathcal{B} = \beta_1/R + \beta_2/R^2 \). The solid lines delimit the boundaries between each stability region of equilibrium phases: blue \( \mathcal{A} + \mathcal{B} = 0 \), pink \( \mathcal{A} = 0 \), and green \( \mathcal{B} = 0 \). The equilibrium phases are labelled as: AzO for an azimuthal ordered phase, LO for a longitudinal ordered phase and D for a disordered phase.

The stability of equilibrium uniform solutions depend on the geometry of the substrate \( R \), as well as the side of the substrate that the system sits on. To understand how the substrate...
geometry can influence the solution’s stability, we restrict the following discussion to a parameter space wherein $\mathcal{A} > 0$ for any value of $R$. This parameter regime guarantees that only a transition between an azimuthal ordered phases and a disordered phase could occur, and it can be achieved by, for instance, assuming that $\beta_1 = \beta_2 = 0$ as $\chi_2 > 0$, which we assume hereon. Under this simplification, the transition occurs whenever $\mathcal{A} + \mathcal{B} = 0$, resulting in two different critical radii

$$R^1_{\chi_2}/\beta_1 = \frac{-1 + \sqrt{1 - 4\beta_2\chi_2/\beta_1^2}}{2},$$  \hspace{1cm} (S21)

$$R^2_{\chi_2}/\beta_1 = \frac{-1 - \sqrt{1 - 4\beta_2\chi_2/\beta_1^2}}{2}. \hspace{1cm} (S22)$$

For convenience, we define the rescaled radius $r = R\chi_2/\beta_1$, and the rescaled critical radius $r^1_c = R^1_c\chi_2$ and $r^2_c = R^2_c\chi_2$.

If $\beta_2 < 0$, there exists two real critical radius $r^1_c$ and $r^2_c$, Fig. 6 in the main text, whereat $\mathcal{A} + \mathcal{B} = 0$ in Fig. S18. For a radius $r > r^1_c$ or $r < r^2_c$, the disordered phase with $p_z = p_\theta = 0$ is favoured. For $r^2_c < r < r^1_c$, substrate curvature aligns the polarization in the azimuthal direction that is $p_z = 0$ and $p_\theta = \pm \mathcal{P}$, that reads

$$\mathcal{P} = \sqrt{-\left(\chi_2 + \frac{\beta_1}{R} + \frac{\beta_2}{R^2}\right)/\chi_4}. \hspace{1cm} (S23)$$

If $\beta_2 > 0$, one can have two different scenarios, Fig. 6 in the main text. The first scenario is obtained when both $r < 0$, and $\beta^2_1 > 4\beta_2\chi_2$. In this case, there exist two positive critical radii, $r^1_c$ and $r^2_c$, for which a transition between a disordered and an azimuthal ordered phase occurs. For $r > r^1_c$ or $r < r^2_c$, the disordered phase with $p_z = p_\theta = 0$ is dominant. For $r^2_c < r < r^1_c$, a phase with an azimuthal alignment $p_z = 0$ and $p_\theta = \pm \mathcal{P}$ is dominant, where $\mathcal{P}$ is given by Eq. (S23).

In the second scenario, when $r < 0$, and $\beta^2_1 < 4\beta_2\chi_2$ or $r > 0$, the dominant phase is disordered.

To gain further insights into the influence of the linear curvature-polarization couplings in the free-energy density (S1) on the solution’s stability, let us consider the limiting case whereby $f^{(1)}_c$ given by Eq. (S2) vanishes. Following the same reasoning as above, if $\beta_2 < 0$, both critical radius have the same absolute value $|R^1_c| = |R^2_c|$. This means that the transition between a disordered and an azimuthal ordered phase occurs for the same radius $|R|$ on both sides of the substrate. If $\beta_2 > 0$, no real critical radii exists and the system forms a disordered phase regardless of the substrate radius $R$. Therefore, linear curvature-polarization couplings (S2) are crucial to establish an asymmetry between the critical radii for the transition on both sides of the substrate.

Similarly, to gain further insights into the influence of the quadratic curvature-polarization couplings in the free-energy density (S1) on the solution’s stability, let us consider the limiting case whereby $f^{(2)}_c$ given by Eq. (S2) vanishes. As $\beta_2 = \mathcal{K} > 0$ can only be positive, the disordered
phase is dominant regardless of $R$ on, at least, one of the two sides of the substrate. Therefore, quadratic curvature-polarization couplings (S3) are crucial to sustain an azimuthal ordered phase over a range of radii $R$ on both sides of the substrate.

In conclusion, depending on the sign of $\beta_2$, we predict two distinct scenarios: first, an active polar fluid that on one side of the substrate, could either form an azimuthal ordered phase at intermediate substrate radii $R$ or a disordered phase regardless of the values of $R$, while on the other side of the substrate it forms a disordered phase regardless of $R$. Second, an active polar fluid forming an azimuthal ordered phase for $R$ smaller than a critical radius that depends on the side of the substrate on which the system sits.

SECTION 4: STEADY-STATE DYNAMICS OF UNIFORM SOLUTIONS

In the following, we study the stress and velocity patterns of the uniform solutions for the polarization field from Section 3.

The equilibrium uniform solutions for the polarization field can be stable to fluctuations in the absence of activity or specific boundaries, see Section 3. In the geometry we consider, our active polar fluid includes, however, two active contributions controlled by the parameters: $\zeta \Delta \mu$ corresponding to the amplitude of the anisotropic active stresses, and $T_0$ corresponding to the amplitude of the traction forces. It is expected that for sufficiently large values of $\zeta \Delta \mu$, the uniform ordered solutions of the polarization field become unstable to linear fluctuations, as reported in other contexts by many authors [83]. A detailed analysis of the influence of $\zeta \Delta \mu$ on the stability of our uniform solutions falls beyond the scope of this manuscript. However, it is important to note that due to the substrate geometry and the coupling terms $f_C^{(1)}$ and $f_C^{(2)}$ given by Eqs. (S2)-(S3), the rotational symmetry of the system is broken. In this case, global rotations of the polarization field are linearly stable for small enough activity. Here, we assume that the uniform solutions for the polarization field that were found in the previous section are stable over the range of radii $R$ under study.

The longitudinal component of the velocity field $v_z$ is obtained by solving Eq. (S13) and reads

$$v_z = V,$$

(S24)

where $V$ is an integration constant that is set by boundary conditions. For a uniform azimuthal ordered phase, according to Eq. (S16), we predict that the pressure field $P$ is a linear function of
the longitudinal coordinate

\[ P - P_0 = -\xi V_z, \quad (S25) \]

where \( P_0 \) is an integration constant. Note that a non-vanishing \( v_z \) requires different boundary conditions on each end of the cylindrical surface, such as in the presence of a leading edge. Otherwise, \( v_z = 0 \) and \( P = P_0 \), and only azimuthal motion could be observed.

In this case, from Eq. (S15), one obtains for the azimuthal component of the velocity field

\[ v_\theta = \frac{T_0}{\xi + \eta/R^2} \mathcal{P}, \quad (S26) \]

where \( \mathcal{P} \) is given by Eq. (S23).

For a uniform disordered phase, the velocity field \( v_\theta \) vanishes, see Eq. (S15).

As shown in Fig. 6 in the main text, the azimuthal velocity \( v_\theta \) exhibits a non-monotonic dependence on the substrate radius \( R \). Normalising the velocity amplitude by the factor \( T_0 \sqrt{\chi_2/\chi_4}/\xi \) and the substrate radii by \( x = -R\chi_2/\beta_1 \), one obtains that the azimuthal velocity given by Eq. (S26) depends on two dimensionless parameters: \( \alpha_1 = -\chi_2/\beta_1 \), and \( \alpha_2 = \eta\chi_2^2/\xi\beta_1^2 \). The dimensionless azimuthal velocity takes the form

\[ v_\theta = \pm \frac{1}{1 + \alpha_2/x^2} \sqrt{\frac{\alpha_1}{x^2} + \frac{1}{x} - 1}. \quad (S27) \]

The existence of this velocity is linked to the region of stability of the azimuthal ordered phase, which is discussed in the above section.

Thus we find that for an infinite cylindrical surface, we expect pure azimuthal rotation, whereas in the presence of boundaries, such as a leading edge, we expect helical migration. The latter results from the combination of the longitudinal velocity induced by the leading edge, and the azimuthal velocity resulting from curvature-induced symmetry breaking.

**SECTION 5: FITTING PROCEDURE ON THE VELOCITY PATTERNS**

In the following, we detail the procedure for computing the fitting parameters from the experimental curves of the azimuthal component of the velocity field as a function of the substrate radius \( R \) for MDCK cell monolayers.

As MDCK cells, in both microtubes and fibers, exhibit collective rotation along the azimuthal direction for radii smaller than a critical value, we consider that \( \beta_2 < 0 \) (see Section 3). As shown in Section 4, the theoretical curve for the azimuthal velocity reads

\[ v_\theta = \frac{T_0 \sqrt{\chi_2/\chi_4}}{\xi + \eta/R^2} \sqrt{-\left(1 + \frac{\beta_1}{\chi_2 R} - \frac{\beta_2}{\chi_2 R^2}\right)}, \quad (S28) \]
FIG. S19: Region of the parameter space whereby the error function $\varepsilon$ given by Eq. (S29) is at most 10% larger than the absolute minimum error $\varepsilon_{\text{min}}$. panel a shows a cross-section of the parameter space on the plane $|\beta_1|/\chi_2|\sqrt{\eta/\xi}$, panel b on $|\beta_2|/\chi_2|\sqrt{\eta/\xi}$, and panel c on $T_0\sqrt{\chi_2/\chi_4/\eta}-|\beta_2|/\chi_2$. The parameters $\bar{\beta}_1 = \bar{\beta}_2 = 0$ and the unit of length was set to 100 $\mu$m, and the unit of velocity to 1 $\mu$m/h.

where we can identify four distinct parameters: a velocity scale $V = T_0\sqrt{\chi_2/\chi_4/\xi}$, a friction length $L_\eta = \sqrt{\eta/\xi}$, and two coupling parameters between the polarization field and the substrate curvature $c_1 = \beta_1/\chi_2$, and $c_2 = |\beta_2|/\chi_2$. Remember that according to our convention, we allow $R$ to change sign to account for the curvature change between microtubes and fibers, and use the convention that $R > 0$ for fibers and $R < 0$ for microtubes.

For a given set of the fitting parameters $(V, L_\eta, c_1, c_2)$, we compute the error function

$$\varepsilon = \sqrt{\sum_{#\text{exp}} |v_\theta^{\text{exp}}(R) - v_\theta|^2},$$

where $v_\theta$ is given by Eq. (S28), and $v_\theta^{\text{exp}}(R)$ corresponds to the experimental value of the azimuthal velocity for a given radii $R$ in either microtubes or fibers. The sum in Eq. (S29) runs over all experimental values, namely MDCK monolayers on microtubes and fibers in a range of substrate diameters $2|R|$ from 25 $\mu$m to 250 $\mu$m (see Methods). For substrate diameter $2|R| > 150$ $\mu$m in microtubes and $2|R| > 100$ $\mu$m in fibers, collective rotation is not found to be the dominant phase, and we consider that the $v_\theta^{\text{exp}}(R) = 0$ for these values of $R$.

We compute the error function $\varepsilon$ in the parameter space $(V, L_\eta, c_1, c_2) = (10^{-1}, 10^8) \times (10^{-2}, 10^2) \times (10^{-3}, 10) \times (10^{-2}, 10^2)$, where the units of length were set to 100 $\mu$m, and the units of velocity to 1 $\mu$m/h. We search for the absolute minimum $\varepsilon_{\text{min}}$ of the error function over the parameter space $(V, L_\eta, c_1, c_2)$. Fig. S19 shows the subset of the previous parameter space whereby the error function $\varepsilon < 1.1*\varepsilon_{\text{min}}$. Our analysis disclosed a single region of the parameter space that is compatible with the experimental measurements. Fig. 6 in the main text shows the comparison in both microtubes and fibers between the experimental profiles of the azimuthal velocity $v_\theta^{\text{exp}}(R)$.
Parameter | Definition | Mean±SD  
--- | --- | ---  
$V/L_n^2 = T_0 \sqrt{\chi_2/\chi_4/\eta}$ | Ratio between velocity scale and friction length squared | $0.0064 \pm 0.0007 \ 1/(\mu m \ h)$  
$L_n = \sqrt{\eta/\xi}$ | Friction Length | $> 40 \ \mu m$  
$|\beta_1/\chi_2|$ | Linear coupling between the polarization field and the substrate curvature | $21 \pm 8 \ \mu m$  
$\beta_2/\chi_2$ | Quadratic coupling between the polarization field and the substrate curvature | $-6000 \pm 1000 \ \mu m^2$  

TABLE S1: Estimation of material parameters for an active polar fluid. $\beta_1/\chi_2 R$ is positive for fibers. The error bars correspond to the SD in the region of the parameter space that satisfies $E < 1.1 \cdot E_{min}$.

as a function of the radii $R$, and the theoretical fits of $v_\theta$ for the optimal parameter region.

Table S1 contains the average and standard deviation of the fitting parameters in the region of parameters from Fig. S19. We find that the lower bound of the friction length $L_n$ is compatible to that found in MDCK monolayers spreading on flat surfaces [56]. Both coupling parameters $(\beta_1, \beta_2)$ between the polarization field and the substrate curvature are finite. $\beta_2/\chi_2 < 0$ showing that the effect of substrate curvature are dominant compared to the elastic deformations of the polarization field associated with the Frank constant $K$. We found that the ratio $|\beta_2/\beta_1| > 200 \ \mu m$ is larger than the typical threshold of collective rotation in microtubes and fibers, $2|R| > 150 \ \mu m$ and $2|R| > 100 \ \mu m$ respectively, showing that quadratic couplings are predominant for collective rotation in cylindrical MDCK monolayers.

**SECTION 6: GENERALISATION WITH TWO ORIENTATIONAL ORDERED FIELDS**

In experiments, the orientation of actin fibrils was found on average in the longitudinal direction for microtubes, and in the azimuthal direction for fibers, see Fig. 4 in the main text. Such organisation contrasts with the average direction of collective rotation, which is in the azimuthal direction for both microtubes and fibers, see Fig. 2 and 3 in the main text. In the following, we discuss steady-state patterns made of two coupled orientational ordered fields in a liquid crystal on a cylindrical surface and show that one can understand these experimental observations.

Actin fibrils exhibit a clear nematic order, which contrasts with the polar order corresponding to the azimuthal motion of cell monolayers. Hence, we consider a liquid crystal with two coupled orientational ordered fields: a polarization field $p$ corresponding to the spontaneous motion and a director field $n$ corresponding to the actin fibrils. This means that the physical description
is invariant to \( n \rightarrow -n \) but is not invariant to \( p \rightarrow -p \). A convenient way for discussing the orientation patterns for an azimuthally moving system consists in writing an effective free-energy density:

\[
\mathcal{F} = \int_\mathcal{A} f \, da = \int_\mathcal{A} \left( \frac{\chi_2}{2} \overline{n}_\beta p_\gamma + \frac{\chi_4}{4} (p_\gamma \overline{n}_\gamma)^2 + \frac{K}{2} (\partial_\beta \overline{n}_\gamma)(\partial_\beta p_\gamma) + f_C^{(1)}(C_{\alpha\beta}, p_\alpha) + f_C^{(2)}(C_{\alpha\beta}, p_\alpha) \right) \, da,
\]

where we assumed a one-constant approximation for both fields [81]. In view of the fact that in experiments, the orientational order of actin fibrils is well developed, we consider that \( |n| = 1 \). In this case, the parameter \( \chi_2 \) acts as a Lagrange multiplier. Additionally, we consider that both orientational fields \( p \) and \( n \) are uniform. In the previous free-energy density, the term \( \mathcal{F}/2(\partial_\beta p_\gamma)(\partial_\beta n_\gamma) \) is computed in a similar way to the term \( \mathcal{K}/2(\partial_\beta n_\gamma)(\partial_\beta n_\gamma) \) as it was explained in Section 1.

The first two coupling functions \( f_C^{(1)} \) and \( f_C^{(2)} \) are given by Eqs. (S2)-(S3). The other coupling functions read

\[
h_C^{(1)} = \frac{\beta_3}{2} C_{\alpha\beta\gamma\beta\gamma} n_\alpha n_\gamma, \quad (S31)
\]

\[
h_C^{(2)} = \frac{\beta_{4,1}}{2} C_{\alpha\gamma} C_{\alpha\beta\gamma\beta\gamma} n_\gamma + \frac{\beta_{4,2}}{2} C_{\gamma\gamma} C_{\alpha\beta\gamma\beta\gamma} n_\gamma n_\alpha \quad (S32)
\]

\[
g_{pm}^{(0)} = \frac{\lambda_{0,1}}{2} p_\alpha p_\beta n_\gamma n_\alpha \quad (S33)
\]

\[
g_{pm}^{(1)} = \frac{\lambda_{1,2}}{2} C_{\alpha\beta\gamma\beta\gamma} p_\gamma n_\beta n_\alpha + \frac{\lambda_{1,3}}{2} C_{\alpha\beta\gamma\beta\gamma} p_\gamma n_\alpha n_\beta + \frac{\lambda_{1,4}}{2} C_{\gamma\gamma} p_\alpha p_\beta n_\alpha n_\beta \quad (S34)
\]

\[
g_{pm}^{(2)} = \frac{\lambda_{2,1}}{2} C_{\gamma\gamma} C_{\alpha\beta\gamma\beta\gamma} p_\gamma n_\beta n_\alpha + \frac{\lambda_{2,2}}{2} C_{\gamma\gamma} C_{\alpha\delta\gamma\beta\gamma} p_\gamma n_\alpha n_\beta + \frac{\lambda_{2,3}}{2} C_{\gamma\gamma} C_{\delta\delta\gamma\beta\gamma} p_\gamma n_\alpha n_\beta + \frac{\lambda_{2,4}}{2} C_{\gamma\gamma} C_{\delta\delta\gamma\beta\gamma} p_\gamma n_\alpha n_\beta \quad (S35)
\]

We restrict ourselves to couplings that are compatible with the symmetries of the system and at most of second order in either \( p, n \), or the extrinsic curvature tensor \( C \).

To simplify the discussion, we consider directly the experimental case, where \( p = \theta \hat{\theta} \) as discussed in Section 3. Then, the effective free energy density \( f \) given by Eq. (S30) reduces to

\[
f = \frac{\chi_2}{2} \theta \hat{\theta}^2 + \frac{\chi_4}{4} \theta \hat{\theta}^4 + \frac{\chi_2}{2} |n|^2 + \frac{\beta_1}{R} \theta \hat{\theta}^2 + \frac{\beta_2}{2R^2} \theta \hat{\theta}^2 + \frac{\beta_3}{2R^2} n_\theta^2 + \frac{K + \beta_{2,1} + \beta_{2,1} + \beta_{2,2} + \beta_{2,2}}{2R^2} \theta \hat{\theta}^2 + \frac{\beta_{0}}{2R^2} n_\theta^2 + \frac{\lambda_{0,1}}{2} \theta \hat{\theta}^2 n_\theta^2 + \frac{\lambda_{1,2}}{2} \theta \hat{\theta}^2 n_\theta^2 + \frac{\lambda_{1,4}}{2} \theta \hat{\theta}^2 n_\theta^2 + \frac{\lambda_{2,1}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,2}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,3}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,4}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,5}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,6}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,7}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,8}}{2} \theta \hat{\theta}^2 + \frac{\lambda_{2,9}}{2} \theta \hat{\theta}^2 + cte \quad (S36)
\]

which can be recast as

\[
f = \frac{A}{2} \theta \hat{\theta}^2 + \frac{B}{4} \theta \hat{\theta}^4 + \frac{C + D \theta \hat{\theta}^2}{2} n_\theta^2 + cte, \quad (S37)
\]
where the effective parameters $\mathcal{A}$, $\mathcal{B}$, $\mathcal{C}$, and $\mathcal{D}$ depend on the material parameters of Eqs. (S36) and the substrate radius $R$. The third term is the only one that influences the orientation field $\mathbf{n}$. The steady-state solution for $\mathbf{n}$ can be obtained by minimising the effective free-energy density (S37).

Recall, that according to our convention, we allow $R$ to change sign to account for the curvature change between microtubes and fibers, and use the convention that $R > 0$ for fibers and $R < 0$ for microtubes. This effect can change both the amplitude of the polarization field $\mathbf{p}$ given by $\mathbf{p}$ and the linear couplings with the extrinsic curvature tensor $C_{\alpha\beta}$ in a microtube and in a fiber. To denote the values of the effective parameters on microtubes and fibers, we use from now on, the superscript, $t$ and $f$, respectively.

As actin-fibril networks orient in the longitudinal direction for microtubes, Fig. 4 in the main text, this implies that $0 < C^t + D^t(\bar{p}^t)^2$. Whereas as actin-fibril networks orient in the azimuthal direction for fibers, Fig. 4 in the main text, this implies that $0 > C^f + D^f(\bar{p}^f)^2$. Rearranging these conditions leads us to

$$0 < C^t + D^t(\bar{p}^t)^2 - D^f(\bar{p}^f)^2.$$  \hspace{1cm} (S38)

The inequality (S38) can only be satisfied in the regime where the dominant coupling terms are those linearly proportional to the extrinsic curvature tensor $C_{\alpha\beta}$ in Eq. (S37). Indeed, let us neglect such terms in Eq. (S37). In this case, the effective parameters are independent on the side of the substrate that the system sits on, meaning that $C^t = C^f$ and $D^t(\bar{p}^t)^2 = D^f(\bar{p}^f)^2$, and the inequality (S38) is unfulfilled. Therefore, the experimental actin-fibril organisation for microtubes and fibers shows that the steady-state orientation patterns of such actin organisations are dominated by couplings that are linearly proportional to the extrinsic curvature tensor.

Note that the theoretical analysis suggests that such linear couplings could arise from two different microscopical mechanisms. For instance, they could result from direct interactions between the curvature and actin fibrils through the effective couplings included in $C$; or they could result from indirect interactions between the curvature and actin fibrils mediated by cell polarization markers like cryptic lamellipodia through the effective couplings included in $D$. 

---
Fig. S1 to S16

(A) and (B) Images at different z-positions of a histone 1-GFP (H1-GFP) MDCK spherical cyst (A) and two tubular MDCK ducts (B) of different diameters (Øs) grown inside Matrigel, stained for actin filaments (red). H1-GFP nuclei are colored in blue. From left to right, the bottom, middle and top views of the 3D tissues are shown. Scale bars, 50 µm. (C) Time-lapsed images of a rotating spherical H1-GFP MDCK acinus. Single cell trajectories are portrayed with varying color lines for
each cell. Scale bar, 50 µm. (D) Graph showing the duration of collective epithelial rotation (CeR) in MDCK ducts ($n = 10$) and acini ($n = 14$), from 3 independent experiments. (E) Graph showing angular variation of rotational axes over time relative to x-axis in a representative MDCK duct (orange line) and acinus (blue line). (F) Snapshot image of a time-lapse movie showing the distal pronephric tubule of a transgenic Tg(cldnb:lynEGFP) embryo. Cells of the pronephric tubule express a membrane-bound GFP and H2B-mcherry in nuclei. Zoom-in region highlighted by magenta dash box is shown in (G). Scale bar, 20µm. (G) Cropped region (magenta dash box in (F)) from (F) highlighting part of the tubule in which cells rotate in azimuthal direction (indicated by red arrow) during tubule elongation at approximately 35 hours post-fertilization (hpf). Single cell trajectories are portrayed with varying color lines. Cells outside the tubule are indicated by white and yellow lines while cells inside the tubule are indicated by other colors. Cells outside have longitudinal-aligned trajectories. In contrast, the trajectories for cells of the tubule show features of a helical movement, resulting from the superposition of azimuthal rotation and longitudinal displacement. Scale bar, 10 µm. (H) Absolute values of average single cell azimuthal velocities ($V_\theta$) in rotating zebrafish pronephric tubules (red, $n = 11$), MDCK ducts in Matrigel (blue, $n = 13$) and MDCK tubular cylindrical tissues ($t$-CTs) inside PDMS microtubes (green, $n = 19$) of similar size ($\varnothing = 20 – 25$ µm). Data are presented as individual values with mean ± s.d.
Fig. S2.

(A) Schematic representation of the experimental set up to form in vitro MDCK t-CTs. Cells were loaded in the reservoir areas and let grow inside various PDMS tubes until confluence to form t-CTs of varying diameters. Yellow dash box indicates a typical observation region for CeR. (B) 3D fluorescent representations of MDCK t-CTs of different diameters. Nuclei in green (H1-GFP) and actin in red. Scale bars, 50 µm. (C) Representative fluorescent image of a confluent MDCK t-CTs with Ø = 75 µm, stained for apical marker – Gp135 (green), actin (red) and DAPI (blue). The white dashed lines mark inner borders of PDMS tube. Zoom-in image highlighted by the magenta dashed-box is shown at the lower part of the image. Scale bar, 20µm.
Fig. S3.

Representative graphs (A) and kymographs (B) showing average velocities ($V$) of a MDCK H1-GFP t-CT in azimuthal and longitudinal directions as a function of time. The t-CT grows in a PLL-coated PDMS microtube of $\Omega = 75 \, \mu m$. $V$ is calculated using particle imaging velocimetry (PIV) analysis. The graphs then plot the average azimuthal and longitudinal component of $V$ for each time point (A), reflecting the average movement of the whole t-CT. The kymographs (B) demonstrate spatial average azimuthal, $\bar{V}_\theta$ and longitudinal, $\bar{V}_z$ velocities along the $l$-axis for every time point for entire observation period, thus showing spatiotemporal distribution of local velocities.
**Fig. S4.**

(A) Representative cropped snapshots of particle imaging velocimetry (PIV) analysis performed on 2D projections of H1-GFP MDCK t-CTs of various diameters. Green arrows show local velocity direction. Scale bars, 20µm. (B) Representative examples of kymographs showing PIV-calculated spatial average $\overline{V_\theta}$ along l-axis as a function of time for different t-CTs. The color code indicates overall average $\overline{V_\theta}$ peaks at $\Theta = 100$ µm.
Fig. S5.

(A) Schematic representation of collective helical migration inside a non-confluent PDMS microtube with an advancing MDCK t-CT. (B) Representative snapshot of PIV analysis on a 2D projection of a H1-GFP MDCK t-CT of Ø = 50 µm showing features of helical movement. Green arrows map the velocity field. (C) Graph (top) and kymograph (bottom) showing spatiotemporal average azimuthal velocity ($V_\theta$) of the advancing t-CT in (B) evolving with time. Black dash line indicates the start time point of the collective helical movement. (D) Representative single cell trajectories in the advancing t-CT in (B) showing cell displacement in both $a$- and $l$-axes, a feature of collective helical migration. Cell trajectories were determined by tracking displacement of H1-GFP nuclei.
Fig. S6.

(A) Representative cropped snapshot of PIV analysis on a 2D projection of a Ø = 75µm H1-GFP MDCK t-CT where two neighboring cell groups engage in opposite azimuthal movements. Red dash box indicates the cell group rotating towards the right and blue dash box indicates the cell group rotating towards the left. Scale bar, 50µm. (B) Graphs (top panel) and kymographs (bottom panel) showing spatiotemporal average azimuthal and longitudinal velocities of the t-CT in (A). The azimuthal velocity kymograph shows that as time passes, the cohort rotating towards the left prevails and the whole t-CT rotates uniformly in one direction.
**Fig. S7.**

(A) Schematic representation of the experimental set up to form *in vitro* MDCK CTs on PDMS microfibers (*f*-CTs). Cells were loaded in the reservoir areas and let grow on various PDMS fibers until confluence to form convexly curved *f*-CTs of varying diameters. (B) 3D fluorescent representations of H1-GFP MDCK *f*-CTs of different diameters. Actin, red and nuclei, green. Scale bars, 50µm. (C) A cross-sectional fluorescent image of a confluent MDCK *f*-CT of Ø = 75 µm, stained for apical marker – Gp135 (green), actin (red) and DAPI (blue). The white dashed lines denote the borders of PDMS microfiber (marked as teal area). Zoom-in image highlighted by magenta dashed-box is shown at the lower part of the image. Scale bar, 20µm. (D) Time-lapse 2D projections of a H1-GFP MDCK *f*-CT rotating on a Ø = 100 µm PDMS microfiber. Tracking individual cell nuclei shows cell trajectories as parallel colored lines. Scale bar, 20 µm. (E) Graph showing counts of clockwise and counter-clockwise rotating *f*-CTs of varying Øs. (F) Graph presenting percentage of CeR events observed in *f*-CTs of different diameters (*n* = 4–9 for each condition).
Fig. S8.

(A) and (B) Representative graphs (A) and kymographs (B) (like fig. S3) showing average velocity of a H1-GFP MDCK f-CT in azimuthal and longitudinal directions and spatial distribution along \( l \)-axis as a function of time. The f-CT grows on a PLL-coated PDMS microfiber of \( \varnothing = 75 \, \mu m \).
Fig. S9.

(A) 2D time-lapse projections of a MDCK t-CT (Ø = 50µm) expressing Myosin IIA-RFP showing alignment of actomyosin network is perpendicular to its CeR direction. Cell periphery is marked by red line. (B) 2D projection of a MDCK t-CT (Ø = 100µm) expressing LifeAct-GFP presenting longitudinally aligned actin filaments in a Matrigel-coated PDMS microtube. (C) and (D) Rose diagrams showing actin filament alignment in t-CTs (Ø = 75 and 100µm, n = 18) inside Matrigel-coated PDMS microtubes (C) and in Matrigel-grown MDCK ducts (D), Ø = 20 – 75µm, n = 183). The angle between actin filaments and the azimuthal axis was calculated. (E) Rose diagrams presenting cell orientation in different CTs. An ellipsoidal fit to cell shape was performed and cell orientation is the relative angle between the major ellipsoid axis and the azimuthal axis (n = 19 – 211 for each condition).
Fig. S10.
Fluorescent images showing paxillin (green) and actin (red) in rotating MDCK t-CT and f-CT. White arrowheads mark paxillin staining. Scale bars, 10 µm.
Fig. S11.
Normalized E-cadherin fluorescent intensity in CCJs of different orientations (relative to the CeR direction, i.e., α-axis) in t-CTs and f-CTs. The relative angles between CCJs and $\vec{V_0}$ were presented in x-axis (left panel, $n = 66$ and right panel, $n = 65$). Data are shown as individual values overlapped with box charts showing mean ± s.d. (coef = 1 for the box and coef = 1.5 for the whiskers). Student’s t-test, NS non-significant.
Fig. S12.

(A) Immunofluorescence staining of β-catenin, along with (B) representative western blot for cadherin-6 (cat-6) in MDCK E-cad KO and MDCK E-cad&cadherin-6 double KO cells.
Fig. S13.

(A) Column graph presenting percentage of CeR events observed in E-cad KO t-CTs and f-CTs of different diameters. \( n = 19 – 24 \) for each diameter. (B) Graph showing \( |\bar{V}_\theta| \) of different E-cad KO t-CTs and f-CTs. \( n = 3 – 5 \) for each diameter. In (A) and (B), values are mean ± s.d. (C) and (D) Representative graphs (C) and kymographs (D) (like fig. S3) showing average velocity of a MDCK E-cad KO t-CT with \( \Theta = 75 \, \mu \text{m} \) in azimuthal and longitudinal direction, as well as spatial distribution along \( l \)-axis as a function of time. (E) and (F) Similar representative graphs and kymographs for a MDCK E-cad KO f-CT with \( \Theta = 50 \, \mu \text{m} \) as (C) and (D).
Fig. S14.

(A) and (B) Representative graphs (A) and kymographs (B) (like fig. S3) showing average velocity of a MDCK cadherin double KO t-CT with Ø = 75 µm in azimuthal and longitudinal direction, as well as spatial distribution along I-axis as a function of time. (C) and (D) Similar representative graphs and kymographs for a MDCK cadherin double KO f-CT with Ø = 50 µm as (A) and (B).
Fig. S15.

(A) and (B) Representative graphs (A) and kymographs (B) (like fig. S3) showing average velocity of a MDCK α-catenin knock-down (KD) t-CT with Ø = 75 µm in azimuthal and longitudinal direction, as well as spatial distribution along l-axis as a function of time. (C) and (D) Similar representative graphs and kymographs for a MDCK α-catenin knock-down f-CT with Ø = 50 µm as (A) and (B).
Fig. S16.
2D time-lapse projections of MDCK expressing YFP-PBD in rotating t-CT (Ø = 50 µm) and f-CT (Ø = 50 µm). PBD signal intensity is displayed in fire color code. Orange arrows indicate the direction of protrusions. Scale bars, 20 µm. Red arrows indicate CeR direction.
Movies S1 to S14

Movie S1.
Persistent collective rotation in MDCK acini. Scale bar, 50 μm.

Movie S2.
Persistent collective rotation in a MDCK duct.

Movie S3.
Helical movement in an elongating pronephric tubule expressing a membrane-bound GFP and H2B-mcherry in nuclei. Cell trajectories are portrayed with varying color lines. Scale bar, 10 μm.

Movie S4.
Persisting collective rotation in a H1-GFP MDCK tubular cylindrical tissue (t-CT). Scale bar, 50 μm.

Movie S5.
Particle imaging velocimetry mapping of collective rotation in a H1-GFP MDCK t-CT (2D projection). Scale bar, 50 μm.

Movie S6.
Helical movement of an advancing H1-GFP MDCK t-CT. Scale bar, 50 μm.

Movie S7.
Particle imaging velocimetry mapping of evolution of a H1-GFP MDCK t-CT with two adjacent groups of cells rotating in opposite directions. Scale bar, 50 μm.

Movie S8.
Traction force microscopy measurement of a rotating H1-GFP MDCK t-CT in a soft silicon microtube. Scale bar, 40 μm.

Movie S9.
Synchronized collective rotation in a H1-GFP MDCK cylindrical tissue on a microfiber (f-CT). Scale bar, 50 μm.
**Movie S10.**
2D projection of a rotating MDCK t-CT expressing myosin-IIA RFP showing \( a \)-axial movement of cells with \( l \)-axial aligned actomyosin networks. Scale bar, 20 \( \mu \)m.

**Movie S11.**
Y-27 treatment on rotating H1-GFP MDCK t-CT fails to halt collective rotation. Scale bar, 100 \( \mu \)m.

**Movie S12.**
Persisting collective rotation in an Ecad-KO MDCK t-CT expressing LifeAct-GFP. Scale bar, 50 \( \mu \)m.

**Movie S13.**
Radom cell movement in a confluent MDCK cadherin double KO t-CT. Nuclei were stained with NUCLEAR-ID\textsuperscript{®} Blue DNA Dye. Scale bar, 50 \( \mu \)m.

**Movie S14.**
A rotating MDCK \( f \)-CT expressing LifeAct-GFP showing persistent \( a \)-axial actin filaments. Scale bar, 10 \( \mu \)m.
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