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ABSTRACT
We present FacialFilmroll, a solution for spatially and temporally consistent editing of faces in one or multiple shots. We build upon unwrap mosaic [Rav-Acha et al. 2008] by specializing it to faces. We leverage recent techniques to fit a 3D face model on monocular videos to (i) improve the quality of the mosaic for edition and (ii) permit the automatic transfer of edits from one shot to other shots of the same actor. We explain how FacialFilmroll is integrated in post-production facility. Finally, we present video editing results using FacialFilmroll on high resolution videos.
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1 INTRODUCTION
Video editing is one of the most demanding, challenging and labour-intensive tasks in the film post-production phase, where it takes several hours to edit a video of few seconds, even for senior artists. Almost all shots of an actor are retouched in some ways by an artists during this phase with, e.g., removal of eye-bags, rehab of jaw line, adding or removing scars or a moustache. Even if a makeup has been performed on-set, there is often a need for correction with digital makeup. One can even think of more advanced level of editing where the artists is asked to make the actor looks younger/older or add a smile. Such edits need to be of extremely high quality as our brain is extremely skilled at detecting even slight modifications made on human faces, especially on high resolution videos. A lot of time is thus spent by the artists to ensure that the edits are accurate and realistic. In addition, digital makeup for a given actor is rarely done on a single shot. Indeed, the editing of a face should be made consistent across different shots, making the task even more complex for an artist. To the best of our knowledge, there is currently no method that proposes automatic multi-shot editing, which is the task that we address in this work.

Given a video sequence, edits are conventionally performed on one frame and propagated frame by frame to the rest of the shot. The effectiveness of this approach depends on the quality of the spatio-temporal consistency of the edit propagation, which is directly dependent on the robustness of the forward and backward tracking methods [Marvasti-Zadeh et al. 2021; Yılmaz et al. 2006]. These frame by frame tracking methods often fails when the shots contain long range correspondences, object occlusions and disocclusions, extreme pose changes, or rapid motions, which are cases often observe in real-world shots. These cases require human corrections to ensure the spatio-temporal consistency of the edits in a shot. To tackle these limitations, Rav-Acha et al. [2008] introduced a method called unwrap mosaic, where an object in a video is unfolded in a 2D texture image and the editing is performed on this texture map. The edited video is obtained by inverse projection of the texture map onto the image space using a bi-directional 2D-2D mapping and binary visibility masks. The bi-directional mapping allows us to transfer edits from the texture map to the image space and vice-versa. The binary visibility masks model the occlusions, indicating which parts of the texture map are visible in the image. The advantage of this representation is twofold. First, it offers to the artists a greater flexibility than the conventional method as they can edit the entirety of the object on this mosaic; they are not limited to the partial views of the object in the original video. Second, long range correspondences can, theoretically, be easier to handle than in the conventional approach as edit propagation is done from a single representation of the whole object (the mosaic) to each frame via the 2D-2D mapping and not frame by frame where parts of the object are regularly (dis)occluded. Yet, in practice, the quality of this 2D-2D mapping is itself dependent on the quality of frame-by-frame tracking methods. Indeed, the first step to obtain this 2D-2D mapping is to track several points on the object across frames using, typically, the optical flow between frames.

In this work, we overcome this limitation of unwrap mosaic by leveraging the fact that we target edits on human faces. We call our proposed method FacialFilmroll. First, we propose to use face capture tracks which are extracted from 3D face extraction techniques [Andrus et al. 2020], allowing us to capture long-range correspondences by exploiting the known 3D geometry of human faces. Second, we propose an hybrid embedding method that mixes face tracks and optical flow tracks in the estimation of the 2D-2D mapping between the mosaic and the video frames. Third, we address the computational issues when using FacialFilmroll on high-resolution videos by proposing a multi-resolution strategy where certain steps are only performed at the lowest resolutions. Last, but
not least, we propose a multi-shot version of FacialFilmroll that allows an artist to perform an edit on one mosaic and propagate it consistently in multiple shots. The illustration of multi-shot approach is shown in figure 1. We demonstrate the potential of our proposed method in real-world conditions encountered in post-production environments.

The rest of the paper is organized as follows. Section 3 introduces the unwarp mosaic model. Section 4 describes the FacialFilmroll model and the details of its estimation. Section 4.5 describes our proposed multi-shot video editing. Section 5 describes how our method is used in the post-production settings. The experimental results are discussed in section 6 and we conclude in section 7.

2 RELATED WORK

To the best of our knowledge, there has been no specific method to deal with the difficult problem of multishot editing. Current method relies on the spatio-temporal propagation of edits using optical flow or tracking method. We refer the reader to recent survey papers [Fortun et al. 2015; Smulders et al. 2013] on these methods. The consistency of editing on a single shot has been mainly addressed in the unwrap mosaic paper [Rav-Acha et al. 2008] that we describe extensively in the next section. The problem of multi-shot editing is more challenging since frames between two shots can differ in many ways with large displacements. To this aim, recent methods propose semantic alignment using deep features extraction and matching [Rocco et al. 2018]. Unfortunately, none of these methods can achieve a robust spatial and temporal consistency across a set of frames taken from different shots. Further, capturing the global structure of the data in the lower dimension is crucial for our method. There are several embedding methods in the literature [Grover and Leskovec 2016; McInnes et al. 2020; Ng et al. 2001; Roweis and Saul 2000; van der Maaten and Hinton 2008], but they are limited in capturing global structure of the data [McInnes et al. 2020]. Thus our embedding method will be based on the multi-dimensional scaling which preserves the distance of the data in the embedded space.

3 UNWRAP MOSAIC MODEL

In this section, we introduce the unwrap mosaic model [Rav-Acha et al. 2008], on which our FacialFilmroll model is built upon. The unwrap mosaic model introduces a new image generation model from which sequences of images are formed. It assumes that the entire sequence of images of an object can be represented as the 2D texture map by parameterizing the object surface on the unit 2D square, and that the sequence can be reconstructed back from this 2D texture map.

3.1 Continuous model

Let \( \{I(x, t) \in \mathbb{R}^3 \}_{t=1}^T \) be a sequence of images of the surface of an object, where \( x = (x, y) \) are the coordinates in the image domain and \( t \) is the temporal dimension. The unwrap mosaic model assumes that these images can be rendered from a unique texture map, called
mosaic, represented as a function $C : Q \rightarrow \mathbb{R}^3$, where $Q$ denotes the unit square on which the texture map is defined. One can think of this mosaic as a form uv map representation of the 3D surface of the object but where the precise 3D geometry of this surface is nevertheless unknown. An image $I(x, t)$ from this sequence can rendered from the mosaic $C$ thanks to a time-dependent 2D - 2D mapping $w : Q \times \mathbb{R} \rightarrow \mathbb{R}^2$ from the unit square $Q$ to the image coordinates via the formula:

$$\hat{I}(x, t) = \int \rho(w(u, t) - x) C(u) f(u, t) \, du,$$  \hspace{1cm} (1)

where $\rho$ denotes the point spread function (PSF) of the camera and $f(u, t)$ is the determinant of the mapping Jacobian. Ideally, we should have $I(x, t) = \hat{I}(x, t)$. The texture map $C$ is independent of $t$ as it is assumed that the object's color will remain the same for each frame of the video. Note that this model assumes, for the moment, that every point in $C$ is visible in $I(x)$.

In practice, parts of $C$ may not be visible in every frames due to occlusions by other objects in the scene or even self-occlusion. The authors of the unwrap mosaic model handle this scenario by introducing a time-dependent binary visibility map $b(u, t)$ (where $b(u, t) = 1$ if the object surface at position $u$ is visible in the $t^{th}$ frame) in equation (1), which becomes

$$\hat{I}(x, t) = \int \rho(w(u, t) - x) C(u) b(u, t) f(u, t) \, du.$$  \hspace{1cm} (2)

Equation 2 is called the unwrap mosaic model.

Finally, when multiple $L$ objects appear in the video, the unwrap mosaic model becomes

$$\hat{I}(x, t) = \sum_{l=1}^{L} \int \rho(w^l(u, t) - x) C^l(u) b^l(u, t) f^l(u, t) \, du,$$  \hspace{1cm} (3)

where each object is represented by a triplet $(C^l, w^l, b^l)$ where $b^l$ encodes inter-object occlusions and self-occlusions. Note that we are given only the image sequences $I(x, t)$ as input and all the elements in this triplet are unknown.

### 3.2 Discrete model

In order to estimate the unknowns $C, w, b$ in (2), the unwrap mosaic model is discretized, yielding a discrete ill-posed inverse problem solved by minimizing the sum of a data cost term and regularisation terms.

Denoting, as in [Rav-Acha et al. 2008], the grid size of the parameter space $Q$ as $w \times h$ and of the image space as $W \times H$, the number of variables to estimate is $w \times h \times 3$, for the texture map $C(u)$, plus $w \times h \times T \times 2$, for the maps $w(u, t)$, plus $w \times h \times T$, for the visibility maps $b(u, t)$. The discretized version of (2) is written as

$$\hat{I}(x, t) = \sum_{u} A(u, x, t) C(u) b(u, t) $$

$$\sum_{u} A(u, x, t) b(u, t),$$  \hspace{1cm} (4)

where $A(u, x, t)$ is function of the mapping $w$, its Jacobian, and the PSF $\rho$.

To avoid too much difference of resolution between the images $\hat{I}(x, t)$ and the mosaic $C(u)$, one should choose a grid size $w \times h$ approximately equal to $W \times H$, indicating that the complexity of the model increases with the resolution of the image sequence.

### 3.3 Estimation of parameters

To estimate the parameters $C, w, b$, [Rav-Acha et al. 2008] minimizes the energy

$$E(C, w, b) = E_{data}(C, w, b) + \lambda_w E_w(w) + \lambda_b E_b(b).$$  \hspace{1cm} (5)

where is the data fidelity term whose role is to ensure that $I(x, t) \approx \hat{I}(x, t)$, and $E_w(w)$ and $E_b(b)$ are regularisation terms on the 2D - 2D mapping and visibility maps. Since the resulting optimization problem is non-convex, [Rav-Acha et al. 2008] use coordinate descent to minimize the total energy $E$, by alternating between estimation of $C, w, b$. Please refer to [Rav-Acha et al. 2008], for the exact definition of $E_w(w)$ and $E_b(b)$ used in unwrap mosaic, as well as for the way the minimisation problem is solved. We will detail here the modification we brought to this cost function and our method to minimize it.

### 3.4 Limitations

The key to reach good editing quality with the unwrap mosaic model to have a good mapping $w$ between the mosaic space and the image space. This mapping is estimated by tracking points at the surface of the object of interest in the video sequence. One can use, e.g., the optical flows to track such points, which has the advantage of being agnostic to the type of surface. The drawback is that this approach usually fails to capture long term correspondences. Leveraging the fact that we are mostly interested in editing faces, we propose to complement optical flow tracks with tracks extracted using a 3D model of a face.

### 4 FACIALFILMROLL

In this section, we describe FacialFilmroll which consists of four main steps. First, the object of interest is segmented on each frame of the video sequence. Second, points at the surface of this object are tracked throughout the sequence. Third, these tracks are embedded in $Q$ providing correspondences encoded by $w$ between the mosaic space and the image space. Fourth, the mosaic $C$ and visibility maps $b$ are estimated. At the end of this process, any edits done by an artist on $C$ can be propagated to the video frames thanks to the mapping $w$.

The image formation model in FacialFilmroll is identical to the unwrap mosaic one and we estimate its parameters by minimising a cost function which is similar to (5) and which takes the form

$$E(C, w, b) = E_{data}(C, w, b) + \lambda_w E_w(w) + \lambda_b E_b(b).$$  \hspace{1cm} (6)

We however made different choices of data fidelity and regularisation terms than in unwrap mosaic. We do not claim an advantage of these choices over the original costs beyond an easy minimisation of all of them by gradient descent. We choose

$$E_{data}(C, w, b) = \sum_{t} \sum_{x} \|I(x, t) - \hat{I}(x, t)\|_1,$$  \hspace{1cm} (7)

for robustness to pixel outliers, e.g., in presence of occlusions, as data fidelity term and

$$E_b(b) = \sum_{t} \sum_{x} \|\nabla w(x, t)\|_2^2$$

and $E_c(C) = \sum_{x} \|C(x)\|_2^2$.  \hspace{1cm} (8)

the Tikhonov and $\ell_2$-norm regularizations, respectively. More details about the minimisation of this cost function $E$ are given in section 4.3.
Unlike in unwrap mosaic, we did not include a cost $E_w(\cdot)$ in (6) as we estimate the mapping $w$ independently of $C$ and $b$ (see section 4.3.1), or use off-the-shelf optical flow algorithms to refine this mapping. Nevertheless, the preliminary step to compute this mapping remains the tracking of points at the surface of the object of interest, as in [Rav-Acha et al. 2008], followed by an embedding of these tracks into $Q$. In this work, we propose to leverage the fact that the objects of interest are faces and use two types of tracks: the first are obtained by using the optical flow between images, computed using [Weinzaepfel et al. 2013], and permits us to track local deformations of faces, while the second are obtained by face capture and permits us to track the global geometry of the face. We describe in the next section how the face tracks are obtained.

4.1 Specialization to faces.
To automatize the full process as most as possible, we use a method for multi-face tube extraction followed by an automatic segmentation technique designed for faces to isolate all the faces in a sequence.

4.1.1 Multi face tube extraction. In this step, we process a video sequence with possibly several faces appearing in it and output a set of face “tubes”, where a tube is a contiguous sequence of 2D boxes containing the face of one person.

First, we detect all faces in each video frame independently using a neural network trained for multi-scale face detection [Zhang et al. 2017]. This network infers, for each frame and for each detected face, several candidate face boxes, from which we aim at building face tubes. For the first frame, we select for each detected face, the face box with the best detection score. And for the other frames, we use the Hungarian algorithm to match the face box predicted by a Kalman filter with the candidate face boxes. Each matching box is added to the corresponding face tube. For each non-matched detected face, we create a new face tube. And we close non-matched face tubes.

4.1.2 Automatic face delineation. To restrict the computation of the FacialFilmroll to faces only, an automatic semantic segmentation approach is used to segment the person class from the background [Kirillov et al. 2020; Wu et al. 2019]. This segmentation is more accurate than the bounding box face tube detection, since all parts of interest (including neck, hair, forehead) are included for potential editing. This allows to efficiently separate the person’s silhouette and hair from the background.

4.1.3 Face tracks. We use an inverse rendering method similar to [Garrido et al. 2016] [Andrus et al. 2020] [Dib et al. 2021] to fit a 3D mesh on each face tube. This model consists in parameters describing the facial shape and albedo using a 3D morphable model [Blanz and Vetter 1999] [Egger et al. 2020], the facial expression (blendshapes), the head pose (rotation and translation) and the illumination (spHERical harmonics). The parameters of this model are estimated as follows.

Coarse modeling: The pose and the expression parameters are initialized using facial landmarks, inferred by a neural network [Bulat and Tzimiropoulos 2017]. This initialization is achieved by minimizing a loss that computes the distance between the facial landmarks predicted by the neural network and the projection of their assigned location on the 3D mesh.

Shape, color, and light learning: We extract up to 60 frames from the primary face tube and compute a loss that compares the projection of each vertex and the corresponding pixel in the video frame. We use this loss to learn the shape, color, and light parameters and refine the pose and expression parameters.

Fine modeling: We process each frame of the primary face tube, from the first to the last, to learn per-frame parameters (blend-shapes coefficients and head pose), using a similar approach as in the previous step. To ensure a temporal consistency, we penalize differences between the parameters of adjacent frames.

Final face tracks: From this fitted 3D mesh, we extract the trajectories (the 2D projection) of the vertices along the sequence. The vertices which are not visible in a given frame are flagged as such.

4.2 Hybrid Embedding
In this subsection, we describe our construction of the hybrid embedding function $\phi(\cdot)$ that maps the optical flow and face capture tracks to $Q$. We recall that the face capture tracks permit us to preserve the topological/global structure of the face in the mosaic, while the optical flow tracks permit to refine local geometric structures in the face.

Let $T$ be number of the frames in the video. We start by tracking points on the surface of the object of interest with optical flow, using the method of [Weinzaepfel et al. 2013]. This yields tracks $\{x_i(t) \in \mathbb{R}^3\}_{t=1}^T$ where $i$ index the tracked point in the optical flow method. We also track points using face capture [Andrus et al. 2020], which yields tracks $\{z_i(t) \in \mathbb{R}^2\}_{t=1}^T$. Note that $x_i(t)$, and $z_i(t)$ do not correspond to the same physical point on the object. Following the embedding principle in [Rav-Acha et al. 2008], $\phi$ is constructed to preserve the maximum distance between each pair of points observed along the tracks. Hence, we define

$$d_{ij}^{(1)} = x_i(t) - x_j(t), \quad t = \arg\max_{t \in T_i^x \cap T_j^x} \|x_i(t) - x_j(t)\|_2, \quad (9)$$

$$d_{ij}^{(2)} = z_i(t) - z_j(t), \quad t = \arg\max_{t \in T_i^z \cap T_j^z} \|z_i(t) - z_j(t)\|_2, \quad (10)$$

where $T_i^x$ and $T_i^z$ are the set of time indices where point $i$ is tracked by optimal flow are visible, and where $T_j^x$ and $T_j^z$ are the set of time indices where point $i$ and $j$ tracked by face capture are visible. We also define

$$d_{ij}^{(12)} = x_i(t) - z_j(t), \quad t = \arg\max_{t \in T_i^x \cap T_j^z} \|x_i(t) - z_j(t)\|, \quad (11)$$

which measure the distance between two points, each tracked with a different method.

The embedding function $\phi(\cdot)$ takes as input a track $\{x_i(t)\}_{t=1}^T$ or a face capture track $\{z_i(t)\}_{t=1}^T$ and yields a corresponding point in $Q$ denoted by

$$\phi(\{x_i(t)\}_{t=1}^T) = u_i^{(1)} \quad \text{and} \quad \phi(\{z_i(t)\}_{t=1}^T) = u_i^{(2)}, \quad (12)$$

respectively. This function is constructed to preserve, as well as possible, the relative positive between tracked points when these
Algorithm 1: Computation of the embedding $\phi$

1. $(u_1^{(2)})^M_{j,n} \leftarrow \operatorname{argmin}_{(u_1^{(2)}, (v_1^{(2)}))} \sum_{i,j} \exp(-d_{ij}^2/\tau) \left( ||d_{ij}^2 - (v_1^{(2)} - v_1^{(2)})||^2 + 2 \sum_i \exp(-d_{ij}^{12}/\tau) ||d_{ij}^{12} - (u_1^{(2)} - u_1^{(2)})||^2 \right)$
2. $u_1^{(1)} \leftarrow 0$ for $i = 1, \ldots, N$.
3. for $t = 1, \ldots, t_{\text{max}}$ do
4.   $u_1^{(1)} \leftarrow u_1^{(1)} - \mu_1 \partial_u \phi(u_1^{(1)}, u_1^{(2)})$
5.   if $t > t_{\text{min}}$ then
6.     $u_1^{(2)} \leftarrow u_1^{(2)} - \mu_2 \partial_u \phi(u_1^{(1)}, u_1^{(2)})$
7. end
8. end

ones are maximally separated in the image sequence. Hence, the goal is to have

\[ d_{ij}^{1} \approx u_1^{(1)} - u_1^{(1)} \] \[ d_{ij}^{2} \approx u_1^{(2)} - u_1^{(2)} \] \[ d_{ij}^{12} \approx u_1^{(1)} - u_1^{(2)} \] \[ d_{ij}^{12} \approx u_1^{(1)} - u_1^{(2)} \]

The embedding function $\phi$ is obtained by solving an optimisation problem built to satisfy these constraints as well as possible. We solve the same optimisation problem as in [Rav-Acha et al. 2008] whose objective function becomes

\[
L(u_1^{(1)}, u_1^{(2)}) = \sum_{k,i,j} \exp(-d_{ij}^{12}/\tau) \left( ||d_{ij}^{12} - (u_1^{(1)} - u_1^{(2)})||^2 + 2 \sum_i \exp(-d_{ij}^{12}/\tau) ||d_{ij}^{12} - (u_1^{(1)} - u_1^{(2)})||^2 \right),
\]

when considering both type of tracks. We have

\[
u_1^{(1)} \ldots, u_1^{(1)} \ldots, u_M^{(1)} = \arg\min_{(v_1^{(1)}, v_1^{(2)}, (v_1^{(3)}, v_1^{(2)}))} L(v_1^{(1)}, v_1^{(2)}),
\]

where $N, M$ are the number of tracked points by optical flow and face capture, respectively. One can derive a closed form solution to Problem (14) but we observed that this solution is not satisfactory as it is, in general, biased towards the preservation of the geometry captured by the optical flow tracks, making our effort to get face capture tracks vain. To avoid this issue, we propose the ad-hoc but effective Algorithm 8. Note that we start by initialising $u_1^{(2)}$ using only the face capture tracks to make sure to preserve the geometry of the face in the mosaic. Then, we update the embedding of the optical flow tracks by gradient descent with a stepsize $\mu_1$ while keeping the face capture embedding $u_1^{(2)}$ fixed during the first $t_{\text{min}}$ iterations. During the last iterations, we also update the face capture embedding but with a stepsize close to zero. These last iterations permit to correct for the small tracking errors of the face capture method.

4.3 Estimation of the FacialFilmroll parameters

In this subsection, we describe how we estimate the unknowns $w, b, \text{ and } C$ of the FacialFilmroll model.

4.3.1 Estimation of 2D-2D mapping $w$. The mapping $w$ indicates how every pixel’s $u$ on the mosaic space is mapped in the image space. Thanks to the embedding $\phi$ of the tracks, we already know that we should have $w(u_i^{(1)}, t) = x_i(t)$. To be able to compute $\hat{I}(x, t)$ defined in (4), we however need the knowledge of $w(u_i^{(1)}, t)$ for every position $u_i \in Q$ on the grid of size $w \times h$. We obtain this information by interpolation between the known correspondences $w(u_i^{(1)}, t) = x_i(t)$. Note that we only consider the embedding of the optical flow tracks in this step. The interpolation is computed using the following principle: if two points $u$ and $v$ are close in the mosaic space then their mapping $w(u)$ and $w(v)$ should also be close in the image space. Let $v_k = u_k$ for $k = 1, \ldots, wh$ and $v_{\text{wh+1}} = u_1^{(i)}$ for $i = 1, \ldots, N$. The mapped points satisfy $w(u_k, t) = x_k^i$, $k = 1, \ldots, wh$, where $x_k^i$ is the solution of

\[
\begin{align*}
\min_{y_i^j} & \sum_{k} \sum_{k' \in N(i)} \exp(-||v_k - v_{k'}||_2^2/\tau) \left( ||y_i^j - y_{i'}^j||_2^2 \right) \\
\text{subject to} & y_i^j = w(u_i^{(1)}, t), i = 1, 2, \ldots, N,
\end{align*}
\]

where $t > 0$, and $N(i)$ is the set of $K$ nearest neighbors to $v_k$ in $(v_k)_{k=1}^{wh+1}$. Problem (15) is solved by projected gradient descent using, e.g., an algorithm such as FISTA [Beck and Teboulle 2009]. The resulting estimated mapping with this technique is denoted by $\hat{w}$.

Let us mention that, in practice, we also estimate the inverse mapping $\hat{w}^{-1}$ for a more effective implementation of the algorithms. Once these mappings are available, the mosaic is initialised as $\hat{C}(u_k) = T^{-1} \sum_{i=1}^T I(w(u_k, t))$.

4.3.2 Estimation of visibility masks. Given the current estimation $\hat{w}$ and $\hat{C}$ of $w$ and $C$, respectively, we obtain a new estimate $\hat{b}$ of the visibility masks by minimizing

\[ E_{\text{data}}(\hat{C}, \hat{w}, \hat{b}) + \lambda_b E_b(\hat{b}) \]

over $b$, while maintaining $\hat{w}$ and $\hat{C}$ fixed. The regularization term $E_b(b)$ is used to avoid sharp discontinuities in the visibility mask. Here we use the Tikhonov regularisation. This optimisation problem is separable in $t$ and each $b(t)$ can be computed in parallel. We estimate these visibility masks by gradient descent method using the Adam optimizer [Kingma and Ba 2017].

4.3.3 Estimation of the texture map $C$. Given the current estimation $\hat{w}$ and $\hat{b}$ of $w$ and $b$, respectively, we obtain a new estimate $\hat{C}$ of the mosaic by minimizing

\[ E_{\text{data}}(\hat{C}, \hat{w}, \hat{b}) + \lambda_c E_c(\hat{C}) \]

over $C$, while maintaining $\hat{w}$ and $\hat{b}$ fixed. This optimisation problem is solved by stochastic gradient descent using the Adam optimizer [Kingma and Ba 2017], with batches selected over the frames.

4.3.4 Mapping refinement and Lighting. The 2D-2D mapping function $w$ is the most important parameter which determines the accuracy of the visibility masks $b$, the mosaic $C$, the reconstructed images $\hat{I}(x, t)$, and also the spatial and temporal consistency of the re-projected edits. To improve the overall accuracy, the mapping function $w$ is refined after the first estimation of $C$ and $b$ by computing the optical flow between the reconstructed images $\hat{I}(x, t)$ and original image $I(x, t)$. Similarly, the lighting conditions also play a significant role in the quality of model. Therefore, the reconstructed image $\hat{I}(x, t)$ is corrected with a per-pixel affine correction with a strong smoothness regularisation on these parameters, just as done in section 3.5 of [Rav-Acha et al. 2008].
4.4 Multi-resolution strategy

The number of parameters to be estimated for the FacialFilmroll increases dramatically with the content resolution. In particular, this can become an issue when dealing with 2K or 4K content, which is becoming common practice in a professional postproduction context. To deal with this issue, we have set up a classical multiresolution strategy, composed of the following steps:

- The input content is spatially downsampled by a factor $2^r$, where $r$ is chosen so that the number of pixels does not exceed a threshold value. Typically for 4K content, $r = 3$ was used.
- At the coarsest resolution level, the tracks as well as the embedding is computed as described previously. Since the content resolution is reduced, that makes the computation of the embedding tractable in a reasonable time. Then, all variables $C, w, b$ are computed as described previously.
- We then iterate over the resolution levels until the finest resolution corresponding to the initial resolution. To do so, the previously computed variables $C, w, b$ are upsampled from the previous resolution and the magnitude of the warps $w$ is also multiplied by a factor two. Then, the variables are refined so as to minimize equation (6) as described previously in section 4.3.

In practice, this simple multiresolution strategy enables to handle up to 8K content using standard computation facilities, while limiting the amount of memory and cpu usage. It is noted multiresolution strategy does not affect the visual quality or fidelity of the edits because the coarsest resolution level is only used as the initialization for the finest resolution variables.

4.5 Multi-Shot mosaic construction

In this section, we describe the adaptation of FacialFilmroll for multi-shot video editing, where the objective is to perform editing jointly in different video shots of same actor.

Let $C_1, C_2, \ldots, C_K$ be the mosaics of the $K$ shots which needs to be edited jointly. Our proposal is to compute a universal mosaic $U$ so that the correspondence from one mosaic $C_j$ to all other one $C_i$ can be found through the universal mosaic $U$. The universal mosaic is computed thanks to a spatial embedding that preserve the geometric structure within each individual mosaic but also by ensuring that corresponding parts of the object between two mosaics have the same embedding. We denote $y_i^{(k)}$ the $i$th point sampled on the $k$th mosaic and define

$$e_i^{(k)} = y_i^{(k)} - y_j^{(k)}.$$  \hfill (18)

We also compute correspondences between mosaic and define

$$p_i^{(k)} = \begin{cases} 1 & \text{if } y_i^{(k)} \text{ and } y_j^{(f)} \text{ are in correspondences,} \\ 0 & \text{oth.} \end{cases}$$ \hfill (19)

The correspondences between mosaics could be found using optical flow if the mosaics are not very different, or by matching keypoints. In our case, we leverage the available face capture tracks: each of the tracks corresponds to a unique vertex on the 3D face mesh, therefore points on the same vertex in two different mosaics are in correspondence. The embedding for the universal mosaic is the solution of

$$\arg\min_{u_1^{(1)}, \ldots, u_K^{(K)}} \sum_{k=1}^{K} \exp(-\|e_i^{(k)}\|^2_2/\tau) \|e_i^{(k)} - (u_i^{(k)} - u_j^{(k)})\|^2_2 + \sum_{k,r=1}^{K, i,j} f_i^{kr} \|u_i^{(k)} - u_j^{(f)}\|^2_2.$$ \hfill (20)

The first term preserves the structure within each mosaic while the second ensure that two corresponding points in different mosaics have the same embedding. Problem (20) is minimized by stochastic gradient descent. The universal mosaic is then computed using the same algorithm as for the individual mosaic.

5 WORKFLOW INTEGRATION

In this section, we discuss how FacialFilmroll is integrated and used in a Post-Production facility. In order to control the computational burden and maximize the artist empowerment, FacialFilmroll is used in two phases:

- A batch processing is sent to a render farm for offline computation of the mosaic, warps and visibility masks, as described previously.
- Once this offline computation is finished, the artists can load the results in a dedicated Nuke plugin, named filmunroll, to propagate edits done on the mosaic to the input video sequence.

We here describe how the two stages of the process have been developed.

5.1 Batch processing

The batch processing step uses a render farm at Post-Production facility where computers are isolated from the internet on a closed network. In order for FacialFilmroll to be fully integrated in the post-production pipeline, we use containers\(^1\). They allow us to easily define a custom execution environment (Operating System, Python version, etc.), totally isolated from the host machine to not interfere with it, and very easy to replicate in different production sites.

The batch processing software comes with an API compatible with the production software Shotgun\(^2\), and has been designed to ingest 4K exr\(^3\) content on machines with 128GB of memory. The execution in containers\(^4\) allows us to control the memory and CPU usage. One hour of computation is currently needed for a standard footage (2K content with 50 frames) to extract the mosaic.

5.2 Online editing in Nuke

Once the mosaic is computed, the artists can edit the mosaics in real time using Nuke with the filmunroll plugin. Filmunroll is an OpenFX\(^5\) plugin, which does not need to be recompiled for every new Nuke version (unlike Nuke native plugins). The filmunroll plugin takes as inputs: the generated mosaic and its associated metadata, and the edited mosaic created by the artists. Instead of directly reconstructing the footage via modified mosaic, we actually

\(^1\)https://en.wikipedia.org/wiki/OS-level_virtualization

\(^2\)https://www.shotgunsoftware.com/

\(^3\)https://en.wikipedia.org/wiki/OpenEXR

\(^4\)http://openfx.sourceforge.net/
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Figure 2: Illustration of the Nuke graph allowing the artists to use the pre-computed mosaic and project edits done on the original mosaic to each frame of the sequence.

compute the difference between the original and modified mosaics and project only this difference on each frame of the sequence. A Nuke graph allows the artist to superimpose this projected difference on the original shot using the Nuke Merge\textsuperscript{5} node, as illustrated in figure 2.

6 EXPERIMENTAL RESULTS

We present here qualitative results obtained with FacialFilmroll on high resolution videos via a visual inspection of the quality of the mosaic, the reconstructed images, and the re-projected edits. We also report computational time to compute the mosaic. We consider videos from the filmpac\textsuperscript{6} website, where videos are available in both HD and 4K resolution. For our experiments, we selected a set of 4K video sequences for both single-shot and multi-shot video editing.

6.1 Effect of our hybrid embedding

We assess here the impact of our proposed hybrid embedding on the quality of the reconstructed mosaic. We consider the shot FP00673MD02 in the filmpac website, which consists of 100 frames, and where the actor turns his head from his right to his left while closing and opening his eyes in the middle of the sequence. The right part of his face is occluded in the first frames. Few frames of this sequence and the 3D reconstructed mesh are presented in Figure 3. The hybrid embedding is computed using 1000 face tracks as well as the most reliable\textsuperscript{7} optical flow tracks. We use $\ell_{\text{min}} = 5$ and $\ell_{\text{max}} = 10$ in our algorithm. We remarked that our hybrid embedding method converges quickly.

We present in figure 4 the mosaics computed using the three different type of tracks: optical flow tracks alone, face capture tracks alone, our hybrid embedding with both optical and face capture tracks. First, we notice that all mosaics are of good quality. Second, we remark that the mosaic obtained with the face capture tracks has the most fronto-parallel pose with a better unfolding of the actor’s right cheek than the mosaic obtained from the optical tracks alone. On the contrary, the mosaic obtained with the optical tracks presents a better unfolding of the actor’s left ear. Our hybrid embedding achieves the best compromise with a good unfolding of both the left and right side of the actor’s face, making it easier to edit both side of his face.

Figure 3: Few frames of the shot FP00673MD02 from the filmpac website. From left to right: frame 0, frame 50, and frame 100. Top: Original frames. Middle: 2D grid on our reconstructed 3D facial mesh. Bottom row: our reconstructed 3D facial mesh (see subsection 4.1.3)

Figure 4: Mosaics computed using only optical flow tracks (left), only face capture tracks (middle), and our hybrid embedding of optical flow and face capture tracks (right). The close inspection of the mosaic reveals the right side of the face and ear are better unfolded in the hybrid embedding.

\textsuperscript{5}https://learn.foundry.com/nuke/13.0/content/reference_guide/merge_nodes/merge.html
\textsuperscript{6}https://filmpac.com/
\textsuperscript{7}Tracks which are consistent using both forward and backward tracking on the entire sequence.
6.2 Multi-resolution framework

The advantage of the multi-resolution strategy is demonstrated in terms of computational time. For a sequence of size $2048 \times 1152$ with 50 frames, FacialFilmroll computed with our multi-resolution strategy is $3 \times$ faster (3015 seconds) than without multi-resolution strategy (9865 seconds). The computational time is measured using a system with 64 GB of RAM and a 12 cores processor (Intel® Xeon® Gold 6128 CPU @ 3.40GHz).

6.3 Single shot video editing

We present in figure 5 an example of video editing using FacialFilmroll in the sequence FP00673MD02 of the filmpac website. The edition is done as follows: the artist edits the mosaic (here, by adding a scar on the actor’s left cheek and another one on the forehead); we compute the difference between the original and edited mosaics; we project and add this difference in all frames of the sequence to obtain the edited video. The spatio-temporal consistency of the edits is very accurate, without any drift across the frames. We recall that the corresponding original frames are shown in figure 3.

6.4 Multiple shot video editing

For the multi-shot scenario, we select two shots from the filmpac website where the same actor appears: FP009972MD06, FP008841MD10. The sequences consist of 153 and 173 frames at 4K resolution. We first compute the mosaic for each individual shot and then compute the common embedding space for both mosaics. Note that it is not necessary to compute the universal mosaic for editing as we can make use of the bi-directional mapping from one mosaic to another to perform edits on one mosaic and to transfer them to the other mosaics automatically. The schematic diagram of the multi-shot editing is presented in figure 1. Figure 6 shows the individual mosaics and the edited mosaics, where the artists added a flag on both cheeks in the first mosaic (first row). We then automatically transferred the edit on the second mosaic automatically (second row) then re-projected the edit in each frame of each shot.

7 CONCLUSION

We presented FacialFilmroll, a method that helps post-production artists to edit videos, e.g., for digital makeup. Our method is built upon unwrap mosaic [Rav-Acha et al. 2008]. We proposed the use of a hybrid embedding between two types of tracks. The first type of tracks are obtained using the optical flow between successive frames and permits us to capture the motion of fine details on the face of the actor. The second type of tracks are obtained using a face capture method and permits to capture long range correspondences. We also presented an extension of our method for the multi-shot video editing. Our method was successfully integrated in the workflow of a post-production facility. Our experimental results highlight the potential of FacialFilmroll for editing.
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Figure 5: Single shot video editing. The artist added the scar on the left cheek and forehead of the actor in the mosaic. The edits are projected back to the frames. We present here the edited frames 0, 50, and 100 (from left to right). The corresponding original frames are presented in figure 3.
Figure 6: Multishot video editing. Two different shots with same actor are processed to obtain the corresponding mosaics (first column, first and second row). A flag is added on the cheeks of the actor in the first mosaic (top row, second column). The edit is projected automatically in the second mosaic (second row, second column). The edits are finally projected automatically in the corresponding shots (last two rows).