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Abstract—This paper investigates the problem of tracking solutions of stochastic optimization problems with time-varying costs that depend on random variables with decision-dependent distributions. In this context, we propose the use of an online stochastic gradient descent method to solve the optimization, and we provide explicit bounds in expectation and in high probability for the distance between the optimizers and the points generated by the algorithm. In particular, we show that when the gradient error due to sampling is modeled as a sub-Weibull random variable, then the tracking error is ultimately bounded in expectation and in high probability. The theoretical findings are validated via numerical simulations in the context of charging optimization of a fleet of electric vehicles.
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I. INTRODUCTION

This paper considers the problem of developing and analyzing online algorithms to track the solutions of time-varying stochastic optimization problems, where the distribution of the underlying random variables is decision-dependent. Formally, we consider problems of the form

\[ x_t^* \in \arg \min_{x \in C_t, z \sim D_t(x)} \mathbb{E}[f_t(x, z)], \tag{1} \]

where \( t \in \mathbb{N}_0 \) is a time index, \( x \in \mathbb{R}^d \) is the decision variable, \( D_t \) is a map from the set \( \mathbb{R}^d \) to the space of distributions, \( z \in Z_t \) is a random variable (with \( Z_t \) the union of the support of \( D_t(x) \) for all \( x \in C_t \)), \( \ell_t : \mathbb{R}^d \times Z_t \to \mathbb{R} \) is the loss function, and \( C_t \subseteq \mathbb{R}^d \) is a closed and convex set. Problems of this form arise in sequential learning and strategic classification [1], and in applications in power and energy systems [2], [3] to model uncertainty in pricing and human behavior. Moreover, the framework (1) can be used to solve control problems for dynamical systems whose dynamics are unknown, where the variable \( z \) is used to account for the lack of knowledge of the underlying system dynamics (similarly to problems in feedback-based optimization [4], [5]).

Since the distribution of \( z \) in (1) depends on the decision variable \( x \), the problem of finding \( x_t^* \) is computationally burdensome for general cases, and intractable when \( D_t \) in unknown – even when the loss function is convex in \( x \) [6], [7]. For this reason, we focus on finding decisions that are optimal with respect to the distribution that they induce; we refer to these points as \textit{performatively stable} [6], while we refer to solutions \( x_t^* \) to the original problem (1) as \textit{performatively optimal}. We obtain explicit error bounds between performatively optimal and performatively stable points by leveraging tools from [6], [7]. The main focus of this work is to propose and analyze online algorithms that can determine performatively stable points, in contexts where the loss function and constraint set are revealed sequentially. Since the distributional map \( D_t \) may be unknown in practice, we then extend our techniques to stochastic methods that only require samples of \( z \).

Prior Work: Online (projected) gradient descent methods have been well-investigated by using tools from the controls community, we refer to the representative works [8]–[12] as well as to pertinent references therein. Convergence guarantees for online stochastic gradient methods where drift and noise terms satisfy sub-Gaussian assumptions were recently provided in [13]. Online stochastic optimization problems with time-varying distributions are studied in, e.g., [1], [14], [15]. On the other hand, time-varying costs are considered in [16], along with sampling strategies to satisfy regret guarantees. For static optimization problems, the notion of performatively stable points is introduced in [6], where error bounds for risk minimization and gradient descent methods applied to stochastic problems with decision-dependent distributions are provided. Stochastic gradient methods to identify performatively stable points for decision-dependent distributions are studied in [7], [17] – the latter also providing results for an online setting in expectation. A stochastic gradient method for time-invariant distributional maps is presented in [18].

Contributions: We offer the following main contributions. C1) First, we propose an online projected gradient descent (OPGD) method to solve (1), and we show that the tracking error (relative to the performatively stable points) is ultimately bounded by terms that account for the temporal drift of the optimizers. C2) Second, we propose an online stochastic...
projected gradient descent (OSPGD) and we provide error bounds in expectation and in high probability. Our bounds in high probability are derived by modeling the gradient error as a sub-Weibull random variable [19]: this allows us to capture a variety of sub-cases, including scenarios where the error follows sub-Gaussian and sub-Exponential distributions [20], or any distribution with finite support.

Relative to [1], [14]–[16] our distributions are decision dependent; relative to [6], [7], [17], [18], our cost and distributional maps are time varying. Moreover, our results do not rely on bias or variance assumptions regarding the gradient estimator. In the absence of distributional shift and without a sub-Weibull error, our upper bounds reduce to the results of [9]. Relative to [18], we seek performatively stable points rather than the performative optima. In doing so, we incur the error characterized in [6]; however, we do not restrict to distributional maps that are continuous distributions or require finite difference approximations. With respect to the available literature on stochastic optimization, we provide for the first time explicit bounds in expectation and in high probability to solve stochastic optimization with decision dependent distributions in the presence of time-dependent distributional maps.

The remainder of this paper is organized as follows. Section II introduces some preliminaries; Section III studies the OPGD, and Section IV studies the OSPGD. Section V illustrates simulation results, and Section VI concludes the paper.

## II. Preliminaries

We first introduce preliminary definitions and results. We consider random variables \( z \) that take values on a metric space \((M, d)\), where the set \( M \) is equipped with the Borel \( \sigma \)-algebra induced by metric \( d \). We assume that \( M \) is a complete and separable metric space (hence \( M \) is a Polish space). We let \( \mathcal{P}(M) \) denote the set of Radon probability measures on \( M \) with finite first moment. Given \( \nu \in \mathcal{P}(M) \), \( z \sim \nu \) denotes that the random variable \( z \) is distributed according to \( \nu \). Due to Kantorovich-Rubinstein duality, the Wasserstein-1 distance between \( \mu, \nu \in \mathcal{P}(M) \) can be defined as [21]:

\[
W_1(\mu, \nu) = \sup_{g \in \text{Lip}_1} \left\{ \mathbb{E}_{z \sim \mu} [g(z)] - \mathbb{E}_{z \sim \nu} [g(z)] \right\},
\]

where \( \text{Lip}_1 \) is the set of 1-Lipschitz functions over \( M \). We note that the pair \( (\mathcal{P}(M), W_1) \) describes a metric space of probability measures.

### Heavy-Tailed Distributions

In this paper, we will utilize the sub-Weibull model [19], introduced next.

**Definition 1:** (Sub-Weibull Random Variable) \( z \) is a sub-Weibull random variable, denoted by \( z \sim \text{subW}(\theta, \nu) \), if there exists \( \theta, \nu > 0 \) such that \( \|z\|_k \leq \nu k^\theta \) for all \( k \geq 1 \).

The parameter \( \theta \) measures the heaviness of the tail (higher values correspond to heavier tails) and the parameter \( \nu \) measures the proxy-variance [19]. In what follows, we will also use the following equivalent characterization of a sub-Weibull random variable: \( z \sim \text{subW}(\theta, \nu) \) if and only if \( \exists \theta, \nu' > 0, \mathbb{P}(|z| \geq \epsilon) \leq 2 \exp(-\epsilon^{\nu'} / \nu') \). As shown in [22], the two characterizations are equivalent by choosing \( \nu = (\frac{2}{\nu'})^{\theta} \nu' \). The class of sub-Weibull random variables enjoys the following properties.

**Proposition 2.1:** (Closure of Sub-Weibull) Let \( z \sim \text{subW}(\theta_1, \nu_1) \) and \( y \sim \text{subW}(\theta_2, \nu_2) \) be (possibly coupled) sub-Weibull random variables and let \( c \in \mathbb{R} \). Then, the following holds:

1) \( z + y \sim \text{subW}(\max\{\theta_1, \theta_2\}, \nu_1 + \nu_2) \);
2) \( zy \sim \text{subW}(\theta_1 + \theta_2, \psi, (\theta_1, \theta_2)\nu_1\nu_2) \), where \( \psi(\theta_1, \theta_2) = (\theta_1 + \theta_2)^{\theta_1} + \theta_2^{\theta_2} / (\theta_1^{\theta_1} \theta_2^{\theta_2}) ;
3) \( z + c \sim \text{subW}(\theta_1, |c| + \nu_1) \);
4) \( cz \sim \text{subW}(\theta_1, |c|\nu_1) \).

**Proof:** Properties 1) and 4) are proved in [19]; property 2) is proved in [23]. To show 3), since \( c \in \mathbb{R} \), then for any \( k \geq 1 \)
\[
\|z + c\|_k = \|c\| \leq \|z\|_k + \|c\|_k \leq \nu k^\theta + |c|k^\theta \leq (\nu + |c|)k^\theta. \]

## III. Online Projected Gradient Descent

In this section, we propose and study an OPGD method to solve \( \mathcal{I} \). In Section IV we will leverage the results derived in this section to analyze a the stochastic version OSPGD.

We begin by outlining our main assumptions.

**Assumption 1:** (Strong Convexity) For a fixed \( z \in \mathcal{Z}_t \), the map \( x \mapsto \ell_t(x, z) \) is \( \alpha_t \)-strongly convex, where \( \alpha_t > 0 \), for all \( t \in \mathbb{N}_0 \).

**Assumption 2:** (Joint smoothness) For all \( t \in \mathbb{N}_0 \), \( x \mapsto \nabla_x \ell_t(x, z) \) is \( \beta_t \)-Lipschitz continuous for all \( z \in \mathcal{Z}_t \) and \( z \mapsto \nabla_x \ell_t(x, z) \) is \( \beta_t \)-Lipschitz continuous for all \( x \in \mathbb{R}^d \).

**Assumption 3:** (Distributional Sensitivity) For all \( t \in \mathbb{N}_0 \), there exists \( \varepsilon_t > 0 \) such that
\[
W_1(D_t(x), D_t(x')) \leq \varepsilon_t \|x - x'\|_2
\]
for any \( x, x' \in \mathbb{R}^d \).

**Assumption 4:** (Convex Constraint Set) For all \( t \in \mathbb{N}_0 \), the set \( C_t \) is closed and convex.

### A. Performatively stable points

Since the objective function and the distribution in \( \mathcal{I} \) both depend on the decision variable \( x \), the problem \( \mathcal{I} \) is intractable in general, even when the loss is convex. For this reason, we follow the approach of [6], [7] and seek optimization algorithms that can determine the performatively stable point, defined as follows:

\[
\bar{x}_t \in \arg \min_{x \in C_t} \mathbb{E}_{z \in C_t} \ell_t(x, z). \tag{4}
\]

Convergence to a performatively stable point is desirable because it guarantees that \( \bar{x}_t \) is optimal for the distribution that it induces on \( z \). The following result, adapted from [7, Prop. 3.3], establishes existence and uniqueness of a performatively stable point.

**Lemma 3.1:** (Existence of Performatively Stable Points) [7, Prop. 3.3] Let Assumptions 14 hold, and suppose that \( \frac{1}{\alpha_t} < 1 \) for all \( t \in \mathbb{N}_0 \). Then, a sequence of performatively stable points \( \{\bar{x}_t\}_{t \in \mathbb{N}_0} \) exists and is unique.

In general, performatively stable points may not coincide with the optimizers of the original problem \( \mathcal{I} \). However, an explicit error bound can be derived, as formally stated next.
Lemma 3.2: (Error of Performatively Stable Points [6]) Suppose that the function \( z \mapsto \ell_t(x, z) \) is \( \gamma_t \)-Lipschitz continuous for all \( x \in \mathbb{R}^d \) and \( t \in \mathbb{N}_0 \). Then, under the same assumptions of Lemma 3.1 it holds that
\[
\|\bar{x}_t - x_t^*\| \leq 2\bar{e}_t \gamma_t \alpha_t^{-1}, \quad \text{for all } t \in \mathbb{N}_0. \tag{5}
\]
The proof Lemma 3.2 follows from [6, Thm 3.5, Thm 4.3]. In the remainder of this paper, we assume that the assumptions of Lemma 3.1 are satisfied, so that the performatively stable point sequence is unique. We illustrate the difference between \( \bar{x}_t \) and \( x_t^* \) in the following example.

Example 1: Consider an instance of (1) where \( \ell(x, z) = x^2 + z \), \( C_t = \mathbb{R} \), \( D_t(x) = N(\mu_t x, \sigma_t^2) \), \( \mu_t, \sigma_t > 0 \). In this case, the objective can be specified in closed form as:
\[
\mathbb{E}_{z \sim D_t(x)}[x^2 + z] = x^2 + \mu_t x,
\]
and thus the unique performatively optimal point is given by \( x_t^* = -\mu_t / 2 \). To determine the performatively stable point, notice that \( \nabla \ell(x, z) = 2x \), and thus \( \bar{x}_t \) satisfies
\[
\mathbb{E}_{z \sim D_t(\bar{x}_t)}[2\bar{x}_t] = 0,
\]
which implies \( \bar{x}_t = 0 \). The bound in (5) thus holds by noting that \( \bar{e}_t = \mu_t, \gamma_t = 1 \), and \( \alpha_t = 2 \).

B. Online projected gradient descent

We now propose an OPGD that seeks to track the trajectory of the performatively stable optimizer \{\( \bar{x}_t \)\} \( t \in \mathbb{N}_0 \). To this end, in what follows we adopt the following notation:
\[
f_t(x, \nu) := \mathbb{E}_{z \sim \nu}[\ell_t(x, z)],
\]
for any \( x \in \mathbb{R}^d, \nu \in \mathcal{P}(M) \), and \( t \in \mathbb{N}_0 \). Notice that when \( \nu \) is a distribution induced by the decision variable \( y \), namely \( \nu = D_t(y) \), we will use the notation \( f_t(x, D_t(y)) \). Moreover, we denote by \( \nabla f_t(x, \nu) \) the gradient of \( f_t(x, \nu) \) (we also note that, according to the dominated convergence theorem, the expectation and gradient operators can be interchanged).

The OPGD amounts to the following step at each \( t \in \mathbb{N}_0 \):
\[
x_{t+1} = G_t(x_t, D_t(x_t)), \tag{7}
\]
where \( G_t(x_t, \nu) := \text{proj}_{C_t}(x_t - \eta_t \nabla f_t(x_t, \nu)) \), with \( \eta_t > 0 \) denoting a stepsize.

First, we note that a performatively stable point is a fixed point of the algorithmic map (7), namely, \( \bar{x}_t = G_t(\bar{x}_t, D_t(\bar{x}_t)) \). Next, we focus on characterizing the error between the updates (7) and the performatively stable points \{\( \bar{x}_t \)\} \( t \in \mathbb{N}_0 \). To this aim, we denote the temporal drift in the performatively stable points as \( \varphi_t := \|\bar{x}_{t+1} - \bar{x}_t\| \), and the tracking error relative to the performatively stable points as \( e_t := \|x_t - \bar{x}_t\| \). Our error bound for OPGD is presented next.

Theorem 3.3: (Tracking Error of OPGD) Let Assumptions (1) hold, suppose that \( \frac{a_t}{\alpha_t} < 1 \) for all \( t \in \mathbb{N}_0 \), and let \{\( x_t \)\} \( t \in \mathbb{N}_0 \) be a sequence generated by (7). Then, for all \( t \in \mathbb{N}_0 \), the error \( e_t := \|x_t - \bar{x}_t\| \) satisfies:
\[
e_{t+1} \leq a_t e_t + \sum_{i=0}^{t} b_i \varphi_i, \tag{8}
\]
where \( a_t := \prod_{i=1}^{t} \rho_i + \eta_t \beta_i \epsilon_i \),
\[
b_i := \begin{cases} 1 & \text{if } i = t, \\ \prod_{k=i+1}^{t} \rho_k + \eta_k \beta_k \epsilon_k & \text{if } i \neq t, \end{cases}
\]
and \( \rho_t := \max\{|1 - \eta_t \alpha_t|, |1 - \eta_t \beta_t|\} \). Moreover, if
\[
\eta_t \in \left[ \frac{1 - r}{\alpha_t + \beta_t \epsilon_t}, \frac{1 + r}{\beta_t(1 + \epsilon_t)} \right]
\]
for all \( t \in \mathbb{N}_0 \),
\[
\text{for some } r \in (0, 1), \text{ then } \bar{\lambda} := \sup_{t \geq 0} \{\rho_t + \eta_t \beta_t \epsilon_t\} \leq r \text{ and }
\limsup_{t \to +\infty} \epsilon_t \leq (1 - \bar{\lambda})^{-1} \sup_{t \geq 0} \{\varphi_t\}, \tag{10}
\]
where \( \bar{\varphi} := \sup_{t \geq 0} \{\varphi_t\} \).

Before presenting the proof, some remarks are in order.

Remark 1: By application of Lemma 3.2, OPGD guarantees that the error between the algorithmic updates and the performatively optimal points is bounded at all times. Precisely, the following estimate holds:
\[
\sup_{t \geq 0} \|x_t - x_t^*\| \leq (1 - \bar{\lambda})^{-1} \bar{\varphi} + 2 \sup_{t \geq 0} \{\epsilon_t \gamma_t \alpha_t^{-1}\}, \tag{11}
\]

Remark 2: When (7) holds, one can write the bound \( e_{t+1} \leq a_t e_t + (1 - \bar{\lambda})^{-1} \sup_{t \geq 0} \{\varphi_t\} \); this is an exponential input-to-state-stability (E-ISS) result [24], where \{\( \bar{x}_t \)\} are the equilibria of (7) and \( \varphi_t \) is treated as a disturbance. ISS implies that \( \epsilon_t \) is ultimately bounded as in (10).

Next, we present the proof of Theorem 3.3. The following lemmas are instrumental.

Lemma 3.4: (Gradient Deviations) Under Assumption 2, for any \( t \in \mathbb{N}_0, x \in \mathbb{R}^d \), and measures \( \mu, \nu \in \mathcal{P}(M) \), the following bound holds:
\[
\|\nabla f_t(x, \mu) - \nabla f_t(x, \nu)\| \leq \beta_t W_1(\mu, \nu). \tag{11}
\]

Lemma 3.5: (Contractive Map) Let Assumptions (12) and (4) hold. For any \( \nu \in \mathcal{P}(M) \), the map \( x \mapsto G_t(x, \nu) \) is Lipschitz continuous, namely, for any \( x, y \in \mathbb{R}^d \):
\[
\|G_t(x, \nu) - G_t(y, \nu)\| \leq \rho_t \|x - y\|, \tag{12}
\]
where \( \rho_t = \max\{|1 - \eta_t \alpha_t|, |1 - \eta_t \beta_t|\} \). Moreover, if \( \rho_t < 1 \) for all \( t \in \mathbb{N}_0 \), then \( \bar{x}_t \) is the unique fixed point of (7).

The proof of Lemma 3.4 follows by iterating the reasoning in [7, Lemma 2.1] for all \( t \in \mathbb{N}_0 \); the proof of Lemma 3.5 is standard and is omitted due to space limitations.

Proof of Theorem 3.3. Note that \( x_t \in C_t \) for all \( t \in \mathbb{N}_0 \) directly follows by definition of Euclidean projection. By using the triangle inequality, we find that
\[
e_{t+1} \leq \|x_{t+1} - \bar{x}_t\| + \|\bar{x}_t - \bar{x}_{t+1}\|
\]
\[
= \|G_t(x_t, D_t(x_t)) - G_t(\bar{x}_t, D_t(\bar{x}_t))\| + \varphi_t
\]
\[
\leq \|G_t(x_t, D_t(x_t)) - G_t(x_t, D_t(\bar{x}_t))\|
\]
\[
+ \|G_t(x_t, D_t(\bar{x}_t)) - G_t(\bar{x}_t, D_t(\bar{x}_t))\| + \varphi_t
\]
where the first identity follows from the definition of \( G_t(\cdot, \cdot) \) and the second inequality follows by adding and subtracting \( G_t(x_t, D_t(\bar{x}_t)) \). Applying (11) and Lemma 3.5 yields:
\[
e_{t+1} \leq \eta_t \|\nabla f_t(x_t, x_t) - \nabla f_t(x_t, \bar{x}_t)\|
\]
\[
+ \|G_t(x_t, D_t(\bar{x}_t)) - G_t(\bar{x}_t, D_t(\bar{x}_t))\| + \varphi_t
\]
\[
\leq \eta_t \beta_t W_1(D_t(x_t), D_t(\bar{x}_t)) + \rho_t e_t + \varphi_t
\]
\[
\leq \eta_t \beta_t \epsilon_t e_t + \rho_t e_t + \varphi_t
\]
\[
= (\rho_t + \eta_t \beta_t e_t) e_t + \varphi_t. \tag{13}
\]
Thus we obtain the following by expanding the recursion:

\[ e_{t+1} \leq \left( \prod_{i=0}^{t} \lambda_i \right) e_0 + \varphi_t + \sum_{i=0}^{t-1} \left( \prod_{k=i+1}^{t} \lambda_k \right) \varphi_i, \]

where we defined \( \lambda_i := \rho_i + \eta_i \beta_i \varepsilon_i \). The bound (8) then follows by definition of the sequences \( \{a_t\} \) and \( \{b_i\} \).

To prove (10), we show that \( \sup_t \lambda_t < 1 \) for appropriate \( \eta_t \). Fix \( r \in (0, 1) \). Then, by the definition of \( \rho_t, \lambda_t \leq r \) holds if the following two conditions are satisfied simultaneously:

\[ |1 - \eta_t \alpha_t| + \eta_t \beta_t \varepsilon_t \leq r, \quad \text{and} \quad |1 - \eta_t \beta_t| + \eta_t \beta_t \varepsilon_t \leq r. \]  

(14)

The first inequality holds if and only if \(-r + \eta_t \beta_t \varepsilon_t < 1 - \eta_t \alpha_t < r - \eta_t \beta_t \varepsilon_t \) or, equivalently, \( 1 - r \leq \eta_t (\alpha_t + \beta_t \varepsilon_t) \leq 1 + r \). The second inequality holds if and only if \(-r + \eta_t \beta_t \varepsilon_t < 1 - \eta_t \beta_t < r - \eta_t \beta_t \varepsilon_t \). By using \( \alpha_t \leq \beta_t \), both inequalities are satisfied when

\[ \frac{1 - r}{\beta_t (1 + \varepsilon_t)} \leq \frac{1 - r}{\alpha_t + \beta_t \varepsilon_t} \leq \frac{1 + r}{\beta_t (1 + \varepsilon_t)} \leq \frac{1 + r}{\alpha_t + \beta_t \varepsilon_t}. \]

Thus, to satisfy the maximum, its sufficient to enforce that \( \eta_t \in \left[ \frac{1-r}{\beta_t(1+\varepsilon_t)}, \frac{1+r}{\beta_t(1+\varepsilon_t)} \right] \). The result (10) follows by utilizing the geometric series.

Finally, we observe that when the objective and constraints are time-invariant, we recover the result of [7, Sec. 5] as formalized next.

Corollary 3.6: (Tracking Error of OPGD for Time-Invariant Problems) If the problem (1) is time independent and the assumptions in Theorem 3.3 hold, then OPGD with fixed step size \( \eta \in (0, 2/\beta(1+\varepsilon)) \) converges linearly to the performatively stable point.

Proof: When (1) is time independent, then for all \( t \in \mathbb{N}_0 \), \( \alpha_t = \alpha, \beta_t = \beta, \varepsilon_t = \varepsilon, \rho_t = \rho, \varphi_t = 0 \). Accordingly, the recursion (8) yields: \( e_{t+1} \leq \lambda_t e_t \) with \( \lambda = \rho + \eta \beta \varepsilon \). By replacing strict inequality and \( r = 1 \) in (14), we conclude that \( \eta < 2/\beta(1+\varepsilon) \) implies \( \lambda < 1 \). Hence \( e_{t+1}/e_t \leq 1 \).

IV. ONLINE STOCHASTIC GRADIENT DESCENT

An exact expression for the distributional map \( x_t \mapsto D_t(x_t) \) may not be available in general and, even if available, evaluating the gradient may be computational burdensome. We consider the case where we have access to a finite number of samples of \( z_t \) at each time step \( t \) to estimate the gradient \( \nabla f_t(x_t, D_t(x_t)) \). For example, given a mini-batch of samples \( \{z_t^{(i)}\}_{i=1}^{N_t} \) of \( z_t \), the approximate gradient is computed as \( g_t(x_t) = (1/N_t) \sum_{i=1}^{N_t} \nabla f_t(x_t, z_t^{(i)}) \); when \( N_t = 1 \) we have a “greedy” estimate and when \( N_t > 1 \) we have a “lazy” estimate [17]. Accordingly, we consider an OSPGD described by:

\[ x_{t+1} = \bar{G}_t(x_t), \quad \bar{G}_t(x) := \text{proj}_{C_t} (x - \eta_t g_t(x)), \]

(15)

where \( \eta_t > 0 \) is a stepsize. In the remainder, we focus on finding error bounds in the spirit of Theorem 3.3 for OSPGD.

A. Bounds in expectation and high-probability

Throughout our analysis, we interpret OSPGD as an inexact OPGD with gradient error given by the random variable:

\[ \xi_t := \| g_t(x_t) - \nabla f_t(x_t, D_t(x_t)) \|. \]

(16)

We make the following assumption.

Assumption 5: (Sub-Weibull Error) The gradient error \( \xi_t \) is sub-Weibull, i.e., \( \xi_t \sim \text{sub-W}(\theta, \nu_t) \) for some \( \theta, \nu_t > 0 \).

Assumption 5 allows us to describe a variety of sub-cases, including scenarios where the error follows sub-Gaussian and sub-Exponential distributions [20], or any distribution with finite support. Further, notice that Assumption 5 does not require the random variables \( \{\xi_t\}_{t\in\mathbb{N}_0} \) to be independent. Examples of random variables that satisfy Assumption 5 are described in Section IV-B Our error bounds for OSPGD are presented next.

Theorem 4.1: (Expected and High-probability Bounds for OSPGD) Let Assumptions 1.4 hold, and suppose that \( \frac{\sqrt{\alpha_t}}{\beta(1+\varepsilon)} < 1 \) for all \( t \in \mathbb{N}_0 \). Recall that \( e_t = \| x_t - \bar{x}_t \| \). Then, the following estimates hold for (15):

1) For all \( t \in \mathbb{N} \),

\[ \mathbb{E} [e_{t+1}] \leq \alpha_t e_0 + \sum_{i=1}^{t} b_i (\varphi_i + \eta_i \mathbb{E}[\xi_i]). \]

(17)

2) If, additionally, Assumption 5 holds and \( \delta \in (0, 1) \), then with probability \( 1 - \delta \):

\[ e_{t+1} \leq \left( \frac{2e}{\theta} \right) \log \left( \frac{2}{\delta} \right) (\alpha_t e_0 + \sum_{i=1}^{t} b_i (\varphi_i + \eta_i \nu_i)), \]

(18)

where \( \{a_t \} \) and \( \{b_i \} \) are as in Theorem 3.3.

Proof: Note that \( x_t \in C_t \) for all \( t \in \mathbb{N} \) directly follows by definition of Euclidean projection. To show (17), we first find a stochastic recursion. By the triangle inequality:

\[ e_{t+1} \leq \| \bar{G}_t(x_t) - G_t(\bar{x}_t, D_t(\bar{x}_t)) \| + \varphi_t \leq \| \bar{G}_t(x_t) - G_t(x_t, D_t(x_t)) \| + \| G_t(x_t, D_t(x_t)) - G_t(\bar{x}_t, D_t(\bar{x}_t)) \| + \varphi_t, \]

where the second inequality follows by adding and subtracting \( G_t(x_t, D_t(x_t)) \). By iterating (18), we have \( \| G_t(x_t, D_t(x_t)) - G_t(\bar{x}_t, D_t(\bar{x}_t)) \| \leq \lambda_t e_t + \varphi_t \), where \( \lambda_t := \rho_t + \eta_t \beta_t \varepsilon_t \), and thus \( e_{t+1} \leq \eta_t \| g_t(x_t) - \nabla f_t(x_t, D_t(x_t)) \| + \lambda_t e_t + \varphi_t \). This yields the stochastic recursion \( e_{t+1} \leq \lambda_t e_t + \varphi_t + \eta_t \xi_t \).

Expanding the recursion yields

\[ e_{t+1} \leq \left( \prod_{i=0}^{t} \lambda_i \right) e_0 + \varphi_t + \sum_{i=0}^{t-1} \left( \prod_{k=i+1}^{t} \lambda_k \right) (\varphi_i + \eta_i \xi_i), \]

or, equivalently,

\[ e_{t+1} \leq a_t e_0 + \sum_{i=0}^{t} b_i (\varphi_i + \eta_i \xi_i). \]

(19)

Thus, (17) follows by taking the expectation on both sides. To prove (18), we demonstrate that the righthand side of (19) is sub-Weibull distributed. Since \( \xi_t \sim \text{sub-W}(\theta, \nu_t) \) for some \( \theta, \nu_t > 0 \), the right-hand side of (19) is dominated by a sub-Weibull distribution with parameters \( \theta, \nu_t \).
subW(θ, ν1), Proposition 2.1 implies that \( b_i(ϕ_i + η_iξ_i) \sim \text{subW}(θ, b_i(ϕ_i + η_iν_i)) \). By summing over \( i \), we obtain:

\[
\sum_{i=0}^{t} b_i(ϕ_i + η_iξ_i) \sim \text{subW}(θ, \sum_{i=0}^{t} b_i(ϕ_i + η_iν_i)).
\]

Thus, by letting \( ω_i := a_iε_i + \sum_{i=0}^{t} b_i(ϕ_i + η_iξ_i) \), we conclude that \( ω_i \sim \text{subW}(θ, ν_i) \), where \( ν_i := a_iε_i + \sum_{i=0}^{t} b_i(ϕ_i + η_iν_i) \). From Definition 1 we have

\[
P(∥ω_i∥ ≥ ε) ≤ 2 \exp\left(-\frac{θ}{2ε^2} \epsilon \eta_i \right) \eta_i^{2}.
\]

Now let \( δ ∈ (0, 1) \) be fixed and set it equal to the right-hand side of the above inequality. Solving for \( ε \) yields \( ε = \log^2(\frac{2}{θ}) \left( \frac{2}{θ} \right)^{θ} \nu_i \). Then, we have that \( ω_i \leq \left( \frac{2}{θ} \right)^{θ} \log^2(\frac{2}{θ}) \nu_i \), with probability 1−δ. Finally, (18) follows by substitution. □

The bound (17) generalizes the estimate in Theorem 3.3 by accounting for the gradient error. It is also worth pointing out that (17) and (18) have a similar structure; indeed, (18) differs only by a logarithmic factor and by the introduction of the tail parameters \( ν_i \) (which replaces the expectation term).

Remark 3: An alternative high probability bound can be obtained by using (17) and Markov’s inequality. For any \( δ ∈ (0, 1) \), then Markov’s inequality guarantees that:

\[
e_{i+1} \leq \frac{1}{δ} \left( a_iε_i + \sum_{i=0}^{t} b_i(ϕ_i + η_i ε_i) \right),
\]

with probability at least \( 1 − δ \). However, if we increase the confidence of the bound by allowing \( δ → 0 \), the right-hand side of (21) grows more rapidly than (18). □

Note that the bounds in Theorems 4.1 are valid for any \( t ∈ N \). The asymptotic behavior is noted in the next remark.

Remark 4: If (9) holds, then \( \limsup_{t→+∞} e_t \leq (1 − 1 − 1) − 1 \left( \frac{2}{δ} \right)^{θ} \log^2(\frac{2}{θ}) \nu_i \) almost surely, where \( 3 \) and \( ξ_i \) are upper bounds on the step size and \( E[ξ_i] \); the proof is omitted because of space limits, but follows arguments similar to [23]. □

B. Remarks on the error models

The class of sub-Weibull distributions allows one to consider variety of error models. For instance, it includes sub-Gaussian and sub-exponential as sub-cases by setting \( θ = 1/2 \) and \( θ = 1 \), respectively. We notice that a sub-Gaussian assumption was typically utilized in prior works on stochastic gradient descent; for example, the assumption \( E[\exp(ξ^2/σ^2)] ≤ e \) in [25] corresponds to sub-Gaussian tail behavior. However, recent works suggest that stochastic gradient descent may exhibit errors with tails that are heavier than a sub-Gaussian (see, e.g., [26]). To further elaborate on the flexibility offered by a sub-Weibull model, we provide the following additional examples.

Example 2: Suppose that each entry of the gradient error \( g_i(x_i) - ∇f_i(x_i, x_i) \) follows a distribution \( \text{subW}(θ, \nu) \), \( i = 1, . . . , d \) for given \( θ, \nu > 0 \). Then \( ∥ξ_i∥ \sim \text{subW}(θ, 2\sqrt{d}ν) \) [23]. □

Example 3: Suppose that an entry of the gradient error \( g_i(x_i) - ∇f_i(x_i, x_i) \) is Gaussian with variance \( σ_i^2 \); then, it is sub-Gaussian with sub-Gaussian norm \( C_ξ \), with \( C_ξ \) an absolute constant [20], and it is therefore a sub-Weibull subW(1/2, C_ξ′) with \( C_ξ′ \) an absolute constant. □

Example 4: Suppose that \( ξ_i \) is a random variable with mean \( µ_i := E[ξ_i] \), such that \( ξ_i ∈ [ς_1, ς_2] \) almost surely. Then \( ξ_i - µ_i \sim \text{subW}(1/2, (ς_2 - ς_1)/√2) \) [23]. □

V. APPLICATION TO ELECTRIC VEHICLE CHARGING

This section illustrates the use of the proposed algorithms in an application inspired from [3], where the operator of a fleet of electric vehicles (EVs) seeks to determine an optimal charging policy in order to minimize its charging costs. The region of interest is modeled as a graph \( G = (V, E) \), where each node in \( V \) represents a charging station (or a group thereof), and an edge \((i, j)\) in \( E \) allows vehicles to transfer from node \( i \) to \( j \). We assume that the graph is strongly connected, so that EVs can be redirected from one node to any other node. We let \( x_i \in R^n \) denote the energy requested by the fleet at node \( i \) \( ∈ V \). We assume that the net energy available is limited, and define the set \( C_i := \{ x ∈ R^d : \sum_{i ∈ V} x_i ≤ c_i \} \), for a given \( c_i ∈ R^n \). Given \( \{x_i\} \), the operator of the power grid strategically chooses a price per unit of energy so as to optimize its revenue from selling energy; we let \( z_i ∈ R^n \) denote the selected price in region \( i \), and we hypothesise that \( z_i ∼ N(μ_i, σ_i^2) \), \( μ_i, σ_i ∈ R^n \) as an example. We note that, although the grid operator can choose the price arbitrarily large to maximize its revenue, large prices may compel the fleet operator to withdraw its demand, thus motivating the use of a model where the mean grows linearly with the energy demand. Accordingly, we model the cost function of the EV operator as follows [3]:

\[
ℓ_i(x, z) = \sum_{i ∈ V} z_i x_i ∼ γ_i x_i + κ_i x_i^2,
\]

where \( γ_i, κ_i ∈ R^n \), models the charging aggressiveness of the fleet operator, and \( κ_i x_i^2 \) quantifies the satisfaction the fleet operator achieves from consuming one unit of energy. In this, the term \( γ_i x_i \) describes the charging cost at station \( i \), the quantity \( γ_i x_i \) quantifies the energy demand at the \( i \)-th station. Notice that, because the displacement of vehicles can change over time, we assume that the parameters \( γ_i \) and \( κ_i \) are time dependent. We note that: (i) because of the capacity constraint \( x_i ∈ C_i \), the decision variables \( x_i, i ∈ V \), are coupled, and (ii) although the optimization could be solved in a distributed fashion since (22) is separable, our focus is to solve it in a centralized way since the EV operator is unique.

We apply the proposed methods to a system of 10 homogeneous charging stations over 100 time steps with fixed net energy \( (c_i = 10) \). Namely, \( γ_i = 0.1/100|t - 50| + 1 \) and \( κ_i = 2 \) for \( i ∈ \{1, . . . , 10\} \). The charging cost distribution is informed by \( µ_i \) and \( σ_i \); in our case, \( µ_i \) is the time series data of CAISO real-time prices deposited in Fig 1 (taken from [27], the distributional maps are \( ε_τ \)-sensitive with \( ε_τ = µ_τ \). The sequence of performatively stable points are computed in closed form by solving the KKT equations.
For each experiment, we run OPGD and OSPGD with fixed step size $\eta_t = 0.3$ by drawing initial state $x_0$ uniformly from a sphere of radius 5. For OSPGD, we compute the mean tracking error for both greedy and lazy deployments. The mean tracking error for each is computed via Monte Carlo simulation using 1,000 realizations of the initial state.

In Fig. 2 we illustrate the tracking errors and corresponding upper bounds presented in Theorems 13 and 11. “True” (i.e., true gradient) refers to the OPGD, “greedy” to the OSPGD with $N_t = 1$, and “lazy” to the OSPGD with $N_t = 10$. We notice that the upper bound curve mimics the evolution of the tracking error; yet, in the instance of OSPGD the relationship is looser relative to the OPGD curves.

VI. CONCLUSIONS

This paper considered online gradient and stochastic gradient methods for tracking solutions of time-varying stochastic optimization problems with decision-dependent distributions. Under a distributional sensitivity assumption, we derived explicit error bounds for the two methods. In particular, we derived convergence in expectation and in high probability for the OSPGD by assuming that the error in the gradient follows a sub-Weibull distribution. To the best of our knowledge, our convergence results for online gradient methods are the first in the literature for time-varying stochastic optimization problems with decision-dependent distributions.
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Fig. 1. Time series data representing the price of energy in dollars per kilowatt hour (kWh). Each time step represents 5 minutes.

Fig. 2. Performance comparison of OPGD and OSPGD.