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Abstract—At present majority of research is on cluster analysis which is based on information retrieval from data that portrays the objects and their association among them. When there is a talk on good cluster formation, then selection of an optimal cluster core or center is the necessary criteria. This is because an inefficient center may result in unpredicted outcomes. Hence, a sincere attempt had been made to offer few suggestions for discovering the near optimal cluster centers. We have looked at few versatile approaches of data clustering like K-Means, TLBOC, FEKM, FECA and MCKM which differs in their initial center selection procedure. They have been implemented on diverse data sets and their inter and intra cluster formation efficiency were tested using different validity indices. The clustering accuracy was also conducted using Rand index criteria. The computational complexity was also conducted using Rand index criteria. All the algorithms computational complexity was analyzed and finally their computation time was also recorded. As expected, mostly FECA and to some extend FEKM and MCKM confers better clustering results as compared to K-Means and TLBOC as the former ones manages to obtain near optimal cluster centers. More specifically, the accuracy percentage of FECA is higher than the other techniques however, it’s computational complexity and running time is moderately higher.

Index Terms—Optimal Cluster Center, Performance index, Clustering Accuracy, K-Means, Modified Center K-Means and Far Efficient K-Means.

I. INTRODUCTION

During every facet of our day to day necessities it is frequently required to sagaciously manage data into their appropriate groups. This assists us to locate them from their relevant collection more rapidly. Consequently, the most significant thing that is required to be thought about is their accurate placing in their relevant groups. In order to attain a precise group with utmost accuracy, a group containing some data may perhaps be further splitted into minor subgroups. Thus, for tracing out any vital information from a subgroup, quite a few methods have been practiced, one of them is clustering [3, 20]. Clustering is carried out by means of the similarity criteria intended towards maximizing the similarity of objects inside a cluster and minimizing their similarity involving other clusters. Clustering categorizes the objects convincingly and obtains the unknown samples that may be present in the datasets [32]. As a result, the focus of today’s research revolve more or less on different clustering approaches with an effort towards – improving the structure and pattern of superior cluster conception [2, 29, 33], curtailing noise from data present in clusters [15, 34, 39], deciding near optimal number of centroids [21, 36] and initiating cluster as an approach in a variety of domains.

Another major issue of clustering relates to making a decision towards the selection of near optimal cluster centers [11, 13, 35, 37] to evade malicious clustering.
This is because, wrongly chosen centers can drag the data elsewhere and effects in bad cluster creation. The results initially expected will nowhere be closer the final consequences obtained. This may lead to the discovery of erroneous patterns form the group and will mislead the entire solution. This motivated us to work out on different approaches for obtaining near optimal centers.

In this paper, we have discussed few versatile approaches for determining the initial cluster centers, Far Efficient K-Means (FEKM) [9], TLBO means of clustering [7], and a suggested method Modified Center K-Means (MCKM). These methods may be a solution to the downsides of traditional K-Means algorithm where the initial centers are decided randomly. They were subsequently analyzed with Far Enhanced Clustering Algorithm (FECA) [6]. Once the desired clusters were formed by employing these techniques, it becomes imperative to determine how fine the groups are formed. For this reason several customary clustering validity indexes were used to test the inter-cluster and intra-cluster separations existing in a dataset [22]. The validity criterion includes Dunn’s index (DI), Davies-Bouldin’s index (DBI), Silhouette Coefficient (SC), C index and Calinski index (CI). The motive behind opting for a few validity measures is to get explicit cluster formation so that there are least possibilities of any biasness on the value of the selected methods. To obtain more accurate results with precise cluster formation, all the referred methods were tested on numerous datasets taken from UCI repository [10], which differ in their size, pattern, and characteristics.

Another consideration which has been used in this research is to determine the clustering accuracy. This is achieved by means of Rand index [30] which is a measure of the similarity between two data clustering. Subsequently, the time complexity or the computational complexity of each algorithm is analyzed and last but not the least, the actual time required for computing each algorithm is determined. All these parameters for evaluating an algorithm result in eliminating any possible chances of unfairness in selecting the effective clustering technique from the considered ones. As per our anticipation, the efficiency of clustering result by FECA is more acceptable than the other considered methods barring only its slightly additional computation time. But, this can be improved to a large extent by using multi-threading concept in our program.

The offerings of this paper are summarized as follows:

a) We explored on five approaches of data clustering algorithms with a sole intention for achieving near-optimal cluster centers. Thereafter, for each method, well organized cluster formation was obtained.

b) We described a way by which TLBO can be used as an optimization means for obtaining initial centers. The random selection of centers using K-Means was customized and near optimal centroids was obtained using FEKM and suggested MCKM. The FECA method uses FEKM for choosing initial centers but achieves the phase of sub-group formation faster.

c) Our evaluation of clustering effectiveness and accuracy were performed using few widely used indices. The computational complexity and execution time of individual methods were also determined for assessment. Ultimately, the pros and cons of each method were discussed. We have offered various ways by which improved clustering can be achieved on wide range of data sets.

The rest of this paper is organized as follows: Section II presents the resourceful works made by eminent researchers in this related domain. Section III offers the basics of cluster validation parameters and evaluation of accuracy of clustering results. The different clustering methods are subsequently discussed in Section IV. Simulation and results obtained are shown in Section V. At last, Section VI concludes the work giving some future enhancements that can be further carried out.

II. RELATED WORKS

Recurrent studies are conducted by academia, researchers and business society on the initiation of upcoming thoughts employed in improving the quality of clustering methods. A few ideas which are relatable to this work are presented which are also the significant motivating factors behind this research.

The limiting aspects of K-Means were examined in [27] and a different manner by which data can be assigned to separate clusters was suggested. The method presented lessens the execution time of K-Means. “Ref. [25]” reviewed a wide variety of clustering approaches with their applications and also discussed numerous proximity standards and validity criteria that decide the outcome of cluster formation. A customized K-Means which is able to perform precise clustering without assigning the cluster numbers initially was suggested by [31]. The technique can be effectively used to ellipse-shaped data cluster which is the key factor of the research.

In one of the innovative works, [11] suggested the concept of nearest neighbour pair for deciding the initial centers for K-Means algorithm. This method finds two adjacent neighbouring pairs that are mostly dissimilar to each other and located in different clusters. This is one of the several approaches which work towards the innovation of discovering the initial cluster centroids. A further advancement towards determining the near accurate initial centers and then assigning objects to clusters was proposed by [18] but, with a limitation that initial number of cluster has to be given as input. To eliminate the random initial cluster centers selection of K-Means algorithm, [13] proposed a model in which cohesion degree of the neighbourhood of a data and coupling degree among neighbourhoods of data are defined. This model is also accompanied by a new initialization method of choosing the centers.
A modified K-medoids means for clustering can be viewed from the literature presented by [14] for acquiring the initial medoids. A distance matrix is initially computed and used for obtaining new medoids at each step. From the experimentation conducted it was found that this technique gives better performance than classical K-means.

A population-based TLBO algorithm was suggested by [5] to resolve the problem of clustering. When compared with other techniques like SA, PSO, ACO and K-Means, result provide evidences that their method offers optimum value and small standard deviation as compared to the others. When clustering was achieved by means of fuzzy c-means approach, the determination of initial centre plays an important role in its final consequence. TLBO as suggested by [4] presents a solution to this issue. TLBO was initially used to determine the near-optimal cluster centers. Results show TLBO works efficiently in selecting the finest centers for c-means. An AutoTLBO method was suggested by [38] in which K-Means was applied to TLBO to find preferable number of clusters and its effectiveness. Results confirmed the efficiency of clustering for both artificial and standard data sets.

“Ref. [1]” proposed WFA_selection, a modified weight-based firefly selection algorithm for obtaining optimal clusters. This algorithm merges a group of selected clusters to produce clusters of better superiority. Result obtained shows this algorithm producing new compressed clusters as compared to few other approaches. In a recent work, [33] reviewed the classical DBSCAN algorithm, analyzed its limitations and proposed a method to overcome them. The proposed technique finds the maximum density level permitted inside each cluster and this allowed DBSCAN to assess clusters with different densities. When both methods were compared it was confirmed that the proposed one determines the actual cluster effectively.

III. CLUSTERING APPROACHES, VALIDATION AND ACCURACY

Cluster analysis has evolved as a general term for methods which are related to the problem: given a number of data points, the initial approach is how to determine the near optimal solution to obtain the required K number of cluster centers. And once the centroids are obtained the next procedure is how to select those data points which are nearest to the chosen centroids and are far away from the rest data points. Most research aims at finding some usual means for discovering the cluster centroids [11, 18, 13], while some intend towards framing and then assessing the sub-groups created [3, 20]. This article solely concentrates towards the development of few methods which suggest some efficient means of detection of initial centroids of a cluster and thereafter offers a means for effectively allowing the data points to form their sub-groups. The sub-groups are formed by minimizing an objective function which decides the “closeness” between the data points and the centroids. The clustering approach can be termed as a triplet (D, C, m) where D is a set of N data points to be grouped, D = {d_1, d_2, ..., d_N}, and C is the cluster groups formed till K numbers denoted by C = {c_1, c_2, ..., c_K}, where each cluster is a set of data points C_k = {d_{k1}, d_{k2}, ..., d_{km}} such that \sum n_k = N and n_k \geq 1 for k = 1, 2, ..., K. m is the method of selecting a particular C given the set D.

When cluster formation is the issue then, how soundly they are created is the talking point behind it. In one way, their assessment can be done by using the cluster validity indices. Cluster validation [14, 22] is a means for assessing the clustering outcome of an algorithm. The data items with analogous features are placed closer to each other in a sub-group and are far away from those present outside the sub-group. The validity measures determine the “goodness” of a cluster framed. A few ‘internal validity indices’ that have been used in this work are discussed below.

A. Dunn’s Index (DI)

DI [16] determines the density and well segregated clusters. It is equal to the minimum inter-cluster distance divided by maximum size of cluster.

Let, the cluster size C is denoted by \Delta, and distance between clusters i and j be \delta(C_i, C_j). Then DI is given by:

\[
DI = \frac{\min_{1 \leq i \leq m} \delta(C_i, C_j)}{\max_{1 \leq k \leq m} \Delta_k}
\]

Normally, a larger value of DI indicates the cluster is compact and is well-separated from other clusters.

B. Davies-Bouldin Index (DBI)

DBI [12] is an internal evaluation method which is the sum of ratio of within cluster distribution, to the between cluster separation. DBI is specified as:

\[
DBI = \frac{1}{N} \sum_{i=1}^{N} \max_{j \neq i} \left( \frac{S_i + S_j}{M_{i,j}} \right)
\]

where, N is the number of clusters, M_{i,j} is the separation between the \textbf{i}^{th} and the \textbf{j}^{th} clusters, and S_{i} is the within cluster distribution for cluster \textbf{i}.

A smaller value of DBI implies the better separation of clusters and the ‘compactness’ within the clusters.

C. Silhouette Coefficient (SC)

In SC [23], for any data point \textbf{d}, initially, the average distance from \textbf{d}, to all other data points belonging to its own cluster is determined, which is \textbf{a}. Then, the minimum average distance from \textbf{d}, to all other data points present in other clusters are determined, which is \textbf{b}. Finally, SC for a data point is given by:

\[
s = 1 - \frac{a}{b} \quad \text{if } a < b
\]

\[
0 \quad \text{if } a = b
\]

\[
b/a - 1 \quad \text{if } a > b
\]

The value of \textbf{s} ranges between 0 and 1. When \textbf{s} is
closer to 1, it is considered as “well classified”.

D. C Index

C index was proposed by [19] for determining the intra-cluster separation.

\[
C_{\text{index}} = \frac{S - S_{\text{min}}}{S_{\text{max}} - S_{\text{min}}}
\]  

(4)

where, \( S \) is the sum of distances of all pairs of data points present within a cluster, \( S_{\text{min}} \) is the sum of \( n \) smallest distance from all data pairs, \( S_{\text{max}} \) is the sum of \( n \) largest distance from all data pairs, and \( n \) is the number of those pairs. The C-index is bounded to the interval between [0, 1] and should be closer towards zero for superior result.

E. Calinski Index (CI)

CI [28] determines well framed clusters that evaluate ‘separation’ between-group sum of squares (BGSS), and ‘closeness’ within-group sum of squares (WGSS). If \( n \) is the number of data points and \( K \) is the number of clusters to be formed then, the variance ratio criterion, VRC is given by:

\[
\text{VRC} = \frac{\text{BGSS}}{\text{WGSS}} = \frac{n-k}{k-1} \left( 1 + \frac{n-k}{k-1} \left( \frac{\sum \text{WGSS}_i}{\sum \text{GGSS}_i} - 1 \right) \right)
\]  

(5)

where, \( a_k = a_1 / d^2 \), which is the weighted mean of the differences between the general and within-group mean squared distances. \( a_k \) closer to 1 suggests the creation of well formed cluster.

One method of evaluating the outcome of clustering algorithm is to assess how “well” they form these clusters once they execute. The “goodness” of a method can be said as the number of data points misclassified, and is calculated as a parameter of error percentage [30]. In data clustering approach three assumptions are made: first, each data point is unambiguously allocated to a particular cluster. Second, clusters are formed with those data points which they do not include, as by those data points which they include. Third, every data point has equal significance in the formation of clusters. From these above considerations it is clear that if the objects of a data-pair are placed together in a cluster in each of the two clustering, or if they are assigned to different clusters in both clustering, this indicates a similarity between the clustering.

Given \( N \) data points in a set \( D=[D_1, D_2, ..., D_N] \) and two clustering of them to compare \( C=[C_1, C_2, ..., C_K] \) and \( C'=[C'_1, C'_2, ..., C'_K] \), we define Rand index, \( R \) as:

\[
R = \frac{(a + b)}{(a + b + c + d)}
\]  

(6)

where, \( a \) is number of data pairs in \( D \) that are in the same subsets of both \( C \) and \( C' \), \( b \) is number of data pairs in \( D \) that are in different subsets of both \( C \) and \( C' \), \( c \) is number of data pairs in \( D \) that are in same subset of \( C \) and different subsets in \( C' \), \( d \) is number of data pairs in \( D \) that are in different subset of \( C \) and same subsets in \( C' \).

The value for Rand index is between 0 and 1, with 0 representing the two clustering do not agree on any pair of data points and 1 representing the data clustering are precisely identical.

IV. METHODS

The prime focus following this research is to explore few data clustering techniques. The aim is to work on several aspects for improving the major limitation of traditional K-Means approach where the initial centers were selected randomly. Few suggestions regarding this issue were earlier given by us and in this work we too suggest one more approach for it. The subsequent part of our research relates to an efficient way of creation of subgroups from a whole lot of data objects, and had earlier succeeded in this aspect.

Now, the intension is to make an assessment of all these methods by considering few parameters for comparison viz, validity indices for verifying the so called “goodness” of clustering outcome, determining the clustering “accuracy” of each methods by using Rand index, analyzing the time complexity of each algorithms, and finally computing the actual time each algorithm takes to converge. Here, the data clustering means that have been used in this work are discussed:

A. Method – I: K-Means

This is unsupervised, prototype-based, partitioned clustering [17] technique which locates a user-chosen number of clusters \( (K) \), which are represented by their cluster centers. Initially, \( K \) numbers of initial cluster centers, specified by the user are randomly selected. Each data point is allocated to its nearest center. The data points which are assigned to its closest centers form an independent cluster. The cluster center is then updated by taking the mean of the data present in it. This process of assigning the data to its nearby centers and then updating the cluster centers are repeated until the centers remain intact. Usually, for determining the notion “closest” or “nearest” some proximity measures like Euclidean distances are used.

The formal steps involved in the clustering process are given as follows:

1. Randomly select \( K \) data points as initial cluster centers
2. repeat
3. Assign each data point to a cluster that is nearest to any center.
4. Recompute the center of each cluster.
5. until centers no longer change.

When the initial centroids are chosen randomly, different runs of K-Means may produce different outcome. Selection of suitable initial centers is the significant step of traditional K-Means procedure because, the wrong centers selected can mislead the cluster formation which is the primary weakness of this algorithm. Similarly, there is a chance for empty clusters to be produced if no data points are allocated to a cluster.
during step (3).

The computational time of K-Means algorithm is essentially linear in the number of data present. The time complexity can be \( O(i * K * n * \alpha) \), where, \( i \) corresponds to the number of iterations, \( n \) is the number of data points and \( \alpha \) is the number of attributes of the data set. \( i \) value may be smaller more often as the majority of changes in the cluster formation happens in the initial iterations. K-Means performs efficiently if \( K \) is appreciably less than \( n \).

B. Method – II: Far Efficient K-Means (FEKM)

Keeping in view the limitations of K-Means, we came up with FEKM [9], for efficiently selecting the initial cluster centers. The pseudo-code for the technique is given as follows:

**Pseudo-code:**

| FEKM (data_set, k): |
|---------------------|
| Complexity |
| 1. //Determine two data points with max distance\( n^2 \) apart |
| for data_i in data_set: |
| for data_j in data_set: |
| dist = Eucl_dist (data_i, data_j) |
| 2. center[1], center[2] = max (dist) |
| //Grouping data nearest to center[1] and center[2] all convergence |
| i = 0 |
| 4. while (i < (0.5 * no_data / k)): //threshold |
| dist1 = Eucl_dist (center[1], data_set[i]) |
| dist2 = Eucl_dist (center[2], data_set[i]) |
| if (dist1 <= dist2): |
| add data_set[i] to cluster[1] |
| remove data_set[i] from data_set |
| else: |
| add data_set[i] to cluster[2] |
| remove data_set[i] from data_set |
| increment i |
| // end of while loop |
| 5. center[1] = mean (cluster[1]) |
| 6. center[2] = mean (cluster[2]) |
| //Selecting the remaining \((K-2)\) centers |
| i = 3 |
| 8. while (i <= k): |
| for each d_ind in range (0, i): |
| set j = 0 |
| for each data in data_set: |
| if d_ind = 0: |
| dist = Eucl_dist (center[d_ind], data) |
| add dist to min_list[ ] |
| else: |
| dist = Eucl_dist (center[d_ind], data) |
| if (min_list[j] > dist): |
| min_list[j] = dist |
| increment j |
| add max (min_list) to center |
| // end of while loop |
| 9. clusters = exec_kmean (data_set, k, center) |

Step (1) and (2) calculates the Euclidian measure among each pair of data points present in the data set and their furthest pair found is initialized as two cluster centers. Step (4) assigns the data to their nearest two clusters till a given threshold is reached. Once the data are assigned to their respective clusters, they are removed from the data set. This is a highlighting feature of this algorithm since these data are not considered for their subsequent formation of sub-groups and largely affects the computational efficiency of the algorithm. Step (5) and (6) are used to update the cluster centers. Step (8) which is the core of this algorithm is intended towards attaining the remaining \((K-2)\) centers by considering, \( max (min (\text{distance} \{(d_i, c_1), \{d_i, c_2\}))) \) condition. For the remaining \((K-2)\) centers, traditional K-Means is performed to assign the left over data points to their respective clusters. Experimentation performed of a variety of data sets shows that, FEKM is an efficient method of determining the initial cluster centers and effectively solves the limitations of selecting random centers as in K-Means.

In step 1, Euclidean distance of each data point from every other data point in the data set is computed making the loop run \( n^2 \) times. So its complexity is \( \Theta(n^2) \). From those \( n^2 \) distances the maximum is found to determine the farthest points making step 2 complexity \( \Theta(n^2) \). Step 5 and 6 are initialization of first two centers so their complexity is \( O(1) \). Then, remaining \((K-2)\) centers are computed in step 8, traversing through entire data set making the loop run \( n * (K - 2) \) times. As \( K \) is very small so the complexity is \( O(n) \). At last the traditional K-Means clustering is executed to cluster data using computed \( K \) centers, making step 9 complexities \( O(n) \).

Considering the computational factor, we can say, K-means meets its convergence slightly earlier than FEKM, which is the latter’s only weakness.

C. Method–III:Far Enhanced Clustering Algorithm (FECA)

FECA has been suggested by [6] with an intension towards enhancing the efficacy of FEKM [9] and ECM [8]. Without considering the limitations of the two methods, their fundamental concepts are considered in designing FECA. FEKM is used to decide the near optimal cluster centers and ECM is used for the subgroup formation. The steps for designing FECA are as follows:

**Pseudo-code:**

| FECA (data_set, k): |
|---------------------|
| Complexity |
| 1. center = FEKM (data_set, k) |
| 2. Assign each data to its nearby cluster centers. |
| 3. Construct two lists center_ref[ ] and dist_ref[ ] |
| //Creating center reference |
| i = 0 |
| 4. for data in data_set: |
| set i = 0 |
| for each c in cluster: |
| if data in c: |
| add i to center_ref |
| increment i |
Initially, the \( K \) distinct initial centers are computed using FEKM in step 1 with the computational complexity of \( \Theta (n^2) \). All the data points are assigned to their nearest centers, so the loop runs \((n - (0.5 \times (n/k)))\) times as \((0.5 \times (n/k))\) number of data points are removed from data set in FEKM. So, the complexity of the step 2 is \( O (n) \). Step 3 is a static declaration, so its complexity is \( O (1) \). In step 4 and step 6 center_ref and distance_ref are created by traversing through clusters which requires \( \Theta (n) \) time to compute. Cluster centers are recomputed by taking their mean in step 7 with complexity \( O (n) \). Then the clustering is done where the convergence criterion is check using indexes which makes the computation faster. So the complexity of step 8 is \( O (n) \). Therefore, the time complexity of FECA is \( \Theta (n^2) \).

D. Method – IV: TLBO Clustering (TLBOC)

The initial concept of TLBO was proposed by [24]. This population based optimization concept was used in data clustering [7]. The process was carried out using two stages:

1. Using TLBO for attaining the initial cluster centers.
2. Using enhanced clustering approach for performing clustering.

Phase I: Achieving near optimal centroids using TLBO:

To achieve the initial cluster centers, TLBO have been used as an optimization means and it is combined with ECM [8] to obtain the sub-groups. The \( K \) numbers of data points with minimum quantization error values as suggested by [26] are ideally selected as the initial cluster centers. The appropriate learners, considered as the quantization error is given as:

\[
J_e = \frac{\sum_{j=1}^{N_c} \sum_{\forall ZP \in C_{ij}} d(ZP, m_{ij})}{N_c}
\]  

where, \( N_c \) is no. of cluster centroid vector, \( m_{ij} \) is \( j^{th} \) cluster center vector of the \( i^{th} \) particle in cluster \( C_{ij} \), \( z_{ij} \) is \( p^{th} \) data vector and \( d(ZP, m_{ij}) \) is distance matrix to all \( C_{ij} \).

Phase II: Enhanced Clustering Method for Clustering:

Once the \( K \) optimized cluster centers are obtained from Phase I, this phase involves grouping the data points to their respective clusters using ECM. Once TLBO converges, the resulting vector found from the learner group with minimum quantization error is treated as initial cluster centroids. After that, every data is assigned to a centre nearer to it and indexes about its current cluster position along with its distance from its centre are stored in two separate matrices. The centers are again recalculated by taking their mean within a cluster. Within each subgroup the distance between every data point to its new center is computed. If new distance is less than the old distance then the data point continue to stay in that cluster. Or else, distance of that data point with other remaining cluster centers are calculated and is assigned to that cluster whose center is nearer to it. This process is repeated till convergence.

The TLBO used for determining the cluster centers has the time complexity of \( O (N \times D \times Gen_{max}) \), where \( N \) is the number of population, \( D \) is the number of dimensions, and \( Gen_{max} \) is the maximum number of generations. And enhanced clustering method used for the process of formation of \( K \) number of clusters has the time complexity \( O (n) \). Hence, the computational complexity of TLBOC is \( O (n) \).

E. Method – V: Modified Center K-Means (MCKM)

At first, the number of clusters \( K \) is assigned by user. The distance from all data points to the last data point is calculated. The computed distance values are stored in ascending order. The dataset is then distributed into \( K \) number of subgroups and the last data present in each subgroup forms their respective cluster centers. Then the mean data points are calculated and the new center is formed. This process is repeated till the stopping criterion is reached. The pseudo-code of this method is as follow:

Pseudo-code:

\[
\text{MCKM (data\_set, k)}:
\]

1. \text{set cent = [ ]}
2. //last element of data set is treated initial center
3. \text{cent.append (data\_set [0])}
4. //finding distance of all data from the last one
5. \text{set i = 0}
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4. for r in data_set:
    dist = Eucl_dist (cent[0], r)
    dist_list.append (dist)
    increment i
5. dist_list.sort() //sorting the data
   n*log(n)
   // dividing the sorted list into k equal halves
   s = split_list (dist_list, k)
   // finding remaining k-1 centers
   i
6. set i = 1
7. for i < k:
    cent.append ( mean(s[i])
   // Performing clustering using k-means till
   convergence
8. clusters= exec_kmean (data_set, k, cent)

Step 1, 2, and 3 are static initialization and declaration of variables with a complexity of $O(1)$. In step 4, a list storing distance of each data from the first element is computed causing a for loop run exactly ‘n’ times. So, it has a complexity of $\Theta(n)$. The data is sorted as per distance list using trim sort making step 5 complexity as $O \left( n \times \log(n) \right)$. Sorted data is divided in k equal parts for which the whole data set is traversed having a complexity of $\Theta(n)$ in step 6. Then in step 8, mean of the groups is computed to find the initial centers with complexity $\Theta(n)$. K-means algorithm is executed with a constrained cluster loop in step 9 for further clustering which executes till $O(n)$. Therefore, the complexity of MCKM algorithm is $O(n \times \log(n))$.

By using of all these above methods it is feasible to obtain the required subgroups of any dataset. Any number of clusters can be framed taking different values of $K$. The computational efficiency of all these methods is discussed. Now, these techniques are further evaluated for determining the clustering accuracy and goodness of the clusters created.

V. RESULTS AND DISCUSSION

We evaluated the results of K-Means, FEKM, TLBOC FECA and MCKM methods of clustering on versatile data sets [10]. The characteristics of the datasets used are given in Table 1.

| Datasets | No. of Attributes | No. of Classes | Instances present |
|----------|-------------------|----------------|-------------------|
| Iris     | 4                 | 3              | 150               |
| Wine     | 13                | 3              | 178               |
| Seed     | 7                 | 3              | 210               |
| Balance  | 4                 | 3              | 625               |
| Mushroom | 22                | 2              | 8124              |
| Abalone  | 8                 | 3              | 4177              |
| Glass    | 11                | 2              | 214               |
| TAE      | 5                 | 3              | 151               |

The datasets considered here varies in their characteristics, size, attributes, categories of belongingness and number of occurrences. If these diverse datasets are given as input to the clustering algorithms then the efficiency of the methods can be known. Iris dataset consists of three classes of flowers - setosa, virginica and versicolor and each class has 50 samples. The attributes of the flowers includes length and width of sepal and length and width of petals. Likewise, the dataset of Mushroom contains some hypothetical samples of 22 species belonging to Agaricus and Lepiota family. Each type is labeled as either edible or poisonous. Similarly, Seed dataset comprises of wheat kernels of three classes - Kama, Rosa and Canadian and each variety has 70 instances each. Balance dataset is for representing psychological experimental results. The attributes present in it are left weight, left distance, right weight, and right distance. All objects remain in three classes - scale tip to right, tip to left, or balanced. TAE contains teaching performance evaluation of 151 teaching assistants. The scores are separated into three categories of low, medium, and high which is the class variables.

The clustering outcomes of all algorithms are evaluated using the cluster validity indices viz, DI, DBI, SC, C index and Calinski. These validity measures assess the inter-cluster and intra-cluster distances among the objects of the subgroups. The number of clusters $K$ to be formed is initialized by the user. One more evaluation criteria conducted in this research is judging the clustering accuracy. For this reason, Rand index has been considered which measures the similarity between two data clustering. Consequently, the time complexity of each algorithm is analyzed to assess their computation speed and last but not the least, the actual time required for computing each algorithm is calculated.

From Table 2 it can be seen that, limiting the number of iterations to 20 and initially selecting $K = 3$ by the user, most of the validity indices for FECA method of clustering shows encouraging results for almost all datasets barring only a few. For DI, SC and Calinski Index, which are used for inter-cluster validation, a larger value generally closer to 1 indicates better cluster formation, it can be observed that almost all of their values are larger for FECA when compared with other clustering methods. Similarly, for DBI and C Index which are used for assessing the intra-cluster or within-cluster configuration, a smaller value usually closer to 0 signifies superior clustering, it can be noticed that most entries for FECA for different datasets are lesser than other considered approaches.

Again, to check whether FECA is the better technique and performs quality clustering we changed the stopping criteria and now limited the number of iterations to 10 and same $K = 3$, the result can be seen from Table 3. More or less the same consequences were obtained as achieved when the number of iterations was 20.

The effect of validity indices of all the discussed methods with number of iterations as 20 and $K = 3$ on different datasets is shown in Fig. 1(a) to Fig. 1(e) and those with number of iterations as 10 and $K = 3$ is shown in Fig. 2(a) to Fig. 2(e). Both the figures, Fig. 1 and 2 are the graphical view of the results obtained from Table 2.
and 3 respectively and show a comparative analysis of all the discussed methods when evaluated with different validity indices for versatile data sets.

Table 2. Assessment of K-MEANS, FEKM, MCKM, FECA and TLBOC by Taking into Consideration DI, DBI, SC, C INDEX and CI When Number of Iterations is 20 and $K = 3$

| Algorithm Used | K-Means | FEKM | MCKM | FECA | TLBOC |
|----------------|---------|------|------|------|-------|
| Datasets 1     |         |      |      |      |       |
| Dir             | 0.013   | 0.012 | 0.013 | 0.013 | 0.013 |
| Wine            | 0.022   | 0.022 | 0.022 | 0.022 | 0.022 |
| Abscissa        | 0.005   | 0.005 | 0.005 | 0.005 | 0.005 |
| Glass           | 0.004   | 0.004 | 0.004 | 0.004 | 0.004 |
| Mushroom        | 0.038   | 0.038 | 0.038 | 0.038 | 0.038 |
| Balance         | 0.059   | 0.059 | 0.059 | 0.059 | 0.059 |
| Toy             | 0.087   | 0.087 | 0.087 | 0.087 | 0.087 |

Table 3. Assessment of K-MEANS, FEKM, MCKM, FECA and TLBOC by Taking into Consideration DI, DBI, SC, C INDEX and CI When Number of Iterations is 10 and $K = 3$

| Algorithm Used | K-Means | FEKM | MCKM | FECA | TLBOC |
|----------------|---------|------|------|------|-------|
| Datasets 2     |         |      |      |      |       |
| Dir             | 0.023   | 0.023 | 0.023 | 0.023 | 0.023 |
| Wine            | 0.019   | 0.019 | 0.019 | 0.019 | 0.019 |
| Abscissa        | 0.005   | 0.005 | 0.005 | 0.005 | 0.005 |
| Glass           | 0.041   | 0.041 | 0.041 | 0.041 | 0.041 |
| Mushroom        | 0.07    | 0.07  | 0.07  | 0.07  | 0.07  |
| Balance         | 0.02    | 0.02  | 0.02  | 0.02  | 0.02  |
| Toy             | 0.001   | 0.001 | 0.001 | 0.001 | 0.001 |

(a) (b) (c) (d)
Experiments were also conducted with different iterations and number of clusters $K$, but only a few results are shown in this paper. The next parameter for evaluation of all discussed algorithm relates to the accuracy with which the clusters were created. This was evaluated by considering the well known Rand index criteria. As discussed earlier, the values obtained for Rand index normally stay within 0 and 1. Any value closer to 0 indicates that the two clustering do not agree on any pair of data points and, any value closer to 1 represents the data clustering are precisely identical. Table 4 illustrates the accuracy of subgroups formed by the help of different algorithms considered by limiting the number of iterations to 20 with $K=3$. It can be noticed that, a majority values of Rand index for FECA are nearer to 1 for most of the datasets than the other methods, only a few being the exclusions. Fig. 3 clarifies this fact. Similarly, Rand index was also computed for all techniques by limiting the number of iterations to 10 with $K=3$. This suggests that the accuracy percentage is more for FECA. Table 5 illustrates this fact and Fig. 4 shows the Rand index analysis of all the given methods.
not much time is spent on its initial center selection which is done randomly. TLBOC and MCKM running time is quite nearer to K-Means but, FECA and FEKM take a little more time to meet their convergence than K-Means since most of their computation time is spent while determining the near optimal centers. Nevertheless, once the centers are obtained the actual formation of subgroups is created faster. All algorithms were implemented in a system with 5th Gen Intel® core i3 Processor, with 1.90 Ghz. frequency and 4 GB RAM. The execution time of different algorithms on a variety of datasets keeping the constraints on the number of iterations to 20 and \( K = 3 \) is shown in Table 6. Its corresponding analysis is shown in Fig. 5. The execution time was also computed for different number of iterations which are not shown in this paper.

Table 6. Running Time (in Sec.) of K-MEANS, FEKM, TLBOC, MCKM and FECA When Number of Iterations is 20 and \( K = 3 \)

| Datasets     | K-Means | FEKM  | TLBOC | MCKM | FECA | TLBOC |
|--------------|---------|-------|-------|------|------|-------|
| Iris (K=3)   | 0.024   | 0.091 | 0.043 | 0.075| 0.036|       |
| Wine (K=3)   | 0.031   | 0.124 | 0.062 | 0.088| 0.049|       |
| Abalone (K=3)| 0.037   | 0.071 | 0.059 | 0.076| 0.051|       |
| Glass (K=3)  | 0.982   | 1.986 | 1.427 | 1.806| 1.294|       |
| Mushroom (K=2)| 1.643  | 2.509 | 1.955 | 2.414| 1.703|       |
| Seed (K=3)   | 0.035   | 1.221 | 0.071 | 1.005| 0.056|       |
| Balance (K=3)| 0.108   | 0.935 | 0.311 | 0.821| 0.282|       |
| TAE (K=3)    | 0.019   | 0.296 | 0.041 | 0.254| 0.021|       |

VI. OBSERVATION AND CONCLUSION

The assortment of initial centre selection plays a decisive role in the final formation of useful clusters as erroneous centroids may result in malicious clustering. In this research, an effort has been made to possibly present few approaches to decide the near optimal cluster centers. Quite a few suggested approaches viz, K-Means, FEKM, TLBOC, FECA and MCKM were analyzed considering their clustering effectiveness, correctness, complexity and actual execution time in seconds.

While analyzing all these parameters it was observed that, FEKM, TLBOC and MCKM provides different
approaches of discovering the initial centroids unlike the random method of selection practiced by K-Means. Even if the running time of MCKM is slightly more than that of traditional K-means and TLBOC however, its clustering accuracy is comparatively better and also presents an effective means of selection of initial cluster centers. Similarly, FEKA is another novel approach for choosing the initial centroids that overcomes the major downside of K-Means.

After discovering few innovative ways of obtaining the initial cluster centroids, the focus was on creation of efficient sub-groups. Thus, these methods were evaluated using various cluster validity indices like DI, DBI, Silhouette coefficient, C index and Caliﬁski index. Precisely, it was noticed that FECA is the better technique and performs quality clustering with different number of iterations and clusters. With Rand index parameter especially preferred for determining the accuracy of clusters created, it was noted that the percentage of accuracy for FECA is more as compared to the other methods for most of the datasets with different number of iterations. The only down side of FECA is its computation time which is to some extent more than K-Means, MCKM and TLBOC. This is because most of its execution time is spent on determining the near optimal initial centers but once it is done, it uses two reference lists to store the cluster index and distance index for performing the actual clustering which is completed in less time. That is the reason why FECA converges much earlier than FEKM when both use the same method for determining the initial centroids. However, the execution time of FECA can be reduced substantially by using multithreadding concepts in the program.

We have further thought of enhancing this work and apply the multithreading approach as mentioned to reduce its execution time of FECA. Once this is achieved this technique can be functional in several domains especially in digital image processing for discovering the significant regions of interest. It can be used in the agricultural sphere to enhance our farming in a smart manner.
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