**Parea**: multi-view ensemble clustering for cancer subtype discovery
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**Abstract**

Multi-view clustering methods are essential for the stratification of patients into sub-groups of similar molecular characteristics. In recent years, a wide range of methods has been developed for this purpose. However, due to the high diversity of cancer-related data, a single method may not perform sufficiently well in all cases. We present Parea\(_{hc}\), a multi-view hierarchical ensemble clustering approach for disease subtype discovery. We demonstrate its performance on several machine learning benchmark datasets. We apply and validate our methodology on real-world multi-view cancer patient data. Parea\(_{hc}\) outperforms the current state-of-the-art on six out of seven analysed cancer types. We have integrated the Parea\(_{hc}\) method into our developed Python package Pyrea (https://github.com/mdbloice/Pyrea), which enables the effortless and flexible design of ensemble workflows while incorporating a wide range of fusion and clustering algorithms.
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**I. INTRODUCTION**

Multi-view data contain information relevant for the identification of patterns or clusters that allow us to specify groups of subjects or objects. Our focus is on patients for which we have bio-medical and/or clinical observations describing patient characteristics obtained from various diagnostic procedures or produced by different molecular technologies [1]. The different types of subject characteristics constitute views related to these patients. Integrative clustering of these views facilitates the detection of patient groups, with the consequence of improved clinical diagnostic and treatment schemes.

Simple integration of single view clustering results is not appropriate for the diversity and complexity of available medical observations. Even state-of-the-art multi-view approaches have their limitations. Ensemble clustering has the potential to overcome some of them [2] [3]. For instance, while spectral clustering might be the optimal method for a specific image-based analysis, agglomerative clustering might be more appropriate for tabular data. This can be the case, where patient data reflect some hierarchical structure in a disease of interest and its subtypes [4]. Moreover, in real-world applications the data views originate from highly heterogeneous input sources. Thus, each view needs to be clustered with the best possible and most adequate strategy. Multi-view clustering methods are widely applied within the biomedical domain. Molecular data from different biological layers are retrieved for the same set of patients. The clusters inferred from these multi-omics observations facilitate the stratification of cancer patients into sub-groups, paving the way towards precision medicine.

Here, we present Parea, a generic and flexible methodology to build clustering ensembles of arbitrary complexity. To be precise, we introduce Parea\(_{hc}\), an ensemble method which performs hierarchical clustering and data fusion for disease subtype discovery. The name of our method is derived from the Greek word *Parea*, meaning a group of friends who gather to share experiences, values, and ideas.

*Corresponding author: Bastian Pfeifer (bastian.pfeifer@meduni.graz.at).
The manuscript is structured as follows: Section II formally describes the ensemble structures we have developed. Section III presents our multi-view hierarchical ensemble clustering approach for disease subtype detection. We discuss related work in Section IV and introduce the methods we used for benchmark comparisons. In Section V the results are presented and discussed. A brief introduction to the *Pyrea* Python package is given in Section VI. We conclude with Section VII.

II. GENERAL ENSEMBLE ARCHITECTURE

The following concept for multi-view ensemble clustering is proposed. Each view $V \in \mathbb{R}^{n \times p}$ is associated with a specific clustering method $c$, where $n$ is the number of samples and $p$ is the number of predictors, and in total we have $N$ data views. An ensemble, called $E$, can be modelled using a set of views $V$ and an associated fusion algorithm $f$.

\[
V \leftarrow \{ (V \in \mathbb{R}^{n \times p}, c) \} \quad (1)
\]

\[
E(V, f) \mapsto \tilde{V} \in \mathbb{R}^{p \times p} \quad (2)
\]

\[
V \leftarrow \{ (\tilde{V} \in \mathbb{R}^{p \times p}, c) \} \quad (3)
\]

From the above equations we can see that a specified ensemble $E$ creates a view $\tilde{V} \in \mathbb{R}^{p \times p}$ which again can be used to specify $V$, including an associated clustering algorithm $c$. With this concept it is possible to layer-wise stack views and ensembles into arbitrarily complex ensemble architectures. It should be noted, however, that the resulting view of a specified ensemble $E$ forms an affinity matrix of dimension $p \times p$, and thus only those clustering methods which are congruent with an affinity or a distance matrix for input are applicable.

III. PROPOSED ENSEMBLE APPROACH

The Parea$_{hc}$ ensemble approach comprises two different strategies: Parea$_{hc}^1$ is limited to the application of two selected hierarchical clustering methods. Parea$_{hc}^2$ allows for the hierarchical clustering methods in the data fusion process to be varied.

The two hierarchical clustering methods of Parea$_{hc}^1$ for multiple data views are $hc_1$ and $hc_2$. The resulting fused matrices $\tilde{V}$ are clustered again with the same methods and the results are combined to form a final consensus (see Figure I, panel (a)). A formal description of Parea$_{hc}^1$ is give by:

\[
V_1 \leftarrow \{ (V_1, hc_1), (V_2, hc_1), \ldots, (V_N, hc_1) \}, \quad V_2 \leftarrow \{ (V_1, hc_2), (V_2, hc_2), \ldots, (V_N, hc_2) \} \quad (4)
\]

\[
E_1(V_1, f) \mapsto \tilde{V}_1, \quad E_2(V_2, f) \mapsto \tilde{V}_2 \quad (5)
\]

\[
V_3 \leftarrow \{ (\tilde{V}_1, hc_1), (\tilde{V}_2, hc_2) \} \quad (6)
\]

\[
E_3(V_3, f) \mapsto \tilde{V}_3 \quad (7)
\]

The affinity matrix $\tilde{V}_3$ is then clustered with $hc_1$ and $hc_2$ from the first layer, and the consensus of the obtained clustering solutions constitute the final cluster assignments:

\[
V_4 \leftarrow \{ (\tilde{V}_3, hc_1), (\tilde{V}_3, hc_2) \} \quad (8)
\]
Given the proposed ensemble architecture, a genetic algorithm infers the optimal combination of $hc_1$ and $hc_2$ using the silhouette coefficient [5] as a fitness function. For the data fusion algorithm $f$, we utilize a method introduced in [6]. See Figure 1 for a graphical illustration of the described ensemble architecture.

In the Parea$^2_{hc}$ approach the views are clustered with up to $N$ different hierarchical clustering methods $hc_1, hc_2, \ldots, hc_N$, where $N$ is the number of data views. A formal description of the Parea$^2_{hc}$ is given by:

$$\mathcal{V}_1 \leftarrow \{(V_1, hc_1), (V_2, hc_2), \ldots, (V_N, hc_N)\}$$  \hspace{1cm} (10)

$$E_1(\mathcal{V}_1, f) \mapsto \tilde{\mathcal{V}}_1$$  \hspace{1cm} (11)

The affinity matrix $\tilde{\mathcal{V}}_1$ is then clustered with $hc_1$, $hc_2$, and $hc_3$. The consensus of the obtained clustering results are the final cluster assignments:

$$\mathcal{V}_2 \leftarrow \{\tilde{\mathcal{V}}_1, hc_1), \tilde{\mathcal{V}}_1, hc_2), \tilde{\mathcal{V}}_1, hc_3)\}$$  \hspace{1cm} (12)

$$\text{cons}(\mathcal{V}_2)$$  \hspace{1cm} (13)

The best combination of clustering methods ($hc_1$, $hc_2$, and $hc_3$) is again inferred by a genetic algorithm, where the silhouette coefficient [5] is deployed as a fitness function. We consider eight different hierarchical clustering methods, namely single-linkage and complete-linkage clustering [7], an unweighted pair-group method using arithmetic averages (UPGMA) [8], a weighted pair-group method using arithmetic averages (WPGMA) [8] clustering, a weighted pair-group method using centroids (WPGMC) [9], an unweighted pair-group method using centroids (UPGMC) [8] clustering, and clustering based on Ward’s minimum variance [10][11].

IV. ALTERNATIVE APPROACHES

A comparison with alternative approaches was conducted using a set of state-of-the-art multi-view clustering methods implemented within the Python package mvlearn [12]. Part of this set is a multi-view spectral clustering approach with and without the use of a co-training framework [13]. An additional method is based on multi-view $k$-means [14] clustering, plus an implementation of multi-view spherical $k$-means using the co-EM framework as described in [15].

For disease subtype detection we compared Parea$^2_{hc}$ with NEMO [16], SNF (Similar Network Fusion) [17], HCfused [6], and PINSplus [18]. SNF models the similarity between subjects or objects as a network and then fuses these networks via an interchanging diffusion process. Spectral clustering is applied to the fused network to infer the final cluster assignments. NEMO builds upon SNF, but provides solutions to partial data and implements a novel eigen-gap method [19] to infer the optimal number of clusters. The method implemented within PINSplus systematically adds noise to the data and infers the best number of clusters based on the stability against this noise. When the best $k$ (number of clusters) is detected, binary matrices are formulated reflecting the cluster solutions for each single-view contribution. A final agreement matrix is derived by counting the number of times two subjects or objects appear in the same cluster. This agreement matrix is then used for a standard clustering method, such as $k$-means.

HCfused is a hierarchical clustering and data fusion algorithm. It is based on bottom-up agglomerative clustering to create a fused affinity matrix. At each step two clusters are merged within the view that provides the minimal distance between these clusters. The number of times two samples appear in the same cluster is reflected by a co-association matrix. The final cluster assignments are obtained from hierarchical clustering based on Ward’s minimum variance [10][11].
Fig. 1: (a) The Pareal$_1$ ensemble architecture. The views are organised in two ensembles. Each ensemble is associated with a specific clustering method. (b) The Pareal$_2$ ensemble architecture. The views can be clustered using different hierarchical clustering techniques.
V. RESULTS AND DISCUSSION

Evaluation on machine learning benchmark data sets

We tested Parea\textsubscript{hc} on the IRIS data set available from the UCI Machine Learning Repository\cite{1}. It contains three classes of 50 instances each, where each class refers to a type of iris plant. We compared the results of the ensemble with each of the possible ensemble members, and also compared the outcomes with a consensus approach, where the cluster solutions of all single algorithms were combined. The data pool was sampled 50 times and the clustering methods were applied on each iteration. The number of clusters $k$ was set to three corresponding to the ground truth. These sanity checks revealed superior results for the Parea\textsubscript{1}hc ensemble method compared to a simple consensus approach, as judged by the Adjusted Rand Index (ARI) (see Figure 2). We could further observe that the underlying genetic algorithm infers ward.D and ward.D2 as the best performing method combination (Figure 2 panel (b)).

In an additional investigation, we evaluated the accuracy of the discussed methods on the nutrimouse data set \cite{20}. The data set originates from a nutrigenomic study of the mouse in which the effects of five regimens with contrasted fatty acid compositions on liver lipids and hepatic gene expression in mice were considered. Two views were acquired from forty mice. First, gene expressions of 120 genes were measured in liver cells, as potentially relevant for the nutrition study. Second, lipid concentrations of 21 hepatic fatty acids were measured by gas chromatography.

For the nutrimouse data set Parea\textsubscript{2}hc performs better than Parea\textsubscript{1}hc (see Figure 3 panel (a)). This observation suggests that higher accuracy can be achieved when the views are analysed with disjoint clustering strategies. Parea\textsubscript{2}hc performs best when the median NMI (Normalised Mutual Information) is used as a metric. However, at the same time we observed higher variance for the Parea ensembles compared to multi-view spectral clustering. It is worth noting that the alternative spectral-based approaches from the mvlearn Python package performed as well as Parea\textsubscript{1}hc.

Last, we further studied Parea’s performance on the one-hundred plant species leaves multi-view data set, available from the UCI Machine Learning Repository\cite{2}. For each feature, a 64 element vector is observed per leaf sample. These vectors form contiguous descriptors for shape as well as texture and margin. In contrast to the IRIS data set it is composed of multiple views. As can be seen in Figure 3, Parea\textsubscript{1}hc and Parea\textsubscript{2}hc compete well with the spectral-based approaches. Multi-view $k$-means clustering does not capture the ground truth class distribution (see Figure 3 panel (b)).

Multi-omics clustering for disease subtype discovery

We applied the aforementioned ensemble methods to patient data of seven different cancer types, namely glioblastoma multiforme (GBM), kidney renal clear cell carcinoma (KIRC), liver hepatocellular carcinoma (LIHC), skin cutaneous melanoma (SKCM), ovarian serous cystadenocarcinoma (OV), sarcoma (SARC), and acute myeloid leukemia (AML), aiming at the externally known survival outcome. The Parea\textsubscript{hc} ensemble approach was studied on multi-omics data, including gene expression data (mRNA), DNA methylation, and micro-RNAs. The obtained results were compared with the alternative approaches SNF, NEMO, PINSplus, and HCfused. All data were retrieved from the ACGT lab at Tel Aviv University\cite{3}, which makes available a data repository recently proposed as a convenient benchmark for multi-omics clustering approaches \cite{21}. The data were pre-processed as follows: patients and features with more than 20% missing values were removed and the remaining missing values were imputed with $k$-nearest neighbor imputation. In the methylation data, we selected those 5000 features with maximal variance in each data set. All features were then normalised to have mean zero and standard deviation one.

\begin{footnotesize} 
1See https://archive.ics.uci.edu/ml/datasets/iris
2See https://archive.ics.uci.edu/ml/datasets/One-hundred+plant+species+leaves+data+set
3See http://acgt.cs.tau.ac.il/multi_omic_benchmark/download.html
\end{footnotesize}
Fig. 2: (a) Parea$_{hc}$ versus each of the available ensemble methods executed on the single-view IRIS data set. (b) The pairwise Parea$_{hc}$ ensembles inferred by the genetic algorithm for clustering the IRIS data set.

Fig. 3: Parea$_{hc}$ versus a set of state-of-the-art multi-view methods implemented within the mvlearn package [12]. (a) The multi-view nutrimouse data set. (b) The multi-view 100 leaves data set.
The resulting multi-omics views were then clustered with the discussed multi-view clustering approaches. It is important to mention that the cancer patients were exclusively analysed based on their genomic footprints. The survival statuses and times of all patients were retrieved to validate the quality of the inferred patient clusters. Here, a well performing clustering method is determined by its capability to separate patients into groups with similar event statuses in terms of survival. To this end we randomly sampled 100 patients 30 times from the data pool and performed the Cox log-rank test, which is an inferential procedure for the comparison of event time distributions among independent (i.e. clustered) patient groups.

In the case of Parea_{hc}, the optimal number of clusters was determined by the silhouette coefficient. We set the number of HCfused fusion iterations to 30. The maximum possible number of clusters was fixed to 10. The obtained Cox log-rank p-values (α = 0.05 significance level) are displayed in Figure 4 and Table I. Our Parea_{hc} ensembles outperformed the alternative approaches in six out of seven cases. SKCM is the only cancer type for which HCfused achieved better results. Notably, spectral-based clustering (see NEMO [16] and SNF [17]) does not perform as well as with the benchmark machine learning data sets. We further learned that Parea_{hc}^1 is more accurate than Parea_{hc}^2 (Figure 4, Table I).

| Cancer type | Sample size | SNF | PINplus | NEMO | HCfused | Parea_{hc}^1 | Parea_{hc}^2 |
|-------------|-------------|-----|---------|------|---------|--------------|--------------|
| GBM         | 538         | 0.1304 | 0.2223 | 0.0347 | 0.0997 | 0.0447 | 0.0347 |
| KIRC        | 606         | 0.3962 | 0.4005 | 0.3464 | 0.0581 | 0.0137 | 0.0400 |
| LIHC        | 423         | 0.5357 | 0.6731 | 0.4354 | 0.2062 | 0.0334 | 0.0436 |
| SKCM        | 473         | 0.5153 | 0.3956 | 0.4565 | 0.0699 | 0.1677 | 0.1629 |
| OV          | 307         | 0.4042 | 0.5300 | 0.3593 | 0.2594 | 0.1685 | 0.2870 |
| SARC        | 265         | 0.1622 | 0.2024 | 0.0979 | 0.0408 | 0.0076 | 0.0109 |
| AML         | 173         | 0.0604 | 0.1973 | 0.0440 | 0.1148 | 0.0167 | 0.0502 |

Display of the median Cox log-rank p-values. Significant results (α = 0.05) are highlighted in bold.

VI. PYREA SOFTWARE LIBRARY

Pyrea is a software framework which allows for flexible ensembles to be built, layer-wise, using a variety of clustering algorithms and fusion techniques. It can be used to implement the ensemble methods discussed throughout this paper and any other custom ensemble structure that users may wish to create. It is made available as a Python package, which can be installed via the pip package manager. See the project’s GitHub repository under https://github.com/mdbloice/Pyrea for source code and usage examples, such as how to implement some of the ensembles mentioned above. Comprehensive documentation is available under https://pyrea.readthedocs.io. Pyrea is MIT licensed, and available for Windows, macOS, and Linux.

VII. CONCLUSION

We have presented Parea_{hc}, an ensemble approach for multi-view hierarchical clustering for cancer subtype discovery. We could show that Parea_{hc} competes well with current state-of-the-art multi-view clustering techniques, on classical machine learning data sets as well as for real-world multi-omics cancer patient data. The proposed methodology for building ensembles is highly versatile and allows for ensembles to be stacked layer-wise. Additionally, the Parea ensemble strategy is not limited to a specific clustering technique. Within our developed Python package Pyrea, we enable flexible ensemble building, while providing a wide-range of clustering algorithms, data fusion techniques, and metrics to infer the best number of clusters.
Fig. 4: $Parea_{hc}$ in comparison with the alternative approaches SNF, NEMO, PINSplus, and HCfused. Colored bars represent the method-specific median Cox log-rank $p$-values for the seven different cancer types. The vertical line refers to $\alpha = 0.05$ significance level.
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