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Abstract

We study online routing algorithms on the $\Theta_6$-graph and the half-$\Theta_6$-graph (which is equivalent to a variant of the Delaunay triangulation). Given a source vertex $s$ and a target vertex $t$ in the $\Theta_6$-graph (resp. half-$\Theta_6$-graph), there exists a deterministic online routing algorithm that finds a path from $s$ to $t$ whose length is at most $2\|st\|$ (resp. $2.89\|st\|$) which is optimal in the worst case [Bose et al., SIAM J. on Computing, 44(6)]. We propose alternative, slightly simpler routing algorithms that are optimal in the worst case and for which we provide an analysis of the average routing ratio for the $\Theta_6$-graph and half-$\Theta_6$-graph defined on a Poisson point process.

1 Introduction

The half-$\Theta_6$-graph or TD-Delaunay (Triangular-Distance Delaunay [1]) is the Delaunay triangulation for the convex metric whose disk has the shape of an equilateral triangle. The $\Theta_6$-graph gathers the two half-$\Theta_6$-graphs corresponding to two symmetric equilateral triangles. Given such a graph, one may be interested in its spanning ratio, that is the worse ratio between the length of a shortest path in the graph and the Euclidean length [6, 12], algorithms to compute paths [11, 10, 9, 8] knowing the whole graph, or routing algorithms that uses only local knowledge of the graph [5].

This paper has two main contributions. The first contribution consists of the design of two new algorithms for routing in the half-$\Theta_6$-graph in the so called negative-routing case. Our new routing algorithms come in two flavors: one is memoryless and the other uses a constant amount of memory. These new negative-routing algorithms have a worst-case optimal routing ratio but are simpler and more amenable to probabilistic analysis than the known optimal routing algorithm [4]. We also provide a new point of view on routing [4] in the half-$\Theta_6$-graph in the positive-routing case.

The second contribution is the analysis of the two new negative-routing algorithms and of the positive-routing algorithm in a random setting, namely when the vertex set of the $\Theta_6$-graph and half-$\Theta_6$-graph is a point set that comes from an infinite Poisson point process $X$ of intensity $\lambda$. The analysis is asymptotic with $\lambda$ going to infinity, and gives the expected length of the shortest path between two fixed points $s$ and $t$ at distance one. Our results depend on the position of $t$ with respect to $s$. We express our results both by taking the worst position for $t$ and by averaging over all possible positions for $t$.

* This work has been supported by INRIA Associated team TRIP, NSERC and ANR Aspag (ANR-17-CE40-0017). Full version: [3]
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Let a cone be the region in the plane between two rays originating from the same point, referred to as the apex of the cone. The $\Theta_6$-graph is formally defined as follows. For each point $p$, we split the plane around $p$ into six cones defined by rays emanating from $p$ making an angle of $0, \frac{\pi}{3}, \frac{2\pi}{3}, \pi, \frac{4\pi}{3}$, and $\frac{5\pi}{3}$ with the horizontal axis. The cone whose bisector is an upward vertical ray emanating from $p$ is labeled $C^p_0$, and $C^p_1 \ldots C^p_5$ are labeled in counterclockwise order. Given two vertices $p$ and $q$ with $q$ in $C^p_i$, define the canonical triangle $T_{pq}$ to be the equilateral triangle formed by the intersection of $C^p_i$ and the half-plane that contains $p$, has $q$ on its boundary, and whose boundary is a line perpendicular to the bisector of $C^p_i$. We call a canonical triangle $T_{pq}$ even if $q$ is in $C^p_i$ for even $i$ and odd otherwise. An edge exists in the $\Theta_6$-graph between two vertices $p$ and $q$ if $T_{pq}$ is empty. The half-$\Theta_6$-graph uses the same rays to define the cone boundaries except only half the cones are used to define edges, namely only the even cones or only the odd cones. The even half-$\Theta_6$-graph is defined using the neighbors of $p$ in cones $C^p_0, C^p_2, \text{and } C^p_4$ (Fig. 2 illustrates an even half-$\Theta_6$-graph). The even (resp. odd) cones in the even half-$\Theta_6$-graph are called positive (resp. negative) and symmetrically for the odd half-$\Theta_6$-graph.

To route from a vertex $s$ to a vertex $t$, a simple naive routing algorithm in $\Theta_6$-graph consists of choosing as successor for $s$ the one in the cone $C^s_i$ containing $t$ and then to iterate. This procedure always terminates but may have an unbounded routing-ratio (Fig. 1).

For the even half-$\Theta_6$-graph Chew [7] provides a routing algorithm with a routing ratio of 2 when $t$ is in a cone $C^s_i$ with $i$ even. As a consequence, the stretch ratio of the half-$\Theta_6$-graph is 2 using the routing from $t$ to $s$ when $i$ is odd. Bose et al. [4] address the routing problem with $i$ odd and provide an algorithm with routing ratio $\frac{4}{\sqrt{3}} \simeq 2.357$ which is optimal for any constant-memory online routing algorithm [4]. Bonichon and Marckert [2] analyze the naive $\Theta_6$-routing for Poisson distributed point sets.

Two Basic Routing Building Blocks on the Half-$\Theta_6$-graph

We introduce forward routing and side routing two routing modes on the half-$\Theta_6$-graph which serve as building blocks for our routing algorithms that have optimal worst-case behaviour. We consider the even half-$\Theta_6$-graph and for ease of reference, we color the cones $C_0, C_2$ and $C_4$ blue, red, and green respectively.
### 3.1 Forward-Routing Phase

Forward-routing consists of only following edges defined by a specific type of cone (i.e., a cone with the same color) until some specified stopping condition is met. For example, suppose the specific cone selected for forward routing is the blue cone. Thus, when forward-routing is invoked at a vertex $x$, the edge followed is $xy$ where $y$ is the vertex adjacent to $x$ in $x$’s blue cone. If the stopping condition is not met at $y$, then the next edge followed is $yz$ where $z$ is the vertex adjacent to $y$ in $y$’s blue cone. This process continues until a specified stopping condition is met. A path produced by forward routing consists of edges of the same color since edges are selected from one specific cone as illustrated in Fig. 2.

▶ **Lemma 3.1.** Suppose that forward-routing is invoked at a vertex $s$ and ends at a vertex $t$. The length of the path from $s$ to $t$ produced by forward-routing is at most the length of one side of the canonical triangle $T_{st}$ which is $\frac{2}{\sqrt{3}}$ times the length of the orthogonal projection of $st$ onto the bisector of $C_0$.

**Proof.** This result follows from the fact that each edge along the path makes a maximum angle of $\frac{\pi}{6}$ with the cone bisector and the path is monotone in the direction of this bisector. 

### 3.2 Side-Routing Phase in the Half-$\Theta_6$-graph

The side-routing phase is defined on the half-$\Theta_6$-graph by using the fact that it is the TD-Delaunay triangulation, and thus planar. Consider a line $\ell$ parallel to one of the cone sides. W.l.o.g., we will assume $\ell$ is horizontal. We call the side of the line that bounds even cones the positive side of $\ell$. (For a horizontal line, the positive side is below $\ell$, for the lines with slopes $-\sqrt{3}$ and $\sqrt{3}$, respectively, the positive side is above the line.) Let $s$ and $t$ be two
vertices below $\ell$ and $\Delta_1, \Delta_2, \ldots \Delta_j$ be an ordered sequence of consecutive triangles of the TD-Delaunay triangulation intersecting $\ell$ such that $s$ is the bottom-left vertex of $\Delta_1$, and $t$ is the bottom-right vertex of $\Delta_j$. Note that $B$ is a path in the half-$\Theta_6$-graph. Side-routing invoked at vertex $s$ along $\ell$ stopping at $t$ consists of walking from $s$ to $t$ along $B$ (Fig. 3 for an example).

Lemma 3.2. Side-routing on the positive side of a line $\ell$ parallel to a cone boundary invoked at a vertex $s$ and stopped at a vertex $t$ in the half-$\Theta_6$-graph results in a path whose length is bounded by twice the length of the orthogonal projection of $st$ on $\ell$. This path only uses edges of two colors and all vertices of the path have their successor of the third color on the other side of $\ell$.

Proof. W.l.o.g., assume $\ell$ is horizontal and the positive side is below $\ell$. Consider the triangles $\Delta_i, 1 \leq i \leq j$ as defined above. The empty equilateral triangle $\nabla_i$ circumscribing $\Delta_i$ has a vertex of $\Delta_i$ on each of its side by construction ($\nabla_i$ are shown in grey in Fig. 3). If $\Delta_i$ has an edge of the path (i.e., below $\ell$) then the vertex on the horizontal side of $\nabla_i$ is above the line while the two others are below. Thus, such an edge of the path goes from the left to the right side of $\nabla_i$. Based on the slopes of the edges of $\nabla_i$, we have the following:

- $a$– Each edge on the path has a length smaller than twice its horizontal projection. Therefore, summing the lengths of all the projections of the edges gives the claimed bound on the length.
- $b$– If the slope is negative (resp. positive), the path edge is green (resp. red).
- $c$– The blue successor of a vertex $u$ on the lower sides of $\nabla_i$ is above $\ell$ since the part of $C_{u}^s$ below $\ell$ is inside $\nabla_i$ and thus contains no other points. Blue edges are not on the path. ▶

3.3 Positive routing in the Half-$\Theta_6$-graph (and the $\Theta_6$-graph)

If $t$ is in a positive cone of $s$, Bose et al. [4] (similar to Chew’s algorithm) proposed a routing algorithm in the half-$\Theta_6$-graph which they called positive routing. This algorithm can be rephrased in two phases: a forward-routing phase and a side-routing phase. The forward-routing phase is invoked with source $s$ and destination $t$. It produces a path from $s$ to the first vertex $u$ outside the negative cone of $t$ that contains $s$. The side-routing phase is invoked with source $u$ and destination $t$ and finds a path along the boundary of this negative cone. (Fig. 4-left). The stretch of such a path is proven to be smaller than 2 [4]

4 Alternative Negative Routing Algorithms in the Half-$\Theta_6$-graph

In this section, we outline two alternatives to the negative routing algorithm described by Bose et al. [4]. Our algorithms are a little simpler to describe, have the same worst-case routing ratio, and are easier to analyze in the random setting. The lower bound of $\frac{5}{\sqrt{3}} \approx 2.89$ [4] applies to our alternative negative routing algorithms.

4.1 Memoryless Routing

Case 1. If $t$ is in the positive cone $C_{i}^s$, take one step of forward-routing towards $t$

Case 2. If $t$ is in the negative cone $C_{i}^s$ and the successor $u$ of $s$ in $C_{i-1}^s$ is outside $T_{ts}$ (red triangle empty in Fig. 4-right), take one step of side-routing along the side of $T_{ts}$ crossed by $su$.

Case 3. If $t$ is in the negative cone $C_{i}^s$ and the successor $u$ of $s$ in $C_{i+1}^s$ is outside $T_{ts}$ (green triangle empty in Fig. 4-right), take one step of side-routing along the side of $T_{ts}$ crossed by $su$. 
The zigzag boundary of the grey empty triangles bound the length of the path, and has the same size as lower boundary of the big yellow triangle between $s$ and $t$.

This size is twice $\|s't'\|$. 

Figure 3 A side path below the horizontal line $\ell$. 

**Case 4.** If $t$ is in the negative cone $C^s_i$ and both successors of $s$ in $C^s_{i-1}$ and $C^s_{i+1}$ are inside $T_{ts}$ (green and red triangle non empty in Fig. 4-right), take one step of forward-routing in the direction of the side of $T_{ts}$ incident to $t$ closest to $s$ (go to the green successor of $s$ in Fig. 4-right).

Beyond the presentation, our strategy differs from the one of Bose et al. in Case 4 where Bose et al. follows a blue edge if one exists. We remark that, when we reach Case 3, we enter a side-routing phase that will continue until $t$ is reached since a side-routing step ensures that at the next iteration side-routing will also be applicable. The same argument holds in Case 2, unless we reach a point $s$ with both successors outside $T_{ts}$ in which case we follow the other side of $T_{ts}$. To summarize, if $t$ is in a positive cone of $s$, this routing algorithm will produce the path described at Section 3.3. If $t$ is in a negative cone of $s$ we use a forward phase in the green triangle, until we reach a vertex $u$ whose edge in the green triangle intersects $T_{ts}$ (recall that we assume that the green triangle is the smaller one). At this point, we invoke side-routing from $u$ to $t$ along the boundary of $T_{ts}$.

▶ **Lemma 4.1.** Memoryless negative routing has a worst-case routing ratio of $\frac{5\sqrt{3}}{8} \approx 2.89$.

**Proof.** Assume w.l.o.g. $s \in C^s_0$. Referring to Fig. 5-left, let $w$ be the upper right vertex of $T_{ts}$, $v$ be the orthogonal projection of $u$ on $tw$ and $x$ its projection parallel to $tw$ on $sw$. By Lemma 3.1, the path from $s$ to $u$ has length bounded by $\|sx\|$ and by Lemma 3.2, the path from $u$ to $t$ has length bounded by $2\|vt\|$. Combining the two paths, the length is bounded by $\|sx\| + 2\|vt\| \leq \|sw\| + 2\|wt\|$. Thus the stretch is smaller than $\frac{\|sw\| + 2\|wt\|}{\|sx\|}$. 

"EuroCG'20"
Defining $\xi = \frac{\|wt\|}{\|sw\|}$ the stretch can be expressed as a function $\xi \sim \frac{2+\xi}{\sqrt{3+2(\xi - \frac{1}{2})}}$. It attains its maximum value of $\frac{5}{\sqrt{3}}$ when $\xi = \frac{1}{2}$ corresponding to $s$ and $t$ lie on a vertical line.

4.2 Constant-Memory Negative Routing

We propose a second negative routing algorithm that has the same worst-case routing ratio, but we will prove that it has a better average routing ratio. However, it is no longer memoryless since it needs to remember the coordinates of one vertex, namely the source of the path. Let $x''$ be the intersection between $T_{ts}$ and $T_{st}$ closest to $s$. (Fig. 5-right).

The idea is to use side-routing from $s$ along $sx''$ and, just before exiting the green triangle, apply side-routing along $x''t$. This routing algorithm is identical to the one in the previous subsection, except that we replace Case 4 with the following, where $u$ is the current vertex and $s$ is the origin of the path whose coordinates are kept in memory:

Case 4' If $t$ is in the negative cone $C^u_t$ and both successors of $u$ in $C^u_{t-1}$ and $C^u_{t+1}$ are inside $T_{tu}$ (green and red triangle non empty): take one step of side-routing along the line $sx''$. 

Figure 4 Positive and negative routing schemes [4].

Figure 5 For Lemmas 4.1 and 4.2
Lemma 4.2. Constant-memory negative routing has a worst-case routing ratio of \( \frac{5}{\sqrt{3}} \approx 2.89 \).

Proof. Assume w.l.o.g. \( s \in C_0^t \). Referring to the Fig. 5-right, let \( x' \) and \( x \) be the horizontal and orthogonal projections of \( u \) on \( T_{st} \), respectively, and \( v' \) and \( v \) be the horizontal and orthogonal projections of \( u \) on \( T_{ts} \), respectively. By Lemma 3.2, the path from \( s \) to \( u \) has length bounded by \( 2\|sx\| \) and by Lemma 3.2 again, the path from \( u \) to \( t \) has length bounded by \( 2\|vt\| \). Combining the two paths the length is bounded by \( 2\|sx\| + 2\|vt\| \leq 2\|sx'\| + 2\|x'x\| + 2\|v't\| = 2\|wt\| + 2\|xx'\| \). Since \( x \) is the orthogonal projection of \( u \) on the side \( x'x'' \) of the equilateral triangle \( x'x''v' \), \( \|xx'\| \) is smaller than the half side of the triangle \( x'x''v' \) and we get a bound on the length of \( 2\|wt\| + 2\|xx'\| \leq 2\|wt\| + \|sw\| \). \( \diamondsuit \)

5 Probabilistic Analysis

Theorem 5.1. Let \( X \) be a Poisson point process of intensity \( \lambda \), \( s \) and \( t \) two points at unit distance and \( \phi \) the angle of \( st \) with the horizontal axis. The the limits of the expected routing ratios of the different routing algorithms on the half-\( \Theta_6 \)-graph defined on \( X \cup \{s, t\} \), as \( \lambda \) tends to \( \infty \) are given in the following table and graph (with \( \tau_1 := \frac{1}{4\sqrt{3}}(3\ln 3 + 4) \)):

| Routing                  | \( \mathbb{E} \) [Routing ratio] (\( \phi \)) | max_{\( s, t \)} \mathbb{E} [Routing ratio] | \( \mathbb{E}_{s,t}[\mathbb{E} \) [Routing ratio]] |
|--------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| Positive routing         | \( \tau_1 (\sin \phi + \frac{1}{\sqrt{3}} \cos \phi) \) | \( \frac{2}{\sqrt{3}} \tau_1 \approx 1.2160 \) | \( \frac{2\sqrt{3}}{3} \tau_1 \approx 1.612 \) |
| Constant-memory          | \( \frac{3}{2} \tau_1 \sin \phi \)          | \( \frac{3}{2} \tau_1 \approx 1.4041 \)     | \( \frac{3}{2} \tau_1 \approx 1.3408 \)     |
| Memoryless               | \( \tau_1 (\frac{3}{2} \sin \phi - \frac{\sqrt{3}}{6} \cos \phi) \) | \( \frac{3}{2} \tau_1 \approx 1.5800 \)     | \( \frac{3}{2} \tau_1 \approx 1.4306 \)     |

proof. See full paper [3]
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