Crystalline geometries from fermionic vortex lattice with hyperscaling violation
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Abstract

We analytically consider the spontaneous formation of a fermionic crystalline geometry in a gravity background with Lifshitz scaling and/or hyperscaling violation. Fermionic vortex lattice solution sourced by the lowest Landau level has been obtained. Thermodynamic analysis shows that the fermionic vortex lattice favors a triangular configuration, regardless of the values of the Lifshitz scaling $z$ and the hyperscaling violation exponent $\theta$. Our results also show that the larger $z$ or lower $\theta$ leads to more stable lattices thermodynamically.
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I. INTRODUCTION

Gauge/gravity duality[1–3] has attracted a lot of attention in the past few years, especially after the discovery of consistent holographic results, RHIC experiments on the viscosity/entropy-density ratio [4–6] and more recent fruitful results of applications of holography to condensed matter physics [7–10]. Due to the nature of the duality, it is a promising way of studying gauge theories in the strongly-coupled regime, where the usual perturbative methods fail to apply. Many phenomena in the condensed strongly-coupled systems, such as the high-$T_c$ superconductivity, the superfluidity and the non-Fermi liquid behavior, have been addressed in the holographic framework. However, most of these works only focus on the systems which are of conformal invariance. Triggered by Son’s pioneer work on nonrelativistic holography[11], recently there has been a great interest in extending gauge/gravity duality to holographic description of QFTs without the conformal invariance. Such extension has been fulfilled to Lorentz-symmetry breaking field theories which exhibit dynamical scaling [12, 13] and more recently to theories with hyperscaling violation[14, 15]. Nevertheless, all these theories still possess translational and spatial rotational symmetries. As a consequence, many crucial features of the real world materials, say, the effect of the momentum dissipation of charge carries in optical conductivity[30, 31], are still far from being achieved.

To build more realistic condensed matter system in the holographic framework, the spatial translational invariance in the bulk must be broken so as to introduce the momentum dissipation. There are several ways to achieve this:

(i) The first way is to induce a holographic lattice by imposing a spatially inhomogeneous periodic source for a scalar field coupled to an Einstein-Maxwell theory [30], or alternatively by considering the backreaction of a periodic chemical potential on the metric[31].

(ii) The second approach is achieved by introducing a uniform chemical potential into the model[32–35]. Translational invariance in these models is broken, but they have a Bianchi VII$_0$ symmetry, which is associated with the helical order.

(iii) The third one is to treat the massive gravity as a holographic framework of describing theories with broken translational symmetry[36–39].

\footnote{For a recent progress, please see Refs. [16–29] for an incomplete list.}
(iv) The forth mechanism was proposed in [40–42] where the translational symmetry is broken by introducing massless scalars which lead to a linear dependence on the spatial coordinates of the boundary.

(v) Recently there has a novel approach which was first proposed in [43] and then generalized to the fermionic case[45] and gravity duals with Lifshitz and/or hyperscaling violation[44]. The bulk geometry of this model is an $AdS_2 \times R^2$ space supported by a magnetic field, which breaks the translational symmetry. Systems of this type exhibit non-perturbative instabilities of a probe charged scalar field coupled to the magnetic field, and the vortex lattice can be constructed via the instabilities. Notably, a distinguished difference between the first mechanism [30, 31] and this one lies in their behavior at IR. Different from the current case where the effect of the lattice could persist deep in the IR, the first case cannot since the background charge carriers screen the spatially modulated chemical potential in the IR. This feature gives merit to fully understanding the formation of the vortex geometry deep in the IR. Another advantage of this approach is that the backreacted crystalline geometry can be achieved analytically.

In this paper we adopt the last approach and consider the crystalline geometry in gravity duals with Lifshitz scaling and/or hyperscaling violation, which is probed by a charged Dirac fermion. We are interested in the spontaneous formation of a fermionic crystalline geometry sourced by the lowest Landau level solutions. We analytically solve the corresponding coupled PDEs for the metric and the gauge field. We obtain the same result as [45], which is different from the one obtained in [43] where a lattice structure induced by a charged scalar condensate only corrects the background magnetic field. In the fermionic case, however, the backreaction of the fermionic lattice will lead to an emergent electric field and in turn yields an effective charge density. Furthermore, we also investigate influences of the scaling exponent and the hyperscaling violation exponent on the spontaneous formation of the crystalline geometry. To achieve this, we carefully analyze the thermodynamic quantities of the systems. Our results show that lattices with larger $z$ or lower $\theta$ are more stable thermodynamically. Furthermore, it also shows that the fermionic vortex favors a triangular configuration, regardless of the values of $z$ and $\theta$.

The organization of this paper is as follows: In the next section we will discuss the background geometry in question. Equations of motion are obtained and the Dirac field as a probe has been considered and the corresponding Dirac equation in this background has been
achieved. In section 3, we solve these differential equations and construct a vortex lattice solution. The radial behavior of the wave functions is also discussed. Some thermodynamical variables such as free energy of the lattice will be discussed in section 4, where we also find that the vortex lattice favors a triangular configuration. Some thermodynamic behavior of the lattice affected by $z$ and $\theta$ has also been discussed there. We give conclusions in the last section. Calculations of double Fourier series are given in the appendix.

II. BACKGROUND SETUP

In this section, we will discuss the basic ingredients to build the model of fermionic lattice with hyperscaling violation exponent. Our start point is the Einstein-Maxwell-Dilaton (EMD) model:

$$S_1 = -\frac{1}{16\pi G} \int d^4x \sqrt{-g} \left[ R - \frac{1}{2} (\partial \phi)^2 + V(\phi) - \frac{Z(\phi)}{4} F^2 \right], \quad (1)$$

where the dilaton $\phi$ is dual to the scalar relevant operator of the system that drives a non-trivial RG flow from the UV to the IR. It can either be a constant or running in the IR. The $U(1)$ gauge field coupled to the dilaton is required to give the anisotropic scaling. Since we are interested in spontaneous formation of the crystalline geometries, the translational invariance should be broken. In this scheme, we achieve this by placing a magnetic filed along $x$ direction, so the gauge field is restrained as

$$F_{xy} = Q_m dx \wedge dy, \quad (2)$$

where $Q_m$ can be viewed as the magnetic charge, and we assume that $Q_m \geq 0$ throughout this paper.

We assume that $V(\phi)$ and $Z(\phi)$ have exponential asymptotics. In particular, we are considering the following forms

$$V(\phi) = V_0 e^{\gamma \phi}, \quad Z(\phi) = e^{\lambda \phi}. \quad (3)$$

The model can be supported by an extremal black brane whose near-horizon geometry
is given by the hyperscaling violating Lifshitz (hvLif) metric

$$ds^2 = L^2 r^\theta \left( -\frac{dt^2}{r^{2z}} + \frac{dr^2}{r^2} + \frac{dx^2 + dy^2}{r^2} \right),$$  \hspace{1cm} (4)

$$e^{\phi(r)} = e^{\phi_0 r^{-\sqrt{\theta^2 - 2z(\theta - 2) - 4}}},$$  \hspace{1cm} (5)

$$\gamma = \frac{\theta}{\sqrt{\theta^2 - 2z(\theta - 2) - 4}},$$  \hspace{1cm} (6)

$$\lambda = \frac{4 - \theta}{\sqrt{\theta^2 - 2z(\theta - 2) - 4}},$$  \hspace{1cm} (7)

$$L = Q_m e^{\lambda \phi_0} \sqrt{2(z - 1)(2 + z - \theta)},$$  \hspace{1cm} (8)

$$V_0 = \frac{1}{2} (z - 1)(1 + z - \theta)(2 + z - \theta)^2 Q_m e^{(\lambda - \gamma) \phi_0},$$  \hspace{1cm} (9)

where $z$ denotes the Lifshitz scaling, $\theta$ is the hyperscaling violation exponent, $r \to 0$ and $r \to \infty$ correspond to UV and IR respectively. For simplification, we have set $\phi_0 = 0$ in the following argument.

The NEC imposes constraints on the allowed values for $z$ and $\theta$[15]:

(i) For $1 \leq z \leq 2$: $\theta \leq 2(z - 1)$ or $2 \leq \theta \leq 2 + z,$ \hspace{1cm} (10)

(ii) For $2 \leq z \leq 4$: $\theta \leq 2,$ or $2(z - 1) \leq \theta \leq 2 + z,$ \hspace{1cm} (11)

(iii) For $z > 4$: $\theta \leq 2.$ \hspace{1cm} (12)

In order to study the spontaneous formation of a crystalline geometry sourced by the lowest Landau levels, we consider a massive charged Dirac field as a probe in the hvLif background (4)[45]

$$S_D = \int d^4x \sqrt{-g} i \bar{\Psi} \left( \frac{1}{2} \left( e_a^\mu \Gamma^a D_\mu - \bar{D}_\mu e^\mu_a \Gamma^a \right) - m \right) \Psi,$$  \hspace{1cm} (13)

where $D_\mu \equiv \partial_\mu + \frac{1}{8} \omega_{ab,\mu} \left[ \Gamma^a, \Gamma^b \right] + iq A_\mu,$ $\bar{\Psi} = \Psi^\dagger \Gamma^t,$ while $\omega_{ab,\mu}$ is the spin connection and $e^\mu_a$ is the vierbein. Before proceeding, we choose the basis for the Dirac matrices as

$$\Gamma^t = \begin{pmatrix} -i\sigma^3 & 0 \\ 0 & -i\sigma^3 \end{pmatrix}, \Gamma^r = \begin{pmatrix} 0 & -i\sigma^2 \\ i\sigma^2 & 0 \end{pmatrix}, \Gamma^x = \begin{pmatrix} \sigma^2 & 0 \\ 0 & -\sigma^2 \end{pmatrix}, \Gamma^y = \begin{pmatrix} \sigma^1 & 0 \\ 0 & \sigma^1 \end{pmatrix}, \hspace{1cm} (14)$$

and the chiral gamma matrix $\Gamma^5 \equiv i \Gamma^r \Gamma^t \Gamma^x \Gamma^y.$
Variation of $S_1 + S_D$ leads to the following equations of motion

\[(\Gamma^\mu D_\mu - m)\Psi = 0,\]  
\[\nabla_\mu (e^{\lambda\phi} F^{\mu\nu}) = j^{\nu} = q\langle \hat{\Psi} \Gamma^\nu \hat{\Psi} \rangle,\]  
\[\nabla^\mu (\partial_\mu \phi) + V_0 \gamma^\phi = \frac{\lambda e^{\lambda\phi}}{4} F^\mu_\nu F^\nu_\mu,\]  
\[G_{\mu\nu} = T_{\mu\nu},\]  

where

\[T_{\mu\nu} = \frac{1}{4} g_{\mu\nu} \left( V_0 e^{\gamma\phi} - \frac{1}{2} (\partial\phi)^2 \right) + \frac{1}{4} \partial_\mu \phi \partial_\nu \phi + \frac{1}{4} e^{\lambda\phi} F_{\mu\nu} F^{\rho\rho} - \frac{1}{16} g_{\mu\nu} e^{\lambda\phi} F^2 - \frac{i}{8} \left[ \langle \hat{\Psi} e_{a\mu} \Gamma^a D^\nu \hat{\Psi} \rangle + h.c. \right] + (\mu \leftrightarrow \nu).\]  

In deriving the above equations, we have replaced the classical fermionic currents with their quantum mechanical ones, following what Allais, McGreevy and Suh did in their paper [46]. The reason is that the zero-temperature fermionic system cannot be treated as the classical gas due to the Pauli’s Exclusion Principle. Therefore, as one considers the backreaction of the charged fermions on the holographic geometry, the current generally cannot be treated as the classical one.

In order to impose the boundary conditions, it is convenient to introduce two sets of projection operators [49],

\[P_\pm = \frac{1}{2} (1 \pm \Gamma^\nu), \quad Q_{(\pm)} = \frac{1}{2} (1 \pm i \Gamma^x \Gamma^y),\]

under which the spinor can be decomposed into four components $\Psi_\pm$. $\Psi_\pm$ are interpreted as sources, while $\Psi_\mp$ are responses. The subscript $(\pm)$ refers to spin-up and spin-down states respectively.

Following [45], the boundary conditions can be imposed as the following:

(i) At the UV, we require that $\Psi^- = 0$ or $\Psi^+ = 0$ for standard or alternative quantization respectively. After adding a boundary term to the action such that it has a well-defined variation principle, the UV boundary condition can be translated into the following form

\[
\begin{cases}
\xi_+ = 0, \quad \chi_- = 0, & \text{for standard quantization}, \\
\xi_- = 0, \quad \chi_+ = 0, & \text{for alternative quantization}.
\end{cases}
\]

There is another way of dealing with this current. One can treat the fermions as an ideal fluid and use a fermionic equation of state as Hartnoll and his collaborators did in their electron star papers [47, 48].
where \( \xi_\pm = \Psi_\pm(+) \pm \Psi_\pm(-) \), \( \chi_\pm = \Psi_\pm(-) \pm \Psi_\pm(+) \).

(ii) At the IR boundary, as the background metric does not include horizon, it’s necessary to consider a cutoff in the IR boundary if we want to obtain a nontrivial solution for the fermion in the entire bulk geometry. One possible choice is to impose a hard wall that abruptly cuts the geometry at some finite \( r = r_0 \). After considering the variation principle, our boundary condition on the hard wall is the same as the one given in [45]

\[
\begin{aligned}
&\tilde{\xi}_- = 0, \quad \tilde{\chi}_+ = 0, \quad \text{for standard quantization,} \\
&\tilde{\xi}_+ = 0, \quad \tilde{\chi}_- = 0, \quad \text{for alternative quantization,}
\end{aligned}
\]  

(22)

where

\[
\begin{pmatrix}
\tilde{\xi}_+ \\
\tilde{\xi}_-
\end{pmatrix} = \begin{pmatrix}
\cos \Omega/2 & \sin \Omega/2 \\
\sin \Omega/2 & -\cos \Omega/2
\end{pmatrix} \begin{pmatrix}
\Psi_\pm(+) \\
\Psi_\pm(-)
\end{pmatrix},
\]

\[
\begin{pmatrix}
\tilde{\chi}_+ \\
\tilde{\chi}_-
\end{pmatrix} = \begin{pmatrix}
-\cos \Omega/2 & \sin \Omega/2 \\
\sin \Omega/2 & \cos \Omega/2
\end{pmatrix} \begin{pmatrix}
\Psi_\pm(+) \\
\Psi_\pm(-)
\end{pmatrix},
\]

where \( \Omega \in (-\pi, \pi] \) is a chiral angle.

III. VORTEX LATTICE SOLUTION

A. Droplet solution

In this subsection, we will discuss the Fermionic vortex lattice with hyperscaling violation exponent. According to [45], the IR instability will lead to a crystalline ground state. So it is convenient to obtain a degenerated \( \Psi = 0 \) solution with a vortex lattice solution.

To proceed, we consider the backreaction of the fermionic field on the background which can be achieved by expanding the fermionic field and the gauge field around the critical point,

\[
\Psi(x, r, t) = \epsilon \Psi_1(x, r, t) + \epsilon^3 \Psi_3(x, r, t) + \ldots
\]

(23)

\[
A_\mu(x, r) = A_\mu^{(0)}(x, r) + \epsilon^2 A_\mu^{(2)}(x, r) + \epsilon^4 A_\mu^{(4)}(x, r) + \ldots
\]

(24)

Neglecting the backreaction of \( \Psi \) on the gauge sector, as well as rescaling the fermionic field \( \Psi_1(r, x, y) = (-\hbar)^{-1/4} \psi(r, x, y) \), the Dirac equation in hyperscaling violation metric is

\[
\left( \Gamma^r \partial_r + \Gamma^x (\partial_x + iqQm_y) + \Gamma^y \partial_y - mLr^{\nu-1} \right) \psi = 0.
\]

(25)
Acting \((\Gamma^\mu D_\mu + mLr^\frac{\theta}{2}-1)\) on the above equation, we obtain a second order differential equation

\[
\left[\partial^2_r + \partial^2_x + \partial^2_y + 2iqQ_m y\partial_x - q^2 Q_m^2 y^2 + iqQ_m \Gamma^y \Gamma^x - m^2 L^2 r^{\theta-2}
-mL \left(\frac{\theta}{2} - 1 \right) \Gamma^r r^\frac{\theta}{2}-2\right] \psi(r, x, y) = 0. \tag{26}
\]

To solve the equation, we notice that \(\Gamma^y \Gamma^x\) commutes with \(\Gamma^r\). As a result we can expand the field as

\[
\psi^\pm(r,x,y) = \rho^\pm(r) g^\pm(Y)e^{ikx} C^\pm
\]

where the simultaneous eigenstates \(C^\pm\) should satisfy the condition that \(i\Gamma^y \Gamma^x C^\pm = \pm C^\pm\) and \(\Gamma^r C^\pm = \pm C^\pm\). Therefore the normalized \(C^\pm\) can be found as

\[
C_+ = \frac{\sqrt{2}}{2} \begin{pmatrix} 0 \\ 1 \\ 1 \\ 0 \end{pmatrix}, \quad C_- = \frac{\sqrt{2}}{2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix}. \tag{27}
\]

After doing so, Eq.\(26\) reduces to a set of ODEs

\[
\rho''_\pm(r) + \left(\lambda_{n_\pm} \mp mL \left(\frac{\theta}{2} - 1 \right) r^\frac{\theta}{2}-2 - m^2 L^2 r^{\theta-2}\right) \rho_{\pm}(r) = 0 \tag{28}
\]

\[
g''_{n_\pm}(Y) - g_{n_\pm} \left(Y^2 + \frac{\lambda_{n_\pm}}{Q_m} \pm 1\right) = 0, \tag{29}
\]

where \(\lambda_{n_\pm}\) are constants corresponding to Landau levels and we have introduced a new variable \(Y = \sqrt{Q_m}(y + \frac{k}{Q_m})\). An interesting fact is that both Eqs.\(28\) and \(29\) are independent of the dynamical exponent \(z\), which means that the exponent \(z\) contributes to the vortex only through a prefactor \(h\).

The general solution of the above equation is nothing but the familiar Hermite function

\[
g_{n_\pm}(Y) \sim e^{-\frac{Y^2}{2}} H_{n_\pm}(Y), \tag{30}
\]

the corresponding eigenvalues are given by \(\lambda_{n_\pm} = -2Q_m(n_\pm + \frac{1}{2} \pm \frac{1}{2})\). One thing should be mentioned is that the above Eqs.\(28\) and \(29\) are second order, while the original Dirac equation is a first order one. It may impose a constraint on the eigenvalues \(\lambda_{n_\pm}\). It turns out in [45] that this is given by \(\lambda_{n_+} = \lambda_{n_-}\) implying that \(n_- = n_+ + 1 = n\). In what follows, these relations always hold. Therefore, when we refer to the Landau level it always represents \(n\).
B. Vortex solution

It was found [50] that the vortex lattice can be constructed from the droplet solution at the lowest Landau level. One therefore has

$$\psi_{\text{lat}}^0 = \sum_{l=-\infty}^{\infty} C_l e^{ik_l x} \psi_0(y, k_l), \quad (31)$$

where $C_l \equiv e^{-\frac{a_t^2}{\sqrt{Q_m}}}$, $k_l = \frac{2\pi l}{a_1} \sqrt{Q_m}$ and $\psi_0 = e^{-\frac{Q_m}{2}(y + \frac{k_l}{Q_m})^2}$. After using the alternative elliptic theta function

$$\Theta_3(\nu, \tau) = \sum_{l=-\infty}^{\infty} q^l Z^{2l}, \quad (32)$$

the vortex lattice solution can be rebuilt as

$$\psi_{\text{lat}}^0 = -e^{-\frac{Q_m \nu^2}{2}} \Theta_3(\nu, \tau), \quad (33)$$

where $q = e^{i\pi\nu}$, $Z = e^{i\pi\nu}$ with $\nu = \frac{\sqrt{Q_m(x+iy)}}{a_1}$ and $\tau = \frac{2\pi i - a_t^2}{a_1^2}$.

A well-known fact is that elliptic theta function has two special properties. The first one is that $\Theta_3$ has a pseudoperiodicity

$$\Theta_3(v + 1, \tau) = \Theta_3(v, \tau), \quad (34)$$
$$\Theta_3(v + \tau, \tau) = e^{-2\pi i (v + \frac{\tau}{2})} \Theta_3(v, \tau) \quad (35)$$

implying that the function $\psi_{\text{lat}}^0$ which depends on the form of $\Theta_3$ has the property of the invariance of translation according to the lattice generators,

$$\vec{b}_1 = \frac{1}{\sqrt{Q_m}} a_1 \partial_x, \quad (36)$$
$$\vec{b}_2 = \frac{1}{\sqrt{Q_m}} \left( \frac{2\pi}{a_1} \partial_y + \frac{a_2}{a_1} \partial_x \right). \quad (37)$$

The second property is that the $\Theta_3$ function will vanish at

$$\chi_{m,n} = (m + \frac{1}{2}) \vec{b}_1 + (n + \frac{1}{2}) \vec{b}_2 \quad m, n \in \mathbb{N} \quad (38)$$

and the phase of $\langle O \rangle$ rotates by $2\pi$. So the core of vortex are located at $\chi_{m,n}$.
C. Radial equation

Since we are focusing on the lowest Landau level solutions, we have $\lambda_+ = \lambda_- = 0$. Substituting this into Eq. (28), we get

$$\rho''_\pm + \left[ \mp mL \left( \frac{\theta}{2} - 1 \right) r^\theta - 2 - m^2 L^2 r^{\theta - 2} \right] \rho_\pm (r) = 0.$$  

(39)

Notice that equations for $\rho_+$ and $\rho_-$ are related through a transformation $mL \to -mL$. Therefore one can always obtain $\rho_-$ from $\rho_+$ by inversing the value of $mL$, and vice versa. In what follows, we only consider the equation for $\rho_+$, and we omit the subscript as well,

$$\rho'' + \left[ mL \left( \frac{\theta}{2} - 1 \right) r^\theta - 2 + m^2 L^2 r^{\theta - 2} \right] \rho(r) = 0.$$  

(40)

1. $\theta = 0$

This case reduces to a Lifshitz spacetimes without hyperscaling violation. The radial equation (40) becomes

$$\frac{\rho''(r)}{\rho(r)} + mL r^{-2} - m^2 L^2 r^{-2} = 0,$$  

(41)

The above equation admits a power-law solution

$$\rho = c_1 r^{\alpha_+} + c_2 r^{\alpha_-},$$  

(42)

where

$$\alpha_\pm = \pm \left( mL - \frac{1}{2} \right).$$

Translating it into the fermionic field, we obtain

$$\Psi_1 (r, x, y) = \frac{1}{L^{3/2}} \left( c_1 r^{\Delta_+} + c_2 r^{\Delta_-} \right) \psi^{lat} (x, y) C_+,$$  

(43)

where $\Delta_\pm = 1 + \frac{z}{2} + \alpha_\pm$. The above solution has two radial modes. For the case where $mL > \frac{3+z}{2}$, one can only consider the standard quantization, while for $mL < \frac{3+z}{2}$ the alternative quantization is also available.

---

3 This corresponds to $\Delta_- < 0$. Since we are considering spontaneous formation of the lattice, we should turn off the source term and leave a scaling dimension of the boundary operator to be $\Delta (\Psi_1) = \Delta_+$. 
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2. $\theta \neq 0$

For this case, we first define a function $\varphi(r) \equiv \frac{\varphi'(r)}{\rho'(r)}$, then the equation (40) becomes a Ricatti equation

$$\varphi'(r) + \varphi^2(r) - [(mLr^{\frac{\theta}{2}-1})' + (mLr^{\frac{\theta}{2}-1})^2] = 0,$$

which admits a special power-law solution

$$\varphi_0(r) = mL^{\frac{\theta}{2}-1}.$$  \hspace{1cm} (45)

We therefore get an exponential form of $\rho$

$$\rho(r) = \rho_0 \exp \left( \frac{2mL}{\theta} r^{\theta} \right),$$

where $\rho_0 = \rho(r = 0)$ is a constant.

Actually, making use of the special solution $\varphi_0(r)$ (45), more general solutions of Eq. (44) can be found with the assumption $\varphi(r) = u(r) + \varphi_0(r)$. Substituting this into (44), one get a solution for $u(r)$

$$u(r) = \frac{\lambda \theta \exp \left( - \left( \frac{\theta}{2} \right)^2 \right)}{b \lambda \theta - 2 \Gamma \left( \frac{2}{\theta}, \left( \frac{\theta}{2} \right)^2 \right)},$$

where $b$ is an integration constant and

$$\lambda \equiv \left( \frac{4mL}{\theta} \right)^{\frac{1}{2}}.$$  \hspace{1cm} (48)

We therefore obtain a general solution of $\rho$ by integrating

$$\rho(r) = \rho_0 \exp \left( \frac{2mL}{\theta} r^{\theta} + \int u(r)dr \right).$$

Near UV boundary ($r \to 0$), the above function for $\theta > 0$ can be expanded as

$$\rho(r) = d_1 + d_2 r + O(r)$$

where

$$d_1 = \rho_0 \left( 1 + \frac{\theta}{2} \right) \left( \frac{b \lambda \theta}{2} - \Gamma \left( \frac{2}{\theta}, \left( \frac{\theta}{2} \right)^2 \right) \right), \quad d_2 = \frac{\rho_0}{2} \left( 1 + \frac{\theta}{2} \right) \theta.$$  \hspace{1cm} (51)

Translating it into the fermionic field, we obtain

$$\Psi_1(r, x, y) = \frac{1}{L^{3/2}} \left( d_1 r^{\Delta^-} + d_2 r^{\Delta^+} \right) \psi_{\text{lat}}(x, y) C^+_r,$$

where $\Delta_{\pm} = \frac{6+2z-3\theta}{4} \pm \frac{1}{2}$. For the case where $3\theta - 2z > 4$ one can only consider the standard quantization, and we turn off the source term, leaving $\Delta(\Psi_1) = \Delta_+$. From now on, we pay our attention to this case and for simplification we briefly denote $\Delta_+$ as $\Delta$. 
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IV. THE FREE ENERGY

A. Linearized backreaction on the metric

In this subsection, the backreactions of the fermionic vortex on the metric, the gauge field and dilaton will be discussed. The backreactions are sourced by the fermions at matter current and energy-momentum tensor at order $O(\epsilon^2)$. It shows that the only nontrivial sources at order $O(\epsilon^2)$ are $T_{tx}$ and $T_{ty}$. So that the following ansatz for the backreacted metric, gauge field and dilaton, respectively, are:

$$
\begin{align*}
    ds^2 &= L^2 r^\theta \left( \frac{dt^2}{r^2} + \frac{dr^2 + dx^2 + dy^2}{r^2} \right) + L^2 \epsilon^2 r^\beta \left[ a(r, x, y) dt dx + b(r, x, y) dt dy \right] \quad (53) \\
    A &= Q_m y dx + \epsilon^2 r^\alpha a_2^t(r, x, y) dt \quad (54) \\
    \phi(r, x, y) &= \phi_1(r) + \epsilon^2 \phi_2(r, x, y) \quad (55)
\end{align*}
$$

where $\beta = \frac{3}{2} \theta - z, \alpha = \frac{\theta}{2} - z + 4$ and $\phi_1(r)$ is given in (5).

At order $O(\epsilon^2)$, the nontrivial Einstein equations (coming from $G_{tr}, G_{tx}, G_{ty}$), gauge field equation and dilation equation are shown as (We have set $Q_m = 1$ in the following argument)

$$
\begin{align*}
    (\beta + 2z + 2\Delta - \theta)(\partial_x a + \partial_y b) &= 0, \quad (56) \\
    Ma &= -2i[\langle \hat{\Psi}_1 \partial_x \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_x \hat{\Psi}_1 \rangle] - 2iy[\langle \hat{\Psi}_1 \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_y \hat{\Psi}_1 \rangle], \quad (57) \\
    Mb &= -2i[\langle \hat{\Psi}_0 \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_y \hat{\Psi}_1 \rangle], \quad (58) \\
    Qa_2^t + \frac{1}{2}(\partial_x b - \partial_y a) &= 2L^3 \langle \hat{\Psi}_1 \hat{\Psi}_1^\dagger \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle, \quad (59) \\
    r^2 \partial_x^2 \phi_2 + r(\theta - z - 1)\partial_x \phi_2 + P \phi_2 &= 0, \quad (60)
\end{align*}
$$

where

$$
\begin{align*}
    M &= \sqrt{(z - 1)(2 + z - \theta)(-4 - 10z^2 + 16\Delta(\Delta + \theta) + \theta(\theta + 6 + 6z) - z(8\Delta + 6))} \quad (61) \\
    Q &= -\frac{1}{4}(2z - 4\Delta - \theta - 8)(4\Delta + 3\theta - 2), \quad (62) \\
    P &= \frac{(2 + z - \theta)(-32 + 16\theta - 3\theta^2 + \theta^3 + z(32 - 16\theta + \theta^2))}{2(2z - \theta - 2)(\theta - 2)}. \quad (63)
\end{align*}
$$

The above equations have several nontrivial features. First of all, equation governing $\phi_2$ is completely decoupled from other variables, which means that the second-order corrections of dilation, if exists, are neither sourced by the vortex lattices directly nor affected through other fields like $a, b$ and $a_2^t$ indirectly. In other words, the vortex lattice does NOT impose
any influences on the dilaton at this order. This reminds us that $\phi_2 = 0$ is a reasonable solution to (60). Secondly, all the functions except $\phi_2(r, x, y)$ are source by $\langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle$ which scale as $r^{2\Delta}$ near the boundary. It is very natural to assume that $a(r, x, y), b(r, x, y)$ and $a_t^2(r, x, y)$ all scale as $r^{2\Delta}$ where $\Delta$ is given by

$$\Delta = \begin{cases} mL + \frac{1+z}{2}, & \text{for } \theta = 0, \\ 2 + \frac{2}{3} - \frac{3\theta}{4}, & \text{for } \theta > 0. \end{cases} \quad (64)$$

as what have shown in the last section. As a consequence we suppose that

$$f_i(r, x, y) = r^{2\Delta} f_i(x, y) \quad (65)$$

where $f_i(r, x, y) = a, b, a_t^2$.

Considering that the vortex lattice is periodic in both $x$ and $y$ directions with periodicity $|\vec{b}_1|$ in $x$ direction and $|\vec{b}_2|$ in $y$ direction, we therefore can perform the following double Fourier series:

$$f_i(x, y) = \frac{1}{L^2/2} \sum_{k,l,j} a_{ik} e^{\frac{2\pi ik}{L} x} e^{\frac{2\pi ij}{L} y} g(k, l, j) \tilde{f}_i(k, l, j), \quad (66)$$

where $g(k, l, j) = -\frac{\pi^2 k^2}{a_t^2} - i\pi \frac{a_t^2}{a_t^2} (2l - k)k - i\pi kj - \frac{a_t^2 j^2}{4}$. After inserting above series into Eqs.(56)-(60), we obtain a set of algebraic equations for $\tilde{f}_i(k, l, j)$. A trick here is that to avoid doing double Fourier series of derivatives appearing in the equations, one should first translate them into functions of $\Psi_1$ or $\Psi_1^\dagger$ and their derivatives (one can find detailed calculations in the appendix). In the end we get the following solutions

$$\tilde{a} = \frac{ija_1}{\sqrt{\pi} M}, \quad (67)$$

$$\tilde{b} = \frac{-2i\sqrt{\pi} k}{M a_1}, \quad (68)$$

$$\tilde{a}_t^2 = W = \frac{1}{\sqrt{\pi} Q} (L^3 + \frac{2a_t^2 j^2}{M} - \frac{8\pi^2 k^2}{a_t^2 M}), \quad (69)$$

$$\phi_2 = 0. \quad (70)$$

Substituting above solutions into (66) one obtains solutions in coordinate space.

\section*{B. Free energy}

In order to see which configuration the vortex lattice prefers to form, in this subsection we would like to discuss the effects of the lattice formation on the thermodynamic functions.
Particularly, we will compute corrections to the free energy of the vortex lattice solution via the on-shell value of the bulk action

\[ F \sim TS_{on-shell} \tag{71} \]

where \( T \) is the energy scale. Following \([43, 44]\) we interpret \( r_0 \) as a confinement scale \( \Lambda^{-1} \) in the wall geometry. In this way we substitute \( r_0 \sim T^{-\frac{1}{z}} \) so as to get temperature dependence. Direct calculations show that:

\[
S^{(0)}_{on-shell} = \frac{2 + 5z + z^2 - 3\theta - 3z\theta}{\theta - z - 2}, \tag{72}
\]

\[
S^{(2)}_{on-shell} = 0, \tag{73}
\]

\[
S^{(4)}_{on-shell} = \frac{1}{16M\pi} \sum_{k,l,j=-\infty}^{\infty} e^{4\pi i k |\vec{b}_1|} + 4\pi i j |\vec{b}_2| + 2\rho(k,j,l) \left( A_1 + A_2 r^2 \right) r^{\theta - z - 2}, \tag{74}
\]

where

\[
A_1 = -\frac{4L^2\pi^2 k^2 + L^2 j^2 b_1^2 j^2}{8 + z - \theta} \left( 56\Delta^2 + 4z^2 + 5\theta^2 + 14\theta^2 - 16\theta\beta - 32\Delta\theta - 10z\theta + 56\Delta\beta \right)
\]

\[
+ 16z\beta + 32z\Delta - 8\theta + 8\beta + 8z + 16\Delta + 1 \left( \theta - 2 \right) \left( \theta - 2z + 2 \right) - \frac{4}{L^2} - 2L^2 V_0 \right), \tag{75}
\]

\[
A_2 = \left\{ 56L^2\pi^2 \left( \frac{4\pi^2 k^4}{b_1^2} + \frac{b_1^2 b_2^2}{b_2^2} + \frac{4\pi b_1 j^2 k^2}{2b_2} \right) - 32\pi M^2 W^2 \left[ \left( \alpha + 2\Delta \right)^2 - 4\pi^2 \left( \frac{k^2}{b_2^2} + \frac{j^2}{b_2^2} \right) \right] \right. \]

\[
- 64MW^3 \pi^\frac{3}{2} \left( \frac{b_2^2 j^2}{b_2^2} + \frac{2\pi k^2}{b_1} \right) \right\} \frac{1}{10 + z - \theta}. \tag{76}
\]

with \( b_1 = |\vec{b}_1| = a_1, \ b_2 = |\vec{b}_2| = \sqrt{a_2^2 + 4\pi^2/a_1}. \) As a result, up to order \( \epsilon^4 \), the on-shell action is

\[
S_{on-shell} \sim r_0^{\theta - z - 2} \left[ 1 + \epsilon^4 \left( A_1 r_0^{10+2z-2\theta} + A_2 r_0^{12+2z-2\theta} \right) + \ldots \right] \tag{77}
\]

The free energy is then given by

\[
F \sim T^{2 + \frac{z - \theta}{z}} \left[ 1 + \epsilon^4 \left( A_1 T_{\frac{1}{z}}^{10+2z-2\theta} + A_2 T_{\frac{1}{z}}^{12+2z-2\theta} \right) + \ldots \right] \tag{78}
\]

Several remarkable remarks are as follows:

(i) There is vanishing corrections of free energy at the second order, This is different from the \( AdS_2 \times R^2 \) case as shown both in fermionic crystalline geometry \([45]\) and in scalar crystalline geometry \([43]\), and is different even from the case where the background spacetime is a Lifshitz one with hyperscaling violation \([44]\).
(ii) Straightforward calculations show that the free energy decreases, almost linearly, with \( z \) for fixed hyperscaling violation exponent \( \theta \), while it increases with \( \theta \) for some fixed \( z \). This indicates that the vortex lattice has more stable thermodynamic stability for larger \( z \) or lower \( \theta \). The detailed behavior can be found in Fig.(1).

(iii) More interesting features appear at the forth order where one can show that the vortex lattice favors a triangular configuration, regardless of the values of \( z \) and \( \theta \). To learn this more explicitly, a plot of free energy v.s. lattice constant \( a_1 \left( a_2 = \frac{1}{2}a_1^2 \right) \) has been drawn (the Fig.(2)). From those figures, we see that the free energy has a minimum value for different \( z \) and \( \theta \). Remarkably, all the minimums are located very closely to \( a_1 = 2 \). It is well known that the equilateral triangular lattice has a lattice constant

\[
a_1 = \frac{2\sqrt{\pi}}{3^{\frac{1}{4}}} \approx 2.69.
\]

There is a discrepancy between this value and our minimum location \( a_1 = 2 \). This discrepancy possibly comes from a fact that our on-shell action at the forth order is not complete. The complete forth-order on-shell action includes not only the quadratic terms of the second-order ones like \( a, b, a_t \), but also those terms that are further backreacted by these backreactions \( a, b \) and \( a_t \). In the present paper we have only considered the first contributions. The second one refers to solving higher-order differential equations for fields like \( \Psi_3(r, x, y) \) and \( A^{(4)}_{\mu}(r, x, y) \) in Eqs.(23) and (24) and therefore has not yet been taken into account. Although it is complicated, it is possible to do that, following what we have done in a recent paper on vortex lattice formation of a \( d^- \)-wave superconductor [51]. We leave this calculation for future work.

(iv) One less important observation in Fig.(2) is that it seems that larger \( z \) or \( \theta \) has larger minimum near \( a_1 = 2 \). This implies that trends to form a triangular lattice decrease with the increasing \( z \) and \( \theta \).

(v) For a special case \( \theta = 0 \), we have the similar behavior as the nonvanishing ones, as plotted in Fig.(3).

V. CONCLUSIONS

In this paper we have considered the spontaneous formation of a fermionic crystalline geometry in bulk geometry with Lifshitz scaling and/or hyperscaling violation. Fermionic
FIG. 1: The zeroth-order free energy is plotted as a function of the Lifshitz scaling $z$ (left plot) and hyperscaling violation exponent $\theta$ (right plot). It is decreasing (almost linearly) with increasing $z$ as shown in the left plot and increases with increasing $\theta$ as shown in the right plot.

FIG. 2: The forth-order free energy is plotted as a function of $a_1$ with $a_2 = \frac{a_1^3}{2}$. The left plot corresponds to curves of forth-order free energy v.s. $a_1$ for different $\theta$, while the right one refers to the corresponding curves for different $z$. Both plots show a minimum located at the neighbor of $a_1 = 2$.

vortex lattice solution sourced by the lowest Landau level has been obtained. The main results of this work are as follows:

(i) The same result as [45] has been obtained, that is, different from the one in [43] where a lattice structure induced by a charged scalar condensate only corrects the background magnetic field, in our case the backreaction of the fermionic lattice will lead to an emergent electric field and an effective charge density.

(ii) Contrary to the $AdS_2 \times R^2$ case in [45] and [43], and the hyperscaling violation case in [44], the free energy in our case receives vanishing corrections at the second order.
(iii) Influences of the scaling exponent and the hyperscaling violation exponent to the spontaneous formation of the crystalline geometry are shown in Figure (1). It can be seen that larger $z$ or lower $\theta$ leads to more thermodynamically stable lattices.

(iv) Our calculation on the free energy shows that the fermionic vortex favors a triangular configuration, regardless of the values of $z$ and $\theta$.

One important point is that in this work we have only considered the vortex solution sourced by the lowest Landau level where the fermionic current can be reduced to a classical one as shown in the appendix (A8). However, it is possible to generalize our results to any Landau level where the fermionic current cannot be treated classically and should be replaced by (A5) and (A6). The corresponding free energy becomes

$$ F \sim T^{2+\frac{2-\theta}{z}} \sum_n \left[ \theta(-\lambda_n) + \theta(-\lambda_n)^2 4 \left( A_n T^{-\frac{1}{z}(10+2z-2\theta)} + B_n T^{-\frac{1}{z}(12+2z-2\theta)} \right) + \ldots \right], \quad (79) $$

where $A_n$ and $B_n$ are some constants.

Further investigations and generalizations of this work are possible. As mentioned before, it is of interest to study the full forth-order on-shell action and see if the discrepancy of the lattice constant between our favorite value (i.e., $a_1 \simeq 2$) and the equilateral triangular one where $a_1 = 2.69$ would be removed. Moreover, it is also interesting to study the formation of the crystalline geometries for spacetimes with black brane horizon. In addition, it is also possible to consider the crystalline geometry in the framework of modified gravity, such as the Hořava-Lifshitz (HL) gravity [52] proposed recently by Hořava. Indeed, it was found that HL gravity is a minimal holographic dual for the field with Lifshitz scaling [53]. Our recent works [54, 55] found that various Lifshitz spacetimes are possible even without matter.
fields. It is of particular interests to see how to construct the crystalline geometry in this framework.
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**Appendix A: Double Fourier series**

In this appendix we list several key procedures in doing the double Fourier series. Firstly, we expand

\[
\hat{\Psi}^\dagger_1 \hat{\Psi}_1 \sim \frac{1}{L^{3/2}} \sum_l e^{-i\pi \frac{a_1^2}{a_1^2} \frac{2\pi il}{a_1^2} x} e^{-\frac{1}{2}(y+2\pi l)^2} \cdot \sum_{k-l} e^{i\pi \frac{a_2^2}{a_2^2} \frac{2\pi ik}{a_2^2} x} e^{-\frac{1}{2}(y+2\pi k)^2}
\]

\[
= \frac{1}{L^{3/2}} \sum_{k,l} e^{-i\pi \frac{a_1^2}{a_1^2} l^2 - (l-k)^2} e^{i\pi \frac{a_2^2}{a_2^2} \frac{2\pi il}{a_2^2} x} h(y)
\]

where \(h(y)\) can be described as \(\sum_j h(j) e^{2\pi ijy} \) which

\[
h(j) = \frac{1}{|b_2|^2} \int dy h\left(\frac{y}{|b_2| a_1}\right) e^{\frac{2\pi ijy}{|b_2|^2}} = \frac{a_1}{2\sqrt{\pi}} e^{A(k,l,j)},
\]

where

\[
A(k,l,j) = -\frac{\pi^2 k^2}{a_1^2} - i\pi kj - \frac{a_2^2 j^2}{4}.
\]

We therefore have

\[
\hat{\Psi}^\dagger_1 \hat{\Psi}_1 \sim \frac{1}{L^{3/2}} \sum_{k,l,j} \frac{a_1}{2\sqrt{\pi}} e^{\frac{2\pi ik}{|b_1|^2} x} e^{\frac{2\pi ij}{|b_2|^2} y} e^{g(k,l,j)} \equiv \sum_{k,l,j} \Psi^\dagger_{k,l,j} \Psi_{k,l,j}
\]

where

\[
g(k,l,j) = A(k,l,j) - i\pi \frac{a_2^2}{a_1^2} [(l^2 - (l-k)^2] - \frac{\pi^2 k^2}{a_1^2} - i\pi \frac{a_2^2}{a_1^2} (2l - k)k - i\pi kj - \frac{a_2^2 j^2}{4}.
\]
According to [46], we have
\[ \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle = \Delta n_{n,k,l,j} = n_{n,k,l,j}|Q_m - n_{n,k,l,j}|Q_m=0 = n_{n,k,l,j}, \]
(A5)

where
\[ n_{n,k,l,j} = \sum_{n,k,l,j} \theta(-\lambda_n) \hat{\Psi}_{k,l,j}^\dagger \hat{\Psi}_{k,l,j}, \]
(A6)
and
\[ \theta(x) = \begin{cases} 
0, & x < 0, \\
1, & x \geq 0, 
\end{cases} \]
(A7)
is the step function and \( \lambda_n \) is the Landau level. For the lowest Landau level \( \lambda_0 = 0 \) we have
\[ \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle = \Delta n_{n,k,l,j} = \sum_{n,k,l,j} \hat{\Psi}_{k,l,j}^\dagger \hat{\Psi}_{k,l,j} = \hat{\Psi}_1^\dagger \hat{\Psi}_1. \]
(A8)

And we get that
\[ \langle \hat{\Psi}_1 \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_y \hat{\Psi}_1 \rangle = \frac{2\pi(-l + k + l)}{a_1} \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle \\
= \frac{2\pi k}{a_1} \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle, \]
(A9)
\[ \langle \hat{\Psi}_1 \partial_x \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_x \hat{\Psi}_1 \rangle - 2iy \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle = \left\{ \frac{2\pi i(-2l + k)}{a_1} + \frac{4i\pi}{a_1}[(l - \frac{k}{2}) + \frac{ia_1^2 j}{4\pi}] \right\} \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle \\
= -a_1 j \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle, \]
(A10)

\[ \partial_x a = \frac{2i}{M} \langle \hat{\Psi}_1 \partial_x^2 \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_x^2 \hat{\Psi}_1 \rangle - 2iy[\langle \hat{\Psi}_1 \partial_x \hat{\Psi}_1^\dagger \rangle + \langle \hat{\Psi}_1^\dagger \partial_x \hat{\Psi}_1 \rangle] \\
= \frac{2\sqrt{\pi}k}{M} j a_1 \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle, \]
(A11)
\[ \partial_y b = \frac{2i}{M} \langle \hat{\Psi}_1 \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_y \hat{\Psi}_1 \rangle \\
= \frac{2\sqrt{\pi}k}{M} (-j a_1) \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle, \]
(A12)
\[ \partial_y a = \frac{2i}{M} \langle \partial_y \hat{\Psi}_1 \partial_x \hat{\Psi}_1^\dagger \rangle + \langle \hat{\Psi}_1 \partial_x \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \partial_y \hat{\Psi}_1^\dagger \partial_x \hat{\Psi}_1 \rangle - \langle \hat{\Psi}_1^\dagger \partial_x \partial_y \hat{\Psi}_1 \rangle - 2i \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle \\
- 2iy[\langle \hat{\Psi}_1 \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \hat{\Psi}_1^\dagger \partial_y \hat{\Psi}_1 \rangle] \\
= \frac{-2a_1^2 j^2}{M} \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle, \]
(A13)
\[ \partial_y b = \frac{2i}{M} \langle \partial_x \hat{\Psi}_1 \partial_y \hat{\Psi}_1^\dagger \rangle + \langle \hat{\Psi}_1 \partial_x \partial_y \hat{\Psi}_1^\dagger \rangle - \langle \partial_y \hat{\Psi}_1^\dagger \partial_y \hat{\Psi}_1 \rangle - \langle \hat{\Psi}_1^\dagger \partial_x \partial_y \hat{\Psi}_1 \rangle \\
= \frac{8\pi^2 k^2}{a_1^2 M} \langle \hat{\Psi}_1^\dagger \hat{\Psi}_1 \rangle. \]
(A14)
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