THE PRESCRIBED POINT AREA ESTIMATE FOR MINIMAL SUBMANIFOLDS IN CONSTANT CURVATURE
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Abstract. We prove a sharp area estimate for minimal submanifolds that pass through a prescribed point in a geodesic ball in hyperbolic space, in any dimension and codimension. In certain cases, we also prove the corresponding estimate in the sphere. Our estimates are analogous to those of Brendle and Hung in the Euclidean setting.

1. Introduction

In this note, we study the area of minimal submanifolds in spaces of constant curvature. Consider a space form $M \in \{ \mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n \}$ which has constant curvature $\kappa \in \{-1, 0, 1\}$ respectively. Let $B^n_R$ denote a geodesic ball in $M$ of radius $R \in (0, \frac{1}{2} \text{diam}(M))$ and centre $o \in M$. Suppose $\Sigma \subset B^n_R$ is a $k$-dimensional minimal submanifold which passes through a point $y \in B^n_R$ and satisfies $\partial \Sigma \subset \partial B^n_R$. One of the simplest examples of such a minimal submanifold is a totally geodesic $k$-dimensional disk $B^k_{r(y)} \subset B^n_R$ which passes orthogonally through $y$. In particular, $B^k_{r(y)}$ is centred at $y$, which is its closest point to $o$, and has radius $r(y)$ which may be explicitly given via the Pythagorean theorem - see (2.5). It is natural to ask if these totally geodesic disks have least area in $B^n_R$ among all such minimal submanifolds passing through $y$.

Recently, using a very beautiful and simple variational argument, Brendle and Hung [BH17] answered this question in the affirmative for minimal submanifolds of Euclidean space (in arbitrary dimension and codimension).

**Theorem 1.1 ([BH17]).** Let $B^n_R$ be an $n$-dimensional Euclidean ball of radius $R \in (0, \infty)$ and with centre $o \in \mathbb{R}^n$. Suppose $\Sigma$ is a $k$-dimensional minimal submanifold in $B^n_R$ which passes through $y \in B^n_R$ and satisfies $\partial \Sigma \subset \partial B^n_R$. Then

$$|\Sigma| \geq |B^k_{r(y)}|,$$

where $r(y) = (R^2 - d(o, y)^2)^{\frac{1}{2}}$. Moreover, equality holds if and only if $\Sigma$ is a totally geodesic $k$-dimensional disk of radius $r(y)$ orthogonal to $y$.

Motivated by this result, we will prove the analogous area estimate for minimal submanifolds passing through a prescribed point in hyperbolic space:

**Theorem 1.2.** Let $B^n_R$ be an $n$-dimensional hyperbolic (geodesic) ball of radius $R \in (0, \infty)$ and centre $o \in \mathbb{H}^n$. Suppose $\Sigma$ is a $k$-dimensional minimal submanifold in $B^n_R$ which passes through a point $y \in B^n_R$ and satisfies $\partial \Sigma \subset \partial B^n_R$. Then

$$|\Sigma| \geq |B^k_{r(y)}|,$$

where $r(y) = \cosh^{-1} \left( \frac{\cosh(R)}{\cosh(d(o, y))} \right)$. Moreover, equality holds if and only if $\Sigma$ is a totally geodesic $k$-dimensional disk of radius $r(y)$ orthogonal to $y$. 
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It remains to consider whether the sharp area estimate holds in the sphere. In this direction, we are able to prove the following partial result.

**Theorem 1.3.** Let $B^n_R$ be an $n$-dimensional spherical (geodesic) ball of radius $R \in (0, \frac{\pi}{2})$ and centre $o \in \mathbb{S}^n$. Suppose $\Sigma$ is a $k$-dimensional minimal submanifold in $B^n_R$ which passes through a point $y \in B^n_R$ and satisfies $\partial \Sigma \subset \partial B^n_R$. Further assume that either:

(a) $k = 1$; or

(b) $\cos(d(o, y) + R) \geq \sqrt{\frac{2}{k}}$.

Then

$$|\Sigma| \geq |B_k^r(y)|,$$

where $r(y) = \cos^{-1}\left(\frac{\cos(R)}{\cos(d(o, y))}\right)$. Moreover, equality holds if and only if $\Sigma$ is a totally geodesic $k$-dimensional disk of radius $r(y)$ orthogonal to $y$.

Condition (b) is not the most general condition under which we can prove the sharp estimate (see for instance Lemma 3.13). However, we have chosen it for simplicity, as there do appear to be geometric obstructions to the success of our method in the sphere (see Section 5.1). Note that condition (b) can only hold if $k > 2$.

When $y = o$ lies at the centre of the geodesic ball, the sharp area estimate is well-known and follows from an important and (more general) monotonicity formula for minimal submanifolds (see Theorem 2.2 below). The prescribed point question for $y \neq o$ was first raised and studied in three-dimensional Euclidean space by Alexander and Osserman in [AO75], and later in higher dimensions with Hoffman in [AHO74]. They conjectured the estimate of Theorem 1.1 and managed to prove that estimate under certain restrictions on the dimension and topology of $\Sigma$, before Brendle and Hung later proved it in full generality. Additionally, they observed that the sharp prescribed-point area estimate follows from the sharp isoperimetric inequality for minimal submanifolds, which was also recently proven by Brendle in codimensions up to 2 [Bre21]. A related estimate for Gaussian measures of holomorphic fibres was discussed by Klartag [Kla18].

To prove Theorems 1.2 and 1.3, we will use what we call the “vector field approach”. The essential idea is as follows. Suppose $W$ is a smooth vector field on $B^n_R \backslash \{y\}$ with a pole at $y$ and suppose $\Sigma \subset B^n_R$ is $k$-dimensional and minimal with $y \in \Sigma$ and $\partial \Sigma \subset \partial B^n_R$. Applying the divergence theorem to $W$ on $\Sigma \backslash B^n_R(y)$ and sending $t \to 0$, one obtains

$$|\Sigma| \sup_{B^n_R} \text{div}_\Sigma(W) \geq \int_{\partial \Sigma} \langle W, \nu_{\Sigma} \rangle - \text{res}_{k-1}(W, y)|S^{k-1}|,$$

where $\text{res}_{k-1}(W, y) := \lim_{x \to y} r_y(x)^{k-1} \langle W(x), \nabla r_y(x) \rangle$ is a “$(k - 1)$-residue” of the vector field at $y$ (see the proof of Proposition 3.1 for more details). This inequality yields a lower bound for the area of $\Sigma$, provided one can construct a special vector field with a divergence upper bound, boundary behavior such that $\int_{\partial \Sigma} \langle W, \nu_{\Sigma} \rangle$ vanishes, and prescribed (negative) residue (of order $k - 1$). Constructing a suitable $W$ is the essential difficulty in the proof - balancing these three conditions when constructing $W$ is rather delicate, especially if one hopes to obtain a sharp estimate.

The approach outlined above was likely known to experts to yield the classical area estimate (Proposition 2.4), where it is easy to check that on $B^n_1 \backslash \{0\}$ in $\mathbb{R}^n$ the vector field

$$W(x) = \frac{x}{k} - \frac{1}{k} \frac{x}{|x|^k}$$
has all of the desired properties. Our inspiration for using the vector field approach here comes from its recent successes in the free-boundary [Bre12] and prescribed-point [BH17] settings in Euclidean space.

In the prescribed-point setting, for $k \geq 3$ ($M = \mathbb{R}^n$, $R = 1$), Brendle and Hung constructed the vector field

$$W(x) = \frac{1}{k} \left( 1 - \frac{1 - 2\langle x, y \rangle + |y|^2}{|x - y|^k} \right)^{\frac{k}{2}} (x - y) + \frac{1}{k - 2} \left( \frac{1 - 2\langle x, y \rangle + |y|^2}{|x - y|^{k-2}} - 1 \right) y.$$  

This vector field $W$ is somewhat mysterious, as it does not have a simple geometric interpretation - in particular, it cannot be a gradient field. We will construct in Section 3.2 a vector field analogous to $W$ in the sphere and hyperbolic space, and verify that our vector field satisfies the properties needed above to yield the sharp prescribed-point area estimate. Our vector field also reduces to Brendle and Hung’s vector field $W$ in the Euclidean setting.

The difficulties addressed in our construction are rather subtle, and are masked in Euclidean space by the very simple parallel translation. In particular, one immediate issue is how to generalise the constant vector field $y$. Our solution is to use the generator of the translation isometry in the $y$ direction, and the (nonconstant) length of this field must be balanced in a precise manner in order for the divergence to satisfy a useful inequality. We remark that this construction seems to depend on the special geometry of these symmetric spaces, in the sense that the natural analogues in manifolds with curvature conditions seem to require comparisons in both directions. We also remark that a quite reasonable ansatz based on harmonic functions does not appear to bear fruit (see Remark 3.14).

The vector field approach was also used by Brendle in [Bre12] to prove a sharp area estimate for free-boundary minimal submanifolds in Euclidean balls. Subsequently, Freidin and McGrath [FM19, FM20] were able to extend the free-boundary area estimate to minimal submanifolds of dimension $k \in \{2, 4, 6\}$ in spherical caps. However, the vector field approach does not seem to readily apply to the free-boundary problem in hyperbolic space. This apparently stands in contrast to our prescribed-point problem, in which hyperbolic space seems to be more amenable (although we also have partial success in the sphere).

Finally, we note that the second author [Zhu18] showed Theorem 1.1 can be realised as a consequence of a more general ‘moving-centre’ monotonicity formula. This is analogous to the fact that the centred area estimate, Proposition 2.4 below, is a consequence of the fixed-centre monotonicity formula Theorem 2.2. It turns out that both Theorems 1.2 and 1.3 also follow from certain weighted monotonicity formulae, somewhat analogous to the moving-centre monotonicity formula in [Zhu18]. The details can be found in [NZ22].

The remainder of this paper is organised as follows. In Section 2, we discuss some background and preliminaries about space forms. In Section 3, we will give a proof of Theorems 1.2 and 1.3(b). In Section 4, by a separate argument, we verify the prescribed-point estimate for geodesics, in particular Theorem 1.3(a). Finally, in Section 5, we discuss the vector field method on domains other than balls.
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2. Preliminaries

In the following, we consider a space form \( M \in \{ \mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n \} \) of dimension \( n \geq 2 \) equipped with the metric \( g \) of constant curvature \( \kappa \in \{-1, 0, 1\} \) respectively. We let \( k \in \{ 1, \ldots, n-1 \} \).

2.1. Notations. Let \( d(x, y) \) denote the distance between points \( x, y \in M \) and for any \( t > 0 \), let \( B^o_t = B^o_t(\{ x \in M : d(\{ o, x \} < t) \} \subset M \) denote the geodesic ball of radius \( t \) around a fixed point \( o \in M \), which we call the origin. Throughout the following sections, we fix some \( R \in (0, \frac{1}{2}\text{diam}(M)) \) and some \( y \in B^o_R \), and let \( \Sigma \subset B^o_R \) denote a \( k \)-dimensional (smooth) minimal submanifold which passes through \( y \) and satisfies \( \partial \Sigma \subset \partial B^o_R \).

We let

\[
\begin{aligned}
\text{sn}(r) := & \begin{cases} 
\sinh(r), & M = \mathbb{H}^n \\
r, & M = \mathbb{R}^n \\
\sin(r), & M = \mathbb{S}^n 
\end{cases} \\
\text{cs}(r) := & \begin{cases} 
\cosh(r), & M = \mathbb{H}^n \\
1, & M = \mathbb{R}^n \\
\cos(r), & M = \mathbb{S}^n 
\end{cases}
\end{aligned}
\]

denote the usual warping function of the metric \( g = dr^2 + \text{sn}(r)^2 g_{\mathbb{S}^{n-1}} \) and define

\[
\begin{aligned}
\text{cs}(r) := & \text{sn}'(r) = \begin{cases} 
\cosh(r), & M = \mathbb{H}^n \\
1, & M = \mathbb{R}^n \\
\cos(r), & M = \mathbb{S}^n 
\end{cases}
\end{aligned}
\]

e as well as \( \text{tn}(r) := \text{sn}(r)/\text{cs}(r) \) and \( \text{ct}(r) = 1/\text{tn}(r) \). Note that

\[
\text{cs}'(r) = -\kappa \text{sn}(r)
\]

and

\[
\text{cs}(r)^2 + \kappa \text{sn}(r)^2 = 1.
\]

We recall the Pythagorean theorem for distances. If \( xyz \) is a geodesic triangle in \( M \) with a right angle at \( y \), then

\[
\begin{aligned}
\begin{cases} 
\text{cs}(d(x, z)) = \text{cs}(d(x, y)) \text{cs}(d(y, z)), & M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \\
d(x, z)^2 = d(x, y)^2 + d(y, z)^2, & M = \mathbb{R}^n 
\end{cases}
\end{aligned}
\]

Note that the Pythagorean theorem for \( \kappa = 0 \) follows as a limiting case (at second order) of the Pythagorean theorem for \( \kappa \neq 0 \). Note also, that when \( \kappa = 1 \), it is possible for \( \text{cs}(d(x, z)) \) to be negative. Nevertheless, the Pythagorean theorem still holds in such cases.

Given \( z \in M \), we introduce the shorthand \( r_z(x) = d(x, z) \) for the distance function on \( M \). Away from \( z \) and the cut locus of \( z \) the function \( r_z \) is smooth. There, we have \(|\nabla r_z| = 1 \) and the Hessian is given by

\[
\nabla^2 r_z = \text{ct}(r_z)(g - dr_z \otimes dr_z).
\]

For our origin \( o \in M \), we will write \( r(x) \) in place of \( r_o(x) \).

With some notation introduced, the radius \( r(y) \) from the introduction is given by

\[
\begin{aligned}
r(y) := & \begin{cases} 
\text{cs}^{-1}\left(\frac{\text{cs}(R)}{\text{cs}(r(y))}\right), & M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \\
\left(R^2 - r(y)^2\right)^{\frac{1}{2}}, & M = \mathbb{R}^n 
\end{cases}
\end{aligned}
\]

Here the inverses are defined as functions \( \text{cosh}^{-1} : [1, \infty) \to [0, \infty) \), \( \cosh : [0, \infty) \to [0, \infty) \), and \( \cos^{-1} : (-1, 1] \to [0, \pi) \). If \( r(y) = 0 \), we understand that \( r(y) = R \). Note that \( r(y) \) is well-defined as \( r(y) \in [0, R] \) and \( R \in (0, \frac{1}{2}\text{diam}(M)) \).
For \( r \in [0, \frac{1}{2}\text{diam}(M)) \), define
\[
A(r) := \int_{0}^{r} \sin(t)^{k-1} dt.
\]
For \( k \geq 2 \) and \((M,k) \neq (\mathbb{R}^n,2)\), define
\[
G(r) := -\int_{r}^{\frac{1}{2}\text{diam}(M)} \frac{1}{A'(t)} dt.
\]
Note that this latter integral converges for \( r \in (0, \frac{1}{2}\text{diam}(M)) \), so \( G(r) \) is well-defined. When \( k = 2 \) and \( M = \mathbb{R}^n \), we instead define \( G(r) = \log(r) \); finally when \( k = 1 \) define \( G(r) = r \). In all cases, we have \( G'(r) = \frac{1}{A'(r)} \); hence \( G(r) \) is monotone increasing. For \( M \in \{\mathbb{H}^n, \mathbb{R}^n\} \), up to a constant the function \( G(r) \) is the fundamental solution of the Laplacian; for \( M = S^n \), the function \( G(r) \) is related, but has poles at both the origin and its antipodal point. Also, observe that \( A(r) \) is positive and increasing. Moreover,
\[
\frac{A''(r)}{A'(r)} = (k-1) \text{ct}(r).
\]
The area of a \( k \)-dimensional totally geodesic disk in the space form \( M \) is
\[
|B^k_r| = A(r)|S^{k-1}|.
\]
Finally, we note that as \( r \to 0 \), these functions have the asymptotics
\[
A'(r) = r^{k-1} + o(r^{k-1}),
\]
\[
A(r) = \frac{1}{k} r^k + o(r^k),
\]
and
\[
G(r) = \begin{cases} 
-\frac{1}{k-2} r^{2-k} + o(r^{2-k}), & k \neq 2 \\
\log(r) + o(\log(r)), & k = 2 
\end{cases}.
\]

2.2. Projection and divergence of vector fields. Given a \( k \)-plane \( S \subset T_xM \) and a vector field \( W \), we define \( W^\top \) to be the projection of \( W \) to \( S \), and \( W^\perp \) the projection to the orthogonal complement, so that \( W = W^\top + W^\perp \). If \( f \) is a function on \( M \), then we also set \( \nabla^\top f = (\nabla f)^\top \) and \( \nabla^\perp f = (\nabla f)^\perp \). We define
\[
\text{div}_S W(x) = \text{tr}_S \nabla W(x) = \sum_{i=1}^{k} g(\nabla e_i W(x), e_i),
\]
where \( \{e_1, \ldots, e_k\} \) is any orthonormal basis of \( S \). If \( \Sigma \) is a smooth \( k \)-dimensional submanifold, then we implicitly take \( S = T_x \Sigma \) and write \( \text{div}_\Sigma W(x) = \text{div}_{T_x \Sigma} W(x) \).

Note that
\[
\text{div}_\Sigma W = \text{div}_\Sigma W^\top - g(\vec{H}, W^\perp),
\]
In particular, if \( \Sigma \) is minimal, then \( \text{div}_\Sigma W = \text{div}_\Sigma W^\top \).
2.3. **The classical area estimate when** \( y = o \). Recall \( r = r_o \) and consider the vector fields

\[
W_0 := \frac{1}{A'(r)} \nabla r = \nabla G(r)
\]

and

\[
W_1 := \frac{A(r)}{A'(r)} \nabla r = A(r) \nabla G(r).
\]

In the following, for any vector field \( W \) we write \( W = W^T + W^\perp \) to denote the tangential and orthogonal components of \( W \) along \( \Sigma \). Correspondingly, let \( \nabla^T r = (\nabla r)^T \) and \( \nabla^\perp r = (\nabla r)^\perp \). The divergence of these vector fields \( W_0 \) and \( W_1 \) is a classical computation and plays an important role in classical monotonicity formulae and related area estimates for minimal submanifolds.

**Proposition 2.1.** Given a \( k \)-plane \( S \subset T_x M \), where \( 0 < r(x) < \frac{1}{2} \text{diam}(M) \), we have

\[
\text{div}_S W_0(x) = k \frac{1}{A'(r)} \text{ct}(r)|\nabla^\perp r|^2,
\]

and

\[
\text{div}_S W_1(x) = 1 - \left(1 - k \frac{A(r)}{A'(r)} \text{ct}(r)\right)|\nabla^\perp r|^2.
\]

**Proof.** Fix any point in \( x \) with \( 0 < r(x) < \frac{1}{2} \text{diam}(M) \) and let \( \{e_1, \ldots, e_k\} \) be a orthonormal basis of \( S \subset T_x M \). For a radial vector field \( \phi(r) \nabla r \) we have

\[
\text{div}_S (\phi(r) \nabla r) = \phi'(r)|\nabla^T r|^2 + \phi(r) \text{tr}_S \nabla^2 r.
\]

By (2.4), we have

\[
\text{tr}_S \nabla^2 r = \text{ct}(r)(k - |\nabla^T r|^2).
\]

Since \( |\nabla^T r|^2 = 1 - |\nabla^\perp r|^2 \), we then have

\[
\text{div}_S (\phi(r) \nabla r) = ((k - 1)\phi(r) \text{ct}(r) + \phi'(r)) - (\phi'(r) - \phi(r) \text{ct}(r)) |\nabla^\perp r|^2.
\]

The proposition follows after noting that

\[
\left(\frac{1}{A'(r)}\right)' = -\frac{A''(r)}{A'(r)^2} = -(k - 1) \text{ct}(r) \frac{1}{A'(r)},
\]

and

\[
\left(\frac{A(r)}{A'(r)}\right)' = 1 - \frac{A(r)A''(r)}{A'(r)^2} = 1 - (k - 1) \text{ct}(r) \frac{A(r)}{A'(r)}.
\]

\[\square\]

It is straightforward to verify\(^1\) that \( \text{div}_S W_1 = 1 \) if \( M = \mathbb{R}^n \); \( \text{div}_S W_1 \geq 1 \) if \( M = \mathbb{H}^n \), and \( 1 \geq \text{div}_S W_1 \geq |\nabla^T r|^2 \) if \( M = \mathbb{S}^n \). These lower bounds on \( \text{div}_S W_1 \) may be used to show the classical monotonicity formulae (see [And82] for \( \mathbb{H}^n \), [GS87] for \( \mathbb{S}^n \), [Sim83] for instance for \( \mathbb{R}^n \)):

\(^1\)If \( f(r) = 1 - k \frac{A(r)}{A'(r)} \text{ct}(r) \), then \( (\text{sn}(r)^k f(r))' = k\kappa \text{sn}(r) A(r) \) and \( f(0) = 0 \). Hence \( \text{sign}(f(r)) = \kappa \).
Theorem 2.2. Suppose \( M \in \{ \mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n \} \). Let \( \Sigma \subset B^n_R \) be a \( k \)-dimensional minimal submanifold in a geodesic ball of radius \( R \in (0, \frac{1}{2} \text{diam}(M)) \) with \( \partial \Sigma \subset \partial B^n_R \). Define
\[
Q_A(t) := \frac{|\Sigma \cap B^n_t|}{|B^n_t|}, \quad Q_I(t) := \frac{1}{|B^n_t|} \int_{\Sigma \cap B^n_t} |\nabla^\top r|^2.
\]
If \( M \in \{ \mathbb{H}^n, \mathbb{R}^n \} \), then \( t \mapsto Q_I(t) \) and \( t \mapsto Q_A(t) \) are both monotone increasing for \( t \in (0, R) \). If \( M = \mathbb{S}^n \), then \( t \mapsto Q_I(t) \) is monotone increasing for \( t \in (0, R) \). In each case, the monotone quantity is constant if and only if \( \Sigma \) is a totally geodesic disk.

Similarly, so long as \( cs(r) \geq 0 \), one has the lower bound \( \text{div}_S W_0 \geq 0 \). This can be used to derive another monotone quantity along the boundaries of centred geodesic balls. This monotonicity is equivalent to the monotonicity of \( Q_A(t) \) in Theorem 2.2 when \( M = \mathbb{R}^n \), but is different for \( M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \). This monotonicity was essentially observed by Choe and Gulliver in [CG92].

Theorem 2.3. Suppose \( M \in \{ \mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n \} \). Let \( \Sigma \subset B^n_R \) be a \( k \)-dimensional minimal submanifold in a geodesic ball of radius \( R \in (0, \frac{1}{2} \text{diam}(M)) \) with \( \partial \Sigma \subset \partial B^n_R \). Define
\[
Q_\Theta(t) := \frac{1}{|\partial B^n_t|} \int_{\Sigma \cap \partial B^n_t} |\nabla^\top r|.
\]
Then \( t \mapsto Q_\Theta(t) \) is monotone increasing for \( t \in (0, R) \) and is constant if and only if \( \Sigma \) is a totally geodesic disk.

These classical monotonicity formulae and their proofs are discussed in more detail in [NZ22]. If \( \Sigma \) contains the origin \( o \), then we have the classical area estimate for minimal submanifolds through the centre of the ball:

Proposition 2.4. Suppose \( M \in \{ \mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n \} \). Let \( \Sigma \subset B^n_R \) be a \( k \)-dimensional minimal submanifold in a geodesic ball of radius \( R \in (0, \text{diam}(M)) \) with \( \partial \Sigma \subset \partial B^n_R \). If \( o \in \Sigma \), then
\[
|\Sigma| \geq |B^n_R|.
\]
Moreover, equality holds if and only if \( \Sigma \) is a totally geodesic disk.

For \( R \in (0, \frac{1}{2} \text{diam}(M)) \), Proposition 2.4 follows either from the monotonicities in Theorem 2.2, or from the one in Theorem 2.3 and the coarea formula. Note that the monotonicity formulae in the sphere cannot hold past \( R = \frac{1}{2} \text{diam}(M) \). In fact, there is a third proof of Proposition 2.4, which holds for all \( R \in (0, \text{diam}(M)) \), using the divergence theorem applied to the combination \( W_1 - A(R)W_0 \). This latter proof is one of the starting points for our construction.

2.4. The functions \( s \) and \( \rho \). In the previous section, we saw that Theorems 1.2 and 1.3 are classical consequences of more general monotonicity formula when \( y = o \). For the remainder of the paper, it suffices to assume \( y \neq o \). We will now define two functions \( s \) and \( \rho \) that are important to the proof of Theorems 1.2 and 1.3.

Let \( \gamma \subset M \) be the unique maximal geodesic containing the points \( o \) and \( y \). Let \( \rho(x) := \inf_{z \in \gamma} d(x, z) \) denote the distance to the geodesic \( \gamma \). For each point \( x \) with \( \rho(x) < \frac{1}{2} \text{diam}(M) \), there exists a unique point \( z_x \in \gamma \) such that \( \rho(x) = d(x, z_x) \). Note that \( \text{diam}(M) < \infty \) only when \( M = \mathbb{S}^n \). In this case \( \{ \rho(x) = \frac{1}{2} \text{diam}(M) \} \) consists of a copy of \( \mathbb{S}^{n-2} \) and we let \( o' \) denote the antipodal point to \( o \). For \( M = \mathbb{S}^n \), we set \( \mathcal{E} = \{ \rho = \frac{1}{2} \text{diam}(M) \} \cup \{ x \in M : \rho(x) < \frac{1}{2} \text{diam}(M) \text{ and } z_x = o' \} \). Otherwise, we take \( \mathcal{E} = \emptyset \). Note in particular that \( B^n_R \subset M \setminus \mathcal{E} \) whenever \( R < \frac{1}{2} \text{diam}(M) \). Now,
define sign : $\gamma \setminus \mathcal{E} \to \{-1, 0, 1\}$ by sign$(z) = 1$ if $z \in \gamma \setminus \mathcal{E}$ lies on the same side of $o$ as $y$, sign$(o) = 0$, and sign$(z) = -1$ otherwise.

We define a function $s : M \setminus \mathcal{E} \to (-\text{diam}(M), \text{diam}(M))$ by setting $s(x) = \text{sign}(z) \rho(z_x)$. In particular, the Pythagorean theorem applied to the right geodesic triangle $o z_x x$ gives

\[
\begin{aligned}
\left\{ \begin{array}{ll}
\text{cs}(s(x)) & \text{cs}(\rho(x)) = \text{cs}(r(x)) \\
s(x)^2 + \rho(x)^2 & = r(x)^2
\end{array} \right. \\
M & \in \{ \mathbb{H}^n, \mathbb{S}^n \}
\end{aligned}
\]

for $x \in B^n_R$.

The function $s$ is smooth on $M \setminus \mathcal{E}$ and the function $\rho$ is a distance function on $M$. The level sets of $s$ are totally geodesic hypersurfaces in $M$; in particular $s$ is constant on any $k$-dimensional totally geodesic disk in $B^n_R$ which intersects $\gamma$ orthogonally. Indeed, the metric on $M \setminus (\mathcal{E} \cup \gamma) \cong (0, \frac{1}{2} \text{diam}(M)) \times (-\text{diam}(M), \text{diam}(M)) \times \mathbb{S}^{n-2}$ may be written\(^2\)

\[
g = d\rho^2 + \text{cs}(\rho)^2 d\rho^2 + \text{sn}(\rho)^2 g_{\mathbb{S}^{n-2}}
\]

and the coordinate vector field $\partial_s = \frac{\partial}{\partial s}$ (suitably extended) generates an isometry of $M$.

**Proposition 2.5.** On $M \setminus \mathcal{E}$, we have that $\partial_s = \text{cs}(\rho)^2 \nabla s$ is a Killing field. In particular, we have $g(\nabla X \partial_s, X) = 0$ for any vector field $X$.

On $M \setminus (\mathcal{E} \cup \gamma)$, we further have that $|\nabla \rho|^2 = 1$ and

\[
\begin{aligned}
\nabla^2 s & = \kappa \text{tn}(\rho)(d\rho \otimes ds + ds \otimes d\rho), \\
\nabla^2 \rho & = \kappa \text{ct}(\rho)(g - d\rho \otimes d\rho - ds \otimes ds).
\end{aligned}
\]

**Proof.** The presentation of the metric (2.20) immediately gives that $\partial_s$ is a Killing field, since the coefficients are independent of $s$. For the Hessians, note indeed $\nabla \rho = \partial_{\rho}$, so

\[
\nabla^2 s(X, X) = g(\nabla_X \nabla s, X) = \frac{2 \kappa \text{tn}(\rho)}{\text{cs}(\rho)^2} g(X, \partial_{\rho}) g(\partial_s, X) = 2 \kappa \text{tn}(\rho) g(X, \nabla \rho) g(X, \nabla s).
\]

Polarization implies the form (2.21), and one may deduce (2.22) from the Hessian (2.4) of $r$ and differentiating the Pythagorean relation (2.19) twice.

---

\(^2\)Set $\phi = \text{cs}(\rho)$ and $\psi = \text{sn}(\rho)$. Let $\partial_{\rho}$ and $\partial_s$ denote the coordinate vector fields and let $X$ and $Y$ be orthogonal to $\partial_s$ and $\partial_{\rho}$. It suffices to compute the sectional curvature of the two-planes generated by $\{\partial_{\rho}, \partial_s\}$, $\{\partial_{\rho}, X\}$, $\{\partial_s, Y\}$ and $\{X, Y\}$. These are given, respectively, by $-\frac{\psi'}{\phi}, -\frac{\psi''}{\phi}, -\frac{\phi' \psi'}{\phi^2}$, and $\frac{1 - (\phi')^2}{\phi^2}$, each of which is $\kappa$.
Moreover, equality holds if and only if
\[ \Sigma \]
The following argument works for any Proof.

3. Proof of Theorems 1.2 and 1.3

In this section, we will give the proof of Theorems 1.2 and 1.3. Recall that \( \Sigma \subset B^m_R \) is a \( k \)-dimensional minimal submanifold that passes through a point \( y \in B^m_R \) and satisfies \( \partial \Sigma \subset \partial B^m_R \). We will assume \( d(o, y) > 0 \) since the case \( o \in \Sigma \) is classical.

3.1. The area estimate follows from a good vector field. The vector field method used by Brendle and Hung requires the construction of a smooth vector field \( W = W_y \) on \( B^m_R \setminus \{y\} \) with the following three properties:

(V1) The divergence estimate: for any \( k \)-plane \( S \subset T_x M \), where \( r_y(x) > 0 \), we have
\[
\div_S W(x) \leq 1,
\]
with equality if and only if \( |\nabla^\perp r_y|^2 = 0 \) and \( |\nabla^\top s|^2 = 0 \).

(V2) The prescribed residue:
\[
\lim_{x \to y} r_y(x)^{k-1} \langle W(x), \nabla r_y(x) \rangle = -A(\rho(y))
\]
where \( \rho(y) \) is given by (2.5).

(V3) The boundary vanishing condition:
\[
W(x) = 0 \text{ if } x \in \partial B^m_R.
\]

When \( y = o \), one may take \( W = W_1 - A(R)W_0 \), where \( W_0, W_1 \) are as in Section 2.3. For \( d(o, y) > 0 \) and \( M = \mathbb{R}^n \), Brendle and Hung [BH17] constructed a suitable vector field and verified properties (V1) - (V3) in three short lemmas.

We will define an analogous vector field \( W \) for any space form \( M \in \{\mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n\} \) and any \( y \in B^m_R \). This vector field will satisfy properties (V1) - (V3) when \( M = \mathbb{H}^n \) and \( k \geq 1 \), and recovers the vector field of Brendle and Hung when \( M = \mathbb{R}^n \) (hence satisfies the same properties in this case, for any \( k \)). When \( M = \mathbb{S}^n \), our vector field \( W \) satisfies (V2) and (V3) but only satisfies (V1) under certain restrictions on \( R, y, \) and \( k \). As \( y \to o \), the classical vector field \( W_1 - A(R)W_0 \) naturally arises.

Once a vector field satisfying properties (V1) - (V3) is found, the proof of the prescribed point area estimate follows from the following proposition.

Proposition 3.1. Consider \( M \in \{\mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n\} \). Suppose \( \Sigma \) is a \( k \)-dimensional minimal submanifold in \( B^m_R \) with radius \( R \in (0, \frac{1}{3}\text{diam}(M)) \) which passes through a point \( y \in B^m_R \) and satisfies \( \partial \Sigma \subset \partial B^m_R \). Suppose that there exists a smooth vector field \( W = W_y \) on \( B^m_R \setminus \{y\} \) with properties (V1) - (V3) above. Then
\[
|\Sigma| \geq |B^k_{\rho(y)}|.
\]
Moreover, equality holds if and only if \( \Sigma \) is a totally geodesic disk of radius \( \rho(y) \) orthogonal to \( y \).

Proof. The following argument works for any \( k \). Suppose such a vector field \( W \) exists. Consider \( \Sigma \setminus B^k_t(y) \) for \( t > 0 \) small. By the divergence property (V1) and since \( \Sigma \) is minimal, we have
\[
(3.1) \quad |\Sigma \setminus B^k_t(y)| = \int_{\Sigma \setminus B^k_t(y)} 1 \geq \int_{\Sigma \setminus B^k_t(y)} \div_{\Sigma}(W) = \int_{\Sigma \setminus B^k_t(y)} \div_{\Sigma}(W^\top).
\]
Now, using that $y$ lies in the interior of $\Sigma$, for $t > 0$ sufficiently small, we have

$$\partial(\Sigma \setminus B^t(y)) = \partial\Sigma \cup (\Sigma \cap \partial B^t(y)).$$

Let $\eta_\Sigma$ denote the outward-pointing conormal of $\partial\Sigma$ in $\Sigma$ and let $\nu = \frac{\nabla r_y}{|\nabla r_y|}$ denote the inward-pointing conormal of $\Sigma \cap \partial B^t(y)$ in $\Sigma$. By the divergence theorem

$$\int_{\Sigma \setminus B^t(y)} \text{div}_\Sigma(W^\top) = \int_{\partial\Sigma} \langle W, \eta_\Sigma \rangle - \int_{\Sigma \cap \partial B^t(y)} \langle W, \nu \rangle. \tag{3.2}$$

Because $\partial\Sigma \subset \partial B^t_R$, the boundary condition (V3) implies

$$\int_{\partial\Sigma} \langle W, \eta_\Sigma \rangle = 0. \tag{3.3}$$

On the other hand, because $\Sigma$ is smooth at $y$, as $x \to y$ we have

$$\nu(x) = \nabla r_y(x) + o(1)$$

for $x \in \Sigma$. Therefore, the prescribed residue condition (V2) implies

$$\lim_{x \to y} r_y(x)^k = \langle W(x), \nu(x) \rangle = -A(r(y))$$

for any $x \in \Sigma$. On the other hand, since $y \in \Sigma$ the density at $y$ satisfies $\Theta(\Sigma, y) \geq 1$. Since the volume is locally Euclidean, we have

$$|\Sigma \cap \partial B^t(y)| = \Theta(\Sigma, y)|S^{k-1}|t^{k-1} + o(t^{k-1}) \geq |S^{k-1}|t^{k-1} + o(t^{k-1})$$

as $t \to 0$. This implies

$$\frac{-\lim_{t \to 0} \int_{\Sigma \cap \partial B^t(y)} \langle W, \nu \rangle = A(r(y))|S^{k-1}| = |B^t_{\Sigma}(y)|. \tag{3.4}$$

Combining (3.1), (3.2), (3.3) and (3.4) we conclude that

$$|\Sigma| = \lim_{t \to 0} |\Sigma \setminus B^t(y)| \geq -\lim_{t \to 0} \int_{\Sigma \cap \partial B^t(y)} \langle W, \nu \rangle = |B^t_{\Sigma}(y)|.$$

Finally, if equality holds $|\Sigma| = |B^t_{\Sigma}(y)|$, then we must have $\text{div}_\Sigma(W) \equiv 1$ on $\Sigma \setminus \{y\}$. By property (V1), this means $\nabla^\top r_y \equiv 0$ and $\nabla^\top s \equiv 0$ on $\Sigma \setminus \{y\}$. These conditions readily imply that $\Sigma$ must be a $k$-dimensional totally geodesic disk orthogonal to $y$. \hfill \Box

3.2. Construction of good vector field. We have thus reduced the prescribed point problem to finding a vector field satisfying conditions (V1) - (V3) above. Let us write

$$s_y := s(y) = r(y) > 0. \tag{3.5}$$

Our ambient vector field $W$ is defined by

$$W := \frac{A(r_y) - A(u_s)}{A'(r_y)} \nabla r_y + (B(r_y) - B(u_s)) A'(u_s) u_s' cs(s - s_y)^2 \partial_s. \tag{3.6}$$

where $u_s(x) = u(s(x))$ depends only on $s(x)$, and for notational simplicity we define $u'_s(x) = u'(s(x))$, $u''_s(x) = u''(s(x))$. The functions $B$ and $u$ are defined imminently in Definitions 3.2 and 3.3 respectively.
Definition 3.2 (of B). If \( k \geq 2 \) and \((M, k) \neq (\mathbb{R}^n, 2)\), we define a function \( B \) by
\[
B(r) = -\int_r^{\frac{1}{2} \text{diam}(M)} \frac{1}{\text{cs}(t)^2 A'(t)} \, dt,
\]
for \( r \in (0, \frac{1}{2} \text{diam}(M)) \). If \((M, k) = (\mathbb{R}^n, 2)\), then we instead define \( B(r) = \log(r) \). Finally, if \( k = 1 \), then we define \( B(r) = \text{tn}(r) \).

In the above, we have chosen \( \frac{1}{2} \text{diam}(M) \) as the upper limit for convenience (so that the integral converges when \( M = \mathbb{S}^n \)). In practice, we only need the relative values of \( B \) and the behaviour near \( r = 0 \). In any case, \( B \) is monotone increasing and indeed satisfies
\[
B'(r) = \frac{1}{\text{cs}(r)^2 A'(r)} > 0.
\]
Note that \( B'(r) = r^{1-k} + o(r^{1-k}) \) as \( r \to 0 \), and hence
\[
B(r) = \begin{cases} 
-\frac{1}{k-2} r^{2-k} + o(r^{2-k}), & k \neq 2 \\
\log(r) + o(\log(r)), & k = 2.
\end{cases}
\]

Definition 3.3 (of \( u \)). We define \( u : [-R, R] \to [0, \text{diam}(M)] \) by
\[
u(s) := \begin{cases} 
\text{cs}^{-1}\left( \frac{\text{cs}(s-s_0) \text{cs}(R)}{\text{cs}(s)} \right) & M = \{\mathbb{H}^n, \mathbb{S}^n\} \\
\left(R^2 + (s-y)^2 - s^2\right)^{\frac{1}{2}} & M = \mathbb{R}^n
\end{cases}
\]
where again the inverse functions map \((\cdot)^\frac{1}{2} : [0, \infty) \to [0, \infty)\), \(\text{cosh}^{-1} : [1, \infty) \to [0, \infty)\), and \(\cos^{-1} : [-1, 1] \to [0, \pi]\). We can readily verify that the function \( u(s) \) is well-defined for \(|s| \leq R\), hence the function \( u_s \) is well-defined on \( B^n_R \).

Moreover, by the Pythagorean theorem applied to the right geodesic triangles \( ozx \) and \( yzx \), the function \( u_s \) satisfies
\[
\begin{cases} 
\text{cs}(u_s) = \text{cs}(r_y) \frac{\text{cs}(R)}{\text{cs}(s)} = \text{cs}(r_y) \frac{\text{cs}(R)}{\text{cs}(r)} & M = \{\mathbb{H}^n, \mathbb{S}^n\} \\
u_s^2 = r_y^2 + R^2 - s^2 - \rho^2 = r_y^2 + R^2 - r^2 & M = \mathbb{R}^n
\end{cases}
\]

Note that the function \( u_s \) has been chosen precisely so that it depends only on \( s(x) \), and coincides with \( r_y \) on \( \partial B^n_R \). Indeed, we have:

Lemma 3.4. The function \( u \) satisfies the following properties:

(U1) \( u_s(x) = r_y(x) \) if \( x \in \partial B^n_R \).

(U2) \( u_s(y) = r(y) \).

(U3) For any \( x \in B^n_R \), if \( \text{cs}(u_s(x)) \geq 0 \), then \( u_s(x) \geq r_y(x) \). In particular, the conclusion always holds if \( M \in \{\mathbb{H}^n, \mathbb{R}^n\} \).

Proof. Properties (U1) and (U2) are immediate consequences of (3.11) and (2.5) respectively. Property (U3) also follows from (3.11) and the monotonicity of \( \text{cs} \) or \((\cdot)^2\) (recall \( r \leq R < \frac{1}{2} \text{diam}(M) \)). \( \square \)

Remark 3.5. When \( M = \mathbb{S}^n \), the region \( \{\text{cs}(u_s(x)) \geq 0 \} \) is precisely \( B^n_R \cap B^n_\frac{R}{2} (y) \). Moreover, when \( \text{cs}(u_s) = 0 \), the Pythagorean theorem for \( \mathbb{S}^n \) implies \( \text{cs}(r_y) = 0 \). So in addition to property (U1) on the sphere, we also have \( u_s(x) = r_y(x) \) for all \( x \in B^n_R \cap \partial B^n_\frac{R}{2} (y) \). This latter property sheds some light on why the ansatz (3.6) will not always work in the sphere. See Section 5 for more discussion.
Remark 3.6. Observe that when \( M = \mathbb{R}^n \) and \( k \geq 3 \), we have \( A'(r) = r^{k-1} \), \( A(r) = \frac{1}{k} r^k \) and \( B(r) = -\frac{1}{k-2} r^{2-k} \). On can also write \( r_y = |x - y|, s_y = |y| \), and \( s = \frac{1}{|y|}(x, y) \), so that \( \nabla r_y = \frac{x - y}{|x - y|} \) and \( \nabla s = \partial_s = \frac{y}{|y|} \). Then \( u_s = (R^2 - 2|x, y| + |y|^2)^{1/2} \) and \( u'_s = -\frac{|y|}{u_s} \). Making these substitutions in (3.6) gives exactly the vector field of Brendle and Hung (1.1) for \( k \geq 3 \). The reader can check the same is true for \( k = 2 \).

3.3. Properties of the good vector field. The boundary-vanishing and prescribed residue of \( W \) follow immediately from our chosen ansatz:

Lemma 3.7. \( W = 0 \) along the boundary \( \partial B^n_R \).

Proof. This follows immediately from the definition (3.6) of \( W \) and the property (U1) of the function \( u_s \); that is, \( u_s = r_y \) on \( \partial B^n_R \).

Lemma 3.8. The vector field \( W \) satisfies

\[
\lim_{x \to y} r_y(x)^{k-1}(W(x), \nabla r_y(x)) = -A(r(y))
\]

where \( r(y) \) is given by (2.5).

Proof. Recall that by property (U2), we have \( u_s(y) = r(y) \). Recalling (2.10) and (2.11), we have \( A'(r_y) = r_y^{k-1} + o(r_y^{k-1}) \), so that \( A(r_y) = \frac{1}{k} r_y^k + o(r_y^k) \) and \( B(r_y) = o(r_y^{-k}) \) as \( r_y \to 0 \). It then follows from (3.6) that

\[
W = -r_y^{1-k} A(r(y)) \nabla r_y + o(r_y^{1-k}),
\]

which implies the result.

It remains to check when the divergence estimate holds, which will depend on the properties of \( u \). We first have the following calculation:

Lemma 3.9. Suppose \( r_y(x) > 0 \) and consider a \( k \)-plane \( S \subset T_x M \). Then at \( x \) we have

\[
div_S W = 1 - \left( 1 + k \text{ct}(r_y) \frac{A(u_s) - A(r_y)}{A'(r_y)} \right) |\nabla r_y|^2 - (u'_s)^2 \frac{cs(r_y)^2}{cs(u_s)^2} |\nabla^s s|^2
\]

\[
- (B(u_s) - B(r_y))(A'(u_s)u'_s cs(s - s_y)^2 + (B(u(s)) - B(|s - s_y|)) \frac{4}{ds} (A'(u(s))u'(s) cs(s - s_y)^2)\big|_{s = s(x)}.
\]

In particular, if

(i) \( 1 + k \text{ct}(r_y) \frac{A(u_s) - A(r_y)}{A'(r_y)} \geq 0 \) on \( B^n_R \), and

(ii) \( \frac{cs(s)^2}{cs(R)^2} u'(s)^2 + (B(u(s)) - B(|s - s_y|)) \frac{4}{ds} (A'(u(s))u'(s) cs(s - s_y)^2) \geq 0 \) for all \( s \in (-R, R) \),

then \( W \) satisfies (V1).

Proof. For \( x \in B^n_R \), the Pythagorean theorem to the right geodesic triangle \( yz_x x \) gives

\[
\begin{align*}
\{ \text{cs}(s - s_y) \text{cs}(\rho) = \text{cs}(r_y) & \quad M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \\
(s - s_y)^2 + \rho^2 = r_y^2 & \quad M = \mathbb{R}^n.
\end{align*}
\]

(3.13)
In any case, \( \partial_s = \text{cs}(\rho)^2 \nabla s = \frac{\text{cs}(r_y)^2}{\text{cs}(s-s_y)^2} \nabla s \) is Killing and hence satisfies \( \text{div}_S \partial_s = 0 \). Recall the definition (3.6) of \( W \):
\[
W = \frac{A(r_y) - A(u_s)}{A'(r_y)} \nabla_{r_y} + (B(r_y) - B(u_s)) A'(u_s) u'_s \text{cs}(s-s_y)^2 \partial_s.
\]
Taking the divergence along \( S \subset T_sM \), we compute
\[
\text{div}_S W = \text{div}_S \left( \frac{A(r_y)}{A'(r_y)} \nabla_{r_y} \right) - A(u_s) \text{div}_S \left( \frac{1}{A'(r_y)} \nabla_{r_y} \right) - \frac{A'(u_s) u'_s}{A'(r_y)} g(\nabla^\top s, \nabla_{r_y}) + B'(r_y) A'(u_s) u'_s \text{cs}(s-s_y)^2 g(\nabla^\top r_y, \partial_s) - B'(u_s) A'(u_s) (u'_s)^2 \text{cs}(s-s_y)^2 g(\nabla^\top s, \partial_s) - (B(u_s) - B(r_y)) (A'(u_s) u'_s \text{cs}(s-s_y)^2)' g(\nabla^\top s, \partial_s).
\]
Using Proposition 2.1 for the radial fields and simplifying the inner products, we have
\[
\text{div}_S W = 1 - \left( 1 + k \text{ct}(r_y) \frac{A(u_s) - A(r_y)}{A'(r_y)} \right) |\nabla^\perp r_y|^2 + \left( -\frac{1}{A'(r_y)} + B'(r_y) \text{cs}(r_y)^2 \right) A'(u_s) u'_s g(\nabla^\top r_y, \nabla^\top s) - B'(u_s) A'(u_s) (u'_s)^2 \text{cs}(r_y)^2 |\nabla^\top s|^2 - (B(u_s) - B(r_y)) (A'(u_s) u'_s \text{cs}(s-s_y)^2)' \frac{\text{cs}(r_y)^2}{\text{cs}(s-s_y)^2} |\nabla^\top s|^2.
\]
The choice of \( B \) implies that the second line vanishes, and the third line simplifies as desired.

Condition (i) is precisely the statement that the coefficient of \(-|\nabla^\perp r_y|^2\) is nonnegative. Similarly, the coefficient of \(-\frac{\text{cs}(r_y)^2}{\text{cs}(s-s_y)^2} |\nabla^\top s|^2\) is
\[
(u'_s)^2 \frac{\text{cs}(s)^2}{\text{cs}(R)^2} + (B(u_s) - B(r_y)) (A'(u_s) u'_s \text{cs}(s-s_y)^2)' = 0.
\]
Here we have used that \( \text{cs}(u_s) = \frac{\text{cs}(R) \text{cs}(s-s_y)}{\text{cs}(s)} \).

We now note that \( r_y \) always lies between \(|s-s_y|\) and \( u_s \). Indeed, when \( M \in \{ \mathbb{H}^n, \mathbb{R}^n \} \), the Pythagorean theorem implies \( \text{cs}(s-s_y) \leq \text{cs}(s-s_y) \text{cs}(\rho) = \text{cs}(r_y) \leq \text{cs}(u_s) \) and \((s-s_y)^2 \leq (s-s_y)^2 + \rho^2 = r_y^2 \leq u_s^2\) respectively, hence \(|s-s_y| \leq r_y \leq u_s\). When \( M = S^n \), it is possible for \( \text{cs} \) to flip sign and one either has \( \frac{s}{2} \geq u_s \geq r_y \geq |s-s_y| \) or \( \frac{s}{2} \leq u_s \leq r_y \leq |s-s_y| \).

Therefore, by monotonicity of \( B \), for (3.14) to be nonnegative on \( B^R_r \), we need only check that it is nonnegative when \( r_y = u_s \) and when \( r_y = |s-s_y| \). The former is obvious, as the second term vanishes and the first term is always nonnegative. Condition (ii) is precisely the resulting ordinary differential inequality arising from the case \( r_y = |s-s_y| \). \( \square \)

We will later see that first condition, Lemma 3.9(i), always holds of our choice of \( u_s \). To check the second condition, Lemma 3.9(ii), we begin with the following calculation:

**Lemma 3.10.** Let
\[
F(s) = A'(u(s)) u'(s) \text{cs}(s-s_y)^2.
\]
For $M \in \{\mathbb{H}^n, \mathbb{R}^n, S^n\}$, we have
\begin{equation}
F'(s) = \frac{\text{sn}(u(s))^{k-4} \text{cs}(u(s)) \text{sn}(s_y)^2}{\text{cs}(s)^2} (k \text{cs}(u(s))^2 - 2).
\end{equation}

Proof. First suppose $M = \mathbb{R}^n$. Then
\[ F(s) = u(s)^{k-1} u'(s). \]
and so
\begin{equation}
F'(s) = u(s)^{k-2} \left( (k-1) u'(s)^2 + u(s) u''(s) \right)
= u(s)^{k-2} \left( (k-2) u'(s)^2 + \frac{1}{2} (u^2)'(s) \right)
= u(s)^{k-4} s_y^2 (k-2),
\end{equation}
where we have used that $u^2(s) = R^2 + s_y^2 - 2 s s_y$ implies $(u^2)'(s) = 0$ and $u'(s) = \frac{(u^2)'(s)}{2u(s)} = \frac{s_y}{u(s)}$. Evidently, this gives (3.15) for $M = \mathbb{R}^n$.

Next, suppose $M \in \{\mathbb{H}^n, S^n\}$. Then
\[ F(s) = \text{sn}(u(s))^{k-1} u'(s) \text{cs}(s - s_y)^2, \]
so that
\begin{align*}
\frac{F'(s)}{\text{sn}(u(s))^{k-2}} &= (k-1) \text{cs}(u(s)) u'(s)^2 \text{cs}(s - s_y)^2 \\
&\quad + \text{sn}(u(s)) u''(s) \text{cs}(s - s_y)^2 + \text{sn}(u(s)) u'(s) \frac{d}{ds} (\text{cs}(s - s_y)^2).
\end{align*}
Note that $\frac{d}{ds} \text{cs}(u(s)) = \kappa \text{sn}(u(s)) u'(s)$ and $\frac{d^2}{ds^2} \text{cs}(u(s)) = -\kappa \left( \text{cs}(u(s)) u'(s)^2 + \text{sn}(u(s)) u''(s) \right)$. Therefore
\begin{equation}
\frac{F'(s)}{\text{sn}(u(s))^{k-2}} = (k-2) \text{cs}(u(s)) u'(s)^2 \text{cs}(s - s_y)^2 - \kappa \frac{d}{ds} \left( \text{cs}(s - s_y)^2 \frac{d}{ds} \text{cs}(u(s)) \right).
\end{equation}
Recall that
\[ \text{cs}(u(s)) = \text{cs}(R) \frac{\text{cs}(s - s_y)}{\text{cs}(s)}. \]
Differentiating this, we find that
\begin{equation}
\frac{d}{ds} \text{cs}(u(s)) = -\kappa \text{sn}(u(s)) u'(s) = \kappa \frac{\text{cs}(R) \text{sn}(s_y)}{\text{cs}(s)^2}.
\end{equation}
Differentiating once more gives
\begin{align*}
\frac{d}{ds} \left( \text{cs}(s - s_y)^2 \frac{d}{ds} \text{cs}(u(s)) \right) &= \frac{d}{ds} \left( \text{cs}(s - s_y)^2 \kappa \frac{\text{cs}(R) \text{sn}(s_y)}{\text{cs}(s)^2} \right) \\
&= 2 \kappa^2 \text{cs}(R) \text{sn}(s_y)^2 \frac{\text{cs}(s - s_y)}{\text{cs}(s)^3} \\
&= 2 \frac{\text{sn}(s_y)^2}{\text{cs}(s)^2} \text{cs}(u(s)).
\end{align*}
On the other hand squaring (3.18) gives

\[ u'(s)^2 = \frac{\cosh(R)^2 \sinh(s)^2}{\sinh(u(s))^2 \cosh(u(s))^2}, \]

and using this and (3.19) in (3.17) gives

\[ \frac{F'(s)}{\sinh(u(s))^{k-2} \cosh(u(s))} = (k - 2) \frac{\cosh(R)^2 \sinh(s)^2 \cosh(s - s_y)^2 - 2 \kappa \sinh(s_y)^2}{\sinh(u(s))^2 \cosh(u(s))^4}. \]

Multiplying some factors over gives

\[ \frac{F'(s) \cosh(s)^2}{\sinh(u(s))^{k-4} \cosh(u(s)) \sinh(s_y)^2} = (k - 2) \frac{\cosh(R)^2 \cosh(s - s_y)^2 - 2 \kappa \sinh(u(s))^2}{\cosh(u(s))^2}. \]

Finally, using \( \cosh^2 + \kappa \sinh^2 = 1 \) and the definition of \( u(s) \) gives

\[ \frac{F'(s) \cosh(s)^2}{\sinh(u(s))^{k-4} \cosh(u(s)) \sinh(s_y)^2} = k \cosh(u(s))^2 - 2. \]

□

We deduce that if \( M \in \{ \mathbb{H}^n, \mathbb{R}^n \} \), then the inequality in Lemma 3.9(ii) is satisfied for any \( k \geq 1 \):

**Lemma 3.11.** Suppose that \( M \in \{ \mathbb{H}^n, \mathbb{R}^n \} \) and \( k \geq 1 \). Then \( W \) satisfies property (V1).

**Proof.** By Lemma 3.4, in each of the stated cases, we have \( u_s \geq r_y \), hence \( A(u_s) \geq A(r_y) \) and \( B(u_s) \geq B(r_y) \). In particular, Lemma 3.9(i) is satisfied as \( A(u_s) - A(r_y) \geq 0 \). Thus it suffices to check Lemma 3.9(ii):

\[ \frac{\cosh^2}{\cosh^2} (u_s^2) + (B(u_s) - B(r_y)) F'(s) \geq 0. \]

First, we consider \( k \geq 2 \). If \( M \in \{ \mathbb{H}^n, \mathbb{R}^n \} \), then by Lemma 3.10 we see that already \( F'(s) \geq 0 \) (note that \( \cosh \geq 1 \)), which implies the desired inequality.

Now consider \( k = 1 \) (and again \( \kappa \in \{-1, 0\} \)). Then by definition \( B = \tn \), so by (3.20), the left hand side of Lemma 3.9(ii) becomes

\[ \frac{\cosh^2}{\cosh^2} (u_s^2) + (B(u_s) - B(r_y)) F'(s) = \frac{\sinh(s)^2}{\sinh(u_s)^2 \cosh(u_s)^2} \left( 1 + \left( 1 - \frac{\tn(r_y)}{\tn(u_s)} \right) (\cosh(u_s)^2 - 2) \right). \]

But now note that \( \cosh^2 - 2 = -\kappa \sinh^2 - 1 \), so

\[ 1 + \left( 1 - \frac{\tn(r_y)}{\tn(u_s)} \right) (\cosh(u_s)^2 - 2) = 1 - \left( 1 - \frac{\tn(r_y)}{\tn(u_s)} \right) (\kappa \sinh(u_s)^2 + 1) \]

\[ = -\kappa \left( 1 - \frac{\tn(r_y)}{\tn(u_s)} \right) \sinh(u_s)^2 + \frac{\tn(r_y)}{\tn(u_s)}. \]

As \( \kappa \leq 0 \) and we have \( 0 \leq \tn(r_y) \leq \tn(u_s) \), the right hand side is nonnegative as desired. □

If \( M = \mathbb{S}^n \), then we find that condition Lemma 3.9(ii) can only be satisfied (for all \( |s| \leq R \)) when \( k > 2 \).

In what follows, we simplify the condition Lemma 3.9(ii) and also give an explicit sufficient condition in terms of \( k, s_y, R \).
Lemma 3.12. Consider \( M = \mathbb{S}^n \) and recall that the function \( u : [-R, R] \to (0, \pi) \) is defined by \( u(s) = \cos^{-1}\left(\frac{\cos(s-s_y)\cos(R)}{\cos(s)}\right) \). Then

\[
(3.22) \quad u'(s) = -\frac{\cos(R)\sin(s_y)}{\sin(u(s))\cos(s)^2} < 0.
\]

In particular, \( \cos(u(s)) \geq \cos(R + s_y) \) for all \( s \in [-R, R] \).

Proof. Recall from (3.18) that
\[
\frac{d}{ds} \cos(u(s)) = -\sin(u(s))u'(s) = \frac{\cos(R)\sin(s_y)}{\cos(s)^2}.
\]

The first statement follows since by definition \( u(s) \in (0, \pi) \) and hence \( \sin(u(s)) > 0 \). Thus \( u \) is monotone decreasing, so since \( \cos \) is also decreasing we have
\[
\cos(u(s)) \geq \cos(u(-R)) = \cos(R + s_y).
\]

Lemma 3.13. Suppose \( M = \mathbb{S}^n \) and that

\[
(3.23) \quad 1 + (B(u(s)) - B(|s - s_y|))\sin(u(s))^{k-2}\cos(u(s))(k\cos(u(s))^2 - 2) \geq 0
\]

for all \( s \in (-R, R) \). Then \( W \) satisfies (V1). Moreover, condition (3.23) holds so long as

\[
(3.24) \quad \cos(s_y + R) \geq \sqrt{\frac{2}{\sqrt{k}}}.
\]

Proof. For \( M = \mathbb{S}^n \), we remarked after Proposition 2.1 that \( 1 + k\cot(r_y)\frac{A(u_s) - A(r_y)}{A(r_y)} \geq 0 \) always holds. Indeed, on the sphere one already has \( 1 - k\cot(r_y)\frac{A(u_s)}{A(r_y)} \geq 0 \). So when \( \cos(r_y) \leq 0 \), the inequality is clear. When \( \cos(r_y) \leq 0 \), then \( \frac{\pi}{2} \leq u_s \leq r_y \). Hence \( A(u_s) \leq A(r_y) \) and again the desired inequality holds. Therefore \( W \) satisfies (V1) so long as Lemma 3.9(ii) is satisfied. Using Lemma 3.10 (3.15) and Lemma 3.12 (3.22), the condition Lemma 3.9(ii)

\[
\cos(s_y + R) \geq \sqrt{\frac{2}{K}}.
\]

becomes

\[
\frac{\cos(s)^2}{\cos(R)^2} u'(s)^2 + (B(u(s)) - B(|s - s_y|)) \frac{d}{ds}(A'(u(s))u'(s)\cos(s - s_y)^2) \geq 0
\]

Multiplying by \( \frac{\sin(u(s))^2\cos(s)^2}{\sin(s_y)^2} \) gives (3.23).

Now suppose that \( \cos(s_y + R) \geq \sqrt{\frac{2}{K}} \). Then by Lemma 3.12 we have \( \cos(u(s)) > \sqrt{\frac{2}{K}} > 0 \). So by property (U3) we have \( u_s \geq r_y \) and hence \( B(u_s) \geq B(r_y) \). Moreover, we have \( \cos(u(s))^2 \geq \frac{2}{K} \) and so by Lemma 3.10 we have

\[
F'(s) = \frac{d}{ds}(A'(u(s))u'(s)\cos(s - s_y)^2) \geq 0.
\]

Together these imply (3.23), which completes the proof.
3.4. Prescribed point area estimates.

Proof of Theorems 1.1, 1.2 and 1.3. Lemma 3.11, resp. Lemma 3.13, establishes that our vector field $W$ defined in (3.6) satisfies property (V1). Lemmas 3.8 and 3.7 ensure that $W$ satisfies properties (V2) and (V3) respectively. The desired area estimates then follow immediately from Proposition 3.1. The only outstanding case is when $(M, k) = (\mathbb{S}^n, 1)$ which is addressed in Proposition 4.1 below.

Having established area estimates via our vector field $W$, we briefly reflect on a similar ansatz:

Remark 3.14. Consider

\begin{equation}
(3.25) \quad \tilde{W} = \frac{A(r_y) - A(u)}{A'(r_y)} \nabla r_y + (\tilde{B}(r_y) - \tilde{B}(u)) \nabla u,
\end{equation}

where $\tilde{B}' = \frac{1}{r_y}$ and $u$ is a function on $B^n_R$ with $(u - r_y)|_{\partial B^n_R} = 0$. With this $\tilde{B}$, it follows that for any $k$-plane $S \subset T_x M$,

\begin{equation}
(3.26) \quad \text{div}_S \tilde{W} = 1 - \left(1 + k \text{ct}(r_y) \frac{A(u) - A(r_y)}{A'(r_y)}\right) \left|\nabla r_y\right|^2 - \left|\nabla u\right|^2 - (B(u) - B(r_y)) \text{tr}_S \nabla^2 A(u).
\end{equation}

To ensure $\text{div}_S \tilde{W} \leq 1$, it is thus sufficient that $u \geq r_y$ and $\text{tr}_S \nabla^2 A(u) \geq 0$. This was previously observed by Berndtsson [Ber19] in the Euclidean setting. Moreover, if (V1) does hold, then it follows that any $k$-dimensional minimal submanifold $\Sigma$ in $B^n_R$ satisfies $|\Sigma| \geq A(u(y))$. When $M = \mathbb{R}^n$ and $u = u(s)$ as above, $\tilde{W}$ again coincides with the vector field used by Brendle and Hung.

However, we emphasise that our vector field $W$, defined in (3.6) with $u = u(s)$, is not of the form (3.25) when $\kappa \neq 0$. Indeed, the second ‘correction’ term in our ansatz is built around the fact that $\nabla \partial_s = 0$; on the other hand, when $\kappa \neq 0$, $\nabla u_s = u'_s \nabla s$ introduces cross terms which are not simple to control.

4. Geodesics in $\mathbb{S}^n$

For geodesics ($k = 1$), it remains to prove the prescribed point area estimate in $M = \mathbb{S}^n$.

Proposition 4.1. Let $M = \mathbb{S}^n$, $R \in (0, \frac{\pi}{2})$, and suppose $\sigma$ is a geodesic segment in $B^n_R$ which passes through a point $y \in B^n_R$ and satisfies $\partial \sigma \subset \partial B^n_R$. Then

\begin{equation}
(4.1) \quad |\sigma| \geq 2\gamma(y).
\end{equation}

with equality if and only if $\sigma$ intersects $\gamma$ orthogonally at $y$, where $\gamma$ is the unique maximal geodesic through $o$ and $y$.

Proof. Given any nonzero tangent vector $X$ at $y$, there is a unique maximal geodesic $\tilde{\sigma}$ which is tangent to $X$ at $y$. The length of $\tilde{\sigma} \cap B_R$ is determined by the angle $\alpha \in [0, \pi)$ that $\tilde{\sigma}$ makes with $\gamma$ at $y$ (i.e. $\cos(\alpha) = -g(X, \gamma'(y))$).

Let $\tilde{\sigma}_\alpha$ be any geodesic segment with one endpoint at $y$ and the other endpoint $z \in \partial B^n_R$ so that $\angle oyz = \alpha$. Set $l(\alpha) = |\tilde{\sigma}_\alpha|$. Then $|\tilde{\sigma} \cap B_R| = l(\alpha) + l(\pi - \alpha)$. Let $l_{\min} := \min_\alpha (l(\alpha) + l(\pi - \alpha))$. By the spherical law of cosines applied to the geodesic triangle $oyz$, we have

$$\cos(R) = \cos(s_y) \cos(l(\alpha)) + \sin(s_y) \sin(l(\alpha)) \cos(\alpha).$$

In particular, notice that $\cos(\alpha) \tan(s_y) = \frac{C}{\sin(l(\alpha))} - \cot(l(\alpha))$, where $C = \cos(\gamma(y)) \geq 0$. Therefore, to find the geodesic of shortest length, we are looking to optimise $l_1 + l_2$, subject to the smoothness
constraint at $y$ - i.e. $\cos(\pi - \alpha) = -\cos(\alpha)$, which implies:

$$\cot(l_1) - \frac{C}{\sin(l_1)} = -\cot(l_2) + \frac{C}{\sin(l_2)} = \cos(\alpha) \tan(s_y).$$

Squaring (4.2) gives

$$\cos(l_1)^2 - 2C\cos(l_1) + C^2 \leq \cos(l_2)^2 - 2C\cos(l_2) + C^2 \leq \tan(s_y)^2.$$  

Note that the only way this inequality becomes an equality is when $\cos^2 \alpha = 1$; this corresponds to the geodesic $\gamma \cap B_R$, which has length $2R$.

On the one hand, where strict inequality holds in (4.3), by the method of Lagrange multipliers, any extreme values occur when

$$\frac{C\cos(l_1) - 1}{\sin(l_1)^2} = \lambda = \frac{C\cos(l_2) - 1}{\sin(l_2)^2}.$$  

This corresponds to the first order condition $l'(\alpha) = l'(\pi - \alpha)$.

On the other hand, using $\cos^2 + \sin^2 = 1$ on (4.3) we get

$$\frac{1 - 2C\cos(l_1) + C^2}{\sin(l_1)^2} = \frac{1 - 2C\cos(l_2) + C^2}{\sin(l_2)^2}.$$  

Adding twice (4.4) to (4.5) gives

$$\frac{(1 - C)^2}{\sin(l_1)^2} = \frac{(1 - C)^2}{\sin(l_2)^2}.$$  

We conclude that $l_1 = l_2 = \frac{1}{2}l_{\min}$. By (4.2) we see that $\cos(\alpha) = 0$, hence $\cos(\frac{1}{2}l_{\min}) = C = \cos(r(y))$. This completes the proof.  

5. ROTATIONALLY SYMMETRIC DOMAINS

In this section, we discuss how our ansatz may be applied to certain domains which are rotationally symmetric about the geodesic $\gamma$ (which connects $o$ to $y$). We also investigate the prescribed point problem from the perspective of finding the smallest domain on which the desired area estimate holds. In particular, following exactly the same proof as Proposition 3.1, we have:

**Proposition 5.1.** Consider $M \in \{\mathbb{H}^n, \mathbb{R}^n, \mathbb{S}^n\}$ and let $\Omega$ be a domain in $M$ containing $y$. Suppose $\Sigma$ is a $k$-dimensional minimal submanifold in $\Omega$ which passes through $y$ and satisfies $\partial \Sigma \subset \partial \Omega$. Suppose that there exists a smooth vector field $W = W_y$ on $\Omega \setminus \{y\}$ which satisfies properties (V1) and (V2), as well as the boundary vanishing property

$$(V3') W(x) = 0 \text{ for all } x \in \partial \Omega.$$  

Then

$$|\Sigma| \geq |B_k^{\frac{1}{2}}(y)|.$$  

**Definition 5.2.** We say that a domain $\Omega$ is a rotationally symmetric graph over $\gamma$ if, for each $s_0$, the intersection $\Omega \cap \{s = s_0\}$ is a totally geodesic $(n - 1)$-disk of radius $R(s_0) < \frac{1}{2}\text{diam}(M)$.

For the estimate of Proposition 5.1 to possibly hold on a rotationally symmetric domain, one needs $R(s_y) \geq r(y)$. For the estimate to be sharp, we may also assume that $R(s_y) = r(y)$. For example, by the Pythagorean theorem applied to $oxyz$, the ball $\Omega = B^n_R$ may be described by $R(s) = \bar{R}(s)$, where
\[ (5.2) \begin{cases} \text{cs}(R(s)) = \text{cs}(r) / \text{cs}(s) & M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \\ R(s)^2 = R^2 - s^2 & M = \mathbb{R}^n \end{cases} \]

Note that, in particular, if a suitable vector field exists on \( \Omega \subseteq B^n_R \), then the area estimate may be deduced trivially for any minimal submanifold \( \Sigma \subseteq B^n_R \) (since it holds for \( \Sigma \cap \Omega \)).

We construct \( W \) in exactly the same way as before, namely

\[ (5.3) \quad W := \frac{A(r_y) - A(u_s)}{A'(r_y)} \nabla r_y + (B(r_y) - B(u_s)) A'(u_s) u'_s \text{cs}(s - s_y)^2 \partial_s, \]

where now we define

\[ (5.4) \quad u(s) := \begin{cases} \text{cs}^{-1} \left( \frac{\text{cs}(s - s_y) \text{cs}(R(s))}{\text{cs}(r)} \right) & M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \\ \left( R(s)^2 + (s - s_y)^2 \right)^{1/2} & M = \mathbb{R}^n \end{cases} \]

The Pythagorean theorem applied to the right geodesic triangles \( oz_x x \) and \( yz_x x \) now gives

\[ (5.5) \begin{cases} \text{cs}(u_s) = \text{cs}(r_y) \text{cs}(R(s)) / \text{cs}(r) & M \in \{ \mathbb{H}^n, \mathbb{S}^n \} \\ u^2_s = r^2_y + R(s)^2 - \rho^2 & M = \mathbb{R}^n \end{cases} \]

When \( x \in \partial \Omega \), then we have \( \rho = R(s) \), so in particular \( u_s = r_y \) and hence \( W = 0 \). So property (V3') is satisfied. Moreover, property (V2) follows exactly as in Lemma 3.8.

5.1. **Intersection with a hemisphere.** Let \( M = \mathbb{S}^n \), \( R \in (0, \frac{\pi}{2}) \), \( y \in B^n_R \) and consider the ‘wedge’ domain \( \Omega_w = B^n_R \cap B^n_{\frac{\pi}{2}}(y) \). If \( s_y + R > \frac{\pi}{2} \), then the boundary \( \partial \Omega_w \) consists of \( \{ s = s_y - \frac{\pi}{2} \} \cap B^n_R \) and \( \partial B^n_R \cap B^n_{\frac{\pi}{2}}(y) \). This is an example of a rotationally symmetric graph over \( \gamma \), with

\[ R(s) = \bar{R}(s) = \cos^{-1} \left( \frac{\cos(R)}{\cos(s)} \right) \]

for \( s \in (s_y - \frac{\pi}{2}, R) \). Moreover, on \( \{ s = s_y - \frac{\pi}{2} \} \cap B^n_R \) we have \( u_s = r_y = \frac{\pi}{2} \). Thus, as we pointed out in Remark 3.5, the vector field from (3.6) satisfies properties (V2) and (V3') with respect to \( \Omega_w \).

So by the proof of Lemma 3.13, for \( W \) to satisfy (V1) on \( \Omega_w \), it suffices that condition (3.23),

\[ (5.6) \quad 1 + (B(u(s)) - B(|s - s_y|)) \sin(u(s)) k^2 \cos(u(s)) (k \cos(u(s))^2 - 2) \geq 0, \]

holds for \( s \in (s_y - \frac{\pi}{2}, R) \). In particular, it actually suffices to check (3.23) only on this smaller range of \( s \).

However, this leads to an apparent obstruction to the success of our ansatz (5.3) in the sphere: Whenever \( R, k, \) and \( s_y \) are such that the vector field satisfies (V1), then Proposition 5.1 proves that a totally geodesic disk \( B^k_{\frac{\pi}{2}}(y) \) (orthogonal to \( \gamma \) at \( y \)) has least area among \( k \)-dimensional minimal submanifolds in \( \Omega_w \) passing through \( y \). But in the wedge, we can consider the totally geodesic \( k \)-dimensional submanifolds which instead contain the geodesic \( \gamma \), and they intersect \( \Omega_w \) in totally geodesic \( k \)-disks of radius \( r(y) := \frac{1}{2}(R + \frac{\pi}{2} - s_y) \). When \( s_y + R > \frac{\pi}{2} \), it is straightforward to find \( R, s_y \) such that \( r(y) < r(y) = \cos^{-1} \left( \frac{\cos(R)}{\cos(s_y)} \right) \). That is, the totally geodesic disk parallel to \( \gamma \) intersects \( \Omega_w \) with less area than the orthogonal disk. In these cases, the area estimate (5.1) evidently cannot hold in \( \Omega_w \), and so our ansatz cannot be used to prove the estimate in \( \Omega_w \), nor
We nevertheless conjecture that (5.1) does hold in $B^n_R$, but a different ansatz or method would be needed to prove it.

**Figure 2.** Representation of the wedge domain $\Omega_w$, the totally geodesic disk $B^k_{r(y)}$ parallel to the geodesic $\gamma$ connecting $o$ to $y$, and the orthogonal disk $B^k_{\ell(y)}$.

We note that if (5.1) holds in $B^n_R$ for every $R \in (0, \pi/2)$ in $S^n$, then since $r(y) \to \pi/2$ as $R \to \pi/2$, it would imply the following:

**Conjecture 5.3.** Suppose $\Sigma$ is a $k$-dimensional minimal submanifold in the hemisphere $S^n_+$ which satisfies $\partial \Sigma \subset \partial S^n_+$. Then

$$|\Sigma| \geq |S^n_k| = \frac{1}{2} |S^n|.$$  

This conjecture is easy to verify when $\Sigma$ is a free-boundary minimal submanifold in $S^n_+$. Also, if $\Sigma$ is an embedded two-sided minimal hypersurface, then the following sketch supports the conjecture: Let $\nu$ be the unit normal and notice that $(\cos r) \nu$ generates a variation of $\Sigma$ which fixes the boundary (!). Similar to Case 3 of [Zhu22, Corollary 5.2], one has $L_\Sigma(\cos r) = |A|^2 \cos r$, where $L_\Sigma$ is the Jacobi operator. It follows that, unless $\Sigma$ is totally geodesic, the second variation of area is strictly negative; in particular, $\Sigma$ is unstable for variations fixing its boundary. Then $\Sigma$ is a good barrier for solving the Plateau problem in each side of $S^n_+ \setminus \Sigma = \Omega_+ \cup \Omega_-$. The result is either an area-minimising hypersurface $\tilde{\Sigma}$, or one of the boundaries $E_\pm := \partial \Omega_\pm \setminus \Sigma$ of $\partial S^n_+ \setminus \Sigma$. If the former case is produced, the argument above shows that any area-minimising hypersurface with boundary in $S^n_+$ must be totally geodesic, hence $|\Sigma| \geq |\tilde{\Sigma}| = \frac{1}{2} |S^{n-1}|$. Otherwise, the Plateau problem detects the equator on both sides, so we would have $|\Sigma| \geq \max(|E_+|, |E_-|) \geq \frac{1}{2} |S^{n-1}|$, since $|E_+| + |E_-| = |\partial S^n_+| = |S^{n-1}|$.

**5.2. Optimal domains.** Following the proofs of Lemmas 3.11 and 3.13, we observe that:

**Lemma 5.4.** Let $\Omega$ be a rotationally symmetric graph over $\gamma$ so that $R(s)$ is defined over $(a, b)$, and suppose that

$$\frac{cs(s)^2}{cs(R)^2} u'(s)^2 + (B(u(s)) - B(|s - s_y|)) \frac{d}{ds}(A'(u(s))u'(s)cs(s - s_y)^2) \geq 0$$

for all $s \in (a, b)$.

Then $W$ satisfies property (V1).
Given $y$, we define an ‘optimal’ domain $\Omega$ to be the smallest rotationally symmetric domain containing $y$ which satisfies (5.8), regarded as an ordinary differential inequality for $R(s)$.

We conclude with the following observations:

**Remark 5.5.** By Proposition 5.1 and the discussion above, the area estimate $|\Sigma| \geq |B^n_k(y)|$ holds for minimal submanifolds $\Sigma$ through $y \in \Omega$, where the domain $\Omega$ has profile $R(s)$ satisfying (5.8).

Our method for the prescribed point area estimate in the ball $B^n_R$ relied essentially on verifying when $\overline{R}$ is a subsolution for (5.8). In this sense, the success of our method corresponds to whether the optimal domain $\Omega$ is contained in $B^n_R$. (If so, one may trivially deduce the estimate for $\Sigma \subset B^n_R$ by applying the estimate for $\Sigma \cap \Omega$.) Indeed, in all cases where we have proven that the estimate holds in the ball, it appears that $B^n_R$ is not the optimal domain - that is, we can exhibit a strictly smaller domain $\Omega$ on which $u$ satisfies (5.8).
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