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Abstract

Stellar mass is a fundamental parameter that is key to our understanding of stellar formation and evolution, as well as the characterization of nearby exoplanet companions. Historically, stellar masses have been derived from long-term observations of visual or spectroscopic binary star systems. While advances in high-resolution imaging have enabled observations of systems with shorter orbital periods, measurements of stellar masses remain challenging, and relatively few have been precisely measured. We present a new statistical approach to measuring masses for populations of stars. Using Gaia astrometry, we analyze the relative orbital motion of >3800 wide binary systems comprising low-mass stars to establish a mass–magnitude relation in the Gaia $G_{BP}$ band spanning the absolute magnitude range $14.5 > M_{G_{BP}} > 4.0$, corresponding to a mass range of $0.08 M_{\odot} < M < 1.0 M_{\odot}$. This relation is directly applicable to >30 million stars in the Gaia catalog. Based on comparison to existing mass–magnitude relations calibrated for $K_s$ magnitudes from the Two Micron All Sky Survey, we estimate that the internal precision of our mass estimates is $\sim$10%. We use this relation to estimate masses for a volume-limited sample of ~18,200 stars within 50 pc of the Sun and the present-day field mass function for stars with $M \lesssim 1.0 M_{\odot}$, which we find peaks at 0.16 $M_{\odot}$. We investigate a volume-limited sample of wide binary systems with early-K dwarf primaries, complete for binary mass ratios $q > 0.2$, and measure the distribution of $q$ at separations >100 au. We find that our distribution of $q$ is not uniform, rather decreasing toward $q = 1.0$.

Unified Astronomy Thesaurus concepts: Binary stars (154); Stellar masses (1614); Astrostatistics (1882)

1. Introduction

The measurement of stellar mass is important for addressing a wide range of scientific questions. The evolution of an isolated star is primarily determined by its initial stellar mass. While metallicity and angular momentum play a role, it is mass that dictates the path the star will take through the Hertzsprung–Russell (H-R) diagram as it evolves, the timescale of that evolution, and what will remain of the star after its fusion-powered lifetime. As one of the central predictions for star formation, measuring the initial mass function is crucial to constraining those theories. The total stellar mass of the Milky Way and other galaxies is important for understanding the dynamics and evolution of the galactic environment. As the pace of exoplanet discovery has increased over the last decade, and the precision of the stellar measurements that enable the indirect detection of exoplanets has improved, precise knowledge of the host star mass is becoming an important limitation in efforts to characterize the bulk properties of these exoplanets.

Despite all these compelling scientific reasons to measure stellar mass, even today relatively few stellar masses have been measured directly in a model-independent way. This is because stellar mass remains extremely difficult to measure, with no known observation of a single star that directly and precisely constrains mass (see Serenelli et al. 2021 for a review of the methods of measuring stellar mass across the H-R diagram). Direct, model-independent stellar masses can be measured with observations of stellar binary systems. Both detached, double-lined eclipsing binary systems and fully resolved visual binaries combined with stellar radial velocity (RV) measurements can, in principle, produce individual stellar mass estimates with 2% accuracy or better (Serenelli et al. 2021). In particular, when extremely precise RVs and astrometry from Gaia can be combined, impressive precision in mass measurements can be obtained (see, for example, Brandt et al. 2019). However, there are precious few cases where stellar mass is directly measured using dynamical techniques with accuracy at the <2% level. Fewer than 600 stars in 300 eclipsing binary systems meet this criterion today in the catalog described by Southworth (2015). The cases where stellar age and metallicity are well estimated in addition to mass—the so-called benchmark systems that can be directly compared to stellar evolutionary models—are many fewer in number. Other, usually less precise, model-independent methods for estimating stellar mass have also been demonstrated, including the use of photometric “flicker” to infer surface gravity mass (see, for example, Stassun et al. 2018), and in rare cases gravitational lensing effects (Kliet et al. 2020).

Low-mass stars evolve relatively slowly, so it becomes possible to estimate mass directly from luminosity without degeneracies related to stellar evolution off the main sequence. For example, according to the MIST evolutionary tracks, a 0.7 $M_{\odot}$ star will change brightness in absolute Gaia $G_{BP}$ magnitude by only 0.25 magnitudes between ages of 1 and 10 Gyr (Choi et al. 2016). A number of authors have developed empirical mass–magnitude relations that use precise, directly measured masses of low-mass star to relate observed absolute magnitude to mass for stars on the lower main sequence (see, for example, Delfosse et al. 2000; Mann et al. 2019, and references therein). Since infrared magnitudes are expected to be less sensitive to metallicity than optical magnitudes, Mann et al. (2019) used precise dynamical mass measurements of 62 low-mass stars to develop a mass–magnitude relation using $K_s$ magnitudes from the Two Micron All Sky Survey (2MASS).
that has an impressive internal precision of approximately 2% across a mass range of $0.075 < M_\star < 0.7$. Mann et al. (2019) demonstrated that this relation is insensitive to metallicity over the typical range of metallicities found in the solar neighborhood. However, the applicability of this relation is somewhat limited by the modest depth of 2MASS ($K_s < 14.0$, in general) and the relatively small number of reference mass measurements used to calibrate the relation.

The Gaia satellite provides photometric and astrometric measurements of tens of millions of low-mass stars (Gaia Collaboration et al. 2016, 2021). Statistically, many of these stars are expected to be in gravitationally bound systems (Raghavan et al. 2010), some of which will have projected separations large enough to be easily resolved by Gaia. In these cases, the projected relative orbital motion of the system may be directly measured. Given the astrometric precision of Gaia (approximately 70 $\mu$as yr$^{-1}$ in proper motion at $G = 17$), this relative orbital motion is well measured for a large number of wide binary systems. The Gaia eDR3 release includes only linear components of the projected stellar motion, so it is not possible to solve for Keplerian orbits or directly estimate the overall properties of this relative orbital motion to directly constrain stellar mass in a statistical sense. A similar approach has been taken by Tokovinin & Kiyaeva (2016) and Hwang et al. (2022) to constrain the overall eccentricity distribution of populations of binary stars.

Beginning with the catalog of Gaia binary systems assembled by El-Badry et al. (2021), we carry out an analysis of relative orbital motion for 3846 low-mass star systems to directly calibrate a modified linear mass–magnitude relation in the Gaia $G_{\text{RP}}$ band that extends from the bottom of the main sequence up to $1.0 M_\odot$ with typical errors of <10% on a per-object basis. In our analysis, we marginalize over the population of binaries that appear to have nonphysical relative orbital motion under the assumption that the majority of our systems are gravitationally bound and contain no additional components beyond the binary pair. Our analysis is model-dependent only through an assumption about the underlying binary eccentricity distribution, which we find has a negligible impact on the resulting mass–magnitude relation. We apply our mass–magnitude relation to Gaia observations of 18,187 single low-mass stars to estimate the field mass function over a volume-limited sample. We also use a volume-limited sample of wide binaries having an early-K-type primary star to estimate the distribution of mass ratio $q$ and find that $q$ decreases toward 1.0 for our sample, which is complete for $q > 0.2$.

In Section 2, we discuss the relative astrometric orbits of resolved binary star systems in the context of precise proper motion measurements from Gaia. In Sections 3 and 4, we describe the selection of a sample of wide binary systems from the Gaia eDR3 database following the work of El-Badry et al. (2021). In Section 5, we detail the statistical framework we use to infer stellar mass within subsamples of the larger wide binary sample. In Section 6, we compare our mass estimates to others in the literature and estimate the internal precision of our mass–magnitude relation. In Section 7, we apply the modified linear mass–magnitude relation to estimate the mass function of field stars with masses $<1.0 M_\odot$ within 50 pc of the Sun and the mass ratio distribution of a sample of wide binaries.

### 2. Relative Binary Orbits

For visual binary systems, where the orbital motion of one star relative to the other can be measured, observations spanning a significant portion of the orbital period can yield a direct, model-independent estimate of the total mass of the system through Kepler’s third law. Since the barycentric motion of the system as it orbits the Milky Way is usually not known independently, and absolute positions of the stars are more difficult to measure than relative positions, it is most often this relative orbit that is considered. In some cases, observations of relative orbits over even relatively short observational baselines can yield excellent mass estimates (e.g., Lucy 2014; Brandt et al. 2019; Pearce et al. 2020). This fundamental dynamical technique has been used for more than a century and forms the basis of our understanding of stellar mass across the H-R diagram (e.g., Torres 2019).

A full astrometric description of a relative Keplerian orbit requires six free parameters, so a single measurement of the projected (on the sky) relative motion and separation of two stars in a binary system does not enable a unique solution for the system (see, for example, Pearce et al. 2020). However, measurements of the relative proper motions of spatially resolved binaries can be used to constrain the likely orbital parameters of the system in a statistical sense. For example, Tokovinin (1998), Shatsky (2001), Tokovinin & Kiyaeva (2016), and Hwang et al. (2022) investigated the angle of the relative orbital motion in a binary system, which is denoted $\gamma$, and found that the distribution of this angle can be used to infer the properties of the eccentricity distribution of the overall binary population, or generate broad posteriors on the eccentricities of individual systems.

In addition to the angle of relative motion, the projected speed of the relative orbital motion, which we denote $\mu$, can be measured as the difference in the proper motions of the two stars. For a circular, equal-mass, face-on binary system of mass $M_{\text{tot}}$, semimajor axis $a$, and distance $d$, the relative orbital motion of the system is given by

$$
\mu = 2.0 \left( \frac{M_{\text{tot}}}{M_\odot} \right) \left( \frac{100 \text{ au}}{a} \right) \left( \frac{100 \text{ pc}}{d} \right) \text{mas yr}^{-1}.
$$

Given Gaia’s reported uncertainties in proper motion, which are approximately 0.07 mas yr$^{-1}$ at $G = 17$ and 0.5 mas yr$^{-1}$ at $G = 20$ (Gaia Collaboration et al. 2021), the relative orbital motion for wide binary systems can be robustly measured by Gaia across a range of distances and total system masses, even assuming that the relative proper motion uncertainties are at least a factor of $\sqrt{2}$ higher than the values above.

In terms of quantities reported by Gaia, the relative proper motion of the binary system in au yr$^{-1}$ is

$$
\mu = \sqrt{[\Delta(\pi^{-1}\alpha \cos \delta)]^2 + [\Delta(\pi^{-1}\delta)]^2}
$$

assuming known parallax $\pi$ and proper motions $\alpha \cos \delta$ and $\delta$ for both stars in the binary. This is the projection on the sky of the three-dimensional motion of one star relative to another. In general, this projected speed is a complex function of the eccentricity, phase, and orientation of the orbit to our line of sight (see Appendix A of Pearce et al. 2020 for a derivation of
the projected relative orbital motion in terms of Keplerian orbital elements). For a circular, face-on orbit, \( \mu \) will be constant, but in the general case \( \mu \) is not a good estimate of the actual relative orbital velocity of the binary system. However, just as with \( \gamma \), the statistical properties of \( \mu \) for a population of systems can be used to make inferences about the overall properties of those systems, including total mass and eccentricity.

Tokovinin & Kityaeva (2016) described a quantity \( \mu' \) that is the ratio of \( \mu \) to the expected orbital motion assuming that the system is circular and observed face-on, which we denote \( \mu' = \mu / \mu^* \). Following from Kepler’s third law, \( \mu^* = 2 \pi^2 \, a^3 / M_\text{tot}^2 \), where \( a \) is the current projected separation of the binary pair, in au, and \( M_\text{tot} \) is the total system mass, in solar masses, and the resulting units are au yr\(^{-1}\) assuming distance is known directly through a parallax measurement. A gravitationally bound binary star system with a Keplerian orbit will have \( 0 < \mu' < \sqrt{2} \). For a given system, the distribution of \( \mu' \) across all orbital phases can be simulated. Or, for a population of systems assumed to have the same \( M_\text{tot} \) and eccentricities drawn from the same distribution, the distribution we define as \( D \equiv \mu' / M_\text{tot}^2 \) (which is what is measured using astrometric data from Gaia) can be used to constrain mass and eccentricity for the population.

We simulate the distribution of \( \mu' \), or \( P(\mu'|\alpha) \) for known \( M_\text{tot} \), where \( \alpha \) is a parameter that describes the overall distribution of orbital eccentricities, as

\[
P(e|\alpha) = (1 + \alpha)e^\alpha.
\]

We simulate \( \mu' \) for \( 10^6 \) random Keplerian systems with orbital eccentricities drawn from \( P(e|\alpha) \), inclinations drawn from a uniform distribution in \( \cos i \), argument of periastron, \( \omega \), drawn from a uniform distribution between 0 and \( \pi \), and orbital phase drawn uniformly between 0 and \( 2\pi \). Following Appendix A of Pearce et al. (2020), we find that \( \mu' \) does not explicitly depend on the longitude of the ascending node, \( \Omega \). We assume a log-normal period distribution from Raghavan et al. (2010), though we note that \( P(\mu'|\alpha) \) does not actually depend on the distribution of orbital periods. Hwang et al. (2022) used the relationship between eccentricity and the relative motion angle \( \gamma \) to investigate the eccentricity distribution for wide binary systems observed by Gaia. They found that the best-fit eccentricity distribution varies from consistent with uniform \( (\alpha = 0) \) at small binary separations to superthermal \( (\alpha > 1.0) \) at larger separations of \( >10^3 \) au. So, we consider a grid of \( 0.0 < \alpha < 2.0 \) in steps of 0.1. Our simulation assumes that \( M_\text{tot} \) is known, so the simulated distribution of \( \mu' \) also does not depend on the distribution of \( M_\text{tot} \). The distribution \( P(\mu'|\alpha) \) is the distribution of observed \( \mu' \) for a population of binary systems if \( M_\text{tot} \) and \( \alpha \) are known a priori. Some examples of \( P(\mu'|\alpha) \) are shown in Figure 1. Changing \( \alpha \) changes the overall shape, as well as the median and mean of the distribution of \( \mu' \).

Comparisons of \( \mu' \) distributions for varying eccentricity parameterizations have been used in previous analyses as a probe to study observed populations of binary star systems (e.g., Pittordis & Sutherland 2019, 2022).

Despite the various cuts we make in selecting our sample, it is possible that undiscovered systematic effects in eDR3 proper motions could bias our relative orbital motion measurements. Based on previous investigations of these issues in the literature (Cantat-Gaudin & Brandt 2021; El-Badry et al. 2021), it is plausible that binary star systems that have tighter orbits or are closer to us may be more susceptible to these biases. We investigate possible separation-dependent systematic biases in our \( \mu' \) distributions by comparing subsamples selected by physical separation and heliocentric distance. In Figure 2, we show the \( \mu' \) distributions for our systems broken into bins of current physical separation (on either side of the median separation \( s = 1083 \) au) and distance (on either side of the
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**Figure 1.** \( P(\mu'|\alpha) \) for three different values of \( \alpha \). The distribution for our observed population of binary star systems in the cases where \( M_\text{tot} \) can be estimated from the Mann et al. (2019) relation is given in black. The tail where \( \mu' > \sqrt{2} \), which is nonphysical for bound binary systems, is thought to be the result of intrinsic measurement error and hierarchical star systems misinterpreted as binaries.
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**Figure 2.** Comparing the observed \( \mu' \) distributions for stars with Mann et al. (2019) masses for systems with different physical separations and distances. Residual systematic effects in eDR3 proper motions may impact the relative proper motion measurement in systems where the components are closer together on the sky. We find broad agreement in the \( \mu' \) distributions of these different subsamples. Top: \( \mu' \) distribution for all systems, those with physical separations larger than 1083 au and smaller than 1083 au. Bottom: \( \mu' \) distribution for all systems, those closer than 135 pc and farther than 135 pc.
median distance $d = 135$ pc) and find that the distributions of $\mu'$ are broadly consistent across these bins. Comparing the means of these distributions using a $t$-test, we find that the means (after excluding values $\mu' > 1.5$) of the $s < 1083$ au and $s > 1083$ au $\mu'$ distributions, as well as the $d < 135$ pc and $d > 135$ pc $\mu'$ distributions, are consistent (the null hypothesis of identical means has $p > 0.05$ in both cases). We note that relative orbital motion biases in high-contrast systems may also be a concern, but these systems are excluded from our inference of total system mass using our “twin” sampling further described in Section 3.

By comparing the observed distribution of $\mu'$, which is derived from $D$ as a function of $M_{\text{tot}}$ to $P(\mu'|\alpha)$ for a population of binary systems that are assumed to have the same $M_{\text{tot}}$, we aim to directly estimate $M_{\text{tot}}$ while marginalizing over $\alpha$. We will apply this technique to observations of binary star systems from Gaia to estimate an empirical mass–magnitude relation valid across the lower main sequence from $0.08 M_\odot < M < 1.0 M_\odot$.

3. Gaia Binaries—Sample Selection

With high-precision astrometry and photometry for nearly two billion stars, Gaia offers an unprecedented opportunity to study multiple star systems. El-Badry et al. (2021) carried out an analysis of the Gaia eDR3 database to identify pairs of stars having a high probability of being gravitationally bound based on common proper motion and proximity in three dimensions to produce a catalog of more than $10^6$ spatially resolved binaries. El-Badry et al. (2021) pare down the Gaia data set by considering only the systems that have parallaxes $> 1$ mas, fractional parallax uncertainties $< 20\%$, absolute parallax uncertainties $< 2$ mas, and those where both stars have valid Gaia apparent $G$-band magnitudes. They also perform a robust analysis to estimate the likelihood that each system is a chance alignment (denoted as $R$) rather than a true gravitationally bound system.

From the El-Badry et al. (2021) catalog, we keep systems that satisfy the recommended threshold for having “high bound probability” ($R < 0.1$), therefore removing pairs that have a non-negligible likelihood of being chance alignments. We follow Fabricius et al. (2021) and Dal Tio et al. (2021) by removing systems where either star has renormalized unit-weight error ruwe $> 1.4$, ipd_frac_multi_peak $> 10$, ipd_gof_harmonic_amplitude $> 0.1$, or astrometric_excess_noise $> 1.0$, all of which are known to be indicative of poor astrometric solutions. We exclude regions of high Galactic extinction by requiring that $|b| > 10^\circ$. We exclude white dwarfs by requiring that both stars in a pair have absolute magnitude $3 < M_G < 3.1(G_{\text{BP}} - G_{\text{RP}}) + 5$. We also remove objects with apparent magnitude $G < 5$ to avoid bright stars that may cause saturation. Since stars evolve with time, a mass–magnitude relation is generally more reliable for stars that evolve very slowly.

For example, in the Gaia H-R diagrams shown in Gaia Collaboration et al. (2018) and Dal Tio et al. (2021), stars with absolute $G$ magnitude $M_G = 2.0$ could be massive main-sequence stars or lower-mass stars that have evolved onto the giant branch. However, the lowest-main-sequence stars evolve on timescales comparable to the age of the universe. For this reason, we select binary systems where both stars have absolute magnitudes $M_G > 4.0$, corresponding approximately to $M < 1.0 M_\odot$.

We exclude binaries with angular separations $s < 4^\prime$ from our analysis to mitigate issues with astrometric or photometric contamination. While this is larger than the formal Gaia confusion limit for systems with small magnitude differences, in binaries with larger magnitude differences the measurements of the fainter companion could be biased. Brandeker & Cataldi (2019) simulated source detection effects and found that Gaia should have good sensitivity to systems with contrasts as large as $\Delta G = 8.0$ at separations of $4^\prime$. We apply a cut on the photometric measurement error by requiring that both stars in a pair have $\text{phot}_{\text{RP}}\text{mean}_\text{flux}_{\text{over_error}} > 10$. The reason we only enforce this cut in photometric signal-to-noise ratio in the $G_{\text{RP}}$ passband is because we choose to build our mass–luminosity relationship from Gaia’s RP filter. We chose to develop our mass–magnitude relation in the red Gaia $G_{\text{RP}}$ band, instead of the broad $G$ band, for three reasons. First, the lower-main-sequence stars we will investigate are relatively cool and have spectral energy distributions that peak at redder wavelengths ($G_{\text{RP}} - G_{\text{RP}} > 1.0$). Second, the interstellar medium is more transparent to photons with redder wavelengths, so the $G_{\text{RP}}$ photometry is less impacted by the effects of Galactic extinction. Finally, we expect that the impact of metallicity on stellar flux is less pronounced at redder wavelengths (Choi et al. 2016). Cantat-Gaudin & Brandt (2021) investigate magnitude-dependent biases in proper motions due to frame rotation in eDR3 and find a significant effect at $G = 13$ that could bias our estimated relative orbital motion if the apparent magnitudes of the components straddle this boundary. To mitigate this effect, we exclude from our analyses any system where one component has $G < 13.0$ while the other has $G > 13.0$. Since we ultimately will analyze twin systems where the two components have similar magnitudes, this cut only removes a small number of systems.

Following all of the astrometric and photometric cuts described in this section, we have a catalog 12,096 wide binary systems comprising lower-main-sequence stars ($M \lesssim 1.0 M_\odot$) where both stars have high-quality Gaia measurements. For completeness, we re-simulate the $P(\mu'|\alpha)$ grid, assigning random distances drawn from the actual distance distribution of these remaining Gaia wide binary systems and applying both the angular separation cut at $s > 4^\prime$ and a physical separation cut at $< 5 \times 10^3$ au to the simulated systems.

As we will discuss in Section 5, to simplify the statistical framework for inferring the total system masses of the wide binaries in our sample, in some of the subsequent analyses we will further restrict our sample to systems where the stars have similar absolute magnitudes, with $\Delta M_{\text{G}_{\text{RP}}} < 0.5$. These systems will also be restricted to a binning scheme in which only systems where both stars exist within a predefined set of arbitrary half-magnitude boundaries are kept. This cut further reduces our sample to 3846 twin systems that will be used to infer the total mass, while also helping to reduce the impact of possible separation- or magnitude-dependent systematics of the type discussed above.

4. Gaia Binaries—Measurements

In the general case where the total system mass is not known, we directly measure a quantity from the Gaia position, parallax, and proper motion measurements that we denote $D$, defined as

$$D \equiv \mu' M_{\text{tot}}^{1/2} = \frac{\mu}{2\pi} s^{1/2}. \quad (4)$$

For each system, we estimate the uncertainty on $D$ through a Monte Carlo simulation, drawing $10^4$ samples from the reported Gaia measurements and uncertainties for R.A., decl.,
the corresponding proper motion terms (\( \delta \cos \delta \) and \( \delta \)), and the variance-weighted average parallax of the two stars to create an individual \( D \) posterior for each system according to Equations (2) and (4). A small number of our systems have large angular separations, up to 30', in which case projection effects in the observed angular motions of a physically comoving pair of stars could be important. Following Butkevich & Lindegren (2014), we estimate the size of this effect given the actual locations and distances to the systems in our sample, and find that the differences in the observed proper motions are small, \(< 1 \mu \text{as yr}^{-1}\) in almost all cases. Since the formal errors reported in eDR3 may be underestimated, we apply inflation factors to both the proper motions and parallaxes before calculating the statistical uncertainty on \( D \) for each system. Following Figure 15 (right column) of El-Badry et al. (2021), we inflate the reported parallax uncertainties by a factor of up to \( \sim 1.3 \), depending on magnitude. For objects with apparent magnitudes \( G < 11 \) we assume an inflation factor of 1.28, linearly decreasing to no error inflation at \( G = 18.0 \). Following Brandt (2021), we apply an inflation factor of 1.37 to all the eDR3 proper motion uncertainties, independent of magnitude.

The uncertainties in \( D \) for an individual system may be large given the magnitude of \( \mu \) and the uncertainties in the Gaia proper motion and parallax measurements. For the purpose of selecting systems where \( D \) is well measured, we apply a cut on \( \mu' \), the expectation value of \( \mu' \), and \( \sigma_{\mu'} \), the uncertainty on \( \mu' \), calculated from \( D \) initially, assuming \( M_{\text{tot}} = 1 M_\odot \). We exclude systems from our sample that have \( \mu' > 3 \), which is nonphysical for bound binary systems, and \( \sigma_{\mu'} > 0.1 \). This is effectively a selection on distance and apparent magnitude, which primarily determine the proper motion and parallax errors. Since \( \sigma_{\mu'} \) only depends on Gaia astrometric uncertainties, and not on system orbital parameters, this cut does not bias the mass–magnitude relation we wish to derive. After making the cuts described in Sections 3 and 4, we are left with a sample of 12,096 binary star systems, of which 3846 have \( \Delta M_{\text{Ks}} < 0.5 \), are within the bins described in Section 3, and are therefore in our twin subsample.

### 5. Mass Inference

An initial investigation of the measured values of \( \mu' \) for the subset of our Gaia sample that is bright enough to have 2MASS \( K_s \) magnitudes, and therefore potential mass estimates through the Mann et al. (2019) mass–magnitude relation, revealed a significant population of systems (at least 10%) with \( \mu' \) significantly larger than the \( \mu'_\text{lim} = 4\sqrt{2} \) upper limit for bound, Keplerian orbits as seen in the simulations described in Section 2 and shown in Figure 1. It is possible that these systems are not actually bound, though given their relative proximity to the Sun and the detailed analyses carried out in El-Badry et al. (2021), this seems unlikely to be a significant source of high \( \mu' \) values. Alternatively, these systems could be higher-order multiples built from one or more unresolved binaries. Similarly, Jupiter-mass companions with semimajor axes of a few au orbiting either or both stars in a wide binary could induce apparent relative proper motion of a similar magnitude to the Keplerian motion of the wide binary itself. In these cases, the photometric mass estimate will in general be underestimated since, given the slope of the mass–luminosity relation, a relative increase in mass results in a much smaller relative increase in luminosity. Raghavan et al. (2010) explored multiplicity in a nearly volume-limited sample of stars and estimated that up to 25% of apparent wide binary systems may in fact be triple or quadruple systems (see Table 16 in Raghavan et al. 2010). From long-term Doppler exoplanet surveys, we know that Jupiter-mass companions with semimajor axes of a few au are somewhat rare, occurring around approximately 6% of Sun-like stars in the survey presented by Wittenmyer et al. (2020). While a tail of systems with \( \mu' > 1.4 \) is therefore expected (cases where mass is underestimated based on absolute magnitude), it remains difficult to explain systems with \( \mu' > 3.0 \), which in this scenario would require the Mann et al. (2019) photometric mass to be low by a factor of at least four. Independent of the physical explanation for this tail, it is clear that we will need to include this in our model of the observed \( \mu' \) distribution.

By comparing the observed \( \mu' \) distribution for the cases where both stars in a binary have mass estimates from the Mann et al. (2019) relation, we found that the overall distribution is well described by the sum of our simulated \( P(\mu'|\alpha) \) and an additional half-Gaussian centered at zero. Following the results of Hwang et al. (2022) for wide binary systems (\( s > 1000 \) au for almost all of our systems), we began by assuming that \( \alpha = 1.3 \). This introduces two new free parameters into our model: \( N \), the overall normalization of the tail population, and \( \sigma \), the width of the additional Gaussian. The overall model is then

\[
P(\mu'|\alpha, N, \sigma) = (1 - N)P(\mu'|\alpha) + N \frac{\sqrt{2}}{\sigma \sqrt{\pi}} e^{-\mu'^2 / 2\sigma^2}.
\]

As discussed in Section 3, we focus our analyses on absolute \( G_{\text{KP}} \) magnitudes. To simplify our analysis, we sort the binary catalog to identify twin systems, which we define to have similar magnitudes \( (\Delta G_{\text{KP}} < 0.5 \) mag) and to fall within the confines of our magnitude bins described in Section 3. Given the slope of the Mann et al. (2019) \( K_s \)-band mass–magnitude relation, the variation in mass over a bin is expected to be small, less than 0.1 \( M_\odot \) per 0.5 mag at 0.5 \( M_\odot \). Our analysis could also be carried out by inferring the parameters of an empirical function that maps absolute \( G_{\text{KP}} \) magnitude to mass, therefore increasing the total number of systems in our sample by alleviating the half-magnitude binning constraint. However, in this approach the parameters of the mass–magnitude relation are effectively latent variables. This, combined with the fact that the masses of the two stars in a binary system may be correlated (that is to say, the system mass ratio, \( q \), is not necessarily uniformly distributed; see El-Badry et al. 2019 and Section 7 below), significantly complicates the statistical inference framework. Given the large total number of systems in our sample, the twin approach provides a straightforward path to estimating a mass–magnitude relation.

Following Bayes’ theorem, we wish to infer the posterior probability of the model given the data (we directly measure \( D \) with Gaia, so that is the data), which in this case is

\[
P(M_{\text{tot}}, \alpha, N, \sigma|D) \propto P(D|M_{\text{tot}}, \alpha, N, \sigma)P(M_{\text{tot}}, \alpha, N, \sigma).
\]

Here, the second term on the right side of the proportionality contains our priors on the free parameters of the model. The
first term on the right side of the proportionality is a likelihood that can be calculated directly from our measurements of $D_i$ as well as our simulations of $\mu_i$ described in Section 2 and the model in Equation (5). Given that for a fixed set of values for $\alpha$, $N$, and $\sigma$, $P(D_i|M_{tot}) = P(\mu_i|M_{tot}^{1/2})$, the likelihood can be expressed as the sum of the log-likelihoods of the individual $D_i$ measurements within an $M_{G_{RP}}$ bin as

$$L = \sum_{i} \ln [P(D_i|M_{tot}^{1/2}, \alpha, N, \sigma)].$$  

We divide our binary twin sample into 16 equally spaced bins across the range $12.0 > M_{G_{RP}} > 4.0$ and carry out a Markov Chain Monte Carlo analysis to sample from the posterior probabilities on $M_{tot}$, $\alpha$, $N$, and $\sigma$ given the systems in each bin. Here, we are implicitly assuming that within each bin $M_{tot}$ is twice the mass of either individual star. We employ a Metropolis–Hastings algorithm and generate chains with $10^5$ steps, removing the initial $10^3$ steps as burn-in. We linearly interpolate within the simulated grid of $P(\mu_i^t|\alpha)$ described in Section 2 to evaluate $P(\mu_i^t|\alpha)$ for specific values of $\alpha$ and enforce normalization of the model from Equation (5) for each set of trial parameters.

For the lowest two mass bins we consider, $11.5 > M_{G_{RP}} > 11.0$ and $12.0 > M_{G_{RP}} > 11.5$, there are too few twin systems in our wide binary sample for our analysis to work, so instead we consider cases where one star has absolute magnitude within one of these low-luminosity bins and the other has $10.5 > M_{G_{RP}} > 10.0$, fixing the mass of the more massive star as determined above. For these systems, we include the statistical uncertainty derived from the posterior on stellar mass for the more massive stars in the estimation of the credible interval for the mass of the less massive star.

We evaluate the robustness of our modeling framework to the influence of unseen companions, either stellar or substellar, through a simulation that injects random additional relative motion into our $\mu$ measurements to assess the impact on the resulting estimates of $M_{tot}$. As discussed earlier in this section, an unseen companion will tend to bias our mass estimates by increasing the measured relative orbital motion. We find that for additional stellar motion up to the level of $0.04 \text{ au yr}^{-1}$, our mass estimates are not significantly biased at the level of our statistical uncertainties.

6. Results

In Figure 3 we compare our individual estimates of $M_{G_{ROP}}$ based on the twin sample across 16 bins in $M_{G_{RP}}$ to mass estimates based on the Mann et al. (2019) $K_s$ mass–magnitude relation, MIST evolutionary models at 5 Gyr from Choi et al. (2016), and 1617 isochrone-based mass estimates from Brewer et al. (2016). We find excellent agreement with our $M_{G_{ROP}}$ mass estimates given the typical statistical mass uncertainties derived from the posteriors on $M_{G_{ROP}}$ of $\sim$10% for $M > 0.02 M_{\odot}$, rising to $>25$% at lower masses. We assume uniform priors on all free parameters as follows: $0.0 < \alpha < 2.0$, $0.0 M_{\odot} < M_{tot} < 3.0 M_{\odot}$, $0.0 < N < 0.5$, and $0.1 < \sigma < 3.0$. Examples of fits to individual $M_{G_{ROP}}$ bins are shown in Figure 4. For each bin, we calculate the modal value of the $M_{tot}$ posterior along with a 68% highest density credible interval. The resulting individual mass estimates are hereafter denoted as $M_{G_{ROP}} = M_{tot}/2$. Examples of individual posterior distributions and their 68% highest credible density intervals for three of our absolute magnitude bins are shown in Figure 5.

For the parameter $N$, the normalization of the tail component of our model, we find consistent values of $N = 0.22 \pm 0.07$ across the mass range we consider. While the physical interpretation of this is difficult, we note that this value is consistent with the relative frequencies of double and triple systems found in Raghavan et al. (2010). Our data do not place strong constraints on $\alpha$, but across our mass range we find that $\alpha$ is consistent with $1.19 \pm 0.56$. While Hwang et al. (2022) found in their analyses that $\alpha$ was constrained to approximately
1.25 ± 0.25 for wide (>1000 au) systems, we note that their analysis involved a much broader range of binary types and was not broken down by stellar spectral type, mass, or evolutionary state. Given this, our results on the eccentricity distribution appear broadly consistent with Hwang et al. (2019).

We evaluated analytic relations between absolute $G_{RP}$ magnitude and the $M_{G_{RP}}$ masses. Because of the small number of faint binary systems where both stars pass our photometric and astrometric cuts, our sample only includes systems with $M_{G_{RP}} < 12.0$, but hydrogen-burning stars can be significantly fainter. For the purposes of these fits, we follow Reylé (2018) and fix the magnitude of an object near the hydrogen-burning limit with a mass of 0.08 ± 0.01 $M_\odot$ at absolute magnitude of $M_{G_{RP}} = 14.5$. There is a relatively sharp break in our estimated masses around $M_{G_{RP}} = 9.5$ that makes it difficult to fit our results with a single low-order polynomial. Empirically, we found that our data are well fitted by the following modified linear function, which enforces a smooth transition to lower masses at $M_{G_{RP}} > 9.5$ by using the error function, erf($x$):

$$\log_{10}(M_{G_{RP}}) = a + bM_{G_{RP}} - c[1 + \text{erf}(M_{G_{RP}} - 9.5)]. \quad (8)$$

While this functional form is not physically motivated, it describes the data well with fewer degrees of freedom than a comparable polynomial relation. Based on a $\Delta$AIC > 1.1 (where AIC is the Akaike information criterion), this modified linear model is slightly preferred over a polynomial fit of first order alone (and strongly preferred over higher-order polynomial fits—see Ivezić et al. 2019). The posteriors on $\log_{10}(M_{G_{RP}})$ are approximately Gaussian, so we use least-squares optimization to estimate the best-fit values for the three model parameters in Equation (5). We use a Markov Chain Monte Carlo approach to generate $10^5$ samples from the posteriors of the three parameters using a Metropolis–Hastings sampler. Based on the modal values of the posteriors we find $a = 0.445$, $b = -0.097$, and $c = 0.075$ valid over the range $14.5 > M_{G_{RP}} > 4.0$. Given the covariances between these parameters, the uncertainty in the mass–magnitude relation is not well described by the uncertainties on the parameters as derived from the individual posteriors. Point estimates and corresponding uncertainties based on Monte Carlo simulations are given in Table 1. These values can be interpolated to provide point estimates for mass within the range $14.5 > M_{G_{RP}} > 4.0$.

In Mann et al. (2019) and other examples of mass–magnitude relations in the literature (e.g., Henry & McCarthy 1993; Delfosse et al. 2000), photometric mass estimates are typically calibrated against a small set of stars (62 in the case of Mann et al. 2019) that have precise dynamical mass estimates. We searched the literature for visual binary systems that are wide enough to be well resolved by Gaia and have precise (better than 5% precision) mass measurements, either total for the system or for individual components. Unfortunately, we identified fewer than a dozen such systems.

The strong agreement between $M_{G_{RP}}$ and $M_{Mann}$ is clear from Figure 3. Since the Mann et al. (2019) masses are expected to have very small internal errors, at the level of ≈2%, by directly comparing $M_{G_{RP}}$ and $M_{Mann}$ we can assess the internal errors of the $M_{G_{RP}}$ estimates derived here. Using the same photometric and astrometric quality cuts described in Section 3, we identified a sample of individual Gaia stars that also had 2MASS photometry in the absolute magnitude range recommended by Mann et al. (2019) for making reliable mass estimates (10.5 > $M_K$ > 4.5). Additionally, we only selected stars with $K_s < 14.0$ to mitigate the effects of photometric errors on the resulting mass estimates. In total, we selected ~30,000 stars and calculated the distribution of the quantity

---

**Table 1**

| $M_{G_{RP}}$ | $\log_{10}(M_{G_{RP}})$ | $\sigma_{\log_{10}M}$ |
|--------------|-------------------------|------------------------|
| 4.0          | 0.058                   | 0.028                  |
| 5.0          | -0.039                  | 0.019                  |
| 6.0          | -0.136                  | 0.015                  |
| 7.0          | -0.233                  | 0.015                  |
| 8.0          | -0.333                  | 0.020                  |
| 9.0          | -0.463                  | 0.016                  |
| 10.0         | -0.637                  | 0.030                  |
| 11.0         | -0.778                  | 0.040                  |
| 12.0         | -0.867                  | 0.037                  |
| 13.0         | -0.964                  | 0.036                  |
| 14.5         | -1.110                  | 0.039                  |

Note. Point estimates and uncertainties for $\log_{10}M$ are based on the modified linear mass–magnitude relation described in Section 6.

---
\[ \Delta M \equiv M_{\text{GORP}} - M_{\text{Mann}} \text{ across 12 absolute } K_s \text{ magnitude bins spanning the aforementioned range, each 0.5 mag in width. The distribution of } \Delta M \text{ within each bin is approximately Gaussian, so its standard deviation is equivalent to the sum in quadrature of } \sigma_{\text{GORP}} \text{ and } \sigma_{\text{Mann}}. \text{ Therefore, we estimate the internal uncertainty in our relation as } \sigma_{\text{GORP}} = \{\sigma_{\Delta M} - \sigma_{\text{Mann}}^2\}^{1/2}. \text{ As shown in Figure 6, we find that the uncertainty in our mass estimates relative to Mann et al. (2019), } \sigma_{\text{GORP}}/\sigma_{\text{Mann}} \text{ is approximately 5\%–10\% over most of our mass range, though it increases below 0.1 } M_\odot. \text{ These values are consistent with the mass posteriors derived in Section 5. For } M \lesssim 0.1 M_\odot, \text{ our } M_{\text{GORP}} \text{ mass estimates are somewhat biased high, at the } \sim 15\% \text{ level, relative to Mann et al. (2019).}

7. Applications

The substantially greater depth of Gaia compared to 2MASS allows us to extend an accurate mass–magnitude relation for low-mass stars over a much larger volume than the Mann et al. (2019) relation alone, particularly for the lowest-mass stars. There are many potential applications of this relation, including estimating the field mass function and studying the relationship between stellar mass and orbital parameters in binary systems.

We apply the same astrometric and photometric cuts described in Section 3 to select a volume-limited sample of (apparently) single lower-main-sequence stars with 10 pc < d < 50 pc. The inner limit was chosen to avoid issues related to saturation for the brightest stars in our sample, and the outer limit was chosen so that the faintest main-sequence stars, down to \( M_{\text{G}_{\text{RP}}} = 14.5 \), will be relatively bright and detected with phot_{rp}_mean_flux_over_error > 10, and the parallaxes for all of the objects will be well measured. We use our derived mass–magnitude relation (Equation (8)) and associated parameter uncertainties to estimate the field mass function for 0.1 \( M_\odot < M < 1.0 \) \( M_\odot \) in units of stars per cubic parsec per solar mass as shown in Figure 7. In this calculation, we ignore the photometric and parallax uncertainties for individual stars, which for the subsample considered here are small compared to the uncertainty in the mass–magnitude relation. We find that the field mass function peaks at approximately 0.16 \( M_\odot \), broadly consistent with other results in the literature including Kroupa et al. (1993), Rana (1987), and Sollima (2019).

We have not made an attempt to correct this mass function for the effects of unresolved binaries. Following the results of Raghavan et al. (2010), by assuming an overall multiple fraction of 40\% in the stellar mass range considered here, integrating over a log-normal distribution of period (see Figure 13 of Raghavan et al. 2010), and assuming a typical total system mass of \( M_{\text{tot}} = 1.0 M_\odot \), approximately 25\% of our stars could be unresolved binaries given the Gaia small-separation detection limits described in Ziegler et al. (2018) and Brandeker & Cataldi (2019). The effect of unresolved binaries on our mass function is difficult to quantify. While there is some evidence that wide binaries may be preferentially of equal mass (El-Badry et al. 2019), the unresolved systems in our sample will on average have much smaller semimajor axes than the resolved binary systems. At the same time, on the lower main sequence a companion near or below the hydrogen-burning limit will contribute negligibly to the total flux of the system. So, in our analysis an unresolved binary will have an overestimated mass, by up to 25\% for an equal-mass system given the slope of our mass–magnitude relation, and will result in counting one slightly more massive star instead of two less massive stars. Sollima (2019) approached estimating the mass function of a similar sample of lower-main-sequence stars using isochrones and a stellar multiplicity model to forward-model the observed Gaia color–magnitude diagram. The results presented here are consistent with the much more sophisticated analysis of Sollima (2019) in the limit of an unresolved binary fraction less than 40\%, which is what we expect based on previous binarity surveys (see Figure 4 in Sollima 2019). As noted by Sollima (2019), it is also possible that some unresolved binaries with photocentric motion or complex point spread functions are excluded from our sample by the various astrometric quality cuts we apply.

Our mass–magnitude relation can also be used to study the properties of the wide binary systems in our sample. For example, the distribution of binary mass ratios could be used to constrain theories and simulations of star formation. While some authors have found that the binary mass ratio, \( q \), is approximately uniformly distributed for certain populations of binary systems (for example, Raghavan et al. 2010 or Tokovinin 2014), others have found evidence for a distribution that peaks at smaller values of \( q \) (see Duquennoy & Mayor 1991; Gullikson et al. 2016; Moe & Di Stefano 2017), or a distribution that has a clear excess of systems at \( q = 1.0 \) (see El-Badry et al. 2019). In each of these cases, different
populations of systems, covering different total system masses and separations and with different selection biases, are being studied.

In an effort to study mass ratios in a sample of wide binaries that is relatively free from selection biases, we select binaries from our catalog that have projected separations $>100$ au, are within $210$ pc, and have a primary (more massive) star in the mass range $0.8 M_\odot < M < 0.9 M_\odot$ (early-K spectral type) using all of the photometric and astrometric quality cuts described in Section 3, but without the cut on $\sigma_p < 0.1$. Following Brandeker & Cataldi (2019), we further select systems with angular separations $s > 8''$ to avoid detection biases in high-contrast systems. By selecting distance less than $210$ pc and primary stars in this mass range, we ensure that, given our photometric quality cuts, we are sensitive to all systems with mass ratios $q > 0.2$. Based on $1506$ wide binary systems passing our selection criteria, we calculate the distribution of $q$ as shown in Figure 8. We find that the distribution of mass ratios peaks at $q = 0.2$ and decreases toward $q = 1.0$, which for K-type primaries is consistent with Goodwin (2013), though we note that our sample is not necessarily volume-limited for mass ratios below this. Since our sample is approximately volume-limited down to $M_{\text{Gap}} = 10.75$, we do not expect the angular separation cut at $s > 8''$ to produce different average total (or primary) stellar masses across our range in projected separation.

**8. Conclusion**

Precise estimates of stellar masses are key to our understanding of a range of scientific topics from the physical characteristics of exoplanets to the formation and evolution of stars. However, these measurements remain difficult to make even today and typically rely on time-consuming observations of short-period binary star benchmark systems. On the lower main sequence, where stars evolve relatively slowly, it is possible to infer mass from luminosity alone. We derive a mass–magnitude relation using the Gaia $G_{\text{RP}}$ passband. Compared to previously published mass–magnitude relations based on 2MASS or V-band photometry of relatively bright stars and tied to a small number of precise dynamical measurements, our approach is internally calibrated using the orbital motions of a large number of wide binary systems and is applicable over the large volume probed by Gaia.

Starting from the catalog of wide binary star systems derived from Gaia eDR3 by El-Badry et al. (2021), we apply a number of cuts to ensure high-quality photometric and astrometric measurements, select a sample of $12,096$ binary systems across the lower main sequence, and analyze the subset of $3846$ pairs having similar magnitudes ($\Delta M_{\text{Gap}} < 0.5$). For these systems, we measure the projected orbital motion of one star relative to the other as the difference in the measured proper motions, and compare this to simulations of projected orbital motion to infer the total mass of the twin systems (assumed to be twice the mass of the individual stars) in bins of absolute $G_{\text{RP}}$ magnitude while marginalizing over the eccentricity distribution of the population. Using a Bayesian framework, we estimate stellar mass as a function of absolute $G_{\text{RP}}$ magnitude for $12.0 > M_{\text{Gap}} > 4.0$ with typical internal uncertainties of 5%–25% depending on the mass. Assuming a literature value for the absolute magnitude of a star at the hydrogen-burning limit, we fit for a modified linear relation between $M_{\text{Gap}}$ and $\log_{10}(M_{\text{GORD}})$ across the range $14.5 > M_{\text{Gap}} > 4.0$.

Our $M_{\text{Gap}}$ range encompasses the absolute magnitude range of the mass–magnitude relation presented by Mann et al. (2019), which allows us to directly compare our $M_{\text{GORD}}$ masses to $M_{\text{Mann}}$ masses with a sample of stars having measured $K_s$ magnitudes from 2MASS within the magnitude range recommended by Mann et al. (2019). To do this, we cross-matched Gaia and 2MASS to find all well-measured stars with $10.5 > M_K > 4.5$. We find that our mass estimates for individual objects are consistent with those from Mann et al. (2019) at the 5%–10% level for $M > 0.1 M_\odot$, though we note that our masses appear to be somewhat biased relative to Mann et al. (2019) in the $M < 0.2 M_\odot$ range. The mass–magnitude relation presented here extends the reach of photometric mass estimation to more than $30$ million individual stars in the Gaia eDR3 database, nearly an order of magnitude more objects than in the sample where the Mann et al. (2019) relation can be directly applied. We use our results to estimate the field stellar mass function in the solar neighborhood for stars within $10$–$50$ pc of the Sun down to the hydrogen-burning limit, and find that the mass function peaks at a mass of $0.16 M_\odot$, consistent with previous results in the literature. We also use our mass–magnitude relation to study the mass ratios of wide binary systems with early-K-type dwarf primaries. For this population, we find that the distribution of $q$ is not consistent with uniform, rather decreasing toward $q = 1.0$.
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