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ABSTRACT

Human motion transfer refers to synthesizing photo-realistic and temporally coherent videos that enable one person to imitate the motion of others. However, current synthetic videos suffer from the temporal inconsistency in sequential frames that significantly degrades the video quality, yet is far from solved by existing methods in the pixel domain. Recently, some works on DeepFake detection try to distinguish the natural and synthetic images in the frequency domain because of the frequency insufficiency of image synthesizing methods. Nonetheless, there is no work to study the temporal inconsistency of synthetic videos from the aspects of the frequency-domain gap between natural and synthetic videos. Therefore, in this paper, we propose to delve into the frequency space for temporally consistent human motion transfer. First of all, we make the first comprehensive analysis of natural and synthetic videos in the frequency domain to reveal the frequency gap in both the spatial dimension of individual frames and the temporal dimension of the video. To close the frequency gap between the natural and synthetic videos, we propose a novel Frequency-based Human Motion Transfer framework, named FreMOTR, which can effectively mitigate the spatial artifacts and the temporal inconsistency of the synthesized videos. FreMOTR explores two novel frequency-based regularization modules: 1) the Frequency-domain Appearance Regularization (FAR) to improve the appearance of the person in individual frames and 2) Temporal Frequency Regularization (TFR) to guarantee the temporal consistency between adjacent frames. Finally, comprehensive experiments demonstrate that the FreMOTR not only yields superior performance in temporal consistency metrics but also improves the frame-level visual quality of synthetic videos. In particular, the temporal consistency metrics are improved by nearly 30% than the state-of-the-art model.
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1 INTRODUCTION

Motion Transfer (HMT) aims to synthesize photo-realistic videos in which one person can imitate the motions of others [5]. Specifically, given an image of a source person and a target video with the desired motion, the human motion transfer method can generate a video of the source person performing the target motion. It is an emerging topic due to the potential applications like movie editing, virtual try-on, and online education [23]. Benefiting from the Generative Adversarial Networks (GANs) [13, 35] with the pixel domain supervision, frame-level visual quality of some synthetic videos is significantly improved. However, as shown in Fig. 1, the results of current methods still suffer from artifacts and noise which lead to obvious temporal inconsistency and unsatisfied frame quality. The temporal consistency of the synthetic videos is far from satisfactory yet neglected by the community, and thus this paper focuses on temporally consistent human motion transfer.

Most existing human motion transfer methods mainly focus on the appearance of persons in the pixel domain. In recent studies on the diagnosis of deep neural networks and GANs, frequency domain analysis has been proved to be an effective tool [26]. Some works have tried to utilize the frequency discrepancies between GAN-generated images and natural images for fake image detection [10, 12, 32]. They discovered that existing generative methods cannot effectively model the frequency-domain distribution
of natural images, which causes the loss of information in specific frequencies in generated images. Nonetheless, they simply adopt the frequency difference as loss, rather than make full use of the frequency domain characteristics. In this paper, we propose to regularize the appearance with frequency-aware networks to reduce the noise and improve the frame-level quality.

Moreover, recent human motion transfer methods mainly focus on frame-level quality with precise human structure representations such as 2D human pose [2, 34], human parsing [8, 20, 25], 3D human pose [36], and other 3D information [21–23, 30, 43]. Although some methods try to use a multi-frame smoothing loss [35] or optical flow [39] in the pixel domain to improve the temporal consistency, the temporal artifacts still cannot be effectively eliminated in the pixel domain. These temporal artifacts can be easily perceived by the human visual system and significantly degrade the quality of videos [28]. However, there is seldom work to study whether the temporal inconsistency of synthetic videos arises from the frequency-domain gap between natural videos and synthetic videos, let alone how to eliminate them in the frequency domain.

In this paper, we delve into the Fourier space for temporally consistent human motion transfer from two perspectives as shown in Fig. 2. First, we explore a Frequency-domain Appearance Regularization (FAR) method that models the frame-level characteristics in both pixel and frequency domains to reduce noise in individual frames. Second, we discover and close the temporal frequency domain gap between natural videos and synthetic videos by a Temporal Frequency Regularization (TFR) module. By reducing noise in individual frames and improving the long-term coherency, both the frame-level quality and temporal consistency of generated motion videos are improved.

First, we synthesize coarse frames with HMT backbones and regularize the appearance for a finer appearance. The FAR works on the single coarse frames. To improve the frequency insufficiency of current generative method, Fast Fourier Convolution is adopted instead of the traditional convolution block to focus on characteristics in both pixel and frequency domain. By regularizing the original image in the frequency domain and then reconstructing the image, FAR reduces noise and artifacts in the frame.

The TFR is designed with the observation that the temporal changes in amplitude and phase spectra of synthetic videos are significantly different from the ones of natural videos, which is shown in Fig. 4. This phenomenon demonstrates that existing methods cannot reproduce the frequency-domain distribution as natural videos using only pixel-domain supervision. To this end, we design a Weighted Temporal Frequency Regularization (WTFR) loss for human motion transfer methods, which applies regularization to make the temporal changes between adjacent frames of synthetic videos approximate to natural videos in the frequency domain. In particular, the WTFR loss is applied to the amplitude and phase spectrum separately, because the temporal variations of amplitude and phase demonstrate different patterns for natural videos and synthetic videos [28]. For example, the phase spectrum of natural videos has more changes in the high-frequency components compared with the amplitude spectrum, as the spectra changes of natural videos shown in Fig. 4. More specifically, to alleviate the fluctuation of high-frequency components, we add a frequency-aware weighting term in the loss function. The WTFR loss can be integrated into existing human motion transfer methods without any modification to model structures. With the WTFR loss, these methods can learn to close the temporal frequency discrepancy between synthetic and natural videos.

Both quantitative and qualitative evaluations show that the temporal consistency of synthetic videos is significantly improved, as
shown in Fig. 1. Our main contributions are summarized as follows:

1) To the best of our knowledge, we make the first attempt to reveal the temporal gap between natural videos and synthetic videos in the frequency domain.

2) More importantly, we build the Temporal Frequency Prior into deep networks through a well-designed WTFR loss, which can effectively guide the GANs to model the temporal frequency changes of natural videos.

3) To reduce the noise and artifacts in frames, the FAR is proposed to regularize the generation process in both pixel and frequency domains.

Experiments show that our method can effectively improve the temporal consistency of the generated videos. In particular, the Temporal Consistency Metrics [41] are improved by nearly 30% than the state-of-the-art models. The frame-level metrics are also improved a bit, while the qualitative analyses demonstrate that the improvement is significant for visual perception.

2 RELATED WORK

2.1 Human Motion Transfer

Human motion transfer has been studied for over two decades. Early methods are focused on retrieval-based pipelines to target the subject in a video to the desired motion with optical flow [11] or 3D human skeleton [40]. Recent methods usually adopt deep neural networks, especially GANs [13], and exploit 2D human pose [2, 5, 29, 34, 35], human parsing [8, 20, 25, 38, 39], 3D human pose [36], and other 3D information [21, 30] for human motion transfer [22, 23, 43].

However, most of these methods only model the appearance mapping between individual source and target frames in the pixel domain, while the frequency domain and temporal consistency are usually neglected. Although some methods like vid2vid [35, 36] and EDN [5] take multiple frames as the input to improve temporal coherence in the pixel domain for temporal smoothing, the synthesized motion videos are still with obvious temporal artifacts. Most recently, Wei et al. [39] proposed C2F-FWN with a Flow Temporal Consistency Loss to explicitly constrain temporal coherence by optical flow, but optical flow estimation could bring high extra computation cost and noise. Therefore, this paper focuses on exploring a more effective method to explicitly improve the temporal consistency for human motion transfer.

2.2 Frequency Domain Analysis for GANs

In recent research, frequency domain analysis for deep neural networks, especially GANs, has been proved an effective tool for network diagnosis [9, 26]. GAN generated image detection [10, 12, 42], and improving the capability of GANs for image generation [6, 32]. For example, Rahaman et al. [26] used Fourier analysis to highlight the bias of deep networks towards low-frequency functions. Durall et al. [9] discovered that the up-sampling or up-convolution operations made GANs fail to reproduce the spectral distributions of natural images. Dzanic et al. [10] explored the Fourier spectrum discrepancies of high-frequency components between natural and generated images for fake image detection. Chen et al. [6] observed missing of high-frequency information in discriminators of GANs. Nevertheless, there is no prior work to study whether the temporal inconsistency of synthetic videos is caused by the frequency discrepancies between natural videos and synthetic videos.

2.3 Video Temporal Consistency

Temporal consistency is an essential aspect for video quality assessment [28], video processing [24, 41], video frame prediction [3], and blind video temporal consistency [4, 18, 19]. For example, Seshadri-nathan and Bovik [28] designed the motion-based video integrity evaluation index, which adopted Gabor filters in the frequency domain for evaluating dynamic video fidelity. Yao et al. [41] proposed an occlusion-aware temporal warping algorithm to achieve temporal consistency for video processing. Bhattacharjee and Das [3] proposed a temporal coherency criterion for video frame prediction using GANs. Lei et al. [19] proposed to learn a Deep Video Prior from natural and processed videos and achieved superior temporal consistency on seven video processing or generation tasks. This paper presents a novel temporal consistency regularization loss using Temporal Frequency Prior obtained by Fourier analysis. It can be used for existing human motion transfer methods without any modification on models and exhibit state-of-the-art performance.

3 FREMOTR

3.1 Fourier Transform of Image

The Fourier Transform convert the image in pixel domain into the frequency domain. In our study, we adopt the 2D-Discrete Fourier Transform (2D-DFT) to obtain the frequency spectrum of a frame. Specifically, given a frame represented by a discrete 2D signal $f(x, y) \in \mathbb{R}^{M \times N}$, its frequency spectrum value at coordinate $(u, v)$ is obtained by

$$F(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) \cdot e^{-i2\pi(u\frac{x}{M} + v\frac{y}{N})}. \quad (1)$$

The frequency spectrum can be denoted as $F(u, v) = R(u, v) + iI(u, v)$ where $R(u, v)$ is the real part and $iI(u, v)$ is the imaginary part. The amplitude that reflects the intensity is obtained by $|F(u, v)| = \sqrt{R(u, v)^2 + I(u, v)^2}$, while the phase that reflects the position is denoted by $\phi(u, v) = \arctan(I(u, v)/R(u, v))$. Hence the frequency spectrum can be divided into the amplitude spectrum and the phase spectrum. For visualization in the following figures, both spectra are shifted so that the centers denote low-frequency components while the corners denote the high-frequency components, and the amplitude spectrum is further converted into logarithmic units.

3.2 Frequency-domain Appearance Regularization

The incoherent appearance like noise and artifacts can be easily perceived by the human visual system and significantly degrade the quality of videos [28]. However, these signals cannot be easily described in the pixel domain. To catch and reduce these signals, we process the image in the frequency domain with Fast Fourier Convolution (FCC) [7]. In addition, FCC can catch the global information without the limitation of receptive field, which will benefit the coherency of the appearance.

3.2.1 Fast Fourier Convolution. The workflow of a FCC block is presented in Fig. 3, which contains two main streams. The input X is first divided into two parts. The top stream adopts traditional convolution to capture local information (i.e., $Y^l$). The bottom stream
will lead to major phase changes and minor amplitude changes in which are abnormal or discontinuous. At last, the final features are processed with several FFC residual blocks in both pixel and frequency domain, aiming to reduce the artifacts and noise changes contain local image patches undergoing translation, which is shown in the bottom of Fig. 2. We define the Temporal Frequency Change (TFC), i.e., the Temporal Amplitude Change (TAC) and Temporal Phase Change (TPC) of \( \mathbf{f}(u, v) \) between the coarse frames synthesized by backbone in both pixel and frequency domain with the Fast Fourier Convolution (FFC). Second, the TFR transforms the frames into the Fourier Space with Discrete Fourier Transform (DFT), and calculate the Temporal Amplitude Change (TAC) and Temporal Phase Change (TPC) conditioned on the adjacent difference of the amplitude and phase spectra, respectively. The Weighted Temporal Frequency Regularization (WTFR) loss combines the weighted differences of TAC and TPC between referred and synthetic frames (i.e., \( L_{TAC} \) and \( L_{TPC} \)). Finally, the WTFR loss guides the model to learn to approximate the frequency distribution of natural videos.

\[
\begin{align*}
Y^i &= Y^i\rightarrow l + Y^g\rightarrow l = f_i(X^i) + f_{g\rightarrow l}(X^g) \\
Y^g &= Y^g\rightarrow g + Y^l\rightarrow g = f_g(X^g) + f_{l\rightarrow g}(X^l)
\end{align*}
\]

In the Spectral Transform \( f_g \), as shown in the right figure of Fig. 3, the feature is processed sequentially with Real 2-D FFT, frequency domain convolution, and Inverse Real 2-D FFT.

### 3.2.2 Regularize Appearance with FFC
As shown in the top of Fig. 2, we regularize the appearance in the frequency domain with FFC blocks. The Frequency-domain Appearance Regularization (FAR) is trained to reduce the noise and artifacts in the coarse frame to make the appearance consistent for adjacent frames. First, the coarse frames are downsampled with 3 FFC blocks. Then the frame features are processed with several FFC residual blocks in both pixel and frequency domain, aiming to reduce the artifacts and noise which are abnormal or discontinuous. At last, the final features are upsampled with 3 FFC blocks to reconstruct the frame.

### 3.3 Temporal Frequency Regularization
For natural videos, short segments of video without any scene changes contain local image patches undergoing translation, which will lead to major phase changes and minor amplitude changes in the frequency domain [28]. Inspired by the flaw of GANs in the frequency domain, we discover the temporal frequency gap and build a targeted regularization to close the gap in this part.

#### 3.3.1 Temporal Frequency Changes of Adjacent Frames
To discover the gap between natural and synthetic videos, we analyze the temporal changes of adjacent frames in amplitude and phase separately, which is shown in the bottom of Fig. 2. We define the Temporal Frequency Change (TFC), i.e., the Temporal Amplitude Change (TAC) of \( |F(u, v)| \) and Temporal Phase Change (TPC) of \( \angle F(u, v) \) between

---

**Figure 2**: Overview of the proposed FreMOTR for temporally consistent human motion transfer, which contains two main parts, i.e. Frequency-domain Appearance Regularization (FAR) and Temporal Frequency Regularization (TFR). First, FAR regularize the coarse frames synthesized by backbone in both pixel and frequency domain with the Fast Fourier Convolution (FFC). Second, the TFR transforms the frames into the Fourier Space with Discrete Fourier Transform (DFT), and calculate the Temporal Amplitude Change (TAC) and Temporal Phase Change (TPC) conditioned on the adjacent difference of the amplitude and phase spectra, respectively. The Weighted Temporal Frequency Regularization (WTFR) loss combines the weighted differences of TAC and TPC between referred and synthetic frames (i.e., \( L_{TAC} \) and \( L_{TPC} \)). Finally, the WTFR loss guides the model to learn to approximate the frequency distribution of natural videos.

---

**Figure 3**: Workflow of the Fast Fourier Convolution (FFC)
adjacent frames $f_t$ and $f_{t-1}$ in a video, as

$$\begin{align*}
TAC_t(u,v) &= ||F_t(u,v)| - |F_{t-1}(u,v)||, \\
TPC_t(u,v) &= |\angle F_t(u,v) - \angle F_{t-1}(u,v)|.
\end{align*}$$

We analyzed the synthetic frames with low temporal consistency and drawn several observations, and several example heatmaps of TFC are shown in Fig. 4. First, for adjacent synthetic frames with low temporal consistency, TFCs scatter over various frequencies with larger values, while the ones of natural videos are mainly in the low-frequency components with smaller values. Second, the phase spectrum of natural videos contains more changes in the high-frequency components compared with the amplitude spectrum. This observation is consistent with the conclusions in [28]. The main content (i.e., intensity of the pixels) of adjacent frames does not change too much, which is reflected in the amplitude spectrum. The position of the pixels change but not very intensely, which is reflected in the phase spectrum.

3.3.2 Weighted Temporal Frequency Regularization. Based on the above observation, we present how to utilize the findings for temporally consistent human motion transfer. The overview of the proposed framework is shown in bottom of Fig. 2. For any GAN-based human motion transfer model, we first calculate the temporal frequency changes (TFCs) between adjacent frames of referred videos and generated videos. Then a Weighted Temporal Frequency Regularization (WTFR) loss is obtained from the TFCs to guide the training of the model. By this means, the model can make the temporal patterns of generated videos approximate to natural videos in the frequency domain.

Given a source image $I^S$ and a frame sequence $\{f_t^R\}_T$ with the referenced motion, the model aims to synthesize a frame sequence $\{f_t^S\}_T$ conditioned on the appearance in $I^S$ and the motion in $\{f_t^R\}_T$, where $T$ is the length of the referenced sequence. Motions in adjacent frames exhibit temporal frequency changes which reflect different magnitudes in amplitude and phase spectra. To make the model learn the TFC of natural videos, we define the WTFR loss, which regularizes TAC and TPC of adjacent frames separately. For TAC, the loss function $L_{TAC}$ is formulated by

$$L_{TAC}(f_t^R, f_t^S) = \frac{1}{MN} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} w(u,v) \cdot |TAC_t^R - TAC_t^S|,$$

and the loss function $L_{TPC}$ for TPC is formulated by

$$L_{TPC}(f_t^R, f_t^S) = \frac{1}{MN} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} w(u,v) \cdot |TPC_t^R - TPC_t^S|,$$

where $w(u,v) = [(\frac{M}{2})^2 + (\frac{N}{2})^2]^\delta - [(u - \frac{M}{2})^2 + (v - \frac{N}{2})^2]^\delta + 1$ is a weighting term to penalize high-frequency components based on the observation that TFCs in natural videos are relatively small in high-frequency components as shown in Fig. 4). $\delta$ is a hyper-parameter to scale the magnitude.

Finally, the WTFR loss is denoted as

$$L_{WTFR}(f_t^R, f_t^S) = \alpha \cdot L_{TAC}(f_t^R, f_t^S) + \beta \cdot L_{TPC}(f_t^R, f_t^S),$$

where $\alpha$ and $\beta$ are hyper-parameters. With the WTFR loss, the model can learn to approximate the frequency distribution of natural videos by minimizing the $L_1$ distance of TFCs between the referenced video and the synthetic video.

4 EXPERIMENTS

In this section, we conduct experiments to answer the following evaluation questions:

**EQ1** Can FreMOTR improve the metrics of temporal consistency as well as the frame-level image quality? (in Sec. 4.2)

**EQ2** Does FreMOTR indeed reduce the inconsistent and unnatural components from the visual perception aspect? (in Sec. 4.3.1)

**EQ3** Can FreMOTR reduce the discovered temporal frequency gap? (in Sec. 4.3.2)

**EQ4** How each components improve the temporal consistency? And for temporal frequency regularization, are amplitude and phase spectrum both helpful? (in Sec. 4.4)

4.1 Experimental Setups

4.1.1 Dataset. SoloDance [39] We adopted C2F-FWN as our backbone, and thus we adopted the SoloDance dataset released by C2F-FWN for comparison. The SoloDance dataset contains 179 solo dance videos with 53,700 frames collected from the Internet. There are 143 human subjects with various clothes and performing complex solo dances in various backgrounds. This dataset is split into 153 and 26 videos for training and testing, respectively.

4.1.2 Methods for Comparison. To validate the effectiveness of the FreMOTR, we compare the performance with the following HMT methods: FSV2V [35] that takes multi frames as input to improve temporal coherence, SGWGAN [8] and LWGAN [22] that warp the features, ClothFlow [14] that warp the image, and C2F-FWN [39] that constrains temporal coherence by optical flow. The C2F-FWN is the backbone in our experiments, but the authors did not release pretrained weights. Therefore, we trained the C2F-FWN based on the released code and settings, and report the reproduced performance. Performances of other methods are from [39].

4.1.3 Implementation Details. We adopt the C2F-FWN that achieves the SOTA temporal consistency as the backbone for the SoloDance dataset. We adopt a three-stage training strategy. During the first stage, we train the backbone using the settings and hyper-parameters in the released codes of C2F-FWN until converge, then the parameters are fixed. During the second stage, the FAR is combined and trained with general image generation loss like adversarial loss [13].
and perceptual loss [16] until converge. Finally, the WTFR is added to the general losses to finetune the FAR.

The experiments are conducted on four NVIDIA Tesla P40 GPUs with 24GB memory based on PyTorch [1]. Following C2F-FWN, the input frames are resized and cropped to 192×256. The Adam optimizer [17] is used for optimization with a batch size of 8. The hyper-parameters $\alpha$, $\beta$, and $\delta$ for the WTFR loss in Eq. 6 are set to 0.5, 1, and 0.05, respectively, to make the WTFR has the same order of magnitude of other losses. The FAR has 3 downsampling blocks, 3 upsampling blocks, and 18 residual blocks. The initialization of FAR is based on the pretrained FFC provided by Suvorov et al. [31].

We also adopt only WTFR for ablation. After the first stage that the backbone is well trained, the WTFR is used to finetune the backbone until converge.

4.1.4 Evaluation Metrics. To measure the frame-level image quality, we adopt SSIM [37], PSNR, and LPIPS [27] following previous works [39]. Specifically, SSIM, PSNR, and LPIPS compare the pairwise similarity of synthetic frames and ground-truth frames. Higher value is better for SSIM and PSNR, while lower value is better for LPIPS. The frame-level metrics are averaged over all frames of all synthetic videos.

To evaluate the temporal consistency, we adopt Temporal Consistency Metric (TCM) [41]. TCM is calculated from the warping error between frames. We first obtain the optical flow $o_t$ between adjacent referenced frames $f_{t-1}^R$ and $f_t^R$ using Flownet 2.0 [15]. The optical flow is used to obtain two adjacent frames by warping $f_{t-1}^S$ and $f_t^R$. Finally, TCM is obtained by the ratio of warping errors as

$$TMC_t = \exp \left( -\frac{\| f_t^R - \text{warp}(f_{t-1}^R, o_t) \|^2}{\| f_t^S - \text{warp}(f_{t-1}^S, o_t) \|^2 - 1} \right),$$  (7)

where $\text{warp}(\cdot, \cdot)$ is the warping operation. The temporal metrics are averaged over all adjacent frames of all synthetic videos.

### 4.2 Quantitative Analysis (EQ1)

The quantitative metrics of the results are presented in Table 1. In general, compared with all other methods, the proposed FreMOTR improves both temporal consistency and frame-level image quality. Specifically, the FreMOTR significantly improves the TCM by about 30% compared with the state of the art. In addition, FreMOTR improves the frame quality metric (i.e., LPIPS and PSNR). The quantitative analysis reveals that our frequency-domain method can effectively improve existing methods that are only optimized by pixel-domain supervision. Although SSIM of FreMOTR is not the best, such frame-quality metrics only evaluate specific aspects and are for reference. The results of FreMOTR have fewer artifacts and unnatural patches in the synthetic image, which are demonstrated in the qualitative analysis.

| HMT method    | Temporal | Frame Quality |
|---------------|----------|---------------|
|               | TCM ↑    | LPIPS ↓       | PSNR ↑        | SSIM ↑        |
| FSV2V [35]    | 0.106    | 0.132         | 20.84         | 0.721         |
| SGWGAN [8]    | 0.166    | 0.124         | 20.54         | 0.763         |
| ClothFlow [14]| 0.322    | 0.072         | 22.06         | **0.843**     |
| LWGAN [22]    | 0.176    | 0.106         | 20.87         | 0.786         |
| C2F-FWN [39]  | 0.523    | 0.060         | 22.17         | 0.821         |
| **FreMOTR**   | **0.678**| **0.059**     | **22.25**     | **0.780**     |

where TCM is a temporal consistency metric, while LPIPS, PSNR, and SSIM are frame-level image quality metrics. ↑ means higher is better, while ↓ means lower is better. The best and second-best results in each column are boldfaced and underlined, respectively.

Figure 5: Visual performance of various successive synthetic frames. From top to bottom are ground truth, results from C2F-FWN [39], and results from the proposed FreMOTR. More results are in the appendix.
4.3 Qualitative Analysis (EQ2&3)

4.3.1 Improvement of the Visual Performance (EQ2). We present some of the synthesized frames in Fig. 5, from top to bottom are ground truth, results from C2F-FWN, and results from our FreMOTR. The results of C2F-FWN often contain artifacts, and the consistency of the appearance cannot be preserved even in three successive frames.

The visual results demonstrate that with the FFC that mitigates the incoherent appearance and the WTFR that closes the temporal frequency gap, FreMOTR significantly reduces the inconsistency between successive frames. Therefore, the FreMOTR can achieve a long-time consistency, and a sample is shown in Fig. 6. More results can be found in the appendix.

4.3.2 Improvement of the Temporal Frequency Gap (EQ3). We combined the WTFR directly with the backbone to analyze the effectiveness of WTFR (i.e., only WTFR). We visualize the video-level TFC to obtain an observation of overall improvement. For a video with T frames, the mean TFC (i.e., \( T_{AC} \) and \( T_{PC} \)) for amplitude and phase over the entire video (i.e., \( T_{AC} \) and \( T_{PC} \)) are formulated as

\[
T_{AC}(u,v) = \frac{1}{T-1} \sum_{t=2}^{T} TAC_t(u,v),
\]

\[
T_{PC}(u,v) = \frac{1}{T-1} \sum_{t=2}^{T} TPC_t(u,v),
\]

where \((u,v)\) is the coordinate on the spectra. Several samples are shown in Fig. 7. C2F-FWN considers temporal consistency based on optical flow, and the patterns of \( T_{FC} \) from C2F-FWN is similar with the ones of ground truth. However, the values are larger in general, especially in the low-frequency components. Our proposed WTFR can improve the synthetic results, making not only the distribution of \( T_{AC} \) and \( T_{PC} \) but also the values closer to natural videos.

The experimental results demonstrate that the proposed frequency-domain regularization (i.e., WTFR) indeed makes the temporal frequency changes of synthetic videos closer to the ones of natural videos, which component the pixel-domain supervision for human motion transfer. More comparisons of frames and spectra can be found in the appendix materials.

4.4 Ablation Study (EQ4)

4.4.1 Ablation of the FreMOTR Components. We first conducted the ablation study on the two components of FreMOTR. The results are presented in Table 1. “only FFC” refers to the model trained from the second stage without WTFR finetuning. “only WTFR” refers to the backbone model finetuned with WTFR.

Specifically, the WTFR significantly improves the frame-level image quality, especially the LPIPS and PSNR. WTFR improves the...
Table 2: Ablation study of FreMOTR, with the variations that removes FAR (i.e., only WTFR) and WTFR (i.e., only FAR), respectively. TCM is a temporal consistency metric, while LPIPS, PSNR, and SSIM are frame-level image quality metrics. ↑ means higher is better, while ↓ means lower is better. The best and second-best results in each column are boldfaced and underlined, respectively. The proposed FreMOTR achieves the best aggregated results on four metrics.

| Components      | Temporal | Frame Quality |
|-----------------|----------|---------------|
|                 | TCM ↑    | LPIPS ↓ | PSNR ↑ | SSIM ↑ |
| Full FreMOTR    | 0.678    | 0.059   | 22.25  | 0.839  |
| only WTFR       | 0.592    | 0.052   | 22.86  | 0.839  |
| only FAR        | 0.681    | 0.060   | 22.11  | 0.780  |
| backbone        | 0.523    | 0.060   | 22.17  | 0.821  |

TCM a lot at the same time. We analyze that WTFR reduce the irrational noise like artifacts, noise, and jitters that suddenly appear, and thus achieves better image quality and temporal consistency.

The FAR significantly improve the TCM. We infer that FAR mainly mitigate the incoherent appearance of the person and achieve much better temporal consistency. To make the entire image more natural, the FAR takes the entire image as input rather than only the body region, and the background may be slightly influenced, which lead to unsatisfied frame quality metrics. However, by observing the results, we did not observe image quality descending. In contrary, as shown in the qualitative analysis, although FreMOTR and “only FFC” have similar or even worse image quality metrics with C2F-FWN, they have less obvious artifacts and unnatural patches.

For human motion transfer, both frame-level image quality and temporal consistency are important, and the Full FreMOTR achieves a well trade-off. The temporal consistency metric of FreMOTR is much better than the backbone and slightly worse than “only FFC”, while the image quality metrics like LPIPS and PSNR is better than “only FFC” and the backbone. It is reasonable that the smooth Fur-}

4.4.2 Ablation of the Frequency Spectrum. WTFR is composed with amplitude and phase. To study the roles of each components, we combined the converged backbone (i.e., C2F-FWN [39]) with several variation of WTFR, and the results are presented in Table 3. The WTFR is defined in Eq. 4, Eq. 5, and Eq. 6. In the table, “Phase” refers to phase only (i.e., α = 0 in Eq. 6), “Amplitude” refers to amplitude only (i.e., β = 0 in Eq. 6). “TFR” means removing the weighted term w (i.e., w = 1 in Eq. 4 and Eq. 5). For the Mixed setting, only one of the components uses the weighted term. “AMP.+WP” means amplitude without the weighted term w and phase with the weighted term w, while “PH.+WA” means phase without the weighted term w and amplitude with the weighted term w.

First, the results demonstrate that all variations improve the temporal consistency, while the frame-level quality can also be improved. The amplitude part and phase part of WTFR are both

Table 3: Ablation study of WTFR. Temp. is shortened for Temporal. TCM is a temporal consistency metric, while LPIPS, PSNR, and SSIM are frame-level metrics. ↑ means higher is better, while ↓ means lower is better. The best and second-best results are boldfaced and underlined, respectively.

| TFR Type   | Setting     | Temp. TCM ↓ | Frame Quality |
|------------|-------------|-------------|---------------|
|            |             | LPIPS ↓ | PSNR ↑ | SSIM ↑ |
| backbone   | –           | 0.523    | 0.060 | 22.172 | 0.821 |
| TFR        | Phase       | 0.590    | 0.056 | 22.535 | 0.833 |
|            | Amplitude   | 0.589    | 0.054 | 22.652 | 0.833 |
|            | Both        | 0.583    | 0.052 | 22.772 | 0.836 |
| WTFR       | Phase       | 0.584    | 0.053 | 22.797 | 0.838 |
|            | Amplitude   | 0.591    | 0.052 | 22.860 | 0.838 |
|            | Both        | 0.591    | 0.053 | 22.846 | 0.838 |
| Mixed      | AMP.+WP     | 0.591    | 0.052 | 22.820 | 0.838 |
|            | PH.+WA      | 0.592    | 0.052 | 22.857 | 0.839 |

effective. The TCM metrics of generated videos are improved by 11% ~ 14% than the original models.

Second, the amplitude part is more important than the phase. As described in Sec. 3.1, amplitude reflects the intensity of the pixels while phase reflects the position. Therefore, minimizing amplitude fluctuation can guarantee the consistency of pixel intensity, which reduces irrational components that suddenly appear.

Third, the comparison between results of WTFR, TFR, and Mixed shows that the mixed variation of “PH. + WA” works best. The weighting term in WTFR is important for the model to pay attention to high-frequency components, especially for the amplitude. This phenomenon is consistent with the observation in Fig. 4. The main content (i.e., intensity of the pixels) of adjacent frames does not change too much, and thus we should adopt larger penalty to the high-frequency changes for amplitude spectrum to make the synthetic frames more natural. On the other hand, the position of the pixels change but not very intensely, and thus we just adopt a uniform penalty for all components in the phase spectrum.

5 CONCLUSION

In this paper, we delve into the frequency space for temporally consistent human motion transfer. We make the first comprehensive analysis of natural and synthetic videos in the frequency domain to reveal the frequency gap. We propose a novel FreMOTR framework that can effectively mitigate the spatial artifacts and the temporal inconsistency of the generated videos with two novel frequency-based regularization modules. Experiments results demonstrate that the FreMOTR not only yields superior performance in temporal consistency metrics but also improves the frame-level visual quality of synthetic videos. In particular, the temporal consistency metrics are improved by nearly 30% than the state-of-the-art models.
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A  OVERVIEW OF THE APPENDIX
In the appendix, we provide additional materials, including:

- Additional samples:
  - Additional comparisons of heatmaps of $\overline{TFC}$ like the ones shown in Fig. 7.
  - Additional comparisons of synthetic frames like the ones shown in Fig. 5 and Fig. 6.
- Discussion:
  - Broader impacts of the work.
  - Limitations of the work.

B  ADDITIONAL SAMPLES
In this section, we provide additional samples to support the paper.

B.1  Heatmaps
The FreMORT proposed in this paper significantly improves the temporal consistency, which has been quantitatively evaluated in the Experiments section. To demonstrate that the proposed WTFR indeed narrows the discovered temporal frequency gap, we present additional examples in SUPP-Fig. 8 to supplement Fig. 7.

The examples in SUPP-Fig. 8 reflect that existing GAN-based methods cannot effectively model the frequency-domain distribution of natural videos with only pixel-domain supervision. In contrast, the proposed WTFR complements the gap between synthetic and natural videos in the frequency domain, which makes the $\overline{TFC}$ of synthetic videos closer to that of natural videos.

![Figure 8: Additional heatmaps of mean Temporal Frequency Change $\overline{TFC}$ (i.e., $\overline{TAC}$ and $\overline{TPC}$) from ground truth videos, synthetic videos of original models (i.e., C2F-FWN), and synthetic videos of WTFR-enhanced models. With the proposed WTFR, the $\overline{TAC}$ and $\overline{TPC}$ of synthetic videos are closer to those of natural videos.](image)

B.2  Comparison of Synthetic Frames
Additional comparisons of synthetic frames are shown in SUPP-Fig. 9, SUPP-Fig. 10, and SUPP-Fig. ??.

C  DISCUSSION
C.1  Broader Impacts
We propose a novel perspective to analyze and improve human motion transfer in the frequency domain.

To narrow the temporal frequency gap, a model-agnostic method (i.e., WTFR) is designed, which can be employed by any other GAN-based human motion transfer methods. We also calculated the WTFR loss when reproducing the backbone without backward propagation. We observe that the WTFR loss decreased when the models converged gradually, and the trend of WTFR loss is similar to other losses like reconstruction loss, perceptual loss, and attention regularization loss. This phenomenon demonstrates that the proposed WTFR is related to not only temporal consistency but also image quality.

The proposed FreMOTR makes the synthetic videos more temporally consistent and photo-realistic, while the generation of videos without permissions may lead to negative social impact. But at the same time, the discovered gap in the frequency domain between synthetic and natural videos still exists even with the proposed FreMOTR. Therefore, the frequency domain analysis will be an effective tool that helps detect synthetic videos like DeepFake.

C.2  Limitations
We regularize the appearance conditioned on the coarse frames synthesized by the backbone, and thus the final performance is subject to the backbone. The overall appearance of the frame synthesized by the backbone may collapse due to various reasons. Although our FreMOTR can significantly improve the temporal consistency, some extremely bad cases cannot be completely handled, e.g., a man without a face. In contrast, a stronger backbone that can synthesize fine single frames will benefit more from our FreMOTR.

In addition, the face and facial structure become a bit blurred, as we regularize the entire image directly. An additional face reenactment method like [33] many further improves the frame quality, which is not included in the framework.

The WTFR considers temporal consistency that enhances the training process based on adjacent frames. Like other sequence-to-sequence tasks that consider successive inputs and outputs, the accumulated error from previous frames may influence the training process. The strategy to reduce the influence of error accumulation needs to be explored in the future.
Figure 9: Frame-level comparison of video synthesized by the original model and video synthesized by the proposed FreMOTR. Both the temporal consistency and the frame-level image quality get improved with our FreMOTR.

Figure 10: Additional frame-level comparison of video synthesized by the original model and the proposed FreMOTR.