Geometric Superinductance Qubits: Controlling Phase Delocalization across a Single Josephson Junction
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There are two elementary superconducting qubit types that derive directly from the quantum harmonic oscillator. In one, the inductor is replaced by a nonlinear Josephson junction to realize the widely used charge qubits with a compact phase variable and a discrete charge wave function. In the other, the junction is added in parallel, which gives rise to an extended phase variable, continuous wave functions, and a rich energy-level structure due to the loop topology. While the corresponding rf superconducting quantum interference device Hamiltonian was introduced as a quadratic quasi-one-dimensional potential approximation to describe the fluxonium qubit implemented with long Josephson-junction arrays, in this work we implement it directly using a linear superinductor formed by a single uninterrupted aluminum wire. We present a large variety of qubits, all stemming from the same circuit but with drastically different characteristic energy scales. This includes flux and fluxonium qubits but also the recently introduced quasicharge qubit with strongly enhanced zero-point phase fluctuations and a heavily suppressed flux dispersion. The use of a geometric inductor results in high reproducibility of the inductive energy as guaranteed by top-down lithography—a key ingredient for intrinsically protected superconducting qubits.

I. INTRODUCTION

Superconducting qubits are highly engineerable quantum systems that are at the forefront of quantum technology due to the offered strong interactions, which result in fast and precise control, but also due to the similarity to existing microchip fabrication and the available diversity of circuit designs [1–3]. Creative new ideas on how to encode, store, and control single quanta in electrical circuits paired with state-of-the-art fabrication have not only led to a big push in coherence times but also facilitated the observation of many new quantum physics phenomena [4,5].

One example of this development is the fluxonium qubit [6], a large-inductance rf superconducting quantum interference device (rf-SQUID) characterized by strong anharmonicity and flux tunability. The ability to create such qubits with a small transition frequency and charge-matrix element around the flux sweet spot has led to the energy relaxation time $T_1$ being greatly extended [7–9] but driving the qubit transition also becomes increasingly difficult for the same reason. Focusing instead on coherence, the qubit can be made flux insensitive by increasing the shunting inductance due to enhanced quantum phase fluctuations. This bears a resemblance to the transmon qubit, where increasing the shunting capacitance decreases the charge-noise sensitivity via enhanced quantum charge fluctuations [10]. This limit has recently been explored in Ref. [11] using a suspended Josephson-junction array where the lowest qubit transition varies by only 100 MHz across a full flux period and leading to a theoretically predicted flux-limited coherence time $T_2$ on the order of hundreds of microseconds. This ultrahigh impedance limit is difficult to enter in practice, because it requires fabrication of a large inductor without creating a sizable capacitance that would inevitably lower the first transition frequency of the qubit. The superinductance limit has therefore been widely believed to be inaccessible with conventional inductors [6,12], until very recently [13].

So far, superinductors have been realized by means of kinetic inductance, either using disordered materials with strong electron scattering [14] or by taking advantage of
the inductance of a long chain of large Josephson junctions [11,12,15]. However, these techniques come with their own challenges. Josephson-junction arrays and granular aluminum fragment the superconducting wave function, which leaves the qubit potentially affected by charge noise [16,17] or disorder due to static charges [18] that may also limit their applications in metrology [19]. Josephson-junction arrays are additionally subjected to critical current noise, which adds fluctuations to the value of the inductance [2]. In the case of granular aluminum qubits, there is a difference in critical temperature between the inductance of a long chain of large Josephson junctions [2] and the junction that may lead the junction to attract quasiparticles and can give rise to a higher loss rate [14]. In addition, a high degree of reproducibility of thin films and tunnel barriers is challenging due to their strong dependence on the exact growth and lithography conditions, a challenge that for single-junction transmon devices has recently been addressed with individual laser-assisted annealing [20].

In this work, we introduce a wide range of single-Josephson-junction rf-SQUID qubits that rely on a geometric shunt inductor realized from a highly miniaturized approximately 50-μm-diameter planar aluminum coil suspended on a 220-nm-thick silicon membrane—the device layer of a commercial silicon on insulator wafer. This new circuit element, introduced in Ref. [13], has low loss, behaves linearly, is easy to design and reproduce, and can be described as a lumped LC circuit up to the frequency region of its first self-resonance. For a circular design with many turns \( n \gg 1 \) and a large filling factor, the capacitive energy \( E_C = e^2/(2C) \) is simply given by the outer radius of the coil and the inductive energy \( E_L = (\Phi_0/(2\pi))^2/L \), where \( \Phi_0 \) is the magnetic flux quantum, by how many turns are fitted into that given radius. In contrast to previous implementations, such a geometric inductor is a simple two-terminal device that hosts a single uninterrupted superconducting wave function with a fixed and geometrically defined inductance and distributed capacitance, offering a high degree of control and design flexibility. Qubits made from such linear inductors are expected to be less sensitive to quasiparticles compared with those composed of disordered superconductors [21–23] owing to their small kinetic contribution (<10% [13]) and because the lower disorder results in a shorter quasiparticle lifetime [14,24].

We show how the same physical circuit shown in Figs. 1(a) and 1(b) gives rise to different qubit types and qubit properties. Of the eight qubits studied, some reside in the classical flux qubit limit [29], characterized by a strong localization of phase with zero-point phase fluctuations of only \( \varphi_{qpt} = (2E_C/E_L)^{1/4} \approx 0.56 \), while others reach the quasicharge regime [11] characterized by a strongly reduced flux sensitivity and \( \varphi_{qpt} = 2.4 \). This complements parallel work to delocalize the circuit ground-state phase by means of Cooper-pair cotunneling [30,31] and represents an important step toward realizing passively protected circuits [32–36] such as the 0-π [37,38] or the cos(2φ) [39–41]. The qubit states of such devices would be spanned by two degenerate ground states protected by circuit symmetries and thus would rely on a very precise control of the qubit energies—properties that are ensured by top-down lithographically defined geometry in the present work.

**II. MODEL AND CLASSIFICATION**

This section highlights the variety of qubits that can be achieved with this first generation of geometric rf-SQUID circuits and the different physics that can be observed. We present results from eight different qubits that all derive from the circuit shown in Fig. 1(a) and are described by the Hamiltonian

\[
\hat{H}_q = 4E_C \hat{n}^2 + \frac{1}{2} E_L (\phi - 2\pi \Phi_{\text{ext}}/\Phi_0)^2 - E_J \cos(\phi),
\]

where \( \hat{n} \) and \( \hat{\phi} \) are the charge and phase operators, \( E_J = I_c \Phi_0/(2\pi) \) is the Josephson energy, \( \Phi_{\text{ext}} \) is the external flux, and \( I_c \) is the critical current of the single small Josephson junction. The potential is given by the second and third terms in Eq. (1) and the kinetic energy is given by the first term. It is important to note that Eq. (1) is the exact Hamiltonian of a Josephson junction shunted by an LC circuit that is a faithful representation of the coil up to and above the first few qubit transitions [13]. The breakdown of the single-mode lumped-element model is described in Appendix B.

What makes this circuit interesting is the fact that drastically different physics and qubit properties can be realized only by changing the relative magnitude of the three energies \((E_C, E_L, \text{ and } E_J)\) in the Hamiltonian. Figure 1(c) presents a classification scheme that is valid around the flux frustration point \( \Phi_{\text{ext}} = 0.5\Phi_0 \), where qubits are often operated due to the first-order protection from flux noise and the suppression of quasiparticle dissipation [25]. The axes represent the energy scales of the two potential terms \((E_L, E_J)\) normalized by the energy of the kinetic term \((E_C)\).

On the \( x \) axis, we have \( E_L/E_C \propto 1/Z_C^2 \), where \( Z_C = \sqrt{E_C/L} \) is the characteristic impedance of the qubit. This quantity affects the quadratic part of the Hamiltonian and determines its overall steepness (gradient). When it is small, the phase is more delocalized since the wave functions of the ground and excited states bleed into more wells corresponding to higher zero-point phase fluctuation values. As the qubit wave function spreads in phase, the qubit transitions become less sensitive to flux noise.

On the \( y \) axis, we plot \( E_J/E_C \), which is a measure of the relative depth of the sinusoidal wells. The interwell coupling is exponentially dependent on \( E_J/E_C \). Such coupling corresponds to the frequency of the qubit at the half-flux
quantum, which can be made to dip down to 14 MHz [28], allowing for large $T_1$ according to Fermi’s golden rule for capacitive loss [42]. High-$E_J/E_C$ qubits are conventionally called “heavy” due to their low kinetic energy.

From these distinctions, four groups of qubits emerge that we classify according to their limit cases, which may be modeled with different Hamiltonians and as indicated in Fig. 1(d):

1. The weakly anharmonic limit. These light and low-impedance circuits display a potential very similar to that of an harmonic oscillator but with very faint deformations due to the Josephson term. This results in a qubit state that resembles very closely that of an $LC$ oscillator with a slight flux dispersion and a relatively small anharmonicity compared with its siblings. This limit might be interesting for a variety of applications including parametric amplification and for nonlinear-oscillator-based qubit implementations [43] but is not further studied in this work.

2. The flux qubit limit. Here, qubits have a strongly localized wave function due to $E_J$ and $E_L$ being higher than $E_C$. When $E_L$ is large (close to $E_J$), the system is similar to the flux qubits made out of three

TABLE I. The qubit circuit parameters. The data include geometric properties such as the design type [two-dimensional (2D) or three-dimensional (3D)], the number of inductor turns $n$, the coil wire pitch $p$ and outer diameter $d_{out}$, and the total resonator line width $\kappa_{tot}/2\pi$ as well as fitted qubit energies $E_L$, $E_C$, and $E_J$ extracted from the data shown in Fig. 5 in Appendix A, the calculated zero-point fluctuations of the phase $\hat{\phi}_{pf}$, the fitted coupling constants multiplied by the calculated matrix elements between states 0 and 1 at half flux, the measured values of $T_1$ also at half flux, and the fitted flux-noise amplitudes $A_\phi$. 

| Qubit | Design | $n$ | $p$ (µm) | $d_{out}$ (µm) | $\kappa_{tot}/2\pi$ (MHz) | $E_L$ (GHz) | $E_C/h$ (GHz) | $E_J/h$ (GHz) | $\hat{\phi}_{pf}$ (rad) | $g_{r\hat{\phi}}/(2\pi)$ (MHz) | $g_{zpf}/(2\pi)$ (MHz) | $T_1$ (µs) | $A_\phi$ (µΦ₀) |
|-------|--------|-----|----------|---------------|--------------------------|-----------|---------------|---------------|----------------|-----------------------------|-----------------|-----------|------------|
| A     | 2D     | 74  | 0.4      | 66            | 1.7                      | 0.618     | 2.75          | 8.55          | 1.73           | 15                          | 0.1             | 1.5       | ...        |
| B     | 2D     | 74  | 0.4      | 66            | 0.63                     | 0.620     | 3.15          | 5.92          | 1.78           | 63                          | 140             | 2.38      | 317        |
| C     | 2D     | 74  | 0.4      | 66            | 0.74                     | 0.619     | 3.25          | 5.41          | 1.80           | 69                          | 100             | 3.29      | 338        |
| D     | 2D     | 74  | 0.4      | 66            | 0.62                     | 0.620     | 3.83          | 3.05          | 1.88           | 41                          | 210             | 1.81      | 787        |
| E     | 2D     | 125 | 0.3      | 81            | 0.82                     | 0.205     | 2.97          | 4.89          | 2.32           | 6                           | 2               | 9.62      | 673        |
| F     | 2D     | 125 | 0.3      | 81            | 0.95                     | 0.215     | 3.40          | 1.99          | 2.42           | 90                          | 7               | 2.25      | 646        |
| G     | 3D     | 70  | 0.3      | 52            | 1.1                      | 0.78      | 0.50          | 3.15          | 1.06           | 17                          | 0               | ...       | ...        |
| H     | 3D     | 25  | 0.25     | 17            | 0.95                     | 10.70     | 0.54          | 9.00          | 0.56           | 98                          | 0               | ...       | ...        |
junctons in terms of spectrum and properties [29]. In the case of $E_L$ close to $E_C$, the physics is that of heavy fluxonium qubits, where the high value of $E_J/E_C$ reduces the charge-matrix element, making state transfer challenging and typically requiring the involvement of higher-order transitions [44] or nonadiabatic protocols [28] to prepare the first excited state at this flux value.

(3) *The fluxonium qubit limit.* Qubits in this limit have a high impedance and low interwell tunneling. These have been the first qubits to show phase delocalization by combining an rf SQUID with a superinductor [6]. It has been shown that in the limit of $E_L/E_C \ll 1$ and $E_J/E_C \gtrapprox 2$, the lower energy levels and wave functions of this system are well described by a phase-slip box Hamiltonian [45,46]. The phase slip is the dual element of the Josephson junction and acts as a nonlinear capacitor [47]. In the limit of high $E_J/E_C$, however, the approximation breaks down, as many more levels come into play [45].

(4) *The quasicharge qubit limit.* These qubits are similar to the fluxonium qubit but due to low $E_L$ and low $E_J$ with respect to $E_C$, the wave function is able to spread further. In the case of very low $E_L/E_C$ [11], the spread of the wave function extends significantly beyond the two lowest potential wells, making the qubit more insensitive to flux noise than its siblings. However, due to low $E_J/E_C$, this qubit has relatively large matrix elements and hence the state is not well protected from relaxation.

In the following, we experimentally explore a large range spanning 2–3 orders of magnitude in both $E_L/E_C$ and $E_J/E_C$. Figure 1(d) shows the parameters of qubits A–H reported in this work alongside representative rf-SQUID qubits based on kinetic inductance.

**III. QUBIT DESIGNS**

Scanning electron micrographs (SEM) of a flux-type qubit (G) and a quasicharge qubit (F) are shown in Figs. 2(a) and 2(b). The flux qubit is placed in a three-dimensional (3D) cavity, to which it couples via the mutual inductance as well as the cross-capacitance. On the other hand, most devices in this study couple to a compact on-chip resonator and look like qubit F, shown in Fig. 2(b). In this case, both the qubit inductance (green) and the resonator (purple) are made out of geometric superinductors, which results in an extremely compact footprint of about $60 \mu m \times 120 \mu m$ for a full-circuit QED system.

The position of the two coils with respect to the coplanar waveguide coupler wire determines the external coupling of the coils. The qubit coil is positioned symmetrically with respect to the coupler to minimize loss through this channel. The exact position is optimized in order to minimize the waveguide coupling. This still allows us to address the qubit without an additional drive line and without measurable heating of the dilution refrigerator at a repetition rate of 100 kHz. Qubit operations such as a $\pi$ rotation are performed with pulse lengths down to 20 ns and were limited by instrument rise times. The resonator coil, on the other hand, is asymmetrically positioned in order to obtain a $Q_e \approx 2 \times 10^4$ to facilitate the readout. Coupling between the qubit and the resonator is obtained via the mutual inductance as well as the cross-capacitance. For this work, the qubits are placed in close proximity to the resonator (2–5 $\mu m$ distance) with the magnetic qubit-resonator coupling reaching as high as 210 MHz for qubit D.

The qubit inductances are calculated analytically using Ref. [48] with a small kinetic inductance contribution [13] to be 280 nH for qubits A–D, 718 nH for qubits E–F, 200 nH for qubit G, and 29 nH for qubit H. The fitted values are found to be $264 \pm 0.4$ nH, $793 \pm 5$ nH, $209$ nH, and $15$ nH, respectively. Qubits that have the same coil geometry (qubits A, B, C, and D as well as qubits E and F) have a standard deviation of the inductance of only 0.2% and 0.7%. This includes chip-to-chip variation, as qubits...
A and D are on a different chip to qubits B and C, while E and F are fabricated months apart. This is at least an order of magnitude more accurate than the typical Josephson energy variation of a simple single-junction device without laser annealing and is compatible with the reproducibility requirements for symmetry protected or larger-scale devices. Even though Josephson-junction chains experience a reduction of the on-chip uncertainty by a factor of $\sqrt{N}$, where $N$ is the number of junctions, they typically display a higher chip-to-chip variation. For $E_C$, a simple formula is not available for square coils. Finite-element simulations predict a capacitance of 2.77 fF for the coils in qubits A–D and 3.21 fF for the coils in qubits E–F. The fitted qubit capacitances, which include the junction and coupling capacitances, are found to be $5.9 \pm 1$ fF and $6.1 \pm 0.6$ for the two designs, respectively. Here, the capacitance variations are mainly due to Josephson-junction size and coupling design differences.

**IV. QUBIT SPECTRA**

So far, the rf-SQUID qubits have been coupled to a resonator either capacitively or inductively. The type of coupling is often trivially given by the qubit geometry; for example, a shared inductance will give an inductive coupling while a large antenna placed in a 3D cavity will produce a capacitive coupling. While the flux qubits (qubits G and H) are capacitively coupled to a 3D cavity via an antenna, in the case of the other qubits explored in this paper, neither coupling type can be completely excluded. We model this situation by adding both interaction terms in the full-system Hamiltonian

$$
\hat{H} = \hat{H}_q + \hbar \omega_c \hat{a}^\dagger \hat{a} - i \hbar g_C (\hat{a} - \hat{a}^\dagger) - \hbar g_L \phi (\hat{a} + \hat{a}^\dagger),
$$

(2)

where $\omega_c$ is the resonator angular frequency and $\hat{a}$ ($\hat{a}^\dagger$) is the annihilation (creation) operator. The third and fourth terms are the capacitive and inductive coupling, where $g_C$ ($g_L$) is the capacitive (inductive) coupling constant.

The fitting of fluxonium spectra and their coupling constants can be a challenge due to the multitude of parameters and their nontrivial effect on the energy levels. In an effort to make parameter fitting computationally tractable, the energy levels of the full Hamiltonian are computed using the in-place eigenvalue solvers for Hermitian matrices available in the J ULIA standard library. These solvers are highly performant, yielding eigenvalues for a $100 \times 100$ Hermitian matrix (five photon states and 20 plasmon states) in less than 2 ms on a typical laptop (Intel Core i7-6700HQ CPU @ 2.60 GHz × 8). The eigenvalue solver is then run repeatedly by a gradient-free local optimization routine [49] until it converges on a set of parameters that best matches the data. Since the optimization routine is local, whether a trajectory converges on the correct solution depends on the choice of initial parameters. The most efficient strategy is to first optimize the qubit parameters ($E_L$, $E_C$, and $E_I$) to Eq. (1) and then add the coupling constants ($g_L$ and $g_C$) and fit to the full model while fixing values for qubit parameters. The code implementing the fitting of rf-SQUID spectra and coupling constants has been made available [50].

Figures 3(a)–3(c) show spectra from three different qubits that reside in three of the categories presented in Fig. 1(c). The external flux is provided by a centimeter-sized bias coil attached to the outer side of the copper box containing the sample. Tuning of one flux quantum is obtained by sweeping the current by 1 $\mu$A on average. This results in an approximate external magnetic field of $2 \times 10^{-3}$ G, in agreement with the coupling being proportional to the outer area of the qubit loop. Above each qubit spectrum, the resonator dispersion versus the flux is shown. These are reflective measurements taken with a vector network analyzer, while the spectroscopy data are obtained with two-tone spectroscopy. The resonators of qubits G and F have a relatively low variation in frequency due to a low coupling constant in the case of G and due to small flux dispersion for qubit F. On the other hand qubits A, B, C, and D have high coupling constants and large flux dispersions (4–6 GHz) and therefore all display anticrossings and large frequency variations in the dispersive shift. The quasicharge qubit is the one with the smallest flux dispersion, this being due to the wave function residing in multiple wells at once. This qubit is comprised of one of the largest coils with the largest coil capacitance and inductance, lowering the frequency of the coil parasitic mode down into the accessible measurement range. Quantitative modeling of the parasitic mode coupling is presented in Appendix B.

A challenge arises in finding the correct coupling constants when trying to fit the flux-dependent resonance shift, shown in the top panels of Fig. 3. Out of the three predominant quantities (namely $g_L$, $g_C$, and the resonator bare frequency $\omega_c$), only two are independent. This implies that there are a multitude of potential solutions. We narrow this down to one solution by fixing the bare resonator frequency, which is measured separately at high probe power. The plots show excellent agreement with the diagonalized Hamiltonian. In addition to the bare qubit transitions, many additional lines appear in the spectroscopy: these lines can easily be traced to being qubit transitions connected to a higher photon number. One of these transitions can be seen in Fig. 3(b). All fitted qubit and coupling parameters are reported in Table I, and all measured and fitted spectra are presented in Appendix A.

For qubits B, C, and D—due to a relatively high transition frequency at the flux sweet spot and large qubit-resonator coupling—the dispersive shift is larger than the qubit line width, which leads to photon-number splitting of the qubit spectroscopy measurement similar to that observed for transmon qubits [51]. Measurements
FIG. 3. Flux-dependent qubit and resonator spectra. The measured resonator reflection amplitude (top, color scale) and two-tone spectroscopy (bottom, dots) of three representative qubits as a function of the flux in (a) a flux qubit (G), (b) a fluxonium qubit (C), and (c) a quasicharge qubit (F). The dotted lines are fits to the diagonalized spectrum of the full-system Hamiltonian given by Eq. (2). Only in the case of the quasicharge qubit in (c) is the qubit coil parasitic mode lowered significantly, due to a very large coil inductance and capacitance; this becomes visible in the spectroscopy measurement at 6.7 GHz. A quantitative model of the parasitic mode is presented in Appendix B.

of photon-number-resolved fluxonium spectroscopy are shown in Appendix C.

V. TIME-DOMAIN ANALYSIS

In this section, we focus on the time-domain results of a quasicharge qubit (qubit F) and a fluxonium qubit (qubit E). Measured time-domain data from other qubits are summarized in Table I. These two qubits are chosen as they have the same design, their only difference being the value of $E_J$. This difference, however, has strong implications for the qubit dynamics. Qubit E has a larger flux dispersion in the 0–1 qubit transition and hence is more susceptible to flux noise. However, due to the higher $E_J$, the qubit state is better protected from radiative decay due to a higher tunneling barrier.

The effects of these characteristics are visible in Fig. 4(a), which shows the measured $T_1$ values multiplied by the absolute square of the phase matrix element as a function of the qubit transition frequency. Multiplying by the matrix element allows us to compare the relaxation of qubits with different energies. The $T_1$ data are extracted by placing the qubit in a mixed state via a saturation pulse and then measuring its decay with a dispersive readout. The extracted values are consistent with measurements done with a short (25–30-ns) $\pi$-pulse excitation at the flux sweet spot. The matrix elements are calculated numerically using the SCQUBITS PYTHON library [52].

The behavior of the data agrees with a pure capacitive loss model, indicating that other loss mechanisms such as inductive loss or the Purcell effect are not limiting. Even with the high coupling, the Purcell limit to $T_1$ for these qubits is in the hundreds of microsecond range due to the

FIG. 4. The time-domain loss analysis. (a) The measured energy-relaxation time multiplied by the flux matrix element squared $T_1|\langle 0|\hat{\phi}|1\rangle|^2$ of the fluxonium qubit E (green) and the quasicharge qubit F (purple) as a function of the external-flux-controlled qubit frequency. The bands are fits to the dielectric loss model given in Eq. (3), with the fit parameter $Q_{\text{diel}}$ for qubits E and F. (b),(c) The measured coherence time $T_2^\text{echo}$ as a function of the external flux around half flux for qubits E and F. The bands represent the 90% confidence interval of the spin-echo sequence fit: the black line is a fit to the flux-noise decoherence model given in Eq. (4) and the purple (green) solid lines show the calculated qubit transition frequency (right axis).
large detuning. We plot the data alongside a temperature-dependent capacitive loss model derived from Fermi’s golden rule [42]:

$$\Gamma_1 = 1/T_1 = \frac{1}{(2\pi)^2} \langle 0 | \hat{\phi}| 1 \rangle^2 \hbar \omega_0^2 \frac{C}{Q_{\text{dil}}} \coth \left( \frac{\hbar \omega}{2k_B T} \right),$$  

(3)

where \( \Gamma_1 \) is the relaxation rate, \( T_1 \) is the relaxation time, \( \langle 0 | \hat{\phi}| 1 \rangle \) is the phase matrix element, \( \omega_0 \) is the angular frequency of the qubit, \( C \) and \( Q_{\text{dil}} \) are the total capacitance of the qubit and its quality factor, and \( T \) is the qubit temperature.

The bands shown in Fig. 4(a) are fits to Eq. (3), with a fitted \( Q_{\text{dil}} \) of \((57 \pm 8) \times 10^3\) for the fluxonium qubit and \((25 \pm 1) \times 10^3\) for the quasicharge qubit. These values are similar to quality factors found for geometric superinductor resonators at single-photon power on the same substrate (i.e., without handle-wafer removal) [13] and on par with other fluxonium implementations [27] but 10–100 times lower than state-of-the-art implementations [7,25] and similar coils with the handle wafer removed [13]. This is likely due to the high surface participation ratio or the low resistivity of the commercial silicon-oxide-insulator (SOI) wafer. The temperature is taken as 60 mK and 80 mK, respectively, these numbers derive from the fit to the coherence data explained below. The values of \( T_1 \) of the fluxonium qubit are found to be consistently higher than the values for the quasicharge qubit. This is in part due to a lower matrix element, which stems from the larger tunneling barrier and a higher quality factor due to differences in fabrication.

Compared to state-of-the-art coherence-optimized superconducting qubit devices, the observed values of \( T_1 \) are moderate in this first generation of geometric rf-SQUID qubits. However, these are obtained on an extremely small footprint with gap sizes as small as 150 nm, which naturally leads to a higher sensitivity to two-level fluctuator-induced loss. Better materials such as NbTiN or Ta and/or suitable surface treatments together with design optimizations that also include removal of the handle wafer, as in Ref. [13] should lead to a significantly longer \( T_1 \) in the near future.

Figures 4(b) and 4(c) show \( T_2^{\text{echo}} \) as a function of the flux in the vicinity of the sweet spot for the same two qubits. The purple and green bands represent the coherence times and errors extracted from separate measurements. The black solid line represents the fit to a flux-noise-induced decoherence model with an upper bound of 2\( T_1 \):

$$\Gamma_2^{\text{echo}} = 1/T_2^{\text{echo}} = \frac{\partial \omega_q}{\partial \Phi} \sqrt{A_\Phi \gamma} + \frac{1}{2T_1} + \frac{1}{T_\phi},$$  

(4)

where \( \Gamma_2^{\text{echo}} \) is the decoherence rate, \( T_2^{\text{echo}} \) is the coherence time, \( \Phi \) is the flux, \( A_\Phi \) is the noise amplitude of the flux-noise spectral density \( S_\Phi(\omega) = A_\Phi/\omega, \gamma \) is a constant that depends on the specific filtering function given by the chosen spin-echo sequence, and \( T_\phi \) is a phenomenological constant added to account for photon shot noise due to the strong coupling to the resonator. This latter effect is exacerbated when the dispersive cavity shift is larger than the cavity line width [53], which is the case for qubits A–F.

The difference between the two types of qubits can be seen in how quickly the values of \( T_2^{\text{echo}} \) decay as the flux is tuned away from the sweet spot. The dependence on the derivative of the transition frequency \( \partial \omega_q / \partial \Phi \) stresses the advantage of making a quasicharge qubit. For the two qubits presented in Figs. 4(b) and 4(c), we find \( \sqrt{T_\phi} \) to be 646 \( \mu \Phi_0 \) and 673 \( \mu \Phi_0 \), respectively. This is 2 orders of magnitude higher than what is measured in SQUIDs [54] and other fluxonium devices [7]. We attribute this to the long perimeter of the coil, since the flux-noise amplitude is likely due to magnetic spin defects at the surface and is therefore perimeter dependent [54]. The shot-noise contribution is fitted to be 30.0 \( \mu s \) and 6.2 \( \mu s \) for qubits E and F, respectively. These losses correspond to 0.03 and 0.006 average thermal photons left over in the cavity, i.e., a thermal bath of 80 mK and 60 mK for the two devices characterized in separate measurement runs. These numbers are comparable with similar implementations [29] and could be further improved with better shielding.

### VI. CONCLUSIONS AND OUTLOOK

In this work, we update the classification of rf-SQUID qubits [55,56] to include the several recent additions with a focus on the physics [11,36] rather than the specific physical implementation, which often defines a new qubit. This is guided by the possibility of fabricating superinductors that are free of disorder and islands and at the same time give access to a characteristic energy parameter range spanning 3 orders of magnitude, from a highly localized to a strongly delocalized qubit phase wave function.

The measured quasicharge qubit spectrum provides direct evidence that the deep-superinductor regime can be unlocked without significant kinetic inductance in practical devices. This refutes the broadly accepted hypothetical vacuum-impedance limitation for conventional inductors and establishes miniaturized planar coils as a high-impedance linear superconducting circuit element, with applications ranging from metrology, sensing, metamaterials, and hybrid devices to quantum information processing.

As a result of the geometric inductance approach, we observe simultaneous capacitive and inductive coupling between the qubit and the resonator and we provide a model and an efficient algorithm that can fit the coupled rf-SQUID–resonator spectrum. We find couplings of the order of tens to hundreds of megahertz achieved with a very small coupling capacitance of only 1–2 fF due to the small size and high impedance of both the qubit and the
resonator—a feature that enables large coupling in the light fluxonium and quasicharge regimes.

While the linearity of the inductor and its suspension on a thin silicon membrane are expected to lead to a significantly lower quasiparticle loss limit, the observed high flux-noise amplitude as a result of the long SQUID wire is a potential disadvantage. This highlights the need for low flux dispersion by design, as achieved in the case of the measured quasicharge qubit, where \( T_2 \) is limited by \( T_1 \) and the calculated shot noise. Other mitigation strategies include further miniaturization of the coil geometry in order to maximize the inductance per unit length as well as the use of materials with fewer magnetic-surface-defect states. On the positive side, the different susceptibility of geometric superinductors to quasiparticles and flux noise with respect to their kinetic counterparts opens the door to studying the origin of these effects in more detail and developing better materials and fabrication processes, which will ultimately be beneficial to all superconducting qubit types. Furthermore, the increased flux sensitivity points to other potential applications, such as high-precision quantum sensing of elementary spin systems.

The coherence and relaxation time can be improved with more optimized design choices in future device generations—most importantly, by reducing the two level systems loss of the inductor; for example, by back-etching the handle wafer \([13]\), which would incidentally also allow us to reach even lower values of \( E_L/E_C \). The resulting further enhanced zero-point phase fluctuations are a prerequisite toward the realization of degenerate ground-state qubits, where the full protection requires Hamiltonian engineering with carefully maintained circuit symmetries, a characteristic of top-down fabricated circuit elements.

The high reproducibility of the inductive energy together with the extremely small circuit size of only \( 100 \times 150 \, \mu m^2 \) for qubit and resonator could also render the geometric qubit approach advantageous for scaling, given that the coherence can be improved sufficiently on such a small footprint. The high-power handling of geometric superinductors as well as the quadratic confinement provided by the inductive shunt (compared with the unconfined potential of the transmon \([57]\)) should, furthermore, allow for higher-power readout and larger-amplitude driven-dissipative quantum error-correction protocols to be implemented.

In summary, we believe that the demonstrated design flexibility, the low chip-to-chip variance of the inductive energy of \(< 1 \% \) in different fabrication runs, the simplicity of predicting the physics of two-terminal devices, the ability to reach very high inductance values, and the capability of controllable magnetic coupling to resonators, waveguides, or other qubits make geometric superinductor qubits an interesting and complementary ingredient toward realizing hardware-protected qubits in new parameter regimes in the near future.

The data and code used to produce the figures in this manuscript will be made available at Zenodo \([58]\).
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**APPENDIX A: SPECTRA OF ALL QUBITS**

The spectroscopy data of all qubits can be found in Fig. 5. These show a clean spectrum, where most lines can be attributed to qubit or dressed states. The parameters corresponding to the fits are reported in Table I alongside geometric parameters of the samples and the time-domain measurement results that are conducted.

**APPENDIX B: COUPLING TO THE PARASITIC MODE**

The planar coil used as a superinductor is a distributed-element circuit. At low frequencies, it can be described by a simple lumped-element model, i.e., a parallel \( LC \) circuit, where the fundamental mode forms the first transition frequency of the qubit. The second mode of the coil inductor acts as a resonator mode that couples strongly to this qubit mode. We use finite-element simulations of the planar-coil inductor used for qubits E and F to predict the frequency of this mode, as shown in Fig. 6(a). At a frequency of about 6.5 GHz, the admittance shows an additional pole compared to the simple \( LC \) model. We model this by adding, in parallel to the original \( LC \) circuit, an extra inductance and capacitance in series, as shown in Fig. 6(b), which agrees well with the simulated values. In the future, this mode could therefore potentially be used as a built-in readout resonator to further simplify the circuit design.

The Lagrangian for this circuit is

\[
\mathcal{L} = C_q (\dot{\phi}_q)^2 + C_p (\dot{\phi}_q - \dot{\phi}_p)^2 + \frac{1}{2} E_{L,q} \dot{\phi}_q^2 + \frac{1}{2} E_{L,p} \dot{\phi}_p^2 - E_{J} \cos \phi_q,
\]

where \( C_q \) (\( C_p \)) and \( \phi_q \) (\( \phi_p \)) represent the capacitance and phase variable of the qubit (parasitic mode) and \( E_{L,q} \) and
$E_{L_p}$ represent the inductive energies of the qubit and parasitic mode, corresponding to $L_q$ and $L_p$, as shown in Fig. 6(b). Next, the relation between the node voltages and currents of the circuit must be identified. This enables the replacement of the node voltages $\dot{\phi}_q$ and $\dot{\phi}_p$ with their respective canonical conjugates $Q_q = \partial I_q / \partial \dot{\phi}_q$ and $Q_p = \partial I_p / \partial \dot{\phi}_p$. Using Kirchhoff’s laws, one can write the following equations in the Fourier domain:

$$\begin{align*}
V_q - V_p &= \frac{I_p}{C_p S}, \\
V_q &= \frac{I_q - I_p}{C_p S},
\end{align*}$$

where $S$ is the complex frequency, which corresponds to a differentiation operator in the time domain $d/dt$, while $1/S$ is an integration operator $\int dt$.

Using these relations and the fact that $V_q = \dot{\phi}_q$ and $V_p = \dot{\phi}_p$, we can rewrite Eq. (B2) as

$$\begin{align*}
\begin{cases}
\dot{\phi}_p &= \frac{Q_q - Q_p}{C_p} - \frac{Q_p}{c_p}, \\
\dot{\phi}_q &= \frac{Q_q - Q_p}{C_q}.
\end{cases}
\end{align*}$$

Substituting Eq. (B3) into Eq. (B1) gives rise to the final form of the total Hamiltonian:

$$H = H_{\text{parasitic}} + H_{\text{qubit}} + H_{\text{coupling}}$$

$$= \frac{\hat{Q}_p^2}{(C_p^{-1} + C_q^{-1})^{-1}} + \frac{1}{2} E_{L_p} \hat{\phi}_p^2 + \frac{1}{2} E_{L_q} \hat{\phi}_q^2 - E_J \cos \hat{\phi}_q + \frac{\hat{Q}_q^2}{C_q} + \frac{2 \hat{Q}_q \hat{Q}_p}{C_q},$$

where we quantize $\hat{\phi}$ and $\hat{Q}$. From Eq. (B4), it is possible to identify the frequency of the parasitic mode as

$$\omega_p = \sqrt{\frac{1}{L_p (C_p^{-1} + C_q^{-1})^{-1}}}.$$
By fitting the coil admittance found in Fig. 6(a), we find the parasitic inductance to be $L_p = 1.28 \, \mu\text{H}$ and the parasitic capacitance to be $C_p = 0.47 \, \text{fF}$. By inserting these values into Eq. (B5) alongside the fitted qubit parameters, the frequency of the parasitic mode is expected to be at 6.74 GHz, very close to the measured value seen in Fig. 6(c), and the coupling is expected to be $g_p = 0.84 \, \text{GHz}$. The fit line in Fig. 6(c) is obtained by diagonalizing the Hamiltonian of the whole system consisting of the qubit, the resonator, and the parasitic mode, where the parasitic mode is added as an additional resonator coupled to the qubit. For the fit, the frequency of the parasitic mode is taken to be 6.73 GHz, while the coupling is taken from Eq. (B7), with values based on the simulated admittance.

APPENDIX C: FLUXONIUM PHOTON-NUMBER SPLITTING

Due to the large coupling strengths of qubits B, C, and D, they all show some form of resolved photon-number splitting at both the sweet spots of the first qubit transition. Figure 7 shows the effect measured in qubit C as a function of the resonator measurement power. The resonators for these qubits are all found around 6 GHz—specifically, 6.03 GHz in the case of qubit C. Figure 7(a) shows a 2D plot of the measurement. We observe that the separation between the photon-number-resolved spectroscopy peaks is in agreement with the full Hamiltonian diagonalization. Figure 7(b) shows the individual traces from Fig. 7(a) offset for better visibility and fitted to a series of Lorentzians. The amplitudes of which are fixed by a Poisson distribution. In this measurement, we observe a sizable single-photon excitation probability of the resonator, indicating that an improved shielding is necessary to avoid excess qubit dephasing. Such improvements are implemented for later measurements of qubits E and F.
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