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Abstract—With the development of blockchain and communication techniques, the Metaverse is considered as a promising next-generation Internet paradigm, which enables the connection between reality and the virtual world. The key to rendering a virtual world is to provide users with immersive experiences and virtual avatars, which is based on virtual reality (VR) technology and high data transmission rate. However, current VR devices require intensive computation and communication, and users suffer from high latency while using wireless VR devices. To build the connection between reality and the virtual world with current technologies, mobile augmented reality (MAR) is a feasible alternative solution due to its cheaper communication and computation costs. This paper proposes an MAR-based connection model for the Metaverse, and proposes a communication resource allocation algorithm based on outer approximation (OA) to achieve the best utility. Simulation results show that our proposed algorithm is able to provide users with basic MAR services for the Metaverse, and outperforms the benchmark greedy algorithm.

Index Terms—Metaverse, resource allocation, mobile augmented reality, outer approximation

I. INTRODUCTION

The development of blockchain and communication techniques motivated intensive interest in the Metaverse, which is considered a next-generation Internet paradigm [1]–[3]. Attracted by the potential of the Metaverse, many governments and companies around the world are planning and preparing for the upcoming Metaverse era; e.g., South Korea is promoting lessons based on the Metaverse. Facebook announced that it would become a Metaverse company and renamed itself as Meta, and Tencent has invested in an AR platform called “Avakin life” [4]–[6].

Current challenges. One of the key issues in the Metaverse is to connect the virtual world and the real world with the support of extend reality (XR), including virtual reality (VR) and augmented reality (AR) [7]–[10]. Current research on the Metaverse mainly focuses on solving the problem of communication and computation for VR to provide users with immersive experience [11], [12]. However, mobile VR services require extremely high data rate, which is not easy to achieve even under the context of 5G. Besides, VR users suffer and have to bear with the high weight of current VR devices, which is another problem to be solved.

Mobile augmented reality (MAR) is a possible alternative option for VR, and also an important component of the Metaverse [13]–[16]. Compared to VR, MAR combines reality and the virtual world rather than creating a fully virtual world, which saves communication and computational cost [17]–[19]. Besides, current AR devices have a significant advantage over VR in weight, making them more comfortable and safer as wearable devices. AR also has its unique advantage in some applications, e.g., navigation, health care, tourism, shopping and education, where the interaction with reality is required [20]–[22].

Related work. Although AR requires lower data rate than VR, efficient allocation of communication resources is still necessary due to the massive number of users and devices connected to the Metaverse server. To improve the communication resource efficiency and quality of service (QoS), MEC and reinforcement learning (RL) for VR/AR service have attracted much attention [23]–[29]. Feng et al. [28] proposed a smart VR transmission mode scheme based on RL to optimize the D2D system throughput and achieve a balance between performance and resource efficiency. Chen et al. [23] introduced an RL-based energy-efficient MEC framework for AR services with task offloading and resource allocation to release the burden at the terminal. A recent work [30] applies deep RL to MAR services of the metaverse over 6G wireless networks. Resolution control is also one of the solutions to improve resource efficiency [31]. Higher resolution brings better QoS at the cost of occupying more communication resources while lower resolution improves resource efficiency. Thus, finding the balance between QoS and communication resources such as power and bandwidth is of vital importance to Metaverse MAR service.

In this paper, we propose an MAR-based Metaverse model with resolution control and resource allocation algorithm. In our proposed resource allocation optimization problem, both QoS and power consumption are included in the utility function for the balance between user experience and the energy efficiency of the service provider. To solve the mixed-integer nonlinear programming (MINLP) optimization problem, we propose a resource allocation algorithm based on outer approximation.
The conclusion of this paper is discussed in Section V shows the simulation results and the corresponding solution are presented in Section III and Section IV respectively.

Contribution. The contributions of this paper are as follows:

- A MAR-based Metaverse model is proposed for applications where interaction with reality is required.
- A resolution control and resource allocation optimization problem for Metaverse MAR services is proposed and solved by an OA algorithm.
- Simulation of the proposed algorithm is implemented with the comparison to a benchmark greedy algorithm under various parameter settings. The results show the advantage of our proposed algorithm and the feasibility of the proposed Metaverse MAR service model.

The rest of this paper is organized as follows. Section II introduces the proposed system model. The problem formulation and solution are presented in Section III and Section IV respectively. Section V shows the simulation results and the corresponding explanation. The conclusion of this paper is discussed in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In our proposed Metaverse MAR service model, we consider MAR service for multiple users supported by a base station in a particular area, which is connected to Metaverse servers. As shown in Fig. 1, MAR users can get Metaverse services with data synchronized to their avatars in the Metaverse while interacting with the real world with the support of the base station, which controls the MAR service quality by switching the resolution, e.g., 480P, 720P, 1080P. Due to the limit of total transmission power, the base station needs to dynamically allocate power for users and control the resolution of MAR service according to the channel condition to achieve the best utility.

We assume that the base station provides \( N \) users with MAR service through \( N \) channels. With fixed bandwidth and limited transmit power, the base station allocates transmit power to \( N \) users, and the transmission rate for user \( n \) is given by

\[
r_n = B \log_2 \left( 1 + \frac{p_n g_n}{\sigma^2} \right),
\]

where \( B \) and \( p_n \) denotes the bandwidth and transmit power for user \( n \) respectively, and \( \sigma^2 \) denotes the power of Gaussian noise. \( g_n \) denotes the channel gain between base station and user \( n \).

Let \( p := [p_1, p_2, \ldots, p_N] \). The base station is able to provide users with different resolutions of MAR service according to the channel condition. The required transmission rate for real time MAR service is denoted by

\[
C_n \in \{C_1, C_2, C_3\},
\]

where \( C_1, C_2, C_3 \) denote the required transmission rate of 360P, 720P and 1080P MAR service respectively. The base station can provide each user with only one type of service, and the selection indicator is given by

\[
I = \{I_{n,1}, I_{n,2}, I_{n,3} | n \in [N]\},
\]

where \( I_{n,1}, I_{n,2}, I_{n,3} \in \{0, 1\}, \sum_{i=1}^{3} I_{n,i} = 1 \) and \( [N] := \{1, 2, \ldots, N\} \). To evaluate the quality of service (QoS) for users with given service selection, we introduce a QoS factor \( Q_n \), which is given by

\[
Q_n = \left( \frac{C_n}{R_{th}} \right)^{\gamma} = \sum_{i=1}^{3} I_{n,i} \left( \frac{C_i}{R_{th}} \right)^{\gamma},
\]

where \( R_{th} \) denotes the constant reference service quality, and \( \gamma \) denotes the exponential factor of QoS. The best QoS is given by

\[
Q_0 = \left( \frac{C_3}{R_{th}} \right)^{\gamma},
\]

QoS only evaluates the experience of individual user, which does not fully represent the utility of the resource allocation scheme. If the base station provides more users with higher QoS under given bandwidth resource, more power will be occupied to reach the required transmission rate. Thus, we take the total power consumption into consideration for the utility function, which is given by

\[
U = (1 - \lambda - \mu) \eta_\mu \sum_{n=1}^{N} Q_n - \lambda \eta_p \sum_{n=1}^{N} p_n + \mu \eta_p \sum_{n=1}^{N} \Delta r_n,
\]

\[
\Delta r_n = \sum_{i=1}^{3} C_i I_{n,i}^{(0)} - B \log_2 \left( 1 + \frac{p_n g_n}{\sigma^2} \right),
\]

Fig. 1. System model of the Metaverse with mobile augmented reality.
where \( \eta_q = (NQ_0)^{-1} \), \( \eta_r = C_2^{-1} \) and \( \eta_p = P^{-1} \) are normalization factors, \( \lambda, \mu \) and \( 1 - \lambda - \mu \) denote the levels of concern for energy consumption, redundancy of transmission rate and QoS respectively. We consider the redundancy of transmission rate as a positive factor because it provides robustness against the turbulence of channel. To maximize the utility of the resource allocation scheme under given total transmission power limit, the optimization problem is given by

\[
P_1 : \min_{\lambda, \mu} \eta_p \sum_{n=1}^{N} p_n - \mu \eta_r \sum_{n=1}^{N} \Delta r_n - (1 - \lambda - \mu) \eta_q \sum_{n=1}^{N} Q_n
\]

subject to

\[
\begin{align*}
\text{Con1} & : \sum_{i=1}^{3} C_i I_{n,i}^{(0)} - B \log_2 \left( 1 + \frac{p_n g_n}{\sigma^2} \right) \leq 0, \forall n \in [N], \\
\text{Con2} & : \sum_{n=1}^{N} p_n \leq P, \\
\text{Con3} & : \sum_{i=1}^{3} I_{n,i} = 1, \forall n \in [N], I_{n,i} \in \{0,1\},
\end{align*}
\]

where constraint Con1 indicates that data transmission rate should meet the requirement of the selected service quality. Constraint Con2 denotes the total power constraint, and constraint Con3 indicates that the base station can provide each user with only one type of service. Problem \( P_1 \) is a mixed-integer nonlinear programming (MINLP) problem, which can be solved by outer approximating (OA) method. The solution of \( P_1 \) is presented in Section IV.

### III. Problem Solution

The MINLP problem \( P_1 \) can be solved by OA method in different steps, which are explained in the subsections below.

#### A. Solve the Nonlinear Programming Problem with Given Integer Variables

At the beginning of the OA algorithm, i.e., the first iteration, we give initial values to the integer variables matrix \( I \) in the feasible region, which are denoted as \( I^{(0)} \). Then substitute \( I^{(0)} \) into \( P_1 \) to formulate the nonlinear programming problem \( P_{1.1} \), which is given by

\[
P_{1.1} : \min_{\lambda, \mu} \eta_p \sum_{n=1}^{N} p_n - \mu \eta_r \sum_{n=1}^{N} \Delta r_n - A_1
\]

subject to

\[
\begin{align*}
\text{Con4} & : B \log_2 \left( 1 + \frac{p_n g_n}{\sigma^2} \right) - \sum_{i=1}^{3} C_i I_{n,i}^{(0)} \geq 0, \forall n \in [N], \\
\text{Con5} & : P - \sum_{n=1}^{N} p_n \geq 0,
\end{align*}
\]

where the constant \( A_1 \) is given by

\[
A_1 = (1 - \lambda - \mu) \eta_q \sum_{n=1}^{N} \sum_{i=1}^{3} I_{n,i}^{(0)} \left( \frac{C_i}{R_{th}} \right)^2.
\]

With given integer variables, problem \( P_1 \) is transformed into nonlinear programming (NLP) \( P_{1.1} \), which can be solved by interior point method, whose worst case iteration complexity in this paper is \( O\left( \sqrt{n} \log n \log \frac{\sigma}{\epsilon} \right) \) [32].

We introduce an auxiliary variable \( s_n \) to reformulate the problem as

\[
P_{1.2} : \min_{\lambda, \mu} \eta_p \sum_{n=1}^{N} p_n - \mu \eta_r \sum_{n=1}^{N} \Delta r_n - A_1
\]

subject to

\[
\begin{align*}
\text{Con4} & : B \log_2 \left( 1 + \frac{p_n g_n}{\sigma^2} \right) - \sum_{i=1}^{3} C_i I_{n,i}^{(0)} = s_n, \forall n \in [N], \\
\text{Con5} & : P - \sum_{n=1}^{N} p_n \geq 0,
\end{align*}
\]

The barrier function is given by

\[
J(p, \tau) = \lambda \eta_p \sum_{n=1}^{N} p_n - \mu \eta_r \sum_{n=1}^{N} \Delta r_n - A_1
\]

\[
- \tau \left( \log (s_n) + \log \left( P - \sum_{n=1}^{N} p_n \right) \right),
\]

where \( \tau \) is a positive barrier parameter. The perturbed KKT conditions for \( n \in [N] \) are given by [33]

\[
\begin{align*}
\nabla J(p, \tau) - \Delta r_n z_n & = 0, \\
\Delta r_n - s_n & = 0, \\
s_n z_n & = \tau, \\
s_n \geq 0, z_n \geq 0,
\end{align*}
\]

where \( z_n, n \in [N] \) are Lagrange multiplier-inspired dual variables. The interior point method starts with a feasible point and continues to find smaller \( \tau \). As the value of \( \tau \) approaches zero, the solution is expected to converge to a point which satisfies the KKT point of problem \( P_{1.1} \).

With the obtained optimal power allocation, the solution of \( P_{1.1} \) at \( t \)-th iteration is denoted as \( z_{ub}^{(t)} (p_{ub}^{(t)}) \), which is a lower bound of the global optimum, where \( p_{ub}^{(t)} \) denotes the optimal solution at the \( t \)-th iteration.
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B. Solve the Mixed-integer Linear Programming Problem

After obtaining the optimal solution for P1.2, we formulate the first-order Taylor expansion of the original problem P1 at point $p_{ub}^{(t)}$ as

$$P1.3: \min_{I_p} \lambda \eta_p \sum_{n=1}^{N} p_n - \mu \eta_r \sum_{n=1}^{N} \left( A_2 - \frac{3}{2} C_i I_{n,i} \right) - (1 - \lambda - \mu) \eta_q \sum_{n=1}^{N} Q_n$$

subject to

$$\text{Con7: } A_2 - \sum_{i=1}^{3} C_i I_{n,i} \leq 0, \forall n \in [N],$$

$$\text{Con2, Con3},$$

where

$$A_2 = \log_2 \left( 1 + \frac{p_n^{(t)} g_n}{\sigma^2} \right) + \frac{B g_n}{\ln(2)(\sigma^2 + p_n^{(t)} g_n)} \left( p_n - p_n^{(t)} \right).$$

Problem P1.3 is a mixed-integer linear programming problem (MILP), which can be solved by existing MILP solvers with branch-and-bound algorithm. As MILP problems are NP-hard, there are no polynomial complexity algorithms, and thus the complexity in the worst case is still exponential. However, the branch-and-bound algorithm reduces the average complexity compared to brute force search [34]. The precise estimation of branch-and-bound algorithm complexity requires the probability that a node in the branch-and-bound tree is optimal, which is hard to obtain in the optimization problem of this paper. To analyze the complexity of this algorithm, we implemented running time experiments which show acceptable results that the algorithm is able to converge within 30 seconds with CPU i7-9750H and 16GB memory.

The optimal solution of problem P1.3 at the $t$-th iteration is denoted as $z_{lb}^{(t)}(I_{lb}^{(t)}, p_{lb}^{(t)})$, which is a lower bound of the global optimum.

C. Compare the Gap Between $z_{lb}^{(t)}$ and $z_{ub}^{(t)}$

As the lower bound and upper bound of global optimum are obtained, the gap between them is given by

$$G = |z_{lb}^{(t)} - z_{ub}^{(t)}|.$$  

The algorithm is considered to be converged when $G \leq \epsilon$, where $\epsilon$ is a given precision factor. If $G \geq \epsilon$, substitute the integer variables $I_{lb}^{(t)}$ into the original problem P1 for the next iteration. The overall algorithm is shown in Algorithm 1.

Algorithm 1 Outer Approximating Algorithm for Communication Resource Allocation in the Metaverse

Initialize: $t = 1$
Input: $I_0$

Step 1.1: Substitute $I^{(t-1)}$ into P1 to formulate nonlinear programming (NLP) problem P1.1
Step 1.2: Solve P1.1 by interior method to get lower bound $z_{ub}^{(t)}(p_{ub}^{(t)})$ of the global optimum
Step 2.1: Formulate the MILP problem P1.3 with the first-order Taylor expansion at point $p_{ub}^{(t)}$
Step 2.2: Solve P1.3 by MILP solvers to get $z_{lb}^{(t)}(I_{lb}^{(t)}, p_{lb}^{(t)})$
Step 3: If $G = |z_{ub}^{(t)} - z_{lb}^{(t)}| \leq \epsilon$, Output: $\{I^{(t)}, p^{(t)}\}$, Else Go to Step 1.1

| Table I  |
|----------|
| Parameter and Physical Meaning | Value |
| Exponential factor of QoS ($\gamma$) | 2 |
| Number of users ($N$) | 5 |
| Precision factor ($\epsilon$) | $10^{-3}$ |
| Bandwidth (B) | 5MHz |
| Frequency ($f$) | 28GHz (i.e., 5G spectrum) |
| Reference service quality ($R_{th}$) | 0.77Mbps |
| Power of Gaussian noise ($\sigma^2$) | $5 \times 10^{-8}$W |
| Reference distance ($d_o$) | (5, 4, 3, 2, 1)(m) |
| Required transmission rates ($C_1, C_2, C_3$) | (0.77, 1.92, 3.84)(Mbps) |

IV. Simulation Results

In this section, we present the simulation results of the proposed OA-based resource allocation algorithm and the comparison with a benchmark greedy algorithm. In the simulation, the setting of constant parameters is given in Table I, and the benchmark greedy algorithm is given in Algorithm 2. The channel gain in simulation is set as

$$g_n = 20 \log_{10}(d_n) + 20 \log_{10}(f) - 147.55,$$

$$d_n = D_f d_o(n),$$

where $d_o(n)$ denotes the reference distance between base station and user $n$, and $D_f$ denotes the distance multiply factor. The default value of $\mu$ is set to 0.1.

Fig. 2 shows the utility comparison between two algorithms with different $D_f$ and $\lambda$. We can find that the utility of both algorithms decrease with increasing user-to-BS distance because the base station needs more power to provide the same service under smaller channel power gain. The OA algorithm outperforms the greedy algorithm in two different cases, i.e., $\lambda = 0.1$ and $\lambda = 0.5$, because it ensures global optimum while the greedy algorithm only obtains a local optimum.

Fig. 3 shows the utility comparison between two algorithms with different $P$ and $\lambda$. The utilities of both algorithms increase as the total available transmission power $P$ increases because
Algorithm 2 Benchmark Greedy Algorithm

Initialize: $P_{rest} = P$, $U_{max} = -\infty$

For $n \leq N$

For $i \leq 3$

$I_{n,i}^{(t)} = 1$, $p_{n}^{(t)} = \text{minimum required power}$

Calculate the utility $U$ and remaining power $P_{rest}$ under current selection

If $U > U_{max}$ and $P_{rest} \geq 0$

Update $U_{max} = U$, $I_{n,i} = I_{n,i}^{(t)}$, $p_{n} = p_{n}^{(t)}$

Output: $U_{max}$, $I_{n,i}$, $p_{n}$

Fig. 2. Utility comparison between two algorithms with different $D_f$ and $\lambda$.

Fig. 3. Utility comparison between two algorithms with different $P$ and $\lambda$.

Fig. 4. Power allocation with $\lambda = \mu = 0.1$, $D_f = 5$, $P = 50W$.

Fig. 5. Service selection with $\lambda = \mu = 0.1$, $D_f = 5$, $P = 50W$.

less power is required for the same service, and the base station is able to provide users with better services and higher QoS.

Fig. 3 also shows the greedy algorithm’s ability to find the local optimum and the advantage of OA algorithm in more general cases due to the guarantee of the global optimum.

Fig. 4 and Fig. 5 show the power allocation and service selection under given $D_f = 5$, $\lambda = 0.1$ and $P = 50W$. The powers allocated by the greedy algorithm to users 1, 2 and 3 decrease as the index increase because the distances between the base station and users are $d_3 < d_2 < d_1$. As the distance decreases, the base station needs less power for basic 360P
Due to the relatively poor channel condition of users 1, 2, and 3, it is expensive to improve the QoS of these three users. The OA algorithm results in a different policy for power allocation due to its consideration of robustness against channel turbulence, which is also shown in Fig. 5. Although user 1 and user 2 are assigned with the same service quality, user 1 requires more power due to the longer distance to the base station, and it is the same case for user 3 and user 4. User 5 is assigned with large power because the robustness against channel turbulence contributes to the utility function.

Fig. 6 shows the convergence of the proposed OA algorithm for resource allocation under two different sets of parameters. We can find that the upper bound \( z_{ub}(t) \) and lower bound \( z_{lb}(t) \) converge within 5 iterations regardless of the parameter setting. In the simulation, we set the convergence threshold \( \epsilon = 10^{-3} \) to limit the gap between \( z_{ub}(t) \) and \( z_{lb}(t) \), but in most cases the gap becomes zero after several iterations, which further guarantees the convergence.

Fig. 7 shows the influence of \( \gamma \) on service selection under \( D_f = 5 \), \( P = 50W \), \( \lambda = 0.1 \); where the base station takes the power consumption as the main concern, and the power resource is adequate to provide all users with the best service. In this case, the exponential factor of QoS has a great influence on the policy decisions of the base station. With larger \( \gamma \), the base station gets more benefit in utility through improving the QoS, and becomes more willing to provide the users with better service even if it gets more penalty from energy consumption. Thus, setting \( \gamma \) properly is critical to the balance between power consumption and QoS. As \( \gamma \) increases, the base station tends to improve QoS of the users with larger index first because they are closer to the base station than those with smaller index, which requires less power to achieve the same QoS.

V. CONCLUSION

In this paper, we proposed a MAR-based Metaverse model for applications that require interaction with the real world. In order to maximize the utility of the base station, we formulate a resolution control and resource allocation optimization problem, and solve the MINLP problem with OA algorithm. The simulation results indicate that our proposed resource allocation algorithm outperforms the benchmark greedy algorithm due to the guarantee of global optimum. Our work also shows the feasibility of MAR to provide basic Metaverse service and the advantage of our proposed algorithm over benchmark greedy algorithm.
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