Using tensor network states for multi-particle Brownian ratchets
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The study of Brownian ratchets has taught how time-periodic driving supports a time-periodic steady state that generates nonequilibrium transport. When a single particle is transported in one dimension, it is possible to rationalize the current in terms of the potential, but experimental efforts have ventured beyond that single-body case to systems with many interacting carriers. Working with a lattice model of volume-excluding particles in one dimension, we analyze the impact of interactions on a flashing ratchet’s current. To surmount the many-body problem, we employ the time-dependent variational principle with a binary tree tensor network, methods discussed at length in a companion paper. Rather than propagating individual trajectories, the tensor network approach propagates a distribution over many-body configurations via a controllable variational approximation. The calculations, which reproduce Gillespie trajectory sampling, identify and explain a shift in the frequency of maximum current to higher driving frequency as the lattice occupancy increases.

Introduction.—The rectification of thermal noise into directed motion via a ratchet effect has attracted sustained fascination and attention [1–4]. Theoretical studies of that ratcheting effect are dominated by models of one-body dynamics driven by a time-dependent potential, with a particular focus on how the generated current varies with system parameters like a driving frequency [5–7] or the diffusion constant [8–11]. These models have captured the essential ratcheting effect and have guided experimental efforts, but they leave out an important control that experimentalists have over their systems: the collective effects that can emerge out of interactions between multiple ratcheted particles [12–16]. Similar collective effects are known to generate rich dynamical behavior in nonequilibrium steady states (NESS), for example in coupled molecular motors [17–21] and in the asymmetric exclusion process (ASEP) [22, 23]. In the case of the ASEP, powerful numerical methods built upon tensor networks have been employed to interrogate those dynamic phase transitions [24–26], opening the door to also consider the impact of interactions on time-periodic steady states in many-particle ratchets.

In this letter and in a companion paper, we develop and apply those tensor network tools to compute steady-state currents in a multi-particle 1D ratchet. Our approach mixes the spectral large-deviation theoretic analysis of one-body ratchets we previously reported [27] with the quantum dynamics literature’s tensor network methods [28, 29] which are presently finding applications to classical stochastic dynamics [24, 25, 30–35]. Those tensor network tools are essential for handling the many-body problem because more traditional matrix algebra techniques cannot be applied when the state space grows exponentially with the number of interacting particles. In the quantum many-body context, the density matrix renormalization group (DMRG) technique [36] solves for ground states of spin lattices while the time dependent variational principle (TDVP) technique propagates a many-body state in time [29, 37–41]. For classical NESS stochastic dynamics, a scaled cumulant-generating function (SCGF) is analogous to the quantum ground state energy calculation, so DMRG has been applied to calculate the SCGF for currents in the 1D and 2D ASEP [24, 25, 42–44] as well as in other kinetically constrained models [30, 45, 46].

Unlike those NESS problems, here we consider a time-dependent steady state generated by a time-dependent rate matrix. As such, it is not sufficient to use DMRG to compute the SCGF as an eigenvalue optimization problem. Instead, we use TDVP to propagate a tensor network state until a time-periodic steady state is reached and we extract the SCGF for the period-averaged current from this long-time limit. We focus this work on a flashing ratchet with a square wave driving, but we highlight that the application of TDVP to evolve many-body classical stochastic dynamics is straightforwardly extended to arbitrary driving potentials.

Discrete-state ratchet model.—The tensor network methods thrive on discrete-state models. While we imagine a 1D flashing ratchet as being generated from turning on and off a smooth continuous potential as in Fig. 1, we immediately discretize that potential onto an N-site lattice with periodic boundary conditions, following our prior work [27, 47]. Dynamics of that discrete-space model is governed by the master equation, $\partial p / \partial t = W(p)$. Here, $|p\rangle$ is a state vector consisting of configurational probabilities and $W$ is a time-varying rate matrix, with rates constructed so the continuous-space limit alternates between evolution on a potential $U(x) = -V_{\text{max}} \left[ a_1 \sin \left( \frac{2\pi x}{x_{\text{max}}} \right) + a_2 \sin \left( \frac{4\pi x}{x_{\text{max}}} \right) \right]$ for time $\tau / 2$ and evolution on a flat potential for time $\tau / 2$. The tunable parameters $V_{\text{max}}, a_1,$ and $a_2$ sculpt the form of the biharmonic potential while $x_{\text{max}}$ sets a box length and $\tau$ a period of driving. Corresponding to the scales of some experimental Brownian ratchets [48], we set $x_{\text{max}} = 1 \, \text{µm}$, $a_1 = 1$, $a_2 = 0.25$, and $V_{\text{max}} = 0.1 \, \text{V}$.

In the rate matrix description, the dynamics involves toggling between two constant-in-time rate matrices, $W_1$ and $W_2$.
and \( W_2 \). The flat-potential rate matrix \( W_2 \) has rates between neighboring lattice sites given by \( r_{2,i\rightarrow i\pm 1} = D/h^2 \), in terms of the lattice spacing \( h = x_{\text{max}}/N \) and a diffusion constant \( D \), taken to be \( 12.64 \text{ mm}^2\text{ms}^{-1} \) except where otherwise noted. The other rate matrix has nearest-neighbor transitions with the same diffusive contribution but with a drift term as well: \( r_{1,i\rightarrow i\pm 1} = \pm U'(x)/2h + D/h^2 \). As in the ASEP, we construct an exclusion process, so while the lattice can have more than one particle, each lattice site can house at most one particle. Consequently, the rate \( r_{k,i\rightarrow i\pm 1} \) is zero if site \( i \pm 1 \) is already occupied. As always, diagonal elements of the rate matrices are set to ensure that columns sum to zero and probability is conserved [49].

Our focus is on the impact of the exclusion interactions on the period-averaged current \( \bar{j} = (1/\tau) \int_0^\tau dt \sum_{i,j} j_{i\rightarrow i+1}(t) \), where \( j_{i\rightarrow i+1}(t) \) is the current from site \( i \) to site \( i+1 \) at time \( t \). Due to the periodic boundary conditions, we associate \( N + 1 \equiv 1 \).

The statistics of \( \bar{j} \) can be extracted from the SCGF, \( \psi(\lambda) = \lim_{n \to \infty} \langle \ln \left( \sum_p e^{\lambda \mathcal{H}_n} \right) \rangle_n / n \), where \( \langle \cdot \rangle_n \) denotes an average over trajectories with \( n \) driving periods. For example, the mean is the first derivative at \( \lambda = 0 \): \( \langle j \rangle = \partial \psi / \partial \lambda (0) \). We compute \( \psi(\lambda) \) by first constructing tilted rate matrices \( W_k(\lambda) \) with modified jump rates \( r_{k,i\rightarrow i\pm 1}(\lambda) = r_{k,i\rightarrow i\pm 1} e^{\pm \lambda} \). The tilted rate matrices’ diagonal elements are unmodified from \( W_k \), so \( W_k(\lambda) \) are not themselves rate matrices. Rather, they generate dynamics with an extra exponential bias on the current [50, 51]. For the NESS, it has become standard practice to compute \( \psi(\lambda) \) from the maximal eigenvector of \( W(\lambda) \). Because the NESS tilted rate matrix shares eigenvectors with the tilted propagator \( e^{W(\lambda)t} \), the SCGF can be computed without evolving dynamics. For the time-periodic steady state, we instead compute \( \psi(\lambda) \) as the maximal eigenvalue of the full-period tilted propagator \( T = e^{W(\lambda)t/2} e^{W(\lambda)t} e^{W(\lambda)t/2} \) extracted using the power iteration method [27]. An arbitrary initial state vector \( |p\rangle \) is evolved via TDVP for many periods to reach a normalized steady state \( |\pi(\lambda)\rangle \), at which point the SCGF measures the rescaling of \( |\pi(\lambda)\rangle \) under one more period of dynamics:

\[
\psi(\lambda) = \ln \langle \pi(\lambda) | T(\lambda) | \pi(\lambda) \rangle / \tau. \tag{1}
\]

Tensor network structure and methods.—For single-body dynamics, \( |p\rangle \) may be sufficiently low dimensional that the \( W_k(\lambda) \) are constructed as explicit matrices and the time-propagation is computed with a numerically evaluated matrix exponential [27]. As more particles are added to the ratchet model, that direct calculation becomes intractable, demanding the time evolution be executed with a tensor network approximation. Before making any approximations, a vector in the full state space can be expanded in terms of local basis states as \( |p\rangle = \sum_{s_1,\ldots,s_N} c_{s_1,\ldots,s_N} |s_1 \ldots s_N\rangle \), where the coefficient tensor \( c_{s_1,\ldots,s_N} \) expresses how the state is built up as a superposition of states \( |s_1 \ldots s_N\rangle \) with \( s_1 \) particles in site 1, \( s_2 \) particles in site 2, \ldots, and \( s_N \) particles in site \( N \). The tensor network approximation restricts the correlations between sites by requiring that the coefficient tensor be constructed as a partially contracted binary tree formed from a set of smaller-rank tensors \( |A\rangle \) (see Fig. 1). With \( N \) dangling legs (red), that network is a rank-\( N \) tensor whose physical indices indicate whether a lattice site is occupied. The tensor network additionally consists of many contracted auxiliary indices (brown) shared by two tensors, and the largest dimension \( m \) of those auxiliary indices serves as a variational parameter which controls the extent to which information is communicated from tensor to tensor. A choice of \( m \) defines a variational subspace spanned by states that are parameterized by the set of tensors used to construct the coefficient tensor: \( |p[A]\rangle \).

TDVP evolves the tensor network state \( |p[A]\rangle \) with the restriction that each step of the evolution remains in the variational subspace so that at every moment in time, the new state can also be written in the form \( |p[A]\rangle \) for some new set of tensors \( A' \). Though more commonly utilized with a matrix product state (MPS), TDVP has been previously developed for the binary tree tensor network (BTTN) [39, 52, 53] that we employ. The algorithm, discussed in significantly greater detail in a companion paper [54], consists of sweeps that pass through the tree to advance each tensor of the set \( |A\rangle \) by one timestep \( \Delta t \). It is crucial that the tree’s rank-3 tensors can be
efficiently updated one at a time, an efficiency gained because a gauge freedom can be leveraged to bring the loopless BTTN into a canonical form. By contrast, an MPS treatment would require a looped MPS, and the loopless BTTN into a canonical form. By contrast, an efficiency gained because a gauge freedom can be leveraged to bring the explicit tilted rate matrices. In lieu of constructing the explicit tilted rate matrices, the operators to be factorized into a matrix product operator (MPO) that associates to each site \( i \) at site \( i \) the operators \( a_i \), \( a_i^\dagger \), \( n_i \), and \( v_i \) are fermionic annihilation, creation, particle number, and vacancy number operators at site \( i \), respectively. The nearest-neighbor structure of \( W_k(\lambda) \) allows the operators to be factorized into a matrix product operator (MPO) that associates to each physical index a low-rank tensor. Action of \( W_k(\lambda) \) on a state \( |p[A]\rangle \) is practically computed by contracting over the physical indices that connect the MPO to the BTTN state.

Calculations.— Calculations with \( N_{occ} \) particles spread over \( N \) lattice sites were initialized in a random pure state that placed the particles into sites in an arbitrary manner. Starting from that initial seed, the \( (\lambda = 0) \) steady-state of \( W_2, \pi_2 \), was reached by DMRG. Though the initial seed has a trivial bond dimension of one, a version of DMRG that performs subspace expansion \( \psi \) was employed to systematically grow the bond dimension such that \( \pi_2 \) would have a maximum bond dimension of \( m \).

As \( W_2 \) is itself a rate matrix, the eigenvalue associated to \( \langle \pi_2 \rangle \) is zero, making clear when the DMRG procedure was fully converged. Starting from this \( \langle \pi_2 \rangle \), the TDVP algorithm evolved the BTTN state in time subject to tilted propagators \( W_1(\lambda) \) and \( W_2(\lambda) \) for very small positive and negative biasing values \( \lambda = \pm \delta \). Sufficiently many periods of driving were evolved so the BTTN state converged to \( |\pi(\pm \delta)\rangle \), and the SCGF could be computed from Eq. (1). The mean current was then computed as the finite difference \( \langle j \rangle \approx (\psi(\delta) - \psi(-\delta))/2\delta \). Our companion paper discusses the convergence properties of both DMRG and TDVP algorithms, which were implemented using the ITensor library \cite{Gorelik15}. There we demonstrate that, provided the bond dimension \( m \) is sufficiently large, the mean current agrees with that of trajectories sampled from a version of the Gillespie algorithm for time-dependent driving \cite{Henderson2018,Gillespie1976}. For an \( N \) = 32 lattice, \( m = 200 \) is sufficient, allowing us to analyze how the many-particle ratchets respond to both the driving frequency \( f = 1/\tau \) and the diffusion constant.

Results.—We illustrate those responses by computing a particle’s period-averaged velocity \( \langle v_x \rangle \) as a function of \( N_{occ} \). Since each particle is statistically equivalent, \( \langle v_x \rangle = \langle j \rangle h/N_{occ} \), and \( \langle v_x \rangle \) can be interpreted as a period-averaged current per particle. Plots of that per-particle current in Fig. 2 show excellent agreement with the Gillespie sampling, capturing even the effects of interactions as the carrier density is increased.

The single-particle \( N_{occ} = 1 \) case recovers the well-studied flashing ratchet behavior. At both low- and high-frequency driving, the current vanishes, but leftward motion is induced at intermediate frequencies due to the asymmetric shape of the potential. Each potential well is bordered by a close barrier to the left and a far barrier to the right, barriers that go away during the free
diffusion stage of the driving protocol. The intermediate driving frequency allows the particle’s $W_2$ free diffusion to make it past the left barrier more frequently than it passes the right, hence the current. At a fixed frequency, that current is amplified by tuning $D$ such that the typical diffusion length exceeds the distance from the well to the left barrier but not to the right. Our work supplements this single-particle understanding to include the interacting neighbors whose presence frustrate the flow.

That frustration decreases each particle’s effective diffusion constant, but in a manner which is qualitatively distinct from merely tuning $D$ to smaller values. To appreciate the difference, imagine starting with the $N_{\text{occ}} = 1$ ratchet with $D = 40 \, \mu m^2 \, ms^{-1}$ and slowing the diffusion either by decreasing $D$ directly or by increasing $N_{\text{occ}}$. Whereas decreasing $D$ can enhance the asymmetry and amplify per-particle current, slowing diffusion by jamming always attenuates the per-particle current. Fig. 2b shows that attenuation across a range of diffusion constants.

The jamming-induced drop in per-particle current persists across different driving frequencies, but Fig. 2a shows the extent of the current attenuation is frequency dependent. Consequently, the frequency of maximal current shifts higher as $N_{\text{occ}}$ increases. To understand that shift, it is useful to convert the time-evolved BTTN state into a spatio-temporal evolution of particle density. Though our initial motivation for the BTTN TDVP was to compute the mean scalar current $\langle j \rangle$, the converged BTTN contains much more information about the dynamics. For example, all but one site of the BTTN can be traced over to leave the probability of occupying the remaining site. Fig. 3 shows the particle densities computed by repeating the partial trace for all times and at all lattice sites. Those many-particle densities rationalize the frequency shift of Fig. 2a. At low frequencies, the particles have time to relax into the potential well, concentrating them together so volume exclusion effects are significant. At higher frequencies, the density is more uniformly distributed throughout the period because the particles don’t have enough time to settle in the bottom of the well before the potential is switched. Due to that more uniform density, the high-frequency ratchet is less strongly influenced by interparticle interactions, manifesting as a shift in the peak frequency.

Discussion.— We have demonstrated how a many-body 1D flashing ratchet responds to volume exclusion. In doing so, we have highlighted that tensor networks offer a tantalizing new way to study classical, many-body time-dependent steady states. The time-dependent master equation we solve has traditionally been approached by sampling realizations of the process via the Gillespie algorithm or by propagating an initial distribution through time. The Gillespie approach is extremely flexible, though it becomes markedly more cumbersome for a time-dependent rate matrix [58]. As it is a Monte Carlo approach, it requires sampling a large ensemble of trajectories, and that ensemble must be resampled (or reweighted) if system parameters are altered. Evolving the distribution is appealing because it obviates the noise of trajectory sampling and effectively integrates over all trajectories—rare and typical, but the approach has always been limited by the size of the state space. Whereas the one-body calculation is readily solved via a matrix exponential, the ratchet rate matrix grows combinatorially with dimension $N$ choose $N_{\text{occ}}$. For the $N = 32, N_{\text{occ}} = 16$ calculations we perform, mere construction of the rate matrix with order $10^{17}$ elements
would have been utterly impossible, not to mention time-evolution with that object. It is remarkable that the tensor network approach offers a way to evolve distributions rather than trajectories even in the face of that combinatorial explosion.
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