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Abstract

The simulation of blood flow and pressure in arteries requires outflow boundary conditions that incorporate models of downstream domains. We previously described a coupled multidomain method to couple analytical models of the downstream domains with three-dimensional numerical models of the upstream vasculature. This prior work either included pure-resistance boundary conditions or impedance boundary conditions based on assumed periodicity of the solution. However, flow and pressure in arteries are not necessarily periodic in time due to heart-rate variability, respiration, complex, transitional flow or acute physiological changes. We present herein an approach for prescribing lumped parameter outflow boundary conditions that accommodate transient phenomena. We have applied this method to compute hemodynamic quantities in different physiologically relevant cardiovascular models, including patient-specific examples, to study non-periodic flow phenomena often observed in normal subjects and in patients with acquired or congenital cardiovascular disease. The relevance of using boundary conditions that accommodate transient phenomena compared to boundary conditions that assume periodicity of the solution is discussed.
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1 Introduction

The choice of outflow boundary conditions can have a significant influence on velocity and pressure fields in three-dimensional simulations of blood flow. While prescribed velocity or pressure outflow boundary conditions are typically applied, this approach is inappropriate when modeling wave propagation phenomena in human arteries for a number of reasons. First, obtaining such data - especially time-varying data - for each outlet is impractical. Second, even if time-varying flow or pressure were acquired simultaneously for each outlet, it would be very difficult to synchronize these waveforms in a manner consistent with the wave propagation linked to the wall properties of the numerical domain. Indeed, current simulation capabilities include either rigid wall assumptions or limited information about the vessel wall properties (elastic modulus, thickness and their spatial variations). Finally, prescribing time-varying flow or pressure is not relevant for treatment planning applications where the quantity of blood flow exiting branch vessels and the distribution of pressure are unknown and part of the desired solution.

A commonly used boundary condition type that does not require the specification of either flow rate or pressure is the resistance boundary condition. However, this condition severely impacts wave propagation phenomena, since it forces the flow and pressure waves to be in phase and it can generate aberrant pressure values in situations of flow reversal (Vignon-Clementel et al. 2006, Vignon and Taylor 2004). A better strategy is to use one-dimensional methods to model the downstream vessels and provide boundary conditions for the more computationally-intensive, three-dimensional methods modeling the major arteries (Formaggia et al. 2001, Lagana et al. 2002, Taylor and Hughes 1998, Urquiza et al. 2006, Vignon-Clementel et al. 2006). However, solving the transient non-linear one-dimensional equations of blood flow in the millions of downstream vessels is an intractable problem and therefore linearized one-dimensional models are needed. These simplified linear methods usually assume periodicity of the solution (Brown 1996, Olufsen 1999,
Olufsen et al. 2000, Spilker et al. 2007, Steele et al. 2007, Vignon-Clementel et al. 2006). Yet, blood flow and pressure in arteries are not always periodic in time due to heart-rate variability, respiration, acute physiological changes, or transitional or turbulent flow (DeGroff et al. 2005, Nichols and O'Rourke 2005, Otsuka et al. 1997, Sherwin and Blackburn 2005). Thus, in the present work, zero-dimensional (lumped) models are directly coupled to the three-dimensional equations of blood flow and vessel wall dynamics.

A lumped parameter model is a dynamic description of the physics neglecting the spatial variation of its parameters and variables. If the model is distributed, these parameters and variables are assumed to be uniform in each spatial compartment. Therefore, a lumped parameter model is described by a set of ordinary differential equations representing the dynamics in time of the variables in each compartment. Several groups have successfully coupled the fully three-dimensional models for pulsatile blood flow to either resistances (Bove et al. 2003, Guadagni et al. 2001, Migliavacca et al. 2003, Taylor et al. 1999) or more sophisticated lumped models with a Windkessel model (Torii et al. 2006) or an extensive model of the whole vasculature (Lagana et al. 2002, Lagana et al. 2005). Different strategies for the coupling of the three-dimensional equations with lumped models have been presented in (Quarteroni et al. 2001). The well-posedness analysis of this coupling has been studied in (Quarteroni and Veneziani 2003). However, in all the above-mentioned articles, this coupling has been performed iteratively, which can lead to stability and convergence issues, and has been generally applied to geometries with one or two outlets, rigid walls and low resistances (as seen in the pulmonary vasculature). We note here the work of Urquiza et al. (Urquiza et al. 2006) on a monolithic approach to couple the 3D fluid-structure interaction with 1D models that are themselves coupled to 0D models, presenting a unified variational approach for 3D-1D coupling (Blanco et al. 2007). Quasi- and aperiodic phenomena have been studied in a one-dimensional collapsible tubes (Bertram 1995, Jensen 1992). Coupling one-dimensional to lumped models, Stergiopulos et al. developed a general method to study nonlinear pressure and flow wave propagation that can be used to model non-periodic and transient phenomena such as heart-rate changes, stress, Valsalva maneuver, etc. (Stergiopulos et al. 1993).

The work presented herein exhibits several differences with prior work. First, we employ the three-dimensional elastodynamics equations to describe the vessel wall structural response to blood flow and pressure (Figueroa et al. 2006). Second, we demonstrate the capabilities of this method on patient-specific multi-branched geometries. Third, a coupled 3D-0D approach has been used to study dynamic changes due to heart rate variability, respiratory effects, or non-periodic flow phenomena that may arise from congenital and acquired vascular disease.

In this work, we extend the “coupled multidomain method” derived to couple analytical models of the downstream domains with three-dimensional numerical models of the upstream vasculature (Vignon-Clementel et al. 2006) to include boundary conditions that accommodate non-periodic phenomena using lumped parameter (e.g. Windkessel) outflow boundary conditions. The coupling of blood flow and pressure with the vessel wall dynamics is presented in (Figueroa et al. 2006). Note that this prior work either included pure-resistance boundary conditions, which do not require periodicity of the solution but cannot be used to accurately model flow and pressure waveforms (Vignon-Clementel et al. 2006, Vignon and Taylor 2004), or impedance boundary conditions based on assumed periodicity of the solution. In this paper, we have applied this method to compute three-dimensional pulsatile flow and pressure in a simple model of the common carotid artery with pulsatility changes, in a patient specific carotid bifurcation with a severe stenosis that causes transitional flow (acquired cardiovascular disease) with and without inflow periodic variability and in a patient-specific Glenn geometry with complex multiple branches and pulsatility changes (congenital cardiovascular disease). These cases have in common some non-periodicity in the flow and pressure. However they represent a broad class of applications and we have thus introduced their biomechanical and clinical specificities in their respective results subsections. The discussion section addresses some limitations,
verification and validation aspects related to boundary conditions. In addition, the results imposing fully transient or periodicity based boundary conditions are compared and discussed.

2 Methods

In this section, we present a summary of the methods we developed to model the influence of the “downstream” vasculature on blood flow and vessel wall dynamics in a three-dimensional computational domain. We then present the extension of these methods to lumped parameter (e.g. Windkessel) boundary conditions.

2.1 Variational formulation for blood flow, pressure and wall deformation

The coupled multidomain method is presented in (Vignon-Clementel et al. 2006) in the context of rigid walls. The strategy to model the interactions between blood and the artery walls is derived in (Figueroa et al. 2006). Here we summarize the main steps of the combination of the two methods:

We consider the Navier-Stokes equations to represent the three-dimensional motion of blood in a domain \( \Omega \) over time zero to \( T \). We can formulate the balance of mass and momentum as follows:

\[
\begin{align*}
\rho \bar{v}_t + \rho (\nabla \bar{v}) \bar{v} &= \nabla \cdot \mathbf{f} + \mathbf{div}(\tau) + \mathbf{div}(\rho) \\
div(\bar{v}) &= 0 \\
\tau &= -p \mathbf{I} + \mu (\nabla \bar{v} + \nabla \bar{v}^T)
\end{align*}
\]  

(1)

The primary variables are the blood velocity \( \bar{v} = (v_x, v_y, v_z) \) and the pressure \( p \). The blood density is given by \( \rho \) (assumed constant), the external force by \( \mathbf{f} \) and the dynamic blood viscosity by \( \mu \) (assumed constant).

We consider the elastodynamics equations to describe the motion of the arterial wall represented by a domain \( \Omega' \):

\[
\begin{align*}
\rho' u_{tt} + \rho' (\nabla u) u &= \mathbf{C} : \varepsilon \\
\varepsilon &= \frac{1}{2} (\nabla u + \nabla u^T)
\end{align*}
\]

(2)

The primary variable is the vessel wall displacement \( \bar{u} \). The wall density is given by \( \rho' \) (assumed constant), the external body force by \( \bar{b}' \) and the linearized material behavior by \( \mathbf{C} \). We characterize the structural response of the arterial wall using an enhanced thin membrane model whereby the domain \( \Omega_s \) is represented by the lateral boundary of the blood domain \( \Gamma_s \) and the wall thickness \( \zeta \) (i.e., \( \Omega' = \Gamma_s \times \zeta \)), which is considered here as a parameter. On this boundary \( \Gamma_s \), we enforce the kinematic compatibility condition so that the blood and vessel wall have the same velocity:

\[
\bar{v} = \bar{u}_s
\]

(3)

The dynamic compatibility condition is satisfied by defining a wall body force \( \bar{b}' \) from the wall surface traction \( \bar{f}' \), which is equal to the opposite of the traction \( \bar{f} = \tau \cdot \mathbf{n} \) felt by the blood on the boundary \( \Gamma_s \). In particular, using a thin-wall assumption (see (Figueroa et al. 2006)) we have
\[ \vec{b}^s = \vec{r}^s = -\frac{\vec{r}^f}{\zeta} \]  

(4)

We assume that the edges of the vessel wall domain are fixed. Considering this, a single variational form is derived for the fluid domain \( \Omega \), incorporating the influence of the vessel wall on the boundary \( \Gamma_s \). Appropriate initial and boundary conditions are needed to complete these sets of equations (for more details, see (Figueroa et al. 2006)).

A disjoint decomposition of the variables is performed in \( \Omega = \hat{\Omega} \cup \Omega' \) separating the computational domain \( \hat{\Omega} \) (and its vessel wall boundary \( \hat{\Gamma}_s \)) from the downstream domains \( \Omega' \). The interface that separates these domains is defined as \( \Gamma_b \). The variational formulation can be rewritten in terms of the variables in the computational domain \( \hat{\Omega} \) only. The resulting weak form of the fluid-solid interaction problem with the multidomain coupling is:

Given the material parameters defined above, body forces \( \vec{f} : \Omega \times (0,T) \rightarrow \mathbb{R}^3 \) and prescribed velocities \( \vec{g} : \Gamma_g \times (0,T) \rightarrow \mathbb{R}^3 \), find the velocity \( \vec{v} \) and the pressure \( p \) such that for every test function \( \vec{w} \) and \( q \)

\[ \int_{\hat{\Omega}} \vec{w} \cdot \left( \rho \vec{v}^c + \rho \vec{v} \cdot \nabla \vec{v} - \vec{f} \right) + \nabla \hat{w} : \left( -\hat{p} I + \hat{\tau} \right) d \hat{\Omega} \\
+ \zeta \int_{\Gamma_s} \left\{ \hat{w} \cdot \rho^s \hat{v}^c + \nabla \hat{w} : \sigma^s \left( \hat{\sigma} \right) \right\} ds - \int_{\Gamma_b} \hat{w} \cdot \left( M_m(\hat{v}, \hat{p}) + H_m \right) \cdot \hat{n} ds \\
- \int_{\hat{\Omega}} \nabla \hat{q} \cdot \hat{\vec{v}} d\hat{\Omega} + \int_{\Gamma_f} \hat{q} \hat{\vec{v}} \cdot \hat{n} ds + \int_{\Gamma_b} \hat{q} \left( \tilde{M}_c(\hat{v}, \hat{p}) + \tilde{H}_c \right) \cdot \hat{n} ds = 0 \]  

(5)

Note that influence of the downstream domains naturally appears in the boundary fluxes (boxed terms in (5)) on \( \Gamma_b \) (see (Vignon-Clementel et al. 2006)). The momentum \( M_m, H_m \) and continuity \( \tilde{M}_c, \tilde{H}_c \) operators depend on the model chosen to represent the hemodynamics conditions in the downstream domain \( \Omega' \) (lumped models, one-dimensional equations of blood flow, pressure and vessel wall deformation, etc.). As a result of the continuity of stress and mass fluxes through the interface \( \Gamma_b \), these operators act solely on the unknowns of the numerical domain \( \hat{\Omega} \) and \( \hat{\Omega}_b \). In this paper, we focus on cases where at the inlet a velocity profile is prescribed as a function of time. Downstream domains are discussed in the following section.

2.2 Time-varying outlet boundary condition

There are several techniques to model the effects of the downstream vasculature in the upstream computational domain. The resistance and one-dimensional impedance boundary conditions have already been presented in (Vignon-Clementel et al. 2006), but here we explore a class of boundary conditions that can accommodate transient phenomena. We present one of the simplest models to demonstrate the capabilities of this approach, but any ordinary differential equation relating flow and pressure can be used in a similar way. The RCR (also known as “Windkessel”) model is an electric circuit analog that has a proximal resistance \( R \) in series with a parallel arrangement of a capacitance \( C \) and a distal resistance \( R_d \). The Windkessel model was originally derived by the German physiologist Otto Frank in an article published in 1899 (Frank 1899). A downstream pressure \( P_d \) varying as a function of time can be used to represent the terminal pressure (Figure 1). However, in many cases, this terminal pressure is assumed to be zero.
At time $t$, the pressure $P$ is related to the flow rate $Q$ by the following relationship (assuming the simulation starts at $t = 0$):

$$P(t) = \left[ P(0) - RQ(0) - P_d(0) \right] e^{-t/\tau} + P_d(t) + RQ + \int_0^t e^{-(t-t')/\tau} \frac{Q(t')}{C} dt'$$

(6)

$$\tau = R_s C$$

The time constant $\tau$ describes how fast the system responds to a change in the input function. As can be seen in equation (6), pressure at time $t$ is related to the flow history between time 0 and the current time $t$. We will thus refer to this boundary condition as the “fully transient RCR boundary condition”.

In this model, the operators defining the coupling terms on $\Gamma_B$ in equation (5) are:

$$\int_{\Gamma_t} \hat{w} \cdot M_m (\hat{v}, \hat{p}) \cdot \hat{n} ds = -\int_{\Gamma_t} \hat{w} \cdot \hat{M} \cdot \hat{n} ds = -\int_{\Gamma_t} \hat{w} \cdot \hat{M} (\hat{v}(0) - R \hat{v}(0) \hat{n} d\Gamma - \hat{P}_d(0)) e^{-t/\tau} + \hat{P}_d(t) ds$$

(7)

The continuous set of equations given by (5) is now fully characterized. These equations are discretized in space using a stabilized finite element method described in (Vignon-Clementel et al. 2006) and in time using a semi-implicit generalized $\alpha$-method adapted for fluid-solid interaction (see (Figueroa et al. 2006)).

3 Numerical simulations and results

In this section, we first present results corresponding to the verification and initialization of the model. Then, we apply the model to different cases of normal or pathophysiological non-periodic phenomena. For each problem, we compute velocity and pressure in the domain of interest. A velocity profile is prescribed at the inlet surfaces of the various models while the downstream domains are represented with the fully transient RCR boundary condition described in the methods section, so that non-periodic phenomena can be captured. The distal pressure $P_d(t)$ is zero except for the patient-specific Glenn simulation of section 3.4. Simulations were run on an SGI Altix machine, using mesh adaptivity (Müller et al. 2005, Sahni et al. 2006), a typical time step of 0.4 – 0.8 ms, and 2-8 nonlinear iterations per time step. The time step size is set by the deformability requirements, except for the stenosis case where the turbulent jet necessitates a small time step. A Newtonian approximation is assumed with a viscosity of 0.04 g/(cm·s). The density of blood is 1.06 g/cm$^3$. Poisson’s ratio is 0.5, the wall density 1.0 g/cm$^3$, the shear correction parameter is 5/6. The values of the material parameters are all physiologically realistic.

3.1 Verification and initialization

In this problem, we consider a pulsatile simulation in a simple deformable carotid artery model (straight cylindrical tube with cross-sectional area (0.28 cm$^2$), wall thickness (0.03 cm) and length (12.6 cm)) where the input flow (mean flow of 6.5 cm$^3$/s) is periodic and contains only ten frequencies. The Young’s modulus of the vessel wall is 4.07e6 dyn/cm$^2$. This value is such that a maximum deformation of 5% is obtained with a physiologic range of pressures. The outlet boundary condition values used for this simulation were 2833.9 dyn·s/cm$^5$ for $R$, 17678.8 dyn·s/cm$^5$ for $R_d$ and 6.35e-6 cm$^5$/dyn for $C$, to get a physiological range of pressure. The solutions were obtained using a 45,849 linear tetrahedral element and 9,878 node mesh with a
time step of 0.8 ms. The simulations were run for a number of cardiac cycles, until a periodic solution was reached.

We have verified that the RCR relationship imposed as a boundary condition was numerically satisfied and checked for mass conservation between the inlet and the outlet. We extracted the flow rate (integration of the velocity times the normal over the outlet surface) and the mean pressure (integration over the outlet surface of the pressure, divided by its surface area) for the last cycle of the simulation. We then computed their Fourier transforms \( Q(\omega) \) and \( P(\omega) \) and analyzed the frequency content of their modulus and phase (Figure 2). Figure 3 shows the excellent agreement between the impedance derived from the numerical solution (\( P(\omega) \) divided by \( Q(\omega) \)) and the theoretical prescribed RCR impedance. Note that only the first ten frequencies are relevant in this problem, since there is virtually no higher frequency information in the solution. We have also verified that periodicity was achieved as expected. Figure 4 illustrates the convergence to a periodic solution of the pressure waveform when the simulation is started from an initial pressure significantly lower than that of the periodic solution. While flow at the outlet typically reaches a periodic solution in two or three cycles, pressure takes longer to converge to a periodic solution. This is due to the prescription of flow at the inlet and a relationship between flow and pressure at the outlet (but not the pressure itself) that includes the memory of the flow rate over time (with the time constant \( \tau = 1.1 \text{ s} \)).

Note that the number of cycles needed for convergence of the solution is highly sensitive to the initial pressure value and the type of boundary condition. This is especially true for this RCR boundary condition that takes into account the history of the flow rate for the entire time. It is possible to start from an initial value that is close to the periodic solution if the transient solution is started at a point in the cycle with a flow that is very close to the mean flow and an initial outlet pressure value is set based on the pressure field from a steady, rigid or deformable simulation corresponding to the mean flow. For example using an initial pressure of 97 mmHg instead of 68 mmHg would make the simulation begin with cycle 4 of Figure 4. Such a choice of starting flow and pressure has been made for all subsequent simulations.

3.2 A simple case of non periodic input flow: an idealized carotid model with heart rate variability

Flow and pressure in the carotid artery are naturally aperiodic due to heart-rate variability, breathing and other physiological factors (Holdsworth et al. 1999, Laleg et al. 2007). In this section, we demonstrate the ability of the methods described above to model flow and pressure aperiodicity due to heart rate variability.

3.2.1 Input data and material parameters

The cross-sectional area (0.24 cm²), wall thickness (0.09 cm) and length (3.5 cm) of the straight portion of the left common carotid of a young healthy female subject (27 years old) were measured with pulsed-Doppler ultrasound (Philips IU-22) and averaged over time. An idealized geometric model (straight cylindrical vessel) was then constructed based on these measurements.

The mean velocity (i.e. averaged across the Doppler beam) at the inlet of the common carotid artery was also recorded over time, showing a significant cycle-to-cycle variability (see the red tracing of Figure 5). The flow rate at the inlet face of the model was obtained by multiplying the instantaneous mean velocity by the average cross sectional area of the carotid at this location. This approximation is justified by the fact that the displacement of the wall was small and that the velocity profile was essentially axisymmetric. The measured cycle-averaged peak velocity was within the standard deviation of the value reported by Holdsworth et al. (Holdsworth et al. 1999). The calculated flow rate (7.4 cm³/s) was higher than the average value reported by Holdsworth et al. (6.0 cm³/s) and Marshall et al. (6.1 cm³/s) (Marshall et al. 2004). The instantaneous flow rate was then mapped into a parabolic velocity profile (justified by the fact that the
Womersley number was \( \sim 2 \). This time-varying parabolic velocity profile was the inlet boundary condition considered for the numerical simulation. The simulation was run for the seven complete cardiac cycles shown in Figure 5.

The Young’s modulus for the vessel wall (4.18\( \times 10^6 \) dynes/cm\(^2\)) was chosen so that the numerical radial deformation matched the measured radial deformation (4%) of the wall, averaged over eight cardiac cycles, for the arm cuff measured pressure pulse (40 mmHg).

For the outlet boundary, we used the fully transient RCR boundary condition described in the methods section. The total resistance was calculated as the ratio of the time-averaged measured pressure (defined as 1/3 times the systolic pressure + 2/3 times the diastolic pressure) divided by the average input flow rate. The proximal resistance was calculated using Westerhof’s data (Westerhof et al. 1969) for the segments downstream of the common carotid artery, considering that this computational model accounts for half of the first segment of the common carotid artery. The capacitance value was then adjusted so that the computed pulse pressure reasonably matched the measured pulse pressure (40 mmHg). Hence the values used for this simulation were 1117.1 dyn·s/cm\(^5\) for \( R \), 12144.1 dyn·s/cm\(^5\) for \( dR \), and 3.18\( \times 10^{-5} \) cm\(^5\)/dyn for \( C \).

Finally, we considered a computational mesh of 191,300 linear tetrahedral elements. The time step was 0.4 ms, dictated by the wall deformation requirements.

3.2.2 Numerical results

Figure 6 shows the flow and pressure values at the outlet face of the model. Since the prescribed input flow rate is aperiodic, the resulting pressure is also aperiodic, following the heart rate variability. Furthermore, and as expected, pressure waves lag flow waves. The pulse pressure, pressure levels and characteristic shape of the obtained carotid pressure wave favorably correspond to physiological values seen in the carotid artery of normal subjects reported by different studies in (Nichols and O'Rourke 2005): the time to the first systolic peak is around 0.13 s, there is the characteristic carotid high second pressure peak and the augmentation index is around -20% (Nichols and O'Rourke 2005). This example clearly demonstrates the possibility of modeling flow and pressure in the context of heart rate variability, enabled by this boundary condition that does not assume periodicity of the solution.

In order to study the dependence of the solution on the initial condition, the simulation was run a second time starting from the second cycle measured with the ultrasound data. This question is particularly relevant since the input flow rate, and thus the results, are aperiodic in time. As shown in Figure 7, the pressure waveforms at the outlet converge to the same solution after two cycles, thus demonstrating the relatively small impact of the initial condition on the long-term behavior of the solution.

3.3 Non periodic input flow in a carotid bifurcation with a stenosis in the internal carotid: a patient-specific complex geometry with transitional flow

This case presents a more complex geometry: the stenosis in the internal branch of this patient-specific carotid bifurcation induces intricate flow patterns as flow rate increases during systole and rapidly decelerates afterwards.

In this example, there is a 68% diameter-reduction stenosis which is considered to be in the lower range of a “critical stenosis” (75% and above diameter reduction). This level of restriction is usually symptomatic and in many cases may require an intervention to alleviate the pressure drop and the lower flow induced by the stenosis. The same typical inlet flow was imposed as in the previous example, scaled down to 5 cm\(^3\)/s, to take into account the chronic reduction of flow resulting from adaptation to the presence of the stenosis. As suggested by the previous example, the first cardiac cycle was imposed three times to achieve a periodic solution before beginning the simulation of the non-periodic part representing seven cardiac cycles.
Only the non-periodic part is shown in the results. The RCR boundary conditions were based on the one in 3.2: the total resistance was lowered in conjunction with the flow which was distributed according to the ratio 30% for the external carotid and 70% for the internal carotid (Nichols and O'Rourke 2005). Figure 8 summarizes these parameters. Aperiodicity here is a consequence of both the inlet flow and the stenosis. To study the interaction of the non-periodic inflow and the stenosis without the additional interaction with the vessel wall response, the wall was considered as rigid. From a numerical point of view, we utilized a finite element mesh consisting of 330,710 linear tetrahedral elements and a time step for the pulsatile simulation of 0.5 ms.

The constriction generates a downstream transitional and non-axisymmetric flow (see Figure 9). Flow and mean pressure at the outlets vary from one cycle to the next as shown in Figure 10. Mean pressure at the outlet is 70 mmHg in the internal carotid and 90 mmHg in the external carotid, underlying the strong effect of the stenosis. Note that this effect varies over the cardiac cycle and from cycle to cycle: the pressure and the flow differences between the two outlets (external – internal) vary respectively from 0 to 66 mmHg and -5.5 cm$^3$/s to 2.3 cm$^3$/s. The mean outlet flows are for the internal and external carotids 64% and 36% of the inlet flow respectively. This distribution is different from the ratio (70/30) imposed through the outlet boundary condition, stressing the non-negligible effect of the stenosis. The pressure difference between the two outlets is almost zero at end diastole, and varies in systole considerably from one cycle to the next (Figure 10). Note also the flow variability in the two branches between different cycles. This geometry is such that the maximum peak systole flow difference between two different cycles (10% – see Figure 8) increases in the external carotid (this value is 40% for the external carotid flow – see Figure 10). This suggests that the stenosis amplifies the variability due to the inflow.

To study the non-periodicity due to geometry in absence of other variability, another simulation was run with a periodic inflow (imposing the first cardiac cycle of the previous signal repeated for seven cycles). As shown in Figure 11, a negligible non-periodicity was found between different cycles in the mean outlet flow and pressure. We therefore conclude that for this level of stenosis and flow, most of the observed outflow non-periodicity is due to the non-periodicities in the inlet flow.

3.4 Non periodic input flow in a complex multi-branched geometry: a patient-specific Glenn model with flow variations due to respiration and cardiac rhythm

Congenital heart defects are the most common cause of death from birth defects. “Single ventricle physiology” (e.g. hypoplastic left heart or tricuspid atresia) is one of the most complex and least understood forms of congenital heart disease. Treatments for these conditions require a multi-staged surgical approach. The second (Glenn) and third (Fontan, total cavopulmonary connection - TCPC) stages of these procedures involve connecting the venae cavae (Glenn – superior vena cava; Fontan - inferior vena cava) to the right pulmonary artery, thus bypassing the heart. As flow to the pulmonary arteries is then passive in nature, optimal architecture and physiology are paramount for success. The resulting geometry for the Glenn (Figure 12), and for the Fontan are complex, creating unsteady flow structures even when steady inlet flow is prescribed in in-vitro experiments or in numerical simulations modeling this physiology (DeGroff et al. 2005, Pekkan et al. 2005). In a Glenn procedure, flow from the superior vena-cava (SVC) is directed almost perpendicularly to the pulmonary arteries and gets distributed into the two pulmonary trees, sometimes creating very complex flow and unique hemodynamic conditions that are still poorly understood. Furthermore, cardiac and respiration effects are asynchronous in general. Thus, as shown in Figure 13, blood flow is noticeably aperiodic in time.

Although progress has been made in modeling such systems (see for example (Guadagni et al. 2001, Migliavacca et al. 2003, Pekkan et al. 2005)), the combined effects of respiration and cardiac rhythm,
although significant, have rarely been taken into account (Marsden et al. 2007) and, to our knowledge, the resulting aperiodicity has not been modeled. Here, special attention has been given to the boundary conditions in order to model this effect.

The patient-specific data presented for this example come from clinical data of a 3 year old child, shortly before undergoing the Fontan procedure. In Figure 12, we show the geometrical model constructed from magnetic resonance angiography (MRA) data for the larger arteries and cineangiography to add to the model the outlets that were difficult to see on the MRA. The SVC inlet flow rate was constructed from the ultrasound time-varying velocity (Figure 13) scaled by the SVC flow from the catheterization report, assuming a parabolic profile. The mean flow rate is 21.5 cm$^3$/s. The average (estimated from the ultrasound data) heart rate and respiratory rate were 115 bpm and 40 bpm, respectively. The simulation was initialized by imposing at the inflow the first cardiac cycle two times and then run with the eight cardiac cycles of Figure 13. Fully transient RCR outlet boundary conditions were prescribed to accommodate the aperiodicity of the flow in the system. The different parameters for the twelve outlets were chosen using a tuning algorithm (Spilker et al. 2007) that generates an impedance for each outlet based on the targeted measured mean pressure in the SVC, the distribution of the pulmonary segments among the different outlets and morphometric data for pulmonary vascular trees. Table 1 gives the RCR values obtained for each outlet. Downstream pressure was taken as the mean value of the left atrial pressure measured in the catheterization laboratory (5.5 mmHg). Constant wall thickness (0.035 cm) was calculated as described in (Podesser et al. 1998) based on the inlet radius. The Young’s modulus for the vessel wall (9.4e5 dyn/cm$^2$) was chosen so that the numerical displacement matched the averaged radial deformation of the SVC wall measured by MRI (2.5%), for the measured pressure pulse of a representative cardiac cycle (1 mmHg). The computational mesh has 820,000 linear tetrahedral elements and 160,000 nodes. The time step adopted is 0.8 ms.

Figure 14 shows a snapshot of pressure, streamlines of velocity and wall shear stress (WSS) during diastole. Intricate flow patterns are observed in the right pulmonary artery, due to the complexity of the geometry. Similar complex flow features were observed in the catheterization laboratory during angiography. The wall shear stress map shows physiologic levels and realistic pressure levels and pressure gradients are also achieved. The calculated mean pressure is 10.7 mmHg, and the averaged gradients from SVC to LPA and SVC to RPA are 1.4 mmHg and 0.1 mmHg, respectively. These predicted values compare extremely well with the values reported in the catheterization report (10 mmHg, 1-2 mmHg and 0 mmHg respectively). Furthermore (see Figure 15), the computed pressure, averaged over the cross-sectional area of the SVC, is shown as a function of time, along with the prescribed inflow for approximately two respiratory cycles. Flow and pressure follow the cardiac and respiratory rhythms, but are not in complete synchrony due to the capacitance of the pulmonary trees. The amplitude of the pressure curve over two respiratory periods is in good agreement with the recording of the pressure catheter at this anatomic location in the catheterization laboratory (see Figure 16). The differences in duration are probably due to that when the child was in the catheterization laboratory his heart rate (HR 94 bpm) was lower than when the ultrasound data (on which the simulation was based) was obtained (HR 115bpm).

Table 1: outlet boundary condition values for each branch. The proximal and distal resistances are in dyn s/cm$^5$ and the capacitances in cm$^5$/dyn. There are seven outlets for the right lobes and five outlets for the left lobes (the outlets are ordered in their order of branching off the right and left pulmonary arteries, from top to bottom, consistently with Figure 14).

| Outlet | RUL | RSL | RBL | RML | RLL_2 | RLL | RPA | LUL | LSL | LML | LLL_2 | LPA |
|--------|-----|-----|-----|-----|-------|-----|-----|-----|-----|-----|-------|-----|
| R/10$^2$ | 3.03 | 9.08 | 4.54 | 9.08 | 9.08 | 9.08 | 9.08 | 1.59 | 7.97 | 3.98 | 7.97 |     |
| C*10$^5$ | 7.69 | 2.56 | 5.13 | 2.56 | 2.56 | 2.56 | 2.56 | 15.56 | 3.11 | 6.22 | 3.11 |     |
| Rd/10$^3$ | 1.72 | 5.17 | 2.59 | 5.17 | 5.17 | 5.17 | 0.77 | 3.84 | 1.92 | 3.84 | 3.84 |     |
4 Discussion

An important aspect of the implemented boundary condition lies in its implicit nature whereby neither pressure nor flow are directly prescribed. Instead, a relationship between the two is enforced and therefore, this relationship can be employed for short-term predictions of surgeries. Furthermore, in the examples presented above, the results show good agreement with targeted values and the available experimental data. Therefore, the limitations presented in the following paragraphs do not hinder the main purpose of modeling non-periodic phenomena, especially considering that most of these phenomena are also present when modeling periodic states. Rather, the discussion of the next paragraph should be seen as suggestive of future research.

The first limitation of the methodology described here results from the difficulty of simultaneously measuring in vivo pressures and flow rates. For example, for the Glenn patient studied here, input flow was measured with echocardiography whereas pressure was measured in the catheterization laboratory when the child was under anesthesia and respiration control. This can explain the discrepancies seen in the pulsatility of the computed and measured pressure in the SVC. Furthermore, the relationship between pressure and flow imposed as a boundary condition is a simple model (here the RCR model) and is thus not determined from the patient’s time-varying measurements. However, such measurements present some technical challenges and are feasible only in a very limited number of research cases. More complex zero-dimensional time-varying boundary conditions could be used to represent the downstream vasculature, although the patient-specific determination of their parameters is not obvious.

As mentioned in the introduction, a pure resistance boundary condition affects the pressure pulse and rate of decay (Vignon-Clementel et al. 2006, Vignon and Taylor 2004). Both the pressure pulse and decay are over-predicted. Consequently, the vessel wall displacements will be accordingly over-estimated. A standard RCR model can be used to relate pressure and flow at the outlet. This standard RCR model computes the impedance in the frequency domain from an analogy with electric circuits which assumes periodicity of the solution. It takes into account the history of the flow rate during one cardiac cycle only and thereby neglects the transient term in (6) – see e.g. (Vignon-Clementel 2006). In the rest of the text, it will be referred as the “periodic RCR boundary condition” by contrast to the “fully transient RCR boundary condition” defined in the Methods section. If the aperiodicity is not too strong, as in section 3.2, then the solutions for the periodic RCR boundary condition and the fully transient boundary condition are not significantly different (see the outlet pressure wave forms in the last three cardiac cycles of the simulation shown in Figure 17). Moreover, the computing time is also not significantly different.

By contrast, when aperiodicity is larger, there can be more significant differences between the two types of boundary conditions. We consider here the example of the carotid bifurcation with a stenosis (see section 3.3), imposing a non-periodic inflow. The numerical solutions for the periodic RCR boundary condition and fully transient RCR boundary condition are significantly different for the cycles where aperiodicity is the most pronounced. Figure 18 shows the flow and pressure wave forms at the outlet for the two types of boundary conditions. The flow wave forms are almost identical but the pressure wave forms exhibit significant differences, especially in the internal carotid: there is 10% maximum pressure difference between the periodic and fully transient RCR boundary conditions. This difference is of the same order of magnitude as the cycle to cycle inflow variation: as can be seen in Figure 8, the maximum peak systole flow difference between two different cycles is 10%. Moreover, the plots in Figure 18 show that pressure is overpredicted for some cycles and underpredicted for others when the periodic RCR boundary condition is used. Figure 19 shows the
velocity magnitude and pressure differences at time 3.6 s in the computational domain: the velocity patterns, especially downstream of the stenosis are different and the pressure maps exhibit remarkable differences.

From a numerical point of view, for all the simulations of this section, the effort to solve the non-linear equations on each step to the same tolerance was somewhat lower for fully transient RCR relative to periodic RCR simulations. Moreover, based on the conclusion of case 3.2, an initialization was done for every simulation by imposing at the inflow a first cardiac cycle repeatedly three times to achieve periodicity of the solution prior to simulate the rest of the desired periodic or non-periodic inflow. Such an initialization exhibited a larger magnitude of the pressure variation and a larger number of cycles for the periodic RCR than for the fully transient RCR simulations. By contrast, when the solution is periodic, there were no differences (both less than 0.1%) in the residual or number of iterations per time step. The fully transient RCR boundary condition appears thus as numerically more favorable than the periodic RCR boundary condition in the presence of aperiodic phenomena.

In addition, there is the issue of numerical periodicity. In the first numerical example it was verified that periodicity was achieved when expected (see Figure 3). Note that “when expected” refers to the fact that if a periodic input flow is prescribed, in general flow and pressure are periodic in time in the modeled domain. In certain geometries however (DeGroff et al. 2005, Nichols and O'Rourke 2005, Otsuka et al. 1997, Pekkan et al. 2005, Sherwin and Blackburn 2005), significant unsteady flow can occur even if the inlet flow is steady. This can be due to the complex geometry of the model that induces intricate flow patterns as flow rate decelerates after peak systole (transition to turbulence in a post-stenotic region) or due to complex flow forming when two (even steady) input jets collide into a complex geometry such as the Fontan circulation (Vignon-Clementel 2006).

To sum up, in the cases where non-periodicity is important, we postulate that the use of a boundary condition that makes no assumption on periodicity of the flow or pressure is a more sensitive choice.

The formulation considered here has been verified using Womersley’s deformable wall solution with an outflow impedance boundary condition that assumes periodicity of flow and pressure (Figueroa 2006). Verification of the fully transient RCR boundary condition and initialization approach has been done in sections 3.1 and 3.2. However, validation should be done using in vitro and in vivo data (Ku et al. 2000, Ku et al. 2001, Ku et al. 2002). We have begun to compare the results with clinical pressure measurements (Marsden et al. 2007) but this matter is subject of current and future work. In particular a flow-phantom in vitro-experiment could be used to validate the flow and pressure obtained with a variable pulsatile inflow and fully transient RCR boundary conditions.

5 Conclusions

We first verified the numerical model in a simple geometry. In the example of an idealized carotid geometry with aperiodic input flow, heart rate variability was studied. We demonstrated that flow and pressure variations due to naturally varying heart rate can be simulated and discussed the sensitivity to the initial conditions. In the example of the stenotic carotid bifurcation, we simulated flow and pressure variations due to naturally varying heart rate in the presence of a stenosis. In case of time varying inflow, the influence of the stenosis was studied: it created large flow and pressure variations in the two branches, suggesting an amplification of the natural time variability of the inflow. We showed that when the inflow is periodic, there is for these parameters very little aperiodicity in the solution. In the example of an aperiodic input flow in the complex multi-branched geometry of a patient-specific Glenn model, we demonstrated that flow and pressure variations due to naturally varying respiration and cardiac rhythms can be simulated. This implies that if time-varying patient data is available, there is no need to construct a model to synchronize respiratory and cardiac
rhythms as we previously described (Marsden et al. 2007). In the discussion section, we showed that boundary conditions that make no assumption of periodicity of pressure and flow exhibit different numerical solutions than those assuming periodicity of the solution. We thus postulate that they are more appropriate boundary conditions, especially if the aperiodicity is large.

Despite the aforementioned limitations, the numerical simulations presented in this paper illustrate the ability of the described methodology to model important transient phenomena such as heart-rate variability, respiratory and cardiac asynchronous variations, and non-periodic phenomena due to complex geometries and flows. The present approach can be used to incorporate sophisticated lumped parameter models describing time-varying phenomena such as cardiac perfusion (Spaan et al. 2000), autonomic regulatory mechanism (Ursino and Magosso 2003), the baroreflex control linked to blood pressure and heart rate variability (Olufsen et al. 2002, Olufsen et al. 2005, Olufsen et al. 2006, TenVoorde and Kingma 2000), effects of hypoxia (Ursino and Magosso 2001), respiration, exercise and their combinations (Magosso and Ursino 2002, Magosso et al. 2005). Moreover, this approach can be applied to other flow problems where pressure is particularly important, such as respiratory airflow in the lungs which is strongly coupled to the parenchyma and the diaphragm movement (Grandmont et al. 2005).
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8 Figure captions

![Figure 1: Windkessel electric analog.](image)
Figure 2: Frequency content of flow and pressure at the outlet of the deformable carotid model with a fully transient RCR boundary condition. Each modulus has been normalized by its zero Hz frequency value (first frequency on the graph).

Figure 3: Impedance for the fully transient RCR boundary condition: comparison between theoretical and simulated values ($P(\omega)$ divided by $Q(\omega)$ for the last cycle of the simulation, $\omega$ being the frequency).
Figure 4: Convergence to periodicity of pressure for pulsatile flow in a deformable tube with prescribed inflow and fully transient RCR outlet boundary condition.

Figure 5: Ultrasound velocity measurement of a young normal female patient, showing the natural variability from one cardiac cycle to the next. The red curve indicates the mean velocity and the green curve the simultaneous ECG tracing that marks the timing of the different heart beats. The upper part shows the Doppler signal in a longitudinal cut of the carotid, indicating forward flow along and across the artery (see the color bar for the indication of the velocity value and direction).
Figure 6: Non-periodic flow and pressure waveforms at the outlet of the carotid model, resulting from a pulsatile simulation over seven cardiac cycles with measured inlet flow and the fully transient RCR boundary condition.

Figure 7: Comparison of the solution when starting from two different cycles, showing convergence to the same solution after a few cardiac cycles.
Figure 8: Model parameters for the carotid bifurcation. Patient-specific geometry on the left. Inlet flow wave form and RCR outlet parameters on the right.

| outlet parameters         | internal carotid | external carotid |
|---------------------------|------------------|------------------|
| $R$ (dyn·s/cm$^5$)        | 2.35E+03         | 5.49E+03         |
| $R_d$ (dyn·s/cm$^6$)      | 2.56E+04         | 5.97E+04         |
| $C$ (cm$^5$/dyn)          | 2.23E-05         | 9.54E-06         |

Figure 9: Velocity magnitude on a cut of the carotid bifurcation at time 3.6 s. Note the complex flow patterns, especially downstream of the stenosis.
Figure 10: Mean pressure and flow over seven cardiac cycles at the outlet of the internal and external carotid artery branches.
Figure 11: Mean pressure difference ($P(t+T) - P(t)$) and flow difference ($Q(t+T)-Q(t)$) as a function of time at the two outlets when a periodic inflow of period $T$ is imposed. Negligible differences due to the non-periodicity generated by the stenosis can be seen.
Figure 12: Geometric model (in red) reconstructed from and superposed on the magnetic resonance angiography (MRA) data of a Glenn patient. The arrow indicates the SVC inflow; all the other arteries are outlets.

Figure 13: Velocity (in red) measured with echo-Doppler ultrasound in the SVC of a 3 year old Glenn patient showing cardiac and respiratory variations. The turquoise curve indicates the simultaneous ECG tracing that marks the timing of the different heart beats.
Figure 14: Pressure (P), streamline velocity magnitude (V) and wall shear stress (WSS) shown in diastole for the Glenn model. Realistic pressure magnitude and complex flow and wall shear stress patterns were obtained.

Figure 15: SVC pressure averaged over the cross-sectional area and prescribed inflow shown over approximately two respiratory cycles. Superimposed to the plots is the ECG tracing corresponding to the inflow measurement (Figure 13). The average (estimated from the ultrasound data) cardiac period and respiratory period were 0.5 s (time marks on the time axis) and 1.5 s respectively. Flow and pressure follow both the cardiac and respiratory rhythms. They are asynchronous due to the capacitance of the pulmonary vasculature.
Figure 16: Comparison of simulated pressure over time with the measure by a pressure catheter in the SVC.

Figure 17: Comparison of pressure (averaged over the outlet boundary) for the periodic RCR boundary condition and the fully transient RCR boundary condition in the simple carotid example (as in section 3.2).

Figure 18: Comparison of flow and average pressure at the outlet boundary for the periodic RCR boundary condition and the fully transient RCR boundary condition in a carotid bifurcation with a stenosis in the internal side. Left plot: internal carotid. Right plot: external carotid.
Figure 19: Comparison of velocity magnitude of a cut through the domain (left) and of pressure at the wall (right) at time 3.6 s between the periodic and fully transient RCR boundary condition simulations. The velocity contours exhibit small differences between the two boundary conditions throughout the domain. The pressure maps are significantly different between the two boundary conditions.