Research Article
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1. Introduction

The accurate incidence and prevalence of unruptured non-aortic aneurysms of 3 mm or less in diameter is controversially discussed. The likelihood of detection is increasing with improved imaging techniques [1, 2]. Among the risk factors are age, hypertension, and the habit of cigarette smoking [3]. Size and perhaps geometry of the aneurysm contribute to the risk of rupture which may be less than 5% per year [4]. A rupture of an intracranial aneurysm can cause devastating subarachnoid hemorrhage with high morbidity and mortality [5]. For the treatment of unruptured aneurysms, there is a selection of endovascular and surgery-based treatment modalities, for which the risks and rates of complication have been described elsewhere [3]. Hemorrhage as a consequence of ruptured intracranial aneurysms can be prevented by means of minimally invasive therapy, endoluminal stenting.

In the last few years, endovascular treatment of intracranial aneurysms has become a possible minimal invasive alternative to neurosurgical therapy which was until then unequalled. The aneurysm is treated with electrolytically detachable coils, the use of which is limited for wide-necked aneurysms. It is often impossible to coil an aneurysm after stent placement, so the treatment of the aneurysm with a covered or small-cell-designed stent that would permit an immediate occlusion is preferable. Quantitative approaches however, applied to learn more about how specific design features of endovascular stents such as porosity [6], struts [7], and mesh design [8] affect intra-aneurysmal hemodynamic, have mainly provided inconsistent results [9].
some cases, stenting alone has been suggested to promote thrombogenic conditions such as reduced flow activity and prolonged stasis, and thereby occlude aneurysms simply by thrombosis.

But the selection of the preferred therapy is still controversially discussed. In this regard novel therapies such as flow dividers may also be considered [10]. For this reason blood flow simulations in the context of aneurysms of elastotypic and/or mixtotype arteries have been proposed by various workgroups [11–13] and in different studies, for example, the ISAT study (International Subarachnoid Aneurysm Trial [14]). The Aneurist Project (http://www.aneurist.org/; as of april 1st, 2013), funded by the European Commission, is among the most renowned approaches. Their results [15, 16] state that a single simulation takes about 10 to 24 hours to complete. This does not involve testing different stent models, different placements, and varying orientations of the stent in the vessel. Such timing, however, is not helpful in a clinical setting. Computer-simulation-based therapy appears to be gaining acceptance in healthcare as several technical problems can be solved and facts be learnt without animal experimentation or by working with actual patients. The speed with which considerable quantities of simulations can be performed may reduce the number of animal experiments and identify new issues to be covered.

The present study has therefore been conducted to present a novel idea in combining the following different mathematical methods to quickly explore some of the above parameters: finite element techniques and lattice Boltzmann methods.

Finite element techniques represent the ubiquitous numerical method in structure and fluid mechanics. With its thorough theoretical background, error analysis for validation of simulation results can be achieved. Newer techniques such as lattice Boltzmann methods (LBM) provide no easy way to perform error analysis but may have advantages in different areas, for example, fast execution times. These fast execution times can be provided by using new programming paradigms for massively parallel processors such as graphics processing units (GPUs) available in most medical workstations. In order to explore giant parameter spaces, a combination of these methods may fuse the robustness of finite element results with the fast execution times of the other method.

LBM is a popular mesoscopic method in computational fluid dynamics. It has been applied to a number of interesting flow problems including multiphase and multicomponent fluid flows [17–19]. A relatively simple single-phase, single-component flow represents a good candidate for parameter exploring as it has been shown in the literature that the LBM approximates the time-dependent Navier-Stokes equations under certain circumstances [20]. The monographs [21, 22] are well-known starting points for further information; a GPU-specific discussion of LBM in the context of blood flow can be found in [23]. LBM models can be easily parallelized and therefore can be used to interactively explore different flow scenarios. The idea is that once an interesting set of boundary conditions and stent designs can be identified, highly accurate and highly detailed but much slower finite element simulations can be substituted and provide a more in-depth look.

The paper is organized as follows. Section 2 introduces the simulation domains, the different numerical methods for simulation of blood flow and presents the concepts of finite element methods (Section 2.2) and lattice Boltzmann methods (Section 2.3). Following, Section 3 shows exemplary results that are obtainable using the presented methods for simulation and Section 4 concludes with some remarks on the current state and the further development.

## 2. Simulation of Blood Flow

For evaluation and comparison purposes a set of basic conditions, that all simulation models have to comply with, is defined. These conditions have to be simple enough to allow the use of simplifying simulation models for faster access to initial simulation results, yet complex enough to model most aspects required for simulation of blood flow. Consequently, our finite element and lattice Boltzmann models consist of an incompressible or weakly compressible fluid modelling and a suitable viscosity model. In addition no slip boundary conditions and a maximum inflow velocity magnitude of 50 mm/s with a parabolic shape that is suitable for a small artery with a diameter of 3 mm are applied [24].

### 2.1. Datasets

For the purpose of comparing the different simulation models to each other an appropriate testing environment is needed. In addition to the meshes generated directly from MRI datasets, which sometimes suffer from irregularities and which are by concept limited to one stage in the formation process of an aneurysm, a synthetic model of a so-called true arterial aneurysm (syn.: Aneurysma verum), arbitrarily assumed to be similar to the terminal-type C morphology of unruptured aneurysms [25], was designed based on available MRI data and medical expert knowledge. Additionally, two hypothetical stages of aneurysm growth for the synthetic model are included in this study. The synthetic mesh facilitates the analysis of our physical modelling by providing well-structured 2D grids (cf. Figure 1(a)), level set volumes (cf. [26, 27]) and 3D meshes (cf. Figure 1(b)) for all required simulation domains.

### 2.2. Finite Element Method

The solver used to perform the 2D calculations in this work is based on the ALE formulation of the Navier-Stokes equations; however to perform the 3D calculations it is modified in some important aspects. Instead of using an ALE formulation of the Navier-Stokes equations, an Eulerian approach is implemented. This approach is based on the incompressible Navier-Stokes equations, so the motion of an incompressible fluid at time $t$ is governed by

$$\rho \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) - \nabla \cdot \sigma = 0, \quad \nabla \cdot u = 0 \quad \forall t \in (0, T), \tag{1}\label{incompressible}$$

where $\sigma$ is the stress tensor of the fluid phase:

$$\sigma = -\rho I + \mu \left[ \nabla u + \left( \nabla u \right)^T \right]. \tag{2}\label{stress}$$
We denote the identity tensor by $I$, the fluid density by $\rho$, the viscosity by $\mu$, the pressure by $p$, and by $u$ we refer to the fluid velocity. Space discretisation in 2D and 3D is then done by the FEM using the LBB stable conforming biquadratic, discontinuous linear $Q_2/P_1$ element pair. In time the equations are discretised using the Crank-Nicolson time-stepping scheme. The resulting system is then solved using a standard geometric multigrid solver in 2D [28, 29] and a parallel Newton-multigrid solver in 3D [30].

### 2.3. Lattice Boltzmann Method.

In the last section, fluid behaviour is described by time-varying macroscopic fields. A microscopic point of view tracks the motion of each atom or molecule. The LBM takes a mesoscopic approach from statistical physics. Here, the (macroscopic) density $\rho$ of a fluid is represented by multiple particle distribution functions (PDF) which represent fluid particles that move in the same direction. In the LBM, the directions are discretised onto a regular three-dimensional lattice. Each direction $e_i$ linking a grid node with its neighbours corresponds to a PDF $f_i$. The direction $e_0$ is the zero vector which represents particles at rest. The discretisation in this case in three dimensions is commonly referred to as $D3Q19$ and consists of 19 directions, that is, $i = 0, \ldots, 18$. In two dimensions a $D2Q9$ model with 9 discrete directions is used (details omitted, cf. [21]). The evolution of the PDFs at each lattice node with regard to collisions between fluid particles is described by (3) (see [22]). It holds

\[
    f_i \left( x + e_i, t + 1 \right) - f_i \left( x, t \right) = - \frac{f_i \left( x, t \right) - f_i^{eq} \left( x, t \right)}{\tau}, \quad i = 0, 1, \ldots, 18,
\]
in which
\[ f_{i}^{eq} = w_i \rho \left( 1 + 3 \mathbf{e}_i \cdot \mathbf{u} + \frac{9}{2} (\mathbf{e}_i \cdot \mathbf{u})^2 - \frac{3}{2} \mathbf{u} \cdot \mathbf{u} \right) \] (4)
are the 19 equilibrium distribution functions and \( w_i \) are weighting factors for the \( DxQy \) model. The evolution of the directional densities can be understood as a relaxation towards local equilibrium which is a function of the local density \( \rho \), the current velocity \( \mathbf{u} \), and the relaxation time \( \tau \) which is connected to the liquid viscosity \( \nu = (1/3)(\tau - 1/2) \).

The equilibrium distribution functions \( f_{i}^{eq} \) have the property to conserve mass as can be seen from (5). The density
\[ \rho (x) = \sum_{i=0}^{18} f_i (x) \] (5)
at a lattice node is the sum of the PDFs in every direction. The current velocity
\[ \mathbf{u} (x) = \frac{1}{\rho} \sum_{i=0}^{18} f_i (x) \cdot \mathbf{e}_i \] (6)
is also computed from the PDFs.

Solid boundaries can relatively easily be incorporated by swapping opposite PDFs at solid nodes. This technique known as bounce-back is one way of simulating the no-slip condition at solid boundaries. In the simulation of blood flow using LBM this bounce-back is used at the blood vessel boundaries and the stents. The structures themselves are defined by multiple-level sets [26]. A steady blood flow through the vessel is initiated by introducing pressure or velocity boundaries at the ends of the vessel. Here, velocity Dirichlet conditions at the inflow and velocity Neumann conditions at the outflow are applied; see [31] for further details. The compressibility error depends on the Mach number. With a Mach number \( M \ll 1 \), the method is incompressible. It has been shown in the above literature that the lattice Boltzmann method approximates the time-dependent isothermal and incompressible Navier-Stokes equations under this circumstance. So in theory, the above finite element ansatz and the LBM should yield comparable results.

3. Results

Based on available real geometry data of blood vessels featuring an aneurysm and our synthetic aneurysm models, some basic simulations are performed to compare the simulation
**Figure 4:** Visualization of a 2D cut through the middle of the 3D velocity field in an aneurysm-bearing artery: (a) LBM, (b) FEM.

**Figure 5:** Medium-sized aneurysm: stationary stream profiles of the 2D simulations (a) in front of, (b) at and (c) after the aneurysm neck. The numbered sampling points are displayed on the $x$-axis. For (a), (c) the length of the cutline is 3 mm, for (b) 5 mm.
methods. For FEM, the 2D quad meshes consist of 4,208–4,244 elements with ≈81,000 degrees of freedom and the level 1/2 3D hexahedral mesh consists of 26,177/173,600 elements with ≈2.1/14 Mio unknowns. Lattice sizes for LBM are 272 × 384 in 2D and 188 × 88 × 212 in 3D, respectively, that is, ≈3.44 Mio active D3Q19 cells with ≈65.2 Mio PDFs. The simulations are parameterized for a channel width of 3 mm, a parabolic velocity profile with a maximum velocity of 50 mm/s, a density of 1060 kg/m³, and a dynamic viscosity of 0.004 kg/ms. The resulting Reynolds number is 19.88.

To analyse aneurysm growth and its influence on the flow fields, we perform some basic tests using the two stages of our synthetic aneurysm model from Figure 1. In Figure 1(c) a streamline view of the 3D case is shown. The velocity fields obtained with the FEM and LBM models are shown color-coded in Figures 2, 3, and 4. Comparisons of three cutlines in 2D and the midline of three cut-planes in 3D (same location as in 2D) can be found in Figure 5 (2D FEM and LBM medium-sized aneurysm), Figure 6 (2D FEM and LBM larger aneurysm), Figure 7 (2D FEM and LBM large with stent), and Figure 8 (3D FEM and LBM medium aneurysm). The cutlines/planes are located in the vessel before the aneurysm neck ("pre"), at the aneurysm neck at a 45 degree angle to the curvature of the vessel ("mid"), and after the aneurysm neck ("post"). The results of all unstented simulation models share a (deformed) parabolic velocity profile throughout the blood vessel, a drop in velocity magnitude near the opening of the aneurysm, a widening of the parabolic profile, and a significant velocity magnitude at the aneurysm neck. The larger the aneurysm the higher the drop in magnitude in the vessel at the neck. Comparing the results inside the vessel with those inside the aneurysm, no such high velocity magnitudes do occur. On average the velocity magnitude is only ≈1 mm/s whereas at the aneurysm neck the velocity is ≈14–20 mm/s depending on the model used. The differences in velocity magnitude of the different numerical methods are low.

A comparison of the stented vessel with its nonstented counterpart can be found in Figures 2(c), 3(c), 6, and 7.
Figure 7: Stented larger-sized aneurysm: stationary stream profiles of the 2D simulations (a) in front of, (b) at, and (c) after the aneurysm neck. The numbered sampling points are displayed on the x-axis. For (a), (c) the length of the cutline is 3 mm, for (b) 6 mm.

It can be seen that much of the inflow at the aneurysm neck is effectively disabled by the stent. The average velocity inside the aneurysm drops from \( \approx 1 \text{mm/s} \) in the nonstented case to \( \approx 0.75 \text{mm/s} \). The flow behaviour of all simulations is nearly identical. The fluid streams from the vessel into the aneurysm lumen through the first three stent gaps and leaves the aneurysm sack through the fourth gap. The velocity magnitude drops from \( \approx 14 \text{mm/s} \) in the nonstented case to \( \approx 5 \text{mm/s} \) in the stented case at the neck.

Regarding the initial goal of fast exploration of the parameter space running times are listed here. For 2D LBM and the shown data sets, we recorded approximately 1900 LBM iterations per second on a NVIDIA 560Ti GTX and approximately 2600 iterations per second on a NVIDIA 680GTX graphics card while 1s equals 16667 LBM time steps. In 3D and with 3.44 Mio cells, we record 71.8 and 118.3 iterations per second with the two graphics cards. With instantaneous volume visualization of the velocity field, these numbers drop to 58.2 and 88.3 iterations per second. A simulation of a cardiac cycle with a duration of 1s equals 11667 3D LBM iterations in this parametrization. It can be simulated in under 2 min. Compared to 11 hours for 1s with 2500 time steps on 32 processors for the 3D FEM, exploration of multiple scenarios seems possible. Note that using adaptive time step sizes for FEM can reduce the execution times to 50% or less of the aforementioned value for the test case under consideration.

4. Discussion

The presented results show that the mathematical construction of patient-specific anatomy is both feasible and applicable to realistic test cases. Various practical issues have to be considered in order to establish a tailor-made aneurysm therapy based on mathematical modelling to implement personalized stenting for individual patients based on clinical and radiological findings.
In this comparative analysis of different methods, the FEM approach is the most expressive model at the moment. Because of its high complexity, the computation time is comparably slow and is usually a matter of hours or even days. But it is possible to resolve the fine-scale features of the flow by increasing mesh resolution or by local mesh adaptation. It seems reasonable to use an additional simulation method with very comparable results but with specific advantages for interactive parameter exploring. A comparison of both methods using the configuration described in Section 3 is provided in Table 1. Interesting flow constellations can be further analysed by the FEM after this initial exploration.

Due to the inherent parallelism of the LBM, where computation in each lattice node is only dependent on a local neighbourhood, the algorithm can be performed on highly parallel computing architectures such as graphics processors. This approach has been taken in the reference implementation which uses OpenCL (Open Computing Language) for computation. In the test case described in this work a parallel FEM implementation on 32 cores is outperformed by a factor of 100–400 with recent NVIDIA Kepler GPU architectures and very well-comparable results. The interactive frame rates of parallel LBM simulations can provide key simulation constellations that can be investigated further with complex time-dependent non-Newtonian fluid structure interaction models. The influence of far-reaching and concentrated inflow jets on the integrity of the aneurysm sack has not been conclusively determined although some results and investigations exist [16].

On the basis of this introductory study it can be concluded that the time-dependent flow characteristics have to be analysed as well as the stationary results. Besides the above mentioned technical aspects, an optimal flow diverting stent geometry has to be found for the cardiac cycle because in the stationary case even the most basic stent is able to do its job after some time steps. Comparing the results of the
rather simple stent model provides no clear tendency for the influences of the inflow jets other than lower average velocities inside the aneurysm.

But these results indicate already that a multidisciplinary approach to the development of individualized aneurysm therapy is feasible and should be applied in the early development stages of novel stenting devices. Both of the approaches evaluated in the present publication encourage increasing use of numerical simulation in the development process of novel stenting devices. Especially considering that future mathematical models may allow for more features of the blood flow to be evaluated (e.g., thrombosis), such models are a part of future research activities.

In the stented case, substantial indications have been given for areas of zero velocity and without rotational behaviour in the periphery. An additional thrombosis model could be implemented to analyse thrombus growth in these regions.

The developed methods have to be refined in such a way that they provide the necessary resolution and respective pulsatory behaviour, so they are able to interact with boundary geometry and are able to model growth as well as modify other relevant parameters such as thrombosis parameters in order to automatically determine a stent geometry that is best for a specific situation. Tools for 2D/3D blood flow visualization are not only useful to showcase results of numerical computations but also to offer great help to doctors and medical professionals in the treatment of the corresponding health problems as these tools provide new information that is not accessible using traditional tools. The future research activities of this research group focus on the analysis and development of patient-specific stent geometries or to alternatively provide a software-assisted stent geometry recommendation from a set of clinically available stents.
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