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\begin{abstract}

The use of machine learning in medical and assistive applications is receiving significant attention thanks to the unique potential it offers to solve complex healthcare problems for which no other solutions had been found. Particularly promising in this field is the combination of machine learning with novel wearable devices. Machine learning models, however, suffer from being computationally demanding, which typically has resulted on the acquired data having to be transmitted to remote cloud servers for inference. This is not ideal from the system’s requirements point of view. Recently, efforts to replace the cloud servers with an alternative inference device closer to the sensing platform, has given rise to a new area of research Tiny Machine Learning (TinyML). In this work, we investigate the different challenges and specifications trade-offs associated to existing hardware options, as well as recently developed software tools, when trying to use microcontroller units (MCUs) as inference devices for health and care applications. The paper also reviews existing wearable systems incorporating MCUs for monitoring, and management, in the context of different health and care intended uses. Overall, this work addresses the gap in literature targeting the use of MCUs as edge inference devices for healthcare wearables. Thus, can be used as a kick-start for embedding machine learning models on MCUs, focusing on healthcare wearables.
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\section{Introduction}

Wearable devices have witnessed a notable increase in their use the past years. Recent statistics show the worldwide shipment of wearable units reached 533.6 million in 2021, a 20\% growth from previous year [1]. These devices include smart watches, fitness trackers, hearables, and others. This users’ interest in wearables trend together with advances in machine learning have led to researchers starting to look into combining the benefits of the two- i.e., usability and high ability to extract information of interest- within the context of health and care applications.

Designing wearable devices for these applications, however, is not a straightforward process. As technological advances provide advantages, they also present different challenges along the way. These challenges are summarized in Fig. 1. Although there is an evident increase in the use of wearables, this reflects the acceptance of only part of the population which voluntarily uses them. But, when wearables are intended to be used for monitoring health status and providing care and assistance, users might not show the same enthusiasm, especially the elderly or disabled. Therefore, user acceptability is a major challenge that must be taken into account.
account during the system design. Devices should, for example, be compact, easy to use, comfortable to wear and have minimum maintenance [2]. Moreover, continuous long-term use of wearable devices can result in large amounts of data. This data will need to be transmitted, stored, and processed. All of this comes with its own set of constraints, in terms for example of data storage, and power consumption.

Another practical aspect to take into account in the design of a wearable device is that this will be collecting physiological data, and, in some cases, this might be linked to also personal identifiable information. This data might need to be transmitted for processing and/or storage, which can make it susceptible to security attacks during transmission and, in some cases, it might pose a threat to the user’s privacy if the information extracted can somehow be linked to personal information. Hence, securing the user’s private information, via for example encryption, differential privacy, and others, is one of the challenges that require careful attention in the system design [3].

Power consumption is another important challenge that needs to be taken into consideration during the design process since power will have a knock down effect on aspects that can, not only impact performance, but also acceptability. Power consumption cannot be looked up in isolation, and neither can the many different design factors that will have an effect on it. These range from the different components of the system to the chosen algorithm and its distribution in different system’s parts, or the decisions on data management/transmission/storage. None of these should be optimized individually, since in the context of severely constrained wearables, optimization in one aspect is most likely going to lead to critical usability bottlenecks. When translating this to usability, the challenge is to implement a system with an overall power consumption that leads to an acceptable form factor and reducing the charging cycles to a point that this will not have a significant effect on users’ adherence, where the meaning of significant is determined by the specific intended use.

Lastly, an additional challenge in the design of ML based healthcare wearables is the choice of ML algorithm and its actual physical implementation. The algorithm will handle the collected big data, dictate the system’s performance (which in the context of healthcare will be linked to both safety and intended use), and its implementation location will have an effect in all the above-mentioned challenges: power consumption, privacy and security, and indirectly usability. Therefore, a closer look on the application of machine learning algorithms in healthcare, and its integration in wearable devices is a must.

A. MACHINE LEARNING IN HEALTHCARE

The application of machine learning algorithms in various medical scenarios is a relatively new, but exponentially growing, field of research. Machine learning (ML), including deep learning (DL), algorithms have the ability to handle and interpret large amount of data, identifying patterns and trends not usually noticeable by physicians. This has been demonstrated in a variety of medical areas; namely, oncology [4], [5], [6], [7], [8], pulmonology [9], [10], [11], cardiovascular diseases [12], [13], [14], [15], neurology [16], [17], [18], orthopaedics [19], [20], histopathology [21], [22], and others. Different types of medical data that have been successfully used in the context of ML for healthcare applications include [23]: (1) medical images, such as X-rays, MRI, CT scans; (2) physiological signals, such as electrocardiogram (ECG), electroencephalogram (EEG), electromyography (EMG), and Photoplethysmogram (PPG); (3) omics data such as genomics, transcriptomics, and others [24]; and (4) electronic health records. These various medical data are used in healthcare applications including diagnosis, prognosis, monitoring of disease and physical fitness, as well as in body-machine interfaces for ambient assisted living and patient rehabilitation.

The incorporation of machine learning (ML) into healthcare applications has given rise to three different architectural levels of algorithm computation: cloud, fog, and edge [25].
This is shown in Fig. 2. The data collected from different wearable sensors are sent for processing at one of the three computational levels. First, computation at the cloud level depends on cloud services. This is generally needed as a result of high computational and data storage demands. Sending the data to remote servers, although advantageous in many aspects, also poses some potential drawbacks, such as the need of network connectivity, privacy and security increased risks, and, sometimes, power consumption limiting usability. Fog computation, similarly, to cloud computation, requires sending medical data for processing. However, the server is a local one, such as a PC on the local network. Edge computing, of ML algorithms, on the other hand, performs computation close to the sensor level using the collected data. This eliminates the need for transmission of raw data, increasing privacy and security, and allowing interpretability directly in the device’s front end [26]. But it is restricted by the edge device computational capability. Ultimately, the choice of architecture depends on the application, device at hand, and the overall system features and specifications. In order to utilize the advantages of edge computation, several research works addressed the implementation of machine learning algorithms on edge, using different edge devices, algorithms, and deployment tools, aiming to achieve as close as possible performance to what would be obtained with the algorithms running on a PC. This has been referred to as edge inference, Edge ML, and TinyML in the case of using microcontrollers [27].

Different hardware options are available for Edge ML implementation, namely graphic processing units (GPUs), field programmable gate arrays (FPGAs), application specific integrated circuits (ASICs), and microcontroller units (MCUs) [28], [29], [30], [31], [32]. GPUs provide high computational ability by utilizing parallel processing. This enables fast inference but at the expense of high-power consumption [30]. FPGAs consume less power and can fit ML algorithms with an acceptable performance and programmability on hardware, but are less area and energy efficient than ASICs [33] (and this, in turn can affect the size of the overall healthcare device). ASICs, however, have huge development costs, which are not always affordable when taking into account the commercial route to market of the devices. MCUs, on the other hand, although also requiring higher power consumption than ASICs, can be more area and cost efficient than FPGAs. In addition, they are also easier to reprogram requiring embedded C rather than specialist knowledge in VHDL; this allowing for quick updates. The performance of ML algorithms on MCUs is dependent on multiple variables, related to both the MCUs specification, and the specific application. In general, weighting the pros and cons of the hardware options, MCUs are the most appealing option for use in wearable devices, because of their low power consumption, latency, size, flexibility, and cost. Therefore, this review explores the use of MCUs as edge device for inferences in wearable devices for healthcare applications.

An example design for a future health and care wearable device using TinyML technology is presented in Fig. 3. Data collected from wearable sensors and related public datasets are used for building the ML model. The process of building the ML model follows the conventional process requiring pre-processing, data splitting for training followed by evaluation of the chosen model. Development of the model is then achieved through error calculations on validation set and changing of hyperparameters as needed. Once a final optimum model is reached, the actual work related to TinyML begins. The model is optimized through different compression techniques, and then converted to an MCU compatible format. The process of model optimization through different
software tools and frameworks is later covered within the paper. Once the model is converted, it is deployed on the microcontroller for inference using direct data from the wearable sensor to output the inference result.

**B. RESEARCH GAP AND PAPER CONTRIBUTION**

A gap was identified within the literature in relation to the use of TinyML technology in healthcare systems. Although there have been other reviews targeting in one way or another the use of ML/DL algorithms, a number of those reviews focused on the specific application of these algorithms categorizing their use based on: type of medical data used [23], medical application [34], [35], diagnosis from medical images [36], and from the privacy and security point of view [37]. Other reviews targeted the edge implementation of ML/DL algorithms reviewing the different edge hardware [26], [28], [29], [32], [33]. Some focused on a specific platform such as FPGAs [28], [38], or ASICs [28], while others focused on the application [39], [40]. However, even within the reviews of Edge ML in biomedical applications, the use of MCUs as the edge device was hardly addressed, and the focus was instead on FPGAs, ASICs, mobile phones, or microprocessors such as the Raspberry Pi. As for reviews targeting MCU implementations, they provided a general overview of the TinyML field without a specific application [41]. To the author’s knowledge, there has not been any work discussing the full pipeline for TinyML technology applied on wearable health and care devices, despite the fact that TinyML does indeed provide several advantages over cloud or fog computing which could be capitalized on, depending on the specific application. This work addresses this gap.

This work fills the gap found in literature in terms of review and analysis of the use of TinyML in wearable healthcare systems, covering also the existing tools needed for implementation of TinyML based systems, both hardware and software. This includes the different types of MCUs used thus far analyzing their different specifications and design limitations; and the software tools and frameworks used in optimization and deployment of ML model on MCU, also analyzing their use and compatibility with specific hardware. The paper also covers how these hardware and software tools have been used in the design of the reported healthcare aimed TinyML systems. Overall, this work can serve as a guide for researchers and system designers when trying to make system architecture decisions in the initial phases of the design process.

**C. RESEARCH METHODOLOGY AND PAPER ORGANIZATION**

Peer-reviewed articles written in English reporting TinyML wearable systems for healthcare applications were included in this review. The articles were searched for using Google Scholar and IEEEExplore. Further articles and data repositories were obtained from the citations of found articles. Search terms used included: edge machine learning, embedded machine learning, TinyML, inference on microcontroller, machine learning on microcontrollers combined with health and care (healthcare) applications, wearable devices/systems. 1240 records were found in this search. Article titles and abstracts were used for initial screening to identify articles presenting health and care systems with embedded ML algorithms. This led to the exclusion of 1207 records. Selected articles (33 studies) were further screened based on eligibility criteria: articles with missing information related to on-board performance metrics, algorithm training and deployment, not using MCUs, and are non-wearable systems were excluded. This resulted in further exclusion of 16 studies. The remaining 17 studies were included in the review.

Data extraction was undertaken on eligible articles using a customized data extraction form. Information related to the system application, components, sensor placement, dataset used for training, ML algorithm and architecture, software tools for deployment, choice of MCU, and performance achieved for each TinyML system was extracted; together with performance metrics focusing on memory usage, time per inference, and power per inference.
The rest of the paper is organized as follows. Section II will cover features and specifications of the most commonly used MCUs in healthcare devices for on-device inference. Then, software tools including frameworks and libraries used in deployment of ML algorithms onto MCU are discussed in section III. The various wearable systems using on-device inference are reviewed afterwards in section IV. Finally, a discussion of the reviewed MCU options, software tools, and their application in the implementation of TinyML healthcare wearable devices is presented in section V followed by concluding remarks in section VI.

II. MICROCONTROLLERS AS EDGE INFEERENCE DEVICE

Although using MCUs for inference in the context of wearable healthcare devices has clear advantages, there are also important hardware limitations that need to be considered during design and deployment of ML algorithms. Those limitations are linked to the specification of the MCU. Hence, aspects that need to be considered when choosing the latter include the type of processor, available memory (both RAM and flash), speed, power, and size.

The type of processor used in a chosen MCU determines the performance of the board to a certain level. Its architecture and bus width relay information about how instructions for certain functions are executed and the number of cycles required. A 32-bit processor can handle more data in comparison to an 8-bit processor at any specific time, thus requiring fewer number of instruction cycles. As for the instruction set architecture (ISA) of the processor, within the reviewed papers, three main ISAs were utilized in the chosen MCU boards, namely: Advanced RISC Machine (ARM), Advanced Virtual RISC (AVR), and RISC-V. The three architectures are somewhat similar, being based on a reduced instruction set computer (RISC) architecture. The major difference to highlight is that both AVR and ARM (commonly used) are license-based architectures, requiring membership from vendors for hardware incorporation into their designed SoC. While RISC-V- a fairly new ISA- is an open-source instruction set that provides designers freedom and flexibility of use; this leading to an increasing level of interest from the research community [42]. However, due to its recent emergence it is still under development which results in few commercially available hardware implementations using it. Two RISC-V based MCUs, Mr.Wolf (research SoC) [43], and GAP8 (commercially available by GreenWaves) [44] have been used for TinyML devices to achieve low power consumption [45], [46], [47]. The choice of ISA alone does not dictate the overall performance of the processor, as the hardware integration/architecture and available peripherals play important role too. Therefore, MCUs with similar core processor ISA can still perform differently and other characteristics of the MCU should be investigated before a decision.

Another key aspect when choosing a microcontroller for wearable devices is the power consumption since this plays a vital role in usability (linked to both size and device maintenance). This on its turn is linked to minimum accuracy of inference required by the application, as it is going to be one of the factors determining the information loss that can be afforded when transferring ML algorithms from high computational servers to the edge. The latter is also going to be affected by the memory constraints of the chosen MCU. The available memory in an MCU both Flash and RAM generates further constraints on the size and architecture of the deployed ML models. There should be enough storage for both collected data and ML model parameters (weights and activation functions), as well as enough RAM to process data and run inference. Speed of the processor is also a factor to take into account, which can be crucial in the context of certain applications since it will determine how fast an inference and corresponding decision can be made. And the size is also important because wearable devices are heavily volume and area constrained. Overall, considering the limitations of MCUs, it is important in the design process to carefully establish the acceptable performance trade-offs as a function of all these different variables, taking into account the device intended use. Table 1 summarizes the specifications of the different ARM and AVR MCUs that have been used in the context of wearable healthcare devices, including type of processor, its speed, available memory Flash and RAM, as well as operating voltage range with current consumption when MCU is in run mode.

From the table, it can be seen how ARM is the most dominant provider for various Vendors, including STMicroelectronics [48], [49], [50], [51], [52], and Nordic Semiconductors [53], [54]. ARM provides low power Cortex-M processors suitable for use in embedding neural network architectures for on-device inference [57]. Within the different Cortex-M processors, Cortex-M4, and Cortex-M4F
(a version with an addition of floating-point unit (FPU)) are mostly used in the realization of edge inference systems having been the core of a number of reported wearable medical systems [45], [58], [59], [60]. Another Cortex-M processor that has also been used is the Cortex-M7(F), which provides higher performance capabilities at cost of power consumption when compared to Cortex-M4(F) processors. As for the AVR processors (ATmega) with 8-bit bus width by Microchip [61], they are mostly incorporated in Arduino boards and Tiny circuits.

In regard to the RISC-V microcontrollers, the GAP8 by GreenWaves Technology [44] and Mr. Wolf [43] were used in TinyML healthcare applications. They are both based on the parallel ultra-low power platform (PULP) [62], which is an open-source platform utilizing the open-source instructions of RISC-V. The architecture is a bit different from that of ARM and AVR. It has two set of cores to achieve fast processing with ultra-low power. The first is a fabric controller (FC) operating as a normal MCU for control, security and communication functions. The second is a compute cluster of 8 32-bit RISC-V cores for parallel operation and computationally intensive operation providing speedup of operation. GAP8 and Mr. Wolf share similar PULP design architectures with few differences. GAP8 is based on TSMC 55nm technology, while Mr.Wolf on TSMC 40nm technology. The maximum clock frequency provided by GAP8 is 250 MHz while Mr.Wolf is 450 MHz. Moreover, GAP8 does not support floating point operation as Mr. Wolf does. GAP8 integrates a CNN accelerator, the Hardware Convolution Engine (HWCE) in the cluster core for running CNN algorithms. As for the memory, the PULP architecture provides three levels: L1, L2, and L3 which is an optional external memory. L2 provides 512 KB of memory arranged in multi-banks that are accessible by all processors. While L1 has a smaller capacity of 80 KB for GAP8 and 64 KB for Mr.Wolf shared between all cores of cluster processor. The power range for GAP8 is 3.6 $\mu$W - 75 mW operating on voltage between 0.8 V - 0.2 158 V, while Mr. Wolf is 72 $\mu$W - 153 mW operating in the range of 0.8 V and 1.1 V.

III. SOFTWARE TOOLS AND FRAMEWORKS FOR EDGE INFERENCE

Choosing the right MCU for a specific application is just one part of the decision in the design process of a TinyML healthcare device. The software tools used for deployment of the model onto the MCU, their features capabilities and the compatibility of the latter with the existing MCUs can play a major role into which MCUs are a feasible choice.

In order to deploy machine learning algorithms onto MCUs, the model needs to be compressed to a size that fits the memory limitation of the chosen MCU. Two main methods for compressing a model are quantization and pruning [63], [64]. Quantization converts 32-bit floating point values of weight and activation functions into a less precise representation compatible with the MCU, an 8-bit fixed point value that will occupy less memory space. This process can be done after training the model for optimum performance (post-quantization) to provide up to 4× smaller model. Pruning, on the other hand, eliminates neurons and connections in the model’s architecture that do not affect the overall model performance as much as major connections do. The use of quantization and pruning provide an MCU compatible model that reduces both power consumption and latency as a result of reduced memory usage, but at the expense of model’s accuracy. The challenge is to find an acceptable trade-off between performance and power/latency for the embedded ML model. It is possible to use a single technique alone or both combined. This was demonstrated in the work of [64], where both techniques were used to compress a 7-layers convolutional neural network (CNN) and a ResNet-50 model. Both classification models were tested using the CIFAR-10 dataset [65] to classify images to one of the corresponding 10 classes. The dataset composed of 60,000 images (6000/class) divided into six batches. The sixth batch containing 1000 images from each class was kept for testing. First, the trained model’s weights were extracted, and then pruned using different sparsity levels. The pruned models were retrained using the same dataset to conclude with the best performing pruned model. The chosen model was then quantized, transforming the 32-bit floating point values into 8-bit integers. The pruning of models decreased the number of parameters. In the case of the CNN model, it was reduced from 0.95376 million to 0.19118 million parameters. The combined techniques presented models with smaller number of parameters represented using lower number of bits. The resulted compressed CNN model achieved reduction in size from 15.03 MB to 0.97 MB. The accuracy of the model dropped from 84.17% to 83.73%, an acceptable 0.44% loss. While the ResNet-50 model presented a 1.32% decrease in accuracy for 20% reduction in number of parameters.

In addition to quantization and pruning, the deployment of ML algorithms onto MCU requires a certain level of optimization for embedding. To achieve this, several software tools, libraries, and frameworks are used to facilitate it, some which include quantization within their process of optimization. The ones that have been used within the context of the reviewed healthcare systems are covered in the following.

A. TensorFlow LITE

TensorFlow Lite (TFLite) is an open-source framework developed by Google that enables the deployment of machine learning models on mobile and embedded platforms [66]. The key features of this framework are: its optimized ML model for on-device deployment, its compatibility with several platforms including mobiles (iOS and Android) and microcontrollers (using TFLite for microcontrollers), and its support for multiple languages including Python, C++, Objective-C, Java, and Swift. TFLite models are represented in a FlatBuffers format, which provides reduced size and faster inference compared to the TensorFlow’s Buffer format, due to its smaller code footprint and directly accessible data. The generation of the TFLite model can be done.
through three different methods: (1) using existing TFLite models from available examples; (2) designing an own model through TFLite Maker; or (3) converting TF models to TFLite using the TFLite converter and applying quantization as an optimization method through the process. Multiple optimization techniques are available through the optimization toolkit, including quantization, pruning, and clustering. Once a TFLite model is finalized it is converted to a C source file for running on the MCU. Running the generated C code on MCU requires an MCU specific library version of TFLite, the “TFLite for microcontrollers” to run/interpret the deployed model. TFLite for microcontrollers was specifically designed for MCU deployment written in C++ 11, requiring a 32-bit platform. ARM Cortex-M-series based processors were tested for TFLite for microcontroller; and some of the supported development boards are: Arduino Nano 33 BLE Sense, SparkFun Edge, STM32F746 Discovery Kit, and others [67]. Overall, the use of TFLite generated model addresses the design constraints of embedded ML namely, power consumption, memory, latency, and privacy.

B. CMSIS-NN
CMSIS-NN is an open-source library for ARM Cortex-M processor cores, which maximizes the performance of neural networks (NNs) through a collection of optimized kernels producing minimum memory footprint [68], [69]. It allows the conversion of floating-point models into fixed point representation compatible for deployment onto Cortex-M MCUs [27]. The use of CMSIS-NN kernels improves the throughput by 4.6× and the energy efficiency by 4.9× [68]. The library kernels are divided into two functions: NNFunctons and NNSupportFunctions. The first is concerned with the implementation of NN layers, and the second with utility functions for data conversion and activation functions. The kernel APIs are simplified to allow compatibility with multiple ML frameworks, TensorFlow, PyTorch, or Caffe.

C. X-CUBE-AI
X-CUBE-AI is an artificial intelligence (AI) expansion package of STM32Cube.AI specific for STM32 microcontrollers [70]. The latter is an ecosystem which converts and then optimizes pre-trained NN models for integration on board. The package offers validation of NNs on PC and MCU, as well as evaluation of performance on STM32 MCU. The package can be simply added to the STM32CubeMX tool for use, helping optimize pre-trained models and offering help in choosing most suitable STM32 board in terms of memory and computation. For the implementation, data can be collected, cleaned and processed for model training using any of the major frameworks (TFLite, PyTorch, MATLAB, Keras, ONNX, and others), then X-CUBE-AI package can be used to automatically convert the model into a computationally optimized version with optimum memory usage ready for integration. The package provides three main features: dimensionality through assessment of model architecture and MCU needs; optimization by conversion of the pre-trained model to C-code; and support of quantization for optimum performance, and fine tuning by allocating optimum memory usage.

D. MICROSOFT EdgeML
Apart from compression of pre-trained ML models for deployment on MCU, a ready compact algorithm can be used for direct integration on resource-constrained devices. With this notion, Microsoft developed a library of algorithms (EdgeML) that can be used for direct inference on edge devices [71]. The algorithms are written in Python using TensorFlow and PyTorch and provided as C++ implementation. The four algorithms provided by EdgeML are:

- **ProtoNN**: an algorithm based on k-nearest neighbor (kNN) that can be used for classification and regression problems. The model occupies around 2 KB of memory.
- **Bonsai**: a tree-based algorithm for classification and regression problems with complex logarithmic based prediction. The model occupies around 2 KB of memory.
- **EMI-RNN**: recurrent neural network (RNN) based algorithm for time-series predictions with faster inference than traditional RNN.
- **Fast cells**: a model for smaller and faster RNN cells, including FastRNN and FastGRNN algorithms for time-series classification in place of LSTM and GRU. The model size is less than 10 KB.

SeeDot Embedded Learning Library (ELL) is a framework provided by Microsoft EdgeML for deployment of these algorithms to IoT devices [71]. SeeDot provides compilation of the model, and quantization from floating point to fixed point representation to run efficiently.

E. GAP FLOW
Deployment of trained models onto RISC-V based MCUs of the GAP family require specific set of neural network tools provided by GAPflow [72]. GAPflow is composed of a multiple set of tools that can automatically intake a trained NN model and produce an MCU compatible algorithm for deployment and on-board inference. The tools used are, NNTool; AutoTiler; and the GCC. The NNtool translates a TFLite model (quantized or unquantized) to an “AutoTiler Model”, which is a.c file describing the NN topology and the quantization policy of the different NN layers. The main tool in GAPflow is the AutoTiler, which is responsible for optimizing the execution of convolutional layers and minimizing access to memory, as well as use of parallel convolutional kernels that leverage the available multi-core clusters of GAP8 MCU. The optimized model files produced by the Autotiler tool defining the application code and memory allocation of constant parameters are then compiled using the GCC tool. Finally, the GAP8 executable file and flash file are used to run inference on GAP8 [72].
F. PULP-NN

PULP-NN is an open-source library similar to the CMSIS-NN library designed for use with PULP based MCUs [73]. It adopts the data flow and layout of the CMSIS-NN library [69]. The library uses a set of kernels to facilitate the deployment of deep learning models for inference on edge devices. Quantized Neural Network (QNN) models (8-bits, 4-bits, 2-bits, and 1-bit) are supported by the library using DSP extensions and multi-core architecture of the RISC-V processor to speed up its performance. For comparison, a classification QNN model trained on CIFAR-10 dataset was used for inference on GAP8 using PULP-NN library, and 2 Cortex-M MCUs, STM32H743 (Cortex-M7), and STM32L467 (Cortex-M4) using CMSIS-NN library [73]. The quantized model (8-bits) had 3 convolutional layers and a 1 fully connected layer. The PULP-NN based implementation resulted in speed up of inference, requiring less clock cycles by a factor of 19.6 × (STM32H7) and 30 × (STM32L4) in comparison to the CMSIS-NN implementation.

G. NEMO/DORY

NEMO (NEural Minimizer for pyTorch) is an open-source python library for compressing deep neural network (DNN) models developed in PyTorch [74]. It targets deployment of DNN models on constrained MCUs specifically PULP based MCUs with different features for model quantization. DORY (Deployment Oriented to memoRY) is a tool for automatic deployment of DNNs on memory constrained MCU [75]. It uses constraint programming to solve the tiling problem, maximizing memory usage based on constrained introduced by individual DNN layer. It provides memory management through three optimization tasks: loop tiling; memory access optimization; and memory fragmentation. Three steps are performed through DORY framework before deployment: (1) ONNX decoding of quantized DNN model in Open Neural Network Exchange (ONNX format); (2) layer analyzer, which produces an optimized code for tiling loop and calls back-end APIs for individual execution of layers; and (3) network parser, which collects information from the architecture and allocates memory buffers accordingly, generating a C file ready for MCU deployment. DORY is currently only supported by the GAP8 MCU.

H. FANN-ON-MCU

FANN-on-MCU is an open-source framework for the implementation and deployment of optimized multi-layer neural network based on fast artificial neural network (FANN) library [76]. The framework generates an optimized C code for compilation on chosen platform from a pre-trained model in FANN’s format. The toolkit provides support for deployment on both ARM Cortex-M and PULP based MCUs for on-board inference of trained FANN model in either fixed or floating point representation. As for the FANN library, it is an open-source library for implementation of artificial neural networks (ANNs) [77]. It implements multi-layer neural architecture for both fully connected and sparsely connected networks in C and provides bindings to multiple languages such as MATLAB, python, and others. FANN library optimizes the number of neurons and hidden layers in an ANN architecture through cascade training [77]. A graphical interface, the FANNTool was developed to simplify the use of FANN library [78]. The tool allows changes to the model’s architecture, the activation function, the weight initialization, the training method and allows monitoring of training process [78]. The choice of a software tool for optimum deployment is not limited to one library or framework. It is possible to use a combination of compatible tools and libraries. An example using both TFLite and X-CUBE-AI for the implementation of “Hello World” ML model on NUCLEO-F74ZG board was presented in [63]. The CNN model for the recognition of handwritten numbers (MNIST dataset [81] of 70,000 samples for the digits (0-9) was initially trained (60,000 samples for training and 10,000 for testing) in TensorFlow using Keras, having a size of 7.17 MB. It was then converted into a lighter version (2.4 MB) using TFLite and TFLite Converter tool. Further compression using the X-CUBE-AI STM32 package applied multiple actions for model reduction, including compression of weights of the fully connected layers, fusion of layers by combining two layers, and optimization of activation function leading to model size reduction by a factor of 4 (668.97 KB).

IV. TinyML HEALTH AND CARE SYSTEMS

The use of ML in the context of health and care applications has been so far mostly dependent on cloud and fog computation. The ability to perform edge inference on MCUs has only become recently feasible due to the technological advances, allowing deployment of compressed ML algorithms with minimum loss in model performance. In this work, various proof-of-concept TinyML systems are reviewed, focusing on application in health and care including medical use, ambiant assistant living, and physical health for rehabilitation and fitness tracking. Related information for each system is summarized in Tables 2-5. System components and prototype placement (if available) are summarized in Table 2, while datasets used in training and testing of the ML algorithms are given in Table 3 with corresponding ML architecture in Table 4. Finally, a summary for the embedded ML implementation- including accuracy of running algorithms on board, the occupied memory, time and power consumption per single inference- are tabulated in Table 5. Most of the reviewed works reported only the accuracy of the embedded algorithm.

A proof-of-concept wearable device for Parkinson’s patients was presented in [79], focusing on recovery of patients from Freeze of Gait (FoG), this is a “brief, episodic absence or marked reduction of forward progression of the feet despite the intention to walk” [109]. The subject-dependent device aimed to monitor the patient and provided rhythmic auditory stimulation (RAS) when a FoG
event was detected. It was composed of four main parts: (1) wearable sensors, which are 3 tri-axial accelerometers to be positioned at the ankle, leg, and torso providing a total of 9 readings; (2) a feature extraction model based on the time domain features for less computation; (3) a classification model for detection of a binary problem; and (4) a RAS module placed in the patient’s ear for stimulating patient by metronome click-embedded music whenever a FoG event was detected. A 16 MHz ArduinoMega (ATMega 2560) MCU with 8 KB internal SRAM was used in the implementation. Several options were tested as classification models: standard ML algorithms including Decision Tree (DT), Random Forest (RF), AdaBoost (AB), k-Nearest Neighbor (k-NN), and Support Vector Machine (SVM)); and Microsoft developed Edge ML algorithms, Bonsai and ProtoNN. The standard ML models required larger memory > 100 KB and were more computationally intensive compared to Bonsai and ProtoNN. Even with additional compression, 8 KB memory was required. The final system using ProtoNN with optimized feature extraction model and a window size of 2s was implemented using 1.4 KB of memory after pruning, with an average recall of 93.58% (1.3% less than standard ML).
### TABLE 3. Summary of datasets used in training and evaluation of the algorithms used in the reviewed TinyML healthcare systems.

| Ref  | Dataset used         | Description                                                                 | Data sensors                                                                 | Part of dataset used                      | Train  | Test   | Validation |
|------|----------------------|------------------------------------------------------------------------------|------------------------------------------------------------------------------|-------------------------------------------|--------|--------|------------|
| [79] | DAPHNet [93]         | Accelerometer readings from 10 patients during daily life activities (8 hrs & 20 mins) | 3 tri-axial accelerometers (ankle, leg, torso) @ 64 Hz                      | 237 FoG events. Patients 4 & 10 excluded (No FoG) (2 classes) | 70 %   | 30 %   | 10-folds   |
| [58] | Computing in Cardiology Challenge [94] | ECG readings (30-60s long) from 8,528 subjects | AliveCor device single lead ECG @ 300 Hz | 8,528 samples (4 classes) | 82 %   | 18 %<sup>(1)</sup> | -          |
| [45] | ECG500 [95]          | 20 hrs long ECG recordings from single subject (chf07) of original dataset [96], [97] | 2 ECG lead @ 250 Hz | 5,000 samples (5 classes)<sup>(2)</sup> | 10 %   | 90 %   | -          |
| [59] | OhioTIDM [98]        | Data collected from 12 T1D subjects over 8 weeks clinical trial | CGM sensor (Medtronic Enlite), insulin pump (Medtronic 530G or 630G), sensor band for physiological data (Basis Peak fitness band or Empatica Embrace band) | only CGM blood glucose readings every 5 mins (166461 samples) | 64.8 % | 19 %   | 16.2 %     |
| [60] | CHB-MIT scalp EEG [99] | Data collected from 23 subjects. Total of 664 eeg (most are 1 hr long, some are 2 & 4 hrs long) with 182 annotated seizures. | 23 channels EEG electrodes, 10-20 bipolar montage @ 256 Hz | F7-T7 & F8-T8 channel readings (2 classes) | 70 %   | 30 %<sup>(3)</sup> | 10-folds   |
| [47] | CHB-MIT scalp EEG [99] | Data collected from 15 subjects doing 8 different activities. Total of 37.5 hrs of data | PPG sensor @ 64 Hz & tri-axial accelerometer @ 32 Hz (wrist worn device Empatica E4), & chest worn device RespiBAN Professional @ 700 Hz for golden HR values | PPG, accelerometer readings, & golden HR values. 6497 total samples (1 class) | Leave-one-subject-out (LOSO) cross validation |                  |
| [82] | PPGdalia [100]       | Data collected from 17 drivers lasting for (65-93 mins) driving in city & highways (number of subjects not clear) | ECG, EMG (right trapezius), GSR measured on the hand & foot, & respiration | ECG, GSR readings only. (Number of samples not given). (3 classes) | subsets of equal stress levels |                  |
| [46] | Stress recognition in automobile drivers [97], [101] | Data collected from 38 subjects in 2 groups (23 adults (3.5 hrs/subj.) & 15 elderly (1.5 hrs/subj.)) for 19 types of activities of daily life (ADL) & 15 types of falls | 3 hip level sensors (2 accelerometers (ADXL345 & MMA8451Q)) & a gyroscope (ITG3200) | Accelerometer readings only. 4510 samples. (2 classes) | SisFall | real-time data (2 subjects) |                  |
| [83] | SisFall [102]        | Data from 38 subjects in 2 groups (23 adults (3.5 hrs/subj.) & 15 elderly (1.5 hrs/subj.) for 19 types of activities of daily life (ADL) & 15 types of falls | 3 hip level sensors (2 accelerometers (ADXL345 & MMA8451Q)) & a gyroscope (ITG3200) | Accelerometer readings of 38 subjects. Total samples after sub annotation not given. (3 classes) | SisFall | - |                  |
| [84] | SisFall Enhanced [103] | SisFall dataset [102] with temporal annotation for 3 classes (fall, alert, background) | 3 hip level sensors (2 accelerometers (ADXL345 & MMA8451Q)) & a gyroscope (ITG3200) | Accelerometer & gyroscope readings of 38 subjects. Total samples after sub annotation not given. (3 classes) | - | 20% of training | - |
| Dataset | Description | Class Details | Notes |
|---------|-------------|---------------|-------|
| Exercise for fitness tracking [86] | 15 subjects repeating 3 exercises (squat, curl, push-up). Data collected between exercises labelled as not an exercise (NAE) | Tri-axial accelerometer & tri-axial gyroscope (LSM6DSM) @ 20 Hz | Total of 700 reps (samples) for the 3 exercises. (4 classes) | 80 % 20 % - |
| PPG_ACC Dataset [104] | PPG & accelerometer readings from 7 subjects. Each with 5 series of 3 activities (squats, stepper, resting). Total of 17,701s recorded data. | PPG & tri-axial accelerometer (maxim integrated MAXREFDES100 health sensor) @ 400 Hz | 210 recording sessions. (3 classes) 5 subj.(4) 2 subj. - |
| EEG Motor Imagery [97], [105] | EEG recordings for both real & imagery motor task from 109 subjects, each performing 14 experiments (2 rest, & 3 reps of 4 tasks (2 real, 2 imagery)) | BC12000 systems using 64 electrodes of 10-10 international system @ 160 Hz | Only imagery recordings from 105 subjects with 21 trials per class per subject. (4 classes) | 80 % 20 % 5 folds |
| Ninapro DB6 [106] | sEMG readings from 10 healthy subjects. Each subject performed 12 reps of 7 grasps. Each grasp lasted for 6s with 2s rest. | 14 Delys Trigno sEMG wireless electrodes on higher half of forearm @ 2kHz | 10 sessions. Total 10 sessions. (12x7 = 84 samples/session). (8 sessions) | Sessions 1-5 (5) Sessions 6-10 % 2-fold stratified cross validation |
| Ninapro DB8 [107] | sEMG readings from 3 subjects, total of 20 sessions. 6 reps of 8 hand gestures. Each gesture lasted 3s with 3s rest between reps & 5s rest between gestures. | 8 channel AFE (ADS1298) around middle forearm @ 4 kHz | 20 sessions, each session with 8 gestures & rest. (9 classes) | Sessions 1-10 (5) Sessions 11-20 |
| ETHZ-STAG Dataset [91] | Tactile & inertial data collected in 5 sessions. Each session using 16 different objects manipulated for 40 sec each. (Number of subjects not mentioned) | Conductive polymer composite (CPC) based low resistive tactile sensor [92], AFE, inertial measurement unit (IMU), (MPU-9250) @100 Hz for accelerometer & gyroscope | Total of 340,000 frames (samples). 320,000 from the 5 sessions + 20,000 empty hand frames. (17 classes) | 4 sessions 1 session - |

(1) Data with balanced classes; (2) unbalanced dataset with 2 samples for one of the classes; (3) test data had ratio of 1:300 for ictal/none-ictal; (4) data augmentation used (oversampling) to produce balanced classes; (5) incremental training protocol; (6) the 5 DoAs are defined as linear combination of the 18 DoF.
### TABLE 4. Tabulated summary of the architecture of used ML algorithms in the reviewed TinyML healthcare systems.

| Ref  | ML algorithm         | Input                                                                 | ML Architecture                                                                 |
|------|----------------------|----------------------------------------------------------------------|---------------------------------------------------------------------------------|
| [79] | ProtoNN              | (128 x 45) with w = 2s @ 64 Hz; 5 TD feature for each of the 9 ACC inputs | Projection dimension d = 5. Tuned to binary implementation of ProtoNN by Gupta et al. [108] |
| [58] | CNN + GRU            | (256 x 1) with w = 256 samples with 50 % overlap                     | Input (256, 1) – Conv1(128, 8) – Conv2(64, 16) – Conv3(32, 32) – Conv4(16, 64) – Conv5(8, 64) – Conv6(4, 128) – Conv7(2, 128) – Global Average Pooling (128) – GRU (64) – Dense + Softmax (4). Each Conv layer followed by average pooling (size = 2, stride = 2); all Conv layers have filter size = 5. |
| [45] | TCN                  | (140 x 1) with 140 samples input (0.56 s)                           | Input (1 x 140) – Conv(1 x 1) – TCN1 – TCN2 – TCN3 – FC (5). Conv layer (2 filters); TCN 1–3 (filters = 11, kernel length = 11, and d = 1, 2, 4). |
| [59] | RNN-LSTM             | 5 mins blood glucose readings                                       | LSTM (1, 32) – Dense (1, 64) – ReLU (1, 64) – Dense (1, 32) – ReLU (1, 32) – Dense (1, 1) |
| [60] | Random Forest(RF)    | 54 features from each 4s EEG epoch with data fusion of 2 EEG epochs (time separation 1/4 of average seizure) | Bagging method using bootstrap samples of training data for each tree. No further information provided. |
| SVM  |                      |                                                                      | General description of algorithms given with no details about parameters. Classification output was post processed (smoothed) using moving average of 4s window over 3 successive classifications |
| [47] | RF                   | 4 level DWT for w = 8s of EEG epoch                                  | 3 convolution blocks (2 dilated Conv, 1 strided Conv, 1 pooling layer) output channel of each block (32, 64, 128) – FC (1). All layers use ReLU activation & Batch Normalization.

| [46] | MLP                  | 5 features from overlapping windows (3 ECG and 2 GSR)               | [5 50 50 3] |
| [82] | TEMPONet             | (256 x 4) with w = 8s @ 32 Hz with 75 % overlap                     | 3 convolution blocks (2 dilated Conv, 1 strided Conv, 1 pooling layer) output channel of each block (32, 64, 128) – FC (1). All layers use ReLU activation & Batch Normalization. |
| [83] | Bonsai               | (240 x 1) with w = 3s sliding window @ 20 Hz of 4 calculated values from accelerometer readings | Single decision tree using the standard hyperparameters values. |
| [84] | RNN-LSTM             | (100 x 3) with w = 1s @ 100 Hz                                      | Input (n x 3) – FC (n x 32) – Batch Normalization (n x 32) – dropout – LSTM1 (n x 32) – dropout – LSTM2 (n x 32) – dropout – FC (1 x 3) – softmax. n = 100 |
| [85] | RNN-LSTM             | (256 x 6) with w = 1.28s @ 200 Hz                                   | Input (n x 6) – FC (n x 16) – Batch Normalization (n x 16) – dropout – LSTM (n x 16) – dropout – FC (1 x 3) – softmax. n = 256. (Used weighted cross entropy loss function during training to compensate for class imbalance) |
| [86] | CNN-1D               | (68 x 6) with w = 3.4s @ 20 Hz                                      | Input (68 x 6) – Conv1 – ReLU – Conv2 – sigmoid – MaxPooling - output (1 x 4). Conv1 and Conv2 have kernel sizes = 3. |
| [87] | RNN                  | (30 x 4) with w = 3s @ 10 Hz with 50 % overlap                      | Input (n x 4) – Dense 1 (n x 32) – Batch Normalization (n x 32) – LSTM1 (n x 32) – dropout 1 (n x 32) – LSTM 2 (n x 32) – dropout 2 (n x 32) – LSTM 3 (1 x 32) – dropout 3 (1 x 3) – Dense 2 (1 x 3). n = 30 |
| [88] | EEGNet               | (n x 38) with w = 1s and 2s @ 160 Hz but down sampled by factor 3 (160/3) for 38 EEG channels | Input (n x 38) – Conv (n x 38 x 8) – Batch Normalization – DepthConv (1 x n / Np x 16) – Batch Normalisation – Exponential linear unit (ELU) – Average Pooling – Separable Conv (1 x n / Np / 8 x 16) – Batch Normalization – ELU – Average Pooling – FC (4) – Softmax. N = 128/3; Np = 8/3; n = w * freq |
| [89] | TEMPONet             | (300 x 14) for NinaPro DB6 and (300 x 8) for 20-sessions; w = 150ms @ 2 kHz | 3 Convolutional blocks – 2 FC blocks – FC – Softmax. Each Convolution block: (2 x (Dilated Conv – Batch Normalisation – ReLU) – 1 x (Strided Conv – Average Pooling – Batch Normalisation – ReLU)). FC block: (FC - Batch Normalisation – ReLU - Dropout). |
| [90] | TEMPONet             | (256 x 16) with w = 128ms @ 2 kHz                                   | 3 Convolutional blocks – 2 FC blocks (256 & 32) – FC (5). Convolution block: (2 x (Dilated Conv – Batch Normalisation – ReLU) – 1 x (Strided Conv – Average Pooling – Batch Normalisation – ReLU)). FC block: (FC - Batch Normalisation – ReLU - Dropout). |
The system required 747 ms for feature extraction before optimization and 49.3 ms for the optimized feature set, with 20 ms for classification time.

Other works reported in literature focused on the detection of cardiac arrhythmia from a single lead ECG [45], [58]. In [58], a convolutional-recurrent neural network (C-RNN) with gated recurrent unit (GRU) instead of long short-term memory (LSTM) was trained using dataset from the computing in cardiology 2017 competition [94]. The model was trained to classify the input data into 4 output classes (normal rhythm, atrial fibrillation, noises, and other rhythms) using Keras with TensorFlow. The trained model’s weights and memory (LSTM) was trained using dataset from the competition. The LSTM-RNN regression model was trained using TensorFlow and Keras using the “OhioT1DM dataset” [98], having a single LSTM layer and two dense layers with ReLU activation before the output layer. The final trained model was then deployed on an ARM Cortex-M4F STM32F303RE MCU for edge inference, occupying 34.9 KB of flash memory and 1 KB of RAM. The deployment of the model onto the STM32 MCU made use of the available X-CUBE-AI library for an 8-bit fixed point representation. As a regression problem, the performance was evaluated by calculating root mean square error (RMSE) and mean absolute error (MAE) at two prediction horizon (PH), 30-min PH (MAE = 13.59 ± 1.47 mg/dL and RMSE = 19.10 ± 2.04 mg/dL) and 60-min PH (MAE = 24.25 ± 2.8 mg/dL and RMSE = 32.61 ± 3.45 mg/dL). The reported error between inference on edge and local server was reported to be 0.0029 mg/dL and 0.0025 mg/dL for RMSE and MSE respectively. In relation to power consumption, individual blood glucose level predictions were made within 22.2 ms for every new CGM reading (every 5 minutes), with the system being in sleep mode otherwise. This led to an ultra-low average power of 8 μW for running the algorithm on MCU. The authors did not present a final device prototype. However, they demonstrated the feasibility of using edge inference in predicting blood glucose level for future incorporation with CGM and insulin pumps for diabetes care device.

An epileptic seizure detection wearable system was proposed in [60]. Using only two EEG channels for signal acquisition (F7-T7, F8-T8), 54 features were extracted and data fusion was then used to enhance variability of data. The publicly available dataset “CHB-MIT” [99] was used for the training and testing of a subject-based RF ML model. The implemented system used an ADS1299 EEG AFE for data conditioning, and the trained ML model was deployed on STM32L476 MCU for on-board inference. An inference was made every 4 seconds (length of EEG epoch) and the algorithm for processing and classifying the readings required 27.9 ms per EEG epoch for both channels, consuming 7.34 mA to run the algorithm, the power consumption was not reported nor the energy or operating voltage. Operating

### Table 4. (Continued.) Tabulated summary of the architecture of used ML algorithms in the reviewed TinyML healthcare systems.

| [91] CNN (32 x 32) Single tactile frame | Modified ResNet-18 |
|----------------------------------------|--------------------|
| Conv (32 x 32 x 16) - Batch Normalization – ReLU – MaxPool (16 x 16 x 16) - ResNet – Dropout – ResNet (8 x 8 x 32) – Conv (8 x 8 x 32) – Average Pooling (32) – FC (17) |

w: input window size; TD: time-domain; ACC: accelerometer.
### TABLE 5. Performance summary of reviewed TinyML healthcare systems.

| Ref  | Model       | SW tool      | Accuracy | MCU                | Flash (KB) | RAM (KB) | Time/inf. (ms) | Power/inf. (mW) |
|------|-------------|--------------|----------|--------------------|------------|----------|----------------|-----------------|
| [79] | ProtoNN     | Edge ML      | 93.58 %  | Arduino            | 1.4        | NG       | 20             | NG              |
| [58] | CNN+GRU     | CMSIS-NN     | 85.4 %   | nRF52832           | 195.6      | 6.8      | 94.8           | 20.65           |
| [45] | TCN         | NEMO/DORY    | 93.8 %   | GAP8 (2)           | 26.63      | NG       | 2.7            | 38.52           |
|      |             | TFLite+GAPflow| 94.0 %   | NG                 | 25.03      | NG       | 20.2           | 41.67           |
|      |             | TFLite       | 94.0 %   | STM32L475          | 35.86      | NG       | 188            | 45.54           |
|      |             | CUBE.AI       | 94.0 %   | STM32L475          | 35.86      | NG       | 126.5          | 42.75           |
|      |             | CUBE.AI+Keras(1) | 94.2 %   | STM32F303RE        | 113.4      | NG       | 374.3          | 47.68           |
| [59] | RNN         | X-CUBE-AI    | 13.59 ± 1.47 | STM32F303RE       | 34.69      | 1.0      | 22.22          | 0.008           |
| [60] | RF          | NA           | 94.5 % (4) | STM32L476          | NG         | NG       | 27.9           | 7.34 (7) mA     |
| [47] | SVM         | NA           | 99.6 % (4) | Mr. Wolf (2)       | NG         | NG       | 0.2            | 25.41           |
|      | RF          | NA           | 100 % (4)  | NG                 | NG         | NG       | 0.052          | 21.89           |
|      | Extra Trees | NA           | 100 % (4)  | NG                 | NG         | NG       | 0.057          | 22.44           |
|      | Adaboost    | NA           | 100 % (4)  | NG                 | NG         | NG       | 0.052          | 21.89           |
| [82] | TEMPONet    | X-CUBE-AI    | 5.64 BPM(3) | STM32L476RG       | 160        | 84.0     | 427            | 12.10 (5)       |
|      | (Best MCU)  |              | 7.06 BPM   |                    | 94.7       | 24.9     | 376            | 12.10 (5)       |
|      | (Best Size) |              | 6.29 BPM(3) |                    | 16.5       | 11.5     | 17.1           | 12.28 (5)       |
|      |              |              | 7.55 BPM   |                    | 8.07       | 7.21     | 19.0           | 12.11 (5)       |
| [46] | MLP         | FANN-on-MCU  | NA        | Mr. Wolf (2)       | 14         | NG       | 0.061          | 19.58 (5)       |
|      |             |              | NA        | nRF52832           | 14         | NG       | 0.472          | 10.8 (5)        |
| [83] | Bonsai      | EdgeML       | 94.2 %    | TinyLily (ATMega328p) | 15         | NG       | 18             | NG              |
| [84] | RNN(1)      | CMSIS-NN     | 94.13 % (6)| STM32L476JGY      | NG         | 82       | 300            | 5 mA (7)        |
| [85] | RNN(1)      | CMSIS-NN     | 93.5 % (6) | STM32L476JGY      | NG         | 18.5     | 51             | NG              |
| [86] | CNN         | X-CUBE-AI    | 100 %     | STM32F756          | 66.53      | 16.25    | 80             | NG              |
| [87] | RNN(1)      | X-CUBE-AI    | 95.54 %   | STM32L476RG       | 94.7       | 12.03    | 150.1          | NG              |
| [88] | EEGNet(1)   | X-CUBE-AI    | 62.51 %   | STM32L475VG (8 MHz)| 100.84     | 42.44   |                |                 |
|       | (w = 1s)    |              |           | STM32F756ZG (8 MHz)| 6.61       | 70.27   | 54.99          | 131.41          |
|       |             |              |           | STM32F756ZG (8 MHz)| 20.4       | 412.76  | 43.81          | 413.06          |
| [89] | TEMPONet    | PULP-NN      | 93.3 % 61.0 % | GAP8 (2)          | 460        | NG       | 12.84          | 76 (5)          |
| [90] | TEMPONet    | NEMO/DORY    | 6.89     | GAP8 (2)          | 70.9       | NG       | 4.76           | 51              |
| [91] | CNN         | X-CUBE-AI    | 77.84 % (8)| STM32F769NI      | 177        | 52       | 100            | NG              |

NG: not given; NA: not applicable; HG: hand gesture; G: grasp; (1) floating point representation (un-quantized deployment); (2) clock frequency set to 100 MHz; (3) MAE for PII = 30 minutes; (4) geometric mean of sensitivity & specificity for subject-specific classification; (5) calculated values; (6) calculated average of accuracy for the 3 classes; (7) operating voltage not reported; (8) top-3 inter-session accuracy.
the system on a 300 mAh battery, it was reported the system could continuously monitor epilepsy for 40.87 hours. The embedded ML model resulted in an average sensitivity of 96.6%, and specificity of 92.5% across all subjects. The presented wearable system referred to the use of a previously designed e-Glass wearable [80].

The work in [47] presented another implementation of a seizure detection algorithm on MCU for use in future wearable system. The authors investigated the seizure detection algorithm considering different number of factors, such as the number of EEG channels used, the pre-processing window size for discrete wavelet transform (DWT), post-processing of classification results to minimize the reported false negatives, and finally the training/testing of ML models on global or subject specific use cases. The investigation was applied using four different supervised models: SVM, RF, Extra Trees, and AdaBoost, for final implementation on embedde physiological platform the Biowolf [81]. BioWolf is an ExG wearable device, composed of 8-channel AFE ((ADS1298) for signal acquisition, Mr. Wolf for processing and embedding ML algorithms, and an nRF52832 for communication. The CHB-MIT public dataset [99] was used for evaluation of the different algorithms in different use cases. The pre-processing of the data used a 4 level DWT comparing window sizes 2s, 4s, and 8s. The dataset had lower number of seizure epochs compared to non-seizure epochs. Therefore, in order to “penalize the false alarm rate”, each class was given a weight equal to the inverse of its occurrence frequency. The four seizure classification models were then trained/tested under four scenarios based on the global/subject-specific, and 23 channels/4 temporal channels (F7-T7, T7-P7, F8-T8, T8-P8). Moreover, in order to smooth out the detection of a seizure, a post processing technique, the moving average with 4s window was used. The four models using the four temporal EEG channels with an 8s window size were finally deployed onto the MCU (Mr. Wolf) for performance comparison. For subject-specific inference, RF, ET, and AB achieved 100% sensitivity and specificity with zero false positives, while SVM reported a 99.4% specificity with 2.7 false positives per hour. The RF, ET, and AB models had better performance than SVM in terms of time and energy per inference. The reported results are summarized in the given tables.

Heart rate monitoring system based on PPG readings was presented in [82]. The work used a publicly available dataset, the PPG-DaLiA: “a PPG dataset for motion compensation and heart rate estimation in Daily Life Activities” [100] to train and analyse regression models based on temporal convolutional network (TCN), the TEMPONet. Raw data from PPG sensor and tri-axial accelerometer (to mitigate for motion artifacts) collected from wrist, were fed to the regression model for heart rate estimation. Models were trained using Python 3.6, TensorFlow 1.14. The authors used an automatic Neural Architecture Search (NAS) tool starting with a single “seed” (TEMPONet) to produce a family of models for analysis. The MorphNet [110] was chosen as the NAS algorithm to help explore the search space for models with reduced complexity. The MorphNet reduces either model memory footprint, its number of Multiply-and-Accumulate (MAC) operations, or both together through optimizing the number of channels in each layer. Three models were highlighted for analysis within the work namely, BestMAE, Best-Size, BestMCU. BestMAE model achieved lowest MAE of 5.30 beats per minutes (BPM) with 232k trainable parameters which exceeded available memory. BestSize reduced the number of parameters down to 5k with acceptable increase of MAE to 6.29 BPM. As for the BestMCU, the model presented a compromise between the first two to fit on the resource constrained MCU, achieving MAE of 5.64 BPM using 41.7k parameters. Both BestSize and BestMCU models were deployed on STM32L476RG development board for performance evaluation in both 32-bit floating point and 8-bit quantized format. Performance results are reported in Table 5 achieving an average power consumption of 12.1 mW per inference.

In addition to the above mentioned works focusing on systems in the context of physical health, work has also been reported in the context of mental health. A wearable smart bracelet, named InfiniWolf, for stress detection was presented in [46]. InfiniWolf (size of a coin) was assembled to contain two MCUs, the Nordic nRF52832 and Mr. Wolf, a pressure sensor, a 9-axis motion sensor, a microphone, an ECG/EMG and bioimpedance analog front-end (AFE) (Maxim MAX30001), a low power galvanic skin response (GSR) front-end, and 120 mAh LiPo battery. The bracelet also provided two energy harvesting sources based on thermal and solar energy, which eliminated the need for recharging of the LiPo battery. The system was tested in an application for stress detection based on collected readings from ECG and GSR, implementing a multi-layer perceptron (MLP) using fast artificial neural network (FANN) library [76]. The model was given five features as input to classify into one of the three output classes (stress, medium stress, no stress). The estimated size of the model was reported to be 14 KB. The trained model was deployed on both MCUs to demonstrate the energy efficiency of Mr. Wolf over nRF52832. It was shown that Mr. Wolf performs better. Hence final inference was done on Mr. Wolf, while the nRF52832 was used for the purpose of communication, monitoring of battery level, and support of data processing when needed. Mr. Wolf used in parallel computation using its 8 RISCY cores provided a 4.9x speedup compared to a Cortex-M4F MCU during an inference, which required 6126 cycles at frequency of 100 MHz (equivalent to 61.26 μs) consuming 1.2 μJ of energy (around 20 mW).

Wearable systems for ambient assisted living (AAL) have also been reported employing edge inference in place of cloud inference. Specific intended uses included fall detection in elderly [83], [84], [85]. The fall detection system developed in [83] provided an offline real-time wearable hip-level belt with embedded ML for inference. It used the Bonsai algorithm trained in TensorFlow using the SisFall dataset [102],
and the SeeDot library for model quantization and deployment on MCU. The SisFall dataset is not labeled, therefore authors had to manually label events into fall or activities of daily living (ADL). The original data was recorded for 10-15 seconds long, which can not be evaluated on MCU. Therefore, the authors focused on training the model using the actual event at center of the input window. Choosing the right frame of the event (fall or ADL) was done based on maximum total variance of acceleration and was validated by recorded videos. The model was deployed on a TinyLily processor incorporating the ATmega328p MCU chosen for its sewable compact design (coin size). A compatible TinyLily ASL2002 module with tri-axial Bosch BMA250 accelerometer provided input for inference and a piezo buzzer was used for acoustic output when fall is detected. The prototype sewed the three components into the wearable belt. The inference model on MCU was tested on real-time acquired data from two people doing 9 different activities, 3 of which were fall. The Bonsai model was tested using different sampling frequencies, window sizes, and number of features taking into account memory constraint and model performance. The best performing model reported achieved an accuracy of 94.2% for window size of 3s using 4 features extracted from absolute acceleration and variance of the tri-axial accelerometer at a sampling frequency of 20 Hz.

The two other systems reported for fall detection [84], [85] chose a deep learning model for inference. Training using RNN was carried out with an enhanced version of the SisFall dataset [103], which was manually labeled to provide 3 output classes (fall, alert, and background). The work in [84] used an LSTM based RNN deployed on a STMicroelectronic device, the SensorTile. The latter has a STM32L476JGY MCU operating at 80 MHz. Beside the MCU, the tile includes two tri-axial accelerometers, gyroscope, magnetometer, and a barometer. Initially, the LSTM model was trained using TensorFlow, achieving an accuracy of 98% for fall detection, 90.93% for Alert, and 93.12% for background. The model was then deployed on the MCU without quantization, making use of the CMSIS-library of the ARM Cortex-M4 MCUs occupying 82 KB of the total 128 KB memory, and providing an inference within 300 ms for 1 second input window sampled at 100 Hz. Although the use of floating point representation of the LSTM model provided the same classification performance as on workstation (in terms of accuracy, sensitivity, and specificity), it was at the cost of higher memory occupancy and longer time for inference. The calculated consumed current for operating the 32-bit floating point representation of the trained LSTM model reached 5 mA. This allows 20 hours of operation using 100 mAh battery as reported. This number of hours would unavoidably be reduced as other indispensable electronic blocks were accounted in the system architecture.

As for the fall detection presented in [85], the work investigated the implementation of the best classification model on three levels: (1) the inputs (3D accelerometer, 3D gyroscope, or both); (2) the number of LSTM layers (1 or 2); and (3) the size of inner cells (4, 8, 16, 32). The use of accelerometer readings alone showed better performance than the gyroscope alone, while the use of both provided a noticeable increase in accuracy. The number of LSTM layers (1, 2) had very little influence on the results. Therefore, a single layer was chosen taking into consideration memory needs. As for the cell size, both 16 and 32 presented nearly similar results for best performance. Therefore, both inputs were used and the RNN with single LSTM layer and 16 cells was trained in TensorFlow. To minimize the effect of imbalanced classes, the authors used a weighted cross-entropy loss function. Each window contributing to the gradient is weighted by the inverse of its class size in training set. For the embedded design, the SensorTile was also chosen with an ARM Cortex M4F MCU, and the RNN model was deployed using CMSIS library without quantization keeping its 32 floating point format. Hence, the classification performance of the model was very close to that of the workstation with a reported mean squared numerical error in the order of $10^{-7}$. The embedded model achieved an average accuracy of 93.52% across the three classes, occupying less than 18.5 KB of memory and requiring a processing time of 51 ms/window. It was also reported that a wearable device with minimal architecture is estimated to run for 132 hours using a 100 mAh battery. Moreover, an expected decrease in memory usage by 2.5 KB and of 1 ms in inference time was reported to be possible if only accelerometer readings were used, translating into 4 hours increase in battery life.

Other application of embedded ML in healthcare was demonstrated in fitness tracking. In [86], a wrist worn fitness tracker was designed to monitor the type of exercise and number of its repetitions. Three exercises were targeted (squat, curl, and push-ups). The wearable was designed using the STMicroelectronics SensorTile module, which incorporates the STM32L476 MCU, a Bluetooth low energy (BLE), LSM6DSM 581 (tri-axial accelerometer and tri-axial gyroscope) and other unused sensors. The device was used to collect real-time data for use in training and testing of an ML model. As summarized in Table 3, data was collected from 15 subjects at a sampling frequency of 20 Hz. The collected data was classified into four classes, having the fourth as not an exercise (NAE) for resting or the time between exercise. The NAE was used as an indication for start/end of an exercise, which helped in counting the number of repetitions. A window size of 3.4s (68 samples) was used as input with 6 readings (3 accelerometer, 3 gyroscope). A total of 700 repetitions were collected and split into 80% and 20% for training and testing. The trained CNN was tested in Keras at first (50 cases) reporting 100% accuracy. Then using X-CUBE-AI, the model was translated into MCU compatible format for another testing. Testing on the MCU was done using a total of 70 repetitions which were all correctly classified. However, the testing set was imbalanced having 6 curls, 15 push-ups, 13 squats, and 36 NAE. Having more NAE events was expected as resting between each exercise was classified as NAE. The model on MCU was also compressed
by factor of 8 reporting no effect on model accuracy. Results of embedding are reported in tables.

Another embedded system for exercise recognition was presented in [87]. Data collected from PPG and tri-axial accelerometer (to compensate for motion artifacts) were fed to a RNN model for classification. The RNN model was trained and tested using the publicly available PPG-ACC dataset [104]. Data records of 5 out of the total 7 subjects were used for training, while data for the remaining 2 subjects were used for testing of the model. Data pre-processing including cleaning and normalization, data down-sampling using simple decimation, and data augmentation, were all applied on the training data. The training data had an imbalanced record for the three classes (squats, stepper, and resting). Hence, authors used data augmentation, specifically oversampling method (duplicating records of less occurring classes) to balance the classes for improved training process. The performance of the classification model after down sampling using different decimation factors was reported. The best performing model was achieved using decimation factor of 40 i.e., sampling frequency of 10 Hz (original sampling frequency was 400 Hz) having 30 samples per window size of 3s. Information related to implementation and performance of final model on STM32L476RG are summarized in the given tables.

In the context of assistive devices for rehabilitation, multiple works have been proposed. The authors in [88] presented a wearable device to monitor EEG signals for motor imagery commands. A compact CNN algorithm, for use in EEG based brain computer interface (BCI) application, the EEGNet [111] was used. The EEGNet model was trained and validated on the Physionet EEG Motor Movement/Imagery dataset [97], [105]. From the original dataset, only motor imagery (MI) recordings of 105 subjects were used, each subject with 21 trials per class for each of the 4 motor imagery classes: left fist (L), right fist (R), both feet (F), and rest (0). The model was trained and tested using 5-fold cross validation for a global model and 4-fold cross validation for a subject specific transfer learning (SS-TL) model with an input window of 3s. The subject specific model made use of transfer learning from the global model. Initially, the global model is trained, then each subject within the test set has its trials split for a 4-fold cross validation and the model is then trained. Both presented models were compared to the baseline state of the art CNN model presented in [112] using same datasets, validation methods, and input size window. Performance under three cases was checked: 2 classes (L/R), 3 classes (L/R/0), and 4 classes (L/R/F/0). The global EEGNet model performed better than global CNN model in all three cases, with an increase in accuracy of 2.05%, 5.25%, and 6.49% for the 2, 3, 4 classes cases respectively. As for the SS-TL model, compared to the CNN SS-TL model, the 2-classes model presented a decrease in accuracy of 2.17%, while an increase by 0.82% and 2.32% for 3, and 4-class models. While comparison between global and SS-TL, the improvement provided by the SS-TL over global for the EEGNet model was not as significant as the improvement noticed in the CNN model. Therefore, the authors chose to proceed implementation using their global model. The model trained on Keras and TensorFlow was deployed in its 32-bit floating point representation onto 2 STM32 MCU boards using X-CUBE-AI package. These MCUs have an ARM Cortex-M processor; the first with Cortex-M4F (STM32L475VG) for lower power operation, while the other Cortex-M7 core (STM32F765 Nucleo 144) for higher processing capability. Due to memory constraints, the classification model was reduced in size by investigating the effect of temporal down sampling, reduced input window, and reduced channel numbers on model accuracy. Down sampling factors (ds) of 2 and 3 reported maximum decrease in accuracy of 0.32% and 1.25% respectively. Channel reduction from original 64 channels to 32, 19, and 8 channels were examined reporting a decrease in accuracy of 0.95%, 2.66% and 6.52% respectively. As for window size, 2s and 1s window resulted in accuracy reduction of 1.62% and 3.6% respectively. Two final models were deployed on the two MCUs. Down sampling factor of 3 and input of 32 EEG channels were used in both models. However, the input window for the first model was 1s (deployed on both MCUs), while the second model used 2s window and deployed only on the Cortex-M7 MCU due to limited memory of the Cortex-M4F MCU. The trade-off between speed and power consumption was clearly demonstrated in this work, where the choice of MCU depends on the system’s intended use which would result in different design criteria prioritizing either speed or power.

Another proposed system focused on human-machine interaction for application in prosthetic control was presented in [89]. The wearable system was composed of eight-electrode surface-EMG (s-EMG) AFE (ADS1298) placed around the forearm and GAP8 MCU for hand gesture recognition. A novel deep learning model based on TCN topology, Temporal Embedded Muscular Processing Online Network (TEMPONet) was trained and tested on two datasets. The first was a publicly available dataset, the Non-Invasive Adaptive hand Prosthetics Database 6 (NinaPro DB6) [106]. The second was their own 20-sessions dataset collected using the wearable prototype. Relevant information of both datasets are summarized in Table 3. Incremental training protocol was used, splitting the first half of the datasets for training, and the second for testing, with 2-fold stratified cross validation. The resulting average accuracy of testing sessions are reported in Table 5. It was noticed the performance of TEMPONet on the NinaPro DB6 was much lower than the 20-sessions dataset. This was due to the fact the NinaPro dataset differentiates between different grasps, while the 20-session datasets between different gestures. Nevertheless, it was reported that the performance of TEMPONet on NinaPro DB6 presented an increase in accuracy of 7.8% compared to the state-of-the-art models. The trained TEMPONet was quantized to 8-bit representation after training using PULP-NN library for deployment on GAP8. An accuracy loss of 0.4% and 4.2% was reported due to quantization in comparison to the
The use of MCUs as the choice for edge inference as mentioned earlier is relatively new. Hence, most systems for health and care applications are based on academic research so far. However, one commercially available system that has successfully implemented its edge computation using Cortex-M4 MCU is the Amiko Respiro [113]. Although the device is not wearable, it is worth mentioning. Amiko Respiro uses sensors embedded with ML algorithms for smart monitoring of use of inhalers. It is an add-on sensor which fits to multiple commercially available inhalers. The smart sensor collects data related to vibrations from inhaler during use, information related to patient’s inhalation frequency and time, and breathing pattern providing real time feedback. Furthermore, information related to lung capacity and inhalation techniques and other important parameters are calculated on device using the embedded ML algorithm. Moreover, the sensor comes with a smartphone app that patients can use to monitor their use of inhalers, and a professional dashboard for clinicians is also available if required for remote monitoring of patient’s use.

V. DISCUSSION

The TinyML systems covered in this review had been designed for a variety of health and care applications. As shown in Fig. 4, some targeted the detection and management of medical conditions, while others focused on elderly fall detection, as well as fitness tracking and prosthetics for rehabilitation. This demonstrated the capability of utilizing TinyML for a wide range of intended uses. However, due to this difference in target application, it is difficult and unfair to compare systems against each other. Each application targeted a different problem, be it classification or regression, requiring the use of different algorithms, architectures, hyperparameters, and datasets which resulted in application-dependent algorithms. This defined the performance of the base model which then went through post-processing before deployment on MCU. Hence, the model’s performance was initially influenced by the original floating point base model before deployment.

In the context of software tools and frameworks, the reviewed tools can be categorized based on their MCU compatibility as shown in Fig. 5. TFLite, Microsoft EdgeML, and FANN-on-MCU support a wide range of MCUs. TFLite limits the MCU options to 32-bit platforms, while EdgeML provides compressed algorithms for use on any MCU. FANN-on-MCU provides current support for ARM and PULP based MCUs [46]. The other tools are more specific, targeting a certain family of MCU; such as CMSIS-NN for ARM based MCUs [58], [84], [85], while PULP-NN and NEMO for PULP based MCUs [45], [89], [90]. More specific targeted MCU software tools are X-CUBE-AI for use with only STM32 MCUs [45], [59], [82], [86], [87], [88], [91], GAPflow for GAP MCUs, and DORY with current support for only GAP8. Due to these compatibility concerns, the choice of MCU and software tools was co-dependent.

It was also noticed the target of most of these tools/frameworks is compression of neural network based architectures, while classical machine learning algorithms where not supported, this resulting on them not being used when classical ML algorithms were deployed on MCU.
The reason behind this exclusion could be related to the architecture complexity and intensive computational requirements of the neural networks in comparison to classical algorithms. Nevertheless, some works still used the classical ML algorithms through deployment of the compact version provided by Microsoft EdgeML ProtoNN [79] and Bonsai [83], in place of the conventional one. The use of these compacted algorithms achieved low memory footprint down to 1.4 KB [79]. Concurrently, it was noticed that AVR microcontrollers were only used with EdgeML algorithms due to incompatibility with other tools and frameworks. Other systems relying on ARM or PULP MCUs used other compatible tools. The effect of using different tools can be observed in the work of [45], where the use of NEMO/DORY against TFLite and GAPflow for deployment on GAP8 provided a speed up in inference time by a factor of 7.48, and 3.15 mW decrease in power/inference at the negligible cost of 1.6 KB increase in Flash occupancy and a 0.2% drop in accuracy. As for Cortex-M4 deployment, the use of X-CUBE-AI for STM32 MCU with TFLite versus the Keras floating-point model provided memory savings by a factor of $\times 3.16$ and speed up in inference $\times 2.95$ with a drop of 4.93 mW/inference at the cost of only 0.2% decrease in accuracy.

In terms of targeted MCUs, their percentage usage in Tiny ML health and care systems based on the core processor is shown in Fig. 6. More than half of the reviewed systems used ARM based MCUs, followed by RISC-V MCUs, and only tenth used AVR MCUs. 8-bit MCUs are more suitable for use in simpler operations as opposed to 32-bit MCUs which can
handle more complex computations. This is demonstrated by the lack of their use when deeper networks were deployed, as well as the lack of targeted software tools. As for the 32-bit MCUs, both ARM and RISC-V MCUs were used for deployment of complex networks for on-board inference. Although the RISC-V is fairly new, it was able to present itself as a competitor to the well-established ARM processors. One of the main reasons for this is likely to be the fact it is open source, allowing developers and vendors to use and develop it without royalty charges or license as opposed to the propriety ARM. The drawback of this, though, is the limited support that is offered in software and environment development when compared to the larger support community of ARM. On that note, 25% of MCUs in the reviewed work which used RISC-V was noticed to be authored by a research group which is a developer of the RISC-V MCU PULP architecture. Therefore, the distribution in Fig. 6 can be regarded as biased to user’s familiarity and preference rather than a representation of processor capabilities.

![FIGURE 6. Percentage distribution of MCUs used in TinyML healthcare systems based on core processor type.](image)

In terms of ARM processors, it was observed that only Cortex-M4 and Cortex-M7 were utilized in the TinyML healthcare applications. In some cases, this was also likely to be the result of the factors described above, since a wider range of ARM processors are available which in certain situations could also have been used. More specifically, ARM provides three main processor families, Cortex-A, Cortex-R, and Cortex-M (which is dedicated for microcontrollers). Within the Cortex-M processors, other than the M4 and M7 processors, there is also the M0, M0+, M1, M3, M23, M33, M35 and M55. A comparison of the different processors and their specifications is summarized in Table 6. Based on the ARM ISA, the processors can be divided into 3 groups: (a) Armv6-M for M0, M0+, M1; (b) Armv7-M for M3, M4 and M7; and (c) Armv8-M (Baseline and Mainline) for M23, M33, M35P, and M55. The Armv6-M processors provide less computational capability compared to M4 and M7, and among the three processor, only M0+ might be considered for use in TinyML applications. This is because, M1 processors were optimized especially for FPGA use, while M0+ is an optimized version of M0 providing better performance, and lower energy consumption, as well as an optional Memory Protection Unit (MPU) for task isolation. The M7, similar to the M4, has optional floating-point unit (FPU) and a digital signal processing (DSP) unit, but its performance is superior with the use of 6-stages instruction pipeline and the optional addition of instruction and data cache/TCM [114]. The M3 has a very close structure to the M4 but without the FPU and DSP extensions. In the case where neither the FPU nor the DSP units are needed the M3 processor could be used instead of the M4, as it occupies less area and consumes lower dynamic power.

The M23 with Armv8-M Mainline ISA, and M33, M35P, and M55 with Armv8-M Baseline ISA, advanced Cortex-M processors provide an optional security extension for software isolation, the ARM TrustZone technology, which can be beneficial in certain TinyML based healthcare applications where security is key. In addition to the software protection layer, the M35 further provides built-in physical protection against invasive and non-invasive physical attacks. Amongst the four processors, the M23 does not provide optional FPU nor DSP extension, making it the smallest and lowest power one with TrustZone security. Similar to the M7, the M55 further provides optional instruction and data cache/TCM, making it “Arm’s most AI-capable Cortex-M processor” [114], [115]. With this wide range of options, it is clear that depending on the specific intended use, as well as performance and safety constraints different processors might be the most suitable design choice.

Apart from the MCU core processor, the memory limitations and clock speed of the MCU also played important roles in the overall system performance. One common goal pursued by all researchers was to maintain a balance between on-board performance, in terms of time/inference and power/inference, and memory constraints. The memory footprint was decided by the algorithm and its architecture, as well as the post-processing techniques used through the software tools. The effect of doubling the input window size was reflected in an approximate doubling of the RAM occupancy and the time/inference, with slight increase of Flash (0.51 KB) and an accuracy improvement of 2.25% [88]. The purpose of the algorithm also affected the memory footprint and the overall performance. This was observed in the implementation of the same algorithm (TEMPONet) for a 9 classes classification problem versus a regression problem, where the classification problem was more complex requiring ×6.5 of Flash memory and ×2.7 more time/inference although running at ×1.7 higher clock speed than the regression problem [89], [90]. The effect of the algorithm’s architecture and input size is further observed in the deployment of an RNN model on STM32L476 [84], [85], [87]. Although the input size was increased in [85], the removal of one of the LSTM layers and the decrease in hyperparameter values achieved a drop of factor 4.43 in RAM footprint with negligible loss in accuracy of 0.63% and speeded up inference time by
TABLE 6. Comparison table for the ARM Cortex-M processors [114], [116].

| Feature                        | Cortex-M0 | Cortex-M0+ | Cortex-M1 | Cortex-M3 | Cortex-M4 | Cortex-M7 | Cortex-M23 | Cortex-M33 | Cortex-M35P | Cortex-M55 |
|--------------------------------|-----------|------------|-----------|-----------|-----------|-----------|------------|------------|------------|------------|
| ISA                            | Armv6-M   | Armv6-M    | Armv6-M   | Armv7-M   | Armv7-M   | Armv8-M   | Baseline   | Armv8-M    | Armv8-M    | Armv8-M    |
| TrustZone for Armv8-M          | x         | x          | x         | x         | x         | (option)  | (option)   | (option)   | (option)   | (option)   |
| FPU                            | x         | x          | x         | x         | x         | (option)  | SP (option)| SP (option)| (option)   | HP, SP, DP |
| DSP                            | x         | x          | x         | x         | x         | (option)  | (option)   | (option)   | (option)   | (option)   |
| Pipeline                       | 3-stage   | 2-stage    | 3-stage   | 3-stage   | 6-stage   | 2-stage   | 3-stage    | 3-stage    | 3-stage    | 4-stage    |
| CoreMark®/MHzs                 | 2.33      | 2.46       | 1.83      | 3.45      | 3.54      | 5.29      | 2.64       | 4.10       | 4.10       | 4.40       |
| Maximum MPU regions            | 0         | 8          | 8         | 8         | 8         | 16        | 16         | 16         | 16         | 16         |
| Instruction cache              | x         | x          | x         | x         | x         | 0-64 kB   | x          | x          | 2-16 kB    | 0-64 kB    |
| Data cache                     | x         | x          | x         | x         | x         | 0-64 kB   | x          | x          | 0-64 kB    | 0-64 kB    |
| Instruction TCM               | x         | x          | 0-1 MB    | x         | x         | 0-16 MB   | x          | x          | 0-16 MB    | 0-16 MB    |
| Data TCM                      | x         | x          | 0-1 MB    | x         | x         | 0-16 MB   | x          | x          | 0-16 MB    | 0-16 MB    |
| Dynamic power (µW/MHz)         | 66*       | 47.4*      | -         | 141*      | 151*      | 58.5**    | 3.86**     | 12.0**     | 14.7**     | -          |
| Floor plan area (mm²)          | 0.11*     | 0.098*     | -         | 0.35*     | 0.44*     | 0.105**   | 0.0088**   | 0.028**    | 0.091**    | -          |

SP: single precision; DP: double precision; HP: half precision. * 180ULL (7-track, typical 1.8V, 25°C). ** 40LP (9-track, typical 0.99V, -40°C).

almost a factor of 6. An intermediate compromise for the implementation of the RNN decreased the input size but with the addition of an extra LSTM layer to achieve ×6.8 drop in memory requirement and two times increase in inference speed [87] compared to [84]. Other than the algorithm, the clock speed directly affected the performance, where a factor of 2.7 increase in clock speed achieved a speedup of ×2.69 in inference, with a cost of ×3.14 increase in power [88]. The role of the processor in the overall performance was noted in the use of Cortex-M4 versus M7 with higher performance capabilities, where a speed up in time/inference of ×1.83 was achieved but at a cost of tripled power consumption [88]. The use of RISC-V MCU with ×1.56 clock speed against a Cortex-M4 MCU, provided a faster inference by a factor of 1.7 at a power cost increase of ×1.8.

The overall performance of the TinyML system in the context of health and care applications is affected by different factors. A few points can be summarized and deduced from the above observations. First, the algorithm’s architecture and application (classification/regression) will directly affect the memory footprint and accuracy of the model. The input size also affects the model’s performance, where enough samples are needed for an inference, but too many will affect the RAM occupancy and the time/inference. Hence, the first challenge is to train and develop a well performing model, finding a balance between the input size and architecture’s hyperparameters. This, in its turn, brings with it challenges related to the use of ML in healthcare such as the availability and reliability of datasets to train the base model. The following challenge would be the compression of the model whilst keeping a balance between accuracy loss and required memory footprint. This is conditioned to the post processing techniques and software tools used which are also constrained by the choice of MCU. Hence, the choice of MCU and software tools is a co-dependent process. Choosing the most suitable MCU for an application is on its own a non-trivial decision, considering the number of choices available. In order to find a balance between performance, memory, speed, and power a list of prioritized specifications needs to be set at first.

As TinyML is still a growing field, constant developments and advances are surfacing each day to address these challenges and provide an easier path for the implementation of TinyML systems. One of these advances are the TinyML development platforms which provide a bridge between the development and training of the ML algorithm and its deployment on embedded systems. These platforms incorporate some of the libraries and tools previously reviewed such as TFLite, and CMSIS-NN, and provide compatibility with multiple commercially available boards; allowing designers to collect data, train, test, optimize, and deploy their model on different MCUs using a single stop. Some of these newly developed platforms are Edge Impulse, imagimob, Qeexo, NanoEdge AI, OctoML Apache TVM, and others. These platforms are worth exploring as they provide a smooth starting point for beginners and can be used to
compare different implementation scenarios and assess their trade-offs.

VI. CONCLUSION

The emerging field of TinyML technology, deploying machine learning algorithms on resource-constraints embedded devices, can provide several advantages over cloud computing related to latency, power, and privacy. In this work, we explored the application of TinyML in wearable health and care systems. Several health and care applications including detection and management of medical conditions, fitness tracking, elderly fall detection, and rehabilitation using prosthetics were found in this review, which demonstrate the feasibility of TinyML applications. The TinyML pipeline, covering the chosen MCUs and software tools and frameworks were also covered and discussed within the review. This includes the specifications and limitations of available hardware options, related to MCU core processor, clock speed, and available memory, as well as the features and hardware compatibility constraints of the software tools and frameworks. A comprehensive review of the TinyML wearable health and care systems was later presented and summarized for further analysis and discussion, in terms of system implementation, design constraints, and performance metrics related to memory occupancy, accuracy, speed, and power. This showed that the overall performance of TinyML systems depends on the software tools and choice of MCU, which was on its turn also conditioned by the target application and ML problem at hand. Overall, this review covers a gap in literature in terms of the application of TinyML in wearable health and care devices and can help system designers by guiding them through their initial system design decisions and trade-offs.
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