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ABSTRACT
Most textbook definitions recognize only animals as having nervous systems. However, for the past couple decades, botanists have been meticulously studying long-distance signaling systems in plants, and some researchers have stated that plants have a simple nervous system. Thus, an academic conflict has emerged between those who defend and those who deny the existence of a nervous system in plants. This article analyses that debate, and we propose an alternative to answering yes or no: broadening the definition of a nervous system to include plants. We claim that a definition broader than the current one, which is based only on a phylogenetic viewpoint, would be helpful in obtaining a deeper understanding of how evolution has driven the features of signal generation, transmission and processing in multicellular beings. Also, we propose two possible definitions and exemplify how broader a definition allows for new viewpoints on the evolution of plants, animals and the nervous system.

1 Introduction
Under the entry for “nervous system”, Encyclopaedia Britannica states that “[i]n animals, in addition to chemical regulation via the endocrine system (which plants have), there is another integrative system called the nervous system.” Most dictionaries and textbooks maintain that only animals have nervous systems. Although plants do not have a nervous system according to this phylogenetic definition, a growing body of botany research from the past 25 years shows that many plants transmit electrical signals to and from different parts of their bodies to respond to environmental stimuli. Several scientists from different fields have spoken about plant neurobiology and the nervous systems of plants, but this new viewpoint is not free of controversy and has been criticized by others. One could consider this controversy to be an ontological debate about whether some entities belong to one category or another, not affecting physiological plant and animal research, but this debate is not harmless to scientific knowledge – it is significant in evolutionary biology because a phylogenetic definition does not allow for considering processes of convergence evolution, which is necessary when discussing the evolution of living beings.

In this article, after reviewing the scientific literature on electrical signaling in plants and discussing the criticisms of plant neurobiology from an evolutionary point of view, we propose that broadening the definition of a nervous system will provide a greater understanding of the evolution of how plants and animals generate, transmit and process signals. To highlight the advantages of a broader definition, we use a definition that allows us to discuss the evolutionary directions of different nervous system features in plants and animals. In this paper, we do not address the existence of consciousness in plants nor take sides on this issue. We separate the issues of consciousness and the nervous system. Although we conceive of consciousness as a functional state that exists in at least some nervous systems, consciousness continues to be one of the most unknown phenomena of nature, despite research progress in this area. Thus, our approach to the debate about nervous systems in plants is only from a physiological perspective, by which we take into account only the generation, transmission and processing of signals.

We are aware that formulating a definition for the term “nervous system” is challenging because it needs to be general enough to allow discussing convergent and divergent evolutionary processes but not so general that it becomes meaningless by including any system of signals. Proof of the difficulty of this challenge is the fact that Elsevier’s Encyclopedia of Neuroscience does not have an entry for the term “nervous system”. While this task is likely to fail because of this difficulty, we think that the possibility of gaining a better understanding of nature makes the attempt to formulate a definition worthwhile.

This paper is structured as follows: Section 2 reviews the most important literature about electrical signal generation, transmission and processing in plants. Section 3 reviews textbook definitions of nervous systems and the differences between physiological and anatomical definitions of biological systems. We also discuss criticisms of plant neurobiology from an evolutionary viewpoint. Section 4 presents two options to redefine the concept of what a nervous system is. Section 5 shows how broadening the definition of “nervous system” allows for discussing the evolutionary directions of the signaling features of plants and animals. Section 6 presents...
a summary and conclusions of the importance of broadening
the definition in evolutionary biology.

2 Plant behaviors and the mechanisms of electrical
signals
Throughout history, people generally thought of plants as
passive organisms, disconnected from information in their
environment and performing mechanical functioning without
communicating between their organs and structural parts. This
view, however, began to be questioned during Darwin’s time
after research on electrical signals in plants was published.
Motivated by conversations with Darwin about the Venus
flytrap, John Burdon-Sanderson conducted the first experi-
ment that registered an action potential in a plant.23
Later, Jagadis Chandra Bose performed experiments that
demonstrated the electrical nature of signals generated in di-
ferent plants by different stimuli (e.g., nondestructive electrical
shocks, wounds, chemical agents).24–26 His findings were
astonishing because at that time is was thought that plants use
hydromechanical mechanisms to transmit signals, unlike animals,
which use electrical impulses. His studies also showed
that electrical signals exist in both sensitive and nonsensitive
plants. Despite the topicality of the debate we address in this
paper, the idea that plants have a nervous system goes back to
Bose. He wrote:
“The results of the investigation which I have carried out for
the last quarter of a century establish the generalization that the
physiological mechanism of the plant is identical with that of
the animal.” [26, p. ix]
Since then, many more studies have confirmed that plants
respond quickly by generating, transmitting, and processing
electrical signals. In the following text, we briefly review some
of the most important research and discoveries about plant
behavior and signaling that have been reversing our initial view
of plants.
Within the plant kingdom, some sensitive vascular plants,
such as the Venus flytrap (Dionaea muscipula), have been
studied in depth.27,28 The Venus flytrap uses leaves to capture
insects, and it has to make two predictions to be successful.29
First, it must decide whether what is on the leaf is foodstuff
to prevent it from closing on sand or other useless materials. The
Venus flytrap distinguishes inanimate objects from prey by
registering two mechanical stimuli within 20 – 30 seconds.
When this occurs, the leaves jump to a semi-closed state.
Second, the plant must decide whether the prey is worth clos-
ing for. If the insect is too small and escapes through the gaps,
the plant will not register additional signals. If the insect is the
appropriate size, it will evoke further mechanical stimuli, and
the trap will fully close. Additionally, the Venus flytrap can
jump from an open state to a semi-closed state in 0.03 seconds,
and from a semi-closed to a fully closed state in 0.03 seconds.
Electrical signals play an important role in these high-velocity
reactions and leaf movements by propagating waves of action
potentials.30,31 The Venus flytrap uses the distinct electrical
states of its cells to process information.29 and this mechanism
could allow for reacting to a wide range of prey movements.32
Also, it has been observed that the Venus flytrap has several
interconnected electrical circuits.28 Despite these interesting
features, this plant is not an oddity. Aldrovanda and
Utricularia are other carnivorous plants that use action poten-
tials to generate predatory behaviors.33
Mimosa pudica is another widely studied plant with striking
behavior.34–36 Mimosa pudica and Venus flytrap show how
different evolutionary pressures have caused these plants to
possess mechanisms that employ electrical signals. Whereas
the Venus flytrap carries out predatory behavior, the Mimosa
pudica employs electrical signaling to carry out antipredator
behavior.37,38 It folds its leaves inward when stimulated,
reducing the surface area exposed to potential predators. If it
continues to receive stimulation, the petiole drops and causes
the potential predator to fall from the leaves. A remarkable fact
discovered about the Mimosa pudica is that its antipredatory
behavior is condition-dependent, like in animals.34
Although sensitive plants can generate high-velocity action
potentials that lead predatory and antipredatory movements,
these electrical signals are also used to send alerts about
wounds and communicate between different tissues and
organs.41–44 Electrical signals also elicit changes in physiologi-
cal processes in ordinary plants.44–46 Also, it has been observed
that circadian rhythms in plants have electrical components
[47,48], and a new line of research involves electrical commu-
nication between plants. For example, researchers found elec-
trical signal conduction between Aloe vera and tomato
plants.49
Plants can generate electrical signals for both short and long
distances, and the propagation of electrical signals can be active
or passive, as they are in animals.36 The three types of long-
distance electrical signals are the action potential, variation
potential (or slow wave potential), and system potential.2
Action potentials in plants are important for transmitting
information,50 and their electrical activity contains informa-
tion about environmental stimuli.51,52 The details of the ionic
currents of action potentials in Viridiplantae began to be
uncovered in the early 1960s.53,54 But, in contrast with our
deep knowledge of the animal nervous system at the molecular
level, what we know about the channels involved in depolar-
zation and repolarization in higher plants remains mostly
conjecture.
Despite this problem, research has shown that plants’ action
potentials are associated with an increase of Ca2+ and H+ con-
centrations and a decrease of Cl− and K+ in the cytoplasm,
and the same concentrations change conversely in the
apoplast.2 However, although voltage-sensitive Ca2+ channels55
and voltage-sensitive Cl− channels56 have been
identified, for most of the proposed molecular mechanisms,
there is no experimental proof that they are involved in action
potentials. Studies have only recently confirmed that voltage-
gated potassium channels responsible for repolarization exist57
and that the proton pump AHA1 is implicated in variation
potential generation by controlling the membrane potential.58
Regarding long-distance signal transmission, plants use
phloem (parenchyma cells, companion cells and the phloem
sieve tubes) and xylem to form a network to transmit electrical
signals long-distance within the plant.36,37,45,59,60 In maize
plants, experiments have shown that different electrical signals
research on electrical signaling in plants has led to important developments in mathematically understanding electrical activity in plants. When analyzing those mathematical models, an important issue emerges: many of the elaborated mathematical models are modifications of the classical Hodgkin-Huxley model.

The similarities do not stop there; some chemical messengers used by animal nervous systems have also been found in plants. Two important discoveries have revealed that plants also use glutamate and gamma-aminobutyric acid (GABA) as signaling molecules. Glutamate interacts with electrical signaling and with other signaling molecules. For example, glutamate plays a role in wound signaling; when it is detected by glutamate receptor-like ion channels, they increase the intracellular calcium ion concentration, which creates a signal that propagates through the plant. Also, a recent study in Nitellopsis obtusa has given new evidences that NMDA is an active component in glutamatergic signaling in at least some plants. Regarding GABA, there are still open issues about its role in signals within plants, but we know that it appears in plants for defense against herbivores and in response to extreme temperatures, dehydration, salinity, oxygen stress, mechanical damage, acidosis and viral infection. We also know that GABA inhibits anion passage through the aluminum-activated malate transporter.

The similarities between the signaling mechanisms of plants and animals raise the question of whether animal anesthetics affect plants in a manner similar to animals, and the results of various research studies show that it does occur. A recent study even found that animal anesthetics abolish movements in several sensitive plants and action potentials in Venus flytraps.

But the similarities between plants and animals go beyond the mathematical description of their electrical signals and the molecular mechanisms that generate them. Similarities have even been found between the electrical signal systems of different plants. For example, the response in the touch-perception process in Chara (freshwater environments) and the turgor-regulating response to osmotic shock in Lamprothamnium (salt-tolerant types) are both generated by the same three stages. In Arabidopsis, petiole distortion from insects resembles certain aspects of the distal leaf collapse phase that can be seen in damaged Mimosa pudica. These discoveries indicate that these signal systems have an evolutionary history.

Although we have discussed many details about plant signaling mechanisms, there are still controversies surrounding this topic. One of these is the proposal that the plant signaling system has properties in common with neuronal synapses. Some researchers claim that root apex cells secrete vesicles enriched with auxin to exchange information among themselves, but others question these findings, generating a dispute about the question. Probably, in the coming years, the use of new techniques is going to clarify the issue.

The above paragraphs have reviewed important discoveries about signaling in plants, but we have not yet mentioned the degree of complexity of their behaviors and capacities. These controversial issues go back to the time of Darwin. In fact, one

existed in a sieve element of their phloem in response to different kinds of leaf tip stimulation. The recordings showed that action potentials were released when the stimulation involved chilling the plants, yet variation potentials occurred when the stimulation involved wounding the plants by cutting. The molecular mechanism of spreading action potentials is debated. So far, it has not been found that plants have chemical synapses to carry out cell-to-cell communication. One hypothesis was that the electrical field strength might be the element in the jumping transmission, but the results of a subsequent research denied that hypothesis. Another hypothesis about the spreading is that plasmodesmata, membrane-lined channels, play the same role in plants that gap junctions play in the animal nervous system and allow for electrical connection and action potential propagation. Xylem plays an important role in the propagation of variation potentials. A recent study using mutant plants found that xylem is related to the velocity and kinetics of variation potential transmission in Arabidopsis. In regard to which types of cells and channels are involved in variation potentials, research has revealed important details in Arabidopsis thaliana. Using a genetic approach, the researchers found that this plant contains two distinct populations of cells necessary for transmitting electrical signals and that these cells do not contact each other directly. They also found that phloem sieve tubes and xylem contact cells function together in the variation potential. The research also showed that insects feeding on genetically modified plants (those unable to send electrical signals) gained weight more rapidly than those feeding on wild-type plants, indicating that insects found it more difficult to predate plants with systems for sending electrical signals. This study reveals the existence of an evolutionary pressure, insect feeding, that caused the electrical signaling system of plants to be selected because it makes it difficult for insects to prey upon them.

If signals exist, mechanisms to generate and interpret signals must exist. The generation of signals by mechanoreceptors has been an important research topic. In the case of the Venus flytrap, the electrical signals that generate its mechanoreceptor have been studied in depth, along with its molecular mechanisms. The Mimosa pudica’s mechanoreceptor and the mechanisms of its electrical signals are not yet known. In the Arabidopsis thaliana, several key discoveries have been made in the last several years about the Ca²⁺ channels involved in recognizing herbivory and the pathogens that activate defense signaling processes. Despite these discoveries, the mechanisms responsible for transforming a long-distance electrical signal into a cellular response remains an under-explored issue. Even so, it is interesting that a recent study has provided important evidence of the mechanisms involved in decoding variation potentials into a specific respiratory response in pea seedlings. Regarding the mechanisms that interpret signals, plant cells decipher information encoded in calcium oscillations that are induced in cytosolic free calcium, and several important discoveries about how the calcium signals are read or decoded have shown that the interplay of Ca²⁺ channels, transporters and sensors are involved in those processes.

One important issue to consider in the research of any natural phenomenon is its mathematical description. Basic
of the oldest and most surprising debates concerns the “root-brain” hypothesis proposed by Charles and Francis Darwin. The Darwins proposed that roots behave as lower animals do, with their apex seated at the anterior pole of the plant body where it acts as a brain-like organ. In light of the recent discoveries about the root apex, the Darwins’ proposal has been reconsidered. It has been proposed that the root apex is a brain-like structure in plants, and that the root apex transition zone receives sensory information from the root cap and instructs the motor responses of cells in the elongation zone. The “root-brain” hypothesis has been supported by testing binary decisions made by maize roots in a Y-maze. Also, spatiotemporal dynamics of electrical network activity have been registered in the root apex, and researchers have proposed that its function is to integrate internal and external signaling for developmental adaptations in response to changes in the environment. The experiments have also shown that the electrical activity of the maize root apex is affected by gravity conditions, as happens in animals’ nervous systems.

The capacity of plants to learn is also an intriguing topic. Although researchers have found interesting results from studying the leaf-folding habituation of Mimosa pudica, there are discussions about how to interpret the data. Researchers question whether a process of habituation occurs or whether the results can be explained by motor fatigue. To resolve this discussion, additional experiments that contrast the viewpoints are needed.

Another intriguing topic is the mechanisms parasitic plants use to make decisions. They have the particularity of having to locate a host, and it has been shown that Cuscuta europaea has the ability to choose between hosts depending on host quality. It seems plausible that Cuscuta europaea uses signals to touch its environment, but we still know little about its mechanisms to make decisions.

Despite ongoing debates, the facts reviewed here show that plants possess a system that uses electrical signals to sense stimuli and generate behavior to fit into the environment and that this system has an evolutionary history. Thus, the question arises as to whether this system is a nervous system.

3 The definition of a nervous system

Most dictionaries use phylogenetic definitions to identify nervous systems, such as the following from Collins English Dictionary: the sensory and control apparatus of all multicellular animals above the level of sponges, consisting of a network of nerve cells. Other dictionaries opt to define a “nervous system” by directly linking it to the kingdom Animalia or to one of its taxonomic ranks; for example, the Cambridge Advanced Learner’s Dictionary states that an animal’s or person’s nervous system consists of its brain and all the nerves in its body that together make movement and feeling possible by sending messages around the body, and Merriam-Webster states that it is the bodily system that in vertebrates is made up of the brain and spinal cord, nerves, ganglia, and parts of the receptor organs and that receives and interprets stimuli and transmits impulses to the effector organs. The American Heritage Science Dictionary states that a nervous system is The system of neurons and tissues that regulates the actions and responses of vertebrates and many invertebrates.

Neuroscience and biology textbooks are more subtle; they define the nervous system as the biological system whose basic cells are neurons. However, this definition, too, is phylogenetic since it rests on the premise that only animals have neurons and hence only animals have nervous systems. Also, it is problematic because the literature states two reasons that make it difficult to define neurons by themselves: 1) outside vertebrates and arthropods, there exists no concept of a neuron based on specific features that could define it (e.g., action potentials and specialized synapses are not prerequisites for neurons) and 2) genetic analyses have shown that no specific neuronal or synaptic genes exist that are the same in all metazoans. The nerve-like cellular makeup of plants mentioned in the previous section does not reach the same degree of complexity as animal nerves, but research findings have led some scientists to propose that plants have simple nervous systems and that plant neurobiology exists. However, these proposals have been openly rejected by some in the scientific community who argue that concepts of neuroscience cannot be applied to plants because certain definitions cannot be fulfilled. We think that the emergence of this debate puts the spotlight on the definitions used in neuroscience, specifically on the definition of a nervous system.

As previously mentioned, this controversy could be considered an ontological debate, but we claim that this assessment is erroneous because phylogeny-based definitions of nervous systems impact the field of evolutionary biology. Defining a biological system using a phylogenetic definition determines a set of interrelated elements that carries out a function, and that set is conserved in the species of a specific branch or subtree of the phylogenetic tree. Under a phylogenetic definition, a biological system denotes a phylogenetic tree, and the biological system does not exist outside those species. If we accept a phylogenetic definition, we are denied, de facto, the possibility that the system exists outside the phylogenetic tree stipulated by the definition and that processes of convergence evolution exist. Thus, the phylogenetic definition of a nervous system has shaped the current evolutionary viewpoint to be one in which the nervous system has emerged and evolved only in the animal kingdom. However, when discussing the evolution of living beings, considering processes of convergence is necessary. In fact, it is possible that processes of divergence exist outside plants and animals in the signaling system.
comparing the evolutionary paths of the nervous system in plants and animals. This difference in how we discuss the nervous system and other biological systems shows how limiting a phylogenetic definition is.

It is also relevant to discuss the phylogenetic definition of a biological system in the framework that systems theory proposes. One of the hallmarks of systems theory’s framework is that a system is characterized by mathematical functions.\(^{122,123}\) On the basis of that fact, if a system is characterized by the function \(F\) and another is characterized by the function \(G\), they are determined to be the same, if for each state, \(X\), the systems satisfy \(F(X) = G(X)\). Also, the functional viewpoint of systems theory implies that the physical nature of the elements that constitute the system is not important in determining what kind of system it is. If it is applied to biological systems, we can address the existence of the same biological system in different species only on the basis of the function it performs. For example, the biological systems that carry out respiratory functions are considered respiratory systems, even though they differ regarding the elements and organs they possess. Because a phylogenetic definition precludes considering the existence of the same biological system in different species without an ancestor–descendant relationship, it clashes with system theory and the physiological point of view.

At this point, someone could counterargue that using a physiological definition to identify a nervous system might not be necessary because there are no nervous systems in other kingdoms or phyla to compare and discuss. However, investigations in plants have found long-distance electrical signals that control and activate different functions, a fact which, from a physiological viewpoint, must be associated with a biological system. The existence of features, or elements, in the electrical signal systems of plants and animals about which evolutionary biology must answer about each one whether it is a homologous or an analogous feature, or element, would imply the necessity of a broader definition of a nervous system to elaborate an answer. Following this premise, we have identified three specific physiological issues that imply the necessity of a broader definition: 1) electrical signals and their mechanisms, 2) cell-to-cell mechanisms to propagate electrical signals and 3) parallelism between the animal autonomic nervous system and plant nervous system. Next, we discuss each issue.

1. Electrical signals and their mechanisms. Electrical signals have been observed in animals and plants. The most striking case of having similar electrical signals is the action potential, also called a spike, which is characterized by giving a maximum response or none at all. In animals, there are two kinds of action potentials: sodium-dependent and calcium-dependent.\(^{124}\) Both types are generated by voltage-gated ion channels that regulate ion flow across the membrane in response to the membrane potential. Sodium-dependent action potentials are produced by currents of \(Na^+\) and \(K^+\). Calcium-dependent action potentials are produced by currents of \(Ca^{2+}\) and \(K^+\). Calcium-dependent action potentials were first discovered in mammals in Purkinje cell dendrites,\(^{125,126}\) and currently we know they are in pyramidal neurons in layer 5 and play an important role in behavior and cognitive function.\(^{127}\) \(Ca^{2+}\) and \(Na^+\) action potentials are generated through voltage-gated ion channels, but whereas there is only one kind of \(Na^+\) action potential, there are two kinds of calcium-dependent action potentials: low-threshold and high-threshold.\(^{20,128}\) High-threshold \(Ca^{2+}\) action potentials are initiated by high-threshold \(Ca^{2+}\) channels and low-threshold \(Ca^{2+}\) action potentials by low-threshold \(Ca^{2+}\) channels. Specifically, dendritic \(Ca^{2+}\) spikes in Purkinje cells are dependent on the \(P\)-type calcium channel.\(^{129}\) Although the action potential recorded in Purkinje cell dendrites and the low-threshold calcium spike observed in central neurons are both all-or-nothing signals, their electrophysiological properties are different. The action potentials in plants are believed to be produced by fluxes of \(Ca^{2+}\), \(Cl^-\) and \(K^+\).\(^{130}\)

The existence of voltage-dependent \(Ca^{2+}\) channels has been proven,\(^{55,131}\) but the channels involved in the \(Ca^{2+}\) currents for the depolarization in action potential in plants have not yet been identified. Also, we know that some action potentials have a complex mechanisms in some plants. For example, in \(Chara corallina\), the action potential is not based only on voltage-dependent ion channels; the exposure to light causes a progressive shift in the depolarization maximum.\(^{132}\) But this complexity does not signify a difference between plants and animals because some neurons in animals also have action potentials that are not entirely based on time- and voltage-dependent ion channels.\(^{133}\) A recent study in \(Nitellopsis obtusa\) and \(Marchantia polymorpha\) has shown that inhibitors of human two-pore channels alter resting potential, action potential amplitudes and the duration of action potential repolarization by affecting \(Ca^{2+}\) channels.\(^{134}\)

In addition to having a short-lasting depolarisation of the action potential, animals and plants both have signals based on prolonged depolarisation. In animals, a prolonged depolarisation signal is the plateau potential.\(^{135,136}\)\(^{20,128}\) and in plants it is the variation potential.\(^2\) The plateau potentials began to be studied in the neurons of mantis shrimp.\(^{137}\) Later, they were discovered in mammals in Purkinje cells dendrites,\(^{126}\) and currently, plateau potentials are far from being considered a rarity. Another remarkable coincidence regarding the mechanisms plants and animals use in electrical signals is that plants use ATPases in electrical signalling, like animals do. ATPases are key molecular structures that maintain the ionic gradients in animals’ neural cells.\(^{138}\) Research on the \(Arabidopsis\) confirms that ATPases play an important role in regulating membrane repolarisation in wound response.\(^{58}\) It is foreseeable that additional research in the next few years will further clarify the molecular mechanisms of electrical signals in plants, and once that is completely understood, we should discuss whether a process of evolutionary convergence exists.

2. Long-distance signals. Different studies have shown that plants have mechanisms to generate, transmit and process electrical signals, that their electrical activity contains information about environmental stimuli,\(^{51,52}\) and that action
potentials transmit information.\textsuperscript{50} In the animal nervous system, two kinds of processes have emerged to send long-distance signals: electrochemical and electrical coupling. Regarding plants, many molecular details are still unknown about how they perform cell-to-cell communication, but we know they use neurotransmitters, such as glutamate and GABA. We know that plants have not developed synapses, but it is unknown whether any convergence exists with the volume transmission in animals.\textsuperscript{19,140} Another option is that plants perform cell-to-cell communication through electrical coupling. One hypothesis is that electrical coupling communication could happen through plasmodesmata. Electrotonic coupling was thought to be only a minor feature of the nervous system of less evolved animals until it was also discovered in mammals,\textsuperscript{141,142} and we now know that it is an important mechanism in different central nervous system structures, such as the inferior olive.\textsuperscript{143} The first direct proof of electrical coupling in plants was found in the \textit{Elodea canadensis},\textsuperscript{144} and electrical coupling between root cells is involved in how plants can extract water from dry soil against a gradient in water potential.\textsuperscript{145} Evidence of electrical coupling in electrical circuits has also been found in the \textit{Bidens pilosa} \textit{L}., Venus flytrap,\textsuperscript{146} and \textit{Aloe} \textit{vera}.\textsuperscript{147} Investigations of electrical networks in \textit{Dionaea} and \textit{Aldrovanda} trap lobes have revealed a high, rich synchronous coupling activity. Action potentials spread rapidly enough to adjacent cells in the trap lobes to allow the plant to catch prey.\textsuperscript{148} Indirect evidence shows that the cells may be coupled bidirectionally, making them fire synchronously in aquatic carnivorous plants.\textsuperscript{149} Given this evidence, the evolutionary history of animals and plants cannot be described without discussing whether a process of evolutionary convergence has generated the same mechanism to propagate electrical signals in multicellular organisms.

3. The autonomic nervous system. In the peripheral nervous system of animals, we find the autonomic nervous system (formerly named "vegetative nervous system"), which controls smooth muscle and glands and thus guides the function of internal organs.\textsuperscript{150} The autonomic nervous system monitors arterial pressure, the concentration levels of different substances in the blood, such as carbon dioxide, oxygen and sugar, and the chemical composition of the stomach and gut content. Depending on the values registered, the autonomic nervous system affects functions such as heart rate, digestion, respiration, pupillary response, urination and sexual arousal, among others. In plants, photosynthesis, respiration, phloem transport\textsuperscript{2} and ovarian metabolism\textsuperscript{151} are regulated by electrical signals. Plants have mechanisms that, depending on the levels of substances or physical variables, send electrical signals to regulate the functions mentioned. Also, plants use electrical signals to affect hormone synthesis regulation.\textsuperscript{152,153} In animals, the interaction between the automatic nervous system and the endocrine system is a current research topic,\textsuperscript{154} and one cannot avoid wondering to what extent parallels can be drawn with this topic too. Since similar functions are regulated by the autonomic nervous system in animals and by electrical signals in plants, it is necessary to discuss whether there is a process of evolutionary convergence between both biological systems.

At this point, we consider it relevant to review the work of Darwin, the father of the theory of evolution. In his work, we find arguments against a phylogenetic definition of the nervous system. Darwin wrote three books about plant life,\textsuperscript{155–157} which is not a coincidence – he was trying to change our view on plants. He wrote, "It is a truly wonderful fact – the wonder of which we are apt to overlook from familiarity – that all animals and all plants throughout all time and space should be related to each other in group subordinate to group." [158, p. 155]. Darwin understood that evolution involves a global view about all living beings that requires a framework in which all evolutionary pressures, directions and paths can be formulated and compared. He was able to see that plants should not be isolated from animals in the study of evolutionary processes. Also, he wrote the following:

"I am inclined to believe that in nearly the same way as two men have sometimes independently hit on the very same invention, so natural selection, working for the good of each being and taking advantage of analogous variations, has sometimes modified in very nearly the same manner two parts in two organic beings, which owe but little of their structure in common to inheritance from the same ancestor." [158, p. 193].

Clearly, Darwin’s work shows he rejected the phylogenetic definition of a biological system because he was aware of the existence of convergence processes.

We also consider it relevant to review the work of Ramón y Cajal, the father of modern neuroscience, in regard to a phylogenetic definition of the nervous system. Although we are not aware Ramón y Cajal had any interest in studying plants, he considered that each nervous system must be understood in the context of the evolutionary and ethological niche in which it has developed and survived.\textsuperscript{159} Therefore, it can be claimed that the emergence of a nervous system in plants agrees with Ramón y Cajal’s view since plants’ nervous systems must be understood in their corresponding contexts and the plants’ evolutionary and ethological niche differs from the animals’. Once again, some could claim that neurons and synapses do not exist in plants,\textsuperscript{6} and certainly Ramón y Cajal’s work is deeply linked with the concept of synapsis, but we have two objections to that claim. First, although the plant cells that transmit electrical signals do not have synapses, using the existence of synapses to define a neuron is not currently a requirement in the field of neuroscience,\textsuperscript{160} and from the evolutionary viewpoint, “[n]either action potentials nor specialized synapses are absolute prerequisites of neurons” [114, p. 186]. Some neurons have graded potentials instead of action potentials to transmit information.\textsuperscript{161} In animals, neurons exist with different kinds of chemical synapses,\textsuperscript{162} and another kind of intracellular transmission different from wired transmission has even been found, called volume transmission (also named non-synaptic diffusion neurotransmission).\textsuperscript{139,163} Second, Ramón y Cajal’s neuron doctrine,\textsuperscript{164,165} which he based on much careful research, asserts that the nervous system, in keeping with Schleiden and Schwann’s broader cell theory, is composed of discrete and specialized cells in sending signals. In his view, the special features of nerve cells (e.g., axon, synapses) correspond to evolutionary adaptations associated with niche specialization. According to Ramón y Cajal,
being composed of specialized cells is the fundamental criterion for defining a nervous system, and how, and how the cell is specialized (e.g., axon, synapses) corresponds to the evolutionary process and ecological niche. Although an anatomical feature is sufficient for being a specialized cell, there is no specific feature necessary to specialize in transmitting, processing or generating signals. Therefore, the key issue in the definition of a nervous system from Ramón y Cajal’s neuron doctrine is that a nervous system is made up of specialized cells, and it does not support a phylogenetic definition of the nervous system.

Evolutionary arguments at the molecular level also support adopting a physiological definition to identify nervous systems. Electrical signaling is based on the molecular mechanisms of the ion channels and pumps in both plants and animals, a fact that did not occur by chance. Genetic research has shown that there are no de novo structures in living beings but only those that have evolved from preexisting structures. We also know that a basis for ion channels already existed in the prokaryotes, and some researchers have focused on the relationship between signaling and the evolution of ion channels in plants and animals. Those studies show that issues about the evolutionary path of the molecular signaling mechanisms are often studied and discussed from an evolutionary viewpoint. Additionally, ligand-gated ion channels are ancient, and the emergence of GABA and glutamate mechanisms is an ongoing research topic. Analyses indicate that the glutamate-binding mechanisms of plants and animals have an ancestral glutamate-binding mechanism as a common origin, and they have been diverging. In animals, glutamate receptors with a high ligand specificity have been selected, whereas in plants glutamate receptors have evolved to be nonspecific amino acid sensors. In parallel to that divergent process, the specificity of the glutamate mechanism emerged in animals through a convergent process. In contrast to the divergent process that occurred in plants and animals regarding glutamate receptors, the existence of an anion channel inhibited by GABA is due to a convergent process in plants and animals.

Regarding these evolutionary analyses, if one can discuss the evolution of molecular signaling mechanisms, it is illogical that one is unable to discuss the evolution of the biological systems that contain those molecular mechanisms. Although at the biological system level they do not share a phylogenetic tree, they do share one at the molecular–mechanism level. Thus, removing this contradiction is another reason to adopt a new definition to identify nervous systems.

We will now present our stance. Firstly, Bose’s initial claim stating that “the physiological mechanism of the plant is identical with that of the animal” is wrong because the research clearly shows that the mechanisms are different. On the other hand, Bishop explained, as did Ramón y Cajal, that a variety of nervous systems exist rather than only one kind and that each one uses different properties. This is still the current view today. Thus, although the mechanisms that generate, transmit and process signals in plants are different from animal nervous systems, there is no a priori reason to deny that they constitute nervous systems that are within the variety of nervous systems that exist in nature. We position ourselves with those who claim that speaking about plant neurobiology is reasonable. We do not claim, however, that the terminology for plant neurobiology must be equal to or based on the terminology that already exists for animal neurobiology. Given these clarifications, what options are available to address this dispute? One attempt to resolve the dispute was made by Peter W. Barlow. He proposed using the Living Systems Theory to reinterpret animal and plant neurobiology mechanisms, but his proposal did not change either side of the argument. We think that the proposal fails to resolve the dispute for three reasons: it does not identify a specific problem in any of dispute’s positions, it does not propose a solution for any problems in any of the dispute’s positions, and it does not show advantages against the previous position, which would force a change of mind.

Considering these points mentioned here, we have identified problems on each side. On the plant neurobiology side, we consider it impossible to defend or show that plants have a nervous system like that of animals because although plants clearly have a electrical signal system to control and generate their behavior, important differences exist between these systems in plants and animals. On the animal phylogenetic side, we find that the phylogenetic definition of a nervous system, which directly excludes the existence of a nervous system in plants, creates a problem in studying the evolutionary history of animals and plants. This happens because the definition does not allow for addressing whether there have been convergence processes, even though research shows that plants have developed mechanisms to react immediately to exogenous and endogenous stages. Also, we find an incompatibility between the phylogenetic definition and the general system theory. Since discussing convergent evolution processes of a system or an organ in species that are phylogenetically far removed requires identifying the system or organ that carries out a specific function in those organisms, our proposed solution is to broaden the definition of a nervous system by adopting a physiological definition. We propose this solution because a physiological criterion characterizes a system by its function and is therefore also compatible with systems theory, and the variety of electrical signals and molecular mechanisms that generate them in animals leads us to understand that the definition of a nervous system cannot be formed by identifying a specific mechanism.

In the following sections, we develop our proposal to broaden the definition of a nervous system and show that this solution provides a framework to generate hypotheses about the evolutionary history of animals and plants that cannot be formulated using the phylogenetic definition of a nervous system.

4 Two proposals for broadening the definition of a nervous system

In the previous section, we proposed to broaden the definition of a nervous system by using a physiological criterion to resolve the debate about the existence of nervous systems in plants. But how can we do this? The definition has already been broadened by modifying the neuron doctrine by explicitly adding features to the definition of a neuron. However, that broadening has led to the Eumetazoa’s nervous system cells remaining under the phylogenetic definition after the unexpected discoveries
made in the 20th century (e.g. gap junctions, neuromodulatory substances). Being against using phylogenetic definitions, we defend that the fulfillment of the definition of a biological system cannot be contingent upon belonging to a kingdom or phylum; one should not reject that a biological system belongs to a class of biological systems based on the mere fact of it not belonging to a kingdom or phylum and without studying the system’s function. Regarding this position, we suggest two options for broadening the definition of a nervous system. The first option applies to the domain of multicellular organisms. The second one applies to systems, so it is more general than the first and can be applied to unicellular organisms. We develop these two options below.

4.1 Broadening the definition for multicellular organisms

Because using specific anatomical features to define a neuron has been shown to be a complex issue in evolutionary biology, we propose avoiding any phylogenetic or anatomical references and considering mainly physiological criteria to formulate the definition. The basic functional unit of all known living organisms is the cell, and Theodor Schwann proposed that tissues are groups of cells that work together to carry out a specific function. Ramón y Cajal found that nervous tissue, the main tissue of the nervous system, is made up of cells. Combining all these points, we propose that a nervous system can be defined as follows:

A nervous system is the system of a multicellular organism that (1) contains a group or groups of cells that are specialized in transmitting, generating or processing information, (2) sends signals to other systems, allowing the organism to react to or act upon exogenous and endogenous states by controlling those systems’ activity, and (3) generates and sends signals to other systems as the result of communication among multiple specialized cells of the system.

This definition is likely to raise many questions for the reader, and we address some of these potential questions below.

The use of “communication” and “information” in the formulated definition are not fuzzy concepts that allows subjectivity. We use them in reference to the definitions provided by information theory – that is, communication requires that a communication channel exist between one cell and another, and the signal’s value transmit information from the emitter to the receiver cell because it is unknown what the signal’s value will be. We consider that a channel of communication exists only when the transferred element is not an element involved directly in the chemical reactions of the metabolic routes of the receiver cell intended for nutrition. For example, red blood cells that release oxygen do not transmit information because the oxygen is employed directly to create adenosine triphosphate (ATP) in the receiver cell. The glucose molecules transferred from astrocytes to neurons also do not transmit information because they are employed directly to create ATP. However, the neurotransmitters released by neurons in the synapses are not nutrients, and they transport information because it is unknown when the neurotransmitter will be received. Our definition differentiates between nutrients and chemical messengers.

Conditions 2 and 3 are important because, in multicellular organisms, other systems exist that contain cells specialized in transmitting, generating or processing information, but these systems must be excluded from the definition because they do not belong to the class of nervous systems. Condition 2, which determines that a nervous system sends signals only to other systems, excludes systems that have a function that directly affects exogenous or endogenous states, even though these systems have cells that are specialized in transmitting, generating or processing information to carry out their functions. The reason is that, if a system has a function and it evolves by increasing the number of computations to give a better response, such a system is not a nervous system. Also, if a system that transmits, generates or processes information evolves to give a specific response to exogenous or endogenous states by itself, such a system would no longer be a nervous system because the function it performs would have changed. One example of a system that transmits, generates or processes information but does carry out a specific response is the immune system. The animal immune system is also excluded from the phylogenetic definition of a nervous system. Regarding Condition 3, we consider it necessary because it establishes a boundary that separates systems that, despite having cells specialized in transmitting, generating or processing information, use approaches that are completely different regarding the signal generation a nervous system carries out. Thus, this condition makes the definition consistent with the computational model of a neural network, and it excludes those systems whose cells carry out their function independently of any other cell of the system, even though they generate, transmit or process information. This does not mean, however, that the computational model of a nervous system can only be the neural network model, because the neural network model determines a specific way of communicating among the cells. Let us look at some specific examples. The first is the animal endocrine system. Its cells carry out processes of generating, transmitting and processing information because cells in glands release hormones to send signals to the organism’s cells that have receptors for them. However, cells in glands do not communicate with other cells to determine which signal is sent: they respond by themselves. The animal endocrine system is also excluded from the phylogenetic definition of a nervous system. This condition is also important because the reader could consider us to have underestimated the processes that plants perform to generate their behavior, but that is not the case. We are aware that plants carry out multiple behaviors to survive, such as managing food reserves, perceiving the force of gravity to determine growth direction and competing successfully for resources, among other behaviors. However, the mechanisms that they use to generate those behaviors are excluded from the definition of a nervous system that we propose because those behaviors are the result of the sum of the behaviors that each cell generates by local computations. Thus, we consider those behaviors either not to belong to a nervous system and to be ascribed to hormonal regulatory systems in plants or to be generated by an interplay of different systems, as occurs in animals in the neuroendocrine systems, a combination of the nervous and hormonal systems.
This definition of a nervous system implies the existence of a supercategory that contains the category of nervous system. We call this supercategory command-control system. It contains the other categories that would cover the systems that generate, transmit or process information but are not nervous systems, such as hormonal systems. However, a discussion of the command-control system category and the other categories it contains is beyond the scope of this paper.

It is key to note that organisms must provide a response to exogenous or endogenous states within a critical time to avoid damage, and this is important because if damage affects the organism’s number of offspring, the endogenous or exogenous states become evolutionary pressures that drive the physical features of the nervous system’s mechanisms. This pressure causes the selection of the organisms that have the speed required to avoid damage. For example, the characteristic electrical signals of a nervous system have emerged directly from the necessity to act and react in real-time and avoid damage. Vertebrates have a vestibular system that contains hair cells that transduce mechanical movements into electrical signals. The speed of registering and transmitting information is fundamental to generating an adequate locomotor response that prevents animals from falling because of gravity. As for plants, they do not move, so they do not need to contend with that problem. In fact, the critical period of time varies from one evolutionary pressure to another, and it allows us to observe a variety of nerve conduction velocities.

Also, the need to synchronize communication among multiple specialized cells produces evolutionary pressures that drive the selection of mechanisms that regulate signal speed.

4.2 Broadening the definition for systems

The previous definition broadened the current definition of a nervous system to allow for establishing whether it is fulfilled for any system of each multicellular organism. However, one could require an even broader definition. For example, creating artificial systems inspired by animal nervous systems could require discussing a nervous system in an artificial system. Bishop already stated that “it is not easy to state an intrinsic difference between a nervous system and a computing machine” [175, p. 397]. To achieve this level of generality, it is necessary to have a definition that uses the framework of systems theory. Thus, the definition would be the following:

A nervous system is the subsystem of an autonomous system that (1) contains a group or groups of elements that are specialized in transmitting, generating or processing information, (2) sends signals to other subsystems, allowing the system to react to and act upon exogenous and endogenous states by controlling those subsystems’ activity, and (3) generates and sends signals to other subsystems as the result of communication among multiple specialized elements of the subsystem.

4.3 About discussing the differences between nervous systems

A definition of “nervous system” allows only for determining whether a system belongs to the category defined. “Ordering systems, including classifications, are needed to reduce this chaotic diversity into understandable manageable arrangements before scientific explanations are possible” [193, p. 170]. If we want to discuss evolutionary convergence and divergence, we need to define subclasses within the class of nervous systems, which can be divided in different ways. We propose splitting each definition by using a method to create subclasses that one of the authors of this paper has recently employed. This method uses a hierarchy in which each new level breaks the class of nervous systems into more subclasses than the previous one: the higher the level, the greater the number of subclasses into which the nervous systems are split. Each class within each level is split into disjointed subclasses in the subsequent level. One can determine at which level the nervous systems are equal (by establishing that they belong to the same class) and at which level they differ (by establishing that they belong to different classes in that level).

We can obtain different hierarchies to discuss the differences between nervous systems, depending on the nervous system definition selected and the criteria selected to establish the different classes in each level. Even so, there are some features that all hierarchies must share to be useful in their purpose. In all the hierarchies, level 0 must have only one class, the class of nervous systems. To select the criterion of each level, we propose using the following rule. The first level that splits the class of nervous systems must use a physiological criterion, and as the level increases, the criterion changes toward an anatomical criterion.

The following subsection presents a possible hierarchy of the definition for multicellular organisms. It must be noted that a system can also be made of subsystems. Therefore, a nervous system can be made of different subsystems. A hierarchy of the definition for systems can be made by replacing multicellular organism with system and cell with element, but because this hierarchy is similar to the following hierarchy, it is not necessary to include it here.

4.3.1 The hierarchy of levels for multicellular organisms

In level 0 there is only one class, and it contains all the systems considered to be nervous systems by the definition used for multicellular organisms.

Level 1 of the hierarchy contains four subclasses defined from the information theory point of view. The subcategories are the following:

- Generating System: It is one group or several groups of cells that communicate among themselves and generate an output signal that transmits information to other systems.
- Transmission System: It is one group or several groups of cells that communicate among themselves and transport information to other systems.
- Processing System: It is one group or several groups of cells that communicate among themselves and perform a computational process.
- Mixture System: It is several groups of cells that do not all carry out the same type of function from the information theory point of view.

Level 2 of the hierarchy contains eight subclasses defined from the computational point of view. Each previous class is divided into two classes: memory and transitional. We define a memory cell as a unit whose computational power overcomes the
computational power of a finite-state machine. A transitional cell is defined as a unit whose computational power is not greater than a finite-state machine; this means that it lacks a memory that allows it to carry out a more powerful calculus than a finite-state machine can perform.\textsuperscript{195} In this paper, we use the term computational power specifically to refer to the set of functions that a computational model can calculate, and we use capacity of computation to refer to both computational power and the number of computational operations per unit of time that the system can execute. The subcategories in this level are the following:

- Transitional Generating System: It is one group or several groups of transitional cells that communicate among themselves and generate an output signal that transmits information to other systems.
- Transitional Transmission System: It is one group or several groups of transitional cells that communicate among themselves and transport information to other systems.
- Transitional Processing System: It is one group or several groups of transitional cells that do not all carry out the same type of function from the information theory point of view.
- Memory Generating System: It is one group or several groups of memory cells that communicate among themselves and generate an output signal that transmits information to other systems.
- Memory Transmission System: It is one group or several groups of memory cells that communicate among themselves and transport information to other systems.
- Memory Processing System: It is one group or several groups of memory cells that communicate among themselves and perform a computational process.
- Memory Mixture System: It is several groups of memory cells that do not all carry out the same type of function from the information theory point of view.

Level 3 of the hierarchy divides each class from the previous level into two subclasses, interconnected and disconnected, that reference the existence, or not, of independent networks in an organism. For example, Venus flytrap, which has a mixture system in each of its leaf traps is an example of a disconnected transitional mixture system (see Subsection 5.3). Mammals are an example of an interconnected transitional mixture system because their autonomic nervous system comprises three systems: the sympathetic, parasympathetic and enteric.\textsuperscript{150}

Level 4 divides the classes by considering centralized and decentralized transitional systems. A centralized system has an organ-type structure in which its cells carry out the function. A decentralized transitional system lacks such an organ-type structure. In animals, cnidarians are an example of organisms with a decentralized transitional mixture system, and mammals are an example of organisms with a centralized transitional mixture system.

The hierarchy of levels is presented below in Figure 1.

The discussion about convergence and divergence does not have to stop at the fourth level; the classes of the fourth level can be split using physical features, but the shape generated by the splitting would be a tree of levels instead of a hierarchy of levels.

5 Discussing the directions of nervous system evolution in plants and animals

We have claimed that broadening the definition of a nervous system is beneficial to studying and discussing the evolution of generating, transmitting and processing signals in living beings. Now, we would like to provide specific examples of evolutionary issues that emerge when this broadening is assumed.

5.1 The evolution of capacity of computation

One of the most striking differences between the nervous systems of plants and animals is the capacity and the kind of computation that each one possesses. At this point, the reader must remember that our definition contemplates only one specific type of system within all the systems that organisms possess to process, generate and transmit information. The plant nervous system is fundamentally dedicated to transmitting information, and it carries out a low level of information processing, even in carnivorous plants (e.g., the Venus flytrap) – this is true even if plants can process information in the root apex transition zone. Unlike in plants, the animal nervous system carries out mainly information processing; even reflex arcs are circuits that process information to generate behavior. Therefore, the evolutionary pressures have made plants’ and animals’ nervous systems evolve following two divergent paths. The animal nervous system has evolved to process information and the plants nervous system has evolved to transmit information.

According to the free-moving hypothesis,\textsuperscript{15,194} animals need to move constantly to acquire nutrients because the nutrients available at each point in the environment are limited. Moving requires decision-making about which directions are best to pursue because a natural environment is a heterogeneous space wherein the features of one point in space can differ greatly from another: the choice of direction can lead to very different consequences for the organism. Therefore, animals face a selective pressure to be motile to acquire resources, and this requirement generates a selective pressure to carry out real-time information processing to find nutrients and avoid danger. In contrast, most plants are sessile organisms that convert inorganic matter into chemical energy using photosynthesis. Because environments are common in which sunlight is available throughout the entire day, plants do not face the same selective pressure that animals do to move to acquire nutrients. The pressure placed on plants has occurred in response to abiotic and biotic stressors in their locations.\textsuperscript{196} Considering this fact, plants mainly need a nervous system to detect stressors and transmit signals to cells so that they can generate a response within the critical period of time.

5.2 The emergence of neural polarity and chemical synapse

A neuron is a highly polarized cell that generally has a long axon and several short dendrites. Alongside morphological neural polarization, the mechanism of chemical synapse has an outstanding role in all animal nervous systems. The mechanism of neural polarity has been intensely studied,\textsuperscript{197} as well as the
chemical synapse, but the evolutionary reasons for their selection are a matter of debate. Here, we address these reasons using the framework that arises from our definition.

Three hypotheses have been proposed to explain why the axon emerged: to transmit information over long distances between sensor cells and effector cells, to perform internal coordination, and to reduce the sensory cells used in signal transmission. Because plant nervous systems have evolved to transmit signals and can transmit information over long distances between sensor and effector cells, one would expect plants to have developed axons if one or more of the previous hypotheses were true. However, plant axons do not exist; plants have alternative mechanisms to transmit electrical signals to distant points. The multiple studies that show that plants send electrical signals from one point to another prove that the axon did not emerge because of the need to send long-distance signals: this type of transmission is possible without an axon, so the explanation for why axons and synapses emerged in the animal nervous system lies elsewhere. To work toward finding this explanation, we have compared signal transmission in plant and animal nervous systems, and propose the following reasoning:

Because plant nervous system cells can communicate signals without having developed axons and animal nervous system cells have developed and maintained axons to transmit information, we can ask the following question: What is the main difference in function between the axons of animal nervous system cells and the mechanism of repetition points in plants? Our answer is the speed of signal transmission. In axons, signal speed is in the order of magnitude of meters per second, while in the phloem of a plant it is millimeters or centimeters per second. As we mentioned in Section 4.1, the duration of the critical period to respond is an evolutionary pressure. Thus, our hypothesis is that the axon was selected in animals because it achieves the speed required to adapt to the environment, and this speed cannot be achieved with the mechanism selected in plants. This limitation is not a problem for plants because the critical period of time that affects the evolution of their signaling mechanism is longer than it is in animals, so the mechanism selected in plants requires only the speed needed to fulfil the critical period of time of plants. Also, other evolutionary pressures which differ in animals and plants (for example, energetic restrictions) would have caused the selection of the system of repetition points without axons that plants possess.

This would explain why axons have been selected in animals, but not why dendrites and synapses have also been selected. Axons and volume transmissions in animals can send signals over long distances, so it does not seem reasonable that nature has selected dendrites and chemical

---

**Figure 1.** This table shows the different levels and classes into which the nervous system is split. Each class of the level n is split into disjointed classes at level n+1.

- ITGSs = Interconnected Transitional Generating Systems
- ITPSs = Interconnected Transitional Processing Systems
- ITTs = Interconnected Transitional Transmission Systems
- DNTSs = Disconnected Neuronal Transmission Systems
- DTMSs = Disconnected Neuronal Transmission Systems
- DMPs = Disconnected Memory Processing Systems
- DMPS = Disconnected Memory Processing Systems
- ITMs = Interconnected Memory Transmission Systems
- IMPS = Interconnected Memory Processing Systems
- DMTS = Disconnected Memory Transmission Systems
- IMMS = Interconnected Memory Transmission Systems
- DMMS = Disconnected Memory Mixture Systems

---
synapses to perform the same task in the same nervous systems. Again, we must ask another question: In what way does the polarity of nervous system cells (axons, dendrites) and synapses in animals contribute to the function that a nervous system carries out? One initial hypothesis could be that animals need information about the location of a signal’s origin because their response is often to activate muscle tissue where the signal originated (e.g., reflex arc), and plants do not need to transmit the location of the signal's origin because the signal is used to generate a systemic physiological response. However, plants such as the Mimosa pudica and the Venus flytrap use signals to generate responses in specific locations; their anatomical organization allows for those responses, despite the plants not knowing the origins of the signals. Thus, retaining signal origin information to generate responses in specific locations is not sufficient to explain why neural polarity and chemical synapses have been selected in animals.

Discarding the hypothesis of generating responses in specific locations, we propose a new explanation for why conserving signal origin information has been a pressure that has driven neural polarity and synapses to emerge as features of the nervous system in animals. Synapses are commonly understood to be mechanisms highly specialized in cell-to-cell communication, but in addition to that, they allow information about signal origin to be retained implicitly. We propose that neural polarity and chemical synapse emerged because conserving information about signal origin is a necessity in the computational model of the neural network. On top of chemical synapse sending signals, its role in the computational process of a neural network would be conserving signal origin information. Specifically, the computational process of a neural network requires weighing each signal depending on its origin. The concept of weighing in the computational model of a neural network is equivalent to the concept of synaptic strength found in the animal nervous system. We already mentioned in 5.1 that animals’ need for computation has been an evolutionary pressure, and animals’ need for computational robustness would have been an evolutionary pressure that caused the computational model of a neural network to be selected.194

If we analyze the communication mechanisms of the plant nervous system cells from a functional point of view, we observe that they either alter the local chemical environment registered by nearby cells or are coupled through plasmodesmata to transmit electrical signals.64 These mechanisms do not allow plants to carry out complex computational processes because they do not conserve information about signal origin; they only allow plants to transmit electrical signals to react to the environment, but they are sufficient for adapting to the environment.

Based on the above, we propose that neural polarity and chemical synapse are elements of the same mechanism and that this mechanism was selected not because it transmits signals over long distances but because it allows for implementing the neural network model and carrying out computational processes. The idea of neural polarity and chemical synapse as one mechanism explains that evolution has produced dendro-dendritic, axo-axonal and reciprocal synapses because they are variations of this mechanism that boosts computing capacity. Thus, although neural polarity, volume transmission and chemical synapse seem to be three mechanisms in the animal nervous system, these three elements have given rise to two different mechanisms: axon-volume transmission and neuronal polarity-chemical synapse. The existence of two mechanisms whose functions are clearly different obliges us to consider the evolutionary pressures that have caused each to evolve. In turn, the evolutionary pressures of each element of each mechanism must be analyzed regarding whether the element is integrated into one mechanism or the other because the function of each mechanism is different. For example, the evolutionary pressures that caused the axon to be selected could be different in each of the mechanisms. This implies that the existence of a similar element in both mechanisms may not be due to a conservation processes and the same evolutionary reasons. Thus, analyzing the evolutionary reasons the neuron exists must be done while regarding which mechanism it is integrated into. This conceptual framing is compatible with the hypothesis of the exaptive origin of chemical synapses,209 and it should be taken into account in the hypothesis of the independent origins of neurons and synapses and the analysis of each origin.115,116

5.3 A centralized nervous system, decentralized nervous system and disconnected nervous system

Another issue is centralized, decentralized, and disconnected nervous systems in multicellular organisms. Each option is a different evolutionary path for nervous systems. We can find centralized nervous systems in multicellular organisms that need global coordination and a high computational capacity. If global coordination requires a high capacity for computation, then a pressure exists to evolve toward a centralized nervous system so that energetic and temporal costs can be reduced.210 If all the computation is centralized, there is also a pressure to protect the computational structure because it would not be energetically possible to have several structures with a high computational capacity to substitute for another when it fails. However, if the nervous system is decentralized, localized damage has a lower impact on the system because it can affect only a few of the system’s elements, and the organism has a high probability of surviving without the cost of requiring additional structures to protect the nervous system (e.g., cranial bones).

On the other hand, if a high computational capacity is not required, a more distributed system can exist. For example, the echinoderm nervous system is decentralized, and there is evidence that different parts of the nervous system can coordinate whole animal behavior.211,212 In plants, the nervous system consists of different electrical circuits.213 The Venus flytrap’s nervous system is an example of a disconnected nervous system because it has a transitional processing system in each of its leaf traps. The advantage of local processing is that the organism does not have to spend energy creating a structure to protect itself because damage to one leaf trap does not compromise the organism’s existence, as the loss does not affect the remaining leaf traps. In disconnected structures, this organization, which performs local information
processing, minimizes the effects of damage with the lowest energetic cost.

By combining our analyses of animal and plant nervous system organizational processes, we can conclude that the requirement for global coordination affects the evolution of nervous systems, causing the selection of centralized nervous systems. If no global coordination at all is required, a system can be organized to have isolated computational subsystems, and this option is selected because it minimizes the effects of damage to the system with the lowest energetic cost.

If no global coordination at all is required, a system can be organized to have isolated computational subsystems, and this option is selected because it minimizes the effects of damage of the system with the lowest energetic cost.

6 Conclusions

Several botanists have defended the existence of a nervous system in plants. However, this idea is not well accepted by other scientists.\footnote{6,7} If the nervous system is defined as the part of an animal’s body that coordinates its actions and transmits signals to and from different parts of its body, then obviously the discussion about the evolution of the nervous system in plants cannot exist. One could consider this debate to be just a terminological dispute, but the definition of a nervous system is not an inconsequential issue about terminology. In this paper, we have shown that the current definition of a nervous system has negative consequences in the field of evolutionary biology that preclude discussing the processes of convergent evolution in multicellular organisms. A phylogenetic definition of an organism’s biological system prevents us from considering whether that system has emerged in other organisms outside that definition. Determining that one biological system of an organism and another biological system of a different organism do not belong to the same kind because they do not share a phylogenetic tree is an error because evolution has taught us that a similar evolutionary pressure to fit can cause the emergence of similar traits in phylogenetically distant organisms. Also, it does not seem logical that one can discuss the evolution of molecular mechanisms because we can trace the phylogenetic trees for them, but not discuss the evolution of the biological systems that contain those molecular mechanisms. In this article, we have defended the necessity of removing the criterion that circumscribes the definition of a nervous system to animals because it precludes discussing the historical evolution of plants and animals by not allowing for addressing whether a trait is similar due to homology or homoplasy.

The academic conflict between those who defend and those who deny the existence of a nervous system in plants comes from the question of whether it is valid to use the definitions made by neuroscience through the study of the Eumetazoa clade in species of another kingdom. We do not think that discussing whether the Eumetazoa’s definition of “nervous system” can be applied to the kingdom Plantae can solve the dispute. We have proposed here an alternative solution: broadening the definition of “nervous system” by using physiological criteria. We can find the use of physiological criteria in the definitions for other biological systems, and using this kind of criteria for nervous systems would allow for discussing evolutionary convergence processes between plants and animals, which is a necessity in the field of evolutionary biology. On the basis of these arguments, we have developed two broader definitions for a nervous system: one focuses on multicellular organisms and the other on the broader requirement of defining a system only by its function. Also, we have shown, in Section 5, that assuming a broader definition allows for a deeper discussion of the evolution of transmitting and processing environmental signals in plants and animals, since it opens up the possibility of formulating new evolutionary hypotheses and reasoning about evolutionary scenarios. Plant nervous systems can be a key element of discussing signal transmission in the animal nervous system. Thus, our proposal not only serves as a possible solution to this dispute but also creates a framework in which new issues about the evolution of signaling systems in different kingdoms can be raised.

Research has clearly shown that there are species in the kingdom Plantae with systems that use electrical signals to transmit information from one place to another of the organism and their electrical activity contain information about the environmental stimuli.\footnote{3,52} From an evolutionary viewpoint, biological systems emerge if they provide an evolutionary advantage that increases the fitness value of species to their niches. The fact that plants locally perceive signal transmissions from distant points within their bodies allows them to respond to future adverse situations in parts of the organism that have not yet suffered damage. Experiments have shown that this ability increases the fitness of the plants that have it over those that do not. Therefore, a signal system emerging in plants is consistent with the theory of evolution. By examining the functional equivalence among niches of plants and animals, we could study and discuss the effect of each evolutionary pressure on the appearance of convergence in the evolution of signal transmission and processing. It is important to know the effects of each evolutionary pressure and how they have driven the evolution of the nervous system.

After presenting the important arguments within the field of evolutionary biology that support our proposal to broaden the definition of a nervous system presented, we claim that textbooks’ current phylogenetic definitions of a nervous system impede obtaining a complete view of plant and animal evolution. Textbooks should use a physiological definition that considers the system’s function. We are aware that modifying a definition is a thorny subject, but we believe our reasoning is sound and the facts sufficient for taking this step. Science must use a framework that does not exclude any empirical evidence in the formulation and verification of hypotheses. Also, this would not be the first time science redefines a concept or even a field (consider the history of organic chemistry, for example). Recovering the Dobzhansky’s claim “Nothing in biology makes sense except in the light of evolution” and it includes a nervous system. Therefore, to advance our knowledge of the nervous system, we should adopt a physiological definition.
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