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Abstract. We consider a nonlocal isoperimetric problem defined in the whole space $\mathbb{R}^N$, whose nonlocal part is given by a Riesz potential with exponent $\alpha \in (0, N - 1)$. We show that critical configurations with positive second variation are local minimizers and satisfy a quantitative inequality with respect to the $L^1$-norm. This criterion provides the existence of a (explicitly determined) critical threshold determining the interval of volumes for which the ball is a local minimizer, and allows to address several global minimality issues.

1. Introduction

In this paper we provide a description of the energy landscape of the family of functionals

$$\mathcal{F}(E) := \mathcal{P}(E) + \gamma \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{\chi_E(x)\chi_E(y)}{|x - y|^\alpha} \, dx \, dy, \quad \alpha \in (0, N - 1), \gamma > 0 \quad (1.1)$$

defined over finite perimeter sets $E \subset \mathbb{R}^N, N \geq 2$. Here $\mathcal{P}(E)$ denotes the perimeter of $E$ in $\mathbb{R}^N$ and $\chi_E$ its characteristic function. In the following we will usually denote the second term in the functional by $\mathcal{NL}_\alpha(E)$, and we will omit the subscript $\alpha$ when there is no risk of ambiguity.

The nature of the energy (1.1) appears in the modeling of different physical problems. The most physically relevant case is in three dimensions with $\alpha = 1$, where the nonlocal term corresponds to a Coulombic repulsive interaction: one of the first examples is the celebrated Gamow’s water-drop model for the constitution of the atomic nucleus (see [15]), and energies of this kind are also related (via $\Gamma$-convergence) to the Ohta-Kawasaki model for diblock copolymers (see [29]). For a more specific account on the physical background of this kind of problems, we refer to [27].

From a mathematical point of view, functionals of the form (1.1) recently drew the attention of many authors (see [1, 7, 8, 11, 17, 18, 20, 22, 23, 25, 28, 33]). The main feature of the energy (1.1) is the presence of two competing terms, the sharp interface energy and the long-range repulsive interaction. Indeed, while the first term is minimized by the ball (by the isoperimetric inequality), the nonlocal term is in fact maximized by the ball, as a consequence of the Riesz’s rearrangement inequality (see [24, Theorem 3.7]), and favours scattered or oscillating configurations. Hence, due to the presence of this competition in the structure of the problem, the minimization of $\mathcal{F}$ is highly non trivial.

We remark that, by scaling, minimizing (1.1) under the volume constraint $|E| = m$ is equivalent to the minimization of the functional

$$\mathcal{P}(E) + \gamma \left( \frac{m}{|B_1|} \right)^{\frac{N-\alpha+1}{N}} \mathcal{NL}_\alpha(E)$$

under the constraint $|E| = |B_1|$, where $B_1$ is the unit ball in $\mathbb{R}^N$. It is clear from this expression that, for small masses, the perimeter is the leading term and this suggests that in this case the ball should be the solution to the minimization problem; on the other hand, for large masses the nonlocal term becomes dominant and causes the existence of a solution to fail.

Indeed it was proved, although not in full generality, that the functional $\mathcal{F}$ is uniquely minimized (up to translations) by the ball for every value of the volume below a critical threshold: in [22] for...
the planar case $N = 2$, in [23] for $3 \leq N \leq 7$, and in [24] for any dimension $N$ but for $\alpha = N - 2$. Moreover, the existence of a critical mass above which the minimum problem does not admit a solution was established in [22] in dimension $N = 2$, in [23] for every $N$ and for $\alpha \in (0, 2)$, and in [25] in the physical interesting case $N = 3$, $\alpha = 1$.

In this paper we aim at providing a more detailed picture of the energy landscape of the functional (1.3) by a totally different approach, based on the positivity of the second variation and mainly inspired by [1] (which deals with the same energy functional, with $\alpha = N - 2$, in a periodic setting). First, we reobtain and strengthen some of the above results, proving in full generality that the ball is the unique global minimizer for small masses, without restrictions on the parameters $N$ and $\alpha$ (Theorem 2.10).

Moreover, for $\alpha$ small we also provide a complete characterization of the ground state, showing that the ball is the unique global minimizer, as long as a minimizer exists (Theorem 2.11), and that in this regime we can write $(0, \infty) = \cup_k (m_k, m_{k+1}]$, with $m_{k+1} > m_k$, in such a way that for $m \in [m_{k-1}, m_k]$ a minimizing sequence for the functional is given by a configuration of at most $k$ disjoint balls with diverging mutual distance (Theorem 2.12). The results stated in Theorem 2.11 and Theorem 2.12 are completely new (except for the first one, which was proved only in the special case $N = 2$ in [22]).

Finally, we also investigate for the first time in this context the issue of local minimizers, that is, sets which minimize the energy with respect to competitors sufficiently close in the $L^1$-sense (where we measure the distance between two sets by the quantity (2.5), which takes into account the translation invariance of the functional). For any $N$ and $\alpha$ we show the existence of a volume threshold below which the ball is also an isolated local minimizer, determining it explicitly in the three dimensional case with a Newtonian potential (Theorem 2.13).

As anticipated above, our methods follow a second variation approach which has been recently developed and applied to different variational problems, whose common feature is the fact that the energy functionals are characterized by the competition between bulk energies and surface energies (see [14] in the context of epitaxially strained elastic films, [5, 4] for the Mumford-Shah functional, [6] for a variational model for cavities in elastic bodies). In particular we stress the attention on [1], which deals with energies in the form (1.1) in a periodic setting (see also [21]), where the same problem is considered in an open set with Neumann boundary conditions. The basic idea is to associate with the second variation of $\mathcal{F}$ at a regular critical set $E$, a quadratic form defined on the functions $\varphi \in H^1(\partial E)$ such that $\int_{\partial E} \varphi = 0$, whose non-negativity is easily seen to be a necessary condition for local minimality.

In fact, one of the main tools in proving the aforementioned results is represented by Theorem 2.10, where we show that the strict positivity of this quadratic form is sufficient for local minimality with respect to $L^1$-perturbations. Although the general strategy to establish this theorem follows the one developed in [13, 1], we have to tackle the nontrivial technical difficulties coming from working with a more general nonlocal term (the exponent $\alpha$ is allowed to range in the whole interval $(0, N - 1)$) and from the lack of compactness of the ambient space $\mathbb{R}^N$. The proof passes through an intermediate step, which amounts to showing that a critical set $E$ with positive second variation is a minimizer with respect to sets whose boundary is a normal graph on $\partial E$ with $W^{2,p}$-norm sufficiently small (Theorem 1.11). Then a contradiction argument, which is mainly based on the regularity properties of quasi-minimizers of the area functional (and which is close in spirit to the ideas introduced by Cicalese and Leonardi [10] to provide an alternative proof of the standard quantitative isoperimetric inequality) leads to the conclusion that this weaker notion of local minimality implies the local minimality in the $L^1$-sense.

The proofs of the global minimality results described above require additional arguments and nontrivial refinements of the previous ideas.

An issue which remains unsolved is concerned with the structure of the set of masses for which the problem does not have a solution: is it always true that it has the form $(m, +\infty)$ for all the values of $\alpha$ and $N$? Notice that we provide a positive answer to this question in the case where $\alpha$ is small. Another interesting question asks if there are other global (or local) minimizers different from the ball. Finally, our analysis leaves open the case of $\alpha \in [N - 1, N)$, which seems to require different techniques.
This paper is organized as follows. In Section 2 we set up the problem and we list the main results of this work. The notion of second variation of the functional $F$ is introduced in Section 3 together with the first part of the proof of the main result of the paper, which is completed in Section 4. In Section 5 we compute explicitly the second variation of the ball, and we discuss its local minimality by applying our sufficiency criterion. Finally, Section 6 is devoted to the proof of the results concerning the global minimality issues.

2. Statements of the results

We start our analysis with some preliminary observations about the features of the energy functional \(F\), before listing the main results of this work. For a finite perimeter set \(E\), we will denote by \(\nu_E\) the exterior generalized unit normal to \(\partial^*E\), and we will not indicate the dependence on the set \(E\) when no confusion is possible.

Given a measurable set \(E \subset \mathbb{R}^N\), we introduce an auxiliary function \(v_E\) by setting

\[
v_E(x) := \int_E \frac{1}{|x-y|^{\alpha}} \, dy \quad \text{for } x \in \mathbb{R}^N.
\]

The function \(v_E\) can be characterized as the solution to the equation

\[
(\Delta)^s v_E = c_{N,s} \chi_E, \quad s = \frac{N - \alpha}{2}
\]

where \((\Delta)^s\) denotes the fractional laplacian and \(c_{N,s}\) is a constant depending on the dimension and on \(s\) (see [12] for an introductory account on this operator and the references contained therein). Notice that we are interested in those values of \(s\) which range in the interval \((\frac{N}{2}, \frac{N}{2})\).

We collect in the following proposition some regularity properties of the function \(v_E\).

**Proposition 2.1.** Let \(E \subset \mathbb{R}^N\) be a measurable set with \(|E| \leq m\). Then there exists a constant \(C\), depending only on \(N, \alpha\) and \(m\), such that

\[
\|v_E\|_{W^{1,\infty}(\mathbb{R}^N)} \leq C.
\]

Moreover, \(v_E \in C^{1,\beta}(\mathbb{R}^N)\) for every \(\beta < N - \alpha - 1\) and

\[
\|v_E\|_{C^{1,\beta}(\mathbb{R}^N)} \leq C'
\]

for some positive constant \(C'\) depending only on \(N, \alpha, m\) and \(\beta\).

**Proof.** The first part of the result is proved in [23, Lemma 4.4], but we repeat here the easy proof for the reader’s convenience. By (2.1),

\[
v_E(x) = \int_{B_1(x) \cap \{x\}} \frac{1}{|x-y|^{\alpha}} \, dy + \int_{E \setminus B_1(x)} \frac{1}{|x-y|^{\alpha}} \, dy \leq \int_{B_1} \frac{1}{|y|^{\alpha}} \, dy + m \leq C.
\]

By differentiating (2.1) in \(x\) and arguing similarly, we obtain

\[
|\nabla v_E(x)| \leq \alpha \int_{B_1(x) \cap \{x\}} \frac{1}{|x-y|^{\alpha+1}} \, dy \leq \alpha \int_{B_1} \frac{1}{|y|^{\alpha+1}} \, dy + \alpha m \leq C.
\]

Finally, by adding and subtracting the term \(\frac{(x-y)|z-y|^\beta}{|x-y|^{\alpha+2} + |z-y|^{\alpha+2}}\), we can write

\[
|\nabla v_E(x) - \nabla v_E(z)| \leq \alpha \int_E \frac{x-y}{|x-y|^{\alpha+2}} - \frac{z-y}{|z-y|^{\alpha+2}} \, dy
\]

\[
\leq \alpha \int_E \left( \frac{1}{|x-y|^{\alpha+\beta+1}} + \frac{1}{|z-y|^{\alpha+\beta+1}} \right) |x-y|^\beta - |z-y|^\beta \, dy
\]

\[
+ \alpha \int_E \frac{|x-y|z-y|^\beta}{|x-y|^{\alpha+\beta+2}} - \frac{(z-y)|x-y|^\beta}{|z-y|^{\alpha+\beta+2}} \, dy
\]

Observe now that for every \(v, w \in \mathbb{R}^N \setminus \{0\}\),

\[
\left| \frac{v}{|v|^{\alpha+2\beta+1}} - \frac{w}{|w|^{\alpha+2\beta+1}} \right| = \left| \frac{|v|^\alpha + 2\beta - w |w|^{\alpha+2\beta}}{|v|^{\alpha+2\beta+1} |w|^{\alpha+2\beta+1}} \right| \leq C \max\{|v|, |w|\}^{\alpha+2\beta} |v-w|
\]

\[
\leq C \max\{|v|, |w|\}^{\alpha+\beta+1} |v-w|^\beta
\]
where $C$ depends on $N$, $\alpha$ and $\beta$. Using this inequality to estimate the second term in (2.3) we deduce
\[
|\nabla v_{E}(x) - \nabla v_{E}(z)| \leq \alpha|x - z|^\beta \int_{E} \left( \frac{1}{|x - y|^{\alpha + \beta + 1}} + \frac{1}{|z - y|^{\alpha + \beta + 1}} + \frac{C}{\min\{|x - y|, |z - y|\}^{\alpha + \beta + 1}} \right) \, dy
\]
which completes the proof of the proposition, since the last integral is bounded by a constant depending only on $N$, $\alpha$, $m$ and $\beta$. $\square$

**Remark 2.2.** In the case $\alpha = N - 2$, the function $v_{E}$ solves the equation $-\Delta v_{E} = c_{N} \chi_{E}$, and the nonlocal term is exactly
\[
\mathcal{N}L_{N-2}(E) = \int_{\mathbb{R}^{N}} |\nabla v_{E}(x)|^{2} \, dx.
\]
By standard elliptic regularity, $v_{E} \in W^{2,p}_{\text{loc}}(\mathbb{R}^{N})$ for every $p \in [1, +\infty)$.

The following proposition contains an auxiliary result which will be used frequently in the rest of the paper.

**Proposition 2.3** (Lipschitzianity of the nonlocal term). Given $\alpha \in (0, N - 1)$ and $m \in (0, +\infty)$, there exists a constant $c_{\alpha}$, depending only on $N$, $\alpha$ and $m$ such that if $E, F \subset \mathbb{R}^{N}$ are measurable sets with $|E|, |F| \leq m$ then
\[
|\mathcal{N}L_{\alpha}(E) - \mathcal{N}L_{\alpha}(F)| \leq c_{\alpha}|E \triangle F|
\]
for every $\alpha \leq \bar{\alpha}$, where $\triangle$ denotes the symmetric difference of two sets.

**Proof.** We have that
\[
\mathcal{N}L_{\alpha}(E) - \mathcal{N}L_{\alpha}(F) = \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}} \left( \frac{\chi_{E}(x)(\chi_{E}(y) - \chi_{F}(y))}{|x - y|^\alpha} + \frac{\chi_{F}(y)(\chi_{E}(x) - \chi_{F}(x))}{|x - y|^\alpha} \right) \, dx \, dy
\]
\[
= \int_{E \setminus F} (v_{E}(x) + v_{F}(x)) \, dx - \int_{F \setminus E} (v_{E}(x) + v_{F}(x)) \, dx
\]
\[
\leq \int_{E \triangle F} (v_{E}(x) + v_{F}(x)) \, dx \leq 2C |E \triangle F|,
\]
where the constant $C$ is provided by Proposition 2.1 whose proof shows also that it can be chosen independently of $\alpha \leq \bar{\alpha}$. $\square$

The issue of existence and characterization of global minimizers of the problem
\[
\min \{ \mathcal{F}(E) : E \subset \mathbb{R}^{N}, |E| = m \}
\]
for $m > 0$, is not at all an easy task. A principal source of difficulty in applying the direct method of the Calculus of Variations comes from the lack of compactness of the space with respect to $L^{1}$ convergence of sets (with respect to which the functional is lower semicontinuous). It is in fact well known that the minimum problem (2.4) does not admit a solution for certain ranges of masses.

Besides the notion of global minimality, we will address also the study of sets which minimize locally the functional with respect to small $L^{1}$-perturbations. By translation invariance, we measure the $L^{1}$-distance of two sets modulo translations by the quantity
\[
\alpha(E, F) := \min_{x \in \mathbb{R}^{N}} |E \triangle (x + F)|.
\]

**Definition 2.4.** We say that $E \subset \mathbb{R}^{N}$ is a local minimizer for the functional (1.1) if there exists $\delta > 0$ such that
\[
\mathcal{F}(E) \leq \mathcal{F}(F)
\]
for every $F \subset \mathbb{R}^{N}$ such that $|F| = |E|$ and $\alpha(E, F) \leq \delta$. We say that $E$ is an isolated local minimizer if the previous inequality is strict whenever $\alpha(E, F) > 0$. 

The first order condition for minimality, coming from the first variation of the functional (see [3, 23], and also [9, Theorem 2.3]), requires a $C^2$-minimizer $E$ (local or global) to satisfy the Euler-Lagrange equation

$$H_{∂E}(x) + 2γv_E(x) = λ$$

for every $x ∈ ∂E$ (2.6)

for some constant $λ$ which plays the role of a Lagrange multiplier associated with the volume constraint. Here $H_{∂E} := \text{div}_νv_E(x)$ denotes the sum of the principal curvatures of $∂E$ (div$_ν$ is the tangential divergence on $∂E$, see [3, Section 7.3]). Following [11], we define critical sets as those satisfying (2.6) in a weak sense, for which further regularity can be gained a posteriori (see Remark 2.6).

**Definition 2.5.** We say that $E ⊂ \mathbb{R}^N$ is a regular critical set for the functional (1.1) if $E$ is a bounded set of class $C^1$ and (2.6) holds weakly on $∂E$, i.e.,

$$∫_{∂E} \text{div}_νζ dH^{N-1} = -2γ∫_{∂E} v_E(ζ,ν_E) dH^{N-1}$$

for every $ζ ∈ C^1(\mathbb{R}^N;\mathbb{R}^N)$ such that $∫_{∂E}(ζ,ν_E) dH^{N-1} = 0$.

**Remark 2.6.** By Proposition 2.1 and by standard regularity (see, e.g., [13, Proposition 7.56 and Theorem 7.57]) a critical set $E$ is of class $W^{2,2}$ and $C^{1,δ}$ for all $δ ∈ (0,1)$. In turn, recalling Proposition 2.1 by Schauder estimates (see [16, Theorem 9.19]) we have that $E$ is of class $C^{3,δ}$ for all $δ ∈ (0,N - α - 1)$.

We collect in the following theorem some regularity properties of local and global minimizers, which are mostly known (see, for instance, [23, 25, 33] for global minimizers, and [11] for local minimizers in a periodic setting). The basic idea is to show that a minimizer solves a suitable penalized minimum problem, where the volume constraint is replaced by a penalization term in the functional, and to deduce that a quasi-minimality property is satisfied (see Definition 1.1).

**Theorem 2.7.** Let $E ⊂ \mathbb{R}^N$ be a local or global minimizer for the functional (1.1) with volume $|E| = m$. Then the reduced boundary $∂^*E$ is a $C^{3,δ}$-manifold for all $δ < N - α - 1$, and the Hausdorff dimension of the singular set satisfies $\text{dim}_H(∂^*E \setminus ∂^*E) ≤ N - 8$. Moreover, $E$ is (essentially) bounded. Finally, every global minimizer is connected, and every local minimizer has at most a finite number of connected components.

**Proof.** We divide the proof into three steps, following the ideas contained in [11, Proposition 2.7 and Theorem 2.8] in the first part.

**Step 1.** We claim that there exists $Λ > 0$ such that $E$ is a solution to the penalized minimum problem

$$\min \left\{ F(F) + Λ|F| - |E| : F ⊂ \mathbb{R}^N, \alpha(F,E) ≤ \frac{δ}{2} \right\},$$

where $δ$ is as in Definition 2.3 (the obstacle $Ω(F,E) ≤ \frac{δ}{2}$ is not present in the case of a global minimizer). To obtain this, it is in fact sufficient to show that there exists $Λ > 0$ such that if $F ⊂ \mathbb{R}^N$ satisfies $\alpha(F,E) ≤ \frac{δ}{2}$ and $F(F) + Λ|F| - |E| ≤ F(E)$, then $|F| = |E|$.

Assume by contradiction that there exist sequences $Λ_h → +∞$ and $E_h ⊂ \mathbb{R}^N$ such that $\alpha(E_h,E) ≤ \frac{δ}{2}$, $F(E_h) + Λ_h|E_h| - |E| ≤ F(E)$, and $|E_h| ≤ |E|$. Notice that, since $Λ_h → +∞$, we have $|E_h| → |E|$.

---

1Here and in the rest of the paper *connectedness* is intended in a measure-theoretic sense: a connected component of $E$ is defined as any subset $F ⊂ E$ with $|F| > 0$, $|E \setminus F| > 0$, such that $P(E) = P(F) + P(E \setminus F)$. 
We define new sets \( F_h := \lambda_h E_h \), where \( \lambda_h = \left( \frac{|F_h|}{|E_h|} \right)^{\frac{1}{n}} \to 1 \), so that \( |F_h| = |E| \). Then we have, for \( h \) sufficiently large, that \( \alpha(F_h, E) \leq \delta \) and

\[
\mathcal{F}(F_h) = \mathcal{F}(E_h) + (\lambda_h^{N-1} - 1)\mathcal{P}(E_h) + \gamma(\lambda_h^{2N-\alpha} - 1)\mathcal{NL}_\alpha(E_h)
\]

\[
\leq \mathcal{F}(E) + (\lambda_h^{N-1} - 1)\mathcal{P}(E_h) + \gamma(\lambda_h^{2N-\alpha} - 1)\mathcal{NL}_\alpha(E_h) - \Lambda_h \left| |E_h| - |E| \right|
\]

\[
= \mathcal{F}(E) + \frac{\lambda_h^{N-1} - 1}{|\lambda_h|^{N-1}} \left| |E_h| \right| + \gamma \frac{\lambda_h^{2N-\alpha} - 1}{|\lambda_h|^{N-1}} \mathcal{NL}_\alpha(E_h) - \Lambda_h < \mathcal{F}(E),
\]

which contradicts the local minimality of \( E \) (notice that the same proof works also in the case of global minimizers).

**Step 2.** From the previous step, it follows that \( E \) is an (\( \omega, r_0 \))-minimizer for the area functional for suitable \( \omega > 0 \) and \( r_0 > 0 \) (see Definition [14]). Indeed, choose \( r_0 \) such that \( \omega N r_0^N \leq \frac{\delta}{2} \); then if \( F \) is such that \( F \Delta E \subset B_r(x) \) with \( r < r_0 \), we clearly have that \( \alpha(F, E) \leq \frac{\delta}{2} \) and by minimality of \( E \) we deduce that

\[
\mathcal{P}(E) \leq \mathcal{P}(F) + \gamma (\mathcal{N L}_\alpha(F) - \mathcal{N L}_\alpha(E)) + \Lambda |E - |E||
\]

\[
\leq \mathcal{P}(F) + (\gamma c_0 + \Lambda) |E \Delta F|
\]

(using Proposition [23], and the claim follows with \( \omega := \gamma c_0 + \Lambda \)).

**Step 3.** The \( C^{1,\frac{\alpha}{2}} \)-regularity of \( \partial^*E \), as well as the condition on the Hausdorff dimension of the singular set, follows from classical regularity results for (\( \omega, r_0 \))-minimizers (see, e.g., [34, Theorem 1]). In turn, the \( C^{1,\beta} \)-regularity follows from the Euler-Lagrange equation, as in Remark [26].

To show the essential boundedness, we use the density estimates for (\( \omega, r_0 \))-minimizers of the perimeter, which guarantee the existence of a positive constant \( \vartheta \) depending only on \( N \) such that for every point \( y \in \partial^*E \) and \( r \leq \min \{ r_0, 1/(2N\omega) \} \)

\[
\mathcal{P}(E; B_r(y)) \geq \vartheta \omega r^{n-1}
\]

(see, e.g., [26 Theorem 21.11]). Assume by contradiction that there exists a sequence of points \( x_n \in \mathbb{R}^N \setminus E^{(0)} \), where

\[
E^{(0)} := \left\{ x \in \mathbb{R}^N : \limsup_{r \to 0^+} \frac{|E \cap B_r(x)|}{r^N} = 0 \right\}
\]

such that \( |x_n| \to +\infty \). Fix \( r < \min \{ r_0, 1/(2N\omega) \} \) and assume without loss of generality that \( |x_n - x_m| > 4r \). It is easily seen that for infinitely many \( n \) we can find \( y_n \in \partial^*E \cap B_r(x_n) \); then

\[
\mathcal{P}(E) \geq \sum_n \mathcal{P}(E, B_r(y_n)) \geq \sum_n \vartheta \omega r^{n-1} = +\infty,
\]

which is a contradiction.

Connectedness of global minimizers follows easily from their boundedness, since if a global minimizer had at least two connected components one could move one of them far apart from the others without changing the perimeter but decreasing the nonlocal term in the energy (see [23, Lemma 3] for a formal argument).

Finally, let \( E_0 \) be a connected component of a local minimizer \( E \); then, denoting by \( B_r \) a ball with volume \( |B_r| = |E_0| \), using the isoperimetric inequality and the fact that \( E \) is a (\( \omega, r_0 \))-minimizer for the area functional, we obtain

\[
\mathcal{P}(E \setminus E_0) + N \omega N r^{n-1} \leq \mathcal{P}(E \setminus E_0) + \mathcal{P}(E_0) = \mathcal{P}(E)
\]

\[
\leq \mathcal{P}(E \setminus E_0) + \omega |E_0| = \mathcal{P}(E \setminus E_0) + \omega \omega N r^{N},
\]

which is a contradiction if \( r \) is small enough. This shows an uniform lower bound on the volume of each connected component of \( E \), from which we deduce that \( E \) can have at most a finite number of connected components. \( \square \)
We are now ready to state the main results of this paper. The central theorem, whose proof lasts for Sections 3 and 4, provides a sufficiency local minimality criterion based on the second variation of the functional. Following [1] (see also [3]), we introduce a quadratic form associated with the second variation of the functional at a regular critical set (see Definition 3.4); then we show that its strict positivity (on the orthogonal complement to a suitable finite dimensional subspace of directions where the second variation degenerates, due to translation invariance) is a sufficient condition for isolated local minimality, according to Definition 2.4 by proving a quantitative stability inequality. The result reads as follows.

**Theorem 2.8.** Assume that $E$ is a regular critical set for $\mathcal{F}$ with positive second variation, in the sense of Definition 2.3. Then there exist $\delta > 0$ and $C > 0$ such that

$$\mathcal{F}(F) \geq \mathcal{F}(E) + C(\alpha(E, F))^2$$

for every $F \subset \mathbb{R}^N$ such that $|F| = |E|$ and $\alpha(E, F) < \delta$.

The local minimality criterion in Theorem 2.8 can be applied to obtain information about local and global minimizers of the functional (1.1). We start with the following theorem, which shows the existence of a critical mass $m_{loc}$ such that the ball $B_R$ is an isolated local minimizer if $|B_R| < m_{loc}$, but is no longer a local minimizer for larger masses. We also determine explicitly the volume threshold in the three-dimensional case. The result, which to the best of our knowledge provides the first characterization of the local minimality of the ball, will be proved in Section 5.

**Theorem 2.9** (Local minimality of the ball). Given $N \geq 2$, $\alpha \in (0, N-1)$ and $\gamma > 0$, there exists a critical threshold $m_{loc} = m_{loc}(N, \alpha, \gamma) > 0$ such that the ball $B_R$ is an isolated local minimizer for $\mathcal{F}_{\alpha, \gamma}$, in the sense of Definition 2.3, if $0 < |B_R| < m_{loc}$.

If $|B_R| > m_{loc}$, there exists $E \subset \mathbb{R}^N$ with $|E| = |B_R|$ and $\alpha(E, B_R)$ arbitrarily small such that $\mathcal{F}_{\alpha, \gamma}(E) < \mathcal{F}_{\alpha, \gamma}(B_R)$.

In particular, in dimension $N = 3$ we have

$$m_{loc}(3, \alpha, \gamma) = \frac{4}{3} \pi \left( \frac{(6 - \alpha)(4 - \alpha)}{2^{3-\alpha} \alpha \pi} \right)^{\frac{3}{2}}.$$

Finally $m_{loc}(N, \alpha, \gamma) \to \infty$ as $\alpha \to 0^+$.

Our local minimality criterion allows us to deduce further properties about global minimizers, which will be proved in Section 5. The first result states that the ball is the unique global minimizer of the functional for small masses. We provide an alternative proof of this fact (which was already known in the literature in some particular cases, as explained in the introduction) which holds in full generality and removes the restrictions on the parameters $N$ and $\alpha$ which were present in the previous partial results.

**Theorem 2.10** (Global minimality of the ball). Let $m_{glob}(N, \alpha, \gamma)$ be the supremum of the masses $m > 0$ such that the ball of volume $m$ is a global minimizer of $\mathcal{F}_{\alpha, \gamma}$ in $\mathbb{R}^N$. Then $m_{glob}(N, \alpha, \gamma)$ is positive and finite, and the ball of volume $m$ is a global minimizer of $\mathcal{F}_{\alpha, \gamma}$ if $m \leq m_{glob}(N, \alpha, \gamma)$. Moreover, it is the unique (up to translations) global minimizer of $\mathcal{F}_{\alpha, \gamma}$ if $m < m_{glob}(N, \alpha, \gamma)$.

In the following theorems we analyze the global minimality issue for $\alpha$ close to 0, showing in particular that in this case the unique minimizer, as long as a minimizer exists, is the ball, and characterizing the infimum of the energy when the problem does not have a solution.

**Theorem 2.11** (Characterization of global minimizers for $\alpha$ small). There exists $\tilde{\alpha} = \tilde{\alpha}(N, \gamma) > 0$ such that for every $\alpha < \tilde{\alpha}$ the ball with volume $m$ is the unique (up to translations) global minimizer of $\mathcal{F}_{\alpha, \gamma}$ if $m \leq m_{glob}(N, \alpha, \gamma)$, while for $m > m_{glob}(N, \alpha, \gamma)$ the minimum problem for $\mathcal{F}_{\alpha, \gamma}$ does not have a solution.
Theorem 2.12 (Characterization of minimizing sequences for \( \alpha \) small). Let \( \alpha < \bar{\alpha} \) (where \( \bar{\alpha} \) is given by Theorem 2.11) and let

\[
f_k(m) := \min_{\mu_{1}, \ldots, \mu_{k} \geq 0} \left\{ \sum_{j=1}^{k} \mathcal{F}(B^j) : B^j \text{ ball}, |B^j| = \mu_j \right\}.
\]

There exists an increasing sequence \((m_k)_k\), with \( m_0 = 0 \), \( m_1 = m_{\text{glob}} \), such that \( \lim_k m_k = \infty \) and

\[
\inf_{\|E\|=m} \mathcal{F}(E) = f_k(m) \quad \text{for every } m \in [m_{k-1}, m_k], \text{ for all } k \in \mathbb{N}, \tag{2.9}
\]

that is, for every \( m \in [m_{k-1}, m_k] \) a minimizing sequence for the total energy is obtained by a configuration of at most \( k \) disjoint balls with diverging mutual distance. Moreover, the number of non-degenerate balls tends to \( +\infty \) as \( m \to +\infty \).

Remark 2.13. Since \( m_{\text{loc}}(N, \alpha, \gamma) \to +\infty \) as \( \alpha \to 0^+ \) and the non-existence threshold is uniformly bounded for \( \alpha \in (0,1) \) (see Proposition 6.1), we immediately deduce that, for \( \alpha \) small, \( m_{\text{glob}}(N, \alpha, \gamma) < m_{\text{loc}}(N, \alpha, \gamma) \). Moreover, by comparing the energy of a ball of volume \( m \) with the energy of two disjoint balls of volume \( \frac{m}{2} \), and sending to infinity the distance between the balls, we deduce after a straightforward computation (and estimating \( N\mathcal{L}_\alpha(B_1) \geq \omega_N^2 2^{-N} \)) that the following upper bound for the global minimality threshold of the ball holds:

\[
m_{\text{glob}}(N, \alpha, \gamma) < \omega_N \left( \frac{2^\alpha N(2^\alpha - 1)}{\omega_N \gamma (1 - (1/2)^{2-\alpha})} \right)^{\frac{1}{\alpha+N-2}}.
\]

Hence, by comparing this value with the explicit expression of \( m_{\text{loc}} \) in the physical interesting case \( N = 3 \), \( \alpha = 1 \) (see Theorem 2.9), we deduce that \( m_{\text{glob}}(3,1,\gamma) < m_{\text{loc}}(3,1,\gamma) \).

Remark 2.14. In the planar case, one can also consider a Newtonian potential in the nonlocal term, \( i.e. \)

\[
\int_E \int_E \log \frac{1}{|x-y|} \, dx \, dy.
\]

It is clear that the infimum of the corresponding functional on \( \mathbb{R}^2 \) is \( -\infty \) (consider, for instance, a minimizing sequence obtained by sending to infinity the distance between the centers of two disjoint balls). Moreover, also the notion of local minimality considered in Definition 2.11 becomes meaningless in this situation, since, given any finite perimeter set \( E \), it is always possible to find sets with total energy arbitrarily close to \( -\infty \) in every \( L^1 \)-neighbourhood of \( E \). Nevertheless, by reproducing the arguments of this paper one can show that, given a bounded regular critical set \( E \) with positive second variation, and a radius \( R > 0 \) such that \( E \subset B_R \), there exists \( \delta > 0 \) such that \( E \) minimizes the energy with respect to competitors \( F \subset B_R \) with \( \alpha(F,E) < \delta \).

3. Second variation and \( W^{2,p} \)-local minimality

We start this section by introducing the notions of first and second variation of the functional \( \mathcal{F} \) along families of deformations as in the following definition.

Definition 3.1. Let \( X : \mathbb{R}^N \to \mathbb{R}^N \) be a \( C^2 \) vector field. The admissible flow associated with \( X \) is the function \( \Phi : \mathbb{R}^N \times (-1,1) \to \mathbb{R}^N \) defined by the equations

\[
\frac{\partial \Phi}{\partial t} = X(\Phi), \quad \Phi(x,0) = x.
\]

Definition 3.2. Let \( E \subset \mathbb{R}^N \) be a set of class \( C^2 \), and let \( \Phi \) be an admissible flow. We define the first and second variation of \( \mathcal{F} \) at \( E \) with respect to the flow \( \Phi \) to be

\[
\frac{d}{dt} \mathcal{F}(E_t)|_{t=0} \quad \text{and} \quad \frac{d^2}{dt^2} \mathcal{F}(E_t)|_{t=0}
\]

respectively, where we set \( E_t := \Phi_t(E) \).
Given a regular set $E$, we denote by $X_\tau := X - \langle X, \nu_E \rangle \nu_E$ the tangential part to $\partial E$ of a vector field $X$. We recall that the tangential gradient $D_\tau$ is defined by $D_\tau \varphi := (D\varphi)_\tau$, and that $B_{\partial E} := D_\tau \nu_E$ is the second fundamental form of $\partial E$.

The following theorem contains the explicit formula for the first and second variation of $F$. The computation, which is postponed to the Appendix, is performed by a regularization approach which is slightly different from the technique used, in the case $\alpha = N - 2$, in [28] (for a regular set): here we introduce a family of regularized potentials (depending on a small parameter $\delta \in \mathbb{R}$) to avoid the problems in the differentiation of the singularity in the nonlocal part, recovering the result by letting the parameter tend to 0.

**Theorem 3.3.** Let $E \subset \mathbb{R}^N$ be a bounded set of class $C^2$, and let $\Phi$ be the admissible flow associated with a $C^2$ vector field $X$. Then the first variation of $F$ at $E$ with respect to the flow $\Phi$ is

$$\left. \frac{dF(E_t)}{dt} \right|_{t=0} = \int_{\partial E} (H_{\partial E} + 2\gamma v_E) \langle X, \nu_E \rangle \, d\mathcal{H}^{N-1},$$

(3.1)

and the second variation of $F$ at $E$ with respect to the flow $\Phi$ is

$$\left. \frac{d^2F(E_t)}{dt^2} \right|_{t=0} = \int_{\partial E} (\{D_\tau(X, \nu_E)\}^2 - |B_{\partial E}|^2(X, \nu_E)^2) \, d\mathcal{H}^{N-1}$$

$$+ 2\gamma \int_{\partial E} G(x, y)(X(x), \nu_E(x)) \langle X(y), \nu_E(y) \rangle \, d\mathcal{H}^{N-1}(x)d\mathcal{H}^{N-1}(y)$$

$$+ 2\gamma \int_{\partial E} \partial_{\nu_E} v_E \langle X, \nu_E \rangle^2 \, d\mathcal{H}^{N-1} - \int_{\partial E} (2\gamma v_E + H_{\partial E}) \nu_E(X_\tau(X, \nu_E)) \, d\mathcal{H}^{N-1}$$

$$+ \int_{\partial E} (2\gamma v_E + H_{\partial E}) \langle \nu_E(X_\tau), \nu_E \rangle \, d\mathcal{H}^{N-1},$$

where $G(x, y) := \frac{1}{|x-y|^N}$ is the potential in the nonlocal part of the energy.

If $E$ is a regular critical set (as in Definition 2.3) it holds

$$\int_{\partial E} (2\gamma v_E + H_{\partial E}) \nu_E(X_\tau(X, \nu_E)) \, d\mathcal{H}^{N-1} = 0.$$ 

Moreover if the admissible flow $\Phi$ preserves the volume of $E$, i.e. if $|\Phi_t(E)| = |E|$ for all $t \in (-1, 1)$, then (see [28] equation (2.30))

$$0 = \left. \frac{d^2}{dt^2} E_t \right|_{t=0} = \int_{\partial E} \nu_E(X, \nu_E) \, d\mathcal{H}^{N-1}.$$ 

Hence we obtain the following expression for the second variation at a regular critical set with respect to a volume-preserving admissible flow:

$$\left. \frac{d^2F(E_t)}{dt^2} \right|_{t=0} = \int_{\partial E} (\{D_\tau(X, \nu_E)\}^2 - |B_{\partial E}|^2(X, \nu_E)^2) \, d\mathcal{H}^{N-1} + 2\gamma \int_{\partial E} \partial_{\nu_E} v_E \langle X, \nu_E \rangle^2 \, d\mathcal{H}^{N-1}$$

$$+ 2\gamma \int_{\partial E} G(x, y)(X(x), \nu_E(x)) \langle X(y), \nu_E(y) \rangle \, d\mathcal{H}^{N-1}(x)d\mathcal{H}^{N-1}(y).$$

Following [28], we introduce the space

$$\tilde{H}^1(\partial E) := \left\{ \varphi \in H^1(\partial E) : \int_{\partial E} \varphi \, d\mathcal{H}^{N-1} = 0 \right\}$$

endowed with the norm $\|\varphi\|_{\tilde{H}^1(\partial E)} := \|\nabla \varphi\|_{L^2(\partial E)}$, and we define on it the following quadratic form associated with the second variation.

**Definition 3.4.** Let $E \subset \mathbb{R}^N$ be a regular critical set. We define the quadratic form $\partial^2 F(E) : \tilde{H}^1(\partial E) \to \mathbb{R}$ by

$$\partial^2 F(E)[\varphi] = \int_{\partial E} (\{D_\tau \varphi\}^2 - |B_{\partial E}|^2 \varphi^2) \, d\mathcal{H}^{N-1} + 2\gamma \int_{\partial E} \partial_{\nu_E} v_E \varphi^2 \, d\mathcal{H}^{N-1}$$

$$+ 2\gamma \int_{\partial E} G(x, y) \varphi(x) \varphi(y) \, d\mathcal{H}^{N-1}(x)d\mathcal{H}^{N-1}(y).$$

(3.2)
Notice that if $E$ is a regular critical set and $\Phi$ preserves the volume of $E$, then

$$\partial^2 F(E)[(X, \nu_E)] = \frac{d^2 F(E_t)}{dt^2} \bigg|_{t=0}. $$

(3.3)

We remark that the last integral in the expression of $\partial^2 F(E)$ is well defined for $\varphi \in H^1(\partial E)$, thanks to the following result.

**Lemma 3.5.** Let $E$ be a bounded set of class $C^1$. There exists a constant $C > 0$, depending only on $E$, $N$ and $\alpha$, such that for every $\varphi, \psi \in H^1(\partial E)$

$$\int_{\partial E} \int_{\partial E} G(x, y) \varphi(x) \psi(y) \, dH^{N-1}(x) \, dH^{N-1}(y) \leq C \Vert \varphi \Vert_{L^2} \Vert \psi \Vert_{L^2} \leq C \Vert \varphi \Vert_{H^1} \Vert \psi \Vert_{H^1}. $$

(3.4)

**Proof.** The proof lies on [16, Lemma 7.12], which states that if $\Omega \subset \mathbb{R}^n$ is a bounded domain and $\mu \in (0, 1]$, the operator $f \mapsto V_\mu f$ defined by

$$(V_\mu f)(x) := \int_{\Omega} |x - y|^\mu f(y) \, dy$$

maps $L^p(\Omega)$ continuously into $L^q(\Omega)$ provided that $0 \leq \delta := p^{-1} - q^{-1} < \mu$, and

$$\|V_\mu f\|_{L^q(\Omega)} \leq \left(\frac{1 - \delta}{\mu - \delta}\right)^{1 - \delta} \omega_1^{-\mu} |\Omega|^\mu \|f\|_{L^p(\Omega)}. $$

In our case, from the fact that our set has compact boundary, we can simply reduce to the above case using local charts and partition of unity (notice that the hypothesis of compact boundary allows us to bound from above in the $L^\infty$-norm the area factor). In particular we have that $\mu = \frac{N - 1 - \alpha}{N - 1}$, and applying this result with $p = q = 2$ we easily obtain the estimate in the statement by the Sobolev Embedding Theorem. $\square$

**Remark 3.6.** Using the estimate contained in the previous lemma it is easily seen that $\partial^2 F(E)$ is continuous with respect to the strong convergence in $H^1(\partial E)$ and lower semicontinuous with respect to the weak convergence in $H^1(\partial E)$. Moreover, it is also clear from the proof that, given $\alpha < N - 1$, the constant $C$ in (3.4) can be chosen independently of $\alpha \in (0, \alpha)$.

Equality (3.3) suggests that at a regular local minimizer the quadratic form (3.2) must be nonnegative on the space $H^1(\partial E)$. This is the content of the following corollary, whose proof is analogous to [1, Corollary 3.4].

**Corollary 3.7.** Let $E$ be a local minimizer of $F$ of class $C^2$. Then

$$\partial^2 F(E)[\varphi] \geq 0 \quad \text{for all } \varphi \in H^1(\partial E).$$

Now we want to look for a sufficient condition for local minimality. First of all we notice that, since our functional is translation invariant, if we compute the second variation of $F$ at a regular set $E$ with respect to a flow of the form $\Phi(x, t) := x + t\eta e_i$, where $\eta \in \mathbb{R}$ and $e_i$ is an element of the canonical basis of $\mathbb{R}^N$, setting $\nu_i := \langle \nu_E, e_i \rangle$ we obtain that

$$\partial^2 F(E)[\nu_i] = \frac{d^2 F(E_t)}{dt^2} \bigg|_{t=0} = 0.$$

Following [1], since we aim to prove that the strict positivity of the second variation is a sufficient condition for local minimality, we shall exclude the finite dimensional subspace of $H^1(\partial E)$ generated by the functions $\nu_i$, which we denote by $T(\partial E)$. Hence we split

$$H^1(\partial E) = T^\perp(\partial E) \oplus T(\partial E),$$

where $T^\perp(\partial E)$ is the orthogonal complement to $T(\partial E)$ in the $L^2$-sense, i.e.,

$$T^\perp(\partial E) := \left\{ \varphi \in H^1(\partial E) : \int_{\partial E} \varphi \nu_i \, dH^{N-1} = 0 \quad \text{for each } i = 1, \ldots, N \right\}.$$
It can be shown (see [1] Equation (3.7)) that there exists an orthonormal frame \((\varepsilon_1, \ldots, \varepsilon_N)\) such that
\[
\int_{\partial E} \langle \nu, \varepsilon_i \rangle \nu \, d\mathcal{H}^{N-1} = 0 \quad \text{for all } i \neq j,
\]
so that the projection on \(T^\perp(\partial E)\) of a function \(\varphi \in \tilde{H}^1(\partial E)\) is
\[
\pi_{T^\perp(\partial E)}(\varphi) = \varphi - \sum_{i=1}^N \left( \int_{\partial E} \varphi \langle \nu, \varepsilon_i \rangle \, d\mathcal{H}^{N-1} \right) \frac{\langle \nu, \varepsilon_i \rangle}{\|\langle \nu, \varepsilon_i \rangle\|_{L^2(\partial E)}}
\]
(notice that \(\langle \nu, \varepsilon_i \rangle \neq 0\) for every \(i\), since on the contrary the set \(E\) would be translation invariant in the direction \(\varepsilon_i\)).

**Definition 3.8.** We say that \(\mathcal{F}\) has **positive second variation** at the regular critical set \(E\) if
\[
\partial^2 \mathcal{F}(E)[\varphi] > 0 \quad \text{for all } \varphi \in T^\perp(\partial E) \setminus \{0\}.
\]

One could expect that the positivity of the second variation implies also a sort of coercivity; this is shown in the following lemma.

**Lemma 3.9.** Assume that \(\mathcal{F}\) has positive second variation at a regular critical set \(E\). Then
\[
m_0 := \inf \{ \partial^2 \mathcal{F}(E)[\varphi] : \varphi \in T^\perp(\partial E), \|\varphi\|_{\tilde{H}^1(\partial E)} = 1 \} > 0,
\]
and
\[
\partial^2 \mathcal{F}(E)[\varphi] \geq m_0 \|\varphi\|^2_{\tilde{H}^1(\partial E)} \quad \text{for all } \varphi \in T^\perp(\partial E).
\]

**Proof.** Let \((\varphi_h)_h\) be a minimizing sequence for \(m_0\). Up to a subsequence we can suppose that \(\varphi_h \rightharpoonup \varphi_0\) weakly in \(H^1(\partial E)\), with \(\varphi_0 \in T^\perp(\partial E)\). By the lower semicontinuity of \(\partial^2 \mathcal{F}(E)\) with respect to the weak convergence in \(H^1(\partial E)\) (see Remark 3.6), we have that if \(\varphi_0 \neq 0\)
\[
m_0 = \lim_{h \to \infty} \partial^2 \mathcal{F}(E)[\varphi_h] \geq \partial^2 \mathcal{F}(E)[\varphi_0] > 0,
\]
while if \(\varphi_0 = 0\)
\[
m_0 = \lim_{h \to \infty} \partial^2 \mathcal{F}(E)[\varphi_h] = \lim_{h \to \infty} \int_{\partial E} |D_t \varphi_h|^2 \, d\mathcal{H}^{N-1} = 1.
\]
The second part of the statement follows from the fact that \(\partial^2 \mathcal{F}(E)\) is a quadratic form. \(\square\)

We now come to the proof of the main result of the paper, namely that the positivity of the second variation at a critical set \(E\) is a sufficient condition for local minimality (Theorem 2.8). In the remaining part of this section we prove that a weaker minimality property holds, that is minimality with respect to sets whose boundaries are graphs over the boundary of \(E\) with sufficiently small \(W^{2,p}\)-norm (Theorem 3.11). In order to do this, we start by recalling a technical result needed in the proof, namely [1] Theorem 3.7, which provides a construction of an admissible flow connecting a regular set \(E \subset \mathbb{R}^N\) with an arbitrary set sufficiently close in the \(W^{2,p}\)-sense.

**Theorem 3.10.** Let \(E \subset \mathbb{R}^N\) be a bounded set of class \(C^3\) and let \(p > N - 1\). For all \(\varepsilon > 0\) there exist a tubular neighbourhood \(U\) of \(\partial E\) and two positive constants \(\delta, \varepsilon\) with the following properties: if \(\psi \in C^2(\partial E)\) and \(\|\psi\|_{W^{2,p}(\partial E)} \leq \delta\) then there exists a field \(X \in C^2\) with \(\text{div} \, X = 0\) in \(U\) such that
\[
\|X - \psi \nu_E\|_{L^2(\partial E)} \leq \varepsilon \|\psi\|_{L^2(\partial E)}.
\]
Moreover the associated flow
\[
\Phi(x, 0) = 0, \quad \frac{\partial \Phi}{\partial t} = X(\Phi)
\]
satisfies \(\Phi(\partial E, 1) = \{x + \psi(x) \nu_E(x) : x \in \partial E\}\), and for every \(t \in [0, 1]\)
\[
\|\Phi(\cdot, t) - Id\|_{W^{2,p}} \leq C \|\psi\|_{W^{2,p}(\partial E)},
\]
where \(Id\) denotes the identity map. If in addition \(E_1\) has the same volume as \(E\), then for every \(t\) we have \(|E_t| = |E|\) and
\[
\int_{\partial E_t} \langle X, \nu_{E_t} \rangle \, d\mathcal{H}^{N-1} = 0.
\]
We are now in position to prove the following \( W^{2,p} \)-local minimality theorem, analogous to \cite[Theorem 3.9]{1}. The proof contained in \cite{1} can be repeated here with minor changes, and we will only give a sketch of it for the reader’s convenience.

**Theorem 3.11.** Let \( p > \max\{2, N - 1\} \) and let \( E \) be a regular critical set for \( \mathcal{F} \) with positive second variation, according to Definition 3.8. Then there exist \( \delta, C_0 > 0 \) such that
\[
\mathcal{F}(F) \geq \mathcal{F}(E) + C_0(\alpha(E, F))^2,
\]
for each \( F \subset \mathbb{R}^N \) such that \( |F| = |E| \) and \( \partial \mathcal{F} = \{ x + \psi(x)\nu_E(x) : x \in \partial E \} \) with \( \|\psi\|_{W^{2,p}(\partial E)} \leq \delta \).

**Proof (sketch).** We just describe the strategy of the proof, which is divided into two steps.

**Step 1.** There exists \( \delta_1 > 0 \) such that if \( \partial \mathcal{F} = \{ x + \psi(x)\nu_E(x) : x \in \partial E \} \) with \( |F| = |E| \) and \( \|\psi\|_{W^{2,p}(\partial E)} \leq \delta_1 \), then
\[
\inf \left\{ \int_{\partial \mathcal{F}} \partial^2 \mathcal{F}(F)[\varphi] : \varphi \in \tilde{H}^1(\partial \mathcal{F}), \|\varphi\|_{\tilde{H}^1(\partial \mathcal{F})} = 1, \left| \int_{\partial \mathcal{F}} \varphi \nabla F \, d\mathcal{H}^{N-1} \right| \leq \frac{m_0}{2} \right\}.
\]
where \( m_0 \) is defined in Lemma 3.9. To prove this we suppose by contradiction that there exist a sequence \((F_n)\) of subsets of \( \mathbb{R}^N \) such that \( \partial F_n = \{ x + \psi_n(x)\nu_E(x) : x \in \partial E \} \), \( |F_n| = |E| \), \( \|\psi_n\|_{W^{2,p}(\partial E)} \to 0 \), and a sequence of functions \( \varphi_n \in \tilde{H}^1(\partial F_n) \) with \( \|\varphi_n\|_{\tilde{H}^1(\partial F_n)} = 1 \), \( \left| \int_{\partial F_n} \varphi_n \nu_F \, d\mathcal{H}^{N-1} \right| \to 0 \), such that
\[
\partial^2 \mathcal{F}(F_n)[\varphi_n] < \frac{m_0}{2}.
\]
We consider a sequence of diffeomorphisms \( \Phi_n : E \to F_n \), with \( \Phi_n \to \text{Id} \) in \( W^{2,p} \), and we set
\[
\tilde{\varphi}_n := \varphi_n \circ \Phi_n - a_n, \quad a_n := \int_{\partial E} \tilde{\varphi}_n \circ \Phi_n \, d\mathcal{H}^{N-1}.
\]
Hence \( \tilde{\varphi}_n \in \tilde{H}^1(\partial E) \), \( a_n \to 0 \), and since \( \nu_{F_n} \circ \Phi_n - \nu_E \to 0 \) in \( C^{0,\beta} \) for some \( \beta \in (0,1) \) and a similar convergence holds for the tangential vectors, we have that
\[
\int_{\partial E} \tilde{\varphi}_n \nu_E \, d\mathcal{H}^{N-1} \to 0
\]
for every \( i = 1, \ldots, N \), so that \( \|\tilde{\varphi}_n \nu_E \|_{\tilde{H}^1(\partial E)} \to 1 \). Moreover it can be proved that
\[
|\partial^2 \mathcal{F}(F_n)[\varphi_n] - \partial^2 \mathcal{F}(E)[\tilde{\varphi}_n]| \to 0.
\]
Indeed, the convergence of the first integral in the expression of the quadratic form follows easily from the fact that \( B_{\|\Phi_n - \text{Id}\|_{C^{1,\beta}(\mathbb{R}^N)}} \to 0 \) in \( L^p(\partial E) \), and from the Sobolev Embedding Theorem (recall that \( p > \max\{2, N - 1\} \)). For the second integral, it is sufficient to observe that, as a consequence of Proposition 2.1, the functions \( \nu_{F_n} \) are uniformly bounded in \( C^{1,\beta}(\mathbb{R}^N) \) for some \( \beta \in (0,1) \) and hence they converge to \( \nu_E \) in \( C^{1,\gamma}(\mathbb{B}_R) \) for all \( \gamma < \beta \) and \( R > 0 \). Finally, the difference of the last integrals can be written as
\[
\int_{\partial F_n} \int_{\partial F_n} G(x,y)\varphi_n(x)\varphi_n(y) \, d\mathcal{H}^{N-1} \, d\mathcal{H}^{N-1} - \int_{\partial E} \int_{\partial E} G(x,y)\tilde{\varphi}_n(x)\tilde{\varphi}_n(y) \, d\mathcal{H}^{N-1} \, d\mathcal{H}^{N-1}
\]
\[
= \int_{\partial E} \int_{\partial E} g_n(x,y)G(x,y)\tilde{\varphi}_n(x)\tilde{\varphi}_n(y) \, d\mathcal{H}^{N-1} \, d\mathcal{H}^{N-1}
\]
\[
+ a_n \int_{\partial E} \int_{\partial E} G(\Phi_n(x),\Phi_n(y))J_n(x,y)J_n(x,y)\left( \tilde{\varphi}_n(x) + \tilde{\varphi}_n(y) + a_n \right) \, d\mathcal{H}^{N-1} \, d\mathcal{H}^{N-1}
\]
where \( J_n(z) := \int_{\partial E} \Phi_n(z) \) is the \((N-1)\)-dimensional jacobian of \( \Phi_n \) on \( \partial E \), and
\[
g_n(x,y) := \frac{|x-y|^\alpha}{(\Phi_n(x) - \Phi_n(y))^\alpha} J_n(x,y) - 1.
\]
Thus the desired convergence follows from the fact that \( g_n \to 0 \) uniformly, \( a_n \to 0 \), and from the estimate provided by Lemma 3.10.
Hence
\[
\frac{m_0}{2} \geq \lim_{n \to \infty} \partial^2 F(E_0)[\varphi_n] = \lim_{n \to \infty} \partial^2 F(E)[\tilde{\varphi}_n] = \lim_{n \to \infty} \partial^2 F(E)[\pi_{T^{-1}E}(\tilde{\varphi}_n)] \geq m_0 \lim_{n \to \infty} \|\pi_{T^{-1}E}(\tilde{\varphi}_n)\|_{H^1(\partial E)} = m_0,
\]
which is a contradiction.

Step 2. If \( F \) is as in the statement of the theorem, we can use the vector field \( X \) provided by Theorem 3.10 to generate a flow connecting \( E \) to \( F \) by a family of sets \( E_t, t \in [0,1] \). Recalling that \( E \) is critical and that \( X \) is divergence free, we can write
\[
\mathcal{F}(F) - \mathcal{F}(E) = \mathcal{F}(E_1) - \mathcal{F}(E_0) = \int_0^1 (1 - t) \frac{d}{dt} \mathcal{F}(E_t) \, dt
= \int_0^1 (1 - t) \left( \partial^2 \mathcal{F}(E_t)[(X, \nu_{E_t})] - \int_{\partial E_t} (2\gamma v_{E_t} + H_{\partial E_t}) \text{div}_r(X, \nu_{E_t}) \right) \, dH^{N-1} \, dt,
\]
where \text{div}_r stands for the tangential divergence of \( \partial E_t \). It is now possible to bound from below the previous integral in a quantitative fashion: to do this we use, in particular, the result proved in Step 1 for the first term, and we proceed as in Step 2 of [1, Theorem 3.9] for the second one. In this way we obtain the desired estimate. \( \square \)

4. \( L^1 \)-local minimality

In this section we complete the proof of the main result of the paper (Theorem 2.8), started in the previous section. The main argument of the proof relies on a regularity property of sequences of quasi-minimizers of the area functional, which has been observed by White in [35] and was implicitly contained in [2] (see also [31], [34]).

Definition 4.1. A set \( E \subset \mathbb{R}^N \) is said to be an \((\omega, r_0)\)-minimizer for the area functional, with \( \omega > 0 \) and \( r_0 > 0 \), if for every ball \( B_r(x) \) with \( r \leq r_0 \) and for every finite perimeter set \( F \subset \mathbb{R}^N \) such that \( E \Delta F \subset B_r(x) \) we have
\[
\mathcal{P}(E) \leq \mathcal{P}(F) + \omega |E \Delta F|.
\]

Theorem 4.2. Let \( E_n \subset \mathbb{R}^N \) be a sequence of \((\omega, r_0)\)-minimizers of the area functional such that
\[
\sup_n \mathcal{P}(E_n) < +\infty \quad \text{and} \quad \chi_{E_n} \to \chi_E \text{ in } L^1(\mathbb{R}^N)
\]
for some bounded set \( E \) of class \( C^2 \). Then for \( n \) large enough \( E_n \) is of class \( C^{1,\frac{1}{2}} \) and
\[
\partial E_n = \{ x + \psi_n(x) \nu_{E}(x) : x \in \partial E \},
\]
with \( \psi_n \to 0 \) in \( C^{1,\beta}(\partial E) \) for all \( \beta \in (0, \frac{1}{2}) \).

Another useful result is the following consequence of the classical elliptic regularity theory (see [1] Lemma 7.2 for a proof).

Lemma 4.3. Let \( E \) be a bounded set of class \( C^2 \) and let \( E_n \) be a sequence of sets of class \( C^{1,\beta} \) for some \( \beta \in (0,1) \) such that \( \partial E_n = \{ x + \psi_n(x) \nu_{E}(x) : x \in \partial E \} \), with \( \psi_n \to 0 \) in \( C^{1,\beta}(\partial E) \). Assume also that \( H_{\partial E_n} \in L^p(\partial E_n) \) for some \( p \geq 1 \). If
\[
H_{\partial E_n}(\cdot + \psi_n(\cdot) \nu_{E}(\cdot)) \to H_{\partial E} \quad \text{in } L^p(\partial E),
\]
then \( \psi_n \to 0 \) in \( W^{2,p}(\partial E) \).

We recall also the following simple lemma from [1, Lemma 4.1].

Lemma 4.4. Let \( E \subset \mathbb{R}^N \) be a bounded set of class \( C^2 \). Then there exists a constant \( C_E > 0 \), depending only on \( E \), such that for every finite perimeter set \( F \subset \mathbb{R}^N \)
\[
\mathcal{P}(E) \leq \mathcal{P}(F) + C_E |E \Delta F|.
\]
An intermediate step in the proof of Theorem 2.3 consists in showing that the $W^{2,p}$-local minimality proved in Theorem 3.11 implies local minimality with respect to competing sets which are sufficiently close in the Hausdorff distance. We omit the proof of this result, since it can be easily adapted from [1, Theorem 4.3] (notice, indeed, that the difficulties coming from the fact of working in the whole space $\mathbb{R}^N$ are not present, due to the constraint $F \subset I_\delta(E)$).

**Theorem 4.5.** Let $E \subset \mathbb{R}^N$ be a bounded regular set, and assume that there exists $\delta > 0$ such that

$$\mathcal{F}(E) \leq \mathcal{F}(F)$$

(4.1)

for every set $F \subset \mathbb{R}^N$ with $|F| = |E|$ and $\partial F = \{x + \psi(x)\nu_E(x) : x \in \partial E\}$, for some function $\psi$ with $\|\psi\|_{W^{2,p}(\partial E)} \leq \delta$.

Then there exists $\delta_0 > 0$ such that (4.1) holds for every finite perimeter set $F$ with $|F| = |E|$ and such that $I_{-\delta_0}(E) \subset F \subset I_\delta(E)$, where for $\delta \in \mathbb{R}$ we set ($d$ denoting the signed distance to $E$)

$$I_\delta(E) := \{ x : d(x) < \delta \}.$$

We are finally ready to complete the proof of the main result of the paper. The strategy follows closely [1, Theorem 1.1], with the necessary technical modifications due to the fact that here we have to deal with a more general exponent $\alpha$ and with the lack of compactness of the ambient space.

**Proof of Theorem 2.3** We assume by contradiction that there exists a sequence of sets $E_h \subset \mathbb{R}^N$, with $|E_h| = |E|$ and $\alpha(E_h, E) > 0$, such that $\varepsilon_h := \alpha(E_h, E) \to 0$ and

$$\mathcal{F}(E_h) < \mathcal{F}(F) + \frac{C_0}{4} (\alpha(E_h, E))^2,$$

(4.2)

where $C_0$ is the constant provided by Theorem 3.11. By approximation we can assume without loss of generality that each set of the sequence is bounded, that is, there exist $R_h > 0$ (which we can also take satisfying $R_h \to +\infty$) such that $E_h \subset B_{R_h}$.

We now define $F_h \subset \mathbb{R}^N$ as a solution to the penalization problem

$$\operatorname{min} \left\{ J_{h}(F) := \mathcal{F}(F) + \Lambda_1 \sqrt{\alpha(F, E) - \varepsilon_h}^2 + \varepsilon_h + \Lambda_2 \|F - |E|\| : F \subset B_{R_h} \right\},$$

(4.3)

where $\Lambda_1$ and $\Lambda_2$ are positive constant, to be chosen (notice that the constraint $F \subset B_{R_h}$ guarantees the existence of a solution). We first fix

$$\Lambda_1 > C_E + c_0 \gamma.$$  

(4.4)

Here $C_E$ is as in Lemma 4.4, while $c_0$ is the constant provided by Proposition 2.3 corresponding to the fixed values of $N$ and $\alpha$ and to $m := |E| + 1$. We remark that with this choice $\Lambda_1$ depends only on the set $E$. We will consider also the sets $\tilde{F}_h$ obtained by translating $F_h$ in such a way that $\alpha(F_h, E) = |\tilde{F}_h \triangle E|$ (clearly $J_{h}(\tilde{F}_h) = J_{h}(F_h)$).

**Step 1.** We claim that, if $\Lambda_2$ is sufficiently large (depending on $\Lambda_1$, but not on $h$), then $|F_h| = |E|$ for every $h$ large enough. This can be deduced by adapting an argument from [12, Section 2] (see also [11, Proposition 2.7]). Indeed, assume by contradiction that there exist $\Lambda_h \to \infty$ and $F_h$ solution to the minimum problem (4.3) with $\Lambda_2$ replaced by $\Lambda_h$ such that $|F_h| < |E|$ (a similar argument can be performed in the case $|F_h| > |E|$). Up to subsequences, we have that $F_h \to F_0$ in $L^1_{loc}$ and $|F_h| \to |E|$. As each set $F_h$ minimizes the functional

$$\mathcal{F}(F) + \Lambda_1 \sqrt{\alpha(F, E) - \varepsilon_h}^2 + \varepsilon_h$$

in $B_{R_h}$ under the constraint $|F| = |F_h|$, it is easily seen that $F_h$ is a quasi-minimizer of the perimeter with volume constraint, so that by the regularity result contained in [30, Theorem 1.4.4] we have that the $(N - 1)$-dimensional density of $\partial^* F_h$ is uniformly bounded from below by a constant independent of $h$. This observation implies that we can assume without loss of generality that the limit set $F_0$ is not empty and that there exists a point $x_0 \in \partial^* F_0$, so that, by repeating
an argument contained in [13], we obtain that given \( \varepsilon > 0 \) we can find \( r > 0 \) and \( \bar{x} \in \mathbb{R}^N \) such that

\[
|F_h \cap B_{r/2}(\bar{x})| < \varepsilon r^N, \quad |F_h \cap B_r(\bar{x})| > \frac{\omega_N r^N}{2^{N+2}}
\]

for every \( h \) sufficiently large (and we assume \( \bar{x} = 0 \) for simplicity).

Now we modify \( F_h \) in \( B_r \) by setting \( G_h := \Phi_h(F_h) \), where \( \Phi_h \) is the bilipschitz map

\[
\Phi_h(x) := \begin{cases} 
(1 - \sigma_h(2^N - 1))x & \text{if } |x| \leq \frac{r}{2}, \\
x + \sigma_h\left(1 - \frac{N}{2^N}\right)x & \text{if } \frac{r}{2} < x < r, \\
x & \text{if } |x| \geq r,
\end{cases}
\]

and \( \sigma_h \in (0, \frac{1}{2}) \). It can be shown (see [13] Section 2, [11] Proposition 2.7] for details) that \( \varepsilon \) and \( \sigma_h \) can be chosen in such a way that \( |G_h| = |E| \), and moreover there exists a dimensional constant \( C > 0 \) such that

\[
J_{\Lambda_h}(F_h) - J_{\Lambda_h}(G_h) \geq \sigma_h \left(C\Lambda_h r^N - (2^N N + C\gamma + C\Lambda_1)\mathcal{P}(F_h; B_r)\right)
\]

(where \( J_{\Lambda_h} \) denotes the functional in [13] with \( \Lambda_2 \) replaced by \( \Lambda_h \)). This contradicts the minimality of \( \bar{F}_h \) for \( h \) sufficiently large.

**Step 2.** We now show that

\[
\lim_{h \to +\infty} \alpha(F_h, E) = 0. \tag{4.5}
\]

Indeed, by Lemma 4.3 we have that

\[
\mathcal{P}(E) \leq \mathcal{P}(\bar{F}_h) + C E |\bar{F}_h \triangle E|,
\]

while by Proposition 2.3

\[
|\mathcal{N}\mathcal{L}(E) - \mathcal{N}\mathcal{L}(\bar{F}_h)| \leq c_0 |\bar{F}_h \triangle E|.
\]

Combining the two estimates above, using the minimality of \( \bar{F}_h \) and recalling that \( |F_h| = |E| \) we deduce

\[
\mathcal{P}(\bar{F}_h) + \gamma \mathcal{N}\mathcal{L}(\bar{F}_h) + \Lambda_1 \sqrt{(|\bar{F}_h \triangle E| - \varepsilon_h)^2 + \varepsilon_h} = J_h(F_h) \leq J_h(E)
\]

\[
\leq \mathcal{P}(E) + \gamma \mathcal{N}\mathcal{L}(E) + \Lambda_1 \sqrt{\varepsilon_h^2 + \varepsilon_h}
\]

\[
\leq \mathcal{P}(\bar{F}_h) + \gamma \mathcal{N}\mathcal{L}(\bar{F}_h) + |(E + c_0\gamma)| \bar{F}_h \triangle E| + \Lambda_1 \sqrt{\varepsilon_h^2 + \varepsilon_h},
\]

which yields

\[
\Lambda_1 \sqrt{(|\bar{F}_h \triangle E| - \varepsilon_h)^2 + \varepsilon_h} \leq (C E + c_0\gamma) |\bar{F}_h \triangle E| + \Lambda_1 \sqrt{\varepsilon_h^2 + \varepsilon_h}.
\]

Passing to the limit as \( h \to +\infty \), we conclude that

\[
\Lambda_1 \limsup_{h \to +\infty} |\bar{F}_h \triangle E| \leq (C E + c_0\gamma) \limsup_{h \to +\infty} |\bar{F}_h \triangle E|,
\]

which implies \( |\bar{F}_h \triangle E| \to 0 \) by the choice of \( \Lambda_1 \) in [13]. Hence [13] is proved, and this shows in particular that \( \chi_{\bar{F}_h} \to \chi_E \) in \( L^1(\mathbb{R}^N) \).

**Step 3.** Each set \( \bar{F}_h \) is an \( (\omega, r_0) \)-minimizer of the area functional (see Definition 4.1), for suitable \( \omega > 0 \) and \( r_0 > 0 \) independent of \( h \). Indeed, choose \( r_0 \) such that \( \omega_N r_0^N \leq 1 \), and consider any ball \( B_r(x) \) with \( r \leq r_0 \) and any finite perimeter set \( F \) such that \( F \cap B_r(x) \subseteq B_r(x) \). We have

\[
|\mathcal{N}\mathcal{L}(F) - \mathcal{N}\mathcal{L}(\bar{F}_h)| \leq c_0 |F \triangle \bar{F}_h|
\]
by Proposition 4.3 where \( c_0 \) is the same constant as before since we can bound the volume of \( F \) by \(|F| \leq |F_h| + \omega N r_N^2 \leq |E| + 1\). Moreover

\[
\mathcal{P}(F) - \mathcal{P}(F \cap B_{R_h}) = \int_{\partial^* F \cap B_{R_h}} 1 \, dH^{N-1}(x) - \int_{\partial^*(F \cap B_{R_h}) \cap \partial B_{R_h}} 1 \, dH^{N-1}(x) \\
\geq \int_{\partial^* F \cap B_{R_h}} \frac{x}{|x|} \cdot \nu_F \, dH^{N-1}(x) - \int_{\partial^*(F \cap B_{R_h}) \cap \partial B_{R_h}} \frac{x}{|x|} \cdot \nu_{F \cap B_{R_h}} \, dH^{N-1}(x) \\
= \int_{\partial^*(F \cap B_{R_h}) \cap \partial B_{R_h}} \frac{x}{|x|} \cdot \nu_{F \cap B_{R_h}} \, dH^{N-1}(x) = \int_{F \cap B_{R_h}} \text{div} \frac{x}{|x|} \, dx \geq 0.
\]

Hence, as \( F_h \) is a minimizer of \( \mathcal{J}_h \) among sets contained in \( B_{R_h} \), we deduce

\[
\mathcal{P}(F_h) \leq \mathcal{P}(F \cap B_{R_h}) + \gamma (\mathcal{N}(\mathcal{L}(F \cap B_{R_h}) - \mathcal{N}(F_h)) + \Lambda_2 |F \cap B_{R_h}| - |E|) \\
+ \Lambda_1 \sqrt{(\alpha(F \cap B_{R_h}, E) - \varepsilon_h)^2 + \varepsilon_h} - \Lambda_1 \sqrt{(\alpha(F_h, E) - \varepsilon_h)^2 + \varepsilon_h} \\
\leq \mathcal{P}(F) + (c_0 \gamma + \Lambda_1 + \Lambda_2) |(F \cap B_{R_h}) \Delta F_h| \\
\leq \mathcal{P}(F) + (c_0 \gamma + \Lambda_1 + \Lambda_2) |F \Delta F_h|
\]

for \( h \) large enough. This shows that \( F_h \) is an \((\omega, r_0)\)-minimizer of the area functional with \( \omega = c_0 \gamma + \Lambda_1 + \Lambda_2 \) (and the same holds obviously also for \( \tilde{F}_h \)).

Hence, by Theorem 4.2 and recalling that \( \chi_{\tilde{F}_h} \to \chi_E \) in \( L^1 \), we deduce that for \( h \) sufficiently large \( \tilde{F}_h \) is a set of class \( C^{1,\beta} \) and

\[
\partial \tilde{F}_h = \{ x + \psi_h(x)\nu_E(x) : x \in \partial E \}
\]

for some \( \psi_h \) such that \( \psi_h \to 0 \) in \( C^{1,\beta}(\partial E) \) for every \( \beta \in (0, \frac{1}{2}) \). We remark also that the sets \( \tilde{F}_h \) are uniformly bounded, and for \( h \) large enough \( \tilde{F}_h \subset B_{R_h} \): in particular, \( \tilde{F}_h \) solves the minimum problem \( 4.2 \).

**Step 4.** We now claim that

\[
\lim_{h \to +\infty} \frac{\alpha(F_h, E)}{\varepsilon_h} = 1. \tag{4.6}
\]

Indeed, assuming by contradiction that \( |\alpha(F_h, E) - \varepsilon_h| \geq \sigma \varepsilon_h \) for some \( \sigma > 0 \) and for infinitely many \( h \), we would obtain

\[
\mathcal{F}(F_h) + \Lambda_1 \sqrt{\sigma^2 \varepsilon_h^2 + \varepsilon_h} \leq \mathcal{F}(F_h) + \Lambda_1 \sqrt{(\alpha(F_h, E) - \varepsilon_h)^2 + \varepsilon_h} \\
\leq \mathcal{F}(E_h) + \Lambda_1 \sqrt{\varepsilon_h} < \mathcal{F}(E) + \frac{C_0}{4} \varepsilon_h^2 + \Lambda_1 \sqrt{\varepsilon_h} \\
\leq \mathcal{F}(\tilde{F}_h) + \frac{C_0}{4} \varepsilon_h^2 + \Lambda_1 \sqrt{\varepsilon_h}
\]

where the second inequality follows from the minimality of \( F_h \), the third one from \( 4.2 \) and the last one from Theorem 4.3. This shows that

\[
\Lambda_1 \sqrt{\sigma^2 \varepsilon_h^2 + \varepsilon_h} \leq \frac{C_0}{4} \varepsilon_h^2 + \Lambda_1 \sqrt{\varepsilon_h},
\]

which is a contradiction for \( h \) large enough.

**Step 5.** We now show the existence of constants \( \lambda_h \in \mathbb{R} \) such that

\[
\|H_{\partial \tilde{F}_h} + 2 \gamma v_{\tilde{F}_h} - \lambda_h\|_{L^\infty(\partial \tilde{F}_h)} \leq 4 \Lambda_1 \sqrt{\varepsilon_h} \to 0. \tag{4.7}
\]

We first observe that the function \( f_h(t) := \sqrt{(t - \varepsilon_h)^2 + \varepsilon_h} \) satisfies

\[
|f_h(t_1) - f_h(t_2)| \leq 2 \sqrt{\varepsilon_h} |t_1 - t_2| \quad \text{if} \quad |t_1 - \varepsilon_h| \leq \varepsilon_h. \tag{4.8}
\]
Hence for every set $F \subset \mathbb{R}^N$ with $|F| = |E|$, $F \subset B_{R_h}$ and $|\alpha(F, E) - \varepsilon_h| \leq \varepsilon_h$ we have
\[
\mathcal{F}(\tilde{F}_h) \leq \mathcal{F}(F) + \lambda_1 \left( \sqrt{\alpha(F, E)} - \varepsilon_h \right)^2 + \varepsilon_h - \sqrt{\alpha(\tilde{F}_h, E) - \varepsilon_h}^2 + \varepsilon_h \leq \mathcal{F}(F) + 2\lambda_1 \sqrt{\varepsilon_h} |\alpha(F, E) - \alpha(\tilde{F}_h, E)| \leq \mathcal{F}(F) + 2\lambda_1 \sqrt{\varepsilon_h} |F \triangle \tilde{F}_h|
\] (4.9)
where we used the minimality of $\tilde{F}_h$ in the first inequality, and combined with the fact that $|\alpha(\tilde{F}_h, E) - \varepsilon_h| \leq \varepsilon_h$ for $h$ large (which, in turn, follows by (4.8)) in the second one.

Consider now any variation $\Phi_t$, as in Definition 4.1, preserving the volume of the set $\tilde{F}_h$, associated with a vector field $X$. For $|t|$ sufficiently small we can plug the set $\Phi_t(\tilde{F}_h)$ in the inequality (4.9):
\[
\mathcal{F}(\tilde{F}_h) \leq \mathcal{F}(\Phi_t(\tilde{F}_h)) + 2\lambda_1 \sqrt{\varepsilon_h} |\Phi_t(\tilde{F}_h) \triangle \tilde{F}_h|,
\]
which gives
\[
\mathcal{F}(\Phi_t(\tilde{F}_h)) - \mathcal{F}(\tilde{F}_h) + 2\lambda_1 \sqrt{\varepsilon_h} |t| \int_{\partial \tilde{F}_h} |X \cdot \nu_{\tilde{F}_h}| \, d\mathcal{H}^{N-1} + o(t) \geq 0
\]
for $|t|$ sufficiently small. Hence, dividing by $t$ and letting $t \to 0^+$ and $t \to 0^-$, we get
\[
\left| \int_{\partial \tilde{F}_h} (H_{\partial \tilde{F}_h} + 2\gamma v_{\tilde{F}_h}) X \cdot \nu_{\tilde{F}_h} \, d\mathcal{H}^{N-1} \right| \leq 2\lambda_1 \sqrt{\varepsilon_h} \int_{\partial \tilde{F}_h} |X \cdot \nu_{\tilde{F}_h}| \, d\mathcal{H}^{N-1},
\]
and by density
\[
\left| \int_{\partial \tilde{F}_h} (H_{\partial \tilde{F}_h} + 2\gamma v_{\tilde{F}_h}) \phi \, d\mathcal{H}^{N-1} \right| \leq 2\lambda_1 \sqrt{\varepsilon_h} \int_{\partial \tilde{F}_h} |\phi| \, d\mathcal{H}^{N-1}
\]
for every $\phi \in C^\infty(\partial \tilde{F}_h)$ with $\int_{\partial \tilde{F}_h} \phi \, d\mathcal{H}^{N-1} = 0$. In turn, this implies (4.7) by a simple functional analysis argument.

**Step 6.** We are now close to the end of the proof. Recall that on $\partial E$
\[
H_{\partial E} = \lambda - 2\gamma v_E
\] (4.10)
for some constant $\lambda$, while by (4.7)
\[
H_{\partial \tilde{F}_h} = \lambda_h - 2\gamma v_{\tilde{F}_h} + \rho_h, \quad \text{with } \rho_h \to 0 \text{ uniformly.}
\] (4.11)
Observe now that, since the functions $v_{\tilde{F}_h}$ are equibounded in $C^{1, \beta}(\mathbb{R}^N)$ for some $\beta \in (0, 1)$ (see Proposition 2.1) and they converge pointwise to $v_E$ since $\chi_{\tilde{F}_h} \to \chi_E$ in $L^1$, we have that
\[
v_{\tilde{F}_h} \to v_E \quad \text{in } C^1(\overline{B_R}) \text{ for every } R > 0.
\] (4.12)
We consider a cylinder $C = B' \times [-L, L]$, where $B' \subset \mathbb{R}^{N-1}$ is a ball centered at the origin, such that in a suitable coordinate system we have
\[
\tilde{F}_h \cap C = \{(x', x_N) \in C : x' \in B', x_N < g_h(x')\},
\]
\[
E \cap C = \{(x', x_N) \in C : x' \in B', x_N < g(x')\}
\]
for some functions $g_h \to g$ in $C^{1, \beta}(\overline{B'})$ for every $\beta \in (0, \frac{1}{2})$. By integrating (4.11) on $B'$ we obtain
\[
\lambda_h \mathcal{L}^{N-1}(B') - 2\gamma \int_{B'} v_{\tilde{F}_h}(x', g_h(x')) \, d\mathcal{L}^{N-1}(x') + \int_{B'} \rho_h(x', g_h(x')) \, d\mathcal{L}^{N-1}(x')
\]
\[
= -\int_{B'} \text{div} \left( \frac{\nabla g_h}{\sqrt{1 + |\nabla g_h|^2}} \right) \, d\mathcal{L}^{N-1}(x') = -\int_{\partial B'} \frac{\nabla g_h}{\sqrt{1 + |\nabla g_h|^2}} \cdot \frac{x'}{|x'|} \, d\mathcal{H}^{N-2},
\]
and the last integral in the previous expression converges as $h \to 0$ to
\[
-\int_{\partial B'} \frac{\nabla g}{\sqrt{1 + |\nabla g|^2}} \cdot \frac{x'}{|x'|} \, d\mathcal{H}^{N-2} = -\int_{B'} \text{div} \left( \frac{\nabla g}{\sqrt{1 + |\nabla g|^2}} \right) \, d\mathcal{L}^{N-1}(x')
\]
\[
= \lambda \mathcal{L}^{N-1}(B') - 2\gamma \int_{B'} v_E(x', g(x')) \, d\mathcal{L}^{N-1}(x'),
\]
where the last equality follows by (4.11). This shows, recalling (4.12) and that \( \rho_h \) tends to 0 uniformly, that \( \lambda_h \to \lambda \), which in turn implies, by (4.11), (4.11) and (4.12),
\[
H_{\partial F_h}(\cdot + \psi_h(\cdot))u_E(\cdot) \to H_{\partial E} \quad \text{in } L^\infty(\partial E).
\]
By Lemma 4.3 we conclude that \( \psi_h \in W^{2,p}(\partial E) \) for every \( p \geq 1 \) and \( \psi_h \to 0 \) in \( W^{2,p}(\partial E) \).

Finally, by minimality of \( \tilde{F}_h \) we have
\[
F(\tilde{F}_h) \leq F(\tilde{F}_h) + \Lambda_1 \sqrt{\left( \alpha(\tilde{F}_h,E) - \varepsilon_h \right)^2} + \varepsilon_h - \Lambda_1 \sqrt{\varepsilon_h}
\]
\[
\leq F(E_h) + \frac{C_0}{4} \varepsilon_2^2 \leq F(E) + \frac{C_0}{2} \left( \alpha(\tilde{F}_h,E) \right)^2
\]
where we used (4.2) in the third inequality and (4.6) in the last one. This is the desired contradiction with the conclusion of Theorem 3.11. \( \square \)

**Remark 4.6.** It is important to remark that in the arguments of this section we have not made use of the assumption of strict positivity of the second variation: the quantitative \( L^1 \)-local minimality follows in fact just from the \( W^{2,p} \)-local minimality.

5. Local minimality of the ball

In this section we will obtain Theorem 2.8 as a consequence of Theorem 2.8 by computing the second variation of the ball and studying the sign of the associated quadratic form.

5.1. Recalls on spherical harmonics. We first recall some basic facts about spherical harmonics, which are needed in our calculation. We refer to [19] for an account on this topic.

**Definition 5.1.** A spherical harmonic of dimension \( N \) is the restriction to \( S^{N-1} \) of a harmonic polynomial in \( N \) variables, i.e. a homogeneous polynomial \( p \) with \( \Delta p = 0 \).

We will denote by \( \mathcal{H}_d^N \) the set of all spherical harmonics of dimension \( N \) that are obtained as restrictions to \( S^{N-1} \) of homogeneous polynomials of degree \( d \). In particular \( \mathcal{H}_0^N \) is the space of constant functions, and \( \mathcal{H}_1^N \) is generated by the coordinate functions. The basic properties of spherical harmonics that we need are listed in the following theorem.

**Theorem 5.2.** It holds:

1. for each \( d \in \mathbb{N} \), \( \mathcal{H}_d^N \) is a finite dimensional vector space.
2. If \( F \in \mathcal{H}_d^N \), \( G \in \mathcal{H}_e^N \) and \( d \neq e \), then \( F \) and \( G \) are orthogonal (in the \( L^2 \)-sense).
3. If \( F \in \mathcal{H}_d^N \) and \( d \neq 0 \), then
\[
\int_{S^{N-1}} F \, d\mathcal{H}^{N-1} = 0.
\]
4. If \( (H_1^d, \ldots, H_{\dim(\mathcal{H}_d^N)}) \) is an orthonormal basis of \( \mathcal{H}_d^N \) for every \( d \geq 0 \), then this sequence is complete, i.e. every \( F \in L^2(S^{N-1}) \) can be written in the form
\[
F = \sum_{d=0}^{\infty} \sum_{i=1}^{\dim(\mathcal{H}_d^N)} c_d^i H_d^i, \quad \text{(5.1)}
\]
where \( c_d^i := \langle F, H_d^i \rangle_{L^2} \).
5. If \( H_d^i \) are as in (4) and \( F, G \in L^2(S^{N-1}) \) are such that
\[
F = \sum_{d=0}^{\infty} \sum_{i=1}^{\dim(\mathcal{H}_d^N)} c_d^i H_d^i, \quad G = \sum_{d=0}^{\infty} \sum_{i=1}^{\dim(\mathcal{H}_d^N)} e_d^i H_d^i,
\]
then
\[
\langle F, G \rangle_{L^2} = \sum_{d=0}^{\infty} \sum_{i=1}^{\dim(\mathcal{H}_d^N)} c_d^i e_d^i.
\]
(6) Spherical harmonics are eigenfunctions of the Laplace-Beltrami operator $\Delta_{S^{N-1}}$. More
precisely, if $H \in \mathcal{H}^N_d$ then

$$-\Delta_{S^{N-1}} H = d(d + N - 2)H.$$  

(7) If $F$ is a $C^2$ function on $S^{N-1}$ represented as in (5.1), then

$$\int_{S^{N-1}} |D_x F|^2 d\mathcal{H}^{N-1}(x) = \sum_{d=0}^{\infty} \sum_{i=1}^{\dim(H^d_{N})} d(d + N - 2)(c_i^d)^2.$$  

We recall also the following important result in the theory of spherical harmonics.

**Theorem 5.3 (Funk-Hecke Formula).** Let $f : (-1, 1) \to \mathbb{R}$ such that

$$\int_{-1}^{1} |f(t)|(1 - t^2)^{\frac{N-3}{2}} dt < \infty.$$  

Then if $H \in \mathcal{H}^N_d$ and $x_0 \in S^{N-1}$ it holds

$$\int_{S^{N-1}} f((x_0, x))H(x) d\mathcal{H}^{N-1}(x) = \mu_d H(x_0),$$  

where the coefficient $\mu_d$ is given by

$$\mu_d = (N-1)\omega_{N-1} \int_{-1}^{1} P_{N,d}(t)f(t)(1 - t^2)^{\frac{N-3}{2}} dt.$$  

Here $P_{N,d}$ is the Legendre polynomial of dimension $N$ and degree $d$ given by

$$P_{N,d}(t) = (-1)^d \frac{\Gamma\left(\frac{N-1}{2}\right)}{2^d \Gamma\left(d + \frac{N-1}{2}\right)} (1 - t^2)^{-\frac{N-3}{2}} \left(\frac{d}{dt}\right)^d (1 - t^2)^{N/2} \Gamma\left(\frac{d+1}{2}\right),$$  

where $\Gamma(x) := \int_{0}^{\infty} t^{x-1}e^{-t}dt$ is the Gamma function.

### 5.2. Second variation of the ball

The quadratic form associated with the second variation of $\mathcal{F}$ at the ball $B_R$, computed at a function $\tilde{\varphi} \in \tilde{H}^1(\partial B_R)$ is

$$\partial^2 \mathcal{F}(B_R)[\tilde{\varphi}] = \int_{\partial B_R} \left( |D_x \tilde{\varphi}(x)|^2 - \frac{N-1}{R^2} \tilde{\varphi}^2(x) \right) d\mathcal{H}^{N-1}(x)$$  

$$+ 2\gamma \int_{\partial B_R} \int_{\partial B_R} \frac{1}{|x-y|^{\alpha}} \tilde{\varphi}(x) \varphi(y) d\mathcal{H}^{N-1}(x) d\mathcal{H}^{N-1}(y)$$  

$$+ 2\gamma \int_{\partial B_R} \left( \int_{\partial B_R} -\frac{\langle x-y, \tilde{\varphi} \rangle}{|x-y|^2} dy \right) \varphi^2(x) d\mathcal{H}^{N-1}(x).$$

Since we want to obtain a sign condition of $\partial^2 \mathcal{F}(B_R)[\tilde{\varphi}]$ in terms of the radius $R$, we first make a change of variable:

$$\partial^2 \mathcal{F}(B_R)[\tilde{\varphi}] = R^{N-3} \int_{\partial B_1} \left( |D_x \varphi(x)|^2 - (N-1)\varphi^2(x) \right) d\mathcal{H}^{N-1}(x)$$  

$$+ 2\gamma R^{2N-2-\alpha} \int_{\partial B_1} \int_{\partial B_1} \frac{1}{|x-y|^\alpha} \varphi(x) \varphi(y) d\mathcal{H}^{N-1}(x) d\mathcal{H}^{N-1}(y)$$  

$$+ 2\gamma R^{2N-2-\alpha} \int_{\partial B_1} \left( \int_{\partial B_1} -\frac{\langle x-y, \varphi \rangle}{|x-y|^\alpha+2} dy \right) \varphi^2(x) d\mathcal{H}^{N-1}(x),$$  

where the function $\varphi \in \tilde{H}^1(S^{N-1})$ is defined as $\varphi(x) := \tilde{\varphi}(Rx)$. Since we are only interested in the sign of the second variation, which is continuous with respect to the strong convergence in $\tilde{H}^1(S^{N-1})$, we can assume $\varphi \in C^2(S^{N-1}) \cap T^+(S^{N-1})$.

The idea to compute the second variation at the ball is to expand $\varphi$ with respect to an orthonormal basis of spherical harmonics, as in (5.1). First of all we notice that if $\varphi \in T^+(S^{N-1})$, then its harmonic expansion does not contain spherical harmonics of order 0 and 1. Indeed, harmonics of order 0 are constant functions, that are not allowed by the null average condition. Moreover
$H_N^N = T(S^{N-1})$, because $\nu_{S^{N-1}}(x) = x$, and the functions $x_i$ form an orthonormal basis of $H_N^N$. Hence we can write the harmonic expansion of $\varphi \in C^2(S^{N-1}) \cap T^\perp(S^{N-1})$ as follows:

$$\varphi = \sum_{d=2}^\infty \sum_{i=1}^{\dim(H_d^N)} c_d^i H_d^i,$$

where $(H_d^1, \ldots, H_d^{\dim(H_d^N)})$ is an orthonormal basis of $H_d^N$ for each $d \in \mathbb{N}$. We can now compute each term appearing in (5.2) as follows: the first term, by property (7) of Theorem 5.2, is

$$\int_{\partial B_1} |D_\nu \varphi|^2 - (N - 1)\varphi^2 \, dH^{N-1} = \sum_{d=2}^\infty \sum_{i=1}^{\dim(H_d^N)} (d(d + N - 2) - (N - 1))(c_d^i)^2.$$

For the second term we want to use the Funk-Hecke Formula to compute the inner integral; so we define the function

$$f(t) := \left(2(1 - t)^\frac{N}{2}\right)$$

and we notice that

$$|x - y|^{-\alpha} = f((x, y)) \quad \text{for } x, y \in S^{N-1},$$

and that, for $\alpha \in (0, N - 1)$, $f$ satisfies the integrability assumptions of Theorem 5.3. Hence for each $y \in S^{N-1}$

$$\int_{\partial B_1} \frac{1}{|x - y|^\alpha} \varphi(x) \, dH^{N-1}(x) = \sum_{d=2}^\infty \sum_{i=1}^{\dim(H_d^N)} \mu_d^{N, \alpha} c_d^i H_d(y),$$

where the coefficient

$$\mu_d^{N, \alpha} := 2^{N-1-\alpha}(N-1)^{\omega_N-1} \left(\prod_{i=0}^{d-1} \left(\frac{\alpha}{2} + i\right)\right) \frac{\Gamma(N-1-\alpha)}{\Gamma(N-1-\frac{\alpha}{2} + d)}$$

is obtained by direct computation just integrating by parts. Therefore

$$\int_{\partial B_1} \int_{\partial B_1} \frac{1}{|x - y|^\alpha} \varphi(x) \varphi(y) \, dH^{N-1}(x) \, dH^{N-1}(y) = \sum_{d=2}^\infty \sum_{i=1}^{\dim(H_d^N)} \mu_d^{N, \alpha}(c_d^i)^2.$$

For the last term of (5.2), noticing that the integral

$$T^{N, \alpha} := \int_{B_1} \frac{(x - y, x)}{|x - y|^N} \, dy$$

is independent of $x \in S^{N-1}$, we get

$$\int_{\partial B_1} \left(\int_{B_1} -\alpha \frac{(x - y, x)}{|x - y|^{N+2}} \, dy\right) \varphi^2(x) \, dH^{N-1}(x) = -\alpha T^{N, \alpha} \sum_{d=2}^\infty \sum_{i=1}^{\dim(H_d^N)} (c_d^i)^2.$$

Combining all the previous equalities with (5.2), we obtain

$$\partial^2 F(B_R)[\varphi] = \sum_{d=2}^\infty \sum_{i=1}^{\dim(H_d^N)} R^{N-3}(c_d^i)^2 \left[ d(d + N - 2) - (N - 1) + 2\gamma R^{N+1-\alpha}(\mu_d^{N, \alpha} - \alpha T^{N, \alpha}) \right].$$

5.3. Local minimality of the ball. From the above expression we deduce that the quadratic form $\partial^2 F(B_R)$ is strictly positive on $T^\perp(\partial B_R)$, that is, the second variation of $F$ at $B_R$ is positive according to Definition 5.3 if and only if

$$d(d + N - 2) - (N - 1) + 2\gamma R^{N+1-\alpha}(\mu_d^{N, \alpha} - \alpha T^{N, \alpha}) > 0$$

for all $d \geq 2$, where the “only if” part is due to the fact that $H_d^N \subset T^\perp(S^{N-1})$ for each $d \geq 2$. On the contrary, $\partial^2 F(B_R)[\tilde{\varphi}] < 0$ for some $\tilde{\varphi} \in T^\perp(\partial B_R)$ if and only if there exists $d \geq 2$ such that the left-hand side of (5.4) is negative.
We want to write (5.3) as a condition on $R$. Since $d(d + N - 2) - (N - 1) > 0$ for $d \geq 2$, we have that (5.3) is certainly satisfied if $\mu_d^{N, \alpha} - \alpha I^{N, \alpha} > 0$. But this is not always the case, as the following lemma shows.

**Lemma 5.4.** The sequence $\mu_d^{N, \alpha}$ strictly decreases to 0 as $d \to \infty$.

*Proof.* First of all we note that
\[
\mu_{d+1}^{N, \alpha} = \frac{\frac{a}{2} + d}{N - 1 - \frac{a}{2} + d} \mu_d^{N, \alpha},
\]
(5.5)

hence the sequence $(\mu_d^{N, \alpha})_{d \in \mathbb{N}}$ is decreasing since $\alpha < N - 1$. Now
\[
\mu_d^{N, \alpha} \sim_{d \to \infty} \frac{\Gamma(N - \frac{a}{2})}{\Gamma(1 + \frac{a}{2})} \mu_1^{N, \alpha} \sqrt{\frac{\frac{a}{2} + d}{N - 1 - \frac{a}{2} + d}} e^{(\frac{1}{2} + d)[\log(\frac{1}{2} + d) - 1]},
\]

where in the second equality we used the well known property $\Gamma(x + 1) = x \Gamma(x)$, and in the last step we used the Stirling’s formula. Since the previous quantity is infinitesimal as $d \to \infty$, we conclude the proof of the lemma. \(\square\)

As a consequence of this lemma and of the fact that $I^{N, \alpha} > 0$, we have that the number
\[
d_A^{N, \alpha} := \min\{d \geq 2 : \mu_d^{N, \alpha} < \alpha I^{N, \alpha}\}
\]
is well defined. This tells us that (5.4) is satisfied for every $R > 0$ if $d < d_A^{N, \alpha}$, and for
\[
R < \left( \frac{d(d + N - 2) - (N - 1)}{2 \gamma (\alpha I^{N, \alpha} - \mu_d^{N, \alpha})} \right)^{\alpha + 1} := g^{N, \alpha}(d).
\]
if $d \geq d_A^{N, \alpha}$. Moreover, by the previous lemma we get that $g^{N, \alpha}(d) \to \infty$ as $d \to \infty$. The following lemma tells us something more about the behaviour of the function $g^{N, \alpha}$.

**Lemma 5.5.** There exists a natural number $d_i^{N, \alpha}$ such that for $d < d_i^{N, \alpha}$ the function $g^{N, \alpha}$ is decreasing, while for $d > d_i^{N, \alpha}$ is increasing.

*Proof.* The condition $g^{N, \alpha}(d + 1) > g^{N, \alpha}(d)$ is equivalent to
\[
\frac{(d + 1)(d + 1 + N - 2) - (N - 1)}{2 \gamma (\alpha I^{N, \alpha} - \mu_d^{N, \alpha})} > \frac{d(d + N - 2) - (N - 1)}{2 \gamma (\alpha I^{N, \alpha} - \mu_d^{N, \alpha})}.
\]
Recalling (5.5), the above inequality can be rewritten, after some algebraic steps, as follows:
\[
\alpha I^{N, \alpha} > \frac{d^2(N - \alpha + 1) + d(N^2 - \alpha N + \alpha - 1) + \frac{a}{2}(N - 1)}{(N - 1 - \frac{a}{2} + d)(2d + N - 1)} \mu_d^{N, \alpha}.
\]
(5.6)

Using (5.5), it is easily seen that the right-hand side of the above inequality is decreasing and converges to 0 as $d \to \infty$. Hence the number
\[
d_i^{N, \alpha} := \min\{d \in \mathbb{N} : (5.6) \text{ is satisfied}\}
\]
is well defined and satisfies the requirement of the lemma. \(\square\)

We are now in position to prove Theorem 2.9.

*Proof of Theorem 2.9.* Define
\[
\overline{R}(N, \alpha, \gamma) := \min_{d \geq d_A^{N, \alpha}} g^{N, \alpha}(d),
\]
which can be characterized, by the previous lemmas, as
\[
\mathcal{R}(N, \alpha, \gamma) := \left\{ \begin{array}{ll}
g^{N, \alpha}(d_A^{N, \alpha}) & \text{if } d_A^{N, \alpha} > d_I^{N, \alpha}, \\
g^{N, \alpha}(d_I^{N, \alpha}) & \text{if } d_A^{N, \alpha} \leq d_I^{N, \alpha}.
\end{array} \right.
\]

Now, from [5.4], we have that
\[
\partial^2 F(B_R)[\tilde{\varphi}] > 0 \quad \text{for every } \tilde{\varphi} \in \mathcal{T}(1B_R) \quad \iff \quad R < \mathcal{R}(N, \alpha, \gamma),
\]
while
\[
\partial^2 F(B_R)[\bar{\varphi}] < 0 \quad \text{for some } \bar{\varphi} \in \mathcal{T}(1B_R) \quad \iff \quad R > \mathcal{R}(N, \alpha, \gamma).
\]

By virtue of Theorem 2.8 and Corollary 3.7, we obtain the first part of the theorem, where \( m_{\text{loc}}(N, \alpha, \gamma) \) is the volume of the ball of radius \( \mathcal{R}(N, \alpha, \gamma) \).

In order to show that the critical radius tends to \( \infty \) as \( \alpha \to 0 \), we notice that
\[
\partial^2 F(B_R)[\bar{\varphi}] \geq \sum_{d=2}^{\infty} \sum_{i=1}^{\text{dim}(N,d)} (c_d^i)^2 R^{N-3} (N + 1 - 2\gamma \alpha I^{N,\alpha} R^{N+1-\alpha}).
\]

Since
\[
\mathcal{T}^{N,\alpha} \xrightarrow{\alpha \to 0^+} \int_{B_1} \frac{(x - y)^2}{|x - y|^2} \, dy < \infty,
\]
we have that for each \( R > 0 \) there exists \( \mathcal{R}(N, \gamma, R) > 0 \) such that for each \( \alpha < \mathcal{R}(N, \gamma, R) \)
\[
\alpha \mathcal{T}^{N,\alpha} < \frac{N + 1}{2\gamma R^{N+1-\alpha}},
\]
which immediately implies the claim. To conclude the proof we examine in more details the special case \( N = 3 \), determining explicitly the critical mass \( m_{\text{loc}} \). From [5.3] we have that
\[
\mu_3^{\alpha} = 2^{2-\alpha} \pi \left( \prod_{j=0}^{d-1} \left( \frac{\alpha}{2} + j \right) \right) \frac{\Gamma(1 - \frac{\alpha}{2})}{\Gamma(2 + d - \frac{\alpha}{2})} = 2^{2-\alpha} \pi \alpha \left( \prod_{j=1}^{d-1} \left( \frac{\alpha}{2} + j \right) \right) \frac{1}{\prod_{j=1}^{d-1} \left( 1 - \frac{\alpha}{2} + j \right)} d + 1 - \frac{\alpha}{2} 2 - \alpha,
\]
where we used the property \( \Gamma(x+1) = x\Gamma(x) \). Moreover, we compute explicitly in the Appendix the integral \( \mathcal{T}^{3,\alpha} \), obtaining (see [7.11])
\[
\mathcal{T}^{3,\alpha} = 2\pi \frac{2^{2-\alpha}}{(4-\alpha)(2-\alpha)}.
\]

It is now easily seen that \( d_3^{\alpha} = d_A^{3,\alpha} = 2 \) for every \( \alpha \in (0,2) \). Hence
\[
\mathcal{R}(3, \alpha, \gamma) = \left( \frac{(6 - \alpha)(4 - \alpha)}{2^{3-\alpha} \gamma \alpha \pi} \right)^{\frac{1}{3-\alpha}},
\]
which completes the proof of the theorem. \( \square \)

6. Global minimality

This section is devoted to the proof of the results concerning global minimality issues. We start by showing how the information gained in Theorem 2.9 can be used to prove the global minimality of the ball for small volumes.

**Proof of Theorem 2.10.** By scaling, we can equivalently prove that given \( N \geq 2 \) and \( \alpha \in (0, N-1) \) and setting
\[
\bar{\gamma} := \sup \left\{ \gamma > 0 : B_1 \text{ is a global minimizer of } F_{\alpha, \gamma} \text{ in } \mathbb{R}^N \text{ under volume constraint} \right\},
\]
we have that \( \bar{\gamma} \in (0, \infty) \) and \( B_1 \) is the unique global minimizer of \( F_{\alpha, \gamma} \) for every \( \gamma < \bar{\gamma} \).

We start assuming by contradiction that there exist a sequence \( \gamma_n \to 0 \) and a sequence of sets \( E_n, \) with \( |E_n| = |B_1| \) and \( \alpha(E_n, B_1) > 0 \), such that
\[
F_{\alpha, \gamma_n}(E_n) \leq F_{\alpha, \gamma_n}(B_1).
\] (6.1)
By translating $E_n$ so that $\alpha(E_n, B_1) = |E_n \Delta B_1|$, from (6.1), one immediately gets
\[
C(N) |E_n \Delta B_1|^2 \leq \mathcal{P}(E_n) - \mathcal{P}(B_1) \leq \gamma \alpha \left( N \mathcal{L}_\alpha(B_1) - N \mathcal{L}_\alpha(E_n) \right) \leq \gamma \alpha |E_n \Delta B_1|
\]
where the first inequality follows from the quantitative isoperimetric inequality and the last one from Proposition 2.3. Hence, as $\gamma_n \to 0$, we deduce that $\alpha(E_n, B_1) \to 0$.

From the results of Section 2 it follows that if $\gamma_0 > 0$ is sufficiently small then the functional $\mathcal{F}_{\alpha, \gamma_0}$ has positive second variation at $B_1$: by Theorem 2.3, this implies the existence of a positive $\delta$ such that
\[
\mathcal{F}_{\alpha, \gamma_0}(B_1) < \mathcal{F}_{\alpha, \gamma_0}(E) \quad \text{for every } E \text{ with } |E| = |B_1| \text{ and } 0 < \alpha(E, B_1) < \delta. \tag{6.2}
\]
We now want to show that (6.2) holds for every $\gamma < \gamma_0$, with the same $\delta$. Indeed, assuming by contradiction the existence of $\gamma < \gamma_0$ and $E \subset \mathbb{R}^N$ such that $|E| = |B_1|$, $0 < \alpha(E, B_1) < \delta$ and
\[
\mathcal{F}_{\alpha, \gamma}(E) \leq \mathcal{F}_{\alpha, \gamma}(B_1),
\]
since $\mathcal{P}(B_1) < \mathcal{P}(E)$ we necessarily have $N \mathcal{L}_\alpha(E) < N \mathcal{L}_\alpha(B_1)$. Hence by (6.3)
\[
\mathcal{P}(E) - \mathcal{P}(B_1) \leq \gamma \left( N \mathcal{L}_\alpha(B_1) - N \mathcal{L}_\alpha(E) \right) < \gamma_0 \left( N \mathcal{L}_\alpha(B_1) - N \mathcal{L}_\alpha(E) \right),
\]
that is, $\mathcal{F}_{\alpha, \gamma}(E) < \mathcal{F}_{\alpha, \gamma_0}(B_1)$, which contradicts (6.2).

Now, since for $\alpha$ large enough we have that $\gamma_n < \gamma_0$ and $0 < \alpha(E_n, B_1) < \delta$, the previous property is in contradiction with (6.1). This shows in particular that $\bar{\gamma} > 0$.

The fact that $\bar{\gamma}$ is finite follows from Theorem 2.4, which shows that for large masses the ball is not a local minimizer (and obviously not even a global minimizer).

Finally, assume by contradiction that for some $\gamma < \bar{\gamma}$ the ball is not the unique global minimizer, that is there exists a set $E$, with $|E| = |B_1|$ and $\alpha(E, B_1) > 0$, such that $\mathcal{F}_{\alpha, \gamma}(E) \leq \mathcal{F}_{\alpha, \gamma}(B_1)$. By definition of $\bar{\gamma}$, we can find $\gamma' \in (\gamma, \bar{\gamma})$ such that $B_1$ is a global minimizer of $\mathcal{F}_{\alpha, \gamma'}$. Arguing as before, we have that by the isoperimetric inequality $\mathcal{P}(B_1) < \mathcal{P}(E)$, which by our contradiction assumption implies that $N \mathcal{L}_\alpha(E) < N \mathcal{L}_\alpha(B_1)$; this yields
\[
\mathcal{P}(E) - \mathcal{P}(B_1) \leq \gamma \left( N \mathcal{L}_\alpha(B_1) - N \mathcal{L}_\alpha(E) \right) < \gamma' \left( N \mathcal{L}_\alpha(B_1) - N \mathcal{L}_\alpha(E) \right),
\]
which contradicts the fact that $B_1$ is a global minimizer for $\mathcal{F}_{\alpha, \gamma'}$. \hfill $\square$

We now want to analyze what happens for small exponents $\alpha$. Since for $\alpha = 0$ the functional is just the perimeter, which is uniquely minimized by the ball, the intuition suggests that the unique minimizer of $\mathcal{F}_{\alpha, \gamma}$, for $\alpha$ close to 0, is the ball itself, as long as a minimizer exists. In order to prove the theorem, we need an auxiliary result: the non-existence volume threshold is uniformly bounded for $\alpha \in (0, 1)$. The proof is a simple adaptation of the argument contained in Section 2, where just the three-dimensional case with $\alpha = 1$ is considered.

**Proposition 6.1.** There exists $\bar{m} = \bar{m}(N, \gamma) < +\infty$ such that for every $m > \bar{m}$ the minimum problem
\[
I_\alpha^m := \inf \left\{ \mathcal{F}_{\alpha, \gamma}(E) : E \subset \mathbb{R}^N, |E| = m \right\} \tag{6.5}
\]
does not have a solution for every $\alpha \in (0, 1)$.

**Proof.** During the proof we will denote by $C$ a generic constant, depending only on $N$ and $\gamma$, which may change from line to line.

**Step 1.** We claim that there exists a constant $C_0$, depending only on $N$ and $\gamma$, such that
\[
I_\alpha^m \leq C_0 m \quad \text{for every } 0 < \alpha < N - 1 \text{ and } m \geq 1. \tag{6.6}
\]
Indeed, if $B$ is a ball of volume $m$, then
\[
\mathcal{F}_{\alpha, \gamma}(B) = N \omega_N^{1/N} m^{(N-1)/N} + \gamma \alpha \left( \frac{m}{\omega_N} \right)^{2/\alpha}, \quad \alpha := \int_{B_1} \int_{B_1} \frac{1}{|x - y|^{\alpha}} \, dx \, dy.
\]
It follows that for every $1 \leq m < 2$ we have $I_\alpha^m \leq C_0$, for some constant $C_0$ depending only on $N$ and $\gamma$. It is now easily seen that $I_\alpha^m \leq I_\alpha^{m_1} + I_\alpha^{m_2}$ if $m = m_1 + m_2$ (see the proof of Lemma 3)); hence by induction on $k$ we obtain $I_\alpha^m \leq C_0 k$ for every $m \in [k, k+1)$. 

Step 2. We claim that there exists a constant $C_1$, depending only on $N$ and $\gamma$, such that for every $0 < \alpha < N - 1$ and $m \geq 1$, if $E$ is a solution to (6.3) then
\[
|E \cap B_R(x)| \geq C_1 R^N
\] (6.7)
for every $R \leq 1$ and for every $x \in E$ such that $|E \cap B_r(x)| > 0$ for all $r > 0$.

To prove the claim, assume without loss of generality that $x = 0$. It is clearly sufficient to show (6.7) for $\mathcal{L}^1$-a.e. $R < \varepsilon_0$, where $\varepsilon_0$ will be fixed later in the proof. In particular, from now on we can assume without loss of generality that $R$ is such that $\mathcal{H}^{N-1}(\partial E \cap \partial B_R) = 0$. We compare the energies of $E$ and $E' := \lambda (E \setminus B_R)$, where $\lambda > 1$ is such that $|E'| = m$: by minimality of $E$ we have $\mathcal{F}_{\alpha,\gamma}(E) \leq \mathcal{F}_{\alpha,\gamma}(E')$, which gives after a direct computation

\[
\mathcal{H}^{N-1}(\partial E \cap B_R) \leq (\lambda^{2N-\alpha} - 1) \mathcal{F}_{\alpha,\gamma}(E) + \lambda^{N-1} \mathcal{H}^{N-1}(\partial B_R \cap E).
\]

In turn this implies, by using $\mathcal{H}^{N-1}(\partial(E \cap B_R)) = \mathcal{H}^{N-1}(\partial E \cap B_R) + \mathcal{H}^{N-1}(\partial B_R \cap E)$ (recall that $\mathcal{H}^{N-1}(\partial E \cap \partial B_R) = 0$),

\[
\mathcal{H}^{N-1}(\partial(E \cap B_R)) \leq (\lambda^{2N-\alpha} - 1) \mathcal{F}_{\alpha,\gamma}(E) + (\lambda^{N-1} + 1) \mathcal{H}^{N-1}(\partial B_R \cap E).
\]

Now, choosing $\varepsilon_0 > 0$ so small that $|E \setminus B_R| \geq \frac{1}{4} m$, we obtain the following estimates:

\[
\lambda^{2N-\alpha} - 1 = \left(\frac{m}{|E \setminus B_R|}\right)^\frac{2N}{N-\alpha} - 1 \leq C \left(\frac{m}{|E \setminus B_R|}\right) - 1 \leq C \frac{|E \cap B_R|}{m}, \quad \lambda^{N-1} \leq C.
\]

Hence from the isoperimetric inequality, (6.6), and from the above estimates we deduce that

\[
|E \cap B_R|^{\frac{2N}{N-\alpha}} \leq C |E \cap B_R| + CH^{N-1}(\partial B_R \cap E).
\]

Finally, observe that if $\varepsilon_0$ is sufficiently small we also have $|E \cap B_R| \leq \frac{1}{2\varepsilon_0} |E \cap B_R|^{\frac{2N}{N-\alpha}}$, hence we obtain

\[
|E \cap B_R|^{\frac{2N}{N-\alpha}} \leq C H^{N-1}(\partial B_R \cap E) = C \frac{d}{dR} |E \cap B_R|,
\]

which yields

\[
\frac{d}{dR} |E \cap B_R|^{\frac{N}{N-\alpha}} \geq C \quad \text{for } \mathcal{L}^1\text{-a.e. } R < \varepsilon_0.
\]

By integrating the previous inequality we conclude the proof of the claim.

Step 3. We claim that there exists a constant $C_2$, depending only on $N$ and $\gamma$, such that for every $0 < \alpha < 1$ and $m \geq 1$, if $E$ is a solution to (6.3) then

\[
\mathcal{N} \mathcal{L}_\alpha(E) \geq C_2 m \log m - C_2 m
\] (6.8)

(notice that the conclusion of the proposition follows immediately from (6.6) and (6.8)).

In order to prove the claim, we first observe that

\[
|E \cap B_R(x)| \geq CR \quad \text{for every } x \in E \text{ and } 1 < R < \frac{1}{2} \text{diam}(E).
\] (6.9)

Indeed, as $E$ is not contained in $B_R(x)$ and $E$ is connected (see Theorem 2.7), we can find points $x_i \in E \cap \partial B_{R-i}(x)$ for $i = 1, \ldots, [R]$ such that $|E \cap B_{R-i}(x_i)| > 0$ for every $r > 0$. Then by (6.7)

\[
|E \cap B_R(x)| \geq \sum_{i=1}^{[R]} |E \cap B_{R-i}(x_i)| \geq C_1 \left(\frac{1}{2}\right)^N |R|.
\]

Observe now that, if we set $E_R := \{(x, y) \in E \times E : |x - y| < R\}$, we have by (6.9) that for every $1 < R < \frac{1}{2} \text{diam}(E)$

\[
\mathcal{L}^{2N}(E_R) = \int_E |E \cap B_R(x)| \, dx \geq C |E| R.
\] (6.10)
Hence

\[ N \mathcal{L}_\alpha(E) = \int_E \int_E \frac{1}{|x-y|^\alpha} \, dx \, dy = \frac{1}{\sqrt{2}} \int_0^{+\infty} \frac{1}{R^\alpha} \mathcal{H}^{2N-1}(\partial E_R) \, dR \]
\[ = \frac{1}{2} \int_0^{+\infty} \frac{1}{R^\alpha} \, dR \mathcal{L}^{2N}(E_R) \, dR \geq \frac{1}{2} \int_1^{+\infty} \frac{1}{R} \, dR \mathcal{L}^{2N}(E_R) \, dR \]
\[ = -\frac{1}{2} \mathcal{L}^{2N}(E_1) + \frac{1}{2} \int_1^{+\infty} \frac{1}{R^2} \, dR \mathcal{L}^{2N}(E_R) \, dR \]
\[ \geq -Cm + Cm \int_1^{\delta \text{diam}(E)} \frac{1}{R} \, dR, \]

where in the first inequality we used the fact that \( \alpha < 1 \), while the second one follows from (6.10). This completes the proof of the proposition.

An essential remark for the proof of Theorem 2.11 is contained in the following lemma, where it is shown that the local minimality neighbourhood of the ball is in fact uniform with respect to \( \gamma \) and \( \alpha \).

**Lemma 6.2.** Given \( \gamma > 0 \), there exist \( \bar{\alpha} > 0 \) and \( \delta > 0 \) such that

\[ \mathcal{F}_{\alpha, \gamma}(B_1) < \mathcal{F}_{\bar{\alpha}, \gamma}(E) \]

for every \( \alpha \leq \bar{\alpha} \), for every \( \gamma \leq \bar{\gamma} \) and for every set \( E \) with \( |E| = |B_1| \) and \( 0 < \alpha(E, B_1) < \delta \).

**Proof (sketch).** Notice that, by the same argument used in the proof of Theorem 2.10, it is sufficient to show that, given \( \gamma > 0 \), there exist \( \alpha > 0 \) and \( \delta > 0 \) such that

\[ \mathcal{F}_{\alpha, \gamma}(B_1) < \mathcal{F}_{\alpha, \gamma}(E) \]

for every \( \alpha \leq \bar{\alpha} \) and for every set \( E \) with \( |E| = |B_1| \) and \( 0 < \alpha(E, B_1) < \delta \).

In order to prove this property, we start by observing that there exists \( \alpha_1 > 0 \) such that

\[ m_0 := \inf_{\alpha \leq \alpha_1} \inf \left\{ \partial^2 \mathcal{F}_{\alpha, \gamma}(B_1)[\varphi] : \varphi \in T^\perp(\partial B_1), \|\varphi\|_R^1(\partial B_1) = 1 \right\} > 0. \tag{6.11} \]

In fact, assuming by contradiction the existence of \( \alpha_n \to 0 \) and \( \varphi_n \in T^\perp(\partial B_1) \), with \( \|\varphi_n\|_R^1 = 1 \), such that \( \partial^2 \mathcal{F}_{\alpha_n, \gamma}(B_1)[\varphi_n] \to 0 \), we have by compactness that, up to subsequences, \( \varphi_n \rightharpoonup \varphi_0 \) weakly in \( H^1 \) for some \( \varphi_0 \in T^\perp(\partial B_1) \). It is now not hard to show that the last two integrals in the quadratic form \( \partial^2 \mathcal{F}_{\alpha_n, \gamma}(B_1)[\varphi_n] \) converge to 0 as \( n \to \infty \): indeed, the second integral in (3.2) converges to 0, since it is equal to

\[ -\alpha_n \int_{\partial B_1} \left( \int_{B_1} \frac{x-y}{|x-y|^\alpha+2} \, dy \right) \cdot x \varphi_n^2(x) \, d\mathcal{H}^{N-1}(x) \leq C \alpha_n \int_{\partial B_1} \varphi_n^2 \, d\mathcal{H}^{N-1} \to 0 \quad \text{as } n \to \infty. \]

For the last integral in (3.2), denoting by \( G_{\alpha_n}(x, y) := |x-y|^{-\alpha_n} \), we write

\[ \int_{\partial B_1} \int_{\partial B_1} G_{\alpha_n}(x, y) \varphi_n(x) \varphi_n(y) \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y) \]
\[ = \int_{\partial B_1} \int_{\partial B_1} G_{\alpha_n}(x, y) \varphi_n(x) (\varphi_n(y) - \varphi_0(y)) \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y) \]
\[ + \int_{\partial B_1} \int_{\partial B_1} G_{\alpha_n}(x, y) (\varphi_n(x) - \varphi_0(x)) \varphi_0(y) \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y) \]
\[ + \int_{\partial B_1} \int_{\partial B_1} G_{\alpha_n}(x, y) \varphi_0(x) \varphi_0(y) \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y); \]

the potential estimates provided by Lemma 6.3, where the constant can be chosen independently of \( \alpha_n \) by Remark 3.6, guarantee that the first two integrals in the above expression converge to zero, while also the third one vanishes in the limit by the Lebesgue’s Dominate Convergence Theorem.
Theorem, recalling that \( \int_{\partial B_1} \varphi_0 = 0 \) and \( \alpha_n \to 0 \). Moreover, for the first integral in the quadratic form \( \partial^2 \mathcal{F}_{\alpha, \gamma}(B_1)[\varphi_n] \), we have that
\[
\int_{\partial B_1} |D_v \varphi_0|^2 \leq \liminf_{n \to \infty} \int_{\partial B_1} |D_v \varphi_n|^2, \quad \int_{\partial B_1} |B_{\partial B_1}|^2 \varphi_n^2 \to \int_{\partial B_1} |B_{\partial B_1}|^2 \varphi_0^2.
\]

Hence, if \( \varphi_0 = 0 \) we conclude that \( \int_{\partial B_1} |D_v \varphi_n|^2 \to 0 \), which contradicts the fact that \( \|\varphi_n\|_{B_1} = 1 \) for every \( n \). On the other hand, if \( \varphi_0 \neq 0 \), we obtain
\[
\int_{\partial B_1} |D_v \varphi_0|^2\,d\mathcal{H}^{N-1} - \int_{\partial B_1} |B_{\partial B_1}|^2 \varphi_0^2\,d\mathcal{H}^{N-1} \leq 0,
\]
that is, the second variation of the area functional computed at the ball \( B_1 \) is not strictly positive, which is again a contradiction.

With condition \( \text{(6.11)} \), it is straightforward to check that the proof of Theorem \( \text{2.11} \) provides the existence of \( \delta_1 > 0 \) and \( C_1 > 0 \) such that
\[
\mathcal{F}_{\alpha, \gamma}(E) \geq \mathcal{F}_{\alpha, \gamma}(B_1) + C_1(\alpha(E, B_1))^2
\]
for every \( \alpha \leq \alpha_1 \) and for every \( E \subset \mathbb{R}^N \) with \( |E| = |B_1| \) and \( \partial E = \{x + \psi(x) x : x \in \partial B_1\} \) for some \( \psi \) with \( \|\psi\|_{W^2,2(\partial B_1)} < \delta_1 \).

In turn, having proved this property one can repeat the proofs of Theorem \( \text{2.5} \) and Theorem \( \text{2.8} \) to deduce that there exist \( \alpha_2 > 0 \), \( \delta_2 > 0 \) and \( C_2 > 0 \) such that
\[
\mathcal{F}_{\alpha, \gamma}(E) \geq \mathcal{F}_{\alpha, \gamma}(B_1) + C_2(\alpha(E, B_1))^2
\]
for every \( \alpha \leq \alpha_2 \) and for every \( E \subset \mathbb{R}^N \) with \( |E| = |B_1| \) and \( \alpha(E, B_1) < \delta_2 \). The only small modifications consist in assuming, in the contradiction arguments, also the existence of sequences \( \alpha_n \to 0 \), instead of working with a fixed \( \alpha \). Then the essential remark is that the constant \( c_0 \) provided by Proposition \( \text{2.7} \) is independent of \( \alpha_n \). In addition, some small changes are required in the last part of the proof, since the functions \( v_{\alpha_n} \) associated, according to \( \text{(2.1)} \), with the sets \( F_n \) constructed in the proof are defined with respect to different exponents \( \alpha_n \), but observe that the bounds provided by Proposition \( \text{2.1} \) are still uniform. The easy details are left to the reader.

These observations complete the proof of the lemma.

\( \square \)

We are now in position to complete the proof of Theorem \( \text{2.11} \).

**Proof of Theorem \( \text{2.11} \)** We assume by contradiction that there exist \( \alpha_n \to 0 \), \( m_n > 0 \) and sets \( E_n \subset \mathbb{R}^N \) with \( |E_n| = m_n \), \( \alpha(E_n, B_n) > 0 \) (where we denote by \( B_n \) a ball with volume \( m_n \)), such that \( E_n \) is a global minimizer of \( \mathcal{F}_{\alpha_n, \gamma} \) under volume constraint. Note that, as the non-existence threshold is uniformly bounded for \( \alpha \in (0, 1) \) (Proposition \( \text{6.1} \)), we can assume without loss of generality that \( m_n \leq m < +\infty \).

By scaling, we can rephrase our contradiction assumption as follows: there exist \( \alpha_n \to 0 \), \( \gamma_n > 0 \) with \( \bar{\gamma} := \sup_n \gamma_n < +\infty \), and \( F_n \subset \mathbb{R}^N \) with \( |F_n| = |B_1| \), \( \alpha(F_n, B_1) > 0 \) such that
\[
\mathcal{F}_{\alpha_n, \gamma_n}(F_n) = \text{min}\{\mathcal{F}_{\alpha, \gamma_n}(F) : |F| = |B_1|\},
\]
and in particular
\[
\mathcal{F}_{\alpha_n, \gamma_n}(F_n) \leq \mathcal{F}_{\alpha_n, \gamma_n}(B_1).
\] (6.12)

We now claim that, since \( \alpha_n \to 0 \),
\[
\lim_{n \to +\infty} |\mathcal{N}_{\alpha_n}(B_1) - \mathcal{N}_{\alpha_n}(F_n)| = 0.
\] (6.13)

Indeed, we observe that by adapting the first step of the proof of Theorem \( \text{2.7} \) we have that there exists \( \Lambda > 0 \) (independent of \( n \)) such that \( F_n \) is also a solution to the penalized minimum problem
\[
\text{min}\{\mathcal{F}_{\alpha_n, \gamma_n}(F) + \Lambda||F| - |B_1|| : F \subset \mathbb{R}^N\}
\]
by definition of mass smaller than \( m \) we have by minimality of \( F_n \)
\[
\mathcal{P}(F_n) \leq \mathcal{P}(F) + \gamma_n (\mathcal{NL}_{\alpha_n}(F) - \mathcal{NL}_{\alpha_n}(F_n)) + \Lambda |F| - |B_1| 
\leq \mathcal{P}(F) + (\gamma c_0 + \Lambda) |F \Delta F_n|, 
\]
where we used Proposition 2.3 and the fact that the constant \( c_0 \) can be chosen independently of \( \alpha_n \). We can now use the uniform density estimates for \((\omega, r_0)\)-minimizers (see 2.6 Theorem 21.11), combined with the connectedness of the sets \( F_n \) (see Theorem 2.7), to deduce that (up to translations) they are equibounded: there exists \( \bar{R} > 0 \) such that \( F_n \subset B_{\bar{R}} \) for every \( n \). Using this information, it is now easily seen that, since \( \alpha_n \to 0 \),
\[
\mathcal{NL}_{\alpha_n}(F_n) = \int_{F_n} \int_{F_n} \frac{1}{|x - y|^{\alpha_n}} \, dx \, dy \to |B_1|^2, 
\]
from which (6.13) follows.

By (6.12), (6.13) and using the quantitative isoperimetric inequality we finally deduce
\[
C_N(\alpha(F_n, B_1))^2 \leq \mathcal{P}(F_n) - \mathcal{P}(B_1) \leq \gamma_n (\mathcal{NL}_{\alpha_n}(B_1) - \mathcal{NL}_{\alpha_n}(F_n)) + \frac{\gamma}{\alpha_n} |\mathcal{NL}_{\alpha_n}(B_1) - \mathcal{NL}_{\alpha_n}(F_n)| \to 0, 
\]
that is, \( F_n \) converges to \( B_1 \) in \( L^1 \). Hence (6.12) is in contradiction with Lemma 6.2 for \( n \) large enough.

We conclude this section with the proof of Theorem 2.12.

Proof of Theorem 2.12

First of all we notice that, since for masses smaller than \( m_{\text{glob}} \) the ball is the unique global minimizer, for each \( m > 0 \) there exists \( k_m \in \mathbb{N} \) such that \( f_{k_m}(m) = \min_i f_i(m) \).

Setting \( m_0 = 0, m_1 = m_{\text{glob}} \), we have by Theorem 2.11 that (2.9) holds for \( k = 1 \).

In the following, we denote by \( E_R^m \) a solution to the constrained minimum problem
\[
\min \{ \mathcal{F}(E) : E \subset B_R, |E| = m \}. 
\]
We remark that
\[
\mathcal{F}(E_R^m) \to \inf \{ \mathcal{F}(E) : E \subset \mathbb{R}^N, |E| = m \} \quad \text{as } R \to \infty, 
\]
and that, given \( \bar{m} > 0 \), for every \( m < \bar{m} \) and for every \( R > 0 \) the volume of each connected component of \( E_R^m \) is bounded from below by a positive constant \( M_m > 0 \) depending on \( \bar{m} \) (this conclusion can be obtained by arguing as in the proof of Theorem 2.7 showing in particular that each set \( E_R^m \) is an \((\omega, r_0)\)-minimizer for some constant \( \omega \) independent of \( m \leq \bar{m} \)).

We now define
\[
m_2 := \sup \{ m \geq m_1 : f_2(m') = \inf_{|E|=m'} \mathcal{F}(E) \text{ for each } m' \in [m_1, m) \} 
\]
and we show that \( m_2 > m_1 \). Indeed, fix \( \varepsilon > 0 \) and \( m \in (m_1, m_1 + \varepsilon) \). Observe that the sets \((E_R^m)_R\) cannot be equibounded, or otherwise they would converge (as \( R \to \infty \)) to a global minimizer of \( \mathcal{F} \) with volume \( m \), whose existence is excluded by Theorem 2.11.

The fact that the diameter of \( E_R^m \) tends to infinity, combined with the uniform density lower bound satisfied by \( E_R^m \) (which, in turn, follows from the quasiminimality property), guarantees that for all \( R \) large enough the set \( E_R^m \) is not connected; moreover, if \( \varepsilon \) is small enough, each of its connected component has mass smaller than \( m_{\text{glob}} \), as a consequence of the lower bound on the volume of the connected components. Then we can write \( E_R^m = F_1 \cup F_2 \), with \( |F_1|, |F_2| < m_{\text{glob}} \) and \( F_1 \cap F_2 = \emptyset \), so that we can decrease the energy of \( E_R^m \) by replacing each \( F_i \) by a ball of the same volume, sufficiently far apart from each other, obtaining that \( f_2(m) \leq \mathcal{F}(E_R^m) \).

By (6.14) we easily conclude that \( f_2(m) = \inf_{|E|=m} \mathcal{F}(E) \) for every \( m \in (m_1, m_1 + \varepsilon) \), from which follows that \( m_2 > m_1 \). Moreover, by definition of \( m_2 \), we have that (2.9) holds for \( k = 2 \).

We now proceed by induction, defining
\[
m_{k+1} := \sup \{ m \geq m_k : f_{k+1}(m') = \inf_{|E|=m'} \mathcal{F}(E) \text{ for each } m' \in [m_k, m) \} 
\]
and showing that \( m_k < m_{k+1} \). Arguing as before, we consider \( m \in (m_k, m_k + \varepsilon) \), for some \( \varepsilon > 0 \) small enough, and we observe that for \( R \) sufficiently large the set \( E_R^m \) is not connected, and each of its connected components has volume belonging to an interval \( (m_{i-1}, m_i) \) for some \( i \leq k \). By the inductive hypothesis we obtain a new set \( E_R^m \), union of a finite number of disjoint balls, such that \( \mathcal{F}(F_R^m) \leq \mathcal{F}(E_R^m) \), simply by replacing each connected component of \( E_R^m \) by a disjoint union of balls. We can also assume that at least one of these balls, say \( B \), has volume larger than \( \varepsilon \) (if we choose for instance \( \varepsilon < \frac{\delta}{m_k^2} \)); in this way \( |F_R^m \setminus B| < m_k \) and we can decrease the energy of \( F_R^m \) by replacing \( F_R^m \setminus B \) by a finite union of at most \( k \) balls. With this procedure we find a disjoint union of at most \( k + 1 \) balls whose energy is smaller than \( \mathcal{F}(F_R^m) \), so that, recalling \([6.14]\) and that \( \mathcal{F}(F_R^m) \leq \mathcal{F}(E_R^m) \), we conclude that \( f_{k+1}(m) = \inf_{|E|=m} \mathcal{F}(E) \) for every \( m \in (m_k, m_k + \varepsilon) \). This completes the proof of the inequality \( m_k < m_{k+1} \), and shows also, by definition of \( m_k \), that \([2.9]\) holds.

Now, assume by contradiction that \( m_k \to \bar{m} < \infty \) as \( k \to \infty \). Since each interval \( (m_k, m_{k+1}) \) is not degenerate, the definition of \( m_k \) as a supremum ensures that we can find an increasing sequence of masses \( \bar{m}_k \to \bar{m} \) such that an optimal configuration for \( \min_i f_i(\bar{m}_k) \) is given by exactly \( k + 1 \) balls. Recalling that the constant \( M_0 \) provides a lower bound on the volume of each ball of an optimal configuration, the previous assertion is impossible for \( k \) large and shows that \( \lim_{k \to \infty} m_k = \infty \). Finally, it is clear that the number of non-degenerate balls tends to \( \infty \) as \( m \to \infty \), since the volume of each ball in an optimal configuration for \( \min_i f_i(m) \) must be not larger than \( m_1 \). \( \square \)

7. Appendix

7.1. Computation of the first and second variations.

Proof of Theorem 3.3 The first and the second variations of the perimeter of a regular set \( E \) are standard calculations (see, e.g., [32]) and lead to

\[
\frac{d}{dt} P(E_t)\big|_{t=0} = \int_{\partial E} H_{\partial E}(X, \nu_E) \mathcal{H}^{N-1} \tag{7.1}
\]

and

\[
\frac{d^2}{dt^2} P(E_t)\big|_{t=0} = \int_{\partial E} (|D_{\tau}(X, \nu_E)|^2 - |B_{\partial E}|^2) \mathcal{H}^{N-1} \bigg( \int_{\partial E} (\langle X, \nu_E \rangle \text{div}X - \text{div}(X \tau(X, \nu_E))) \mathcal{H}^{N-1}. \tag{7.2}
\]

This particular form of the second variation is in fact obtained in [5 Proposition 3.9], and we rewrote the last term according to [11 equation (7.5)].

So now on we will focus on the calculation of the first and the second variation of the nonlocal part. In order to compute these quantities we introduce the smoothed potential

\[
G_\delta(a, b) := \frac{1}{(|a - b|^2 + \delta^2)^{\frac{N}{2}}}
\]

for \( \delta > 0 \), and the associated nonlocal energy

\[
\mathcal{NL}_\delta(F) := \int_F \int_F G_\delta(a, b) \, d\sigma \, d\tau.
\]

We remark that the following identities hold:

\[
\nabla_x (G_\delta(\Phi_t(x), \Phi_t(y))) = \nabla_a G_\delta(\Phi_t(x), \Phi_t(y)) \cdot D\Phi_t(x), \tag{7.3}
\]

\[
\nabla_a G_\delta(a, b) = \nabla_a G_\delta(b, a). \tag{7.4}
\]

Step 1: first variation of the nonlocal term. The idea to compute the first variation of the nonlocal part is to prove the following two steps:

1. \( \mathcal{NL}_\delta(E_t) \overset{\delta \to 0}{\to} \mathcal{NL}(E_t) \) uniformly for \( t \in (t_0, t_0) \).
2. \( \frac{d}{dt} \mathcal{NL}_\delta(E_t) \) converges uniformly for \( t \in (-t_0, t_0) \) to some function \( H(t) \) as \( \delta \to 0 \),
where $t_0 < 1$ is a fixed number. From (1) and (2) it follows that
\[
\frac{d}{dt} \mathcal{L}(E_t)_{|t=0} = H(0) = \lim_{\delta \to 0} \frac{\partial}{\partial t} \mathcal{L}_\delta(E_t)_{|t=0}.
\tag{7.5}
\]

We prove (1). We have that
\[
|\mathcal{L}_\delta(E_t) - \mathcal{L}(E_t)| = \left| \int_{E_t} \int_{E_t} (G_\delta(x, y) - G(x, y)) \, dx \, dy \right| \leq \int_{B_R} \int_{B_R} |G_\delta(x, y) - G(x, y)| \, dx \, dy,
\]
where we have used the fact that $E$ is bounded and hence $E_t \subset B_R$ for some ball $B_R$. It is now easily seen that the last integral in the previous expression tends to 0 as $\delta \to 0$, thanks to the Lebesgue’s Dominated Convergence Theorem, hence
\[
\sup_{t \in (-t_0, t_0)} |\mathcal{L}_\delta(E_t) - \mathcal{L}(E_t)| \to 0 \quad \text{as} \quad \delta \to 0.
\]

We now prove (2). By a change of variables and using (7.3) and (7.4) we have
\[
\frac{\partial}{\partial t} \mathcal{L}_\delta(E_t) = 2 \int_E \int_E \frac{\partial J_{\Phi_t}(x)}{\partial t} J_{\Phi_t}(y) G_\delta(\Phi_t(x), \Phi_t(y)) \, dx \, dy
\]
\[
+ 2 \int_E \int_E J_{\Phi_t}(x) J_{\Phi_t}(y) \langle \nabla_x (G_\delta(\Phi_t(x), \Phi_t(y))), (D\Phi_t(x))^{-1}, X(\Phi_t(x)) \rangle \, dx \, dy
\]
\[
= \int_E \int_E f(t, x, y) G_\delta(\Phi_t(x), \Phi_t(y)) \, dx \, dy
\]
\[
+ \int_{\partial E} \left( \int_E g(t, x, y) G_\delta(\Phi_t(x), \Phi_t(y)) \, dy \right) \, d\mathcal{H}^{N-1}(x),
\]
where $J_{\Phi_t} := \det(D\Phi_t)$ is the jacobian of the map $\Phi_t$.
\[
f(t, x, y) := 2 \frac{\partial J_{\Phi_t}(x)}{\partial t} J_{\Phi_t}(y) - 2 \text{div}_x \left( J_{\Phi_t}(x) J_{\Phi_t}(y) X(\Phi_t(x)) \cdot (D\Phi_t(x))^{-T} \right),
\]

\[
g(t, x, y) := J_{\Phi_t}(x) J_{\Phi_t}(y) \langle X(\Phi_t(x)), (D\Phi_t(x))^{-T}, \nu(x) \rangle
\]
and in the last step we used integration by parts and Fubini’s Theorem. Now since $f$ and $g$ are uniformly bounded on $(-t_0, t_0) \times E \times E$ and $(-t_0, t_0) \times \partial E \times E$ respectively, it is easily seen that
\[
\frac{\partial}{\partial t} \mathcal{L}_\delta(E_t) \overset{\delta \to 0}{\to} H(t)
\]
uniformly for $t \in (-t_0, t_0)$,
\[
H(t) := \int_{E_t} f(t, x, y) G(\Phi_t(x), \Phi_t(y)) \, dx \, dy + \int_{\partial E} \left( \int_E g(t, x, y) G(\Phi_t(x), \Phi_t(y)) \, dy \right) \, d\mathcal{H}^{N-1}(x).
\]

We finally compute (7.5). Recalling that
\[
\frac{\partial J_{\Phi_t}}{\partial t} \bigg|_{t=0} = \text{div} X,
\tag{7.6}
\]
we have
\[
\frac{\partial}{\partial t} \mathcal{L}_\delta(E_t)_{|t=0} = 2 \int_E \int_E \left( \frac{\text{div} X(x)}{|x - y|^2 + \delta^2} \right) \, dx \, dy - \alpha \frac{\langle X(x), x - y \rangle}{(|x - y|^2 + \delta^2)^{\frac{n}{2}}} \, dx \, dy
\]
\[
= 2 \int_E \int_E \text{div}_x \left( \frac{X(x)}{|x - y|^2 + \delta^2} \right) \, dx \, dy
\]
\[
= 2 \int_{\partial E} \left( \int_E \frac{\langle X(x), \nu(x) \rangle}{|x - y|^2 + \delta^2} \right) \, dy \, d\mathcal{H}^{N-1}(x)
\]
(we have used the divergence Theorem and Fubini’s Theorem in the last equality), and hence by letting $\delta \to 0$ we conclude that
\[
H(0) = 2 \int_{\partial E} \left( \int_E \frac{\langle X(x), \nu(x) \rangle}{|x - y|^2} \right) \, dy \, d\mathcal{H}^{N-1}(x) = 2 \int_{\partial E} \nu_E \langle X, \nu \rangle \, d\mathcal{H}^{N-1}.
\]
This, combined with (7.1), concludes the proof of the formula for the first variation of $\mathcal{F}$. 
Step 2: second variation of the nonlocal term. We will compute the second variation of the nonlocal term by showing that

\[
\frac{\partial^2}{\partial t^2} N_{\delta}(E_t) \xrightarrow{\delta \to 0} K(t) \quad \text{uniformly in } t \in (-t_0, t_0)
\]

for some function \( K \), hence getting

\[
\frac{d^2}{dt^2} N(E_t)\big|_{t=0} = K(0) = \lim_{\delta \to 0} \frac{\partial^2}{\partial t^2} N_{\delta}(E_t)\big|_{t=0}.
\]  

(7.7)

First of all we have that

\[
\frac{\partial^2}{\partial t^2} N_{\delta}(E_t) = \frac{\partial}{\partial t} \left[ 2 \int_E \int_E \frac{\partial J_{\Phi_t}(x)J_{\Phi_t}(y)}{\partial t} G_\delta(\Phi_t(x), \Phi_t(y)) \, dx \, dy \right]
\]

\[
+ 2 \int_E \int_E \frac{\partial J_{\Phi_t}(x)}{\partial t} \frac{\partial J_{\Phi_t}(y)}{\partial t} \left( \nabla_0 G_\delta(\Phi_t(x), \Phi_t(y)), X(\Phi_t(x)) \right) \, dx \, dy
\]

\[
= 2 \int_E \int_E \left( \frac{\partial J_{\Phi_t}(x)}{\partial t} \frac{\partial J_{\Phi_t}(y)}{\partial t} \right) G_\delta(\Phi_t(x), \Phi_t(y)) \, dx \, dy
\]

\[
+ 2 \int_E \int_E \left( \frac{\partial J_{\Phi_t}(x)}{\partial t} \frac{\partial J_{\Phi_t}(y)}{\partial t} \right) \left( \nabla_0 G_\delta(\Phi_t(x), \Phi_t(y)), X(\Phi_t(x)) \right) \, dx \, dy
\]

\[
+ 2 \int_E \int_E \frac{\partial}{\partial t} \left( J_{\Phi_t}(x)J_{\Phi_t}(y) X(\Phi_t(x)) \right) \, dx \, dy
\]

\[
+ 2 \int_E \int_E \left( \nabla_0 G_\delta(\Phi_t(x), \Phi_t(y)), X(\Phi_t(x)) \right) \, dx \, dy.
\]  

(7.8)

Using identity (7.3) and integrating by parts, we can rewrite this expression as

\[
\frac{\partial^2}{\partial t^2} N_{\delta}(E_t) = \int_E \int_E f(t, x, y) G_\delta(\Phi_t(x), \Phi_t(y)) \, dx \, dy
\]

\[
+ \int_E \int_E \left( \nabla_0 G_\delta(\Phi_t(x), \Phi_t(y)), g_1(t, x, y) \right) \, dx \, dy
\]

\[
+ \int_E \int_{\partial E} \left( \nabla_0 G_\delta(\Phi_t(x), \Phi_t(y)), h_2(t, x, y) \right) \, dH^{N-1}(x) \, dy,
\]

for some functions \( f, g_1, g_2, h_1, h_2 \) uniformly bounded in \((-t_0, t_0) \times \overline{E} \times \overline{E}\). It is then easily seen that

\[
\frac{\partial^2}{\partial t^2} N_{\delta}(E_t) \xrightarrow{\delta \to 0} K(t) \quad \text{uniformly in } t \in (-t_0, t_0),
\]

where \( K(t) \) is simply obtained by replacing \( G_\delta \) by \( G \) in the previous expression.

We finally compute (7.7). Setting \( Z := \frac{\partial^2 J_{\Phi_t}}{\partial t^2} |_{t=0} \) we have that

\[
\frac{\partial^2 J_{\Phi_t}}{\partial t^2} |_{t=0} = \text{div} Z + (\text{div} X)^2 - \sum_{i,j=1}^N \frac{\partial X_i}{\partial x_j} \frac{\partial X_j}{\partial x_i} = \text{div}((\text{div} X) X).
\]
Therefore, computing \((7.8)\) at \(t = 0\), from this identity and recalling \((7.10)\), we obtain

\[
\frac{\partial^2}{\partial t^2} \mathcal{L}_\delta(E_t)_{t=0} = 2 \int_E \int_E \left( \text{div}((\text{div}X)X)(x)G_\delta(x,y) + \text{div}X \text{div}X \text{div}(y)G_\delta(x,y) \right) \, dx
dy 
+ 4 \int_E \int_E \text{div}X \sum_{i=1}^N \left( \frac{\partial G_\delta}{\partial x_i}(x,y)X_i(x) + \frac{\partial G_\delta}{\partial y_i}(x,y)X_i(y) \right) \, dx
dy 
+ 2 \int_E \int_{E \times E} \sum_{i,j=1}^N \left( \frac{\partial G_\delta}{\partial x_i}(x,y)\frac{\partial X_i}{\partial x_j}(x)X_j(x) + \frac{\partial^2 G_\delta}{\partial x_i \partial x_j}(x,y)X_i(x)X_j(x) \right) 
+ \frac{\partial^2 G_\delta}{\partial x_i \partial y_j}(x,y)X_i(x)X_j(y) \, dx
dy =: I_1 + I_2 + I_3.
\]

By integrating by parts in \(I_1\), the sum of the first two integrals is equal to

\[
I_1 + I_2 = 2 \int_E \int_E \langle \nabla_X G_\delta(x,y), X(x) \rangle (\text{div}X(x) + \text{div}X(y)) \, dx
dy 
+ 2 \int_E \int_{\partial E} G_\delta(x,y) \left( \text{div}X(x) + \text{div}X(y) \right) \langle X(x), \nu(x) \rangle \, d\mathcal{H}^{N-1}(x) \, dy.
\]

Hence

\[
\frac{\partial^2}{\partial t^2} \mathcal{L}_\delta(E_t)_{t=0} = 2 \int_{\partial E} G_\delta(x,y) \left( \text{div}X(x) + \text{div}X(y) \right) \langle X(x), \nu(x) \rangle \, d\mathcal{H}^{N-1}(x) \, dy 
+ 2 \int_{\partial E} \left( \int_E \text{div}X \langle \nabla_X G_\delta(x,y), X(x) \rangle \, dx \right) \langle X(x), \nu(x) \rangle \, d\mathcal{H}^{N-1}(x) 
+ 2 \int_{\partial E} \left( \int_E \text{div}X \langle G_\delta(x,y)X(x), \nu(y) \rangle \, dx \right) \langle X(y), \nu(y) \rangle \, d\mathcal{H}^{N-1}(y) 
+ 2 \int_{\partial E} \int_{\partial E} G_\delta(x,y) \langle X(x), \nu(x) \rangle \langle X(y), \nu(y) \rangle \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y),
\]

where the second equality follows after having applied the divergence theorem, and the last one by Fubini’s Theorem and the divergence theorem. Thus, using the Lebesgue’s Dominated Convergence Theorem to compute the limit of the previous quantity as \(\delta \to 0\), and recalling that \(\alpha \in (0, N-1)\), we obtain

\[
\frac{\partial^2}{\partial t^2} \mathcal{L}_\delta(E_t)_{t=0} = 2 \int_{\partial E} \left( \int_E \text{div}X \langle G(x,y)X(x), \nu(x) \rangle \, dx \right) \langle X(x), \nu(x) \rangle \, d\mathcal{H}^{N-1}(x) 
+ 2 \int_{\partial E} \int_{\partial E} G(x,y) \langle X(x), \nu(x) \rangle \langle X(y), \nu(y) \rangle \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y). \tag{7.9}
\]

We can rewrite the first integral in the previous expression as

\[
2 \int_{\partial E} \left( \int_E \text{div}X \langle G(x,y)X(x), \nu(x) \rangle \, dx \right) \langle X(x), \nu(x) \rangle \, d\mathcal{H}^{N-1}(x) = 2 \int_{\partial E} \text{div}(v_E X) \langle X, \nu \rangle \, d\mathcal{H}^{N-1} 
= 2 \int_{\partial E} \left( v_E \langle \text{div}X, \nu \rangle + \langle \nabla v_E, X \rangle \langle X, \nu \rangle + \partial \nu v_E \langle X, \nu \rangle \, d\mathcal{H}^{N-1} 
= 2 \int_{\partial E} \left( v_E \langle \text{div}X, \nu \rangle - v_E \text{div}_E \langle X, \nu \rangle \right) \, d\mathcal{H}^{N-1}.
\]

Finally, combining this expression with \((7.8)\) and \((7.10)\), we obtain the formula in the statement. □
7.2. Computation of $\mathcal{I}^{N,\alpha}$. Here we want to get an explicit expression of the integral

$$\mathcal{I}^{N,\alpha} := \int_{B_1} \frac{(x - y, x)}{|x - y|^{\alpha + 2}} \, dy$$

appearing in Section 5 at least in the case $N = 3$. First of all, since $\mathcal{I}^{N,\alpha}$ is independent of $x \in S^{N-1}$, we fix $x = e_1$. By Fubini’s Theorem we get

$$\mathcal{I}^{N,\alpha} = \int_{B_1} \frac{1 - y_1}{|x - y|^{\alpha + 2}} \, dy = \int_{-1}^{1} \left( \int_{B_1} \frac{1 - t}{|(1 - t)^2 + |z|^2|^{\frac{\alpha}{2} + 1}} \, d\mathcal{L}^{N-1}(z) \right) dt,$$

where $B_1 := B^{N-1}(0, \sqrt{1 - t^2})$ denotes a $(N - 1)$-dimensional ball of radius $\sqrt{1 - t^2}$ centered at the origin. To treat the inner integral, we apply the co-area formula (see [3, equation (2.74)]), by integrating on the level sets of the function $f_t(z) := \sqrt{(1 - t)^2 + |z|^2}$, $z \in \mathbb{R}^{N-1}$; setting $\delta(r) = \sqrt{r^2 - (1 - t)^2}$, we get

$$\int_{B_1} \frac{1}{|(1 - t)^2 + |z|^2|^{\frac{\alpha}{2} + 1}} \, d\mathcal{L}^{N-1}(z) = \int_{1-t}^{\sqrt{2(1-t)}} \left( \int_{\partial B^{N-1}(0, \delta(r))} \frac{1}{r^{\alpha + 1}} \sqrt{r^2 - (1 - t)^2} \, d\mathcal{H}^{N-2} \right) dr$$

$$= (N - 1)\omega_{N-1} \int_{1-t}^{\sqrt{2(1-t)}} \frac{(r^2 - (1 - t)^2)^{\frac{N-3}{2}}}{r^{\alpha + 1}} \, dr.$$

Therefore

$$\mathcal{I}^{N,\alpha} = (N - 1)\omega_{N-1} \int_{1-t}^{1} (1 - t) \left( \int_{1-t}^{\sqrt{2(1-t)}} \frac{(r^2 - (1 - t)^2)^{\frac{N-3}{2}}}{r^{\alpha + 1}} \, dr \right) \, dt.$$

From real analysis we know that we can write the inner integral in term of simple functions if and only if $N$ is odd or $\alpha$ is an integer. Since we are interested in the physical case ($N = 3$, $\alpha = 1$), we just compute the above integral for $N = 3$, obtaining

$$\mathcal{I}^{3,1} = 2\pi \frac{2^{2-\alpha}}{(4 - \alpha)(2 - \alpha)}. \quad (7.10)$$
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