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Abstract. We study the problem of whether the centered Hardy–Littlewood maximal function of a singular function is absolutely continuous. For a parameter $d \in (0, 1)$ and a closed set $E \subset [0, 1]$, let $\mu$ be a $d$-Ahlfors regular measure associated with $E$. We prove that for the cumulative distribution function $f(x) = \mu([0, x])$ its maximal function $Mf$ is absolutely continuous. We then adapt our method to the multiparameter case and show that the same is true in the positive cone defined by these functions, i.e., for functions of the form $f(x) = \sum_{i=1}^n \mu_i([0, x])$ where $\{\mu_i\}_{i=1}^n$ is any collection of $d_i$-Ahlfors regular measures, $d_i \in (0, 1)$, associated with closed sets $E_i \subset [0, 1]$. This provides the first improvement of regularity for the classical centered maximal operator, and can be seen as a partial analogue of the result of Aldaz and Pérez Lázaro about the uncentered maximal operator.

1. Introduction

The study of regularity properties for maximal operators was started by Kinnunen in [7]. It was established there that the centered Hardy–Littlewood maximal operator is bounded from $W^{1,p}(\mathbb{R})$ to itself if $p \in (1, \infty)$. This operator is defined as follows: for $f \in L^1_{\text{loc}}(\mathbb{R})$, and $m$ the standard Lebesgue measure on $\mathbb{R}$, we let

$$Mf(x) := \sup_{r \in (0, \infty)} \frac{\int_{B(x, r)} |f|}{m(B)}.$$ 

The said boundedness holds also for the uncentered Hardy–Littlewood maximal operator $\tilde{M}$, that is, the operator defined with the aid of all balls containing $x$, not just the ones centered at it.

After Kinnunen’s seminal work, many attempts to understand when a given maximal operator preserves the regularity of Sobolev or $BV$ functions were made. In particular, the endpoint case $p = 1$ was very widely discussed. First, it was proved by Tanaka [12] that the map $f \mapsto (\tilde{M}f)'$ is bounded from $W^{1,1}(\mathbb{R})$ to $L^1(\mathbb{R})$. Later, in the remarkable article [8], Kurka established the analogous result for the centered operator. In the uncentered case, many – also multidimensional – generalizations of these results were made, see for instance [10] [13]. In particular, in [14] the case of the uncentered operator using multidimensional cubes was investigated in full generality.

Although showing that maximal operators can preserve certain types of regularity is still a lively topic with many open problems and lines of research to study, in this manuscript we aim at exploring the following, more ambitious question:

Question 1. Given a maximal operator $\mathcal{M}$, for what class of functions $f$ can one observe a substantial improvement between $f$ and $\mathcal{M}f$ in terms of their regularity?
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This question was considered by Aldaz and Pérez Lázaro. In [1], they established that $\widetilde{M}f \in AC(\mathbb{R})$ whenever $f \in BV(\mathbb{R})$. Also, improvement of regularity was investigated in [2, 3, 11] (for fractional maximal operators) and in [9] (for the uncentered Hardy–Littlewood maximal operator in higher dimensions).

The improvement of regularity established by Aldaz and Pérez Lázaro was a crucial tool in the work [5] by the authors, where for the map $f \mapsto \widetilde{M}f$ its continuity from $BV(\mathbb{R})$ to itself was proven. A very interesting open problem following this result is to examine the continuity of the map $f \mapsto Mf$ from $BV(\mathbb{R})$ to itself. In fact, this was asked by Carneiro, Madrid and Pierce [3] as part of their one-dimensional endpoint continuity program, and among the problems mentioned there it is the only one that remains open (see [4] for further discussion).

The relation between smoothing properties of maximal operators and the said continuity on $BV(\mathbb{R})$ is one of the motivations to study the following version of Question 1:

**Question 2.** For which functions $f \in BV(\mathbb{R})$ do we have $Mf$ absolutely continuous?

Recall that in the centered case for $f \in BV(\mathbb{R})$ its maximal function is not necessarily continuous. On the other hand, for $f \in BV(\mathbb{R}) \cap AC(\mathbb{R})$ the absolute continuity of $Mf$ is known since [8, Corollary 1.3]. Thus, the first natural set to study is $BV(\mathbb{R}) \cap C(\mathbb{R}) \setminus AC(\mathbb{R})$. The canonical example of this set is the ternary Cantor function which is analyzed in detail in Section 3. In this case, we obtain the absolute continuity of the maximal function by making use of the arithmetic structure of the Cantor set. However, this approach is not flexible enough to study more general functions. A class of function that is of particular interest for us consists of the ones associated with $d$-Ahlfors regular measures. For a closed set $A \subset [0,1]$ and a positive Borel measure $\eta$, we say that $A$ is $d$-Ahlfors regular with respect to $\eta$, $d \in (0,1)$, if there exists a constant $C \in (1, \infty)$ such that, for every $x \in A$ and $r \in (0,1)$, we have

$$C^{-1}r^d \leq \eta([x-r, x+r]) \leq Cr^d.$$ 

For brevity, we then also call $\eta$ a $d$-Ahlfors regular measure associated with $A$. In particular, it is known that the Hausdorff measure over the ternary Cantor set is $d$-Ahlfors regular for $d = \frac{\log(2)}{\log(3)}$. In this manuscript, we study Question 2 for the positive cone defined by linear combinations of cumulative distribution functions corresponding to these measures. In order to deal with this more general case, we develop a new method, similar in spirit to the one used in the Cantor ternary case, but with arithmetic-type arguments properly adjusted. This leads to the following theorem, which is the main result of the article.

**Theorem 1.1.** Given $n \in \mathbb{N}$, let $f(x) = \sum_{i=1}^{n} \mu_i([0, x])$ where $\{\mu_i\}_{i=1}^{n}$ is a collection of $d_i$-Ahlfors regular measures, $d_i \in (0,1)$, associated with closed sets $E_i \subset [0,1]$. Then $Mf$ is absolutely continuous.

Theorem 1.1 can be seen as a partial analogue of the result of Aldaz and Pérez Lázaro [11, Theorem 2.5] where they studied Question 2 for $\widetilde{M}$. We emphasize that, in questions about regularity, centered operators are usually the more challenging ones. Also, we would like to mention that Question 2 for general singular monotonic continuous functions remains a very interesting open problem.

The rest of the paper is organized as follows. In Section 2 we collect several basic facts about maximal functions and discuss a very helpful reduction that can be made in the proof of Theorem 1.1 Section 3 is devoted to studying the special case of the Cantor function. In Section 4 we prove Theorem 1.1 for $n = 1$. According to the reduction stated in Section 2, the proof is based on estimating the Lebesgue measure of

1. Here $AC(\mathbb{R})$ and $BV(\mathbb{R})$ are the spaces of absolutely continuous functions and functions of bounded variation, respectively.
2. Consider, for example, the Heaviside step function.
the image of the set \( \{ x \in [0,1]; f(x) = Mf(x) \} \). A key insight here comes from the observation that this set resembles a fractal. We construct a recursive geometric-type process which plays a crucial role in this analysis. Finally, in Section \( \S \) we prove the main theorem in full generality. Here we use an inductive argument which combines the result for \( n = 1 \) with some refinements of the techniques used in this case. In particular, the interplay between the measures of different dimensions needs to be treated carefully.
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## 2. Preliminaries and main reduction

Let us recall some known facts that will be useful for our purposes.

**Lemma 2.1.** If \( g \in BV(\mathbb{R}) \cap C(\mathbb{R}) \), then \( Mg \in C(\mathbb{R}) \).

*Proof.* This follows from [1] Lemma 7.4.

**Lemma 2.2.** If \( g \in BV(\mathbb{R}) \cap C(\mathbb{R}) \), then the set \( D_g := \{ x \in \mathbb{R}; Mg(x) > |g|(x) \} \) is open and \( Mg \) is locally Lipschitz in \( D_g \).

*Proof.* This follows as in [1] Lemma 7.1

Also, let us recall the classical Banach–Zarecki theorem.

**Lemma 2.3** (Banach–Zarecki theorem). A function \( g: [0,1] \to \mathbb{R} \) is absolutely continuous if and only if it is continuous, of bounded variation, and maps \( m \)-null sets to \( m \)-null sets. Also, for \( g: \mathbb{R} \to \mathbb{R} \) the last three properties together imply absolute continuity.

Combining these results gives the following proposition reducing the problem stated in Theorem 1.1.

**Proposition 2.4.** If \( g \in BV(\mathbb{R}) \cap C(\mathbb{R}) \) and \( m(g(\{ x \in \mathbb{R}; Mg(x) = |g|(x) \})) = 0 \), then \( Mg \in AC(\mathbb{R}) \).

*Proof.* The function \( Mg \) is continuous by Lemma 2.1 and of bounded variation by Kurka’s theorem [1]. Therefore, by Lemma 2.3 it is enough to prove that for any \( m \)-null set \( N \) we have \( m(Mg(N)) = 0 \). Let us write \( N = N_1 \cup N_2 \) where \( N_1 := \{ x \in N; Mg(x) = |g|(x) \} \) and \( N_2 := \{ x \in N; Mg(x) > |g|(x) \} \). We have \( m(Mg(N_2)) = 0 \) because \( N_2 \subset D_g \) and \( Mg \) is locally Lipschitz in \( D_g \) by Lemma 2.2. Therefore, since \( m(Mg(N_1)) \leq m(Mg(\{ x \in \mathbb{R}; Mg(x) = |g|(x) \})) = 0 \), the thesis follows.

## 3. Toy model: ternary Cantor function

We first consider a particular example. Let \( h \) be the ternary Cantor function associated with the ternary Cantor measure \( \mu_C \) supported on the Cantor set \( C \). Precisely, one can define \( h \) as follows:

\[
 h(x) := \begin{cases} 
 0, & x \in (-\infty,0), \\
 \sum_{k=1}^{\infty} \frac{a_k}{3^k}, & x = \sum_{k=1}^{\infty} \frac{a_k}{3^k} \in \mathbb{C} \text{ for some } (a_k)_{k=1}^{\infty} \in \{0,1\}^\mathbb{N}, \\
 \sup_{y \in C \cap [0,x]} h(y), & x \in [0,1] \setminus \mathbb{C}, \\
 1, & x \in (1,\infty). 
\end{cases}
\]
Also, denote $C_h := \{x \in \mathbb{R}; M h(x) = h(x)\}$. In this case, thanks to the very regular structure of $C$, one can show $m(h(C_h)) = 0$ straightforward. Although the general case, that is treated in the next sections, requires much deeper analysis, some ideas behind the proof can be found in this particular example.

**Example 3.1.** For the Cantor function $h$ one has $m(h(C_h)) = 0$.

Consider $x = \frac{2}{3}, l = \frac{1}{3}, r = 1$. The average values of $h$ on $(l, x)$ and $(x, r)$ are respectively $h(x) = \frac{1}{2}$ and $\frac{h(x) + h(r)}{2} = \frac{1}{4}$ (see Figure 1). Thus, the average value on $(l, r)$ is $\frac{3h(x) + h(r)}{4} = \frac{5}{8} = h\left(\frac{3}{2}\right) = h\left(\frac{5}{8}\right)$ which means that $M h(x) \geq h\left(\frac{5}{8}\right)$. Since $h, M h$ are increasing, we deduce that the whole interval $(h(x), h\left(\frac{5}{8}\right)) = \left(\frac{1}{2}, \frac{5}{8}\right)$ lies outside $h(C_h)$. More generally, take $x = \sum_{k=1}^{N} \frac{a_k}{3^k} \in C$ with $(a_k)_{k=1}^{\infty} \in \{0, 1\}^{\mathbb{N}}$ of the form $(a_1, \ldots, a_{K-1}, 1, 0, 0, \ldots)$ for some arbitrarily chosen $K \in \mathbb{N}$ and $a_1, \ldots, a_{K-1} \in \{0, 1\}$. Let $l, r \in C$ be the points corresponding to the sequences $(a_1, \ldots, a_{K-1}, 0, 1, 1, \ldots)$ and $(a_1, \ldots, a_{K-1}, 1, 1, 1, \ldots)$, respectively. Then the average values of $h$ on $(l, x)$ and $(x, r)$ are respectively $h(x) = \sum_{k=1}^{\infty} \frac{a_k}{3^k}$ and $\frac{1}{2}(h(x) + h(r)) = 2^{-K-1} + \sum_{k=1}^{\infty} \frac{a_k}{3^k}$. This means that $M h(x) \geq 2^{-K-2} + \sum_{k=1}^{\infty} \frac{a_k}{3^k} = h\left(\frac{5}{8}\right)$. We deduce that the interval $(h(x), h\left(\frac{5}{8}\right))$ lies outside $h(C_h)$, and observe that the point $\frac{5}{8} \in C$ corresponds to the sequence $(a_1, \ldots, a_{K-1}, 1, 0, 1, 1, \ldots)$. Denote $D = \{i2^j : i, j \in \mathbb{Z}\}$ and for $y \in [0, 1] \setminus D$ let $(b_1^y, b_2^y, \ldots) \in (0, 1)^{\mathbb{N}}$ be the (uniquely determined) sequence of coefficients in the binary expansion of $y$, that is, $y = \sum_{k=1}^{\infty} \frac{b_k^y}{2^k}$. According to this notation, the interval $(h(x), h\left(\frac{5}{8}\right))$ contains all points $y \in [0, 1] \setminus D$ such that $(b_1^y, \ldots, b_{K-1}^y) = (a_1, \ldots, a_{K-1}, 1, 0, 0)$. Thus, we conclude that $h(C_h)$ contains no elements $y \in [0, 1] \setminus D$ with the pattern $(1, 0, 0)$ occurring in the corresponding sequences $(b_1^y, b_2^y, \ldots)$. However, the set $D$ is of Lebesgue measure zero and for almost all $y \in [0, 1] \setminus D$ there exists $K \in \mathbb{N}$ such that $(b^y_K, b^y_{K+1}, b^y_{K+2}) = (1, 0, 0)$. Therefore, we have $m(h(C_h)) = 0$, as desired.
We now prove a local version of Theorem 1.1 for $n = 1$. We abbreviate $\mu_1, d_1, E_1$ to $\mu, d, E$. Given $\delta \in (0, \infty)$ we define the local Hardy–Littlewood maximal operator as follows: for each $x \in \mathbb{R}$, we let

$$M_{\delta}g(x) := \sup_{r \in (0, \delta]} \int_{B(x, r)} |g|.$$

Denote also $C_f := \{x \in \mathbb{R}; Mf(x) = f(x)\}$ and $C_f,\delta := \{x \in \mathbb{R}; M_{\delta}f(x) = f(x)\}$. Then, the following is true.

**Proposition 4.1.** Let $f(x) = \mu([0, x])$ with $\mu$ being $d$-Ahlfors regular supported on a closed set $E \subset [0, 1]$, with $d \in (0, 1)$ and some constant $C \in (0, \infty)$. Then, for each $\delta \in (0, \infty)$ we have $m(f(C_f, \delta)) = 0$.

Notice that Proposition 4.1 implies that Theorem 1.1 with $n = 1$ is true. Indeed, we have $C_f \subset C_f,1$ so that $m(f(C_f)) \leq m(f(C_f,1)) = 0$ and the thesis follows by Proposition 2.3.

Write $(0, 1) \setminus E = \bigcup_{i \in A}(a_i, b_i) = \bigcup_{i \in A}(c_i - r_i, c_i + r_i)$ using some countable set $A \subset \mathbb{N}$. Given $\delta \in (0, \infty)$ and any interval $I \subset \mathbb{R}$, we have $m(f(C_f, \delta \cap I)) \leq m(f(I)) = 0$ whenever $I \cap E = \emptyset$. Since $[0, 1]$ can be covered by finitely many intervals $I$ of length at most $\delta$, to prove Proposition 4.1 it suffices to show $m(f(C_f, \delta \cap I)) = 0$ for each such $I$.

The following lemma is crucial for our purposes.

**Lemma 4.2.** For an open interval $J \subset [0, 1]$, let $\Lambda_J := \{i \in A; (a_i, b_i) \subset J\}$. Then

$$\mu\left( \bigcup_{i \in \Lambda_J} (b_i, b_i + r_i) \cap J \right) \geq \frac{1}{2} C^{-2} 4^{-d} \mu(J).$$

**Proof.** Let us write $J = [\alpha, \beta]$. If $\mu(J) = 0$, then the thesis is trivial. If $\mu(J) > 0$, then we can find $\tilde{J} \subset J$ whose endpoints belong to $E$ and such that $\mu(\tilde{J}) = \mu(J)$. Thus, we can assume that the endpoints of $J$ belong to $E$.

First, if $b_i + r_i > \beta$ for some $i \in A_J$, then $\mu((b_i, b_i + r_i) \cap (a_i, \beta)) = \mu((a_i, \beta)) \geq \frac{1}{2} C^{-2} 4^{-d} \mu((a_i, \beta))$. Thus, it suffices to verify the thesis with $J$ replaced by $(\alpha, \tilde{\beta})$, where $\tilde{\beta} = \min_{i \in A_J} b_i + r_i < \beta$. If $\beta_0 = \alpha$ or $\mu((\alpha, \beta_0)) = 0$, then we obtain the thesis right away. Otherwise, we end up with $(\alpha, \beta_0) \subset J$ whose endpoints belong to $E$ (if there was infinitely many steps, then we use the fact that $E$ is closed), satisfying $\mu((\alpha, \beta_0)) > 0$ and $b_i + r_i < \beta_0$ for all $i \in A_{(\alpha, \beta_0)}$. For $(\alpha, \beta_0)$, called $J$ for simplicity later on, the proof goes as follows.

Given $J$ as above we choose $A_J \subset A_J$ with the Besicovitch covering properties $\bigcup_{i \in A_J} (b_i - r_i, b_i + r_i) \subset \bigcup_{i \in A_J} (b_i - r_i, b_i + r_i)$ and $\sum_{i \in A_J} \chi(b_i - r_i, b_i + r_i) \|L^\infty \leq 2$. Then

$$\mu\left( \bigcup_{i \in A_J} (b_i, b_i + r_i) \cap J \right) \geq \mu\left( \bigcup_{i \in A_J} (b_i, b_i + r_i) \right) = \mu\left( \bigcup_{i \in A_J} (b_i - r_i, b_i + r_i) \right)$$

$$\geq \frac{1}{2} \sum_{i \in A_J} \mu((b_i, b_i + r_i)) \geq \frac{1}{2} C \sum_{i \in A_J} r_i^d \geq \frac{1}{2} C \left( \sum_{i \in A_J} r_i \right)^d.$$

Also, we have

$$\sum_{i \in A_J} r_i \geq \frac{1}{2} m\left( \bigcup_{i \in A_J} (b_i - r_i, b_i + r_i) \right) = \frac{1}{2} m\left( \bigcup_{i \in A_J} (b_i - r_i, b_i + r_i) \right)$$

$$\geq \frac{1}{2} m\left( \bigcup_{i \in A_J} (c_i, b_i) \right) = \frac{1}{4} m(J).$$

Thus, we have

$$\frac{1}{2} C^{-2} 4^{-d} \mu(J) \leq \frac{1}{2} \sum_{i \in A_J} \mu((b_i, b_i + r_i)) \geq \frac{1}{2} C \left( \sum_{i \in A_J} r_i \right)^d,$$

$$\mu\left( \bigcup_{i \in A_J} (b_i, b_i + r_i) \cap J \right) \geq \frac{1}{2} C^{-2} 4^{-d} \mu(J).$$

Therefore, we obtain

$$\mu(J) \geq \frac{1}{2} C^{-2} 4^{-d} \mu(J),$$

and the result follows.
On the other hand, by our assumption, Lemma 4.3.

Observe that for any $\delta$, $\mu\left(\bigcup_{i\in\Lambda_J}(b_i, b_i + r_i)\right) \geq \frac{1}{2C}\left(\sum_{i\in\Lambda_J} r_i\right)^d \geq \frac{1}{2C}\left(\frac{m(J)}{4}\right)^d \geq \frac{\mu(J)}{2C^24^d},$

where the last inequality follows because $\alpha \in E$ and $J \subset (\alpha - m(J), \alpha + m(J)).$ 

The next lemma provides a disjoint version of the previous one.

**Lemma 4.3.** Let $J, \Lambda_J$ be as in Lemma 4.2 and for each $i \in \Lambda_J$ set $\tilde{r}_i := \min\{r_i, \beta - b_i\}$. Then $\mu\left(\bigcup_{i\in\Lambda_J}(b_i - \tilde{r}_i, b_i + \tilde{r}_i)\right) \geq \frac{1}{2}C^{-4}12^{-d}\mu(J)$ holds for some $\Lambda_J' \subset \Lambda_J$ such that the intervals $(b_i, b_i + \tilde{r}_i)$, $i \in \Lambda_J'$, are disjoint.

**Proof.** Assuming $\mu(J) > 0$ we choose $\Lambda_J' \subset \Lambda_J$ with the Vitali covering properties $\bigcup_{i\in\Lambda_J}(b_i - \tilde{r}_i, b_i + \tilde{r}_i) \subset \bigcup_{i\in\Lambda_J'}(b_i - 3\tilde{r}_i, b_i + 3\tilde{r}_i)$ and $\|\sum_{i\in\Lambda_J'} x\{b_i - \tilde{r}_i, b_i + \tilde{r}_i\}\|_{L^\infty} = 1$. Then, by applying Lemma 4.2,

$$\frac{\mu(J)}{2C^24^d} \leq \mu\left(\bigcup_{i\in\Lambda_J}(b_i, b_i + \tilde{r}_i)\right) \leq \mu\left(\bigcup_{i\in\Lambda_J'}(b_i - 3\tilde{r}_i, b_i + 3\tilde{r}_i)\right) \leq C^23^d\mu\left(\bigcup_{i\in\Lambda_J'}(b_i - \tilde{r}_i, b_i + \tilde{r}_i)\right),$$

where in the last inequality disjointness and the Ahlfors regularity condition were used.

In the next lemma, properties of $M_\delta$ are used to construct gaps in the image of $C_{f, \delta}$. We write a more general version of what is needed to prove Proposition 4.3, having in mind Theorem 1.1.

**Lemma 4.4.** Let $J, \Lambda_J$ be as in Lemma 4.3 and assume that $m(J) \leq \delta$. Moreover, suppose that

$$\mu([b_i, b_i + r_i]) \geq 4\eta([b_i - 2r_i, b_i])$$

for all $i \in \Lambda_J$, where $\mu$ is as before and $\eta$ is some other finite nonnegative Borel measure supported on $[0, 1]$. Then, for the function $g(x) = (\mu + \eta)([0, x])$, we have

$$\bigcup_{i\in\Lambda_J} \left(\left(\{x \in J \mid M_\delta g(x) = g(x)\}\right)^c\right).$$

**Proof.** Observe that for any $i \in \Lambda_J$ we have $r_i \leq \frac{\delta}{8}$, since $m(J) \leq \delta$. Thus,

$$M_\delta g(b_i) \geq \int_{[b_i - 2r_i, b_i + 2r_i]} g \geq \frac{\int_{[b_i - 2r_i, b_i]} g}{4r_i} + \frac{\int_{[b_i, b_i + 2r_i]} g}{4r_i}.$$ 

Next, notice that

$$\frac{\int_{[b_i, b_i + 2r_i]} g}{4r_i} \geq \frac{g(b_i)}{4} + \frac{g(b_i + r_i)}{4} \geq \frac{g(b_i)}{4} + \frac{g(b_i)}{4} + \frac{\mu([b_i, b_i + r_i])}{4}.$$ 

On the other hand, by our assumption,

$$\frac{\int_{[b_i - 2r_i, b_i]} |g|}{4r_i} \geq \frac{g(b_i - 2r_i)}{2} = \frac{\eta([b_i - 2r_i, b_i])}{2} \geq \frac{g(b_i)}{2} - \frac{\mu([b_i, b_i + r_i])}{8}.$$ 

Combining these inequalities gives

$$M_\delta g(b_i) \geq g(b_i) + \frac{1}{8}\mu([b_i, b_i + r_i]),$$

from where the thesis follows, since both $g, M_\delta g$ are increasing.

**Lemma 4.5.** Let $J, \Lambda_J', \tilde{r}_i$ be as in Lemma 4.3. Then, the intervals $(f(b_i), f(b_i) + \frac{1}{8}\mu((b_i, b_i + \tilde{r}_i)))$, $i \in \Lambda_J'$, are disjoint and contained in $f(J)$. 

6
Proof. The second part is clear because each interval \((b_i, b_i + \tilde{r}_i)\) is contained in \(J\). Regarding the first part, observe that given \(i_1, i_2 \in \Lambda^\circ\), if \(b_{i_1} < b_{i_2}\), then \(f(b_{i_2}) - f(b_{i_1}) = \mu((b_{i_1}, b_{i_2})) \geq \mu((b_{i_1}, b_{i_1} + \tilde{r}_{i_1}))\), since the intervals \((b_{i_1}, b_{i_1} + \tilde{r}_{i_1})\), \(i \in \Lambda^\circ\), are disjoint. The measure of the last interval is positive in view of the regularity condition and \(\mu((a_{i_1}, b_{i_1})) = 0\). Thus, \(f(b_{i_2}) > f(b_{i_1}) + \frac{\mu((b_{i_1}, b_{i_1} + \tilde{r}_{i_1}))}{8}\), as desired. \(\square\)

Proof of Proposition 4.1. We take an interval \(I\) such that \(m(I) \leq \delta\), and show \(m(f(C_{f,\delta} \cap I)) = 0\).

First, observe that \(m(f(C_{f,\delta} \cap I)) \leq m(f(I)) = \mu(I)\). Denote \(K := \frac{1}{32}C^{-4}12^{-d} \in (0, 1)\). By Lemma 4.3 (with \(J = I\)) we can find a finite set \(\Lambda^\circ \subset \Lambda\) such that \((b_{i_1}, b_{i_1} + \tilde{r}_{i_1})\), \(i \in \Lambda^\circ\), are disjoint, and \(\sum_{i \in \Lambda^\circ} \mu((b_{i_1}, b_{i_1} + \tilde{r}_{i_1})) \geq 8K\mu(I)\). Then by Lemmas 4.4 (with \(J = I\) and \(\eta = 0\)) and 4.5 (with \(J = I\)) we obtain

\[
B_i := \left( f(b_{i_1}), f(b_{i_1}) + \frac{\mu((b_{i_1}, b_{i_1} + \tilde{r}_{i_1}))}{8F(I)} \right) \subset f(I) \setminus f(C_{f,\delta} \cap I)
\]

and, consequently,

\[
m \left( \bigcup_{i \in \Lambda^\circ} B_i \cap f(I) \right) \geq \sum_{i \in \Lambda^\circ} \frac{\mu((b_{i_1}, b_{i_1} + \tilde{r}_{i_1}))}{F(I)} \geq K\mu(I) = K m(f(I)).
\]

We let \(I_1, \ldots, I_{N_I}\) be the intervals that compose \([0, 1] \setminus \bigcup_{i \in \Lambda^\circ} f^{-1}(B_i)\). Then, since \(f\) is increasing,

\[
m(f(C_{f,\delta} \cap I)) \leq \sum_{n=1}^{N_I} m(f(I_{n_1})) \leq (1 - K)m(f(I)).
\]

Next, we proceed analogously replacing \(I\) with each of the sets \(I_{n_1}\). As a result we obtain

\[
m(f(C_{f,\delta} \cap I)) \leq \sum_{n_1=1}^{N_I} \sum_{n_2=1}^{N_2(n_1)} m(f(I_{n_1, n_2})) \leq \sum_{n_1=1}^{N_I} (1 - K)m(f(I_{n_1})) \leq (1 - K)^2 m(f(I))
\]

with certain appropriately constructed intervals \(I_{n_1, n_2} \subset I_{n_1}\). Repeating this procedure recursively, we deduce that \(m(f(C_{f,\delta} \cap I)) \leq (1 - K)^L m(f(I))\) for each \(L \in \mathbb{N}\) so that \(m(f(C_{f,\delta} \cap I)) = 0\) indeed holds. \(\square\)

5. PROOF OF THEOREM 1.1

We proceed inductively to prove Theorem 1.1 in the general case. Precisely, Theorem 1.1 is a consequence of Proposition 4.1 corresponding to \(n = 1\), and the following result which enables the inductive step.

Proposition 5.1. For \(n \in \mathbb{N}\), let \(\{\mu_i\}_{i=1}^{n+1}\) be a collection of \(d_i\)-Ahlfors regular measures, \(0 < d_{n+1} < d_n < \cdots < d_1 < 1\), associated with closed sets \(E_i \subset [0, 1]\). Assume that for \(f_n(x) = (\mu_1 + \cdots + \mu_n)([0, x])\) and all \(\delta \in (0, \infty)\) one has \(m(f_n(C_{f_n,\delta})) = 0\). Then for \(f_{n+1}(x) = (\mu_1 + \cdots + \mu_{n+1})([0, x])\) and all \(\delta \in (0, \infty)\) one has \(m(f_{n+1}(C_{f_{n+1},\delta})) = 0\). In particular, \(m(f_{n+1}(C_{f_{n+1}})) = 0\) and Theorem 1.1 holds for \(f = f_{n+1}\) by Proposition 2.4 applied with \(g = f_{n+1}\).

Before the proof, several remarks are in order.

(a) If \(\mu, \mu'\) are \(d\)-Ahlfors measures associated with closed sets \(E, E' \subset [0, 1]\), then \(\mu + \mu'\) defines a \(d\)-Ahlfors measure associated with a closed set \(E \cup E' \subset [0, 1]\). Because of this to prove Theorem 1.1 it suffices to show Proposition 5.1 where all parameters \(d_i\) are different.

(b) The thesis is the stronger the smaller \(\delta\) is. Indeed, if \(0 < \delta' < \delta < \infty\), then \(C_{f,\delta} \subset C_{f,\delta'}\).

(c) If the hypothesis of Proposition 5.1 holds, then for any interval \(I = (\alpha, \beta)\) such that \(I \cap E_{n+1} = \emptyset\) one has \(m(f_{n+1}(C_{f_{n+1},\delta} \cap I)) = 0\) for all \(\delta \in (0, \infty)\). Indeed, for \(\delta \in (0, \infty)\) choose any \(L \in \mathbb{N}\) such that \(L^{-1} \delta < \delta\) and \(2L^{-1} < m(I)\), and denote \(I_L := (\alpha + L^{-1}, \beta - L^{-1})\). Then

\[
f_{n+1}(C_{f_{n+1},\delta} \cap I_L) \subset f_{n+1}(C_{f_{n+1},L^{-1} \cap I_L}) = f_n(C_{f_{n,L^{-1}} \cap I_L}) + c_L \subset f_n(C_{f_{n,L^{-1}}}) + c_L
\]

and
Proof of Proposition 5.1. Let $\delta \in (0, \delta_0]$. We take an interval $I = (\alpha, \beta)$ such that $m(I) \leq \delta$, and show $m(f_{n+1}(C_{f_{n+1}, \delta}) \cap I)) = 0$. In what follows, we put $\mu = \mu_{n+1}$ and $\eta = \mu_1 + \cdots + \mu_n$. Also, we adopt the rest of notation from Section 4 with $\mu_{n+1}$ playing the role of $\mu$ (that is, $a_i, b_i, \Lambda$ refer to $\mu_{n+1}$).

We first show that the thesis holds if the following claims are true.

Claim 1. For each interval $J \subset I$ and each $\epsilon \in (0, \infty)$ it is possible to find finitely many disjoint open intervals $J_1, \ldots, J_N \subset J$ such that $\mu(J) = \mu(J_1 \cup \cdots \cup J_N)$ and $\eta(J_1 \cup \cdots \cup J_N) \leq \epsilon$.

Claim 2. For $K := \frac{1}{\alpha^2}C_{n+1}^{4-2d_{n+1}} \in (0, 1)$ and each interval $J \subset I$ it is possible to find finitely many disjoint open intervals $J_1, \ldots, J_N \subset J$ such that $\mu(J_1 \cup \cdots \cup J_N) \geq K\mu(J)$ and $f_{n+1}(J_1 \cup \cdots \cup J_N) \subset f_{n+1}(J) \setminus f_{n+1}(C_{f_{n+1}, \delta}) \cap J)$.

Indeed, take $\epsilon_1 \in (0, \infty)$ and let $I_1 \cup \cdots \cup I_N' \cup \tilde{I}_1 \cup \cdots \cup \tilde{I}_N$ be a disjoint sum covering $I$ up to a finite set of endpoints, with $I_1, \ldots, I_N'$ being $J_1, \ldots, J_N$ from Claim 1 applied with $J = I$ and $\epsilon = \epsilon_1$. Since $\mu(\tilde{I}_i) = 0$ and $\tilde{I}_i$ is open, we have $\tilde{I}_i \cap E_{n+1} = \emptyset$ so that $m(f_{n+1}(C_{f_{n+1}, \delta}) \cap \tilde{I}_i)) = 0$ holds by the inductive hypothesis, see [c]. Then, for each $i \in \{1, \ldots, N\}$ let $I_1^i \cup \cdots \cup I_N^i \cup \tilde{I}_1^i \cup \cdots \cup \tilde{I}_N^i$ be a disjoint sum covering $I_i$ up to a finite set of endpoints, with $I_1^i, \ldots, I_N^i$ being $J_1^i, \ldots, J_N^i$ from Claim 2 applied with $J = I_i$. Then

$$m(f_{n+1}(C_{f_{n+1}, \delta} \cap I)) = \sum_{i=1}^{N} m(f_{n+1}(C_{f_{n+1}, \delta} \cap I_i)) = \sum_{i=1}^{N} \sum_{i' = 1}^{N} m(f_{n+1}(C_{f_{n+1}, \delta} \cap \tilde{I}_i^i)) \leq \sum_{i=1}^{N} \sum_{i' = 1}^{N} m(f_{n+1}(\tilde{I}_i^i))$$

and the last sum is bounded by

$$\sum_{i=1}^{N} \sum_{i' = 1}^{N} (\mu + \eta)(\tilde{I}_i^i) \leq \sum_{i=1}^{N} \sum_{i' = 1}^{N} \mu(\tilde{I}_i^i) + \sum_{i=1}^{N} \eta(I_i) \leq \sum_{i=1}^{N} (1 - K)\mu(I_i) + \epsilon_1 = (1 - K)\mu(I) + \epsilon_1.$$ 

However, instead of estimating $m(f_{n+1}(C_{f_{n+1}, \delta} \cap \tilde{I}_i^i))$ by $m(f_{n+1}(\tilde{I}_i^i))$, we may apply the same procedure as before with some $\epsilon_2 \in (0, \infty)$ and $\tilde{I}_i^i$ in place of $I$. Then

$$m(f_{n+1}(C_{f_{n+1}, \delta} \cap \tilde{I}_i^i)) = \sum_{j=1}^{N_i} \sum_{j'=1}^{N_i} m(f_{n+1}(C_{f_{n+1}, \delta} \cap \tilde{I}_i^{i,j})) \leq (1 - K)\mu(\tilde{I}_i^i) + \epsilon_2$$

for certain appropriately chosen intervals $\tilde{I}_i^{i,j} \subset I_i^i$, and summing this over $i, i'$ gives

$$m(f_{n+1}(C_{f_{n+1}, \delta} \cap I)) \leq \sum_{i=1}^{N} \sum_{i' = 1}^{N} ((1 - K)\mu(\tilde{I}_i^i) + \epsilon_2) \leq (1 - K)^2\mu(I) + \frac{1}{2}\epsilon_1,$$
provided that $(\tilde{N}_1 + \cdots + \tilde{N}_N)\epsilon_2 \leq \frac{1}{r} \epsilon_1$. We then deduce that $m(f_{n+1}(C_{f_{n+1}} \cap I)) \leq (1 - K)^L \mu(I) + \frac{1}{r} \epsilon_1$ for each $L \in \mathbb{N}$, repeating this procedure recursively. Thus, $m(f_{n+1}(C_{f_{n+1}} \cap I)) = 0$ follows.

**Proof of Claim 1.** Take $L \in \mathbb{N}$ and split $J$ into $L$ intervals $J'$ of equal length $m(J') = L^{-1} m(J)$. Let $J_1, \ldots, J_N$ be those of them for which $\mu(J') > 0$ holds. We shall show that $\eta(J_1 \cup \cdots \cup J_N) \leq \epsilon$ is satisfied for some large $L$. To this end, note that for a given parameter $\kappa \in (0, \infty)$ one has $\eta(J_i) \leq \kappa \mu(3J_i)$ for each $i \in \{1, \ldots, N\}$, provided that $L$ is large enough (here $3J_i$ stands for the open interval concentric with $J_i$ but 3 times longer). Indeed, this follows, since $J_i \cap E_{n+1} \neq \emptyset$ and $d_{n+1}$ is the smallest Ahlfors parameter. Consequently, $\eta(J_1 + \cdots + J_N) \leq 3 \kappa \mu(3J) \leq \epsilon$ if $\kappa$ is small enough, cf. [d]

**Proof of Claim 2.** By Lemma 4.3 we can find a finite set $\Lambda^\circ \subset \Lambda_f$ such that $(b_i, b_i + \tilde{r_i})$, $i \in \Lambda^\circ$, are disjoint, and $\sum_{i \in \Lambda^\circ} \mu((b_i, b_i + \tilde{r}_i)) \geq 16 \kappa \mu(J)$. Since $m(J) \leq m(I) \leq \delta \leq \delta_0$, we have
\[
\mu([b_i, b_i + r_i]) = \mu([b_i - r_i, b_i + r_i]) \geq 4 \eta([b_i - 2r_i, b_i + 2r_i]) \geq 4 \eta([b_i - 2r_i, b_i])
\]
for each $i \in \Lambda_f$. Thus, by Lemmas 4.4 and 4.5 we obtain
\[
(f_{n+1}(b_i), f_{n+1}(b_i) + \frac{3}{8} \mu((b_i, b_i + \tilde{r}_i))) \subset f_{n+1}(J) \setminus f_{n+1}(C_{f_{n+1}} \cap J).
\]
Let $\tilde{r}_i \in (0, \tilde{r}_i)$ be such that $(\mu + \eta)((b_i, b_i + \tilde{r}_i)) = \frac{3}{8} \mu((b_i, b_i + \tilde{r}_i))$. Then, for $J' = (b_i, b_i + \tilde{r}_i)$ we have $f_{n+1}(J') \subset f_{n+1}(J) \setminus f_{n+1}(C_{f_{n+1}} \cap J)$, as desired. Moreover, $\mu(J') \geq \frac{1}{2} (\mu + \eta)(J) = \frac{1}{2} \mu((b_i, b_i + \tilde{r}_i))$ by [d] since $\tilde{r}_i \leq \delta_0$. Consequently, $\sum_{i \in \Lambda^\circ} \mu(J') \geq \sum_{i \in \Lambda^\circ} \frac{1}{8} \mu((b_i, b_i + \tilde{r}_i)) \geq \kappa \mu(J)$ and we are done.

The proof of Proposition 5.1 and by [a] and Proposition 2.4 also the proof of Theorem 1.1 is complete. \hfill \Box

We conclude the article noting that repeating the arguments from Propositions 4.1 and 5.1 one can also prove the following version of Theorem 1.1.

**Corollary 5.2.** For a given interval $I = (\alpha, \beta) \subset \mathbb{R}$ (we allow $\alpha = -\infty$ or $\beta = \infty$) define the associated operator $M_f$ as follows: for each $x \in I$, we let
\[
M_f g(x) := \sup_{r \in (0, \infty) : (x - r, x + r) \subset I} \int_{B(x,r)} |g|.
\]
Denote also $C_{f,I} := \{ x \in I : M_f f(x) = f(x) \}$ for $f$ from Theorem 1.1. Then $m(f(C_{f,I})) = 0$ and hence $M_f f$ is absolutely continuous on $I$ ($M_f f$ is continuous and of bounded variation by the results stated in [8]).
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