Future energy supply systems must become more flexible than they are today to accommodate the significant contributions expected from intermittent renewable power sources. Although numerous studies on planning flexibility options have emerged over the last few years, the uncertainties related to model-based studies have left the literature lacking a proper understanding of the investment strategy needed to ensure robust power grid expansion. To address this issue, we focus herein on two important aspects of these uncertainties: the first is the relevance of various social preferences for the use of certain technologies, and the second is how the available approaches affect the flexibility options for power transmission in energy system models. To address these uncertainties, we analyze a host of scenarios. We use an energy system optimization model to plan the transition of Europe’s energy system. In addition to interacting with the heating and transport sectors, the model integrates power flows in three different ways: as a transport model, as a direct current power flow model, and as a linearized alternating current power flow model based on profiles of power transfer distribution factors. The results show that deploying transmission systems contribute significantly to system adequacy. If investments in new power transmission infrastructure are restricted—for example, because of social opposition—additional power generation and storage technologies are an alternative option to reach the necessary level of adequacy at 2% greater system costs. The share of power transmission in total system costs remains widely stable around 1.5%, even if cost assumptions or the approaches for modeling power flows are varied. Thus, the results indicate the importance of promoting investments in infrastructure projects that support pan-European power transmission. However, a wide range of possibilities exists to put this strategy into practice.
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INTRODUCTION

Decarbonizing energy systems requires structural changes in the energy sector. Coping with high shares of renewable power generation requires flexibility, which can be provided by flexible demand and generation, energy storage, and/or transmission grids (to be referred to as “flexibility options” or “load-balancing technologies”). In addition, the power sector must be coupled to the other energy sectors to integrate renewable energy sources into heating and transport and to provide access to flexibility options, such as heat storage or power-to-gas applications. Model-based analysis of long-term energy scenarios is a well-developed and widely used approach to investigate the complex interactions of energy technologies, including flexibility options, with the purpose of advising policymakers and stakeholders. The major challenges of such modeling approaches include uncertainties stemming from assumptions about future developments (e.g., cost inputs) or from modeling techniques with different levels of abstraction.

Addressing these uncertainties calls for extensive analyses, with the appropriate models executed numerous times. However, the need for manageable computing times clearly restricts such approaches or the use of models that are excessively complex. This is one reason why interactions between spatial and temporal load-balancing technologies are not easily investigated, especially when a wide perspective is required, as is the case of the European energy system. Here, the identification and planning of pan-European energy infrastructure projects are performed by the European Network of Transmission System Operators for Electricity and for Gas (ENTSO-E and ENTSO-G, respectively) and their members in the context of the Ten-Year Network Development Plan (TYNDP). Since 2018, the TYNDP has contained a joint scenario development plan to assess the investment needs of gas and power transmission system operators. Its latest version also provides long-term scenarios that comply with the greenhouse gas (GHG) mitigation targets of the Paris Agreement (ENTSO-E and ENTSO-G, 2020). One core element of the TYNDP is the identification of projects of common interest that will be adopted by the European Commission and the EU member states. Although the underlying cost-benefit analysis aims to avoid social and environmental impact (ENTSO-E, 2018), the realization of such projects of common interest already faces substantial challenges today (ACER, 2019). Given that avoiding such residual impact is not always possible makes it even more important to gain more knowledge about alternative flexibility options for infrastructure and their associated costs.

Identifying flexibility requirements has been the objective of numerous studies, especially over the last decade. For example, the review of Haas et al., (2017) categorized the advances in planning energy storage technologies. They found, for example, that most studies considered less than three technologies for load balancing, and that sector coupling has been treated only incipiently. An overview of more general flexibility options is given by Zerrahn and Schill (2017), who concluded that requirements, in particular for energy storage, depend on a variety of parameter assumptions and model features.

Previous model-based scenarios identified the importance of grid expansion for the long-term transformation of the European energy system. Steinke et al. (2013) stressed the role of transmission to reduce the demand on backup generation capacity in 100% renewable energy supplies. The analyses of Schlachterberger et al. (2017) emphasized the contribution of bottleneck-free power transmission to the affordability of the energy system. Nevertheless, the findings of Marinakis et al. (2018) indicated that power transmission not only competes with energy storage but is also complementary. Cebulla et al. (2018) compared modeling results for over 500 energy scenarios and showed that electricity storage should reduce system costs, especially for systems with a high share of photovoltaics (PV), and that grid expansion is particularly important when wind power generation dominates. However, assumptions about future cost developments, differences in technology representation, and abstractions for model building (e.g., Gils et al., 2019) generally render these analyses debatable. Few investigations, however, consider investments both for additional power transmission capacities and to provide flexibility from power generation, demand response, and sector coupling. For Europe, one reason for this lack is due to transmission system planning in deregulated markets. In such a context, legalities have prevented alternative technologies such as energy storage from being considered in the grid planning process (Anuta et al., 2014).

Gaining more knowledge about the interaction and interchangeability of flexibility options and the associated system costs is not only relevant from the perspective of established technologies but also in light of new technologies. Besides intensified sector coupling, two factors exist that may strongly influence future infrastructure needs in the European electricity system: 1) the possibility of importing large quantities of electricity from North Africa and 2) the generation of hydrogen (H2) or other synthetic fuels from renewable electricity. Both cases may require an expansion of transmission grids to different extents. If carefully planned, such infrastructure could offer a high degree of flexibility and thus reduce the need to install other load-balancing technologies within Europe. Such interactions have already been investigated; for example, Trieb et al. (2012) and Benasla et al. (2019) discussed the potential of electricity imports generated by concentrated solar power (CSP) plants in North Africa. Michalski et al. (2017) focused in particular on stronger coupling of the power and gas sector with hydrogen generation to reduce the expense of the energy transition. However, such options need to be examined much more closely, considering their interactions and, in particular, their grid integration. In addition, public acceptance plays an important role in all transformation pathways, with concrete implications on the future energy system. Considerable acceptance problems already exist with the planned implementation of the large transmission lines, for example, from Germany’s wind-rich areas in the north to the demand centers in the south (Neukirch, 2016). In addition, inefficient planning and authorization procedures are frequently cited as causes for significant delays in the realization of energy infrastructure projects. Despite the identification and the application of measures for overcoming these obstacles (e.g., more
transient and participative planning procedures), their effectiveness remains uncertain (Schneider and Battaglini, 2013). Accordingly, energy scenarios also need to consider the delayed realization of infrastructure projects or to provide alternatives to unpopular technologies. On the modeling side, this can be translated, for example, into assumptions of the use of more expensive but more acceptable underground cables instead of overhead transmission lines for grid expansion measures (Sharpton et al., 2020). In this sense, solar power imports or a hydrogen economy also offer opportunities to overcome barriers from planning the energy transition by substituting conventional grid expansion with new and perhaps better accepted technologies (Bertsch et al., 2016). However, an assessment still lacks the restrictions mentioned for grid expansion and their impact on overall energy system planning.

In the context of expansion planning tools, techniques vary widely to model power flows in a high-voltage alternating current (HVAC) transmission network. In general, the most accurate modeling approach is AC power flow, which is typically used for power flow analysis, where infrastructure is fully modeled with high spatial resolution from the perspective of the overall energy system (Singh et al., 2014). To cope with the associated computational cost, the temporal dimension is usually reduced to snapshots (see Quintero et al. (2014), who treat worst-case scenarios). Energy system optimization models (ESOMs), on the other hand, seek to represent a full planning year for the entire energy system. The computational burden of solving the related nonlinear equations renders AC power flow impracticable for overall system planning (Zhang et al., 2012). Existing ESOMs and their case studies in Europe have used AC power flow equations that are usually simplified to linear direct current (DC) power flow equations (Leuthold et al., 2008) or have even used economic transport models (Schmid and Knopf, 2015) despite the significantly greater complexity of power transmission systems (Schaber et al., 2012).

To better account for power transmission when designing future energy systems, two general approaches have emerged. One approach is integrated modeling (Hörsch et al., 2018) which is characterized by increased spatial resolutions in ESOMs. This implies explicitly modeling nodes and transmission lines in the HVAC grid. Schönfelder et al. (2012) provided a detailed compilation of the associated modeling constraints to consider. The other general approach involves model coupling, which involves the iteration of a power flow simulation and an ESOM (Hagspiel et al., 2014). However, these studies focus on electricity transmission and oversimplify or neglect additional sectors (such as heat or fuels). To conclude, except for a few isolated efforts, power flow modeling approaches within large-scale ESOMs are limited to transport and DC power flow models, whereas the usefulness of these particular approaches is not fully understood.

The literature reveals gaps in ESOMs that address how to assess investments in power transmission infrastructure when planning future energy systems. In particular, a more careful examination is called for given the existence of many competing flexibility options, the conceivable but not yet implemented technological concepts, the major uncertainties in societal preferences of energy technologies, and the serious simplifications used in transmission modeling. This is where the present study makes its main contribution; we consider flexibility options that are currently under discussion (i.e., grid and storage expansion, controlled charging of (plug-in) electric vehicles, and demand side management) and, given this context, reevaluate the role of power transmission in the transition toward a low-carbon energy system in Europe. Concretely, our contribution consists of answering the following research questions:

1. What is the role of power transmission for the energy transition in Europe in terms of total system costs and its contribution to system adequacy under different scenarios?
2. How do different societal preferences affect future supply strategies, including electricity imports from solar power plants in Africa, and how does the large-scale implementation of hydrogen technologies affect the necessity of investing in power transmission?
3. How do different approaches to considering power transmission in energy system planning influence modeling results and derivable policy recommendations?

The questions above are relevant because power transmission is a key technology in the transformation toward low-carbon energy systems, albeit one that we discuss in the context of a host of conceivable load-balancing measures. To assess the contribution of power transmission and its expansion for the decarbonization of the European energy system, model-based analyses are required to explore a wide range of scenarios.

The following details the methodology of this analysis of model-based scenarios. The outcome is presented in Results, which is structured into subsections each referring to one of the three research questions. Contribution of Power Transmission and Other Flexibility Options to System Cost and Adequacy presents the contribution of power transmission to an affordable and adequate system, Power Transmission in Future Energy Systems as a Function of Technological Preferences emphasizes societal uncertainties, and Implications of Power Flow Modeling Approaches for System Configuration and Operation investigates how the methodology affects the model results. Finally, Discussion discusses the results and Conclusions and Outlook provides the conclusions together with an outlook on future research.

**MATERIALS AND METHODS**

To find answers to our research questions, we rely on established methods from energy systems analysis. More precisely, to plan energy systems, we use an advanced ESOM called the “Renewable Energy Mix for a sustainable energy supply” (REMix). Today’s applications range from country-specific cross-sectoral energy system analyses (Gils et al., 2017b) to multi-regional power-system analyses of high spatial resolution (Cao et al., 2018). The modeling approach and the essential functionalities of the model are described in Gils et al. (2017a). Figure 1 overviews our
modeling approach, which is described in the following subsections (each of these subsections is given in parentheses next to the box captions in the figure). An extended overview of our methodological approach including all types of input and output data is available in Supplementary Figure S1 of the Supplementary Material. Furthermore, Supplementary Table S1 provides a filled version of the Energy Scenario Study Transparency Checklist (Cao, 2016) which serves as alternative table of contents of this article.

This work improves the ESOM REMix by integrating a more accurate representation of the power transmission system with respect to power flow modeling, related constraints, and investment costs. Subsequently, this model is applied systematically to analyze to what extent power transmission competes with or complements other flexibility options. Modeling Approach (REMix) provides further details on the model use for our analysis.

In terms of scope, we focus spatially on Europe and technologically on the power system, including the demand for heating and energy for individual transport (including power-to-gas applications) as sector coupling. Scope and Inputs elaborates on further details.

To reevaluate the role of transmission systems as one of many flexibility options in low-carbon energy systems, we define three sets of scenarios to answer our research questions. In general, these are characterized by different demand and supply structures that affect the transmission infrastructure. The first set of scenarios refers to different emission targets and the sensitivity to the generation mix. To treat uncertainties associated with modeling and parameter assumptions for power transmission, we vary both model inputs and modeling techniques. Therefore, the second set of scenarios defines narratives of technology acceptance and the availability of large infrastructure (including generation, storage, and transmission infrastructure) that affect the need for spatial load balancing. Finally, the third set of scenarios corresponds to different approaches for modeling power flows in energy system optimization models. Scenarios details these three scenario sets.

**Modeling Approach (REMix)**

Based on a cost minimization, REMix determines the optimal system configuration and how the energy system is to be operated to satisfy demand. REMix is setup to model a whole year over
sequential hourly time steps (i.e., 8760 steps). The main outputs refer to quantified investments in technologies from a given set and dispatch time series. The technologies considered include fossil and renewable power generators, load-balancing options (i.e., energy storage, demand side management, power-to-gas, and power-to-heat), electricity transmission, as well as hydrogen generation, storage and reconversion to electricity including transport via gas transmission infrastructure. Supplementary Table S4 of the Supplementary Material gives an exhaustive list of technologies considered in our study.

As indicated in Figure 1, we perform a two-level optimization: in the first level, we plan the investments in generation (in a simplified manner), transmission, and (one kind of) storage systems starting from an initial European power plant portfolio that considers current generation capacities in addition to a phase-out of coal. Only the resulting power generation mix is passed on as input to the second level, which in turn decides on details of the different flexibility technologies. Note that this differs from a bilevel optimization, in which one problem is nested within another (Fan and Cheng, 2009). We opted for this two-level approach to be able, in each scenario, to benchmark the resulting flexibility options against each other rather than compete with expansions from all types of generation technologies. The final outputs for the scenarios considered are described by several key indicators, including total system costs, investments in each of the flexibility technologies, backup capacities, emissions, and capacity factors.

Level 1: Generation Expansion Planning With Limited Flexibility

The first modeling step is to find intentionally stressed European power plant portfolios to serve as a baseline (i.e., starting point) for many scenarios of this study. This rationale is inspired by how, in real power markets, the core of the system already exists. From the given baseline, changes are evaluated in response to the emergence of new flexibility options, changes in societal acceptance, and improvement of energy models.

Sector coupling is modeled as an inflexible electricity demand time series of the transport and heat sectors, while the operation of combined heat and power plants are determined by must-run factors that stem from preliminary analyses in which these factors negligibly affect the resulting system configuration. The stressed system results from running the optimization for different time series of historical weather years from 2006 to 2012 (seven model runs) and picking the year with the smallest generation capacities (i.e., lowest adequacy). With this intentionally undersized system, we run the second modeling step.

The modeling is restricted by a series of boundary conditions, so that the results appear plausible from today’s perspective. One constraint relates to the overall emissions of energy-related carbon dioxide (CO₂) from power generation applied to each country while accounting for current discussions on burden-sharing and equity principles. The appropriate emission caps are set to meet either a 55% or 85% CO₂ reduction target. Another constraint distributes the power generation capacities across Europe by setting country-specific self-sufficiency thresholds of 80% in terms of annual demand. As an additional adequacy constraint, 80% of the annual peak load is enforced as firm capacities per country. The use of 80% for both the self-sufficiency ratio and the firm capacity is based on judgment of experts deduced in an internal workshop from preliminary model runs with thresholds of 0%, 50%, 80%, and 100%.

Level 2: Detailed Planning of Flexibility Options

The second modeling step focuses on the deployment of a broad spectrum of flexibility options to balance power generation with demand. This means that the prescribed generation capacities are fixed (using the values from the first level). However, investments into additional gas turbines as backup capacity remain possible (this can be interpreted as an indicator of the security of supply). As energy storage systems, we consider pumped hydro, adiabatic compressed air, and lithium-ion and vanadium redox flow battery systems. Demand side management of industrial consumers and controlled charging of electric vehicles enter as further flexibility options in the second level.

Compared with modeling step 1, sector coupling is now modeled in much more detail. Using the modeling concepts from Gils (2015), we cover heat demand by conventional technologies (gas burners or district heating networks) or electrical technologies (electric boilers and heat pumps). The model determines the capacity of these technologies, including their heat storage.

Some scenarios allow for expansion planning for hydrogen generation and storage (Table 1). Large electrolyzers produce hydrogen to be stored in salt caverns and later either used directly as fuel for transportation or indirectly by reconversion to electricity. Direct use is allowed in fuel stations within a radius of 100 km of the caverns. We assume that gas stations further away would have their own small electrolyzers for on-site hydrogen production and storage in tanks. Reconversion to electricity is enabled by cofiring hydrogen to (renewable) methane in all open and combined cycle gas turbines in the vicinity of the caverns (Noack et al., 2014).

Scope and Inputs

The scope of our analysis is the energy system of Europe (ENTSO-E members, without Turkey, Iceland, and Cyprus). Figure 2 illustrates the spatial resolution and the representation of the power transmission grid. The higher spatial resolution for Germany is due to the history of model development and the availability of data for model parameterization. In the analysis carried out here (with a focus on the whole of Europe), this enables a more precise consideration of the power flows in the central part of Europe. Note that candidate lines (e.g., for importing solar energy from Africa) are not depicted. The power system is fully considered, whereas the heat and transport sectors are modeled as explained in Level 2: Detailed Planning of Flexibility Options.

The resulting systems from REMix are evaluated in terms of the energy supply trilemma—affordability, system security, and sustainability—based on a set of defined indicators. The first aspect of the trilemma, affordability, is given by the objective function of the applied model. The second aspect, system security, is assessed from the perspective of adequacy, which is a common
The costs and conversion efficiencies of fossil-fired power plants are based on the work of (Gils, 2015) and have been validated by earlier studies (Scholz et al., 2014; Scholz et al., 2017). Updated technoeconomic data on energy storage are taken from Cebulla et al. (2017), whereas costs for expansion and maintenance of transmission lines are taken from Feix et al. (2012) and Seidl and Heuke (2014). New technologies in the current study involve electrolyzers, hydrogen storage tanks, and hydrogen caverns as initially used by Michalski et al. (2017). The corresponding costs were estimated by Noack et al. (2014) and can be consulted in Cao et al. (2019).

Supplementary Table S2 of the Supplementary Material lists all assumptions both on specific investments and on operation and maintenance costs.

For thermal power plants, we use the installed capacities given by Platts (2015) and Assume technology-specific life-times for their phase-out. Political plans for phase-out of coal and nuclear power are additionally superimposed (in the model, no new coal plants can be built and nuclear power can only be built in countries that already have nuclear power plants). For existing renewable technologies, we use the capacities from ENTSO-E (2015b). In terms of grid expansion, we prescribe all or only a selection of projects of the Ten-Year Network Development Plan 2016 (ENTSO-E, 2015a), depending on the grid scenario (Scenario Group 2: Roles of Power Transmission in Future Energy Systems).
Weather Data and Renewable Potentials

The weather input data are based on resource potentials processed as described by Scholz (2012) but using weather datasets for Europe and North Africa from 2006 until 2012. The calculation of potential power generation from PV, CSP, and wind relies on technology data collected from the year 2010 (e.g., performance curves of wind energy converters). Hydropower plants are modeled as feed-in time series (i.e., run-of-river and reservoirs) based on data from the year 2010. The potential analysis also considers land availabilities for building new power generation capacities and aggregates the data to a spatial resolution that corresponds to that shown in Figure 2. The resulting values of both feed-in time series and maximal installable renewable power generation are taken as input for the energy system planning with REMix.

Unless otherwise indicated, the optimization is executed with weather inputs from 2006, which was a year with average capacity factors (relative to other available years).

Energy Demand

The projection of the annual electricity demand relies primarily on data published in the e-Highway 2050 study (Bruninx et al., 2014). Existing conventional consumers are based on the scenario “Small and Local” which assumes low economic and population growth in Europe. This results, according to the Vision 4 scenario of ENTSO-E (2016a), in a long-term decline from around 3,200 TWh in 2014 to 2,700 TWh in 2050, after an intermediate increase to 3,480 TWh in 2030. Future energy systems will additionally be impacted by new electricity consumers. Assumptions on the overall demand for heat and for electricity for heat pumps and electric heaters are based on the study of Scholz et al. (2014). The annual energy demand from electric vehicles is taken from the e-Highway scenario “100% RES” with the exception of Germany, which is modeled by scenario C of Nitsch et al. (2012). For all countries, hydrogen demand for transport is determined by using a methodology similar to that used for Germany (see also Pregger et al. 2013). As a result, the additional electricity consumption in 2050 for heat is assumed to be 185 TWh and for electric vehicles a maximum of 529 TWh for all of Europe. For a scenario with hydrogen use, the electricity consumption for electric vehicles is 263 TWh, and the complementary electricity consumption for hydrogen in transport is about 570 TWh. The country-specific values for the annual energy demand used as model input are provided with the Supplementary Table S6.

The final inputs for REMix are hourly time series of electricity, heat, and hydrogen consumption. These time series are determined by multiplying sector-specific energy demands with predefined load profiles taken from or derived similarly as in the studies by ENTSO-E (2016a); Pregger et al. (2012); Gils (2015); and Michalski et al. (2017).
Emission Budgets and Emission Costs

Mitigating CO₂ emission in REMix can be modeled either by setting an upper bound for emissions according to a predefined annual budget or by using penalty costs (e.g., for emission allowances). Although we use the first variant in level 1, we apply the latter in level 2 to observe an additional indicator for comparing scenarios.

To ensure that each country contributes to achieving the European GHG mitigation targets, we define country-specific CO₂ budgets that are determined based on annual energy balances from 2010 (IEA, 2014) to 2050 and fuel-specific CO₂ emission factors (Intergovernmental Panel on Climate Change, 2006). Based on a reduction target of 90% in the German power sector and by assuming equal per capita emissions in Europe in 2050, a total reduction between 55% and 85% (compared with 1990) seems achievable and is imposed in the model across all EU-28 countries. The resulting CO₂ budgets are presented in Table 2.

Table 2: Cumulated CO₂ emission budgets for power generation and certificate costs.

| CO₂ mitigation target | Emission budget for EU-28‡ for modeling step 1 | Emission certificate costs for modeling step 2 (Scholz et al., 2014) |
|-----------------------|-----------------------------------------------|---------------------------------------------------------------|
| (relative to 1990) (%) |                                               |                                                               |
| 55                    | 656 Mio.t                                      | 45 €/t                                                        |
| 85                    | 213 Mio.t                                      | 75 €/t                                                        |

‡without Malta.

Power Transfer Distribution Factors

One of the goals of this work is to use a more detailed transmission grid model in the ESOM REMix. The highest level of detail is reached with AC power flow models that fully model active and reactive power flows for each line. However, given their nonlinear characteristics, the AC power flow equations cannot be used in the context of optimization, as in an ESOM. Linearization of the trigonometric functions involved and assuming constant voltage amplitudes of 1 p. u. at each node lead to the linear “DC power flow” equations (Stott and Alsac, 1974). The DC power flow approximation corresponds to a linearization around a constant, artificial operating point, which may result in relevant errors if the real operating point differs significantly. Moreover, it requires either a representation of all nodes in the grid or when considering aggregated regions, the definition of equivalent and virtual lines between regions. For ESOMs, the former usually does not match the spatial resolution of the rest of the model, whereas the latter is nontrivial and may cause additional inaccuracy. To overcome these shortcomings and to provide an interface between the simplified AC grid representation in REMix and feasible grid operating points, a numerical linearization of a full AC power flow model can be performed. While the structure of the resulting linear equations is like those of DC power flow, the equations correspond to a linearization around a realistic and feasible AC power flow solution. Thus, a smaller error due to the linearization can be expected than for the DC power flow equations. Moreover, by evaluating the change in the sum of power flows between regions, the aggregation to a coarser spatial resolution is straightforward. For each operation point (i.e., AC power flow solution) considered, the linearization yields a so-called “power transfer distribution factor” (PTDF) matrix that is representative of the given and similar grid operating points. One of these PTDF matrices is assigned to each of the 8,760 time steps in REMix. In the following, we explain in detail the procedure for conducting such a unidirectional coupling of AC power flow simulations to an ESOM.

Consider a high spatial resolution power flow model, i.e., with N AC transmission grid nodes n AC ∈ N AC and L AC transmission grid lines l AC ∈ L AC. Given active power balances P AC(n AC) for each node n AC, solving the AC power flow model yields the active power flow P AC(l AC) for each line l AC. Voltages and reactive power flows are also computed but are not of further interest here. Moreover, consider an ESOM, such as REMix, with aggregated spatial resolution (i.e., with N regions n ∈ N, where N ≪ N AC). Each node of the AC model is assigned to exactly one region of the ESOM. Thus, the corresponding active power balance of region n is

\[ P(n) = \sum_{n AC ∈ N AC(n)} P AC(n AC), \]

where N AC(n) is the set of N AC(n) nodes n AC in the AC model that belong to region n. For the ESOM, all lines in L AC(n, n′); that is, the set of lines that connect a node in region n with another node in region n′, now can be aggregated to a so-called flow gate l ∈ L that transmits the active power flow

\[ P_l(l) = \sum_{l AC ∈ L AC(n, n')} P AC(l AC). \]

A linearized power flow model then aggregates the N AC(n) nodes of each of the N regions into a single node and all interconnecting lines to L flow gates. To do this, the linearized change in power flow in each flow gate is evaluated around the operating points P_0 = [P_0(1) ⋯ P_0(N)] and P_1 = [P_1(1) ⋯ P_1(L)] by (numerical) computation of the Jacobian matrix M PTDF = ∂P_l/∂P_l P. For a change in the regional active power balances P(n) with \[ ∑ P(n) = ∑ P_0(n) = 0, \] meaning that power is shifted from one region to another without affecting system balance, so the resulting power flow in the flow gates can be approximated as

\[ P_l = P_0 + M_{PTDF}(P - P_0). \]

Note that this linear relationship between aggregated flows in flow gates P_l and regional power balances P serves as a constraint in REMix (Scenario Group 3: Power Flow Modeling in Energy System Optimization Models). The
TABLE 3 | Specification of scenarios and model parameterization.

| Scenario label | Annual energy demand in PWh | Set of load-balancing measures | Expansion of large-scale storage (pumped hydro, compressed air) | Expansion of CSP in North Africa | H₂ vehicles, power reconversion, capacity expansion of electrolyzers, and H₂ storage | Expansion of H₂ caverns | Specific grid expansion costs for HVAC in €/km/GW | Specific grid expansion costs for HVDC in k€/km/GW | Upper bound (2 GW) on additional transmission capacity | Full implementation of TYNDP 2016 | Expansion of wind onshore and PV |
|----------------|-----------------------------|--------------------------------|---------------------------------------------------------------|---------------------------------|---------------------------------------------------------------------------------|------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|---------------------------------------------|---------------------------------------------|
| 55% Ref        | 4.04                        | x                              | x                                                             | x                               | x                                                                                | x                      | 348                            | 375                            | x                              | ✓                            | x                           |
| 85% Ref        | 4.06                        | x                              | x                                                             | x                               | x                                                                                | x                      | 348                            | 375                            | x                              | ✓                            | x                           |
| e-Highway Ref  | 4.11                        | x                              | x                                                             | x                               | x                                                                                | x                      | 348                            | 375                            | x                              | ✓                            | x                           |
| 55% Base:Trend | 4.04                        | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| 55% Base:PTDF  | 4.04                        | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | b                              | 375                            | ✓                              | ✓                            | x                           |
| 55% Base:PTDF_LC | 4.04 | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | x                              | 348                            | ✓                              | ✓                            | x                           |
| 55% Base:Transport model | 4.04 | ✓ | ✓ | ✓ | ✓ | ✓ | x | 348 | 375 | ✓ | ✓ | x |
| 85% Base:Trend | 4.06                        | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| 85% Base:Protest | 4.06 | ✓                             | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | x                              | 348                            | ✓                              | ✓                            | x                           |
| 85% Base:Smart | 4.06                        | ✓                              | ✓                                                             | x                               | x                                                                                | x                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| e-Highway      | 4.11                        | ✓                              | ✓                                                             | x                               | x                                                                                | x                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| 85% Base:PTDF  | 4.06                        | ✓                              | ✓                                                             | x                               | x                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| 85% Base:PTDF_LC | 4.06 | ✓ | ✓ | ✓ | ✓ | ✓ | x | 348 | 375 | ✓ | ✓ | x |
| 85% Base:Transport model | 4.06 | ✓ | ✓ | ✓ | ✓ | ✓ | x | 348 | 375 | ✓ | ✓ | x |
| CSP:Trend      | 4.06                        | ✓                              | ✓                                                             | x                               | x                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| CSP:Protest    | 4.06                        | ✓                              | ✓                                                             | x                               | x                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| CSP:Smart      | 4.06                        | ✓                              | ✓                                                             | x                               | x                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| CSP&H₂:Trend   | 4.50                        | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | x                              | 348                            | ✓                              | ✓                            | x                           |
| CSP&H₂:Protest | 4.50                        | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | x                              | 348                            | ✓                              | ✓                            | x                           |
| CSP&H₂:Smart   | 4.50                        | ✓                              | ✓                                                             | ✓                               | ✓                                                                                | ✓                      | x                              | 348                            | ✓                              | ✓                            | x                           |
| H₂:Trend       | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| H₂:Protest     | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 375                            | ✓                              | ✓                            | x                           |
| H₂:Smart2006   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |
| H₂:Smart2007   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |
| H₂:Smart2008   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |
| H₂:Smart2009   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |
| H₂:Smart2010   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |
| H₂:Smart2011   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |
| H₂:Smart2012   | 4.49                        | ✓                              | ✓                                                             | x                               | ✓                                                                                | ✓                      | 348                            | 2000                           | ✓                              | ✓                            | x                           |

*aGeneral load-balancing measures: capacity expansion of grid transfer capabilities (HVAC and HVDC), capacity expansion of battery (lithium-ion and vanadium redox flow) and heat storage, demand side management, and controlled charging of electric vehicles. bAssuming line-specific costs (instead of length-specific costs) based on the analysis described in Costs for Expanding Cross-Border Transmission Lines.
element \( ln \) of \( M_{\text{PTDF}} \) denotes the change in power flow through gate \( l \) with respect to the change in power balance of region \( n \) in a region around the operating point \((P_0, P_{10})\). Thus, the factors in \( M_{\text{PTDF}} \) reflect how a change in power flow caused by a shift of power from one region to another is distributed among the flow gates. For this reason, they are called PTDFs.

In the context of the coupling between REMix and the model presented herein of the transmission system, we use the procedure described above to determine six characteristic PTDF matrices based on a full AC transmission system model at six different operating points. To determine characteristic operating points, publicly available time series data were obtained from the Open Power System Data platform (Open Power System Data, 2017), which is based on data from European TSOs. These time series cover such things as electrical load, feed-in from wind, and solar power per country. From the time series of 2015, six representative combinations of load and wind feed-in were selected: low, medium, and high load combined with low and high wind feed-in. For each of these time instances, a suitable AC power flow model was set up and used to compute six different PTDF matrices \( M_{\text{PTDF}} \) as described above. The grid model used is based on the current grid extended by the expansion projects until 2030 listed in the TYNPD (ENTSO-E, 2016b) that apply for the given regions. For each hour, one of these PTDF matrices is applied in REMix based on a similarity metric between the load and wind feed-in data in REMix for that hour and the corresponding data used for the PTDF computations.

**Costs for Expanding Cross-Border Transmission Lines**

In addition to power flow in an existing AC transmission grid, REMix also considers AC grid expansion to increase the interconnection capacity between regions. This can be considered as a flexibility option to balance load and demand in competition with other flexibility options within regions. Note that high-voltage direct current (HVDC) connections are also considered in REMix but treated differently because the power flow over these can be controlled independently.

To consider AC grid expansion, it is necessary to estimate the related cost. We consider both capacity expansion of connections and the construction of new connections. To add capacity to existing connections, we use cost assumptions from Feix et al. (2015) and Dena (2010). For new connections, a common assumption is to assume a fixed cost per unit length and capacity. However, a further decisive factor is the type of terrain to overcome. Accounting for this factor leads to different specific costs for each interconnection. To determine the total expansion costs, an altitude model was developed covering the complete area of the transmission system model determined by satellite data from the Shuttle Radar Topography Mission (Deutsches Zentrum fuer Luft-und Raumfahrt e. V. (DLR), 2016). To obtain a sufficiently precise categorization of the terrain type between regions, the topography data are classified into four clusters. Based on a meta-study on (estimated) costs for grid expansion projects, specific costs for each terrain type have been derived. Finally, the grid expansion measures are factorized with a terrain-dependent detour factor because the length of a line exceeds the linear distance between both ends. For each pair of neighboring regions, two transmission grid substations are selected that are suitable for interconnection. The direct line between the geo-coordinates of these substations is then used to determine the distance for each terrain type, thereby allowing the total cost of a new interconnection to be computed. Supplementary Table S3 of the Supplementary Material provides the resulting costs for a standard overhead line type (562-AL1/49-ST1A) with a maximum capacity of about 5.5 GW.

**Scenarios**

To answer the three research questions, we define three scenario groups. The first group seeks the transmission system investments within a multitude of other flexibility options under the assumption of different CO2 caps. The second group focuses on the societal acceptance of different energy technologies, also including transmission. Finally, the third group consists of different ways of modeling power flows in the grid. Table 1 provides a qualitative overview of the key assumptions applied to each element of the scenario groups. The scenarios are based on consistent assumptions and thus are easily comparable. They have the following in common: they couple the heat and power sectors (i.e., boilers and heat pumps), they allow curtailment of renewable electricity generation, and they use capacity expansion of open cycle gas turbines to provide backup capacity. Table 3 lists the scenarios examined and the corresponding quantifiable differences, which are explained in the following.
Scenario Group 1: Load-Balancing Technologies under Greenhouse Gas Mitigation Targets

To clarify the role of power transmission in the context of competing flexibility technologies, we define a “Base” scenario for each of the two GHG mitigation targets determined in Emission Budgets and Emission Costs. In addition, an equivalent scenario “Ref” is set up to gain the maximum demand on backup generation capacity for each GHG emission target. This backup demand is reduced by deploying load-balancing technologies. In other words, this scenario (in which system adequacy is achieved solely by gas turbines) is designed as benchmark to be compared with all other scenarios. The scenario e-Highway probes the sensitivity with respect to the distribution and composition of the European power plant portfolio. In contrast with all other scenarios, the installed capacities used as a starting point in modeling step 1 stem from the scenario “Small and Local” of the e-Highway 2050 project (Vafeas et al., 2014).

Scenario Group 2: Roles of Power Transmission in Future Energy Systems

The second group of scenarios captures narratives on the technological preferences of large-scale energy projects, including CSP, H₂, and transmission. These narratives are all characterized by the generation mix determined in level 1. The first narrative (CSP) allows power imports from CSP plants in Africa according to the concept presented by Trieb et al. (2012). It extends the Base 85% scenario by optimizing CSP capacities in Morocco, Tunisia, and Algeria including candidate HVDC transmission lines to Europe. The second narrative (H₂) allows hydrogen technologies (electrolyzers and hydrogen storage) to be widely deployed. Note that the well-to-wheel efficiency of synthetic fuels is worse than that of plug-in electric vehicles, which increases the electricity demand significantly for hydrogen use. Scenarios denoted as CSP&H₂ combine both solar power imports and hydrogen infrastructures.

In terms of preferences for transmission systems, we define three grid scenarios: Trend, Protest, and Smart that each makes different assumptions about the permissible capacity expansion and on the type of lines to be deployed (overhead or underground; Tables 1 and 3). The Protest scenario is extreme in the sense that it assumes that any large-scale technology is to be avoided. Finally, to account for different weather years, we defined an additional set of scenarios that vary the renewable power generation and demand profiles. These are labeled by the year of the underlying empirical data.
Scenario Group 3: Power Flow Modeling in Energy System Optimization Models

To investigate how different power flow modeling approaches affect the final recommendations for transmission investments and for the mix of load-balancing technologies, we define four scenarios. The first scenario is Transport model and relies on an economic transport model. Here, power flow in the grid, resulting from surpluses and deficits of nodal power injections, is restricted only by the transfer capabilities of the transmission lines. The second scenario, DC power flow, adds voltage angles to the model to restrict the distribution of power flow according to the physical parameters of the transmission lines (distance-dependent line susceptance). The third scenario, PTDF, denotes a linearized power flow computation approach for which the PTDFs are determined in the preceding AC power flow simulations of the fully resolved transmission network. Based on the PTDF matrices of the six grid situations analyzed (see Power Transfer Distribution Factors), we determine hourly PTDF profiles as additional input for REMix. The fourth and final scenario, PTDF_LC, uses the same constraints as the third scenario but computes more specific costs for all cross-border transmission lines (as described in Costs for Expanding Cross-Border Transmission Lines) instead of using coarse distance-estimates based on the aggregated model.

The first three scenarios result in the equations given in Table 4. For the sake of clarity, we simplified the notation (e.g., planning year or transmission technology sets are neglected) compared with that implemented in REMix.

RESULTS

This section is divided into three parts. The first part presents the contribution to cost efficiency and system adequacy of power transmission under CO₂ emission constraints and in the context of other load-balancing technologies. The second part details this contribution with a special focus on a broader set of scenarios. The third part shows how different power flow modeling approaches affect the final investment recommendations of transmission infrastructure. Note that the data tables for all figures in this section are available in the Supplementary Material.

Before getting into these subsections, we provide the necessary background to understand the main trends that will be laid out. Recall that we optimized in two steps in which the power generation capacity of the first step serves as the basis for the second step, which plans the flexibility options in more detail. Figure 3 shows these mixes of power generation (found in the first step) for the different narrative scenarios. Scenarios 55% Ref, 85% Ref, and e-Highway Ref do not appear in Figure 3 because their capacities are identical to the corresponding Base scenarios. Figure 3 clarifies several aspects of the capacities. The first is that the installed capacities in the 85% scenarios significantly exceed those in the 55% scenario (at least 1600 vs. 1500 GW). Next, the capacities in the H₂ scenarios are up to 13% greater than those of Base or CSP scenarios, given the correspondingly higher energy demand. Finally, the e-Highway scenario has even larger capacities, which is a direct result of the prescribed power plant portfolio being even larger than in the other scenarios where the majority of power generation capacities are optimized. For further insights into the outcome of modeling step 1, Table S5 of the Supplementary Material presents the country-specific power generation mixes.

Contribution of Power Transmission and Other Flexibility Options to System Cost and Adequacy

We now analyze how power transmission contributes to system adequacy and system costs in a context where a host of other flexibility options are available. Two types of scenarios are
distinguished: the reference cases (where additional flexibility is only provided by backup capacities) and scenarios where almost all conceivable technologies for load balancing are available (the simplest of those being "Base"). Note that, in the following, we refer to the qualitative and quantitative differences between the scenario sets listed in Tables 1 and 3, respectively.

Recall that we measure system adequacy as the reduction in backup capacity (which here is gas turbine capacity). In other words, the lower the gas turbine capacity is compared with a Reference scenario, the higher is the contribution to system adequacy of all flexibility options. For system costs, we measure the difference in relative system costs between a given scenario and its corresponding reference. (Total) system costs are composed of all costs for the supply of fossil fuels, emission allowances, variable and fixed costs for operation and maintenance, and annuities of both model exogenously and model endogenously installed capacities.

Scenario Groups 1 and 2a: Main Effects

Figure 4 plots the system cost difference vs. the backup capacity for all scenarios whose generation mix differs from the obtained in modeling step 1. (Please refer to Supplementary Table S8 to inspect the corresponding numerical values.) The scenario 85% Ref has, per design, the highest backup capacity. These 242 GW also serve as a benchmark for the scenarios that accept different energy supply strategies (scenario set 2a). This means that solar imports from CSP plants and/or hydrogen economy are considered in addition to flexibility options.

The 85% Base scenario has a backup capacity of 161 GW, which implies that the flexibility options contribute 81 GW to system adequacy. Such contributions also occur in all other scenario pairs: 75 GW in 55% Ref vs. 55% Base and 165 GW in e-Highway Ref vs. e-Highway Base. These results lead to the conclusion that the presence of flexibility options improves system adequacy.

Almost 10% separates the cost scenario 85% Ref from 85% Base. Compared with their Base scenarios, the 55% scenario and e-Highway see a reduction in system cost of 7.7% and 7.8%, respectively. Such high numbers confirm the relevance of sector coupling and of directing modeling efforts toward a better understanding of the role of sector coupling in future energy systems.

Although the assumed hydrogen infrastructure provides the system with significant flexibility, resulting in low backup capacities, scenario H2 has a relatively small cost reduction, less than 2.5%. This effect can be traced back to the higher annual electricity demand of a hydrogen-consuming transport sector. Both scenarios that consider solar power imports from North Africa (CSP and CSP&H2) show a strong substitution of backup capacities. This is due to their ability to provide additional power generation capacity. Scenario CSP achieves the lowest system costs of 348 Bn. €.

Note that e-Highway scenarios have the best system adequacy but significantly higher system costs (511 Bn. €). This relates to the prescription of a power plant portfolio that is simply more expensive than that resulting from our cost minimization (modeling step 1). Something similar happens for the 55% scenarios (Ref and Base) where the annuities from the existing (fossil-based) park are suboptimal in contrast with the alternative of investing in optimally sited renewable power generators, as occurring in other scenarios.

Scenario Groups 2b and 2s: Power Transmission Versus Energy Storage

Next, we consider in more detail how to provide the flexibility that reduces system cost and increases system adequacy. In
particular, we want to discover how power transmission contributes to these effects. Therefore, Figure 5 plots the investments into power transmission vs. the investments made for energy storage. (The underlying numerical values of Figure 5 are provided with the Supplementary Material, Table S9.) In order to obtain more evidence, we also extend the scenarios analyzed above (Figure 4) by varying the acceptance of power transmission and weather conditions (Table 1, scenario sets 2b and 2s, respectively). Note that, in terms of transmission acceptance, scenarios labeled Trend in Figure 5 are equivalent to those shown in Figure 4.

It is striking that the ratio of storage to transmission investment always exceeds unity, which indicates a clear preference for grid expansion. The minimum ratio is approximately two and occurs in scenarios with limited and more expensive grids (Smart and Protest). The highest ratio of 18 occurs in CSP&H2:Protest with grid investments of 18.2 Bn. €. Here, two factors combine: first, the massive solar power imports from Africa require the corresponding lengthy HVDC transmission lines and second, large storage facilities are inadmissible in Protest scenarios which limit storage investments and thus favor transmission.

The smallest grid investments occur in scenarios that consider neither solar imports nor a hydrogen system; this is the case for e-Highway, which has the smallest value of 5.6 Bn. €. However, recalling Figure 4, this scenario presents the highest system costs. Here, a more extensive power generation park provides the flexibility. The lowest investments in storage occur in protest scenarios (all of about 1 Bn. €), where only heat storage is deployed (e.g., those installed with combined heat and power plants).

In general, storage requirements depend on the need to match renewable generation with demand (fluctuations of the residual load), both of which depend strongly on weather. To further underpin the statement that grid investments dominate storage investments, we subject the scenarios with the largest storage investments (H2:Smart) to different weather years. The results are given in Figure 5 by the markers with the dashed outline and consistently show grid to storage ratios around two, with absolute investments between 3 and 3.5 Bn. €.

In short, the many available flexibility options (including sector coupling and transmission) contribute strongly (from about 80 GW to 160 GW) to system adequacy in all scenarios. In terms of cost, flexibility options achieve a significant reduction of 10%. Both findings underline the relevance of the flexibility options for working toward highly renewable systems. Finally, even in the context of numerous flexibility options, investments in transmission are significantly greater (at least by a factor of two) than in storage.

Power Transmission in Future Energy Systems as a Function of Technological Preferences
This section shows how different scenarios of technological preferences affect the resulting investment recommendations. We first focus on scenarios with solar imports and hydrogen generation (scenario set 2a), followed by scenarios of grid acceptance (scenario set 2b). The following indicators are used to assess the scenarios:

- Normalized capacity factor (labeled as CF%) of gas turbines, combined cycle gas turbines (CCGT) and pumped hydro
- Installed power capacity (labeled as GW) of new gas turbines, lithium-ion (Li) batteries, and CSP
- Installed energy storage capacity (labeled as GWh) of hydrogen caverns and pumped hydrostorage
- Curtailment of wind turbines and PV energy relative to the annual potential (labeled as %)
- Cumulated grid expansion (labeled as TW km) of HVAC and HVDC transmission lines
- CO2 emissions (labeled as Mio. t) from power and heat sector (note that, CO2 emissions from the transport sector are not considered in the applied modeling approach and thus are not explicitly provided)
- Total installed wind turbine and PV capacity (labeled as GW). Recall that, in contrast with all other outputs, the wind turbine and PV capacities are fixed results from modeling step 1 and can only be increased in the scenario Smart.

Figure 6 plots these indicators in a radar (or spider) diagram. Scenarios with preferences for CSP imports and hydrogen generation are plotted on the left and compared with Base (Figure 6A), and those related to grid preferences (Trend, Smart and Protest) are plotted on the right (Figure 6B). Note that these grid scenarios were computed for all CSP&H2 scenarios, but the results are remarkably similar. For this...
reason, the grid scenarios are only shown for CSP&H₂. We start by analyzing the implications of each technology, for the scenarios under consideration, and then derive the implications for transmission.

In terms of storage, vanadium redox flow batteries and adiabatic compressed air storage do not produce investments in any of the scenarios, which is why they are absent in Figure 6. By definition, only H₂ scenarios can deploy hydrogen caverns. The 175 GWh obtained across Europe is of the same order of magnitude as the 146 GWh of pumped hydroplants. Lithium-ion batteries only occur in scenarios with hydrogen infrastructure; their absence in other scenarios might relate to the availability of other short-term, low-cost flexibility options (e.g., controlled charging of electric vehicles or demand side management). Nevertheless, in the H₂ scenario, investments into lithium-ion batteries are also surprising: instead of the expected hydrogen storage tanks, lithium-ion batteries appear as an attractive short-term option to complement the long-term hydrogen technologies.

Clearly, the most significant investments into CSP plants happen in the CSP and CSP&H₂ scenarios. Here, electricity from CSP plants is imported from North Africa. However, CSP is also present in the other scenarios (H₂ and Base) where it serves to cover local electricity demand in Southern Europe and North Africa (as a result of modeling step 1).

For CO₂ emissions, H₂ scenarios produce higher emissions reaching 662 Mio. t. This effect is due to the additional electricity demand from hydrogen technologies, which cannot be fully covered by emission-free power generation under the assumptions of the scenario. Instead, hydrogen is produced from “gray electricity,” a significant fraction of which comes from gas power plants. In contrast with the H₂ scenario, solar power imports reduce emissions by 15% and 22% for scenarios CSP&H₂ and CSP, respectively.

The required grid investments are the lowest in the base case and gradually grow in the CSP and CSP&H₂ scenarios. The H₂ scenario triggers 15% more transmission infrastructure to connect the spatially distributed caverns across Europe. In the CSP scenario, the 30% higher demand of transmission is due to enabling solar power import from North Africa. Finally, the massive deployment of H₂ and CSP combines both balancing requirements, peaking at 80% of more transmission systems than for the base case.

For grid preference scenarios, the right panel of Figure 6 shows that three alternative configurations exist for load balancing:

1. Trend (black). Unrestricted grid expansion allows for full integration of power generation from wind and PV, whereas the need for gas power plants and cavern storage is relatively low. Lithium-ion batteries and curtailment are absent, and the CO₂ emissions remain in the desired range.
2. Smart (yellow). Restrictions on grid expansion are compensated by a broad spectrum of additional
measures—more capacities from wind turbines, PV, caverns, lithium-ion batteries, and pumped hydroplants across all scenarios. Curtailed renewable energy is high (3%). CO₂ emissions are similar to those in Trend but at 1.5%–2.5% higher total system costs (Supplementary Table S15 of the Supplementary Material).

3. Protest (red). Restrictions on grid expansion and the exclusion of large-scale storage lead to more gas power plants. Consequently, emissions miss the −85% target.

These characteristic relations of the different indicators occur not only for the CSP&H₂ scenario but also for the grid acceptance scenarios (Trend, Smart, and Protest) if combined with the other narratives (Base, CSP, or H₂). For this reason, the corresponding plots are not reported.

To summarize this subsection, the results indicate that transmission expansion is a significant constituent of all scenarios. If new transmission is implemented at significantly higher specific costs (Smart), less transmission is deployed. This is compensated by the installation of alternative flexibility options—especially all types of storage—leading to higher costs and curtailments. If other large-scale projects, including caverns, are also avoided (Protest), the amount of transmission remains constant, with the flexibility provided only by gas technologies. Massively deploying CSP plants for imports and including a hydrogen economy call for larger transmission systems. If the system evolves toward the latter, higher system costs and additional CO₂ emissions (for renewable shares below 100%) are to be expected. For combined solar import and hydrogen futures, those emissions can be reduced, at the cost of a peak in the demand for grid expansion.

**Implications of Power Flow Modeling Approaches for System Configuration and Operation**

This subsection evaluates how three different approaches for power flow modeling (transport model, DC power flow, and PTDF) affect the investment decisions and system operation of a spatially aggregated ESOM. In addition, a fourth scenario (PTDF_LC) tests how widely differing cost estimates affect the expansion of grid transfer capabilities (as described in Costs for Expanding Cross-Border Transmission Lines).

**Figure 7** shows the resulting key indicators (as presented in Power Transmission in Future Energy Systems as a Function of Technological Preferences) for the different grid modeling approaches (using 85% Base as the underlying scenario). In the Supplementary Material, Table S12 provides the corresponding numerical values. It is striking that, except for investments in grid expansion and pumped hydro, all curves have almost the same shape. Grid investments change by around 5% when using constant length-specific investment costs (as in transport model, DC power flow, and PTDF), whereas the impact on the other indicators is negligible (deviations below 1%). These findings also hold in scenarios with a 55% reduction target (not shown here). Although grid investment is expected to be affected, it is surprising that the other indicators are relatively unaffected.

The most significant differences occur for PTDF_LC. Recall that we switch here from simple length-specific to line-specific investment costs. For most of the candidate transmission lines, this decreases the costs, which explains the additional grid expansion. This is because only the costs of upgrading the transmission link between the two nearest substations of cross-border transmission lines are taken into account, whereas any follow-up costs for upgrading feeder lines are completely ignored. Conversely, for length-specific costs (applied to all other scenarios as shown in **Figure 7**), this aspect is approximated by estimating the length of modeled transmission lines as the distances between regional centers.

Remarkably, the significant grid expansion in PTDF_LC displaces only 30 GWh of pumped hydropower plants in Spain (note that the location cannot be read from the figure).

Based on the observations above, most system-wide indicators are not affected by the way power flows are modeled. In addition, **Figure 8** provides additional insight into the spatial distribution of grid expansion. (Please refer to Supplementary Tables S13 and S14 at the Supplementary Material to inspect the corresponding numerical outputs.) It details the grid investments for the majority of analyzed scenarios (horizontal axis) and countries (vertical axis). The marker size is proportional to the ratio of grid investments to system costs for the different scenario sets. The left group of scenarios focuses on different grid modeling, whereas the right group focuses on scenarios involving technology preferences (scenario sets 2a and 2b).

The left group of **Figure 8** shows that grid investments are virtually constant for all power flow models (transport model, DC power flow, PTDF) and cost assumptions (PTDF_LC). Only small differences appear when using the transport model compared with the more complex (and restrictive) counterparts. This confirms what we found earlier: the approach for modeling power flows only slightly affects the final recommendations derivable from a spatially aggregated ESOM. This holds for both -55% and -85% emission targets.

These deviations are even more insignificant when compared with the scenarios on the right side of **Figure 8**, which show that the technology scenarios have a larger impact. Here, differences in regional grid investments occur because of solar power imports since these are directly related to new HVDC lines for point-to-point power transmission lines from North Africa to Europe. Furthermore, variations in weather input data from 2006 to 2012 (H₂:Smart) make no differences in grid investments. In average, the share of grid investments for all European countries is 1.5% (standard deviation: 0.4%) of total system costs. In other words, the grid investments are fairly robust against variations in renewable power generation over several annual periods.

To summarize, the results indicate that the three different methods of determining the distribution of power flows (transport model, DC power flow, PTDF) result in negligible differences in most of the key indicators evaluated. However, investment in power transmission does change if line-specific costs are used as opposed to length-specific costs. In contrast,
technology preference scenarios have a much greater impact on the spatial distribution of transmission investments.

**DISCUSSION**

**Power Transmission as a Cost-Efficient Measure for Ensuring System Adequacy**

New transmission infrastructure significantly contributes to system adequacy which is measured as the reduction of required backup capacity. Transmission investments at least double storage investments. Nevertheless, storage is still needed in all scenarios, which confirms the complementarity of these two technologies. However, even when using other flexibility options (including sector coupling), investing in transmission is more cost-efficient for all scenarios evaluated. These findings are in line with Brown et al. (2018), who also concluded that electricity transmission is a robust measure of cost-efficient energy supply across many scenarios. The present results are also consistent with those of former REMix applications which—although based on an even coarser spatial resolution—identified overall grid expansion needs between 60 and 331 TW·km (Gils et al., 2017a) and a certain interchangeability of power transmission and energy storage (Cebulla et al., 2017). This dualism becomes clear when considering, for example, the balancing needs of daily PV power production. Surpluses can be either temporally shifted to serve later for local load coverage or fostered by the wide horizontal extent of the European energy system, spatially shifted to another time zone because they better match remote power consumption patterns. This smoothing effect, which becomes more prominent with the size of well-interconnected regions, is also reported by Huber et al. (2014), who showed that scenarios with high shares of wind energy particularly benefit from strong pan-European cooperation supported by sufficient power transmission infrastructure. Nevertheless, in practice, this faces non-economic challenges such as legal, political, or social barriers that make it difficult to reach the cost-optimal solution (Caldés et al., 2018).

**Technological Preferences and Their Policy Implications**

This study contributes to a better understanding of some of the barriers mentioned before by incorporating possible restrictions on grid expansion in the scenarios (in particular, scenario sets 2a and 2b in Table 1). If grid expansion is restricted or rather unattractive in terms of technology costs, the demand for both additional power generators and alternative load-balancing technologies grows substantially. Without prominent grid expansion (Smart scenarios), load-balancing capabilities are mainly provided by a combination of additional renewable power generation and short-term (lithium-ion batteries), mid-term (pumped hydroplants), and long-term (salt caverns) storage facilities. On average, this leads to an increase of 2% in system costs (when comparing Trend vs. Smart, Supplementary Material). This rather moderate increase—note that varying weather years could lead to cost differences greater than 4%—appears plausible in view of the study of Schmid and Knopf (2015), who reported 2% and 3.5% difference in system costs when comparing model results with and without grid expansion. Schmid and Knopf justified this with a flat optimum of the underlying cost minimization. Although relative cost savings of 1% translate into absolute differences of several billions of euros, in a European context, striving for less grid expansion could be an option if it comes with beneficial effects (e.g., on the residual impacts; Introduction). To further analyze such system configurations, Neumann and Brown (2020) used an approach called “Modeling to Generate Alternatives.” Within defined deviations from the cost minimum, the total power generation capacity of different technologies is taken as the objective value for a subsequent energy system optimization. The authors find that a multitude of technological alternatives appears already for small cost deviations. Thus, minimizing grid expansion in this manner and additionally evaluating non-technoeconomic indicators present an opportunity for methodological improvements in future research on technological preferences.

This is especially interesting for further investigating the impacts of disruptive energy supply strategies. According to the present results, a successful deployment of CSP systems dedicated to solar imports from North Africa calls for larger transmission systems but reduces the need for flexibility in the European power system. Significant grid expansion is also observed when building large hydrogen infrastructures. These are associated with high additional electricity demand, higher system costs, and additional CO2 emissions. The challenge becomes far greater if a much stricter CO2 mitigation target than used herein (~85%) is to be achieved because concepts for carbon-free long-term energy storage or road transport and air traffic often rely on so-called green hydrogen. However, as stated by Sgobbi et al. (2016), the presence of hydrogen in the energy scenarios does not automatically lead to decarbonization. According to our results, one option for achieving this is to combine solar imports with a hydrogen economy.

As shown in the section Power Transmission in Future Energy Systems as a Function of Technological Preferences, replacing gas-fired backup generation by implementing a broad spectrum of flexibility options contributes significantly to GHG mitigation. Moreover, this means that the dependency on natural gas imports can be reduced. In this sense, renewable power imports and green hydrogen also play an important role. In Contribution of Power Transmission and Other Flexibility Options to System Cost and Adequacy, we see replacing natural gas with hydrogen from domestic resources is not the most affordable solution. Just like scenarios that consider imports of green hydrogen (which, however, are beyond the scope of this study), solar power imports offer the opportunity to diversify import dependencies. Despite their remarkably high technology-specific investment needs for power transmission and the associated implications and challenges in terms of a multitude of presumably involved stakeholders, scenarios that
TABLE 5 | Research questions, key results, and policy implications of this study.

| Research question                                                                 | Key result                                                                                                                                                                                                 | Policy implication                                                                 |
|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| What is the role of power transmission for the energy transition in Europe in terms of total system costs and its contribution to system adequacy under different scenarios? | For European countries, power transmission robustly contributes to providing flexibility for ensuring system adequacy. The share of grid expansion investments in total system costs is largely independent across a broad variety of scenarios and parameter variations (mean: 1.5%, standard deviation 0.4%) | Up to a certain level, investments into grid expansion projects need to be promoted. However, multiple options on where and for what to invest exist. Many of them provide similar levels of affordability |
| How do different societal preferences affect future supply strategies, including electricity imports from solar power plants in Africa, and how does the large-scale implementation of hydrogen technologies affect the necessity of investing in power transmission? | Solar imports as well as a hydrogen economy cause additional needs for grid expansion. However, it can be significantly replaced by other flexibility options at moderate cost increases of about 2% compared to the cost minimal scenarios. | Grid expansion needs can be prevented, if necessary. However, pan-European power transmission also offers the opportunity to reduce dependency on imported energy because it supports solar imports and a hydrogen economy. |
| How do different approaches to considering power transmission in energy system planning influence modeling results and derivable policy recommendations? | Varying the power flow modeling approach in the applied energy system optimization model between (i) a capacity-constrained transport model, (ii) a DC power flow (voltage angle formulation), and (iii) a PTDF approach based on preexistent AC power flow simulations did not affect the results from an overall European perspective. | The integrated system modeling under the condition of a geographic aggregation indicates that the future pan-European grid expansion is a robust measure, regardless of how the power flows are modeled. |

rely on solar power imports from CSP plants make a positive impact on system adequacy. Current TYNDP 2020 scenarios, however, remain dominated by gas imports from Russia and Norway and (decarbonized) liquid natural gas (ENTSO-E and ENTSO-G, 2020). Accordingly, we recommend to more seriously consider in scenario construction energy imports from geographical regions that are rich in renewable energy resources.

**Power Flow Modeling in Energy System Optimization**

When using different approaches for power flow modeling within our energy system optimization model (i.e., transport model, DC power flow, or power transfer distribution factors gathered from the preceding AC power flow simulations), the interconnected regions mostly represent countries. For this, the resulting investments in transmission infrastructure are fairly robust. The corresponding mix of load-balancing technologies also changes only minimally. In consequence, how the power flow distribution is modeled does not matter, at least for the geographical scope (Europe) and the spatial resolution (one node per country) under consideration. This result particularly counters the hypothesis of Schmid and Knopf (2015), who hypothesize that the difference between power flow modeling with PTDFs and a capacity-constrained transport model is the cause for large differences in cost savings from grid expansion. According to our results, this is not the case. However, the method for selecting representative snapshots from the real grid operations applied herein offers starting points to relativize our results. In this context, the question arises of whether our observations remain if we take into account additional grid operation points, for instance, when operation limits can be temporally exceeded.

**Limitations**

The present study emphasizes the societal preferences in impacts on shaping low-carbon energy systems. This is considered in our model-based scenario analysis by full or partial implementation of grid expansion measures according to the TYNDP 2016, technology cost increases due to a switch to underground cables and various restrictions on the availability of large-scale infrastructures (e.g. cavern storage). However, societal risks and other obstacles also bar the way of a successful implementation of the energy transition, and these are ignored by the model choice. According to Battaglini et al. (2012), these are, for example, inconsistent and uncertain regulatory and legal frameworks or competing national interests and uncoordinated planning processes. Conversely, the use of an ESOM already implies perfect information and control from the perspective of the so-called social planner. Furthermore, the chosen method of the static target system planning based on individual scenario years is extremely limited in its ability to capture the effects of delayed project implementations. The use of a multiyear model would help to consider such delays when planning the system. Conceivable approaches for this would be stochastic or robust optimization (Sauma et al., 2015).

Another limitation of using a spatially aggregated ESOM, such as REMix, is that transmission bottlenecks cannot be fully captured. This averages the variability from renewables, leading to an underestimation of the real balancing needs. Compared with models dedicated to power flow analysis, the spatial resolution is low in the ESOM applied for the present study. In other words, the present approach is significantly more abstract, which affects the distribution of power flows, and thus, the capability of capturing the real demand for exchanging power surpluses and deficits. To overcome this issue, planning tools with increasing spatial resolutions are being developed (Hörsch et al., 2018), but with the associated drawback of requiring tremendous amounts of geo-referenced data inputs and a large computational effort. While the trend to publishing more openly available datasets offers a solution to the former challenge, recent efforts on the development of open-source solvers for high performance computers (e.g., PIPS-IPM++ (Breuer et al., 2018)) are a promising solution for the latter.
CONCLUSIONS AND OUTLOOK

This study examined the role of power transmission in the future energy system of Europe. To do this, we conducted a multiscenario analysis using an advanced energy system optimization model (REMix). Table 5 summarizes the main research questions, key results, and corresponding policy implications.

In this sense, we first investigated the contribution of a wide range of flexibility options, including in particular new transmission lines, for securing load coverage in low-carbon energy systems. The results indicate that the possibility of investing in flexibility options ensures a constant level of system adequacy at reasonable costs. However, a dominant share of the investments must be spent on grid expansion measures.

Second, we evaluated societal preferences for future energy systems, paying a special attention to the identified grid expansion needs, thereby obtaining a set of indicators that describe the overall system performance. In the different scenarios, we considered delayed realizations of infrastructure projects and the corresponding cost increases in addition to disruptive energy supply strategies (hydrogen economy and solar power imports). The results showed that, despite reducing grid expansion at the local level, a hydrogen economy combined with solar imports result in additional investment requirements for pan-European power transmission. Nevertheless, grid expansion could always be reduced to a certain threshold by combining additional electricity generation and storage, albeit with negative effects on system costs and GHG reduction.

Third, we assessed three available approaches to model power flows in linear optimization models. Varying the appropriate constraints and data inputs in our energy system optimization model resulted in essentially negligible changes in the overall system performance. However, this may be due to the still-existing model simplifications, such as insufficient spatial resolution. For this reason, we recommend future research to model applications that allow the investigation of sector-coupled energy systems, while also considering restrictions and costs resulting from infrastructure project implementations on the local level. Other obvious directions for future research include the evaluation of scenarios with more stringent GHG mitigation targets and sustainability indicators that consider more than just emissions. Another crucial question to answer is where to prevent or promote grid expansion measures. Nevertheless, the present results clearly indicate the usefulness of investments into pan-European power transmission infrastructure, whether it be a few expensive power transmission infrastructure projects or numerous more affordable ones.
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