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Abstract

Previous few-shot learning (FSL) works mostly are limited to natural images of general concepts and categories. These works assume very high visual similarity between the source and target classes. In contrast, the recently proposed cross-domain few-shot learning (CD-FSL) aims at transferring knowledge from general nature images of many labeled examples to novel domain-specific target categories of only a few labeled examples. The key challenge of CD-FSL lies in the huge data shift between source and target domains, which is typically in the form of totally different visual styles. This makes it very nontrivial to directly extend the classical FSL methods to address the CD-FSL task. To this end, this paper studies the problem of CD-FSL by spanning the style distributions of the source dataset. Particularly, wavelet transform is introduced to enable the decomposition of visual representations into low-frequency components such as shape and style and high-frequency components e.g., texture. To make our model robust to visual styles, the source images are augmented by swapping the styles of their low-frequency components with each other. We propose a novel Style Augmentation (StyleAug) module to implement this idea. Furthermore, we present a Self-Supervised Learning (SSL) module to ensure the predictions of style-augmented images are semantically similar to the unchanged ones. This avoids the potential semantic drift problem in exchanging the styles. Extensive experiments on two CD-FSL benchmarks show the effectiveness of our method. Our codes and models will be released.

1 Introduction

Deep learning has achieved remarkable success in many visual tasks while training a deep neural network still relies on a large amount of manually annotated data. To this end, few-shot learning (FSL) \cite{vinyals2016matching, snell2017prototypical, yan2018uncertainty, lee2018mean, gall2017factorized}, which aims at endowing the model with the ability to learn from a few labeled examples, has attracted numerous research interests in recent years.

Generally, existing algorithms simplify the FSL problem by assuming that the target data come from the same domain as the source data. Unfortunately, this does not always hold in real-world applications. Consequently, this inspires the recent study on cross-domain few-shot learning (CD-FSL), which aims at learning FSL models across different visual domains. Typically, the CD-FSL transfers the knowledge from general nature images of many labeled examples to novel domain-specific target categories of only a few labeled examples.

This paper studies the extremely challenging CD-FSL task, where only a single source domain is provided for training. Critically, one key challenge comes from the huge data shift and visual difference between source and novel target domains, which are typically in the form of totally different visual styles.
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Figure 1: The illustration of our motivations. 1) Given the training data with limited style as shown in Figure (a), Figure (c) indicates that when the visual appearances of the same categories change a lot, the human vision system is still able to recognize the correct categories while models are likely to fail due to the domain gap issue. 2) Figure (b) shows that the wavelet transform decomposes the low-frequency (shape and style) and high-frequency (texture) components. When the shapes of two input images are the same, the styles of these images can be transferred by simply exchanging the low-frequency components.

Visual styles. This makes it nontrivial to directly extend the classical FSL methods to address the CD-FSL tasks [8]. In particular, a model trained on a single source domain of limited style diversity is likely to fail to recognize the novel target images with various visual styles changes. In contrast, the vision systems of humans are robust to different visual styles. For example, Figure 1(a) shows the training data with a limited style of “basketball” and “tennis”. When it comes to recognizing the same class categories with quite different visual appearances, we humans can still classify the target images correctly by leveraging prior knowledge while the models will likely fail due to domain shift issue as in Figure 1(c). To mimic such ability of our biological vision systems, it is necessary to encourage the CD-FSL models to be insensitive to visual styles. Inspired by such observations, our first insight is to solve CD-FSL from a novel perspective – spanning the distributions of the source domain by augmenting the styles of the source images. Critically, such an idea has less been explored in previous CD-FSL works [54, 24, 44, 16, 51, 21, 37, 29, 70].

To this end, we propose to utilize wavelet transform to decompose the low-frequency components such as shape and style and high-frequency components e.g., texture. As illustrated in Figure 1(b), the images of the “basketball” and “tennis” share the same shape while having different styles and textures. After applying the wavelet transform, the shape and style are reflected in low-frequency components, while the texture is conveyed from the high-frequency components. Our second insight is that when the shape of two input images is the same, the styles of these two images can be well transferred by simply exchanging their low-frequency components. This inspires us to augment the styles by modifying the low-frequency components. Unfortunately, it is generally impractical to directly swap the low-frequency components of two images, as our source images have various complex shapes. Alternatively, we present a novel style augmentation (StyleAug) module by reformulating the adaptive instance normalization (AdaIN) [28]. Particularly, our StyleAug module utilizes an AdaIN based operation to exchange the styles of two low-frequency components. Besides, a recent study [20] suggests that texture plays a critical role in image classification, our method thus maintains the high-frequency components unchanged to preserve the texture information. The style-augmented low-frequency components and the initial decomposed high-frequency components can reconstruct the augmented overall feature by applying the inverse wavelet transform. Furthermore, augmenting styles will inevitably incur the problem of semantic drift. Thus, we present a novel self-supervised learning (SSL) module to ensure the predictions of the style-augmented images are semantically similar to the unchanged ones.
Formally, in this paper, a novel wavelet based Style Augmentation Network (wave-SAN) is proposed for CD-FSL. Our model is composed of two basic modules – feature extractor and FSL classifier, and four novel modules – wavelet transform, inverse wavelet transform, StyleAug module, and SSL module. We employ the meta-learning mechanism which has been the recipe for FSL and randomly sample two episodes to perform the style augmentation. Concretely, the styles of these two episodes are exchanged by inserting our wavelet transforms and StyleAug module into the feature extractor. Then, both the style-augmented episodes and the unchanged episodes are fed into the FSL classifier to obtain their predictions and corresponding FSL losses. Finally, the FSL classification losses and the consistency loss calculated by our SSL module together help optimize our model.

Contributions. We summarize our main contributions: 1) We propose to address the domain shift problem in CD-FSL by spanning the distributions of source styles. 2) The wavelet transform is introduced to decompose the low-frequency and high-frequency components. To the best of our knowledge, it is the first time that wavelet is used for the FSL, especially the CD-FSL task. The experimental results show that augmenting styles on the low-frequency components is better than on the overall visual feature. 3) Finally, all the key modules in our wave-SAN – wavelet transforms, StyleAug module, and SSL module do not need any learnable parameters, thus making our wave-SAN complementary to other CD-FSL methods via a plug-and-play manner.

2 Related Work

Few-Shot Learning. There are roughly three types of FSL methods: 1) metric-learning based methods [49, 57, 52, 19] comparing the similarity between support and query images; 2) optimization-based methods [15, 43, 45, 46, 34] learning to finetune the trained model with few examples; and 3) data augmentation based methods [9, 36, 25] learning to augment images. Generally, these methods assume that the source and target data come from the same domain, thus the performance is degraded in cross-domain FSL setting [8].

Cross-Domain Few-Shot Learning. Several efforts have been made to address the CD-FSL task recently. FWT [54], BSCD-FSL [24], STARTUP [44], and Meta-FDMixup [16] mainly aim at thoroughly defining the benchmarks and settings for CD-FSL. As a result, learning CD-FSL under single/multiple source domain and with no/unlabeled/labeled target data settings are proposed. Besides, semantic labels are introduced by TriAE [21] to construct a joint feature space. Some other tentative attempts include [51, 1, 11, 37, 38, 64, 59, 29, 5, 70, 6]. Among them, LRP [51] uses the explanation results generated by [2] to guide the learning process. ATA [59] mainly constructs more challenging training episodes via adversarial task augmentation. ConFT [11] and NSAE [37] tackle the CD-FSL by utilizing contrastive loss and enhancing noises, respectively. Since ConFT and NSAE need to be fine-tuned on the target images, they both require additional computational cost and inference time. In contrast, our wave-SAN tackles CD-FSL by spanning distributions of source styles, which is directly used for inference without any fine-tuning.

Data Augmentation. Vanilla methods include random cropping, rotation, flipping, and color jittering [33, 67, 7]. Recently, many mixup-based algorithms [68, 56, 66] that mix the images and the labels simultaneously have emerged. Different from these methods, we augment the styles while keeping the semantic label unchanged. MixStyle [72] which mixes styles for domain adaptation is the most similar work to us. However, our wave-SAN augments the styles upon the low-frequency components rather than overall visual features.

Deep Learning in Frequency Domains. It has been widely explored in various applications including superresolution [3, 23, 39, 13], deblurring [73, 31, 18], denoising [31], compression [35, 22], classification [17, 47, 61], semantic segmentation [63, 40], and style transfer [65, 30, 14, 48]. These methods typically utilize the frequency information extracted by wavelet [62, 69] and Fourier transform [4], and then learn to reconstruct the signals. Recently, frequency-based methods have been utilized for style transfer [65], and image segmentation [63]. Different from these works, we introduce the wavelet to bridge the domain gap of CD-FSL. Particularly, the wavelet serves as the tool to decompose the low-frequency and high-frequency components from all features in our wave-SAN. The key innovation of our method lies in augmenting the style distributions of source data by swapping the “styles” of the low-frequency components thus narrowing the domain gap in CD-FSL. Besides, our purpose of maintaining the high-frequency components unchanged is to keep
the texture from being destroyed for a better classification ability which has less been considered in previous attempts.

3 Methodology

Problem Setup. Given source $D_S = \{I_i, y_i\}, y_i \in C_s$ and a novel target dataset $D_t = \{I_i, y_i\}, y_i \in C_t, C_s \cap C_t = \emptyset$. The task of CD-FSL supposes that $D_s$ and $D_t$ come from different domains. The source classes in $C_s$ have sufficient labeled images, while the target classes $C_t$ have few labeled images per class. The task is to learn a model from $D_s$ which can be well generalized to the class $C_t$ in $D_t$ with only few labeled instances.

Our model is trained via an episode-based strategy. To simulate the scenarios of few-shot instances in testing, meta-learning randomly samples an episode. An episode consists of a support set $S$ and a query set $Q$. Our goal is to classify the labels of query images according to the support set. In an $n$-way-$k$-shot problem, we randomly sample $n$ classes. For each selected class, $k$ labeled images are randomly sampled to construct the support set and another $q$ images are randomly sampled as queries. Formally, $S = \{I_i, y_i\}_{i=1}^{n \times k}, Q = \{I_i, y_i\}_{i=1}^{n \times q}$.

Method Overview. The overall of our wavelet based style augmentation network (wave-SAN) is summarized in Figure 2. Generally, a dual-episode sampling method is adopted to better explore the dataset diversity of the source dataset. Particularly, for each meta-training step, we randomly sample two episodes $A$ and $B$ from the $D_s$ as the input. In particular, the forward process for these two episodes is completely symmetric, and all the modules with parameters are shared. Specifically, our wave-SAN is mainly composed of six components: feature extractor $\mathcal{F}_\theta$, FSL classifier $G_\phi$, Discrete Wavelet Transform (DWT) layer, Inverse Wavelet Transform (IDWT) layer, Style Augmentation (StyleAug) module $\mathcal{M}_{SA}$, and Self-Supervised Learning (SSL) module $\mathcal{M}_{SSL}$, where $\theta$ and $\phi$ indicate the learnable parameters. More concretely, feature extractor $\mathcal{F}_\theta$ extracts features $F$ from the episode input. FSL classifier $G_\phi$ predicts the probabilities $P$ that the query images belong to the $n$ support categories. Note that $P \in \mathbb{R}^{nq \times n}$, again, $n$ is the number of categories in the episode, and $nq$ denotes the number of query images contained in the query set. Wavelet transform layer DWT decomposes the overall feature $F$ into a low-frequency component $F_{low}$ and high-frequency components $F_{high}$. Correspondingly, the inverse wavelet transform takes the $F_{low}$ and $F_{high}$ as input and recovers the overall feature $F$. Our StyleAug module $\mathcal{M}_{SA}$ is designed to augment the source domain by exchanging the styles of two episodes, thus making the model insensitive to various styles. SSL module $\mathcal{M}_{SSL}$ forces the probabilities of augmented episode $P_{SA}$ to be the same with the initial prediction $P_0$ by using a Kullback-Leibler (KL) divergence loss as the regularization for consistency. It is worth mentioning that all the modules proposed by us including DWT, IDWT, $\mathcal{M}_{SA}$, and $\mathcal{M}_{SSL}$ do not introduce any additional learnable parameters; thus our method is complementary to other methods via a plug-and-play manner.

Augmentation Strategy. Here we use episode $A$ to help introduce our pipeline. Given $A$, we feed it into the $\mathcal{F}_\theta$ and $G_\phi$ to obtain its predictions $P_{A_0}$. This process is shown by the black arrows in Figure 2. Apart from the $P_{A_0}$, that takes the initial episode features as the input, to improve the generalization of our model, we augment the styles of the episode and force the model to learn under such circumstances. Concretely, for the overall features $F_A$ extracted by the blocks of $\mathcal{F}_\theta$, e.g., block1, we first apply DWT to extract the low-frequency component $F_{A_{low}}$ and high-frequency components $F_{A_{high}}$. Then, $\mathcal{M}_{SA}$ is used to augment the styles of the $F_{A_{low}}$ by replacing the original styles of $F_{A_{low}}$, by that of $F_{B_{low}}$, generating the style-augmented low-frequency component $\hat{F}_{A_{low}}$. After that, the $\hat{F}_{A_{low}}$ and the $F_{A_{high}}$ are used to recover the style-augmented overall feature $\hat{F}_A$ via the IDWT. The $\hat{F}_A$ is further fed into the subsequent block. This process is repeated until the final feature representation is obtained. Then, $G_\phi$ is used to generate the style-augmented predictions $P_{A_{SA}}$. This process is shown by the green arrows.

Loss Functions. By calculating cross entropy between $P_{A_0}$ and $P_{A_{SA}}$ against ground-truth, we have the loss $\mathcal{L}_{A_0}$ and $\mathcal{L}_{A_{SA}}$. Besides, though styles are augmented, we expect the predictions on semantic labels are not effected. To this end, $\mathcal{M}_{SSL}$ forces the predictions $P_{A_{SA}}$ and $\hat{F}_A$ to generate an SSL consistency loss $\mathcal{L}_{A_{SSL}}$. The same operations are applied for episode $B$, resulting in other two FSL losses $\mathcal{L}_{B_0}$, $\mathcal{L}_{B_{SA}}$ and one consistency loss $\mathcal{L}_{B_{SSL}}$. These losses are used to train our model.
Figure 2: **Overview of our wave-SAN network.** In the network, a dual-episode sampling mechanism is adopted. For each episode, two predictions are generated. One is obtained by directly feeding the episode into the feature extractor and FSL classifier (black arrows), while the other one is obtained by taking the style-augmented features as input (green or orange arrows). The style augmentation is implemented by the proposed StyleAug module which exchanges the styles of two low-frequency components decomposed by wavelet transform. Then an SSL module is introduced for keeping these two predictions similar.

### 3.1 Network Modules

**Wavelet Transforms:** Totally two wavelet transform layers are introduced into our model. The illustration of the wavelet transform DWT is shown in Figure 3(a). DWT decomposes the input feature map $F$ into a low-frequency component $F_{low}$ and three high-frequency components $F_{high}$. The size of the feature map $F_{low}$ and $F_{high}$ is 1/2 of $F$. Generally, $F_{high}$ conveys the texture of the input images. In this example, the edges of the dog can be clearly observed. While the shape and style are mainly maintained in the low-frequency component $F_{low}$.

The illustration of the inverse wavelet transform IDWT is given in Figure 3(b). Given low-frequency component $F_{low}$ and high-frequency components $F_{high}$, IDWT is able to reconstruct the original input $F$. Notably, DWT and the IDWT transforms are strictly invertible. We benefit from this characteristic in three ways: 1) The transforms do not lose any information; 2) The decomposition of $F_{low}$ and $F_{high}$ makes us enable to handle them separately; 3) Since the size of the input and output are the same, we can perform plug and play well.

Note that in the proposed framework, any algorithms which can serve as the tool for decomposing and reconstructing the high-frequency and low-frequency components can be used. In this paper, the most classical Haar algorithm thus is introduced as our wavelet transforms $DWT$ and $IDWT$. The details of how the Haar works are given in the supplementary materials.
**StyleAug Module:** Our $M_{SA}$ is an AdaIN [28] based module. Given a content $x_a$ and a style image $x_b$ ($x_a, x_b \in \mathbb{R}^{B \times C \times H \times W}$), it transfers the style of $x_a$ towards that of $x_b$ by aligning mean and variance of $x_a$ to those of $x_b$:

$$\text{AdaIn}(x_a, x_b) = \sigma(x_b) \frac{x_a - \mu(x_a)}{\sigma(x_a)} + \mu(x_b),$$

where $\mu(x)$ and $\sigma(x)$ stand for the mean and variance of the input $x$, respectively. Both of them are computed across the spatial dimensions:

$$\mu_{b,c}(x) = \frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} x_{b,c,h,w}$$

$$\sigma_{b,c}(x) = \sqrt{\frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} (x_{b,c,h,w} - \mu_{b,c}(x))^2 + \epsilon}.$$  

Since a large part of the domain gap is due to style shifts, we propose to augment the source domain by exchanging the styles of two episodes. By virtue of such a way, the style diversity of the source dataset is well utilized to augment the initial source domain, improving the generalization ability of the model.

Our $M_{SA}$ is illustrated in Figure 3(c). Formally, given two feature maps $x_A$ and $x_B$, $M_{SA}$ generates the style-augmented feature maps $\bar{x}_A$ and $\bar{x}_B$ as,

$$\bar{x}_A = \sigma(x_B) \frac{x_A - \mu(x_A)}{\sigma(x_A)} + \mu(x_B)$$

$$\bar{x}_B = \sigma(x_A) \frac{x_B - \mu(x_B)}{\sigma(x_B)} + \mu(x_A)$$

The $\mu()$ and $\sigma()$ are defined in Eq. 2 and Eq. 3 respectively. We augment styles upon low-frequency components, i.e., $x_A = F_{A_{low}}$, $x_B = F_{B_{low}}$, resulting in the style-augment low-frequency components $\bar{F}_{A_{low}}$ and $\bar{F}_{B_{low}}$.

**SSL Module:** To eliminate the potential semantic drift problem caused by the StyleAug module, an SSL module is introduced here. Since we expect that augmenting styles will not change the semantic meanings of images, the prediction of the style-augmented episode $P_{SA}$ and the initial prediction $P_0$ should be principally similar with each other.

The KL divergence loss is introduced as our consistency loss. We first obtain the average probability $P_{avg}$ of these two predictions, and then we calculate the KL losses $KL(P_{SA}, P_{avg})$ and $KL(P_0, P_{avg})$. Finally, the average of these two KL losses is used as the final consistency loss $L_{SSL}$. Formally, $L_{SSL}$ is defined as:

$$L_{SSL} = \frac{1}{2} (KL(P_{SA}, P_{avg}) + KL(P_0, P_{avg}))$$

$$KL(P^1, P^2) = \frac{1}{Bn} \sum_{i=1}^{B} \sum_{j=1}^{n} P^1_{i,j} \log \frac{P^1_{i,j}}{P^2_{i,j}}.$$  

where $P^1, P^2 \in \mathbb{R}^{nq \times n}, B = nq$. Empirically, comparing with calculating the KL loss between $P_{SA}$ and $P_0$ directly, our manner is easier for the model to converge. By using $M_{SSL}$, we obtain consistency losses $L_{A_{SSL}}$ and $L_{B_{SSL}}$.

### 3.2 Network Training and Inference

**Network Training:** The loss function is finally composed of two initial FSL losses $L_{A_0}, L_{B_0}$, two style-augmented FSL losses $L_{A_{SA}}, L_{B_{SA}}$, and two SSL consistency loss $L_{A_{SSL}}, L_{B_{SSL}}$. The final loss function $L$ is defined as follows, and the $k_1$ and $k_2$ are two hyperparameters.

$$L = \frac{1}{2} [k_1 (L_{A_0} + L_{B_0}) + k_2 (L_{A_{SA}} + L_{B_{SA}}) + L_{A_{SSL}} + L_{B_{SSL}}]$$
Network Testing: The proposed DWT, IDWT, \( M_{SA} \), and \( M_{SSL} \) are employed to help improve the generalization ability of models during meta-training phase. In fact, all these four modules are directly discarded during testing phase. Thus, our testing process is very simple. For each episode, we simply feed the testing episode into the feature extractor \( F_{\theta} \) and the FSL classifier \( G_{\phi} \) to obtain its prediction. The class with the highest probability will be the predicted label.

4 Experiments

Datasets. Totally two CD-FSL benchmarks are used in our experiments. For convenience, we denote the benchmark proposed in FWT [54] and BSCD-FSL [24] as FWT’s benchmark and BSCD-FSL benchmark, respectively. Both of them contain five datasets and use the mini-Imagenet [12] as the source dataset. For FWT’s benchmark, CUB [58], Cars [32], Places [71], and Plantae [55] serve as the target datasets, respectively. For BSCD-FSL benchmark, ChestX [60], ISIC [53, 10], EuroSAT [27], and CropDisease [42] are selected as the target datasets. We follow the splits provided by FWT and BSCD-FSL.

Network Components. To make a fair comparison, ResNet-10 [26] is selected as our feature extractor \( F_{\theta} \), and GNN [19] is selected as our FSL classifier \( G_{\phi} \). We divide the Resnet-10 into 4 blocks and one last fully connected (FC) layer, and insert our DWT, \( M_{SA} \), and IDWT after block1, block 2, and block 3. Our SSL module \( M_{SSL} \) is applied after the FSL classifier.

Implementation Details. We adopt a two-stage training strategy. Firstly, the \( F_{\theta} \) is pretrained by performing the standard classification task which is minimized by the cross-entropy loss. Then, we meta-train the whole model. Again, only source data is used for both training stages. We set the \( k_1 = 0.2, k_2 = 0.8 \). Adam is used as the optimizer. It takes 400 epochs for the pretraining stage and 200 episodes for the meta-training stage.

Evaluation Metric. We conduct experiments on 5-way-1-shot and 5-way-5-shot settings. In testing, 1000 episodes are randomly sampled from the target dataset to evaluate the model. The mean classification results are reported.

4.1 Main Results

Baselines and Competitors. We compare our wave-SAN with three groups of baselines and competitors: (1) classical few-shot learning (FSL) methods; (2) data augmentation and SSL (Aug & SSL) methods; (3) cross-domain few-shot learning (CD-FSL) methods. For classical FSL methods, three metric-learning based methods: RelationNet [52], MatchingNet [57], and GNN [19] are included. For Aug & SSL methods, following the basic idea of data-augmentation based self/semi-supervised learning methods – augmenting the input data while keeping their semantic labels unaffected, e.g. FixMatch [50], we propose several naive but reasonable competitors: Gaussian Noise, ImgAug-weak, and ImgAug-strong. Besides, the MixStyle [72] is also considered. The pipeline for these competitors is similar to ours, where the ResNet-10 is used as the feature extractor and GNN is used as the FSL classifier. An episode \( A \) is randomly sampled per training step, then augmentation is applied to generate a new episode \( A_{aug} \). Both \( A \) and \( A_{aug} \) are used to conduct FSL tasks resulting in the predictions \( P_{A_0}, P_{A_{aug}} \) and losses \( L_{A_0}, L_{A_{aug}} \). Besides, we use our \( M_{SSL} \) to calculate the KL loss \( L_{ASSL} \) between \( P_{A_0} \) and \( P_{A_{aug}} \). Finally, \( L_{A_0}, L_{A_{aug}}, \) and \( L_{ASSL} \) are used to meta-train the model together.

For the Gaussian Noise baseline, we randomly add the Gaussian noises to the input images of the episode A. For the ImgAug-weak and ImgAug-strong, a combination of random cropping, color jittering, random rotation, random grayscale, and gaussian blur is applied. The ImgAug-strong has a higher degree of augmentation than ImgAug-weak. As MixStyle [72] is originally proposed for domain adaption, we adapt it for CD-FSL in the comparison. The implementation details are in supplementary materials.

For CD-FSL methods, four recently proposed methods including FWT [54], LRP [51], ATA [59], and Meta-FDMixup [16] are introduced as our competitors. All of them are built on the basis of ResNet-10 and GNN. For fair comparisons, all these methods are implemented under the same setting as our method, i.e., training with single source domain. Note that despite the original Meta-FDMixup using both source and target data for training, it can be directly adapted to our setting by simply sampling two episodes from the source dataset as the input. In addition, there are also several other CD-FSL methods, e.g., STARTUP [44], TriAE [21], ConFT [11], and NSAE [27]. These methods
either require information from target domains (e.g., unlabeled target images, semantic labels) for training or require target images for fine-tuning during inference, which makes it unfair to compare our model with them. Hence, we do not make these methods as our competitors.

Results on FWT’s Benchmark. Table I summarizes the performance comparison of 5-way-1-shot and 5-way-5-shot CD-FSL tasks on FWT’s benchmark. From the results, we have the following observations. 1) Firstly, our wave-SAN models outperform all the classical FSL methods, Aug & SSL methods, and CD-FSL methods in most cases. Specifically, our “GNN + wave-SAN” achieves 50.25%, 33.55%, 57.75%, and 40.71% on CUB, Cars, Places, and Plantae under the 5-way-1-shot setting, improving the GNN baseline up to 4.56%, 1.76%, 4.65%, and 5.11%, respectively. The superior performance of our methods demonstrates that the proposed style expansion is effective in narrowing the domain gap between the source and target datasets in CD-FSL. In addition, our “GNN + wave-SAN” also achieves the best results on the source test set (i.e., mini-Imagenet). Concretely, worth mentioning is that though both our method and MixStyle perform style augmentations, the results demonstrate that augmenting the styles is more effective in addressing the CD-FSL problem compared to other global augmentation methods. Another point worth mentioning is that though both our method and MixStyle perform style augmentations, the
performance of MixStyle is inferior to our wave-SAN. The results basically indicate the superiority of augmenting styles upon low-frequency components rather than overall features.

As for the CD-FSL competitors, in general, all the FWT, LRP, ATA, and MetaMixup perform better than the GNN. The performances of FWT, LRP, and ATA are not difficult to understand since they are specifically designed for recognizing novel classes for CD-FSL with only a source dataset. We note that the Meta-FDMixup also improves the GNN in many cases when the input episodes are sampled from source images only. This demonstrates that the source domain itself has a certain degree of visual diversity. This inherent but limited diversity is well explored by our model by taking advantage of them to augment the source styles. When comparing our wave-SAN to these CD-FSL competitors, our method shows obvious advantages in most cases. Our superiority on other target datasets in turn shows the most key challenge of CD-FSL lies in the style shift between source and target domains. By tackling this problem directly, our method improves the generalization ability of the model more effectively.

**Results on BSCD-FSL Benchmark.** We further compare our wave-SAN against FSL and CD-FSL competitors on the BSCD-FSL benchmark. Results are reported in Table 2. Overall, the target datasets in this benchmark are more challenging than those of FWT’s benchmark. Especially, the most challenging target dataset - ChestX can only have the recognition accuracy at 25.63%. This puts higher demands on the generalization ability of the models.

| 1-shot | ChestX   | ISIC     | EuroSAT  | CropDisease |
|--------|----------|----------|----------|-------------|
| MatchingNet [57] | 20.91±0.30 | 29.46±0.56 | 30.67±0.88 | 48.47±1.01 |
| RelationNet [52] | 21.94±0.42 | 29.69±0.60 | 56.28±0.82 | 56.18±0.85 |
| GNN [19] † | 22.00±0.46 | 32.02±0.66 | 63.69±1.03 | 64.48±1.08 |
| FWT [54] | 22.04±0.44 | 31.58±0.67 | 62.36±1.05 | 66.36±1.04 |
| LRP [51] | 22.11±0.20 | 30.94±0.30 | 54.99±0.50 | 59.23±0.50 |
| ATA [59] | 22.10±0.20 | 33.21±0.40 | 61.35±0.50 | 67.47±0.50 |
| Meta-FDMixup [16] | 22.26±0.45 | 32.48±0.64 | 62.97±1.01 | 66.23±1.03 |
| GNN + wave-SAN | 22.93±0.49 | 33.35±0.71 | 69.64±1.09 | 70.80±1.06 |
| FWT + wave-SAN | 22.39±0.46 | 33.09±0.69 | 65.50±1.09 | 69.65±1.04 |

| 5-shot | ChestX   | ISIC     | EuroSAT  | CropDisease |
|--------|----------|----------|----------|-------------|
| MatchingNet [57] | 22.56±0.36 | 34.38±0.52 | 66.80±0.76 | 58.73±1.03 |
| RelationNet [52] | 24.34±0.41 | 37.07±0.52 | 68.08±0.69 | 75.33±0.71 |
| GNN [19] † | 25.27±0.46 | 43.94±0.67 | 83.64±0.77 | 87.96±0.67 |
| FWT [54] | 25.18±0.45 | 43.17±0.70 | 83.01±0.79 | 87.11±0.67 |
| LRP [51] | 24.53±0.30 | 44.14±0.40 | 77.14±0.40 | 86.15±0.40 |
| ATA [59] | 24.32±0.40 | 44.91±0.40 | 83.75±0.40 | 90.59±0.30 |
| Meta-FDMixup [16] | 24.52±0.44 | 44.28±0.66 | 80.48±0.79 | 87.27±0.69 |
| GNN + wave-SAN | 25.63±0.49 | 44.93±0.67 | 85.22±0.71 | 89.70±0.64 |
| FWT + wave-SAN | 25.27±0.47 | 46.00±0.72 | 84.84±0.68 | 91.23±0.53 |

Table 2: Comparative results (%) on BSCD-FSL benchmark. 5-way-1-shot and 5-way-5-shot settings are conducted. † indicates the results are reproduced by ourselves. Among all the baselines and competitors, our wave-SAN models based on the GNN and the FWT achieves the best result.

Under such a huge domain gap, the performance improvements gained from existing CD-FSL methods (i.e., FWT, LRP, ATA, Meta-FDMixup) are somehow limited and even some dropping can be observed. This may be because that they need to take advantage of the visual correlation between source and target more or less. For example, FWT expects that the hyperparameters of batch normalization layers manually tuned on the source domain can still work for the target datasets; LRP relies on the results of the explanation map generated by [2], which is highly related to the visual information. In contrast, under the 5-way-1-shot setting, our “GNN + wave-SAN” still improves the GNN by 0.93%, 1.33%, 5.95%, and 6.32% for ChestX, ISIC, EuroSAT, and CropDisease datasets, respectively. This indicates that no matter what the target dataset is, the style shift problem is the fundamental issue for CD-FSL. By tackling this problem directly, our “GNN + wave-SAN” and “FWT + wave-SAN” boost the vanilla GNN and FWT steadily on different target datasets.
4.2 Ablation Studies

We conduct experiments to show the effectiveness of each proposed component, especially the necessity of introducing wavelet transforms into our method. The results on the FWT’s benchmark under the 5-way-1-shot setting are reported in Table 3. The base model is GNN (first line in the table). For the second line without DWT & IDWT, we apply our $M_{SA}$ upon the overall feature representation extracted from the blocks. For a fair comparison, it is inserted after the first three blocks. The third line and the last line indicate our model without $M_{SSL}$ and our full wave-SAN model, respectively.

| DWT & IDWT | $M_{SA}$ | $M_{SSL}$ | CUB | Cars | Places | Plantae |
|------------|----------|-----------|-----|------|--------|---------|
| X          | X        | X         | 45.69±0.68 | 31.79±0.51 | 53.10±0.80 | 35.60±0.56 |
| X          | ✓        | ✓         | 47.99±0.72 | 33.00±0.57 | 56.71±0.83 | 38.44±0.61 |
| ✓          | ✓        | X         | 48.83±0.72 | 33.01±0.59 | 56.99±0.80 | 38.97±0.64 |
| ✓          | ✓        | ✓         | 50.25±0.74 | 33.55±0.61 | 57.75±0.82 | 40.71±0.66 |

Table 3: Effectiveness of each component of our method. We report the results (%) on the FWT’s benchmark under the 5-way-1-shot setting.

Overall, the full wave-SAN model performs best among all the variations. The contribution of the wavelet transforms can be concluded by comparing the second line with our full model. These two comparative experiments demonstrate that augmenting the styles upon the low-frequency components is better than upon the overall features. This further justifies the advantage of keeping the high-frequency components unchanged. In addition, since the wavelet transforms are completely reversible, applying DWT & IDWT alone is equivalent to the GNN. Thus, by comparing the first line and the third line, we show the effectiveness of our $M_{SA}$. The $M_{SSL}$ also contributes to our full model which can be observed by comparing the last two lines.

Furthermore, we conduct more ablation experiments to evaluate our method. Particularly, in the supplementary materials, we include the experiments of class selection strategy for dual episodes, using different wavelet transforms, trying which blocks are the best to augment the styles, and validating the choices of the hyper-parameters $k_1$ and $k_2$, etc.

4.3 Visualization

To intuitively show how our method improves the generalization ability of the FSL model, we visualize the learned features via t-SNE in Figure 4. Concretely, the representations encoded by the feature extractor are projected into a 2D space. We compare our GNN based wave-SAN against the vanilla GNN model.

Figure 4: T-SNE visualization results. A comparison of our wave-SAN and GNN on the mini-Imagenet and four target datasets is given. For each dataset, five categories are randomly sampled. Different colors indicate different categories.
From the results, it can be observed that the overall distributions of these two models are similar, which indicates our method doesn’t affect the semantic label of the source images. Besides, compared to GNN, the distribution of each category are indeed more dispersed in wave-SAN as expected. In addition, for target datasets, our wave-SAN enlarges inter-class distances (e.g., CUB, Cars, Places, and Plantae) and reduces the intra-class distances (e.g. CUB), hence making it easier for the model to recognize the target categories.

5 Conclusion

In this paper, we propose to tackle the data shift problem of CD-FSL by spanning the style distributions of the source domain. This perspective has not been directly investigated in previous works. Technically, a novel wave-SAN model which is mainly composed of wavelet transforms, a StyleAug module, and an SSL module is proposed. These modules together augment the source styles without the requirement of learnable parameters. Experimental results demonstrate that our model improves the generalization ability of FSL models and also boosts other CD-FSL models in a plug-and-play manner. Furthermore, our model has the merit of dealing with large visual styles shift. Principally, the core idea of our method can be used as a general solution to narrow the domain gap. However, we have not yet conducted experiments to further validate this for general domain adaptation. This could be our future work.
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A Implementation Details

A.1 Haar Wavelet Transforms

Given the input $F$, the 2D Haar wavelet defines four kernels $k_{LL}$, $k_{LH}$, $k_{HL}$, and $k_{HH}$ to extract the low-frequency and high-frequency components. More specifically, we have:

$$
k_{LL} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}, \quad k_{LH} = \begin{bmatrix} -1 & -1 \\ 1 & 1 \end{bmatrix}, \quad k_{HL} = \begin{bmatrix} -1 & 1 \\ -1 & 1 \end{bmatrix}, \quad k_{HH} = \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}.
$$

(9)

Sliding the kernels across the input $F$ results in four subbands $F_{LL}$, $F_{LH}$, $F_{HL}$, and $F_{HH}$, respectively. In this paper, we have $F_{\text{low}} = F_{LL}$, $F_{\text{high}} = [F_{LH}, F_{HL}, F_{HH}]$. Due to the reversibility of Haar, the input $F$ can completely be reconstructed by the IDWT. That is, $F = \text{IDWT}(F_{\text{low}}, F_{\text{high}})$.

A.2 Aug & SSL Competitors.

We provide the implementation details for the Aug & SSL competitors compared in our work including “Gaussian Noise”, “ImgAug-weak”, “ImgAug-strong”, and “MixStyle”. The pipeline for the first three methods is illustrated in Figure 5. Overall, for each iteration, we randomly sample an episode $A$ as the input, then specific augmentation is applied to the $A$ resulting in the augmented episode $A_{aug}$. Both the $A$ and the $A_{aug}$ are fed into the feature extractor and the FSL classifier to obtain their predictions $P_A$ and $P_{A_{aug}}$, respectively. Finally, our SSL module is used to calculate the consistency loss between these two predictions generating the $L_{A_{SSL}}$. These three losses $L_A$, $L_{A_{aug}}$, and $L_{A_{SSL}}$ together help optimize the model. Again, for fair comparisons, ResNet-10 and GNN are adopted as the feature extractor and the FSL classifier, respectively. The details of the augmentation operation for these three methods are given in Table 4.

![Figure 5: The pipeline of Aug & SSL methods.](image)

| Method          | Operations                                           |
|-----------------|------------------------------------------------------|
| Gaussian Noise  | $0.2 \times \text{Gaussian Noise}(1,1,1,224,224)$  |
| ImgAug-weak     | RandomResizedCrop()                                  |
|                 | ImageJitter($s=0.5$)                                 |
|                 | RandomRotation(degree=$30$)                          |
|                 | RandomGrayscale(probability=$0.1$)                   |
|                 | GaussianBlur()                                       |
| ImgAug-strong   | RandomResizedCrop()                                  |
|                 | ImageJitter($s=1$)                                   |
|                 | RandomRotation(degree=$90$)                          |
|                 | RandomGrayscale(probability=$0.3$)                   |
|                 | GaussianBlur()                                       |

Table 4: Augmentation details of our Aug & SSL methods.

As for the MixStyle [72], since it mixes the styles of two input images, we randomly sample two episodes $A$ and $B$ as the input. Thus, the overall pipeline for MixStyle is similar to ours. We illustrate
how the augmentation is done by MixStyle. Formally, take episode $A$ as an example, the style-mixed episode $\tilde{A}$ is obtained as follows,

$$
\sigma_{\text{mix}} = \lambda \sigma(x_A) + (1 - \lambda) \sigma(x_B) 
$$

$$
\mu_{\text{mix}} = \lambda \mu(x_A) + (1 - \lambda) \mu(x_B) 
$$

$$
\tilde{x}_A = \sigma_{\text{mix}} \frac{x_A - \mu(x_A)}{\sigma(x_A)} + \mu_{\text{mix}}
$$

where the $\sigma$ and $\mu$ means the deviation and the mean of the feature map; the $x_A$ and $x_B$ denotes the features of episode $A$ and $B$, respectively; $\lambda$ is the mixing ratio sampled from the Beta distribution i.e. $\lambda \in \text{Beta}(\alpha, \alpha)$. According to its paper, the styles of these two episodes are mixed with a activation probability of $p$, $p = 0.5$. Besides, such a mixing operation is applied after the block1, block2, and block3.

**B Ablation Studies**

**B.1 Analysis of Different Frequency Components.**

Since the style is mainly conveyed in the low-frequency components, a simple solution is using high-frequency components alone to address the cross domain few-shot classification problem. To demonstrate such simple solution is inferior to the proposed method, we compare our wave-SAN against with the baselines that use high-frequency (HF) components and low-frequency (LF) components alone, respectively. We report the 5-way-5-shot results on FWT’s benchmark in Table 2.

| Methods   | Cub    | Cars   | Places | Plantae |
|-----------|--------|--------|--------|---------|
| HF only   | 66.38±0.68 | 45.42±0.64 | 73.74±0.65 | 52.44±0.59 |
| LF only   | 65.95±0.68 | 43.36±0.62 | 72.15±0.66 | 53.21±0.60 |
| wave-SAN  | 70.31±0.67 | 46.11±0.66 | 76.88±0.63 | 57.72±0.64 |

Table 5: Analysis of different frequency components. 5-way 5-shot results on the FWT’s benchmark.

The results show that both HF and LF are important for cross domain few-shot recognition, as both HF only and LF only achieve quite high performance. By using both HF and LF well, the proposed wave-SAN outperforms these two baselines that use HF only and LF only. The results suggest despite the “shift of styles” in LF leads to domain shift problem, the shape information conveyed in LF is essential for classification. Hence using HF components alone performs worse than our wave-SAN.

**B.2 Performance of different DWT Algorithms.**

As mentioned, in the proposed framework, any wavelet transforms could be used. To demonstrate the proposed wave-SAN works for different wavelet transform algorithms, we further report the performances of our method with several different wavelet transforms, including the “Daubechies”, “Coiflets”, “Biorthogonal”, and “Symlets”. The 5-way-5-shot results on FWT’s benchmark are shown in Table 6.

| Methods     | Cub    | Cars   | Places | Plantae |
|-------------|--------|--------|--------|---------|
| GNN [19]    | 62.25±0.65 | 44.28±0.63 | 70.84±0.65 | 52.53±0.59 |
| Haar        | 70.31±0.67 | 46.11±0.66 | 76.88±0.63 | 57.72±0.64 |
| Daubechies  | 70.03±0.67 | 46.81±0.63 | 77.17±0.64 | 57.44±0.66 |
| Coiflets    | 69.80±0.67 | 47.94±0.65 | 77.19±0.65 | 57.51±0.63 |
| Biorthogonal| 69.90±0.69 | 47.75±0.65 | 77.62±0.65 | 58.03±0.64 |
| Symlets     | 68.69±0.69 | 47.85±0.67 | 77.97±0.64 | 56.70±0.64 |

Table 6: The performance of wave-SAN with different wavelet transforms. 5-way 5-shot results on FWT’s benchmark are reported.
From the results, no matter which wavelet transform algorithm are used, our method has an obvious performance improvement when compared against the GNN baseline. The results indicate that our wave-SAN is robust to various wavelet transforms as long as they can serve as the tool for decomposing the high-frequency and low-frequency components.

### B.3 More Ablation Studies.

Several important ablation studies are also considered, including the class selection strategy for dual episodes, on which blocks to augment the styles, and the choices for the hyper-parameters $k_1$ and $k_2$. To answer these questions, we conduct experiments on the FWT’s benchmark and the 5-way-1-shot results are reported in Table 7.

#### Sample the dual episodes from the same class set or randomly selected class sets?

We compare our randomly sampling strategy with that of sampling the two episodes of the same class set (“same class set”). We show that our strategy is obviously better than the “same class set”. This indicates that sampling the episodes from the same categories limits the diversity of the “styles”. In contrast, exchanging the styles from different classes augments the source domain to a greater extent.

#### How many wavelet transforms should be performed?

In this paper, for each feature map extracted by the block of the feature extractor, we only apply once wavelet transform to decompose the low-frequency and high-frequency components. Factually, we can further apply the wavelet transform on the extracted low-frequency components. That is known as the multiple wavelet transforms. Notably, let $J$ denotes the number of wavelet transforms performed on a feature map, we have two characteristics: 1) no matter how much $J$, the wavelet transforms and the inverse wavelet transforms are totally reversible; 2) the larger $J$, the smaller the size of the low-frequency component, which also means that the extracted “shape” and “styles” are less. Therefore, we studied how the different combinations of $J$ on the first three blocks (denoted as $J_{list}$) will affect the final results. For example, $J_{list} = [1, 2, 3]$ means that we perform once, twice, and three wavelet transforms on the features of the first three blocks, respectively. We first observe that our choice $J_{list} = [1, 1, 1]$ is the best in most cases. Generally, comparing $J_{list} = [1, 1, 1]$, $J_{list} = [2, 2, 2]$, and $J_{list} = [3, 3, 3]$, when $J$ becomes larger, the corresponding performance decreases. This shows that more low-frequency components maintained in the feature map, more styles can be exchanged, thus resulting in better results. Therefore, for $J_{list} = [1, 2, 3]$ and $J_{list} = [3, 2, 1]$, their overall performances are also inferior to ours.

| 5-way-1-shot | CUB | Cars | Places | Plantae |
|--------------|-----|------|--------|---------|
| same episode class set VS random episode class sets |
| random class sets (ours) | 50.25 ± 0.74 | 33.55 ± 0.61 | 57.75 ± 0.62 | 40.71 ± 0.66 |
| different number of wavelet transforms $J_{list}$ |
| [1, 1, 1] (ours) | 50.25 ± 0.74 | 33.55 ± 0.61 | 57.75 ± 0.62 | 40.71 ± 0.66 |
| [2, 2, 2] | 50.24 ± 0.75 | 33.99 ± 0.61 | 58.27 ± 0.62 | 39.41 ± 0.65 |
| [3, 3, 3] | 48.60 ± 0.72 | 33.35 ± 0.60 | 56.51 ± 0.81 | 39.27 ± 0.62 |
| [1, 2, 3] | 49.74 ± 0.74 | 33.42 ± 0.59 | 57.36 ± 0.81 | 38.63 ± 0.62 |
| [3, 2, 1] | 49.31 ± 0.73 | 33.14 ± 0.57 | 57.52 ± 0.82 | 39.01 ± 0.62 |
| different blocks for StyleAug module |
| block 1 | 47.59 ± 0.71 | 32.50 ± 0.57 | 54.47 ± 0.80 | 37.15 ± 0.60 |
| block 12 | 48.34 ± 0.72 | 31.88 ± 0.55 | 56.42 ± 0.82 | 37.27 ± 0.61 |
| block 123 (ours) | 50.25 ± 0.74 | 33.55 ± 0.61 | 57.75 ± 0.62 | 40.71 ± 0.66 |
| block 1234 | 44.37 ± 0.65 | 34.11 ± 0.58 | 54.74 ± 0.79 | 37.29 ± 0.61 |
| different choices for the loss function ($k_1 : k_2$) |
| 1.0:1.0 | 47.93 ± 0.72 | 31.26 ± 0.51 | 55.40 ± 0.82 | 37.20 ± 0.58 |
| 0.8:0.2 | 48.70 ± 0.73 | 31.98 ± 0.54 | 56.73 ± 0.81 | 38.63 ± 0.62 |
| 0.5:0.5 | 48.03 ± 0.71 | 33.23 ± 0.56 | 56.15 ± 0.80 | 38.84 ± 0.61 |
| 0.2:0.8 (ours) | 50.25 ± 0.74 | 33.55 ± 0.61 | 57.75 ± 0.62 | 40.71 ± 0.66 |
| 0.0:1.0 | 49.44 ± 0.73 | 32.77 ± 0.59 | 57.39 ± 0.81 | 39.34 ± 0.62 |

Table 7: Ablation studies of our method. The results for the 5-way-1-shot setting on FWT’s benchmark are reported.

---

For the 5-way-1-shot setting on FWT's benchmark are reported.
On which blocks to perform the style augmentation? In our full wave-SAN model, the style augmentation is applied after block1, block2, and block3 (denoted as “block 123”). We also perform the style augmentation on different blocks, resulting in the variants including “block 1”, “block 12”, “block 123” (ours), and “block 1234”. For each block, the J of wavelet transform is set as 1. Overall, comparing the “block 1”, “block 12”, and “block 123”, we find that as the number of blocks increases, the performance of the model shows a steady upward trend. This again indicates that the more styles exchanged, the more robust the model to various styles. We also observe that there is a performance degradation when comparing our “block 123” with “block 1234”. This shows that the fourth block which is the top one of the feature extractor extracts more high-level semantic information. Exchanging such information may cause the semantic drift problem thus damaging the performance. These conclusions are generally consistent with that reported in the AdaIN [28].

Different choices for the hyper-parameters of the final loss function. Recall that our final loss is composed of $k_1 \cdot L_0$, $k_2 \cdot L_{aug}$, and $L_{SSL}$. Thus, we tried different choices for the hyper-parameters $k_1$ and $k_2$ with different ratios. Results show that when we increase the $k_2$ from 0 to 0.8 gradually, the performance of the model is generally positively correlated. However, when we further increase the $k_2$ to 1.0, the performance is decreased. These phenomenons show that our style-augmented episodes play a very important role on the full model, while the initial episodes still contribute by showing the model what the real source images look like.

C Visualization Results

In order to show the impact of the style augmentation intuitively, given two input images $A$ and $B$, we augment the styles of $A$ by replacing styles of the low-frequency component of $A$ by that of $B$. As shown in Figure 6, we visualize the input images $A$ (column 3) and $B$ (column 1), the initial feature map $F_A$ (column 4) and $F_B$ (column 2), the style-augmented feature map $F_{A_{aug}}$ (column 5). Besides, to better show the difference of $F_{A_{aug}}$ and $F_A$, the results of $F_{A_{aug}} - F_A$ are demonstrated in the last column. Concretely, the style augmentation is applied in the first block and the first channel of the feature map is visualized.

Figure 6: The visualization of our style augmentation. Given two images $A$ and $B$, the input images, the initial feature map $F_A$ and $F_B$, the style-augmented feature map $F_{A_{aug}}$ which is obtained by replacing the style of $F_A$ by that of $F_B$, and the results of $F_{A_{aug}} - F_A$ are displayed. Totally, five images randomly sampled from the mini-Imagenet are given.

We observe several points. 1) The basic visual information of the input images is well maintained in the feature maps $F_A$ and $F_B$, such as shape and edges. 2) Comparing the results of $F_A$ and $F_{A_{aug}}$, we notice that after performing the style augmentation, the key visual information of the image is not destroyed while the style is different from the original one. 3) The $F_{A_{aug}} - F_A$ better demonstrates the style diversity brought by our style augmentation method. Besides, by comparing $F_A$, $F_{A_{aug}}$, and $F_{A_{aug}} - F_A$ with $F_B$, we notice that the style of $F_A$ is indeed approaching that of $F_B$. This shows the effectiveness of our method.