Lower bound on size of branch-and-bound trees for solving lot-sizing problem
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Abstract

We show that there exists a family of instances of the lot-sizing problem, such that any branch-and-bound tree that solves them requires an exponential number of nodes, even in the case when the branchings are performed on general split disjunctions.

1 Introduction

1.1 Branch-and-bound procedure

Land and Doig [14] invented the branch-and-bound procedure to solve mixed integer linear programs (MILP). Today, all state-of-the-art MILP solvers are based on the branch-and-bound procedure. An important decision is formalizing a branch-and-bound procedure is to decide the method to partition the feasible region of the linear program corresponding to a node. If the partition is based on variable disjunctions, that is, the feasible region of the linear program at a given node is partitioned by adding the inequality of the form \(x_i \leq \eta\) to one child node and the inequality \(x_i \geq \eta + 1\) to the other child node where \(\eta\) is an integer, then we call the branch-and-bound tree as a simple branch-and-bound tree. On the other hand if we allow the use of more general split disjunctions of the form:

\[
\left(\pi^\top x \leq \eta\right) \lor \left(\pi^\top x \geq \eta + 1\right),
\]

where \(\pi\) is an integer vector and \(\eta\) is an integer, to create two child nodes, we call the resulting branch-and-bound tree as a general branch-and-bound tree. Clearly general branch-and-bound tree are expected to be smaller than simple branch-and-bound tree. However, in practice, MILP solvers use simple branch-and-bound trees (one reason may be to maintain the sparsity of linear programs solved at child nodes; see discussion in [8, 11]).

One way to measure the efficiency of the branch-and-bound algorithm for a given class of instances, is to estimate the size of the branch-and-bound tree to solve the instances, since the size of the branch-and-bound tree corresponds to the number of linear programs solved.
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Upper bounds on size of branch-and-bound trees. Pataki [15] showed that for certain classes of random integer programs the general branch-and-bound tree has linear number of nodes with high probability, while recently [8, 4] showed that for two different classes of random integer programs even the simple branch-and-bound tree has polynomial size (number of nodes), with good probability. The paper [10] presents upper bounds on size of simple branch-and-bound tree for the vertex cover problem.

Lower bounds on size of branch-and-bound trees. The papers [13, 5] present examples of integer programs where every simple branch-and-bound algorithm for solving them has exponential size, although these instances can be solved using polynomial-size general branch-and-bound trees; see [19, 3]. Cook et al. [6] present a travelling salesman problem (TSP) instance that requires exponential-size branch-and-bound tree to solve when using simple branching. Note that a lower bound on the size of a general branch-and-bound tree is also a lower bound on the size of a simple branch-and-bound tree. The paper [7] was the first to prove an exponential lower bound on the size of general branch-and-bound tree to prove the infeasibility of the cross-polytope. The paper [3] shows that the sparsity of the disjunctions used for branching can have a large impact on the size of the branch-and-bound tree. The paper [9] presents exponential lower bounds on the size of general branch-and-bound trees for solving a particular packing integer program, a particular covering integer program, and a particular TSP instance. This paper contributes to this literature, by showing an (worst case) exponential lower bound on the size of general branch-and-bound tree for solving lot-sizing problems.

1.2 Lot-sizing problem

In this paper, we consider the classical lot-sizing problem of determining production volumes to meet demands in $n$ periods exactly, while minimizing production cost and fixed cost of production. A lot-sizing problem with a time horizon of $n$ periods can be formulated as a mixed-integer linear program (MILP) as follows,

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{n} p_i x_i + \sum_{i=1}^{n} f_i y_i \\
\text{s.t.} & \quad \sum_{k=1}^{n} x_k \geq d_{1,i} \text{ for all } i \in \{1, \ldots, n-1\}, \\
& \quad \sum_{k=1}^{n} x_k = d_{1,n}, \\
& \quad x_i \leq d_{i,n} y_i \text{ for all } i \in \{1, \ldots, n\}, \\
& \quad x \in \mathbb{R}_{+}^{n}, \quad y \in [0,1]^{n}, \\
& \quad y \in \mathbb{Z}^{n},
\end{align*}
\]

where variable $x_i$ is the quantity produced in period $i$ and $y_i$ is a binary variable with value 1 if production occurs in period $i$ and 0 otherwise. Unit cost of production, fixed cost of production, and demand in period $i$ are denoted by $p_i$, $f_i$ and $d_i$ respectively. We represent the cumulative demand from period $i$ to period $j$ by,

\[
d_{i,j} = \left( \sum_{k=i}^{j} d_k \right).
\]
The lot-sizing problem is a very well-studied problem [16] with many important applications. The classical dynamic programming algorithm to solve lot-sizing problem uses the so-called Wagner-Whitin property and runs in $O(n^2)$ [18]. This running-time was later improved to $O(n\log(n))$ [1, 12, 17]. The full polyhedral description of the convex hull of feasible solutions is presented in [2].

In this paper, we show that even though lot-sizing is such a “simple” problem, that is there is a polynomial-time dynamic programming algorithm to solve it, general branch-and-bound tree in the worst case may take exponential-time to solve the problem. Formally we prove the following:

**Theorem 1.** Consider the lot-sizing instance on $n$ time periods with

$$f_j = 1, \quad p_j = n - j + 1, \quad d_j = 1 \quad \text{for all } j \in \{1, \ldots, n\}. \quad (2)$$

Then any general branch-and-bound tree that solves this instance has at least $2^{(n/2)-1}$ leaf nodes.

We provide a proof of Theorem 1 in the next section.

2 Proof of Theorem 1

We begin by finding the optimal objective function value for the class of instances (2).

**Claim 1.** For the lot-sizing instance (2) with $n$ time periods, the optimal objective function value is $\frac{n(n+1)}{2} + n$.

**Proof.** Observe that $y_1 = 1$ for any feasible solution since $d_1 > 0$. Now, consider the demand at period $j \geq 2$ and $y_j$. There are two possible cases:

(a) $y_j = 1$. Then we may assume that the demand at $j$ is met by production in period $j$ [16]. The total cost incurred for satisfying demand at $j$ is,

$$f_j + p_j = n - j + 2.$$ 

(b) $y_j = 0$. Then we may assume that the entire demand at $j$ is met by production in some period $i < j$ [16]. In this case, the unit cost of production of at period $i$ is

$$p_i = n - i + 1 \geq n - j + 2.$$

In other words, the increase in unit cost incurred by producing in an earlier time period, is at least as much as the fixed cost for period $j$. Therefore, we conclude that setting $y_j = 1$ for all $j \in \{1, \ldots, n\}$ leads to an optimal solution. This optimal solution is:

$$\hat{x}_j = d_j = 1, \quad \text{for all } j \in \{1, \ldots, n\},$$

$$\hat{y}_j = 1, \quad \text{for all } j \in \{1, \ldots, n\}.$$

Therefore, the optimal cost ($OPT$) of the MILP is

$$OPT = \sum_{i=1}^{n} p_i \hat{x}_i + \sum_{i=1}^{n} f_i \hat{y}_i = \sum_{i=1}^{n} (n - j + 1) + \sum_{i=1}^{n} 1 = \frac{n(n+1)}{2} + n. \quad (3)$$
Lastly, note that the contribution to the objective function from the last period is 2, i.e. $OBJ_N = 2$.

Let $N_{0.5}$ be the number of coordinates of $\hat{y}$ that are 0.5 and $OPT$ be the optimal MILP objective.
value from Claim 1. Then, the objective function value for \((\hat{x}, \hat{y})\) is,

\[
\sum_{j=1}^{n} OBJ_j = \sum_{j=1}^{n-1} OBJ_j + OBJ_n
\]

\[
= \sum_{j=1}^{n-2} ((n - j + 1) + (n - j) + 2) - 0.5 N_{0.5} + 2
\]

\[
= \sum_{j=1}^{n} ((n - j + 1) + 1) - 0.5 N_{0.5}
\]

\[
= \frac{n(n+1)}{2} + n - 0.5 N_{0.5}
\]

\[
= OPT - 0.5 N_{0.5}
\]

\[
< OPT,
\]

where the last inequality follows since \(\hat{y}\) must have at least one component equal to 0.5 since \(u \neq v\).

Thus, \(\mathcal{N}\) cannot be a leaf node. This completes the proof.

In the case where \(n\) is even, the proof follows similarly, by defining

\[
\mathcal{S} := \{y \in \{0, 1\}^n | y_1 = 1, y_j = 1 \text{ if } j \text{ is even}\}
\]

and noting that \(|\mathcal{S}| = 2^{(n/2)-1}\).
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