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We investigate the most general form of the one-dimensional Dirac Hamiltonian $H_D$ in the presence of scalar and pseudoscalar potentials. To seek embedding of supersymmetry (SUSY) in it, as an alternative procedure to directly employing the intertwining relations, we construct a quasi-Hamiltonian $K$, defined as the square of $H_D$, to explore the consequences. We show that the diagonal elements of $K$ under a suitable approximation reflects the presence of a superpotential thus proving a useful guide in unveiling the role of SUSY. For illustrative purpose we apply our scheme to the transformed one-dimensional version of the planar electron Hamiltonian under the influence of a magnetic field. We generate spectral solutions for a class of isochronous potentials.
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1 Introduction

Dirac equation has a long tradition of achievements and is regarded as one of the most profound inventions in relativistic quantum mechanics [1]. It continually pours out new directions of research and has played a fundamental role in many branches of quantum mechanics [2]. With the advent of supersymmetric quantum mechanics (SQM) which addresses a family of accompanying isospectral Hamiltonians, its techniques have proved useful to construct exact solutions of the Dirac equation not only for different dimensional versions even in the presence of external fields. Let us remark that, among the early works on the SQM of the Dirac equation, was the application of the latter to obtain the complete energy spectrum and eigenfunctions of the Dirac equation for an attractive Coulomb potential [3], and the ones that gave [4] a complete analytical treatment of the problem and explicit construction of the solutions, and embedding [5] of two kinds of supersymmetry (SUSY) namely, the chiral SUSY and a separate complex SUSY. SQM was also explored in a first-order Dirac equation [6] and for the planar electrons [7]. Further, several works exploited supersymmetry to analyze the presence of vector and scalar interactions or the Coulomb potential in it (see, for example, [8, 9]). Here the idea of the pseudospin symmetry (see, for example, [10]) turned out to be fruitful in understanding the degeneracies of orbitals in a single particle spectra in a relativistic mean field setting. The mean field was supposed to be an artifact of the presence of vector and scalar potentials [11, 12]. Apart from SQM, some of the other methods towards seeking exact solutions of the Dirac
equation include the separation of variable method and the noncommutative integration method (see [13] and references therein). The Nikiforov–Uvarov method is another elegant scheme that also provides analytical solutions of the Dirac equation [14, 15]. The Dirac equation has also been interpreted in a new perspective soon after the announcement of the production of graphene crystals as two-dimensional, single carbon atom sheets (see, for instance, [16]. One tried to understand the charge carriers of graphene by two-dimensional zero-mass Dirac particles and studies were made for the understanding of their electronic properties in a number of settings [17, 18] including uncovering unconventional supersymmetry within modified Dirac equation in graphene [19].

The plan of this paper is as follows: In Section 2, we give a brief summary of the principles of SQM; in Section 3, we deal with the Dirac equation by taking into account the influence of the external effects like the presence of the scalar and pseudoscalar potentials. Here we look into the construction of SQM by defining a quasi-Hamiltonian \( K \) as the square of \( H_D \) to generate the SUSY-like partner Hamiltonians under certain suitable approximation; in Section 4, a two-dimensional Dirac equation is considered for which the diagonal representation of the quasi-Hamiltonian presents a clear SUSY picture; in Section 5, the isochronous potentials are chosen to illustrate the applicability of our scheme and finally, in Section 6, some concluding remarks are given.

## 2 Principles of SQM

The \( N = 2 \) SQM is described [20–26] by a pair of fermionic-like supercharges \( Q \) and \( Q^\dagger \) related by Hermitian conjugation. The SUSY Hamiltonian is given by

\[
\mathcal{H} = \{Q, Q^\dagger\}
\]

The essential properties of \( Q \) and \( Q^\dagger \) are

\[
(Q)^2 = 0 = (Q^\dagger)^2
\]

\[
\{Q, \mathcal{H}\} = 0 = \{Q^\dagger, \mathcal{H}\}
\]

Representing \( Q \) and \( Q^\dagger \) through

\[
Q = \mathcal{L} \otimes \sigma_-,
\quad
Q^\dagger = \mathcal{L}^\dagger \otimes \sigma_+
\]

where \( \sigma_\pm = \frac{1}{2}(\sigma_1 \pm i\sigma_2) \), \( \sigma_1 \) and \( \sigma_2 \) being the usual Pauli matrices and \( \mathcal{L}, \mathcal{L}^\dagger \) are a set of linear differential operators, and adopting a first-order realization of them namely (\( \partial \equiv \frac{d}{dx} \))

\[
\mathcal{L} = \frac{\hbar}{\sqrt{2m}} \partial + W(x),
\quad
\mathcal{L}^\dagger = -\frac{\hbar}{\sqrt{2m}} \partial + W(x)
\]

where \( m \) is the mass of a non-relativistic particle and \( W(x) \in \mathbb{R} \) is called the superpotential of the system, project \( Q \) and \( Q^\dagger \) in a \( 2 \times 2 \) matrix forms

\[
Q = \begin{pmatrix}
0 & 0 \\
\frac{\hbar}{\sqrt{2m}} \partial + W(x) & 0
\end{pmatrix},
\quad
Q^\dagger = \begin{pmatrix}
0 & -\frac{\hbar}{\sqrt{2m}} \partial + W(x) \\
0 & 0
\end{pmatrix}
\]

\( \mathcal{H} \) is thus diagonal

\[
\mathcal{H} = \begin{pmatrix}
\mathcal{H}_+ & 0 \\
0 & \mathcal{H}_-
\end{pmatrix}
\]
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where the component Hamiltonians $H_\pm$ appear as the Schrödinger operators

\begin{align}
H_+ &= \mathcal{L}\mathcal{L} = -\frac{\hbar^2}{2m} \partial^2 + V^+(x) - \Lambda \\
H_- &= \mathcal{L}^\dagger \mathcal{L} = -\frac{\hbar^2}{2m} \partial^2 + V^-(x) - \Lambda
\end{align}

(2.8)

(2.9)

where $\Lambda$ is some arbitrary point of energy. The corresponding potentials $V^+(x)$ and $V^-(x)$ read explicitly

\begin{equation}
V^\pm(x) = W^2(x) \pm \frac{\hbar}{\sqrt{2m}} W'(x) + \Lambda
\end{equation}

(2.10)

where the prime denotes derivative with respect to the variable $x$. The above set of equations immediately implies that the spectrum of $\mathcal{H}$ is doubly degenerate except for the ground state $|0\rangle$. We will consider SQM to be unbroken in which case the supercharges $Q$ and $Q^\dagger$ annihilates $|0\rangle$ implying $Q|0\rangle = Q^\dagger|0\rangle = 0|0\rangle$. In such a scenario the ground state wavefunction $\psi^+_0(x)$ is non-degenerate which, for our purpose, is taken to be associated with the $H_+$ component

\begin{equation}
\mathcal{L}\psi^+_0(x) = 0 \quad \implies \quad \psi^+_0(x) \propto \exp\left(-\frac{\sqrt{2m}}{\hbar} \int^x W(t) dt\right)
\end{equation}

(2.11)

The normalizability of the ground-state is assured if the superpotential is so chosen that $\int^\infty W(t) dt$ remains positive as $x \to \infty$. The double degeneracy of $\mathcal{H}$ follows from the following intertwining relationships

\begin{equation}
\mathcal{L}H_+ = H_- \mathcal{L} \quad H_+ \mathcal{L}^\dagger = \mathcal{L}^\dagger H_-
\end{equation}

(2.12)

These provide isospectral connections between the partner SUSY Hamiltonians. The above equations match with the forms (2.8) and (2.9). It is worthwhile to mention here the relevance of our approach with other formalisms that address Dirac equation through SQM [27, 28]. This concludes our brief discussion on the basic ingredients of SQM. In the next section we proceed to a discussion of the Dirac equation and the connection of SQM to it [29–32]. We remark in passing that, among other aspects, an initial interpretation of the Dirac equation dealt with the embedding of different types of SUSY [38]. SQM was also explored in a first-order Dirac equation [6]. Further, some works exploited supersymmetry to analyze the role of vector and scalar interactions (see, for example, [8]).

### 3 Dirac equation with scalar and pseudoscalar potentials

Let us start with the following form of the one-dimensional time-independent Dirac Hamiltonian in the presence of external fields [30,31]

\begin{equation}
H_D = -i\hbar c \sigma_x \partial + V(x) \mathbb{1}_2 + W(x) \sigma_y + (m_0 c^2 + S(x)) \sigma_z + U(x) \sigma_x, \quad \partial \equiv \frac{\partial}{\partial x}
\end{equation}

(3.1)

Because of the stationary character $H_D$ is non-relativistic. In equation (3.1), $\mathbb{1}_2$ is the block-diagonal unit matrix, $m_0$ is the electron rest-mass, and apart from the kinetic energy operator term, the associated potential, in general, consists of a combination of the electrostatic potential $V(x)$, the scalar potential $S(x)$, a pseudo-scalar potential $W(x)$ and
in principle an additional one $U(x)$. However the latter can be eliminated [31] by a simple phase transformation. The solution of the non-relativistic version of the Dirac equation following from $H_D$ is known for long in the context of an external magnetic field [33, 34]. The Hamiltonian $H_D$ operates on a two-component spinor wave function which is to be defined later. In principle, apart from $H_D \equiv H_D^{(1)}$ one can also make [30] alternative choices like $H_D^{(2)}$ or $H_D^{(3)}$ by moving in the cyclic order. Indeed, as Junker [30] demonstrated, denoting $W \equiv W(x), S \equiv S(x), V \equiv V(x)$, the following choices of the Dirac Hamiltonian are also possible

- $H_D^{(2)} = -i\hbar c \sigma_y \partial + V(x) \sigma_z + (m_0 c^2 + S) \sigma_x$
- $H_D^{(3)} = -i\hbar c \sigma_z \partial + V(x) \sigma_y + W(x) \sigma_x + (m_0 c^2 + S(x)) \sigma_y$

For concreteness, let us concentrate on $H_D$ only. Inserting the standard forms of the Pauli matrices

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\] (3.2)

and keeping in mind the analyses of [30, 31] which shows that the first-order intertwining condition forces electrostatic potential $V$ to vanish, $H_D$ turns out to be given by the following $2 \times 2$ matrix structure

\[
H_D = \begin{pmatrix} m_0 c^2 + S & -i\hbar c \partial - iW \\ -i\hbar c \partial + iW & -m_0 c^2 - S \end{pmatrix}
\] (3.3)

In (3.3) we have allowed $S$ to remain an arbitrary function of $x$.

To illustrate the connection [35, 36] of $H_D$ with SQM let us introduce a quasi-Hamiltonian $K$ operator by projecting it as a second degree polynomial in $H$

\[
K = H_D^2 + 2\gamma H_D + \delta \equiv (H_D + a)^2 + d
\] (3.4)

where $\delta$ and $\gamma$ are constants and $a, d$ satisfy $\gamma = a, \delta = a^2 + d$. The concept of a quasi-Hamiltonian has been pioneered by Andrianov and his collaborators for higher-dimensional models of SQM [35, 36]. It has seen applicability [35] in a number of situations like, for example, coupled channel problems and in cases of transparent matrix potentials. In the present case, the Dirac Hamiltonian contains only a first-order derivative term and so going for $K$ would mean we have to deal with just Schrödinger-like Hamiltonians.

Inserting the above form of $H_D$, the quasi-Hamiltonian $K$ reads

\[
K = H_D^2 + 2\gamma H_D + (\delta - m_0^2 c^4) \sigma_4
\] (3.5)

which can be expressed in the following matrix form

\[
K = \begin{pmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{pmatrix}
\] (3.6)

The various elements $K_{ij}, \quad i, j = 1, 2$ are given by

\[
K_{11} = -\hbar^2 c^2 \partial^2 + W^2 + \hbar c W' + 2(m_0 c^2 + \gamma)S + S^2 + 2\gamma m_0 c^2 + \delta
\] (3.7)
\[
\begin{align*}
K_{12} &= iℏc'(S' - 2iγ(hc∂ + W)) \\
K_{21} &= -iℏc'(S' - 2iγ(hc∂ - W)) \\
K_{22} &= -ℏ^2c^2∂^2 + W^2 - ℏcW' + 2(m_0c^2 - γ)S + S^2 - 2γm_0c^2 + δ
\end{align*}
\]

where a prime stands for the derivative with respect to \(x\).

As a case study, let us set \(δ\) by choosing \(δ = γ^2 + m_0^2c^4\). Then, from (3.5), \(K\) becomes a perfect square and one has the transformation

\[
K \rightarrow K' = (H_D + γ)^2
\]

which represents the \(2 \times 2\) matrix structure of \(K'_{ij}\) whose \(ij\)-elements are \((i, j = 1, 2)\)

\[
\begin{align*}
K'_{11} &= -ℏ^2c^2∂^2 + W^2 + ℏcW' + (S + m_0c^2 + γ)^2 \\
K'_{12} &= iℏc(S' + 2γ∂) - 2iγW \\
K'_{21} &= -iℏc(S' + 2γ∂) + 2iγW \\
K'_{22} &= -ℏ^2c^2∂^2 + W^2 - ℏcW' + (S + m_0c^2 - γ)^2
\end{align*}
\]

Note that the elements are above are basically a reduced version of the corresponding ones of (3.7 - 3.10). \(W\) can be interpreted to be the underlying superpotential of the Dirac system.

Let us go for a further reduction by assuming as a typical choice \(γ = 0, δ = m_0^2c^4\). For \(S = S_0\), where \(S_0\) is a constant, and \(γ = 0\) then both the off-diagonal terms (3.13) and (3.14) drop out and we are left with a manifestly \(SQM\) form

\[
\begin{align*}
K_{11} &= -c^2ℏ^2∂^2 + W^2 + ℏcW' + E_0 \\
K_{22} &= -c^2ℏ^2∂^2 + W^2 - ℏcW' + E_0
\end{align*}
\]

where \(E_0 = (m_0c^2 + S_0)^2\) contains the mass parameter \(m_0\). The function \(W\) is arbitrary.

We now seek an application of (3.16) and (3.17) in a planar model of graphene electrons.

## 4 Planar electrons in magnetic fields

In recent times, two-dimensional quantum kinetic models describing the features of graphene has been a subject of active research [37]. Apart from obvious theoretical interests, one of the reasons is due to the exotic behavior of graphene pertaining to its optical, electronic and mechanical properties. As is well known, at low energies, the two-dimensional form of the Dirac Hamiltonian for a zero-mass electron minimally coupled to an external electromagnetic field is [38, 39]

\[
H_P = v_F\vec{σ}.\left(\vec{p} + \frac{e\vec{A}}{c}\right) + S(x)σ_z
\]

where \(v_F = \frac{c^3}{3ℏ}\), \(\vec{A}\) is the vector potential of an external electromagnetic force inducing a magnetic field \(\vec{B} = \nabla × \vec{A}\).

Assuming a Landau gauge choice of \(\vec{A}\) i.e. \(\vec{A} = (0, A_y(x), 0)\), we can re-cast (4.1) as a \(2 \times 2\) matrix
\[ H_P = \begin{pmatrix} S & D - \mathrm{i} \mathcal{W} \\ \mathrm{D}^* + \mathrm{i} \mathcal{W} & -S \end{pmatrix}, \quad \mathrm{D}, \mathrm{D}^* = -\mathrm{i} \hbar v_F (\partial_x \mp \mathrm{i} \partial_y) \]  

(4.2)

where \( \mathcal{W} = v_F \frac{eA_y}{c} \). Defining a quasi-Hamiltonian \( \mathcal{K} \) in a quadratic polynomial form

\[ \mathcal{K} = (H_P)^2 + 2\gamma H_P + \delta \]  

(4.3)

we can write its elements explicitly

\[ \mathcal{K}_{11} = (v_F)^2 \left[ -\hbar^2 \partial_X^2 + \left( \frac{eA_y}{c} - \mathrm{i} \hbar \partial_y \right)^2 + \frac{\hbar \epsilon}{c} \partial_x (A_y) \right] + S^2 + 2\gamma S + \delta \]  

(4.4)

\[ \mathcal{K}_{12} = v_F \left[ \epsilon (\partial_X - \mathrm{i} \partial_y) S \right] - 2i v_F \gamma \left( \partial_X - \mathrm{i} \partial_y + \frac{eA_y}{\hbar \epsilon} \right) \]  

(4.5)

\[ \mathcal{K}_{21} = v_F \left[ -\epsilon (\partial_X + \mathrm{i} \partial_y) S \right] - 2i v_F \gamma \left( \partial_X + \mathrm{i} \partial_y - \frac{eA_y}{\hbar \epsilon} \right) \]  

(4.6)

\[ \mathcal{K}_{22} = (v_F)^2 \left[ -\hbar^2 \partial_X^2 + \left( \frac{eA_y}{c} - \mathrm{i} \hbar \partial_y \right)^2 - \frac{\hbar \epsilon}{c} \partial_x (A_y) \right] + S^2 - 2\gamma S + \delta \]  

(4.7)

Restricting to a constant scalar field i.e \( S = S_0 \) and assuming \( \gamma = 0 \), one finds that the off-diagonal terms vanish leaving only the diagonal components of \( \mathcal{K} \)

\[ \mathcal{K}_{11} = (v_F)^2 \left[ -\hbar^2 \partial_X^2 + \left( \frac{eA_y}{c} - \mathrm{i} \hbar \partial_y \right)^2 + \frac{\hbar \epsilon}{c} \partial_x (A_y) \right] + \varepsilon_0 \]  

(4.8)

\[ \mathcal{K}_{22} = (v_F)^2 \left[ -\hbar^2 \partial_X^2 + \left( \frac{eA_y}{c} - \mathrm{i} \hbar \partial_y \right)^2 - \frac{\hbar \epsilon}{c} \partial_x (A_y) \right] + \varepsilon_0 \]  

(4.9)

where \( \varepsilon = S_0^2 + \delta \). The problem of planar electron is thus reduced to dealing with the elements \( \mathcal{K}_{11} \) and \( \mathcal{K}_{22} \).

It is worth emphasizing that the simple case when the scalar field vanishes with \( \gamma = 0 \) but \( \delta \) taken to be \( \delta = -\frac{C^2}{4} \neq 0 \) casts \( \mathcal{K} \) to the reduced form

\[ \mathcal{K} = (H_P)^2 - \frac{C^2}{4} \]  

(4.10)

An equivalent strategy to study the two-dimensional electrons in graphene with magnetic fields was undertaken some time ago by Castillo-Celeita and Fernández [37] by employing first-order intertwining relations. Because the vector potential is static, choosing a two-component separated form of the corresponding wave function

\[ \Psi(x, y) = e^{\mathrm{i} k y} \begin{bmatrix} \psi^+(x) \\ i \psi^-(x) \end{bmatrix}, \quad k \in \Re \]  

(4.11)

on which \( H_P \) of (4.2) is applied, one is led to the matrix equation

\[ \begin{bmatrix} 0 & \hbar c \partial + \hbar e A_y(x) \\ -\hbar \partial + \hbar c + e A_y(x) & 0 \end{bmatrix} \begin{bmatrix} \psi^+(x) \\ i \psi^-(x) \end{bmatrix} = \frac{E c}{v_F} \begin{bmatrix} \psi^+(x) \\ i \psi^-(x) \end{bmatrix} \]  

(4.12)
This results in the following coupled set of equations

\[
\begin{align*}
\left[ c \hbar \partial_x + c \hbar k + eA_y(x) \right] \psi^-(x) &= \frac{E_c}{v_F} \psi^+(x) \\
\left[ - c \hbar \partial_x + c \hbar k + eA_y(x) \right] \psi^+(x) &= \frac{E_c}{v_F} \psi^-(x)
\end{align*}
\]

(4.13) (4.14)

When disentangled one obtains straightforwardly a pair of Schrödinger equations for massless electrons controlled by the SQM Hamiltonians \( H_\pm \)

\[
\left[ - c^2 \hbar^2 \partial^2_x + (c \hbar k + eA_y(x))^2 \mp ec \hbar \partial_y(x) - E'_0 \right] \psi^\pm(x) = 0
\]

(4.15)

where \( E'_0 = \frac{E_c}{v_F} \). These Hamiltonians essentially correspond to the components \( K_{11} \) and \( K_{22} \) appearing in (4.8) and (4.9).

### 5 Isochronous potentials

Let us examine the implications of a planar electron in the presence of a linear vector potential

\[
\vec{A} = (0, \lambda x + \mu, 0), \quad \lambda, \mu > 0
\]

(5.1)

Comparing (5.1) with (4.8) and (4.15) we easily recognize \( W(x) \) to be

\[
W(x) = \frac{\omega x}{2} + \kappa, \quad \omega = \frac{2e \lambda}{c}
\]

(5.2)

where \( \kappa = \hbar k + \frac{e \mu}{c} \), \( e \) is the electric charge and the superpotential \( W(x) \) complies with the condition (2.10). Comparing with (4.9), \( W(x) \) gives the harmonic oscillator potential with the Hamiltonian [37]

\[
H_{ho} = -\hbar^2 \partial_x^2 + \frac{\omega^2}{4} \left( x + \frac{2\kappa}{\omega} \right)^2 - \frac{\hbar \omega}{2}
\]

(5.3)

From the standard text-book of quantum mechanics [1], we know that \( H_{ho} \) holds the eigenvalues \( \mathcal{E}_n = \omega n \) and has eigenfunctions governed by the Hermite polynomials. One can also construct other forms of the superpotential, for instance, the one corresponding to the exponentially decaying magnetic field [37].

In this paper we propose a new choice of the vector potential suitable for the isochronous system of potentials

\[
\vec{A} = \left( 0, px + \frac{q}{x} + r, 0 \right), \quad p, q, r > 0
\]

(5.4)

The 1-dimensional harmonic oscillator is the simplest example of an isochronous analytic potential. Some of the other systems are the anharmonic potentials of the types \( ax^2 + \frac{b}{x}, x > 0 \), where \( a \) and \( b \) are positive constants and multi-parameter isotonic potential (see, for example, Calogero [40, 41]). Isochronous potentials have also been studied in the (SQM) context [45].

Concerning (5.4), we consider a superpotential of the form

\[
W(x) = k + lx + \frac{z}{x} + t, \quad l, z, t > 0
\]

(5.5)
where \( l = \frac{5}{2} p, z = \frac{5}{4} q, t = \frac{5}{4} r \). It is easy to work out the associated supersymmetric partner potentials

\[
V_\pm = \left[ k + (lx + \frac{z}{x} + t) \right]^2 \pm \frac{d}{dx} \left[ k + (lx + \frac{z}{x} + t) \right]
\]

\[
V_\pm = (k^2 + t^2 + 2lz + 2kt \mp l) + 2lx(k + t) + \frac{2z}{x}(k + t) + (lx)^2 + \frac{1}{x^2} (z^2 \pm z)
\] (5.6)

Note that the case \( z = t = 0 \) coincides with result of [37].

Here we focus on the other non-trivial choice \( k = -t \). We find for the potentials \( V_\pm \) the forms

\[
V_\pm = l(2z \mp 1) + (lx)^2 + \frac{1}{x^2} (z^2 \pm z)
\] (5.7)

The condition \( l = 1 \) gives the isochronous pair

\[
V_\pm = (2z \mp 1) + x^2 + \frac{1}{x^2} (z^2 \pm z)
\] (5.8)

obeying the Schrödinger equation

\[-\hbar^2 \partial^2 \psi_q(x) + \left[ (2\beta - q - \mathcal{E}) + x^2 + \frac{1}{x^2} (\beta^2 + q\beta) \right] \psi_q(x) = 0, \quad q = \pm \] (5.9)

Comparing with the general differential equation

\[
y'' - \frac{a^2 x^4 + bx^2 + c}{x^2} = 0
\] (5.10)

whose general solution is given by [46]

\[
y = a^{\frac{1}{2}} (1 \pm \sqrt{1+c}) x^{\frac{1}{2}} e^{\frac{1}{2} \sqrt{1+c}} \left[ \frac{b}{4a} + \frac{1}{2} \left( 1 \pm \sqrt{\frac{1}{4} + c} \right) \right] U_1 \left[ \frac{b}{4a} + \frac{1}{2} \left( 1 \pm \sqrt{\frac{1}{4} + c} \right) \right]
\] (5.11)

where the possibility of divergence of the confluent hypergeometric function is avoided by restricting

\[
\frac{b}{4a} + \frac{1}{2} \left( 1 \pm \sqrt{\frac{1}{4} + c} \right) = -n \text{ where } n = 0, 1, 2, \ldots
\] (5.12)

In the present case the relevant connection provided by

\[
a = 1, \quad b = (2\beta - q - \mathcal{E}), \quad c = (\beta^2 + q\beta)
\] (5.13)

As a result the energy eigenvalues are determined to be

\[
\mathcal{E} = 4n + 2(\beta + 1) - q \left( \sqrt{1 + 4(\beta^2 + q\beta)} - 1 \right)
\] (5.14)

preserving the isochronicity property of the system guided by the potentials (5.8). A few comments are in order: For \( z = \beta = 0 \) the partner potentials read \( V_\pm(x) = x^2 \mp 1 \) corresponding to the superpotential \( W(x) = x \). The energy eigenvalues are \( \mathcal{E}_- = 4n + 2, \quad \mathcal{E}_+ = 4n \). On the other hand, for the case \( z = \beta = -1 \) the system is guided by the singular superpotential \( W(x) = x - \frac{r}{x} \) which has already been discussed in [45]. Here the partner potentials and the associated energies turn out to be

\[
V_\pm(x) = x^2 - 3 \implies \mathcal{E}_+ = 4n - 2
\] (5.15)
Let us next discuss the example of an isotonic potential. For this we choose choice of the superpotential

\[ W(x) = r(\eta x + 1) - \frac{s}{(\eta x + 1)} \quad r, s > 0 \]  

which is somewhat different from (5.5) in the location of the singularity. Putting it in equation (2.10) yields

\[ V_{\pm} = r^2(\eta x + 1)^2 + \frac{1}{(\eta x + 1)}(s^2 \mp s\eta) - r(2s \pm \eta) \]  

This is basically the forms of an isotonic potential [42]

\[ V_{\text{isotonic}}(x) = \Omega \left( \eta x + 1 - \frac{1}{\eta x + 1} \right)^2 \]  

If we add a constant \( \Lambda \) to our partner potential \( V_- \) The constraints similar to (5.13) can be generated as follows

\[ r^2 = \Omega \]  
\[ s = \frac{-\eta \pm \sqrt{\eta^2 + 4\Omega}}{2} \]  
\[ \Lambda = -2\Omega - \sqrt{\Omega \left( 2\eta \mp \sqrt{\eta^2 + 4\Omega} \right)} \]  

Choosing an extended form of the vector potential,

\[ \vec{A}(x) = (0, r(\eta x + 1) - \frac{s}{(\eta x + 1)} + \nu, 0) \]  

where \( \nu = -\frac{k e}{r} \), the accompanying Schrödinger potential is

\[ V(x; 1, \beta) = \frac{\omega^2}{8\beta^2} \left( \beta x + 1 - \frac{1}{\beta x + 1} \right)^2, \quad x > -\frac{1}{\beta} \]  

where \( \beta \neq 0 \). We thus obtain Urabe’s type of isochronous potential [41]

\[ V(x; \zeta) = \frac{\omega^2}{2\zeta^2} \left( 1 - \sqrt{1 + 2\zeta x} \right)^2, \quad x \in \left[ -\frac{1}{2\zeta}, \frac{3}{2\zeta} \right] \]  

where we have set \( lm = \zeta \neq 0 \) and \( m \) has been allowed to tend to 0. Note that we have relaxed the condition of \( \alpha \in [0, 1] \).

### 6 Concluding remarks

Taking into account the presence of scalar and pseudoscalar potentials, the Dirac Hamiltonian \( \mathcal{H}_D \) is explored from a supersymmetric point of view. The main highlight of our approach is that we refrain from using the intertwining relations as hitherto been generally probed in the literature, but instead, noting that the Dirac equation is only a first-order differential equation, construct a quasi-Hamiltonian \( \mathcal{K} \), defined as the square of
$H_D$, that offers the typical $N = 2$ features of $SQM$. To be specific, the quasi-Hamiltonian $\mathcal{K}$ has a $2 \times 2$ structure that reveals a SUSY-like diagonal form when certain suitable approximations are made. Its elements are then seen to be dictated by an underlying superpotential $W$ making our procedure easily tractable. We apply our scheme to the transformed one-dimensional zero-mass Dirac Hamiltonian, which describes the behaviour of graphene under the action of an external magnetic field, to read out the operating partner Hamiltonians. We illustrate our approach for the specific cases of isochronous potentials by projecting out the supersymmetric component Hamiltonians and evaluate the accompanying energy spectra.
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