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ABSTRACT

Object recognition and viewpoint estimation lie at the heart of visual understanding. Recent works suggest that convolutional neural networks (CNNs) fail to generalize to out-of-distribution (OOD) category-viewpoint combinations, i.e., combinations not seen during training. In this paper, we investigate when and how such OOD generalization may be possible by evaluating CNNs trained to classify both object category and 3D viewpoint on OOD combinations, and identifying the neural mechanisms that facilitate such OOD generalization. We show that increasing the number of in-distribution combinations (i.e., data diversity) substantially improves generalization to OOD combinations, even with the same amount of training data. We compare learning category and viewpoint in separate and shared network architectures, and observe starkly different trends on in-distribution and OOD combinations, i.e., while shared networks are helpful in-distribution, separate networks significantly outperform shared ones at OOD combinations. Finally, we demonstrate that such OOD generalization is facilitated by the neural mechanism of specialization, i.e., the emergence of two types of neurons—neurons selective to category and invariant to viewpoint, and vice versa.

The combination of object recognition and viewpoint estimation is essential for effective visual understanding. In recent years, convolutional neural networks (CNNs) have offered state-of-the-art solutions for both these fundamental tasks (He et al., 2016; Szegedy et al., 2016; Huang et al., 2017; Su et al., 2018; Massa et al., 2016; Elhoseiny et al., 2016; Mahendran et al., 2018; Ahn et al., 2018). However, recent works also suggest that CNNs have a hard time generalizing to combinations of object categories and viewpoints not seen during training, i.e., out-of-distribution (OOD) generalization is a challenge. For object recognition, works have shown CNNs struggling to generalize across spatial transformations like 2D rotation and translation (Engstrom et al., 2019; Azulay & Weiss, 2019; Srivastava et al., 2019), and non-canonical 3D views (Alcorn et al., 2019; Barbu et al., 2019). For viewpoint estimation, previous works propose learning category specific models (Massa et al., 2016; Tulisani & Malik, 2015) or feed class predictions as input to the model (Xiang et al., 2018; Manhardt et al., 2020), as generalizing to novel categories is a challenging task.

It remains unclear when and how CNNs may generalize to OOD category-viewpoint combinations. Fig. 1 presents a motivating example: would a network trained on examples of a Ford Thunderbird seen only from the front, and a Mitsubishi Lancer seen only from the side generalize to predict car model (category) and viewpoint for a Thunderbird shown from the side? If so, what underlying mechanisms enable such OOD generalization?
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In this paper, we investigate the impact of two key factors (data diversity and architectural choices) on the capability of generalizing to OOD combinations, and the neural mechanisms that facilitate such generalization. Concretely, we introduce the following discoveries:

1. **Data diversity significantly improves OOD performance, but degrades in-distribution performance:** We investigate the role of data diversity by varying the number of in-distribution category-viewpoint combinations, keeping dataset size constant. We find that data diversity matters significantly. For a constant dataset size, increasing data diversity makes the task more challenging, as reflected in the deteriorating in-distribution performance. Yet, increasing data diversity substantially improves performance on OOD combinations.

2. **Separate architectures significantly outperform shared ones on OOD combinations unlike in-distribution:** We also analyze the performance of different architectures in the multi-task setting of simultaneous category and viewpoint classification, i.e., learning category and viewpoint in *Shared* or in *Separate* (no layers shared) architectures. Our results reveal that *Separate* architectures generalize substantially better to OOD combinations compared to *Shared* architectures. Also, this trend is in stark contrast with the trend for in-distribution combinations, where *Shared* architectures perform marginally better. Thus, the belief that *Shared* architectures outperform *Separate* ones when tasks are synergistic should
be revisited (Caruana [1997]), as their relative performance strongly depends on whether the test sample is in-distribution or OOD.

3. **Neural specialization facilitates generalization to OOD combinations:** Existing works suggest that OOD generalization is facilitated by selective and invariant representations (Giles & Maxwell [1987] Riesenhuber & Poggio [1998] Goodfellow et al. [2009] Achille & Soatto [2018]). However, this has not been previously demonstrated for deep learning, and does not extend to simultaneous category and viewpoint classification. To address this, we propose the neural mechanism of specialization—the emergence of two types of neurons, one driving OOD generalization for category, and the other for viewpoint. This corresponds to neurons selective to a category and invariant to viewpoint, and vice versa. We show that the CNN generalization behavior trends correlates with the degree of specialization of the neurons.

These results are consistent across multiple CNNs and datasets including the natural image dataset iLab-2M (Borji et al. [2016], variations of MNIST (LeCun et al. [1998]) extended with position and scale, and a challenging new dataset of car model recognition and viewpoint estimation—the *Biased-Cars* dataset, which we introduce in this paper. This dataset consists of 15K photo-realistic rendered images of several car models at different positions, scales and viewpoints, and under various illumination, background, clutter and occlusion conditions. With this, we hope to provide a first milestone in understanding the underlying mechanisms which enable OOD generalization in Multi-Task Learning for category and viewpoint classification.

**DATASETS FOR SIMULTANEOUS CATEGORY-VIEWPOINT CLASSIFICATION**

Most existing datasets with category and viewpoint labels (Xiang et al. [2014] Caesar et al. [2020] Barbu et al. [2019] Min et al. [2019]) present two major challenges - (i) lack of control over the distribution of categories and viewpoints, or (ii) small size. Thus, we present our results on the following datasets which do not suffer from these challenges:

**iLab-2M dataset:** iLab-2M (Borji et al. [2016]) is a large scale (two million images), natural image dataset with 3D variations in viewpoint and multiple object instances for each category (Fig. 1b). The dataset was created by placing toy objects on a turntable and photographing them from six different azimuth viewpoints, each at five different zenith angles (total 30). From the original dataset, we chose a subset of six object categories - Bus, Car, Helicopter, Monster Truck, Plane, and Tank. In Fig. 1b, each row represents images from one category, and each column images from one azimuth angle. All networks are trained to predict one of six category and viewpoint (azimuth) labels each.

**MNIST-Position and MNIST-Scale:** Inspired by the MNIST-Rotation dataset (Larochelle et al. [2007]) which adds rotation to MNIST (LeCun et al. [1998]) images, we created two more variants by adding viewpoint in the form of position or scale. MNIST-Position was created by placing MNIST images into one of nine possible locations in an empty 3-by-3 grid. For MNIST-Scale we resized images to one of nine possible sizes followed by zero-padding. Images of the digit 9 were left out in both these datasets, ensuring nine categories and nine viewpoints classes (total of 81 category-viewpoint combinations). Sample images are available in the supplement A.1.

**Biased-Cars dataset:** Building on other multi-view car datasets for viewpoint estimation (Krause et al. [2013] Ozuysal et al. [2009]), we introduce a challenging new dataset for simultaneous object category and viewpoint classification—the *Biased-Cars* dataset. Our dataset features photo-realistic outdoor scene data with fine control over scene clutter (trees, street furniture, and pedestrians), car colors, object occlusions, diverse backgrounds (building/road textures) and lighting conditions (sky maps). *Biased-Cars* consists of 15K images of five different car models seen from viewpoints varying between 0-90 degrees of azimuth, and 0-50 degrees of zenith across multiple scales. Our dataset offers two main advantages: (a) complete control over the joint distribution of categories, viewpoints, and other scene parameters, and (b) unlike most existing synthetic city datasets (Qu & Yuille [2016] Caesar et al. [2020] Dosovitskiy et al. [2017]) we use physically based rendering for greater photo-realism, which has been shown to help networks transfer to natural image data significantly better (Zhang et al. [2017] Halder et al. [2019]). Sample images are shown in Fig 11. As in (Xiang et al. [2014] Divon & Tal [2018]), we choose to focus on azimuth prediction. The
azimuth is divided into five bins of 18 degrees each, thus ensuring five category (car models) and five viewpoint classes (azimuth bins), for a total of 25 different category-viewpoint combinations.

**Additional Datasets:** In the supplement we provide results on two additional standard datasets—MNIST-Rotation (Larochelle et al., 2007) and the UIUC3D dataset (Savarese & Fei-Fei, 2007). Note that the UIUC dataset has a skewed joint distribution of category-viewpoint combinations. This makes it difficult to run controlled experiments. However, the experiments which were possible on this dataset confirm that our findings extend to it as well.

For all datasets, networks are trained to classify both category and viewpoint simultaneously without pretraining, and the number of classes for each task is kept equal to ensure equal treatment. More details can be found in supplement [A.2](#) As shown in the experiments, these datasets are challenging benchmarks for testing generalization, with a huge scope for improvement for state-of-the-art CNNs.

**FACTORS AFFECTING GENERALIZATION BEHAVIOUR**

Below we present the two factors we study for their impact on generalization to OOD category-viewpoint combinations - (i) data diversity, and (ii) architectural choices.

**Generating train/test splits with desired data diversity.** All our datasets can be visualized as a square category-viewpoint combinations grid as shown for the iLab dataset in Fig. 1b. Each row represents images from one category, and each column a viewpoint, ie., each cell represents all images from one category-viewpoint combination.

For each dataset, we start by constructing an OOD test split—a set of category-viewpoint combinations are selected and held out from the combinations grid as shown in Fig. 1c. We refer to these as the OOD combinations. Images from OOD combinations are never shown to any network during training. These images are only used to evaluate how networks generalize outside the training distribution. For a fair representation of each category and viewpoint, we ensure that every category and viewpoint class occurs exactly once in the OOD combinations, ie., one cell per each row and column is selected.

Remaining cells in the combinations grid are used to construct multiple training splits with an increasing number of category-viewpoint combinations ie., data diversity. For each training split, we first sample a set of combinations as shown in Fig. 1d, which we call the in-distribution combinations. Then, we build the training data-split by sampling images from these in-distribution combinations. We ensure that every category and viewpoint occurs equally in the in-distribution combinations, ie., equal number of cells per each row and column. Fig. 1d shows the 50% in-distribution training split for the iLab dataset. To ensure that we evaluate the effect of data diversity and not that of data amount, the number of images is kept constant across train splits as the number of in-distribution combinations is increased. Thus, the number of images per combination decreases as the number of in-distribution combinations is increased. Also, note that every network is trained with only one of these training splits at a time, ie., data diversity is kept constant during training.

**Architectural choices.** One central question addressed in this paper is the impact of architectural choices on the capability to generalize to OOD category-viewpoint combinations. While many separate models have been proposed for object recognition and viewpoint estimation (Ghodrati et al., 2014; Tulsiani et al., 2015), recent years have seen a growing a trend of multi-task learning inspired architectures which suggest that recognition models can benefit from an understanding of object viewpoint, and vice versa (Penedones et al., 2012; Zhao & Itti, 2017; Massa et al., 2016; Su et al., 2015; Li et al., 2018). These architectures often learn a shared representation for both tasks, followed by task specific branches (Su et al., 2015; Zhao & Itti, 2017; Grabner et al., 2018).

Here, we investigate the impact of learning shared representations on the network’s capability to generalize to OOD category-viewpoint combinations ie., to extrapolate in the multi-task setting of simultaneous category and viewpoint classification. For this, we defined two types of backbone agnostic architectures—the Shared and the Separate architectures. Fig 2 depicts these architectures for a ResNet-18 backbone (He et al., 2016). In the Shared case, all convolutional blocks are shared between tasks, followed by task-specific fully connected layers, while there are no layers shared
between tasks in the Separate architecture. We also investigated 3 additional Split architectures which represent a gradual transition from Separate to Shared ResNet-18: the Split-1, Split-2, and Split-3 architectures. These were constructed by branching ResNet-18 after 1, 2, and 3 convolutional blocks as shown in Fig. 2. Note that splitting at a layer leads to doubling of the number of neurons in that layer. In our experiments, we show that this increase in width does not provide an advantage.

**Generalization through selectivity and invariance**

Selectivity and invariance of neurons have long been hypothesized to facilitate generalization in both biological and artificial neural networks (Bricolo et al., 1997; Riesenhuber & Poggio, 1998; Goodfellow et al., 2009; Achille & Soatto, 2018; Poggio & Anselmi, 2016; Olshausen et al., 1993; Quiroga et al., 2005; Rust & DiCarlo, 2010). Neurons are commonly interpreted as image feature detectors, such that the neuron’s activity is high only when certain features are present in the image (Zeiler & Fergus, 2014; Simonyan et al., 2014; Zhou et al., 2015; Bau et al., 2017; Oquab et al., 2015). We refer to this property as selectivity to an image feature. Selectivity alone, however, is not sufficient to generalize to OOD category-viewpoint combinations. For example, a neuron may be selective to features relevant to a category, but only so for a subset of all the viewpoints. Generalization is facilitated by selective neurons that are also invariant to nuisance features. For instance, in Fig. 1h, neurons that are selective to the Ford Thunderbird and invariant to viewpoint would have very similar activity for the Ford Thunderbird on in-distribution and OOD viewpoints, thus enabling generalization to category recognition. Similarly, generalization to viewpoint estimation can be enabled by neurons selective to viewpoint and invariant to category.

Here, we present our implementation for quantifying the amount of selectivity and invariance of an individual neuron. Let $N$ be the number of categories or viewpoints in the dataset. We represent the activations for a neuron across all category-viewpoint combinations as an $N \times N$ activations grid, as shown in Fig. 5. Each cell in this activations grid represents the average activation of a neuron for images from one category-viewpoint combination, with rows and columns representing average activations for all images from a single category (e.g., Ford Thunderbird) and a viewpoint (e.g., front), respectively. These activations are normalized to lie between 0 and 1 (see supplement B.1). For neuron $k$, we define $a_{ij}^k$ as the entry in the activations grid for row (category) $i$ and column (viewpoint) $j$. Below we introduce the evaluation of a neuron’s selectivity score with respect to category and invariance score with respect to viewpoint. Viewpoint selectivity score and category invariance score can be derived analogously.

**Selectivity score.** We first identify the category that the neuron is activated for the most on average, i.e., the category which has the maximum sum across the rows in Fig. 5. We call this category the neuron’s preferred category, and denote it as $i^k$, such that $i^k = \arg\max_i \sum_j a_{ij}^k$. The selectivity score compares the average activity for the preferred category (denoted as $\hat{a}^k$) with the average activity of the remaining categories ($\tilde{a}^k$). Let $S_{C}^k$ be the selectivity score with respect to category, which we define as is usual in the literature (e.g., Morcos et al., 2018; Zhou et al., 2018) with the
following expression:

\[ S_{c}^{k} = \frac{\hat{a}_{k} - \bar{a}_{k}}{\bar{a}_{k}}, \text{ where } \hat{a}_{k} = \frac{1}{N} \sum_{j} a_{i_{k},j}, \quad \bar{a}_{k} = \frac{\sum_{i \neq i_{k}} \sum_{j} a_{i_{k},j}}{N(N-1)}. \]  

(1)

Observe that \( S_{c}^{k} \) is a value between 0 and 1, and higher values of \( S_{c}^{k} \) indicate that the neuron is more active for the preferred category as compared to the rest. Selectivity with respect to viewpoint, denoted as \( S_{v}^{k} \), can be derived analogously by swapping indices \((i,j)\).

**Invariance score.** A neuron’s invariance to viewpoint captures the range of its average activity for the preferred category as the viewpoint (nuisance parameter) is changed. Let \( I_{v}^{k} \) be the invariance score with respect to viewpoint which we define as the difference between the highest and lowest activity across all viewpoints for the preferred category, i.e.,

\[ I_{v}^{k} = 1 - \left( \max_{j} a_{i_{k},v,j} - \min_{j} a_{i_{k},v,j} \right), \]

(2)

where the range is subtracted from 1 to have the invariance score equal to 1 when there is maximal invariance. Invariance with respect to category, denoted \( I_{c}^{k} \), can be derived analogously.

**Specialization score.** Generalization to category recognition may be facilitated by neurons selective to category and invariant to viewpoint. Similarly, viewpoint selective and category invariant neurons can help generalize well to viewpoint estimation. This reveals a tension when category and viewpoint are learned together, as a neuron which is selective to category, cannot be invariant to viewpoint. The same is true for viewpoint. One way this contradiction may be resolved is the emergence of two types of neurons—category selective and viewpoint invariant, and vice versa. We refer to this as specialization. This hypothesis is well-aligned with the findings in (Yang et al., 2019), which showed the emergence of groups of neurons contributing exclusively to single tasks. Thus, in the context of category recognition and viewpoint estimation, we hypothesize that neurons become selective to either category or viewpoint at later layers as the relevant image features for these tasks are disjoint (the category of an object cannot predict its viewpoint, and vice-versa).

To classify neuron \( k \) as a category or viewpoint neuron, we compare its selectivity for both category and viewpoint \( (S_{c}^{k} \text{ and } S_{v}^{k}) \). If \( S_{c}^{k} \) is greater than \( S_{v}^{k} \), then neuron \( k \) is a category neuron, otherwise, it is a viewpoint neuron. Since generalization capability relies on both invariance and selectivity, we introduce a new metric for a neuron, the specialization score denoted as \( \Gamma^{k} \), which is the geometric mean of its selectivity and invariance scores, i.e.,

\[ \Gamma^{k} = \left\{ \begin{array}{ll} \sqrt{S_{c}^{k} I_{c}^{k}} & \text{if } S_{c}^{k} > S_{v}^{k} \quad \text{(category neuron)} \\ \sqrt{S_{v}^{k} I_{v}^{k}} & \text{if } S_{c}^{k} \leq S_{v}^{k} \quad \text{(viewpoint neuron)} \end{array} \right. \]

(3)

Below, we present results that show that the specialization score is highly indicative of a network’s performance on OOD combinations.

**WHEN DO CNNS GENERALIZE TO OOD COMBINATIONS?**

Below, we summarize our findings from evaluating Separate and Shared architectures when tested on unseen images from in-distribution and OOD category-viewpoint combinations. See supplement C for experimental details.

**For fixed dataset size, data diversity enables better OOD generalization, but deteriorates in-distribution performance.** Fig. 3 presents the geometric mean of category and viewpoint classification accuracy for Separate and Shared architectures with the ResNet-18 backbone, for all datasets. These experiments were repeated three times, and here we present the mean performance with confidence intervals. For fixed dataset size, increasing in-distribution combinations makes the task more challenging as images with each category and viewpoint become more diverse, leading to some drop in accuracy on in-distribution combinations. In contrast, both architectures show a significant improvement of their performance on images from OOD combinations, as data diversity increases. We ensured that this result can not be attributed to having closer viewpoint angles between in-distribution and OOD combinations as data diversity is increased (supplement D). CNNs do not theoretically guarantee viewpoint invariance (Poggio & Anselmi, 2016), but our result provides reassurance that CNNs can become robust to OOD category-viewpoint combinations as long as they...
are shown enough diversity during training. Taken together, these results suggest an inherent trade-off between getting better on in-distribution combinations and extrapolating to OOD combinations, which is impacted by training data diversity. Also, these results add to a growing body of works investigating the trade-offs inherent to multi-task learning [Standley et al., 2020; Shin et al., 2018].

Even though the geometric mean of category and viewpoint classification increases consistently with increased in-distribution combinations, individual accuracy for these tasks does not always increase consistently (see supplement D.2). We attribute this to the randomness in the selection of in-distribution and OOD combinations. Furthermore, the relative accuracy of the two tasks varies depending on the dataset, and no task is consistently harder than the other across all datasets.

Separate architectures generalize significantly better than Shared ones in OOD combinations, unlike in-distribution. A striking finding that emerged from our analysis is the contrast in the trends of the in-distribution and OOD performance. While both architectures perform well on new images from in-distribution combinations, Separate architectures outperform Shared ones by a very large margin on OOD combinations. For the ResNet-18 backbone, this result can be seen consistently across all 4 datasets as shown in Fig. 3. Suplement D.2 shows that Separate also outperforms Shared for category and viewpoint classification individually. Note that previous works have shown that Shared architectures are superior for synergistic tasks, as networks can share features among tasks. These works test on the same combinations as seen during training (in-distribution), and when we do so, we also observe that Shared architectures perform same or slightly better than Separate ones (Fig. 3 dashed lines). Thus, our results reveal that the relative performance between Shared
Figure 5: Specialization to category recognition and viewpoint estimation. (a) Prototypical activation grids for different types of selective and invariant neurons. (b) and (c) Percentage of neurons after ResNet-18 block-4 that are specialized to category and viewpoint, for iLab and Biased-Cars datasets, respectively. ResNet-18 Separate and Shared networks are evaluated; for Separate, only the task-relevant neurons for each branch are displayed.

We extended our analysis to Separate and Shared architectures with different backbones, namely ResNeXt (Xie et al., 2017), WideResNet (Zagoruyko & Komodakis, 2016), Inception v3 (Szegedy et al., 2016) and the DenseNet (Huang et al., 2017), as shown in Fig. 4a and b. As can be seen, Separate architectures outperform Shared ones by a large margin for all backbones, which confirms that this result is not backbone specific. Investigating further, we experiment with Split architectures, and as can be seen in Fig. 4c and d, there is a consistent, gradual dip in the performance as we move from the Separate to the Shared architectures. Thus, generalization to OOD category-viewpoint combinations is best achieved by learning both tasks separately, with a consistent decrease in generalization as more parameter sharing is enforced.

To make sure that Separate architectures do not perform better due to the added number of neurons, we made the Shared-Wide architecture by doubling the neurons in each layer of the Shared ResNet-18 network. As Fig. 4c and d show, this architecture performs very similarly to the Shared one (see additional results in D.3). This is in accordance with previous results that show that modern CNNs may improve in performance as the width is increased but to a limited extent (Nakkiran et al., 2020; Casper et al., 2021).

In the supplement, we provide a number of additional controls that support the generality of our results. Concretely, we show results for different number of training images (supplement D.4), viewpoint estimation for 4 new car models and category prediction for new viewpoints (supplement D.5), and the order in which category and viewpoint are learned (supplement D.6). We also present results on additional datasets (supplement D.7) and architectures (supplement D.8).

HOW DO CNNS GENERALIZE TO OOD COMBINATIONS?

We now analyze the role of specialized (ie., selective and invariant) neurons in driving generalization to OOD category-viewpoint combinations.

Specialization score correlates with generalization to OOD category-viewpoint. We first investigate the emergence of category and viewpoint neurons in the final convolutional layer of the networks. Fig. 5b and c show the percentage of neurons of each type in Shared and Separate architectures as in-distribution combinations are increased. As can be seen, all neurons in the category and viewpoint branches of the Separate architecture become specialized to category and viewpoint respectively. But in the Shared case, as the network is expected to simultaneously learn both tasks, both kinds of neurons emerge at a ratio of about 50%. We found that this ratio depends on the relative weight of loss terms for the two tasks. When using a different weight from the optimal in terms of maximum geometric mean accuracy, the 50% ratio of specialized neuron becomes unbalanced. For a small number of in-distribution combinations, the ratio of specialized neurons may also be
Figure 6: Neuron specialization (selectivity to category and invariance to viewpoint, and vice versa) in the Biased-Cars dataset. (a) and (b) Median specialization score of neurons ($\Gamma^k$) in Separate and Shared architectures for category and viewpoint classification tasks respectively, for backbones other than ResNet-18. Confidence intervals (95%) displayed in low opacity. (c) and (d) Median specialization score of neurons in ResNet-18 Separate and Shared architectures with splits made at different blocks of the network, for category and viewpoint classification tasks respectively.

In Fig. 6 we present the median of specialization scores across neurons, i.e., the median of $\Gamma^k$, in the final convolutional layer for Shared, Split, and Separate architectures across multiple backbones in Biased-Cars dataset (see supplement E.2 for results in other datasets). These results are presented separately for the category and viewpoint neurons. We show that as in-distribution combinations increase, there is a steady increase in the specialization score for both category and viewpoint neurons, suggesting specialization. These trends mirror the generalization trends, which suggests that specialization facilitates OOD generalization. Invariance and selectivity scores are reported separately in supplement E.3. We also show that specialization builds up across layers (supplement E.4) as expected (Goodfellow et al., 2009; Poggio & Anselmi, 2016).

Separate networks facilitate the emergence of specialized neurons. Fig. 6 shows that Separate architectures facilitate specialization, while the Shared architecture makes it harder for the neurons to specialize (lower specialization scores). This might be because unlike the Shared architecture, the branches of the Separate architecture are not forced to preserve features relevant to both tasks. Each branch can develop features which are selective to only one task, and invariant to the other. This may facilitate an increase in specialization and thus enable better performance on OOD combinations. Even though the Shared architecture tries to split into two specialized parts, this specialization is much stronger in the Separate architecture due to already having separate branches.

CONCLUSIONS

We have demonstrated that CNNs generalize better to OOD category-viewpoint combinations as the training data diversity grows, for constant dataset size. We have also shown that networks trained separately for category and viewpoint classification surpass by a large margin a shared network trained on both tasks when tested on OOD combinations. We attribute this to the branches in the Separate architecture not being forced to preserve information about both tasks, which facilitates an increase in specialization, i.e., selectivity to category and invariance to viewpoint, and vice versa. These results are consistent across five CNN backbones and six datasets, one of them introduced in this paper as a controlled yet photo-realistic benchmark for CNN generalization.

We also found that the aforementioned impact of data diversity and Separate architecture are the opposite for in-distribution and OOD combinations—increased data diversity degrades in-distribution performance, and Separate networks perform worse than Shared ones in in-distribution combinations. This highlights that findings from in-distribution analysis do not apply to OOD.

As a first step towards understanding generalization to OOD combinations, our work makes certain assumptions (summarized in the supplement F) which present interesting directions for future work.
These include understanding how generalization is impacted by a larger number of tasks, multiple objects in the image, object symmetries, non-rigid objects, and non-uniform ways of holding-out the test set, among others. Finally, we are intrigued to explore what other factors can help learn selective and invariant neural representations which can generalize better and lead the way towards robust, trustable CNNs.
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Figure Supp.1: Combinations grids for MNIST-Position and MNIST-Scale. Each row represents images from a category and each column from a viewpoint. (a) MNIST-Position was created by adding viewpoint in the form of position to images. For this, MNIST images were placed into one of nine positions in an empty three-by-three grid with equal probability. (b) MNIST-Scale was created by resizing images from MNIST to one of nine possible sizes, and then zero-padding.

APPENDIX

A ADDITIONAL DETAILS ON DATASETS

A.1 SAMPLES FROM MNIST-POSITION AND MNIST-SCALE DATASETS

Fig. Supp.1 presents one representative example for each category-viewpoint combination through the combinations grid for the MNIST-Position and MNIST-Scale datasets.

A.2 RENDERING PIPELINE FOR Biased-Cars DATASET

To generate photo-realistic data with systematic, controlled biases we implemented our computer graphics pipeline which offered us fine grained control over scene attributes including but not limited to - backgrounds, textures, lighting and geometry. Below we present the details of our rendering pipeline, along with some sample images.

Pipeline Details: We used Esri CityEngine (Mueller et al., Accessed 2020) to model the city layout and geometry, to which we add 3D assets - car models, pedestrians, trees, street furniture like bus stops, textures for buildings, roads and car paints. Blender Python API (Community, Accessed 2020) is used to modify the 3D city file. This includes placing vehicles and other assets at user defined locations, modifying their material properties including vehicle paint, adding specified textures to roads, buildings and pedestrians, and defining camera attributes (lens, field of view, motion blur etc) and camera locations. For randomization, a distribution over each parameters was defined. For instance, a discrete uniform distribution over possible car color paints. Similarly, we defined distributions over object positions in the city, camera viewpoint and distance, among other factors.

Sample images are shown in Fig. Supp.2 below, rendered at 1024 × 1024 pixels. As network input was 224 × 224, training images were rendered at 256 × 256 and then resized to 224 × 224 (as side length of the form $2^k$ lead to computational gains in physically based rendering). Physically based rendering accurately models the flow of light in the scene resulting in highly photo-realistic images. As can be seen, our pipeline reproduces lighting artefacts like color bleeding and specular highlights very gracefully. As shown, images include cars seen from different distances and viewpoints, under different lighting conditions, scene clutter and even occlusions.
Figure Supp.2: Sample images from the Biased-Cars dataset.
B  Selectivity and Invariance

In the paper we defined the selectivity score of a neuron with respect to category and its invariance score with respect to viewpoint. Following the same notation as the paper: $a_{ij}^k$ denotes the activations grid for neuron $k$, where each row represents one category and each column represents a viewpoint.

B.1 Normalization of activations grid

For every neuron, we first normalize its activations for every image by dividing them by its maximum activation across all images. This ensures that the activation for every image lies between 0 and 1 for all neurons. The entries of the activations grid for a neuron are then computed by averaging these normalized activation for images belonging to each category-viewpoint combination. The activations grid is then normalized to be between 0 and 1. To do so, we subtract the minimum of the activations grid and then divide it by the maximum.

B.2 Selectivity and Invariance with respect to viewpoint

In the paper, we used $i^{\star k}, S_c^k, I_v^k$ to denote the preferred category, selectivity score with respect to category and invariance score with respect to viewpoint respectively. We also presented these equations to compute these quantities:

$$i^{\star k} = \arg \max_i \sum_j a_{ij}^k.$$  \hspace{1cm} \text{(Supp.1)}

$$S_c^k = \frac{\hat{a}^k - \bar{a}^k}{\hat{a}^k + \bar{a}^k}, \quad \text{where} \quad \hat{a}^k = \frac{1}{N} \sum_j a_{i^{\star k}j}^k, \quad \bar{a}^k = \frac{\sum_{i \neq i^{\star k}} \sum_j a_{ij}^k}{N(N-1)}. \hspace{1cm} \text{(Supp.2)}$$

$$I_v^k = 1 - \left( \max_i a_{i^{\star k}j}^k - \min_j a_{i^{\star k}j}^k \right) \hspace{1cm} \text{(Supp.3)}$$

We now present how to compute the selectivity with respect to viewpoint, and invariance with respect to category, denoted as $S_v^k$ and $I_c^k$ respectively. These can be obtained by first finding the preferred viewpoint, denoted as $j^{\star k}$, and proceeding as in the above equations:

$$j^{\star k} = \arg \max_j \sum_i a_{ij}^k.$$ \hspace{1cm} \text{(Supp.4)}

$$S_v^k = \frac{\hat{a}^k - \bar{a}^k}{\hat{a}^k + \bar{a}^k}, \quad \text{where} \quad \hat{a}^k = \frac{1}{N} \sum_i a_{ij^{\star k}}^k, \quad \bar{a}^k = \frac{\sum_{j \neq j^{\star k}} \sum_i a_{ij}^k}{N(N-1)}. \hspace{1cm} \text{(Supp.5)}$$

$$I_c^k = 1 - \left( \max_i a_{ij^{\star k}}^k - \min_i a_{ij^{\star k}}^k \right) \hspace{1cm} \text{(Supp.6)}$$

Observe that like $S_c^k, S_v^k$ is a value between 0 and 1, and higher value indicates that the neuron is more active for the preferred viewpoint as compared to the rest of the viewpoints. $I_c^k$ too is a value between 0 and 1, with higher values indicating higher invariance to the category for images containing the preferred viewpoint.
C EXPERIMENTAL DETAILS AND HYPER-PARAMETERS

Each of our four datasets contains both category and viewpoint labels for all images. We define the location and the scale as the viewpoint for MNIST-Position and MNIST-Scale datasets respectively. For both iLab and Biased-Cars dataset, the viewpoint refers to the azimuth viewpoint. Networks are trained to classify both category and viewpoint labels simultaneously, and all models are trained from scratch, without any pre-training to ensure controlled testing. This ensures that any existing biases in common pre-training datasets like ImageNet (Torralba & Efros, 2011) do not impact our results.

Number of Images: The number of training images is kept fixed for every dataset, and was decided by training networks on these datasets while gradually increasing size, till the performance on OOD combinations saturated. For the Biased-Cars dataset, performance plateaued at 3,400 train, 445 validation, and 800 OOD test images. For iLab, we used 70,000 train, 8,000 validation images, and 8,000 OOD test images. As the iLab dataset is a natural image dataset, it required much more images to saturate. For MNIST, 54,000 train, 8,000 validation and 8,000 test images were used.

Hyper-parameters: We used the Adam (Kingma & Ba, 2014) optimizer with 0.001 as learning rate, and ReLU activations. For the Biased-Cars datasets, all models were trained for 200 epochs, while we trained for 50 epochs for the iLab dataset. MNIST-Position and MNIST-Scale were trained for 5 epochs. These stopping criterion were picked to ensure convergence on generalization to OOD combinations. All experiments were repeated multiple times and confidence intervals (95%) are shown in the plots in the main paper. iLab and Biased-Cars experiments were repeated 3 times each, and MNIST experiments were repeated 10 times. Loss for training Shared architectures was simply the sum of CrossEntropy Loss for both category and viewpoint classification. We compared how different weighted sums perform, and found this to be performing best as measured by the geometric mean of category and viewpoint classification.
Figure Supp.3: Generalization of Separate architectures to OOD combinations as number of in-distribution combinations are increased while ensuring that viewpoints increasingly distant from the OOD set are added (Dissimilar Diversity). To control that the increasing generalization performance as the data diversity increases is not due to closer viewpoint angles between In-distribution and OOD combinations, we created a dataset split where the In-distribution combinations start closest to the OOD combinations (in terms of viewpoint angle), and become increasingly distant. Thus, as In-distribution combinations are increased, the training data becomes increasingly dissimilar to the OOD combinations (test set). The results show that the performance on the OOD combinations still improves as data diversity increases. This experiment discards the hypothesis the increase in generalization performance is due to having closer viewpoint angles between the In-distribution and OOD combinations.

D ADDITIONAL EXPERIMENTS: “WHEN DO CNNS GENERALIZE TO OOD COMBINATIONS?”

Below we present additional results that re-inforce our findings presented in the results sections of the main paper.

D.1 SIMILARITY BETWEEN IN-DISTRIBUTION AND OOD COMBINATIONS

To discard that the increasing generalization performance as the data diversity is increased is not due to having closer viewpoint angles between the in-distribution and OOD combinations, we provide the following control experiment. For the smallest number of in-distribution combinations, we use the combinations that are the closest to the OOD combinations (i.e., consecutive bins). As we increase the number of in-distribution combinations, we keep adding the rest of in-distribution combinations in the order of closeness to the OOD combinations. Fig. Supp.3 show a clear increase of the accuracy in OOD combinations. The increase of accuracy in this experiment can not be explained by the fact that the in-distribution combinations tend to be more similar to the OOD combinations when increasing the data diversity, because in this experiment, the combinations tend to be more dissimilar as increasing the data diversity. Thus, this experiment discards that the increase in generalization performance is due to having closer viewpoint angles between the in-distribution and OOD combinations.
Figure Supp.4: Generalization performance for category recognition and viewpoint estimation for Shared and Separate ResNet-18 as in-distribution combinations are increased for all datasets. The category recognition accuracy and viewpoint estimation accuracy are reported along with confidence intervals (95%) (a) MNIST-Position dataset. (b) MNIST-Scale dataset. (c) iLab dataset. (d) Biased-Cars dataset.

D.2 SEPARATE PERFORMANCE OF CATEGORY AND VIEWPOINT CLASSIFICATION

In Fig. Supp.4 we show the individual accuracy for category and viewpoint classification in OOD category-viewpoint combinations. The results show that Separate also obtains better accuracy than Shared for each individual task accuracy. Note that the relative accuracy of the two tasks varies depending on the dataset, and no task is consistently harder than the other across all datasets. For instance, viewpoint classification is easier for MNIST-Position, while it is significantly hard for MNIST-Scale. MNIST digits are centered by default, and when placed in different positions to create MNIST-Position images, the viewpoint is easily distinguishable. For MNIST-Scale however, there is little visual variation between adjacent scales, which leads to a poor Top-1 classification accuracy for viewpoint (scale) classification.

Furthermore, we have found that for MNIST-Position, the pooling operation at the end of ResNet-18 is critical to obtain good generalization accuracy to OOD category-viewpoint combinations. We evaluated ResNet-18 without the pooling operation and the category recognition accuracy of OOD category-viewpoint combinations dropped to baseline. Pooling facilitates an increase of position invariance and it does not harm the viewpoint classification accuracy (as shown by Azulay & Weiss (2019), pooling does not remove the position information).

D.3 NUMBER OF NEURONS IN SHARED VS. SEPARATE NETWORKS

To control for the number of neurons in Shared and Separate architectures, we present additional results with the Biased-Cars dataset in Fig. Supp.5. In the paper, we presented the Shared-Wide architecture for the ResNet-18 backbone, which is the Shared architecture with double the number of neurons per layer, i.e., double the width. Here we go one step further and test a number of similar scenarios with the ResNet-18 backbone. The Separate Half and Separate One Fourth architectures are made by reducing the number of neurons in every layer to one half, and one fourth of the original number respectively. It is to be noted, that the Separate architectures has double the number of neurons as the Shared architecture, as there is no weight sharing between branches in the Separate case. Thus, the Separate Half architecture has the same number of neurons as the Shared architecture, and the Separate architecture has the same number as the Shared-Wide architecture. In a similar vein, the Shared Four Times was created by multiplying the neurons in each layer of the Shared architecture four times. Thus, the Shared Four Times has double the number of neurons as compared to the Shared Wide architecture, and 4 times the Shared architecture.

As can be seen in Fig. Supp.5, even at one-eighth number of neurons, the Separate One Fourth architecture substantially outperforms the Shared Four Times architecture at generalizing to OOD category-viewpoint combinations. This confirms that our findings are not a function of the number of neurons in the Shared and Separate architectures.
Figure Supp.5: Generalization to OOD combinations as number of neurons per layer are varied for the ResNet-18 backbone. Separate architectures substantially outperform Shared architectures across a range of widths, i.e., number of neurons per layer. The Separate architecture contains double the parameters as the Shared architecture, as there is no weight sharing in the Separate case. Variants of these architectures are created by increasing or decreasing the neurons in each layer by a factor of 2 at a time. Even at one-eighth the number of neurons, the Separate One Fourth architecture generalizes much better to OOD combinations as compared to the Shared Four Times architecture.

Figure Supp.6: Generalization to OOD combinations as number of training images is varied. For both iLab and Biased-Cars dataset, Separate architecture outperforms the Shared architecture trained with the same number of images.

D.4 Number of Training Examples

To ensure that our findings are not a function of the amount of training data, we present the results for different number of images for the Biased-Cars and the iLab dataset in Fig. Supp.6. As can be seen in both these datasets, across a different number of images the Separate architecture substantially outperforms the Shared one at generalizing to OOD category-viewpoint combinations.
D.5 Results on new categories and viewpoints

We also evaluated our trained CNNs on classifying the viewpoint of 4 new car categories (Fig. Supp.7b). Analogously, we also evaluated category classification in new viewpoints (side-to-back of car as in Fig. Supp.7c, instead of the front-to-side shown in training). As shown in Fig. Supp.7b and d, these results confirm that our conclusions also apply to new car categories and new viewpoints: generalization increases with more data diversity and Separate architecture.

D.6 Task training order

We present results on the impact of the order in which networks are trained on category and viewpoint classification. Our networks contain three components: (i) shared layers, (ii) category branch and (iii) viewpoint branch. Here we start by training on one task first, say Category recognition. We then train the other task, i.e., Viewpoint classification starting from these features learned from the first task. We call this the Category first protocol. The Viewpoint first protocol is defined analogously by starting with viewpoint classification first, and then training for category
Figure Supp.8: Generalization performance for additional training protocols, besides Separate and Shared protocols, for the ResNet-18 backbone. The geometric mean of category recognition accuracy and viewpoint estimation accuracy is reported for OOD combinations as the number of in-distribution combinations is increased. For these, we start by training the shared network on only one task first, i.e., Viewpoint first or Category first. We then train the second task starting from these learned features from the first task. We present their comparison with our Shared and Separate training protocols presented in the main paper. (a) Accuracy for the iLab dataset, (b) Accuracy for the Biased-Cars dataset.

As can be seen, our findings are consistent with these new protocols as well. The Separate architecture outperforms the Shared architectures independent of the training protocol. Furthermore, all architectures get better with OOD combinations as in-distribution combinations are increased.

D.7 RESULTS ON ADDITIONAL DATASETS: UIUC 3D AND MNIST-ROTATION

Going beyond the four datasets presented in the main paper, we replicate our analysis on two additional datasets as a confirmatory experiment: (1) the UIUC 3D Dataset, and (2) the MNIST-Rotation dataset. As can be seen from Figs. Supp.9 (a) and (b), our findings are consistent across these additional datasets as well - Separate outperforms the Shared, and all architectures get better at OOD combinations as in-distribution combinations are increased.

Small size of UIUC 3D dataset: It is important to note that the small size of the UIUC 3D dataset makes it difficult to adapt it for training with biased in-distribution combinations. We picked 8 of the total 10 object categories (to ensure symmetry between tasks as explained in the paper), which amounts to 5,400 images in total across 64 category-viewpoint combinations. Thus, there are only 1700 training images for the 24 in-distribution combinations case, which is kept constant as in-distribution combinations are increased. In contrast, the other natural image dataset used in this paper, the iLab dataset contains 70,000 training images for 6 categories and viewpoints each. Due to this the generalization performance is slightly low, however the findings are still consistent as reported above. As an additional control, we also tried using all available 4500 images for the 87.5% seen case (i.e., all images other than the OOD test set) - generalization numbers were still low overall, but trends were preserved.
Figure Supp.9: Generalization performance for additional datasets for ResNet-18 backbone. The geometric mean of category recognition accuracy and viewpoint estimation accuracy is reported for OOD combinations as the number of in-distribution combinations is increased. (a) Accuracy for the UIUC 3D dataset, (b) Accuracy for the MNIST-Rotation dataset. Due to the small size of the UIUC dataset there is poor generalization - there are only 1700 train set for 37.5% in-distribution combinations (which is kept constant as the number of in-distribution combinations increases). This leads to lesser generalization, but our findings still hold true - (1) Increasing in-distribution combinations improves performance on OOD data, and (2) Separate architectures outperform Shared ones on OOD combinations.

D.8 Results on Group Equivariant Architectures

Group and gauge equivariant CNNs have recently emerged as an alternative to standard CNNs which theoretically offer better viewpoint invariance. While these architectures (Cohen et al., 2018, 2019) are yet to be adapted to more complex datasets like ImageNet, they have shown great results on simpler image datasets like MNIST-Rotation. Here, we present results with two such architectures in Fig. Supp.10. As can be seen, our findings also extend to these architectures - Separate outperforms the Shared independent of the training protocol, and all architectures get better at OOD combinations as in-distribution combinations are increased. This suggests our findings extend beyond standard CNNs. We believe that a detailed comparison between GCNNs and standard CNNs with respect to generalization to OOD combinations would be an interesting starting point for future work.
Figure Supp.10: Generalization performance for different group equivariant architectures as in-distribution combinations are increased for MNIST-Rotation dataset. The geometric mean of category recognition accuracy and viewpoint estimation accuracy is reported for OOD combinations as the number of in-distribution combinations is increased. (a) Accuracy of Separate and Shared architectures using a Spherical CNN (Cohen et al., 2018) as backbone, (b) Accuracy using an Icosahedral CNN (Cohen et al., 2019) as backbone.

### E Additional Experiments for “How Do CNNs Generalize to OOD Combinations?”

#### E.1 Ratio of Specialized Neurons

In the main paper, we have presented the ratio of specialized neurons for the iLab and Biased-Cars dataset. Here, we also provide these for the MNIST-Position and MNIST-Scale datasets. As can be seen, our findings are consistent across these datasets as well. Figs. Supp.11a and b show that neurons in the final convolutional layer specialize to become either category or viewpoint neurons as more category-viewpoint combinations are shown. Category and viewpoint branches of the Separate architecture become completely specialized to category and viewpoint, respectively. In the Shared architecture, both kinds of neurons emerge in roughly equal numbers.

We also observe that for a small number of in-distribution combinations, the ratio of neurons specialized for category or viewpoint classification may be impacted by the relative difficulty of these two tasks. We observe that when the accuracy is higher for category classification (shown in Fig. Supp.4), a higher fraction of neurons becomes specialized for category, as observed for the iLab and MNIST-scale datasets. Similarly, when accuracy for viewpoint classification is higher, a greater fraction of neurons becomes specialized for viewpoint, as observed in MNIST-Position.

#### E.2 Specialization Score for Additional Datasets

Figs. Supp.11c and d show that as the number of in-distribution combinations are increased, there is a steady increase in the specialization score for both MNIST-Position and MNIST-Scale. In Fig. Supp.12 we show that the selectivity score results are also consistent in iLab for different backbones and split architectures.
Figure Supp.11: Neuron specialization in MNIST-Position and MNIST-Scale datasets. (a) and (b) Percentage of neurons in the final convolutional layer of ResNet-18 that are specialized to category and viewpoint, for MNIST-Position and MNIST-Scale datasets, respectively. (c) and (d) Median of the specialization scores of neurons in the final convolutional layer of ResNet-18 Separate and Shared architectures, for category and viewpoint classification tasks, respectively.

Figure Supp.12: Neuron specialization (selectivity to category and invariance to viewpoint, and vice versa) in the iLab dataset. (a) and (b) Median of the specialization score among neurons ($\Gamma^k$) in network architectures, other than ResNet-18, separate and shared, for category and viewpoint classification tasks, respectively. Confidence intervals (95%) are displayed in low opacity. (c) and (d) Median of the specialization score among neurons in ResNet-18 Separate and Shared with splits made at different blocks of the network, for category and viewpoint classification tasks, respectively. Similar results for the Biased-Cars dataset are provided in the main paper.

### E.3 Invariance and Selectivity Scores

In Fig. Supp.13 and Supp.14, we show the invariance and selectivity scores separately for the Biased-Cars dataset. In both cases, the trends follow what we observed for the specialization score, though the differences are much more pronounced in terms of invariance rather than selectivity.

### E.4 Specialization Score per Layer

In Fig. Supp.15, we show the specialization score in each layer. We can see that it builds up across layers, and this is more pronounced for Separate architectures than for Shared.
Figure Supp.13: **Invariance scores in the Biased-Cars dataset.** (a) and (b) Median of the invariance score among neurons in network architectures, other than ResNet-18, separate and shared, for category and viewpoint recognition tasks, respectively. Confidence intervals (95%) are displayed in low opacity. (c) and (d) Median of the invariance score among neurons in ResNet-18 Separate and Shared with splits made at different blocks of the network, for category and viewpoint recognition tasks, respectively.

Figure Supp.14: **Selectivity scores in the Biased-Cars dataset.** (a) and (b) Median of the selectivity score among neurons in network architectures, other than ResNet-18, separate and shared, for category and viewpoint recognition tasks, respectively. Confidence intervals (95%) are displayed in low opacity. (c) and (d) Median of the selectivity score among neurons in ResNet-18 Separate and Shared with splits made at different blocks of the network, for category and viewpoint recognition tasks, respectively.

Figure Supp.15: **Specialization Score Per Layer for 30 seen category-viewpoint Combinations for iLab, and 20 seen category-viewpoint Combinations for the Biased-Cars dataset.** (a) and (b) Median of the specialization score among neurons in ResNet-18 Separate and Shared with splits made at different blocks of the network, for category and viewpoint classification tasks, respectively. (c) and (d) Same as (a) and (b) for Biased-Cars dataset.
F LIMITATIONS

In this paper we have only considered rigid objects, while general object recognition often involves deformable and articulated object categories including humans and other animals. For such objects, parts may appear in various configurations for the same viewpoint. One way to analyze this more complex scenario would be to extend our experiments to study combinations of configurations, viewpoints and categories. Furthermore, this analysis may also be extended to study the impact of object symmetries, which would alter the effective number of visually distinct object viewpoints.

Also, we have considered selectivity and invariance of individual neurons as a model for understanding generalization to OOD combinations. This model is limited in several ways as it only considers the properties of individual neurons, and assumes that selectivity to one single category (or viewpoint) is needed alongside invariance to viewpoint (or category) to achieve generalization. There could be other ways to achieve generalization not taken into account by the model. Also, the evidence presented here is correlational and based on the average neural activity for a set of images. Nonetheless, the model has been shown to be useful to explain in simple and intuitive terms why the Separate architecture outperforms the Shared one, and how these generalize as more category-viewpoint combinations are seen.