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Abstract

In this paper, we present a first attempt at enriching German Universal Dependencies (UD) treebanks with enhanced dependencies. Similarly to the converter for English (Schuster and Manning, 2016), we develop a rule-based system for deriving enhanced dependencies from the basic layer, covering three linguistic phenomena: relative clauses, coordination, and raising/control. For quality control, we manually correct or validate a set of 196 sentences, finding that around 90% of added relations are correct. Our data analysis reveals that difficulties arise mainly due to inconsistencies in the basic layer annotations. We show that the English system is in general applicable to German data, but that adapting to the particularities of the German treebanks and language increases precision and recall by up to 10%. Comparing the application of our converter on gold standard dependencies vs. automatic parses, we find that F1 drops by around 10% in the latter setting due to error propagation. Finally, an enhanced UD parser trained on a converted treebank performs poorly when evaluated against our annotations, indicating that more work remains to be done to create gold standard enhanced German treebanks.

1 Introduction

Universal Dependencies (UD; de Marneffe et al., 2014) are a widely used framework for syntactic dependency annotation. Aiming to provide a cross-lingual representation that focuses on relations between content words, nearly 200 UD treebanks for over 100 languages are currently available. An extension of UD are Enhanced Universal Dependencies (Schuster and Manning, 2016), which have since become an official part of the UD guidelines (Nivre et al., 2020). Enhanced UD augments “basic” UD syntax trees by including additional dependency edges in the presence of linguistic phenomena such as coordination, relative clauses, and raising/control.

As a result, Enhanced UD structures are not necessarily trees, but more general syntax graphs. For example, in Figure 1b, the basic dependency tree (black edges on top) is augmented by an enhanced nsubj link (blue edge at bottom) in order to represent that the subject of “warten”, “Eltern”, has been raised to the object position of “empfahl.”

Enhanced UD representations have been shown to be useful for downstream NLP tasks (Schuster et al., 2017), and parsing them has experienced a rise of attention in the scope of two recent shared tasks (Bouma et al., 2020, 2021). Yet, annota-
tions for this dependency representation are still only available for a small subset of UD treebanks. Many of these existing annotations were created using rule-based systems operating on the basic layer with little to no human supervision/evaluation, or via conversion from other syntactic representations (Drogaeva and Zeman, 2019).

In this paper, we take a first step towards extending Enhanced UD coverage to German treebanks, for which no enhanced annotations exist to date. We give details on our findings when generating Enhanced UD representations from the basic layer of German UD treebanks in a rule-based way, similarly to the work of Schuster and Manning (2016) for English. We focus on three linguistic phenomena (relative clauses, raising/control, and coordination) and present rule-based algorithms for each phenomenon that take into account the peculiarities of the German language, which has less strict rules for word order compared to English.

We assess the accuracy of the extractions made by our system with the help of expert human annotators, evaluating system performance on both gold as well as automatically parsed basic dependencies. In the gold setting, we find that around 90% of added relations are correct, outperforming the system by Schuster and Manning (2016). On automatically parsed text, performance drops by around 10%, indicating a reliance on correct basic dependencies. A graph parser trained on automatically extracted enhanced dependencies achieves low accuracy, indicating that more work remains to be done to automatically create high-quality enhanced German treebanks.

To the best of our knowledge, our work presents the first investigation into creating Enhanced UD annotations for German treebanks. Our system achieves accuracies which we believe may already be useful in downstream applications (e.g., to increase recall in information extraction tasks). Furthermore, we hope that our findings may serve as a starting point for the creation of high-quality Enhanced UD corpora for the German language. To facilitate further research, our code and annotations will be made freely available.3

2 Related Work

In this section, we briefly review work on extracting enhanced UD from the basic representation, as well as enhanced UD parsing and related graph-based meaning representations.

Extracting enhanced UD from basic UD.

Much prior work has focused on automatically retrieving enhanced dependencies from the basic layer for various languages. Prior to the introduction of UD, Nyblom et al. (2013) used an SVM-based approach to retrieve enhanced Stanford dependencies for the Finnish-TDT treebank. They find that their approach works well for gold basic dependencies, but less so for automatic parses. A rule-based converter for English UD was first proposed by Schuster and Manning (2016) together with their initial formulation of the enhanced UD layer. Nivre et al. (2018) compare the above two approaches for enhancing Italian and Swedish, finding that both are adequate for creating enhanced treebanks. Candito et al. (2017) use graph-rewriting rules to create enhanced dependencies for two French treebanks, finding good accuracy in a manual evaluation.

More specific works on modeling certain phenomena within enhanced UD further include automatically reconstructing elided predicates in sentences with gapping constructions (Schuster et al., 2018) and the modeling of coordinate constructions (Grünewald et al., 2021b).

Parsing into Enhanced UD.

Following a series of shared tasks focusing on basic UD (Zeman et al., 2017, 2018), the 2020 and 2021 IWPT shared tasks (Bouma et al., 2020, 2021) address the prediction of enhanced UD from raw text. While some participating systems directly parse enhanced dependency graphs using a graph-based parser (e.g. He and Choi, 2020; Wang et al., 2020; Grünewald and Friedrich, 2020), others parsed into standard UD before applying hand-written enhancement rules (e.g., Dehouck et al., 2020; Attardi et al., 2020). Heinecke (2020) employs a rule-based approach to convert from basic to enhanced UD and then optimize the result using a classifier.

Graph-based Meaning Representations.

Aiming to move annotations closer to “meaning” on the meaning–form scale (Drogaeva and Zeman, 2019), Enhanced UD can be seen as part of a larger effort to annotate sentences with graph-based rep-
resentations of their meaning. Other frameworks with the same goal include Abstract Meaning Representation (AMR; Banerescu et al., 2013), Universal Conceptual Cognitive Annotation (UCCA; Abend and Rappoport, 2013), Universal Decompositional Semantics (UDS; White et al., 2016) and broad-coverage Semantic Dependency Graphs (SDP; Oepen et al., 2016). Enhanced UD differs from these frameworks due to its very close integration with the syntactic annotation of a sentence.

3 Basic-to-Enhanced Converter

In this section, we describe the implementation of our basic-to-enhanced UD converter for German. Along the way, we discuss important differences w.r.t. the converter for English (Schuster and Manning, 2016).

3.1 Enhancing Relative Clauses

As shown in Figure 2, in basic UD, relative clauses are represented as sub-trees, with the root of this subtree being linked to the noun modified by the clause. The basic UD representation provides no direct link between a relative pronoun and its antecedent. As the relative pronoun and the antecedent can be interpreted as co-referring, the referent of the antecedent can also be considered as an argument of the relative pronoun’s head (here: “kenne”). Enhanced UD marks this by means of a ref relation linking the antecedent and the relative pronouns, as well as adding an argument link (here: obj) from the relative clause’s main verb to the antecedent.

Algorithm. If a relative clause is indicated by an acl:relcl relation, we add a ref relation from the clause’s antecedent (which is head of the acl:relcl relation) to the relative pronoun or relativizer. Because not all treebanks use the subtype relcl for this construction, an acl relation is also considered if the token that might be the relative pronoun has the UPOS PRON or the lemma “wo” (“where”). The relative pronoun is found by selecting the first child of the acl relation’s dependent according to surface order which is linked to the relative clause’s root via any relation except punct. The relation between the relative pronoun or relativizer and its head is deleted, and a relation from the relative pronoun’s / relativizer’s former head to the antecedent is added, using the relation type of the deleted relation, as in Figure 2.

The English converter (Schuster and Manning, 2016) treats relative clauses the same way, but their way of identifying the relative pronoun is slightly different to ours. The leftmost word contained in a word list of possible relative pronouns is taken as the dependent of the ref relation if any child or grandchild of the acl:relcl relation depends on a possible relative pronoun. In addition, only the specific subtype acl:relcl is considered for the identification of relative clauses.

We treat the special case of possessive relative pronouns as follows. As shown in Figure 3, if the relative pronoun is possessive, it is not a direct child of the relative clause’s root, but rather attaches to a child node thereof. In German, the only two possessive relative pronouns are “deren” or “dessen.” These word forms can be detected easily and unambiguously. In such constructions, the relative pronoun or relativizer (here: “dessen”), refers to “Mann.” Accordingly, a ref relation is inserted between “Mann” and “dessen.” In contrast to the case of Figure 2, the object of “kenne” is not the pronoun’s antecedent “Mann,” but “Mutter” within the relative clause. Hence, an nmod:poss relation is added between “Mutter” and “Mann” instead.

In English, this type of relative clause exists with the possessive pronoun “whose” functioning as a relativizer. When analysing the differences of our converter to the output of the converter of Schuster and Manning (2016), we noted the following. In English treebanks, the relevant rela-
tion is always nmod:poss, while in some German treebanks, the relative pronoun is linked via det or det:poss. Our converter hence covers these cases as well. Further, Schuster and Manning (2016) delete the nmod:poss relation between the possessive relative pronoun and its former governor in the enhanced layer, which our converter as used in Sec. 4 does not.4

3.2 Enhancing Raising and Control

The linguistic phenomena called raising and control describe sentences with embedded verbs whose subjects have been “raised” to some higher position in the syntactic structure (Polinsky, 2013). In the constructions “Susan decided to start” and “Susan seemed to start,” the subject of the embedded clause is shared with that of matrix clause. In the control constructing “Susan told them to start,” the object “them” is also the subject of the embedded clause. While raising verbs (e.g., “seem”) do not select their arguments, control verbs such as “tell” or “decide” do. In enhanced UD, as shown in Figure 4 and Figure 5, the two phenomena are represented in the same way, i.e., by making the nsubj relation explicit. The embedded clause is linked to the matrix verb via xcomp (“open clausal complement”), hence, the construction can be detected easily in the basic layer. However, resolving is non-trivial, as we will discuss in Sec. 4.

Algorithm. We first identify xcomp relations whose head node is a verb or adjective and whose dependent is a verb, noun, or adjective node. For these, we add nsubj links starting at the xcomp relation’s child node according to the following criteria. We check the outgoing links of the xcomp relation’s head node (the embedding predicate) for the relations iobj, obj, and nsubj in this fixed order. For the first match, we assume that child node linked using this relation is the endpoint of the newly added nsubj relation.

Raising and control constructions where the controlling or raising predicate is a noun, such as “der Versuch, etwas zu tun” (“the attempt to do something”) or “die Möglichkeit, etwas zu tun” (“the opportunity to do something”) often lead to the insertion of wrong links. This is the reason for only addressing cases where the controlling or raising predicate is a verb or an adjective and the controlled or embedded predicate is a verb, an adjective or a noun.

3.3 Enhancing Coordinate Constructions

In UD, coordinate constructions are represented by a conj relation between the coordinated tokens (see, e.g., Figure 9). Generally, the first conjunct of a coordinate construction according to surface order is the head, with all other conjuncts attached to it via conj relations. Other dependency relations that are semantically shared by all conjuncts (e.g., nsubj or obj relations) are also attached to the first one. Since the first conjunct can also have dependents that are not shared by the other conjunct(s), this means that the dependency structures do not capture the information whether a dependent of the first conjunct is also a dependent of the other conjuncts.

For enhancing conjunctions, we distinguish two cases: (a) conjoined verbs, and (b) other types of conjunctions.

Conjoined Verbs. When two verbs are conjoined, the basic UD representation lacks an explicit link between the second verb and complements that both verbs share semantically, such as subjects or objects.

Algorithm. If the second conjunct does not have an outgoing nsubj link, we add an nsubj link between the second conjunct and all nodes that are linked to the first conjunct via nsubj links.

Regarding shared objects, we distinguish three cases. If the second conjunct (“schreibt” (“writes”)) comes after the first conjunct (“liest” (“reads”)) and before the first conjunct’s object (“Bücher” (“books”)) according to surface order, as in Figure 6, we propagate an obj link between the sec-

---

4This oversight is fixed in the released version of our converter.
ond conjunct and this object. If the first conjunct’s object comes after the first conjunct but before the second conjunct in surface order, as exemplified by Figure 7, no obj link is inserted. In these scenarios, it is possible to decide with certainty whether the first conjunct’s object is semantically shared by both conjuncts, as it is always the case in English due to the strict surface order.

However, if the object comes before both conjuncts according to surface order, as in Figure 8, we face an ambiguity. In spite of both sentences in Figure 8 having the same dependency relations and POS tags, in the first sentence, the first conjunct’s object (“Film”) is semantically not shared with the second conjunct, while in the second sentence, both conjuncts share the object (“Bücher”). Therefore, in the second case, the enhanced UD representation should contain an additional obj link. However, we do not propagate in such cases in order to maximize precision rather than recall.

Other types of conjunctions. In case of coordinated noun phrases, adjectives, or modifiers, the token with an incoming conj relation (the “second conjunct”), is not explicitly linked to the governor or dependents of the first conjunct. That the two conjuncts fill the same roles in the sentence’s argument structure is made explicit in the enhanced layer.

Algorithm. First, we identify the conj relation and the tokens it interlinks. We add a direct link between the second conjunct and the governor of the first conjunct. The type of the added relation is copied over from the relation linking the first conjunct to its governor.

4 Analysis and Evaluation

In this section, we first describe our manual corpus study to measure the performance of our converter. We compute precision, recall and F1 on enhanced links and draw comparisons to the English converter by Schuster and Manning (2016). In addition, we evaluate the performance of the converter in automatic parsing settings.

4.1 Manually Annotated Gold Standard

We create a test set containing sentences from the two German treebanks GSD and PUD, against which the converter is then evaluated. The test set consists of three subsets, one for each of the three phenomena we address. The subset for coordinate constructions contains 50 sentences containing at least one conj relation between two tokens, while the subsets for relative clauses and raising and control structures contain 80 sentences containing respectively an acl or subtype of it or an xcomp relation. The more specific relation sub-
type acl:relcl would have been more suitable for extracting relative clauses, however, the GSD treebank only uses the generic type acl.

These subsets were created by first collecting all sentences for each phenomenon from each treebank and then selecting every n/25th sentence for the coordination subset and every n/40th sentence for the relative clause and raising and control subsets, with n being the total number of sentences found for this phenomenon in this treebank. After removing duplicates and six sentences with severe errors in the basic layer, this results in 196 annotated sentences which are the basis for our evaluation.

Annotation. The test set was then converted to include enhanced UD representations by our system and manually corrected by three annotators, two computational linguists with extensive linguistic training, and one undergraduate student with basic linguistic training. Each annotator corrected a subset of the test set, discussing sentences they were unsure about with the other annotators.

Minor errors occurring in the basic layer (e.g., a wrong dependency type assigned or an inverted head and child node of a relation) were corrected, while more severe errors affecting multiple dependency relations or tokens lead to an exclusion of the sentence from the evaluation set. In total, 18 sentences were found to contain errors in the basic layer, and six were removed from the evaluation set due to severe errors.

4.2 Performance of Converter in Gold Setting

Rather than starting out with the original treebanks, we create the input for the converter by removing the enhanced layer from the manually corrected gold set. In other words, our evaluation takes into account the minor fixes we applied to the basic layer. Arguably, this procedure does not result in a completely realistic estimate how well our system would perform on the still somewhat noisy treebanks; however, we consider improving the consistency and quality of the current German treebanks to be future work and decided to abstract away from this problem in our study in order to make it less dependent on the idiosyncrasies of the current treebank versions.

We then run our converter on the basic trees for these sentences and compare the enhanced dependency relations in the converted set to the enhanced layer of the gold set. In order to make a fair comparison, we freeze the code of our converter before starting out with our annotation study. The results reported here are thus an estimate how far we can get with a rule-based approach (which, of course, was based on extensive data analysis, but not targeted to our evaluation set).

In Table 1, we report precision, recall, and F1 for all links in the enhanced layer, as well as for several relevant relations. In addition to the overall score, calculated by evaluating all sentences in our test set, we compute scores for each phenomenon by evaluating all sentences in which this phenomenon occurs. This results in the evaluation set for a phenomenon containing more sentences than the originally sampled test set for this phenomenon did, because sentences from the other phenomena’s subsets can be included. For example, a sentence originally selected for the relative clause set is included in the evaluation set for conjunctions if it also contains a conj relation. This results in the evaluation for coordination constructions being based on 117 sentences, the evaluation for relative clauses being based on 105 sentences and the evaluation for raising and control being based on 98 sentences.

Considering all sentences and label types, we achieve a precision of 89.5%, recall of 89.1% and F1 of 89.3%. Comparing the scores for the three phenomena implies that the converter works best on relative clauses with F1 of 94.2%. Recall of 100% for the ref relation indicates that all relative clauses in the test set were detected as such. For sentences containing conjunctions, all scores were slightly lower with an F1 of 89.3%. Raising and control is the phenomenon for which we achieved the lowest scores, with an F1 of 82.1%. Here, nsubj is the only relation type that our converter automatically propagates, while we did not restrict propagation of relation types in our manual annotation. Precision and recall both around 77% indicate that for some cases, our converter selects the wrong token as subject of the embedded or controlled predicate. This decreases both precision and recall, because the actual subject is lacking an nsubj link to the controlled or embedded predicate and at the same time a spurious nsubj link to the wrong node is created. E.g., for the sentence “wir verwenden Zeit darauf, ein Konzept zu entwickeln” (“we spend time on developing a concept,”) instead of “wir” (“we”), the converter would treat “Zeit” (“time”), the object of “verwen-
den” (“spend”), as a subject of the embedded verb “entwickeln” (“develop”).

In our evaluation, we also noticed minor implementation errors. These are fixed in the released version of our converter.

In the following, we compare our converter to the one created by Schuster and Manning (2016). Our aim is to check whether implementing a targeted version for German was worth the effort compared to simply running the existing system developed for English. We made one adaptation to the English converter, which originally expects only acl:relcl to indicate relative clauses (see Sec. 3.1). We relax this constraint to looking for acl, as several German treebanks do not use the relcl subtype.

Since the English converter by Schuster and Manning (2016) uses some relation subtypes that we did not use in the gold set, only the generic relation type was considered in the evaluation. Overall, we found that the English converter performed worse on our test set, with an overall F1 score of 79.5% (about ten percent points lower than our targeted version for German). For obj and obl relations, the reported scores diverge from our scores by respectively 28.2 and 16.8 percentage points. The main reason for this is the different treatment of relative clauses in which the relative pronoun is governed by an obj relation. While we add an obj relation between the antecedent and the token governed by the acl:relcl or acl relation in this case, the converter by Schuster and Manning (2016) inserts an obl:relobj relation in this case, which is treated as an obl relation in the evaluation due to the evaluation algorithm ignoring subtypes. There is no meaningful difference in the handling of coordination except for the usage of more specific subtypes. Therefore, the difference in scores in Table 1 stems from the other phenomena that also occur in this evaluation subset.

Regarding raising and control constructions, in contrast to our converter (as explained in Sec. 3.2), the English converter propagates links when the head of the xcomp relation is a noun. Furthermore, while we used the general nsubj relation, they used the subtype nsubj:xsubj for links added while treating a raising or control construction. This is in fact an extension of the UD guidelines, which do not include the nsubj:xsubj subtype to date. Following the official guidelines, our system outputs only nsubj, but our final release includes an option for adding the xsubj subtype.

4.3 Performance of Converter in Automatic Parsing Setting and End-to-End Graph Parsing

To evaluate our converter’s performance on automatically parsed basic dependencies, we use Grünewald et al.’s (2021a) STEPS parser (along with the provided pre-trained model for German) to parse our test set and then run our converter on the output. We find that performance of our rule-based system drops by about 10% compared to the results achieved when using gold basic dependencies. This is in line with findings reported by Grünewald et al. (2021b), who also find that a pipeline-based approach leads to considerable performance decreases. However, precision and recall exceed 75% in most cases, meaning that the resulting output may still be useful in practice.

We also investigated the alternative path of directly training an enhanced UD parser on a treebank created using our converter. Using the STEPS framework, we train an end-to-end graph parser on the converted GSD treebank, use it to parse our test set, and again evaluate against our manual annotations. As shown in Table 1, F1 for the enhanced layer drops by over 40%. By contrast, the parser achieves an F1 score of 85.1% on the same evaluation set for the prediction of the basic layer. These results indicate that the enhanced data produced by converting the existing German treebanks is, as of yet, of limited use for training machine learning systems.

5 Conclusion and Outlook

In this paper, we have described our approach of enriching German UD treebanks with enhanced dependencies by implementing a rule-based converter. Evaluating on a set of manually annotated sentences, our system achieves an F1 score of around 90% when operating on gold basic dependencies, outperforming the English-based system by Schuster and Manning (2016). In an automatic parsing setting, accuracy is lower with an F1 score of
In our annotation study, we found that our system fails mainly due to errors in the basic layer, which have been derived semi-automatically from German treebanks annotated with different dependency frameworks. For example, an xcomp relation in the wrong direction leads to severe errors in the enhanced layer when following our rule-based approach. We further observed divergences in regards to the annotation schemes applied across German treebanks, for instance the usage of different relation types for the same sentence structures. We therefore conclude that measures to increase consistency across German treebanks are an important step to facilitate the conversion to enhanced dependencies.

**Outlook.** There remains a number of ambiguous cases for which we have not found a solution thus far, such as the propagation of objects in case of two conjoined verbs (see Sec. 3.2). Regarding raising and control structures, examples like “Wir lassen den Jungen gehen” (“We let the boy leave”) vs. “Wir lassen den Reifen montieren” (“We have the tyre mounted”) are identical regarding their basic dependency structure and POS tags, yet should be treated differently by the converter. In control structures such as “Wir entschieden, hier nicht zu schwimmen” (“We decided not to swim here,”) the subject of the embedded verb “schwimmen” (“swim”) is the same as that of “entschieden” around 80 %, which may still be useful in practice. Training an enhanced parser on treebanks created using our converter yields poor results.

Table 1: **Annotation study: converter results.** Rows for phenomena report results for all links in enhanced layer for set of sentences that contain the phenomenon. all = all links in enhanced layer in the subset of sentences, total = total count of this label type in the evaluated gold sentences. Number of sentences in the evaluation subset: Coordination: 117, Relative Clause: 105, Raising and Control: 98. SM16 = Schuster and Manning (2016).
(“decided”), while in the sentence “Wir empfehlen, hier nicht zu schwimmen” (“We recommend not to swim here,”) the subject does not co-refer with the speaker. A possibility to improve here might be the usage of word lists containing control/raising verbs for which the subject of the controlled/embedded predicate can not co-refer with the speaker (as for “recommend”).

To conclude, our work demonstrates that rule-based conversion is a suitable method for creating enhanced dependencies for German. However, our analysis also shows that taking language-specific phenomena into account is important to ensure correctness of the extractions. Hence, creating targeted enhanced UD converters for more languages is a promising avenue, but will likely require further manual work for each instance.
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