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Abstract—One of the potential solutions for model interpretation is to train a surrogate model: a more transparent model that approximates the behavior of the model to be explained. Typically, classification rules or decision trees are used due to their logic-based expressions. However, decision trees can grow too deep, and rule sets can become too large to approximate a complex model. Unlike paths on a decision tree that must share ancestor nodes (conditions), rules are more flexible. However, the unstructured visual representation of rules makes it hard to make inferences across rules. In this paper, we focus on tabular data and present novel algorithmic and interactive solutions to address these issues. First, we present Hierarchical Surrogate Rules (HSR), an algorithm that generates hierarchical rules based on user-defined parameters. We also contribute SuRE, a visual analytics (VA) system that integrates HSR and an interactive surrogate rule visualization, the Feature-Aligned Tree, which depicts rules as trees while aligning features for easier comparison. We evaluate the algorithm in terms of parameter sensitivity, time performance, and comparison with surrogate decision trees and find that it scales reasonably well and overcomes the shortcomings of surrogate decision trees. We evaluate the visualization and the system through a usability study and an observational study with domain experts. Our investigation shows that the participants can use feature-aligned trees to perform non-trivial tasks with very high accuracy. We also discuss many interesting findings, including a rule analysis task characterization, that can be used for visualization design and future research.
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1 INTRODUCTION

In this article, we describe a visual analytics method and a system to help data scientists and model developers explore and analyze the behavior of machine learning classifiers. The approach we propose explores the idea of inspecting an existing model by (1) generating hierarchical rules that describe the model’s decision space and (2) visualizing the results with an interactive hierarchical visualization that depicts the extracted rules.

Explaining model behaviors has become one of the most important needs for AI/ML systems. Given the often-opaque logic and structure of models and their enormous complexity (e.g., with the employment of ensemble and neural network models), it has become necessary to develop methods to help experts navigate their decision space. While common aggregate statistics continue to be the backbone of validation, being able to understand how the model makes decisions and validate the decision-making logic has become equally relevant; especially in systems where a model making decisions for wrong reasons can lead to drastic consequences (e.g., health care, security, law enforcement).

Model inspection has been addressed from many different angles. A common distinction of these methods is between solutions that look at model behavior locally, for one single instance of interest at a time; and solutions that aim at providing a description of how the model behaves globally, either on the entire input space or in meaningful data subgroups. Our work aims at supporting experts to deal with this latter problem of how to explain a model globally, where typically experts want to (1) verify whether model decisions make sense; (2) identify the errors made by the model in subgroups; and (3) verify how the model behaves with specific subgroups of interest. Within this area of investigation, researchers can distinguish between solutions for models that are inherently transparent, that is, models with structures amenable to human inspection, and models that are opaque, that is, models with structures that are too complex for direct human inspection. Since this last class of models does not directly expose an intelligible structure to their users, methods are necessary to first extract information out of them to enable inspection.

In this work, we focus on this global model understanding problem and, more specifically, on a class of solutions called “surrogate models”. The basic idea behind surrogate models is to train a transparent model using the output of the (opaque) model one wants to investigate. By doing this, the surrogate simulates the decision space of the model of interest and provides a description of its behavior (e.g., model
predictions and errors in a data subgroup). For instance, under this paradigm, an “opaque” classifier trained using a neural network could be simulated by a “transparent” decision tree trained using the labels generated by the neural network as an input to its training process.

Due to the intelligibility of logic-based models, surrogates are typically generated using decision trees. For example, the widely used iml package [1] for model interpretation helps users build a surrogate decision tree to understand their model. However, surrogate decision trees have several limitations. They are often not flexible enough to simulate the decisions of more complex models. Also, due to their rigid binary tree structure, decision trees need to grow deep and large to simulate complex models accurately; thus, nullifying the original intent of creating an intelligible surrogate. In Section 5.2, we will explain more about this limitation via experiments. Surrogate decision rules can be an alternative to surrogate decision trees. Rules are more flexible than trees because each rule can be generated independently from the other rules, however, rules can also generate very large outputs and their lack of an organizing structure makes it hard to make inferences that involve multiple rules. For instance, it is hard to identify if all rules that share a common condition tend to have a similar outcome, or two similar rules differ only from one small condition that has a strong impact on the outcome (i.e., the two rules lead to different predictions despite being very similar).

In order to solve these problems, we propose a new approach that integrates the benefits of trees and rules while trying minimizing their shortcomings. The approach consists in the generation of “Hierarchical Surrogate Rules” (HSR): rule sets that are organized around a hierarchical structure. These hierarchical sets have the flexibility necessary to capture complex relationships; thus, making them more powerful than single decisions trees. At the same time, these sets have the structure necessary to enable inferences across rules; therefore making them more powerful than traditional rule sets. With HSR, end-users can also change parameters according to desired rule properties.

In addition to producing hierarchical rules, we also address the problem of visualizing the rules. Traditional rule systems visualize the logic statements using textual representations, which limits interpretation in a few ways. First, existing representations do not provide an easy way to identify rules that share a common set of features or conditions. However, being able to do so is crucial to understand the effect of individual features as well as their combinations beyond the specifics of individual rules (the problem of drawing inferences across rules that we mentioned above). Second, each rule and its individual components have relevant statistics that are useful to compare visually. For instance, knowing how many data points are covered by a rule and what their associated labels are necessary to identify subgroups of interest. Considering these limitations, we propose an interactive rule visualization based on a feature-aligned tree.

In order to validate and explore these ideas, we developed a visual analytics system that integrates the rule generation functionality and the interactive visualization we mentioned above for classification models with tabular data. The validation is organized around three main activities. First, we provide algorithm benchmarking to characterize the behavior of the rule generation procedure according to different parameter settings. Second, we describe the results of a usability study we ran to verify the readability of our visual representation. As you will see in Section 7, novice users can read the generated rules with minimal mistakes despite the novelty of the representation. Finally, to evaluate the whole interactive visual analytics system, we describe the results of a qualitative study we conducted by observing and interviewing a group of experts from a private banking company who used our tools to explore a financial data set of interest. The results of the observational study provide useful insights on the usefulness of our approach as well as interesting design inspirations.

In summary, in this research we contribute the (1) a novel rule generation and exploration procedure to explore the decision space of a black-box model; (2) a novel feature-aligned tree visualization of rules that permits users to draw useful inferences across the rules in a rule set; (3) the design of an interactive visual analytics tool that integrates interactive rule parameterization, generation, and visualization; (4) validation studies that lead to a task categorization of rule analysis and other useful insights on potential future research directions. We want to clarify although our approach can be applicable to multi-class data, we focus more on binary classification task throughout the paper.

2 BACKGROUND AND RELATED WORK

2.1 Surrogate Rules

A surrogate model aims at describing the original model’s decisions using a structure that is more interpretable than the one it tries to simulate. Instead of accessing and showing the original model’s internal structure, the method of surrogate modeling treats the original model as a black box. By showing the logic of the surrogate model, model developers and domain experts can gain an understanding of the behavior of the underlying black-box model. Models used as global surrogates are therefore usually interpretable models such as linear models [2], decision trees [3], or decision rules [4]. Because the if-then structure of a rule semantically resembles the decision-making process and is common in our daily lives [5], rules are often used as model explanations to show to the general public. Therefore in this work, we focus on the generation and presentation of decision rules as global surrogate.

To generate rules to approximate a black-box model, people can directly extract rules based on the black-box model’s input and output using rule-based models such as Apriori [6], Tertius [7], Closet [8], MUSE [9], LoRMIKA [10], etc. Tree-based models can also be a source of surrogate rules by transforming tree paths into plain if-then rules [11], [12]. In recent years, more and more work has been proposed to explain complex models using trees. For example, TREFAN [13], RxREN [14], Treeview [15] and DeepRed [16] extract tree structures from trained deep neural networks; Bastani et al. [17] induced a decision tree from a black-box model. The hierarchical structure of rules extracted from trees typically contains information about the order and relevance of the features; which is useful to understand how well these features split the data space into different classes. For this reason, we aim to generate rules that keep a hierarchical structure in this work.
2.2 Interpretable Rule Sets

Although a surrogate model tries to simulate how the black-box model makes decisions, it is important to realize that a surrogate model is distinct from the actual black-box model. To understand how much the explanation is faithful to the model to be explained, it is important to evaluate the fidelity of the surrogate model [18]. One way to test the fidelity is the R-squared measure [19], which is widely used for regression models. Recent work [18], [20] explored ways of measuring internal fidelity, which measures the similarity of feature attribution values (e.g., SHAP [21]) from the surrogate model and the black-box model. These measurements are used to evaluate the fidelity of the surrogate model in terms of the whole data space. In our work we measure the fidelity of the surrogate rules at a subset level because each rule is an independent classifier and can only describe a subset of instances in the data space.

Human-interpretabiliy is also considered when generating and evaluating a surrogate model. In practice, model developers and domain experts can understand a black-box model by understanding its surrogate; which highlights the importance of the interpretability of a surrogate model. In recent work, researchers found that model interpretability can be measured and manipulated [22] based on user studies with a regression model and different explanations. In terms of rule generation, researchers identified a few properties of interpretable rules in the work of interpretable decision sets (IDS) [23] and Bayesian rule sets (BRS) [24], such as the number of rules and the number of conditions in a rule. Lage et al. [25] also introduced three types of model complexity based on literature from cognitive psychology: explanation size, cognitive chunks, and repeated terms. Inspired by this work, in the next section we will introduce a few rule properties, including rule coverage (the desired number of data points each rule has to cover), rule length (the desired maximum number of conditions each rule can have) and rule fidelity (the desired minimum accuracy each rule has to have in predicting the behavior of the model) to ensure surrogate rules are interpretable while maintaining a high fidelity.

To generate interpretable surrogate rules, our first intuition was to use existing methods in a surrogate model fashion. However, existing methods cannot address one of the main goals we set for our work, which is to enable the user to manually set preferred parameters. In Table 1, we compare state-of-the-art interpretable rule generation methods with HSR, the method we will describe in Section 4, in terms of these three parameters. More specifically, we specify whether the algorithm uses parameters as (direct or indirect) constraints, based on values received from the user, or as optimization objectives. Inspecting the table it is possible to see that none of the algorithms, except Skope [27], allow the user to manually set constrain values for the parameters we listed. This algorithm however aims to generate rules to describe a minority class and has been designed to deal with imbalanced classes in classification problems. Our work, instead, aims at describing the model behavior on the whole dataset and aims to reach a high data coverage with fewer rules. It is worth noticing that IDS [23] is the only other algorithm in the list that also deals with all the properties we consider important, but for all of them it uses an optimization approach rather than allowing users to set these parameters manually. By comparing these alternative algorithms, we are motivated to introduce a new surrogate rule set generation method to reach the goals of faithfulness, completeness and parsimony that we will introduce in the next section.

2.3 Visualizations of Rules and Decision Trees

While in recent years research on rule-based models has grown substantially, the problem of how to visualize the rules has gain comparatively little attention. Decision rules are mostly presented as plain textual if-then statements, independently of whether the rules are used as model explanations [9], [26], [33], [34] or are used directly as interpretable predictive models [23], [24], [35]. For rules extracted from a decision tree [3], tree structures have been studied widely in the visualization research community (a gallery of tree visualization techniques can be found at treevis.net [36]) but only with little focus to structures designed to explore model behavior. To assist domain experts to construct and analyze decision trees, Elzen et al. [37] introduced BaobabView, which visualizes model prediction behaviors in the nodes of a decision tree. Recent work from REMIX [38] visualizes a set of rules using a single n-ary tree. However, with a traditional tree structure, a feature of interest appears in different nodes distributed across the tree. This makes it hard to analyze rules or features along the whole tree. In our work, we propose a feature-aligned tree visualization to assist rule understanding and analysis across multiple rules. Moreover, if rules come from large sets of trees such as random forest, it is challenging to visualize the content of all the trees in a forest. Therefore, we introduce an algorithm in Section 4 to select eligible rules to present to users.

To improve the interpretability of rules, we believe proper rule visualization can help. Recent research reveals that the understanding of rules is relevant to several visual factors, including feature alignment, condition encoding, ordering of rules and features [39]. Most related to our work, RuleMatrix [40] proposes a tabular layout to visualize a list of rules. The conditions are organized in a tabular layout where the conditions that use the same features are aligned in the same column; which makes it easier to compare data distribution of the same feature in different rules. Some recent work, such as Surrogate Decision Trees [41] and Explainable Matrix [42], also apply a flat layout to take advantage of feature alignment for visualizing the rules. However, if rules are generated
from one or more trees, showing them in the flat tabular layout neglects the important feature/condition ordering information embedded in the hierarchical structure. More recently, Vladimir et al. [43] applied parallel coordinates to visualize the splits on a decision tree. However, such representation has the same problem of not maintaining the hierarchy of a tree. Another related work is iForest [44], which help users to select and explore decision paths from different trees in a random forest. In this paper, our work aims at finding a synergy between all these approaches. We developed a solution that visualizes the hierarchical structure of rules while retaining a layout that provides information about the logic of the rules.

3 WORKFLOW, CONSTRAINTS AND OBJECTIVES

The pipeline we propose consists of three main steps and associated components, which we exemplify in Fig. 1 (see numbered steps): (1) parameter setting: the user sets the desired parameters for the generation of rules. The parameters provide information and constraints to the rule generation algorithm in terms of desired faithfulness and complexity constraints. Below we describe in more details what these parameters are and how they are computed; (2) rule generation: the system takes as an input the data, the model and the parameters set by the user (or set by default), and then produces a set of hierarchical rules. In Section 4 below, we describe how the rules are structured and how they are generated by the algorithmic procedure we propose; (3) rule visualization and exploration: the system visualizes the rules using innovative data visualization techniques, including the Feature-Aligned Tree, a layered network visualization that depicts the hierarchical structure of the rules and helps orient the user towards rules and patterns of interest. In Section 6, we describe the design of the visualizations, providing the rationale behind the design and demonstrating the utility of these visual techniques.

Given input training data and model output, a set of surrogate rules describe and simulate the behavior of the original model. Each rule has several conditions followed by an outcome that represents the rule’s prediction. More precisely, the output of the procedure is a set of rules where each rule has the following format: IF $c_1 \land c_2 \land \ldots$, THEN $class_j$, where $c_i$ (i = 1, 2, ..., ) is the $i$th condition in the rule and $class_j$ (j = 1, 2, ..., ) is the $j$th class in the dataset, which is the consistent prediction made by the black-box model when all the conditions are matched. The if-part of a rule is typically called antecedent and the then-part consequent. Each condition is a logical predicate specifying the value of a feature in the data set (e.g., Age > 50). Each surrogate rule effectively describes a specific subset of the input space (the instances that satisfy the conditions in the antecedent part of the rule) and provides a model prediction for it as the rule consequent (e.g., not default for a loan application problem).

At the level of individual rules, we want the rules to be faithful and interpretable, whereas at the level of the whole set, we want the set of rules to cover as much of the model behavior as possible while remaining as simple as possible in terms of total number of rules. In the rest of the paper, we will refer to constraints that are applied at the level of individual rules and that will be set directly by the user. Then, we will refer to objectives that are applied at the level of the whole set of rules and will be optimized by the algorithmic procedures we describe in the next section.

**Constraints:** The faithfulness at the level of an individual rule is described by fidelity and coverage. A rule simulates the original model faithfully if it has high fidelity, that is, the consequent (model prediction given by the rule) is the same as the actual model predictions to all (or most of) the data instances the rule describes. Each rule is also evaluated by coverage, which is the number of data instances the rule covers with its antecedent part. In this research, we consider a rule as a faithful description of a set of data instances if it reaches high fidelity and high coverage.

Since the goal of surrogate rules is to enable human inspection, another relevant goal is to reduce complexity as much as possible, while keeping fidelity and coverage high. Complexity can be measured in many ways at the level of individual rules. We focus on two main complexity parameters in this
work: \textit{rule length}, which is the number of conditions in a rule and \textit{feature granularity}, which is the number of values each feature can refer to. A rule is considered simpler if it has a fewer number of conditions and a fewer number of values or ranges the features in the rule can refer to. Given a condition of “Skin Thickness $< 31$”, users need to think about whether this metric is actually low or high relative to other patients. Therefore, we enable users to control the feature granularity as the number of bins assigned to each feature. For example, instead of using many different numeric ranges, we allow users to use ordinal descriptors such as low, medium, and high when the number of bins is 3. Typically, the lower the feature granularity, the less complex the rule is.

\textbf{Objectives:} While the constraints we just described work at the level of individual rules, the algorithmic procedure still has to optimize the results globally according to a number of additional objectives. In this paper, we have identified two main objectives that we want the procedure to pursue at the level of a rule set, rather than an individual rule. The first one is \textit{completeness}, that is, the rules should cover as many instances as possible to make the surrogate rule set faithful enough to describe the overall model behavior. When we look at the whole set of rules generated by the procedure we can compute the \textit{rule set coverage}, which is the proportion of the whole data set covered by the generated set of rules. The coverage of the rule set gives us a sense of how much of the original model can be described by the rule set. For this reason, one of the major objectives of this paper is to generate a rule set that covers as much as possible of the data space. The second objective is \textit{parsimony}, that is, the number of rules in a rule set should be as small as possible. When the number of surrogate rules is too high, it is hard for people to analyze all of the rules and draw useful inferences from the comparison of rules; especially when there are hundreds or even thousands of rules. Therefore, the rule set generation method needs to produce as few as possible rules to reduce the rule set level complexity.

It is important to notice how high faithfulness and low complexity may be in opposition. For instance, to cover as much as possible of the data set it is necessary to create more rules. Similarly, if we want to have high-fidelity rules, we typically have to produce rules with more conditions. At the same time if a rule has more conditions, it usually covers fewer data instances, which in turn, means more rules will be needed to achieve a high level of coverage.

Since we cannot know in advance what trade-offs are more appropriate for a given problem, model, data and user needs, it is important to provide flexibility and parameterization so that the algorithmic procedure that produces the rule set can find an optimized solution taking the parameters set by the user into account.

Given a trained model $F$, and a surrogate rule set $R$ that approximates the behavior of $F$ using a data set $D$, we define a set of metrics that characterize individual rules. For a given rule $r \in R$ covering the data subset $\mathcal{D}' \subseteq D$ (that is, the subset of the data for which the antecedent of the rule is true) we define the following metrics.

- \textit{Rule fidelity:} we define $\text{fid}(r)$ as the percentage of instances $x$ within $\mathcal{D}'$ for which $F(x) = r(x)$, where $F(x)$ is the prediction of the model on $x$ and $r(x)$ is the prediction of rule $r$ on $x$. To include rules with high enough fidelity, we allow users to set $\text{min_fidelity}$ as a minimum fidelity for each rule.
- \textit{Rule coverage:} we define $\text{cov}(r)$ as $|\mathcal{D}'|$, the number of instances covered by the rule over the total number of instances in the data set. To include rules that cover enough instances, we allow users to set $\text{min_coverage}$ as a minimum coverage threshold for each rule.
- \textit{Rule length:} we define $\text{len}(r)$ as the number of conditions contained in the antecedent of the rule, which can be controlled by the parameter $\text{max_num_condition}$.
- \textit{Feature granularity:} we define $\text{num_bin}$ as the number of bins assigned to the values of each feature. Users can control it by setting the value of $\text{num_bin}$.

### 4 Hierarchical Surrogate Rules

The algorithmic procedure we proposed to achieve the goals presented in the previous section is based on three main phases, a generative phase we call (1) \textit{rule pool generation}, an optimization phase we call (2) \textit{rule set optimization} and a structuring phase called (3) \textit{hierarchical rule set construction}. The first phase aims at producing an initial set of surrogate rules that satisfies the constraints set by the user-selected parameters. The second phase aims at creating an optimal set of rules according to the objective of parsimony and completeness. The third phase aims at organizing the extracted rules into a hierarchical structure.

#### 4.1 Rule Pool Generation

The rule generation procedure includes two main steps: (1) \textit{model induction}, to build a surrogate random forest and (2) \textit{rule extraction}, to extract rules that satisfy the constraints set by the user from the random forest.

To construct a large pool of qualified rules we feed a \textit{random forest} with the labels generated by the original model rather than the labels included in the original data. Random forest is a good candidate for our purposes because the bootstrap sampling of the data and the random selection of the features it employs ensures that many feature combinations and data subspaces are considered in the process. This is important to ensure the model can simulate the original model with sufficient fidelity and that a large set of candidate rules is generated. The random forest algorithm requires a number of trees to create when building the model. We use a default value of 100, but this also is a parameter that can be manipulated by the user if necessary.

To control the feature granularity, we first transform continuous data into ordinal values. In this work, percentiles are used to control the thresholds that generate the original bins from quantitative data. By default, the bin number is set to three (low, medium and high) and we let the user decide the granularity they prefer by changing $\text{num_bin}$.

Once the random forest is generated, the next step is to extract rules that satisfy the parameters/constraints we described in Section 3 out of the trees generated by the random forest. Each node of each tree is equivalent to a rule where the conditions found in path leading to that node represent the conditions of the rule. For this reason we can use these constraints to prune paths in the trees.
The goal of the rule optimization step is to find the smallest set of rules that covers as much of the data set \( D \) as possible. To better understand the problem, we define it in a formal way. Given a set of pre-mined rules \( R = \{r_1, r_2, \ldots, r_m\} \) we obtain from the previous steps, each rule \( r_i \) can cover a subset of instances in the data set. Here \( |R| = m \) is the number of rules. A set of subsets is defined as \( S = \{s_1, s_2, \ldots, s_n\} \), where \( s_i \) is the subset of instances that match the antecedent of \( r_i \). In most cases, \( \bigcup_{i=1}^{m} s_i = D \), \( |D| \) is the number of instances in the data set \( D \). The set of data instances that is covered by considering all the rules in \( R \) is also defined as \( D_R = \bigcup_{i=1}^{m} s_i \). Typically, \( D_R \subseteq D \) because sometimes, there are instances just cannot be covered by any rule that qualifies the constraints.

The goal of the rule optimization procedure is to find the minimal set of rules \( R' \subseteq R \), that covers \( D_R \). This can be expressed as the classical set cover problem\(^1\) which is proved to be NP-hard. To find an efficient approximate solution, we adapt the classic greedy set cover algorithm as follows: the algorithm adds one rule at a time to a target rule set we call \( RS \) until every instance in \( D_R \) can be covered by at least one rule. First, the algorithm adds the rule that covers the most instances. Then at each following step, the algorithm updates \( un cover(i) \) (the number of instances uncovered by \( RS \) but by the \( i \)th rule) and chooses the rule that covers the most instances that remain uncovered to add to \( RS \). The iteration continues until the whole \( D_R \) is covered or a stopping condition is reached (see below). The resulting \( RS \) at the end of this process is the minimal set of rules that describes the model behavior on the training set we want to present to the user (the pseudo-code is included in the supplementary material). However, one potential problem with this procedure is that the algorithm may reach a stage where many rules that cover a very small number of instances are added to the rule set. To avoid this problem, we add a stopping criterion so that when \( un cover(i) \) for unselected rules is smaller than 0.5% of \( |D_R| \) the rules are discarded.

Before concluding the rule set optimization process, it is important to highlight a difference between rule set algorithms that used as predictive models versus approaches, like ours, that aim at describing an existing model. When decision rules are used as predictive models, it is up to users to set a default class label (e.g., the majority class label) for instances that do not match any rules, and a tie-breaking function when a given instance matches multiple rules (e.g., voting for the most matched class, or class of the matched rule with the highest F1 score). However, surrogate rules are used to describe subgroups of data and for this reason they do not need any of these two steps.

### 4.3 Hierarchical Surrogate Rule Set Construction

Although the rules are extracted from a tree-based model, they are usually presented as a plain text list. To demonstrate the hierarchical structure, we need to extract the hierarchy from the rule set.

After extracting the rules from the trees we obtained from the random forest the next step is to “stitch” them back together in one single new hierarchical structure. To this purpose, we construct an n-ary tree that is referred to as

---

1. https://wikipedia.org/wiki/Set_cover_problem
the Hierarchical Surrogate Rules (HSR) which includes all the rules in the minimal rule set we get from the previous phase. The tree is built so that each leaf represents one of the original rules and each intermediate node represents a subset of the conditions that constitutes the rule. As will be discussed later in Section 6, the order of the conditions is meaningful. Therefore, the tree is built so that each level of the tree represents the position of the condition in the rule. The first layer of the tree contains all the conditions that appear in first position in the rules; the second layer adds the conditions that appear in second position in the rules and so on; adding conditions until all rules are represented in the tree. As an example, if the rule set includes the following four rules (with antecedent conditions \( c_0, c_1, c_2, c_3 \)): \( c_0 \land c_1 \land c_2 \land c_3 \land c_4 \land c_5 \land c_6 \land c_7 \land c_8 \), the first layer will include two nodes representing respectively the conditions \( c_0 \) and \( c_1 \), and the second layer will include four nodes: \( c_0 \land c_1 \land c_2 \land c_3 \), \( c_0 \land c_1 \land c_4 \), \( c_0 \land c_1 \land c_5 \), and \( c_0 \land c_1 \) with \( c_2 \) as a common ancestor, and the condition \( c_2 \) with \( c_3 \) as an ancestor.

To build the tree from the rules, we first initialize the tree with an empty root node which will be the entry point for all the rules. Then we pick each rule one by one and add the conditions to the tree following the order of the conditions found in the rules. Because the same subset of conditions may be already present in the tree, we first find the longest common decision path and then add the new conditions. We repeat this procedure until we include all the rules in the rule set. The pseudo-code for constructing a hierarchical rule set is included in the supplementary material. In Section 6, we will discuss how to visualize the hierarchical rule set.

## 5 EXPERIMENTS

In this section, we present two experiments to evaluate the algorithmic procedure we described above. The first, explores the stability and time performance of the algorithm according to the parameters end-users can set. The second, aims to verify our intuition about decision trees by comparing surrogate decision trees and the proposed hierarchical surrogate rules.

### 5.1 Sensitivity Analysis and Time Performance

The goal of the algorithmic procedure is to find a set of rules that maximizes completeness and parsimony. These two objectives are however influenced by how the end-user sets the rule generation parameters. For this reason, in this subsection we focus on analyzing how completeness (measured as set coverage) and parsimony (measured as number of rules) are influenced by these parameters. Also, given the relevance that interactivity has in a visual analytics setting, we include the analysis of how the parameters influence response time. Because people inspect individual rules for different subgroups, we need to guarantee the rule fidelity for each rule but not an overall fidelity. Also, to evaluate an overall fidelity, a tie-breaking function and default class assignment need to be decided, which we do not include in HSR on purpose. Therefore, we do not report overall rule set fidelity. For all these tests we use the data sets outlined in Table 2 and show the results in Fig. 3. We split the whole data set into a training (80%) set to train a multi-layer perceptron model and a testing set (20%) on which we report the accuracy. Then we extract surrogate rules to approximate model behavior on the training set and report data coverage in terms of this training split. We run the same experiments to approximate the model behavior of XGBoost models, which have similar patterns as we describe in this subsection. For this reason, we put the experiments with XGBoost in the supplementary material.

For the constraints, we explore the following value ranges. For \( \text{num}_\text{bin} \) (feature granularity), we set values between 2-5 with the intent to mimic commonly used ordinal scales ranges, from 2 values (low/medium) to 5 values (very low/low/medium/high/very high). For \( \text{min}_\text{coverage} \) (rule coverage), we set values between 10-50 instances with a step size of 10 to ensure each rule covers enough data points. For \( \text{max}_\text{num}_\text{condition} \) (rule length), we set values between 2-5 to force the algorithm to generate short (interpretable) rules. For \( \text{min}_\text{fidelity} \) (rule fidelity), we set values between 75% and 95% with a step size of 5% so that each rule can reach high enough fidelity.

To investigate the effect of these parameters on the generated rule sets, we calculate for each parameter value the median value of \text{number of rules} (the lower the better), set coverage (the higher the better), and response time (the lower the better) across the value ranges of all possible combinations of the other parameters. For example, when we calculate the average response time of the algorithm when \( \text{num}_\text{bin} \) is 2, we run the algorithm by setting \( \text{num}_\text{bin}=2 \) and then calculate the response time for all the possible combinations of \( \text{min}_\text{coverage}, \text{max}_\text{num}_\text{condition} \) and \( \text{min}_\text{fidelity} \) within the range values we just described (5 \times 4 \times 5 = 100 combinations of the other parameters).

The experiment results are shown in Fig. 3. From left to right, the influence of different parameters is shown, including \( \text{num}_\text{bin}, \text{min}_\text{coverage}, \text{max}_\text{num}_\text{condition}, \) and \( \text{min}_\text{fidelity} \). From top to bottom, the median values of i) rule set size, ii) data coverage by the rule set, and iii) response time (seconds) for the whole rule generation procedure are shown. The results are highlighted for the data sets of multiple classes using dashed lines, and large data sets with more than 10000 instances using triangle marks. In the following part, the results are analyzed by how the parameters can influence the predefined objectives and the time performance.

| Data | \#instance | \#leaf | \#class | MLP accuracy |
|------|------------|--------|---------|--------------|
| crime | 1595       | 100    | 2       | 85.21%       |
| diabetes | 1000      | 7      | 2       | 72.50%       |
| loan   | 6817       | 21     | 2       | 72.91%       |
| music origin | 874      | 117    | 2       | 78.88%       |
| penn cpu | 6553      | 20     | 2       | 81.15%       |
| penn satellite | 5148    | 35     | 2       | 85.00%       |
| penn wind | 5259      | 13     | 2       | 84.49%       |
| dry bean | 10888     | 15     | 7       | 93.10%       |
| income | 12545     | 5      | 2       | 76.45%       |
| obesity level | 15588 | 15 | 15 | 75.41% |

The number of instances (training) is only 80% of the original set which is used for training the blackbox and a surrogate model. We use the rest 20% as a testing set to report the accuracy of the trained multilayer perceptron (MLP) model. In the table, we underline the largest value in each column.
Number of Bins. The increase of num_bin does not have a strong effect on the number of rules overall. Only when the data sets are more complex, like more labels (e.g., dry bean and obesity level) or larger data sizes (e.g., income), the increase of num_bin leads to an increase in the number of rules. In some cases (e.g., crime) the number of rules vary in a specific range; in some cases (e.g., loan), however, more bins reduce the number of generated rules. This reveals that different data distribution have different optimal values for the number of bins in order to generate fewer rules. As for the set coverage, the rule sets can cover almost 100% of the data for most data sets except for the two multi-class ones. We also observe that the increase of num_bin results in more coverage for more complex data sets, because the algorithm can capture more details when the feature granularity is higher. In the column of num_bin, we can clearly see a trade-off between complexity and completeness. Specifically, higher feature granularity helps achieve higher coverage (more complete), although more rules are required to achieve that level of coverage (more complex). It is noted that even in the worst case among the benchmark data sets, the algorithm can reach a reasonable coverage with rule sets that have a median below 15 rules. For multi-class data sets (dry bean and obesity level), they require even more bins to reach a higher data coverage. We attribute this to the higher complexity of the multi-class task compared with binary classification task. As for response time, the binning does not influence it too much: as we can see from the figure, most curves in the chart are flat. Only for the larger data sets (i.e., dry bean and income), the more bins, the more time is needed; which is still in a reasonable range given that it takes less than 15 seconds in terms of median to compute in the worst-case scenario.

Minimum Coverage. In general, the value of min_coverage does not have a strong impact on the metrics for most benchmark data sets. However, the results still show some diverging trends with diabetes and obesity level. This is because with the increase of min_coverage, each rule is required to cover more data instances, so the total number of rules decrease. There is no strong influence on the number of rules and coverage for the other data sets because the generated rules for these data sets can easily cover more than 50 instances (the upper bound we tested). For obesity level data, we also notice that although the number of rules decreases a lot with the increase of minimal rule coverage, the overall data coverage only drops slightly, which may be caused by the fact that some outlier instances cannot be described by a rule that covers enough instances. Lastly, as shown in the experiments, min_coverage also does not influence the response time significantly.

Maximum Number of Conditions. For the binary classification data sets, the algorithm can use rules that contain no more than 3 conditions in each rule, while reaching a high data coverage. For multi-class data, however, with the increase of max_num_condition, the algorithm generates more rules with high enough fidelity in the rule pool, thus taking more time in both rule generation and optimization. In the worst-case scenario, the median number of rules is no more than 15, which is still a reasonable number in terms of rules to be presented to the users.

Minimum Fidelity. Both number of rules and set coverage are more sensitive to the parameter of min_fidelity. With the increase of min_fidelity, the rules tend to be longer in order to reach higher fidelity so that each of them covers fewer instances. As a result of this, we can see that the algorithm generates more rules to describe as much of the data space as possible for the binary class data sets. However, the increase of min_fidelity can also result in fewer rules that reach high enough fidelity, thus leading to relevant drops in set coverage. In other words, when the constraint in fidelity is too high, reaching high coverage becomes more difficult. All the tested data sets have a major decline when going towards 90% fidelity. For more complicated data sets, the shortage of high-fidelity (i.e., larger than the min_fidelity threshold) rules also results in fewer rules in the rule set, which has a strong impact on the number of rules for multi-class data sets. Last, the effect of min_fidelity on response time is minimal where all the experiments show a median value under 15 seconds.

In short, the algorithm can well achieve the goals of completeness and parsimony for binary class data. And it is sensitive to parameter settings for multiple class data. In the following sections, we focus on the visualization on binary classification tasks and discuss the applicability on multiple class data sets in Section 8.

5.2 Comparison With Decision Tree
Surrogate decision trees are widely used in existing software and packages (e.g., iml [1]). To reach our goal of generating interpretable hierarchical surrogate rules, the most straightforward method is to train a decision tree as a rule pool and then select rules that satisfy the pre-defined constraints to reach our objectives. Since decision trees are one of the most common solutions employed to build surrogate models, it is important to investigate how surrogate decision trees compare to our solution (see an example in Fig. 2). Our intuition is that decision trees are sub-optimal if one wants to keep the main objective of creating rule sets with short rules, that is, if interpretability of rules is a desired goal. In order to verify our intuition and understand how surrogate decision trees compare to our method at a more granular level we designed an experiment that compares the rules generated from a surrogate decision tree (SDT) and our method, hierarchical surrogate rules (HSR), over the 10 benchmark data sets listed in Table 2.

The logic of the experiment is the following: we compare the two algorithms in terms of how high the maximum rule length (i.e., max_num_condition) needs to be in order to Fig. 2. We can extract three decision rules from (a) surrogate decision tree (r1, r2, r3). The hierarchical structure of rules from multiple trees can be shown as (b) hierarchical surrogate rule set, where the paths with a star symbol (*) are from the decision tree on the left (r1, r2), and the other rule path comes from another decision tree in the forest.
achieve a predefined level of data coverage. In other words, we look for what is the minimum level of maximum rule length (complexity) one needs to allow in order to capture a reasonable large segment of the original model. More specifically, the experiment is designed as follows: (a) We set the same value of minimum rule fidelity, minimum rule coverage and number of bins for both HSR and SDT. More precisely, we set \( \min_{\text{coverage}} = 5 \), a low value to allow trees to grow as large as needed to fulfill the other constraints; \( \min_{\text{fidelity}} = 85\% \), a rule fidelity that is neither too low (becoming potentially unreliable) nor too high (becoming too hard to achieve with simple rules); \( \num_{\text{bin}} = 3 \) as a reasonable default representing low/medium/high values as commonly used in ordinal scales; (b) We vary the rule length constraint systematically (in a parameter sweep fashion) allowing the rules to have a \( \max_{\text{condition}} \) value between 1 and a maximum of 10. As we vary this parameter we identify the minimum value necessary to reach the two main thresholds of 80% and 90% coverage and we calculate the corresponding number of rules generated.

**Analysis:** In Table 3 we report the results of the experiment. In each row we compare the algorithms using the two coverage thresholds we described above. In each column we report the data obtained with a specific data set. In each cell we placed a pair of values \((m, n)\) representing respectively the minimum value of rule length necessary to achieve the desired coverage and the corresponding number of rules generated by the method. The table depicts in bold font the better values for each of these parameters. Some table cells also contain the value n/a, meaning that it was not possible to achieve the desired coverage.

**SDT Often Fails to Reach High Data Coverage.** As shown in Table 3, while HSR reaches the desired data coverage in most cases with only one failure to reach 90% coverage, SDT fails reaching 80% data coverage twice and 90% five times.

**HSR Reaches High Data Coverage With Shorter Rules.** We also notice that HSR is able to generate shorter rules to reach a high data coverage. In comparison to SDT, it produces shorter rules in all cases except one, where they have the same value.

**HSR Reaches High Data Coverage With a Reasonable Number of Rules.** In terms of number of rules we notice that STD sometimes is able to generate fewer rules than HSR. However, when the performance in terms of number of rules is analyzed across all the data sets, it seems HSR can often do as well as SDT, if not better. In fact, SDT generates a smaller number of rules exclusively in 4 out of 8 datasets, when the threshold is 80%, and in 2 out of 5, when the threshold is 90% (counting only the cases where SDT is able to achieve the desired coverage).

### 6 SuRE: Surrogate Rules Explorer

Once the surrogate rules for a given model have been generated, it is crucial to provide visual representations that enable the user to explore and make sense of them. For this reason, we designed and implemented a visual analytics system called SuRE, which stands for Surrogate Rules Explorer\(^2\), to enable users to generate rules according to desired parameters and to interactively analyze and interpret them.

In designing this system, we were guided by the need to explore three main aspects of rule analysis and visualization: (a) the use of interactive parameter settings to interactively generate alternative rule sets; (b) the use of graphical representations of rules as an alternative to the more standard and commonly used text-based ones; (c) the role of graphical and textual representations of rules play in rule analysis.

Fig. 4 provides an overview of SuRE’s user interface, which consists of five views to assist users in the process from rule generation to rule exploration and model understanding. The **control panel** (Figs. 4a and 4e) allows the users to set parameters for rule generation and to filter the rules according to a number of criteria. The **rule logic view** (Fig. 4b) visualizes the content of a rule set. The **comparison view** (Fig. 4c), enables the comparison of selected rules in terms of how much they overlap and what proportion of the data they cover. The **rule information view** (Fig. 4d), shows more detailed information of selected rules (through hovering or clicking). All the views are interactively connected to display the information relative to the selected nodes/rules.

In this section, we first focus on the main visualization we use for the hierarchical structure of the rules. We call this structure **Feature-Aligned Tree** because it uses a layout that aligns the nodes according to which features they include (see details below). Then, we describe the other views and the interactions supported by SuRE.

#### 6.1 Feature-Aligned Tree Visualization

The structure generated by HSR is an n-ary tree with a maximum depth smaller than or equal to the maximum number of conditions set by the end-user. To visualize a tree structure, it is common to present a hierarchical node-link layout. Meanwhile, a recent user study [39] reveals that feature alignment in rule visualization leads to more efficient rule interpretation and reasoning. Therefore, we designed a feature-aligned tree like the one shown in Fig. 5c. The tree layout is organized in rows and columns. Each row corresponds to a specific tree depth, from top to bottom. Each column represents a feature of the original data set. The nodes are placed in rows according to the tree depth level they belong to, and they are placed in columns

\(^2\): [https://github.com/nyuviss/SuRE](https://github.com/nyuviss/SuRE)
according to which feature is used by the condition that has
been added last to generate the node. Within each column
the nodes are also ordered horizontally according to the val-
ues used by the condition; ordering low to high values from
left to right.

Each node is represented by a small colored icon designed
as follows (see the legend in Fig. 5). Size is proportional to
how many data instances are covered by the rule. The icon is
split horizontally into as many segments as the number of
labels in the data (two labels in the figure). Each segment is
colored with a different hue and is proportional to how
many instances in the rule have a specific label. Within each
horizontal split there is an additional vertical split that seg-
ments the area to represent the number of instances that are
predicted correctly (plain color) or incorrectly (shaded part)
by the original model. Finally, the nodes are connected by
lines that represent the sequence of conditions of each rule.
For example, in Fig. 5c, the node represents the set of condi-
tions $\text{BMI} < 29$; $\text{Age} < 37$.

When the user hovers
over a node, the path that goes from the node back to the root
through the list of parents is highlighted and the textual
representation of the selected rule is presented in the bottom
right section of the interface. All the paths that lead to the
children of the selected node are also highlighted.

The main characteristic of the feature-aligned tree is to
have the nodes that use the same feature grouped in the
data coverage method data set

| data coverage | crime | diabetes | dry bean | income | loan | music | obesity level | penn | cpu | satellite | wind |
|---------------|-------|----------|----------|--------|------|-------|---------------|------|-----|----------|------|
| 80%           | SDT   | (5,6)    | (3,2)    | n/a    | (3,4) | (6,9) | n/a           | (3,3) | (6,8) | (6,12)   |      |
|               | HSR   | (1,12)   | (2,7)    | (3,8)  | (2,6) | (2,12) | (2,10)        | (9,16)| (1,3) | (1,7)    | (1,9) |
| 90%           | SDT   | (7,12)   | (3,3)    | n/a    | (7,12) | (8,16) | n/a           | (4,4) | n/a  | n/a      |      |
|               | HSR   | (1,12)   | (2,7)    | (6,11) | (3,9) | (2,12) | (2,10)        | n/a  | (2,8) | (3,10)   | (1,9) |

Fig. 4. User Interface of SuRE contains five views: (a) Control Panel, (b) Rule Logic Visualization, (c) Comparison View, (d) Rule Information View, (e) Parameter Setting. When clicking on a node, this node will be given a number such as 1, 2, and 3; the subgroup described by this rule is shown in (c) for further comparison. (b) Contains three different visual designs of the same rule set. (c1) Shows that when a rule (rule 3 in the view) is hov-
ered, the bars for other rules will also be updated to show the information of how many instances are overlapped in subgroups described by each rule and the hovered one.

Fig. 5. Rule logic visualization designs: (a) conventional plain text list, does not contain hierarchical structure; (b) hierarchical list; (c) feature-aligned tree design.

3. Keep in mind that even though we show numeric values as splits in the conditions of these rules, they are all discretized into the user-selected number of bins.

TABLE 3
For Each Dataset, we Report the Rule Set Size Which is Represented as a Pair of Values, $(m, n)$, for the Minimal
Max_Num_Condition and the Minimal Number of Rules

| Dataset          | Data Coverage | Rule Set Size | Rule Set Size |
|------------------|---------------|---------------|---------------|
|                  |               | $(m, n)$      | $(m, n)$      |
|                  | 80%           | $(5,6)$       | $(3,4)$       |
|                  | 90%           | $(7,12)$      | $(4,4)$       |
same column. The feature-aligned tree allows quickly singling out all the conditions and rules that use a given feature. This is important because often one wants to see what the effect of a given feature is on the prediction. Since the features are all aligned it is easy to compare them and to relate the conditions they have with the label distribution they generate (depicted by the colored areas). The tree visualization also has several advantages that derive from being organized in layers that correspond to rule length. This organization permits users to see what is the impact of conditions as they become progressively more complex and to find a reasonable trade-off between complexity, fidelity and coverage. Also, following the paths from a given node down to its children it is possible to quickly grasp how the class distribution changes and how it is influenced by the features used by the child nodes.

Finally, the design of the colored icon also enables several relevant tasks. It allows the users to: identify nodes with a given class distribution (typically one skewed towards one label since it represents more purity and thus higher fidelity); identify nodes with more errors from the classifier (longer shaded areas); and relate the value of the condition with the class distribution (e.g., low BMI leading to more predictions of non-diabetes).

Since this visual representation is novel and unfamiliar to most users, it is important to verify that the visualization can be quickly learned and used appropriately. Therefore, in Section 7.1 we present a usability study which aimed to verify to what extent novice users can learn how the visualization works and carry out a series of fundamental tasks.

### 6.2 Text-Based Visualizations

In addition to the tree visualization, we included in SuRE two additional visualization based on text. The first showing the list of rules extracted from the algorithm, the Text List view, and second showing the hierarchical structure of the rules through a hierarchical list, the Hierarchical List view. Figs. 5a and 5b show the two visualizations. The text list is the traditional textual list of logical statements found in many existing systems augmented with a series of small bars showing rule coverage (size of the bar), label distribution (size of the colored segments) and error distribution (size of the shaded segments). The hierarchical list has the same graphical design solutions of the plain text list with the additional feature of indenting the rules according to the hierarchical structure obtained from the algorithmic procedure.

We introduced these additional visualization for two reasons. First, to make sure our users can find the most familiar representations they expect from existing systems. Second, to enable a smoother transition from the most classic views to the more advanced tree-based visualization. In addition to that, having these separate views also allowed us to observe, in the study we present in Section 7.2, real-users decide which one to use according to their analytical intent. As described in Section 7.2, being able to observe how users analyze rules with different visualizations and to ask feedback from our study participants allowed us to derive interesting observations.

### 6.3 Interactive Rule Generation and Exploration

The user interface of SuRE enables users to adjust a few constraints introduced in Section 3. This can be done by clicking the gear icon in the control panel which opens the pop-up window shown in Fig. 4e.

As the user explores the results, the user interface provides additional information pertaining to the selected rules/node in the auxiliary panels on the right-side of the interface Figs. 4c and 4d. The rule information panel (bottom-right) provides detailed information about the selected rule, including a textual description of the rule and a breakdown of the distribution of the data covered by the rule in terms of the labels and the model errors. The comparison panel (top-right) enables rule comparison when multiple rules are selected in the visualization. The panel shows the number of data points of each label covered by each rule (see the colored bars). When the user hovers over the bars of one rule, the bars of the other rules show the overlap between the selected rule and the others (see the explanation in Fig. 4-c1).

During the rule exploration, SuRE also enables users to inspect a subset of rules by filtering (as shown in Fig. 4a). Users can filter rules by feature existence, feature value, and model prediction, which allows the inspection of rules that are relevant to specific information a user is interested in.

### 7 Evaluation

SuRE integrates interactive rule generation and exploration, as well as unique visual designs for the representation of rule logic. In this section, we describe two human-centered evaluations we carried out to validate the tree visualization we developed as well as the whole interactive system.

In the first study, we evaluate the readability and comprehensibility of the feature-aligned tree. We then report on the qualitative evaluation results of the observational study with seven domain experts from a banking company.

For both evaluations, we use two data sets: a diabetes data set [45] (diabetes data set in Table 2 to predict whether a person is diabetic or not) in the training phase to help the participants familiarize themselves with the visualization and tasks, and a much more complex and realistic credit risk data set [46] (loan data set in Table 2 to predict whether a loan applicant will default or not). We chose these data sets because they describe domains that are easy to grasp. We used the diabetes data for training because it’s the simplest one in terms of number of features and then we used the loan data for testing to make sure the actual test was conducted with a more complex data set.

### 7.1 Evaluation of Feature-Aligned Trees

Given the complexity and novelty of this new graphical representation, we deem it necessary to verify that the users can accurately extract information from it without major errors and with little effort (after minimal training). To this purpose, we conducted a task-based usability study in which we assigned several prototypical tasks and recorded information about error rate and perceived effort. In the following subsections, we describe the study design and the results.
7.1.1 Tasks

In designing the tasks for the study, we identified two broad sets of tasks that simulate the way people engage with rules:

**T1 Visual Interpretation.** This category of tasks focuses on testing whether the user can correctly interpret the information presented in the visualization. In this category of tasks, we included questions to test the interpretation of the rule conditions, rule-related statistics (e.g., coverage, error rate), and the outcome of rules. An example question to demonstrate this is shown in Fig. 6, where we assign numbers to the nodes in the feature-aligned tree and ask the participants to interpret the rule content of a node.

**T2 Visual Search.** This category of tasks intends to simulate the situation where the user looks for specific elements of interest. For example, a data scientist may be particularly interested in the rules that have a high level of purity in a node, or rules that use a specific feature. To simulate these cases, we ask the participants to search for a node that matches a given description and to select it once they have found it.

All the questions we asked in the actual test are listed in the Table 4. These tested questions require participants to figure out the correspondence between the visual structure and the logical statements of the rules or to interpret the glyph to understand relevant properties of a rule such as the number of data points covered or the number of errors in the subset described by the rule. Specifically, Q1, Q5, Q7 and Q10 require to interpret rules of different complexity levels; Q2 and Q6 require participants to decode the model prediction; Q3 and Q8 are relevant to rule coverage; Q4 and Q9 are related to errors made by the model.

7.1.2 Performance Measurements

To evaluate the performance of both tasks, we use error rate as the main performance parameter. The focus here is to verify that users can extract information from the feature-aligned tree correctly. For T1 tasks, we simply check whether participant chooses the correct answer. As for T2 tasks, since there may be more than one node that matches the given description, we count the answer as correct if all the clicked nodes match the description.

We purposely designed this study to exclude the results of the first question of each task type to count for habituation effects (the results of these tasks are available in the GitHub repository mentioned above).

To evaluate perceived effort we also asked the study participants to report their subjective sense of effort for each type of tasks. This score was measured at the end of each task type by participants answering the question of “To what extent do you agree with the following statement: It was easy for me to answer the questions.” To analyze the responses, we report the distribution of the responses for both task types.

### TABLE 4

| Task Type          | Test Questions (Design Goal)                                                                 |
|--------------------|-------------------------------------------------------------------------------------------|
| Visual Interpretation | **“What rule does the node 15 represent?”**<br>Q1: “What rule does the node 14 represent?”<br>Q2: “What is the most probable outcome/prediction of the model for applications that match the rule represented in node 18?”<br>Q3: “Which of the following nodes covers the most people?”<br>Q4: “Which suggestion has higher error rate with node 8?” |
| Visual Search       | **“Please click a node that suggests Not Default.”**<br>Q5: “Please click a node that contains a condition with Month Since Last Delq.”<br>Q6: “Please click a node that contains a condition with Bills Paid on Time and suggests Not Default.”<br>Q7: “Please click a node that presents a condition of Months Since Last Delq. >= 150 AND Unpaid Balance < 47.”<br>Q8: “Please click a node that you think it covers the least number of applications.”<br>Q9: “Please click a node whose Not Default suggestions have a higher error rate than Default suggestions.”<br>Q10: “Please click a node that represents Months Since Last Delq.=Low, AND Max Delq. Last 12M=Low OR Medium.” |

*Questions with a star (*) symbol are only for familiarization and not considered in the result.*
7.1.3 Participants and Study Procedure
A total of 24 volunteers (2 undergraduate students, 22 graduate students; 14 male, 10 female) were recruited to participate in the study. We first sent an email to all students currently enrolled in the Computer Science and Engineering department as well as the Center of Data Science from New York University. Students who indicated they were interested in this study were then asked to fill out a form. Then, we sent follow-up emails to those who had experience with machine learning (as was indicated by the results of their survey) and scheduled the studies with them.

We organized 4 online/remote meetings for the study. In each meeting, there were between 3 and 9 participants. At the beginning of each study, we collected the consent forms and then moved on to the introduction of the visualization. The tasks were then introduced, including what each task meant and how to carry them out using the visualization. At each of these steps, we encouraged the participants to ask questions and provided clarifications when needed.

In order to verify the participants’ understanding of the tasks, we then asked the participants to answer a few questions using the visualization with the diabetes data set. After engaging with the training tasks, we provided further help and clarifications when needed. Finally, the participants were directed to a survey containing the tests that the participants had to perform individually. During this time, the participants were required to mute themselves and they were not allowed to communicate with other participants. The participants were only allowed to direct message us for any questions related to the test but not to get help in carrying out the task.

7.1.4 Results
For both T1 tasks and T2 tasks, most participants were able to answer all the questions correctly. As shown in Table 5, most participants answered all questions correctly. For questions Q2, Q3, Q4, Q6, Q7 and Q8 (6 out of 10 questions) accuracy was very close to 100%.

As for perceived effort, most participants agreed that the two task types were easy for them (95.8% for T1 and 91.7% for T2, see Fig. 7). For T1 tasks, 87.5% of participants extremely agreed that the tasks were easy to answer. For T2 tasks only 37.5% of participants extremely agreed that the tasks were easy to answer. This makes sense because these tasks not only required participants to read the information from the visualization but also to compare and search desired visual elements in the view. We also noticed that no participant thought the questions for both task type T1 and task type T2 were not easy given this new visualization.

7.2 Observational Study With SuRE
In this subsection, we present an observational study with a group of data experts, where we used SuRE as a design probe [47] to understand how people interactively generate and use the graphical and textual representations of rules to analyze and interpret model behaviors. Specifically, we observed experts engage, for an extended period of time, in data analysis tasks using SuRE in order to understand how the data experts think about model understanding and evaluation problems, and to what extent the visualizations and interactions we include in SuRE supports their way of thinking about these problems. In this sense the outcome of the evaluation is not exclusively about verifying that SuRE supports the experts’ tasks, but also to shed a light on what tasks experts need to perform and how they could be supported further with future solutions. In other words, rather than assigning a set of predefined benchmark tasks, we simulated a high level model analysis scenario (see details below) and observed what specific analytical tasks would emerge from the analysis, and to what extent these tasks were supported by SuRE.

7.2.1 Participants
We invited 7 practitioners (3 female, 4 male) from a banking company to participate in this study. As shown in Table 6, our participants have a varying degree of expertise in industry, including participants who just started their career (P1, P2, P3) and those who worked with data for more than 10 years (P4, P5). All participants have a strong background in data science and they cover different job titles, including: data scientist, software engineer, or research scientist.

7.2.2 Procedure
Each observational study lasted between 90-120 minutes and was conducted through an online meeting using a video conferencing platform. We began each session with an introduction, during which we clarified the goals of the study, showcased SuRE and explained how to read its three different rule visualizations (a, b and c in Fig. 5). We provided a brief interactive tutorial regarding the usage of SuRE. Similar to what we did in the aforementioned usability study on feature-aligned tree, after this initial tutorial we asked the participants to fill out a survey to verify whether they understood how to read the rule visualizations properly. Then, the participants were asked to explore SuRE freely using the diabetes data set. To make sure the...
participants were able to make full use of the interactive functionalities, we asked them to answer two open-ended questions during the exploration: (1) “What is the most probable outcome when a person has a low/medium/high value of BMI?” and (2) “Given a person is predicted as having diabetes, what characteristics may this person have?”

After this initial training phase, we moved on to the actual study. For the study we tried to simulate a real-world scenario. The participants were told that their goal was to explore a pre-trained binary classifier based on loan applications data [46] and to produce a summary report describing how the model behaved. In this step, we instructed the participants to follow a “think-aloud” protocol [48], that is, participants were required to reason out loud and to explicitly mention what questions they were trying to answer.

During the analysis, the participants shared their screen with us so that we could observe all their interactions. The shared screen, their camera feed and their voice were recorded to enable further analysis after the session. Two of the authors also took notes while observing the participants’ behavior and thinking. Specifically, the following notes were taken: (1) the questions the participants wanted to answer for model understanding, (2) to what extent it was easy to answer the questions with SuRE; and (3) how the participants interacted with SuRE to answer the questions.

The analysis session was then followed by a debriefing session in which we reviewed the results with the participant individually. We conducted a semi-structured interview which incorporated several questions about visual design, overall usefulness, general pros and cons of SuRE, as well as how they imagined such workflow could be applied to their own data or in their own work.

Once all the sessions were finished, we gathered all the notes and recorded material to analyze the results. The analysis focused on the questions collected from all the participants during the study. Based on the notes, two authors independently coded a total of 63 questions. The intent was to group the tasks in several categories to capture major task types. The two coders then met and compared categories to find commonalities and disparities. The coders first identified categories with similar or same meaning and resolved conflicts at the level of categories. After agreeing on a group of categories, the coders analyzed cases of questions that were coded with different categories and found ways to resolve the conflict; either by agreeing on a category or setting the question aside as a special case. At the end of this iterative approach, we reached a consensus on 7 categories and on the assignment of 53 questions to these categories. The 10 questions that were not included were either out of scope (5 out of 10) or covered special one-off cases which did not make sense to report as a whole separate category (intermediary results can be found in the supplementary material). In Table 7, we report the seven major task categories derived from the collected data.

### 7.2.3 Task Characterization and Support

The main outcome of the coding activity is a characterization of the tasks we observed and the level of support SuRE provides to these tasks.

As shown in Table 7, the tasks collected during the observational study can be categorized into seven categories, which were then grouped into three analytical focuses.

The first analytical focus search/explore pertains to tasks that involve around searching for elements of interest and/or making sense of the elements observed in the visualization. This analytical focus includes two main task categories. The first category Rule Search/Exploration involves the search and exploration of a rule with desired properties. For example, P4 looked for nodes (rules) with a high error rate in the visualization to understand “where the model does not work well”. The second task category Feature Relevance involves tasks about exploring features according to their relevance. For example, P5 looked for features with more and larger nodes in the column in the feature-aligned tree view to understand what features are more “important”. SuRE provided good support to the two task categories. All the participants were able to find the desired information from the visualization either directly or with the help of filtering to narrow down the search space.

Another analytical focus is to explain the presented rule logic to learn the specific model behavior, which includes three major tasks. The first is Outcome-Feature Logic. This category describes all the tasks that focus on explaining what feature values led the model to make a certain type of prediction (rule outcome). For example, P1 asked “which features are in common for default/not default?” while reasoning about the rules filtered by class. The second category, Feature-Outcome Logic focuses on the reverse type of task, that is, how the values of a feature of interest influence the rule outcome, which represents the model predictions. For example, P5 was interested in the feature called “avg. months in file” based on their prior knowledge, so P5 checked how this feature influenced the model prediction. Lastly, some domain experts also expressed interest regarding where and how the model made mistakes, so they performed tasks of the type referred to as Feature-Error Logic. This category contains the tasks of explaining the relationship between given feature values and the error rates. For example, P5 tried to reason about the relationship between a presented feature range and the error rate. P5 also followed a decision path in the feature-aligned tree to understand “whether the usage of a feature increase or decrease the errors.” In general, SuRE provided full support to

| Interviewee | Degree  | Experience Level | Job Title           |
|-------------|---------|------------------|---------------------|
| P1          | Master  | Entry-level      | Data Scientist      |
| P2          | Bachelor| Entry-level      | Software Engineer   |
| P3          | PhD     | Entry-level      | Research Scientist  |
| P4          | PhD     | Senior           | Research Scientist  |
| P5          | PhD     | Senior           | Research Scientist  |
| P6          | PhD     | Junior           | Data Scientist      |
| P7          | Master  | Junior           | Data Scientist      |

Among all the participants, P2 is a software engineer and was working on the development of an ML platform. The rest are data scientists and researchers who work on model development and data analysis.

### Table 6

We Conducted an Observational Study With Domain Experts From a Banking Company, Where Entry-Level Represents 1 Year of Work Experience, Junior Between 2-5 Years of Work Experience, and Senior More Than 5 Years of Experience.
TABLE 7
We Categorized the Tasks the Domain Experts Performed When Using Rules to Understand Model Behaviors

| Analytical Focus | Task Category            | Count | Description                                                                 | Example Question/Task                              | SuRE Support |
|------------------|--------------------------|-------|-----------------------------------------------------------------------------|-----------------------------------------------------|--------------|
| Search/Explore   | Rule Search / Exploration| 11    | Search for rules with given properties, and see if something stands out    | “What are the nodes with high fidelity?”            | Full         |
|                  | Feature Relevance        | 6     | Understand feature relevance /Look for features with a given relevance     | “What are the most important features?”             | Full         |
| Explain          | Feature-Outcome Logic    | 11    | Understand the role one or more features play with regard to the outcome.  | “What is the relationship between one feature and the outcome in general?” | Full         |
|                  | Outcome-Feature Logic    | 10    | Understand what leads to a given outcome.                                 | “What features are used in common for class 1?”     | Full         |
|                  | Feature-Error Logic      | 3     | Understand what leads to errors                                           | “Whether the usage of a feature increase or decrease errors?” | Partial      |
| Reconstruct      | Threshold Adjustment     | 6     | Explore different feature value thresholds.                               | “Whether the feature value change can lead to different prediction?” | None         |
|                  | Model Search             | 6     | Create a new set of rules to satisfy certain desired properties.          | “Can I check simpler rules?”                        | Full         |

outcome-feature logic and feature-outcome logic tasks, but only supported the feature-error logic tasks partially because the rules were generated to approximate model prediction behavior but not erroneous behavior.

The third analytical focus is Reconstruct. In this focus, the goal is to reconstruct the rules to understand the model behavior using different descriptions. The Threshold Adjustment tasks are related to changing the threshold of feature values used in the rule to understand the influence of feature value changes and/or validate the presented threshold value. The questions in the task category usually starts with “what if”. For example, P1 wanted to know what if the threshold value changed in specific rules. P3 also wanted to check “whether the feature value change (in a condition) can lead to different predictions”. At present, SuRE does not provide support to these tasks. However, we found threshold adjustment was useful to validate the influence of specific features on outcome or errors. So we are highly interested to support this in the future. Another task category to reconstruct rules is model search, which is about creating an entirely new rule set with desired properties (e.g., min_num_conditions, min_fidelity, etc.) to approximate the model behavior. For example, in the beginning of P2’s session, P2 generated a simpler rule set with fewer rules by setting lower min_fidelity to gain a general idea of model behavior. During the observational study, we found that creating a new rule set was well supported by SuRE, with users not having any specific troubles and setting the desired parameters and generating the associated rule sets.

An interesting aspect of the tasks defined above is that they are not necessarily independent. Often, we noticed that our participants carried out a task that is actually a combination of the basic tasks we described. Two combinations seemed to take place with some frequency.

Search/Explore = Explain: In some cases, domain experts had some features of interest based on their prior knowledge or the information they have gained from the system. Therefore, they search / explore the rules involving the feature they have in mind, and then interpret the corresponding logic information. Reversely, after interpreting some presented rule logic, the domain experts can continue the search and exploration with other rules, features, class, etc. They may also search the same element of interest with other properties.

Search/Explore/Explain = Reconstruct: After gaining some understanding of the model behavior, the domain experts either wanted to change some rule values manually to further test their hypothesis or generate a new rule set with some constraints changed, for example, longer but higher-fidelity rules. In turn, once the reconstructed rules were presented, the domain experts repeat the tasks in the other task categories to continue the analysis of model behavior.

7.2.4 Observed Behavioral Patterns
Through our observations and interactions with the participants, we identified a few relevant behavioral patterns. Such patterns are not only interesting in the context of the development of SuRE, but also more in general in identifying behaviors that have interesting implications for the development of visual analytics systems for model exploration.

Complementary Role of Rule Visualizations. During the study, we found that participants tended to switch between the three visualizations of rules we provided in SuRE. This came to a surprise to us. Our initial expectation was that the participants would find a preferred view and keep working with it, but the participants kept switching between views and clearly found them useful at different times for different
tasks. After the session, we asked the participants why they used all the available views and what they thought their relative strengths were. It turns out the three views do seem to provide complementary strengths. According to participants, the Text List made it easy to just focus on the actual set of rules extracted by the algorithm. Some used the list as a starting point, then focused on specific features and analyzed their roles in the other views. P2 said “The text list is good at checking the actual rules.” P6 also commented that “text list is good to compare the distribution of the complete high-fidelity rules and see how many rules are involved.” The list was also a good default to a representation that is familiar to most users. P3 mentioned there was still a learning curve for other visualizations. And P6 said “it is easier for me to read text list.” The Hierarchical List was deemed useful to start the analysis from leading conditions, that is, conditions that appear first in a rule. Several participants found it easier to start from this view. For example, P2 used this view to answer the question “what are the conditions that by their own lead to a quite pure node?” While answering this type of questions is possible in the feature-aligned tree, some participants found it useful to find all the child conditions of a leading condition clustered in the same spatial area. P6 commented that “the hierarchical rule list is useful to look at a group of rules with the same leading condition”. The Feature-Aligned Tree was used to explore the widest variety of tasks. P1 and P3 mentioned that they used the feature-aligned tree to check how the nodes becomes more and more pure (in terms of the model prediction) along the decision path. P3 liked the squared node in this view because “(they) are good at comparing errors (by class)”. P6 commented that “(the feature-aligned tree) is good at finding the rules (that) contain different values of a feature”, which is what we expected by aligning features in the same column. Although some experts used hierarchical list to search rules for analysis, the experts also searched the nodes with desired properties in this view to analyze the model behavior of interest. For example, P2 and P7 looked for the largest node first and then extracted the feature-outcome logic. P7 also liked the column ordering in this view because “it helped people focus on important features.”

Reasoning Driven by Short Rules. Another surprising finding is that our participants almost never reasoned about more than two conditions at a time. While SuRE can generate rules of arbitrary length and the visualizations inspected by the participants included rules longer than two, most of the reasoning we observed included maximum two conditions. Most commonly, our participants reasoned extensively about the effect of individual features, looking for effects of individual conditions on outcomes and gauging the relevance of features in general and for specific subgroups. When participants reasoned about more complex relationships they almost always involved maximum two features.

User-Driven Hypothesis Testing and Exploration. During the analysis sessions it was rather common to observe the participants wanting to go beyond the set of rules extracted by the algorithm. This necessity is exemplified by the frequency with which participants wanted to set their own thresholds to see the effect on the outcome. We did not anticipate how often users would voice their desire to build their own individual rules to test hypotheses they had and were not included in the result set.

Effect of Domain Expertise. We noticed a marked difference between the way participants with a stronger domain knowledge approached the problem and used the system in comparison to the participants who were not familiar with the domain problem. Users with domain expertise tended to generate a lot of their questions from intuitions and hunches they had and to use the tool to verify whether their intuition matched the patterns and logic captured by the rules. Users with less or no domain knowledge used SuRE in a much more exploratory fashion, with much fewer questions generated by their own intuitions.

8 DISCUSSION

As shown in the studies, the feature-aligned tree visualization worked surprisingly well. Users were able to perform nontrivial visual interpretation and visual search tasks with high accuracy. Participants also felt that carrying out the tasks with the aligned trees was easy. Considering that the participants used this visualization technique for the first time and that they had very minimal training, the results are encouraging and suggest that complex link-node visualizations like the aligned-tree could be used proficiently in the context of rule visualization. The results are also corroborated by our observations in the observational study, during which most participants were able to perform complex inferential tasks (Search / Explore and Explain) using the tree visualization. While the high accuracy we obtained may signal that we selected a set of tasks that were not challenging enough, we feel our tasks represent appropriately the level of effort necessary to verify that users can correctly read the visualization without major issues.

Another surprising finding is how frequently the participants switched between the tree visualization and the text list and the hierarchical list. Even though we initially introduced these visualizations to help users smoothly transition from more familiar views to the tree visualization, we found the three visualizations to provide complementary support for the users. The participants performed different analytical tasks with different visualizations; often switching back and forth between the different techniques. In turn, this raises the question of how to design visual analytics systems that provide complementary views. While many experimental studies tend to focus on defining which view is “best”, it seems reasonable to investigate in more depth how different visualization techniques can be used in a complementary fashion to support a variety of tasks for which they perform synergistically. This is certainly true in rule visualization, where the existing research on how to visualize rules and their conditions is particularly limited [39].

Despite obtaining positive results in the evaluations, it is important to keep in mind that the context of these studies is limited to the specific data sets and models we used. One important limitation is the focus on binary classification. While we have anecdotal evidence that SuRE can visualize data sets with 3-5 classes, we did not investigate in sufficient depth how to make it visually scale to data sets with a much larger number of classes. We expect that the visual designs we proposed would need some adjustments or ways to
reduce the complexity. Similarly, while we know SuRE can handle data sets with a high number of features, it seems plausible to believe specific feature reduction mechanisms will be needed for very high-dimensional data sets.

As shown in the experiments on benchmark data sets, the algorithm we introduced can handle different user-defined parameters to reach the goal of completeness and parsimony in a reasonable amount of time. Similar to the visual scalability problem, the algorithm has better and more stable performance on binary rather than multi-class classification. More research is needed to further improve performance on multiple class data. We are also interested in automatically providing suggestions on an appropriate number of bins for rule generation. Moreover, these experiments demonstrate the trade-off between low complexity and high faithfulness previously mentioned. In this respect the results emphasize the importance of user-driven parameterization for the kind of systems proposed in this paper. During the observational study, we observed that our participants tended to generate rule sets with desired parameters in the beginning of their exploration and then focus more on inspecting the generated rules. Although our participants did not complain about the rule generation time, future research could consider ways to further reduce the time delay for rule generation.

The task characterization identified interesting trends and gaps. A relevant observation is that most tasks were in the three categories Rule Search / Exploration, Feature-Outcome Logic, and Outcome-Feature Logic. Designers of systems that use rules to explain a machine learning model can start from this characterization to support a similar set of tasks. Starting from the table we provided, system designers can reason about what tasks they may need to support and which to cover with their design. The same characterization can also be used for evaluation purposes to ideate tasks in a user study. As mentioned before, the characterization also helped us identify relevant gaps; and above all the need to support users in defining and exploring their own manually generated rules. Since we did not anticipate this need, SuRE was not designed to support this type of task. Future work will be needed to address this need and explore it further. In particular, future research is needed to better understand how different visual analytics paradigms support different needs. More specifically, systems like SuRE start from the assumption that interaction will be needed exclusively “downstream” to explore and interpret the results of the automated model-building procedure (a set of rules in this case). However, such systems can also be designed starting from the assumption that users want to build their models manually or semi-automatically or, at the very least, be able to modify their output. How to do this effectively is an open challenge for visualization research that needs to be addressed in future work (Tam et al. provide interesting initial research in this direction [49]). We also noticed that, besides improper visual representations that may lead to misunderstandings and bias [50], [51], there may be a loss of information caused by the fact that surrogates are only approximations of the original model. In the future, it would be interesting to investigate to what extent exploring a surrogate model can help build an accurate mental representation of the original model.

Another relevant observation from the study is that participants with a strong background knowledge tended to use SuRE in a different way than those who did not have domain knowledge. Domain experts tended to start way more often from their intuitions and used SuRE more to verify them then to explore the model’s behavior freely. Participants who lacked background knowledge were way less focused and tended to be guided by what stood out in the visualization. An interesting methodological implication of this observation is that evaluating systems excursively with users who do not have a strong domain knowledge can greatly skew and limit the results of a study.

The observation that domain experts only explored maximum one or two features at once has potentially very strong implications on how rule-based systems should be designed. If reasoning with more than two (or maybe three) features turns out to be an inherently difficult task and a fundamental limitation in human reasoning, designing systems that falsely expect users to achieve more than what is possible may be greatly limited. While it is not known whether this is true or not, it is crucial to investigate this aspect further. In particular, it is necessary to study in more depth how people reason with rules and what people are capable of doing with rules. Once such research is available, it will be easier to design solutions that keep cognitive limitations in mind. For example, the results of this research could be used to decide whether it is better to privilege rule sets with many short rules or rule sets with fewer but longer rules.

9 CONCLUSION
In this work, we presented an interactive workflow, SuRE, that integrates rule generation, rule visualization and exploration. We also introduced the idea of visualizing rules with a hierarchical structure through a novel visualization technique called feature-aligned trees. We presented experiments that evaluated the proposed rule generation algorithm, the novel visualization techniques and the visual analytics system. The studies helped verify where the introduced solutions produced satisfactory results and where interesting gaps existed. The user studies also helped develop several interesting observations that can be useful to inspire future research for the advancement of understanding how to design effective rule-based visual analytics solutions.
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