RFID Data Analysis and Evaluation Based on Big Data and Data Clustering
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The era people live in is the era of big data, and massive data carry a large amount of information. This study aims to analyze RFID data based on big data and clustering algorithms. In this study, a RFID data extraction technology based on joint Kalman filter fusion is proposed. In the system, the proposed data extraction technology can effectively read RFID tags. The data are recorded, and the KM-KL clustering algorithm is proposed for RFID data, which combines the advantages of the K-means algorithm. The improved KM-KL clustering algorithm can effectively analyze and evaluate RFID data. The experimental results of this study prove that the recognition error rate of the RFID data extraction technology based on the joint Kalman filter fusion is only 2.7%. The improved KM-KL clustering algorithm also has better performance than the traditional algorithm.

1. Introduction

Since human society entered the information age, information technology-related industries have rapidly developed, driving changes in many fields such as computers, communications, and data storage. With the advent of this change, the main content of people’s daily work has gradually changed to the processing of various data information. With the support of software and hardware technology, a huge amount of data in various forms has become an important part of people's lives. However, these massive data information often have no obvious structural characteristics at first glance, and traditional methods and ideas are difficult to achieve the purpose of fully understanding and understanding them. Coupled with the huge amount of data and rich types of data, traditional statistical methods cannot fully extract effective information, and it becomes more difficult to obtain valuable information in the data. On top of this predicament, data mining technology has received extensive attention. With the help of data mining technology, people can extract originally hidden, unknown, and valuable information from a large amount of disorganized data. By using it in other fields, the value of information has been fully reflected. Data mining technology is a multidisciplinary field technology, which has rapidly developed under the huge demand for information data processing technology in the past ten years.

This study mainly analyzes the reasonable solution to the problem of time and space requirements and tries to propose an effective clustering scheme for RFID data. Compared with previous studies, this study mainly has the following two innovations: (1) based on big data technology, the RFID data extraction technology has been improved, and the RFID data extraction technology based on joint Kalman filter fusion is proposed. (2) An improved KM-KL clustering algorithm is proposed.

1.1. Related Work. RFID technology is one of the important technologies of the internet of things and big data. It realizes the transmission between things, and a large amount of data is generated during the transmission process. There are many research studies at home and abroad. Wang and Jiang proposed an OCT prediction method utilizing a combination of order and real-time shop floor RFID data. It uses accurate RFID data to describe the real-time load situation of the job shop and tries to mine the mapping relationship between RFID data and OCT from historical data [1]. Fazzinga et al. investigated a method for interpreting RFID
data in the context of object tracking. It consists of converting readings generated by RFID-tracked moving objects into semantic locations on a map by exploiting some integrity constraints [2]. Martinus et al. created a system for supermarket shopping research that enables people to scan items themselves and quickly pay. They focus on using RFID technology in the system [3]. Microcontrolled devices were studied by Novikov et al., and their aim was to develop a personal portable effective dose dosimeter with an RFID data channel without built-in power supply [4]. In the process of analysis, cluster analysis is often used for massive RFID data. Yunoh et al. focused on the analysis of fatigue strain signals based on clustering and classification methods. They grouped the feature extraction using the K-means clustering method to obtain the appropriate number of datasets. The classification process is performed by using an artificial neural network (ANN) for optimal pattern recognition. Experiments show that their algorithm is about 92% accurate [5]. Wang et al. predict natural disasters by modeling meteorological disasters. They clustered natural disasters through the detention analysis method, summarized the characteristics of each weather system, and designed disaster control projects based on this. Their experiments show that control engineering has a high centrality with the occurrence of disasters, and engineering implementation can reduce disasters [6]. Chen used MATLAB software to perform statistical analysis and cluster analysis on the daily PM$_{(2.5)}$ concentrations observed in Shanghai in 2014. The results show that the PM$_{(2.5)}$ concentration in spring and winter is higher than that in summer and autumn, and the annual distribution of PM$_{(2.5)}$ concentration is U-shaped [7]. Balik et al. compared health indicators and health expenditures in 28 European Union (EU) countries, 6 EU candidate countries, and 3 European Free Trade Association (EFTA) countries using a cluster analysis method. As a result of the cluster analysis, the countries were divided into 3 clusters, the first cluster including Turkey had the lowest average per capita public, private, and out-of-pocket health expenditure of the three clusters [8]. It can be easily seen from the related research that the research on RFID technology is more on its application level than on data analysis, so the cluster analysis for RFID data is rarely studied.

2. RFID Technology

Wireless identification technology, also known as radio-frequency identification technology, is often referred to as RFID (radio-frequency identification) technology. This communication technology originated from the identification application of British fighter jets during World War II and has been commercialized since the 1960s. In particular, the promotion and application of the US Food and Drug Administration (FDA) and Walmart supermarkets, such as real-time detection of fresh commodities in supermarkets, intelligent price tag system, inventory control system, and intelligent shopping cart, have greatly expanded the application market of RFID technology in the world [9, 10].

The RFID system is generally composed of three parts: reader (Reader), electronic label (Tag), and application software. The tag can be divided into two parts: an antenna and a special chip, and the chip is attached with a unique identification code, indicating the basic information attached to the object. The principle is that the reader transmits the emitted radio-frequency signal to the electronic tag by means of electromagnetic or inductive coupling, so as to drive the electronic tag circuit to transmit its internal data to the reader. The reader accepts and interprets the relevant data in sequence and uses the software system for relevant processing [11]. Radio-frequency identification has the characteristics of noncontact, not affected by environmental factors, a large amount of stored information, readable and writable, fast recognition speed, long recognition distance, and anticollision function. It can process multiple radio-frequency cards at the same time, and the two identification methods of RFID are shown in Figure 1:

The peculiar way in which RFID devices acquire data leads to serious uncertainty in their data [12, 13]. There are three main reasons for the uncertainty of RFID data, namely, missing reading, overreading, and dirty data. Compared with the three, multireading and dirty data phenomena are more contingent and less likely to occur. The phenomenon of missing reading is relatively common, which is the main factor leading to the uncertainty of RFID data.

2.1. The Principle of Antong Data Collection. Because RFID technology has the advantages of fast and real time, it also has extensive analysis in the field of its data collection. The RFID data acquisition system generally includes three parts: the target with the electrical label, the RFID base station, and the information center. The system composition is shown in Figure 2:

Based on the working principle of RFID technology, the RFID data acquisition system performs radio-frequency identification on the target equipped with electronic tags and transmits the identification data to the traffic information center. Its working principle is as follows: (1) the system enters the acquisition state from the dormant state and (2) determines whether to stop the acquisition by judging the stop flag bit of reading the radio-frequency tag. If there is no stop command, the system starts to read the target information. (3) The RFID base station judges whether a tag enters the radio-frequency field through radio-frequency technology. (4) After sending the request, the mark is selected to confirm whether to detect the specific target. (5) After the verification is passed, the resident writer starts to read the tag carried by the target and returns and transmits the read response data to the information center after the operation is successful. The workflow of the RFID data acquisition system is shown in Figure 3:

2.2. Joint Kalman Filter Fusion of RFID Technology and Coil Technology. For the fusion methods of multisensor information of the same detection section, the fusion methods suitable for dynamic traffic parameters mainly include joint
The basic structure of the joint Kalman filter adopts the method of two-stage processing of data and scattered filtering. The combined filter consists of the main filter and several subfilters. The structure diagram of the joint Kalman filtering algorithm used in this study is shown in Figure 4.

In the structure of the joint Kalman filter in Figure 4, the subfilter first performs independent filtering, transmits the filtering result to the main filter, and at the same time completes the optimal fusion of the collected information.

Among them, the state formula and measurement formula of the filter are equations (1) and (2), respectively:

\[ X_i(k) = \Phi(k, k - 1) \cdot X_i(k - 1) + W_i(k - 1), \quad (1) \]

\[ Y_i(k) = H_i(k) \cdot X_i(k) + V_i(k). \quad (2) \]

where \( W_i(k - 1) \) is the noise of the dynamic model, and its covariance is \( Q_i(k - 1) \). \( V_i(k) \) is the observation noise, and its covariance is \( R_i(k) \). Since the traffic volume collected by the coil sensor is slightly smaller than the actual value, this study improves the joint Kalman filter. In this study, a sensor with a known acquisition error is selected as the reference.
The main filter does not perform filtering but directly performs data fusion. The fusion method is shown in equations (5) and (6):

\[ X_g = P_g \left( \sum_{i=1}^{nm} P_i^{-1} X_i \right), \quad (5) \]

\[ P_g = \left( \sum_{i=1}^{nm} P_i^{-1} \right)^{-1} \quad i = 1, 2. \quad (6) \]

When the main filter is fused, it feeds back information to the subfilters according to the fusion result, where the feedback factors are shown in equations (7) and (8):

\[ \beta_i = (P_i^{-1} + P_{g}^{-1})^{-1} \cdot P_i^{-1}, \quad (7) \]

\[ P_i^{-1}(k) = \beta_i \cdot P_{g}^{-1}(k). \quad (8) \]

When the condition of \( Q_1 < Q_2 \) is not satisfied, it can be seen from equations (5) to (7) that \( \beta_1 + \beta_2 = 1 \). \( X_g = \beta_1 X_1 + \beta_2 X_2 \), that is, the fusion result \( X_g \) will take a value between \( X_1 \) and \( X_2 \), and change between the two values as the feedback factor changes. At the same time, the subfilters are fed back according to the fusion result, and the information is redistributed to improve the fusion accuracy.

Compared with the centralized Kalman filter and artificial neural network, the joint Kalman filter has the advantages of flexible design, a simple algorithm, better fault tolerance, and more suitable for real-time systems.

In this study, the data \( Q_1 \) collected by RFID technology and the data \( Q_2 \) collected by the coil sensor are directly combined with Kalman filtering (hereinafter referred to as general fusion). At the same time, it compares the size of \( Q_1 \) and \( Q_2 \) and then fuses them according to the fusion method (hereinafter referred to as improved fusion), as shown in Figure 5.

As can be seen from Figure 5, when the traffic volume collected by the RFID technology and the coil sensor is smaller than the actual value, the fusion effect is poor. When the traffic volume collected by RFID technology is smaller than that of the coil sensor, the traffic volume collected by the coil sensor is directly taken as the fusion value. The fusion curve coincides with the traffic volume change curve collected by the coil sensor, which significantly improves the accuracy of the fusion result.

It can be seen from Table 1 that in dataset 1, the error of the improved fusion is the same as that of the general fusion, so the improved fusion method in this study has certain applicable conditions. That is, when the traffic volume collected by RFID technology is smaller than the traffic volume collected by the known small sensor or larger than the traffic volume collected by the known large sensor, the improved fusion proposed in this study produces better results. From dataset 2 and dataset 3, it can be seen that the relative error is significantly reduced by using the improved method in this study for fusion.
3. Analysis and Result

3.1. Cluster Analysis. Pattern recognition is to study the automatic processing and interpretation of patterns through the use of mathematical techniques by computers, and the environment and objects are collectively referred to as “patterns.” With the development of computer technology, it is possible for human beings to study the complex information processing process. An important form of the process is the recognition of the environment and objects by the living body. In the field of pattern recognition and statistical analysis, cluster analysis has always been the focus and research direction of the academic community. So far, a large number of theories and methods have been proposed, and remarkable research results have been achieved. After a long period of research and development, clustering analysis can be divided as follows [14, 15]:

3.1.1. Partition-Based Approach. The typical algorithm is the K-means algorithm and its characteristics are summarized in Table 1, so it will not be repeated here.

3.1.2. Hierarchical Approach. Hierarchical clustering methods use top-down splitting or bottom-up agglomeration to represent datasets in a hierarchical tree structure. Each object is first treated as a separate cluster, and these clusters are merged into larger and larger clusters until a
given end condition is met. This clustering method is a bottom-up agglomerative clustering method. Divisive hierarchical clustering is just the opposite, where all objects are first grouped into one large cluster. Then, it is gradually divided into smaller and smaller clusters according to the similarity, until the end condition is satisfied.

3.1.3. Density-Based Methods. Density-based methods are divided into different clusters according to different aggregation densities in data object sets, and clusters with similar densities are divided into one cluster. However, its calculation is large, usually is $O(n^2)$. In addition, based on the density, the setting of parameters has a great influence on the performance of the algorithm, and there is no good solution at present, which mainly depends on the user’s experience to select parameters.

3.1.4. Grid-Based Approach. Grid-based clustering method divides the data space into a certain number of ultra-rectangular grid cells according to the partition parameters, maps the data objects to the corresponding grid cells, and then merges the adjacent grid cells into a connected region, that is, a cluster. Grid-based clustering method has good scalability for the size of datasets, can handle large-scale datasets, and can find clusters with arbitrary shapes. Grid-based clustering method is usually combined with the density-based clustering method [16].

3.1.5. Model-Based Approach. The model-based clustering method is to use a specific model for cluster analysis and try to optimize the fit between the actual data and the model. Neural network-based clustering methods and statistical learning-based clustering methods are two types of model-based clustering methods. Among the neural network models commonly used in cluster analysis are the self-organizing map (SOM) model [17], the adaptive resonance theory model [18], and the learning vector quantization (LVQ) model. The EM clustering algorithm based on the Gaussian mixture model is a typical clustering method based on statistical learning [19].

3.1.6. Fuzzy Clustering Method. The clustering method described above can be regarded as hard clustering. Different from hard clustering, fuzzy clustering is a soft clustering method. Fuzzy C-means clustering algorithm [20] is a popular fuzzy clustering algorithm at present, which transforms the clustering problem into an optimization problem and uses an iterative method to solve it. It has a simple design, good clustering performance, and wide application. However, the algorithm is sensitive to the initial conditions, easily falls into local optimum, requires a large amount of computation, and has a low resolution for objects in the overlapping area of class boundaries.

Table 2 summarizes the clustering methods commonly used at present, and the advantages and disadvantages of each method, in which NCA means to determine the number of classes sensitive to initial values and outliers in advance.

3.2. Partition-Based Clustering Algorithm—KM-KL Algorithm

3.2.1. The Basic Concept of KM-KL Algorithm. In the traditional partition-based clustering algorithm, the set of uncertain objects is divided into given K clusters according to their mutual distances. The KM-KL algorithm in this study follows the idea of the traditional partition-based clustering algorithm and divides the uncertain dataset O containing $n$ uncertain objects into $k$ clusters. They are denoted as $C_i$, $C_k$, respectively, use the symbol $C_i$ as the center point of each cluster, and use the center point to represent the cluster $C_i$. In the partition-based clustering algorithm, the following properties are included as follows:

1. All clusters belong to the uncertain dataset, that is $C_i \subseteq O \ (1 \leq i \leq k)$.
2. Each cluster contains at least one data record, that is $C_i \neq \emptyset$.
3. Each data record belongs to one cluster and belongs to only one cluster, that is, when equation (9) is satisfied, equation (10) can be satisfied:

   \[ U^k_{i=1}C_i = O, \quad i \neq j, \quad (9) \]

   \[ C_i \cap C_j = \emptyset. \quad (10) \]

On the basis of traditional partition-based clustering, the KM-KL algorithm in this study uses KL divergence as a similarity measure. The algorithm divides uncertain objects into $k$ clusters and selects an optimal cluster center point for each cluster to minimize the sum of the overall KL divergence. In the clustering algorithm, in the division formed by a clustering process, the sum of the KL divergence among all objects is shown in the following:

\[ \text{TKL} = \sum_{i=1}^{k} \sum_{P \in C_i} D(PC_i). \quad (11) \]

This formula is used to measure the quality of the clustering. The larger the TKL value, the worse the quality of this clustering is, and the smaller the TKL value is, the better the quality of this clustering is. In equation (11), $D(PC_i)$ represents the KL distance from the object $P$ to the cluster center point $C_i$, which is used to assign the object to each cluster.

\[ \sum_{P \in C_i} D(PC_i). \quad (12) \]

Formula (12) represents the sum of the KL distances from each object $P$ in the cluster $C_i$ to the cluster center point $C_i$, according to which the structure of the cluster $C_i$ can be adjusted.

3.2.2. KM-KL Algorithm Description. The KM-KL algorithm in this study is an extension of the K-medoids algorithm using KL divergence as a similarity measure. This algorithm
clusters uncertain data on probabilistic similarity [11–22]. The algorithm is divided into two parts, the initial clustering division stage and the center replacement stage.

(1) Initializing the clustering stage. In the initial clustering and division stage, the algorithm selects k cluster center points one by one to initialize the clustering and division of other objects. The first center point \( C_i \) selects the object with the smallest sum of KL divergence of other objects in the uncertain object set \( O \), that is, formula:

\[
C_i = \arg\min_{P \in O} \left( \sum_{P' \in O} D(P'P) \right),
\]

(13)

The remaining \( k-1 \) center points are iteratively selected. At the i-th iteration, the algorithm selects the object \( C_j \) that minimizes TKL. When it is calculated that \( P' \) will be allocated to the cluster with \( P \) as the new center cluster point, the contribution of this allocation to reducing TKL is shown in the following:

\[
\max(0, \min_{j=1}^{i-1} (D(P'C_j) - D(P'C_1)))
\]

(14)

From formula (14), it can be calculated the sum of the reduction in TKL by the division of all unselected objects in this round, which is expressed as \( \text{DEC}(P) \). In the KM-KL algorithm, the center point selected by the i-th iteration is the object with the largest \( \text{DEC}(P) \), that is, formula:

\[
C_i = \arg\max_{P \in O[C_1,...,C_{i-1}]} (\text{DEC}(P)).
\]

(15)

This ensures that the initial cluster center point selected at each time is optimal, because this selection can minimize the dissimilarity between clusters. The initial clustering division phase ends when all \( k \) cluster center points are selected and then enters the second phase of the algorithm, the center replacement phase.

(2) Center replacement stage. In the center replacement stage, the algorithm iteratively replaces the cluster center points with all noncenter points in the cluster and selects the optimal cluster center point to improve the clustering quality. Every time redistribution occurs, it records the TKL reduction value after redistribution and selects the object with the largest value as the new cluster center, as shown in the following:

\[
P_{\text{max}} = \arg\max_{P \in O[C_1,...,C_{i-1}]} (\text{DEC}(P)).
\]

(16)

At this time, if it is \( \text{DEC}(P_{\text{max}}) \), it means that this round of exchange improves the clustering effect. Otherwise, the algorithm ends and the final clustering is generated. The example shown in Figure 6 is used to illustrate the KM-KL algorithm flow.

As shown in Figure 6, Figure 6(a) shows the distribution of the uncertain object set. Supposing that the uncertain objects \( a_1, a_2, \) and \( a_3 \) satisfy the same distribution, it forms a cluster. The uncertain objects \( b_1, b_2, \) and \( b_3 \) satisfy another distribution and it forms another cluster, which is the clustering result of the benchmark. Figure 6(b) shows the KL divergence between uncertain objects and the initialized TKL value. Due to the asymmetry of KL divergence, in Figure 6(a), for example, the divergence from \( a_1 \) to \( a_2 \) is not equal to the divergence from \( a_2 \) to \( a_1 \). At this time, the KM-KL algorithm is used to cluster the uncertain objects in Figure 6(a), and the input parameter \( k \) is equal to 2.

Finally, the KM-KL algorithm forms two clusters \( \{a_1, a_2, a_3\} \) and \( \{b_2, b_1, b_3\} \) with \( a_1 \) and \( b_2 \) as the center points, respectively, and the division is the optimal division.

### 3.3. Algorithm Performance Test and Effectiveness Analysis

The experimental platform is configured as follows: Intel(R) processor, 2.94 GHz main frequency, 2G memory, using Windows7 operating system. The experimental program is written in C++ language, compiled and run on VS2010, and simulated by MATLAB.

This study generates datasets on discrete and continuous domains, respectively. In the continuous domain, an uncertain object is a sample taken from a continuous distribution, and in the discrete domain, the dataset is transformed from a continuous model. The continuous domain is discretized using a meshing method, dividing each dimension into two equal parts, thus dividing the d-dimensional data space into the same 2D cells. The probability of an object in a certain unit is the sum of the probabilities of all sample points of the object in this unit. The value range of the data is \([0, 1]d\). Three different probability distributions will be used in this study, namely, uniform distribution, Gaussian distribution, and inverse Gaussian distribution, which is generated by Gaussian distribution, as shown in Figure 7.
The experiments in this study are mainly divided into three parts: first, the effect of the clustering algorithm using KL divergence is analyzed. Second, it shows the improvement of the computational efficiency of the clustering algorithm in this study after using an efficient implementation method and an improved fast Gaussian transform. Finally, experiments show the scalability of the algorithm on large datasets.

In classical partition-based and density-based clustering algorithms, KL divergence and geometric distance are used as similarity measures, respectively, to compare clustering quality. Among the partition-based clustering algorithms, the UK-means algorithm using geometric distance (denoted as UK) and the KM-KL and RKM-KL algorithms proposed in this study are compared. Among the density-based clustering algorithms, the FDBSCAN algorithm using geometric distance (denoted as FD) and the DB-KL algorithm in this study are compared.

In the experiment, the base number of objects is set to $n = 100$ by default, each object contains $s = 100$ sample points, the data dimension $d = 4$, and the default setting of clustering produces $k = 6$ clusters. For the density-based algorithm, $k$ is not used as a parameter, and the parameters’ density threshold $\mu$ and distance radius $\epsilon$ need to be set here. Among them, the density threshold is $\mu = 5$ according to the recommendation, and the distance radius $\epsilon$ is continuously adjusted in the experiment so that the $z$ FD and DB-KL can produce clustering results’ approximate to $k$ clusters.

Since the complexity of the density-based algorithm DB-KL exponentially increases with respect to the number of data objects, the algorithm is not suitable for a large number of data objects. The scalability of the RKM-KL algorithm is mainly tested here. The dataset defaults to 4 dimensions and contains 10 clusters.

Figures 8 and 9 show the effect of the RKM-KL algorithm and the RKM-KL-FGT algorithm on the clustering quality of the algorithm when the data object cardinality is large and the number of object samples is large. It can be seen that when the object cardinality is large or the number of samples is large, the algorithm has a similar quality trend as when the amount of data is small. Moreover, as in the previous experimental analysis, the clustering quality of the RKM-KL-FGT algorithm will be reduced to a certain extent compared to the RKM-KL algorithm.

Figure 10 shows the running time of the RKM-KL algorithm and the RKM-KL-FGT algorithm when the dataset is large. It can be seen that the running time of the RKM-KL algorithm linearly increases as the cardinality of the data objects increases. The RKM-KL-FGT algorithm uses an improved fast Gaussian transform to obtain approximations, so the running time of the algorithm is shorter, and the running time smoothly increases with the increase in cardinality. However, since the calculation of the sum of KL-divergence squarely increases with respect to the number of samples of the object, the calculation time of the algorithm RKM-KL rapidly increases with the increase in the sample data volume. While the computation time of the RKM-KL-FGT algorithm is almost unaffected (it grows linearly), obviously, RKM-KL-FGT is more effective when the amount of data is large.
Figure 8: Accuracy when using large datasets on continuous domains.

Figure 9: Coverage when using large datasets on continuous domains.

Figure 10: Running time when using large datasets on continuous domains.
4. Conclusions

The application of RFID technology has been relatively mature, and there are applications in many places. Especially after these years of development, RFID technology has relatively mature applications in many aspects, such as supermarkets, express delivery, logistics, and other industries. In this study, the massive data generated by RFID technology are analyzed and clustered to mine effective information and reduce system running time. This study starts from the relevant background of big data and computer science and introduces the relevant research background of RFID technology. Subsequently, this study will introduce the RFID technology in detail, from the definition to the calculation process. In this study, the cluster analysis is introduced in detail, and an improved KM-KL algorithm is proposed, which is proved to be very effective. However, there are also shortcomings in this study, that is, the data extraction is too extensive, and subsequent research can conduct specific analysis on the data of a certain industry, such as logistics data.

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declare no conflicts of interest.

Acknowledgments

This research study was sponsored by the Visiting Scholar Teacher Professional Development Project in Colleges and Universities (project number: 00058DF2014401010101). The project is thanked for the support.

References

[1] C. Wang and P. Jiang, “Deep neural networks based order completion time prediction by using real-time job shop RFID data,” Journal of Intelligent Manufacturing, vol. 30, no. 3, pp. 1303–1318, 2019.
[2] B. Fazzinga, S. Flesca, F. Furfaro, and F. Parisi, “Using integrity constraints to guide the interpretation of RFID-trajectory data,” Sigspecial Issue, vol. 9, no. 2, pp. 28–35, 2017.
[3] Martinus, M. S. Wahab, Yudi, and H. Ham, “Data transmission using RFID system on smart shopping carts for checkout process efficiency in supermarket at Indonesia,” Procedia Computer Science, vol. 179, no. 2, pp. 902–912, 2021.
[4] S. G. Novikov, A. V. Berintsev, A. S. Alekseyev, A. I. Somov, and V. V. Svetukhin, “Development of a personal portable dosimeter of an effective dose with the RFID data channel,” Radio Industry (Russia), vol. 28, no. 3, pp. 78–85, 2018.
[5] M. F. M. Yunoh, S. Abdullah, M. H. M. Saad, Z. M. Nopiah, and M. Z. Nuawi, “K-means clustering analysis and artificial neural network classification of fatigue strain signals,” Journal of the Brazilian Society of Mechanical Sciences and Engineering, vol. 39, no. 3, pp. 757–764, 2017.
[6] W. C. Wang, “Setting up evaluate indicators for slope control engineering based on spatial clustering analysis,” Natural Hazards, vol. 93, no. 2, pp. 1–19, 2018.
[7] Y. Chen, Y. Wang, M. Zhang, Z. Xu, and G. Zhang, “Temporal and spatial distribution of PM_{2.5} in Shanghai based on clustering analysis,” Chinese Journal of Environmental Engineering, vol. 11, no. 6, pp. 3671–3677, 2017.
[8] P. Y. Balik, E. Demirc, and M. Konca, “Comparison of European countries’ health indicators and health expenditures by clustering analysis,” Omer Halisdemir Universitesi Iktisadi ve Idari Bilimler Fakultesi Dergisi, vol. 14, no. 2, pp. 365–377, 2021.
[9] A. Qubaa and S. Al-Hamdani, “Detecting abuses in archaeological areas using k-mean clustering analysis and UAVs/drones data,” Scientific Review Engineering and Environmental Sciences, vol. 30, no. 1, pp. 182–194, 2021.
[10] L. A. Bulla-Cruz, L. L. Barrera, and A. Darghan, “Complete-linkage clustering analysis of surrogate measures for road safety assessment in roundabouts,” Revista Colombiana de Estadistica, vol. 44, no. 1, pp. 91–121, 2021.
[11] Z. Lu, W. Li, Y. Tang, Z. Da, and X. Li, “Lymphocyte subset clustering analysis in treatment-naive patients with systemic lupus erythematosus,” Clinical Rheumatology, vol. 40, no. 5, pp. 1835–1842, 2021.
[12] K. Ansari and T. S. Bae, “Clustering analysis of seismicity in the space–time–depth–magnitude domain preceding the 2016 Kumamoto earthquake, Southwestern Japan,” International Journal of Earth Sciences, vol. 110, no. 1, pp. 253–261, 2021.
[13] H. Li, Y. Yang, and S. Yin, “Two λ-correlation coefficients of q-rung orthopair fuzzy sets and their application to clustering analysis,” Journal of Intelligent and Fuzzy Systems, vol. 39, no. 5, pp. 1–11, 2020.
[14] L. Close and R. Kashef, “Combining artificial immune system and clustering analysis: A stock market anomaly detection model,” Journal of Intelligent Learning Systems and Applications, vol. 12, no. 4, pp. 83–108, 2020.
[15] H. J. Kim, “Phone scam: Developing an investigative technique through web scraping and geo-clustering analysis,” Korean Police Studies Review, vol. 19, no. 3, pp. 45–62, 2020.
[16] J. F. Wang, Z. C. Fei, Q. Chang, Y. Fu, and S. Q. Li, “Energy-saving operation of multistage stochastic manufacturing systems based on fuzzy logic,” International Journal of Simulation Modelling, vol. 18, no. 1, pp. 138–149, 2019.
[17] A. Akramunnisa and F. Fajriani, “K-means clustering analysis pada PersebaranTingkat pengangguran kabupaten/kota di Sulawesi selatan,” Jurnal Varian, vol. 3, no. 2, pp. 103–112, 2020.
[18] M. R. Hashmi, M. Riaz, and F. Smarandache, “m-Polar neutrosophic topology with applications to multi-criteria decision-making in medical diagnosis and clustering analysis,” International Journal of Fuzzy Systems, vol. 22, no. 1, pp. 273–292, 2020.
[19] P. J. Bardzinski, P. Walker, R. Krol, and W. Kawalec, “Simulation of random tagged ore flow through the bunker in a belt conveying system,” International Journal of Simulation Modelling, vol. 17, no. 4, pp. 597–608, 2018.
[20] D. Yan, H. Cao, Y. Yu, Y. Wang, and X. Yu, “Single-objective/multiobjective cat swarm optimization clustering analysis for data partition,” IEEE Transactions on Automation Science and Engineering, vol. 17, no. 3, pp. 1633–1646, 2020.
[21] Y. Li, H. Liu, H. O. Ramadhan et al., “Trust/RV368 Study Group Generic clustering analysis for HIV infection among MSM in Nigeria,” AIDS, vol. 34, no. 2, pp. 227–236, 2020.
[22] A. J. Carrillo, I. E. Cabrera, M. I. Spasojevic, P. Schacht, J. E. Stajich, and K. A. Borkovich, “Clustering analysis of large-scale phenotypic data in the model filamentous fungus Neurospora crassa,” BMC Genomics, vol. 21, no. 1, pp. 1–22, 2020.