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Abstract

In this paper, we propose a closed form approximation to the mean and variance of a new generalization of negative binomial (NGNB) distribution arising from the Extended COM-Poisson (ECOMP) distribution developed by Chakraborty and Imoto (2016)(see [4]). The NGNB is a special case of the ECOMP distribution and was named so by these authors. This distribution is more flexible in terms of dispersion index as compared to its ordinary counterparts. It approaches to the COM-Poisson distribution (Shmueli et al. 2005) [11] under suitable limiting conditions. The NGNB can also be obtained from the COM-Negative Hypergeometric distribution (Roy et al. 2019)[10] as a limiting distribution. In this paper, we present closed form approximations for the mean and variance of the NGNB distribution. These approximations can be viewed as the mean and variance of convolution of independent and identically distributed negative binomial populations. The proposed closed form approximations of the mean and variance will be helpful in building the link function for the generalized negative binomial regression model based on the NGNB distribution and other extended applications, hence resulting in enhanced applicability of this model.
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1 Introduction

In this paper, we present the probability function (pf) of the NGNB model (Chakraborty and Imoto 2016) and propose closed form approximations for its mean and variance. The approximate expression for the mean can be used to develop a link function for the new generalized negative binomial regression model. We plan to develop and report this in a separate paper. This will enhance the applicability of the NGNB model. The NGNB is a particular case of the ECOMP distribution when three of its parameters are equal. The ECOMP distribution has many important characteristics. It approaches to the COM-Poisson distribution under suitable limiting conditions. The NGNB distribution is also quite versatile. Its dispersion index is flexible and hence, it can accommodate over-dispersed and under-dispersed data. It can be log-concave or log-convex based on the values of its parameters. Hence, it has the properties of increasing failure rate (IFR) and decreasing failure rate (DFR).

The paper is organized as follows. In Section 2, we provide the probability function of the NGNB distribution including its parameters and briefly present its moments and probability generating function. We show that the NGNB model can be regarded as a member of the Kemp’s family of distributions. In Section 3, we will present the closed form approximations of its mean and variance and investigate its behavior through a simulation study. We assess the closeness of the proposed approximations for the mean and variance to their true values by analyzing error, bias and mean square error for different combinations of the parameters. In the appendix, we define the log-concavity(convexity) and use these to characterize the IFR(DFR) properties of the NGNB failure rate for various range of values of its parameters. The theoretical derivations of these characteristics are also provided.

2 New Generalization of Negative Binomial Distribution (NGNB)

The negative binomial distribution arises by sampling with replacement from a population consisting of two types of items, say S: Success and F: Failure, until we get k number of successes, where the probability of success is p and the probability of failure is q = 1 – p for each independent trial. Let X denote the number of failures before getting k successes. Then X is said to have a negative binomial distribution with parameters k and p. Its pf is given by

$$P(X = x) = \binom{x + k - 1}{x} p^k q^x \quad x = 0, 1, 2, \ldots.$$  (2.1)

This distribution is always over-dispersed (variance greater than the mean) and belongs to the family of power series distributions. The mean, variance and the probability generating function (pgf) of the NB model are given by

$$E(X) = \frac{kq}{p},$$

$$Var(X) = \frac{kq}{p^2},$$

$$G(s) = E(s^X) = p^k(1 - qs)^{-k}.$$
Following similar notation as for COM Poisson, we have described the NGNB distribution as a generalized form of the negative binomial distribution given in (2.1) above. This is achieved by raising the combinatorial term in the probability function (pf) of the negative binomial distribution to a power $\gamma$ which acts as the shape parameter and by normalizing the resulting expression. The NGNB random variable is denoted by $Y$ with its pf defined as

$$P(Y = y) = \frac{\left(\frac{y+k-1}{y}\right)^y q^y}{\sum_{j=0}^{\infty} \left(\frac{j+k-1}{j}\right)^j q^j},$$

$$y = 0, 1, \cdots \text{ and } \gamma \in R, \ k > 0, \ 0 < q < 1.$$

We denote the normalizing constant by

$$Z(\gamma, k, q) = \sum_{j=0}^{\infty} \left(\frac{j+k-1}{j}\right)^j q^j.$$

Whenever necessary, we will denote the distribution by $NGNB(\gamma, k, p)$. The NGNB model provides a more flexible alternative to the negative binomial, since the additional shape parameter $\gamma$ makes the new model more or less over-dispersed as compared to the negative binomial. When $\gamma = 0$, the normalizing constant $Z(\gamma, k, q) = \frac{1}{1 - q}$, and NGNB reduces to the geometric distribution with probability function $p(y) = pq^y$. The NGNB model is a member of the more general class called ECOMP studied by Chakraborty and Imoto (2016) [4]. The NGNB was independently studied by (Roy 2016) [9] in a Ph.D thesis where it was called COMP-NB. In this section, we investigate additional statistical properties of the NGNB (COMP-NB) model.

### 2.1 Miscellaneous results regarding NGNB distribution

In this section, we discuss some important characteristics of the NGNB model. These include characterization of the monotonicity of its failure rate based on the log-convexity and log-concavity of its pf. We also show that when $\gamma$ is a positive integer, its pgf can be written in terms of the generalized hypergeometric function. This establishes the NGNB as a member of the Kemp family of distributions and makes it easier to compute its moments.

#### 2.1.1 Characterization of failure rates of the NGNB

The monotonicity of failure rate of a discrete model plays an important role in modeling of failure time of components measured in number of cycles until the failure occurs. As established in (Gupta, Gupta & Tripathi 1997) [5], the log-concavity (log-convexity) of the pf of a distribution determines the monotonicity of its failure rate. In the appendix, we characterize the failure rate of the NGNB in terms of the log-concavity (log-convexity) of its pf. We have showed in theorem A.1 in the appendix that pf of NGNB is log-concave for positive $\gamma$ when $k > 1$ and log-convex when $\gamma < 0$ and $k > 1$. Hence, we have established that the NGNB has increasing (decreasing) failure rate for $\gamma$ greater (less) than 0, when $k > 1$. In Theorem A.2 of the Appendix, we also show that the NGNB model approaches to the COM-Poisson distribution with parameters $\lambda$ and $\gamma$ in the limit as $k \to \infty$ and $p \to 0$ such that $kp = \lambda$ remains fixed. This parallels to the similar limiting results relating the NB and the Poisson distributions.

3
2.1.2 Moments and probability generating function (for $\gamma$ a positive integer)

In this section, we express the pgf of the NGNB in the form of generalized hypergeometric function when $\gamma$ is a positive integer. We use this representation to find the factorial moments and hence other moments of the distribution in this special case.

Let us first introduce some functions and notations which will be used throughout:

- Pochhammer symbol or rising factorial:
  \[(b)_0 = 1,\]
  \[(b)_k = b(b + 1) \cdots (b + k - 1), \quad k \geq 1;\]

- Generalized hypergeometric function:
  \[pF_q (a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z) = \sum_{n=0}^{\infty} \frac{(a_1)_n (a_2)_n \cdots (a_p)_n}{(b_1)_n (b_2)_n \cdots (b_q)_n} \frac{z^n}{n!}.\]

The following theorem gives an expression for the pgf of NGNB distribution in terms of the generalized hypergeometric function.

**Theorem 2.1.** Let $Y$ denote the random variable with the NGNB($\gamma, k, p$) distribution. When $\gamma$ is a positive integer, the pgf of $Y$ can be written in terms of the hypergeometric series as follows.

\[G(\gamma, s) = E(s^\gamma) = \frac{\gamma F_{\gamma-1} (k, k, \ldots, k; 1, 1, \ldots, 1; qs)}{\gamma F_{\gamma-1} (k, k, \ldots, k; 1, 1, \ldots, 1; q)}. \quad (2.3)\]

**Proof.** Consider the pgf of the NGNB distribution

\[G(\gamma, s) = E(s^\gamma) = \sum_{y=0}^{\infty} \frac{(y+k-1)^\gamma (sq)^y}{\sum_{j=0}^{\infty} \frac{(j+k-1)^\gamma (sq)^y}{q^y}}.\]

The numerator in the above can be expressed as a generalized hypergeometric series if $\gamma$ is a positive integer as seen below:

\[
\sum_{y=0}^{\infty} \frac{(y+k-1)^\gamma (sq)^y}{q^y} = \sum_{y=0}^{\infty} \frac{(y+k-1)^\gamma (sq)^y}{y!(k-1)!} = \frac{\gamma F_{\gamma-1} (k, k, \ldots, k; 1, 1, \ldots, 1; qs)}{\gamma F_{\gamma-1} (k, k, \ldots, k; 1, 1, \ldots, 1; q)}. \]

Then, the pgf can be written as

\[G(\gamma, s) = \frac{\gamma F_{\gamma-1} (k, k, \ldots, k; 1, 1, \ldots, 1; qs)}{\gamma F_{\gamma-1} (k, k, \ldots, k; 1, 1, \ldots, 1; q)}. \quad (2.4)\]

Hence the proof. □
Mean, variance and higher order moments of NGNB:

For the NGNB$(\gamma,k,p)$, when $\gamma$ is a positive integer, the expectation $E(Y)$ can be obtained from (2.4) and is expressed as

$$E(Y) = q^k \gamma \frac{\sum_{j=0}^{\infty} (k+j)^\gamma \frac{q^j}{(j+1)^{\gamma-1}}} {\sum_{j=0}^{\infty} (k+j-1)^\gamma q^j}.$$

It can be seen that $E(Y)$ exists and is finite because the hypergeometric series has a radius of convergence at $1$ for $|q| < 1$. Both the series are nearly-poised hypergeometric series of first kind. The $r$th order factorial moment and hence the variance of NGNB can be obtained from (2.4) by evaluating its $r$th derivative at $s = 1$ when $\gamma$ is a positive integer. As seen above, the mean, variance and higher order moments cannot be evaluated in closed form. It would be important if some approximations can be developed for the mean and variance of the NGNB model in some special cases. This will be addressed in Section 3 below.

2.1.3 The NGNB as a Member of Kemp’s Family of Distributions When $\gamma$ is a Positive Integer

The broad family of generalized hypergeometric probability distributions in the Kemp family [13] is known for many useful properties. Most common distributions which are members of Kemp family are Poisson, binomial, negative binomial, hypergeometric and negative hypergeometric distributions. The distributions in this family have their pgf as

$$G_1(z) = \frac{pF_q ((a);(b);\lambda z)}{pF_q ((a);(b);\lambda)},$$

where $pF_q ((a);(b);z)$ is the generalized hypergeometric series with $p$ numerator parameters $(a_1, a_2, \cdots, a_p)$, and $q$ denominator parameters $(b_1, b_2, \cdots, b_q)$. For the Kemp family of distributions the ratio of successive probabilities is given by

$$\frac{p(y+1)}{p(y)} = \frac{(a_1+y)(a_2+y)\cdots(a_p+y)}{(b_1+y)(b_2+y)\cdots(b_q+y)} \frac{\lambda}{1+y}.$$  \hspace{1cm} (2.5)

**Theorem 2.2.** The ratio of successive probabilities for the NGNB distribution can be written in the form of the ratio of the probabilities of Kemp Type $1A(i)$ families of distributions.

**Proof.** The ratio of successive probabilities for the NGNB distribution can be written in the form of the Kemp Type $1A(i)$ families of distributions as follows:

$$\frac{p(y+1)}{p(y)} = \frac{(y+k)^\gamma q^{y+1}}{(y+1)^\gamma q^y} = \frac{(k+y)^\gamma q}{(1+y)^{\gamma-1}(1+y)}.$$
which has $\gamma$ numerator factors, $((k + y), (k + y), \ldots, (k + y))$, and $\gamma - 1$ denominator factors $((1 + y), (1 + y), \ldots, (1 + y))$ (See equation (2.5)). Hence the proof.

In the following section, we develop approximate expressions for the mean and variance of the NGNB model.

### 3 Closed-form approximate expressions for the mean and variance of the NGNB distribution

There is no closed form approximations for the mean and variance of the NGNB distribution. It would be of interest to develop approximate expressions for the mean and variance which may help in building the link function for NGNB regression models. With this in mind, we develop approximate expressions for the mean and variance of the NGNB model and investigate the accuracy of these expressions. We also compare the values of the approximate expressions with their exact values for certain range of its parameters and assess the approximations. These approximations are developed based on observing patterns in the tabulated values of the mean and variance for a range of parameter values. In Tables 1-3, we present values of its mean and variance obtained by numerical calculations for a range of values of its parameters. After a close examination of these values, especially for large $\gamma$, a pattern seems to emerge to approximate its mean and variance. Based on our observations, we propose the following approximations:

$$E(Y) \approx \frac{k\gamma q}{1 - q}, \quad \text{and} \quad Var(Y) \approx \frac{k\gamma q}{(1 - q)^2}.$$  

The closed form approximation of the mean of NGNB has a relation with the mean of convolution of independent and identically distributed negative binomial populations. Thus, the approximate mean and variance of $Y$ can be interpreted as the mean and variance of $\gamma$ independent and identically distributed populations following the negative binomial distributions referred in (2.1) with mean and variance respectively

$$E(W) = \frac{kq}{1 - q}, \quad \text{and} \quad Var(W) = \frac{kq}{(1 - q)^2},$$

where $W$ is the corresponding NB random variable with the pdf (2.1). In the paper from Chakraborty and Imoto 2016 [4], they have also discussed the asymptotic mean in section 2.8 for ECOMP $(\gamma, p, \alpha, \beta)$ which is given below

$$p^{1-\beta} + \frac{1 - \alpha + (2\gamma - 1)\beta}{2(\alpha - \beta)} \quad (3.1)$$

As discussed in their paper, the NGNB distribution is derived from ECOMP when three of its parameters are same, i.e., $\alpha = \beta = \gamma$. However, under this condition, the equation for the ECOMP mean in equation (3.1) does not exist for NGNB distribution. Thus, our closed form approximation developed here extends the properties of NGNB distribution.

We now compare the exact values of the mean and variance of NGNB with their proposed
approximations for a range of its parameter values. We also present an analysis of the errors committed when approximating their exact values by the above proposed expressions.

Analysis of errors in approximating $E(Y)$ and $Var(Y)$

Tables 1, 2 and 3 provide exact and approximate values of $E(Y)$ and $Var(Y)$ for a range of values of $\gamma, q$ and $k$. From Tables 1 and 2, it can be seen that when $\gamma \in [0.3, 0.9], q \in [.1, .8]$ and $k$ takes integer values from 5 to 9, the average value of the error $E(Y) - k\gamma q/(1 - q)$ is $-0.0183$ with mean squared error (MSE) $= 0.3645$. From Table 3, it can be seen that when $\gamma > 1$ with its range in $[1.2, 2], q \in [.4, .8]$ and $k$ takes integer values from 5 to 9, the average value of the error $E(Y) - k\gamma q/(1 - q)$ is $0.2511$ with the $MSE = 0.3444$.

Similarly, from Tables 1 and 2, it can be seen that when $\gamma \in [0.3, 0.9], q \in [.1, .8]$ and $k$ takes integer values from 5 to 9, the average value of the error $Var(Y) - k\gamma q/(1 - q)^2$ is $-0.0262$ with $MSE = 0.0377$. From Table 3, it can be seen that when $\gamma > 1$ with its values in $[1.2, 2], q \in [.4, .8]$ and $k$ takes integer values from 5 to 9, the average value of the error $Var(Y) - k\gamma q/(1 - q)^2$ is $-0.1438$ with the $MSE = 0.1575$.

On comparing the average and the MSE of the errors in approximating the mean, we observe that for $\gamma < 1$, the approximate expression overestimates the true value of the mean. For $\gamma > 1$, it underestimates the true value, the approximation being closer when $\gamma < 1$. The values of the MSE remain relatively similar for the two ranges of $\gamma$ considered.

On comparing the average and the MSE of the errors in approximating the variance, we observe that the approximate expression overestimates the true variance for all the values of $\gamma$ considered here. The approximate expression is closer to the true value of the variance for $\gamma < 1$ as compared to the case when $\gamma > 1$. The value of the MSE is smaller for the case when $\gamma < 1$.

Based on this analysis, we conclude that the proposed approximate expression for the variance works slightly better than the corresponding expression for approximating the mean.

4 Concluding remarks

In this paper, we have presented a closed form approximation of the NGNB distribution. In particular, we have shown that the NGNB approaches to the COM-Poisson distribution under certain conditions. We have investigated some characteristics of the NGNB model, such as, its probability generating function, moments, and limiting properties. We have also investigated the log-concavity and log-convexity of the pf of this distribution and used them to characterize the monotonicity of its failure rate. In a future paper, we plan to formulate a generalized regression model based on the proposed approximate form of the mean of the NGNB model.
A APPENDIX

A.1 Log-concavity and log-convexity of the NGNB distribution

The failure rate function for a discrete random variable $Y$ with pf $p(y)$ is defined as

$$r(y) = \frac{P(Y = y)}{P(Y \geq y)}.$$ 

We characterize the failure rate of the NGNB model in terms of log-convexity and log-concavity of its pf which we investigate below.

We use the ratio of two consecutive probabilities to determine the log-concavity and log-convexity of a distribution. This is used for determining the monotonicity of failure rates.

We will use the following results in this regard from (Kemp 2005) [6], page 217: A distribution with pf $p(y)$ is log-convex, if

$$\frac{p(y)p(y+2)}{p(y+1)^2} > 1 \quad (A.1)$$

and log-concave, if

$$\frac{p(y)p(y+2)}{p(y+1)^2} < 1. \quad (A.2)$$

The following theorem characterizes the failure rate of the NGNB in terms of its log-convexity and log-concavity for various values of $\gamma$:

**Theorem A.1.** The NGNB has increasing (decreasing) failure rate for $\gamma$ greater (less) than 0, when $k > 1$.

**Proof.** For the NGNB model, we have,

$$\frac{p(y+2)}{p(y+1)} = \frac{(y+2)^{y+2}}{(y+1)^{y+1}} \cdot \frac{(y+k)^{y+k}}{(y+2)^{y+2}} = \left(\frac{y+k+1}{y+2}\right)^\gamma q.$$

$$\frac{p(y+1)}{p(y)} = \frac{(y+1)^{y+1}}{y^y} \cdot \frac{(y+k)^{y+k}}{(y+1)^{y+1}} = \left(\frac{y+k}{y+1}\right)^\gamma q.$$

Hence

$$\frac{p(y)p(y+2)}{p(y+1)^2} = \left(\frac{(y+k+1)(y+1)}{(y+k)(y+2)}\right)^\gamma. \quad (A.3)$$

For the expression (A.3) to be less than 1, we have

$$((y+k+1)(y+1))^{\gamma} < (y+k)(y+2)^{\gamma}\quad (B.4)$$

which is true for $y + 1 < y + k$ for positive $\gamma$ and $k > 1$. Therefore, the NGNB has increasing failure rate for $\gamma$ greater than 0, when $k > 1$. The proof is complete.
So, the pf of NGNB is log-concave for positive $\gamma$ when $k > 1$. Similarly, we can prove that its pf is log-convex when $\gamma < 0$ and $k > 1$. Hence the proof.

A.2 Characterization of the failure rate of NGNB

When $\gamma > 0$, the pf of NGNB is log-concave for $k > 1$ and we can conclude that in this case, NBNG has an increasing failure rate (IFR) \cite{5}. When $\gamma < 0$ and $k > 1$, the pf of NGNB is log-convex, hence it has decreasing failure rate. The Figure 1 shows graph for failure rate curves. It shows that the NBNG has IFR for positive value of $\gamma$ and $k > 1$, by increasing the value of positive $\gamma$, we are able to lower down the failure rate with respect to its occurrence. The failure rate curves of NGNB, for $\gamma < 0$ and $k > 1$ show that the failure rate decreases with respect to failure occurrences as $\gamma$ increases.

![Figure 1: Failure Rate Plot for NGNB(q=0.2,k=3) for positive and negative values of $\gamma$ showing IFR and DFR Behavior respectively](image)

A.3 Convergence of NGNB to COM-Poisson

As is well known, negative binomial approaches the Poisson distribution under certain limiting conditions. In this section, we will show that similar relationships hold between the COM-Negative Binomial and COM-Poisson distributions.

**Theorem A.2.** NBNG ($\gamma,k,q$) approaches to COM-Poisson($\lambda$) when $k \to \infty$ and $q \to 0$, such that $\lambda = k^\gamma q$ remains fixed.
Proof. For the NGNB distribution in (2.2), the numerator can be written as

\[
\left( \frac{(y+k-1)!}{y!(k-1)!} \right)^\gamma q^y \\
= \frac{q^y}{y!\gamma} \left( \frac{(y+k-1)(y+k-2)\ldots(y+(k-1)-(y-1))(k-1)!}{(k-1)!} \right)^\gamma \\
= \frac{q^y(k)^{\gamma y}}{y!\gamma} \left( 1 + \frac{y-1}{k} \right) \left( 1 + \frac{y-2}{k} \right) \ldots \left( 1 + \frac{y-k}{k} \right)^\gamma \\
\to \frac{q^y (k^{\gamma y})}{y!\gamma}
\]

as \( k \to \infty \) and \( q \to 0 \), such that \( \lambda = k^{\gamma} q \) remains fixed.

The same approach can be used to write the denominator in a similar form. Hence,

\[
\frac{(y+k-1)!^\gamma q^y}{\sum_{j=0}^{\infty} \binom{j+k-1}{j} q^j} \to \frac{\lambda^y}{y!\gamma} \sum_{j=0}^{\infty} \frac{1}{j!}.
\]

This is the pf of the COM-Poisson distribution.

Hence the proof. \( \square \)
| $q$ | $\gamma = 0.3$ | $\gamma = 0.4$ | $\gamma = 0.5$ | $\gamma = 0.6$ | $\gamma = 0.7$ | $\gamma = 0.8$ | $\gamma = 0.9$ |
|-----|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.1 | Y(1) = 0.12 | Y(1) = 0.11 | Y(1) = 0.10 | Y(1) = 0.10 | Y(1) = 0.10 | Y(1) = 0.10 | Y(1) = 0.10 |
| 0.2 | Y(1) = 0.18 | Y(1) = 0.17 | Y(1) = 0.16 | Y(1) = 0.16 | Y(1) = 0.16 | Y(1) = 0.16 | Y(1) = 0.16 |
| 0.3 | Y(1) = 0.24 | Y(1) = 0.23 | Y(1) = 0.22 | Y(1) = 0.22 | Y(1) = 0.22 | Y(1) = 0.22 | Y(1) = 0.22 |
| 0.4 | Y(1) = 0.29 | Y(1) = 0.28 | Y(1) = 0.27 | Y(1) = 0.27 | Y(1) = 0.27 | Y(1) = 0.27 | Y(1) = 0.27 |
| 0.5 | Y(1) = 0.34 | Y(1) = 0.33 | Y(1) = 0.32 | Y(1) = 0.32 | Y(1) = 0.32 | Y(1) = 0.32 | Y(1) = 0.32 |
| 0.6 | Y(1) = 0.39 | Y(1) = 0.38 | Y(1) = 0.37 | Y(1) = 0.37 | Y(1) = 0.37 | Y(1) = 0.37 | Y(1) = 0.37 |
| 0.7 | Y(1) = 0.44 | Y(1) = 0.43 | Y(1) = 0.42 | Y(1) = 0.42 | Y(1) = 0.42 | Y(1) = 0.42 | Y(1) = 0.42 |
| 0.8 | Y(1) = 0.49 | Y(1) = 0.48 | Y(1) = 0.47 | Y(1) = 0.47 | Y(1) = 0.47 | Y(1) = 0.47 | Y(1) = 0.47 |
| 0.9 | Y(1) = 0.54 | Y(1) = 0.53 | Y(1) = 0.52 | Y(1) = 0.52 | Y(1) = 0.52 | Y(1) = 0.52 | Y(1) = 0.52 |

Table 1: Exact and approximate closed-form of mean and variance for various NGNB parameters ($\gamma, q, k$), $\gamma = (0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9)$, $q=(0.1, 0.2, 0.3, 0.4, 0.5)$, $k=(5, 6, 7, 8, 9, 10)$
Table 2: Exact and approximate closed-form of mean and variance for various NGNB parameters ($\gamma, q, k$), $\gamma = (0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9)$, $q=(0.6, 0.7, 0.8, 0.9)$, $k=(5, 6, 7, 8, 9, 10)$

| $q$ | $\gamma = 0.3$ | $\gamma = 0.4$ | $\gamma = 0.5$ | $\gamma = 0.6$ | $\gamma = 0.7$ | $\gamma = 0.8$ | $\gamma = 0.9$ |
|-----|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.6 | E(Y) | Var(Y) | E(Y) | Var(Y) | E(Y) | Var(Y) | E(Y) | Var(Y) |
| 0.1 | 1.04 | 0.84 | 1.31 | 0.90 | 1.39 | 1.07 | 1.80 | 1.40 |
| 0.2 | 0.15 | 0.91 | 1.17 | 0.97 | 1.25 | 1.03 | 1.90 | 1.45 |
| 0.3 | 0.20 | 1.02 | 1.17 | 1.01 | 1.27 | 1.03 | 1.90 | 1.43 |
| 0.4 | 0.29 | 1.09 | 1.21 | 1.17 | 1.31 | 1.06 | 2.00 | 1.45 |
| 0.5 | 0.40 | 1.17 | 1.26 | 1.19 | 1.35 | 1.07 | 2.08 | 1.46 |
| 0.6 | 0.52 | 1.25 | 1.31 | 1.21 | 1.39 | 1.08 | 2.16 | 1.47 |
| 0.7 | 0.65 | 1.34 | 1.37 | 1.23 | 1.44 | 1.09 | 2.24 | 1.48 |
| 0.8 | 0.79 | 1.44 | 1.43 | 1.25 | 1.49 | 1.10 | 2.32 | 1.49 |
| 0.9 | 0.95 | 1.55 | 1.50 | 1.27 | 1.55 | 1.11 | 2.40 | 1.51 |

E(Y) = Expected Value, Var(Y) = Variance
Table 3: Exact and approximate closed-form of mean and variance for various NGNB parameters ($\gamma, q, k$). $\gamma = (1.2, 1.4, 1.5, 1.6, 1.8, 2)_q = (0.2, 0.4, 0.5, 0.6, 0.7, 0.8), k = (5, 6, 7, 8, 9, 10)$

| $q$ | $\gamma = 1.2$ | $\gamma = 1.4$ | $\gamma = 1.6$ | $\gamma = 1.8$ | $\gamma = 2$ |
|-----|----------------|----------------|----------------|----------------|------------|
| 0.2 |                |                |                |                |            |
| 0.4 |                |                |                |                |            |
| 0.6 |                |                |                |                |            |
| 0.8 |                |                |                |                |            |

| $k$ | $E(Y)$ | Var$(Y)$ | $E(Y)$ | Var$(Y)$ | $E(Y)$ | Var$(Y)$ | $E(Y)$ | Var$(Y)$ | $E(Y)$ | Var$(Y)$ |
|-----|--------|----------|--------|----------|--------|----------|--------|----------|--------|----------|
| 0.2 |        |          |        |          |        |          |        |          |        |          |
| 0.4 |        |          |        |          |        |          |        |          |        |          |
| 0.6 |        |          |        |          |        |          |        |          |        |          |
| 0.8 |        |          |        |          |        |          |        |          |        |          |
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