On the energy and redshift distributions of fast radio bursts
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ABSTRACT

Fast radio bursts (FRBs) are millisecond-duration radio transients from cosmological distances. Their isotropic energies follow a power-law distribution with a possible exponential cutoff, but their intrinsic redshift distribution, which contains information about the FRB sources, is not well understood. We attempt to constrain both distributions by means of Monte Carlo simulations and comparing the simulations results with the available FRB specific fluence distribution, dispersion measure (DM) distribution, and the estimated energy distribution data. Two redshift distribution models, one tracking the star formation history of the universe and another tracking compact binary mergers, are tested. For the latter model, we consider three merger delay timescale distribution (Gaussian, log-normal, and power law) models. Two FRB samples detected by Parkes and the Australian Square Kilometre Array Pathfinder (ASKAP), respectively, are used to confront the simulation results. We confirm the \( \sim -1.8 \) power law index for the energy distribution but the exponential cutoff energy of the distribution, if any, is unconstrained. For the best energy distribution model, none of the redshift distributions we considered are rejected by the data. A future, larger, uniform FRB sample (such as the one collected by the Canadian Hydrogen Intensity Mapping Experiment, CHIME) can provide better constraints on the intrinsic FRB redshift distribution using the methodology presented in this paper.
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1 INTRODUCTION

Fast radio bursts (FRBs) are millisecond-duration transients in the radio band (Lorimer et al. 2007; Thornton et al. 2013; Petroff et al. 2019; Cordes & Chatterjee 2019). In recent years, they have been detected by many radio telescopes across the globe, e.g. Parkes, the Australian Square Kilometre Array Pathfinder (ASKAP), the Canadian Hydrogen Intensity Mapping Experiment (CHIME), Green Bank Telescope (GBT), the Five-hundred-meter Aperture Spherical radio Telescope (FAST), and the second Survey for Transient Astronomical Radio Emission (STARE2). The rapid growth of the detected FRB events allows one to study the physical mechanism of FRB sources using the statistical properties of FRBs.

Two key intrinsic distributions of FRB sources shape the observed FRB population. The first is the isotropic-equivalent energy (or luminosity) of the bursts. The second is the intrinsic redshift distribution of FRB sources, which is closely related to the largely unknown astrophysical sources that produce cosmological FRBs.

Concerning the energy distribution, independent studies by different groups (e.g. Luo et al. 2018, 2020; Lu & Piro 2019; Lu et al. 2020b) suggested that the FRB energy (luminosity) distribution is consistent with a power law with an index \( \sim -1.8 \). This power law covers at least eight orders of magnitude ranging from \( \sim 10^{35} - 10^{43} \) erg (\( \sim 10^{38} - 10^{46} \) erg s\(^{-1}\)) (Lu et al. 2020a). With a sample of 46 FRBs, Luo et al. (2020) suggested that there is an exponential cutoff around \( 3 \times 10^{44} \) erg s\(^{-1}\) in the luminosity function, which corresponds to a cutoff of \( \sim 3 \times 10^{41} \) erg in the energy distribution.

As shown in Fig. 1, different FRB source models predict different redshift distributions. In general, FRB models can be divided into catastrophic (non-repeater) and repeater models. Since the FRB event rate density exceeds that of catastrophic events by a large margin (Ravi 2019; Luo et al. 2020), the majority of FRBs likely originate from repeating sources. The leading model for the repeaters involve magnetars (Popov & Postnov 2010; Katz 2016; Murase et al. 2016; Metzger et al. 2017; Beloborodov 2017; Kumar et al. 2017; Yang & Zhang 2018; Metzger et al. 2019; Beloborodov 2020; Wadiasingh et al. 2020), neutron stars with super strong magnetic fields. This model becomes especially popular after the recent discovery of FRB 20200428 in association with a hard X-ray burst from a Galactic magnetar (Bochenek et al.
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FRB sources. However, current data are consistent with both core collapse supernovae and compact star mergers (Li & Zhang 2020; Heintz et al. 2020; Bochenek et al. 2020b) and therefore cannot constrain FRB redshift distribution.

So far, the redshift distribution of FRBs is not well constrained. It is commonly assumed that it follows the SFR history, but it has been claimed that a test on 22 FRB events detected by Parkes favors a BNS merger redshift distribution model invoking a power law distribution of the delay timescale (Cao et al. 2018). Locatelli et al. (2019) performed the $\langle V/V_{\text{max}} \rangle$ test for FRBs and claimed that FRBs may have a redshift evolution faster than star formation history. However, no detailed Monte Carlo simulations have been carried out to confront a larger data sample available from the FRB catalogue (Petroff et al. 2016) with an array of redshift distribution models. This is the subject of this paper. We present the models in Section 2. Observational data and Monte Carlo simulations are described in Section 3. The results are presented in Section 4. Our main conclusions and further discussion are presented in Section 5.

2 MODELS

2.1 Energy Distribution

The luminosity function of FRBs, which is the event rate per unit cosmic co-moving volume per unit luminosity, has been constrained by several groups as a power law (Luo et al. 2018, 2020; Lu et al. 2019, 2020b,a; Fialkov et al. 2018), probably with an exponential cutoff at the high end (Luo et al. 2020). Since the observed durations of FRBs are typically of the order of milliseconds, this luminosity function may be translated to an isotropic energy distribution in the form of

$$\frac{dN}{dE} \propto \left( \frac{E}{E_c} \right)^{-\alpha} e^{-\frac{E}{E_c}},$$

where $E_c$ is the exponential cutoff energy. Previous authors showed that $\alpha \sim 1.8$ (Luo et al. 2018, 2020; Lu et al. 2019, 2020b) is consistent with the data. Luo et al. (2020) suggested a luminosity cutoff at $L_c \sim 3 \times 10^{44}$ erg s$^{-1}$, which corresponds to $E_c \sim 3 \times 10^{41}$ erg.

2.2 Redshift Distributions

In general, the redshift distribution of FRBs can be described by the intrinsic event rate density distribution $\frac{dN}{dV}$ as a function of redshift, $z$. Once this function is known, the observed FRB number per unit time per unit redshift bin can be derived by

$$\frac{dN}{dtdV} = \frac{dN}{dtdV} \frac{dt}{dz} \frac{dV}{dz},$$

where

$$\frac{dt}{dz} = \frac{1}{1+z},$$

due to the cosmological time dilation effect, and the redshift-dependent specific comoving volume is

$$dV = \frac{c}{H_0} \left( \frac{4\pi D_L^2}{(1+z)^2 + \Omega_m (1+z)^3 + \Omega_\Lambda} \right),$$

which is inconsistent with the suggestion that the merger product of GW 170817 is a black hole (e.g., Margalit & Metzger 2017), but is consistent with interpreting X-ray plateaus following most short GRBs as emission from a supramassive or stable magnetar (e.g., Gao et al. 2016).

1 Such a scenario requires a stiff neutron star equation of state and a large maximum neutron star mass $M_{\text{max}}$, which is inconsistent with the suggestion that the merger product of GW 170817 is a black hole (e.g., Margalit & Metzger 2017), but is consistent with interpreting X-ray plateaus following most short GRBs as emission from a supramassive or stable magnetar (e.g., Gao et al. 2016).

2 Earlier speculation of a log-normal luminosity function (e.g., Caleb et al. 2016) is no longer supported by the data (Luo et al. 2018, 2020; Fialkov et al. 2018; Lu & Piro 2019; Lu et al. 2020b).
FRB energy and redshift distributions

Here, $D_L$ is the luminosity distance, $c$ is speed of light, $H_0$ is Hubble constant, and $\Omega_m$ and $\Omega_\Lambda$ are density fractions for matter and dark energy, respectively.

2.2.1 Star Formation Rate History Model

The SFR history of the universe has been studied by many authors (Hopkins & Beacom 2006; Madau & Dickinson 2014; Yüksel et al. 2008). We adopt a model by Yüksel et al. (2008) who fit a wide range of SFR data using an empirical formula

$$dN/dt = \left(1 + z\right)^{\alpha_1} + \left(1 + z\right)^{\beta_1} \left(1 + z\right)^{\varepsilon_1}$$

where $\alpha_1 = 3.4$, $\beta_1 = -0.3$, $\varepsilon_1 = -3.5$, $B_1 = 5000$, $C_1 = 9$, and $\eta_1 = -10$. This empirical model has three redshift segments and arguably can catch more detailed features in the star formation history. If FRBs follow SFR history, we apply Eq. (5) to predict its redshift distribution.

2.2.2 Compact Star Merger Model

In merger events, a binary system needs to undergo a long inspiral phase before the final coalescence, so there is an additional time delay with respect to the creation of the system. The distribution of this time delay timescale also plays an important role in defining the final FRB events. In the literature, three types of merger delay timescale distributions have been discussed (Virgili et al. 2011; Wanderman & Piran 2015; Sun et al. 2015):

- For a Gaussian delay timescale model, the probability distribution function for $\tau$ is
  $$P(\tau)d\tau = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(\tau - \tau_0)^2}{2\sigma^2}\right)d\tau,$$
  where $\tau_0 = 2$ Gyr, and $\sigma = 0.3$ Gyr for the best-fitting parameters (Virgili et al. 2011);
- For a log-normal delay timescale model, the probability distribution function for $\tau$ is
  $$P(\tau)d\ln\tau = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(\ln\tau - \ln\tau_0)^2}{2\sigma^2}\right)d\ln\tau,$$
  where $\tau_0 = 2.9$ Gyr, and $\sigma = 0.2$ for the best-fitting parameters (Wanderman & Piran 2015);
- For a power-law delay timescale model, the probability distribution function for $\tau$ is
  $$P(\tau)d\tau = \frac{1 - \alpha}{\tau_{\text{max}}^\alpha - \tau_{\text{min}}^\alpha} \tau^{-\alpha_1}d\tau,$$
  where $\tau_{\text{max}}$ and $\tau_{\text{min}}$ represent the maximum and minimum merger delay timescale, respectively, and $\alpha = 0.81$ for the best-fitting parameter (Wanderman & Piran 2015).

Testing these models against short GRB data suggest that the power law model is disfavoured while the other two models are consistent with the data (Virgili et al. 2011; Wanderman & Piran 2015; Sun et al. 2015). For general purposes, we consider all three models in this paper.

For the compact star merger model for FRBs, to obtain the

![Figure 1. A flow chart for the various redshift distributions implied by different FRB models.](image)
intrinsic FRB event rate density distribution \(dN/dV\) as a function of redshift \(z\), we take the following steps through Monte Carlo simulations:

(i) Convert the SFR history redshift distribution into a star formation history lookback time distribution. For a redshift \(z\), the lookback time is defined as

\[
t_L = \int_0^z \frac{\Omega_L}{(1+z)^3 + \Omega_A} dz,
\]

where \(\Omega_L = 1/H_0^2\) is the Hubble time.

(ii) Adopt one of the three merger delay timescale models and generate a delay timescale distribution.

(iii) For each FRB, subtract the merger delay times from the star formation history lookback time, and obtain the new lookback timescale for the merger event. If it is greater than zero, keep it in the simulated sample. Otherwise (which means that the merger happens in the future), drop out the simulation point from the sample.

(iv) Convert the final lookback time back into the redshift, and derive the new event rate density distribution \(dN/dV\) for the merger sample.

(v) Convert \(dN/dV\) into \(dN/d\Omega_{\text{MW}}\) using Eq. (2).

2.3 Specific Fluence and Observed Sample

For a mock FRB with isotropic energy \(E\) and redshift \(z\), assuming a flat radio spectrum, one can calculate its specific fluence as detected from Earth (Zhang 2018)

\[
F_V = \frac{(1+z)E}{4\pi D_L^2 V_c},
\]

where \(V_c\) is the central observing frequency. To obtain the mock “observed” sample, we need to introduce a specific fluence sensitivity threshold \(F_{V,\text{th}}\), which is taken as a free parameter to allow us to mimic detections by different radio telescopes.

2.4 Dispersion Measure

To confront mock FRBs with observed FRBs, one needs to connect \(z\) with the measured quantity dispersion measure (DM). In general, the observed DM has several components, i.e., DM = DM_{MW} + DM_{IGM} + DM_{host}/(1 + z), where DM_{MW}, DM_{IGM}, and DM_{host} are the contributions from the Milky Way, intergalactic medium (IGM), and FRB host, respectively (Ioka 2003; Inoue 2004; Deng & Zhang 2014). For fully ionized hydrogen and helium (which is true for the redshift range from which FRBs are detected), the second component DM_{IGM} is directly connected to \(z\) through (Deng & Zhang 2014; Macquart et al. 2020; Li et al. 2020a)

\[
\text{DM}_{\text{IGM}}(z) = \frac{3cH_0\Omega_b f_{\text{IGM}}}{8\pi G m_p} \int_0^z \frac{1+z}{\sqrt{\Omega_m(1+z)^3 + \Omega_A}} dz,
\]

where \(\chi = 7/8\), \(m_p = 1.673 \times 10^{-27} \text{ g}\) is the proton mass, and \(f_{\text{IGM}} = 0.84\) is the fraction of baryons in the IGM.

Observationally, DM and DM_{MW} are directly measured or obtained from Milky Way electron density models (Cordes & Lazio 2002; Yao et al. 2017). It is therefore convenient to define the extragalactic DM

\[
\text{DM}_E = \text{DM}_{\text{IGM}}(z) + \frac{\text{DM}_{\text{host}}}{1+z},
\]

which can be directly compared with the model results.

3 DATA AND SIMULATIONS

3.1 Data

We use the publicly available FRB catalog from Petroff et al. (2016)\(^3\). As of October 2020, there are a total of 118 FRBs in the catalog. However, in order to keep consistency in threshold cutoffs from simulations, we need to select sub-samples of FRBs detected by the same telescopes. We choose two subsamples from the catalog with the greatest number of FRB events detected by the same telescopes, i.e., the ASKAP (e.g. Bannister et al. 2017; Shannon et al. 2018; Macquart et al. 2019) and Parkes (e.g. Petroff et al. 2016) samples. Both samples have 27 events each. We extract from the events the Milky Way DM, DM, width, specific flux, and central frequency, to calculate the excess DM, DM - DM_{MW}, specific fluence: specific flux · width, and hence energy: specific fluence · 4πD_L^2 center frequency divided by (1+z). These derived quantities are compared with the simulation results as described below.

3.2 Simulations

We conduct Monte Carlo simulations to generate mock FRBs with redshifts in the range 0–8 drawn from the distributions as described in Section 2.2. For each of the four \(z\)-distribution models (SFR model, Gaussian merger, lognormal merger, and power law merger models), we generate 200,000 mock FRBs. We choose 200,000 to make sure that we have a large enough number of FRBs after the fluence threshold cut to perform statistics with sufficient significance. The parameters of each model are adopted based on the best-fitting parameters obtained from short GRB studies (Virgili et al. 2011; Wanderman & Piran 2015; Sun et al. 2015). We follow the steps outlined in 2.2.2 to get the proper \(dN/d\Omega_{\text{MW}}\) distribution. For all four models, we use Eq.(2) to obtain their respective intrinsic redshift distributions. Fig. 2 presents the \(dN/d\Omega_{\text{MW}}\) distributions (upper panel) and the \(dN/d\text{DM}_{\text{host}}\) distributions (lower panel) of all four models from our simulations. One can see that the SFR model has the widest \(z\)-distribution. Because of the merger delay, all the merger models tend to have narrower \(z\) distributions with the overall redshift progressively shifted towards lower redshifts following the order of power law, Gaussian, and lognormal models.

Each mock FRB is also assigned an associated energy randomly chosen from a distribution following Eq.(1). Combined with the corresponding redshift distribution, one can obtain a specific fluence distribution of the mock sample. To obtain a mock “observed” sample, we manually set a specific fluence cutoff for a particular telescope. For the ASKAP and Parkes samples, we adopt 26 Jy ms (James 2019) and 2 Jy ms (Keane & Petroff 2015) as the sensitivity threshold, respectively.

Depending on the threshold specific fluence, we choose different energy ranges to perform simulations. This is because a higher threshold telescope (e.g., ASKAP) would not be able to detect low-energy events at cosmological distances, and therefore it makes no sense to simulate very low-energy FRBs. We try different lower bound energies in the simulations from \(10^{37}\) erg in increments of half order-of-magnitude and find the optimum value of the lower energy to most efficiently obtain enough “observed” mock samples without missing low-energy events. For the Parkes telescope sample, we choose the energy range from \(10^{37.5}\) to \(10^{44}\) erg, while for the ASKAP telescope sample, we change the lower bound to \(10^{38.5}\) erg. For the power law index, since \(a\) has been constrained to be around

\(^3\) Available at the website http://www.frbcat.org.
1.8 with uncertainties, we test three values: 1.6, 1.8, 2.0, all with a cutoff energy \( E_c = 10^{41.5} \, \text{erg} \). For the case of \( \alpha = 1.8 \), we test three cutoff energies: \( E_c = 10^{41.5}, 10^{42.5}, 10^{43.5} \, \text{erg} \), respectively.

Throughout the paper, we care about the energy distribution rather than luminosity distribution so we do not simulate the durations (widths) of FRBs. This is because the FRB detection sensitivity threshold is often denoted in terms of specific fluence (3Jy ms) rather than specific flux. Since the observed FRB width distribution clusters around a millisecond (CHIME/FRB Collaboration et al. 2019), the constrained energy distribution can be roughly translated to a constraint on the luminosity function by dividing the energy by a characteristic width \( \sim 1 \) ms. We also do not simulate the FRB spectrum by assuming that the energy in investigation is the energy deposited around GHz band. This simplification is justified when applied to the ASKAP and Parkes telescopes, both with the central frequencies around GHz: 1.297 or 1.320 GHz for ASKAP and 1.352 GHz for Parkes.

With simulated mock FRB samples, we calculate the simulated DM\(_E\) distribution using Eq. (12). The IGM contribution, DM\(_{IGM}\) is calculated directly from Eq. (11). It is known that the true DM\(_{IGM}\) for a particular \( z \) could deviate from the value of Eq. (11) due to density fluctuation of large-scale structure (e.g. McQuinn 2014). However, since we are simulating a large sample of mock bursts and only care about the distributions of various parameters, using the central value given by Eq. (12) is adequate. Similarly, we also use the central value of DM\(_{host}\), 107 pc cm\(^{-3}\) as constrained from data (Li et al. 2020a) to calculate DM\(_E\) of the mock samples in Eq. (12)\(^4\).

4 RESULTS

4.1 One-Dimensional KS Test on Specific Fluence, DM\(_E\), and Energy

4.1.1 Method

The 1-D Kolmogorov-Smirnov (KS) test compares the cumulative distribution functions (CDFs) \( P(<x) \) and \( P(<x') \) of two distributions \( x \) and \( x' \). The two distributions are often a theoretical model and a data sample or two data samples. This test is done to determine the probability of both distributions coming from the same inherent distribution by finding the largest distance between the two CDFs

\[
D_{KS} = \max(P(<x) - P(<x')).
\]

4.1.2 Results

We apply the 1-D KS test to compare the specific fluence, DM\(_E\), and energy distributions between an FRB data sample and a simulated “observed” FRB sample. We confront the two data samples (Parkes and ASKAP) each with four simulated model samples: star formation rate history (SFR), merger with Gaussian delay (M\(_G\)), merger with lognormal delay (M\(_LN\)), and merger with power-law delay (M\(_PL\)). In Table 1, we examine the 1-D KS test results between Parkes/ASKAP subsamples and each of the 4 models by varying the power-law index \( \alpha \) between 1.6, 1.8, and 2.0. The cutoff energy is fixed at \( E_c = 10^{41.5} \, \text{erg} \). One can see that the \( \alpha = 1.8 \) model can pass all the criteria for both ASKAP and Parkes samples and for all \( z \) distribution models. For \( \alpha = 2.0 \), only the lognormal merger model is rejected by the Parkes FRB sample. All the other \( z \) distribution models remain valid. For \( \alpha = 1.6 \), essentially all the \( z \)-distribution models are rejected.

Figs. 3, 4, and 5 show the data vs. model simulations results for log \( \mathcal{F}_V \) vs. log \( N_{\mathcal{F}_V} \), energy distribution, and DM\(_E\) distribution, respectively. \( E_c \) is fixed at \( 10^{41.5} \, \text{erg} \), and \( \alpha = 1.6, 1.8, 2.0 \), are adopted. These plots give visual impressions on how various models compare with the observational data. The tests on both the ASKAP (left) and Parkes (right) data are presented. For the log \( N_{\mathcal{F}_V} - \log \mathcal{F}_V \) plots (Fig. 3), the conventional \( N_{\mathcal{F}_V} \propto \mathcal{F}_V^{-3/2} \) line, valid for the Euclidean geometry regardless of the energy function, is plotted in each panel for references. It is seen that the models generally follow this slope in the high-\( \mathcal{F}_V \) end. The ASKAP sample seems to follow the trend, although the Parkes sample deviates from it at the high end, likely due to small sample statistics and a selection effect in favor of bright events. According to Table 1, the DM\(_E\) criterion seems to be the most stringent one to eliminate some models. Inspecting Fig. 5, one can see that for \( \alpha = 1.6 \), there seems to be a deficit of high DM\(_E\) data events with respect to predictions, especially for the SFR model.

In Table 2, we hold \( \alpha = 1.8 \), the best fit power law index, and vary the energy cutoffs between \( 10^{41.5}, 10^{42.5} \, \text{and} \, 10^{43.5} \, \text{erg} \). We find that all the models pass all the tests, suggesting that both \( E_c \) and the redshift distribution are unconstrained for this value of \( \alpha \).

\(^4\) The number 107 pc cm\(^{-3}\) is derived from fitting the available data by Li et al. (2020a). Because the data sample is small, it is difficult to constrain the redshift evolution of DM\(_{host}\) directly from the data. Theoretically, one would expect that the average DM\(_{host}\) becomes smaller at higher redshifts. However, since the DM contribution from the host is smaller by a factor (1 + \( z \)), this contribution is in any case small, especially at high redshifts. Also in view of other uncertainties in the DM estimates, for simplicity, we used a simplified model without introducing the possible \( z \)-evolution in DM\(_{host}\).
Table 1. KS test results for each of the four models compared with the data of the ASKAP and Parkes subsamples. We hold the energy cut off constant, where \( \log(E_{\text{cut}}) = 41.5 \), and we consider three powerlaw indices for the energy distribution of the simulations (1.6, 1.8, 2.0). The entries labeled “X” refer to the null hypothesis that the data and simulation come from the same distribution being rejected (KS statistic > critical value), and “✓” refers to the null hypothesis not being rejected (KS statistic ≤ critical value).

| \( \alpha \) | SFR | Merger (G) | Merger (LN) | Merger (PL) |
|---|---|---|---|---|
| 1.6 | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| 1.8 | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| 2.0 | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |

Table 2. KS test results for each of the four models compared with the data of the ASKAP and Parkes subsamples. We hold the powerlaw index constant, where \( \alpha = 1.8 \), and we consider three energy cutoffs for the energy distribution of the simulations (\( \log(E_{\text{cut}}) = 41.5, 42.5, 43.5 \)). The entries labeled “X” refer to the null hypothesis that the data and simulation come from the same distribution being rejected (KS statistic > critical value), and “✓” refers to the null hypothesis not being rejected (KS statistic ≤ critical value).

| \( \log(E_{\text{cut}}) \) | SFR | Merger (G) | Merger (LN) | Merger (PL) |
|---|---|---|---|---|
| 41.5 | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| 42.5 | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |
| 43.5 | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ |

4.2 Two-Dimensional KS Test on DM\( _E \) and Energy

4.2.1 Method

Since the observed distributions of energy and DM\( _E \) carry independent information regarding the intrinsic energy and redshift distributions of FRBs, it is worth investigating a 2-D KS test for all the models against the two FRB subsamples. 2-D KS tests can be sometimes more constraining than individual 1-D KS tests.

When generalizing the classical 1-D KS test to higher dimensions, one needs to consider the maximum difference between two samples \( D_{\text{KS}} \) when all possible directions along each axis is considered. Fasano & Franceschini (1987) proposed an efficient way of calculating such a result. For two dimensions, \( D_{\text{KS}} \) is calculated in four quadrants of \( n \) origins for both samples individually:

\[
D_{\text{KS}} = \frac{1}{n} \sum_{i=1}^{n} \min\left( (x < X_i, y < Y_i), (x < X_i, y > Y_i), (x > X_i, y < Y_i), (x > X_i, y > Y_i) \right),
\]

Then, according to Fasano & Franceschini (1987), we take the average \( D_{\text{KS}} \) of the two \( D_{\text{KS}} \) results from each sample.

One requirement to use the two-sample test from Fasano & Franceschini (1987) that is not necessarily true in our case is that the probability distribution should be easily recovered.
from that of one-sample tests. We resolve this by estimating the null probability distribution using Monte Carlo simulations. In each trial of the simulation, we randomly select a data-sized sample of the model simulation sample and calculate the $D_{KS}$ result. After running 1000 such simulations, we are able to get the null probability distribution of $D_{KS}$. Thus, for each iteration of our 2-D KS value calculation, we interpolate the $D_{KS}$ in the simulated $D_{KS}$ probability distribution.

4.2.2 Results
We apply the 2-D KS test to compare both DM$_E$ and energy distributions between the data and the four simulation models. The last rows in Tables 1 and 2 shows the results of this test given their respective parameter setups. We also show the DM$_E$ vs. Energy plots for the different powerlaw indices in Fig. 6. We can see that the 2-D tests do not reject additional models not rejected by 1-D tests.

To summarize our 1-D and 2-D tests, we confirm that $\alpha = 1.8$ describe the energy distribution of available FRB data very well. This is consistent with previous results obtained by independent groups (Luo et al. 2018, 2020; Lu & Piro 2019; Lu et al. 2020b). On the other hand, for $\alpha = 1.8$, we cannot constrain $E_{\ast}$, in contrast to Luo et al. (2020), suggesting that whether there exists an upper cutoff in the energy distribution is still an open question. Since all the redshift distribution models can pass the $\alpha = 1.8$ model, we conclude that the current Parkes and ASKAP cannot offer definite clues regarding the intrinsic redshift distribution of FRBs.

5 CONCLUSION AND DISCUSSION
In this paper, we perform a set of dedicated Monte Carlo simulations in an effort of constraining the energy and redshift distributions of FRBs. We confront two subsamples of FRBs detected by ASKAP and Parkes, respectively, with the simulation results assuming a cutoff power law energy distribution function and two redshift distribution models, one following the star formation rate history and the other tracking the compact binary mergers. For the latter, three merger delay timescale distributions models (Gaussian, lognormal, and powerlaw) are considered. We reach the following conclusions:

- We confirm that the isotropic-equivalent energy distribution of FRBs is well described by a power law function. The best-fit power law index is $\alpha = 1.8$. The value $\alpha = 2.0$ is acceptable, but $\alpha = 1.6$ is disfavored. This is consistent with the conclusions drawn by previous authors Luo et al. (2018, 2020); Lu & Piro (2019); Lu et al. (2020b).
- While Luo et al. (2020) claimed a luminosity cutoff of $L_c \sim 3 \times 10^{44}$ erg/s, we were unable to constrain the cutoff energy $E_{\ast}$ in the energy distribution function with the current data.
- All of the redshift distribution models for $\alpha = 1.8$ are not rejected for both the Parkes and ASKAP samples. As a result, the intrinsic redshift distribution of FRBs cannot be constrained with the current data.

Our results can be compared with several previous papers. For the energy distribution, as we have shown in this paper (and also Luo et al. 2018, 2020; Lu & Piro 2019; Lu et al. 2020b), a power law energy distribution with index $\alpha = 1.8$ gives a satisfactory description of both ASKAP and Parkes FRB samples. In terms of redshift distribution, Cao et al. (2018) claimed that the Parkes data may support a compact star merger redshift distribution model with a power law merger delay time distribution. Locatelli et al. (2019) claimed that the ASKAP data may support a compact star merger redshift distribution, while Parkes may follow the star formation rate history redshift distribution. We were not able to confirm or deny either of their results with a larger Parkes sample and also an ASKAP sample. For $\alpha = 1.8$, we find that the merger model with all three time delay distributions (Gaussian, log-normal, and powerlaw) is no more superior than the star formation rate model.

Since we were unable to constrain the redshift distribution, the source/progenitor model(s) of repeating and non-repeating FRBs cannot be inferred. Better constraints on the intrinsic FRB redshift distribution models can be achieved using the methodology laid out in this paper, with a much larger, uniform FRB sample such as the upcoming CHIME sample. While the current FRB catalog has more than 100 FRBs, it is difficult to make use of every event that has been detected with different telescopes, due to the difficulties in reliably modeling vastly different observational selection effects.

ACKNOWLEDGEMENTS
We thank the referee for the helpful comments. RCZ acknowledges Emily Petroff for information on the FRB catalogue and Shunke Ai for sharing his redshift distribution simulation results for cross-comparisons. YL is supported by the KIAA-CAS Fellowship, which is jointly supported by the China Postdoctoral Science Foundation (No. 2018M631242). DRL acknowledges support from the NSF awards OIA-1458952 and PHY-1430284.

DATA AVAILABILITY
The simulation data underlying this article are available upon reasonable requests.

REFERENCES
Bannister K. W., et al., 2017, ApJ, 841, L12
Bannister K. W., et al., 2019, Science, 365, 565
Beloborodov A. M., 2017, ApJ, 843, L26
Beloborodov A. M., 2020, ApJ, 896, 142
Bochenek C. D., Ravi V., Belov K. V., Hallinan G., Kocz J., Kulkarni S. R., McKenna D. L., 2020a, arXiv e-prints, p. arXiv:2005.10828
Bochenek C. D., Ravi V., Dong D., 2020b, arXiv e-prints, p. arXiv:2009.10303
CHIME/FRB Collaboration et al., 2019, ApJ, 885, L24
Caleb M., Flynn C., Bailes M., Barr E. D., Hunstead R. W., Keane E. F., Ravi V., van Straten W., 2016, MNRAS, 458, 708
Cao X.-F., Yu Y.-W., Zhou X., 2018, ApJ, 858, 89
Cordes J. M., Chatterjee S., 2019, ARA&A, 57, 417
Cordes J. M., Lazio T. J. W., 2002, ApJ, Astrophysics e-prints,
Dai Z. G., Wang J. S., Wu X. F., Huang Y. F., 2016, ApJ, 829, 27
Deng W., Zhang B., 2014, ApJ, 783, L35
Falcke H., Rezzolla L., 2014, A&A, 562, A137
Fasano G., Franceschini A., 1987, MNRAS, 225, 155
Fialkov A., Loeb A., Lorimer D. R., 2018, ApJ, 863, 132
Gao H., Zhang B., Liu H.-J., 2016, Phys. Rev. D, 93, 044065
Gu W.-M., Dong Y.-Z., Liu T., Ma R., Wang J., 2016, ApJ, 823, L28
Heintz K. E., et al., 2020, arXiv e-prints, p. arXiv:2009.10747
Hopkins A. M., Beacom J. F., 2006, ApJ, 651, 142
Inoue S., 2004, MNRAS, 348, 999
Ioka K., 2003, ApJ, 598, L79
James C. W., 2019, MNRAS, 486, 5934
Katz J. I., 2016, ApJ, 826, 226
Figure 3. These six panels show the log ($F_e$) vs. log ($N_{\text{SFR}}$) plots of the data, SFR (star formation rate history) simulation, $M_{\text{GN}}$ (Merger with Gaussian delay) simulation, $M_{\text{LN}}$ (Merger with lognormal delay) simulation, and $M_{\text{PL}}$ (Merger with powerlaw delay) simulation, for three $\alpha$ values of 1.6, 1.8, and 2.0 and two subsamples of the data, the ASKAP and Parkes samples. All of the simulations are scaled to the data. The black solid line with slope $-3/2$ serves as a conventional reference line for Euclidean geometry regardless of energy function.

Keane E. F., Petroff E., 2015, MNRAS, 447, 2852
Keane E. F., Stappers B. W., Kramer M., Lyne A. G., 2012, MNRAS, 425, L71
Kumar P., Lu W., Bhattacharya M., 2017, MNRAS, 468, 2726
Levin J., D’Orazio D. J., Garcia-Saenz S., 2018, Phys. Rev. D, 98, 123002
Li Y., Zhang B., 2020, ApJ, 899, L6
Li Z., Gao H., Wei J. J., Yang Y. P., Zhang B., Zhu Z. H., 2020a, MNRAS
Li C. K., et al., 2020b, arXiv e-prints, p. arXiv:2005.11071
Locatelli N., Ronchi M., Ghirlanda G., Ghisellini G., 2019, A&A, 625, A109
Lorimer D. R., Bailes M., McLaughlin M. A., Narkevic D. J., Crawford F., 2007, Science, 318, 777
Lu W., Piro A. L., 2019, ApJ, 883, 40
Figure 4. These six panels show the energy distribution plots of the data and four simulation models (notation is consistent with Fig. 3) for three $\alpha$ values of $1.6$, $1.8$, and $2.0$ and two subsamples of the data, the ASKAP and Parkes samples. All of the simulations are scaled to the data.
Figure 5. These six panels show the DM$_E$ distribution plots of the data and four simulation models (notation is consistent with Fig. 3) for three $\alpha$ values of 1.6, 1.8, and 2.0 and two subsamples of the data, the ASKAP and Parkes samples. All of the simulations are scaled to the data.
Figure 6. These six panels show the DM\(_E\) vs. Energy distribution plots of the data and four simulation models (notation is consistent with Fig. 3) for three \(\alpha\) values of 1.6, 1.8, and 2.0 and two subsamples of the data, the ASKAP and Parkes samples. A sample of each simulation was randomly selected to standardize the number of simulation and data events.

Totani T., 2013, PASJ, 65, L12
Vachaspati T., 2008, Phys. Rev. Lett., 101, 141301
Virgili F. J., Zhang B., O’Brien P., Troja E., 2011, The Astrophysical Journal, 727, 109
Wadasingh Z., Beniamini P., Timokhin A., Baring M. G., van der Horst A. J., Harding A. K., Kazanas D., 2020, ApJ, 891, 82
Wanderman D., Piran T., 2015, MNRAS, 448, 3026
Wang J.-S., Yang Y.-P., Wu X.-F., Dai Z.-G., Wang F.-Y., 2016, ApJ, 822, L7
Wang F.-Y., Wang Y.-Y., Yang Y.-P., Yu Y.-W., Zuo Z. Y., Dai Z. G., 2020, ApJ, 891, 72
Yang Y.-P., Zhang B., 2018, ApJ, 868, 31
Yao J. M., Manchester R. N., Wang N., 2017, ApJ, 835, 29
Yu Y.-W., Cheng K.-S., Shiu G., Tye H., 2014, J. Cosmology Astropart. Phys., 2014, 040
Yüksel H., Kistler M. D., Beacom J. F., Hopkins A. M., 2008, ApJ, 683, L5
Zhang B., 2014, ApJ, 780, L21
Zhang et al.

Zhang B., 2016, ApJ, 827, L31
Zhang B., 2017, ApJ, 836, L32
Zhang B., 2018, ApJ, 867, L21
Zhang B., 2020, ApJ, 890, L24

This paper has been typeset from a \TeX/La\TeX file prepared by the author.