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Abstract—Nearest neighbor search is to find the data points in the database such that the distances from them to the query are the smallest, which is a fundamental problem in various domains, such as computer vision, recommendation systems and machine learning. Hashing is one of the most widely used methods for its computational and storage efficiency. With the development of deep learning, deep hashing methods show more advantages than traditional methods. In this paper, we present a comprehensive survey of the deep hashing algorithms. Specifically, we categorize deep supervised hashing methods into pairwise similarity preserving, multwise similarity preserving, implicit similarity preserving, classification-oriented preserving as well as quantization according to the manners of preserving the similarities. In addition, we also introduce some other topics such as deep unsupervised hashing and multi-modal deep hashing methods. Meanwhile, we also present some commonly used public datasets and the scheme to measure the performance of deep hashing algorithms. Finally, we discussed some potential research directions in conclusion.
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I. INTRODUCTION

Nearest neighbor search is one of the most fundamental problems in many fields, such as computer vision, recommendation systems, and machine learning. Its purpose is to find the closest point from the dataset to the query based on a certain distance. However, when the amount of data is large and the dimensions are high, the time cost of accurately finding the point closest to the query is substantial. To solve this problem, people began to pay more attention to approximate nearest neighbor search because in most cases it can meet the search needs and significantly reduce the search complexity.

Hashing is one of the most widely used methods because it is very efficient in terms of computation and storage. Its purpose is to convert the original features of high latitudes into low-dimensional hash codes, so that the hash codes of the similar objects are as close as possible, and the hash codes of dissimilar objects are as different as possible. The existing hashing methods consist of local sensitive hashing [1], [2] and learning to hash. The purpose of local sensitive hashing is to map the original data into several hash buckets. The closer the original distance between objects is, the greater the probability of falling in the same hash bucket. Through this mechanism, many algorithms based on locally sensitive hashing have been proposed [3], [4], [5], [6], [7], [8], which show high superiority in both calculation and storage. However, in order to improve the recall rate of search, these methods usually need to build many different hash tables, so their application on particularly large data sets is still limited.

Since local sensitive hashing is data-independent, people try to get high-quality hashing codes by learning good hash functions. Since the two early algorithms, semantic hashing [9] and spectral hashing [10] that learns projection vectors instead of the random projections, learning to hash has been attracting a large amount of research interest in computer vision and machine learning. With the development of deep learning [11], getting hashing code through deep learning gets more and more attention for two reasons. The first reason is that the powerful representation capabilities of deep learning can learn very complex hash functions. The second reason is that deep learning can achieve end-to-end hashing codes, which is very useful in many applications. In this survey, we mainly focus on deep supervised hashing methods and some other topics (e.g., deep unsupervised hashing methods) are also included.

The design of the deep supervised hashing method mainly includes two parts: the design of the network structure and the design of the loss function. For small datasets like MINST [12] and CIFAR-10 [13], shallow architecture such as AlexNet [14] and CNN-F [15] are widely used. While for complex datasets like NUS-WIDE [16] and COCO [17], deeper architecture such as VGG [18] and ResNet50 [19] are needed. The intuition of the loss function design is to maintain similarity structures, such as minimizing the gap between the similarity in the original space and the similarity in the hash space. The similarity in the original space is usually obtained by using semantic label information or the distance relationship in the original space, which is widely studied in different deep hashing methods. Hence we mainly focus on the similarity preserving manners later.

Inspired with [20], we further categorize the deep hashing algorithms according to the similarity preserving manners into pairwise similarity preserving, multwise similarity preserving, implicit similarity preserving, classification-oriented preserving and quantization. For each manner, we comprehensively analyzed the related articles design the loss function and take advantage of semantic labels, as well as what additional tricks are used. In addition, we also introduce some other topics such as deep unsupervised hashing and multi-modal deep hashing methods. Meanwhile, we also present some commonly used public datasets and the scheme to measure the performance of deep hashing algorithms. At last, a comparison of some key algorithms was given.

Compared to other surveys on hash [21], [22], [20], [23], this survey mainly focuses on recent deep hashing methods rather than traditional hashing methods and how they design loss functions. As far as we know, this is the most comprehensive survey about deep hashing, which is helpful for readers to understand the mechanisms and trends of deep hashing.
II. BACKGROUND

A. Nearest Neighbor Search

Given a $d$-dimensional Euclidean space $\mathbb{R}^d$, the nearest neighbor search problem is to find the element $\text{NN}(x)$ in a finite set $Y \subset \mathbb{R}^d$ with $n$ points such that

$$\text{NN}(x) = \arg \min_{y \in Y} \rho(x, y),$$

where $x \in \mathbb{R}^d$ is called a query. The distance $\rho$ can be Euclidean distance, general $\ell_p$ distance, cosine distance and so on. Many exact nearest neighbor search methods such as KD-tree [24] were developed by the researcher, which works quite well when $d$ is small. However, Nearest neighbor search is inherently expensive due to the curse of dimensionality [23] [26]. Although KD-tree can be extended to high-dimensional situations, the effect is not very good, even slower than brute force search.

To solve this problem, a series of algorithms for approximate nearest neighbors have been proposed [6], [27], [28], [29]. The principle of these methods is to find the nearest point with a high probability, rather than to find the nearest point accurately. These ANN algorithms are mainly divided into three categories: hashing-based [6], [30], [31], product quantization based [29], [32], [33], [34] and graph-based [35], [36], [37]. These algorithms have greatly improved the efficiency of searching while ensuring a relatively high accuracy rate, so they are widely used in the industry. Compared to the other two types of methods, hashing-based algorithms are the longest studied and the most studied by people at the same time because it has great potential in improving computing efficiency and reducing memory cost.

B. Search with Hashing

The purpose of the hash algorithm is to map the features of the original space into a Hamming space, which lead us with short compact hashing codes consists of 0 and 1. As a result, hash coding is very efficient in binary computing and storage. There are two main types of hash-based search algorithms: hash table lookup and hash code ranking.

The main idea of hash table lookup for accelerating the search is reducing the number of distance computations. The data structure, called hash table (a form of the inverted index), is composed of buckets with each bucket indexed by a hash code. Each point is assigned to a hash bucket which shares the same hash code. Therefore, the strategy for learning hash encoding for this type of algorithm is to make the relatively close points in the original space have a higher probability of having the same hash encoding. When a query comes, we can find the corresponding hash bucket according to the hash code of the query, so as to find the corresponding candidate set. After this step, we usually re-rank the points in the candidate set to get the final search target. However, the recall of selecting a single hash bucket as a candidate set will be relatively low. Two methods are usually adopted to overcome this problem. The first method is to select some buckets that are close to the target bucket at the same time. The second method is to independently create multiple different hash tables according to different hash codes. Then we can select the corresponding target bucket from each hash table.

Hash code ranking is a relatively easier way than hash table lookup. When a query comes, we compute the Hamming distance between the query and each point in the searching dataset, then select the points with relative smaller Hamming distance as the candidates for nearest neighbor search. After that, a re-ranking process by the original features is usually followed to obtain the final nearest neighbor. Different from hash table lookup methods, hash code ranking methods prefer hash codes that preserve the similarity/distance in the original space.

C. Deep Neural Network

Deep Convolutional Neural Networks (CNNs), a special type of Neural Networks, have shown significant performance improvement in several Image Processing and Computer Vision competitions, such as ImageNet [14]. The powerful and effective learning ability of deep CNN is mainly derived from the utilization of multiple feature extraction stages that can automatically learn feature representations from the original images. In 2012, A. Krizhevsky et al. [14] drew attention to the public by AlexNet network which achieved a top-5 error rate of 15.3% outperforming the previous best traditional model in ImageNet dataset. Since the 2012 milestone, many researchers have tried to go deeper in the sequences of convolution layers to achieve better performance. In 2014, K. Simonyan & A. Zisserman [38] introduced the 16-layers VGG model that chains multiple convolution layers to win this competition. The same year, M. Lin et al. [39] has developed the concept of “inception modules” which is further exploited by C. Szegedy et al. [40] who proposed a deeper network called GoogLeNet with 22 layers. The main common trend to design convolutional neural network models is the increasing network depth. However, as the depth increased, networks involved an increasing error rate due to the difficulties of optimizing extremely deep models. K. He et al. [41] proposed ResNet network by residual learning to further deepen the network to 101 layers. To avoid the tedious network architectures design, Google Brain researchers (B. Zoph and Q.V. Le, 2017) [42] have proposed a new concept called Neural Architecture Search (NAS) which searches state-of-the-art networks automatically. After that, various NAS networks have been released to the community, such as PNAS [43], ENAS [44], EfficientNet [45] and so on. And these classic network architectures further become the backbone networks in other tasks, such as image retrieval [20] and object detection [46].

III. DEEP SUPERVISED HASHING

A. Learning to Hash

Table I depicts the notations and key concepts. Given an input item $x$, learning to hash is the task of learning a hash function $f$, which maps $x$ to a compact hash code $b$ for the convenience of the nearest neighbor search. The hash code obtained by a good hash function should preserve the distance order in the original space as much as possible, i.e., those items that are close to query by hash code should also be
close to query in the original space. Many traditional hash functions including linear projection, kernels, spherical function, a non-parametric function were proposed by researchers to learn compact hash codes, and achieved significant progress. However, these simple hash functions do not work well for large datasets. For the strong representation ability of deep learning, more and more researchers pay attention to deep supervised hashing and develop a lot of new methods. And these methods achieve higher performance than traditional methods.

Deep supervised hashing uses deep neural networks as hash functions, which can generate hash code end-to-end. A good deep supervised hashing model usually needs to consider four issues: (1) what deep neural network architecture is adopted; (2) how to take advantage of the similarity and semantic (class) information; (3) how to train the neural network with the discretization problem; (4) what other skills can be used to improve the performance. Figure 1 shows the basic framework that most of the deep methods adopt.

| Symbol | Description |
|--------|-------------|
| $x(X)$ | input images (in matrix form) |
| $b(B)$ | output hash codes (in matrix form) |
| $h(H)$ | network output (in matrix form) |
| $y(Y)$ | one-hot image labels (in matrix form) |
| $N$ | the number of input images |
| $L$ | hash code length |
| $\mathcal{E}$ | a set of pair items |
| $s_{ij}^o$ | the similarity of item pair $(x_i, x_j)$ in the input space |
| $s_{ij}^h$ | the similarity of item pair $(x_i, x_j)$ in the hash code space |
| $d_{ij}^o$ | the distance of item pair $(x_i, x_j)$ in the input space |
| $d_{ij}^h$ | the distance of item pair $(x_i, x_j)$ in the hash code space |
| $\tau$ | margin threshold parameter |
| $W$ | weight parameter matrix |
| $\Theta$ | set of neural parameters |

The similarity is defined by the inner product, i.e.,

$$ s_{ij}^o = \langle x_i, x_j \rangle $$

where the values are different and is formulated as:

$$ d_{ij}^o = \sum_{l=1}^{L} \delta[b_i(l) \neq b_j(l)], $$

and it varies from 0 to $M$. As a result, the similarity based on the Hamming distance is defined as $s_{ij}^h = L - d_{ij}^h$. If the code is valued by 1 and -1, we have

$$ d_{ij}^h = \frac{1}{2}(L - b_i^T b_j), $$

The similarity is defined by the inner product, i.e., $s_{ij}^h = b_i^T b_j$. These measures can also be extended to the weighted cases. i.e.,

$$ d_{ij}^h = \sum_{l=1}^{L} \lambda_l \delta[b_i(l) \neq b_j(l)], $$

in which each bit has a weight $\lambda_l$, and if the codes are valued by 1 and -1, we have

$$ s_{ij}^h = b_i^T \Lambda b_j, $$

where $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_l)$ is a diagonal matrix and each diagonal entry is the weight of the corresponding hash bit.

C. Similarity

In the rest, we always define $\mathcal{X} = \{x_i\}_{i=1}^{N}$ as the input, $\mathcal{H} = \{h_i\}_{i=1}^{N}$ as the output of the network, $B = \{b_i\}_{i=1}^{N}$ as the obtained binary codes. We denote the similarity between pair of items $(x_i, x_j)$ in the input space and hash coding space as $s_{ij}^o$ and $s_{ij}^h$, respectively. In the input space the similarity is the ground truth, which mainly includes items distance $d_{ij}^o$ and semantic similarity. The former is the distance of features, which can generate hash code end-to-end. A good network architecture is one of the most important factors for deep supervised hashing, and it affects both the accuracy of the search and the time cost of inference. If the architecture degenerates into MLP or linear projections, the deep supervised hashing becomes the traditional hashing method. Although the deeper the network architecture, the greater the search accuracy, but it also increases the time cost. We think that the architecture needs to be considered combined with the complexity of datasets. However, almost all the deep hashing methods can use any network architectures as needed. Therefore, we do not use the network architecture to categorize the deep supervised hashing algorithms.

B. Network Architecture

Traditional hashing methods usually utilize linear projection and kernels, which shows poor representation ability. After AlexNet and VGGNet were proposed, deep learning shows its superiority in computer vision, especially for classification problems. And more and more experiments proved that the deeper the network, the better the performance. As a result, ResNet takes advantage of residual learning, which can train very deep networks, achieved significantly better results. After that, ResNet and its variants become basic architectures in deep learning. The latest researches often utilize the popular architectures with pre-trained weights in large datasets such as ImageNet, following the idea of transfer learning. Most of the researchers utilize shallower architectures such as AlexNet, CNN-F and designed stacked convolutional neural networks for simple datasets, e.g., MNIST, CIFAR-10. Deeper architectures such as VGGNet and ResNet50 are often utilized for complex datasets such as NUS-WIDE and COCO. For deep supervised hashing methods, the last layer (i.e., classification layer) is often replaced by a hash layer, which has a dense connection with the feature layer.
D. Loss Function

A good loss function is one of the factors for the success of deep supervised hashing. The basic rule of designing the loss function is to preserve the similarity order, i.e., minimizing the gap between the similarity in the original space and the similarity in the hash space. As a result, almost all the loss functions contain the terms of similarity information. For example, the typical loss function is a pairwise loss, making similar images have similar hash codes (small hamming distance) and dissimilar images have dissimilar hash codes (large hamming distance). Besides, the multi-wise similarity preserving loss term, especially in triplet forms, makes the orders among multiple items computed from the original and new spaces as consistent as possible, is also widely utilized. There are also several implicit and other variants of similarity preserving loss terms.

Besides similarity information, the semantic (label) information is also included in the design of the loss function. There are three popular ways to take advantage of label information summarized below. The first way is a regression on hash codes with labels. The label is encoded into one-hot format matrix and regression loss, i.e., $\|Y - WH\|_F$ are added into the loss function. The second way is adding a classification layer after the hash layer, and classification loss (cross-entropy loss) is added to the loss function. The last one is utilizing LabNet, which was first proposed in [51]. The principle of LabNet is explored to capture the abundant semantic correlation between sample pairs.

The quantization loss term is also common in deep supervised hashing, especially in quantization-based hashing methods. The typical form of quantization is to penalize the distance between real-valued output and the binary codes. As a common technique in deep hashing, bit balancing loss preserves the situation that each bit has a large chance of being 1 or -1 among the whole dataset. Several regularization losses can be added to the loss function, which is also important for improving the performance.

E. Optimization

The challenge for optimizing the neural network parameters is the vanishing gradient problem from the sign function which is used to obtain binary hash codes. Specifically, the gradient of sign function is zero for all nonzero input, and that is fatal to the neural network which uses gradient descent for training.

Almost all the works adopt that continuous relaxation by replacing sign function with tanh or sigmoid, and later in the test phase apply sign function to obtain final binary codes. The first typical way is quantization function by adding a penalty term in loss function, which is often formulated as $||h_i||_1$ or $-||h_i||$ with tanh activation. This penalty term helps the neural network to obtain $sgn(h) \approx h$. It’s noticed that this loss can be considered as a novel prior for each hash code $h$ based on a symmetric variant of some distribution, e.g., bimodal Laplacian and Cauchy distribution. From this view, we can get some variants, e.g., pairwise quantization and Cauchy quantization loss. If the loss function is a non-smooth function whose derivative is difficult to compute, a smooth surrogate can be adopted, e.g., $|x| \approx \log(\cosh x)$, which helps get the smooth loss function. The second way is an alternative scheme, which decomposes the optimization into several sub-problems, which can be iteratively solved by using the alternating minimization method. In this alternative process, backpropagation can only work in one sub-problem and the other sub-problems can be solved by other optimization methods. For example, DSDH utilizes the discrete cyclic coordinate descend algorithm. These methods can keep the discrete constraint during the whole optimization process while it can not lead to end-to-end training, which has limited application for solving the unknown sub-problems. The third method is named continuation which utilizes a smooth activation function $y = tanh(\beta x)$ to approximate the discrete sign function by increasing $\beta$. There are some other ways to solve this problem by changing the calculation and the propagation of gradients, e.g., Greedy Hash and Gradient Attention Network, which improved the effectiveness and accuracy of deep supervised hashing.

F. Categorization

Our survey categorizes the existing algorithms into the following five classes based on the similarity preserve manners: the pairwise similarity preserving class, the multi-wise similarity preserving class, the implicit similarity preserving class, the classification-oriented class and the quantization class. We separate the quantization class from the pairwise similarity preserving class similar to [20]. For each class, we...
will discuss the corresponding deep hashing methods in detail one by one. The summary of these algorithms is shown in Table [11].

The main reason we choose the similarity preserving manner to do the categorization is that similarity preservation is the essential goal of hashing, which is almost essential in loss function in deep supervised hashing. Other factors such as architecture, label information, optimization as well as other skills are also significant for the performance.

IV. PAIRWISE SIMILARITY PRESERVING

The algorithms aligning the distances or similarities of a pair of items computed from the input space and the Hamming coding space are roughly divided into the following groups:

- Product loss minimization: The loss is in the product form of the similarity information between the input space and hash coding space. The similarity information includes distance and similarity. For example, similarity-distance product minimization, i.e. \( \min \sum_{(i,j)\in E} s_i^p d_{ij} \), which expects the distance in the coding space to be smaller if the similarity in the original space is larger. In the formulation, \( E \) is a set of pair items that are considered. It is evident to see that there are three other forms of the loss function, which are similar to the given one [20].

- Difference loss minimization: The loss is in difference form minimize the difference between the similarities or distances , i.e. \( \min \sum_{(i,j)\in E} (d_{ij}^p - d_{ij})^2 \) or \( \min \sum_{(i,j)\in E} (s_{ij}^p - s_{ij}^h)^2 \).

- Likelihood loss minimization: This kind of loss is derived from the probabilistic model. Given similarity matrix \( S = \{s_{ij}^p\}_{(i,j)\in E} \) and hash codes \( H = [h_1, \ldots, h_N]^T \), the maximum a posterior (MAP) estimation of hash codes can be formulated as

\[
\begin{align*}
p(H|S) &\propto p(S|H)p(H) = \prod_{(i,j)\in E} p(s_{ij}^p|H) p(H),
\end{align*}
\]

where \( p(S|H) \) denotes the likelihood and \( p(H) \) is the prior distribution. \( p(s_{ij}^p|H) \) is the conditional probability of \( s_{ij}^p \) given their hash codes. Note the \( s_{ij}^h \) is derived from \( H \). In formulation,

\[
\begin{align*}
p(s_{ij}^p|H) = p(s_{ij}^p|s_{ij}^h) = \left\{ \begin{array}{cl} \sigma(s_{ij}^h), & s_{ij} = 1 \\ 1 - \sigma(s_{ij}^h), & s_{ij} = 0 \end{array} \right.
\end{align*}
\]

in which \( \sigma(x) = 1/(1+e^x) \). From the formulation, the probabilistic model expects the similarity in the coding space to be larger if the similarity in the original space is larger. The loss function is the negative log-likelihood, i.e.

\[
-\log p(S|H) = \sum_{(i,j)\in E} \log(1 + e^{s_{ij}^h}) - s_{ij}^p s_{ij}^h.
\]

Next, we will review these three types of deep hashing methods in turn. Please note that the above formulations can have a lot of variants for different considerations.

A. Product Loss Minimization

Deep Supervised Hashing [59]. The network of DSH consists of three convolutional-pooling layers and two fully connected layers. The origin pairwise loss function is defined as:

\[
\begin{align*}
\min L_{DSH} &= \sum_{(i,j)\in E} \frac{1}{2}s_{ij}^p d_{ij}^2 + \frac{1}{2}(1 - s_{ij}^p)[m - d_{ij}^h]^2 + \frac{1}{2}(1 - s_{ij}^p)[m - d_{ij}^h]^2 + \alpha \sum_{k=i,j} \|h_k - 1\|
\end{align*}
\]

where \( [\cdot]_+ \) denotes \( \max(\cdot, 0) \) and \( m > 0 \) is a margin threshold parameter. The loss function is in the form of distance-similarity product minimization which punishes similar images mapped to similar hash codes and dissimilar images mapped to different hash codes when their Hamming distance falls below the margin threshold \( m \). It is noticed that when \( d_{ij}^h \) is larger than \( m \), the loss does not punish this pair. This idea is similar to the hinge loss function.

As we discuss before, DSH relaxes the binary constraints and imposes a regularizer on the real-valued network outputs to approximate the binary codes, i.e., \( h \approx \text{sgn}(h) \). The pairwise loss is rewritten as

\[
\begin{align*}
\min L_{DSH} &= \frac{1}{2}s_{ij}^p \|h_i - h_j\|^2 + \frac{1}{2}(1 - s_{ij}^p)[m - \|h_i - h_j\|^2]^2 + \alpha \sum_{k=i,j} \|h_k - 1\|
\end{align*}
\]

where \( 1 \) is the vector of all ones, \( \| \cdot \|_p \) is the \( \ell_p \)-norm of vector, \( |\cdot| \) is the element-wise absolute value operation and \( \alpha \) is a weighting parameter that controls the strength of the regularizer. DSH doesn’t utilize saturating non-linearities because they think that it may slow down the training process. With the above loss function, the neural network is able to be trained with an end-to-end BP algorithm. For the test samples, the binary codes can be obtained by sign function.

DSH is a straightforward deep supervised hashing method in the early period, and its idea is originated from Spectral Hashing [10] but with a deep learning framework. It is easy to understand but its performance is limited.

Pairwise Correlation Discrete Hashing [60]. PCDH utilizes four fully connected layers after the convolutional-pooling layer, named deep feature layer, hash-like layer, discrete hash layer as well as classification layer, respectively. The third layer can directly generate discrete hash code. Differ to DSH, PCDH leverages \( \ell_2 \) norm of deep features and hash-like codes. Besides, classification loss is also added to the loss function:

\[
\begin{align*}
L_{PCDH} &= L_s + \alpha L_p + \beta L_i \\
&= \sum_{(i,j)\in E} \left( \frac{1}{2}(1 - s_{ij}^p)[m - \|b_i - b_j\|^2]^2 + \frac{1}{2}s_{ij}^p \|b_i - b_j\|^2 \right) \\
&+ \alpha \sum_{(i,j)\in E} \left( \frac{1}{2}(1 - s_{ij}^p)[m - \|w_i - w_j\|^2]^2 + \frac{1}{2}s_{ij}^p \|w_i - w_j\|^2 \right) \\
&+ \beta \left( \sum_{i=1}^{N} \phi(w_i^T b_i, y_i) + \sum_{j=1}^{N} \phi(w_j^T b_j, y_j) \right)
\end{align*}
\]
where \( w_i, b_i \) and \( h_i \) is the output of the first three fully connected layers and the last term is the classification cross-entropy loss. It’s noticed that the second term is called pairwise correlation loss. PCDH also guides the similarity of deep features, which avoids overfitting compared with DSH. And the classification loss provides semantic supervision, which helps the model achieving competitive performance. Besides, PCDH proposes a pairwise construction module named Pairwise Hard, which samples positive pairs with the maximum distance between deep features and negative pairs with the distance smaller than the threshold randomly. It is evident that Pairwise Hard chooses the pairs with the large loss for effective hash code learning.

Supervised Deep Hashing \([58]\), utilizes the fully-connected
neural network for deep hashing and has a similar loss function except for a term that enforces a relaxed orthogonality constraint on all projection matrices (i.e., weight matrices in a neural network) for the property of fully-connected layers. Bit balance regularization is also included which will be introduced below.

B. Difference loss minimization

Supervised Hashing with Binary Deep Neural Network [62]. The architecture of SH-BDNN is stacked by a fully connected layer, in which \( W_t \) is the weight of the i-th layer. SH-BDNN does not only consider the similarity information, but also considers the independence of different hash bits, i.e., each bit has a 50% chance of being 1 or -1. Given the hash code matrix \( B = [b_1, \ldots, b_N]^T \), the two conditions are formulated as

\[
B^T 1 = \frac{1}{N} B^T B = I
\]

where \( I \) is a \( L \)-dimension vector whose elements are all one, and \( I \) is an identity matrix of size \( N \) by \( N \). The loss function is available, the fully connected output layer is added \( L \) output units which correspond to the \( L \) class labels of images and the classification loss is added to the loss function. Although the way CNNH uses labels looks very clumsy, this two-step strategy is still popular in deep supervised hashing and inspired many other state-of-the-art methods.

**Hashing with Binary Matrix Pursuit** [67]. HBMP also takes advantage of the two-step strategy introduced above. Differ to CNNH, HBMP utilizes weighted Hamming distance and adopts a different traditional hashing algorithm called binary code inference to get hash codes. In the first step, the loss function is

\[
L_{HBMP} = \frac{1}{4} \sum_{i,j} (b_i^T \Lambda b_j - s_{ij}^o)^2,
\]

where \( \Lambda \) is a diagonal weight matrix. It is noticed that the similarity matrix \( S^h \) with \( S_{ij}^h = b_i^T \Lambda b_j \) can be approximated by step-wise algorithm. HBMP also trains a convolutional neural network by the obtained hash codes with point-wise hinge loss and shows that deep neural networks help to simplify optimization problems and get robust hash codes.

**Deep Discrete Supervised Hashing** [63]. DDSH uses a column-sampling method to split the whole training set into two parts \( \{x_i\}_{i \in \Omega} \) and \( \{x_i\}_{i \in \Gamma} \), where \( \Omega \) and \( \Gamma \) are the indexes. The loss function is designed by an asymmetric form:

\[
L_{DDSH} = \sum_{i \in \Omega, j \in \Gamma} L(b_i, h_j, s_{ij}^o) + \sum_{i \in \Omega, j \in \Gamma} L(b_i, h_j, s_{ij}^o)
\]

where \( b_i \) and \( h_i \) are the binary codes to be optimized and output of network, respectively, \( b_i \) and \( h_i \) are updated alternatively like SH-BDNN [62]. It is significant that DDSH provides an asymmetric perspective of learning to hash and utilizes pairwise similarity information to directly guide both discrete coding generating and deep feature learning.

**Asymmetric Deep Supervised Hashing** [65]. ADASH considers the database points and query points in an asymmetric way, which can help to train the model more effectively, especially for large-scale nearest neighbor search. ADASH contains two critical components: feature learning part and loss function part. The first one is to utilize a deep neural network to learn binary hash codes for query points. And the second one is used to directly learn hash codes for database points by optimizing the same loss function with supervised information. The loss function is formulated as:

\[
L_{ADASH} = \sum_{i \in \Omega, j \in \Gamma} (\tanh(F(x_i; \Theta))^T b_j - L s_{ij}^o)^2,
\]

where \( \Omega \) is the index of query points, \( \Gamma \) is the index of database points and \( F(:, \Theta) \) is the neural network with parameter \( \Theta \). \( \Theta \) and \( b_j \) are updated alternatively like SH-BDNN [62] during the optimization process. If only the database points are available, we let \( \Omega \subset \Gamma \) and add a quantization loss \( \gamma \sum_{i \in \Omega} (h_i - \tanh(F(x_i; \Theta)))^2 \). This asymmetric strategy by combining deep hashing and traditional hashing can help to achieve better performance.
Deep Incremental Hashing Network \[66\] \(\text{DHN}\) tries to learn hash codes in an incremental manner. Similar to ADSH \[65\], the dataset was divided into two parts: original and incremental databases respectively. When a new image comes from an incremental database, its hash code is learned to depend on the hash codes of the original database. The optimization process still uses the strategy of alternately updating parameters.

Deep Ordinal Hashing \[68\] \(\text{DOH}\) learns ordinal hash codes by taking advantage of both local and global features. Specifically, two subnetworks learn the local spatial information from Fully Convolutional Network with spatial attention module and the global semantic information from the Convolutional Neural Network, respectively. Afterward, the two outputs are combined by dot product to produce \(R\) ordinal outputs \(h_i\). For each segment \(h_i\), the corresponding hash code can be obtained by

\[
b_i^c = \arg \max_{\theta} \theta^T h_i, \\
s.t. \theta \in \{0, 1\}^L, \|\theta\|_1 = 1. \tag{13}
\]

And the full hash code can be obtained by concatenating all \(b_i^c\)'s. \(\text{DOH}\) adopts an end-to-end ranking-to-hashing framework, which avoiding using undifferentiable sign functions. What’s more, it uses a relatively complex network that is enabled to handle large datasets with high performance.

C. Likelihood loss minimization

Deep Pairwise Supervised Hashing \[69\] \(\text{DPSH}\) uses CNN-F \[15\] as the basic network framework and the standard form of likelihood loss based on similarity information. Besides similarity information, quantization loss is also added to the loss function, i.e.

\[
\mathcal{L} = - \sum_{(i,j) \in E} \left( s_{ij}^b s_{ij}^h - \log \left( 1 + e^{s_{ij}^h} \right) \right) \\
+ \eta \sum_{i=1}^{N} \|h_i - sgn(h_i)\|_2^2, \tag{14}
\]

where \(s_{ij}^b = \frac{1}{2} h_i^T h_j\) and \(h_i\) is the direct output of the network. Although triplet loss was popular at that time, \(\text{DPSH}\) adopted the pairwise form simultaneously learned deep features and hash codes, which improved both accuracy and efficiency. This likelihood function-based loss function can easily introduce different Bayesian priors, making it very flexible in application and achieving better performance than the other two kinds of loss.

Deep Hashing Network \[52\] has similarity loss function with \(\text{DPSH}\). Differ to \(\text{DPSH}\), \(\text{DHN}\) sees quantization loss as Bayesian prior and propose a bimodal Laplacian prior for the output \(h_i\), i.e.,

\[
p(h_i) = \frac{1}{2\epsilon} \exp \left( - \frac{||h_i - 1||_1}{\epsilon} \right), \tag{15}
\]

and this negative log likelihood (i.e. quantization loss)is

\[
Q = \sum_{i=1}^{N} \|\|h_i - 1\|_1, \tag{16}
\]

and it can be smoothed by a smooth surrogate \[100\] into

\[
Q = \sum_{i=1}^{N} \sum_{l=1}^{L} \log(cosh(||h_i|| - 1)), \tag{17}
\]

where \(h_{ik}\) is the \(k\)-th element of \(h_i\). We notice that the \(\text{DHN}\) replaced \(\ell_2\) norm (ITQ quantization error \[101\]) by \(\ell_1\) norm. And they also show that the \(\ell_1\) norm is an upper bound of the \(\ell_2\) norm, and the \(\ell_1\) norm encourages sparsity and is easier to optimize.

HashNet \[55\] As a variant of \(\text{DHN}\), HashNet considered the imbalance training problem that the positive pairs are much more than the negative pairs. So it adopted Weighted Maximum LikeLihood (WML) loss with different weights for each pair. The weight is formulated as

\[
w_{ij} = c_{ij} \cdot \begin{cases} |S_j|/|S_i|, & s_{ij}^o = 1 \\ |S_i|/|S_j|, & s_{ij}^o = 0 \end{cases} \tag{18}
\]

where \(S_i = \{(i, j) \in E : s_{ij}^o = 1\}\) is the set of similar pairs and \(S_j = E/S_i\) is the set of dissimilar pairs. \(c_{ij} = \frac{|y_i|}{|y_j|}\) for multi-label datasets and equals 1 for single-label datasets. Besides, the sigmoid function in condition probability is substituted by \(1 + e^{-\alpha z}\) called adaptive sigmoid function which equals adding a hyper-parameter into the hash coding similarity \(s_{ij}^o = \alpha b_i^T b_j\). Different from other methods, HashNet continuously approximates sigmoid function through tanh functions

\[
\lim_{\beta \to \infty} \tanh(\beta z) = sgn(z). \tag{19}
\]

The network output activation function is \(\tan(\beta z)\) by evolving with \(\beta_t \to \infty\) step-wise and the network will converge to HashNet with \(sgn(-)\). Besides, this operation can be understood by multi-stage pretraining, i.e., training the network with \(\tan(\beta z)\) activation function is used to initialize the network with \(\tan(\beta_{t+1})\) activation function. The two skills proposed by HashNet greatly increase the performance of deep supervised hashing.

Deep Priority Hashing \[76\] also adds different weights to different image pairs, but reduces the weight of pairs with higher confidence, which is similar to AdaBoost. The difficulty is measured by \(q_{ij}\), which indicates how difficult a pair is classified as similar when \(s_{ij}^o = 1\) or classified as dissimilar when \(s_{ij}^o = 0\).

\[
q(s_{ij}^o|h_i, h_j) = \begin{cases} \frac{1 + s_{ij}^h}{2}, & s_{ij}^o = 1 \\ \frac{1 - s_{ij}^h}{2}, & s_{ij}^o = 0 \end{cases} \tag{19}
\]

Besides, the weight characterizing class imbalance is measured by \(\alpha_{ij}\)

\[
\alpha_{ij} = \begin{cases} \frac{|S_i|/|S_j|}{\sqrt{|S_i|^2 + |S_j|^2}}, & s_{ij} = 1 \\ \frac{|S_i|/|S_j|}{\sqrt{|S_i|^2 + |S_j|^2}}, & s_{ij} = 0 \end{cases} \tag{20}
\]

where \(S_i = \{(i, j) \in E : \forall j\}\).
where \( s \) is the weight for different images to be a small confidence and balanced similar and dissimilar pairs where the loss is formulated as:

\[
\sum_{(i,j) \in E} \left( s^o_{ij} s^h_{ij} - \log \left( 1 + e^{s^h_{ij}} \right) \right)
\]

The final priority weight is formulated as

\[
w_{ij} = \alpha_{ij} (1 - q_{ij})^\gamma,
\]

where \( \gamma \) is a hyper-parameter. The weight for the pair with a small confidence and balanced similar and dissimilar pairs will be large. Similarly, priority quantization loss changes the weight for different images to be \( w'_{ij} = (1 - q_{ij}) \gamma \) and \( q_i \) measures how good a continuous code can be perfectly quantized into binary code. For these details, DPH achieved better performance than HashNet.

Deep Supervised Discrete Hashing\[54\] Besides likelihood-based similarity information, DSDH also takes advantage of label information by adding a linear regression loss with regularization to the loss function. By drop the binary restrictions, the loss is formulated as:

\[
\mathcal{L} = - \sum_{(i,j) \in E} \left( s^o_{ij} s^h_{ij} - \log \left( 1 + e^{s^h_{ij}} \right) \right) + \lambda \sum_{i=1}^N (\|h_i - \text{sgn}(h_i)\|_2^2 + \|y_i - W^T b_i\| + \alpha \|W\|_F)
\]

where \( s^h_{ij} = \frac{1}{2} h_i^T h_j \) and the label is encoded in one-hot format \( y_i \). The second term of the loss function is the linear regression term and the last term is an \( \ell_2 \) regularization. \( H, B \) and \( W \) are updated alternatively by using gradient descent method with discrete cyclic coordinate descend method. DSDH greatly increases the performance of image retrieval for it takes advantage of both label information and pairwise similarity information. It should be noted that in the linear regression term, the binary code is updated by discrete cyclic coordinate descend, so the constraint of discreteness is met.

Deep Cauchy Hashing\[53\] DCH proposes a Bayesian learning framework just like DHN, but it replaced the exponential distribution by Cauchy distribution in the conditional probability. DCH aims to improve the search accuracy with Hamming distance smaller than 2 radius. Probability based on generalized sigmoid function can be very large even for Hamming distance much larger than 2, which is harmful to Hamming ball retrieval. DCH addressed this problem by introducing the Cauchy distribution, since the probability decrease very fast when Hamming distance larger than 2. The Cauchy distribution is formulated as

\[
\sigma (d^h_{ij}) = \frac{\gamma}{\gamma + d^h_{ij}},
\]

in which \( \gamma \) is a hyper-parameter and the distance is the normalized Euclidean distance, i.e., \( d(h_i, h_j) = \frac{1}{2} (1 - \cos(h_i, h_j)) \). Besides, the prior is also based on a variant of the Cauchy distribution, i.e.,

\[
P (h_i) = \frac{\gamma}{\gamma + d(h_i, 1)}
\]

The final loss function is formulated as the log-likelihood plus the quantization loss based on the prior weight. However, this loss function will get almost the same hash code for images with the same label. And the loss function for the dissimilar pairs was not considered.

Maximum-Margin Hamming Hashing\[73\] In view of the shortcomings of DCH, MMHH utilizes the t-Distribution which makes the loss function has a different form for similar and dissimilar pairs. And the total loss is the weighted sum of two losses. Besides, a margin \( H \) is proposed to avoid producing the exact same hash codes. The Cauchy distribution in DCH is replaced by

\[
\sigma (d^h_{ij}) = \begin{cases} 
1 & \text{if} \quad s^o_{ij} = 1 \\
1 + \max (0, d^h_{ij} - H) & \text{if} \quad s^o_{ij} = 0
\end{cases}
\]

The loss function is the weighted log-likelihood of conditional probability i.e.

\[
\mathcal{L} = \sum_{(i,j) \in E} w_{ij} \left( s^o_{ij} \log \left( 1 + \max (0, d^h_{ij} - H) \right) + \lambda \sum_{i=1}^N (\|h_i - \text{sgn}(h_i)\|_2^2 + \|y_i - W^T b_i\| + \alpha \|W\|_F) \right)
\]

the last term is standard quantization loss. MMHH also proposed a semi-batch optimization process for alleviating the imbalance problem. Specifically, the codes of the training set are stored as the augmented memory. And for a new epoch, the pairwise loss is calculated by the new codes computed in this epoch and their similar and dissimilar pairs are added into memory. In general, MMHH solved the shortcomings of DCH, which greatly improves the search performance.

Deep Fisher Hashing\[77\] DFH points out that the pairwise loss minimization is similar to Fisher’s Linear discriminant, which maximizing the distance between inter-class images whilst minimizing the distance between the intra-class images. Its logistic loss function is similar to MMHH and the loss function can be formulated as:

\[
\mathcal{L} = \sum_{(i,j) \in E} s^o_{ij} \log \left( 1 + e^{d^h_{ij} + m} \right) + \lambda \sum_{i=1}^N (\|h_i - \text{sgn}(h_i)\|_2^2 + \|y_i - W^T b_i\| + \alpha \|W\|_F) + m
\]

where \( m \) is a margin. Besides, the quantized center loss is also added to the loss function, which minimizes intra-class distances and maximizes inter-class distances with binary hash codes of each image.
Deep Asymmetric Pairwise Hashing\cite{70} Similar to DPSH, DAPH also adopted an asymmetric strategy. The difference is that DAPH uses two networks with different parameters for the database and queries. Besides, the bit independence, bit balance and quantization loss are added to the loss function just like SH-BDNN. The loss function is optimized to update the two neural networks alternatively.

Deep Attention-guided Hashing\cite{102} DAgH adopted a two-step framework just like CNNH, while it utilizes neural networks to learn hash codes in both two steps. The loss function in the first step is the combination of the log-likelihood loss and the difference loss with margin. After obtaining the binary hash codes, step two utilizes binary point-wise cross-entropy as the loss function. Besides, in step one, DAgH uses the architecture that includes a Fully Convolutional Network with attention module for obtaining accurate deep features.

Deep Joint Semantic-Embedding Hashing\cite{57} DSEH is the first work to introduce LabNet in deep supervised hashing. It also adopted a two-step framework but with LabNet and ImgNet, respectively. LabNet is a neural network designed to capture abundant semantic correlation with image pairs, respectively. LabNet is a neural network designed to capture abundant semantic correlation with image pairs. LabNet just replaces the input from images to their label and learns the hash codes from labels with a general hashing loss function. In the step two, ImgNet utilizes an asymmetric loss between the labeled feature in step one and the new obtained feature from ImageNet for generating and difference loss just like DAgH\cite{102}. DSEH fully makes use of the label information from the perspectives of both pairwise loss and cross-entropy loss, which can help to generate discriminative and similarity-preserving hash codes.

Asymmetric Deep Semantic Quantization\cite{72} increases the performance by utilizing two ImgNets in minimizing the gap between the real-continuous features and the discrete binary codes, and the difference loss is also added.

Deep Anchor Graph Hashing\cite{74} The anchor graph means utilizing a small number of anchors to connect the whole dataset so that the similarities between different data points can be computed in an implicit way. At first, it samples a number of anchors and builds an anchor graph between training samples and anchors. Then the loss function can be divided into two parts. The first part contains general pairwise likelihood loss and linear regression loss. The loss in the second part is calculated by the distances between training samples and anchors in the same class, and both deep features and binary codes are used when computing the distances. The loss function includes the distance between deep features of training samples and binary codes of anchors, which belong to the same class, besides general pairwise likelihood loss and linear regression loss. DAGH fully utilizes the remaining labeled data during mini-batch training and helps to obtain efficient binary hash codes.

V. Multiwise similarity preserving

In this section, we will review the category of deep hashing algorithms that using multiwise similarity preserving loss function. Specifically, this kind of loss tries to preserve the similarity orders for more than two items that are computed in input space and Hamming space. It should be pointed out that triplet loss is the most popular loss among them for its simpleness.

Deep Neural Network Hashing\cite{79} DNNH utilizes a variant of the triplet ranking loss\cite{103} to preserve the relative similarities of images. Specifically, given a triplet \((x_i, x_j, x_k)\) satisfies \(s_{ij}^o > s_{ik}^o\), the ranking loss with margin is formulated as

\[
L(h_i, h_j, h_k) = \max(0, 1 + d_{ij} - d_{ij}^h)
\]  

The loss encourages the binary code \(b_j\) to be closer to the \(b_i\) than \(b_k\). By replacing the Hamming distance with Euclidean distance, the loss function becomes convex.

\[
L(h_i, h_j, h_k) = \max(0, 1 + \|h_i - h_j\|^2 - \|h_i - h_k\|^2)
\]

Besides, DNNH uses a sigmoid activation function followed by a piece-wise threshold function to encourage the output to be close to binary codes. The piece-wise threshold function is defined as

\[
g(s) = \begin{cases} 
0, & s < 0.5 - \epsilon \\
0.5 - \epsilon, & 0.5 - \epsilon \leq s \leq 0.5 + \epsilon \\
1, & s > 0.5 + \epsilon 
\end{cases}
\]

where \(\epsilon\) is a small positive hyper-parameter. It is evident that most elements of the output will be exact 0 or 1 by using this piece-wise threshold function, thus introducing less quantization loss.

Deep Regularized Similarity Comparison Hashing\cite{78} Besides the triplet loss, DRSCH also took advantage of pairwise information by introducing a difference loss as the regularization term. In addition, the bit weights are included when calculating the distance in Hamming space.

Deep Triplet Supervised Hashing\cite{81} DTSH replaced the ranking loss by the negative log triplet label likelihood as

\[
L(h_i, h_j, h_k) = \log(1 + e^{s_{ij}^h - s_{ik}^h - \alpha}) - (s_{ij}^h - s_{ik}^h - \alpha),
\]

by considering the conditional probability\cite{54}, where \(\alpha\) is a hyper-parameter.

Deep Semantic Ranking-based Hashing\cite{80} DSRH proposed a surrogate loss based on triplet loss. Given query \(q\) and database \(\{x_i\}_{i=1}^N\), ranking \(\{r_i\}_{i=1}^N\) in database is defined as the number of labels shared with the query.

\[
L = \sum_{i=1}^{N} \sum_{j \mid r_j < r_i} w(r_i, r_j)\delta \max(0, \rho + d_{qi}^h - d_{rj}^h)
\]

where \(\delta\) and \(\rho\) are two hyper-parameters. And \(w(r_i, r_j)\) is the weight for the triplet that given by

\[
\omega(r_i, r_j) = \frac{2^{r_i} - 2^{r_j}}{Z}
\]
The form of weight comes from Normalized Discounted Cumulative Gains score and \( Z \) is a normalization constant which can be omitted. Besides, bit balance and weight regularization are also added to the loss function. DSRH improved deep hashing by ranking list and surrogate loss, especially on multi-label image datasets.

VI. IMPLICIT SIMILARITY PRESERVING

In this section, we will review deep hashing works whose loss functions are not exactly pair-wise or multi-wise similarity preserving. But they also take advantage of the similarity information, so we call this kind of loss implicit similarity preserving.

**Hashing with Mutual Information.** MHash proposed a new loss following the idea of minimizing neighborhood ambiguity. This kind of loss is based on mutual information, which has a direct and strong correlation with standard ranking-based retrieval performance metrics. Given \( y \) is a query image, the random variable \( D_{y, \Phi} \) is defined as a mapping from \( x \) to \( d_{xy} \), where \( \Phi \) is the hash function, i.e., the deep neural network with binary output. \( C_y \) is the set of images that share the same label with \( y \), i.e., the neighbor of \( y \). The mutual information is defined as

\[
I(D_{y, \Phi}; C_y) = H(C_y) - H(C_y | D_{y, \Phi}) \tag{32}
\]

For any hash mapping \( \Phi \), the mutual information is integrated over the feature space to get a quality measure which desires to be maximized:

\[
\mathcal{O} = -\int_{\Omega} I(D_{y, \Phi}; C_y)p(y)dy, \tag{33}
\]

where \( \Omega \) is the sample space and \( p(y) \) denotes the prior distribution which can be removed. After discretion, the loss function turns into:

\[
L = -\frac{1}{N} \sum_{i=1}^{N} I(D_{x_i, \Phi}; C_{x_i}), \tag{34}
\]

whose gradient can be calculated by relaxing hard constraints and propagated by effect minibatch back propagation. The minibatch BP was proposed to effectively retrieving one example against the other example within a minibatch cyclically like leave-one-out validation.

**Hashing as Tie-Aware Learning to Rank.** HALR proposed to learn to rank formulations for hashing, which aimed at directly optimizing ranking-based evaluation metrics such as Average Precision (AP) and Normalized Discounted Cumulative Gain (NDCG). It is noticed that the integer-valued Hamming distance often leads to tied ranks. So HALR proposed a tie-aware version of AP and NDCG, and derives their continuous relaxations as the loss function (plus sign) for optimization.

**Angular Deep Supervised Hashing.** Angular DSH calculates the Hamming distance between images of different classes to form an upper triangular matrix of \( G \) with size \( C \) by \( C \). The mean of Hamming distance matrices needs to be maximized and the variance of the matrices needs to be minimized to ensure that these binary codes can cover all matrix elements and there is no short board in the bucket theory, i.e., bit balance. Besides, this method utilizes classification loss like PCDH but replaces the softmax loss by (dynamic) A-softmax loss which can achieve larger inter-class separation but an inter-class variation.

VII. CLASSIFICATION-ORIENTED DEEP HASHING

In this section, we will review deep supervised hashing methods that take advantage of classification information instead of similarity information. For the hash codes are consistent with their labels, transfer learning and feature extraction are popular among these methods.

**Deep Binary Hashing.** After pre-training of a convolution neural network on the ImageNet to learn mid-level image representations, DBN adds a latent layer with sigmoid activation, the neurons in which is utilized to learn hash-like representation while fine-tuning with classification loss on the target domain dataset. The output in the latent layer is discretized into binary hash codes. DBN also emphasizes that the obtained hash codes is for coarse-level search because the quantity of hash codes is limited.

**Supervised Semantics-preserving Deep Hashing** also utilizes a similar architecture as DBH but adds regularization terms of quantization loss and bit balance.

**Very Deep Supervised Hashing** proposed to utilize a very deep neural network and train model with efficient algorithm layer-wise inspired by alternating direction method of multipliers (ADMM).

**SUBIC** generates structured binary hash codes consisting of the concatenation of several one-hot encoded vectors (i.e., blocks) and obtains each one-hot encoded vector with several softmax function (i.e., block-softmax). Besides, this method utilizes classification loss like representation while fine-tuning with classification loss for each block.

**Mutual Linear Regression-based Discrete Hashing** utilizes the mutual linear regression for the loss function, i.e.

\[
L = ||Y - W^T B||^2 + \alpha ||B - WY||^2 + \lambda ||W||^2, \tag{35}
\]

where \( B \) is the binary hash codes and \( Y \) is the label matrix. Similar to DSDH, the model is optimized by Discrete Cyclic coordinate (DCC) descend approach. Besides, it also proposed a hash boosting step after obtaining several hash matrices according to bit balance.

**Central Similarity Hashing.** CSH also utilizes classification model but in a different way. First, CSH generates some central hash codes by the properties of a Hadamard matrix or random sampling from Bernoulli distributions, such that the distance between each pair of centroids is large enough. Each label is corresponding to a centroid and thus each image has its corresponding semantic hash center according to its label (single-label data). Afterward, the model is trained by the central similarity loss (i.e., binary cross-entropy) with the supervised information (i.e., semantic hash center) plus the quantization loss. It is evident that CSH directly maps the predicted label to the corresponding centroid except adding some relaxations.

**Hadamard Codebook Based Deep Hash** also utilizes Hadamard matrix by minimizing the \( \ell_2 \) difference between
hash-like output and the target hash codes with their corresponding labels (i.e., Hadamard loss). Different from CSH, HCDH trains the classification loss and Hadamard loss simultaneously. Hadamard loss can be interpreted as learning the hash centers guided by their supervised labels in $L_2$ norm. It’s also noticed that HCDH is able to yield discriminative and balanced binary codes for the property of the Hadamard codebook.

Deep Polarized Network [103] combines Metric Learning framework with learning to hash and further develops a novel polarization loss which minimizes the distance between hash centers and hash-like output. It’s proved that minimizing polarization loss can simultaneously minimize inter-class and maximize intra-class Hamming distances theoretically.

VIII. QUANTIZATION-BASED DEEP HASHING

It has been shown that the quantization approach can be derived from the difference loss minimization criterion [20]. A similar statement was proposed in [29] from the statistical perspective: the distance reconstruction error is statistically bounded by the quantization error. As a result, quantization can be used for deep supervised hashing. In this section, we will review the typical deep supervised hashing methods based on quantization.

Deep Quantization Network [99] DQN proposed to use product quantization approach to construct compact binary hash code $b_i$ from the similarity-preserving bottleneck representation $z_i \in \mathbb{R}^R$. First, the original vector space is decomposed into the Cartesian product of $M$ low-dimensional subspaces and each subspace is quantized into $K$ codewords via clustering. Specifically, the original feature is partitioned into $M$ sub-vectors, i.e. $z_i = [z_{i1}; \ldots; z_{iM}]$, $i = 1, \ldots, n$ and $z_{im} \in \mathbb{R}^{R/M}$ is the sub-vector of $z_i$ in the $m$-th subspace. Then all sub-vectors of each subspace are quantized into $K$ clusters(codewords) independently through K-means as

$$Q = \sum_{m=1}^{M} \sum_{i=1}^{N} ||z_{im} - C_m b_{im}||_2^2,$$

(36)

$$||b_{im}||_0 = 1, b_{im} \in \{0,1\}^K,$$

where $C = [c_{m1}, \ldots, c_{mK}]$ denotes the codebook of $K$ codewords in the $m$-th subspace, and $b_{im}$ is the code to indicate which codeword in $C_m$ should be used to approximate the $i$-th point $z_{im}$. Mathematically, product quantization can be reformulated as

$$Q = \sum_{i=1}^{N} ||z_i - Cb_i||_2^2,$$

(37)

where $C$ is a $R \times MK$ matrix can be written as

$$C = diag(C_1, \ldots, C_M).$$

It’s noticed that by minimizing $Q$, the quantization loss of converting the feature $z_i$ into compact binary code $b_i$ can be controlled. Besides, quantization-based hashing also adds pairwise similarity preserving loss to the final loss function.

Finally, Asymmetric Quantizer Distance is widely used for approximate nearest neighbor search, which is formulated as

$$AQD(q_i, x_i) = \sum_{m=1}^{M} ||z_{qm} - C_mb_{im}||_2^2,$$

(38)

where $z_{qm}$ is the $m$-th sub-vector for the feature of query $q$.

Deep Triplet Quantization[97] uses triplet loss to preserve the similarity information and adds a weak orthogonality penalty across the $M$ codebooks which are similar to the bit independence. And the orthogonality penalty can be formulated as

$$\sum_{m=1}^{M} \sum_{m'=1}^{M} ||C_m^T C_{m'} - I||^2.$$

In addition, DTQ proposed to select triplet by Group Hard to ensure the number of mined valid triplets is neither too big nor too small. Specifically, the training data is split into several groups, and one hard (i.e., with positive triplet loss)negative sample is selected randomly for each anchor-positive pair in one group.

Deep Visual-semantic Quantization[92] learns deep quantization models from labeled image data as well as the semantic information underlying general text domains. Specifically, it constructs deep visual-semantic embedding by taking the image representations $v$ (i.e., $v_i$ for label $i$) of the image label-text, which was learned by the skip-gram model. The loss function includes the adaptive margin ranking loss

$$L = \sum_{j \in y, k \notin y} \max(0, \delta_{jk} - \cos(v_j, z_i) + \cos(v_k, z_i)),$$

(39)

where $y_i$ is the label set of the $i$-th image, and $\delta_{jk}$ is a margin. Similarly, the quantization loss is inspired by the maximum inner-product search.

$$Q = \sum_{j=1}^{y_i} (v_j, z_i - Cb_j)^2.$$

(40)

DVSQ adopted the same strategy with LabNet that discussed before and combined the visual information and semantic quantization in a uniform framework instead of a two-step approach.

Deep Product Quantization[93] DPQ uses both the expressive power of PQ and the end-to-end learning ability of deep learning, making it possible to optimize the clustering results of PQ through classification tasks. Specifically, it first uses an embedding layer and a small multilayer perception to obtain the deep representation $z \in \mathbb{R}^{MN}$. Then the representation is sliced into $M$ sub-vectors with $Z_m \in \mathbb{R}^N$ just like PQ. For each sub-vector, a small MLP are used to turn it into a probabilistic vector with $K$ elements $p_m(k), k = 1, \ldots, K$ by softmax. Similar to PQ. The matrix $C_m \in \mathbb{R}^{K \times D}$ denotes the $K$ centroids. And $p_m(k)$ denotes the probability that the $m$-th sub-vector is quantized by the $k$-th row of $C_m$(i.e. $C_m(k)$).
The soft representation of the $m$-th sub-vector is computed as the convex combination of the rows of $C_m$.

$$soft_m = \frac{1}{K} \sum_{k=1}^{K} p_m(k)C_m(k).$$

Considering the probability $p_m(k)$ in one-hot format, given $k^* = \arg\max_k p_m(k)$, the hard probability is denoted as $e_m(k) = \delta_{kk^*}$ in one-hot format and

$$hard_m = \sum_{k=1}^{K} e_m(k)C_m(k).$$

The obtained sub-vectors of soft and hard representations are concatenated into the final representation soft = [soft1, ..., softM] and hard = [hard1, ..., hardM] $\in \mathbb{R}^{MD}$. Each representation is followed by a fully-connected classification layer. Besides two classification losses, the Joint Central Loss is also added by first learning the center vector for each class and minimizing the distance between the representations. It is noticed that DPQ uses the same centers for both the soft and hard representations, encouraging both representations to be closer to the same centers of the classes, thus decreasing the discrepancy between the soft and hard representations. This helps to improve the discriminative power of the features and to contribute to the retrieval performance. Gini batch loss and Gini Sample loss are also introduced for the class balance and encouraging the two representations of the same image to be closer. Overall, DPQ replaces the k-means process in PQ technique with deep learning combined with a classification model and is able to create a compressed representation for both fast classification and fast retrieval.

**Deep Spherical Quantization** [94] DSQ first uses deep neural network to obtain the $\ell_2$ normalized features. And then quantize the features using a new supervised quantization technique specifically designed for points lying on a unit hypersphere. After constraining the deep features to lie on a p-dimensional unit hypersphere(i.e., with the standard norm), DSQ tries to minimize the distance reconstruction error of Multi-Codebook Quantization(MCQ). Different from PQ, MCQ approximates vectors with the summation of multiple codewords instead of the concatenation. The quantization loss is formulated as

$$Q = \sum_{i=1}^{N} \|z_{im} - [C_1, \ldots, C_M]\cdot b_i\|_2^2 \quad (41)$$

$$\|b_{im}\|_0 = 1, \ b_i \in \{0, 1\}^K, \ b_i = [b_{i1}^T, \ldots, b_{iM}^T]^T.$$  

Besides the softmax loss, the discriminative loss and center loss are also included to encourage the quantized points and deep features to be closer to their centers, respectively.

**Similarity Preserving Deep Asymmetric Quantization** [95] adopts Asymmetric Quantizer Distance (AQD) to approximate the predefined similarity metric, which is similar to ADSH. Different from ADSH, it uses Composite Quantization instead of Product Quantization and the representation in the training set comes from the deep neural network in an unquantized form. SPDAQ also took advantage of similarity information and label information to achieve better retrieval performance.

**IX. OTHER TOPIC IN DEEP SUPERVISED HASHING**

**A. Learning to hash with Generative Adversarial Networks**

Generative Adversarial Networks (GANs) [109] are powerful models for generating images in a minimax game mechanism without requiring supervised information.

**Deep Semantic Hashing with GAN** [82] is the first hashing method that took advantage of GANs for image retrieval. DSH-GANs consists of four components: a deep convolution neural network (CNN) for learning image representations, an adversary stream to distinguish synthetic images from real ones, a hash stream for encoding image representations to hash codes and a classification stream. Specifically, for the generator network, it tries to synthesize realistic images with the concatenation input of the class label vector and random noise vector. For the discriminator network, it tries to simultaneously distinguish real images from synthetic ones and classify input images with correct class labels. The whole architecture is trained with the adversarial loss for assigning the correct source and the classification loss for assigning the correct class label in a two-player minimax game mechanism. The input is in the form of real-synthetic image triplets and each tuple consists of three images. The first one is a real image viewed as a query image, the second one is a synthetic and similar image produced with the same labels of query image by generator network, and the third one is a synthetic but dissimilar image. Besides data augmentation, GAN offers a hashing model with high generalization ability from the preserving of semantics and similarity.

**HashGAN** [75] augments the training data with images synthesized by Pair Conditional Wasserstein GAN inspired by [110] conditioned on the pairwise similarity information. PC-WGAN takes as the training images and pairwise similarity as inputs and jointly learns a generator and a discriminator by adding the pairwise similarity besides the loss function of WGAN. The hash encoder generates compact hash codes for both synthetic and real images in a Bayesian framework similar to that in HashNet. HashGAN is able to cope with the dataset without class labels but with similarity information.

**B. Ensemble Learning**

[98] pointed out that for the current deep supervised hashing model, simply increasing the length of the hash code cannot significantly improve the performance. Since the loss function adopted by existing methods are prone to produce highly correlated and redundant hash codes.

** Ensemble-based Deep Supervised Hashing** [98] proposed to use an ensemble learning strategy to solve this problem. Specifically, it trains a lot of deep hashing models with different training datasets, training data, initialization and networks, then concatenates them into the final hash codes. It is noticed that the ensemble strategy is suitable for parallelization and incremental learning.

**Weighted Multi-deep Ranking Supervised hashing** [61] tries to construct a more robust and discriminative learner with a set of deep hash tables. To be specific, WMRSH adds bitwise weights and table-wise weights for each bit in each table(model). For each bit in a table, the similarity preservation
is measured by product loss. Afterward, the bit diversity is measured by the correlation between two hash bits. Finally, the Mean average precision (MAP) score for each hash table is viewed as the table-wise weight. The final weight is the product of the three above terms for the final hash codes (i.e., the concatenation of the hash tables with weights). A similar strategy called Hash Boosting has been introduced before\cite{86}.

C. Training strategy for deep hashing

In this subsection, we will introduce two methods that adopted different training strategies from most other methods.

Greedy Hash\cite{56} adopts a greedy algorithm for fast processing of hashing discrete optimization by introducing a hash layer with sign function instead of the quantization error. And the gradients are transmitted entirely to the front layer, which effectively prevents the vanishing gradients of sign function and updates all bits together.

\cite{57} points out a dilemma in learning deep hashing models through gradient descent that it makes no difference to the loss if the paired hash codes change their signs together. As a result, Gradient Attention Network\cite{57} trains a gradient attention network to generate attention on the derivatives of each hash bit for each image by maximizing the decrease of loss. The attention weights generated by the gradient attention network with two fully-connected layers are normalized and then applied to the derivatives in the last layer. In conclusion, this model optimizes the training process by adopting a gradient attention network for effective learning.

D. Deep Unsupervised Hashing

Unsupervised methods do not require any label information. As a result, the similarity information is obtained by the distance of features. The unsupervised methods can be classified into three categories: similarity-removed deep hashing, generative model-based deep hashing and pseudo-label learning-based deep hashing which converts the unsupervised problem into the supervised problem. The models in the first category often come from the deep supervised hashing models but remove the supervised information.

Deep unsupervised hashing based on removing similarity information is very simple. \cite{111} is the first deep unsupervised hashing method to map images to binary codes by using auto-encoders. Several early deep supervised methods can be converted into deep unsupervised forms by removing the loss with semantic information \cite{58}, \cite{62}. DeepBit\cite{112} uses the same framework with general Deep Supervised hashing methods like DSH. Since the similarity information and label information is unavailable, the model is trained by minimizing the quantization loss and bit balance regularization loss in this first period. Then the invariant rotation loss is added by augmenting the training data with different rotations to minimize the distance between binary code in the second period.

Unsupervised hashing based on generative models are limited for their complexity. Stochastic generative hashing\cite{113} proposed to utilize the generative model to learn hash functions through Minimum Description Length principle such that the learned hash codes maximally compress the dataset. And it can also be used to regenerate the inputs. Unsupervised Deep Generative Adversarial Hashing Network\cite{114} combines the hash encoder with Generative Adversarial Network by sharing the weights of the last layer with the discriminator. Besides, the hash encoder has a similar loss function with DeepBit.

The last strategy of unsupervised hashing is widely used and leads to better performance. Unsupervised learning of discriminative attributes and visual representation\cite{115} also adopted a two-step framework. In the first stage, a CNN is trained coupled with unsupervised discriminative clustering\cite{116}. In the second stage, the cluster membership is used as soft supervision to discover shared attributes from the clusters while maximizing their separability in the form of triplet loss. In general, the unsupervised hashing is converted into a supervised problem with similarity information from pseudo labels obtained before. Pseudo Label-based Unsupervised Deep Discriminative Hashing\cite{117} has a similar framework except for using the classification loss instead of the similarity information. Unsupervised triplet hashing\cite{118} constructs the image triplet by an anchor image, a rotated image and a random image. Afterward, the problem becomes a deep supervised hashing problem with triplet input. Unsupervised Deep Hashing with Similarity-Adaptive and Discrete Optimization\cite{119} trains the model alternatively over three modules: deep hash model training, similarity graph updating and binary code optimization. It’s noticed that in step one, the output in step three is used for supervised information, the deep hash-like features are utilized to construct the data similarity graph, and then the binary code is obtained by solving the graph hashing problem. Different from \cite{117}, \cite{116}, this training strategy helps to improve the robustness of the model. Semantic Structure-based Unsupervised Deep Hashing \cite{120} constructs the similarity matrix through the pairwise distances and then the model is trained by deep supervised hashing methods. DistillHash \cite{121} improves the performance of SSUDH by using a different deep supervised hashing model and distilling the data pairs for confident similarity signals. Unsupervised Deep Hashing with Pseudo Labels\cite{122} first obtains the pseudo labels embedding through maximum likelihood and maximum correlation orderly. Then the obtained pseudo labels are viewed as label information for the deep supervised hashing afterward. Unsupervised Semantic-Preserving Adversarial Hashing \cite{123} has a similar architecture to \cite{114} but using the neighbor similarity obtained by K-nearest neighbor algorithm. Weakly Supervised Deep Image Hashing through Tag Embeddings \cite{124} took advantage of user-generated tags associated with the images to learn the hash codes by constructing pairwise similarity information with tags. GLC \cite{125} considers both global and local consistency to improve the performance. MLS\cite{126} further utilizes the intrinsic manifold structure in feature space to reconstruct the local semantic similarity structure. Inspired with Contrastive Learning \cite{127}, CIMON \cite{128} combines self-supervised learning with deep unsupervised hashing to generate high-quality hash codes for retrieval.
E. Multi-modal Deep Hashing Methods

With the advent of the information age and the rapid development of the Internet, multimedia data has explosive growth in various modalities such as text, image, audio, and video. Multi-modal deep hashing has arisen much interest in the field of deep hashing recently. The framework of multi-modal deep hashing methods is similar to general deep hashing methods except that the similarity information includes the intra-modal and inter-modal forms. However, each loss term characterizing the similarity information is similar to that in deep supervised hashing discussed above. [129] gives a detailed review for the multi-modal hashing methods that includes [130], [131], [132], [133], [134], [135], [136], [137], [138], [139], [140].

X. Evaluation Protocols

A. Evaluation Metrics

For deep hashing algorithms, the space cost only depends on the length of the hash code, so the length is usually kept the same when comparing the performance for different algorithms. The search efficiency is measured by the average search time for a query, which mainly depends on the architecture of the neural networks. Besides, if the weighted Hamming distance is used, we cannot take advantage of bit operation for efficiency.

As discussed above, we usually use search accuracy to measure performance. The most popular metrics include Mean Average Precision, Recall, Precision as well as the precision-recall curve. Precision: Precision is defined by the proportion of returned samples that share the common label with the query. The formula can be formulated as:

$$precision = \frac{T}{T + N},$$

where $T$ denotes the number of returned samples that have a common label with the query and $N$ denotes the number of returned samples that do not have a common label with the query. $precision@k$ means the total number of returned sample is $k$, i.e. $T + N = k$.

Recall: Recall is defined by the proportion of samples in the database that have a common label with the query that is retrieved. The formula can be formulated as:

$$recall = \frac{T}{F},$$

where $F$ is the total number of samples in the database that have a common label with the query, including samples not retrieved. $recall@k$ means the total number of returned samples is $k$.

Precision-recall curve: In image retrieval, the precision rate and recall rate are dependent on $k$. The precision rate and recall rate of the same method are negatively correlated. Therefore, we can use the precision rate and recall rate as the horizontal and vertical coordinates to draw the precision-recall curve by varying $k$ to further measure the performance.

Mean average precision: The average accuracy is calculated by integrating the precision rate against the x-axis when the recall rate changes from 0 to 1. In practical applications with discretion, the sequence summation method is utilized to calculated the average precision.

$$AP = \frac{1}{F} \sum_{k=1}^{n} precision@k \Delta \{T@k\},$$

in which $\Delta \{T@k\}$ denotes the change in recall from item $k - 1$ to $k$. It’s evident that the sum of $\Delta \{T@k\}$ is $F$. As a result, the core idea of AP is to evaluate a ranked list by averaging the precision at each position. Afterward, MAP is the mean of the average precision of all query data. Some researchers also calculate the MAP with Hamming Radius $r$, when only samples with distances not bigger than $r$ are considered. [141] shows that the above popular evaluation protocols for supervised hashing are not satisfactory because a trivial solution that encodes the output of a classifier significantly outperforms existing methods. Furthermore, they provide a novel evaluation protocol based on retrieval of unseen classes and transfer learning. However, if the design of hashing methods avoids using the encoding of the classifier, the above popular evaluation protocols are still effective generally.

B. Datasets

The widely-used evaluation datasets have different scales from small, large, to very large. The datasets can be categorized into single-label datasets and multi-label datasets.

MNIST [12] contains 60,000 training images and 10,000 testing images. Each image is described by 784-dimensional raw pixel features and 10K features as the queries.

CIFAR-10 [13] contains 60,000 32 × 32 color images in 10 different classes. The ten different classes represent airplanes, cars, birds, cats, deer, dogs, frogs, horses, ships, and trucks. There are 6,000 images of each class. All of the images are identified with labels that can be used to evaluate the performance of hash-based methods.

IMAGENET [142] is a large-scale image database that contains more than 14 million images hand-annotated by the project to indicate what objects are pictured. ImageNet contains more than 20,000 categories with a typical category, such as "balloon" or "strawberry", consisting of several hundred images.

NUS-WIDE [16] is a real-world web image database from National University of Singapore. It includes 269,648 images with a total number of 5,018 unique tags. There are six types of low-level features extracted from these images: BoW, CH, CM55, CORR, WT and EDH. The images are manually assigned with some of the 81 concept tags. Since images are mostly associated with more than one label, one image is considered as the true nearest neighbor of the query if they contain at least one same label.

COCO [17] contains 82,783 training images and 40,504 validation images, each annotated by some of the 80 categories. After pruning images with no category information, 122,218 images can be obtained for training and testing.

C. Performance Analysis

We present the results of some representative deep supervised hashing and quantization algorithms over CIFAR-10 and NUS-WIDE. In CIFAR-10, 100 images are selected...
randomly per class (1,000 images in total) as the test query set, 500 images per class (5,000 images in total) as the training set. For NUS-WIDE, a subset of 195,834 images that are associated with the 21 most frequent concepts are selected. Each concept consists of at least 5,000 color images in this dataset. Afterward, 100 images per class (2,100 images in total) are sampled randomly as the test query set, 500 images per class (5,000 images in total) as the training set.

It’s noticed that for the various experimental settings, most of the experimental results are not shown in this summary in detail. From the performance, there are some empirical results for different supervised hashing methods.

- Deep supervised hashing greatly outperforms traditional hashing methods (e.g., SDH and KSH) overall.
- Similarity information is necessary for deep hashing. For deep supervised hashing methods in the early period (i.e., before 2016), hash codes are mostly obtained by transferring classification models without supervised similarity information while the methods with pairwise or multi-wise information outperform them.
- Label information helps to increase the performance of deep hashing. This point can be shown from the truth that DSDH outperforms DPHS evidently and the superiority of LabNet. What’s more, some label-oriented methods [107], [87] show comparable performance recently.
- Several skills including regularization term, bit balance, ensemble learning and bit independence help to obtain accurate and robust performance. This point can be seen from an ablation study in some papers.
- Although supervised hashing methods (e.g., DIHN) have achieved remarkable performance, they are difficult to be applied in practice since large-scale data annotations are unaffordable. To address this problem, deep learning-based unsupervised methods provided a cost-effective solution for more practical applications [128].

XI. CONCLUSION

In this article, we present a comprehensive review of the papers on deep hashing. Based on the similarity preserve manners, we divide deep supervised hashing methods into five categories: pairwise similarity preserving, multiwise similarity preserving, implicit similarity preserving, classification-oriented preserving and quantization. In addition, we also introduce some latest topics such as learning to hash with Generative Adversarial Network and multi-modal hashing methods. We observed that the existing deep hashing methods mainly focus on the public dataset designed for classification and detection, which do not fully address the nearest
neighbor search problem. Future work is needed to combine downstream approximate nearest neighbor search algorithm to design specific deep hashing methods. And then we can propose more practical deep hashing methods in this way.
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