ABSTRACT

Speckle Noise is the dominant source of error in high contrast imaging with adaptive optics system. We discuss the potential for wavefront sensing telemetry to calibrate speckle noise with sufficient precision and accuracy so that it can be removed in post-processing of science images acquired by high contrast imaging instruments. In such a self-calibrating system, exoplanet detection would be limited by photon noise and be significantly more robust and efficient than in current systems. We show initial laboratory and on-sky tests, demonstrating over short timescale that residual speckle noise is indeed calibrated to an accuracy exceeding readout and photon noise in the high contrast region. We discuss implications for the design of space and ground high-contrast imaging systems.
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1. SCIENTIFIC MOTIVATION

Direct imaging of exoplanets and circumstellar dust with space and ground telescopes is challenging due the high flux ration between the central star and the object of interest (planet or disk), combined with the small angular separation between the sources. High contrast imaging (HCI) systems are designed to overcome these challenges by combining optical starlight suppression with wavefront control. At optical and near-IR wavelengths, detection with HCI systems is almost always limited by speckle noise: residual uncontrolled and uncalibrated starlight behind the coronagraph mask imposes a contrast floor below which detections become too unreliable.

Differential detection techniques can be employed to mitigate speckle noise. One approach is to use either high spectral resolution signatures in the exoplanet light\(^1\) or polarized light in starlight by circumstellar dust or exoplanet atmospheres.\(^2\) The fraction of an exoplanet light containing polarization of spectral signatures is small, typically up to a few percent, so these differential imaging techniques, although generally quite reliable, are inefficient and poorly suited to detect the faintest sources. Another approach is to separate the speckles from real sources by angular differential imaging (ADI),\(^3\) which detects the planet image thanks to the known field rotation, or spectral differential imaging (SDI),\(^4\) which identifies speckles through their wavelength geometrical scaling. The differential geometrical effects (rotation or scaling) that ADI and SDI rely on are proportional to angular separation, so they do not provide significant contrast gains at the smallest angular separations where
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some of the most valuable exoplanets lie. The underlying assumptions of PSF stationarity or wavelength-scaling are approximations, so ADI and SDI also do not perfectly remove speckle noise. A third line of research is to use the mutual coherence between starlight and speckles to identify them, by spatial\(^5\) or temporal\(^6\) modulation. These promising approaches have recently seen significant progress, but remain challenging to implement on-sky, as speckles can be mis-identified as incoherent due to chromaticity and finite temporal resolution.

In this paper, we explore a complementary approach, where wavefront sensing telemetry could be used to reconstruct the speckle cloud with sufficient accuracy and precision so that it can be numerically removed down to the photon noise residual. If successful, this would allow reliable detection of Earth-like habitable exoplanets orbiting sun-like stars with a 6-m space telescope without relying on extreme long-term stability of the telescope optics, or orbiting M-type stars with a ground-based 30-m aperture equipped with extreme adaptive optics.

To illustrate the scientific potential of high contrast imaging at the photon noise limit, we consider examples representative of space and ground telescopes imaging habitable exoplanets:

- An Earth-like planet orbiting a Sun-like star at 10pc distance, observed by a 6-m space telescope
- An Earth-size planet orbiting in the habitable zone of a M4 type star at a 4pc distance, observed by a 30-m ground-based telescope

Table 1. Observation examples

|                | Space-6m-Earth-G2 | Ground-30m-Earth-M4 |
|----------------|-------------------|---------------------|
| Star           | G2 at 10pc        | M4 at 4pc           |
| Bolometric luminosity \( [L_{\odot}] \) | 1.000             | 0.0072              |
| Planet orbital radius \( [\text{au}] \) | 1.0               | 0.085               |
| Maximum angular separation \( [\text{arcsec}] \) | 0.1               | 0.021               |
| Reflected light planet/star contrast | 1.5e-10          | 2.1e-8              |
| Telescope diameter \( [\text{m}] \) | 6                 | 30                  |
| Science spectral bandwidth | 20\%             | 20\%               |
| Central Wavelength | 797 nm (I band) | 1630 nm (H band)   |
| Maximum angular separation \( \lambda/D \) | 4.5               | 1.9                 |
| Efficiency     | 20 \%            | 20 \%              |
| Total Exposure time | 10 ksec         | 10 ksec            |
| Star brightness | \( m_I = 4.04 \) | \( m_H = 5.65 \)   |
| Photon flux in science band (star) | 1.06e9 ph/s | 5.62e9 ph/s |
| Photon flux in science band (planet) | 0.16 ph/s | 118 ph/s |
| Background zodi-exozodi [contrast] | 3.1e-10 | 1e-10 |
| Background starlight [contrast] | 1e-10 | 1e-5 |
| Total background | 4.1e-10 | 1e-5 |
| Background flux in science band | 0.43 ph/s | 56200 ph/s |
| Photon-noise limited SNR (10 ksec) | 20.8 | 49.7 |
| Exposure time for photon-noise limited SNR=10 | 38 mn | 7 mn |
| Required PSF calibration accuracy (SNR=10) | 0.15 | 5e-3 |

Photon-noise limited sensitivity derivations are shown in Table 1.

For the space-based observation, the background flux is dominated by the combined zodiacal and exozodiacal light components, which contribute \( 2.7 \times \) more light than the planet. A SNR = 10 detection requires 38 mn integration. The ground-based telescope benefits from a larger collecting area, so the planet photon rate is much larger (>100 ph/s), but the background is also significantly higher due to residual atmospheric turbulence, assumed here to be at the 1e5 contrast level. A 7 mn integration allows for SNR=10 detection of the planet.
In order to calibrate speckle noise to $10 \times$ below the planet flux, the residual PSF light must be calibrated to 15% accuracy for the space observation, and to $5e^{-3}$ accuracy for the ground observation. We discuss in this paper steps towards achieving this accuracy, which is especially challenging for the ground observation example discussed in this section.

2. WAVEFRONT SENSOR TO HIGH CONTRAST IMAGE MAPPING

2.1 Self-Calibration Approach

High-contrast imaging (HCI) systems rely on wavefront sensor(s) (WFS) to measure optical aberrations. The measurements serve as the input to a wavefront control loop maintaining near-flat wavefront. WFS measurements usually serve no other purpose. Our calibration approach is to use the WFS telemetry to reconstruct the point spread function (PSF) with sufficient accuracy and precision to subtract residual starlight. These additional steps are shown in Figure 1, colored in red.

![Figure 1. WFS-based PSF calibration principle.](image)

The main challenge to this approach is that it requires accurate knowledge of the relationship between WFS telemetry and PSF. The relationship must be inferred either by modeling, or learned by analysis of telemetry. We explore in this paper the latter option.

The WFS-to-PSF relationship is non-linear, so it is not possible to reconstruct the average PSF from an average of the WFS telemetry. For example, a rapid zero-mean oscillation of a pupil plane sine wave mode will generate a pair of focal plane speckles, even through the average wavefront state is free of aberration. This non-linearity requires the WFS-to-PSF reconstruction to be performed sufficiently fast to capture wavefront temporal variations. For a ground-based system, the WFS-to-PSF reconstruction should be performed at $\approx$ kHz speed, while it can be considerably slower on a space-based system. Reconstructed intensity PSFs may then summed to temporally match the science integration and yield a reconstructed PSF that can be subtracted from the science data. The resulting calibrated science image should then be free of speckle noise. In this scheme, detection contrast is limited by the photon noise of the speckle field, as opposed to the speckle field itself.

We note that previous PSF reconstruction efforts have followed a different approach, where the long exposure PSF is estimated from the temporal variance of each wavefront mode. This approach does not require each WFS frame to be processed, but requires an accurate model of the WFS-to-PSF relationship, and makes several approximations that do not allow for high fidelity PSF reconstruction for high contrast imaging, namely: WFS linearity, quadratic relationship between WF and PSF intensity, and statistical independence between modes. This is not the approach explored in this paper.
2.2 Post-processing vs. closed loop control

Since, as shown in Figure 1, the WFS telemetry serves as the input to the wavefront control (WFC) loop, we discuss here what is the value of also using WFS telemetry for PSF reconstruction. We must consider what information is contained in WFS telemetry that is valuable for PSF reconstruction but cannot be used for WFC.

There are two fundamental advantages in using WFS telemetry for PSF reconstruction over WFC:

- **Correction Null Space.** WFS telemetry contains information about the WF state that is not correctable by the WFC system. For example, WFS frames may extend to higher spatial frequencies than correctable by the deformable mirror(s). WFS frames may also measure amplitude errors. Such errors are in the correction null space, but affect the PSF.

- **Immunity to Latency and Arrow of Time for WF estimation** In a WFC loop, each DM command is based on past WFS measurements. Due to hardware latencies such as camera exposure time, the current WFS measurement is not accessible (it will only be available at a later time). Post-processing PSF reconstruction is immune from such latency.

![Figure 2. Use of WFS temetry for control vs. PSF calibration. In wavefront conrol (top), only past measurements are available to estimate the current WF state. Due to latency, the current and most recent measurements are not yet available. Post-processing (bottom) does not suffer from this limitation: past, current and future measurements are available for PSF estimation.](image)

The arrow of time concept is illustrated in Figure 2. In a WFC correction loop (top), the only WFS measurements available to the control algorithm are in the past, and the WFS telemetry corresponding to the current (and recent) time is not yet available. The control command relies on old and noisy estimates, yielding relatively large WF estimation errors. While predictive control algorithms may help mitigate this limitation, the correction is fundamentally blind to recent and current WF changes. In post-processing (bottom), past, current and future measurements are all available, allowing for a more accurate WF estimation free of latency. By interpolating/averaging between all measurements, WF estimates can also average down measurement noise.

In addition to the null space and arrow of time advantages, post-processing has access to a large sample set of WFS-to-PSF samples, so an accurate model of the WFS-to-PSF relationship can be inferred from the telemetry.
3. ON-SKY EXPERIMENTAL VALIDATION OF WFS-TO-PSF MAPPING

3.1 Solution Uniqueness

The WFS-to-PSF calibration approach requires a unique relationship from WFS measurement to PSF intensity. If such a relationship exists, and is stable over time, it can be learned from synchronized samples of WFS and PSF realizations. The first step in developing a PSF calibration process is therefore to test if such a relationship exists: does WFS telemetry impose a unique PSF solution?

![Figure 3. Solution uniqueness. In case (A) there is a unique mapping from WFS to PSF, while in case (B) the mapping is not unique.](image)

Figure 3 illustrates two possible cases, and indicates how statistical tests can be engineered to test solution uniqueness. WFS measurements are shown on the left, and corresponding PSF intensity on the right. In case (A), there is a unique mapping between input and output spaces and WFS-to-PSF calibration is possible. In case (B) there is no such mapping, and WFS telemetry is insufficient to constrain the PSF. If a unique mapping exists, clusters of nearby points in the input space map to clusters on nearby points in the output space. If no such mapping exists, nearby points in the input space can map to distant points in the output space.

A statistical test to validate the existence of a WFS-to-PSF calibration algorithm is to identify nearby WFS realizations and check that the corresponding output PSFs are similar. We note that this empirical test is not explicitly relying on a WFS-to-PSF reconstruction algorithm. Yet, a multidimensional mapping could be constructed by grouping input points in small clusters and measuring the corresponding output state. Each new measurement would then be matched to one of the input clusters and the corresponding solution would be read from a lookup table. In a high dimension space, this algorithms is not practically feasible and some interpolation is required.

3.2 Experimental Validation of Unique WFS-to-PSF Mapping

The first step toward an on-sky WFS-to-PSF calibration algorithm is to perform the statistical mapping test described in §3.1. We used the Subaru Coronagraphic Extreme Adaptive Optics (SCExAO) system on the Subaru Telescope for this test. The input is a pyramid WFS operating in visible light, and the output is a focal plane image at 750nm wavelength acquired with the VAMPIRES instrument. The test was performed...
in support of the PSF-sharpening iterative DrWHO algorithm where the AO control loop rewards WFS frames corresponding to sharp PSF realizations.\textsuperscript{10,11}

Results are shown in Figure 4. Example WFS and PSF frames are shown at the top. We first constructed synchronized (WFS, PSF) realizations, and then compared pairs of such samples. The bottom left plot shows how euclidian distance between WFS frames compares to euclidian distance between the corresponding PSF frames. The left side of the diagram corresponds to pairs with similar WFS realizations, while the bottom part of the diagram shows similar PSFs. The distribution of points reveals that WFS-similarity implies PSF-similarity: all points to the left side of the cloud exhibit small PSF distance. The converse does not hold: PSF-similarity (bottom of the cloud) does not correspond to WFS-similarity. There are numerous points in the lower right part of the cloud. This experimental results confirms that there is a unique mapping from WFS to PSF, but also reveals there is not unique mapping from PSF to WFS.

This result is consistent with expectations: the WFS provides an unambiguous measurement of WF state for the modes that are sensed. The focal plane image does not map unambiguously to WF state: for example, the signature of the focus WF mode on an otherwise perfect PSF is sign-ambiguous, as the opposite focus values yield the same image. In this experiment, the DrWHO algorithm selected high quality PSF realizations for which the focus WF mode was close to zero. In this second sample (bottom right diagram), WFS similarity is enforced by PSF similarity.

3.3 PSF Reconstruction Validation in Standard Imaging Mode

Having verified that a unique mapping exists from WFS telemetry to PSF, we can attempt to reconstruct the PSF from WFS telemetry. Results of a PSF reconstruction for on-sky data are shown in Figure 5. Here, a fully-connected neural network consisting of two 2000-unit layers was trained on 5 minutes of on-sky data, consisting
of synchronised images from the pyramid wavefront sensor camera and VAMPIRES visible camera\(^\text{12}\) (wavelength 750 nm), running at approximately 500 Hz frame rate. The network used ReLU activation functions and dropout between each layer as a regularizer, the latter proving to be crucial for successful reconstruction. While the fully-connected network shown here provides good results, certain advantages (such as reduced parameter number and resistance to pupil alignment drift) could be expected from a convolutional neural network, which is the focus of a current study.

The main features of the PSF speckle cloud are recovered by the reconstruction. The PSF core shape and bright diffraction features are accurately reproduced, but fainter speckles are less accurately reconstructed.

### 4. HIGH CONTRAST VALIDATION

#### 4.1 Self-Calibration in a Coronagraphic System

We extend here the WFS-to-PSF calibration to coronagraph systems optimized for high contrast imaging. When considering HCI systems, we refer to the input WFS as the bright field (BF) and the output speckle cloud as the dark field (DF). The self-calibration’s goal is to derive the DH from BF. An ideal system for self-calibration would have a stable BF-to-DH relationship. This can be challenging with a configuration such as the one described in §3.3, where the WFS and PSF use different optical trains and cameras.

We therefore used a configuration where BF and DF are co-located on the same detector and share the same optical train. The SCExAO near-IR Lyot coronagraph was configured with speckle control to produce a deep contrast area (DF) over one side of the focal plane mask, with the opposite side of the focal plane image remaining relatively bright and serving as the input BF, as shown in Figure 6 top left image. The experiment is closely related to linear dark field control (LDFC),\(^\text{13}\) where a linear control loop uses the BF as input for wavefront control. LDFC has been demonstrate to stabilize the DH both in the laboratory\(^\text{14}\) and on-sky.\(^\text{15}\) Here, we explore extending LDFC as a DH calibration algorithm, without assuming linearity.

#### 4.2 Laboratory Validation with a Lyot Coronagraph

Results are compiled in Figure 6. The average of all 60000 frames (top left) shows the BF in the lower half of the image and the DH in the top half. The intensity variance across the 60000 images is shown for each pixel of the image at the bottom left, with both readout noise and photon noise variance terms subtracted to reveal actual speckle intensity variance.
A clustering algorithm is used to derive the mapping between BF and DH, as detailed in a previous publication. Results are shown in Figure 6, comparing the full dataset (left column) with one of the clusters serving as an entry in the BF-to-DH mapping table (center column). The cluster consists of 128 samples with similar BF realizations: the variance within the BF is $35.7 \times$ smaller within the cluster than across the full dataset. The corresponding measured DH variance is $30.7 \times$ smaller within the cluster set than across the full input dataset. This last result demonstrates that images with similar BFs also have similar DHs. Image selection using BF intensity successfully constrains DH intensity, demonstrating that a BF-to-DH calibration algorithm can be derived to calibrate residual speckles in high contrast images.

![Figure 6. Self-calibration of high contrast images in a half dark hole configuration on the SCExAO bench. A near-IR Lyot type coronagraph is used to block starlight. Focal plane wavefront control creates a deep contrast area above the coronagraph mask, and a relatively bright area below it. The DH is calibrated from the input sensing area (BF) below the optical axis. A clustering algorithm is employed to derive BF-to-DH mapping.](image)

### 4.3 Null Calibration with Photonic Nulling Interferometer: On-Sky Validation

A photonic nuller is an alternative solution to the high contrast imaging challenge. Unlike a coronagraph constructed from bulk optics between which light freely propagates, the photonic nuller couples starlight into a small number of coherent singlemode waveguides. The waveguides are coherently combined to produce starlight destructive interference in null output(s). Bright starlight is directed to bright outputs which measure the intensity in input waveguides (photometry output(s)) and phase offset between input waveguides (WFS output(s)). The photonic nuller concept and its implementation are discussed in publications from the GLINT instrument team.\textsuperscript{17, 18}

The photonic nuller is well-suited for self calibration:

- Starlight is coupled in a small number of coherent waveguides. At each wavelength, light into the photonic device input is fully described by phase and amplitude (and possibly polarization), so the number of dimension in the input is a few times the number of waveguides.
• The relationship between input variables (phase and amplitude of each waveguide) and output intensities is entirely established within the photonic chip so it is significantly more stable than an optical train of optical components subject to relative misalignments.

![Figure 7. Null calibration with the GLINT photonic nuller: Laboratory (left) and on-sky (right) demonstration. Each of the 8 vertical panel shows the GLINT detector output, consisting of 16 horizontal spectra (one per output of the photonic chip) ranging from 1340 nm (right edge) to 1690 nm (left edge). Images are grouped by pair, with the average image on the left and standard deviation on the right. The leftmost pair is the average (a) and standard deviation (b) of the full set of 12,796 consecutive images. The average (c) and standard deviation (d) of one of the clusters that define the BF-to-DH is shown. Blue boxes indicate the BF used for selection, and the red boxes show the DH signals. The right side of the figure shows the same data for on-sky observations.](image)

We validated the BF-to-DH calibration approach on the GLINT instrument installed on the Subaru Telescope. Figure 7 shows laboratory (left) and on-sky (right) results. Wavefront errors were added with the system’s deformable mirror in the lab experiment. All datasets were acquired at 1.4 kHz frame rate.

Both experiments demonstrate that the DH signal is well constrained by the BF state. In the on-sky result, the standard deviation of the DH signal (d) after calibration is below the readout and photon noise of the DH signal, indicating that the self-calibration is able to estimate the residual starlight to an accuracy below photon and readout noise. Details of the experiments are provided in a previous publication. The experiment validates uniqueness of the null solution for a given BF measurement, with no evidence of a measurement null space which would induce a variation in the null outputs without a corresponding signature in the BF.

5. CONCLUSION AND PERSPECTIVES

Self-calibration of high contrast imaging data using WFS telemetry is a promising solution to the current speckle noise limitation, potentially providing photon-noise limited detection limits on space and ground high contrast imaging systems. Preliminary on-sky experiments described in this paper are encouraging, and demonstrate that speckle noise is well constrained by WFS telemetry. The experiments were however limited in duration and did not validate that the WFS-to-PSF relationship is stable over long periods of time, which is critical to subtract speckle noise without removing planet signal. If the calibration holds, then the WFS-to-PSF mapping can be recorded on a calibration star (without a planet) and used to remove speckle noise on the science target.
demanding stability requirement will most likely be achieved by minimizing the time-variable non-common path aberrations (NCPA) between the input WFS and output science image.

Our findings suggest that future space-based high contrast imaging systems could be designed with less demanding telescope wavefront stability, as speckle noise can be accurately calibrated and removed from the science images. In this regime, speckle noise at or below the natural zodi-exozodi background at \( \approx 3\times10^9 \) contrast will not affect detection limits, and stronger residual starlight can be compensated for by longer integration time to average photon noise. The coronagraph throughput and bandpass would be optimized for sensitivity in the photon-noise regime instead of reaching contrast levels below the exoplanet level.

For both space and ground systems, accurate self-calibration will require a stable or well-calibrated relationship between WFS and science data. The photonic nulling chip approach appears particularly promising, as (1) the WFS and nulling functions are imprinted in the same physically small device, leaving little room for the WFS-to-DF relationship to change, (2) the WF state is discretized in a small number of coherent waveguides and (3) the output channels can easily be dispersed in wavelength.

We have relied on an explicit BF-to-DH mapping in this study. Our experiments built the mapping by clustering input samples and averaging the corresponding output samples. This allows for inspection of the output samples corresponding to the samples of the input cluster, so that the mapping uniqueness can be verified and quantified. This "lookup table" approach does not scale efficiently to high dimensions, for which more efficient reconstruction algorithms are needed. Neural network approaches have recently been shown to address this challenge,\(^{19,20}\) and perform well on the same photonic nulling data as presented in §4.3. Validation over larger datasets and longer time spans will be required to confirm algorithms are suitable for the high contrast imaging application discussed in this paper.
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