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Abstract—In this work, we develop a pair of rate-diverse encoder and decoder for a two-user Gaussian multiple access channel (GMAC). The proposed scheme enables the users to transmit with the same codeword length but different coding rates under diverse user channel conditions. First, we propose the row-combining (RC) method and row-extending (RE) method to design practical low-density parity-check (LDPC) channel codes for rate-diverse GMAC. Second, we develop an iterative rate-diverse joint user messages decoding (RDJD) algorithm for GMAC, where all user messages are decoded with a single parity-check matrix. In contrast to the conventional network-coded multiple access (NCMA) and compute-forward multiple access (CFMA) schemes that first recover a linear combination of the transmitted codewords and then decode both user messages, this work can decode both the user messages simultaneously. Extrinsic information transfer (EXIT) chart analysis and simulation results indicate that RDJD can achieve gains up to 1.0 dB over NCMA and CFMA in the two-user GMAC. In particular, we show that there exists an optimal rate allocation for the two users to achieve the best decoding performance given the channel conditions and sum rate.

Index Terms—Gaussian multiple access channel (GMAC), low-density parity-check (LDPC) code, extrinsic information transfer (EXIT) chart analysis.

I. INTRODUCTION

An interference channel has been considered as a canonical model to understand the design principles of cellular networks with inter-cell interference [1]. A Gaussian multiple access channel (GMAC) is a simple interference channel where two users communicate with one receiver in the presence of additive white Gaussian noise (AWGN). The capacity region of the two-user GMAC has been characterized in [2], [3], where the corner points of the capacity region can be achieved via single user decoding, and the points in between can be achieved by time sharing. It is also shown that any rate pair in the capacity region can be attained by rate splitting or joint decoding without time sharing [4], [5]. Some enabling solutions of GMAC have been extensively studied in the field of coding and information theory, such as superposition coding [6], [7], successive interference cancellation (SIC), and the message passing algorithm (MPA) [8], [9]. As the best known achievable strategy, Han-Kobayashi scheme is a joint unique decoding of messages for the two-user interference channel [10]. Each user splits the information into private and common parts by superposition encoding. Both parts are optimally recovered by using simultaneous joint decoding [11], [12]. Since the recovery of the private part can be simply decoded as in the point-to-point communications, the main challenge lies in the transmission and recovery of the common messages, where each receiver treats the interference channel as a MAC.

For a GMAC, multiple users transmit their messages simultaneously to a receiver. Among the various types of receivers, SIC has been widely studied because of its simplicity, where serial decision and cancellation are performed [13]–[16]. In a SIC-aided GMAC, the received signal powers from different users at the receiver are significantly different. Thus, the receiver first decodes the message corresponding to the strongest signal and removes this message from its observation. The corner points of the two-user capacity can be achieved by SIC in GMAC, while other points can be achieved by time-sharing, rate-splitting, or joint decoding. In particular, capacity-approaching low-density parity-check (LDPC) codes have been designed for two-user GMAC by using joint decoders at the receiver [17]–[19]. A more recent study has optimized the power ratio of the two users to minimize the required SNR for a given rate under the joint decoding in a GMAC [20].

Not until very recently has the notion of physical-layer network coding (PNC) been adopted into the two-user GMAC, referred to as network-coded multiple-access (NCMA) [21]. The core of PNC is to turn mutual interference between signals received from simultaneously transmitting users into useful network-coded (NC) messages [22], [23]. As a prevailing decoding in PNC, XOR-based channel decoding (XOR-CD) aims to decode bitwise NC messages of user messages. The first work on NCMA has used XOR-CD and multiuser decoding (MUD) to first decode the NC message and then both user messages [21]. Later, to achieve a high-efficient transmission, a NCMA system that operates with high-order modulations of QPSK and 16-QAM has been developed [24]. To exploit different channel conditions, different modulations for distinct users have been adopted to realize modulation-diverse NCMA with the same coding rate [25]. It was shown that the system throughput of NCMA with BPSK+QPSK outperforms those of modulation-homogeneous NCMA. More recently, a NCMA downlink system for unmanned aerial vehicle (UAV) communications has been developed to improve system throughput.
by NCMA-based superposition coding \cite{25}.

In another line of PNC-based GMAC, compute-and-forward multiple access (CFMA) generalizes PNC to multi-user networks by utilizing structured nested lattice codes \cite{21,28}. The authors have extended compute-and-forward to a GMAC from a theoretical perspective \cite{29}. By appropriately scaling the lattice codes, it can attain the dominant face of the capacity region of GMAC with a single-user decoder without time sharing. Following this study, practical off-the-shelf LDPC codes and efficient decoding algorithms have been adopted for CFMA \cite{32}. Similar to NCMA, CFMA first decodes a linear NC combination of two codewords by XOR-CD, and then recovers the individual user codewords. It has been shown that CFMA can achieve some rate pairs on the dominant face of the capacity region, whereas the conventional SIC fails to attain these rate pairs. However, the achievable rate of XOR-CD in a two-user GMAC is limited by the worse user channel even when the other channel is error-free. In this context, CFMA may not perform well over the user channels that are significantly diverse. This is due to the fact that CFMA decodes the NC message by using the parity-check matrix of the better user channel only.

In this paper, we propose a two-user uplink rate-diverse GMAC over diverse channel conditions. We call the user with the better channel condition as the strong user and that with the worse channel as the weak user. The proposed system allows the users to adopt different channel codes, i.e., a low-rate code for the weak user and a high-rate code for the strong user. This work is primarily motivated by the observation that the achievable rate of XOR-CD in a two-user GMAC is limited by the worse user channel even though the other channel is error-free, and this limitation prevents the strong user from fully exploiting its superior channel condition. In this context, the goal of this paper lies in the encoder and decoder designs for the weak user and a high-rate code for the strong user.

The authors have extended compute-and-forward to a GMAC works by utilizing structured nested lattice codes \cite{27,28}. Moreover, we show that the proposed RDJD can approach the rate pair on the dominant face of the capacity region without rate-splitting or time-sharing.

The remainder of this paper is organized as follows. Section II presents the related background for GMAC. Section III puts forth the concept of rate-diverse GMAC and elaborates its encoder and decoder. Section IV investigates the iterative decoding of the proposed scheme by means of an EXIT chart analysis. Section V presents the performance of the rate-diverse GMAC and validates its advantages. Finally, Section VI concludes the paper.

II. RELATED BACKGROUND

In this paper, we use a boldface letter to denote a vector and the corresponding italic letter to denote a symbol within the vector. For example, $x$ is a vector, and $x$ is a symbol within the vector.

A. System Model

We consider the two-user GMAC in Fig. 1. Let $\mathbb{F}_q$ denote a $q$-ary finite field and $q$ is a prime power. Let $\mathbf{u}_1$ and $\mathbf{u}_2$ be two source message vectors of lengths $K_1$ and $K_2$ for users 1 and 2, respectively, $\mathbf{u}_1, \mathbf{u}_2 \in \mathbb{F}_q$. Channel codes are used to encode $\mathbf{u}_1$ and $\mathbf{u}_2$ into two length-$L$ vectors $\mathbf{c}_1$ and $\mathbf{c}_2$ with rates of $R_1 = K_1/L$ and $R_2 = K_2/L$, respectively, where $c_1, c_2 \in \mathbb{F}_q$. The channel codes with $R_1$ and $R_2$ have parity-check matrices $\mathbf{H}_1$ and $\mathbf{H}_2$, respectively. We use $\Gamma_1$ and $\Gamma_2$ to denote the channel coding for the two users, i.e.,

$$c_1 = \Gamma_1(\mathbf{u}_1), c_2 = \Gamma_2(\mathbf{u}_2).$$

Users 1 and 2 generate two signal vectors $x_1$ and $x_2$ by symbol-wise modulations, i.e., $x_1 = \varphi_1(c_1)$ and $x_2 = \varphi_2(c_2)$, where $\varphi_m$ defines the modulation from $c_m$ to $x_m$ of user $m$. Let $\chi_m$ denote the constellation set of user $m$. The cardinality of $\chi_m$ is $q$, i.e., $|\chi_m| = q$ (by cardinality, we mean the number of distinct elements in the set), and $x_m \in \chi_m$, $m = 1, 2$.

Let $h_1$ and $h_2$ denote the channel coefficients from user 1 and user 2 to the receiver, respectively. Assuming perfect

![Fig. 1. GMAC channel model.](image-url)
synchronization between the two users, the signal at the receiver is given by

\[ y = h_1x_1 + h_2x_2 + z, \]

where the vector \( z \) contains white Gaussian noise samples with zero mean and variance \( N_0/2 \). Without loss of generality, we assume that \( |h_1| \geq |h_2| \) and \( R_1 \geq R_2 \) in this paper.

With respect to (2), let \( x = h_1x_1 + h_2x_2 \) denote a superimposed symbol under channel coefficients \( h_1 \) and \( h_2 \) (i.e., the noise-free received signal). We define the set that collects all superimposed symbols under \( h_1 \) and \( h_2 \) as \( \hat{x} = \{ h_1x_1 + h_2x_2 \mid x_1 \in \chi_1, x_2 \in \chi_2 \} \). In addition, we denote \( x \) as a vector of the superimposed symbols, \( x(i) \in \hat{x}, i = 1, 2, \ldots, L \). We consider block fading channels where \( h_1 \) and \( h_2 \) keep unchanged during one block transmission and vary from one block to the next. In general, \( |\hat{x}| = q^2 \). We then define a pair of coded messages \( (c_1, c_2) \) as a joint message. The set of joint messages is given by

\[ C = \{ (c_1, c_2) \mid c_1, c_2 \in \mathbb{F}_q \}, \]

where \( |C| = q^2 \). Accordingly, each element in \( \hat{x} \) is associated with a joint message \( (c_1, c_2) \) in \( C \). Thus, \( C \rightarrow \hat{x} \) is a one-to-one mapping under given fading channel coefficients. The receiver in GMAC aims to recover all user messages from the received signal \( y \).

B. Problem at a Glance

The capacity region of a two-user GMAC is given by the convex hull of the set of rate pairs \( (R_1; R_2) \) that satisfies \[ \begin{align*}
R_1 \leq I(x_1; y|x_2) \\
R_2 \leq I(x_2; y|x_1) \\
R_1 + R_2 \leq I(x_1, x_2; y),
\end{align*} \]

for some joint distribution \( (x_1; x_2) \sim p(x_1)p(x_2) \). The SIC decoding can achieve one of the two corner points of the pentagonal region \[ \begin{align*}
R_1 &< I(x_1; y), \\
R_2 &< I(x_2; y|x_1).
\end{align*} \]

The remaining points on the dominant face can be achieved by time-sharing and rate-splitting \[ 27 \]. Every rate pair in the interior of the rate region can be achieved by simultaneous decoding. Assuming that the messages are drawn uniformly at random, the average probability of error is defined as

\[ P_e(n) = P\{ (u_1, u_2) \neq (u_1, u_2) \}. \]

A rate pair \( (R_1; R_2) \) is said to be achievable if there exists a sequence of \( (2^{nR_1}; 2^{nR_2}; n) \) codes such that \( \lim_{n \to \infty} P_e(n) = 0 \).

CFMA has been proposed to achieve some rate pairs of GMAC capacity without rate-splitting or time sharing \[ 27 \]. The scheme employs nested lattice codes and a sequential decoding scheme. In the first step, the receiver decodes a linear combination of codewords \( a_1u_1 + a_2u_2 \) (modulo-lattice reduced) with non-zero integer coefficients \( a_1 \) and \( a_2 \); in the second step, the receiver exploits this linear combination as side information to decode one of the codewords (either \( u_1 \) or \( u_2 \)); finally, the receiver recovers the other message from the outputs of previous two steps. Furthermore, this decoding scheme achieves (a part of) the dominant face of the capacity region for the GMAC \[ 30 \]. Later on, rather than based on lattice codes, a generalization of CFMA based on nested linear codes and joint typicality encoding and decoding is presented \[ 31 \].

In the linear-code-based GMAC, the linear-network coding \( \phi \) mapping from a superimposed vector \( x \) to a NC message vector \( c \) is defined as

\[ c = \phi(x) = \phi(h_1x_1 + h_2x_2) = a_1c_1 + a_2c_2 = a_1\varphi_1^{-1}(x_1) \oplus_q a_2\varphi_2^{-1}(x_2), \]

where \( a_1, a_2 \in \mathbb{F}_q \). \( \varphi_m^{-1} \) denotes the inverse of \( \varphi_m \), \( m = 1, 2 \).

The following theorem describes an achievable rate region with CFMA.

**Theorem 1** \[ 31 \]: A rate pair \( (R_1, R_2) \) is achievable with nested linear codes and under CFMA decoding if for some non-zero coefficient vector \( (a_1, a_2) \in \mathbb{F}_q^2 \) and for some mapping \( \varphi_1^{-1} \) and \( \varphi_2^{-1} \), we have either

\[ \begin{align*}
R_1 &< H(x_1) - \max\{ H(c|y), H(x_1, x_2|y, c) \}, \\
R_2 &< H(x_1) - H(c|y),
\end{align*} \]

or

\[ \begin{align*}
R_1 &< H(x_1) - H(c|y), \\
R_2 &< H(x_2) - \max\{ H(c|y), H(x_1, x_2|y, c) \},
\end{align*} \]

where

\[ c = a_1c_1 \oplus_q a_2c_2, \]

\[ (c_1, c_2) = (\varphi_1^{-1}(x_1), \varphi_2^{-1}(x_2)). \]

and

\[ H(c|y) = H(c) - I(c; y). \]

By Theorem 1, for some \( (a_1, a_2) \in \mathbb{F}_q^2 \), CFMA can achieve non-corner rate points in \[ 8 \] and \[ 9 \], which are distinct from corner points on the dominant face.
The simulation results in [25] have also shown that the uplink step for these two schemes is to decode both user messages. Moreover, the performance loss of XOR-CD degrades the decoding performance of CFMA and NCMA, as the second step for these two schemes is to decode both user messages. The simulation results in [25] have also shown that the uplink step becomes the bottleneck of NCMA, when all users use the same modulation and code rate by ignoring their individual channel gains.

![Achievable rates of XOR-CD with \((h_1, h_2) = (1.4, 0.8)\) and \((h_1, h_2) = (2.5, 0.8)\), respectively.](image)

It can be seen from (8)-(11) that the rate \(I(c; y)\) is vital in the achievable rate pairs. In the following, we illustrate \(I(c; y)\) in CFMA over different channel gains \(h_1\) and \(h_2\). We will show that the achievable rate \(I(c; y)\) is strictly limited by the worse channel of the two user channels, even though the other user channel is sufficiently good. We consider a binary channel-coded two-user CFMA, i.e., \(q = 2\). In this case, XOR-CD is used in CFMA to decode the NC message vector \(c = c_1 \oplus c_2\) with \(a_1 = a_2 = 1\) in [7]. Fig. 3 shows the achievable rate \(I(c; y)\) of XOR-CD. The achievable rate of point-to-point (P2P) communication with a channel gain \(h\) is also plotted as an upper bound. We can see that XOR-CD with \((h_1, h_2) = (1.2, 0.9)\) has a rate loss as compared with P2P with \(h = 0.9\) in the low-to-medium SNR regimes, and approaches the latter one in the high SNR regime. This rate loss is increased up to 3–5 dB as compared to P2P channel with \(h = 1.2\) over all SNR regimes.

We enlarge the difference of the two channel conditions and plot the results in Fig. 3. First, it shows that XOR-CD with \((h_1, h_2) = (1.4, 0.8)\) has a slight rate loss as compared with P2P with \(h = 0.8\), and the rate loss is increased to about 4–6 dB with \(h = 1.4\). Second, we note that XOR-CD with \((h_1, h_2) = (1.4, 0.8)\) performs close to XOR-CD even with a much larger \(h_1\), e.g., \((h_1, h_2) = (2.5, 0.8)\). From these results, one can deduce that

\[
I(c; y) \leq \min(C_1, C_2),
\]

where \(C_1\) and \(C_2\) denote the channel capacities of the users 1 and 2, respectively. Thus, \(I(c; y)\) has a rate loss compared to the capacity of the better channel, and the loss becomes larger as the channel difference becomes more significant. Moreover, the performance loss of XOR-CD degrades the decoding performance of CFMA and NCMA, as the second step for these two schemes is to decode both user messages. The simulation results in [25] have also shown that the uplink step with the poorest channel condition becomes the bottleneck of NCMA, when all users use the same modulation and code rate by ignoring their individual channel gains.

III. PROPOSED CHANNEL CODE AND DECODER DESIGNS

This section develops a pair of encoder and decoder for a two-user GMAC to employ different coding rates according to the channel conditions. First, we develop the channel codes by the RE and RC methods. Second, we propose a novel RDJD decoder to directly decode both user messages rather than to decode the users’ messages one by one, as in CFMA and NCMA.

A. Proposed Channel Code Designs

We suppose that users 1 and 2 are the strong and weak users, respectively. We design two codes for the two users with the same codeword length but different code rates. We consider that user 1 adopts a code \(C_1\) of rate \(R_1\) with a parity-check matrix \(H_1\), while user 2 adopts a code \(C_2\) of rate \(R_2\) with a parity-check matrix \(H_2\). Note that \(R_1 \geq R_2\). Moreover, we design the codes that satisfy \(C_1 \supseteq C_2\). That is, the code \(C_2\) is a subcode of \(C_1\) given the same codeword length. In this way, the user messages can be decoded by a single decoder based on the low-rate parity-check matrix. To this end, we propose the RE and RC channel code design methods as follows.

1) RE method: Given the parity-check matrix \(H_1\) of user 1, we construct the parity-check matrix \(H_2\) for \(C_2\) of user 2 with the lower rate \(R_2\) by appending an additional matrix \(H_e\) below in \(H_1\), as shown in (13). To reduce performance loss, it is required that the newly added rows in \(H_e\) cannot introduce cycle-4 in \(H_2\).

\[
H_2 = \begin{pmatrix}
H_1 \\
1 & 1 & 0 & \cdots & 0 & 1 & 0 & 1
\end{pmatrix} \begin{pmatrix}
H_e
\end{pmatrix}.
\]

(13)

2) RC method: Given \(H_2\) of rate \(R_2\), we first select some rows out of \(H_2\) to form a matrix \(\bar{H}_r\); the matrix formed by the remaining rows in \(H_2\) is denoted by \(H_d\), as shown in (14). Second, every \(\lambda\) rows in \(H_r\) are grouped to generate a new row under some finite-field operations, and the resulting matrix \(\bar{H}_r\) consisting of the new rows has fewer rows than \(H_r\). Finally, as shown in (15), we construct a new matrix \(H_1 = [H_d; \bar{H}_r]\) as the parity-check matrix for user 1 with rate \(R_1\). Obviously, \(H_1\) has fewer rows than \(H_2\).

Note that we can combine the rows in \(H_r\) in various ways, which may lead to different performance. For example, we can simply perform XOR on every \(\lambda = 2\) rows to generate \(\bar{H}_r\). We require that the rows to be combined cannot have two or more “1”s in the same column such that the variable-node
degree distribution will remain unchanged.

\[
H_2 = \begin{pmatrix}
0 & 0 & 1 & \cdots & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & \cdots & 1 & 0 & 0 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{pmatrix}
\]

\[
H_1 = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 1 & 0 & \cdots & 1 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\end{pmatrix}
\]

In particular, for both methods, we have

\[
c_1 H_2^T = 0 \quad \text{for user 1},
\]

\[
c_2 H_2^T = 0 \quad \text{for user 2}.
\]

From (13) and (14b), there is a common parity-check matrix \(H_e\) between \(H_1\) and \(H_2\), and a residual matrix \(H_a\) in \(H_2\) besides \(H_e\). To be specific, \(H_e = H_1\) and \(H_a = H_e\) for RE, while \(H_e = H_2\) and \(H_a = H_e\) for RC. It means that the codeword \(c_2\) checked by \(H_2\) is also a valid codeword checked by \(H_e\). That is, \(c_2 H_2^T = 0\) leads to \(c_2 H_e^T = 0\), yielding

\[
\begin{bmatrix} c_1 \\ c_2 \end{bmatrix} H_e^T = 0.
\]

Due to \(c = c_1 \oplus c_2\), we also have

\[
c H_e^T = 0.
\]

(17) means that we can decode \(c\) based on the high-rate parity matrix \(H_e\), as in CFMA and NCMA.

Moreover, from (16), we can employ a single decoder associated with \(H_e\) to decode both user messages. In addition to (16), \(c_2\) is also checked by \(H_a\), and we have

\[
c_2 H_a^T = 0 \quad \text{for user 2}.
\]

Thus, we can employ an additional decoder associated with \(H_a\) to decode \(c_2\), which can provide independent information to help decode both user messages.

Referring to the decoder shown in Fig. 4, CFMA first decodes the NC message vector \(c\) as \(\hat{c}\) according to (17) by XOR-CD and then decodes \(c_1\) as \(\hat{c}_1\) with the side information of \(\hat{c}\) according to (13). Note that XOR-CD in Step 1 uses the common high-rate parity-check matrix \(H_e\) to decode the vector \(c\) without involving the residual matrix \(H_a\) in low-rate \(H_2\). As a result, Step 1 cannot fully exploit the decoding capability provided by the low-rate code. Thus, CFMA and NCMA with XOR-CD may not perform well when the two users have largely different coding rates.

**Remark:** In the P2P communications, the better channel allows a higher transmission rate to achieve reliable communication. In this context, in a two-user GMAC, it is desirable to allocate the strong user with a higher code rate and the weak user with a lower rate. However, the rate allocation cannot work in XOR-CD, since the achievable rate of XOR-CD is limited by the capacity of worse channel. Thus, both NCMA and CFMA cannot fully exploit the different user channel conditions.

**B. Proposed Decoder Design**

In contrast to CFMA that only relies on \(H_e\) to decode the NC message vector \(c = c_1 \oplus c_2\), our proposed decoder decodes the user messages using both \(H_a\) and the residual matrix \(H_a\) in \(H_2\).

To achieve this goal, we propose a novel RDJD decoding algorithm consisting of a JUD decoder and a RUD decoder. Different from XOR-CD that decodes the NC message vector \(c\), JUD first estimates both user messages \(c_1\) and \(c_2\) within \(H_e\) simultaneously. Second, extrinsic information about \(c_2\) from JUD is derived as a priori information for RUD, which can estimate \(c_2\) within \(H_a\) since \(c_2 H_e^T = 0\). Then the extrinsic information of \(c_2\) is fed back from RUD to JUD to further help decode \((c_1, c_2)\). As shown in Fig. 5, soft messages are iteratively passed between JUD and RUD. We summarize the decoding procedure of the RDJD as follows.

1. **Initiation:** Set the maximum number of outer iterations to \(G_{outer}\). Given the received signal \(y\), compute the initial channel messages \(p_{th}\).
2. **JUD:** With \(p_{th}\) and a priori information of \(c_2\) from RUD, JUD decodes \((c_1, c_2)\) with \(H_e\) and outputs \(\hat{c}_1\) and \(\hat{c}_2\). If \(\hat{c}_1 H_e^T = 0\) and \(\hat{c}_2 H_e^T = 0\), or the number of iterations reaches \(G_{outer}\), stop decoding and output \(\hat{c}_1\) and \(\hat{c}_2\) as the decoded codewords; otherwise, output extrinsic information of \(c_1\) and \(c_2\) and go to step 3.
3. **RUD:** With a priori information of \((c_1, c_2)\), RUD estimates \(c_2\) by using the marginal messages of \(c_2\) with \(H_a\). Pass the extrinsic information of \(c_2\) to JUD and go to step 2.

Next we elaborate JUD and RUD.

**1) JUD:** Define the joint codeword as \(c_{1,2} = [c_1; c_2]\) and its \(i\)th element as \(c_{1,2}(i) = [c_1(i), c_2(i)]\), which is a vector containing two coded bits, \(i = 1, 2, \ldots, L\). Thus, \(c_{1,2}(i)\) has 4 different combinations, \(c_{1,2}(i) \in C\). Note that \(c_{1,2}(i)\) can be decoded by the same channel decoder with \(H_e\) in (16). We use \(\eta\) to denote the conversion function from a binary vector to its corresponding decimal value, i.e.,
\( o = \eta(c_{1,2}(i)) = \eta([c_1(i), c_2(i)]) \). Then, \( o \in \Delta = \{0, 1, 2, 3\} \). Conversely, we use \( \eta_m^{-1}(o) \) to denote the \( m \)th bit in the bit vector converted from \( o \), \( m = 1, 2 \). Moreover, we denote \( p^o(i) = \Pr(c_{1,2}(i) = \eta^{-1}(o)) \).

Let a length-4 probability vector \( p(i) \) denote the soft message of \( c_{1,2}(i) \) passing within JUD. We perform sum-product algorithm (SPA) within \( H_c \) that consists of two sets of nodes, i.e., variable nodes \( v \) and check nodes \( t \). A variable node \( v(i) \) corresponds to \( c_{1,2}(i) \).

- **Initial messages for JUD.** Recall that the superimposed symbol \( x = h_1x_1 + h_2x_2 \) has four possible values, \( x \in \tilde{X} = \{h_1 + h_2, h_1 - h_2, -h_1 + h_2, -h_1 - h_2\} \) and \( \tilde{x}^j \) is the \( j \)th element in \( \tilde{X} \) for each received signal. We introduce a length-4 channel probability vector \( p_{ch}(i) \) for the \( i \)th variable node, where the \( j \)th element \( p_{ch}^j(i) \) denotes the probability of \( x(i) = \tilde{x}^j \) and is computed by

\[
\begin{align*}
p_{ch}^j(i) &= \Pr(y(i) | x(i) = \tilde{x}^j, h_1, h_2) \\
&= \frac{1}{\beta \sigma^2} \exp\left(-\frac{|y(i) - \tilde{x}^j|^2}{2\sigma^2}\right),
\end{align*}
\]

where \( \beta \) is a normalization factor that ensures \( \sum_{j=0}^{3} p_{ch}^j(i) = 1 \).

In addition, JUD has a priori information which is the extrinsic soft information \( e^i(i) \) of user 2 coming from RUD, and \( e^i(i) \) denotes the probability of \( c_2(i) = j \), \( j \in \{0, 1\} \). Then, the initial information for JUD can be computed by

\[
\begin{align*}
p^o(i) &= \beta p^o_{ch}(i)e^i(i), j = \eta_2^{-1}(o), o \in \Delta.
\end{align*}
\]

Note that \([e^0(i), e^1(i)] = [0.5, 0.5]\) in the first outer iteration for all the bits.

- **Message update of variable nodes and check nodes.** We use functions VAR and CHK to represent message updating at the variable nodes and check nodes, respectively. The explicit update rules of VAR and CHK with degree three are given in Appendix A. The messages from the variable nodes with degree greater than three can be recursively calculated by

\[
\begin{align*}
v_{\rightarrow k} &= \text{VAR}(p(1), \ldots, p(k - 1), p(k + 1), \ldots, p(g)) \\
&= \text{VAR}(p(g), \text{VAR}(p(1), \ldots, p(k - 1), p(k + 1), \ldots, p(g - 1))),
\end{align*}
\]

where \( v \) is a degree-\( g \) variable node, \( v_{\rightarrow k} \) denotes the messages from \( v \) to its \( k \)th connected check node, and \( p(k) \) denotes the input messages of \( v, k = 1, 2, \ldots, g \).

Similarly, the messages from the check nodes with degree greater than three are calculated by

\[
\begin{align*}
t_{\rightarrow k} &= \text{CHK}(q(1), \ldots, q(k - 1), q(k + 1), \ldots, q(d)) \\
&= \text{CHK}(q(d), \text{CHK}(q(1), \ldots, q(k - 1), q(k + 1), \ldots, q(d - 1))),
\end{align*}
\]

where \( t \) is a degree-\( d \) check node, \( t_{\rightarrow k} \) denotes the message from \( t \) to its \( k \)th connected variable node, and \( q(k) \) denotes the input messages of \( t, k = 1, 2, \ldots, d \).

- **Mapping of joint user messages.** After iterations, \( v(i) \) is estimated as \( o \in \Delta \). The a-posteriori probability of \( v(i) \), denoted by \( w(i) = [w^0(i), w^1(i), w^2(i), w^3(i)] \), is evaluated in (22) by computing all incoming messages from the check nodes as well as the initial message. Finally, the joint user messages are decoded as

\[
\begin{align*}
v(i) &= \eta^{-1}(o) = [c_1(i), c_2(i)], \\
\text{if } \arg\max_{v_j \in \Delta} w^j(i) &= o.
\end{align*}
\]

2) **RUD:** The information \( w \) is then passed into RUD, which picks up the a priori probability of \( c_2 \). Let \( a(i) = [a^0(i), a^1(i)] \) with \( a^j(i) \) being the probability of \( c_2(i) = j \), which can be computed by

\[
a^j(i) = \sum_{\eta_2^{-1}(o) = j} w^o(i), i = 1, 2, \ldots, L.
\]

With \( a(i) \) as the a priori probability, \( i = 1, 2, \ldots, L \), we perform SPA decoder for the bit-wise estimation of \( c_2 \) within \( H_c \). After decoding, we generate extrinsic information \( e^0 \) and \( e^1 \) of \( c_2 \) from the a posteriori probability by excluding \( a(i) \). The extrinsic information then serves as the a priori information to JUD in (20).

From the above decoding procedure, we can regard RDJD as a serial concatenated code, where soft information is serially updated between two constituent decoders JUD and RUD. Notably, the proposed rate-diverse GMAC outperforms SIC when two channel gains are even near-balanced and balanced. This is due to the fact that two users adopt code rates of large difference to distinguish the user messages. RUD uses a residual parity-check matrix for one user, which helps JUD to decode message for the other user with the common parity-check matrix.

**IV. EXIT Analysis for Rate-diverse GMAC**

In this section, we use an EXIT chart to illustrate the decoding behavior of RDJD by plotting the input/output relations of the constituent JUD and RUD decoders. This also provides an insight for rate allocation of GMAC with diverse channel conditions.

Recall that the inputs to JUD are the channel information and the extrinsic information from RUD, while the inputs to RUD is the extrinsic information from JUD. Note that only the extrinsic information for user 2 (i.e., the weak user) is iteratively updated between JUD and RUD. Let \( I_{U_A} \) denote the a priori mutual information between the coded bits and the input log-likelihood ratios (LLRs) of JUD for user 2; and \( I_{U_E,m} \) denote the mutual information between the coded bits
and the output LLRs of JUD for user $m$, $m = 1, 2$. Similarly, let $I_{R_A}$ and $I_{E_R}$ denote the a priori mutual information and extrinsic mutual information of user 2 from RUD, respectively. The extrinsic output of RUD is the a priori information for JUD and vice versa. We measure the a priori mutual information between coded bit $X$ and the LLR $\xi$ by

$$I_A = \frac{1}{2} \sum_{\mu \in \{+1, -1\}} \int_{-\infty}^{\infty} \frac{2f_A(\xi|X = \mu)}{f_A(\xi|X = +1) + f_A(\xi|X = -1)} \, d\xi,$$

where $f_A$ is the conditional probability density function. By simulated observations, we can model the a priori LLRs of the constituent decoders by an independent Gaussian random variable with variance $\sigma_A^2$ and mean zero. Thus, we can compute $I_{U_A}$ and $I_{R_A}$ using

$$J(\sigma_A) = 1 - \int_{-\infty}^{\infty} \exp \left( \frac{-(x - \sigma_A^2/2)^2}{2\sigma_A^2} \right) \log_2 [1 + \exp(-x)] \, dx,$$

where $J(\sigma_A)$ can be approximated by a polynomial. Basically, an EXIT chart in RDJD includes two curves that characterize JUD and RUD, respectively. Each curve represents a relation between the a priori information and the extrinsic information. For each decoder, the mutual information between the coded bit $X$ and the extrinsic LLR $\xi$ can be measured by

$$I_E = \frac{1}{2} \sum_{\mu \in \{+1, -1\}} \int_{-\infty}^{\infty} \frac{2f_E(\xi|X = \mu)}{f_E(\xi|X = +1) + f_E(\xi|X = -1)} \, d\xi,$$

where $f_E(\xi|X = \mu)$ is the conditional PDF. For JUD, $I_{E,m}$ is defined as a function of $I_{U_A}$ and the channel information, i.e., SNR value, and is given by

$$I_{U,m} = T_U(I_{U_A}, SNR), \quad m = 1, 2,$$

where $T_U$ represents JUD. Similarly, for RUD, we have

$$I_{R,m} = T_R(I_{R_A}),$$

where $T_R$ represents RUD. Since the analytical treatments of $I_{E,m}$ for JUD and RUD are difficult to obtain, the distributions of $f_E$ are most conveniently determined by Monte Carlo simulation (histogram measurements). Note that no Gaussian assumption is imposed on the distribution of the extrinsic outputs.

Given a received power $|h_1|^2 + |h_2|^2 = 3.1$, we show the decoding behavior of the RDJD under a sum rate $R_1 + R_2 = 1.3$. First, Fig. 6 shows the transfer characteristics $I_{U,m}$, $m = 1, 2$, from JUD at a SNR of 2.5 dB, where the x-axis and y-axis denote the a priori input $I_{U_A}$ and the extrinsic output $I_{E,m}$, respectively. For all the rate pairs, we can see that $I_{U_E,2}$ from JUD are monotonically increasing in $I_{U_A}$. It is reasonable that the reliability of user 2 becomes larger because $I_{U_E,2} = T_U(I_{U_A}, SNR)$. In particular, $I_{U_{E,1}}$ from JUD also increases with $I_{U_A}$ although $I_{U_A}$ is only related to the reliability of user 2. It is because JUD decodes the superimposed signal for the two user messages simultaneously, where the successful decoding of user 2 contributes to decoding convergence of user 1.

Second, Fig. 7 shows the effect of different channel conditions on RDJD. The extrinsic mutual information of both users with $(h_1, h_2) = (1.5, 0.9)$ is much larger than that with $(h_1, h_2) = (1.3, 1.2)$ given $|h_1|^2 + |h_2|^2 = 3.1$. Recall that JUD decodes four combinations, i.e., four superimposed symbols, of two user messages associated with $h_1$ and $h_2$. As the values of $h_1$ and $h_2$ are close, some of the superimposed symbols become close, which leads to the reduced Euclidean distance between the symbols. In this case, the inter-user interference is equivalently severe and it is hard to distinguish one user from the other user.

Considering $(h_1, h_2) = (1.5, 0.9)$ and $R_1 + R_2 = 1.3$, Fig. 6 shows that $I_{U_{E,m}}$ with rate pair $(R_1, R_2) = (0.75, 0.55)$ is larger than that with $(R_1, R_2) = (0.65, 0.65)$, $m = 1, 2$. We also see that $I_{U_{E,1}}$ has a larger initial value than $I_{U_{E,2}}$.
at the start point of $I_{U_{A}} = 0$ due to the larger channel gain $|h_{1}| > |h_{2}|$. Accordingly, $I_{U_{E_{2}}}$ has a gap from $I_{U_{E_{1}}}$ during the iterations. However, as $I_{U_{A}}$ for user 2 increases, $I_{U_{E_{2}}}$ increases faster than $I_{U_{E_{1}}}$ and the gap becomes narrower. In particular, $I_{U_{E_{2}}}$ is almost the same as $I_{U_{E_{1}}}$ when $I_{U_{A}}$ becomes large enough, e.g., $I_{U_{A}} > 0.6$.

Recall that JUD and RUD exchange extrinsic soft information iteratively. To account for the iterative nature, we also plot the EXIT curves of JUD and RUD in Fig. 7. The axes are swapped for transfer characteristics of the two decoders. We define the region between the two expected EXIT curves, one for the JUD and one for RUD, as the decoding tunnel. The figure plots the EXIT curves of RDJD with rate pairs $(R_{1}, R_{2}) = (0.75, 0.55)$ and $(R_{1}, R_{2}) = (0.85, 0.45)$. At a SNR of 2.5 dB, the curves of JUD and RUD do not overlap for both cases. It means that RDJD can achieve a successful decoding with an arbitrarily small error probabilities for both cases. Moreover, we can see that the case with $(R_{1}, R_{2}) = (0.85, 0.45)$ has a larger decoding tunnel than that with $(R_{1}, R_{2}) = (0.75, 0.55)$. Since a larger decoding tunnel implies a faster convergence rate and a lower decoding threshold, we deduce that the RDJD with $(R_{1}, R_{2}) = (0.85, 0.45)$ converges faster and performs better than that with $(R_{1}, R_{2}) = (0.75, 0.55)$. Therefore, an optimized rate allocation is required to achieve the best performance.

V. SIMULATION RESULT

In this section, we provide numerical simulations of the GMAC schemes and compare with the theoretical rate regions. For the theoretical rate regions, we evaluate theorem 1 with different discrete inputs. In our simulations, the total number of decoding iterations is set to 150. For fair comparison with iteratively decoded RDJD, the number of iterations between JUD and RUD is 5, and the number of channel decoding iterations is 30. We assume that a rate pair $(R_{1}, R_{2})$ is achieved for a given power and channel gains if the bit-error rate (BER) is below $10^{-5}$ over 500 independent trials.

A. Average Performance of different GMAC schemes

We compare the average BER performance of the two users in different GMAC schemes. Given a total transmission rate $R_{1} + R_{2} = 1.1$, we first consider a GMAC channel of $(h_{1}, h_{2}) = (\sqrt{3}, 1.0)$. At $h_{1} = \sqrt{3}$, we employ a $(273,191)$ LDPC code with a parity-check matrix $H_{1}$ of rate $R_{1} = 0.7$ [34]. For $h_{2} = 1.0$, we generate a low-rate code $H_{2}$ of $R_{2} = 0.4$ by using our proposed RE method, which is achieved by appending 80 rows to $H_{1}$. Each of the 80 rows has three ones placed in randomly selected positions. Fig. 9 shows that RDJD with iterative decoding has a large gain, about 0.8 dB, over RDJD without iterations. It is consistent with the EXIT result that shows iterations between JUD and RUD providing large gains. The figure also plots the BER of the conventional NCMA and CFMA, where the two users adopt the same parity-check matrix $H$ with $R_{1} = R_{2} = 0.55$. The matrix $H$ is generated by appending 40 rows to $H_{1}$ by the RE method. We see that iterative RDJD has significant gains, 0.6 dB and 0.7 dB, over NCMA and CFMA at a BER of $3 \times 10^{-4}$, respectively. Therefore, we can conclude that RUD can help to distinguish and decode two user messages in JUD iteratively since it provides independent information for the user 2. Moreover, we observe a large gap between AWGN capacity and the decoding performance of the existing GMAC schemes, and this gap can be greatly narrowed by the proposed RDJD.

Fig. 9 further compares the BER performance of the proposed scheme and the SIC scheme under near power-balance GMAC. This scenarios is highly desirable in practice since guaranteeing large received power differences between two users is not always possible [25]. With $(h_{1}, h_{2}) = (1.0, 0.95)$, two users in the proposed scheme is allocated with different coding rates $(R_{1}, R_{2}) = (0.8, 0.2)$, while the users in SIC scheme adopt the same rate $(R_{1}, R_{2}) = (0.5, 0.5)$. We can see from the figure that RDJD outperforms SIC by 0.4 dB at a BER of $3 \times 10^{-4}$. It is because the inter-user interference is large in near power-balanced scenarios. The effective SNR for
decoding the user messages is relatively small. The proposed scheme exploits a large residual matrix in the low-rate code, which provides a larger decoding capability than the SIC in the case of strong interference. In this way, we can decode one user message independently by RUD and use it as side information to decode the other user message in JUD.

B. Performance of RDJD with different rate pairs

Next, we compare the BER performance of two users with different rate pairs over the channels with \((h_1, h_2) = (1.5, 0.9)\). Given LDPC codes of block length 5000 bits and a sum rate of \(R_1 + R_2 = 1.3\), we consider three pairs of \((R_1, R_2)\), namely \((0.75, 0.55)\), \((0.85, 0.45)\), \((0.95, 0.35)\). The high-rate code with \(H_1\) is the LDPC code optimized for point-to-point AWGN communications. The additional parity-check matrix appended to \(H_1\) to form the low-rate code of \(H_2\) is also optimized for point-to-point communications. Under iterative decoding, Fig. 10 shows that the system with \((R_1, R_2) = (0.85, 0.45)\) outperforms that with \((R_1, R_2) = (0.75, 0.55)\) by 0.7 dB at a BER of \(10^{-4}\). It is because the inferior channel \(h_2 = 0.9\) requires a lower code rate to achieve successful decoding of user 2 in RUD. Moreover, the system with \((R_1, R_2) = (0.85, 0.45)\) yields a gain of 0.5 dB over that with \((R_1, R_2) = (0.95, 0.35)\) at a BER of \(10^{-4}\). It is because that the common matrix \(H_1\) of \(R_1 = 0.95\) provides less useful information than that with the lower rate \(R_1 = 0.85\) for the first user. The first user using the high-rate \(H_1\) cannot be decoded successfully in JUD even with the reliable information of user 2 from RUD. The results suggest that there exists an optimal allocation of channel coding rates for the two users. In other words, given the channel gains and sum rate, we should consider proper rate allocation for the two users, which is associated with the common matrix and residual matrix for JUD and RUD, respectively.

Fig. 10 also shows that RDJD with \((R_1, R_2) = (0.85, 0.45)\) achieves a significant gain of 1.0 dB over NCMA with the same rate \((R_1, R_2) = (0.65, 0.65)\) at a BER of \(5 \times 10^{-4}\). Moreover, it is interesting to note that two users have much different decoding performance in NCMA while they show similar performance, within only 0.1 dB difference, for RDJD. It is because the two users have the same rate in NCMA but with different channel initial reliability caused by different channel gains. In RDJD, iterative information exchange between JUD for the two users and RUD for one user offers a performance balance between the two users. Moreover, with long codewords, Fig. 11 demonstrates that the proposed rate-diverse GMAC with \((R_1, R_2) = (0.85, 0.45)\) can attain the non-corner point of the dominant face of capacity region.

C. Performance of RDJD with low rate transmission

We consider a low rate transmission with a sum rate \(R_1 + R_2 = 0.5\), \((h_1, h_2) = (1.4, 0.8)\), and a codeword length of 1024. NCMA adopts a rate pair \((R_1, R_2) = (0.25, 0.25)\) for the two users, and the channel codes used are the protograph LDPC codes [53]. Fig. 12 shows that RDJD with \((R_1, R_2) = (0.34, 0.16)\) outperforms that with \((R_1, R_2) = (0.3, 0.2)\) by 0.3 dB at a BER of \(4 \times 10^{-4}\). For RDJD, the parity-check matrices \(H_1\) of \(R_1\) and \(H_2\) of \(R_2\) are generated from \(H\) by RC method and RE method, respectively. We can see that the RDJD with rate pair \((R_1, R_2) = (0.34, 0.16)\) achieves a gain of 0.5 dB over non-iterative RDJD. The gains are less than that in the case with \(R_1 + R_2 = 1.25\). It is because in the low rate transmission, both the parity-check matrices \(H_1\) and \(H_2\) are large. Thus, the additional decoding capability provided by \(H_4\) in \(H_2\) seems relatively low and has less effect on decoding both users’ messages. However, the figure shows that the gain of RDJD over NCMA is still large, up to 0.8 dB, which is in part due to that JUD can yield a larger gain over XOR-CD at low rate than high rate.

D. Performance of nonbinary channel-coded GMAC with 4PAM

Fig. 13 shows the symbol error rate (SER) of GMAC schemes with 4PAM modulation and nonbinary LDPC coding over the integer ring \(Z_4\). Regular LDPC codes with codeword length of 600 symbols are used. The non-zero entries of the parity-check matrix are multiplicative invertible elements (non-zero divisors), i.e., \(\{1,3\}\), randomly selected from \(Z_4\). In
allows users to adopt different channel coding rate under different channel conditions. In the GMAC system, we proposed two channel code design methods for the two users such that the users with a good channel and an inferior channel employ the channel codes of a high code rate and a low code rate, respectively. Moreover, the two channel codes have some rows in their parity-check matrices identical. We then proposed an iterative RDJD as a serial concatenated decoder that consists of JUD and RUD as two constituent codes. The JUD decodes both user messages within the common parity-check matrix, and RUD provides independent information for the inferior channel user protected by the residual parity-check matrix. Moreover, we used the EXIT chart to show the decoding gain from the iterative decoding between JUD and RUD, and characterized the properties of different rate allocations for the two users.

To verify the EXIT analysis, we also studied the BER performance of the proposed system when LDPC channel codes were adopted. Our simulation showed that the iterative RDJD achieved a large gain over the conventional NCMA and CFMA schemes for both high rate and low rate transmissions. In particular, this gain could be more than 1 dB at relatively high rate cases. Moreover, we found that there existed an optimal rate allocation to obtain the best decoding performance for the two users given a constant sum rate. It suggested that the redundancy for JUD and RUD should be optimized to achieve decoding convergence according to different channels in GMAC.

Fig. 12. BER performance of RDJD with different rate pairs at $R_1 + R_2 = 0.5$.

Fig. 13. SER performance of nonbinary channel-coded GMAC schemes with 4PAM over $Z_4$ at $R_1 + R_2 = 1$.

this scenario, JUD in RDJD is the generalized nonbinary SPA (G-SPA) proposed in 37, 38, and RUD is the conventional nonbinary SPA decoding. Similarly, XOR-CD in CMFA and NCMA is the network-coding-based channel decoding (NC-CD) that performs symbol-by-symbol NC mapping prior to channel decoding. Moreover, as in 7, NC-CD attempts to decode NC codeword with all possible coefficients, where $(a_1, a_2)$ are limited to non-zero divisor in $Z_4$, $(a_1, a_2) \in \{(1, 3), (1, 3), (3, 1), (3, 3)\}$. Fig. 13 plots the SER results for $(h_1, h_2) = (1.0, 0.8)$ and $R_1 + R_2 = 1.0$. We see that RDJD with $(R_1, R_2) = (0.6, 0.4)$ has a performance gain of 0.5 dB over NCMA in nonbinary channel-coded cases, while non-iterative RDJD with $(R_1, R_2) = (0.5, 0.5)$ slightly outperforms NCMA by 0.1 dB.

VI. CONCLUSIONS

In this paper, we proposed a rate-diverse GMAC system that allows users to adopt different channel coding rate under different channel conditions. In the GMAC system, we proposed two channel code design methods for the two users such that the users with a good channel and an inferior channel employ the channel codes of a high code rate and a low code rate, respectively. Moreover, the two channel codes have some rows in their parity-check matrices identical. We then proposed an iterative RDJD as a serial concatenated decoder that consists of JUD and RUD as two constituent codes. The JUD decodes both user messages within the common parity-check matrix, and RUD provides independent information for the inferior channel user protected by the residual parity-check matrix. Moreover, we used the EXIT chart to show the decoding gain from the iterative decoding between JUD and RUD, and characterized the properties of different rate allocations for the two users.

To verify the EXIT analysis, we also studied the BER performance of the proposed system when LDPC channel codes were adopted. Our simulation showed that the iterative RDJD achieved a large gain over the conventional NCMA and CFMA schemes for both high rate and low rate transmissions. In particular, this gain could be more than 1 dB at relatively high rate cases. Moreover, we found that there existed an optimal rate allocation to obtain the best decoding performance for the two users given a constant sum rate. It suggested that the redundancy for JUD and RUD should be optimized to achieve decoding convergence according to different channels in GMAC.

VII. APPENDIX A

Output Message of Variable Nodes. Assume that the variable node $v$ is connected to two check nodes and channel initial message. Given the two input messages $p = [p^0, p^1, p^2, p^3]$ of the initial message and $p(1) = [p^0(1), p^1(1), p^2(1), p^3(1)]$ from the first check node, the outgoing probability message to the second check node, denoted by $v_{\rightarrow 2} = [v^0(2), v^1(2), v^2(2), v^3(2)]$, where $v^o(2)$ denotes the probability of $v = o$, is given by

$$
v^o(2) = Pr(v = o|p, p(1)) = \frac{Pr\{p, p(1)|v = o\}Pr\{v = o\}}{Pr\{p, p(1)\}}
= \frac{Pr\{v = o|p\}Pr\{v = o|p(1)\}Pr\{p, p(1)\}}{Pr\{p, p(1)\}}
= \beta p^o p^o(1).
$$

(30)

Then, the output message is

$$
v_{\rightarrow 2} = \text{VAR}(p, p(1)).
$$

Output Message of Check Nodes. Suppose that a check node $t$ is connected to three variable nodes. We use $q(1) = [q^0(1), q^1(1), q^2(1), q^3(1)]$ and $q(2) = [q^0(2), q^1(2), q^2(2), q^3(2)]$ to denote the incoming messages from the variable nodes $v(1)$ and $v(2)$, respectively. Let $q = [q^o, q^1, q^2, q^3]$ denote the probability of the coded bit $v$ from $v(1)$ and $v(2)$, where $q^o$ denotes the probability of $v = o$. We calculate message $q$ based on $q(1)$ and $q(2)$, with $q^o$ being

$$
q^o = Pr(v = d(q(1), q(2)) = \sum_{q(m, n) = o} q^m(1)q^n(2),
$$

(32)
where $\varphi(m, n) = o$, the bit-wise parity-check function of JUD, will be defined in (34), according to the LDPC encoding as below.

For the $k$th user, the check node $t$ is connected to three variable nodes $v_k(1)$, $v_k(2)$, and $v_k(3)$, satisfying

$$c_k(1) \oplus c_k(2) \oplus c_k(3) = 0,$$  \hspace{1cm} (33)

where $k = 1, 2$. Thus, the encoding of JUD also satisfies the same requirement. Suppose that three joint bit vectors corresponding to three variable nodes are $c_{1,2}(1) = [c_1(1), c_2(1)]$, $c_{1,2}(2) = [c_1(2), c_2(2)]$, and $c_{1,2}(3) = [c_1(3), c_2(3)]$, respectively. Moreover, $m$, $n$ and $o$ are used to represent the decimal values of the three vectors, i.e., $m = \eta(c_{1,2}(1))$, $n = \eta(c_{1,2}(2))$, and $o = \eta(c_{1,2}(3))$. Thus, with respect to (33), given a value of $o$, we define $\varphi(m, n) = o$ in (32) as

$$\eta_k^{-1}(o) = \eta^{-1}(m) \oplus \eta^{-1}(n), \hspace{1cm} k = 1, 2.$$ \hspace{1cm} (34)

As defined before, $\eta_k^{-1}(m)$ is the $k$th bit of the bit vector converted from a decimal value $m$. Finally, the output message of $t$ is

$$t_{-3} = \text{CHK}(q(1), q(2)).$$ \hspace{1cm} (35)
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