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Pyrazinamide (PZA) is one of the essential anti-mycobacterium drugs, active against non-replicating \textit{Mycobacterium tuberculosis} (MTB) isolates. PZA is converted into its active state, called pyrazinoic acid (POA), by action of \textit{pncA} encoding pyrazinamidase (PZase). In the majority of PZA-resistance isolates, \textit{pncA} harbored mutations in the coding region. In our recent report, we detected a number of novel variants in \textit{PZA-}\textsuperscript{R} MTB isolates, whose resistance mechanisms were yet to be determined. Here we performed several analyses to unveil the \textit{PZA}\textsuperscript{R} mechanism of R123P, T76P, G150A, and H71R mutants (MTs) through molecular dynamics (MD) simulations. In brief, culture positive MTB isolates were subjected to PZA susceptibility tests using the WHO recommended concentration of PZA (100 μg ml\textsuperscript{−1}). The \textit{PZA}\textsuperscript{R} samples were screened for mutations in \textit{pncA} along sensitive isolates through polymerase chain reactions and sequencing. A large number of variants (GeneBank accession no. MH461111), including R123P, T76P, G150A, and H71R, have been spotted in more than 70% of isolates. However, the mechanism of \textit{PZA}\textsuperscript{R} for mutants (MTs) R123P, T76P, G150A, and H71R was unknown. For the MTs and native PZase structures (WT), thermodynamic properties were compared using molecular dynamics simulations for 100 ns. The MTs structural activity was compared to the WT. Folding effect and pocket volume variations have been detected when comparing between WT and MTs. Geometric matching further confirmed the effect of R123P, T76P, G150A, and H71R mutations on PZase dynamics, making them vulnerable for activating the pro-drug into POA. This study offers a better understanding for management of \textit{PZA}\textsuperscript{R} TB. The results may be used as alternative diagnostic tools to infer PZA resistance at a structural dynamics level.

1. Introduction

Pyrazinamide (PZA) is one of the essential anti-mycobacterium drugs effective against only isolates in latent \textit{Mycobacterium tuberculosis} (MTB) isolates. The drug in combination has reduced tuberculosis (TB) therapy to 6 months. According to the world health organization (WHO), about 1.7 billion of the world’s population are infected with latent TB. Among the anti-TB drugs, PZA activation into the active form pyrazinoic acid (POA) depends on pyrazinamidase (PZase) activity. The common mechanism behind PZA-resistance (\textit{PZA}\textsuperscript{R}) is mutations in the \textit{pncA} gene.\textsuperscript{1,3} The PZase crystal structure consists of four \(\alpha\)-helices surrounding six parallel \(\beta\)-sheets.\textsuperscript{4} At the metal binding site, Fe\textsuperscript{2+} establishes hydrogen interactions with His51, His57, His71 and Asp49 (ref. 7) while residues Asp8, Lys96, and Cys138 form catalytic triads, close to \(\beta\)-strand 3 and 1 and the N-terminal of \(\alpha\)-helix 3.

Amino acid locations 132–142, 61–85, and 3–17 of PZase are frequently mutated.\textsuperscript{6} However, mutations may occur elsewhere than these sites and may alter the protein folding.\textsuperscript{1,7} Mutations may produce an allosteric effect.\textsuperscript{8} Investigations exploring the dynamics behavior of variants using molecular dynamics simulations (MD) are a time efficient approach.

Ligand–protein interactions are widely investigated using MD approaches. MD simulations are a widely used approach to provide insight into mechanisms of changes in drug targets that can result in resistance among infectious diseases. Although experimental procedures are considered as the gold standard, MD simulations have a certain useful aspect for unveiling the resistance mechanism at the level of molecules and atoms.
where molecular interactions are addressed and the level of effect is observed for better understanding of the mechanism.\textsuperscript{11} The structural change aspects of proteins have a particular importance in depicting the residues level information that could be useful in many industrial level applications. MD simulation\textsuperscript{12–14} is an ideal approach to explore the molecular level information.

In recent studies, the sequencing of the \textit{pncA} genes from \textit{PZA}\textsuperscript{A} isolates revealed novel mutations\textsuperscript{5} whose mechanism of resistance has not been investigated. Using MD simulations, MTs R123P, T76P and G150A in comparison with WT were observed to dig out the mechanism of \textit{PZA}\textsuperscript{A}. In the present study, the dynamics behaviors of WT and MTs R123P, T76P, G150A, and H71R have been studied and compared to explore the changes in PZase, effecting the conversion of PZA into the active form.

2. Material and methods

2.1. Crystal structure preparation

The crystal structure was retrieved from the Protein Data Bank (PDB ID 3pl1).\textsuperscript{15} Mutations H71R, R123P, T76P, and G150A were induced using PyMOL.\textsuperscript{16}

The chemical structure of PZA was retrieved from PubChem, an online database for chemical compounds using PubChem CID: 1046.\textsuperscript{17} The molecular operating system (MOE)\textsuperscript{18} has been applied for generating the docking complexes prior to MD simulation.

2.2. Molecular docking and binding pocket analysis

The PatchDock server was used to dock the WT and MTs in order to observe the protein–drug interactions. PatchDock measures the geometric features of the receptor and small molecules. Binding pockets of WT and MTs were measured through the online server Computed Atlas Surface Topography of proteins (CASTp). The CASTp server locates, delineates and computes concave areas on protein 3D structures. These regions comprise pockets sited on surfaces and spaces buried inside of proteins. The PatchDock performs molecular docking of protein–ligand complexes with a geometry-based docking algorithm. The server finds the docking transformations, yielding good molecular shape complementarity. The transformations induce wide interface areas. A widespread interface includes several local matched features of the docked biomolecules possessing complementary characteristics. The Connolly dot surface molecules are represented as convex, concave, and flat patches. A good geometric surface is calculated with high matching scores.

2.3. Validation via molecular dynamics (MD) simulation

The wild type and mutant types of the proteins were investigated using molecular dynamics (MD) simulation studies using the Amber package,\textsuperscript{19} using Amber14ff. The TIP3P water model was used to solvate the systems while to neutralize the system \textit{Na}\textsuperscript{+} ions were added.\textsuperscript{20} The system was energy minimized by using the steepest descent algorithm. The minimized complexes were heated up to 300 K in 0.2 ns. Subsequently, each system was equilibrated by a two step procedure at constant 1 atm and 300 K. Restraining simulation of the position was employed to equilibrate the ions and solvent around the protein before the actual simulation. Constant number of atoms, volume, pressure, and temperature (\textit{NVT} and \textit{NPT}) ensembles were applied to the system for the MD simulation studies. The Particle Mesh Ewald (PME) algorithm was used to calculate the long-range electrostatics interactions. Short-range Coulomb and Van der Waals interactions were set for cutoff values. A cutoff distance of 10.0 \textit{Å} was used. Periodic boundary conditions were applied in all the three dimensions. A total of 100 ns of MD simulation has been used for the protein–ligand complex to analyze the behavior of WT and MTs complexes. The resulting structural coordinates were saved at intervals of every 2 ps.

2.4. Principal Component Analysis (PCA) and internal motion of system

Principal Component Analysis (PCA) has been performed on the mass-weighted cartesian coordinates to obtain internal motion of the system. PCA clusters the motion of different trajectories and shows its distribution along the principal axis. A set of transformed variables \textit{z}_1, \textit{z}_2, \ldots, \textit{z}_\textit{p}, known as principal components (PCs), are generated.\textsuperscript{41–42} The first two components known as PC1 and PC2 give the trajectories on the initial two principal components of motion. The following equation was used to draw clusters of the trajectories and understand the distribution pattern.

\[
\Delta G(X) = -k_B T \ln P(X)
\]

where \textit{X} indicates the response of the two principal components, \textit{k}_B is the Boltzmann constant, and \textit{P(X)} is the dispersion of the framework’s likelihood on the first two principal components.

2.5. Binding free energy calculation

The script MMPBSA.PY was used to calculate the free binding energy for all the protein–ligand complexes\textsuperscript{38,43–46} considering 2500 snapshots from the MD trajectories using the following equation.

The free energy of each component was estimated using the following equation:

\[
\Delta G_{\text{bind}} = \Delta G_{\text{complex}} - (\Delta G_{\text{receptor}} + \Delta G_{\text{ligand}})
\]

\(\Delta G_{\text{bind}}\): total binding free energy. The free energy of each component was estimated using the following equation:

\[
G = G_{\text{bond}} + G_{\text{ele}} + G_{\text{vdW}} + G_{\text{pol}} + G_{\text{npol-TS}}
\]

where \(G_{\text{bond}}, G_{\text{ele}},\) and \(G_{\text{vdW}}\) denote bonded, electrostatic, and van der Waals interactions, respectively. \(G_{\text{pol}}\) and \(G_{\text{npol}}\) are polar and nonpolar solvated free energies. The \(G_{\text{pol}}\) and \(G_{\text{npol}}\) are calculated by the Generalized Born (GB) implicit solvent method with the solvent-accessible surface area SASA term.
2.6. Dynamic cross-correlation

A time subordinate movement of Cα atoms was obtained by using the dynamics cross-correlation maps (DCCM) approach.\textsuperscript{27,47} Thus, to understand the correlated and anti-correlated motions of the Cα atoms of all the system’s residues, the correlation matrix was obtained. The following equation was used for DCCM calculations.

\[ C_{ij} = \frac{(\Delta r_i \times \Delta r_j)}{l(\Delta r_i^2)(\Delta r_j^2)} \]

The matrix \((C_{ij})\) represents the time-correlated data of the protein between the \(i\) and \(j\) atoms. Cα atoms from the 5000 snapshots were chosen to construct the matrix at 0.002 ns intervals. In the plot, the positive values specify correlated motions, whereas negative values indicate anti-correlated motion during the simulation.

Table 1 Binding pocket volume and thermodynamic WT and MTs PZase\textsuperscript{a}

| Complex name | PatchDock score | Pocket volume (Å) | MMGBSA | ΔvdW | ΔElec | ΔPs | ΔSASA | ΔG\textsubscript{Total} |
|--------------|-----------------|-------------------|---------|------|-------|-----|-------|------------------|
| Wild         | 2386            | 525.641           |         |      |       |     |       |                  |
| H71R         | 2377            | 158.181           |         |      |       |     |       |                  |
| T76P         | 2382            | 333.695           |         |      |       |     |       |                  |
| R123P        | 2382            | 525.641           |         |      |       |     |       |                  |
| G150A        | 2420            | 481.240           |         |      |       |     |       |                  |

\(\Delta G_{\text{Total}}\) = total binding free energy; Elec = electrostatic energy; SASA = solvent accessible surface area; Ps = polar solvation; vdW = van der Waals; MMGBSA = molecular mechanics generalized Born solvent accessibility.

Fig. 1 Location of mutations has been highlighted in PZase before MD simulation. (A) G150A. (B) T76P. (C, D and E) R123P, H71R, and WT. These mutations are mainly present in the loop regions which are functionally considered important.

3. Results

3.1. Binding pocket and free energy calculation of WT and mutant PZase

The binding pocket contains residues Asp8, Lys96, and Cys138 and forms catalytic triads close to β-strand 3 and 1 and the N-terminal of α-helix 3. The binding pocket volume of WT has been considered as the most suitable for interactions with the drug. Any deviations in the pocket volume may result in weak or loss of binding with the drug. The CASTp server analyzed and computed the binding pocket of WT and MTs (Table 1). The server computed pocket volumes for MTs show variations compared to the server computed pocket volume of 525.641 Å for WT. The pocket volumes of MTs H71R and T76P have been highly affected. This deviation may impede the binding affinity. The total free energies of WT and MTs have also been detected to have
significant variations. WT has been detected as the most stable based on total free energy, SASA and also van der Waals interactions.

3.2. PZase and PZA shape complementarity
Shape complementarity between drug (PZA) and target (PZase) has been computed, using PatchDock. WT exhibited a good molecular shape complementarity score as compared to MTs (Table 1). The variation in shape complementarity scores, where WT exhibited a higher matching than the MTs, shows the intensity of the effect on the geometry of the PZase structure during binding with small molecules (Table 1).

3.3. Flexibility and stability of WT and MTs
To analyze the conformational fluctuations due to mutations, the RMSD and RMSF for R123P, T76P, G150A, H71R and WT, were compared. WT exhibited an RMSD between 1 Å and 2 Å which remains fairly consistent over 100 ns (Fig. 2). The T76P seems highly unstable even with a 100 ns simulation period.

On the other hand, MTs attained a significant difference in their overall stability. MTs R123P, T76P, G150A, and H71R exhibited an RMSD between 1 Å and 4.5 Å (Fig. 2) and remain unstable at the end of the simulation period as compared to the WT.

The RMSF exhibited by MTs is higher than for the WT (Fig. 3). The WT RMSF value ranges from 2.5–3.4 Å. The uppermost RMSF has been observed at residue locations 25–50. The main differences have been detected at the residual region 75–150 where the RMSD value could be observed in comparison with WT. Similarly the residues’ fluctuation could be seen at the terminal, which is more flexible in WT than MTs. However, the residues’ fluctuations in MTs beyond 50 seems a little different when compared with WT.

3.4. Radius of gyration
To determine the impact of the mutations on the compactness of the protein, $R_g$ was calculated. As given in Fig. 4, the wild type and R123P mutant showed similar patterns of $R_g$, which is in uniformity with the results from the patch dock cavity volume prediction. The average $R_g$ for the wild type was observed to be 16.2 Å. The $R_g$ for the wild type remained uniform until 80 ns but a sudden increase and then decrease afterward was observed. In the case of H71R the average $R_g$ was observed to be 15.4 Å, however a major drift at 60 ns was observed and the $R_g$ increased up to 16.2 Å. For G150A, with a relatively higher $R_g$ (~16 Å), major $R_g$ shifts were observed at different intervals. Furthermore, T76P also showed a relative increase in the $R_g$ at different intervals such as 75 ns and 95 ns. These results imply that the mutants affected the compactness of the protein when compared to the wild type.

MTs displayed a more scattered category of motion than native PZase, scattered over a large area on PC1 between –60

Fig. 2 RMSD of WT and MTs. WT and MTs attained a significant difference in RMSDs. WT is seen to be stable throughout the simulation while R123P, T76P, G150A, and H71R exhibited high RMSD and more deviation.
and 50 and PC2, −40 and 40 (Fig. 5B). MTs G150A, R123P, and T76P showed a wider and more scattered type of motion on PC2 between −50 and 50, −70 and 30, −60 and 30, respectively (Fig. 5). Residues’ positive and negative correlated motions were observed through dynamic cross correlated motion (DCCM) as shown in Fig. 6. WT revealed a more interrelated motion as compared to MTs. Amino acids at all positions except at locations 50–60 exhibited a negative correlation in WT. The highest negative correlated motion was observed in G150A (residues 5–180). DCCM shows that this increase in negative correlated

Fig. 3  RMSF comparison between WT and MTs. Higher RMSF has been observed in MTs (0.5–2.9 Å) at residues 25–150 than WT (2.5–3.4 Å). WT attained an RMSF between 1.4 Å and 3.3 Å. In comparison with WT, H71R exhibited an RMSF between 1.7 Å and 2.7 Å. G150A attained a fluctuation between 0.7 Å and 2.2 Å while R123P (between 0.5 Å and 1.7 Å) and T76P (between 1.2 Å and 2.2 Å) exhibited very low RMSF when compared with WT.

Fig. 4  Radius of gyration as function of time is given and represented by different colours. The x-axis shows the total frames while the y-axis shows $R_g$ in Angstroms.
Fig. 5  Principal Component Analysis (PCA) of WT and MTs. PCA of MTs is scattered on PC1 and PC2, depicting a wider range of motions. The MTs are of a more significantly dispersed type as compared to WT.

Fig. 6  DCCM of WT and MTs. (a) G150A, (b) H71R, (c) T76P, (d) R123P, and (e) WT shows more correlated motions of residues. The green color depicts positive correlation while red color shows negative correlation. The color slopes show a gradual decline in the correlation.
motion in residues might be involved in changing the dynamics of PZase, resulting in PZA resistance.

4. Discussion

Among the first-line drugs, PZA has high potential against non-replicated MTB isolates. However, PZA\textsuperscript{R} is major obstacle towards the TB end program. Resistance to PZA is most commonly associated with \textit{pncA} gene mutations, encoding PZase. The prodrug PZA is converted into the active form POA by the interaction of PZase. Recently we have detected some novel mutations (Accession MH461111-17)\textsuperscript{a} in the \textit{pncA} of PZA\textsuperscript{R} isolates from the Northern areas, Khyber Pakhtunkhwa province of Pakistan. Although these mutations have been detected in \textit{pncA} among phenotypically confirmed PZA\textsuperscript{R} isolates, however, the molecular mechanism of resistance of R123P, T76P, G150A, and H71R has not been explored. To unveil the molecular mechanism of PZA\textsuperscript{R} arising from these mutations, multiple analysis was performed, using MD simulation approaches. The MTs and WT PZase structure dynamics have been compared.

The function of the protein is highly dependent upon the structure.\textsuperscript{19–22} Any change in the coding region of \textit{pncA} may cause conformational drifts, affecting the protein functions. The effects of R123P, T76P, G150A, and H71R on PZase dynamics as well as on the thermodynamics properties have been detected (Table 1). The effect of these mutations has also been observed on the geometry of the protein structure that may affect the optimum binding with PZA, resulting in PZA\textsuperscript{R}.\textsuperscript{37} The effects of these variants have also been found on the PZase stability (RMSD) and flexibility (RMSF) which is consistent with the previous reports.\textsuperscript{21,23–26}

For all structures, the RMSD and RMSF of R123P, T76P, G150A, and H71R seem more elevated in comparison with WT, indicating a level of instability for the PZase function (Fig. 2). These outcomes were similar to the previous reports.\textsuperscript{4,27–31} Although these mutations were present in the loop regions (Fig. 1), far from the PZA binding pocket, their effects could be seen to not only modulate the allosteric site but may also change the dynamics of the enzyme, resulting in drug resistance.

The thermodynamic properties of biomolecules, and the other main forces including hydrogen bonds, van der Waals, and electrostatic forces, are mainly involved in the protein–ligand interactions.\textsuperscript{32} These forces were detected to vary between WT and MTs (Table 1). Computational investigation of the mutations’ effects on proteins and ligand interaction energies, highlights the link between variants and drug resistance in infectious diseases. The free energy has remained an important characteristic of proteins to infer stability and protein’s wild-type function. The changes in the protein’s stability due to mutations may cause diseases.\textsuperscript{33} The current study also confirmed the destabilizing effect of the R123P, T76P, G150A, and H71R using PCA which shows larger randomized movement for MTs compared to the WT system. These findings are very similar to the most recent study,\textsuperscript{34} suggesting low binding affinity for the PZA to be converted into the active form POA. The binding free energy also showed a difference in binding energy between WT and MTs, signifying the effect of mutations on PZase thermodynamics.

The binding pocket volume of WT has been considered optimum for a good binding affinity and any deviation in pocket volume may cause a weak or loss of interaction.\textsuperscript{35} Changes in pocket volume have also been detected in MTs PZase, as compared to WT, when subjected to pocket volume calculation.

In conclusion, our study uses molecular dynamics simulation findings to assess the molecular mechanisms of PZA resistance affecting TB therapy. Mutations R123P, T76P, G150A, and H71R in PZase may have a significant role in PZA resistance for which the experimental results have already been provided.\textsuperscript{36} These mutations have already been detected in PZA-resistance isolates while the mechanism of resistance was explored in the current study. These mutations might be involved in deviating PZase activity, flexibility, stability, and folding. The current analysis supports PZA-resistance arising from A46V and H71Y. Thus, this study might be helpful in understanding the mutation effect on overall PZase activity and may be used for better management of latent TB, toward a global end 2030.
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