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1 INTRODUCTION

1.1 Problem Statement and Motivations

Analytic datasets are ubiquitous in numerous application domains and their usage includes, for example, the classic reporting on business activities in transactional applications [26], the monitoring of the behavior of on-line systems based on log analysis (e.g., Splunk [47], Elasticsearch/Kibana [25], and Datadog [13]), trend analysis in finance or social networks, or the conduct of epidemiological studies in healthcare [19]. In a world where an overwhelming amount of raw data are collected and stored at an affordable price in cloud object stores (e.g., Amazon S3 [44] and Azure Blob Storage [4]), properly aggregated and cleaned data are the data foundation layer on which augmented analytics are built with the help of machine learning pipelines.

Traditionally, the creation of analytic datasets has been governed by a central Information Technology (IT) authority. Nowadays, the emergence of self-service data preparation and Business Intelligence (BI) tools (e.g., References [36, 41, 42, 45, 50, 54]) empowers business users and data scientists to directly create their own analytic datasets. With these tools, data analysis becomes an interactive and iterative process whereby a user can select one or more analytic datasets, issue a data analysis action (translated into a query), obtain a new analytic dataset, and decide which action to perform next. Users actions include operations such as filtering, data transformation, match up, and aggregation. Eventually, a user may decide to share with other users the final analytic dataset thus obtained in the form of a reusable view or a materialized dataset.

In this new environment, it is important to stress that the analytic datasets created by business users do not necessarily follow the standard modeling rules adopted for the design of data warehouses or data marts. The core problem addressed by our research is that data experts, who directly manipulate such analytic datasets created by others, expose themselves to possible disappointments, particularly when data aggregation—the most common operation done by analysts—is involved.

Imagine a simple use case with the analytic datasets shown in Table 1, representing multidimensional facts that hold measures and refer to one or more hierarchical dimensions [23]. The dimension table REGION (Table 1(b)) describes a list of cities. These cities are referenced by the fact table DEMographics, which contains three dimension attributes, CITY, STATE, and COUNTRY, from dimension REGION and one attribute YEAR from another dimension table TIME (not shown). Attributes POP and UNEMP are measure attributes that respectively represent the population and the unemployment rate in that city. Note that dimension table REGION does not have any surrogate primary key (the dimension identifier is formed by CITY, STATE, COUNTRY), and its hierarchy is non-strict (e.g., a CITY value can have multiple STATE values) and non-covering (e.g., for some cities, STATE is a non-applicable value) [23]. While contrasting with some data warehouse modeling practices, such dimensions capture real-life situations and are considered by previous work on multidimensional databases [3, 22, 27].

Interactive session 1: Suppose that a user selects the DEM dataset and wants to count (without duplicates) the number of cities (CITY) per state and country. This action is translated into an Structures Query Language (SQL) aggregate query on table DEM by doing a COUNT DISTINCT(CITY) group by STATE and COUNTRY whose result table T1 is displayed in Table 2(a) (the count has been renamed into NB_CITIES). Next, suppose that the business user aggregates further NB_CITIES by COUNTRY using function SUM, yielding a new table T2 displayed in Table 2(b). The values of SUM(NB_CITIES) in T2 are, however, hard to interpret: For country “USA,” if we refer to the original table DEM, then “5” is neither the number of cities by country with duplicates (which is “7”) nor the number of cities without duplicates (which is “4”). Thus, if the user expects to obtain the number of cities by country without duplicates, then the result in T2 is incorrect. Now, suppose that
Table 1. Fact and Dimension Tables for Demographics

(a) Fact table DEM (Demographics)

| CITY      | STATE | COUNTRY | YEAR | POP  | UNEMP (%) |
|-----------|-------|---------|------|------|-----------|
| Dublin    | CA    | USA     | 2017 | 61   | 3.1       |
| Palo Alto | CA    | USA     | 2017 | 67   | 2.1       |
| Dublin    | CA    | USA     | 2018 | 63   | 3.0       |
| Palo Alto | CA    | USA     | 2018 | 66   | 2.0       |
| San Jose  | CA    | USA     | 2018 | 1,028| 2.2       |
| Dublin    | OH    | USA     | 2018 | 44   | 3.7       |
| Washington D.C | — | USA | 2018 | 672  | 6.2       |
| Dublin    | —     | Ireland | 2018 | 1,348 | 6.71     |
| Dublin    | —     | Belarus | 2018 | 0.354 |          |

(b) Dimension table REGION

| CITY      | STATE | COUNTRY | REGION     |
|-----------|-------|---------|------------|
| Dublin    | CA    | USA     | North America |
| Palo Alto | CA    | USA     | North America |
| San Jose  | CA    | USA     | North America |
| Dublin    | OH    | USA     | North America |
| Washington D.C | — | USA | North America |
| Dublin    | —     | Ireland | Europe     |
| Dublin    | —     | Belarus | Europe     |

Table 2. Aggregate Query Results

(a) Table $T_1$

| NB_CITIES | STATE | COUNTRY |
|-----------|-------|---------|
| 1          | OH    | USA     |
| 3          | CA    | USA     |
| 1          | —     | USA     |
| 1          | —     | Ireland |
| 1          | —     | Belarus |

(b) Table $T_2$

| SUM(NB_CITIES) | COUNTRY |
|----------------|---------|
| 5              | USA     |
| 1              | Ireland |
| 1              | Belarus |

(c) Table $T'_2$

| SUM(NB_CITIES) | COUNTRY |
|----------------|---------|
| 7              | USA     |
| 1              | Ireland |
| 1              | Belarus |

Fig. 1. Interactive data analysis session 2 yielding SALES_DEM_USA.

the first query in the interactive session is counting cities with duplicates (doing a COUNT(CITY)), and the second query was summing NB_CITIES as before. The result table $T'_2$ displayed in Table 2(c) would be correct this time, because it is equivalent to the count with duplicates of cities by country directly obtained from DEM. Detecting incorrect steps in a sequence of aggregation queries is not trivial for non-expert business users (and even for experts), and, in this article, we propose to compute and maintain additional metadata on $T_1$ for detecting incorrect aggregations like doing a SUM(NB_CITIES) by country as in $T_2$.

Interactive session 2: Another interactive session using the datasets in Table 3 is shown in Figure 1. Suppose that a user first selects the fact table STORE_SALES containing four dimension attributes STORE_ID, CITY, STATE, and COUNTRY from dimension SALESORG and one attribute YEAR from dimension TIME.
Table 3. Fact and Dimension Tables for Store Sales

(a) Dimension table SALESORG

| STORE_ID | CITY    | STATE    | COUNTRY |
|----------|---------|----------|---------|
| Ca_01    | Dublin  | California | USA    |
| Ca_02    | Dublin  | California | USA    |
| Sa_01    | San Jose| California | USA    |
| Oh_01    | Dublin  | Ohio      | USA    |
| Wa_01    | Washington DC | — | USA |
| Wa_02    | Washington DC | — | USA |
| Du_01    | Dublin  | —         | Ireland|

(b) Fact table STORE_SALES

| STORE_ID | CITY    | STATE    | COUNTRY | YEAR | AMOUNT |
|----------|---------|----------|---------|------|--------|
| Ca_01    | Dublin  | California | USA    | 2018 | 5.3    |
| Ca_02    | Dublin  | California | USA    | 2018 | 1.4    |
| Ca_01    | Dublin  | California | USA    | 2017 | 3.5    |
| Sa_01    | San Jose| California | USA    | 2018 | 22.8   |
| Oh_o1    | Dublin  | Ohio      | USA    | 2018 | 1.2    |
| Wa_o1    | Washington DC | — | USA    | 2018 | 16.1   |
| Wa_o2    | Washington DC | — | USA    | 2018 | 27.6   |
| Du_o1    | Dublin  | —         | Ireland| 2018 | 7.8    |

Table 4. Result T4 in Session 2 of Figure 1

| CITY        | STATE    | COUNTRY | YEAR | SUM(AMOUNT) |
|-------------|----------|---------|------|-------------|
| Dublin      | California | USA    | 2018 | 6.7         |
| San Jose    | California | USA    | 2018 | 22.8        |
| Dublin      | Ohio      | USA    | 2018 | 1.2         |
| Washington DC | —     | USA    | 2018 | 43.7        |

Next, the user filters STORE_SALES on COUNTRY = ’USA’ and YEAR = ‘2018’, yielding a table named T3 (not displayed) and then aggregates SUM(AMOUNT) for each partition of CITY, STATE, COUNTRY, and YEAR, yielding a table named T4 displayed in Table 4. We consider that each tuple in T4 is correct, because it would also be a tuple in the result of the same aggregate query computed over STORE_SALES.

Next, the user augments the schema of T4 with the measure attribute POP of table DEM, yielding a new table named T5 (Table 5(a)). This latter action, called a left-merge or a drill across [26, 53] query, is translated into an SQL left outer join query between T4 and DEM on attributes CITY, STATE, COUNTRY, and YEAR. For each attribute, the join predicate tests if the two values are equal or both values are null. In table T5, the dimension attributes CITY, STATE, and COUNTRY are defined in the intersection of both dimensions REGION and SALESORG on their common attributes. Note that each row of T5 has correct values for both POP and SUM(AMOUNT) if we compare to the values that would be directly obtained from DEM and STORE_SALES, respectively.

Finally, the user sums attributes SUM(AMOUNT) and POP of T5 by STATE, COUNTRY, and YEAR, yielding the final result SALES_DEM_USA displayed in Table 5(b). There, the value of SUM(POP) can be misleading, because it does not represent the population of each state, as it would be obtained from the DEM table. Indeed, the population of cities without any store, such as the city of “Palo Alto,” has not been counted in the “California” state. As before, our proposition is to compute proper metadata on T5 to detect that the aggregation along CITY of SUM(POP) should not be allowed.
Table 5. Results T5 and SALES_DEM_USA in Session of Figure 1

(a) Result T5 in session of Figure 1

| CITY        | STATE | COUNTRY | YEAR | SUM(AMOUNT) | POP  |
|-------------|-------|---------|------|-------------|------|
| Dublin      | CA    | USA     | 2018 | 6.7         | 61   |
| San Jose    | CA    | USA     | 2018 | 22.8        | 1,028|
| Dublin      | OH    | USA     | 2018 | 1.2         | 44   |
| Washington  | —     | USA     | 2018 | 43.7        | 672  |

(b) Fact table SALES_DEM_USA with misleading SUM(POP)

| STATE | COUNTRY | YEAR | SUM(AMOUNT) | SUM(POP) |
|-------|---------|------|-------------|----------|
| CA    | USA     | 2018 | 29.5        | 1,089    |
| OH    | USA     | 2018 | 1.2         | 44       |
| —     | USA     | 2018 | 43.7        | 672      |

Fig. 2. Final flow of interactive queries yielding a correct instance of SALES_DEM_USA.

**Variant of interactive session 2:** To obtain the correct population of each state, suppose that the user moves one step back in the previous interactive session (before the left-merge operation), and sums POP by STATE, COUNTRY, and YEAR, in table DEM yielding a new table DEM’ (in Table 6(a)). Note that aggregations of measure POP in DEM must only be done within partitions defined by YEAR and possibly other attributes to avoid the double counting of the population of “Palo Alto” and “Dublin” in California. Here again, our proposition is to extend the definition of table DEM with suitable metadata to control which aggregation operation can be done on POP and along which dimension attributes. Next, the user performs a left-merge operation of DEM’ with T4 yielding the result T5’ displayed in Table 6(b) and sums attributes SUM(POP) and SUM(AMOUNT) by STATE, COUNTRY, and YEAR. This summation again leads to an incorrect result, since the population of California would be double counted. The proper explanation is that tuples from DEM’ match multiple tuples of T4. Our proposition is to compute metadata on the result of the left-merge of T4 and DEM’ to detect that the summation operation should be rejected.

Finally, to overcome this problem the user backtracks again in the interactive session to table T3 and sums AMOUNT by STATE, COUNTRY, and YEAR, yielding a new table T4’. Here, each tuple in T4’ is considered to be correct, because it would also be a tuple in the result of the same aggregate query computed over STORE_SALES. After merging T4’ with DEM’, the resulting table SALES_DEM_USA as displayed in Table 7 is finally correct. The interactive session that produced this result is displayed in Figure 2.

1.2 Related Work

The occurrence of an incorrect result after a sequence of two aggregations, with respect to the correctness criteria explained in the example of Interactive Session 1, is known as a summarizability problem. In the original definition of the problem by Lenz and Shoshani [29], an initial fact table represents micro-data, and a summarization query over that table yields another fact table representing macro-data by performing an aggregation operation F(A) for each partition of the table...
defined by a grouping set of attributes $X$. In Interactive Session 1, table DEM represents the micro-data and table T1 in Table 2(a) represents the macro-data obtained after summarizing attribute CITY using function COUNT_DISTINCT for each partition defined by the grouping set \{STATE, COUNTRY\}. In essence, the problem of summarizability is to determine whether, for some new summarization query over attribute $F(A)$ of the macro-data using a function $G$ (possibly identical to $F$), there exists a summarization query over attribute $A$ of the micro-data using $F$ that returns exactly the same result. If this is the case, then the summarization query over $F(A)$ of the macro-data is said to be correct. In our example, the query that summarizes NB_CITIES in T1 using function SUM is incorrect: There is no summarization query over CITY in DEM using function COUNT_DISTINCT that returns the same result.

To address the summarizability problem, a first group of model-based solutions proposes to model dimension and fact tables in a restricted and controlled way so that some (or all) aggregation queries over a previously aggregated fact table are guaranteed to be correct (see Reference [33] and Reference [9] for a survey of these solutions). For instance, some works propose to repair the hierarchy levels [3, 22] or the hierarchy instances [9, 40] of dimensions, e.g., to avoid non-strict and non-covering hierarchies. However, these solutions do not satisfy our premises that not all dimensions are centrally governed and that power business users do not necessarily conform to modeling restrictions when they manipulate and create analytic datasets. A second group of constraint-based solutions [22, 27–29, 40] defines summarizability constraints over the schemas and instances of dimensions and fact tables, which can be evaluated to determine whether an attribute of a fact table is summarizable with respect to a grouping set using an aggregation function. For instance, in Interactive Session 1, using such constraints, we shall say that attribute CITY in T1 is not summarizable with respect to grouping set \{STATE, COUNTRY\} and function COUNT_DISTINCT using function SUM. Our research contributions belong to this second group of solutions that, instead of constraining

### Table 6. Results after First Backtracking in Session of Figure 1

(a) Fact table DEM′

| STATE   | COUNTRY | YEAR | SUM(POP) |
|---------|---------|------|----------|
| California | USA     | 2017 | 61       |
| California | USA     | 2017 | 128      |
| California | USA     | 2018 | 1,157    |
| Ohio     | USA     | 2018 | 44       |
| —        | USA     | 2018 | 672      |
| —        | Ireland | 2018 | 1,348    |
| —        | Belarus | 2018 | 0,354    |

(b) Result of T5′: Left-merge of T4 with DEM′

| CITY     | STATE   | COUNTRY | YEAR | SUM(AMOUNT) | SUM(POP) |
|----------|---------|---------|------|-------------|----------|
| Dublin   | California | USA     | 2018 | 6.7         | 1,157    |
| San Jose | California | USA     | 2018 | 22.8        | 1,157    |
| Dublin   | Ohio     | USA     | 2018 | 1.2         | 44       |
| Washington | —       | USA     | 2018 | 43.7        | 672      |

### Table 7. Result of the Left-merge of T4′ with DEM′ with Correct SUM(POP)

| STATE | COUNTRY | YEAR | SUM(AMOUNT) | SUM(POP) |
|-------|---------|------|-------------|----------|
| California | USA     | 2018 | 29.5        | 1,157    |
| Ohio    | USA     | 2018 | 1.2         | 44       |
| —       | USA     | 2018 | 43.7        | 672      |
the datasets that can be used by business users in interactive sessions, check some summarizability constraints to avoid executing an aggregate query that may return incorrect results.

The detailed analysis, reported in the long version of this article [46], of the existing constraint-based solutions to the summarizability problem, reveals the following main limitations. First, within the hierarchy of a dimension, any non-null value of an attribute must map to a single parent attribute value [22, 27–29, 40]. This discards the use of non-strict [23] dimension hierarchies like SALESORG (in Table 3(a)), wherein a city can have multiple states. Second, measure attributes in a fact table must depend on all the identifiers of the dimensions over which the fact table is defined [22, 27–29]. This discards the use of fact tables such as TS’ in Table 6(b), where measure attribute SUM(Pop), which represents the population of a state, depends only on STATE, COUNTRY and YEAR. Such a table makes sense though for a business user who wants to compute a ratio between the SUM(AMOUNT) of a city and the SUM(Pop) of the corresponding state. Third, it is generally assumed that dimension hierarchies are “covering” and “balanced” [29, 40], which means that null values representing non-applicable values are forbidden in dimension tables. This discards the use of tables like SALESORG or dimensions capturing multiple classifications. Non-covering hierarchies are allowed in References [22, 27, 28], but the proposed solutions require to reason on dimension constraints whose number depends on the number of non-covering paths in the dimension hierarchies, which can be large.

In addition to the above limitations, a major weakness of all existing methods on summarizability is that they do not consider the case when an aggregate query occurs after another type of query such as a filter or a left-merge query, as in our example of Interactive Session 2. In real life scenarios though, data mash-ups (supported by merge queries) are popular, because they allow the combination of analytic data that is siloed in the context of a specific business activity (e.g., product marketing, medical care) or a particular application domain (e.g., monitoring system logs). It is therefore important to control the correctness of aggregation queries that occur after any common query expressible in a self-service BI tool.

Other complementary research efforts address the problem of correctly evaluating aggregation operations. The issues raised by the semantics of SQL aggregation functions, when they are applied over an empty set of values or a set of values containing null values, are discussed in Reference [12, 18, 30, 31] where alternative semantics are proposed. In our work, we assume that the actions expressed by a business user during an interactive session are translated (whenever possible) by the BI tool into a SQL query that uses the standard SQL semantics of null values. Thus, we do not try to “fix” the semantics of SQL with nulls. Our rationale is that most BI tools adopt this translation pattern into SQL queries. Our solution is then designed to support these practical cases.

The evaluation of aggregation queries over imprecise or uncertain multidimensional data is addressed in References [8, 14, 39]. Imprecision is due to missing dimension attributes values (e.g., for low hierarchy levels) while uncertain values encode a range of possible values. In Reference [8], uncertain values only occur in measure attributes together with a belief in the likelihood of each possible value. In Reference [14], uncertain values can occur in any attribute and contain a lower and upper bound. These papers use specific criteria to define the correctness of aggregations (e.g., consistency and faithfulness in Reference [8]) that differ from the correctness criteria based on summarizability considered in this article. Hence, they propose specific algorithms to compute a correct result for aggregation operations. In our work, we do not propose any specific modeling of uncertain values. Missing values can occur in fact tables and are processed as null values using standard SQL aggregation operations.

Other works propose methods to automatically control or enforce the consistency of arithmetic and aggregation query results with respect to the scales, units, and currencies associated with measure attributes in fact tables [20, 43, 51]. This happens when measure attributes hold
heterogeneous values such as euro and dollar values. We are not addressing these consistency issues that are complementary to the correctness issues targeted by this article.

1.3 Research Contributions

In this article, we present a comprehensive set of conditions to control the correctness of aggregation queries, with respect to a summarizability criteria, within an interactive data analysis session. We consider a large variety of interactive queries, which includes the most common operations that are supported by self-service data preparation and BI tools, such as filter, project, inner and outer joins, aggregate, union, difference, and pivot.

The analytic data model we introduce in Section 2 of this article is quite expressive. It accepts arbitrary dimension hierarchies that can be non-strict, non-covering, or unbalanced while fact tables have no restriction other than referring to existing values in dimension tables. The relaxation of common data modeling contraints found in OnLine Analytical Processing (OLAP) databases matches our intention to cope with the practical cases of analytic datasets manipulated by business users in self-service BI tools. In our data model, dimension tables are defined as views over non-analytic tables (that is, regular relational tables), and fact tables are initially defined as views over dimension tables and non-analytic tables. New fact tables are defined as the result of interactive queries over previously defined dimension and fact tables, as shown before in our examples of interactive sessions.

At the core of our approach is the definition of specific metadata, called aggregable properties, which describe for any attribute of an analytic table, which aggregation functions can be used, and along which set of dimension attributes these aggregation functions can be applied. These properties generalize the notion of additivity category of a measure used in References [21, 26, 34] and extend properties that we previously introduced in Reference [32]. Default rules assist the designer of a table to define aggregable properties when the table is created as a view from source data (i.e., from non-analytic tables). Using these properties, it is possible to automatically control which aggregations are possible on an analytic table.

The central technical contribution of this article is the definition of propagation rules, which automatically compute the aggregable properties for a table resulting from an interactive analytic query, thereby allowing us to control the correctness of aggregate queries at any stage of an interactive data analysis session. More specifically, we make the following research contributions:

1. In Section 3, we introduce aggregable properties to express the semantic properties of measures, as previously defined in References [21, 26, 29, 34, 40, 49]. For instance, in our example of table DEM, the aggregable properties of measure UNEMP can express that only MIN or MAX aggregation functions can be applied, because UNEMP represents a ratio that cannot be summed or averaged along any dimension. Default rules are introduced to minimize the effort of end users for defining aggregable properties on analytic tables built from source data (i.e., non-analytic data). In the previous works cited above, users have to explicitly define which attributes of each query result are aggregable and how. Hence, our first contribution is a set of propagation rules that automatically compute aggregable properties for the results of interactive analytic queries.

2. In Section 4.1, we formally define summarizability conditions for attributes, and in Section 4.2, we present a propagation rule to compute the aggregable properties of attributes in the result of an aggregate query. These properties control the correctness (with respect to summarizability) of subsequent aggregations over these attributes. Thus, a query that is allowed (by its aggregable properties) to aggregate an attribute using some function with respect to a grouping set is guaranteed to be correct. The conditions provided by
our aggregable properties subsume the sufficient conditions defined in previous work on summarizability \[22, 27–29, 40\], because they can properly characterize the result of some sequence of aggregate queries as being correct with respect to summarizability when previous work would view this result as being wrongly incorrect.

(3) Finally, in Section 4.3, we introduce the new notion of \(G\) (generalized) summarizability that extends the summarizability property of attributes to the case of an aggregate query expressed over the result of an arbitrary analytic query. We then present propagation rules in Section 4.4 to compute aggregable properties that control that attributes can be aggregated only if they are \(G\)-summarizable. No previous work on summarizability has addressed this problem.

2 MULTIDIMENSIONAL DATA MODEL AND ANALYTIC QUERIES

In this section, we first present our multidimensional data model, composed of dimension and fact tables. We then present the types of analytic queries that can be expressed on our data model. We use conventional relational database notations \[16\]. Each table \(T\) is a finite multiset of tuples over a set of domains of values \(S = \{A_1, \ldots, A_n\}\), called attributes, where each domain may contain a null marker (a.k.a. null value). We call \(S\) the schema of \(T\).

2.1 Dimension and Fact Tables

We consider datasets in which data are separated into non-analytic tables and analytic tables. Non-analytic tables correspond to relational tables storing the source data. Analytic tables, or analytic views, are defined by queries over non-analytic and analytic tables. Initially, fact tables are built from non-analytic tables and dimension tables. Then, business users can build new fact tables using analytic queries that are presented later.

Attributes in analytic tables are categorized into two types: dimension attributes and measures. Dimension attributes describe entities like stores, customers, and dates, whereas measure attributes are used to define facts about these entities. Following this distinction of attributes, analytic tables are categorized into two types: dimension tables and fact tables. An analytic table is a dimension table if it only contains dimension attributes and a fact table if it contains at least one or more dimension attributes from one or more dimensions and one measure attribute.

Throughout this article, we use some examples of dimension tables identifying and describing stores (dimension \(SALESORG\), shown in Table 3(a)), products (dimension \(PROD\), shown in Figure 3), and dates (dimension \(TIME\), not shown). We also use a fact table capturing store sales (\(STORE\_SALES\) in Table 3(b)), and a fact table (\(PRODUCT\_LIST\), shown in Figure 3) describing the sold quantity (\(QTY\)) of products (attributes \(PROD\_SKU\), \(BRAND\) and \(COUNTRY\) from dimension \(PROD\)), by year (attribute \(YEAR\) from dimension \(TIME\)). Attribute value “—” in these tables represents a null marker.

We consider a multidimensional data model that organizes a set of dimension attributes \(X\) into an attribute hierarchy noted \((X, \preceq)\). Notably, we make no special assumption on the attribute hierarchy: There can be one or more bottom or top level attributes, and an attribute can have multiple parents. A hierarchy instance of an attribute hierarchy \(A = (X, \preceq)\) is a set of values \(N\) and a partial order \(\preceq\), where \(N\) contains for each attribute \(X_i \in X\) a non-empty subset of values \(N_i \subseteq N\) such that each order relation \(v_i \preceq v_j\) preserves the ancestor/descendant relation \(\preceq^*\) between the corresponding attributes \(X_i\) and \(X_j\), i.e., \(v_i \in N_i, v_j \in N_j \Rightarrow X_i \preceq^* X_j\). We also assume that \((N, \preceq)\) is transitively reduced, i.e., there is no pair of values that is connected by an order relation (\(\preceq\)) and a sequence of two or more order relations.

Example 1. The attribute hierarchy for dimension \(PROD\) (displayed in Figure 3) is defined by \(PROD\_SKU \preceq BRAND \preceq COUNTRY\) and \(PROD\_SKU \preceq SUBCATEGORY \preceq CATEGORY\), in which \(PROD\_SKU\) is a
bottom level attribute and CATEGORY and COUNTRY are two top level attributes. Within the hierarchy instance of \((\text{PROD}, \preceq)\) displayed in Figure 3, we have ‘coco-can-25cl’ \(\preceq\) ‘Coco Cola’, ‘coco-can-25cl’ \(\preceq\) ‘Zora’, and ‘coco-can-25cl’ \(\preceq\) ‘Soft Drinks’.

**Definition 1 (Dimension Table).** A dimension table \(D\) over some attribute hierarchy \(\mathcal{A} = (S, \preceq)\) is a table \(D(S)\) where each tuple \(t\) of \(D\) corresponds to a complete path in the hierarchy instance of \(\mathcal{A}\). Attributes of \(S\) are henceforth called dimension attributes.

There are practical cases of dimension data, called non-covering hierarchies [23] or structurally heterogeneous dimensions [22], wherein some hierarchy level can be optional (e.g., level STATE in dimension SALESORG). In addition, some hierarchies can be unbalanced [23], i.e., values for low hierarchy levels can be omitted. For example, in dimension table REGION (Table 1(b)), all hierarchy levels below REGION would have no values for region “Antarctica.” For these hierarchies, we use null values that represent non-applicable values in dimension attributes and treat them as regular values using the same literal equality semantics as in SQL unique constraints (see e.g., Reference [16]): Two attribute values \(t_1.A\) and \(t_2.A\) are literally equal, denoted by \(t_1.A \equiv t_2.A\), iff \(t_1.A = t_2.A\) or both values are null values We say that two tuples \(t_1\) and \(t_2\) match on a given set of attributes \(X\) iff \(t_1.X \equiv t_2.X\). No other type of null values can occur in a dimension table. That is, we require that dimension tables do not have imprecise data (missing or unknown attribute values). A dimension attribute that has null values is called optional and otherwise mandatory.

Literal equality naturally extends to sets of attributes and leads to the notion of **Literal Functional Dependencies (LFD)** [5, 56]. Let \(X\) and \(Y\) be two sets of attributes in a schema \(S\), an LFD \(X \rightarrow Y\) holds for some table \(T\) over \(S\) iff for any two tuples \(t_1, t_2\) of \(T\), when \(t_1.X = t_2.X\) then \(t_1.Y = t_2.Y\). In Reference [32], we introduced the notion of attribute graph that specifies all possible “valid” hierarchy instances of a dimension in a simple and natural way, including LFDs between any two attributes. We also provided efficient algorithms to check if a literal dependency \(U \rightarrow B\) holds for a set of dimension attributes \(U\) and a dimension attribute \(B\) and to compute the minimum set of dimension attributes (called dimension identifier) that literally determines all other attributes of the dimension. This inference mechanism plays a central role for the definition, validation, and propagation of aggregable properties.

**Example 2.** In dimension SALESORG, the lower and upper bound attributes are respectively STORE_ID and COUNTRY, and the minimal LFDs are an LFD from STORE_ID to every other
attribute and $\text{STATE} \mapsto \text{COUNTRY}$. In table $\text{PROD}$, the minimal LFDs are $\text{PROD}_{\text{SKU}} \mapsto \text{SUBCATEGORY}$, $\text{SUBCATEGORY} \mapsto \text{CATEGORY}$, and $\text{BRAND} \mapsto \text{COUNTRY}$.

**Definition 2 (Fact Table).** A fact table over a set of dimensions $D_1, \ldots, D_n$ is a table $T(S)$ without any duplicate where schema $S$ contains a non-empty subset $X_i$ of dimension attributes from dimension $D_i$ and a non-empty set of attributes representing one or more measures. For each tuple $t$ of $T$ (called a fact), if $X'_i \subseteq X_i$ are all the attributes having non-null values in $t$, then there exists at least one tuple in $D_i$ that matches $t$ on attributes $X'_i$.

We make a few remarks on this definition of fact tables. First, we assume that subsets $X_i$ of attribute names are pairwise disjoint (using appropriate attribute renaming when duplicate names occur). Second, by duplicate free, we mean that there cannot be two facts that have the same values on all their dimension attributes. Third, unlike dimension tables, any attribute of a fact table can have null values with the meaning of imprecise values (i.e., missing or unknown value). Even if we assume that initially fact tables have no missing value (i.e., no null value in any mandatory dimension attribute or any measure attribute), merge operations can introduce missing values in the resulting (fact) table due to the semantics of outer-joins, as we shall see later.

The introduction of missing values has two consequences. First, according to our definition, for each fact and each dimension in a fact table, the non-null values of the dimension attributes must match at least one tuple in the corresponding dimension table. Second, we consider that an LFD $X \mapsto A$ holds in a fact table, where $X$ is a set of dimension attributes and $A$ is a measure attribute, if it holds for all the facts where $A \neq \text{null}$. To distinguish this interpretation of an LFD for measure attributes from the interpretation for dimension attributes, we write $X \mapsto^* A$ when $A$ is a measure attribute and $X \mapsto A$ when $A$ is a dimension attribute.

As a last remark, we do not address in this article the problem of modeling and processing imprecise or uncertain information in fact tables, as done in previous works like References [8, 14, 39, 40].

### 2.2 Analytic Queries

In this article, we consider analytic queries consisting of unary operations (filter, project, aggregation, pivot) and binary operations (union, difference, merge), which includes the most common data transformation operations supported by self-service data preparation and BI tools. We assume that all operations, except pivot, are translated into SQL queries, because this is the approach followed by most self-service tools. In this section, we define the semantics of these operations, which are tailored to the case of analytic tables, with an attention to their manipulation of null values.

**Definition 3 (Filter Query).** Let $T(S)$ be an analytic table. We designate by $Q(T) = \text{Filter}_T(P \mid Y)$ an analytic filter query that returns all tuples in $T$ satisfying a predicate $P$ on a set of attributes $Y \subseteq S$.

In the definition, $P$ can be any well-formed Boolean predicate using negation, conjunction, and disjunction over any subset of attributes in $S$. We consider that $P$ is a Boolean function that is defined for tuples with null value attributes: Except for literal equality (and inequality), any other comparison of an attribute value with a null value evaluates to false and Boolean connectives follow the SQL logic of nulls. Thus, for a null valued attribute $\text{STATE}$, both predicates $\text{STATE} = \text{null}$ and $\text{STATE} \neq \text{‘California’}$ evaluate to true, while predicate $\text{STATE} \leq \text{‘California’}$ evaluates to false. Note that the inequality predicate $\text{STATE} \neq \text{‘California’}$ is expressed in SQL as $\text{STATE} \neq \text{‘California’} \text{ OR STATE IS NULL}$.

Analytic filter queries support operations on a multidimensional cube known as slice (selection by subset of values of a dimension) or dice (selection by subset of values of more than one dimension) [35].
Example 3. Here are examples of filter queries on table $T(A_1, A_2, M)$: $\text{Filter}_{T}([A_1 = 'a_1'] \mid \{A_1\})$ and $\text{Filter}_{T}([A_2 \neq 'b_2'] \mid \{A_2\})$.

Projection can be used to remove measure attributes and add new calculated measure attributes.

Definition 4 (Analytic Projection Query). Let $T(S)$ be an analytic table with dimension attributes $S_D \subseteq S$. Let $Y$ be a subset of $S$ such that $S_D \subseteq Y \subseteq S$. Let $f(Z) \rightarrow A$ be an optional expression where $f(Z)$ is an expression involving a set of attributes $Z \subseteq S$, constants, arithmetic operators and string operators, and $A$ is a new name for a measure attribute that results from the calculation implied by $f(Z)$. We denote by $Q(T) = \text{Project}_{T}(Y, f(Z) \rightarrow A)$ (respectively, $Q(T) = \text{Project}_{T}(Y)$ ) an analytic projection that returns a table $T_r$ with schema $Y \cup \{A\}$ (respectively, $Y$), such that for every tuple $t$ of $T$, there exists a unique tuple $t'$ in $T_r$ such that $t'.B \equiv t.B$ for every $B \in Y$, and $t'.A \equiv f(t.Z)$.

When the values of some attributes in $Z$ are null, the evaluation of $f(Z)$ follows the SQL semantics: If an argument of an arithmetic or string operator is null, then the result is null. Thus, calculated attributes can have null values with the meaning of unknown. An analytic projection over an analytic table $T(S)$ is a special case of an extended projection [16]. It can add a new measure attribute, whose value for each tuple is possibly computed from the values of other attributes of that tuple. The definition can easily be extended to a set of expressions $f(Z) \rightarrow A$. Note that expression $f(Z) \rightarrow A$ is optional in a projection query.

Example 4. With table $T(A_1, A_2, M, N)$, projection query $\text{Project}_{T}([A_1, A_2, M])$ simply removes measure attribute $M$, whereas projection $\text{Project}_{T}([A_1, A_2], (M + N) \rightarrow M')$ creates a new attribute $M'$ that is the sum of $M$ and $N$.

Projections must keep all dimension attributes of the original table. To remove dimension attributes, we introduce aggregate queries that partition analytic tables along a subset of dimension attributes and aggregate the values of a certain attribute in each partition.

Definition 5 (Analytic Aggregate Query). Let $T(S)$ be an analytic table with dimension attributes $S_D \subseteq S$, $A$ be an aggregable attribute in $S$ and $F$ be an aggregation function. We denote by $Q(T) = \text{Agg}_{T}(F(A) \mid X)$ where $X \subseteq S_D$ an analytic aggregate query on table $T$ that aggregates $A$ using aggregation function $F$ with group-by attributes $X$. We say that $T$ is aggregated along $A$ using $F$. The result contains one tuple for every tuple of distinct values of attributes in $X$ including null values (as for SQL group-by operations). The evaluation of function $F$ over a set of values for $A$ follows the SQL semantics: Null values are eliminated, and $F$ is evaluated over the remaining values.

The above definition can be easily generalized by replacing attribute $A$ with a set of attributes. Analytic aggregate queries support operations on a multidimensional cube known as roll-up (aggregation of data from a lower level to a higher level of granularity within a dimension hierarchy) or dice (grouping of data with respect to a subset of dimensions of a cube).

Example 5. With table $T(A_1, A_2, A_3, M, N)$, examples of aggregate queries are $\text{Agg}_{T}$(SUM($M$) $\mid \{A_2\}$) and $\text{Agg}_{T}$(COUNT($M$) $\mid \{A_1, A_3\}$).

Pivot queries also partition tables along a subset of dimension attributes. But instead of aggregating all values of a non partitioning attribute into a single value for each partition, it generates a new attribute for each value. Analytic pivot queries are particularly useful in the data preparation phase of machine learning application scenarios like feature engineering [32, 58].

Definition 6 (Analytic Pivot Query). Let $T(S)$ be a fact table with dimension attributes $S_D \subseteq S$ and $A$ be a measure attribute in $S$. We denote by $Q(T) = \text{Pivot}_{T}(A \mid X)$, where $X \subset S_D$, an analytic
pivot query that pivots attribute $A$ over $X$. The result is a table $T_r$ with all attributes in $S_D - X$ and an attribute $A_{\_v_i}$ for each value $v_i$ (including null marker) in the domain of $T.X$. The value $t.A$ of each tuple $t \in T$ such that $t.X \equiv v_i$ is a value in the attribute $A_{\_v_i}$ of the unique tuple $t'$ in $T_r$ such that $t.(S_D - X) \equiv t'.(S_D - X)$.

The above definition can be easily generalized by replacing attribute $A$ with a set of attributes.

**Example 6.** Consider the table $T(S)$ in Table 8(a). The result of pivot query $Q_7 = \text{Pivot}_T(M | A_1)$ that pivots attribute $M$ over $A_1$ is shown in Table 8(b). The schema of the resulting table $T_r$ contains all attributes in $S - A_1$ and two new attributes $M_{\_a_1}$ and $M_{\_a_2}$ for each value of $T.A_1$. The value $t.M$ of each tuple $t \in T$ such that $t.A_1 = v$ is a value in the attribute $M_{\_v}$ of the unique tuple $t'$ in $T_r$ such that $t.(A_2, A_3) = t'.(A_2, A_3)$. The result of another pivot query $Q_8 = \text{Pivot}_T(M | A_3)$ is shown in Table 8(c).

Analytic merge queries combine the tuples of two analytic tables and correspond to natural outer-join operations defined in the extended relational algebra with null values. We allow the merge of two fact tables on their common dimension attributes (which have the same names in the two fact tables), and we accept that the common attributes belong to different dimensions in each fact table likewise [33]. We gave an example of such a merge operation in the Interactive Session 2 of Section 1.

**Definition 7 (Analytic Left-merge Query).** Let $Q_r = \pi_X(T)$ where $T = T \bowtie P_1 \land \ldots \land P_k \ T', T(S)$ and $T'(S')$ are two analytic tables, $\bowtie$ is a left-outer join operator, $P_i$ are equi-join predicates over a set of (common) dimension attributes $Y$, and $\pi_X$ is the duplicate elimination relational projection over a set of attributes $X$ defined below. Then $Q_r$ is a left-merge merge analytic query if the following conditions hold:

1. For each $A_i \in Y$, $\exists P_i$ such that $P_i = (T.A_i \equiv T'.A_i)$.
2. If for each subset $Z$ of $Y$ that belongs to both a dimension $D_1$ in $T$ and a dimension $D_2$ in $T'$ ($D_1 \neq D_2$) the attribute hierarchy $(Z, \preceq)$, and the closure of $Z$ with respect to LFIDs, are identical in $D_1$ and $D_2$, then $X = S \cup S'$ else $X = S \cup S'$ (denotes disjoint union, i.e., union after renaming conflicting attributes).

In the following, we will abbreviate $Q_r = \pi_X(T \bowtie P_1 \land \ldots \land P_k \ T')$ by $Q_r = T \bowtie_Y T'$, where $Y$ is the set of join attributes, call it a left-merge query, and refer to the result of $Q_r$ as a merge table.

Item 1 manages the join predicates in the merge query in the presence of nulls. Literal equality $P_i = (T.A_i \equiv T'.A_i)$ is translated into $P_i = (T.A_i = T'.A_i)$ OR $T.A_i$ is null AND $T'.A_i$ is null. The merge table preserves all rows in $T$ (with possible row duplication).

Item 2 checks that, when two different dimensions are joined on their common attributes, the structures and the properties of their respective hierarchies for the joined attributes are identical. This check is done using the attribute graphs of the two dimensions, as shown in Reference [32]. When the check fails, the merge query keeps the join attributes separately for each table.

| $T$ | $A_1$ | $A_2$ | $A_3$ | $M$ | $N$ |
|-----|-------|-------|-------|-----|-----|
| $a_1$ | $b_1$ | $c_1$ | $x_1$ | $y_1$ |
| $a_1$ | $b_1$ | $-x_2$ | $y_2$ |
| $a_2$ | $b_1$ | $c_1$ | $x_3$ | $y_3$ |
| $a_2$ | $b_2$ | $-x_4$ | $y_4$ |

(a) Input table $T$

| $Q_7$ | $A_2$ | $A_3$ | $M_{\_a_1}$ | $M_{\_a_2}$ |
|------|-------|-------|-------------|-------------|
| $b_1$ | $c_1$ | $x_1$ | $x_3$ |
| $b_2$ | $-x_2$ | $-$ | $x_4$ |

(b) $\text{Pivot}_T(M | A_1)$

| $Q_8$ | $A_1$ | $A_2$ | $M_{\_c_1}$ | $M_{\_null}$ |
|------|-------|-------|-------------|-------------|
| $a_1$ | $b_1$ | $x_1$ | $-$ |
| $a_2$ | $b_1$ | $-x_2$ | $-$ |
| $a_2$ | $b_2$ | $x_3$ | $-$ |
| $a_2$ | $b_2$ | $-x_4$ | $-$ |

(c) $\text{Pivot}_T(M | A_3)$

| $Q_{17}$ | $A_2$ | $A_3$ | $M_{\_a_1}$ | $M_{\_a_2}$ |
|---------|-------|-------|-------------|-------------|
| $b_1$ | $c_1$ | $x_1$ | $x_3$ |
| $b_2$ | $-x_2$ | $-$ | $x_4$ |
Left-merge queries are generalized to a full-outer join (▷◁) between two tables, called an analytic full merge query, or restricted to a natural join (⇒), called an analytic strict merge query. Right-merge queries \( Q(T, T') = T \bowtie_Y T' \) are equivalent to the symmetric left-merge queries \( Q(T', T) = T' \bowtie_Y T \) on the switched tables.

Analytic merge queries can support OLAP operations such as a “drill-across” between two fact tables through common “conformed” [23, 26] or “compatible” dimensions [53].

**Example 7.** Consider the fact tables \( T(A_1, A_2, A_3, M) \) and \( T'(A_2, A_3, N) \), respectively, defined over dimension \( D_1 \) (where \( A_1 \preceq A_2 \preceq A_3 \)) and dimension \( D_2 \) (where \( A_2 \preceq A_3 \)). Suppose that in both dimensions we have \( A_2 \Leftrightarrow A_3 \); then, by Item 2, they appear only once in the merge table, and the result of a “drill-across” (left merge) \( T \bowtie T' \) is a table \( T_r(A_1, A_2, A_3, M, N) \). If \( A_2 \preceq A_3 \) holds in \( D_1 \) but not in \( D_2 \), then all the dimension attributes of \( T \) and \( T' \) will be kept separately in the result of the merge. In the latter case, \( D_1 \) and \( D_2 \) are said to be incompatible in Reference [53].

Analytic tables are sets of tuples and can therefore be combined using set operations. However, compared to standard relational set operations, analytic set operations must respect additional constraints related to the separation between dimension and measure attributes, and the condition that all tuples of a table are unique on their dimension attributes.

**Definition 8 (Analytic Set Queries).** Let \( T \) and \( T' \) be two analytic tables having the same schema with a set of dimension attributes \( Y \) (referring to the same dimensions). Analytic difference and union are defined as follows:

- \( T - T' = \{ t | t \in T \land \nexists t' \in T' : t.Y = t'.Y \} \) keeps all tuples in \( T \) that do not match any tuple in \( T' \) on attributes \( Y \).

- \( T \cup T' = \{ t | t \in T \lor (t \in T' \land \nexists t' \in T : t.Y = t'.Y) \} \) keeps all tuples in \( T \) and all tuples in \( T' \) that do not match any tuple in \( T \) on attributes \( Y \).

Observe that union \( T \cup T' \) is a duplicate-free operation that eliminates each tuple in \( T' \) that has identical dimension values to a tuple in \( T \) and is therefore not commutative.

3 AGGREGABILITY OF ATTRIBUTES IN ANALYTIC TABLES

An attribute of an analytic table does not necessarily aggregate with all aggregation functions along all dimension attributes. Describing when this aggregation is possible has been extensively studied for statistical and OLAP databases (see Reference [33] for a survey). Focusing on function \( \text{SUM} \), References [21, 26, 34] proposed that the designer of a fact table declares the *additivity* category of each measure: *Fully additive* measures can be summed along any dimension; *semi-additive* measures can be summed along some, but not all, dimensions; and *non-additive* measures cannot be summed along any dimension. This approach has been implemented in several OLAP systems.

Generalizing this approach, we introduce aggregable properties that enable a designer to declare for any attribute of an analytic table, which aggregation function is applicable and the set of dimension attributes along which this aggregation function can be computed.

3.1 Aggregable Properties of Attributes

If some attribute \( A \) is aggregable along a set of dimension attributes \( X \), then it is also aggregable along any subsets of \( X \). In the following, we denote by \( \text{agg}_A(F, X) \) the *aggregable property* of \( A \) and state that property \( \text{agg}_A(F, X) \) holds in \( T \) if \( X \) is the maximal set of attributes along which \( A \) is aggregable using \( F \) in \( T \).

**Definition 9 (Aggregable Property).** Let \( S_D \) be the set of dimension attributes in an analytic table \( T(S) \), \( A \) be an attribute in \( S \) and \( F \) be an aggregation function.
Let \( X_f \subseteq S_D \) be the set of all dimension attributes \( B \) such that any aggregation of \( A \) with \( F \) along \( B \) is considered to be meaningless by the user. We call \( X_f \) the set of forbidden dimension attributes along which \( A \) cannot be aggregated using \( F \).

- If \( A \) is a measure attribute, then let \( X_d \subseteq S_D \) be a minimal subset of dimension attributes such that \( X_d \rightarrow^* A \) holds in the subset of all tuples in \( T \) where \( A \neq \text{null} \). Let \( X_d^+ \) be the set of all dimension attributes \( B \in S_D \) such that \( X_d \rightarrow B \). We call \( X_d \) a determinant of \( A \) and \( X_d^+ \) the closure of \( X_d \) in \( S_D \).

Then the aggregable property \( \text{agg}_A(F, X) \) holds in \( T \) for \( F \), where

1. Function \( F \) is applicable to \( A \) and its application is meaningful along dimension attributes that are not in \( X_f \).
2. If \( A \) is a measure attribute, then \( X = (X_d \cup X_f)^+ - X_f \).
3. If \( A \) is a dimension attribute, then \( X = S_D - \{A\} - X_f \).

Item 1 and the definition of the forbidden attributes \( X_f \) in Definition 9 cover the “information semantics” of an attribute \( A \) and restrict the functions and the dimensions for the aggregation of the attribute. Different categorizations have been proposed to determine the aggregation functions that are applicable to some measure attribute, such as a statistic classification of measurements [34, 49, 51], the attribute’s aggregation behavior [38, 40], or the compatibility between the dimension types and the measure types [29]. These categorizations can be used in our context to define both the “applicability” of a function \( F \) on some attribute \( A \) and the “incompatibility” of its application with respect to set of (forbidden) dimension attributes \( X_f \).

Item 2 covers the “logical semantics” defined by the literal functional dependencies between dimension and measure attributes. Note that any measure value of attribute \( A \) is identified by \( X_d \) and therefore contained at most once in any partition defined by the partitioning attributes \( Y = (S_D - X_d) \cup X_f \). Then, we can show that this property is also true for any partition identified by the subset \( Y' \subseteq Y \) of partitioning attributes where \( Y' = (S_D - (X_d \cup X_f)^+) \cup X_f \). To show that a value determined by \( X_d \) can only appear in one sub-partition \( Y' \) of a partition \( Y \), suppose that there exists a pair of tuples \( t \) and \( t' \) where \( t.Y = t'.Y, t.X_d = t'.X_d \) and \( t.Y' \neq t'.Y' \). Then \( t.V = t'.V \) for \( V = X_d \cup X_f \) and \( t.U \neq t'.U \) for \( U = (X_d \cup X_f)^+ - X_f \). This is in contradiction with \( (X_d \cup X_f) \rightarrow (X_d \cup X_f)^+ \). Then, by taking \( X = S_D - Y' \), we obtain \( X = (X_d \cup X_f)^+ - X_f \).

In conclusion, Item 2 considers that any aggregation of a measure attribute \( A \) along any subset of \( X \) is logically correct, since any partition only contains at most one occurrence for each measure determined by \( X_d \). It is by definition meaningful, since it also respects the applicability constraint (Item 1) by excluding the attributes in \( X_f \).

Finally, Item 3 mainly states that any dimension attribute can be aggregated along all dimension attributes except those defined as meaningless in \( X_f \). This follows from the observation that all dimension attributes are considered to be descriptive and the only applicable aggregation functions are COUNT and COUNT_DISTINCT (see also Table 9 below). Then, we assume that there exists no logical constraint defined by LFDs when counting some values along any semantically meaningful set of attributes (see Example 8).

Observe that in Item 2, there may exist several determinants \( X_d \) of \( A \) and each such determinants might define a different set of attributes \( X_1 \) along which \( A \) can be aggregated using \( F \). It is also easy to show that if measure attribute \( A \) can be aggregated along any subset of \( X_1 \) and any subset of \( X_2 \) using \( F \), then it also can be aggregated along any subset of the union \( X_1 \cup X_2 \).

### 3.2 Default Rules for Aggregable Properties

In the cases of dimension tables built from non-analytic tables, or fact tables built from dimension tables and non-analytic tables, we provide default rules to compute the aggregable properties of
Table 9. Categories of Attributes and Their Properties

| Attribute category | Properties                                      |
|--------------------|-------------------------------------------------|
| NUM                | • Numerical values                               |
|                    | • Applicable functions: SUM, AVG, COUNT, MIN, MAX |
| DESC               | • Descriptive or categorical values              |
|                    | • Applicable functions: COUNT, COUNT_DISTINCT    |
| STAT               | • Numerical statistical values                   |
|                    | • Applicable functions: COUNT, COUNT_DISTINCT, MIN, MAX |

each attribute. These rules are based on the categorization of attributes and the properties of aggregation functions. The effort required from the designer of an analytic table is then to inspect and possibly correct the result produced by the application of the default rules, according to the known information semantics of attributes (e.g., using a scale-based categorization of measure attributes as in Reference [51]).

Default applicable functions: We provide a simple default categorization of attributes: NUM (numerical), DESC (descriptive/categorical), and STAT (statistical). These three categories can automatically be extracted from the schema metadata: The two categories NUM and DESC are inferred from the (SQL) data type of attributes, and the category STAT denotes a result from the use of some statistical function. Table 9 describes the six common SQL aggregation functions applicable to each category. We therefore use the attribute category of $A$ to define which aggregation function $F$ is applicable to $A$.

Default values of $X_d$ and $X_f$ for a measure attribute: If $A$ is a measure attribute of $T$, then we use the default rule that $A$ depends on all dimensions over which $T$ is defined. This actually means that, by default, $X_d$ is the fact identifier containing the identifiers of all dimensions (automatically determined using the attribute graphs of the dimensions). However, a necessary condition in the definition of an aggregable property is that $X_d$ is minimal. If the designer of the fact table considers that some dimension attribute in the default value of $X_d$ is unnecessary to determine $A$, then it is removed from $X_d$ and added to all sets of forbidden attributes $X_f$ associated with $A$.

We assume by default that the set of forbidden attributes $X_f$ is empty. If there exists a meaningless aggregation using a function $F$ along some dimensions, then this should be indicated by the designer of the fact table by adding the corresponding dimension attributes to the set $X_f$ associated with $A$ and $F$.

Default value of $X_f$ for a dimension attribute: As already mentioned, if $A$ is a dimension attribute, then we assume that its category is DESC to determine the applicable aggregation functions (COUNT and COUNT_DISTINCT). By definition, we also assume that all aggregations using these two functions along any set of attributes (except $A$) are correct. As before, we also assume that there exist no meaningless aggregations, and we use the default rule that $X_f = \emptyset$.

Important consequence. We assure that each aggregable property $agg_A(F, X)$, with its determinant $X_d$ and forbidden attribute set $X_f$, is part of the metadata of attribute $A$ in table $T$. This is particularly needed when a user takes some action to either minimize the default value of $X_d$ or add attributes to $X_f$. Without keeping the values of $X_d$ and $X_f$, it would not be possible to infer them from the value of $X$. The default values and possible user actions are summarized in Table 10.

Example 8. Consider the fact table PRODUCT_LIST (PROD_SKU, COUNTRY, BRAND, YEAR, QTY) displayed in Figure 3.
Table 10. Default Values of $X_d$ and $X_f$ and Possible User Actions

| Attribute | Default values | Possible user action |
|-----------|----------------|---------------------|
| Measure   | $X_d = \text{fact identifier}; X_f = \emptyset$ | remove attributes to minimize $X_d$; add attributes to $X_f$ |
| Dimension | $X_f = \emptyset$ | add attributes to $X_f$ |

- Attribute QTY in table PRODUCT_LIST is of category NUM, so we get from Table 9 the list of applicable aggregation functions. By default, the set of attributes $X_d$ that determines QTY is the fact identifier of PRODUCT_LIST, $X_d = \{\text{PROD_SKU}, \text{BRAND}, \text{YEAR}\}$. This set is, however, not minimal (QTY only depends on $\{\text{PROD_SKU}, \text{YEAR}\}$), so the designer of the table should remove attribute BRAND from $X_d$ and add it to $X_f$, which is by default empty. Since $(X_d \cup X_f) = \{\text{PROD_SKU}, \text{BRAND}, \text{COUNTRY}, \text{YEAR}\}$, we get the aggregable properties $agg_{\text{QTY}}(F, \{\text{PROD_SKU}, \text{COUNTRY}, \text{YEAR}\})$ for $F \in \{\text{SUM, COUNT, AVG, \ldots}\}$. In other words, QTY can only be aggregated along attributes PROD_SKU COUNTRY and YEAR.

- The dimension attribute PROD_SKU is of category DESC, which determines its applicable aggregation functions. By default, $X_f$ is empty, and we get the aggregable properties $agg_{\text{PROD_SKU}}(F, \{\text{BRAND, COUNTRY, YEAR}\})$ for $F \in \{\text{COUNT, COUNT_DISTINCT}\}$. Thus, it is correct for example, to count the number of (distinct) products per country by aggregating along BRAND and YEAR.

Next, consider the fact table STORE_SALES (Table 3(b)).

- The measure attribute AMOUNT is of category NUM, which determines its applicable aggregation functions. The default value of $X_d = \{\text{STORE_ID, YEAR}\}$ is minimal and $X_f = \emptyset$. Since STORE_ID literally determines all other dimension attributes of $\text{PROD, X = (X_d \cup X_f)^+ = \{\text{STORE_ID, CITY, STATE, COUNTRY, YEAR}\}}$ and we get the aggregable properties $agg_{\text{AMOUNT}}(F, X)$ for $F \in \{\text{SUM, COUNT, AVG, \ldots}\}$. That is, AMOUNT is aggregable along any subset of the dimension attributes of STORE_SALES.

Finally, consider the fact table DEM (Demographics) displayed in Table 1(a).

- Attribute POP is of category NUM. However, summing up POP along dimension attribute YEAR would clearly be incorrect, while it is correct along any attribute of dimension REGION. Thus, the designer of the fact table should add YEAR to $X_f$ for SUM and POP. By default, $X_d = \{\text{CITY, STATE, COUNTRY, YEAR}\}$ and it is minimal. So $X = (X_d \cup X_f)^+ - X_f = \{\text{CITY, STATE, COUNTRY}\}$ and we have the property $agg_{\text{POP}}(\text{SUM}, X)$.

- Attribute UNEMP is of category STAT, which determines its applicable functions. By default, $X_d$ is the same as for POP and $X_f$ is empty, and we have $X = (X_d \cup X_f)^+ - X_f = \{\text{CITY, STATE, COUNTRY, YEAR}\}$. Finally, suppose that the designer of the table considers that functions COUNT_DISTINCT and COUNT are meaningless for UNEMP; then the only aggregable properties are $agg_{\text{UNEMP}}(F, X)$ for $F \in \{\text{MAX, MIN}\}$.

### 3.3 Propagating Aggregable Properties

For analytic tables that result from (analytic) queries over analytic tables, we present propagation rules to obtain the aggregable properties of their attributes. In several cases, these rules do not require any user input. This is a new contribution, because in previous works on summarizability, the user must explicitly specify for every fact table which attribute is aggregable and how.

To determine the aggregable property of some attribute $A'$ in the result $T_r = Q(T)$ of a query $Q$ over $T$, we must first identify the aggregate functions that are applicable to $A'$. This falls into one of the following cases:
(1) If $A'$ is also an attribute of $T$ and $F$ is applicable to $A'$ in $T$, then $F$ is also applicable to $A'$ in $T_r$.
(2) If $A'$ holds pivoted values of an attribute $A$ of $T$ and $F$ is applicable to $A$ in $T$, then $F$ is also applicable to $A'$ in $T_r$.
(3) If $A' = F(A)$ is the result of applying some aggregation function $F$ over an attribute $A$ in $T$, then the aggregate functions that are applicable to $A'$ are determined by the co-domain category of function $F$ using Table 11.
(4) If $A'$ is a new attribute resulting from the evaluation of an expression $f(Z) \rightarrow A'$ in $Q$, then the aggregation functions that are applicable to $A'$ are determined by the category of $A'$ (default or user-defined) using Table 9.

Filter and pivot queries do not change the category of aggregable attributes of $T$ that are in the result $T_r$. Therefore, all functions that were applicable for attributes in $T$ are still applicable to these attributes in the result of any filter or pivot query over $T$. This is not true for aggregate and projection queries that might generate new attribute values of a different category than the aggregated or projected attributes by applying a function. For example, while an attribute $A$ of category NUM in $T$ is still of category NUM in $T_r$ when $F = \text{SUM}(A)$, the resulting attribute becomes of category STAT when $F = \text{AVG}(A)$. This change is detected using the classification in Table 11.

Next, we must determine for each attribute $A'$ in the result table the maximal subset of dimension attributes $X'$ of $T_r$ along which an aggregation using $F$ is meaningful and logically correct according to Definition 9. The propagation rules in Tables 12 and 13 define the values of $X'_d$ and $X'_f$ for the result of a unary or binary query, respectively. The value of $X'$ is then automatically determined by the formulas of Definition 9, and in the case of a measure attribute, the attribute graphs of each dimension are used to compute the closure $(X'_d \cup X'_f)^+$. When a rule specifies $X'_d$ is a determinant of $A'$, it means that a default value of $X'_d$ is computed (as per Table 10) and if it is not minimal to determine $A'$, then a user action is needed. The last column shows the required user actions: None means no action required, Minimize $X'_d$ means remove dimension attributes from the default value of $X'_d$ to obtain a determinant for measure attribute $A'$, and Complete $X'_f$ means adding attributes removed from $X'_d$ and possibly new forbidden attribute to $X'_f$.

**Example 9.** Consider fact table PRODUCT_LIST and its aggregable properties from Example 8.

- Let $T_r = \text{Filter}_{\text{PRODUCT_LIST}}((\text{YEAR } = '2017'))$. Property agg_{QTY}(\text{SUM} | X)$ holds in PRODUCT_LIST for $X = \{\text{PROD_SKU, YEAR}\}$, $X'_d = \{\text{PROD_SKU, YEAR}\}$, and $X'_f = \emptyset$. By default, $X'_d = X_d$, which is no longer minimal. So, the user action should be to remove YEAR from $X'_d$ and add it to $X'_f$, which is by default equal to $X_f$. Thus, by Table 12, agg_{QTY}(\text{SUM} | X') holds in $T_r$, with $X'_d = \{\text{PROD_SKU}\}$, $X'_f = \{\text{YEAR}\}$, and $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{PROD_SKU}\}$.
- Let $T_r = \text{Pivot}_{\text{PRODUCT_LIST}}(\text{QTY} | \text{BRAND})$. It produces two new attributes QTY_COCOCOLA and QTY_ZORA. By Table 12, since $X_d \not\subseteq Y$, the default value of $X'_d$ is $X_d - Y = \{\text{PROD_SKU, YEAR}\}$, which is minimal to determine each new measure attribute. Then $X'_f = X_f - Y = \emptyset$. Thus, both aggregable properties agg_{QTY_COCOCOLA}(\text{SUM} | X') and agg_{QTY_ZORA}(\text{SUM} | X') hold in $T_r$, where $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{PROD_SKU, YEAR}\}$.
Table 12. Propagation Rules for Unary Operations on \(T(S)\) Returning Table \(T_r(S')\)

| Unary query on \(T(S)\) | Propagation rule for inferring the aggregable properties of attribute \(A' \in S_r\) in the result \(T_r(S_r)\) | User action |
|--------------------------|-------------------------------------------------|-------------|
| \(Filter_T(P \mid Y)\) | dimension attribute \(A' \in S_D\) and \(agg_{A'}(F, X)\) holds in \(T\): \(agg_{A'}(F, X')\) holds in \(T_r\) with \(X'_f = X_f\) | None |
| Project\(_T\)(\(X, f(Z) \rightarrow m\)) | dimension attribute \(A' \in Y\) and \(agg_{A'}(F, X)\) holds in \(T\): \(agg_{A'}(F, X')\) holds in \(T_r\) with \(X'_f = X_f\). | None |
| Pivot\(_T\)(A \mid Y) | dimension attribute \(A' \in S_D - Y\) and \(agg_{A'}(F, X)\) holds in \(T\): \(agg_{A'}(F, X')\) holds in \(T_r\) with \(X'_f = X_f - Y\) | None |
| Agg\(_T\)(F(A) \mid Y) | dimension attribute \(A' \in Y\) and \(agg_{A'}(F, X)\) holds in \(T\): \(agg_{A'}(F, X')\) holds in \(T_r\) with \(X'_f = X_f\). | None |

- Let \(T_r = \text{Agg}_{\text{PRODUCT\_LIST}}(\text{SUM}(\text{QTY}) \mid Y)\) with \(Y = \{\text{BRAND}, \text{COUNTRY}, \text{YEAR}\}\). Aggregable property \(agg_{\text{SUM}(\text{QTY})}(\text{SUM}, X)\) holds in \text{PRODUCT\_LIST} with \(X = \{\text{PROD\_SKU}, \text{COUNTRY}, \text{YEAR}\}\) and \(X_f = \{\text{BRAND}\}\). By default, we have \(X_d' = \{\text{BRAND}, \text{YEAR}\}\), which is minimal and does no require any minimize user action. Thus, by Table 12, \(X'_f = X_f \cap Y = \{\text{BRAND}\}\) and \(X' = (X_d' \cup X'_f)^+ - X'_f = \{\text{COUNTRY}, \text{YEAR}\}\). Since function \text{SUM} returns a value of category \text{NUM}, we finally have \(agg_{\text{SUM}(\text{QTY})}(G \mid X')\) holds in table \(T_r\) with \(G \in \{\text{SUM}, \text{AVG}, \text{COUNT}, \text{COUNT\_DISTINCT}, \text{MIN}, \text{MAX}\}\).

- Let \(T_r = \text{Agg}_{\text{PRODUCT\_LIST}}(\text{F}(\text{PROD\_SKU}) \mid \{\text{BRAND}, \text{YEAR}\})\), with \(F \in \{\text{COUNT}, \text{COUNT\_DISTINCT}\}\). For each value of \(F\), property \(agg_{\text{F}(\text{PROD\_SKU})}(F \mid X)\) holds in \text{PRODUCT\_LIST} for \(X = \{\text{BRAND}, \text{COUNTRY}, \text{YEAR}\}\). Since \(F\) returns values of category \text{NUM}, \(G \in \{\text{SUM}, \text{AVG}, \text{COUNT}, \text{COUNT\_DISTINCT}, \text{MIN}, \text{MAX}\}\) is applicable to \text{PROD\_SKU}. Then, by the propagation rule, \(X'_f = X_f \cap Y = \emptyset\). The default value of \(X_d\) is \{\text{BRAND}, \text{YEAR}\}, which is minimal. Thus, \(agg_{\text{F}(\text{PROD\_SKU})}(G \mid X')\) holds in table \(T_r\) with \(X' = (X_d' \cup X'_f)^+ - X'_f = \{\text{BRAND}, \text{YEAR}\}\).

In each propagation rule for merge, union, and set difference summarized in Table 13, we only considered the case of an attribute \(A\) in \(T\), but the same result would apply for an attribute \(A\) in \(T'\) due to the symmetry of the merge operations.

The union operator might extend \(T\) with new tuples from \(T'\) violating the condition \(X_d' \rightarrow^+ A'\) for measure attribute \(A'\). So, the propagation rule must check if \(X_d' \rightarrow^+ A'\) still holds on the result of the union (for all other operations we proved that there exists \(X_d' \subseteq X_d\) such that \(X_d' \rightarrow^+ A'\)). If not, then the user can either resolve the uniqueness violation by removing the duplicate tuples on \(X_d\) (action \text{Resolve conflicts}) or add new attributes to \(X_d\) to make it a determinant for \(A'\) (action
Table 13. Propagation Rules for Binary Operations

| Binary query on $T(S)$ and $T'(S')$ | Propagation rule for inferring the aggregable properties of attribute $A' \in S$ in the result $T_r(S_r)$ | User action |
|-------------------------------------|-------------------------------------------------|-------------|
| $T_r = T \bowtie T'$               | dimension attribute $A' \in SD$ and $\text{agg}_{A'}(F, X)$ holds in $T$: $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_d = X_f$. | Complete $X'_d$ |
| $T_r = T \bowtie T'$               | measure attribute $A' \in S - SD$ and $\text{agg}_{A'}(F, X)$ holds in $T$: $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_d = X_d$ and $X'_f = X_f$. | Complete $X'_f$ |
| $T_r = T \bowcirc T'$             | dimension attribute $A' \in SD$ and $\text{agg}_{A'}(F, X)$ holds in $T$: $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_d$ is determinant of $A'$ and $X'_f = X_f$. | Complete $X'_f$ |
| $T_r = T \bowcirc T'$             | measure attribute $A' \in S - SD$ and $\text{agg}_{A'}(F, X)$ holds in $T$: $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_d = X_d$ and $X'_f = X_f$. | Complete $X'_d$ or Resolve conflicts |
| $T_r = T \cup T'$                 | dimension attribute $A' \in SD$ and $\text{agg}_{A'}(F, X)$ holds in $T$: $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_d = X_d$ and $X'_f = X_f$. | None |
| $T_r = T - T'$                    | measure attrib. $A' \in S - SD$ and $\text{agg}_{A'}(F, X)$ holds in $T$: if $X_d = SD$ or $X_d$ is a determinant of $A'$ in $T_r$ then $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_d = X_d$ and $X'_f = X_f$. | None |
| $T_r = T - T'$                    | else $\text{agg}_{A'}(F, X')$ holds in $T_r$ with $X'_f = X_f$ and $X'_d$ is a determinant of $A'$. | Complete $X'_d$ or Resolve conflicts |

If the added attributes are in $X_f$, then they must be removed from $X'_f$, which is by default equal to $X_f$. With the former action, the user wishes to keep the original semantics of $A'$ defined in $T$ and $T'$.

For union, propagation rules involve a uniqueness test over hierarchical dimension attributes, which can be performed efficiently using specific data structures that represent fact tables in main-memory (see References [6, 7]). In the other cases, the conditions of the propagation rules are immediate to compute, because they only involve the manipulation of metadata properties.

The next proposition states that the rules of Tables 12 and 13 are correct with respect to Definition 9. Following this definition, each rule producing a new propagated aggregable property $\text{agg}_{A'}(F', X')$ is correct, if (1) $F'$ can be applied on $A'$, (2) $X'_d$ is a determinant of $A'$ (if $A'$ is a measure attribute), and (3) $X'_f$ propagates the forbidden attributes defined for $A'$ (if $A'$ exists in $T$).

**Proposition 1 (Correctness of Summarizability Propagation Rules).** The propagation rules of Tables 12 and 13 are correct.

## 4 SUMMARIZABILITY OF AGGREGABLE ATTRIBUTES

In this section, we consider the properties of attributes that characterize the equivalence between computing an aggregated value of an attribute from a table $T$ and computing the same aggregated value from the result of a query $Q$ over $T$.

### 4.1 Summarizable Attributes and Distribution Functions

Figure 4 illustrates the definition of summarizable attributes when some attribute $A$ of table $T$ is aggregated with some function $F$ for each partition of attributes $Z_2$. If it is possible to obtain the same result by first aggregating $A$ for each partition of attributes $Z_1$ where $Z_2 \subset Z_1$, using function $F$, complete $X'_d)$. If the added attributes are in $X_f$, then they must be removed from $X'_f$, which is by default equal to $X_f$. With the former action, the user wishes to keep the original semantics of $A'$ defined in $T$ and $T'$.

For union, propagation rules involve a uniqueness test over hierarchical dimension attributes, which can be performed efficiently using specific data structures that represent fact tables in main-memory (see References [6, 7]). In the other cases, the conditions of the propagation rules are immediate to compute, because they only involve the manipulation of metadata properties.

The next proposition states that the rules of Tables 12 and 13 are correct with respect to Definition 9. Following this definition, each rule producing a new propagated aggregable property $\text{agg}_{A'}(F', X')$ is correct, if (1) $F'$ can be applied on $A'$, (2) $X'_d$ is a determinant of $A'$ (if $A'$ is a measure attribute), and (3) $X'_f$ propagates the forbidden attributes defined for $A'$ (if $A'$ exists in $T$).

**Proposition 1 (Correctness of Summarizability Propagation Rules).** The propagation rules of Tables 12 and 13 are correct.

## 4 SUMMARIZABILITY OF AGGREGABLE ATTRIBUTES

In this section, we consider the properties of attributes that characterize the equivalence between computing an aggregated value of an attribute from a table $T$ and computing the same aggregated value from the result of a query $Q$ over $T$.

### 4.1 Summarizable Attributes and Distribution Functions

Figure 4 illustrates the definition of summarizable attributes when some attribute $A$ of table $T$ is aggregated with some function $F$ for each partition of attributes $Z_2$. If it is possible to obtain the same result by first aggregating $A$ for each partition of attributes $Z_1$ where $Z_2 \subset Z_1$, using function $F$,
and then further aggregating $A$ for each partition $Z_2$, using either the same function $F$ or a different function $G$, then we shall say that $A$ is summarizable with respect to $Z_1$ and $F$ using $G$.

The Definition 10 below formalizes Figure 4 and subsumes the definition of summarizability addressed in previous work [22, 27–29, 40]. For simplicity, we use the expression valid aggregate query for a query $\text{Agg}_T(F(A) | Z)$ such that the aggregable property $\text{agg}_A(F, X)$ holds in $T$ and $Z$ contains the dimension attributes of $T$ that are not in $X$.

**Definition 10 (Summarizable Attribute).** Let $T(S)$ be an analytic table, $A$ be an aggregable attribute of $T$, and $T_1 = \text{Agg}_{T_1}(F(A) | Z_1)$ be a valid aggregate query over $T$. If for any subset $Z_2 \subset Z_1$ there exists an applicable aggregate function $G$ such that the query $\text{Agg}_{T}(F(A) | Z_2)$ is valid and the equation

$$\text{Agg}_{T_1}(G(F(A)) | Z_2) = \text{Agg}_{T}(F(A) | Z_2)$$

(1)

holds, then $A$ is said to be summarizable in $T$ with respect to grouping set $Z_1$ and function $F$ using function $G$.

**Definition 11 (Distributive Aggregation Function).** Let $F$ be an aggregation function applicable to a set of domain values $V$ and $P = \{V_1, \ldots, V_n\}$, $n \geq 1$ be a partitioning of $V$. If there exists an aggregate function $G$ such that $F(V_1 \cup \cdots \cup V_n) = G(F(V_1), \ldots, F(V_n))$, then $F$ is said to be distributive using function $G$ on partitioning $P$.

Distributive aggregation functions are also called decomposable aggregation functions in References [24, 57]: In the above definition, $F$ would be said to be decomposable with union and $G$. We say that $F$ is distributive using function $G$ on attribute $A$ of table $T$ with partitioning attributes $Z$ if $F$ is distributive using function $G$ on all partitions of the values of $A$ in $T$ defined by any subset of $Z$.

The following proposition relates the previous definition of distributive functions to the notion of summarizable attributes. In the following, we assume to know the distributive properties of all usable aggregation functions as part of our system metadata.

**Proposition 2 (Function Distributivity and Attribute Summarizability).** Let $T(S)$ be an analytic table with dimension attributes $S_D \subseteq S$ and an aggregable attribute $A$ such that $\text{agg}_A(F, X)$ holds in $T$. If $F$ is distributive using function $G$ on attribute $A$ in table $T$ with partitioning attributes $Z \supseteq S_D - X$, then $A$ is summarizable with respect to grouping set $Z$ and function $F$ using function $G$.

**Example 10.** Consider attribute $\text{PROD_SKU}$ in table $\text{PRODUCT_LIST}$ with property $\text{agg}_{\text{PROD_SKU}}(\text{COUNT}, [\text{BRAND}, \text{COUNTRY}, \text{YEAR}])$. Since function $\text{COUNT}$ is distributive using function $\text{SUM}$ on table $\text{PROD_SKU}$ with any partitioning of the table, $\text{PROD_SKU}$ is summarizable with respect to grouping set $Z = [\text{BRAND}, \text{COUNTRY}, \text{YEAR}]$ and $\text{COUNT}$ using function $\text{SUM}$. Thus, if $Z_2 = [\text{COUNTRY}, \text{YEAR}]$ and $T_1 = \text{Agg}_{\text{PRODUCT_LIST}}(\text{COUNT}(\text{PROD_SKU}) | Z)$, then the following equation holds:

$$\text{Agg}_{\text{PRODUCT_LIST}}(\text{COUNT}(\text{PROD_SKU}) | Z_2) = \text{Agg}_{T_1}(\text{SUM}(\text{COUNT}(\text{PROD_SKU})) | Z_2).$$

However, function distributivity is a sufficient but not a necessary condition for summarizability, as shown by the following proposition, which defines a weaker sufficient condition for summarizability with $\text{COUNT\_DISTINCT}$, which is not distributive using $\text{SUM}$.
Table 14. Propagation Rule for Aggregate Operation Preserving Summarizability

| Query on T(S) | New propagation rule for inferring the aggregable properties of new measure attribute \( A' \) in the result \( T_r(S_r) \) | User action |
|---------------|-------------------------------------------------|-------------|
| \( \text{Agg}_T(F(A) \mid Y) \) | new measure attribute \( A' = F(A) \) and \( \text{agg}_{\text{new}}(F, X) \) holds in \( T \): if \( G \) can be applied on \( A' \) (Table 9) and \( F \) is distributive using \( G \) then \( \text{agg}_{\text{new}}(G, X') \) holds in \( T_r \) with \( X'_d \) determinant for \( A' \) and \( X'_d = X_f \cap Y \). if \( F = \text{COUNT}\_\text{DISTINCT} \) and \( K \) is a minimal subset of \( Y \) such that \( K \cup \{A\} \mapsto Y \) in \( T \) then \( \text{agg}_{\text{new}}(\text{SUM}, X') \) holds in \( T_r \) with \( X'_d \) determinant for \( A' \) and \( X'_d = (X_f \cap Y) \cup K \). | Minimize \( X'_d \) Complete \( X'_d \) |

Proposition 3 (Summarizability of COUNT\_DISTINCT using SUM). Let \( T(S) \) be an analytic table with a set of dimension attributes \( S_D \) and an aggregable attribute \( A \). Let \( T_1 = \text{Agg}_T(\text{COUNT}\_\text{DISTINCT}(A) \mid Z_1) \) be a valid aggregate query over \( T \). If \( Z_2 \subseteq Z_1 \) and the LFD \( Z_2 \cup \{A\} \mapsto Z_r \) holds in \( T \), then the following equation is true:

\[
\text{Agg}_{T_1}(\text{SUM}(\text{COUNT}\_\text{DISTINCT}(A)) \mid Z_2) = \text{Agg}_T(\text{COUNT}\_\text{DISTINCT}(A) \mid Z_2).
\]

(2)

We say that attribute \( A \) (in \( T \)) is summarizable with respect to grouping set \( Z_1 \) and COUNT\_DISTINCT using function SUM with partitioning attributes \( Z_2 \).

Observe that if Equation (2) holds for any subset \( Z_2 \subset Z_1 \), then \( A \) is summarizable with respect to grouping set \( Z_1 \) and COUNT\_DISTINCT using function SUM (Definition 10). Proposition 3 can be generalized to other duplicate-sensitive functions like SUM\_DISTINCT using SUM.

Example 11. Let \( T_1 = \text{Agg}_{\text{PRODUCT}\_\text{LIST}}(\text{COUNT}\_\text{DISTINCT}(\text{PROD}\_\text{SKU}) \mid Z_1) \) where \( Z_1 = \{\text{BRAND}, \text{COUNTRY}, \text{YEAR}\} \). Function COUNT\_DISTINCT is only distributive using SUM if no pair of partitions share the same value. This is not the case with partitioning \( Z_1 \) (e.g., there exist two partitions of \( Z_1 \) with the same product "cz-shirt-s"), so by Proposition 2, attribute PROD\_SKU is not summarizable with respect to grouping set \( Z_1 \) and function COUNT\_DISTINCT using SUM. However, for \( Z_2 = \{\text{BRAND}, \text{YEAR}\} \), we have \( Z_2 \cup \text{PROD}\_\text{SKU} \mapsto Z_1 \) in table PRODUCT\_LIST. So, by Proposition 3, Equation (2) is valid for that particular subset \( Z_2 \) of \( Z_1 \). Intuitively, as long as we keep the attributes of \( Z_2 \) in the grouping set, a PROD\_SKU will not be double counted in the result of each partition.

4.2 Controlling Attribute Summarizability Using Aggregable Properties

Given the result of an aggregate query \( T_1 = \text{Agg}_T(F(A) \mid Z_1) \) over some attribute \( A \), we want to automatically compute the subset of dimension attributes \( X' \subseteq Z_1 \) of \( T_1 \) such that \( \text{agg}_{\text{new}}(G, X') \) holds in \( T_1 \), and for any \( Z_2 \) such that \( Z_1 - X' \subseteq Z_2, \text{Agg}_{T_1}(G(F(A)) \mid Z_2) = \text{Agg}_T(F(A) \mid Z_2) \).

Definition 12 (Summarizability Preserving Aggregable Property). Let \( T(S) \) be an analytic table and \( T_1 = \text{Agg}_T(F(A) \mid Z_1) \) be the result of a valid aggregate query. We say that \( \text{agg}_{\text{new}}(G, X') \) preserves the summarizability of \( A \) with respect to grouping set \( Z_1 \) if, for any subset \( Z_2 \) such that \( Z_1 - X' \subseteq Z_2 \), attribute \( A \) is summarizable in \( T \) with respect to grouping set \( Z_2 \) and function \( F \) using \( G \).

In Table 14, we present a propagation rule for aggregation that preserves summarizability. Its correctness shown in the next proposition is based on Propositions 2 and 3.

Proposition 4 (Propagation of Aggregable Properties with Summarizability Preservation). Let \( T(S) \) be an analytic table with dimension attributes \( S_D \subseteq S \) and let \( T_r = \text{Agg}_{T_r}(F(A) \mid Y) \) be the result of a valid aggregate query. Then the aggregable properties inferred by the rule of Table 14 for attribute \( A' = F(A) \) preserve the summarizability of \( A \) with respect to grouping set \( Y \) and are correct.
For the second condition in Table 14, observe that there might exist several minimal subsets of attributes \( K_i \) of \( Y \) such that \( K_i \cup \{ A \} \) determines all attributes of \( Y \) in \( T \). These sets \( K_i \) can easily be computed using the attribute graphs of the corresponding dimensions.

**Example 12.** Let \( T_1 = \text{Agg}_{\text{PRODUCT\_LIST}}(\text{COUNT\_DISTINCT(\text{PROD\_SKU}) | Y}) \) where \( Y = \{ \text{BRAND, COUNTRY, YEAR} \} \) and \( X_f = \emptyset \). By the second condition in Table 14, the only aggregation that holds among the attributes of \( Y \) is \( \text{BRAND} \mapsto \text{COUNTRY} \). Thus, there is a single minimal set \( K = \{ \text{BRAND, YEAR} \} \) such that \( K \cup \{ \text{PROD\_SKU} \} \) determines all attributes in \( Y \). Thus, \( X_f' = (X_f \cap Y) \cup K = K \). By default, \( X_f' = \{ \text{BRAND, YEAR} \} \), which is already minimal, so no user action is needed. Finally, \( X' = Y \cap (X_d \cup X_f')^+ - X_f' = \{ \text{COUNTRY} \} \) and \( \text{Agg}_{\text{COUNT\_DISTINCT(\text{PROD\_SKU})}(\text{SUM | COUNTRY})} \) preserves the summarizability of \( \text{PROD\_SKU} \) with respect to grouping set \( Y \).

**Comparisons to previous work on summarizability.** Consider the following sequence of operations: \( T_1 = \text{Agg}_{\text{STORE\_SALES}}(\text{SUM(AMOUNT) | \{CITY, STATE, COUNTRY, YEAR\}}) \) and \( T_2 = \text{Agg}_{T_1}(\text{SUM(AMOUNT) | \{COUNTRY, YEAR\}}) \). In Reference [29], the second aggregation is considered to be incorrect, because it violates some completeness condition requiring that (a) no store is missing in \( \text{STORE\_SALES} \) with respect to \( \text{SALES\_ORG} \) and (b) attribute \( \text{STATE} \) cannot be optional. In Reference [40], the same above condition (b) is imposed. In addition, a more restrictive definition of distributive function is used (no function \( G \) is allowed) that prevents the use of \( \text{COUNT\_function} \). In Reference [27], the second aggregation would not be allowed because the \( \text{STORE\_SALES} \) does not satisfy the Generalized Multidimensional Normal Form (i.e., no context dependency can be expressed to characterize all null values in \( \text{STATE} \) and above condition (a) is not satisfied). In Reference [22], the second aggregation would also be rejected, because the \( \text{SALES\_ORG} \) hierarchy is not strict with respect to functional dependencies with nulls (a non-null city value can have multiple state values). By contrast, our treatment of null values in aggregation operations and our propagated aggregable properties on \( T_1 \) properly detect that the second aggregation is correct. A more detailed comparison can be found in the long version of this article [46].

### 4.3 Generalized Attribute Summarizability

In the previous sections, we defined the summarizability of an attribute through a sequence of two aggregation queries. In Definition 13, we extend the summarizability of an attribute to a sequence of an arbitrary analytic query followed by an aggregation query. This case was not addressed by previous work on summarizability.

**Definition 13 (Generalized Summarizable Attribute).** Let \( T(S) \) be an analytic table that is the input of an analytic query \( Q \) returning a table \( T_1(S_1) \). Let \( \text{agg}_A(F, X) \) be an aggregable property of attribute \( A \) that holds in \( T \) and \( T_1 \) and \( X \subseteq Z \subseteq (S \cap S_1) - X \). If for any two aggregate queries \( Q \left( T \right) = \text{Agg}_F(A | Z') \) and \( Q \left( T_1 \right) = \text{Agg}_F(A | Z') \) such that \( Z \subseteq Z' \), both queries are valid and for any two tuples \( t_1 \in Q \left( T \right) \) and \( t_2 \in Q \left( T_1 \right) \), then we have \( t_1.Z' = t_2.Z' \Rightarrow t_1.F(A) = t_2.F(A) \), then \( A \) is said to be \( G\text{-summarizable} \) in \( T \) with respect to query \( Q \), grouping set \( Z \) and function \( F \).

It is easy to show that \( Q \left( T \right) \) and \( Q \left( T_1 \right) \) in the previous definition are always valid. Since the aggregable property \( \text{agg}_A(F, X) \) holds in \( T \) and \( T_1 \) and \( X \subseteq Z \), this property also holds for all sets \( Z' \) where \( Z \subseteq Z' \) and both queries are valid.

The Section 4.3 is illustrated in Figure 5. We make a few observations. First, unlike Definition 10, \( T_2 \) and \( T_2' \) are not necessarily equal, i.e., \( T_2 \) might contain tuples that are not in \( T_2' \) and vice versa. Second, in Section 3.3, we established the propagation rules to compute the aggregable properties on \( A \) that hold in \( T_1 \) for \( F \). They are used in the definition to determine which aggregate queries
Consider a fact table with respect to \( x \) and \( b \), let \( f \) be an attribute of \( F = \{A, B, C\} \). Consider now the fact tables \( 1 \) and \( 2 \) are \( G \)-summarizable in \( A \) with respect to \( Q \). Any attribute \( A \) is \( G \)-summarizable with respect to \( Q \) and \( F \).

**Example 13.** Consider a fact table \( T \) (in Table 15) defined over two dimension \( D_1 \) and \( D_2 \) with dimension attributes \( A_1, A_2, A_3 \) from dimension \( D_1 \) (where \( A_1 \not< A_2 \not< A_3 \) and \( A_2 \not\rightarrow A_3 \)) and \( B_1, B_2 \) from dimension \( D_2 \) (where \( B_1 \not< B_2 \)). We shall say that within table \( T \), \( A_3 \) is the highest attribute of \( D_1 \) while \( B_2 \) is the highest attribute of \( D_2 \).

Take query \( Q_1(T) = \text{filter}_T ([A_3 = c_1] \mid [A_3]) \) whose result table \( T_1 \) is displayed in Table 15. If we take a valid grouping set \( Z = \{A_3\} \), then for each \( p \in \text{dom}(A_3) \) and partition \( T^p = \sigma_{A_3 = p}(T) \) of \( T \) we have either \( Q_1(T^p) = T^p \) or \( Q_1(T^p) = \emptyset \). In our example, we have \( Q_1(T^c_1) = T^c_1 \) and \( Q_1(T^c_2) = \emptyset \). Thus, for any subset \( Z' \) of dimension attributes of \( T \) containing \( A_3 \), we have either \( \Pi_{Z'}(Q_1(T^p)) = \Pi_{Z'}(T^p) \) or \( \Pi_{Z'}(Q_1(T^p)) = \emptyset \) is a projection without duplicate elimination. Therefore, any valid aggregation query with grouping attributes \( Z' \) returns, for each partition of \( T_1 \) defined by \( Z' \), the same result when it is applied to \( T \) or \( T_1 \). Hence, any attribute \( A \) is \( G \)-summarizable in \( T \) with respect to query \( Q_1 \), grouping set \( Z = \{A_3\} \), and any function \( F \) applicable to \( A \) in \( T \). Observe that this is not the case for any other grouping set \( Z \) that does not contain attribute \( A_3 \). For instance, if \( Z = \{A_2\} \), then for partition \( T^{b_1} \), \( Q_1(T^{b_1}) \neq T^{b_1} \).

However, the previous reasoning does not apply if \( T \) is filtered on a measure attribute \( M \), like in query \( Q_2(T) = \text{filter}_T ([M \in \{x_3, x_4\}] \mid [M]) \). Since a measure attribute cannot belong to the grouping set of an aggregate query, we cannot define a partitioning set \( Z = \{M\} \). Then, to identify a set of dimension attributes \( Z \) such that all attributes \( A \) are \( G \)-summarizable in \( T \) with respect to query \( Q_2 \), grouping set \( Z \) and an applicable function \( F \), we must find a set of dimension attributes \( Z \) that partitions \( T \) into \( Q_2(T) \) and \( T - Q_2(T) \). In our example, \( Z = \{B_1\} \) would be a possible solution that cannot be easily found.

**Example 14.** Consider now the fact tables \( T \) and \( T' \) (displayed in Figure 6) defined over the same dimensions \( D_1 \) and \( D_2 \) as before. Take the left-merge query \( Q(T, T') = T \bowtie_Y T' = T_1 \) where \( Y = \{A_1, A_2, B_1, B_2\} \). Any attribute \( A \) of \( T \) is \( G \)-summarizable in \( T \) with respect to \( Q \) and any function \( F \) applicable to \( A \), because the duplicate preserving projection of \( T_1 \) on the attributes of \( T \) is equal to table \( T \) (hence, the condition of Definition 13 is always satisfied).
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We can obtain the same table by applying a right-merge $T_1 = Q'(T', T) = T' \bowtie_Y T$. Let us then look at the G-summarizability of attributes in $T'$ with respect to $Q$ and $F$. First, grouping set $Z = \{A_2, B_2\}$ containing the highest attributes in $Y$ defines two partitions of $T'$. We can see that partition $T'^{\text{high}, e_1}$ is different from the duplicate-preserving projection of $T'^{\text{high}, e_1}$ on the attributes of $T'$ (tuples $t_3$, $t_4$ of $T'$ have no corresponding tuples in $T_1$). So any valid aggregation query over a partitioning on $Z$ would violate the G-summarizability property. Indeed, the only grouping set $Z$ for which we have the equality of non-empty partitions is $Z = \{A_1, A_2, B_1, B_2\}$. We shall see later that if a valid aggregation can be expressed over $Y$ in $T'$, then $Z$ can be equal to $Y$.

Now take the same right merge query $T_1 = T' \bowtie_Y T$ (equal to $T \bowtie_Y T'$) as before applied to the tables displayed in Figure 7. For grouping set $Z = \{A_2, B_2\}$, the partition of $T'$ with values $(b_1, e_1)$ has a corresponding identical partition in $T_1$ after a duplicate-preserving projection on the attributes of $T'$. The partition of $T'$ with values $(b_1, e_3)$ has a corresponding empty partition in $T_1$. However, the partition of $T_1$ with values $(b_3, e_1)$ has one extra tuple with respect to the corresponding partition in $T'$, because tuple $t_7$ is matched by two tuples of $T$ and its attribute values appear duplicated in $T_1$ (in tuples $t_{12}$ and $t_{13}$). Hence, for attributes of $T'$, G-summarizability in $T'$ with respect to $Q$ and grouping set $Z = \{A_2, B_2\}$ must be restricted to functions that are insensitive to duplicates (i.e., $\text{COUNT\_DISTINCT}$, $\text{MIN}$, $\text{MAX}$).

**Proposition 5 (Queries Satisfying G-summarizability).** Let $Q$ be a unary or binary analytic query with some input table $T(S)$ returning a table $T_1(S_1)$ and $S_D$ be the dimension attributes in $S \cap S_1$. Let $Z$ be a subset of $S_D$, and $A'$ be an attribute in $S \cap S_1$ such that $\text{agg}_{A'}(F, X)$ and $\text{agg}_{A'}(F, X_1)$ hold in $T$ and $T_1$, respectively. Then, $A'$ is G-summarizable in $T'$ with respect to query $Q$, grouping set $Z$, and function $F$ in the following cases:

- **Unary queries:**
  1. $Q = \text{Filter}_T(P \mid Y)$, $Y \subseteq S_D$, $A' \in S$ and $Z = (S_D - X_1) \cup Y$.
  2. $Q = \text{Project}_T(Y, f(Z') \rightarrow m_0)$, $A' \in Y$ and $Z = S_D - X_1$.
  3. $Q = \text{Agg}_T(G(A) \mid Y)$, $A' \in Y$, $Z = Y - X_1$ and $F \in \{\text{MIN, MAX, COUNT\_DISTINCT}\}$.
  4. $Q = \text{Pivot}_T(A \mid Y)$, $A' \in S - Y - \{A\}$, $Z = S_D - X_1 - Y - \{A\}$ and $F \in \{\text{MIN, MAX, COUNT\_DISTINCT}\}$.

- **Merge queries:** First, for all merge queries, we apply the rule restricting the aggregation function to duplicate insensitive function when $Y$ does not determine the attributes of the second argument tuple $T': Y \not\rightarrow S'$ then $F \in \{\text{MIN, MAX, COUNT\_DISTINCT}\}$. 
Then, let $Y^{\text{top}} \subseteq Y$ denote the subset of highest attributes in the set of join attributes $Y$. We can define the following rules:

(1) $Q_1 = T \bowtie_Y T'(S')$, $A' \in S$, $Z = S_D - X_1$
(2) $Q_2 = T \bowtie_Y T'(S')$ or $Q_2 = T \bowtie_Y T'(S')$:
   (a) If $A' \in Y$ and for all non-empty partitions $T'' = \sigma_{Y^{\text{top}}=y}(T')$ of $T'$, then the corresponding partition $T'' = \sigma_{Y^{\text{top}}=y}(T)$ of $T$ is empty or $\pi_Y(T'') = \pi_Y(T'')$, and then $Z = (S_D - X_1) \cup Y^{\text{top}}$
   (b) If $A' \in S-Y$ and for all non-empty partitions $T'' = \sigma_{Y-y}(T')$ of $T'$ and corresponding partitions $T'' = \sigma_{Y-y}(T)$ of $T$, $\pi_Y(T'') \subseteq \pi_Y(T'')$, then $Z = (S_D - X_1) \cup Y^{\text{top}}$.
(3) $Q_3 = T \bowtie_Y T'(S')$, $A' \in S$: if for all non-empty partitions $T'' = \sigma_{Y^{\text{top}}=y}(T')$ and corresponding partitions $T'' = \sigma_{Y^{\text{top}}=y}(T)$, $\pi_Y(T'') \subseteq \pi_Y(T'')$ then $Z = (S_D - X_1) \cup Y^{\text{top}}$ else $Z = (S_D - X_1) \cup Y$.

Set queries:

(1) $Q_1 = T \cup T'$, $A' \in S$ and if $\pi_{Y^{\text{top}}}(T) \cap \pi_{Y^{\text{top}}}(T') = \emptyset$, then $Z = S_D - X_1 \cup Y^{\text{top}}$, otherwise $Z = Y$.
(2) $Q_2 = T - T'$, $A' \in S$ and if all partitions $\sigma_{Y^{\text{top}}=y}(T)$ are equal to or disjoint with $\sigma_{Y^{\text{top}}=y}(T')$, then $Z = (S_D - X_1) \cup Y^{\text{top}}$, otherwise $Z = Y$.

Observe that for merge and set queries, we choose the highest dimension $Y^{\text{top}}$ as candidates for checking the conditions on the data partitions $T'$ and $T''$. In fact, we might check these partition containment conditions for any subset $Y'$ of attributes from $Y$ or $S_D$ instead of $Y^{\text{top}}$ and identify the minimal candidates for which these conditions hold. There are two main reasons for choosing $Y^{\text{top}}$. First, the choice of the highest attributes $Y^{\text{top}}$ is based on the realistic hypothesis that the majority of analytic queries aggregate values along these attributes plus possibly other lower attributes. Second, checking the G-summarizability condition for a subset of attributes mainly corresponds to comparing the size of partitions in two different tables obtained by two aggregate queries. The systematic exploration of all attribute subsets $Y'$, even with efficient pruning techniques, may take too much time in an interactive data exploration session.

Related work on query optimization and query rewriting using views. The G-summarizability property is related to query rewriting techniques developed for optimizing SQL query plans with aggregations [10, 15, 56, 57]. For example, the invariant grouping property defined in Reference [10] can be viewed as a particular case of G-summarizability. Let $T_1 = T \bowtie T'$ be the result of an equi-join between two tables $T$ and $T'$ (the property can be generalized to more than two tables) and $Q'(T_1) = \text{Agg}_{T_1}(F(\Lambda) \mid Z)$ be the result of an aggregate query $Q'$ on $T_1$. Then, table $T$ has the invariant grouping property with respect to $Q'(T_1)$ if (1) $T$ contains the aggregated attribute $\Lambda$, (2) the equi-join $T \bowtie T'$ is defined on foreign key attributes of $T$ referencing $T'$, and (3) all join attributes of $T$ are also grouping attributes in $Z$. This property makes it possible to push the aggregation query $Q'(T_1)$ down to $T$ and evaluate the new query $Q'(T) \bowtie T'$ without changing the final query result. The G-summarizability property of attributes generalizes this condition to a larger set of queries. As illustrated by Figure 5, if $T_1 = Q(T)$ and attribute $\Lambda$ is G-summarizable in $T$ with respect to some query $Q$ (which is not restricted to equi-joins), grouping set $Z$ and function $F$, then any aggregation query $Q'(T_1) = \text{Agg}_{T_1}(F(\Lambda) \mid Z')$, where $Z \subseteq Z'$ can be pushed down to $T$ such that the aggregated values of all tuples in $Q'(T_1)$ and $Q'(T)$ that match on the grouping attributes $Z'$ are equal. Observe that depending on $Q$, the result tables of $Q'(T)$ and $Q'(T_1)$ might contain tuples that are not shared by both tables (e.g., $Q$ is a union that adds new tuples to $T$ or $Q$ filters out a subset of $T$).

A second related research area concerns the problem of Answering Queries Using Views [1]. Formally, this problem consists in studying, for a given query $Q$ and a set of views $V$, the generation
of maximally contained and equivalent rewritings (queries) of \( Q \) using only the views in \( V \). This problem has also been studied in the setting where queries, views and rewritings might contain aggregate functions [2, 11, 17, 48, 52]. For example, Reference [2] proposes a complete algorithm that constructs central rewritings (only one view contributes to the value of the aggregated attribute) for a given query \( Q \). When considering the schema in Figure 5, G-summarizability is a way to check, for some aggregation query \( Q_1(T) = \text{Agg}_T(F(A)|Z') \) and view \( T_1 = Q(T) \) on \( T \), if the query \( Q_1(T_1) = \text{Agg}_{T_1}(F(A)|Z') \) using view \( T_1 \) is a central and coherent rewriting of \( Q_1(T) \) where \( t.F(A) = t'.F(A) \) for all tuples \( t \) in \( Q_1(T) \) and \( t' \) in \( Q_1(T_1) \) such that \( t.Z' = t'.Z' \) (\( Q_1(T_1) \) may be a subset of \( Q_1(T) \)). Thus, our propagation rules can be used to decide if an aggregate query \( Q_1 \) is its "own" rewriting using any given analytic view \( Q(T) \). G-summarizability offers a more restricted scope than the answering of queries using views, which finds all maximally contained or equivalent rewritings for any conjunctive aggregate query using one or more views. However, the reverse is also true, since G-summarizability accepts a scope of views, defined by any analytic query (including pivot and outer joins), that is broader than aggregate conjunctive queries. To conclude, the goal of our propagation rules is not to produce equivalent rewritings, but to characterize for a given query (view) \( T_1 = Q(T) \) the set of aggregation queries that are coherent with the results obtained by the same query on \( T \).

### 4.4 Controlling G-summarizability Using Aggregable Properties

Table 16 extends the rules of Table 12 for unary queries. As defined in Proposition 5, this extension consists in (1) adding new forbidden attributes (inferred from \( Z \)) to \( X_f' \) and (2) restricting the applicable functions \( F \). The rule for \textit{Project} is unchanged with respect to Table 12. For some aggregate query \( Q = \text{Agg}_T(G(A) \mid Y) \), the G-summarizability of attribute \( G(A) \) is already covered by the summarizability rule in Table 14. For grouping attributes \( Y \), the only refinement to the rule in Table 12 is to restrict the scope of \( F \). The same observation applies for a pivot query.

| Query on \( T(S) \) | Propagation rule for inferring the aggregable properties for attributes \( X' \in S \cap S_r \) of the result \( T_f(S_r) \) | User action |
|---------------------|-------------------------------------------------|-------------|
| \textit{Filter}_T(P \mid Y) | \begin{enumerate} \item dimension attribute \( X' \in SD \), \( Y \subseteq SD \) and \( \text{agg}_{A'}(F, X) \) holds in \( T \); \item measure attribute \( X' \in S - SD \), \( Y \subseteq SD \) and \( \text{agg}_{A'}(F, X) \) holds in \( T \); \end{enumerate} | \begin{enumerate} \item \( \text{Minimize } \text{agg} \); \item \( \text{Complete } \text{agg} \); \end{enumerate} |
| \textit{Project}_T(Y, f(Z) \rightarrow m) | \begin{enumerate} \item dimension attribute \( X' \in Y \) and \( \text{agg}_{A'}(F, X) \) holds in \( T \); \item new pivot attribute \( X' \in Y \) and \( \text{agg}_{A'}(F, X) \) holds in \( T \); \end{enumerate} | \begin{enumerate} \item \( \text{Minimize } \text{agg} \); \item \( \text{Minimize } X_f' \); \item \( \text{None} \); \end{enumerate} |
| \textit{Agg}_T(G(A) \mid Y) | \begin{enumerate} \item dimension attribute \( X' \in Y \) and \( \text{agg}_{A'}(F, X) \) holds in \( T \); \item new pivot attribute \( X' \in Y \) and \( \text{agg}_{A'}(F, X) \) holds in \( T \); \end{enumerate} | \begin{enumerate} \item \( \text{Minimize } X_f' \); \item \( \text{None} \); \end{enumerate} |
Tables 17 and 18 extend the propagation rules of Table 13 for binary queries. As for unary queries, the extension mainly consists in adding new forbidden attributes to $X'_f$ (inferred from $Z$ as defined in Proposition 5) and applying new data constraints as defined in Proposition 5.

The aggregable properties computed by the rules of Table 17 indicate that the correctness of aggregation for attributes of $T_1$ in $T−Y$ (respectively, $T′−Y$) is defined with respect to $T$ (respectively, $T'$). For attributes in $Y = \{A_1, A_2, B_1, B_2\}$, we postulated that the correctness of aggregation is defined with respect to the “first” table occurring in the query. Thus, the equivalent queries $T \bowtie_Y T'$ and $T' \bowtie_Y T$ induce different aggregable properties for $Y$ attributes in the result table. We illustrate this

| Merge query on $T(S)$ and $T'(S')$ | Propagation rule for inferring the aggregable properties of attributes $\alpha' \in S$ in the result $T_r(S_r)$ | User action |
|-----------------------------------|---------------------------------------------------------------|-------------|
| $T_r = T \bowtie_Y T'$ if $Y \neq S'$ then $F \in \{\text{COUNT}_D, \text{MIN}, \text{MAX}\}$ | if $\pi_Y(S_{top} = u)(T) = \pi_Y(S_{top} = u)(T') = \emptyset$ for all non-empty partitions $\pi_Y(S_{top} = u)(T')$: then $agg_A'(F, X')$ holds in $T_r$ with $X'_f = X_f \cup Y^{top}$ else $agg_A'(F, X')$ holds in $T_r$ with $X'_f = X_f \cup Y$. | Complete $X'_f$ |
| $T_r = T \bowtie_Y T'$ if $Y \neq S'$ then $F \in \{\text{COUNT}_D, \text{MIN}, \text{MAX}\}$ | if $\pi_Y(S_{top} = u)(T) = \pi_Y(S_{top} = u)(T') = \emptyset$ for all non-empty partitions $\pi_Y(S_{top} = u)(T')$: then $agg_A'(F, X')$ holds in $T_r$ with $X'_f = X_f \cup Y^{top}$ else $agg_A'(F, X')$ holds in $T_r$ with $X'_f = X_f \cup Y$. | Complete $X'_f$ |
| $T_r = T \bowtie_Y T'$ if $Y \neq S'$ then $F \in \{\text{COUNT}_D, \text{MIN}, \text{MAX}\}$ | if $\pi_Y(S_{top} = u)(T) = \pi_Y(S_{top} = u)(T') = \emptyset$ for all non-empty partitions $\pi_Y(S_{top} = u)(T')$: then $agg_A'(F, X')$ holds in $T_r$ with $X'_f = X_f \cup Y^{top}$ else $agg_A'(F, X')$ holds in $T_r$ with $X'_f = X_f \cup Y$. | Complete $X'_f$ |

Table 17. Propagation Rules for Merge Operations with G-summarizability
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on the query and data of Figure 6 that produce Table 1: The left-merge rule applies to attributes of \{A_1, A_2, B_1, B_2\} = Y while the right-merge rule applies to attributes A_3 and M'.

- For A_1: Suppose that \(agg_A(F, X)\) holds in T where \(X = \{A_2, B_1, B_2\}\) and \(X_f = \emptyset\). Then by the propagation rule, since \(X'_f = X_f\), \(agg_A(F, X')\) holds in T_1 with \(X' = \{A_2, A_3B_1, B_2\}\). Thus, A_1 can be aggregated along any dimension attribute in T_1. Note that aggregation along A_3 is also allowed as a side effect although A_3 \(\not\in T\).

- For A_3: Suppose that \(agg_A(F, X)\) holds in T where \(X = \{A_1, A_2, B_1, B_2\}\) and \(X_f = \emptyset\). We have \(Y \mapsto S'\), since by assumption in Example 13, A_2 \(\mapsto A_3\). So, F is also applicable to A_3 in T_1. However, the partition containment condition is violated because of tuples t_3 and t_4. So \(X'_f = X_f \cup Y\) and \(agg_A(F, X')\) holds in T_1 with \(X' = \emptyset\), which means that no aggregation is possible on A_3.

- For M': Suppose that \(agg_M(F, X)\) holds in T' where \(X = \{A_1, A_2, B_1, B_2\}\) and \(X_f = \emptyset\). The partition containment condition is violated again. The default value of \(X_d\) is \(\{A_1, A_2, B_1, B_2\}\), which is minimal. Then by the propagation rule, \(X'_f = X_f \cup Y = \{A_1, A_2, B_1, B_2\}\) and \(agg_M(F, X')\) holds in T_1 with \(X' = (X_d \cup X_f')\) \(\neq X_f' = \{A_3\}\), which means that aggregation on M' is only possible along A_3, which gives the dimension hierarchy means that no aggregation is possible.

Most rules of Tables 17 and 18 use partition containment conditions over the operand data to compute aggregable properties. Thus, at the time when T_r is computed using a binary query, aggregable properties express the aggregations that are possible. For instance, in the example of Figure 6, since the partition containment condition over T and T' used in the merge rule is not satisfied, some aggregations on A_3 and M' are forbidden. However, if tuples t_3 and t_4 are later on deleted from table T', then the partition containment condition becomes satisfied and more aggregations would be allowed. Thus, our rules compute aggregable properties that are valid for a given snapshot of the operand data used to compute T_r. An interesting question that is left for future work is, given a table T_r, how to maintain its aggregable properties with respect to future changes in T or T'.

The following proposition refines the propagation rules for aggregable properties of Section 3.3 using the results of Proposition 5 to guarantee the G-summarizability of attributes.
Proposition 6 (Aggregable Properties with G-summarizability). Let \( Q \) be an analytic query with some input table \( T(S) \) returning a table \( T_r(S') \), and \( S_D \) be all the dimension attributes of \( S \cap S' \). Then, for all queries \( Q \) satisfying the conditions of Tables 16, 17, and 18, the aggregable property \( \text{agg}_{A}(F, X') \) holds in \( T_r \) and is such that for all \( Z \) where \( S_D - X' \subseteq Z \), \( A' \) is G-summarizable in \( T \) with respect to query \( Q_r \), grouping set \( Z \), and function \( F \).

5 CASE STUDY

We illustrate the impact of our complementary results on summarizability and G-summarizability using concrete examples of interactive sessions.

5.1 Interactive Session 1

We first show how to control the correctness of the two aggregation queries of the Interactive session 1 presented in the introduction by computing the aggregable properties on the attributes of tables \( T_1 \) and \( T_1' \) that result from these aggregate queries.

- \( T_1 = \text{Agg}_{\text{DEM}}(\text{COUNT\_DISTINCT}(\text{CITY}) \mid Y) \) with \( Y = \{\text{STATE}, \text{COUNTRY}\} \). By default, \( \text{agg}_{\text{CITY}}(\text{COUNT\_DISTINCT}, X) \) holds in \( \text{DEM} \) with \( X = \{\text{STATE}, \text{COUNTRY}, \text{YEAR}\} \) and \( X_f = \emptyset \). Attribute \( \text{NB\_CITIES} \) is of category \( \text{NUM} \), so by Table 9, function \( \text{SUM} \) is applicable. Following the aggregate rule of Table 14, \( K = \{\text{STATE}, \text{COUNTRY}\} \) is the minimal subset of \( Y \) such that \( K \cup \text{CITY} \) determines all attributes of \( Y \) in \( \text{DEM} \). Thus, \( X_f' = (X_f \cap Y) \cup K = K \). By default, \( X_f' = \{\text{STATE}, \text{COUNTRY}\} \), which is minimal, so no user action is required to minimize \( X_f' \). Thus, \( X' = (X_f' \cup K)^+ - K = \emptyset \), \( \text{agg}_{\text{NB\_CITIES}}(\text{SUM}, \emptyset) \) holds in \( T_1 \) and no further aggregation is possible over \( \text{NB\_CITIES} \), which explains why table \( T_1 \) is not correct.

- \( T_1' = \text{Agg}_{\text{DEM}}(\text{COUNT}(\text{CITY}) \mid Y) \) with \( Y = \{\text{STATE}, \text{COUNTRY}\} \). By Table 9, function \( \text{SUM} \) is applicable to \( \text{NB\_CITIES} \). By default, property \( \text{agg}_{\text{CITY}}(\text{COUNT}, X) \) holds in \( \text{DEM} \) with \( X = \{\text{STATE}, \text{COUNTRY}, \text{YEAR}\} \) and \( X_f = \emptyset \). By default, \( X_f' = \{\text{STATE}, \text{COUNTRY}\} \), which is minimal, so no user action is required to minimize \( X_f' \). Following the aggregate propagation rule of Table 14, since \( \text{COUNT} \) is distributive using \( \text{SUM}, \text{agg}_{\text{NB\_CITIES}}(\text{SUM}, \{\text{STATE}, \text{COUNTRY}\}) \) holds in \( T_1' \) with \( X_f' = X_f \cap Y = \emptyset \). Thus, \( X' = (X_f' \cup K)^+ = \{\text{STATE}, \text{COUNTRY}\} \), that is, \( \text{NB\_CITIES} \) is aggregable along \( \text{STATE} \), which explains why table \( T_1' \) is correct.

5.2 Interactive Session 2

We next show how to control the correctness of the aggregation queries of the Interactive session 2 of Figure 1 by propagating aggregable properties on the result of each query (the names of the tables are those used in Figure 1).

- \( T_3 = \text{Filter}_{\text{STORE\_SALES}}(P) \mid Y \) with \( Y = \{\text{COUNTRY}, \text{YEAR}\} \). By default, focusing on function \( \text{SUM} \), property \( \text{agg}_{\text{AMOUNT}}(\text{SUM}, X) \) holds in \( \text{STORE\_SALES} \) with \( X = \{\text{STORE\_ID}, \text{CITY}, \text{STATE}, \text{COUNTRY}, \text{YEAR}\} \), \( X_d = \{\text{STORE\_ID}, \text{YEAR}\} \) and \( X_f = \emptyset \). By default, \( X_f' = X_d \), which is not anymore minimal, because all tuples have \( \text{YEAR} = '2018' \). So, the user should remove attribute \( \text{YEAR} \) from \( X_f' \), and add it to \( X_f' \), which is already set to \( X_f \cup Y \) by the propagation rule Table 16 for the filter. Thus, property \( \text{agg}_{\text{AMOUNT}}(\text{SUM}, X') \) holds in \( T_3 \), with \( X_f' = \{\text{COUNTRY}, \text{YEAR}\} \), \( X_f' = \{\text{STORE\_ID}, \text{CITY}, \text{STATE}\} \), and \( X' = (X_f' \cup X_f')^+ - X_f' = \{\text{STORE\_ID}, \text{CITY}, \text{STATE}\} \). Thus, any further aggregation on \( \text{AMOUNT} \) must have both \( \text{COUNTRY} \) and \( \text{YEAR} \) in its grouping set.

- \( T_4 = \text{Agg}_{\text{DEM}}(\text{SUM}(\text{AMOUNT}) \mid Y) \) with \( Y = \{\text{CITY}, \text{STATE}, \text{COUNTRY}, \text{YEAR}\} \). By default, \( X_f' = \{\text{CITY}, \text{STATE}, \text{COUNTRY}, \text{YEAR}\} \), which is minimal. Using the aggregate rule of Table 14, since \( \text{SUM} \) is distributive, we get the property \( \text{agg}_{\text{SUM}(\text{AMOUNT})}(\text{SUM}, X') \) that holds in \( T_4 \), with \( X_f' = X_f \cap Y = \{\text{COUNTRY}, \text{YEAR}\} \) and \( X' = (X_f' \cup X_f')^+ - X_f' = \{\text{CITY}, \text{STATE}\} \).
• $T_5 = T_4 \supseteq_Y \text{DEM with } Y = \{\text{CITY, STATE, COUNTRY, YEAR}\}$. We start with attribute $\text{SUM(AMOUNT)}$. By the rule of Table 17, we get the property $\text{agg}_{\text{SUM(AMOUNT)}}(\text{SUM}, X')$ that holds in $T_5$, with $X'_d, X'_f$, and $X'$ that are the same as in table $T_4$. We now consider attribute $\text{POP}$. As we have seen in Example 8, property $\text{agg}_{\text{POP}}(\text{SUM}, X)$ holds in $T_5$, with $X_d = \{\text{CITY, STATE, COUNTRY, YEAR}\}$ and $X_f = \{\text{YEAR}\}$. By default, $X'_d = \{\text{CITY, STATE, COUNTRY, YEAR}\}$, which is minimal. Using $Y^{\text{top}} = \{\text{COUNTRY, YEAR}\}$, by the rule of Table 17, we must evaluate expressions $E_1 = \pi_Y(\sigma_{\text{COUNTRY} = \text{USA}}(\text{DEM}))$ and $E_2 = \pi_Y(\sigma_{\text{COUNTRY} = \text{USA}}(T_4))$ for all non-empty partitions $\sigma_{\text{COUNTRY} = \text{USA}}(T_4)$ and check if either $E_1 \subseteq E_2$ or $E_1 = \emptyset$. However, for the non-empty partition $\sigma_{\text{COUNTRY} = \text{USA} \land \text{YEAR} = 2018}(T_4)$, we have $\pi_Y(\sigma_{\text{COUNTRY} = \text{USA} \land \text{YEAR} = 2018}(\text{DEM})) \not\subseteq \pi_Y(\sigma_{\text{COUNTRY} = \text{USA} \land \text{YEAR} = 2018}(T_4))$ (because the city of "Palo Alto" is missing in $T_4$). Thus, property $\text{agg}_{\text{POP}}(\text{SUM}, X')$ holds in $T_5$ with $X'_d = X_f \cup Y$ and $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{COUNTRY, YEAR}\}$. This explains why the aggregation along attribute CITY leads to an incorrect result for attribute $\text{SUM(POP)}$.

5.3 Variant of Interactive Session 2

We next show how aggregable properties are propagated to the result of the queries of Variant of interactive session 2. There, the user first backtracked to DEM and ran the following queries:

• $\text{DEM'} = \text{Agg}_{\text{DEM}}(\text{SUM(POP)} ~ | ~ Y)$ with $Y = \{\text{STATE, COUNTRY, YEAR}\}$. The property $\text{agg}_{\text{POP}}(\text{SUM}, X)$ that holds in DEM is already given in the previous item. By default, $X'_d = \{\text{STATE, COUNTRY, YEAR}\}$, which is minimal. Following the rule of Table 14, since function $\text{SUM}$ is distributive, property $\text{agg}_{\text{POP}}(\text{SUM}, X')$ holds in DEM', with $X'_f = X_f = \{\text{YEAR}\}$ and $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{STATE, COUNTRY}\}$.

• $T'_5 = T_4 \supseteq_Y \text{DEM'}$ with $Y = \{\text{STATE, COUNTRY, YEAR}\}$. Let us compute the aggregable property for attribute $\text{SUM(POP)}$. By default, $X'_d = \{\text{CITY, STATE, COUNTRY, YEAR}\}$, which is, however, not minimal. So, the user should remove attribute CITY from $X'_d$ and add it to $X'_f$. Next, as for $T_5$ before, using $Y^{\text{top}} = \{\text{COUNTRY, YEAR}\}$, by the rule of Table 17, we must evaluate expressions $E_1 = \pi_Y(\sigma_{\text{CITY} = \text{MISSING}}(\text{DEM}'))$ and $E_2 = \pi_Y(\sigma_{\text{CITY} = \text{MISSING}}(T_4))$ for all non-empty partitions $\sigma_{\text{CITY} = \text{MISSING}}(T_4)$ and check if either $E_1 \subseteq E_2$ or $E_1 = \emptyset$. This condition is now satisfied, so no new attribute is added to $X'_f$. However, since $Y$ does not literally determine all the dimension attributes of $T_4$, $\text{SUM}$ is not applicable to $\text{SUM(POP)}$. Therefore, property $\text{agg}_{\text{SUM(POP)}}(F, X')$ holds in $T'_5$, with $X'_d = \{\text{CITY}\}$, $X'_d = \{\text{STATE, COUNTRY, YEAR}\}$, $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{STATE, COUNTRY, YEAR}\}$, and $F \in \{\text{COUNT\_DISTINCT, MIN, MAX}\}$, which explains why a summation of $\text{SUM(POP)}$ along CITY is incorrect.

Next, the user backtracked to table $T_3$ and ran the following queries (the resulting flow of interactive queries is in Figure 2):

• $T'_4 = \text{Agg}_{\text{AMOUNT}}(\text{SUM(AMOUNT)} ~ | ~ Y)$ with $Y = \{\text{STATE, COUNTRY, YEAR}\}$. Property $\text{agg}_{\text{AMOUNT}}(\text{SUM}, X)$ holds in $T_5$, with $X_f = \{\text{COUNTRY, YEAR}\}$. Thus, $T'_4$ is correct. We now focus on $\text{SUM(AMOUNT)}$. By default, $X'_d = \{\text{STATE, COUNTRY, YEAR}\}$, which is minimal. Using the aggregate rule of Table 14, since $\text{SUM}$ is distributive, property $\text{agg}_{\text{SUM(AMOUNT)}}(\text{SUM}, X')$ holds in $T'_4$, with $X'_f = X_f \cap Y = \{\text{COUNTRY, YEAR}\}$, and $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{STATE}\}$.

• $\text{SALES\_DEM\_USA} = T'_4 \supseteq_Y \text{DEM'}$ with $Y = \{\text{STATE, COUNTRY, YEAR}\}$. We focus on attribute $\text{SUM(POP)}$. By default, $X'_d = \{\text{STATE, COUNTRY, YEAR}\}$ is minimal. In addition, $Y$ literally determines all dimension attributes of $T'_4$, so $\text{SUM}$ is applicable to $\text{SUM(POP)}$. Next, with $Y^{\text{top}} = \{\text{COUNTRY, YEAR}\}$, the partition containment condition of the propagation rule is satisfied for all non-empty partitions $\sigma_{\text{CITY} = \text{MISSING}}(T'_4)$. Thus, $X'_f = X_f \cup Y^{\text{top}} = \{\text{COUNTRY, YEAR}\}$ and property $\text{agg}_{\text{SUM(POP)}}(\text{SUM}, X')$ holds in $\text{SALES\_DEM\_USA}$ with $X' = (X'_d \cup X'_f)^+ - X'_f = \{\text{STATE}\}$.
6 CONCLUSIONS

In this article, we introduce a new framework for controlling the correctness of aggregation operations during sessions of interactive analytic queries. Our framework adopts an attribute-centric view, whereby aggregable properties of attributes are used to describe and control the interaction among measures, dimensions, and aggregation functions. As a first advantage, aggregable properties enable the designers of analytic tables to describe the wide variety of semantic properties of measure attributes with respect to their dimensions defined in previous work [21, 26, 29, 34, 40, 49]. Another advantage of aggregable properties is their ability to guarantee that aggregate queries over some attributes can only be expressed if these attributes are summarizable. We provide two definitions of summarizable attributes. Our first definition covers the case when an aggregate query is defined over the result of another aggregate query; it subsumes the definitions of previous work [22, 27–29, 40]. Our second definition introduces the new notion of G-summarizability that applies in the case of an aggregate query defined over the result of an arbitrary analytic queries. The two definitions are complementary. Our main technical results are the definition of propagation rules that automatically compute the aggregable properties of attributes in the result of an analytic query knowing the aggregable properties of the attributes in the operand tables of the query. We progressively refine our propagation rules to handle the semantic properties of measures, and the summarizability and G-summarizability properties of attributes.

As one direction for future work, aggregable properties could be extended to handle other correctness issues of aggregate queries. Currently, we rely on LFD for analyzing the summarizability properties of query results. Simpson’s paradox [55] is an example of incorrect causal interpretation of aggregated attribute values where a statistical observation like ratio or bias on the measures from several partitions might disappear or be inverted on the aggregated measures over these partitions. Aggregable properties could be extended to guard against this kind of statistical errors by exploiting existing causal dependencies between table attributes [37] (representing features) in addition to LFD.

APPENDIX

A PROOFS

Proposition 1 (Correctness of Summarizability Propagation Rules). The propagation rules of Tables 12 and 13 are correct.

Proof of Proposition 1. By Definition 9, we have to show that for each rule and new aggregable property $\text{agg}_{A'}(F', X')$: (1) $F'$ can be applied on $A'$, (2) $X'_d$ is a determinant of $A'$ (if $A'$ is a measure attribute), and (3) $X'_f$ “propagates” the forbidden attributes defined for $A'$ (if $A'$ exists in $T$). Suppose that whenever $A' \in T$, then $\text{agg}_{A'}(F, X)$ holds in $T$, for $X \subseteq S_D$.

Unary queries. We first show that the rules of Table 12 are correct.

(1) Filter queries: Let $T_r = \text{Filter}_T(P \mid Y)$. Since $T_r$ is a subset of $T$, $F$ is still applicable on $A'$ and $X'_f = X_f$ preserves all attributes in $X_f$. By default, $X'_d = X_d$. However, since filters remove tuples from the input table, it may happen that $X_d$ is not minimal for all instances of $T$ satisfying predicate $P$ (for example, if, for $P : A = 'USA'$, attribute $A$ can be removed from all LFDs $U \rightarrow B$ where $U$ contains $A$). Then, $X'_d$ can be minimized by the user to obtain a determinant of $A'$, which will also affect $X_f$.

(2) Projection queries: Let $T_r = \text{Project}_T(Y, f(Z) \rightarrow M)$.

- $A' \in Y$: Since, by definition of projection, $Y$ contains all dimension attributes of $T$, $T_r$ also contains all dimension attributes of $T$ (and possibly some other measure attributes).
Therefore, all conditions in Definition 9 still hold for all measure and dimension attributes $A' \in Y$ and we obtain $F = F$, $X' = X_d$ and $X'_f = X_f$.

- For new measure attribute $A' = M$, since $A'$ is new, the forbidden set $X'_f$ is empty by default. Next, we show that $ZA$: Since $A' = f(Z)$, we know that $ZA$ and contains the determinant of $A$. However, it may not be minimal, and the user can minimize $Z$ to obtain a determinant $X'_f$ and add attributes to $X'_f$. (3) Pivot queries: Let $T_r = \text{Pivot}_T(A \mid Y)$.

- $A' \in S_D - Y$ and $\text{agg}_A(F, X)$ holds in $T$. By definition of pivot, $A'$ is a dimension attribute, and we obtain $X'_f = X_f - Y$ and $X' = (S_D - Y) - \{A'\} - X'_f$.

- $A'$ is a new attribute that holds pivoted values of $A$ and $\text{agg}_A(F, X)$ holds in $T$: If $X_d$ is a determinant of $A$ in $T$ and $X_d \not\subseteq Y$, then we can conclude that the remaining attributes $X'_d = X_d - Y$ contains a determinant of $A'$ that can be minimized by the user. Suppose that there are two tuples $t_1$ and $t_2$ in $T_r$ that have the same value for $X_d - Y$ but different values for attribute $A': t_1, A' \neq t_2, A'$. By definition of pivot, these two tuples are the result of two distinct tuples $t'_1$ and $t'_2$ in $T$ where $t_1, A' = t'_1, A'$, $t_2, A' = t'_2, A'$, $t'_1, Y = t'_1, Y$, and $t'_2, (X_d - Y) = t'_2, (X_d - Y)$. We get $t'_1, X_d = t'_2, X_d$ and $t'_1, A' \neq t'_2, A'$, which is in contradiction with $X_d$ is a determinant of $A'$. Finally, all attributes that were forbidden for $A$ are also forbidden for $A'$, so $X'_f = X_f - Y$.

If $X_d \subseteq Y$, then a default identifier of $S_D - Y$ is computed and minimized by the designer of the table to obtain a determinant for $A'$. As before, all attributes that were forbidden for $A$ are also forbidden for $A'$, so $X'_f = X_f - Y$.

(4) Aggregate queries: Let $T_r = \text{Agg}_A(T(A) \mid Y)$:

- Every attribute $A' \in Y$ is a dimension attribute in $T$ and $T_r$. By definition, $A'$ is aggregate along any dimension attribute of $T_r$ except those in $X'_f$. All forbidden attributes in $T'$ that exist in $T_r$ are still forbidden, and $X'_f = X_f \cap Y$ preserves all forbidden attributes in $X_f$. We conclude that $\text{agg}_A(F, X)$ is correct and holds in $T_r$ where $X' = Y - \{A'\} - X'_f = X \cap Y$.

- $A' = F(A)$ is a new measure attribute. First, by assumption in the rule, $G$ is applicable to $F(A)$, so Item 1 of Definition 9 is satisfied. Second, $X'_f$ must retain the forbidden attributes of $X_f$ so $X'_f = X_f \cap Y$. Last, by the default rule, $X'_d$ is the fact identifier of $T_r$. If $X'_d$ is not minimal, then attributes that are unnecessary to determine $A'$ are removed from $X'_d$ and added to $X'_f$. Thus, a user action can be required.

**Binary queries.** We show that the rules of Table 13 are correct as follows:

(1) Merge queries:

- If $A'$ is a dimension attribute, by Definition 9, $X = S_D - \{A'\} - X_f$, and since $\{A'\} \cup X_f \subseteq S_D$ (all forbidden attributes are in $S_D$), then we can add all attributes of $S_D$ that are not in $S_D$ to $X': X' = X \cup (S_D - Y)$. By default, $X'_f = X_f$ and the user can add any new meaningless attribute from $S'_D$ to $X'_f$.

- If $A'$ is a measure attribute, then $A'$ is an attribute of table $T$ but not of table $T'$ (attribute names are pairwise distinct in $T_r$). We show that $X_d \mapsto A'$ holds in $T_r$ for each merge operation.

- If $T_r = T \Rightarrow_Y T'$ (left merge): By definition of $\Rightarrow_Y$ the projection on $S$ of $T_r$ is equal to $T$ and $X_d \mapsto A'$ still holds.

- If $T_r = T \Rightarrow_C Y T'$ (right merge): Suppose that $X_d \mapsto A'$ holds in $T$. After right-merge, $T_r$ might contain two tuples $t$ and $t'$ such that (1) $t.S \in T$, $t'.S \notin T$, (2) $t.X_d \equiv t'.X_d$, and (3) $t.A' \neq t'.A'$. Then we know that $t'.A' = \text{null}$, and since the functional dependency $X_d \mapsto A'$ only applies to the subset of $T_r$ where $A' \neq \text{null}$, $X_d \mapsto A'$ still holds in $T$.
• If $T_r = T \bowtie_{c_1} T'$ (full merge): The proof as a combination of the proofs for left merge and right merge.
• If $T_r = T \bowtie_{c_2} T'$ (strict merge): Any projection on $S$ of a tuple $T$ in $T_r$ is also a tuple in $T$. The projection on $S$ of table $T_r$ resulting from a left-merge or full-merge preserves all tuples of $T$ and $X_d$ is still a minimum set of dimension attributes in $T_r$ that determines $A'$. The same projection of the result of a right-merge or a strict-merge might eliminate some tuples of $T$ and $X_d$ might not be minimal anymore. In this case, the user should minimize $X_d$ to make it a determinant of $A'$. Then, all meaningless attributes in $X_f$ remain meaningless in $T_r$, so $X'_f = X_f$. Thus, $X' = (X_d \cup X_f) = X_f = X$. Finally, the user can always add new meaningless attributes from $S' - Y$ to $X'_f$.

(2) Set queries:
(a) If $A'$ is a dimension attribute: Let $X' = S_D - \{A\} - X_f$, where $S_D$ is the set of dimension attributes in $S$. Since $S_r = S$ for difference and union, and $X_f$ is defined for a given set of attributes (independently of a specific table), $X'_f = X_f$ and $X' = X$.
(b) If $A'$ is a measure attribute: Forbidden attributes remain the same, so $X'_f = X_f$. Then, by assumption, $X_dA'$ in table $T$. We analyze each case of query:

• Difference: By definition of analytic difference queries, $T_r \subseteq T$, thus $X_dA'$ also holds in $T_r = T - T'$. Thus, $X' = (X_d \cup X_f) = X_f = X$.
• Union: First, if $X_d = S_D$, by the definition of union, then we know that $X_dA$ holds in both tables $T$ and $T'$ and their union. Otherwise, $X_d \subset S_D$ holds, and the union may contain two tuples that have the same values on their $X_d$ attributes, and we must check if $X_dA$ still holds in $T_r = T \cup T'$. If this is not the case, then the user has two options: Resolve the conflicting tuples (e.g., eliminate one of the two tuples) to preserve the semantics of the operand tables, or add new attributes to $X_d$ to make it a determinant for $A'$. If this attribute was in $X_f$ before, then it should be removed from $X_f$.

Finally, $X_f$ must be the same in table $T_r$, since it only depends on the schema. □

Proposition 2 (Function Distributivity and Attribute Summarizability). Let $T(S)$ be an analytic table with dimension attributes $S_D \subseteq S$ and an aggregate attribute $\Lambda$ such that $\text{agg}_A(F_X)$ holds in $T$. If $F$ is distributive using function $G$ on attribute $\Lambda$ in table $T$ with partitioning attributes $Z \supseteq S_D - X$, then $\Lambda$ is summarizable with respect to grouping set $Z$ and function $F$ using function $G$.

Proof of Proposition 2. Suppose that $\text{agg}_A(F_X)$ holds in $T$ and $T_1 = \text{Agg}_{T_1}(F_{\Lambda} \mid Z_1)$ and $F$ is distributive using function $G$ on attribute $\Lambda$ of table $T$ with partitioning attributes $Z_1$. To prove that $\Lambda$ is summarizable in $T$ with respect to grouping set $Z_1$ and $F$ using function $G$, we prove that for any subset $Z_2 \subset Z_1$, the following equation holds:

$$\text{Agg}_{T_1}(F_{\Lambda} \mid Z_2) = \text{Agg}_{T_1}(G(F_{\Lambda}) \mid Z_2).$$

(3)

First, it is obvious that both tables $T$ and $T_1$ contain the same $Z_2$ values, and therefore the result tables in Equation (3) contain the same tuples with distinct $Z_2$ values. We now show that for each pair of tuples $t \in \text{Agg}_{T_1}(F_{\Lambda} \mid Z_2)$ and $t' \in \text{Agg}_{T_1}(G(F_{\Lambda}) \mid Z_2)$ where $t.Z_2 = t'.Z_2$, we have $t.F(\Lambda) = t'.G(F(\Lambda)).$ Let $x = t.Z_2 = t'.Z_2$ and $T^x = \sigma_{Z_2=t.Z_2}(T)$ and $T^x_1 = \sigma_{Z_2=t.Z_1}(T_1)$ be the partitions of $T$ and $T_1$ on attributes $Z_2$ corresponding to the tuples used to compute $t.F(\Lambda)$. For each tuple $t_i' \in T^x_1$, there also exists a partition $T_i^{y_i} = \sigma_{Z_2=y_i}(T)$ of $T$ where $y_i = t_i'.Z_1$ and $t_i'.F(\Lambda) = F(\pi_{A}(T_i^{y_i}))$. All tuples $t_i'$ have the same $Z_2$ value $x = t.Z_2$ and are aggregated to tuple $t'$ whose value for attribute $t'.G(F(\Lambda)) = G(F(\pi_{A}(T_i^{y_i})), \ldots, F(\pi_{A}(T_i^{y_i}))).$ Since $F$ is distributive using function $G$ and $T^x = T_i^{y_i} \cup \cdots \cup T_i^{y_n}$, we obtain $G(F(\pi_{A}(T_i^{y_1})), \ldots, F(\pi_{A}(T_i^{y_n}))) = F(\pi_{A}(T_i^{y_1}) \cup \cdots \cup \pi_{A}(T_i^{y_n})) = F(\pi_{A}(T^x)).$ We conclude that $t.Z_2 = t'.Z_2$ and $t.F(\Lambda) = t'.G(F(\Lambda)).$ □
Proposition 3 (Summarizability of COUNT_DISTINCT using SUM). Let \( T(S) \) be an analytic table with a set of dimension attributes \( S_D \) and an aggregable attribute \( A \). Let \( T_1 = \text{Agg}_T(\text{COUNT\_DISTINCT}(A) \mid Z_1) \) be a valid aggregate query over \( T \). If \( Z_2 \subseteq Z_1 \) and the LFD \( Z_2 \cup \{A\} \mapsto Z_1 \) holds in \( T \), then the following equation is true:
\[
\text{Agg}_T(\text{SUM}(\text{COUNT\_DISTINCT}(A)) \mid Z_2) = \text{Agg}_T(\text{COUNT\_DISTINCT}(A) \mid Z_2).
\]
We say that attribute \( A \) (in \( T \)) is summarizable with respect to grouping set \( Z_1 \) and COUNT\_DISTINCT using function SUM with partitioning attributes \( Z_2 \).

Proof of Proposition 3. The previous proposition mainly states that \( A \) is summarizable with respect to \( Z_1 \) and COUNT\_DISTINCT using function SUM with partitioning attributes \( Z_2 \) if all tuples \( T \) in some partition \( T^x \subseteq T \) defined by attributes \( Z_2 \subseteq Z_1 \) that have the same value for attribute \( t.A \) are assigned to the same partition \( T^y \subseteq T \) defined by attributes \( Z_1 \). This avoids the double counting of distinct \( A \) values when taking the SUM of COUNT\_DISTINCT over the partitions generated by attributes \( Z_1 \).

We first show by contradiction that when \( Z_2 \cup \{A\} \mapsto Z_1 - Z_2 \) holds in \( T \), all tuples \( T \) in some partition \( T^x \subseteq T \) generated by attributes \( Z_2 \) with the same value for attribute \( t.A \) are assigned to the same partition \( T^y \subseteq T \) generated by attributes \( Z_1 \).

Let \( T^x \) be a partition of \( T \) that contains all tuples \( T \) such that \( t.Z_2 = x \). Since \( Z_2 \subseteq Z_1 \), \( T^x \) is the union of a set of partitions \( T^y_{11}, \ldots, T^y_{1n} \), \( n \geq 0 \) of \( T \) defined by attributes \( Z_1 \). Suppose that there exist two tuples \( t \in T^y_{1i} \) and \( t' \in T^y_{1j} \) where \( i \neq j \) and \( t.A = t'.A \). Then, we have \( t.Z_2 = t'.Z_2 = x \), \( t.A = t'.A \), and, since \( i \neq j \), \( t.Z_1 \neq t'.Z_1 \) (two different partitions generated by \( Z_1 \) contain the same values for \( Z_2 \) and \( A \)). This is in contradiction with \( Z_2 \cup \{A\} \mapsto Z_1 - Z_2 \). Then, if \( d_i \) is the number of distinct \( A \) values in some partition \( T^x_{i} \subseteq T \), then we can easily show that \( \sum_{i=0}^{n} d_i \) is the number of distinct \( A \) values in partition \( V \).

Proposition 4 (Propagating of Aggregable Properties with Summarizability Preservation). Let \( T(S) \) be an analytic table with dimension attributes \( S_D \subseteq S \) and let \( T_r = \text{Agg}_r(F(A) \mid Y) \) be the result of a valid aggregate query. Then the aggregable properties inferred by the rule of Table 1 for attribute \( A' = F(A) \) preserve the summarizability of \( A \) with respect to grouping set \( Y \) and are correct.

Proof of Proposition 4. By Definition 12, we have to show that for any subset \( Z_2 \subseteq Y \) such that \( Y \cap X' \subseteq Z_2 \) and \( A \) is summarizable in \( T \) with respect to \( Z_2 \) and function \( F \) using \( G \). We examine both cases of Proposition 4:

- By assumption, \( G \) can be applied on \( A' \) and \( F \) is distributive using \( G \). Thus, \( F \) is also distributive using function \( G \) on attribute \( A \) with partitioning attributes \( Y \). Then, by Proposition 2, \( A \) is summarizable with respect to \( Y \) and \( F \) using function \( G \), and Equation (1) in Definition 10 holds for any subset \( Z_2 \subseteq Y \). The rule is correct, since \( F \) is determined by Table 9, \( X'_f \) is determinant of \( A' \), and \( X'_f \) propagates all dimension attributes of \( X_f \cap Y \).
- \( F = \text{COUNT\_DISTINCT} \), \( K \) is a minimal subset of attributes of \( Y \) such that \( K \cup \{A\} \) determines all attributes of \( Y \) in \( T \) and \( X'_f = (X_f \cap Y) \cup K \). Thus, by the definition of \( X' \), we have \( X' \cap X_f = \emptyset \) and \( K \subseteq Y - X' \). By Proposition 3, it is sufficient to show that \( Z_2 \cup \{A\} \mapsto Y \) for all \( Z_2 \) where \( Y - X' \subseteq Z_2 \). Since \( K \cup \{A\} \mapsto Y \) and \( K \subseteq Y - X' \subseteq Z_2 \) we also have \( Z_2 \cup \{A\} \mapsto Y \). The rule is correct, since \( F \) produces a numerical value that can be summed, \( X'_f \) is determinant of \( A' \) and \( X'_f \) propagates all dimension attributes of \( X_f \cap Y \).

Proposition 5 (Queries Satisfying G-Summarizability). Let \( Q \) be a unary or binary analytic query with some input table \( T(S) \) returning a table \( T_1(S_1) \) and \( S_D \) be the dimension attributes in \( S \cap S_1 \). Let \( Z \) be a subset of \( S_D \), and \( A' \) be an attribute in \( S \cap S_1 \) such that \( \text{agg}_{A}(F, X) \) and \( \text{agg}_{A'}(F, X) \) hold in...
$T$ and $T_1$ respectively. Then, $A'$ is $G$-summarizable in $T$ with respect to query $Q$, grouping set $Z$, and function $F$ in the following cases:

Unary queries:

1. $Q = \text{Filter}_T(P \mid Y), Y \subseteq S_D, A' \in S$ and $Z = (S_D - X_1) \cup Y$.
2. $Q = \text{Project}_T(Y, f(Z') \rightarrow M), A' \in Y$ and $Z = S_D - X_1$.
3. $Q = \text{Agg}_T(G(A) \mid Y), A' \in Y, Z = Y - X_1$ and $F \in \{\text{MIN, MAX, COUNT\_DISTINCT}\}$.
4. $Q = \text{Pivot}_T(A \mid Y), A' \in S - Y - \{A\}, Z = S_D - X_1 - Y - \{A\}$ and $F \in \{\text{MIN, MAX, COUNT\_DISTINCT}\}$.

Merge queries: First, for all merge queries, we apply the rule restricting the aggregation function to duplicate insensitive function when $Y$ does not determine the attributes of the second argument table $T' : Y \not\leftrightarrow S'$ then $F \in \{\text{MIN, MAX, COUNT\_DISTINCT}\}$. Then, let $Y^{top} \subseteq Y$ denote the subset of highest attributes in the set of join attributes $Y$. We can define the following rules:

1. $Q = T \bowtie_Y T'(S')$, $A' \in S, Z = S_D - X_1$
2. $Q = T \bowtie_Y T'(S')$ or $Q = T \bowtie_Y T'(S')$:
   
   (a) If $A' \in Y$ and for all non-empty partitions $T''_y = \sigma_{Y^{top}=y}(T')$ of $T'$, then the corresponding partition $T^y = \sigma_{Y^{top}=y}(T)$ of $T$ is empty or $\pi_Y(T'^y) = \pi_Y(T^y)$, and then $Z = (S_D - X_1) \cup Y^{top}$.
   
   (b) If $A' \in S - Y$ and for all non-empty partitions $T''_y = \sigma_{Y=yt}(T')$ of $T'$ and corresponding partitions $T^y = \sigma_{Y=yt}(T)$ of $T$, $\pi_Y(T'^y) \subseteq \pi_Y(T^y)$, then $Z = (S_D - X_1) \cup Y^{top}$.
   
   (c) Otherwise, $Z = (S_D - X_1) \cup Y$.

Set queries:

1. $Q = T \cup T', A' \in S$ and if $\pi_{Y^{top}}(T) \cap \pi_{Y^{top}}(T') = \emptyset$, then $Z = S_D - X_1 \cup Y^{top}$, otherwise $Z = Y$.

2. $Q = T - T', A' \in S$ and if all partitions $\sigma_{Y^{top}=y}(T)$ are equal to or disjoint with $\sigma_{Y_{top}=y}(T')$, then $Z = (S_D - X_1) \cup Y^{top}$ else $Z = (S_D - X_1) \cup Y$.

Proof of Proposition 5. We already know that both aggregation queries $Q'(T)$ and $Q'(T_1)$ are valid, and we only have to show that for any two tuples $t_1 \in Q'(T)$ and $t_2 \in Q'(T_1)$, we have $t_1, t_2 \equiv_{t_2, Z} t_2, F(A) \equiv_{t_2, F(A)}$.

$G$-summarizability condition: We shall use symbol $\Pi$ to denote the duplicate preserving projection and $\pi$ to denote duplicate eliminating projection. Let $T$ and $T_1$ be two tables with a common set of dimension attributes $Z$ and some attribute $A'$. Then, the $G$-summarizability condition holds for $T, T_1, Z, A'$ if for any partition $T^x = \sigma_{Z=xt}(T)$ of $T$ and $T_1^x = \sigma_{Z=xt}(T_1)$ of $T_1$, we have (1) $\pi_{Z,A'}(T_1^x) = \pi_{Z,A'}(T^x)$ (both partitions are equal modulo duplicates), (2) $T^x$ is empty, or (3) $T_1^x$ is empty. If condition (1) also holds using the duplicate preserving projection, i.e., $\Pi_{Z,A'}(T_1^x) = \Pi_{Z,A'}(T^x)$, then we say that it strictly holds for $T, T_1, Z, A'$.

We can show that the $G$-summarizability condition is sufficient to prove that $A'$ is $G$-

summarizable in $T$ with respect to some query $Q$, grouping set $Z$ and $F$ as follows:

- For case (1), if $Z \not\leftrightarrow A'$ in $T$ and $T_1$, then $\Pi_{Z,A'}(T_1^x) = \Pi_{Z,A'}(T^x)$ (strict $G$-summarizability condition where both partitions are identical including duplicates), and it is obvious that any query, that aggregates $A'$ using $F$ grouped by $Z'$ containing all attributes in $Z$, produces the same result on $T$ and $T_1$ for all aggregation functions $F$. Otherwise, if $Z \not\leftrightarrow A'$, then we can only guarantee $\pi_{Z,A'}(T_1^x) = \pi_{Z,A'}(T^x)$, and $F$ must be restricted to aggregation functions that are not sensitive to duplicates ($F \in \{\text{COUNT\_DISTINCT, MIN, MAX}\}$).

- In cases (2) and (3), the aggregated value does not exist, respectively, in the input table $T$ or the result table $T_1$. This is also sufficient for satisfying $G$-summarizability.
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For certain merge operations and union, the G-summarizability condition might not be verified by only considering the aggregable properties and the query structure. For example, union might add new tuples to Table T, such that for some partitions we obtain θ ∈ π_{Z,A′}(T^x) ⊆ π_{Z,A′}(T^x_1) (the condition does not hold). However, if we know for example that θ ∈ π_{U,A′}(T^y) = π_{U,A′}(T^y_1) for some U ⊆ Z, then we can conclude that the condition holds for U.

**Unary queries:**

1. Analytic filter $T_1 = \text{Filter}_T(P \mid Y)$: By the condition $Y \subseteq S_D$, all attributes in $Y$ are dimension attributes. By $Z = (S_D - X_1) \cup Y$, we have $Y \subseteq Z$. Then for any non-empty partition $T^x = \sigma_{Z=x}(T)$ of $T$ we can show that if $P$ is true for some tuple in $T^x$, then it is true for all tuples in $T^x$: $Z$ contains all filtering predicate $P$, and we can show that for all $Z = x$ either $Z = x \Rightarrow P(Y)$ or $Z = x \Rightarrow \neg P(Y)$. Therefore, the corresponding partition $T^x_1 = \sigma_{Z=x}(T)$.

2. Analytic projection $T_1 = \text{Project}_T(Y, f(Z) \rightarrow M)$: By definition of analytic projection, for any subset $X \subseteq Y$, we have $\Pi_X(T_1) = \Pi_X(T)$. Since $Z = S_D - X_1 \subseteq S_D \subseteq Y$ and $A' \subseteq X$, we have $\Pi_{Z,A'}(T_1) = \Pi_{Z,A'}(T)$.

3. Analytic aggregate $T_1 = \text{Agg}_T(G(A) \mid Y)$: By definition of aggregate queries, for any $X \subseteq Y$ and partition $T^x$, we have $\mu_X(T^x) = \mu_{X}(T^x)$ (duplicate eliminating projection). Since $Z \cup A' \subseteq Y$, we then have $\pi_{Z,A'}(T^x_1) = \pi_{Z,A'}(T^x)$. However, $T^x_1$ generally contains duplicate tuples that are merged into a single tuple in $T_1$. Therefore, $F$ must be restricted to functions that are not duplicate sensitive ($F \in \{\text{COUNT_DISTINCT}, \text{MIN}, \text{MAX}\}$).

4. Analytic pivot $T_1 = \text{Pivot}_T(A' \mid Y)$: We apply similar arguments as for aggregate queries on the remaining attributes $Y' = S - Y - \{A\}$ in $T_1$. By definition of pivot queries, for any subset $X \subseteq Y'$ and partition $T^x$, we have $\pi_X(T^x) = \mu_X(T^x)$ (duplicate eliminating projection) and $\pi_{Z,A'}(T^x_1) = \pi_{Z,A'}(T^x)$ in particular for $Z \subseteq Y'$ and $A' \subseteq Y'$. However, in the general case, $T^x_1$ contains several tuples that are merged into a single tuple in $T_1$ and $F$ must be restricted to functions that are not sensitive to duplicates ($F \in \{\text{COUNT_DISTINCT}, \text{MIN}, \text{MAX}\}$).

**Merge queries:**

1. Left-merge query $T(S) \bowtie_T T'(S')$: By definition, $\pi_S(T) = \pi_S(T_1)$ (each tuple of $T$ produces one or more tuples in $T_1$). Thus, for any $Z \cup A' \subseteq S_D$ we also have $\pi_{Z,A'}(T) = \pi_{Z,A'}(T_1)$ (the G-summarizability condition obviously holds). By definition, a tuple in $T$ can only appear twice in $\Pi_Z(T_1)$ if $Y \not\rightarrow S'$. If that is the case, then $F$ must be restricted to functions that are not sensitive to duplicates: $F \in \{\text{COUNT_DISTINCT}, \text{MIN}, \text{MAX}\}$.

2. Right-merge query $T(S) \bowtie_T T'(S')$ or full-merge query $Q = T(S) \bowtie_T T'(S')$: Let $Y^{op} \subseteq S_D$ denote the set of highest attributes in the set of dimension attributes $S_D \subseteq S$ of $T$ and $T'$.

   a) $A' \subseteq S$ and for all non-empty partitions $T'^y = \sigma_{V^{op}=y}(T')$ of $T'$, the corresponding partition $T^y = \sigma_{V^{op}=y}(T)$ is either empty or $\pi_Y(T^y)$ is equal to $\pi_Y(\sigma_{V^{op}=y}(T'))$: From the second assumption and the definition of right-outer join, it directly follows that for any non-empty partition $T^y_1 = \sigma_{V^{op}=y}(T_1)$ of $T_1$, the corresponding partition $T^y_1 = T^y_1$ is empty ($T^y \not\rightarrow S$) or $\pi_S(T^y) = \pi_S(T^y_1)$. Then, for all $X \supseteq Y^{op}$, all non-empty partitions $\pi_X(\sigma_{X=x}(T_1))$ are equal to $\pi_X(\sigma_{X=x}(T))$ and since, by definition of $Z, Z \cup A' \supseteq Y^{op}$, the G-summarizability condition holds on $T$ and $T_1$ for $Z$ and $A'$.

   b) $A' \subseteq S - Y$ and for all non-empty partitions, $T'^y = \sigma_{V^{op}=y}(T')$, and corresponding partitions $T^y = \sigma_{V^{op}=y}(T), \pi_Y(T^y)$ is a subset of $\pi_Y(\sigma_{V^{op}=y}(T'))$. From this assumption and the definition of right-outer join, it directly follows that for any non-empty partition
\[ T^y_1 = \sigma_{\text{top}=y}(T_1) \]
and corresponding partition \( T^y \), \( \pi_{S \setminus Y}(T^y_1) - \pi_{S \setminus Y}(T^y) \) only contains null values. Then, for all \( X \subseteq S_0 \) and \( A' \in S - Y \), all non-empty partitions \( \pi_x(A'(\sigma_{x=x}(T))) \) are equal to \( \pi_x(\sigma_{x=x}(A'\neq null)(T_1)) \) and since, by definition of \( Z, Z \cup \{A'\} \subseteq Y^{\text{top}} \), the G-summarizability condition holds on \( T \) and \( T_1 \) for \( Z \) and \( A' \).

(c) Otherwise: From the definition of right-merge and full-merge, it directly follows that for any non-empty partition \( T^y_1 = \sigma_{\text{top}=y}(T_1) \), the corresponding partition \( T^y \) is either empty or equal to \( \pi_S(T^y_1) \). Then, for all \( X \supseteq Y \), all non-empty partitions \( \pi_x(\sigma_{x=x}(T)) \) are equal to \( \pi_x(\sigma_{x=x}(T_1)) \) and since, by definition of \( Z, Z \cup \{A'\} \supseteq Y \), the previous condition also holds for \( X = Z \cup \{A'\} \). Therefore, the G-summarizability condition holds for \( T \) and \( T_1 \) for \( Z \) and \( A' \).

(3) \( Q = T(S) \bowtie Y T'(S') \):

(a) “if” condition: We assume that for all non-empty partitions \( T^{y'} = \sigma_{\text{top}=y}(T') \), the corresponding partition \( T^y = \sigma_{\text{top}=y}(T) \) is contained in \( \pi_Y(T^{y'}) \). From this assumption and the definition of inner join, it directly follows that any non-empty partition \( T^y_1 = \sigma_{\text{top}=y}(T_1) \) in the result is equal to the corresponding partition \( T^{y'}: \pi_S(T^y_1) = \pi_T(T^{y'}_1) \). Then, for all \( X \supseteq Y^{\text{top}} \), all non-empty partitions \( \pi_X(\sigma_{x=x}(T)) \) are equal to \( \pi_X(\sigma_{x=x}(T_1)) \) and since, by definition of \( Z, Z \cup \{A'\} \supseteq Y^{\text{top}} \), the previous condition also holds for \( X = Z \cup \{A'\} \). Therefore, the G-summarizability condition holds on \( T \) and \( T_1 \) for grouping set \( Z \) and attribute \( A' \).

(b) “else” condition: From the definition of inner join, it directly follows that for any non-empty partition \( T^{y'}_1 = \sigma_{\text{top}=y}(T_1) \), the corresponding partition \( T^y \) is equal to \( \pi_T(T^{y'}_1) \). Then, for all \( X \supseteq Y \), all non-empty partitions \( \pi_X(\sigma_{x=x}(T_1)) \) are equal to \( \pi_X(\sigma_{x=x}(T)) \) and since, by definition of \( Z, Z \cup \{A'\} \supseteq Y \), the previous condition also holds for \( X = Z \cup \{A'\} \). Therefore, the G-summarizability condition holds on \( T \) and \( T_1 \) for grouping set \( Z \) and \( A' \).

\[
\text{Set queries:}
\]

1. \( Q = T(S) \cup T'(S) \): Union might add new tuples to \( T \) such that \( \pi_X(\sigma_{x=x}(T)) \subseteq \pi_X(\sigma_{x=x}(T_1)) \) and the G-summarizability condition does not hold. By the assumption \( \pi_{Y^{\text{top}}}(T) \cap \pi_{Y^{\text{top}}}(T') = \emptyset \) and the definition of union, it follows that for any non-empty partition \( T^y_1 = \sigma_{\text{top}=y}(T_1) \) in the result, the corresponding partition \( T^y \) is either empty or \( T^y \) is equal to \( T^y_1 \). Then, since \( Y \supseteq Y^{\text{top}} \), all non-empty partitions \( \pi_X(\sigma_{x=x}(T)) \) are equal to \( \pi_X(\sigma_{x=x}(T_1)) \) and since \( Z = S_D - X_1 \cup Y^{\text{top}} \), we have \( Z \supseteq Y^{\text{top}} \) and the G-summarizability condition also holds for \( Z \). Finally, the aggregable property condition also holds: \( S_r \cap S_D - X_1 = S_D - X_1 \subseteq Z = S_D - X_1 \cup Y^{\text{top}} \).

2. \( Q = T(S) - T'(S) \): By assumption, all partitions \( \sigma_{\text{top}=y}(T) \) are equal to or disjoint with \( \sigma_{\text{top}=y}(T') \). Then, by the definition of set-difference, it follows that for any non-empty partition \( T^y_1 = \sigma_{\text{top}=y}(T_1) \) in the result, the corresponding partition \( T^y \) is either empty or \( T^y \) is equal to \( T^y_1 \). Then, for all \( X \supseteq Y^{\text{top}} \), all non-empty partitions \( \pi_X(\sigma_{x=x}(T)) \) are equal to \( \pi_X(\sigma_{x=x}(T_1)) \) and since, by definition of \( Z, Z \supseteq Y^{\text{top}} \), the previous condition also holds for \( X = Z \cup \{A'\} \). Therefore, the G-summarizability condition holds on \( T \) and \( T_1 \) for \( Z \) and \( A' \). Finally, the aggregable property condition also holds: \( S_r \cap S_D - X_1 = S_D - X_1 \subseteq Z = S_D - X_1 \cup Y^{\text{top}} \).

**Proposition 6 (Aggregable Properties with G-summarizability).** Let \( Q \) be an analytic query with some input table \( T(S) \) returning a table \( T_r(S') \), and \( S_D \) be all the dimension attributes of \( S \cap S' \). Then, for all queries \( Q \) satisfying the conditions of Tables 16, 17, and 18, the aggregable property \( \text{agg}_{\text{A}}(F, X') \) holds in \( T_r \) and is such that for all \( Z \) where \( S_D - X' \subseteq Z \), \( A' \) is G-summarizable in \( T \) with respect to query \( Q \), grouping set \( Z \), and function \( F \).

**Proof of Proposition 6.** The proof for unary queries mainly consists in showing that the rules of Table 16 can be obtained from the rules of Table 12 by adding the G-summarizability constraints of Proposition 5. This extension consists in adding for each operation the attributes that must be in
the grouping set $Z$ (as defined by Proposition 5) to the forbidden attributes $Z_f$ of the corresponding rule in Table 12.

For example, for filter queries, since $Z = (S_D - X') \cup Y$ in Proposition 5 and $X'_f = X_f$ in Table 12, we obtain a new definition for $X'_f = X_f \cup Y$ by adding $Y$ to the new set of forbidden attributes. For aggregation queries, $Z = Y - X'$ in Proposition 5 and $X'_f = X_f \cap Y$ in Table 12, so $X'_f = X_f \cap Y$ does not change in Table 16.

Likewise, for binary queries, propagation rules of Tables 17 and 18 are obtained by extending the rules of Table 13. Rules are extended by first defining the new $X'_f$ as where $X'_f$ is replaced by its definition in Table 13 and, second, adding the partition containment conditions defined for the partition $T^y$ and $T'^y$.

For example, for right-merge and full-merge queries, $X'_f$ is as in Table 13. Then, if the first condition of the rules (a) or (b) holds (for $A' \in Y$ and $A' \in S_D - Y$), then we obtain $X'_f = X'_f \cup Y^{top}$. Otherwise, $X'_f = X'_f \cup Y$. For union, the rules of Table 13 are extended by checking if $T$ and $T'$ have no partitions in common for partitioning attributes $Y^{top}$ to determine the value of a determinant $X_d$. Then they add $Y^{top}$ to $X'_f$. If the partition containment condition is not satisfied, then $X_f = Y$, i.e., it is forbidden to aggregate along any dimension attribute.

\[ \square \]
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