Relating Blindsight and AI: A Review
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Processes occurring in brains, a.k.a. biological neural networks, can and have been modeled within artificial neural network architectures. Due to this, we have conducted a review of research on the phenomenon of blindsight in an attempt to generate ideas for artificial intelligence models. Blindsight can be considered as a diminished form of visual experience. If we assume that artificial networks have no form of visual experience, then deficits caused by blindsight give us insights into the processes occurring within visual experience that we can incorporate into artificial neural networks. This article has been structured into three parts. Section 2 is a review of blindsight research, looking specifically at the errors occurring during this condition compared to normal vision. Section 3 identifies overall patterns from Section 2 to generate insights for computational models of vision. Section 4 demonstrates the utility of examining biological research to inform artificial intelligence research by examining computation models of visual attention relevant to one of the insights generated in Section 3. The research covered in Section 4 shows that incorporating one of our insights into computational vision does benefit those models. Future research will be required to determine whether our other insights are as valuable.
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1. Introduction

A common assumption of Artificial Intelligence (AI) research is that AI agents currently lack the capacity for phenomenal experience [Block 1995]. Following that, any Deep Neural Network (DNN) trained to classify images does so without visual experiencing – AKA seeing – those images in the way humans do. Experiments have shown that DNN performance surpasses human accuracy in some visual tasks [Eckersley & Nasser 2017], yet those agents need to be retrained to obtained human-level performance in other visual tasks (see Firestone 2020 for a discussion on the fairness of these comparisons). While there are likely multiple reasons why human visual performance is currently considered superior, this review focuses on how
visual experience impacts performance by examining those who have a reduced experiential capacity: blindsight patients.

1.1. Definitions and History

Visual experiences are part of phenomenal consciousness (P-Consciousness) which is related to yet separate from access consciousness (A-Consciousness) [Block 1995]. Information in a state of A-Consciousness can be manipulated by the intelligent agent whose “mind” the information resides – thoughts. This state occurs when the information is available for higher-order thought and can be reasoned over and used to determine the agent’s actions, such as movement and speech. The critical difference between A-Consciousness and P-Consciousness is that the former is manipulating information without any experience of the information, whereas the latter is the perception of that information. For example, both humans and neural networks can make judgments using images, but only humans will visually experience (i.e., see) those images. Blindsight is an interesting case where information that would typically enter P-Consciousness (i.e., be seen) fails to do so, yet that information is still available for A-conscious processing.

The phenomenon of blindsight was initially observed in monkeys who had parts of brain area V1 (the primary visual cortex) removed but otherwise possessed normal eyesight. These animals could still make some visual judgments, although their performance was impaired. Subsequent research has suggested that the primary cause of the ability to complete some visual task without V1 is due to multiple visual pathways within the brain; information would pass to subconscious areas of visual processing and allow the monkeys to complete specific tasks [Stoerig & Cowey 1997]. The term blindsight was only used after similar observations were made in humans with damage to analogous areas of their brains.

Since humans can self-report, researchers were able to determine that damage to V1 caused blind fields [1] - holes within their conscious vision [Weiskrantz 1996]. These blindsight patients are typically unable to have phenomenal experiences with any visual stimuli that enter these blind fields. However, there are some cases where specific manipulations to the stimuli can allow them to enter the patient’s P-Consciousness. Researchers have found that some of these patients were still able to make simple visual judgments, despite being unaware that visual stimuli had been presented to them [Weiskrantz 1996]. Such findings are more common if the brain injury occurs earlier in life than later [Fox et al. 2020]. These findings have driven many decades of research examining what happens during blindsight and visual processing when visual experience has been diminished. This article focuses only on research with humans to avoid assumptions about other animals’ experiences. Those interested in animal results can find them in other reviewers of blindsight (e.g., Payne et al. [1996]; Stoerig & Cowey [1997]).

1 the technical term for these blind fields is scotoma
2. Blindsight Research

2.1. Location Tasks

Early research with blindsight patients examined their accuracy at locating the source of visual stimuli [Braak et al., 1971; Perenin & Jeannerod, 1978; Persaud et al., 2011; Poppel et al., 1973; Weiskrantz et al., 1974]. Such experiments typically used a horizontal array of lights where each light was tuned to project directly into the patient’s blind field. Researchers would flash one light and then prompt the patient to locate its origin. The prompts, which were typically sounds, were required because the patient was unaware that the light had been presented. Experimenters found that patients’ location accuracy was usually above chance levels, despite them being unaware of light.

The location task results also demonstrated that accuracy depended on which body part the patients used to locate the light. Some experiments required patients to move their eyes to the light’s origin, and other experiments required patients to point their fingers at it. When locating by eye movements, the error margins were more considerable than when the patients were required to locate by pointing. Such results suggest that something about the different types of locating leads to noticeable differences in performance.

Experimental results also suggest interactions between accuracy and origin of a visual stimulus. Patients were most accurate at locating lights in the center of the array and became less accurate as the distance between the light and the center increased. Additionally, patients were more accurate when researchers increased either the flash duration or the projected stimuli’ size [Perenin & Jeannerod, 1978].

2.1.1. Motion Tasks

Research has also tasked blindsight patients with making judgments about moving stimuli. In these experiments, lights were projected to the blind field and moved to another location within the field [Barbur et al., 1980, 1993; Blythe et al., 1986, 1987]. Patients were then prompted to make a binary choice – typically left/right or up/down – about the light’s direction.

Results from motion tasks show a relationship between the distance of movement and the patients’ accuracy [Barbur et al., 1980; Blythe et al., 1986, 1987]. Patients became more accurate as the distance of movement increased. With that said, researchers kept the duration of the light’s presentation constant, meaning that it is also true that accuracy increased as the velocity increased. It would be of interest to determine whether distance or velocity caused the increases, if not both. Additionally, experiments found that increasing the stimulus intensity (luminosity of the light) also increased the patients’ accuracy [Barbur et al., 1980].

Another interesting test was group motion. If several objects move in random directions but are weighted to move in one direction overall, humans can determine the group’s overall movement. Researchers have observed that while blindsight pat-
patients can determine one stimulus’s movement, they fail at group movement tasks [Azzopardi & Cowey, 2001].

Motion tasks have also demonstrated the effect of blindsight on the critical fusion frequency. Motion, especially in animation, depends on the ability to perceive several successive images as fluid motion. This fusion happens when the frequency of these images exceeds a minimum threshold – the critical fusion frequency. Tests have shown that this threshold was lower for stimuli presented to the blind field [Barbur et al., 1980; Blythe et al., 1987]. In other words, an image that appears to be flashing on and off to a patient’s normal visual field may appear to be on continuously when presented to that patient’s blind field.

2.2. Colour Discrimination Tasks

Some tests have shown that blindsight patients can also discriminate between colours, despite being unable to perceive those colours [Barbur et al., 1980; Stoerig, 1987; Stoerig & Cowey, 1989, 1992; Weiskrantz, 1996; Weiskrantz et al., 1974]. Tests for color detection within blind fields have shown that discrimination curves are similar to those within normal visual fields. However, the general sensitivity of the blind fields is lower [Barbur et al., 1980; Stoerig & Cowey, 1989]. Lights with greater luminosity are required for the color to be detected.

2.3. Object Discrimination Tasks

Researchers have also shown that blindsight patients can discriminate between objects, with these discriminations ranging in difficulty. Tests have included making judgments about line orientations and discriminating between two shapes. Researchers have obtained mixed results; patients who perform accurately in one task can fail at others [Barbur et al., 1980]. Several line orientation tests have been done with blindsight patients. These procedures typically chose an orientation – for example, horizontal – and then present a line to the patient’s blind field. Researchers then prompt the patient to determine whether that line was the same as the chosen orientation. Results show that while patients can perform this task, accuracy using the blind field is lower than of normal vision [Barbur et al., 1980; Weiskrantz, 1987; Weiskrantz et al., 1974].

More complicated tasks have had patients make judgments about object features. For example, one famous blindsight patient, DB, was required to identify X from O and was able to do so accurately [Weiskrantz, 1987; Weiskrantz et al., 1974]. However, DB’s accuracy at these tasks depended on the discrimination he was required to do. When asked to discriminate between triangles with straight edges versus those with curved, accuracy depended on how curved those lines were. Other tests included making square/rectangle judgments. DB’s performance was relatively low in these tasks, although he was more became more accurate as the difference between long and short sides grew.
Researchers have also tested object discrimination and orientation simultaneously. Although patients could identify an equilateral triangle, they failed at determining whether it was pointing upwards or downwards [Kentridge, 2015].

2.4. Affective Blindsight

Researchers have also discovered that blindsight patients can make emotive judgments about stimuli presented to their blind field. This phenomenon, called affective blindsight, can also trigger responses from the emotional centers of the brain [Burra et al., 2019; Celeghin et al., 2015] due to alternative visual pathways (see Gerbella et al. [2019]). Tests of affective Blindsight often involve identifying facial expressions; therefore, these tests are a type of object discrimination.

It appears accuracy in affective blindsight depends on the type of stimulus that is processed. When researchers examined the effects of spatial frequency within an image, they found that low-frequency images lead to higher accuracy (defined by the level of activity in the amygdala) than high-frequency images [Burra et al., 2019].

Findings from affective blindsight studies also indicate a limit to what judgments patients can make from images of faces. For example, patients can judge simple emotions accurately, but not complex emotions such as arrogance or guilt [Celeghin et al., 2017].

2.5. Other Tasks and Results

Having described many limitations of blindsight, we now turn to performance benefits. For example, when a famous patient, GY, performed a location task, researchers noted that although he had high accuracy with both blind fields and normal fields, GY’s reaction times were faster during trials that presented stimuli to the blind field [Persaud et al., 2011]. Being unaware of the stimuli lead to faster decisions that were also accurate.

Other benefits of blindsight include resistance to illusions. When reaching for an object, people typically shape their hand to an appropriate size for grabbing the desired object. This size adjustment occurs while their arm is still extending, i.e., before the hand gets to the object’s location. Importantly, this adjustment is controlled by the object’s perceived size; illusions that make the object appear larger or smaller cause people to adjust their hand to the incorrect size. When this test is performed blindsight patients, the hand adjustment is related to the actual size instead of the object’s illusionary size (see Danckert & Rossetti [2005]).

3. Insights from Blindsight Research

The purpose of this review was to identify how blindsight patients, who have diminished visual experience, perform visual tasks compared to those with normal vision. By doing so, we hoped to identify how differences between human and AI
performance in visual tasks can be partially attributed to the function of visual experience.

The clear difference between visual performance in blindsight and normal vision is that those with normal vision make more accurate judgments than blindsight patients. Except for tasks involving illusions [Danckert & Rossetti, 2005], those with normal vision demonstrate superior performance in all areas. The research we have reviewed suggests that the lack of visual experience is correlated with impacts on performance. Of more interest to us is how and why these impacts affect accuracy.

Based on empirical results, some have suggested that blindsight patients’ vision lacks the fine details present in normal vision that help us define the boundaries of an object [Weiskrantz et al., 1974]. Being unable to determine when one object begins and ends makes it difficult to pinpoint its exact location, leading to increased error margins in location tasks. It also explains why patients perform poorly in tasks that used high-spatial-frequency stimuli [Burra et al., 2019]. Having more details present in a facial image makes it harder to separate various components from each other and makes it harder to identify the facial expression. Similarly, being unable to determine the borders of a line makes it more challenging to identify the line properties such as orientation, curvature, and relative length, potentially explaining DB’s performance in specific object discrimination tasks [Weiskrantz, 1987].

Related findings suggest that blindsight patients have an impairment in the physical detection of stimuli. Evidence for this is the replicated finding that increases in stimulus intensity or stimulus duration lead to increases in task accuracy. Both intensity and duration also increase accuracy in normal vision; however, the relative values required to achieve accurate performance in normal vision are much lower than those required for those with blindsight [Barbur et al., 1980; Blythe et al., 1987]. Additionally, some patients can become aware of – but not necessarily identify – the stimulus if researchers increase that stimulus’s intensity or duration beyond a threshold.

Alternatively, it may be more accurate to describe the above issues with stimulus selection rather than physical detection. Findings have shown that patients become aware of moving stimuli at lower luminosity values than stationary stimuli. Additionally, the luminosity required for detection decreases as the velocity increased. If blindsight is purely an impairment of detection, then the stimuli’ velocity should be unrelated to whether the patient can see it. On the other hand, stimulus selection implies that something about the stimulus causes the visual system to attend to it and select it for further processing. This idea is also supported by results from neuroscience research showing that motion, luminosity, and duration affect the probability that a stimulus is attended [Carrasco, 2011]. With all that said, both physical detection and stimulus selection are not mutually exclusive concepts; blindsight patients could have impairments in both.

Stimulus selection via visual attention is likely critical for explaining the performance gap between blindsight and normal vision. Attention is a core component in the Global Workspace Theory (GWT) [Baars, 1988]. GWT explains conscious
decision-making due to information entering a central workspace that broadcasts and receives information from multiple subconscious areas of the brain. A stimulus has to be attended to and selected for it to enter the global workspace. Once within the workspace, the stimulus is available for additional processing, increasing the accuracy of any judgments made about it. Impairments to stimulus selection imply that certain information is prevented from entering the workspace and, therefore, degrading performance in tasks involving that stimulus.

Inhibiting access to the global workspace also potentially explains failure at specific tasks and some of the few benefits of blindsight. Findings of patients failing at tasks such as identifying a triangle’s orientation, detecting a group’s overall motion, and determining complex emotions suggest that additional processing stages are missing in blindsight. Knowing the orientation of a triangle requires knowledge of which direction is up, determining overall movement requires the summation of individual movement, and determining emotions such as guilt requires knowledge of human social concepts. These tasks require the integration of information from multiple cognitive processes that are absent without the sharing of information; therefore, without first selecting the stimulus, these tasks become difficult, if possible at all. With that said, it does require time to share information; removing this restraint could lead to the increased reaction times observed in GY’s performance [Persaud et al. 2011].

Human brains have the advantage of starting with pre-learned information encoded into them via DNA, whereas most AI models are trained from scratch [Zador 2019]. While these genetic factors constrain the types of learning that the human can ultimately do, it also allows them to avoid learning foundational information that makes complex cognition possible. One such pre-learned function is visual attention [Colombo 2001]; humans already know what to attend to before they have to learn what they are attending during visual tasks. In contrast, visual attention mechanisms in AI models are typically learned while learning a primary task; the model determines what is worth attending based on what provides the most accurate method for determining the answer. While simultaneously training the attention mechanism and the primary decision-making process end-to-end does work, it can also lead to models making judgments based on attending the wrong thing (see Ribeiro et al. 2016). However, AI vision models can benefit by pre-training to select and extract basic yet generally important visual information; this is related to the concept of training a brain set (see Richards et al. 2019). Of course, a claim of literal equivalence would require some definition of generally important, which may differ from what was important during the evolution of biological visual attention.

The actual difference between human and AI performance may be due to what happens to the information after it is selected or discarded. Following GWT, information selected via attention becomes available for additional processing. In DNNs, this additional processing occurs due to forward propagation to later levels in the network. In humans, this additional processing occurs due to broadcasting information back and forth from other specialized areas of the brain. In terms of AI models,
this would be like training a multi-task model [Caruana, 1997] and then having all of the separate tasks share their results – and possibly making additional judgments based on the shared results – before making a final decision. The main difference between what we suggest here and what has been done previously is that the model’s other tasks may be seemingly unrelated to its primary task. The relevance of each task would emerge during the training of the final model.

4. Relevant AI Models

This review’s central message is that superior human performance in visual tasks or AI systems is, in part, due to the experience of visual information. For this experience to occur, visual stimuli need to be selected during processing in the primary visual area via an attention process. Being attended does not guarantee that those stimuli are experienced, but experience does not occur unless those stimuli are attended. Due to the critical nature of attention within an experience, the final section examines attention mechanisms within deep learning research.

There have been attempts to create DNNs with visual attention mechanisms (see Borji & Itti [2013] for review). Here we have described some relevant research to show how effective this approach to computer vision has been. Perhaps future research will demonstrate that our other ideas help improve the current state of computer vision.

4.1. Deep Neural Network Attention Mechanisms

In this section, we have briefly introduced representative work involving visual attention mechanisms in DNNs. We can divide mainstream models using visual attention mechanisms into the three branches shown in Figure 1. The first branch contains the two variants of attention mechanisms, hard and soft [Xu et al., 2015], where hard attention uses local calculation, and soft attention uses global calculation. In other words, hard attention methods focus on a small area of the visual field, and soft attention methods use the entire field. Soft attention is the more popular of the two methods, primarily because it is easier to train soft attention DNNs via backpropagation.

The second branch describes two attention methods, top-down and bottom-up. Two models that represent these methods are RNN/LSTM+Attention [Anderson et al., 2018], and CNN+Attention [Xu et al., 2015], respectively. The convolutional neural network (CNN), a revolutionary model also inspired by the human visual system, has an advantage in the image-level information extraction ability. CNNs can first extract the feature representation of the image, combine it with attention, and apply it to the Image Captioning Generation task. Similarly, RNN/LSTM can achieve good results on time-serialized data.

The third branch is the Transformer-based models that have achieved state-of-the-art (SOTA) performance in many Natural Language Process (NLP) tasks in the past two years, such as machine translation, question answering, reading
comprehension, and several others. The major component of transformers is the unit of multi-head self-attention mechanism [Vaswani et al., 2017]. In the transformers encoder, the input is as a set of key-value pairs, \((K,V)\). The dimensions of key and value are input sequence length, and both of them are the encoder hidden states. In the decoder, the previous output is represented as a query \((Q)\) of dimension \(m\), and the following output is produced by mapping this query and the set of keys and values.

\[
\text{Attention}(Q,K,V) = \text{softmax} \left( \frac{QK^T}{\sqrt{n}} \right) V
\]  

(4.1)

The multi-head self-attention mechanism runs through the scaled dot-product attention multiple times in parallel. The independent attention outputs are concatenated and transformed into the dimensions of the target linearly.

\[
\text{MultiHead}(Q,K,V) = [\text{head}_1; \ldots; \text{head}_h]W^O
\]

where \(\text{head}_i = \text{Attention}(QW_i^Q,KW_i^K,VW_i^V)\)  

(4.2)

where \(W_i^Q\), \(W_i^K\), \(W_i^V\), and \(W^O\) are parameter matrices to be learned.

There have been several attempts to apply transformer-based models to computer vision, including image classification, object detection, and visual question answering tasks, with great success [Ramachandran et al. 2019, Dosovitskiy et al. 2020]. Such research has proved that the model relying only on Multi-head Self-Attention can have as good or better image feature extraction capabilities as typical CNN-based models.
4.2. Graph Neural Network Attention Mechanisms

A graph neural network is a class of DNNs where inputs take the form of graphs. These networks exploit the natural structure of these graphs to improve their performance over typical DNNs. Attention mechanisms have been used in conjunction with graph structures to improve visual models.

Understanding visual cues require an attention mechanism for focusing on the relevant visible elements of an image and the ability to interpret those elements in the context of the overall scene. A Scene Graph is a graph constructed from an input image that becomes a structured representation of that image. It represents the main objects visible on the image as nodes and their pairwise relationships with each other as edges. Its generation requires extracting not only features from the image but also relations. This problem involves visual attention for extracting the features and reasoning for establishing the corresponding relationships, thus understanding the image. Scene Graphs were first handcrafted and used for image retrieval [Johnson et al., 2015] but its many following works focused on generating Scene Graphs [Xu et al., 2017; Li et al., 2018; Yang et al., 2018; Zellers et al., 2018]. The critical idea shared by these works is the propagation of contextual information among the graphs’ nodes. The use of Scene Graph allows for enhancing the detected features with high-level information.

An application of Scene Graphs is for eXplanable Question Answering (XQA), and more particularly, Visual Question Answering (VQA). Humans can quickly process visual information for answering questions and retrospectively explain how they came to a conclusion. While Neural Networks are getting good at visual question answering, they are black-box systems that cannot explain how they answer a question. On the other hand, Scene Graphs offer the opportunity to return insights into how the system answered the question. [Ghosh et al., 2019] combine attention maps and Scene Graphs to produce explanations for QA.

Other propositions have been made for combining attention maps with graphs. The Factor Graph Attention model [Schwartz et al., 2019] adds textual information to the image; it combines image attention (attention map on an image) with a dialogue history and a question by a user about the image (how many people in the image? etcetera) in order to generate an answer to the question. The model is based on graph attention mechanisms, exchanging information between various sources, and focusing on multiple attention points. It is used in visual dialogue, a cognitive task created to give additional context for a task to imitate human-like decisions.

Structured Attention Graphs (SAGs) [Shitole et al., 2020] combines several attention maps to improve image classification. Each attention map focuses on a single region of the image and is combined with the others, becoming a node in a graph structure.

Co-saliency detection is another important visual task for a better understanding group of images or videos. It consists of detecting the common and distinct characteristics of images in a set. [Zhang et al., 2020] combines graph convolutional
networks and attention graph clustering for extracting common and salient visual cues and discriminating the objects in the foreground from the background.

4.3. Human Saliency Attention Mechanisms

One final approach we will discuss is the use of saliency maps with neural networks. A saliency map is a representation of how human eyes shift their fixations across an image. Areas of the map are color-coded to represent the amount of time the eye spends in each image’s location. As there is a direct link between attention and eye fixation, we can use saliency maps to determine which parts of an image draw the most attention by humans.

A large body of work has been directed at producing computational models that generate human saliency maps given an input of a particular image (for example Li & Yu [2016]; Ghariba et al. [2020]; Huang et al. [2015]; Harel et al. [2007]; Tavakoli et al. [2017]). An approach for generating a visual saliency model based on Markov Chains [Harel et al. 2007] represents the image as a fully connected graph. Each pixel is a node of the graph, connected by an edge to its adjacent pixels. Attention weights are assigned to each node by running a Markov process on the graph. This achieves success in predicting human fixation points without requiring annotated data. Recent approaches [Li & Yu, 2016; Ghariba et al., 2020; Huang et al., 2015; Tavakoli et al., 2017] use convolutional neural networks in various configurations with training inputs being representative images and training labels being actual human saliency maps for these images that have been calculated by recording human eye fixation. Predicted saliency maps are typically represented as a matrix representing the field of vision, with elements being weights whose magnitude indicates the relative degree of attention a human might apply to that part of the image, or alternatively, the probability that a human might attend to that part.

Flores et al [Flores et al., 2019] utilise such models (mainly Tavakoli et al. 2017 and Huang et al., 2015) to demonstrate improvement in object classification tasks. They use the models as pre-learned saliency map generators to create saliency maps for the images in their training set and then pair the resulting maps and images as dual input into a convolutional model that fuses the two inputs before running through further convolutional layers prior to classification. The saliency map generator plays a role conceptually similar to what genetically encoded information for attention in humans may play.

In a further series of experiments [Figueroa-Flores et al., 2020], it is demonstrated that such a pre-learned saliency model can be developed without specifically training to mimic human saliency. The maps subsequently generated enable almost as good performance on object classification tasks as the previously used human-imitating generators, indicating it is the ”pre-learned” aspect rather than specifically the human aspect, which is of most value in this context.

In this regard, the correspondence with improvements made in language under-
standing through pre-training and transfer learning in attention-based models such as BERT [Devlin et al., 2018] is rather striking. However, care must be taken in the comparison as these models utilize pre-trained word embeddings, pre-trained attention maps, and other model components.

5. Summary
Blindsight is a fascinating phenomenon with implications for how the human visual system works. Decades of research have shown that although humans can process visual stimuli without awareness of those stimuli, task performance suffers without that awareness. It is generally assumed that current AI vision models lack awareness of the stimuli they process. Although no guarantee that creating models with awareness will dramatically improve their performance, it appears that when mechanisms important to awareness are incorporated into those models, they do improve performance.
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