Assembly bias in quadratic bias parameters of dark matter halos from forward modeling
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Abstract. We use the forward modeling approach to galaxy clustering combined with the likelihood from the effective-field theory of large-scale structure to measure assembly bias, i.e. the dependence of halo bias on properties beyond the total mass, in the linear ($b_1$) and second order bias parameters ($b_2$ and $b_{K^2}$) of dark matter halos in $N$-body simulations. This is the first time that assembly bias in the tidal bias parameter $b_{K^2}$ is measured. We focus on three standard halo properties: the concentration $c$, spin $\lambda$, and sphericity $s$, for which we find an assembly bias signal in $b_{K^2}$ that is opposite to that in $b_1$. Specifically, at fixed mass, halos that get more (less) positively biased in $b_1$ get less (more) negatively biased in $b_{K^2}$. We also investigate the impact of assembly bias on the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations, and find that while the $b_2(b_1)$ relation stays roughly unchanged, assembly bias strongly impacts the $b_{K^2}(b_1)$ relation. This impact likely extends also to the corresponding relation for galaxies, which motivates future studies to design better priors on $b_{K^2}(b_1)$ for use in cosmological constraints from galaxy clustering data.
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1 Introduction

It is now well established that most of the observed tracers of the large-scale structure (LSS) of the Universe, such as galaxies, reside in dark matter halos. Hence the statistics of halos help determine those of galaxies on large scales, making their distribution one of the key ingredients of the theoretical description of LSS. In the context of perturbation theory, the statistics of halos can be written in terms of bias parameters $b_O$ multiplying operators $O$ constructed out of the large-scale matter density contrast field $\delta_m$ and tidal field $K_{ij}$ (see [1] for a recent review)

$$\delta_h(x, z) = \sum_O b_O(z) O(x, z),$$

where $\delta_h$ is the density contrast of the halo distribution, defined as $\delta_h = n_h/\bar{n}_h - 1$ with $\bar{n}_h$ the cosmic halo number density. This bias expansion formalism can be applied to any LSS tracer, with only the numerical value of the bias parameters changing from tracer to tracer. In this work we focus on dark matter halos identified in numerical $N$-body simulations. Physically, the halo bias parameters describe the response of the halo number density field to the long-wavelength perturbations $O$, and have been measured in multiple works at various orders in perturbation theory (e.g. [1–12] and references therein). Studying them can thus give us important insights on halo, galaxy, and in general structure formation. A robust knowledge of halo bias also helps guide the design of priors on bias parameters that enter theoretical models in LSS analyses, or even reduce the number of free parameters if useful relations between them can be found (e.g. [6, 7, 10, 11, 13, 14]), thereby leading to improved constraints on cosmological parameters.

The bias parameters were commonly thought to depend only on the redshift and mass of the considered halo population. The authors of [15] were the first to show that the formation of halos of the same mass depends also on their environment. Shortly after, [16] presented the first direct measurements of the dependence of halo bias on properties beyond their mass, showing that
halos with a lower half-mass assembly redshift are less biased than average, and vice-versa. This phenomenon was naturally named halo assembly bias. Since then, numerous other works, using numerical simulations, have studied and found halo assembly bias as a function of various halo properties, including formation time, concentration, spin, shape, substructure content and mass accretion rate (see for instance [15–35] and references therein). Note that in the literature some works refer to the dependence of halo bias on these secondary halo properties as secondary bias, reserving the term assembly bias for the dependence of halo bias specifically on the assembly history (i.e. mass accretion rate or formation redshift). We do not make this distinction here, and from hereon, when we refer to assembly bias, we mean the dependence of the halo bias parameters on properties beyond halo mass and redshift.

Despite simplified analytical approaches based on excursion set formalisms (e.g. [28, 36, 37]), a complete, first-principled theoretical description of assembly bias with respect to any halo property over a wide mass range is still lacking to this day, and most of the recent progress has come from analyses of numerical N-body simulations. It is now clear that the halo environment, characterized by its position in the cosmic web, and surrounding density and tidal fields, plays a crucial role in assembly bias [22, 28, 36–44], which motivates the study of assembly bias in tidal bias parameters such as $b_{K2}$. It is also established that correlations between any two halo properties are not sufficient to predict the dependence of halo bias on one variable given its dependence on the other [20, 28, 30].

At fixed halo mass, it is plausible that certain galaxy populations may preferentially inhabit halo populations with specific values for properties like concentration, formation time or environment. The exact degree to which the halo assembly bias signal propagates to galaxy assembly bias remains however an open question, and it likely depends on the details of galaxy formation. Some works have studied this using hydrodynamical simulations, and have reported a detection of assembly bias in the simulated galaxy density field as well [45–47]. These results have led to several recent efforts to incorporate it in semi-analytical models such as (decorated) HOD and abundance matching techniques\textsuperscript{1} [35, 45, 48–58]. On the observational front, however, the detection of assembly bias in observational data remains more debated: despite a number of studies claiming a detection (e.g. [48, 55, 59–66]), re-analyses and other independent investigations using similar galaxy samples have returned no clear evidence of assembly bias in observations (e.g. [67–75]).

In this paper we take further steps in the study of assembly bias by measuring its impact on the two quadratic bias parameters $b_2$ and $b_{K2}$, which correspond to the second-order response of halo abundance to large-scale matter overdensities, and to the leading-order response to large-scale tidal fields, respectively. Although the assembly bias signal in $b_2$ has been analyzed in past works [21, 28], this is the first time, to the best of our knowledge, that assembly bias in the halo tidal bias parameter $b_{K2}$ is estimated. We carry out our analysis using the forward modeling approach to halo clustering combined with a likelihood derived from the effective-field theory (EFT) of LSS [76–78]. This approach has been developed recently, but is related to the analyses presented in [8, 9, 79, 80]. Previous studies showed that the EFT likelihood is able to recover unbiased cosmological constraints using simulated data, even after marginalizing over a large set of bias parameters [12, 76, 81–85]. In this work, we apply it instead to the study of the bias parameters themselves. We refer the interested reader also to our companion paper [12], where we applied the same forward model methodology to study the quadratic bias parameters of galaxies in hydrodynamical simulations.

This paper is organized as follows: in section 2, we review the main ingredients of the forward modeling methodology that we use in this paper. We present our simulation set as well as the

---

\textsuperscript{1} Notice that in theory the complete perturbative bias expansion automatically takes into account assembly bias if all necessary terms are included (see section 9.2 of [1]), but these methods have the advantage to allow to extract information from the non-perturbative regime, where perturbation theory fails.
construction of the halo catalogs in section 3. In Section 4, we present and discuss our main results, before we conclude in section 5.

2 Bias parameters from forward modeling

In this section, we summarize the main aspects of our approach to study halo bias using forward models and the EFT of LSS. This methodology has been presented and tested in detail in a number of recent papers [76–78, 81–84], to which we refer the reader for more details. The methodology we follow here is largely the same as in our companion paper [12] focused on the bias of galaxies in hydrodynamical simulations, except that the larger volume of the simulations we employ in this paper allows us to carry out a finer investigation of the impact of the range of scales used in the analysis (see section 2.4 below).

2.1 Forward modeling and the EFT likelihood

In the forward modeling approach the goal is to derive the likelihood function \( P(\delta_h | \{ \theta \}, \{ b_O \}, \delta_{m, \text{in}}) \) that describes the probability to observe a halo density contrast field \( \delta_h \) (or any other tracer field), given a realization \( \delta_{m, \text{in}} \) of the initial matter density contrast, a set of cosmological parameters \( \{ \theta \} \) and a set of bias parameters \( \{ b_O \} \). This can be done as follows:

1. In a given cosmology, evolve \( \delta_{m, \text{in}} \) under the action of gravity to generate the forward-evolved final matter distribution, \( \delta_{m, \text{fwd}}(\{ \theta \}, \delta_{m, \text{in}}) \). In this paper, we do so using third-order Lagrangian perturbation theory (3LPT) [84].

2. Generate the forward-evolved halo distribution using the final matter distribution and a deterministic bias expansion, \( \delta_{h, \text{det}}[\delta_{m, \text{fwd}}, \{ b_O \}] \).

3. Sample the likelihood \( P(\delta_i | \delta_{h, \text{det}}) \equiv P(\delta_i | \{ \theta \}, \{ b_O \}, \delta_{m, \text{in}}) \) in the combined parameter space consisting of the initial conditions \( \delta_{m, \text{in}} \), the cosmological parameters \( \{ \theta \} \) and the bias parameters \( \{ b_O \} \).

In this paper we consider dark matter halos from numerical gravity-only N-body simulations, which allows us to keep the cosmological parameters \( \{ \theta \} \) and initial conditions field \( \delta_{m, \text{in}} \) fixed to those used to run the simulations. This drastically reduces the parameter space that would otherwise have to be explored, as well as the impact of sample variance, and thus, we can fit more efficiently for the bias parameters \( b_O \). That is, instead of comparing the measured summary statistics of halos, such as power spectrum and bispectrum, with the theoretically predicted ensemble mean of these statistics, we compare directly at the field level for the given specific realization of the large-scale perturbations, reducing cosmic variance to the highest degree possible.

We work with the following likelihood function in Fourier space

\[
-2\ln P(\delta_h | \delta_{h, \text{det}}) = \int_{|k| < \Lambda} \frac{d^3k}{(2\pi)^3} \left[ \frac{|\delta_h(k) - \delta_{h, \text{det}}(k)|^2}{P_\epsilon(k)} + \ln(2\pi P_\epsilon(k)) \right],
\]

which has been derived using EFT in [76–78, 81–83] (we distinguish Fourier- from configuration-space quantities by their arguments). The variance \( P_\epsilon(k) \) in this equation takes into account the stochasticity of halo formation (i.e. its dependence on the small-scale perturbations), and it is in general a function of wavenumber [77, 78] (note that [86] has used a similar likelihood function to study halo stochasticity). For our purpose in this paper, it is sufficient to consider only the leading
order, constant contribution $P_\epsilon(k) \approx P_\epsilon^{(0)}$, where $P_\epsilon^{(0)}$ is a parameter that is also sampled (see [82, 83] for a justification of the small impact of this approximation).

It is important to note that the integral in Eq. (2.1) is performed only up to a maximum cutoff wavenumber $\Lambda$. This cutoff is needed to ensure that only perturbative modes enter in the inference analyses (in accordance with the EFT of LSS formalism), and as discussed in [82, 83], it must be applied also to the initial conditions field $\delta_{m,\text{in}}$ before evolving it to the final time in order to regularize loop integrals involving non-perturbative modes. Further, the integral in Eq. (2.1) is in practice replaced by a sum over the nodes of a regular, cubic grid covering the simulation volume onto which all fields are discretized. Both matter and halos were deposited on grids using the cloud-in-cell (CIC) assignment scheme, and all grids we use here have $N_{\text{grid}} = 768$ nodes on a side. This corresponds to a resolution of $L_{\text{cell}} = 3.125\,h^{-1}\text{Mpc}$, and associated Nyquist wavenumber $k \approx 1\,h\text{Mpc}^{-1}$, safely above all the wavenumbers considered in the analysis below. We further tested the robustness of our results under a change in $N_{\text{grid}}$.

Effectively, the estimation of bias parameters in this approach is closely related to that based on the cross-correlation of the halo field with quadratic operators constructed from the linear density field of the same realization presented in [8, 9]. This correspondence can be seen in particular by inspecting the maximum-a-posteriori point derived in [76, 82].

2.2 The bias expansion

The forward-evolved halo density field is constructed out of the forward-evolved matter density contrast $\delta_m \equiv \delta_{m,\text{fwd}}(x)$ using the deterministic bias expansion

$$\delta_{h,\text{det}}(x) = \sum_{O} b_{O} O[\delta_m,\Lambda](x),$$

where the notation highlights that the operators are constructed out of the evolved density field filtered with a sharp-$k$, low-pass filter. Notice that the shape of the filter is not arbitrary and that a sharp-$k$ filter is necessary to filter out all modes $k > \Lambda$ and obtain unbiased results from forward models. This is discussed in detail in section 4.3 of [76].

We consider the following set of 8 operators

$$O \in \{\delta_m, \delta_m^2, K^2, \delta_m^3, \delta_m K^2, K^3, O_{td}, \nabla^2 \delta_m\},$$

where $K_{ij} = (\partial_i \partial_j / \nabla^2 - \partial_1 / 3) \delta_m$, $K^2 = K_{ij} K^{ij}$, $K^3 = K_{ij} K^{jk} K^i_k$, and $O_{td} = (8 / 21) K_{ij} (\partial_i \partial_j / \nabla^2) (\delta_m^2 - (3 / 2) K^2)$. The first 7 represent all terms that exist up to third order in $\delta_m$ and $K_{ij}$. Additionally, there are also higher-derivative operators that should be taken into account. According to the strategy presented in [83], the relevance of the higher-derivative terms can be estimated using the nonlinear scale $k_{NL}$, the cutoff $\Lambda$, and the spatial nonlocality scale of the tracers $R_\epsilon$. In this estimate we adopt $R_\epsilon = 5\text{Mpc}/h$ (which is approximately the Lagrangian radius of the halos we consider), $\Lambda = 0.14h/\text{Mpc}$ and $k_{NL} = 0.25h/\text{Mpc}$. For these scaling parameters, $\nabla^2 \delta_m$ is the only relevant higher-derivative operator (eighth term in Eq. (2.3)). Note that we keep these three scaling parameters fixed for the purpose of determining how many higher-derivative operators we need to include in the bias expansion, so that the set of operators remains the same when we vary the redshift and the exact values of $\Lambda$ in our analysis below. We refer the reader to section 3.2 of [83] for a detailed description of how to determine which higher-derivative parameters to include, and the exact combination of $k_{NL}$, $\Lambda$, and $R_\epsilon$ that needs to be computed. Finally, notice that we will use the notation $b_n \equiv n! b_{0^n} (n \geq 1)$ for the bias parameters multiplying powers of $\delta_m$ in order to conform to the most common notation in the literature for these parameters.
The operators $\delta^2_m, K^2$ are further renormalized with respect to $\delta_m$ by subtracting their overlap with $\delta_m$ as described in [76]. This is important to be able to interpret the corresponding bias parameters as those that appear in the large-scale limit of $N$-point functions [76]. We do not perform renormalization involving the quadratic operators themselves, which most likely explains part of the dependence of our results on the cutoff scale $\Lambda$; we return to this issue in section 2.4.

In summary, the construction of $\delta_{\text{h,det}}(k)$ is done as follows. The initial field $\delta_{m,\text{in}}(x)$, which in our case is the Zel’dovich field at $z = 99$, is discretized on a grid and filtered with a sharp-$k$, low-pass window function on the scale $\Lambda$ (this is done by going back-and-forth between Fourier and configuration space). This field is evolved to the final redshift with 3LPT (which [84] showed is accurate enough on the scales we consider) to obtain the final mass distribution $\delta_m(x)$, which is itself subsequently sharp-$k$ filtered on the scale $\Lambda$. The final filtered field is used to construct the operators $O[\delta_{m,\Lambda}]$ in Eq. (2.3) (again by going back-and-forth between Fourier and configuration space), which are added up as in Eq. (2.2) to generate the forward-evolved halo density field $\delta_{\text{h,det}}(x)$. Finally, this field and the observed halo sample $\delta_h(x)$ (i.e., the halos in our simulations) are transformed to Fourier space and used in the EFT likelihood of Eq. (2.1). Notice that the observed halo density field is not filtered, but that this is not needed since the sum in Eq. (2.1) runs only over modes $k$ smaller than the cutoff $\Lambda$ which is the same used to filter the matter fields from which we construct the bias expansion.

### 2.3 The fitting procedure

To fit for a bias parameter $b_O$, we first marginalize over all others in Eq. (2.1) (which can be done analytically [81, 82]), and then find the maximum of the likelihood in the $\{b_O, P^{(0)}\}$-space (using the MINUIT routine from the ROOT\(^2\) package). Our inferred bias parameter values correspond to the maximum-likelihood values of $b_O$; the corresponding errorbars are the inverse square root of the curvature of $-2\ln P$ in the $b_O$ direction at the maximum. Formally, in this procedure one should marginalize also over $P^{(0)}$, but since $P^{(0)}$ and the $b_O$ are only very weakly correlated, this does not have a strong impact on our quoted errorbars. Recall also that in our fitting procedure we always keep the initial conditions, as well as all cosmological parameters fixed to the values of our simulations.

Although the minimization procedure is formally less stable than a proper sampling of the full shape of the likelihood and may sometimes converge to a local (and not the global) minimum, we will see in our results below that this does not have a strong impact on our results as the forward models correctly recover the bias parameters measured in past works. Finally, even though the code also returns estimates of the remaining, higher-order bias parameters, we will show results only for the bias parameters $b_1, b_2$ and $b_{K2}$. Indeed we expect results for third order bias parameters to be less accurate since we do not include 4th order ones in the bias expansion, and we did not perform thorough convergence tests to validate them.

### 2.4 Expected dependence on the cutoff scale

Due to our renormalization procedure that includes only renormalization of quadratic operators with respect to $\delta_m$, as well as the fact that we stop at third order when constructing the bias expansion, we expect the bias parameters we measure with the method presented above to depend on the cutoff scale $\Lambda$. Specifically, the bias operators whose coefficients we measure here are constructed out of the sharp-$k$ filtered density field $\delta_{m,\Lambda}$, and thus explicitly refer to the scale $\Lambda$. On the other hand, the bias coefficients identified when measuring halo $N$-point functions in the

\(^2\)https://root.cern.ch/
large-scale limit formally refer to bias operators \([\mathcal{O}[\delta_m]]_0\), where \(\delta_m\) is the unfiltered evolved field, which obey the renormalization conditions given in [87] (see also section 2.10 of [1])

\[
\left\langle \mathcal{O}[\delta_m]_0(k)\delta_m^{(1)}(k_1)\cdots\delta_m^{(1)}(k_n) \right\rangle \rightarrow \mathcal{O}[\delta_m](k)\delta_m^{(1)}(k_1)\cdots\delta_m^{(1)}(k_n)_{\text{tree}},
\]

(2.4)

where the subscript “tree” indicates the tree-level perturbation theory result for the given correlator, and the superscript \((1)\) indicates linear order. First, notice that our operators \(\mathcal{O}[\delta_{m,\Lambda}]\) satisfy Eq. (2.4) in the limit \(\Lambda \to 0\). One can show that [82]

\[
\mathcal{O}[\delta_{m,\Lambda}] \xrightarrow{\Lambda \to 0} \mathcal{O}[\delta_m]_0 + \mathcal{O}(\sigma^2_{\Lambda}),
\]

(2.5)

where \(\sigma^2_{\Lambda} = \langle (\delta_{m,\Lambda})^2 \rangle\) is the variance of the linear, sharp-\(k\) filtered density field. The \(\Lambda\)-dependent correction in Eq. (2.5) is not negligible in practice. For \(n = 1\), the renormalization procedure that we apply to the quadratic operators indeed ensures Eq. (2.4) (note that the right-hand side vanishes if \(\mathcal{O}\) is a quadratic operator and \(n = 1\)). We do not enforce the renormalization conditions at \(n = 2\) though, since the non-vanishing right-hand side makes these conditions more difficult to implement. Hence, we expect the operators used here to differ from the large-scale renormalized operators by a correction in Eq. (2.5) is not negligible in practice. For \(n = 1\) is the value of the bias parameter at \(\Lambda = 0\) that we quote as the forward modeling result. We expand further on this point in section 4.1 where we use three cutoff values \(\Lambda \in \{0.05, 0.075, 0.1\}\) \(h\)\(\text{Mpc}^{-1}\) to perform a fit of the form of Eq. (2.6) for each bias parameter, and obtain the desired value as the constant coefficient of the fit.

3 Simulations and numerical data

In this section, we briefly describe the characteristics of our simulations and the procedure used to identify halos, determine their properties, and create the catalogs.

We use the same simulation set as the one referred to as “L2400” in [8], which is composed of two gravity-only simulations ran with the cosmological \(N\)-body code Gadget-2 [88]. We adopt a flat \(\Lambda\)CDM cosmology with \(\Omega_m = 0.27, h = 0.7, \Omega_b h^2 = 0.023, n_s = 0.95\) and \(\Lambda_s = 2.2 \cdot 10^{-9}\). This is the same cosmology as the one used for the study of \(b_1\) and \(b_2\) from separate universe simulations in [6, 28]. The simulations have a box size \(L = 2400\) \(h^{-1}\)\(\text{Mpc}\) on each side and \(N = 1536^3\) matter tracer particles; this yields a particle mass resolution \(m_p = 3 \cdot 10^{11} M_\odot/h\). The two simulations are for two different realizations of the random phases of the initial conditions field, which were generated with 2LPT at an initial redshift \(z_{\text{ini}} = 99\) using the code described in [89]. Notice that we use 2LPT to initialize the simulations from which we measure the observed halo field, whereas we use the corresponding Zel’dovich field at the same redshift with the same random phases to construct the evolved matter density field and deterministic bias relation, as explained in section 2.2.
3.1 Halo catalogs

The dark matter halos were identified using the Amiga Halo Finder (AHF) code [90, 91] at \(z = 0, 0.5\) and 1. AHF identifies halos with a spherical overdensity (SO) algorithm, and we set the value of the overdensity to 200 times the background density to define halos. The bound particles are then used to calculate canonical properties of halos like the density profile, rotation curve, mass, spin, and sphericity. In this paper, we consider only the objects identified as the main halos, and not their subhalos.

In our results below, we will first study the bias parameters as a function of total halo mass alone (i.e., without considering assembly bias) in section 4.1. In this part of the analysis, which only relies on the masses of the halos, we discard halos with less than 24 bound particles within \(r_{200}\) (the radius corresponding to an overdensity of 200 with respect to the background density), which sets a minimum halo mass of \(\log M = 12.85\) (\(\log\) is the base 10 logarithm, and masses are implicitly given in units of \(h^{-1}M_\odot\) throughout). We divide the halo catalog at a given redshift in logarithmic mass bins of width \(\Delta \log M = 0.2\), with the center of the lowest mass bin at \(\log M = 12.95\).

To ensure sufficient signal-to-noise in our assembly bias results, we adopt a coarser mass binning before we further group the halos in bins of different properties. We restrict our assembly bias results to halos with at least 200 particles to ensure reasonable convergence of all of the halo properties we consider. The smallest halos hence have a mass of \(\log M = 13.76\), and we divide the resulting halo catalogs into mass bins of equal size in logarithmic scale \(\Delta \log M = 0.4\) (with the first bin thus centered around \(\log M = 13.96\)). For each secondary property \(p\) considered, we divide the subcatalogs at each mass in 4 quartiles, and we measure the bias parameters in each quartile to obtain the \(b_\mathcal{O}(p|M)\) relation.

We will show the assembly bias dependence of \(b_1\), \(b_2\) and \(b_{K2}\) on three halo properties: the concentration \(c\), spin parameter \(\lambda\), and sphericity \(s\). The halo concentration is quantified using the usual Navarro-Frenk-White (NFW) [92] concentration parameter \(c\) measured as in [93]. More specifically, AHF computes the ratio between the maximum of the circular velocity \(V_{\text{max}}\) and \(V_{200}\), the circular velocity at \(r_{200}\). For the case of the NFW halo profile [92], this ratio is given by

\[
\frac{V_{\text{max}}}{V_{200}} = \left( \frac{0.216 c}{f(c)} \right)^{1/2},
\]

where \(f(c) = \ln(1 + c) - c/(1 + c)\). Computing \(c\) from the circular velocity at two different radii is hence straightforward. However, we note that this way of inferring the concentration is not as robust as a proper fit of the halo density profile. For the halo spin, we use the spin parameter as defined in [94]

\[
\lambda = \frac{|\mathbf{J}|}{\sqrt{2MV_{r_{200}}}},
\]

where the angular momentum \(\mathbf{J}\), the mass \(M\) and the circular velocity \(V\) are evaluated at \(r_{200}\). Finally, following the works of e.g. [23, 28], we also measure the bias as function of halo sphericity, defined as

\[
s = \frac{r_3}{r_1},
\]

where \(r_1 > r_2 > r_3\) are the axes of the moment-of-inertia tensor of the halo particles and \(s = 1\) thus corresponds to perfectly spherical halos.

Finally, we follow [18, 28, 34] and, for the concentration \(c\) and halo spin \(\lambda\), we define

\[
p' = \frac{\ln(p/\bar{p})}{\sigma(\ln p)},
\]
where $p$ is the mean value of the property in a given quartile and mass bin, $\bar{p}$ is the mean value over all quartiles in a given mass bin, and $\sigma$ is the square root of the variance of $\ln p$ at fixed mass across all quartiles. We then plot the relations $b_1(p'|M)$. This can be done since these two properties are known to be approximately lognormal distributed at fixed mass [94, 95], and allows to remove most of the mass dependence of the values of these properties. Since this is not the case for halo sphericity, we do not adopt the same procedure for this property, and plot $b_1$ at fixed mass as a function of the mean sphericity $s$ in each quartile.

4 Results and discussion

In this section, we begin by presenting the dependence of the bias parameters on the cutoff scale $\Lambda$, focusing first on results for the full mass sample (i.e without binning in a secondary property, section 4.1). We then show results for assembly bias in section 4.2, focusing on subsamples for the three halo properties described in the previous section. Finally, we investigate the impact of assembly bias on the relations $b_2(b_1)$ and $b_{K^2}(b_1)$ in section 4.3.

Notice that the number of objects in some samples can become quite low, especially at high mass when we bin in secondary properties. The correlation between these samples and the dark matter field, from which we essentially measure the bias parameters, can in these cases become noise dominated and affect the inference of the bias parameters. We hence decide which samples are robust based on the following criterion (which is effectively the same as in our companion paper [12]). For all binned samples, we evaluate the phase-correlation coefficient between halos and matter, $r(k) = P_{hm}(k)/\sqrt{P_{mm}(k)P_{hh}(k)}$, where $P_{mm}$, $P_{hh}$ and $P_{hm}$ are the matter, halo and corresponding cross power spectra at a given redshift, respectively. At low $k$, the matter power spectrum is much larger than the halo shot noise and so $r(k)$ is close to unity, i.e., the halo and matter fields are strongly correlated on large scales. Towards higher $k$, the shot noise contribution remains roughly constant, but since the matter power spectrum becomes smaller, the correlation coefficient drops. We will thus only show results for halo samples that satisfy $r(k) \geq 0.5$ at $k = \Lambda$. This roughly ensures that our halo samples are still not stochastic-dominated at the scale of the cutoff $\Lambda$ that we use, and thus, that the EFT likelihood formalism can utilize the correlation between the halo and matter fields to infer the bias parameters.

4.1 Dependence on the cutoff scale $\Lambda$

We first focus on the dependence of the bias parameters on the cutoff scale $\Lambda$ at fixed halo mass. As explained before, in this section, we use halo catalogs in mass bins of width $\log M = 0.2$, and with halos containing down to 24 particles. Figure 1 presents this dependence for all mass bins satisfying $r(k = 0.1 \ h \ Mpc^{-1}) > 0.5$ (the colors indicate the mass bins, as labeled) at $z = 0$ (top row), 0.5 (middle row), and 1 (bottom row). The left, middle and right panels show the results for $b_1$, $b_2$ and $b_{K^2}$, respectively. The points present measurements obtained from forward modeling at fixed $\Lambda$ values, while the dashed lines show the corresponding fit of the form of Eq. (2.6). We see that the expected dependence is in general well respected, which allows us to obtain the value of the parameters by extrapolating to $\Lambda = 0$. The fit is typically dominated by the $\Lambda = 0.1 \ h \ Mpc^{-1}$ result, which is the most statistically precise, but which leads to extrapolation uncertainties when the $\Lambda$-dependence is strong (this is mostly visible for $b_2$ at high mass). In the case of $b_1$, the $\Lambda$-dependence is less marked. This indicates that the third-order bias expansion we use in this work, as well as our renormalization procedure in which we renormalize second order operators only with respect to $\delta_m$, are sufficient to remove most of the $\Lambda$ dependence of the linear bias. A higher-order
Figure 1. Dependence of $b_1$ (left column), $b_2$ (middle column) and $b_{K2}$ (right column) on the cutoff scale $\Lambda$ at fixed mass and at $z = 0, 0.5, 1$ (top, middle, and bottom row respectively). The points present measurements obtained from forward modeling for different values of $\Lambda$, and the dashed lines show the respective fits of the form of Eq. (2.6). The different colors are for different mass bins, as labeled. We see that the expected relation is in general respected, which allows us to extrapolate the value of the parameters at $\Lambda \to 0$.

analysis and improved renormalization procedure should reduce the $\Lambda$-dependence of the quadratic bias coefficients to a similar level as seen for $b_1$ here.

We now turn to figure 2 which presents results for $b_1$ as a function of halo mass, as well as $b_2$ and $b_{K2}$ as a function of $b_1$. The forward modeling results (blue symbols) plotted in this figure are the ones extrapolated at $\Lambda \to 0$. However, since the inferred error on the parameters of the fit turns out to be rather unstable\(^3\), the errorbars shown in figure 2 are simply the ones of the corresponding point at $\Lambda = 0.075 \, h \, \text{Mpc}^{-1}$, which are the marginalized errors returned by the MINUIT minimizer. Indeed, we found these to be more stable, and to always be slightly larger than the ones returned by the fitting routine. The results for $b_1$, presented on the top left panel, are in

\(^3\)We use the built-in python function scipy.optimize.curve_fit to perform the fits in figure 1.
very good agreement with those from separate universe simulations (green markers) [6]. This panel provides the correspondence between halo mass and linear bias which can be useful for a detailed inspection of the upcoming figures, which will all be in terms of $b_1$.

The results for $b_2(b_1)$, presented in the top right panel of figure 2, are also in good agreement with those from separate universe simulations [6] (green markers and dashed line). We do note, however, a small trend for higher $b_2$ values compared to the separate universe result for $b_1 \gtrsim 2.5$. This is likely due to the fact that we neglect higher-than-third order bias parameters (which can become important for these more biased objects), and that we do not perform the complete renormalization of operators necessary to compare the forward-modeling bias parameters with those obtained in the large-scale limit, such as in the separate universe technique (section 2.4). Further, as we noted above, the point at $\Lambda = 0.1 \, h \, \text{Mpc}^{-1}$ dominates the fit because it uses a larger number...
of modes, but it is also the one that is most impacted by these higher-order effects; this can affect the extrapolation to $\Lambda \rightarrow 0$ and thus help explain some of the offset in the top right panel of figure 2. In future work, we plan to include higher-order biasing and refine the renormalization procedure, which would clarify the origin of these small differences.

The results for $b_{K^2}$ as a function of $b_1$ (bottom panel of figure 2) are also in broad agreement with previous results from [8] (purple markers). We further compare our results for $b_{K^2}$ with the Lagrangian local-in-matter-density (LLIMD) prediction given by

$$b_{K^2}^{\text{LLIMD}} = -\frac{2}{7}(b_1 - 1),$$

(4.1)

which assumes a Lagrangian tidal bias parameter $b_{K^2}^L = 0$, i.e., it neglects the impact of the tidal field in the initial conditions and considers only the tidal field generated by gravitational evolution (see e.g. sections 2.2-2.4 of [1]). We observe in our results the same slightly negative offset already pointed out in [4, 5, 8, 9, 11, 96], which is unsurprising given the simplified assumption behind the LLIMD result. We make a comparison also with a more elaborate model developed in [4], coming from the excursion set formalism ([97]) with correlated steps and a barrier inspired from triaxial collapse. This model allows for $b_{K^2}^L \neq 0$, and the prediction for $b_{K^2}$ can be represented by the following simple quadratic fit

$$b_{K^2}^{\text{ES}} = 0.524 - 0.547b_1 + 0.046b_1^2.$$ 

(4.2)

We see that this prediction seems to perform slightly better than the LLIMD prediction, as was already noted in [96]. Given the scatter of our measurements, we refrain from producing our own fit and defer this to future work when the $b_{K^2}(b_1)$ relation will be more tightly constrained (see [11] though).

### 4.2 Assembly bias

In this section we present our results for assembly bias in the three bias parameters considered in this work. All the results presented next are for fixed $\Lambda = 0.075\,h\,\text{Mpc}^{-1}$, i.e. we do not perform the quadratic fit in $\Lambda$ to extrapolate values at $\Lambda \rightarrow 0$, since we are mostly interested in the assembly bias trends, rather than the precise value of bias parameters in a particular bin. This increases the overall number of samples satisfying our $r(k = \Lambda) \geq 0.5$ criterion while keeping a good signal-to-noise ratio. Furthermore, we can see from figures 1–2 that this should not add any strong systematics to our results with respect to those at $\Lambda \rightarrow 0$. We recall that we use wider mass bins ($\Delta \log M = 0.4$) for the results in this section since we further bin in a secondary halo property. Note also that although we refer to low and high masses in our discussion next, one should keep in mind that all our results are technically for massive halos (i.e., group- or cluster-sized halos), since we here consider only halos with more than 200 particles. Furthermore, as explained in section 3, we used a spherical overdensity algorithm to identify halos. This most likely has an impact on our findings [31], but we do not investigate how they change if we used, e.g., a friends-of-friends (FoF) algorithm.

Figure 3 presents results for assembly bias in $b_1$ (top row), $b_2$ (middle row), and $b_{K^2}$ (bottom row) as a function of concentration, spin, and sphericity, and for different halo mass bins at $z = 0$, as labeled. The dashed lines show the value of the bias parameter in the corresponding total mass bin. On each panel, from left to right, the halos become more concentrated, have higher spin, and become more spherical. Focusing first on $b_1$ and $b_2$ for which previous results exist, we get a very clean detection of assembly bias. These results are also in agreement with previous ones from the
Figure 3. Assembly bias in $b_1$ (top row), $b_2$ (middle row), and $b_{K2}$ (bottom row) as a function of concentration (left), spin (middle), and sphericity (right) for various mass bins (color coded) at $z = 0$. The points are the forward model results for $\Lambda = 0.075 \ h\ Mpc^{-1}$. The dashed lines indicate the mean value of the bias in each mass bin. On each panel, halos that are more concentrated, have higher spin, or are more spherical are on the right. We get a clear detection of assembly bias in all three parameters. In the case of $b_1$ and $b_2$, the trends are in qualitative agreement with previous results. The assembly bias signal in $b_{K2}$ is new to this work, and we find it to be consistently opposite to the one in the $b_1$ parameter (e.g. halos that are more positively biased in $b_1$ are less negatively biased in $b_{K2}$).

In particular, we find that the very massive halos considered in this work become less biased in $b_1$ and $b_2$ as concentration increases, become more biased as spin increases, and that more spherical halos ($s \to 1$) are also more biased. These results provide a further check of the robustness of the forward model results, and will help us analyze the results for the impact of assembly bias on the $b_2(b_1)$ and $b_{K2}(b_1)$ relations in the next subsection.

Turning now to the bottom row of figure 3, we see that we obtain a clear detection of assembly bias in $b_{K2}$ as well, and that the effect seems more important at higher masses for all three properties. However, the trends observed in this parameter are consistently opposite to those of $b_1$; this is one of the main findings of this paper. In particular, halos with a higher concentration are more negatively biased in $b_{K2}$, which is the opposite to the trend in $b_1$ in the sense that the halos are less positively biased. Further, halos with a higher spin have $b_{K2}$ closer to zero, but $b_1$ becomes
larger. Finally, more spherical halos are less negatively biased in the case of $b_{K^2}$, which is again opposite to what is found for $b_1$.

### 4.3 Impact of assembly bias on the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations

We now investigate the impact of assembly bias on the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations. The results are presented in figures 4–5. Each panel of these figures presents these relations when binning in mass (color coding) as well as when binning in a secondary property (four markers of the same color). The different symbols and linestyles show results at different redshift. In figure 4 we use the fit from the separate universe simulations of [6] as reference for the $b_2(b_1)$ relation. Also for comparison, the grey points show the assembly bias measurement from [28], obtained with separate universe simulations at redshift zero. We take the LLIMD relation as reference for $b_{K^2}(b_1)$ in figure 5 to guide the eye.

Firstly, in figure 4, we see that our results from forward modeling agree quite well with those from separate universe simulations for all secondary properties, especially at lower masses. Perhaps the most noteworthy feature is the fact that, although assembly bias impacts the values of $b_2$ strongly (see middle row of figure 3), it only impacts the $b_2(b_1)$ relation weakly. The only
discernible differences are seen for the most massive halos, where the relation becomes slightly shallower at all redshift and for all properties. This weak dependence of the $b_2(b_1)$ relation on assembly bias is in strong contrast with the results for $b_{Kz}(b_1)$ in figure 5, where we see that, at fixed mass and for all redshift, the relation varies almost orthogonally to the LLIMD prediction as the secondary halo properties vary. The surprisingly strong difference between the impact of assembly bias on the $b_2(b_1)$ and $b_{Kz}(b_1)$ relations can be understood by inspecting the dependence of the three bias parameters on $\{c, \lambda, s\}$ in figure 3. For example, focusing on the intermediate mass bin (green color), increasing the concentration makes (i) $b_1$ less positive; (ii) $b_2$ less positive and (iii) $b_{Kz}$ more negative. Since $b_2(b_1)$ is monotonically increasing for $b_1 \geq 1.5$, if assembly bias shifts $b_2$ and $b_1$ in the same direction and by approximately the same amount, then the relation is preserved, as it seems to be the case (although to a lesser degree for the highest mass bin). On the other hand, for the same mass bin, increasing the concentration shifts $b_1$ and $b_{Kz}$ in opposite directions, i.e., $b_{Kz}$ goes down and $b_1$ goes left in the $b_{Kz} - b_1$ plane, which results in the observed orthogonality. A similar reasoning holds for the other mass bins and other secondary properties.
5 Conclusion

In this paper, we have used the recently developed forward modeling formalism for galaxy clustering combined with the likelihood of LSS derived from EFT to study assembly bias in the three first bias parameters of dark matter halos, $b_1$, $b_2$ and $b_{K2}$. Assembly bias in $b_1$, $b_2$ has been studied before (and our results agree with past works), but this is the first time that these investigations are carried out also for the tidal bias $b_{K2}$. We focused on three secondary halo properties (halo concentration, spin, and sphericity), and we have investigated in particular the impact of assembly bias on the $b_2(b_1)$ and $b_{K2}(b_1)$ relations. Our main findings are:

- Our results for $b_1(M)$, $b_2(b_1)$ and $b_{K2}(b_1)$ binned in mass only (i.e., averaging over assembly bias) agree well with previous works (figure 2), which supports the validity of the forward modeling approach to study halo bias.

- We detect assembly bias in all three parameters with high significance. One of our main findings is that assembly bias impacts $b_{K2}$ in a way that is consistently opposite to $b_1$ (for example, more concentrated halos have less positive $b_1$, but more negative $b_{K2}$; see figure 3).

- Assembly bias does not impact the $b_2(b_1)$ relation significantly as it affects both $b_1$ and $b_2$ in a similar manner. On the other hand, the opposite trends observed in $b_{K2}$ strongly modify the $b_{K2}(b_1)$ relation, which at fixed halo mass, varies approximately orthogonally to the direction of the full mass sample (i.e. when binning in mass only; see figures 4–5).

Our results on the impact of assembly bias on the $b_{K2}(b_1)$ relation have interesting and important consequences for the analysis of galaxy survey data. On the one hand, a number of existing cosmological analyses based on galaxy clustering data keep $b_{K2}(b_1)$ fixed to the LLIMD relation, e.g. [98–102]. While this is likely not a serious source of systematics given the constraining power of current galaxy surveys, our results strongly suggest revisiting the adoption of the LLIMD relation in forecast and constraint studies using future galaxy data. For example, should the galaxies of a given observed galaxy sample reside preferentially in more or less concentrated halos, then our results show that any tight, monotonically decreasing $b_{K2}(b_1)$ relation (like the LLIMD relation) will likely result in a poor approximation to the actual $b_{K2}$ of the galaxy sample which in turn may bias cosmological results. In other words, should the use of priors on $b_{K2}(b_1)$ prove necessary in future data analyses, they may need to be significantly wider than previously thought. Indeed, in our companion paper [12], where we estimated $b_{K2}$ for simulated galaxies, we did observe similar orthogonal features to those in figure 5 (see figures 4-5 there), which supports the hypothesis that the galaxy distribution at least partly inherits the assembly bias signal of the halos. On the other hand, a significant departure in the $b_{K2}(b_1)$ relation measured for galaxy samples from that seen in mass-selected halos could be a potential hint of assembly bias. We leave a more detailed investigation of this possibility for future work.

Together with our companion paper [12], our results demonstrate overall the efficiency of forward modeling to estimate and study galaxy/halo bias, and with relatively modest simulation volumes compared to previously reported bias measurements from cross-correlations of halo-matter statistics, or analyses of galaxy power spectra and bispectra, which used appreciably larger total simulation volumes [8–11]. In future work, it would be interesting to study more quantitatively the imprints of the assembly bias of dark matter halos on the $b_{K2}(b_1)$ relation of galaxies. It is also important to include and study the impact of higher-than-third-order terms in the bias expansion, as well as to improve the renormalization procedure to renormalize higher-order operators as well. This will allow for a more precise understanding of the $\Lambda$ dependence of the bias measurements,
and hence the small differences of some of our results here compared to previous works. This will also allow us to extend the study (including the impact of assembly bias) to the third-order bias parameters, which enter in analyses of the halo power spectrum and bispectrum starting at 1-loop order.

Acknowledgments

We thank Beatriz Tucci for comments and suggestions on the paper draft. TL is supported by the INFN INDARK grant. AB acknowledges support from the Excellence Cluster ORIGINS which is funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy - EXC-2094-390783311. FS acknowledges support from the Starting Grant (ERC-2015-STG 678652) “GrInflaGal” of the European Research Council. The simulations used in this work and their numerical analysis was done on the Freya supercomputer at the Max Planck Computing and Data Facility (MPCDF) in Garching near Munich.

References

[1] V. Desjacques, D. Jeong, and F. Schmidt, Large-Scale Galaxy Bias, Phys. Rept. 733 (2018) 1–193, [arXiv:1611.09787].

[2] J. L. Tinker, B. E. Robertson, A. V. Kravtsov, A. Klypin, M. S. Warren, G. Yepes, and S. Gottlober, The Large Scale Bias of Dark Matter Halos: Numerical Calibration and Model Tests, Astrophys. J. 724 (2010) 878–886, [arXiv:1001.3162].

[3] K. C. Chan, R. Scoccimarro, and R. K. Sheth, Gravity and large-scale nonlocal bias, Phys. Rev. D 85 (Apr., 2012) 083509, [arXiv:1201.3614].

[4] R. K. Sheth, K. C. Chan, and R. Scoccimarro, Nonlocal Lagrangian bias, Phys. Rev. D 87 (2013), no. 8 083002, [arXiv:1207.7117].

[5] S. Saito, T. Baldauf, Z. Vlah, U. Seljak, T. Okumura, and P. McDonald, Understanding higher-order nonlocal halo bias at large scales by combining the power spectrum with the bispectrum, Phys. Rev. D 90 (2014), no. 12 123522, [arXiv:1405.1447].

[6] T. Lazeyras, C. Wagner, T. Baldauf, and F. Schmidt, Precision measurement of the local bias of dark matter halos, JCAP 1602 (2016), no. 02 018, [arXiv:1511.01096].

[7] K. Hoffmann, J. Bel, and E. Gaztanaga, Linear and non-linear bias: predictions versus measurements, Mon. Not. Roy. Astron. Soc. 465 (2017), no. 2 2225–2235, [arXiv:1607.01024].

[8] T. Lazeyras and F. Schmidt, Beyond LIMD bias: a measurement of the complete set of third-order halo bias parameters, JCAP 1809 (2018), no. 09 008, [arXiv:1712.07531].

[9] M. M. Abidi and T. Baldauf, Cubic Halo Bias in Eulerian and Lagrangian Space, JCAP 1807 (2018), no. 07 029, [arXiv:1802.07622].

[10] A. Oddo, E. Sefusatti, C. Porciani, P. Monaco, and A. G. Sáchez, Toward a robust inference method for the galaxy bispectrum: likelihood function and model selection, JCAP 03 (2020) 056, [arXiv:1908.01774].

[11] A. Eggemeier, R. Scoccimarro, R. E. Smith, M. Crocce, A. Pezzotta, and A. G. Sáchez, Testing one-loop galaxy bias: joint analysis of power spectrum and bispectrum, arXiv:2102.06902.

[12] A. Barreira, T. Lazeyras, and F. Schmidt, Galaxy bias from forward models: linear and second-order bias of IllustrisTNG galaxies, arXiv:2105.02876.

[13] T. Baldauf, M. Mirbabayi, M. Simonović, and M. Zaldarriaga, LSS constraints with controlled theoretical uncertainties, arXiv e-prints (Feb., 2016) arXiv:1602.00674, [arXiv:1602.00674].
[14] D. Wadekar, M. M. Ivanov, and R. Scoccimarro, *Cosmological constraints from BOSS with analytic covariance matrices*, *Phys. Rev. D* **102** (Dec., 2020) 123521, [arXiv:2009.00622].

[15] R. K. Sheth and G. Tormen, *On the environmental dependence of halo formation*, *Mon. Not. Roy. Astron. Soc.* **350** (2004) 1385, [astro-ph/0402237].

[16] L. Gao, V. Springel, and S. D. M. White, *The Age dependence of halo clustering*, *Mon. Not. Roy. Astron. Soc.* **363** (2005) L66–L70, [astro-ph/0506510].

[17] L. Gao and S. D. M. White, *Assembly bias in the clustering of dark matter haloes*, *Mon. Not. Roy. Astron. Soc.* **377** (2007) L5–L9, [astro-ph/0611921].

[18] R. H. Wechsler, A. R. Zentner, J. S. Bullock, and A. V. Kravtsov, *The dependence of halo clustering on halo formation history, concentration, and occupation*, *Astrophys. J.* **652** (2006) 71–84, [astro-ph/0512416].

[19] Y. P. Jing, Y. Suto, and H. J. Mo, *The dependence of dark halo clustering on the formation epoch and the concentration parameter*, *Astrophys. J.* **657** (2007) 664–668, [astro-ph/0610099].

[20] D. J. Croton, L. Gao, and S. D. M. White, *Halo assembly bias and its effects on galaxy clustering*, *Mon. Not. Roy. Astron. Soc.* **374** (2007) 1303–1309, [astro-ph/0605636].

[21] N. Dalal, M. White, J. R. Bond, and A. Shirokov, *Halo Assembly Bias in Hierarchical Structure Formation*, *Astrophys. J.* **687** (2008) 12–21, [arXiv:0803.3453].

[22] A. Faltenbacher and S. D. M. White, *Assembly bias and the dynamical structure of dark matter halos*, *Astrophys. J.* **708** (2010) 469–473, [arXiv:0909.4302].

[23] G. Sato-Polito, A. D. Montero-Dorta, L. R. Abramo, F. Prada, and A. Klypin, *The dependence of halo bias on age, concentration and spin*, *Mon. Not. Roy. Astron. Soc.* **487** (2019), no. 2 1570–1579, [arXiv:1810.02375].

[24] C. Y. R. Chue, N. Dalal, and M. White, *Some assembly required: assembly bias in massive dark matter halos*, *JCAP* **10** (2018) 012, [arXiv:1804.04055].

[25] G. Sato-Polito, A. D. Montero-Dorta, L. R. Abramo, F. Prada, and A. Klypin, *The dependence of halo bias on age, concentration and spin*, *Mon. Not. Roy. Astron. Soc.* **487** (2019), no. 2 1570–1579, [arXiv:1810.02375].

[26] F. Villaescusa-Navarro, S. Genel, E. Castorina, A. Obuljen, D. N. Spergel, L. Hernquist, D. Nelson, I. P. Carucci, A. Pillepich, F. Marinacci, B. Diemer, M. Vogelsberger, R. Weinberger, and R. Pakmor, *Ingredients for 21 cm Intensity Mapping*, *Astrophys. J.* **866** (Oct., 2018) 135, [arXiv:1804.09180].
[34] T. Lazeyras, F. Villaescusa-Navarro, and M. Viel, *The impact of massive neutrinos on halo assembly bias*, JCAP 03 (2021) 022, [arXiv:2008.12265].

[35] S. Contreras, J. Chaves-Montero, M. Zennaro, and R. E. Angulo, *The cosmological dependence of halo and galaxy assembly bias*, arXiv:2105.05854.

[36] M. Borzyszkowski, C. Porciani, E. Romano-Diaz, and E. Garaldi, *ZOMG – I. How the cosmic web inhibits halo growth and generates assembly bias*, Mon. Not. Roy. Astron. Soc. 469 (2017), no. 1 594–611, [arXiv:1610.04231].

[37] M. Musso, C. Cadiou, C. Pichon, S. Codis, K. Kraljic, and Y. Dubois, *How does the cosmic web impact assembly bias?*, Mon. Not. Roy. Astron. Soc. 476 (2018), no. 4 4877–4906, [arXiv:1709.00834].

[38] J. Zhang, C.-P. Ma, and A. Riotto, *Dark matter halo assembly bias: environmental dependence in the non-Markovian excursion set theory*, Astrophys. J. 782 (2014), no. 1 44, [arXiv:1312.0358].

[39] C. T. Lee, J. R. Primack, P. Behroozi, A. Rodriguez-Puebla, D. Hellinger, and A. Dekel, *Properties of Dark Matter Halos as a Function of Local Environment Density*, ArXiv e-prints (Oct., 2016) [arXiv:1610.02108].

[40] R. Tojeiro et al., *Galaxy and Mass Assembly (GAMA): halo formation times and halo assembly bias on the cosmic web*, Mon. Not. Roy. Astron. Soc. 470 (2017), no. 3 3720–3741, [arXiv:1612.08595].

[41] E. Castorina, A. Paranjape, O. Hahn, and R. K. Sheth, *Excursion set peaks: the role of shear*, arXiv:1611.03619.

[42] J. Han, Y. Li, Y. Jing, T. Nishimichi, W. Wang, and C. Jiang, *The multidimensional dependence of halo bias in the eye of a machine: a tale of halo structure, assembly and environment*, Mon. Not. Roy. Astron. Soc. 482 (2019), no. 2 1900–1919, [arXiv:1802.09177].

[43] P. Mansfield and A. V. Kravtsov, *The Three Causes of Low-Mass Assembly Bias*, Mon. Not. Roy. Astron. Soc. 493 (2020), no. 4 4763–4782, [arXiv:1902.00030].

[44] S. Ramakrishnan, A. Paranjape, O. Hahn, and R. K. Sheth, *Cosmic web anisotropy is the primary indicator of halo assembly bias*, Mon. Not. Roy. Astron. Soc. 489 (2019), no. 3 2977–2996, [arXiv:1903.02007].

[45] J. Chaves-Montero, R. E. Angulo, J. Schaye, M. Schaller, R. A. Crain, M. Furlong, and T. Theuns, *Subhalo abundance matching and assembly bias in the EAGLE simulation*, Mon. Not. Roy. Astron. Soc. 460 (2016), no. 3 3100–3118, [arXiv:1507.01948].

[46] A. D. Montero-Dorta, M. C. Artale, L. R. Abramo, B. Tucci, N. Padilla, G. Sato-Polito, I. Lacerna, F. Rodriguez, and R. E. Angulo, *The manifestation of secondary bias on the galaxy population from IllustrisTNG300*, Mon. Not. Roy. Astron. Soc. 496 (2020), no. 2 1182–1196, [arXiv:2001.01739].

[47] A. D. Montero-Dorta, J. Chaves-Montero, M. C. Artale, and G. Favole, *On the influence of halo mass accretion history on galaxy properties and assembly bias*, arXiv:2105.05274.

[48] L. Wang, S. M. Weinmann, G. De Lucia, and X. Yang, *Detection of galaxy assembly bias*, Mon. Not. Roy. Astron. Soc. 433 (2013) 515, [arXiv:1305.0350].

[49] A. R. Zentner, A. P. Hearin, and F. C. van den Bosch, *Galaxy Assembly Bias: A Significant Source of Systematic Error in the Galaxy–Halo Relationship*, Mon. Not. Roy. Astron. Soc. 443 (2014), no. 4 3044–3067, [arXiv:1311.1818].

[50] A. Pujol and E. Gaztanaga, *The effects of assembly bias on galaxy clustering predictions*, PoS FFP14 (2016) 092.

[51] A. P. Hearin, A. R. Zentner, F. C. van den Bosch, D. Campbell, and E. Tollerud, *Introducing decorated HODs: modelling assembly bias in the galaxy–halo connection*, Mon. Not. Roy. Astron. Soc. 460 (2016), no. 3 2552–2570, [arXiv:1512.03050].
[52] B. V. Lehmann, Y.-Y. Mao, M. R. Becker, S. W. Skillman, and R. H. Wechsler, *The Concentration Dependence of the Galaxy-Halo Connection: Modeling Assembly Bias with Abundance Matching*, Astrophys. J. 834 (2017), no. 1 37, [arXiv:1510.05651].

[53] J. E. McEwen and D. H. Weinberg, *The effects of assembly bias on cosmological inference from galaxy-galaxy lensing and galaxy clusters*, arXiv:1601.02693.

[54] I. Zehavi, S. Contreras, N. Padilla, N. J. Smith, C. M. Baugh, and P. Norberg, *The Impact of Assembly Bias on the Galaxy Content of Dark Matter Halos*, Astrophys. J. 853 (2018), no. 1 84, [arXiv:1706.07871].

[55] E. Jimenez, N. Padilla, S. Contreras, I. Zehavi, C. Baugh, and A. Orsi, *The assembly bias of emission line galaxies*, arXiv:2010.08500.

[56] I. Zehavi, S. E. Kerby, S. Contreras, E. Jiménez, N. Padilla, and C. M. Baugh, *On the prospect of using the maximum circular velocity of halos to encapsulate assembly bias in the galaxy-halo connection*, arXiv:1907.05424.

[57] S. Contreras, R. Angulo, and M. Zennaro, *A flexible modelling of galaxy assembly bias*, arXiv:2005.03672.

[58] X. Xu, I. Zehavi, and S. Contreras, *Dissecting and Modelling Galaxy Assembly Bias*, Mon. Not. Roy. Astron. Soc. 502 (2021), no. 3 3242–3263, [arXiv:2007.05545].

[59] X. Yang, H. J. Mo, and F. C. van den Bosch, *Observational evidence for an age dependence of halo bias*, Astrophys. J. 638 (2006) L55–L58, [astro-ph/0509626].

[60] I. Lacerna, N. Padilla, and F. Stasyszyn, *The nature of assembly bias – III. Observational properties*, Mon. Not. Roy. Astron. Soc. 443 (2014), no. 4 3107–3117, [arXiv:1110.6174].

[61] J. L. Tinker, M. R. George, A. Leauthaud, K. Bundy, A. Finoguenov, R. Massey, J. Rhodes, and R. H. Wechsler, *The Correlated Formation Histories of Massive Galaxies and Their Dark Matter Halos*, Astrophys. J. 755 (2012) L5, [arXiv:1205.4245].

[62] DES Collaboration, A. P. Hearin, D. F. Watson, and F. C. van den Bosch, *Beyond Halo Mass: Galactic Conformity as a Smoking Gun of Central Galaxy Assembly Bias*, Mon. Not. Roy. Astron. Soc. 452 (2015), no. 2 1958–1969, [arXiv:1404.6524].

[63] H. Miyatake, S. More, M. Takada, D. N. Spergel, R. Mandelbaum, E. S. Rykoff, and E. Rozo, *Evidence of Halo Assembly Bias in Massive Clusters*, Phys. Rev. Lett. 116 (2016), no. 4 041301, [arXiv:1506.06135].

[64] S. More et al., *Detection of the Splashback Radius and Halo Assembly bias of Massive Galaxy Clusters*, Astrophys. J. 825 (2016), no. 1 39, [arXiv:1601.06063].

[65] A. Obuljen, W. J. Percival, and N. Dalal, *Detection of anisotropic galaxy assembly bias in BOSS DR12*, JCAP 10 (2020) 058, [arXiv:2004.07240].

[66] S. Yuan, B. Hadzhiyska, S. Bose, D. J. Eisenstein, and H. Guo, *Evidence for galaxy assembly bias in BOSS CMASS redshift-space galaxy correlation function*, Mon. Not. Roy. Astron. Soc. 502 (2021), no. 3 3582–3598, [arXiv:2010.04182].

[67] Y.-T. Lin, R. Mandelbaum, Y.-H. Huang, H.-J. Huang, N. Dalal, B. Diemer, H.-Y. Jian, and A. Kravtsov, *On Detecting Halo Assembly Bias with Galaxy Populations*, Astrophys. J. 819 (2016) 119, [arXiv:1504.07632].

[68] Y. Zu, R. Mandelbaum, M. Simet, E. Rozo, and E. S. Rykoff, *On the Level of Cluster Assembly Bias in SDSS*, Mon. Not. Roy. Astron. Soc. 470 (2017) 551, [arXiv:1611.00366].

[69] M. Vakili and C. H. Hahn, *How are galaxies assigned to halos? Searching for assembly bias in the SDSS galaxy clustering*, Astrophys. J. 872 (2019), no. 1 115, [arXiv:1610.01991].

[70] P. Busch and S. D. M. White, *Assembly Bias and Splashback in Galaxy Clusters*, Mon. Not. Roy. Astron. Soc. 470 (2017), no. 4 4767–4781, [arXiv:1702.01682].
[71] A. Dvornik et al., *A KiDS weak lensing analysis of assembly bias in GAMA galaxy groups*, Mon. Not. Roy. Astron. Soc. 468 (2017), no. 3 3251–3265, [arXiv:1703.06657].

[72] A. Niemiec et al., *Probing galaxy assembly bias with LRG weak lensing observations*, Mon. Not. Roy. Astron. Soc. 477 (2018), no. 1 L1–L5, [arXiv:1801.06551].

[73] T. Sunayama and S. More, *On the measurements of assembly bias and splashback radius using optically selected galaxy clusters*, Mon. Not. Roy. Astron. Soc. 490 (2019), no. 4 5551–5564, [arXiv:1905.07557].

[74] S. Yuan, D. J. Eisenstein, and A. Leauthaud, *Can Assembly Bias Explain the Lensing Amplitude of the BOSS CMASS Sample in a Planck Cosmology?*, Mon. Not. Roy. Astron. Soc. 493 (2020), no. 4 5551–5564, [arXiv:1907.05909].

[75] A. N. Salcedo, Y. Zu, Y. Zhang, H. Wang, X. Yang, Y. Wu, Y. Jing, H. Mo, and D. H. Weinberg, *Elucidating Galaxy Assembly Bias in SDSS*, arXiv:2010.04176.

[76] F. Schmidt, F. Elsner, J. Jasche, N. M. Nguyen, and G. Lavaux, *A rigorous EFT-based forward model for large-scale structure*, JCAP 2019 (Jan., 2019) 042, [arXiv:1808.02002].

[77] G. Cabass and F. Schmidt, *The EFT likelihood for large-scale structure*, JCAP 2020 (Apr., 2020) 042, [arXiv:1909.04022].

[78] G. Cabass and F. Schmidt, *The likelihood for LSS: stochasticity of bias coefficients at all orders*, JCAP 2020 (July, 2020) 051, [arXiv:2004.00617].

[79] M. Schmittfull, M. Simonović, V. Assassi, and M. Zaldarriaga, *Modeling biased tracers at the field level*, Phys. Rev. D 100 (Aug., 2019) 043514, [arXiv:1811.10640].

[80] M. Schmittfull, M. Simonović, M. M. Ivanov, O. E. Philcox, and M. Zaldarriaga, *Modeling Galaxies in Redshift Space at the Field Level*, JCAP 05 (2021) 059, [arXiv:2012.03334].

[81] F. Elsner, F. Schmidt, J. Jasche, G. Lavaux, and N.-M. Nguyen, *Cosmology inference from a biased density field using the EFT-based likelihood*, JCAP 2020 (Jan., 2020) 029, [arXiv:1906.07143].

[82] F. Schmidt, G. Cabass, J. Jasche, and G. Lavaux, *Unbiased cosmology inference from biased tracers using the EFT likelihood*, JCAP 2020 (Nov., 2020) 008, [arXiv:2004.06707].

[83] F. Schmidt, *Sigma-eight at the percent level: the EFT likelihood in real space*, JCAP 2021 (Apr., 2021) 032, [arXiv:2009.14176].

[84] F. Schmidt, *An n-th order Lagrangian forward model for large-scale structure*, JCAP 2021 (Apr., 2021) 033, [arXiv:2012.09837].

[85] N.-M. Nguyen, F. Schmidt, G. Lavaux, and J. Jasche, *Impacts of the physical data model on the forward inference of initial conditions from biased tracers*, JCAP 2021 (Mar., 2021) 058, [arXiv:2011.06587].

[86] N. Hamaus, U. Seljak, V. Desjacques, R. E. Smith, and T. Baldauf, *Minimizing the stochasticity of halos in large-scale structure surveys*, Phys. Rev. D 82 (Aug., 2010) 043515, [arXiv:1004.5377].

[87] V. Assassi, D. Baumann, D. Green, and M. Zaldarriaga, *Renormalized halo bias*, JCAP 8 (Aug., 2014) 56, [arXiv:1402.5916].

[88] V. Springel, *The Cosmological simulation code GADGET-2*, Mon.Not.Roy.Astron.Soc. 364 (2005) 1105–1134, [astro-ph/0505010].

[89] E. Sirko, *Initial conditions to cosmological N-body simulations, or how to run an ensemble of simulations*, Astrophys. J. 634 (2005) 728–743, [astro-ph/0503106].

[90] S. P. Gill, A. Knebe, and B. K. Gibson, *The Evolution substructure 1: A New identification method*, Mon.Not.Roy.Astron.Soc. 351 (2004) 399, [astro-ph/0404258].

[91] S. R. Knollmann and A. Knebe, *Ahf: Amiga’s Halo Finder*, Astrophys.J.Suppl. 182 (2009) 608–624, [arXiv:0904.3662].
[92] J. F. Navarro, C. S. Frenk, and S. D. M. White, *A Universal density profile from hierarchical clustering*, *Astrophys. J.* **490** (1997) 493–508, [astro-ph/9611107](https://arxiv.org/abs/astro-ph/9611107).

[93] F. Prada, A. A. Klypin, A. J. Cuesta, J. E. Betancort-Rijo, and J. Primack, *Halo concentrations in the standard LCDM cosmology*, *Mon. Not. Roy. Astron. Soc.* **423** (2012) 3018–3030, [arXiv:1104.5130](https://arxiv.org/abs/1104.5130).

[94] J. S. Bullock, A. Dekel, T. S. Kolatt, A. V. Kravtsov, A. A. Klypin, C. Porciani, and J. R. Primack, *A Universal angular momentum profile for galactic halos*, *Astrophys. J.* **555** (2001) 240–257, [astro-ph/0011001](https://arxiv.org/abs/astro-ph/0011001).

[95] J. S. Bullock, T. S. Kolatt, Y. Sigad, R. S. Somerville, A. V. Kravtsov, A. A. Klypin, J. R. Primack, and A. Dekel, *Profiles of dark haloes. Evolution, scatter, and environment*, *Mon. Not. Roy. Astron. Soc.* **321** (2001) 559–575, [astro-ph/9908159](https://arxiv.org/abs/astro-ph/9908159).

[96] A. Eggemeier, R. Scoccimarro, M. Crocce, A. Pezzotta, and A. G. Sánchez, *Testing one-loop galaxy bias: Power spectrum*, *Phys. Rev. D* **102** (2020), no. 10 103530, [arXiv:2006.09729](https://arxiv.org/abs/2006.09729).

[97] J. R. Bond, S. Cole, G. Efstathiou, and N. Kaiser, *Excursion set mass functions for hierarchical Gaussian fluctuations*, *Astrophys. J.* **379** (1991) 440.

[98] **BOSS** Collaboration, A. G. Sanchez et al., *The clustering of galaxies in the completed SDSS-III Baryon Oscillation Spectroscopic Survey: cosmological implications of the configuration-space clustering wedges*, *Mon. Not. Roy. Astron. Soc.* **464** (2017), no. 2 1640–1658, [arXiv:1607.03147](https://arxiv.org/abs/1607.03147).

[99] **BOSS** Collaboration, F. Beutler et al., *The clustering of galaxies in the completed SDSS-III Baryon Oscillation Spectroscopic Survey: Anisotropic galaxy clustering in Fourier-space*, *Mon. Not. Roy. Astron. Soc.* **466** (2017), no. 2 2242–2260, [arXiv:1607.03150](https://arxiv.org/abs/1607.03150).

[100] T. Tröster, A. G. Sánchez, M. Asgari, C. Blake, M. Crocce, C. Heymans, H. Hildebrandt, B. Joachimi, S. Joudaki, A. Kannawadi, C.-A. Lin, and A. Wright, *Cosmology from large-scale structure. Constraining ΛCDM with BOSS*, *AAP* **633** (Jan., 2020) L10, [arXiv:1909.11006](https://arxiv.org/abs/1909.11006).

[101] C. Heymans, T. Tröster, M. Asgari, C. Blake, H. Hildebrandt, B. Joachimi, K. Kuijken, C.-A. Lin, A. G. Sánchez, J. L. van den Busch, A. H. Wright, A. Amon, M. Bilicki, J. de Jong, M. Crocce, A. Dvornik, T. Erben, M. C. Fortuna, F. Getman, B. Giblin, K. Glazebrook, H. Hoekstra, S. Joudaki, A. Kannawadi, F. Köhlinger, C. Lidman, L. Miller, N. R. Napolitano, D. Parkinson, P. Schneider, H. Shan, E. A. Valentijn, G. Verdoes Kleijn, and C. Wolf, *KiDS-1000 Cosmology: Multi-probe weak gravitational lensing and spectroscopic galaxy clustering constraints*, *AAP* **646** (Feb., 2021) A140, [arXiv:2007.15632](https://arxiv.org/abs/2007.15632).

[102] **DES** Collaboration, *Dark Energy Survey Year 3 Results: Cosmological Constraints from Galaxy Clustering and Weak Lensing*, *arXiv e-prints* (May, 2021) arXiv:2105.13549, [arXiv:2105.13549](https://arxiv.org/abs/2105.13549).