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Abstract

Milgram empirically showed that people knowing only connections to their friends could locate any person in the U.S. in a few steps. Later research showed that social network topology enables a node aware of its full routing to find an arbitrary target in even fewer steps. Yet, the success of people in forwarding efficiently knowing only personal connections is still not fully explained. To study this problem, we emulate it on a real location-based social network, Gowalla. It provides explicit information about friends and temporal locations of each user useful for studies of human mobility. Here, we use it to conduct a massive computational experiment to establish new necessary and sufficient conditions for achieving social search efficiency. The results demonstrate that only the distribution of friendship edges and the partial knowledge of friends of friends are essential and sufficient for the efficiency of social search. Surprisingly, the efficiency of the search using the original distribution of friendship edges is not dependent on how the nodes are distributed into space. Moreover, the effect of using a limited knowledge that each node possesses about friends of its friends is strongly nonlinear. We show that gains of such use grow statistically significantly only when this knowledge is limited to a small fraction of friends of friends.

Introduction

Social search using Milgram rules has been extensively studied over the last 50 years. Briefly, the problem involves tasking a person to utilize direct social connections to send a folder to a target person. The next recipient should be a person who is most likely to increase the probability of the folder reaching the target. However, to avoid loops, any neighbor who previously held the folder is excluded from consideration. While there is a diverse body of work on this topic (see a thorough survey \cite{1}, the formulation used most frequently was defined in the initial Milgram’s small world experiments \cite{2,3}). Milgram’s work was notable for being the first empirical social experiment in which individuals used only contacts with whom they were on a first-name basis. We will refer to a social search using the above rules as Milgram social search. To make such search replicable, we emulate it on an actual social network, Gowalla in which information about the temporal locations of each user was available to researchers. Gowalla enables its users to spread information about
location-based activities by check ins at physical locations that are broadcast to their Gowalla friends. Gowalla friends are connected by edges to which we refer as friendship edges. These edges define Gowalla communities, which we detect using a label propagation algorithm for community detection called LabelRank [5]. The goal is to conduct experiments that can be repeatedly run with changed parameters for forwarding rules and network topology to shed light on features of the search that are necessary to ensure efficient social search.

The distribution of the average shortest path lengths in online social networks has been measured. The majority of people in such networks are closer than six degrees of separation. Example distances are 4.7 in Facebook [6], 3.7 in Myspace [7], 4.1 in Twitter [8], and so on [9]. Such networks have been described as small world or scale-free [10]. More formal definitions involve the average distance, diameter, the degree distribution, or their Power Law exponents, $\gamma$ [11]. In these networks, there are bridge links that connect distant communities to each other. The idea of bridges, and furthermore that they are in some capacity weak ties has been suggested in literature [12], and is the basis for Milgram social search.

The previous research [13] shows that each node selecting the friend to whom to forward the folder applies one of the three individual criteria. The first criterion is the candidate friend’s distance to the target person. This is often the only criterion used for forwarding experiments that are inspired by Milgram’s original experiment [14]. The second is this friend’s membership in a community to which the target belongs. The third criterion is this friend’s prominence (degree). Below, we describe a combined strategy that uses the value of a linear polynomial defined over the all three criteria metrics for selecting the best candidate friend for forwarding.

An analysis of spatial distribution of friends reveals that in the Gowalla social network about 35% of friends of an average user are located within a 160 km radius of that user’s location [15]. This fraction decreases for friends of friends (we will refer to them as indirect friends or i-friends in short), but still a significant 20% of i-friends are within the same radius. However, for higher orders of indirect friendship, their fractions within the same distance drop below 5%.

Recent analyses of online social interactions confirmed the general conclusion about the spatial distributions of friends, but found that such distributions significantly differ inside and outside of metropolitan areas [16]. In general, people tend to interact with those that are geographically close, and as a result, the probability of social interaction between peers decreases when the distance between them increases [17]. This motivated the author of reference [18] to explicitly include this property in the network generator for spatially realistic social networks [19].

Importance of indirect friends was observed in [20], in which two groups of students were subject of a study on interactions with i-friends. Hurricane Ike affected one group, but not the other. Affected students were more likely to connect with i-friends that were in close proximity than the members of the other group. This suggests that in times of need, users reach beyond their circle of friends to expand their knowledge base. This observation motivated us to check if use of nodes’ awareness of i-friends can improve Milgram social search. However, to be realistic such use needs to avoid memory overload of each participant of a search. For this reason, a person is unlikely to know much about friends of each particular friend. So we cannot assume that that person would know the addresses of i-friends, or be on a first name basis with them. Thus, if partial knowledge of i-friends of a direct friend indicates that one of them is a good candidate to forward the folder, the sender can only pass the folder to that friend. After receiving the folder, that friend will be able to send it to the proper i-friend. Thus, reaching an indirect friend is a two-hop process.

To account for the partial knowledge of i-friends, our model uses the parameter $\kappa$. 
It defines the maximum number of i-friends known to a person through each friend. If the number of friends that a friend has exceeds $\kappa$, then $\kappa$ known i-friends are chosen uniformly randomly. By simulations, we establish the optimal value of parameter $\kappa$ and coefficients for the linear polynomial with three criteria for the selection of the next node in social search.

Finally, we pose two novel questions. The first is how much social search is affected by changes to $\kappa$ when forwarding decisions are based on partial knowledge of i-friends. We find that increasing $\kappa$ strongly and positively influences the performance of the social search only if $\kappa$ is small. The second novel question is how the different ways of distributing friendship edges, and use of partial knowledge of i-friends influence the Milgram social search. Surprisingly, we find that only the distribution of friendship edges affects efficiency of this search. Hence, preserving only this distribution and using partial knowledge of i-friends are necessary and sufficient conditions for efficient social search.

Results

The crucial component of the design of our experiments is creating a realistic model of the current sender of the folder making selection of the successor. In reference [13], the authors experimentally evaluate use of general criteria for these selections. We discuss their results in the Methods section. Here, we describe how we use these criteria in our model for successor’s selection.

Whenever a user receives a folder to forward, it computes the following utility score $U_i$ for every friend $i$ (for brevity, we do not explicitly list argument $i$, when it is clear from the context):

$$U_i = W_D \ast D_m + W_C \ast C_m + W_P \ast P_m,$$

where $W_D$, $W_C$, and $W_P$ are rational weights in the range $[0, 1]$. Except for random search in which all weights are 0, $W_P = 1 - W_C - W_D$. Normalized distance metric, $D_m$, denotes the normalized distance between the locations of node $i$ and the target. Community metric, $C_m$, defines the normalized size of the community to which both the node $i$ and the target belong. Prominence metric, $P_m$, denotes the normalized degree of node $i$. These metrics are defined in the Methods section. Then, the user holding the folder sends it to the friend with the highest score, chosen randomly if there is more than one node with such score.

Using categories of metrics used by users discussed in [13], we define a selection metric based on these categories. Let $D_{max}$ stand for the diameter of the network, and $D_i$ denote the distance from node $i$ to the target. If there is a community to which both the target and the current holder of the folder belong, we set $C_{max}$ to the size of this community, otherwise $C_{max}$ is set to $N$, the size of Gowalla network. In our study, Gowalla communities were detected using a label propagation algorithm named Label rank [5]. Finally, let $P_{max}$ denote the largest node degree in the network, and $P_i$ be the degree of node $i$. Then, the metric values for node $i$ in Eq. 1 are defined as follows:

$$D_m = 1 - \frac{\log(D_i)}{\log(D_{max})}$$

$$C_m = 1 - \frac{\log(C_{max})}{\log(N)}$$

$$P_m = \frac{1}{\log(P_{max}) - \log(P_i) + 1}$$

For each experiment run on one of the five configurations, we record its success rate of delivering the folder to the target user. Fig. 1 shows the success rate as a
function of the maximum number of i-friends allowed to be known to each node for each of its friends ($\kappa \in [0, 48]$). The thick color plots show boundaries of one standard deviation from the average taken over 500 runs for each of the five configurations used in the experiments. The first configuration, with all weights equal to zero, randomly chooses a friend to whom to forward a folder and serves as a baseline. However when $\kappa > 0$, even in this case the forwarding node checks if any of its known i-friends is the target node. If it is, the search ends successfully by forwarding the folder to the target through the mutual friend of the current folder holder. This, as seen in the plot, increases the success rate quite significantly compared to pure random forwarding.

The next three configurations are those with the boundary values of weights, which are 1.0 for one metric, and 0.0 for the remaining two metrics. The fifth configuration of $W_D = 1/12, W_C = 7/24, W_P = 5/8$ performs the best in the original search. We found the optimal weights by conducting a binary search starting with $W_D = W_C = W_P = 1/3$, and then varying each weight initially by $\Delta$ of 1/3, and then by halving $\Delta$ at each step, while maintaining the sum of all weights at 1. We use these five configurations to measure the impact of $\kappa$ on the behavior of the system over a broad range of search criteria. Starting with the search without i-friends awareness ($\kappa = 0$), as $\kappa$ increases, delivery rate improves, but this trend becomes less pronounced for larger $\kappa$. With the optimal weights $W_D = 1/12, W_C = 7/24, W_P = 5/8$ and $\kappa = 15$ the success rate of search is 94%. However, increasing $\kappa$ over 15 barely improves the success rate. It should be noted that the average number of friends per user is 11.98 friends. Of the total of 75,803 users, 48,844 of them have less than 15 friends but more than one friend, so more than 70% users may benefit from having knowledge of their i-friends. The average number of distinct i-friends per user is 2,016, but with the limit of $\kappa = 15$ imposed, this number drops by order of magnitude to 125.3. Another significant result is finding the importance of distribution of friendship edges. This agrees with a finding from [21] that the efficient Milgram social search requires geographic based friendship edge distribution. Distributing friendship edges involves two steps. First, each node randomly but according to the selected distribution, chooses its degrees $d$ (which means how many friends this node will have) according to an appropriate distribution. Then, a node selects $s$ times a random friend to connect to by a friendship edge.

To efficiently deal with space distribution of nodes and their friends, we cover the contiguous U.S. territory (i.e., excluding Hawaii and Alaska) by an array of non-overlapping, approximately equal-size rhomboids with 70 km sides (for simplicity, we refer to them as squares below). We draw rhomboid sides along meridians and parallels to simplify translation of geographical coordinates into positions in a rhomboid and vice versa. Initially, we cover the U.S. territory with 1,860 rhomboids, many of which have no Gowalla users inside them. We remove rhomboids without Gowalla users, and only process in experiments the remaining 850 rhomboids.

When studying empirical complex networks with structures and properties that evolve naturally, it is often challenging to understand which elements of a structure are essential to the observed dynamics and properties. To address this challenge, an
approach was developed of shuffling nodes, edges, and time sequences of dynamic events, and then simulating resulting process dynamics to test if the properties or features of interest are preserved. For example, the authors of reference [22] study what properties are necessary for evolution of a network to end in a scale-free network. The authors demonstrated that both growth and preferential attachment are necessary for such evolution. In reference [23], the authors attempt to predict the timings of scientists publishing their most cited paper from the sequence of the author’s all publications. The question arose if there are detectable changes in citation to the scientist’s papers at time leading up to, or following the publication of the highest cited paper. To test it, the authors shuffled the sequences of publications of all scientists. The shuffled sequences were similar to the original ones, answering the question negatively. The authors of reference [24] study how scientists change the focus of their research over time. The authors performed three shuffling experiments to test three properties of sequences of publications. For brevity, we described a test of recency. Shuffling the order of publication sequences resulted in disappearance of recency. This proved that selecting next topic researchers are more likely to return the most recent ones rather than older ones. This is a property that shuffling easily destroys. Following these lines of experimenting, we use shuffling connectivity and geographical locations of nodes in Gowalla network to test which distributions of friendship to edges and nodes into space preserve or disturb efficiency of social search. To quantify how the distribution of Gowalla users over space influences social search, we use eight distributions of nodes into space. The original Gowalla distribution constitutes the baseline. The next method is random distribution, which assigns a location to each Gowalla user by first selecting a rhomboid uniformly randomly, and then choosing two orthogonal coordinates within it for placement of the user. We generated 10 samples with this distribution. The last six distributions combine one of the three distributions of nodes to rhomboids with one of two methods for embedding individual nodes into the space of each rhomboid. The first three are respectively exponential, normal and Zipf distributions, each with the mean of the rhomboid population in the original data. The normal distribution uses the variance of rhomboid population in the original Gowalla network. The Zipf distribution starts with the largest Gowalla user population in a single rhomboid of 10,700, which yields the closest total population to the total number of Gowalla users. Again, we generated 10 samples for each distribution. The first individual node embedding into space is geographic, which places users in the given rhomboid using positions occupied by real users in one of the original rhomboids whose population is close to the given rhomboid population. The second one embeds the individual users uniformly randomly into the rhomboid space. We generated 10 samples of each distribution resulting in 100 samples for each considered distribution.

To measure the influence of choice of distribution of friendship edges on the results, we use the following five methods for assigning node degrees to Gowalla users. The first is the original friendship edge distribution used as a benchmark. The second uses the random distribution preserving degree/range of friends while randomizing friendships. To achieve that, each node swaps edges with its neighbors in the same rhomboid with friends in the same range of distances to those nodes. The random uniform friendship edge distribution generates an Erdős–Rényi random graph, which has the same node average degree as the original Gowalla network does. We generate 10 samples of this distribution. The last two distributions assign each node a degree according to the exponential and Power Law distributions with the mean degree of the original graph. In addition, the Power Law uses the node degree exponent $\gamma = 1.49$ of the original Gowalla graph, and the range of node degrees selected to closely match the total number of generated nodes with the number of nodes in the original Gowalla.
network. Then, we use the created degree sequences to generate sample friendship graphs with these distributions. We generated 10 samples of each distribution resulting in 100 samples for each case of the considered friendship edge distributions. We ran each created sample 10 times and averaged the results. Then, we implemented and ran the elch’s [25], two-tailed, t-test to check whether or not the differences in performance are statistically significant, and we report the results below.

**Success rate and awareness of i-friends**

Even with limited awareness of i-friends, the spatial distribution of nodes did not really matter for the success rate of the Milgram social search Fig. 2(a). In contrast, the distribution of friends has a major impact on success rate. The original set of friendships achieved the highest success rate that, surprisingly, is independent of the way nodes are distributed over the space. The success rate with partial awareness of i-friends for \( \kappa = 15 \) is statistically significantly higher than the success rate with \( \kappa = 0 \) (no knowledge of i-friends) and all other friendship edge distributions (P-value \( = 0.0005 \)). The distant second is the random friendship edge distribution preserving the degree and the ranges of distances from friends of each node, whose success rate is not statistically significantly higher for this distribution combined with \( \kappa = 0 \) (P-value \( = 0.2481 \)), but it is statistically significantly higher for the remaining tested methods of friendship edges distributions (P-value \( \leq 0.0005 \)). The remaining three methods of distributing friendship edges achieve much lower success rates. Accordingly, their success rates without knowledge of i-friends are even lower and since they drop below 10%, they are not shown.

**Fig 2.** (a-b) show plots with error bars of success rates (a) and stretches (b) achieved with partial knowledge of i-friends under the different distributions of friendship edges as a function of various distributions of nodes into space. Plots represent the results of running 10 samples of each distribution resulting in 100 samples for each case of the considered friendship edge distributions. Each of these samples was executed 10 times and averaged results plotted. Each friendship edge distribution has a unique color assigned to its plots and two best performing distributions have also plots of their stretches achieved without knowledge of i-friends marked with the dashed line. We describe all distributions of friendship to edges and nodes into space in the text. Plots for runs with awareness of i-friends were computed using kappa limit of the number of i-friends set to 15, which, if needed, are uniformly randomly chosen from i-friends for each friend of the sender. The error bars were in the range of [0.002, 0.039] for success rates (a) and in the range of [0.07, 1.61] for stretches (b).

The overall conclusion is that the distribution of friendship edges and use of i-friends are important, while the spatial distributions of nodes are not. The success rate achieved on the original Gowalla network with the i-friends awareness was 94%, so higher than the 77.8% rate achieved without it. The difference is significant from the perspective of the failure rate, which is 6% in the first case but 22.2%, so over three times higher than in the first case.

**Path stretch and levels of i-friends’ awareness**

The stretch of the shortest distance between nodes \( n_1, n_2 \) is defined as \( s_{n_1,n_2} = \bar{d}(n_1,n_2)/d_s(n_1,n_2) \), where \( \bar{d} \) is the average distance traveled and \( d_s \) is the length of the shortest path. As explained below, if a transfer to an i-friend is used, it adds two steps to \( d_s \) because two hops are required to pass the folder from the current folder to the i-friend. Thus, the closer the stretch is to 1 the more efficient the search
is. As Fig. 2(b) shows, stretch is the lowest for the original set of friends. The distant second is the random friendship edge distribution preserving for each node the degree and the ranges of distances from friends. For the remaining three types of random friendship edge distributions, exponential, uniform and Power Law, the stretch drastically increases.

The lowest stretch achieved with the i-friends awareness is 1.82 with original friendship edge distribution, lower than the 2.72 stretch observed in experiments without such awareness. In the first case, the stretch includes about 94% of all paths while in the second 77.8% paths, since there are 16.2% more paths on which the second case failed. To fairly compare the stretches between these two cases, we compute a stretch with the i-friends awareness only in cases in which search without i-friends awareness succeeded. This adjustment drops the stretch to 1.59, showing the great improvement over forwarding without the i-friends awareness.

In conclusion, when i-friends awareness is used, the distribution of nodes does not affect the stretch, but the friendship edge assignment does.

Like in Fig. 2(a) we also show the stretch with and without i-friends awareness for the second best performing distribution of friendship edges that again is the original and the random preserving nodes’ degree and ranges of distance to their friends. The stretch of the original friendship edge distribution with $\kappa = 15$ is statistically significantly lower then that of this distribution with $\kappa = 0$ (P-value $= 0.0051$), and the remaining friendship distributions (P-value $\leq 0.0005$). Similarly, the stretch of the second in performance random friendship edge distribution preserving the degree and the ranges of distances from friends of each node is not statistically significantly higher for this distribution combined with $\kappa = 0$ (P-value $= 0.5038$), but it is statistically significantly higher for the remaining tested methods of friendship edges distributions (P-value $\leq 0.0053$).

**Methods**

The data for building Gowalla social network used here was originally collected by some of the authors using publicly accessible Gowalla’s API for a study of the location-based social networks [26]. All collected data were anonymized according to the protocol approved by the RPI Institutional Review Board (IRB). At the time of collection, Gowalla was a global network with users primarily located in the United States and Sweden, and contained 154,557 users (nodes) and 1,139,110 friendship edges distributed according to the Power Law with node degree exponent $\gamma \approx 1.51$.

Since there are large differences between numbers of Gowalla users and populations in countries outside of the United States, here we analyze only data for users located in the U.S. To ensure connectivity, we only consider the giant component of the analyzed network that comprises 75,803 users and 454,350 friendship edges, with the node Power Law degree exponent $\gamma \approx 1.49$. In Fig. 3 we plot the degree distribution for the giant component of a network comprised of Gowalla users located in the U.S.

For each run of social search emulation, we randomly uniformly select the starting user and the target user, which are at least 1,609 km apart, and then execute a Milgram social search for up to 50 hops. In each hop, the user currently sending the folder selects one friend as the next recipient. The search ends successfully when the target receives the folder.

As mentioned above, in reference [13], the authors evaluate several criteria for
selecting the node to whom to forward the folder. This reference identified nine such criteria, of which we skipped two: others, which mainly includes the target nodes and continue the chain, which is difficult to categorize. We group the remaining seven criteria into three categories of nodes: (i) nodes that are the closest distances from the target, (ii) nodes with the highest degrees, and (iii) nodes belonging to the community to which the target node also belongs. The first category includes geography used by 35% of chains, traveled to the target’s location employed by 14% of chains, and family originated from the target’s location used by 11% of chains. Hence, 60% of chains used category distance of which 25% used i-friends’ awareness. Just 8% of chains used category prominence that includes only one criterion: lots of friends. Finally, 9% of chains used work, 8% of chains used similar profession and 4% of chains used similar education, which are all members of the third category. Thus, 21% of chains used this category. Interestingly, 56% of successful chains used the distance during the first four steps of search. Later, its use in steps 5-7 dropped to 29%. In contrast, 57% of successful chains used community sharing in steps 5-7. Earlier, its use in steps 1-4 was just 28%. The prominence usage was low in successful chains, with 7% usage in early steps and 6% in later steps. The authors did not discuss reasons for low usage of prominence in their experiments. The possible culprit might be limited knowledge of the degrees of the neighbors in the studied network. Email networks typically do not make the sender aware of the recipient’s degree. Another interesting point is that criteria traveled to the target’s location and family originated from the target’s location actually select friends based on awareness that these nodes are likely to have some friends in the target’s location. The use of such indirect awareness of this type of i-friends in the real experiments shows that some participants of this experiment intuitively recognized the value of awareness of i-friends. Thus, some people engaged in real Milgram social search have already used the i-friends awareness as postulated here. Our contribution is to elevate such awareness to an explicit criterion of choice comparable to distance, prominence or shared community and to demonstrate the improvement that such awareness yields. This approach has been used to improve design of routing protocols for delay networks [27] and most recently for IOT [28].

All values \( \kappa \) from 0 to 48 with step 3, and all combinations of \((W_D, W_C, W_P) \in \{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1/12, 7/24, 15/24)\}\) are used in a set of computational experiments. For each of them, we select uniformly randomly 500 pairs of starting and target nodes under the condition that they are at least 1,609 km apart. We average the results for each pair of users over 500 runs. Selecting i-friends, we use the principle of coordinated execution [29], which ensures that for a given set of weights \( W_D, W_C, W_P \), every node selects the same i-friends in each experiment repetition. The coordinated execution was also used for experiments in which the same weights were used but with different \( \kappa \) values. As a result, each set of i-friends selected with large \( \kappa \) value contains all i-friends selected with smaller \( \kappa \) values. In short, for the given graph, let \( F(\kappa) \) denote a set of i-friends selected with \( \kappa \), and let \( \kappa_1 \leq \kappa_2 \) hold, then \( F(\kappa_1) \subseteq F(\kappa_2) \). This ensures fair comparison of results with different values of \( \kappa \).

Discussion

Since U.S. metropolitan areas are populated by a large fraction of the U.S. total population, large concentrations of Gowalla users also reside there. Table 1 shows strong correlations between populations of the Gowalla users and the inhabitants of the U.S. metropolitan areas. Yet, there are some differences. There are up to 11% more Gowalla users in several metropolitan areas (e.g., Austin and San Antonio, San Francisco and San Jose) than their share of the U.S. population. However, there are a few areas underrepresented that way with a small deficit, reaching at most about 2%
of the population.

| No. | Name                          | Percentage of U.S. population | Percentage of Gowalla Users | Difference |
|-----|-------------------------------|------------------------------|----------------------------|------------|
| 1   | Baltimore-Washington DC        | 2.46                         | 2.93                       | -0.47      |
| 2   | Los Angeles                   | 7.42                         | 1.22                       | 6.21       |
| 3   | Dallas-Fort Worth             | 6.97                         | 2.18                       | 4.79       |
| 4   | Austin and San Antonio        | 12.71                        | 0.97                       | 11.74      |
| 5   | Seattle-Tacoma-Belly          | 2.06                         | 1.17                       | 0.89       |
| 6   | New York City                 | 4.25                         | 6.30                       | -2.05      |
| 7   | Boston                        | 1.55                         | 1.48                       | 0.06       |
| 8   | Houston                       | 2.04                         | 2.04                       | 0.01       |
| 9   | San Francisco and San Jose    | 7.75                         | 1.44                       | 6.31       |
| 10  | Chicago                       | 1.89                         | 3.00                       | -1.12      |
| 11  | Philadelphia                  | 1.01                         | 1.90                       | -0.89      |
| 12  | Salt Lake City                | 1.14                         | 0.36                       | 0.78       |
| 13  | Portland                      | 1.19                         | 0.74                       | 0.46       |
| 14  | Denver                        | 1.35                         | 0.88                       | 0.47       |
| 15  | Atlanta                       | 1.60                         | 1.98                       | -0.37      |
| 16  | Oklahoma City                 | 1.82                         | 0.41                       | 1.40       |
| 17  | Orlando                       | 2.77                         | 0.73                       | 2.04       |

Table 1. Percentages of Gowalla users and the populations of metropolitan areas in the United States.

This conclusion is based on analysis of Table that shows the fraction of friendships and indirect friendships (i-friends) whose geographical separation is within a given distance range, as well as the fraction of communities within a given average distance range of their members. The data demonstrates that distributions of communities, friends and i-friends over space are unique, providing complementary ways for reaching targets.

Over half (52.8%) of friendships are within 200 km range from a user, the same distance constraint would not cover many of the communities in the network (only 34.1% of them are covered) or i-friends (just 9.7% of those are covered). On the other hand, over half (50.6%) of i-friends are within the far range, from 1,600 to 6,400 km, while for communities, over half of their members (55.5% exactly) are in the middle range from 200 km to 3,200 km. These statistics show that the three metrics for making decisions at a given node have complementary information about the nodes at different ranges of distances from that node. For example, the main difference between spatial distribution of friends and i-friends is that only about 47.2% of friends are located at a distance of 200 km or more while nearly twice as large percentage, 90.3% to be exact, of i-friends are there.

It is important to consider how much information people can retain about friends of their friends, and how human memory limitations affect social search. The first question arises because of the sheer size of the sets of i-friends. The average Gowalla user has 12 friends, but 2,016 distinct i-friends, which is due to prominent users, with as many as 8,000 friends, being more accessible through the use of i-friends. To address this concern, for each friend we limit to 15 the number of i-friends which are, if needed, uniformly randomly chosen from friends of this friend. This reduces the average number of friends of all friends of which a person is aware by order of magnitude, to 125.3, still not a small number. Fortunately, each of the metrics used in social search needs only very limited knowledge about any chosen friend of a friend. For distance, it is sufficient for a person to know something about travel destinations.
| Range (km) | Percentage of Friends | Cumulative Percentage of Friends | Percentage of i-friends | Cumulative Percentage of i-friends | Percentage of Communities | Cumulative Percentage of Communities |
|-----------|-----------------------|----------------------------------|-------------------------|-----------------------------------|---------------------------|-------------------------------------|
|          |                       |                                  |                         |                                   |                           |                                     |
| ≤ 6.25   | 18.6                  | 2.6                              | 14.0                    | 18.6                              | 2.6                       | 14.0                                |
| 6.25 – 12.5 | 8.6                  | 1.3                              | 4.3                     | 27.2                              | 3.9                       | 18.3                                |
| 12.5 – 25 | 10.3                  | 1.7                              | 5.5                     | 37.6                              | 5.6                       | 23.9                                |
| 25 – 50   | 7.6                   | 1.5                              | 4.6                     | 45.2                              | 7.1                       | 28.5                                |
| 50 – 100  | 3.9                   | 1.0                              | 2.6                     | 49.0                              | 8.1                       | 31.1                                |
| 100 – 200 | 3.8                   | 1.6                              | 3.1                     | 52.8                              | 9.7                       | 34.1                                |
| 200 – 400 | 6.4                   | 6.0                              | 6.8                     | 59.2                              | 15.7                      | 40.9                                |
| 400 – 800 | 6.4                   | 8.8                              | 8.2                     | 65.6                              | 24.5                      | 49.1                                |
| 800 – 1600| 11.8                  | 23.8                             | 17.2                    | 77.4                              | 48.3                      | 66.4                                |
| 1600 – 3200 | 14.8             | 36.4                             | 23.3                    | 92.2                              | 84.7                      | 89.7                                |
| 3200 – 6400 | 7.5                   | 14.2                             | 10.0                    | 99.8                              | 98.9                      | 99.7                                |

Table 2. Distributions of fractions of friends, i-friends and communities over the ranges of distances from nodes. The second column shows the fractions of friends at each distance range, computed by summing the numbers of friends in each range for each individual user and then dividing the result by the total number of friends of all users. The third column shows fractions computed as ratios of sums of the numbers of i-friends of each user at each distance range to the total number of i-friends for all users. The fourth column shows fractions of members of communities of each individual user at each distance range listed, computed as the sum of these numbers divided by the total number of members of all relevant communities. Fifth, sixth and seventh columns list cumulative values from the second, third and fourth column, respectively.

or past residences of each friend, especially if those are distant or unusual places. Likewise, for communities, it is reasonable to assume that a person knows the friend’s attributes such as profession, interests, hobbies, and, thus, can associate some friends of this friend with an appropriate community. In case of prominence, it is likely that a friend occasionally mentions some notable or prominent friends, the existence of which the listener will remember more vividly than when ordinary friends are mentioned.

Such limited awareness of i-friends allows the node with a folder to send it to a friend of whose friends the sender is aware have a high chance to be the best choice for reaching the target. We estimate that the amount of such knowledge about a friend of that friend is at most 5% of the amount of information about the corresponding friend. With the average of 15 i-friends per friend, the amount of such information about all i-friends is less than the amount of information held about each direct friend.

To demonstrate how the awareness of i-friends improves search, we analyze its impact on search metrics. We start with the distance. Let the distance from the node n holding the folder to the target, t, be r km. An annulus defined by two circles with radii of 3r/2 and r/2, centered at node n has the area of 2πr^2. The circle centered at node t of radius r/2 and area πr^2/4 contains all nodes that are distant at most r/2 from the target and it contains on average 1/8 of all nodes in the considered annulus. A randomly chosen point in this circle has an average distance to the target of r/3. With the average number of friends of a node being 12, the cumulative fraction of friends counted from the most distant annulus to the closer ones to the current folder sender is at least 2/3. For the annulus with an outer distance of 25 km, the expected number of node inside the circle around the target is at least according to Table 2.

Thus, The expected reduction of the distance to target in a single step is 500 km. The average distance between the starting and target node is 2,642 km. At this
distance, the target is between two last circles, the inner circle with a radius of 1,600 km and the outer circle with a radius of 3,200 km. The corresponding annulus contains 36.4% of all i-friends. With an average number of 125.3 i-friends for the node currently holding the folder, the expected number of i-friends is 5.7 in the circle of 940 km from the target. Thus, the expected distance of the closest i-friend to the target in this circle is 210 km. It takes on average more than three steps to get so close to the target using direct friends’ knowledge, while using i-friends, one operation with the cost of two steps suffices. Hence, a fraction of i-friends needed to have at least one i-friend inside the circle around the target has to exceed 8/125.3 = 6.4%, which is smaller than the fraction that the most distant annulus contains. Thus, the average reduction of the distance to target in this case is at least 3,200 km, achieved in two steps; the first step sends the folder to a friend and the second directs the folder to the appropriate i-friend. Hence, the gain of the distance towards target using partial i-friends awareness is over three times larger than using knowledge of direct friends.

For the community metric, the average number of communities to which a node belongs is nearly for two reasons. First, the algorithm that we used to find Gowalla communities assigns each node to at most one community. Second, the majority of nodes are members of a community. In Gowalla, the average number of communities that can be reached via direct friends is 6.8 in a step and 13.6 in two. For communities reachable using i-friends of which nodes are aware, this number grows to 47.4 in two steps, so about 3.5 times more communities than reachable just by friends.

In the case of prominence, we distinguish between prominent nodes, which are those whose node degrees rank at the top 1% of all nodes, and the non-prominent nodes that do not satisfy this condition. There are 758 prominent nodes in Gowalla network, each with a degree of at least 122. We naturally exclude those nodes from analysis as they have many friends so they are unlikely to use i-friends’ prominence for search. So if all direct friends of the current folder sender are non-prominent, we established that they will have on average 19.3 direct friends of which 4.4 will be prominent. However in such a case, using i-friends of which the sender is aware, this number grows to 75.2 i-friends of which 15.4 are prominent, which amounts to a 3.5 times increase in knowledge of prominent nodes.

Looking at the results of the social search simulations run on the original Gowalla network, we can make some interesting observations. The results of social search conducted in the original Gowalla network, 60% of the hops used direct friends and significant 40% used i-friends. It is also important to note that even though we allow for up to 15 i-friends for each friend, an average of only 3.5 i-friends are actually used. We will call a metric dominating in a forwarding decision, if it is the largest component of the total score of the selected node. When using direct friends, the distance metric dominated in 0.3% of hops, the community metric in 22.7% of hops, and the prominence metric in 77.0% of hops. When using i-friends, the distance metric dominated 0.6% of hops, the community metric 30.1% of hops, and the prominence metric 69.3% of hops.

When a sender directs the folder to a friend intended for its friend, the recipient follows this intention in 74% of the cases. In 22% of the cases, the recipient sends the folder to a friend who has a friend best fitting to get the folder to target. In the remaining 4% of the cases, the folder ends up at the direct friend of the recipient different from the intended one.

Conclusions

We make two contributions to understanding Milgram social search efficiency. First, we strengthen the result presented in reference [13] that geographical friendship edge
distribution is sufficient to make the Milgram social search efficient. Using massive computational experiments, we demonstrate that the distribution of friendship edges and use of partial knowledge of i-friends are both necessary and sufficient conditions for social search efficiency.

The second contribution is a discovery that awareness of the sender’s i-friends is very beneficial for social search. It extends the information base of the sender about connections beyond the direct links to the sender’s friends. It also improves the user’s ability to identify friends whose friends have information independent from one held by the sender’s direct friends. Furthermore, increasing such awareness when it is small brings significant improvement to social search efficiency. This approach has been used to improve design of routing protocols for delay networks [27] and most recently for IOT [28].
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**Acknowledgment:** The authors were partially supported by: the Army Research Laboratory under Cooperative Agreement Number W911NF-09-2-0053 (the ARL Network Science CTA), the Army Research Office, Grant W911NF-16-1-0524, and the Office of Naval Research, Contract N00014-15-1-2641. The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

**Competing interests:** The authors have declared that no competing interests exist.

**References**

1. Schnettler S. A structured overview of 50 years of small-world research. Social Networks. 2009;31(3):165–178. https://doi.org/10.1016/j.socnet.2008.12.004.

2. Milgram S. The small world problem. Psychology today. 1967;2(1):60–67.

3. Travers J, Milgram S. An experimental study of the small world problem. Sociometry. 1969;32:425–443. https://doi.org/10.1515/9781400841356.130.

4. Korte C, Milgram S. Acquaintance networks between racial groups: Application of the small world method. Journal of personality and social psychology. 1970;15(2):101. https://doi.org/10.1037/h0029198.

5. Xie J, Szymanski BK. Labelrank: A stabilized label propagation algorithm for community detection in networks. In: 2013 IEEE 2nd Network Science Workshop (NSW). IEEE; 2013. pp. 138–143.

6. Backstrom L, Boldi P, Rosa M, Ugander J, Vigna S. Four degrees of separation. In: Proceedings of the 4th Annual ACM Web Science Conference. ACM; 2012. pp. 33–42.

7. Ahn YY, Han S, Kwak H, Moon S, Jeong H. Analysis of topological characteristics of huge online social networking services. In: Proceedings of the 16th International Conference on World Wide Web. ACM; 2007. pp. 835–844.

8. Kwak H, Lee C, Park H, Moon S. What is Twitter, a social network or a news media? In: Proceedings of the 19th International Conference on World Wide Web. ACM; 2010. pp. 591–600.
9.  Mislove A, Marcon M, Gummadi KP, Druschel P, Bhattacharjee B. Measurement and analysis of online social networks. In: Proceedings of the 7th ACM SIGCOMM Conference on Internet Measurement. ACM; 2007. pp. 29–42.

10. Barabási AL, Albert R, Jeong H. Scale-free characteristics of random networks: the topology of the world-wide web. Physica A: Statistical Mechanics and its Applications. 2000;281(1):69–77. https://doi.org/10.1016/S0378-4371(00)00018-2.

11. Barabási AL. Network Science. Cambridge University Press; 2016.

12. Granovetter MS. The strength of weak ties. American journal of sociology. 1973;78(6):1360–1380.

13. Dodds PS, Muhamad R, Watts DJ. An experimental study of search in global social networks. Science. 2003;301(5634):827–829. https://doi.org/10.1126/science.1081058.

14. Szüle J, Kondor D, Dobos L, Csabai I, Vattay G. Lost in the City: Revisiting Milgram’s Experiment in the Age of Social Networks. PLoS One. 2014;9(11):e111973. https://doi.org/10.1371/journal.pone.0111973.

15. Nguyen T, Chen M, Szymanski BK. Analyzing the proximity and interactions of friends in communities in Gowalla. In: Proc. IEEE 13th International Conference on Data Mining Workshops. IEEE; 2013. pp. 1036–1044.

16. Laniado D, Volkovich Y, Scellato S, Mascolo C, Kaltenbrunner A. The impact of geographic distance on online social interactions. Information Systems Frontiers. 2018;20(6):1203–1218. https://doi.org/10.1007/s10796-017-9784-9.

17. Grabowicz PA, Ramasco JJ, Gonçalves B, Eguíluz VM. Entangling mobility and interactions in social media. PLoS One. 2014;9(3):e92196. https://doi.org/10.1371/journal.pone.0092196.

18. Jordan T, Pinho Alves OC, De Wilde P, Buarque de Lima-Neto F. Link-prediction to tackle the boundary specification problem in social network surveys. PLoS One. 2017;12(4):e0176094. https://doi.org/10.1371/journal.pone.0176094.

19. Thurner S, Fuchs B. Physical forces between humans and how humans attract and repel each other based on their social interactions in an online world. PLoS One. 2015;10(7):e0133185. https://doi.org/10.1371/journal.pone.0133185.

20. Phan TQ, Airoldi EM. A natural experiment of social network formation and dynamics. Proceedings of the National Academy of Sciences. 2015;112(21):6595–6600. https://doi.org/10.1073/pnas.1404770112.

21. Liben-Nowell D, Novak J, Kumar R, Prabhakar Raghavan P, Tomkins A. Geographic routing in social networks. Proceedings of the National Academy of Sciences. 2005;102(33):11623–11628. https://doi.org/10.1073/pnas.0503018102.

22. Barabási AL, Albert R. Emergence of scaling in random networks. Science. 1999;286(5439):509–512. https://doi.org/10.1126/science.286.5439.509.

23. Sinatra R, Wang D, Deville P, Song C, Barabási AL. Quantifying the evolution of individual scientific impact. Science. 2016;354(6312). https://doi.org/10.1126/science.aaf5239
24. Jia T, Wang D, Szymanski BK. Quantifying patterns of research-interest evolution. *Nature Human Behaviour*. 2017;1(4):1–7. https://doi.org/10.1038/s41562-017-0078.

25. Welch BL. The generalization of student’s’ problem when several different population variances are involved. *Biometrika*. 1947;34(1/2):28–35.

26. Nguyen T, Szymanski BK. Using Location-Based Social Networks to Validate Human Mobility and Relationships Models. In: *Proc. 2012 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining*. Springer; 2012. pp. 1247–1253.

27. Sagduyu YE, Tugba Erpek YS, Soltani S, Mackey SJ, Cansever DH, Patel MP, et al. Multilayer MANET Routing with Social-Cognitive Learning. In: *Proc. of the IEEE Military Communication Conference, MILCOM*. IEEE; 2017. pp. 103–108.

28. Yang Z, Liu H, Liu J, Yang H, Wei Y, Jinzhou L. SC-RPL: A Social Cognitive Routing for Communications in Industrial Internet of Things. *IEEE Transactions on Industrial Informatics*. 2020;16(12):7682–7690. https://doi.org/10.1109/TII.2020.2978925.

29. Jankowski J, Szymanski BK, Kazienko P, Michalski R, Bródka P. Probing limits of information spread with sequential seeding. *Scientific reports*. 2018;8(1):1–9. https://doi.org/10.1038/s41598-018-32081-2.
This figure "Fig1.png" is available in "png" format from:

http://arxiv.org/ps/1904.06551v3
This figure "Fig2.png" is available in "png" format from:

http://arxiv.org/ps/1904.06551v3
This figure "Fig3.png" is available in "png" format from:

http://arxiv.org/ps/1904.06551v3