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Abstract

In this paper we approach the problem of unique and stable identifiability of generic deep artificial neural networks with pyramidal shape and smooth activation functions from a finite number of input-output samples. More specifically we introduce the so-called entangled weights, which compose weights of successive layers intertwined with suitable diagonal and invertible matrices depending on the activation functions and their shifts. We prove that entangled weights are completely and stably approximated by an efficient and robust algorithm as soon as \( O(D^2 \times m) \) nonadaptive input-output samples of the network are collected, where \( D \) is the input dimension and \( m \) is the number of neurons of the network. Moreover, we empirically observe that the approach applies to networks with up to \( O(D \times m_L) \) neurons, where \( m_L \) is the number of output neurons at layer \( L \). Provided knowledge of layer assignments of entangled weights and of remaining scaling and shift parameters, which may be further heuristically obtained by least squares, the entangled weights identify the network completely and uniquely. To highlight the relevance of the theoretical result of stable recovery of entangled weights, we present numerical experiments, which demonstrate that multilayered networks with generic weights can be robustly identified and therefore uniformly approximated by the presented algorithmic pipeline. In contrast backpropagation cannot generalize stably very well in this setting, being always limited by relatively large uniform error. In terms of practical impact, our study shows that we can relate input-output information uniquely and stably to network parameters, providing a form of explainability. Moreover, our method paves the way for compression of overparametrized networks and for the training of minimal complexity networks.
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1 Introduction

Deep learning has become an extremely successful approach, performing state-of-the-art on various applications such as speech recognition [28], image recognition [29, 37], language translation [64], and as a novel method for scientific computing [7, 18]. Also in unsupervised machine learning, deep neural networks have shown great success, for instance in image and speech generation [49, 50], and in reinforcement learning for solving control problems, such as mastering Atari games [43] or beating human champions in playing Go [57]. Deep learning is about realizing complex tasks as the ones mentioned above, by means of highly parametrized functions, called deep artificial neural networks \( f : \mathbb{R}^D \to \mathbb{R}^{m_L} \). In this paper we consider classical feed-forward artificial neural networks of the type

\[
f(x) = g_L(W_L^T g_{L-1}(W_{L-1}^T \ldots g_1(W_1^T x) \ldots)),
\]

where the functions \( g_\ell(\cdot) = g(\cdot + \tau_\ell) \), \( \tau_\ell \in \mathbb{R}^{m_\ell} \), are sufficiently smooth and shifted activation functions and the matrices \( W_\ell \in \mathbb{R}^{m_{\ell-1} \times m_\ell} \) collect the weights of each layer \( \ell = 1, \ldots, L \), see Definition 1 below for a more precise definition. In practical applications, the number of layers \( L \), determining the depth of the network, and the dimensions \( m_{\ell-1} \times m_\ell \) of the weight matrices \( W_\ell \) are typically determined through heuristic considerations, whereas the weight matrices and the shifts are learned based on training data.

In support of deep learning comes the practical evidence of being able to outperform other methods, but also the recent theoretical discoveries [7, 14, 15, 16, 18, 27, 41, 42, 52, 55] that show that deep artificial network can approximate high dimensional functions without incurring in the curse of dimensionality, i.e., one does not need an exponential number of parameters (weights of the network) with respect to the input dimension in order to approximate high-dimensional
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functions. While the approximation properties of neural networks are becoming more understood and transparent, the training phase based on suitable optimization processes remains a black-box with some level of opacity. Recent results are shedding some light on this important phase of the employment of neural networks, at least in some simple cases, e.g., of linear neural networks or shallow neural networks, [4,5,6,40,76].

1.1 Backpropagation and fundamental issues of training

Backpropagation of error [38,54,70] is the most frequently used algorithm to train deep neural networks and is justified by its tremendous empirical success. All the practical advances recalled above are due to the efficacy of this method. Backpropagation refers to employing stochastic gradient descent or its variations [61] to minimize certain loss functions (e.g. least squares, Kullback-Leibler divergence, or Wasserstein distances) of the weights, usually measuring the misfit of input-output information over a finite number of labeled training samples. The practical efficacy of deep learning is currently ensured in the so-called overparametrized regime by considering fitting a large amount of data with a larger amount of parameters, resulting in a high dimensional optimization problem. Furthermore, for sufficiently overparametrized networks it is known that gradient descent is guaranteed to achieve zero, or very small training loss in some scenarios [17]. However, training deep networks features a surprising phenomenon which stands in contrast to conventional wisdom in statistics: despite data fitting, increasing the number of parameters of the model beyond the number of training examples often reduces the generalization error, i.e., the prediction error on new unseen data, while from classical theory one would expect that overfitting leads to a blow-up of the generalization error [75]. Due to the large number of parameters of neural networks and the potential variety of local and global optima, the result of the training is still difficult to explain and interpret, although a regularization effect is expected, i.e., an implicit bias towards low-complexity networks. In fact, there are many different networks with different weights, which are essentially equivalent with respect to the loss function. Hence, except for simple cases, e.g., [4,5,6,45,47,59,71], it is yet unknown how, through implicit bias, the information of the training set is eventually encoded in the parameters of the network.

The generalization ability of networks trained by such methods can be challenged by adversarial attacks [26,63]. This clearly show the lack of stability in uniform norm of networks trained by backpropagation, because small perturbations of the input can significantly modify the network output. The lack of uniform stability by backpropagation can also be experienced in the realizable regime simply by considering as a datum a given (pre-trained) neural network $f$ and by attempting its approximation with another network $\tilde{f}$ by minimizing its mean-squared misfit over a finite number of samples $\{Y_j = f(X_j) : j = 1, \ldots, N\}$. While the overall approximation of $f$ by $\tilde{f}$ will be generally good in mean-squared error (with possibly even zero loss on the data), the uniform error saturates to a less satisfactory value, see for instance Figure 9 below. This means that the networks are equivalent with respect to the optimization performed by backpropagation, but there exist inputs for which the two networks still differ significantly. Ensuring uniform stability of networks, which is the mathematical synonym of stable generalization, remains in fact an important open question.

Another aspect that is considered still quite problematic in training by backpropagation is the need of a large size of the set of labeled training data. In fact, it is thought that humans learn predominantly in an unsupervised way, without the need of much labeled data. In the typical human learning, first a context is built in a semi-supervised fashion and then suddenly the learning happens with little more effort [30,31].

[^1]: More precisely “backpropagation” is a recursive way of application of the chain rule needed to compute the gradient of the loss with respect to weights, but the term “backpropagation” is often used also to describe any algorithmic optimization which uses such gradients. In many cases such gradients are by now computed by symbolic calculus.
1.2 Scope of the paper: robust identifiability in realizable regime

It is well-known that generic data are realizable by a network as soon as the network has a number of connections \( W = \sum_{\ell=1}^{L-1} m_{\ell+1} \times m_\ell \), which essentially scales with the number \( N \) of data, i.e., \( W = \mathcal{O}(N) \) \[32, 66, 74, 75\]. In this paper we address the three issues mentioned in Section 1.1.

(i) the explainability and interpretability of the weights of a network,

(ii) its uniform stability,

(iii) and the amount of input-output data needed for its identification,

in such realizable regime. Namely, we approach the problem of the unique and stable identification of a given generic neural network from a minimal number of input-output samples, essentially scaling with the size of the network, i.e., \( N = \mathcal{O}(W) \). The identification is intended up to equivalences given by natural symmetries such as permutations of neurons and, in case of symmetric activation functions, possible sign changes of weights and shifts \[68\]. There is by now plenty of evidence that gradient descent and its variants could achieve exact realizability on the training data by overparametrized networks, see, e.g., the survey \[61\] and reference therein. Nevertheless, for the reasons argued in Section 1.1, we do not use backpropagation for network identification in the regime \( N = \mathcal{O}(W) \) and we make an effort of providing a fully explainable and transparent procedure. Before entering in the details of the procedure, let us review the importance of network identifiability.

Robust identification of neural networks is indeed a task of relevant theoretical and practical interest. Essentially it says that given a sufficiently generic network no other network, smaller or larger, up to the above mentioned equivalences, can in fact realize the same input-output mapping exactly. Robustness also implies that if a larger network performs an input-output mapping, then it may be reduced to a minimal and potentially significantly smaller network performing approximately the same function. Among relevant consequences of robust identifiability we mention

- Explainability: identifiability means to unveil how input-output information relates to the weights of the network, and it is a mathematical characterization, which is in turn a form of explainability. In fact the unique and stable representation of the network by its weights is a precise encoding that actually tells everything about its input-output relationship;

- Compression of networks: after training of largely overparameterized neural networks, their embedding in smaller (mobile) devices requires “miniaturization” of the network, by taking advantage of the expected intrinsic low-complexity due to possible implicit bias. Hence, the identification of the smallest network matching approximately the given large network is of great practical importance, see also \[10, 24, 56, 73\];

- Reliable use of neural networks for scientific computing: neural networks are known to efficiently approximate solutions of partial differential equations and are recently in focus as new discretization methods for scientific computing, see, e.g., \[7, 18\] and reference therein. It remains open how to reliably compute best approximating networks and so far backpropagation is the only method used in practice, with no guarantees of optimal solutions. Hence, the robust identification with theoretical guarantees of best approximating networks of minimal complexity is of utmost importance and remains an open issue for the reliable use of neural networks in scientific computing.

In this paper we lay the groundwork for the development of such potential applications of robust identification and their further investigation.

1.3 State of the art

The unique identifiability of neural networks has been considered in the literature for over three decades \[2, 19, 62, 67, 68\]. Despite the long standing of the problem, most of the known results
are obtained under the fundamental theoretical assumption of being able to access exactly all possible inputs-outputs of the network. Except for [53], which considers piecewise linear networks, no results are based on a finite number of samples. In particular, no constructive and stable procedure has been provided for more general networks. The results in [2,62] apply to networks with a single hidden layer. The seminal work [19] by Fefferman is about identifiability of fully connected deep networks and it is based on the unique encoding of the network architecture within the countable set of poles of the neural network function \( f \) if we consider it as a meromorphic function on \( \mathbb{C}^D \). The recent work by Vlačić and Bölcskei [68], which partially builds upon [19], presents a comprehensive result on the identification of deep neural networks without so-called clone nodes and piecewise \( C^1 \) activation functions \( g \), whose derivative has bounded variation. This implies in particular that the activation function is bounded (hence it is of sigmoidal type) and it can be uniformly approximated by functions \( \sigma \), which are linear combinations of shifted (and scaled) \( \tanh \) and constants. The crucial properties of such functions are that they are \( i \)-periodic with an infinite and discrete set of poles. The identifiability result is very general and requires a vast set of tools and techniques from analytic continuation from complex analysis in several variables (polydisks techniques), algebraic techniques from Lie groups (characterization of Tori etc.), and graph theory.

A neural network of the type (1) remains fully determined by a finite number of parameters and although its identification is known since the 1980s to be in general an NP-hard problem [9,35], it is not at all expected to generically require an infinite amount of training samples as assumed in the above mentioned results. As we already noted above, the simple employment of backpropagation at this point does not offer an adequate solution, because of the lack of uniform stability and the fact that one has no control on the number of samples needed for the identification.

Inspired by older work dating back to the 1990s [11,13], the recent papers [21,22,23,34,39,44,76] have explored the connection between differentiation of shallow networks (one hidden layer) and symmetric tensor decompositions. Namely, given a network of the type

\[
f(x) = \sum_{j=1}^{m_1} g_j(\langle w_j, x \rangle),
\]

corresponding to \( L = 1 \) and \( m_L = 1 \), its higher order derivatives or, more practically, its finite difference approximations \( \Delta^k f(x) \) can be (approximately) decomposed into a nonorthogonal symmetric tensor decomposition of the weights

\[
\Delta^k f(x) \approx \nabla^k f(x) = \sum_{j=1}^{m_1} g_j^{(k)}(\langle w_j, x \rangle) w_j \otimes \cdots \otimes w_j.
\]

In other words, differentiation exposes the weights, which would otherwise be “hidden inside” the neurons. It has to be noted that for \( m_1 > 1 \) one single differentiation \( (k = 1) \) would not suffice in order to identify individual weights, but it would allow to find the active subspace only [23]. In [34] stable 1-rank decompositions of third order symmetric tensors \( (k = 3) \) have been used for the weights identification of one hidden layer neural networks. In [23] the authors show that using second order derivatives \( (k = 2) \) actually suffices and the corresponding error estimates reflect positively the lower order and potential of improved stability. While the computation of finite differences requires active sampling, in the above mentioned papers also passive sampling has been considered, under the assumption that one disposes of an estimation of the probability density of the input. Once the weights are recovered, it is possible to provably identify also the functions \( g_j \) either by Fourier methods as in [34] or by direct estimation as in [23].

Unfortunately, higher order differentiation of deeper networks (two or more hidden layers) generates nonsymmetric tensors and the identification of the weights by tensor decompositions may become unstable and, in general, NP-hard. Hence, it may seem that this technique has significant limitations in that it cannot be applied to deep networks. However, three of us recently made a surprising discovery, which actually allowed to extend the results to two hidden layer
neural networks of scalar output, i.e., $L = 2$ and $m_L = 1$. The approach is based on the observation that Hessians $\nabla^2 f(x)$, after an appropriate algebraic manipulation, can be rewritten in terms of a suitable non-orthogonal decomposition of rank-1 matrices. Namely, it holds $\nabla^2 f(x) = W_1 S^{(1)}(x) W_1^\top + V_2(x) S^{(2)}(x) V_2(x)^\top$, where $V_2(x) = W_1 G_1(x) W_2$ for suitable diagonal and invertible matrices $G_1(x)$. Denoting also $V_1(x) = V_1 = W_1$, we can rewrite the Hessians as $\nabla^2 f(x) = \sum_{i=1}^2 V_i(x) S^{(i)}(x) V_i(x)^\top$.

In view of the Lipschitz continuity of $x \to V_2(x)$, if $x$ is sampled from a tightly concentrated distribution $\mu_X$, say around a point $x^*$, then the Hessians cluster around a very specific subspace $\hat{W} = \text{Span} \{ w_i \otimes w_i \}$ generated by symmetric rank one matrices. The components $w_i$ of these tensor products are only partially generated by the original weights $W_1$ and in part are suitable compositions/mixtures of the weights of the first and second layers $V_2(x) = W_1 G_1(x) W_2$ that we call the entangled weights. Under the assumption that the set $\{ \nabla^2 f(x_i) : x_i \sim \mu_X \}$ is sufficiently rich, the subspace $\hat{W}$ can be robustly approximated $\hat{W} \approx W$ by principal component analysis of (approximate) Hessians, see Figure 1. This approach does work for generic and fully nonlinear networks, for instance, with sigmoidal-type of activation functions. We notice, however, that the method fails for networks for which $\{ \nabla^2 f(x_i) : x_i \sim \mu_X \}$ does not contain enough information, for instance, for piecewise linear networks (e.g., with ReLU activation function), where $\nabla^2 f(x) = 0$ almost everywhere. An extension of our approach to encompass (leaky) ReLU networks has been recently presented in [39], which, remarkably, explores the use of passive sampling also for two hidden layers networks. An alternative ad hoc approach for ReLU networks is also [63].

Once the subspace $\hat{W} \approx W$ is computed, the problem of identification of the network parameters can be transformed to discovering symmetric rank-one matrices $w_i \otimes w_i$ near the subspace $\hat{W} \approx W$. For this task, we introduced and analyzed in [21, 23] a robust nonconvex optimization program given by

$$\arg \max \| M \| \text{ subject to } \| M \|_F \leq 1, \quad M \in \hat{W},$$

where $\| \cdot \|$ is the operator norm and $\| \cdot \|_F$ is the Frobenius norm. We proved, under suitable incoherence assumptions, i.e., $\| \langle w_i, w_j \rangle \|$ is sufficiently small for $i \neq j$, that local maximizers of (2) are in fact approximately the matrices $w_i \otimes w_i$. Within the subspace $\hat{W}$, the hierarchy or layer attribution of weights to the first layer $V_1 = W_1$ and entangled weights $V_2$ relative to the second layer is in fact inaccessible. For sigmoidal type of activation functions $g$, we devised a heuristic method based on the asymptotic behavior of the function

$$t \to \| \nabla f(t w_i) \|_2$$

to attribute the computed components to first layer or entangled weights of the second layer: if the function decays at infinity, then $w_i$ is an entangled weight of the second layer, otherwise it is a weight of the first layer. Once the entangled weights are recovered and attributed correctly to their reference layer, we showed numerically that the remaining and much fewer parameters of the network can be identified by least squares and use of standard gradient descent. The resulting networks coincide - exactly - with the original one in full.

![Figure 1: Geometrical visualization of Hessians’ distribution.](image-url)
1.4 Contributions of this paper

The scope of this paper is to extend the approach in [21] to deeper, vector-valued networks, i.e., \( L \geq 1 \) and \( m_L \geq 1 \). We consider networks \( f : \mathbb{R}^D \to \mathbb{R}^{m_L} \) as in [1] and we denote \( f = (f_1, \ldots, f_{m_L}) \) the vector components of the network. We shall show in Proposition 2 that Hessians \( \nabla^2 f_p(x) \), or finite difference approximations \( \Delta^2 f_p(x) \) thereof, have (approximately) the form

\[
\Delta^2 f_p(x) \approx \nabla^2 f_p(x) = \sum_{\ell=1}^{L} V_\ell(x) S^\ell_p(x) V_\ell(x)^\top, \quad p \in [m_L],
\]

for entangled weight matrices \( V_\ell(x) = (\prod_{k=1}^{\ell-1} W_k G_k(x)) W_\ell \). In view of the Lipschitz continuity of \( x \to V_\ell(x) \), by sampling Hessians \( \Delta^2 f_p(x) \) from a distribution \( x \sim \mu_X \) tightly concentrating, e.g., at \( x^* \), we show that they cluster around a subspace \( \mathcal{W} = \text{span}\{w_i \otimes w_i\} \), irrespectively of the output \( p \in [m_L] \). Furthermore, the spanning rank-1 basis elements \( w_i \otimes w_i = v_{i}^{[\ell]}(x^*) \otimes v_{i}^{[\ell]}(x^*) \) are precisely made of entangled weight vectors \( v_{i}^{[\ell]}(x^*) \), columns of \( V_\ell(x^*) \). Next we show by Theorem 4 that the subspace \( \mathcal{W} \) can be stably approximated \( \hat{\mathcal{W}} \approx \mathcal{W} \) by PCA (Algorithm 1) of the point cloud \( \{\Delta^2 f_p(x_i) : x_i \sim \mu_X\} \).

Then, differently from the approach used in [21,23] where the matrix optimization program [2] was employed, the entangled weights are here discovered within the subspace \( \hat{\mathcal{W}} \approx \mathcal{W} \) by the robust nonconvex program

\[
\max_{u \in \mathbb{S}^{D-1}} \|P_{\mathcal{W}}(u \otimes u)\|^2_F. \tag{4}
\]

This program has been considered implicitly in [21] Lemma 16 and Lemma 17 and it has been proposed independently in [20,36] in the context of neural networks and tensor decompositions, respectively. It can be solved efficiently by a projected gradient ascent iteration over the sphere \( \mathbb{S}^{D-1} \), called subspace power method (Algorithm 2), which was extensively analyzed for tensor decompositions [36]. The advantage of (4) over (2) is that the theoretical analysis of its robustness is mathematically easier, see Theorem 19 below; moreover, as the optimization is over vectors instead of matrices, (4) comes with a significantly improved algorithmic complexity. In fact, such a method is highly scalable with respect to the size of the network and the dimension \( D \).

Furthermore, we extend in Proposition 3 the reparametrization result of [21] to deep networks, showing that entangled weights can be used for loss-free reparametrization of the original network, leaving much fewer residual parameters related to scaling of the weights and shifts of activation functions undetermined. In order to highlight the relevance of the results of robust recovery of entangled weights and to provide for them a proper context, we give empirical demonstration of complete identification of multilayer networks. In particular, as in [21], we found reliable heuristics, which allow to classify the entangled weights in terms of their attribution to different layers (Algorithms 3,4). So far this approach is limited to the case of \( L \leq 3 \). The full identification of the reparametrized network can be again performed by a least squares fit over the remaining - scaling and shift - parameters, see [18]. We do not dispose yet of a proof of such convergence though, but it is consistently observed in the numerical experiments and it is subject of current investigation.

1.5 Organization of the paper

The paper is organized as follows. In Section 2 we introduce the networks considered in this work and we recall the definition of entangled weights, alongside the mentioned reparametrization result. Based on these preliminary results, we describe in Section 3 our algorithmic pipeline for reconstructing a deep network from a finite number of input-output samples. Section 4 shows extensive numerical experiments for each part of the pipeline, whereas Sections 5 and 6 provide theoretical analyses of the subspace approximation of \( \mathcal{W} \) and a robust analysis of the optimal program (4) under suitable incoherence conditions. Thus, the latter two sections give theoretical justification for our approach to entangled weight recovery. We close the paper in Section 7 with a conclusion, future directions, and open problems.
1.6 Notation

Given any integer $m \in \mathbb{N}$, we use the symbol $[m] := \{1, 2, \ldots, m\}$ for indicating the index set of the first $m$ integers. We denote by $B^d_q$ the Euclidean unit ball in $\mathbb{R}^d$, by $\mathbb{S}^{d-1}$ the Euclidean sphere, by $\text{Unif}(\mathbb{S}^{d-1})$ its uniform probability measure, and by $\text{Sym}(\mathbb{R}^{d \times d})$ the space of symmetric matrices in $\mathbb{R}^{d \times d}$. We denote by $\ell^d_q$ the $d$-dimensional Euclidean space endowed with the norm $\|x\|_{\ell^d_q} = \left(\sum_{j=1}^{d} |x_j|^q\right)^{1/q}$. For $q = 2$ we often write indifferently $\|x\| = \|x\|_2 = \|x\|_{\ell^2_q}$. For a matrix $M$ we denote $\sigma_k(M)$ its $k^{th}$ singular value. The spectral norm of a matrix is denoted $\|\cdot\|$.

We may also denote with $\|\cdot\|_{p \rightarrow q}$ the operator norms from $\ell^p$ to $\ell^q$ spaces. Given a closed set $C$ we denote by $P_C(x)$ the possibly set-valued orthogonal projection $P_C(x) \in \arg\min_{z \in C} \|x - z\|_2$ ($C$ may be a subspace of $\mathbb{R}^d$ or $\text{Sym}(\mathbb{R}^{d \times d})$, or spheres thereof, or a subspace intersected with a Euclidean ball or sphere). Whenever we use $P_C$, the projection will be uniquely defined.

For vectors $x_1, \ldots, x_k \in \mathbb{R}^d$ we denote the tensor product $x_1 \otimes \cdots \otimes x_k$ as the tensor of entries $(x_{1i_1} \cdots x_{ki_k})_{i_1 \ldots i_k}$. For the case of $k = 2$ the tensor product $x \otimes y$ of two vectors $x, y \in \mathbb{R}^d$ equals the matrix $xy^\top = (x_i y_j)_{ij}$. For any matrix $M \in \mathbb{R}^{m \times n}$

$$\text{vec}(M) := (m_{11}, m_{21}, \ldots, m_{m1}, m_{12}, m_{22}, \ldots, m_{mn})^\top \in \mathbb{R}^{mn}$$

is its vectorization, which is the vector created by unfolding the columns of $M$. Moreover, we denote by $M^\dagger$ the Moore-Penrose pseudoinverse of the matrix $M$. The kernel and range of a matrix $M$ are denoted by $\ker(M)$ and $\text{range}(M)$ respectively. Furthermore, we denote by $\text{Id}_d$ the $d \times d$ identity matrix. For a suitably regular function $g$ we denote by $g^{(k)}$ its $k$-th derivative.

The gradient of a differentiable function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is denoted by $\nabla f$ and its Hessian by $\nabla^2 f$.

Finally, we define the sub-Gaussian norm of a random variable $Z \in \mathbb{R}$ by $\|Z\|_{\psi_2} = \inf\{s > 0 : \mathbb{E} \exp(|X/s|^2) \leq 2\}$ and of a random vector $Z \in \mathbb{R}^d$ by $\|Z\|_{\psi_2} = \sup_{v \in \mathbb{S}^{d-1}} \|v^\top Z\|_{\psi_2}$.

2 Feedforward neural networks and entangled weight vectors

This section defines feedforward neural networks as considered in this work and recalls the important concept of entangled weight vectors, which has been previously introduced and used in [21].

The main purpose and usage of entangled weights is a loss-free reparametrization of the original network function by a new set of weights, which can, contrary to standard weights, be exposed by differentiating the network function, as a form of linearization. The exposure of the entangled weights allows in turn their robust identification. In the case of shallow networks the definition coincides with standard network weights, but to extend network identification based on derivative information to deeper networks, the concept of entangled weights seems indispensable.

We begin with the definition of feed forward networks considered in this work.

**Definition 1** (Feedforward neural network). Let $L, m_0, \ldots, m_L \in \mathbb{N}$ with $D = m_0$. For $\ell \in [L]$, consider weight matrices

$$W_\ell = (w_{1\ell}^{[\ell]} | \cdots | w_{m_\ell \ell}^{[\ell]} ) \in \mathbb{R}^{m_{\ell-1} \times m_\ell},$$

shifts $\tau_\ell \in \mathbb{R}^{m_\ell}$, and let $g : \mathbb{R} \rightarrow \mathbb{R}$ be an activation function. A feedforward neural network with $m_L$ outputs is a function $f : \mathbb{R}^D \rightarrow \mathbb{R}^{m_L}$ computed via the recursive rule $y^{[0]}(x) = x$,

$$y^{[\ell]}(x) = g(W_\ell^Ty^{[\ell-1]} + \tau_\ell), \quad \ell \in [L]$$

and $f(x) = y^{[L]}(x)$, where $g$ is meant to be applied componentwise to non-scalar inputs. The components of $f$ are denoted by $f_p$ for $p \in [m_L]$ and we often write $g_s(\cdot) = g(\cdot + \tau)$.

It will often be useful to refer to the number of neurons of the network as $m = m_1 + \cdots + m_L$.

Let us now introduce entangled weight vectors. For each $x \in \mathbb{R}^D$ we first define diagonal matrices $G_\ell(x) := \text{diag}(g_s(W_\ell^Ty^{[\ell-1]}(x)))) \in \mathbb{R}^{m_\ell \times m_\ell}$, which depend on the shifted activation
function $g_\ell(\cdot) = g(\cdot + \tau_\ell)$ and the original weight matrices $W_\ell$, for $\ell \in [L]$. Then, the $(i, \ell)$-th entangled weight vector of a network $f : \mathbb{R}^D \to \mathbb{R}^{m_\ell}$ at a location $x \in \mathbb{R}^D$ is defined as

$$v_i^{[\ell]}(x) := \left( \prod_{k=1}^{\ell-1} W_k G_k(x) \right) w_i^{[\ell]}. \tag{5}$$

The index $\ell$ indicates the layer attribution of the entangled weight and the index $i$ represents some ordering within the layer. We can also write the set of entangled weights at layer $\ell$ in matrix form by defining

$$V_\ell(x) := \left( \prod_{k=1}^{\ell-1} W_k G_k(x) \right) W_\ell. \tag{6}$$

Note that the definition of entangled weights at $\ell = 1$ simply coincides with $W_1$, implying that weights and entangled weights coincide for shallow networks. For deeper networks however, entangled weights for $\ell > 1$ are linear combinations of first layer weights $W_1$ with mixture coefficients given by weight matrices $W_2, \ldots, W_\ell$ and diagonal matrices $G_1, \ldots, G_{\ell-1}$. Thus, they generally differ substantially from $W_1, \ldots, W_L$, in particular because entangled weights at layer $\ell$ are elements of $\mathbb{R}^D$ rather than $\mathbb{R}^{m_{\ell-1}}$.

On first sight the definition [5] may seem artificial and lack a clear connection to either derivatives of the network function $f$ or loss-less reparametrizations of $f$ mentioned in the beginning of this section. The next two results clarify these relations and thus motivate the definition of entangled weights. First, we show that Hessians of $f$ at $x$ can be decomposed in terms of entangled weight vectors. This is a key result, because it implies that the entangled weights are exposed by differentiation, similarly as first layer weights in shallow nets [21, 23, 34, 76].

**Proposition 2.** Let $f$ be a feedforward network as in Definition [7]. The Hessian of $f_p$ reads

$$\nabla^2 f_p(x) = \sum_{i=1}^{m_1} S_{p,i}^{[1]}(x) \left( w_i^{[1]} \otimes w_i^{[1]} \right) + \sum_{\ell=2}^{L} \sum_{i=1}^{m_\ell} \sum_{i=1}^{m_\ell} S_{p,i}^{[\ell]}(x) \left( v_i^{[\ell]}(x) \otimes v_i^{[\ell]}(x) \right) = \sum_{\ell=1}^{L} V_\ell(x) S_{p,L}^{[\ell]}(x) V_\ell(x)^\top,$$

where the scalar $S_{p,i}^{[\ell]}(x)$ is the $i$-th entry of the diagonal matrix

$$S_{p,i}^{[\ell]}(x) = \text{diag}(g''_\ell(W_\ell^\top y^{[\ell-1]}(x))) \text{diag} \left( \prod_{k=\ell+1}^{L} W_k G_k(x) \right) e_p,$$

where $e_p$ is a vector of the canonical basis.

**Proof.** Let $Jh(x)$ denote the Jacobian matrix of any vector-valued function $h$. By the chain rule we get $Jy^{[\ell]}(x) = G_\ell(x)W_\ell^\top G_{\ell-1}(x) \cdots W_1^\top$ for all $\ell \in [L]$, which implies

$$\nabla f_p(x) = W_1 G_1(x) \cdots W_L G_L(x) e_p, \quad p \in [m_L], \tag{7}$$

where $e_p$ is a vector of the canonical basis. Now let us evaluate some preliminary expressions for later use in the Hessian of $f_p$. We recall that, whenever $g_\ell$ or its derivatives are applied to vectors, we assume that they act componentwise, otherwise they act as univariate scalar functions. Using the chain rule we obtain

$$J \left( g''_\ell(W_\ell^\top y^{[\ell-1]}(x)) \right) = \text{diag}(g''_\ell(W_\ell^\top y^{[\ell-1]}(x))) W_\ell^\top Jy^{[\ell-1]}(x)$$

$$= \text{diag}(g''_\ell(W_\ell^\top y^{[\ell-1]}(x))) W_\ell^\top G_{\ell-1}(x) W_{\ell-1}(x)^\top \cdots G_1(x) W_1^\top. \tag{8}$$

Furthermore, for any $\mathbb{R}^{m_\ell}$-valued differentiable function $r(x)$ we have, using the product and chain rule, that

$$J(G_\ell(x)r(x)) = J \left( g'_\ell((w_i^{[\ell]}, y^{[\ell-1]}(x))) r_i(x) \right)_{i \in [m_\ell]}$$

$$= \left( g'_\ell((w_i^{[\ell]}, y^{[\ell]}(x))) J r_i(x) \right)_{i \in [m_\ell]} + \left( J \left( g'_\ell((w_i^{[\ell]}, y^{[\ell]}(x))) \right) r_i(x) \right)_{i \in [m_\ell]} \tag{9}$$

$$= G_\ell(x) J r(x) + \text{diag}(r(x)) J \left( g'_\ell(W_\ell^\top y^{[\ell-1]}(x)) \right)$$
By using (7) - (9), the linearity of $J$, and the definition of matrices $V_1 = W_1$ and $S^{[1]}(x)$, we obtain the explicit form of the Hessian of $f_p$

\[
\nabla^2 f_p(x) = J(\nabla f_p(x)) = J \left( \left( \prod_{\ell=1}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right) = W_1 J \left( \left( \prod_{\ell=2}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right)
\]

\[
= W_1 \text{diag} \left( \left( \prod_{\ell=2}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right) J \left( g_1'(W_1^T x) \right) + W_1 G_1(x) J \left( \left( \prod_{\ell=2}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right)
\]

\[
= W_1 \text{diag} \left( \left( \prod_{\ell=2}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right) \text{diag} \left( g_1''(W_1^T x) \right) W_1^T + W_1 G_1(x) J \left( \left( \prod_{\ell=2}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right)
\]

\[
= V_1 S^{[1]}(x)V_1^T + W_1 G_1(x)W_2 J \left( G_2(x) \left( \prod_{\ell=3}^{L} W_{\ell} G_{\ell}(x) \right) e_p \right)
\]

Repeating these steps leads to

\[
\nabla^2 f_p(x) = \sum_{\ell=1}^{L-1} V_\ell(x) S^{[\ell]}(x)V_\ell(x)^T + \left( \prod_{\ell=1}^{L-1} W_{\ell} G_{\ell}(x) e_p \right) J \left( W_L G_L(x) e_p \right)
\]

\[
= \sum_{\ell=1}^{L-1} V_\ell(x) S^{[\ell]}(x)V_\ell(x)^T + V_L(x) \text{diag}(g''_L(W_L^T y^{[L-1]}(x))) \text{diag}(e_p)W_L^T J y^{[L-1]}(x)
\]

\[
= \sum_{\ell=1}^{L} V_\ell(x) S^{[\ell]}(x)V_\ell(x)^T.
\]

\[
\square
\]

It still remains to clarify the role of entangled weights in the loss-less reparametrization of the original network $f$. Let us assume we have access to matrices of the type

\[
\tilde{V}_\ell = \prod_{k=1}^{\ell-1} (W_k D_k) W_\ell \pi_\ell S_\ell \in \mathbb{R}^{D \times m_\ell}, \quad \ell \in [L],
\]

(10)

where $D_1, \ldots, D_{L-1}, S_1, \ldots, S_L$ are arbitrary invertible diagonal matrices and $\pi_1, \ldots, \pi_L$ are permutation matrices. In particular, we have in mind $D_\ell = G_\ell(x)$ for some $x \in \mathbb{R}^D$, where the diagonal matrices $G_1(x), \ldots, G_{\ell-1}(x)$ are invertible, so that $\tilde{V}_\ell$ equals $V_\ell(x)$ after rescaling of the columns by some scaling matrix $S_\ell$ and permuting entangled weights (columns of $V_\ell(x)$) by $\pi_\ell$. Having access to such matrices, we can derive the following reparametrization result.

**Proposition 3.** Let $f$ be a feedforward network as in Definition 4 and assume we have access to matrices $\tilde{V}_1, \ldots, \tilde{V}_L$ as in (10) for invertible diagonal matrices $D_\ell, S_\ell$ and permutation matrices $\pi_\ell$. Furthermore, assume $\text{rank}(\tilde{V}_\ell) = m_\ell$ for all $\ell \in [L]$. Then the feedforward network $\tilde{f}$ defined by weight matrices $\tilde{W}_1^T = S_1^{-1} \tilde{V}_1^T$ and

\[
W_{\ell+1}^T = S_{\ell+1}^{-1} \tilde{V}_{\ell+1}(\tilde{V}_\ell^T)^T \tilde{S}_\ell D_\ell^{-1}, \quad \ell \in [L-1],
\]

with $\tilde{D}_\ell = \pi_\ell^T D_\ell \pi_\ell$, shifts $\tau_\ell = \pi_\ell^T \tau_\ell$, and activation functions $g$ satisfies $\tilde{f} \equiv \pi_L^T \circ f$.

Proposition 3 clarifies that $f$ can be expressed, without loss, by a new set of weight matrices $\tilde{W}_\ell$, which are completely defined by matrices $\tilde{V}_\ell$ up to diagonal matrices $S_1, \ldots, S_L$ and $D_1, \ldots, D_{L-1}$, and of course also by the shift vectors $\tau_1, \ldots, \tau_L$. The degrees of freedom of the latter parameters $S_\ell, D_\ell, \tau_\ell$ are $O(\sum_{\ell=0}^{L} m_\ell)$, which is in fact much fewer than the number of total parameters $O(\sum_{\ell=0}^{L-1} m_{\ell+1} m_\ell)$ in the original network. Hence, if we would dispose of matrices of the type $\tilde{V}_\ell$, then we would obtain also a significant (loss-less) de-parametrization of the network.
Remark 1. It is important to notice that Proposition 3 comes with the condition \( \text{rank}(\tilde{V}_\ell) = m_\ell \) (this can be relaxed to the more technical condition \( S_\ell \pi_\ell^T D y[\ell](x) \in \ker(V_\ell)_1 \) for all \( x \in \mathbb{R}^D \)), which restricts the applicability of the result to pyramidally shaped networks with \( D = m_0 \geq m_1 \geq \ldots \geq m_L \). Considering the fact that we replace weight matrices \( W_\ell \in \mathbb{R}^{m_\ell \times w_\ell} \) by scaled versions of \( V_\ell^T \tilde{V}_\ell^T \), it is clear that the rank of the modified weight matrix is limited by \( \min\{m_\ell, m_{\ell+1}, D\} \) just by evaluating the matrix dimensions. Therefore, we can not hope for loss-free reparametrization in the case of general non-pyramidical networks. A fairly straightforward extension is possible however when the entire network \( f \) is not fully connected, but consists of several pyramidically shaped subnetworks. In that case, by considering each subnetwork separately and then forming a modified weight matrix with blocks corresponding to each subnetwork loss-free reparametrization is possible again.

Proof of Proposition 3. For readability the dependence on the input \( x \) may be not written in the following. Let \( \tilde{y}[\ell] \) be the output function at layer \( \ell \) of the network with weights \( \tilde{W}_1, \ldots, \tilde{W}_L \) and shifts \( \tilde{\tau}_1, \ldots, \tilde{\tau}_L \). We shall prove by induction that \( \tilde{y}[\ell] = \pi_\ell^T y[\ell] \) for all \( \ell \in [L] \).

Induction start. Using the definition of \( \tilde{W}_1 \) and \( S_1^{-1} \tilde{V}_1 = \pi_1^T \tilde{W}_1 \), we obtain for the first layer

\[
\tilde{y}[1] = g(W_1 y[0] + \tilde{\tau}_1) = g(S_1^{-1} \tilde{V}_1 y[0] + \pi_1^T \tau_1) = g(\pi_1^T W_1 y[0] + \pi_1^T \tau_1) = \pi_1^T y[1].
\]

Induction step. Now, let us perform the induction step and assume \( \tilde{y}[\ell] = \pi_\ell^T y[\ell] \). We first note that (10) implies \( \tilde{V}_\ell S_\ell^{-1} \pi_\ell^T = \Pi_{k=1}^{\ell-1}(W_k D_k)W_\ell \) and therefore we obtain the relation

\[
\tilde{V}_{\ell+1} = \Pi_{k=1}^{\ell-1}(W_k D_k)W_{\ell+1} \pi_{\ell+1} S_{\ell+1} = \Pi_{k=1}^{\ell-1}(W_k D_k)W_{\ell+1} \pi_{\ell+1} S_{\ell+1} \tag{11}
\]

Furthermore, since \( \tilde{V}_\ell \) has independent columns we have \( \tilde{V}_\ell^T \tilde{V}_\ell = \text{Id}_{m_\ell} \) and from (11) we derive the identity \( \tilde{V}_{\ell+1}^T (\tilde{V}_\ell^T)^T = S_{\ell+1} \pi_{\ell+1} W_{\ell+1} D_{\ell+1} \pi_\ell S_\ell^{-1} \). Then, using the definition \( \tilde{W}_{\ell+1} \) and the identity for \( \tilde{V}_{\ell+1}^T (\tilde{V}_\ell^T)^T \), the output of layer \( \ell + 1 \) can be written as

\[
\tilde{y}[\ell+1] = g(W_{\ell+1} \tilde{V}_\ell y[\ell] + \tilde{\tau}_{\ell+1}) = g(S_{\ell+1}^{-1} \tilde{V}_{\ell+1} (\tilde{V}_\ell^T)^T S_\ell^T D_\ell^{-1} y[\ell] + \tilde{\tau}_{\ell+1}) = g(S_{\ell+1}^{-1} \tilde{V}_{\ell+1} W_{\ell+1} D_{\ell+1} \pi_\ell S_\ell^{-1} y[\ell] + \tilde{\tau}_{\ell+1}) = g(\pi_{\ell+1}^T W_{\ell+1} D_{\ell+1} \pi_\ell D_\ell^{-1} y[\ell] + \tilde{\tau}_{\ell+1}).
\]

Furthermore, by the induction hypothesis we have \( \tilde{y}[\ell] = \pi_\ell^T y[\ell] \). Using additionally \( \pi_\ell D_\ell^{-1} \pi_\ell^T = D_\ell^{-1} \), it follows that

\[
\tilde{y}[\ell+1] = g(\pi_{\ell+1}^T W_{\ell+1} D_{\ell+1} \pi_\ell D_\ell^{-1} y[\ell] + \tilde{\tau}_{\ell+1}) = g(\pi_{\ell+1}^T W_{\ell+1} y[\ell] + \pi_{\ell+1}^T \tau_{\ell+1}) = \pi_{\ell+1}^T y[\ell+1].
\]

\[\square\]

3  Reconstruction pipeline based on entangled weight vectors

In this section we present the numerical approach for reconstructing a network function \( f : \mathbb{R}^D \rightarrow \mathbb{R}^{m_L} \) of pyramidical shape, i.e., which satisfies \( D = m_0 \geq \ldots \geq m_L \). Based on Proposition 3, the function \( f \) can be reparametrized using few parameters when having access to scaled and possibly column-permuted entangled weight matrices \( V_1(x^\ast), \ldots, V_L(x^\ast) \) for some \( x^\ast \in \mathbb{R}^D \). This motivates the splitting of the problem into two phases, where the first phase aims at identifying entangled weight matrices \( V_1(x^\ast), \ldots, V_L(x^\ast) \) (or rather scaled and permuted versions thereof as in Eqn. 10), and the second phase recovers the remaining scale information and shift parameters using vanilla gradient descent for a least squares fit. Although gradient descent is still employed as in standard backpropagation, we stress that the least squares problem involves much fewer free parameters and, more importantly, will be fed with a priori computed entangled weight information. As shown in the experiments, the subsequent gradient descent step converges fairly
quickly to a network which is uniformly close to $f$, contrary to using backpropagation for learning the network entirely from scratch.

Recovering $V_1(x^*), \ldots, V_L(x^*)$ in the first phase of the pipeline is done via a three-step algorithm. The first step, called Building the context, approximately identifies the subspace

$$W := \text{Span} \left\{ v_i^{[\ell]}(x^*) \otimes v_i^{[\ell]}(x^*) \mid i = 1, \ldots, m_\ell, \, \ell = 1, \ldots, L \right\}$$  \hspace{1cm} (12)$$

spanned by outer products of entangled weight vectors by leveraging that Hessians expose these vectors, see Proposition 2. The second step, called Weight recovery, recovers the spanning elements $\{v_i^{[\ell]}(x^*) \mid i \in [m_\ell], \ell \in [L]\}$ within $W$ using a suitably defined nonconvex program. Finally, since layer assignment information for each recovered weight is lost when working with the subspace $W$, the last step, Weight assignment, assigns each recovered weight to the corresponding layer.

Let us provide additional details for each of the four algorithmic steps in the following.

3.1 Building the context

The starting point for approximating the subspace $W$ is the structure of the Hessians as in Proposition 2

$$\nabla^2 f_p(x) = \sum_{\ell=1}^L V_\ell(x) S_p^{[\ell]}(x) V_\ell(x)^\top,$$  \hspace{1cm} (13)$$

which makes explicit that entangled weights $V_1(x), \ldots, V_L(x)$ are naturally exposed by differentiation. In the case of shallow networks, i.e., for $L = 1$, we have only $V_1(x) = W_1$ and we can exactly recover $W$ by taking the span of ca. $m_1$ linearly independent Hessian matrices of $f$: more precisely, when sampling $N_H \approx m_1/m_L = 1$ locations $X_1, \ldots, X_{N_H}$ at random, e.g., uniformly from the unit sphere, for generic networks the resulting Hessians $\nabla^2 f_1(X_1), \ldots, \nabla^2 f_{m_L}(X_{N_H})$ are linearly independent with high probability. Furthermore, if we only have access to point queries of the network, Hessians can be instead approximated by finite difference approximations $\Delta^2 f_p(x) \approx \nabla^2 f_p(x)$, thus incurring a small error while approximating $W$, depending on the finite difference stepsize $\epsilon$. We refer to [23] for further details on the shallow network case.

Judging by the structure of entangled weights for $\ell \geq 2$ and their dependence on the location $x$ in Proposition 2 for $L \geq 2$ we cannot expect the Hessians to lie precisely on a space spanned by the same rank-1 matrices. As a consequence, the Hessians can not be expected to be contained in $W$ anymore, except of course for the Hessians $\nabla f_1(x^*), \ldots, \nabla f_{m_L}(x^*)$ whose corresponding entangled weights span $W$. However, by examining the entangled weights more closely, we can derive the Lipschitz continuity of the matrix valued functions $x \mapsto V_\ell(x), \, \ell \in [L]$, with Lipschitz constant depending on the network’s complexity (Lemma 6), so that Hessians still concentrate around the subspace $W$ for $x$’s concentrating around $x^*$. This motivates to first sample $N_H \approx (m_1 + \ldots + m_L)/m_L$ locations $X_1, \ldots, X_{N_H}$ from a measure $X \sim \mu_X$ with $EX = x^*$ and which also concentrates tightly around $x^*$. Then one approximates the subspace $W$ as the span of the

---

**Algorithm 1: Building the context**

**Input:** Neural network $f : \mathbb{R}^D \to \mathbb{R}^{mL}$ with layers of width $m_1, \ldots, m_L$, number of locations $N_H$, probability distribution $\mu_X$ with $E_X \sim \mu_X X = x^*$

1. Draw $x_1, \ldots, x_{N_H}$ independently from $\mu_X$
2. Build submatrices $\hat{M}_p = (\text{vec}(\Delta^2 f_p(x_1))) \ldots (\text{vec}(\Delta^2 f_p(x_{N_H})))$ for $p \in [m_L]$
3. Combine submatrices by joining them along their columns $M = \left( \hat{M}_1 | \ldots | \hat{M}_{m_L} \right)$
4. Perform SVD $\hat{M} = \hat{U} \hat{\Sigma} \hat{V}^\top$ with $\hat{\Sigma}$ in descending order.
5. Let $\hat{U}_1$ store the first $m_1 + \ldots + m_L$ columns of $\hat{U}$ and set $P_{\hat{W}} = \hat{U}_1 \hat{U}_1^\top$

**Output:** $P_{\hat{W}}$
leading \( m_1 + \ldots + m_L \) right singular vectors of the matrices \( M \in \mathbb{R}^{D^2 \times m_LN_H} \) or \( \hat{M} \in \mathbb{R}^{D^2 \times m_LN_H} \) given by

\[
M := (M_1|\ldots|M_{m_L}) \quad \text{with} \quad M_p = (\text{vec}(\nabla^2 f_p(X_1))|\ldots|\text{vec}(\nabla^2 f_p(X_{N_H}))) \in \mathbb{R}^{D^2 \times m_LN_H},
\]

or

\[
\hat{M} := (\hat{M}_1|\ldots|\hat{M}_{m_L}) \quad \text{with} \quad \hat{M}_p = (\text{vec}(\Delta^2 f_p(X_1))|\ldots|\text{vec}(\Delta^2 f_p(X_{N_H}))) \in \mathbb{R}^{D^2 \times m_LN_H},
\]

depending on whether we have access to derivatives or just to point evaluations of the network \( f \).

Instead of using ordinary singular vectors, related to the ordinary principal component analysis, one may also consider more robust procedures \([12,46,72]\). A summary of the procedure is given in Algorithm 1 whose theoretical analysis is postponed to Section 5 (see Theorem 4 for the main result).

Notice that we have thus far not specified the distribution \( \mu_X \), in particular the choice of \( x^* \) and the level of concentration. The location \( x^* \) is best chosen as a point, where the network \( f \) has much second order information, i.e., where \( \nabla^2 f(x) \) for \( x \approx x^* \) is sufficiently rich to allow for recovering the subspace \( \mathcal{W} \). For instance, if the network has fairly small first layer shifts \( \tau_1 \approx 0, x^* = 0 \) seems to be a suitable choice. Furthermore, the recnetred distribution \( X - x^* \) should have small sub-Gaussian norm of order \( \approx 1/\sqrt{D} \), motivating for instance the generic choice \( \mu_X = R \cdot \text{Unif}(S^{D-1}) \) for small \( R > 0 \). Furthermore, if \( m_1 \ll D \), which implies the network is active only on a small subspace of \( \mathbb{R}^D \), we can first identify the active subspace, see eg. \([21,23]\), and then view the network as a function \( f : \mathbb{R}^{m_1} \to \mathbb{R}^{m_L} \) instead.

### 3.2 Weight recovery

In the second step we use the output of Building the context, which is the subspace \( \hat{\mathcal{W}} \approx \mathcal{W} \) with corresponding orthoprojector \( P_{\hat{\mathcal{W}}} \approx P_{\mathcal{W}} \), to approximately recover the spanning rank-one matrices of the subspace \( \mathcal{W} \). Recalling the definition of \( \mathcal{W} \) in \([12]\), these are precisely outer products of entangled \( v_i^{(l)}(x^*) \), thus the recovery of the spanning rank-one matrices yields the entangled weights. We stress that we lose sign and scale information by working only with the subspace information \( \mathcal{W} \), which is however unproblematic in light of the reparametrization result in Proposition 3.

To describe how we approach the recovery problem, let us first assume we have access to the exact subspace \( \mathcal{W} \). The key property, which allows for recovering its spanning elements, is that they are uniquely identifiable by being matrices of rank one within \( \mathcal{W} \). More precisely, we can first observe that any global maximizer of the nonconvex program

\[
\max_{\|u\| \leq 1} \Phi(u) := \|P_{\mathcal{W}}(u \otimes u)\|_F^2,
\]

must be a rank-one matrix in the subspace \( \mathcal{W} \). The program \([14]\) has been considered implicitly in \([21]\) Lemma 16 and Lemma 17] and it has been proposed independently in \([20,36]\) in the context of tensor decompositions and neural networks. The extensive analysis in \([36]\) has shown that under fairly general conditions on the spanning rank-one elements, i.e., the entangled weight vectors, there are no more rank-one matrices in the subspace \( \mathcal{W} \) other than original spanning elements. Hence, we can discover in this way the entangled weights up to scale and sign information within \( \mathcal{W} \) by seeking for global maximizers of the problem \([14]\).

Returning to the case of disposing of an approximating space \( \hat{\mathcal{W}} \approx \mathcal{W} \) only, we thus aim at identifying the entangled weights by searching global maximizers of the perturbed problem

\[
\max_{\|u\| \leq 1} \hat{\Phi}(u) := \|P_{\hat{\mathcal{W}}}(u \otimes u)\|_F^2.
\]

As we will show in Section 6, the program exhibits a certain degree of robustness such that it is still possible to approximately recover the entangled network weights under genericity conditions and even in the presence of a perturbation. However, since the perturbation between \( \hat{\mathcal{W}} \) and \( \mathcal{W} \) is highly structured and not of random type, the recovery guarantees are naturally weaker than in the clean case.
Algorithm 2: Weight recovery

Input: \( P_{\hat{W}} \), stepsize \( \gamma > 0 \), repetitions \( n \), steps \( K \)

1. for \( i = 1 \ldots n \) do
2. \( \tilde{u}_0^i \sim \text{Unif}(S^{D-1}) \)
3. for \( j = 1 \ldots K \) do
4. \( \tilde{u}_j^i = P_{S^{D-1}}(\tilde{u}_{j-1}^i + 2\gamma P_{\hat{W}}(\tilde{u}_{j-1}^i \otimes \tilde{u}_{j-1}^i) \tilde{u}_{j-1}^i) \)
5. end
6. \( u^i \leftarrow \text{sign}(\tilde{u}_K^i) \tilde{u}_K^i \) (sign chosen so that first entry is nonnegative).
7. end

Output: \( u^1, \ldots, u^n \)

So far we have not described how to find global or even local maximizers of either program (14) or (15). We actually can use a simple projected gradient ascent algorithm, which has been recently proposed in [20,36], and starts from randomly sampled \( u_0 \sim \text{Unif}(S^{D-1}) \) and then iterates

\[
u_j = P_{S^{D-1}}(u_{j-1} + 2\gamma P_{\hat{W}}(u_{j-1} \otimes u_{j-1})u_{j-1}), \tag{16}
\]

until convergence (or a convergence criteria is met). Here, \( \gamma > 0 \) is a gradient step-size. The analysis in [36] shows that the algorithm almost surely avoids saddle points when being randomly initialized, and thus always converges to a local maximizer of (15). In Section 6 we complement the analysis in [36] by providing a stability analysis about local maximizers of the functional \( \Phi \) and \( \hat{\Phi} \), which justifies our use of the method even in case of a perturbed subspace.

Running iteration (16) ideally returns a single entangled weight up to sign and scale (or an approximation thereof). To recover all entangled weights, we run the iteration several times, say \( n = m \ln m + \gamma m + \mathcal{O}(1/m) \) times, see, e.g., [33, Section 8.4], for \( m = \sum_{\ell=1}^L m_\ell \), with randomly sampled initializations \( u_0^i \sim \text{Unif}(S^{D-1}) \). We describe this multiple iteration in Algorithm 2. As clarified in the next section the resulting set \( \{u^1, \ldots, u^n\} \) returned by Algorithm 2 is clustered into \( m = \sum_{\ell=1}^L m_\ell \) groups using the kMeans++ algorithm. The corresponding cluster centers are then used as approximations to the recovered entangled weight vectors.

This concludes the description of the provable recovery of the entangled weights, see Section 5 and Section 6 for the corresponding theoretical analysis. The sections to follow are included in order to offer a context to our theoretical results and to show the relevance of entangled weights for the problem of the robust identification of networks. However, for some of the observed numerical evidences reported below we do not dispose yet of theoretical justifications, which are in the course of investigation. We will list them in Section 7 as open problems.

3.3 Weight assignment

The previous step yields a number of potential entangled weights denoted by \( u^1, \ldots, u^n \). In the assignment step we need to build out of \( u^1, \ldots, u^n \) an approximating representative for each entangled weight and we need to assign to each approximated entangled weight the corresponding layer inside the network.

The method sketched below is designed to work for networks with sigmoidal activations, incoherent weights of similar length, and, quite importantly, several output neurons. It is devised to distinguish the first and last layer from the inner layers, which means the assignment is only complete for networks up to three layers. In what follows, it is necessary to know the number of neurons in each layer to perform the assignment, which implicitly reveals the number of layers as well. Inferring the correct network architecture from network queries is an interesting topic for the future.

As already mentioned, our starting point is a set of approximations of entangled weights. From this point the assignment can be separated into three distinct steps:
Algorithm 3: Clustering

Input: Approximations of entangled weights $u^1, \ldots, u^n$, number of neurons $m$

1 begin
2 Run kMeans on $\{u^1, \ldots, u^n\}$ with $m$ clusters centers
3 Denote those clusters centers by $\tilde{v}^1, \ldots, \tilde{v}^m$
4 end

Output: $\tilde{v}^1, \ldots, \tilde{v}^m$

1. **Clustering** the vectors $u^1, \ldots, u^n$ so that we distill one approximation per entangled weight, which we will call $\tilde{v}^1, \ldots, \tilde{v}^m$ where $m = \sum_{\ell=1}^L m_\ell$ is the number of neurons in the network.

2. **Detecting the first layer** by comparing the squared outer product of the entangled weights, $\tilde{v}^i \otimes \tilde{v}^i, \ldots, \tilde{v}^m \otimes \tilde{v}^m$, to Hessians of the network function.

3. **Detecting the last layer** can be done by re-applying the idea that was already used during the recovery step. A neural network with $m_L$ outputs can be viewed as $m_L$ networks with $m_L - 1$ outputs, by omitting a single output at a time. We use the fact that the entangled weights corresponding to the last layer do not appear in $m_L - 1$ of those networks, as opposed to the entangled weights from previous layers, which in principle are shared between all sub-networks.

Let us now detail how these steps are in fact practically realized.

Clustering. Assuming the approximations $u^1, \ldots, u^n$ are close to the actual entangled weights and every entangled weight was found at least once, then any classic clustering algorithm like kMeans will solve this task. Primarily, because the entangled weights are well separated from each other in our setting, in view of incoherence assumptions. The sign ambiguity can be dealt with by projecting all approximations on one part of the half sphere, as described already in Algorithm 2. This clustering step is summarized in Algorithm 3.

Algorithm 4: Detecting the first layer

Input: Network $f$, approximations of entangled weights $\tilde{v}^1, \ldots, \tilde{v}^m$, number of Hessians $N$, input distribution $\mu_X$, number of neurons in first layer $m_1$

1 begin
2 Draw $x_1, \ldots, x_N$ i.i.d from $\mu_X$
3 for $i = 1 \ldots m$ do
4 \hspace{1em} Compute $\text{Sim}_1(\tilde{v}^i, \mathcal{H}(\mu_X, N))$
5 end
6 Let $i_1, \ldots, i_{m_1}$ denote the $m_1$ indices maximizing $i \mapsto \text{Sim}_1(\tilde{v}^i, \mathcal{H}(\mu_X, N))$
7 end

Output: Return $\tilde{v}^{i_1}, \ldots, \tilde{v}^{i_{m_1}}$ as the set of entangled weights to the first layer

Detecting the first layer. The Hessians of the $p-$th output neuron is of the type

$$\nabla^2 f_p(x) = V_1(x)S^{[1]}(x)V_1(x)^T + \sum_{\ell=2}^L V_\ell(x)S^{[\ell]}(x)V_\ell(x)^T.$$ 

The weights of the first layer $V_1(x) = V_1 = W_1$ do not actually depend on $x$ and will contribute to any subspace $W$ independently of the choice of $x^*$. All remaining weights appearing in the sums depend on the input $x$ and it is only due to concentration of measure when combining several Hessians that we are able to recover the entangled weights of deeper layers. Hence, we can choose $x$, so that we can sample Hessians in a way which uncorrelates $v_i^{[\ell]}(x)$ from the corresponding
Algorithm 5: Detecting the last layer

Input: Projection matrices \( P_{-1}, \ldots, P_{-m_L} \), approximations of entangled weights \( \tilde{v}^1, \ldots, \tilde{v}^m \), number of neurons in last layer \( m_L \)

\[
\begin{align*}
\text{begin} \\
\quad \text{for } i = 1 \ldots m_L \text{ do} \\
\quad \quad \text{Compute } \text{Sim}_L(i) := \langle 1_{m_L}, S_i / \| S_i \|_2 \rangle, \text{ where } S_i \text{ is the } i\text{-th column of } S \\
\quad \text{end} \\
\quad \text{Let } i_1, \ldots, i_{m_L} \text{ denote the } m_L \text{ indices minimizing } i \mapsto \text{Sim}_L(i) \\
\text{end} \\
\text{Output: Return } \tilde{v}^{i_1}, \ldots, \tilde{v}^{i_{m_L}} \text{ as the set of entangled weights of the last layer}
\end{align*}
\]

entangled weight \( v^{L}_{p}(x^*) \). This uncorrelation can be obtained by drawing independently the inputs \( x_1, \ldots, x_N \) according to a suitably chosen distribution \( \mu_X \), for example the uniform distribution on the sphere, this time with large radius \( R \gg 0 \). Then, in order to detect \( V_1 = W_1 \), we look for those approximated entangled weights, which have the largest correlation to the Hessians of \( R \) on the sphere, with large radius \( p \).

### Detecting the last layer

Given a network \( f : \mathbb{R}^D \rightarrow \mathbb{R}^{m_L} \), let \( f_{-p} : \mathbb{R}^D \rightarrow \mathbb{R}^{m_L-1} \) denote the subnetwork consisting of all but the \( p \)-th output. Furthermore, define the corresponding subspace \( W_{-p} \) as in (12) for \( f_{-p} \) (i.e. without the outer product \( v^{L}_{p}(x^*) \otimes v^{L}_{p}(x^*) \)), and let \( P_{-p} := P_{W_{-p}} \) be the orthoprojector constructed according to Algorithm 1 for the network \( f_{-p} \).

Under the assumption that all shared weights in layers 1 to \( L-1 \) can be recovered reasonably well from any subnetwork \( f_{-p} \), \( p \in [m_L] \), we expect all but one outer product \( \tilde{v}^1 \otimes \tilde{v}^1, \ldots, \tilde{v}^m \otimes \tilde{v}^m \) to be highly correlated with the subspace \( \tilde{W}_{-p} \). The remaining candidate, which is not correlated with \( \tilde{W}_{-p} \), corresponds to the matrix \( v^{L}_{p}(x^*) \otimes v^{L}_{p}(x^*) \), i.e., to the \( p \)-th entangled weight relative to the last layer.

Algorithmically, we leverage the observation by first computing a score matrix \( S \in \mathbb{R}^{m_L \times m} \), where \( S_{p,i} := \| P_{-p}(\tilde{v}^i \otimes \tilde{v}^i) \|_F \). Then, we normalize the columns of the matrix to norm one (this improves the robustness of the approach if some weights have not been identified well in the recovery step) and identify the \( m_L \) columns of \( S \), which have the smallest correlation with the all-ones vector \( 1_{m_L} \), see Algorithm 5.

We note that the proposed approach can re-use the Hessian matrices sampled in the Step ‘Building the context’, so no resampling and additional hyperparameter tuning is required. Furthermore, if the first layer is detected prior to the last layer, we can remove the corresponding weights from candidate list \( \tilde{v}^1, \ldots, \tilde{v}^m \), leaving \( m - m_1 \) potential candidates. Lastly we add that the approach allows identification of the ordering of weights in the last layer, which will be an important asset in the ‘Network completion’ step described next.

### 3.4 Network completion

Assume now that we have recovered approximations \( \tilde{V}_1, \ldots, \tilde{V}_L \) to the matrices

\[
V_{\ell} = \prod_{k=1}^{\ell-1} (W_k G_k(x^*)) W_{\ell} \pi_{\ell} S_{\ell} \in \mathbb{R}^{D \times m_{\ell}}, \quad \ell \in [L],
\]
where the diagonal matrix $S_\ell$ accounts for missing sign and scaling information in the entangled weight recovery, and $\pi_\ell$ is a permutation matrix accounting for missing order information in each layer $\ell \in [L]$. According to Proposition 5 there remain only $O(m_1 + \ldots + m_L)$ unidentified parameters for reverting the “entanglement” of the weights and identifying the network $f$.

Let $D_m$ denote the set of $m \times m$ diagonal matrices and define the parameter space $\Omega := \Pi_{\ell=1}^L (\mathbb{R}^{m_\ell} \times D_{m_\ell} \times D_{m_\ell}^T) \times \mathbb{R}^{m_L \times m_L}$. Any choice of parameters $\omega = ((\tau_\ell, T_\ell, R_\ell)_{\ell \in [L-1]}, \tilde{\tau}_L, T_L) \in \Omega$ induces an $L$-layer network $f : \mathbb{R}^D \rightarrow \mathbb{R}^m$ defined by weight matrices $\tilde{W}_1 = T_1 V_1$, $\tilde{W}_{\ell+1} = T_{\ell+1} V_{\ell+1}^{\top} (\tilde{V}_\ell)^\dagger R_\ell$, $\ell \in [L-1]$, and shifts $\hat{\tau}_1, \ldots, \hat{\tau}_L$. Furthermore, by Proposition 3 we know that the parameter choice $T_\ell = S_\ell^{-1}$, $R_\ell = S_\ell^{\top} G_\ell (x^*) \pi_\ell$, and $\tilde{\tau}_\ell = \pi_\ell^{\top} \tau_\ell$ recovers the function $\pi_L^{\top} \circ f$, i.e., a permutation of the output of the original network $f$. This motivates to reconstruct the network $f$ by fitting the parameters $\omega$, respectively the induced function $\tilde{f}$, to a set of input-output queries $\{(X_i, Y_i) : i \in [N_f]\}$ of the network $f$, where $Y_i = f(X_i)$ and $X_i \sim \mathcal{N}(0, \frac{1}{2} I_d D)$, by using a standard mean-squared error objective. The parameter fitting can be formulated as solving the least squares problem

$$\min_{\omega \in \Omega} J(\omega) := \sum_{i=1}^{N_f} \left\| \pi_L^{\top} Y_i - \tilde{f}(X_i; \omega) \right\|^2. \quad (18)$$

We note that the unknown correct permutation $\pi_L$ of the last layer can be computed using the information gathered in the detection of the last layer, see Algorithm 5 and the accompanying discussion. Alternatively, we can also add an unknown permutation for the last layer as an additional optimization variable. We note that due to the identification of the entangled weights and deparametrization of the problem, $\dim(\Omega) = 3 \sum_{\ell=2}^L m_\ell + 2 m_1$, which implies that the least squares has significantly fewer free parameters compared to the number

$$m_1 \cdot D + m_1 + \sum_{\ell=2}^L (m_{\ell-1} \cdot m_\ell + m_\ell)$$

of original parameters of the entire network. Hence, the preliminary work in this algorithmic pipeline greatly reduces the complexity of the problem with respect to the usual effort of fitting all parameters at once by means of a backpropagation. More importantly, we empirically observe that this last optimization yields overwhelmingly accurate uniform approximation of $\tilde{f}$, as soon as the matrices $V_\ell$ are sufficiently well approximated, see Figure 8. This surprising phenomenon may be perceived in contrast to recent results, which state that overparameterization is beneficial for training by gradient descent [17]. We do not present yet here theoretical guarantees of this last empirical risk minimization. Nevertheless its success can be explained - at least locally - by (nested) linearizations of the mean-squared error [18] around the correct parameters and by showing that the linearization is actually uniquely and stably solvable for some probabilistic models of the parameters, see [18] for related techniques. We postpone the detailed analysis to a follow up paper.

4 Numerical validation of the pipeline

In this section we numerically verify the proposed identification pipeline by extensive experiments. We cover all substeps of the pipeline, allowing us to demonstrate and discuss the precise practical realization of the approach. Let us first briefly introduce the considered network architectures and discuss some hyperparameter choices in the experiments. A summary of all hyperparameters with default choices involved in the pipeline can also be found in Table 1.
Network architectures. Throughout our experiments we consider network architectures with depths \( L \in \{2, \ldots, 5\} \), tanh-activation function, and varying number of total neurons \( m = m_1 + \ldots + m_L \). We introduce a shape parameter called contraction factor \( c \in (0, 1] \), which describes the decrease in the number of neurons from layer to layer, except for the last layer, so that each network is specified by parameters \((D, L, m_L, m, c)\). Some exemplary networks with different contraction factors are shown in Figure 2. In all experiments we sample parameters of the network at random, using \( W_{\ell} \sim \text{Unif}(S^{m_{\ell-1}}) \) for weights and \((\tau_{\ell})_i \sim \mathcal{N}(0, 0.05)\) for shifts. Analyzing random networks ensures that all network weights are actually being used in the output, respectively in its Hessian matrices, so that there is a reasonable hope to fully recover entangled weights and the original network function. Furthermore, randomly sampled weights are generically incoherent, which is a key requirement of successful rank-one recovery in \( \mathcal{W} \), according to the theory in Section 6. We note that our results empirically further improve if random weights are replaced by orthogonal weight matrices \( W_1, \ldots, W_L \) (the latter case is not shown for the sake of brevity), indicating that an increased level of weight incoherence is beneficial to the accuracy of the proposed algorithms.

Hessian computation. The error induced by using finite difference approximations of Hessians instead of exact Hessians is, to our experience, negligible for the subspace approximation, weight recovery, and weight assignment step. Since symbolic differentiation is computationally faster and less memory-intensive, we therefore conducted the experiments presented in Section 4.1 - 4.2 using symbolic differentiation in order to show a wide range of scenarios and parameter choices.

The accuracy of the last pipeline step, ‘Network completion’, is influenced by the approximation error of entangled weights. Therefore, the experiments in Section 4.3 are performed using finite difference approximations of Hessians. Specifically, for a network \( f : \mathbb{R}^D \rightarrow \mathbb{R}^{m_L} \) we use

\[
\Delta^2 f_p(x)_{ij} = \frac{f_p(x + \epsilon e_i + \epsilon e_j) - f_p(x + \epsilon e_i - \epsilon e_j) - f_p(x - \epsilon e_i + \epsilon e_j) + f_p(x - \epsilon e_i - \epsilon e_j)}{4\epsilon^2}
\]

for \( i, j \in [D], p \in [m_L] \) and step-size \( \epsilon = 0.001 \). Here, \( e_i \) denotes the \( i \)-th standard basis vector.

Hyperparameters. Each step of the pipeline requires to specify a few hyperparameters, some of which are important to achieve a good performance. Let us briefly discuss those in the following.

For approximating the subspace \( \mathcal{W} \) we have to specify a distribution \( \mu_{\mathcal{X}} \), so that the corresponding Hessian matrices \( \nabla^2 f(X), X \sim \mu_{\mathcal{X}} \), carry sufficient information to detect \( \mathcal{W} \). In all experiments we use the generic choice \( \mu_{\mathcal{X}} = R \cdot \text{Unif}(S^{D-1}) \) for small radius \( R > 0 \), so that \( X \) tightly concentrates around the origin \( x^* = 0 \). This choice is reasonable because the networks considered in our experiments have first layer shifts \( \tau_1 \) concentrating around zero, and thus we expect the Hessians \( \nabla^2 f(X) \) sampled around the origin to carry much information. The second
the choice µτ detecting the first layer. Recalling that the analyzed networks have small first layer shifts γ
We use γ the step size K Algorithm 2. Since the computational burden of this step is relatively small, we choose
n improves if we increase the number of random initializations
performance, see also Theorem 4.
Hessians to compute the similarity measure defined in (17).
We note that choosing N independent Hessians. We refer to parameters related to the network architecture, Step 1-4 refer to the four steps of the
algorithmic pipeline, and ‘Comparison with backprop training via SGD’ lists parameters for standard backpropagation via stochastic gradient descent (SGD). A single value in (·)-brackets is the default hyperparameter that is used in all experiments. Otherwise, we list ranges which are tested in experiments.

parameter involved in approximating the subspace W is the number of Hessians NH, which we choose in the order of \(O(m/m_L)\) per output node, so that we generically have at least \(m\) linearly independent Hessians. We note that choosing \(N_H\) larger than that does not further benefit the performance, see also Theorem 3.

The performance of recovering the entangled weights within the approximated subspace \(\hat{W}\) improves if we increase the number of random initializations \(n\) and gradient ascent steps \(K\) in Algorithm 2. Since the computational burden of this step is relatively small, we choose \(n = 10000\) and \(K = 15000\) throughout. The performance seems robust with respect to moderate choices of the step size \(\gamma\), as long as very small \(\gamma\) is compensated with a perhaps larger number of steps \(K\). We use \(\gamma = 1.5\) in all experiments.

For the layer assignment of the entangled weights, we again have to specify a distribution for detecting the first layer. Recalling that the analyzed networks have small first layer shifts \(\tau_1 \approx 0\), the choice \(\mu_X = 20\sqrt{D} \cdot \text{Uni}(S^{D-1})\) works reasonably well. Furthermore, we used \(N = 400\) Hessians to compute the similarity measure defined in (17).

The remaining parameters are either discussed in the respective subsections below, or have default values that can be found in Table 1.

### 4.1 Recovering entangled weights

In this part we focus on the first two steps of the pipeline, which deal with approximating the subspace \(\mathcal{W}\) as in [12], and recovering the entangled weights at \(x^* = 0\) from \(\mathcal{W}\) by their rank-one property. Since we can not recover scale information by the proposed algorithm, we define the normalized weights by

\[\hat{v}_i^\ell(0) := \frac{v_i^\ell(0)}{\|v_i^\ell(0)\|_2}\]

for \(i \in [m], \ell \in [L]\). To evaluate our results, we report the following metrics.

1. The subspace distance \(\|P_\mathcal{W} - P_\hat{\mathcal{W}}\|_F/\sqrt{m}\), where we scale the error by \(\sqrt{m}\) since \(\dim(\mathcal{W}) = m\).
2. Denoting \(B_r^D(x) = \{x' \in \mathbb{R}^D : \|x - x'\|_2 \leq r\}\), we define the recovery rate of the entangled

| Table 1: Summary of all hyperparameters for the numerical experiments. ‘Network architectures’ refers to parameters related to the network architecture, Step 1-4 refer to the four steps of the algorithmic pipeline, and ‘Comparison with backprop training via SGD’ lists parameters for standard backpropagation via stochastic gradient descent (SGD). A single value in (·)-brackets is the default hyperparameter that is used in all experiments. Otherwise, we list ranges which are tested in experiments. |
|-----------------|-----------------|
| Network architectures | Step 1 (see Algorithm [1]) |
| \(D\): ambient dimension (in \(\mathbb{N} \cap [50, 150]\)) | \(\mu_X\): distribution for Hessians (\(R\text{Uni}(S^{D-1})\)) |
| \(L\): number of layers (in \([2, 3, 4, 5]\)) | \(R\): radius in \(\mu_X\) (0.01 unless indicated in Figure) |
| \(m\): total number of neurons (in \(\mathbb{N} \cap [50, 150]\)) | \(N_h\): number of sampled Hessians (max. \(20\sqrt{m/m_L}\)) |
| \(m_o\): number of output neurons (in \(\mathbb{N} \cap [4, 10]\)) | \(c\): step size finite difference approximation (0.001) |
| \(c\): network contraction factor (in \([0.25, 0.5, 0.75, 1.0]\)) | \(x^*\): expectation of \(\mu_X\) (0) |

| Step 2 (see Algorithm [2]) | Step 3 (see Algorithms [3]-[5]) |
|-----------------|-----------------|
| \(\gamma\): gradient ascent step size (1.5) | Alg. 3: number of cluster centers (\(m\)) |
| \(K\): number of steps (15000) | Alg. 4: \(\mu_X\): distribution for Hessians (\(20\sqrt{D}\text{Uni}(S^{D-1})\)) |
| \(n\): number of random initializations (10000) | Alg. 4: \(N\): number of Hessians (400) |

| Step 4 (network completion if using GD) | Step 4 (network completion or comparison with SGD) |
|-----------------|-----------------|
| learning rate (0.025) | learning rate (0.01) |
| \(N_f\): number of samples in \([1000, 10000]\) | number of samples (\(D^2m\)) |
| batch size: all | batch size (\(10^4\)) |
weights as
\[
\text{Recov}(u^1, \ldots, u^n) := \frac{\# \left\{ \left( x_i^{[\ell]}(0) \right) \mid i \in [m_L], \ell \in [L] \right\} \cap \left( \bigcup_{k \in [n], s \in \{-1,1\}} B^{D_{0.05}}(su^k) \right) \}}{m_D}.
\]

3. The rate of false positives, i.e., the fraction of \(u^1 \ldots u^n\) which is not contained in a Euclidean ball of radius 0.05 around any \(\pm v_i^{[\ell]}\). Denoting \(A^c\) as the complement of a set \(A\), we define
\[
\text{FalsePos}(u^1, \ldots, u^n) := \frac{\# \left( \{u_1, \ldots, u^n\} \cap \left( \bigcup_{i \in [m_L], \ell \in [L], s \in \{-1,1\}} B^{D_{0.05}}(sv_i^{[\ell]}(0)) \right)^c \}}{n_D}.
\]

Exploring different architectures by varying \(L, c, \text{and } m\). We fix \(D = 100, m_L = 10\) and consider combinations of number of neurons \(m \in \{200, 300, \ldots, 1500\}\), contraction factor \(c \in \{0.25, 0.5, 0.75, 1\}\), and network depth \(L \in \{2, 3, 4\}\). Furthermore, we consider different distributions \(\mu_X\) by varying \(R \in \{0.001, \ldots, 10\}\). Figures 3 - 5 report the recovery results using the above introduced metrics and show an overall convincing performance of the method for \(R \in (0.01, 1.0)\). Specifically, Figures 4 - 5 show that we recover all \(m\) neurons with high empirical probability if \(m < 1000\) without suffering any false positives, while approximating the subspace \(W\) well. Considering the experiments with \(R = 10\), a mistuned radius still allows for recovering many entangled weights while suffering a rather small fraction of false positives, at least in cases \(L \in \{2, 3\}\). This is rather surprising and indicates a degree of robustness of our approach, because we are not expecting much concentration of entangled weights \(v_i^{[\ell]}(x)\) around \(v_i^{[\ell]}(x^*)\) for such a choice of \(\mu_X\).

A phase transition of all tracked metrics can be observed at around \(m = 1000\) neurons. It seems that fewer layers and low contraction factor \(c\) are beneficial for the recovery, but the effect is almost negligible. As we discuss extensively in the next part, the tipping point \(m = 1000\) is related to input and output dimension (here \(D = 100\) and \(m_L = 10\)).

Varying input and output dimensions \(D\) and \(m_L\). We now fix \(R = 0.01, c = 0.5\), and test different input and output dimensions \(D\) and \(m_L\), as well as different numbers of neurons \(m\). The results, presented in Figures 6 - 7, show that \(D\) and \(m_L\) have a much stronger influence on the recovery results compared to the number of layers \(L\) or the shape parameter \(c\) as discussed in the previous paragraph. Namely, by increasing \(D\) and \(m_L\), we observe a significant increase of the empirical probability of perfect recovery up to a number of neurons prescribed roughly by the threshold \(m \approx D \times m_L\).

Based on our theoretical understanding from Section 5, the strong influence of \(D\) and \(m_L\) can be attributed mainly to two factors. First, for increasing \(D\), the same number of entangled weights become increasingly incoherent, which plays beneficial towards both the subspace approximation and for performing weight recovery within \(W\) by the subspace power method. Second, increasing \(m_L\) effectively adds additional channels to the network output and thus increases the information contained in the Hessian distribution \(\nabla^2 f(X), X \sim \mu_X\). Intuitively, we can think that each weight may or may not contribute to an output \(f_p\) at points sampled from distribution \(\mu_X\), but the likelihood that it does not contribute (or contribute a small amount) to all \(m_L\) outputs decreases rapidly when increasing \(m_L\). Therefore, adding network outputs while sharing many of the network weights (up to layer \(L\)), greatly benefits the weight identification.

4.2 Weight assignment

We now test the Algorithms 3 - 5 to assign the output of Algorithm 2 to three different classes, representing first layer weights, last layer weights, and inner layer weights. Recall that the clustering step in Algorithm 5 reduces the candidates \(\{u^1, \ldots, u^n\}\), obtained in the previous step, to \(m\) vectors \(\tilde{v}^1 \ldots \tilde{v}^m\), which ideally correspond to the entangled network weights. We denote by \(\mathcal{V}_k\) a subset of \(\{\tilde{v}^1 \ldots \tilde{v}^m\}\) containing \(m_1\) weights assigned to the first layer by Algorithm
Figure 3: Approximation error of the matrix space measured by the distance of the projections for different architectures and input distributions.

Figure 4: The percentage of overall recovered entangled weights for different architectures and input distributions.
Figure 5: The false positive rate of our recovery for different architectures and input distributions.

Figure 6: Ratio of recovered weights for different input/output dimensions.
and by \( \mathcal{V}_L \) a subset of \( \{ \tilde{v}^1 \ldots \tilde{v}^m \} \setminus \mathcal{V}_1 \) containing \( m_L \) weights assigned to the last layer by Algorithm 5. For a fixed network \( f \) with length normalized entangled weights \( \tilde{v}^i_j(x^*) \), we report the error measures

\[
E_1 := \max_{\tilde{v} \in \mathcal{V}_1} \min_{j \in [m_1], s \in \{-1, 1\}} \left\| s\tilde{v}^{[1]}_j(x^*) - \tilde{v} \right\|_2, \quad \text{and} \quad E_L := \max_{\tilde{v} \in \mathcal{V}_L} \min_{j \in [m_L], s \in \{-1, 1\}} \left\| s\tilde{v}^{[L]}_j(x^*) - \tilde{v} \right\|_2,
\]

corresponding to the worst-case \( \ell_2 \)-error of any of the assigned weights to a corresponding true normalized entangled weights. For all considered networks we have \( m_L = 10 \) outputs and input dimension \( D = 50 \). Furthermore, we analyze a variety of different architectures such as \( m_1 \in \{100, \ldots, 200\} \) and \( m_2 = m_L = 10 \) for two layer networks (note that the contraction factor does not matter in this case), over to \( m_1 = 50, m_2 = 50, m_3 = m_L = 10 \) (number of neurons 100 and \( c = 1 \)) or \( m_1 = 125, m_2 = 75, m_3 = m_L = 10 \) (number of neurons 200, \( c = 0.6 \)) for three layer nets, or \( m_1 = 68, m_2 = m_3 = 66, m_4 = m_L = 10 \) (number of neurons 200, \( c = 1.0 \)) for four layer nets.

All results reported in Table 2 show near zero \( \ell_2 \)-error and thus indicate that assignment to the first, respectively, last layer based on the proposed procedures is effectively optimal given the output of the the first two steps of the pipeline. The remaining small error is not caused within the assignment step, but is rather due to inaccuracies in the first two steps of the algorithm. According to our experience, the proposed assignment routines typically perform well whenever the first two steps of the pipeline work well, thus implying that assignment to the first and last layer does not present a critical bottleneck of the approach. We also note that the results in Table 2 for 2-layer networks are a substantial improvement over [21], where we introduced other heuristics for weight assignment in 2-layer nets and near orthonormal weight matrices \( W_1, W_2 \). The difference between the procedures is that Algorithm 4 is based on Hessian information, whereas the procedure in [21] only relies on gradient information of the network and saturation effects of the sigmoidal activation function, see [3].
Table 2: Results for the first and last layer weight assignment using Algorithms 3 - 5. Each number equals the worst observed $\ell_2$ error between an approximated weight assigned to the first, respectively, last layer and a true weight in the first, respectively, last layer. The results are averaged over 5 trials. The input dimension equals 50, and the architectures are described by the number of neurons $m$ and the contraction factor $c$. The results consistently show perfect assignment of weights to the first and last layer over various different architectures.

| Contraction c #Neurons m | 2 layers 1.0 | 3 layers 0.6 | 0.8 | 1.0 | 4 layers 0.6 | 0.8 | 1.0 |
|--------------------------|-------------|-------------|-----|-----|-------------|-----|-----|
| 100                      | $E_1$ 0.02  | $E_L$ 0.01  | 0.01 0.01 0.03 0.01 0.02 0.01 | $E_1$ 0.02  | $E_L$ 0.05  | 0.03 0.02 0.03 0.02 0.03 0.02 |
| 120                      | $E_1$ 0.01  | $E_L$ 0.02  | 0.02 0.01 0.02 0.01 0.02 0.01 | $E_1$ 0.02  | $E_L$ 0.02  | 0.03 0.02 0.03 0.02 0.03 0.02 |
| 140                      | $E_1$ 0.02  | $E_L$ 0.02  | 0.02 0.02 0.02 0.02 0.02 0.02 | $E_1$ 0.02  | $E_L$ 0.04  | 0.03 0.02 0.04 0.03 0.03 0.02 |
| 160                      | $E_1$ 0.02  | $E_L$ 0.02  | 0.02 0.02 0.02 0.02 0.02 0.02 | $E_1$ 0.02  | $E_L$ 0.03  | 0.03 0.02 0.03 0.02 0.03 0.02 |
| 180                      | $E_1$ 0.02  | $E_L$ 0.02  | 0.02 0.02 0.02 0.02 0.02 0.02 | $E_1$ 0.02  | $E_L$ 0.03  | 0.03 0.02 0.03 0.02 0.03 0.02 |
| 200                      | $E_1$ 0.02  | $E_L$ 0.02  | 0.02 0.02 0.02 0.02 0.02 0.02 | $E_1$ 0.02  | $E_L$ 0.03  | 0.03 0.02 0.03 0.02 0.03 0.02 |

Figure 8: Minimizing the modified objective (18) with ordinary gradient descent to generate the final network approximation from exact entangled weights. The resulting network converges in parameter space, leading to a uniformly low test (generalization) error.
4.3 Network completion

In this final part we illustrate the benefit of enriching a standard least squares problem, designed to learn the original network function and possibly network parameters, with entangled weight information by means of the reparametrized objective (18). Furthermore, we report full pipeline experiments, where each algorithmic step is performed successively, to assess whether the pipeline allows for identifying the original network function uniformly well. We concentrate on network architectures with input dimension $D = 50$, output dimension $m_L = 10$, and a pyramidal shape $m_1 \geq \ldots \geq m_L$ as specified under ‘Network architecture’ in each figure.

We consider two types of experiments. The first experiment is designed to test the efficiency of the modified objective (18) in isolation, so we assume access to exact entangled weights of a network and we check whether minimizing the objective (18) over parameters $\omega \in \Omega$ allows for uniformly learning the network and its parameters. We use $N_f \in \{10^5, 10^4\}$ training samples, initialize $(\hat{\tau}_\ell)_{\ell \in [L]}$ by 0, and diagonal matrices $(T_{\ell})_{\ell \in [L]}, (R_{\ell})_{\ell \in [L]\setminus\{1\}}$ by identity matrices. We report the relative mean squared error (MSE) and the relative $L_\infty$-error, given by

$$\text{MSE} = \frac{\sum_{i=1}^{N_{\text{test}}} (\hat{f}(Z_i; \omega^*) - Y_i)^2}{\sum_{i=1}^{N_{\text{test}}} Y_i^2}, \quad \text{E}_\infty = \frac{\max_{i \in [N_{\text{test}}]} |\hat{f}(Z_i; \omega^*) - Y_i|}{\max_{i \in [N_{\text{test}}]} |Y_i|},$$

on a randomly sampled test set $\{(Z_i, Y_i := f(Z_i)) : i \in [N_{\text{test}}]\}$ of size $N_{\text{test}} = 10^5$ as measures of the generalization or extrapolation error. Furthermore, we report relative shift errors

$$E_{\theta_\ell} = \frac{\|\hat{\tau}_\ell - \tau_\ell\|^2}{\|\tau_\ell\|^2}, \quad \ell \in [L],$$

to evaluate whether we also learn the remaining network parameters well.

The second experiment is designed to analyze the efficiency of the proposed pipeline in comparison with other methods such as stochastic gradient descent for a standard least squares problem. Specifically, we report MSE and $E_\infty$ for the following methods:

**M1** stochastic gradient descent with random initialization on standard least squares, where the network architecture matches the architecture of the data generating network;

**M2** as **M1** but the weight matrices $W_1, \ldots, W_L$ of the network are initialized by approximated entangled weights, i.e., by $W_\ell = (\hat{V}_{\ell-1})^\dagger \hat{V}_\ell^\top \in \mathbb{R}^{m_{\ell-1} \times m_{\ell}}$ with $\hat{V}_\ell \in \mathbb{R}^{m_{\ell} \times D}$ storing columnwise the approximated entangled weights associated to layer $\ell$;

**M3** ordinary gradient descent applied to the modified objective (18) with approximated entangled weights (this method actually corresponds to our full pipeline);

**M4** like **M3** but using exact entangled weights to test (18) in isolation.

The methods **M1** and **M2** have access to $D^2 \times m$ randomly sampled training data points, which is comparable to the number of queries that is used within our pipeline. **M3** and **M4** use $N_f = 10^4$ randomly sampled training data points for the network completion step. In methods **M2** and **M3** the weight assignment is done via an oracle assignment for networks that have more than $L > 3$ layers. This is because we currently do not dispose of a suitable method for assigning weights for networks with depth $L > 3$. The remaining steps are conducted as explained in Section 3 by using finite difference approximations to Hessians.

**Results: isolated test of modified objective (18).** The results of the first experiment, averaged over 10 replications, are shown in Figure 8. We can clearly see that running ordinary gradient descent on the modified objective (18) greatly benefits the learning, because all error measures quickly converge to 0. The observed convergence in parameter space and function $L_\infty$-error in Figure 8 imply that the original network parameters are recovered. As we will see in the next experiment, this is not the case when trying to fit a neural network via method **M1** i.e.,
a standard backpropagation from scratch. We also note that the number of training samples, ranging from $10^3$ to $10^4$, has negligible effect on the accuracy, which indicates that a number of training samples $N_f$ equal or slightly above the number of remaining free parameters suffices for the network completion step.

**Results: full pipeline tests and comparison with standard training** [18]. Figure 9a and 9b report relative function mean-squared error and function $L_\infty$-error for the four different learning methods described in [M1] - [M4]. First, note that stochastic gradient descent on the standard objective (red line) fails at achieving both small function mean-squared error or function $L_\infty$-error for all network architectures. These results improve dramatically if we enrich the learning procedure by initializing the weight matrices as approximated entangled weights, recovered through the proposed pipeline, instead of using a random initialization (green line). The results for the full pipeline, i.e., for the modified objective [18] with fixed approximated entangled weights, are shown in purple. Compared to stochastic gradient descent on the standard least squares, the results of method [M3] are superior, as it achieves substantially smaller error in both reported measures. Instead, the full pipeline does not quite reach the same accuracy as [M4] which runs gradient descent on [18] initialized by using exact entangled weights (blue line). This is due to small irreparable errors, accumulated in the first two steps of the full pipeline in [M3].

5 The approximation of entangled weight subspaces

In this section we provide a theoretical analysis of the performance of Algorithm 1, which aims at approximating the matrix subspace

$$W = \text{Span}\left\{ v_i^\ell(x^*) \otimes v_i^\ell(x^*) \mid i = 1, \ldots, m_\ell, \ell = 1, \ldots, L \right\}$$

by the leading singular subspace of the matrix

$$\hat{M} = (\hat{M}_1 | \ldots | \hat{M}_{m_\ell}) \in \mathbb{R}^{D^2 \times N_H m_\ell}, \text{ where } \hat{M}_\ell = (\text{vec}(\Delta^2 f_p(X_1)) | \ldots | \text{vec}(\Delta^2 f_p(X_{N_H}))). \quad (20)$$

As before, we let $m = \sum_{\ell=1}^{L} m_\ell$ denote the number of neurons in the network under consideration. As a learnability condition, we assume that the $m^\text{th}$ singular value is strictly positive

$$\alpha := \sigma_m \left( \sum_{p=1}^{m_\ell} \int \text{vec}(\nabla^2 f_p(X)) \otimes \text{vec}(\nabla^2 f_p(X)) d\mu_X \right) > 0. \quad (21)$$

This assumption asserts that we have chosen a distribution $\mu_X$, which offers sufficient second order information for recovering the subspace $W$. It should be clear from this condition that all networks whose Hessians $\nabla^2 f_p(X)$ vanish almost everywhere, for instance networks with piecewise linear activation functions, will not be identifiable by this method, see, e.g., [53] for an alternative approach in this case. Moreover, (21) excludes reducible networks that contain subgroups of neurons whose contributions cancel out, i.e., do not eventually contribute to the network output, and can thus not be recovered using any number of network output queries, see the related example in [21] Section 2]. The main result about the approximation of $W$ follows now.

**Theorem 4.** Consider a neural network $f : \mathbb{R}^D \rightarrow \mathbb{R}^{m_\ell}$ as in Definition 4 with at least 3-times differentiable activation function $g$. Let $X \sim \mu_X$ be sub-Gaussian with mean $\mathbb{E}[X] = x^*$ and let $X_1, \ldots, X_{N_H}$ be independent copies of $X$. Define the shorthands

$$\hat{C}_\ell := \max_{p \in \{m_\ell\}} \sup_{x \in \text{supp}(\mu_X)} \|\Delta^2 f_p(x) - \nabla^2 f_p(x)\|_F,$$

$$\kappa := \max_{k \in [3]} \|g^{(k)}\|_{L_\infty(\mathbb{R})},$$

$$\bar{C} := C\kappa L \left( \prod_{k=1}^{L} \|W_k\| \right) \sum_{\ell=2}^{L} \left( \prod_{k=1}^{\ell} \|W_k\| \right) \sum_{k=1}^{\ell-1} \kappa^{\ell+k-2} \|W_k\|_{2 \rightarrow \infty} \left( \prod_{j=1}^{k-1} \|W_k\| \right),$$
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Figure 9: Approximation of the original network function with methods M1 - M4. (Red): Stochastic gradient descent on the standard least squares, randomly initialized. (Green): Stochastic gradient descent with initialization by approximated entangled weights. (Purple): Gradient descent on the modified objective using approximated entangled weights. (Blue): Gradient descent on the modified objective using exact entangled weights. The $x$-axis depicts the training time in seconds, and the blue and red vertical bars indicates the time consumed by steps 1 and 2 of the pipeline.
where $\hat{C}_\epsilon$ describes the accuracy of the employed Hessian approximation scheme, $\kappa$ and $\bar{C}$ describe the network complexity, and $C > 0$ is a universal numeric constant. If $\alpha$ in (21) satisfies $\alpha > \max\{2C^2m_LD\|X-x\|^2_{\psi^2}, 2m_L\hat{C}_\epsilon^2\}$, the subspace $\bar{\mathcal{W}}$ associated to the $m$ largest singular values of $\bar{M}$ satisfies

$$
\|P_{\bar{\mathcal{W}}} - P_{\mathcal{W}}\|_F \leq 2\sqrt{m_L} \frac{\hat{C}_\epsilon + \bar{C}\sqrt{D}}{\sqrt{\frac{\alpha}{2}} - m_L\hat{C}_\epsilon^2} \tag{23}
$$

with probability at least

$$
1 - 2\exp(-CN_H) - \bar{m} \exp\left(-C \frac{N_H\alpha}{m_Lk^{2L} \left(\prod_{k=1}^{L} \|W_k\|\right)^2 \left(\sum_{k=1}^{L} \kappa^{k-1} \prod_{k=1}^{L} \|W_k\|\right)^2}\right).
$$

Before we prove Theorem 3, a couple of comments are in order. The error (23) consists of two terms. The first term accounts for approximating the Hessians by $\Delta \nabla W$ if $\|W\|_{\text{rank}}$ weights matrices. We note that $\hat{\mu}$ to a distribution in (21) also depends on $\alpha$, accuracy, which is in agreement with the numerical experiments. We should note however that $R$ the bound suggests that taking $R$ as small as possible is beneficial for the subspace approximation accuracy, which is in agreement with the numerical experiments. We should note however that parameter $\alpha$ in (21) also depends on $R$ in a nontrivial way, and choosing $R$ too small may lead to a distribution $\mu_X$ that does not carry enough information for a stable recovery.

Lastly, $\bar{C}$ encodes the complexity of the network function $f$ in terms of the norms of the weight matrices. We note that $\|W_k\|_{2,\infty} = 1$ if the weights are unit norm, and that $\|W_k\|_2 \approx 1$ if $W_k$ are appropriately scaled random matrices. Such kinds of weights are, for instance, used as a typical initialization of backpropagation for the training of neural networks.

We prove Theorem 4 as a result of a more general proposition that compares the leading singular subspace of $\bar{M}$ with a certain auxiliary space $\mathcal{W}^* \subseteq \mathcal{W}$. Namely, we introduce the matrix $M^* := (M_1^*|\ldots|M_{m_L}^*) \in \mathbb{R}^{D^2 \times N_Hm_L}$, where the blocks are given by

$$
M_p^* = (\text{vec}(P_{\mathcal{W}}(\nabla^2 f_p(X_1)))) \ldots (\text{vec}(P_{\mathcal{W}}(\nabla^2 f_p(X_{N_H})))) \in \mathbb{R}^{D^2 \times N_H}, \tag{24}
$$

and denote the auxiliary space $\mathcal{W}^* = \text{range}(M^*) \subseteq \mathcal{W}$ of dimension $\bar{m} := \dim(\mathcal{W}^*)$. By construction we always have $\bar{m} \leq m$, and under the assumptions in Theorem 3 we can show $\bar{m} = m$ and thus $\mathcal{W}^* = \mathcal{W}$. However, we can still recover the subspace $\mathcal{W}^* \subseteq \mathcal{W}$ by using the leading $\bar{m}$ eigenvectors of $\bar{M}$ in the case $\bar{m} < m$ as described in the following result.

**Proposition 5.** Consider a neural network $f : \mathbb{R}^D \to \mathbb{R}^{m_L}$ as in Definition 2 with at least $3$-times differentiable activation function $g$ and denote $\kappa > 0$ as in (22). Let $X \sim \mu_X$ with mean $E[X] = x^*$ be sub-Gaussian and let $X_1, \ldots, X_{N_H}$ be independent copies of $X$. Furthermore, let $W^* = \text{range}(M^*) \subseteq \mathcal{W}$ with $\bar{m} := \dim(\mathcal{W}^*)$. Assume

$$
\alpha^* := \sigma_{\bar{m}} \sum_{p=1}^{m_L} \int \text{vec}(\nabla^2 f_p(X)) \otimes \text{vec}(\nabla^2 f_p(X)) d\mu_X > 2m_L\hat{C}_\epsilon^2. \tag{25}
$$
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The subspace \( \hat{W} \) associated to the \( \hat{m} \) largest singular values of \( \hat{M} \) satisfies

\[
\| P_{\hat{W}} - P_{W^*} \|_F \leq 2\sqrt{m_L} \frac{C \sqrt{D} \| X - x^* \|_2}{\sqrt{\alpha^* - m_L C^2}}
\]

with probability at least

\[
1 - 2 \exp (-CN_H) - \hat{m} \exp \left( -C \frac{N_H \alpha^*}{m_L K^2 L} \left( \frac{L}{\| W^\ell \|} \right)^2 \left( \sum_{\ell=1}^{L} \| W_\ell \| \right)^{2} \right).
\]

The constants \( C, \hat{C}, \hat{C} \) are as in Theorem 4.

### 5.1 Proof of Proposition 5

Let us give a quick proof sketch before going into the details. To show that the leading singular space \( \hat{M} \) approximates the subspace \( W^* \), the main step is to compare \( \hat{M} \) with the auxiliary matrix \( M^* \). The comparison of \( M^* \) and \( \hat{M} \) goes by first introducing a second auxiliary matrix, denoted by

\[
M := (M_1 | \cdots | M_m) \in \mathbb{R}^{D \times N_H m}, \quad \text{where} \quad M_p := (\text{vec}(\nabla^2 f_p(X_1)) \cdots \text{vec}(\nabla^2 f_p(X_{N_H}))), \quad (26)
\]

and then decomposing the error into

\[
\left\| M^* - \hat{M} \right\|_F \leq \| M^* - M \|_F + \left\| M - \hat{M} \right\|_F. \quad (27)
\]

The second term can be easily bounded by the accuracy of our Hessian approximations measured by the discrepancy \( \hat{C} \) in Theorem 4 or Proposition 5. The first term in (27) is more challenging and uses the specific form of the Hessians of \( f \), derived in Proposition 2 and given by

\[
\nabla^2 f(x) = \sum_{\ell=1}^{L} V_\ell(x) S_p^{[\ell]}(x) V_\ell(x)^\top.
\]

Namely, we will first establish the Lipschitz-continuity of the entangled weight matrix \( V_\ell(x) \) as a function of \( x \) (see Lemma 6) and then show proximity between \( M \) and \( M^* \) using standard concentration arguments. The combined bound for \( \| M^* - \hat{M} \|_F \) is presented in Lemma 7. In the final step of the proof, we use a Wedin-bound argument to compare the leading singular space of \( M^* \) and \( \hat{M} \), which is bounded by \( \| M^* - \hat{M} \|_F \) divided by the \( \hat{m} \)-th largest singular value of \( \hat{M} \). The required lower bound on \( \sigma_{\hat{m}}(\hat{M}) \) is derived by first rewriting \( \alpha^* \) in assumption (25) as \( \alpha^* = \sigma_{\hat{m}}(E[MM^\top]) \), then carrying this bound with high probability to \( \sigma_{\hat{m}}(M M^\top) \), and finally to \( \sigma_{\hat{m}}(\hat{M} M^\top) \).

**Proof details** We begin by establishing the Lipschitz continuity of the entangled weights \( V_\ell(x) \) as a function of \( x \), as well as some uniform matrix bounds that we require in the following.

**Lemma 6.** Consider a neural network as in Definition 7 with at least 3-times differentiable activation function \( g \) and assume there exists \( \kappa > 0 \) so that \( (22) \) holds. For any \( x, x' \in \text{supp}(\mu_X) \) we have

\[
\| V_\ell(x) \| \leq \kappa^{\ell-1} \prod_{k=1}^{\ell} \| W_k \|, \quad (28)
\]

\[
\| V_\ell(x) - V_\ell(x') \| \leq \left( \prod_{k=1}^{\ell} \| W_k \| \right) \sum_{k=1}^{\ell} \kappa^{\ell+k-2} \| W_k \|_{2 \rightarrow \infty} \left( \prod_{j=1}^{k-1} \| W_j \| \right) \| x - x' \|, \quad (29)
\]

\[
\| S_p^{[\ell]}(x) \|_F \leq \kappa^{\ell-\ell+1} \prod_{k=\ell+1}^{L} \| W_k \|. \quad (30)
\]
Proof. Let us first note that for any $\ell \in [L]$ and arbitrary $x$ we have by definition of $G_\ell$
\[\|G_\ell(x)\| = \max_{i \in [m_\ell]} \left| g'_\ell \left( \langle w_i^{(\ell)}, y^{(\ell-1)}(x) \rangle \right) \right| = \max_{i \in [m_\ell]} \left| g'_\ell \left( \langle w_i^{(\ell)}, y^{(\ell-1)}(x) \rangle \right) - \tau^{(\ell)}_i \right| \leq \kappa, \] (31)
where \(\tau^{(\ell)}_i\) denotes the \(i\)-th entry of the \(\ell\)-th shift vector \(\tau_\ell\). Then, for the statement (28) note that \(\|V_1(x)\| = \|W_1\| by definition, and for \(\ell \geq 2\), by matrix norm submultiplicativity, we have
\[\|V_\ell(x)\| = \left\| W_\ell \prod_{k=2}^\ell G_{k-1}(x) W_k \right\| \leq \|W_\ell\| \left( \prod_{k=1}^{\ell-1} \|G_k(x)\| \right) \left( \prod_{k=2}^{\ell} \|W_k\| \right) \leq \kappa^{\ell-1} \prod_{k=1}^\ell \|W_k\|.\]
For (29) we first notice that the Lipschitz continuity of the activation function in each layer, given by (22), implies
\[\|y^{(\ell)}(x) - y^{(\ell)}(x')\| \leq \|g(W_\ell^T y^{(\ell-1)}(x) + \tau_\ell) - g(W_\ell^T y^{(\ell-1)}(x') + \tau_\ell)\| \leq \kappa \|W_\ell\| \|y^{(\ell-1)}(x) - y^{(\ell-1)}(x')\| \leq \ldots \leq \kappa^\ell \left( \prod_{k=1}^{\ell-1} \|W_k\| \right) \|x - x'\|,\]
(33)
where we repeated the argument in the first step \(\ell\)-times and then used \(y^{(0)}(x) = x, y^{(0)}(x') = x'\). This means the \(\ell\)-th output layer is still Lipschitz continuous, with Lipschitz constant given by spectral norms of weight matrices and \(\kappa^\ell\). Since \(g'\) is also Lipschitz continuous with Lipschitz constant \(\kappa\) as in (22), a similar argument applies to the matrix function \(x \mapsto G_\ell(x)\), i.e., we have
\[\|G_\ell(x) - G_\ell(x')\| = \left\| g'_\ell(W_\ell^T y^{(\ell-1)}(x)) - g'_\ell(W_\ell^T y^{(\ell-1)}(x')) \right\| \leq \kappa \|W_\ell\| \|y^{(\ell-1)}(x) - y^{(\ell-1)}(x')\| \leq \ldots \leq \kappa^\ell \left( \prod_{k=1}^{\ell-1} \|W_k\| \right) \|x - x'\|,\]
(34)
Now let us address the Lipschitz continuity of entangled weights \(V_\ell(x)\) as a function of \(x\). For \(\ell = 0\) we simply have \(\|V_1(x) - V_1(x')\| = \|W_1 - W_1\| = 0\), so nothing needs to be done. For \(\ell \geq 2\), we first use the triangle inequality, norm submultiplicativity, and the relation \(V_\ell(x) = V_{\ell-1}(x) G_{\ell-1}(x) W_\ell\) to get
\[\|V_\ell(x) - V_\ell(x')\| = \left\| V_{\ell-1}(x) G_{\ell-1}(x) W_\ell - V_{\ell-1}(x') G_{\ell-1}(x') W_\ell \right\| \leq \|W_\ell\| \left( \|V_{\ell-1}(x) - V_{\ell-1}(x')\| \|G_{\ell-1}(x)\| + \|V_{\ell-1}(x')\| \|G_{\ell-1}(x') - G_{\ell-1}(x)\| \right) \leq \kappa \|W_\ell\| \left( \|V_{\ell-1}(x) - V_{\ell-1}(x')\| + \kappa^{\ell-3} \left( \prod_{k=1}^{\ell-1} \|W_k\| \right) \|G_{\ell-1}(x) - G_{\ell-1}(x')\| \right),\]
where we used (28) and (31) to bound \(\|G_{\ell-1}(x)\|\) and \(\|V_{\ell-1}(x')\|\) in the last step. Repeating the computation for \(\|V_{\ell-1}(x) - V_{\ell-1}(x')\|\) until we reach \(\ell = 1\) where \(\|V_1(x) - V_1(x')\| = 0\), we obtain
\[\|V_\ell(x) - V_\ell(x')\| \leq \kappa^{\ell-2} \left( \prod_{k=1}^\ell \|W_k\| \right) \sum_{k=1}^{\ell-1} \|G_k(x) - G_k(x')\|,\]
and the result follows by using Lipschitz property of \(G_k\) as shown in (34). Finally, for the third result (30) we first note that (22) implies \(\|\text{diag}(g''(W_\ell^T y^{(\ell-1)}(x)))\| \leq \kappa\). Then, inserting the definition of \(S_p^{(\ell)}(x)\) and using norm submultiplicativity combined with the bound on \(\|G_\ell(x)\|\) in (31) we get
\[\|S_p^{(\ell)}(x)\|_F \leq \|\text{diag}(g''(W_\ell^T y^{(\ell-1)}(x)))\| \|\text{diag} \left( \prod_{k=\ell+1}^L W_k G_k(x) \right) e_p \|_F \leq \kappa \left( \prod_{k=\ell+1}^L \|W_k\| \|G_k(x)\| \right) \leq \kappa^{L-\ell+1} \left( \prod_{k=\ell+1}^L \|W_k\| \right).\]
Having these preliminary bounds, next we can bound the error \( \| \hat{M} - M^* \|_F \).

**Lemma 7.** Consider a neural network \( f : \mathbb{R}^D \to \mathbb{R}^{m_L} \) as in Definition 4 with at least 3-times differentiable activation function \( g \) and assume there exists \( \kappa > 0 \) satisfying the derivative bound \( |\nabla f| \leq \kappa \). Let \( X \sim \mu_X \) be a sub-Gaussian distribution with mean \( \mathbb{E}[X] = x^* \) and let \( X_1, \ldots, X_{N_H} \) be independent copies of \( X \). There exists a uniform constant \( C \) so that with probability at least \( 1 - \exp(-CN_H) \), the matrices \( \hat{M}, M^* \), and \( M \) as defined in (20), (24), (26) satisfy

\[
\| M - M^* \|_F \leq \sqrt{N_H m_L C \sqrt{D}} \| X - x^* \|_{\psi_2},
\]

\[
\| \hat{M} - M^* \|_F \leq \sqrt{N_H m_L} \left( \tilde{C}_e + C \sqrt{D} \| X - x^* \|_{\psi_2} \right),
\]

where the constants \( \tilde{C}_e \) and \( C \) are as in Theorem 3.

**Proof.** As described in the proof sketch, we first use the triangle inequality to get \( \| \hat{M} - M^* \|_F \leq \| M - M^* \|_F + \| M - \hat{M} \|_F \) and from the definition of the Frobenius norm, we immediately get \( \| M - M^* \|_F \leq \sqrt{m_L N_H} \tilde{C}_e \). Hence, we can focus on \( \| M - M^* \|_F \) in the remainder of the proof.

Using the definition of the Frobenius norm and the Hessian formulation in Proposition 2, we first obtain

\[
\| M - M^* \|_F^2 = \sum_{p=1}^{m_L} \sum_{\ell=1}^{N_H} \| \nabla^2 f_p(X_i) - P_W \nabla^2 f_p(X_i) \|_F^2
\]

\[
\leq \sum_{p=1}^{m_L} \sum_{\ell=1}^{N_H} \left( \sum_{\ell=2}^{L} \| V_{\ell}(X_i) S_p^\ell(X_i) V_{\ell}(X_i)^T - P_W \left( V_{\ell}(X_i) S_p^\ell(X_i) V_{\ell}(X_i)^T \right) \right) \|
\]

\[
\leq 2 \kappa \left( \prod_{k=1}^{L} \| W_k \| \left( \prod_{k=1}^{L} \| W_k \| \right) \sum_{j=1}^{k-1} \| W_k \|^{\ell-2} \rightarrow \infty \right. \left. \prod_{j=1}^{k-1} \| W_k \| \right) \| X_i - x^* \|.
\]

Here, the last step follows from the bounds derived in Lemma 7. Summing the leading factor from \( \ell = 2 \) to \( L \) gives precisely \( \tilde{C} \) (up to a universal constant) so that we obtain in total

\[
\| M - M^* \|_F^2 \leq \tilde{C}^2 m_L \sum_{i=1}^{N_H} \| X_i - x^* \|^2.
\]

Note now that the random variable \( Z_i := X_i - x^* \) is sub-Gaussian (since \( X \sim \mu_X \) is sub-Gaussian). It is then straightforward to deduce that \( \| Z_i \| \) is sub-Gaussian with sub-Gaussian norm \( \sqrt{D} \| Z_i \|_{\psi_2} \), and that \( \| Z_i \|^2 \) is sub-exponential with sub-exponential norm given by \( D \| Z_i \|^2_{\psi_2} \). Using elementary properties of the subexponential norm, see, e.g., (65 Proposition 2.7.1), it follows that

\[
\mathbb{E} \sum_{i=1}^{N_H} \| Z_i \|^2 = \sum_{i=1}^{N_H} \mathbb{E} \| Z_i \|^2 \leq C N_H D \| Z_i \|^2_{\psi_2}.
\]
for some universal constant $C$. Furthermore, using Bernstein’s inequality \cite[Theorem 2.8.1]{Boucheron2013} with $t = CN_H ||Z_i||^2/\psi_1 = CN_H D ||Z_i||^2_{\psi_2}$, we get the concentration result
\[
\sum_{i=1}^{N_H} ||Z_i||^2 \leq CN_H D ||Z_i||^2_{\psi_2} + \sum_{i=1}^{N_H} ||Z_i||^2 - E ||Z_i||^2 \leq 2CN_H D ||Z_i||^2_{\psi_2}
\]
with probability at least $1 - 2 \exp(-C'N_H)$ for some other universal constant $C' > 0$. Combining this with the bound on $||M - M^*||_F^2$ yields on the same probability event
\[
||M - M^*||_F^2 \leq \tilde{C}^2 m_L N_H D ||Z_i||^2_{\psi_2}.
\]

Before completing the proof of Theorem 4, we derive the lower bound for $\sigma(\hat{M})$.

**Lemma 8.** Assume the setting of Lemma 7 and the learnability condition (25). Then there exists a universal constant $C > 0$ so that
\[
\sigma(\hat{M}) \geq \sqrt{\frac{\alpha^* N_H}{2}} \quad \text{and} \quad \sigma(\hat{M}) \geq \sqrt{N_H} \left( \frac{\alpha^*}{2} - m_L \tilde{C}_e^2 \right)
\]
with probability at least
\[
1 - \tilde{m} \exp \left( -C \frac{N_H \alpha^*}{m_L K^2 L} \left( \prod_{\ell=1}^{L} ||W_\ell|| \right)^2 \left( \sum_{\ell=1}^{L} \kappa^{\ell-1} \prod_{k=1}^{\ell} ||W_k|| \right)^2 \right)
\]

**Proof.** First note $\sigma(\hat{M}) = \sqrt{\sigma(\hat{M}) M \hat{M}}$ and that Weyl’s inequality immediately implies
\[
\sigma(\hat{M} M \hat{M}) \geq \sigma(\hat{M} M \hat{M}) - ||M M \hat{M} - \hat{M} M \hat{M}|| \geq \sigma(\hat{M} M \hat{M}) - m_L N_H \tilde{C}_e^2,
\]
where we used $||M M \hat{M} - \hat{M} M \hat{M}|| \leq ||M - \hat{M}||^2_F$. Recalling the definition of $M$, we further note
\[
\sigma(\hat{M} M \hat{M}) = \sigma_m \left( \sum_{i=1}^{N_H} \sum_{p=1}^{m_L} \text{vec}(\nabla^2 f_p(x_i)) \otimes \text{vec}(\nabla^2 f_p(x_i)) \right),
\]
which means $\sigma(\hat{M} M \hat{M})$ is the $m$-th eigenvalue of a sum of $N_H$ independent and identically distributed random matrices. Taking into account $\sigma_m(\mathbb{E} M M \hat{M} \hat{M}) = N_H \alpha^*$ by assumption (25), we can use a matrix Chernoff bound \cite[Theorem 4.1]{Boucheron2013} to deduce that for all $t \in [0, 1]$ we have
\[
\mathbb{P} \left( \sigma(\hat{M} M \hat{M}) \geq t N_H \alpha^* \right) \geq 1 - \tilde{m} \exp \left( - \frac{(1-t)^2 N_H \alpha^*}{2 \max_{x \in \text{supp}(\mu_X)} ||\sum_{p=1}^{m_L} \text{vec}(\nabla^2 f_p(x)) \otimes \text{vec}(\nabla^2 f_p(x))||} \right).
\]
In order to make the last expression more explicit, we can use the Hessian formulation in Proposition 2, the general inequality $||AB||_F \leq ||A||_F ||B||$, and the bounds in Lemma 6 to get
\[
||\nabla^2 f_p(x)||_F \leq \sum_{\ell=1}^{L} ||V_\ell(x) S_p^{(\ell)}(x) V_\ell(x)^\top||_F \leq \sum_{\ell=1}^{L} ||V_\ell(x)||^2 ||S_p^{(\ell)}(x)||_F
\]
\[
\leq \sum_{\ell=1}^{L} \left( \kappa^{\ell-1} \prod_{k=1}^{\ell} ||W_k|| \right)^2 \kappa^{L-\ell+1} \prod_{k=\ell+1}^{L} ||W_k|| \leq \kappa^{L} \prod_{k=1}^{L} ||W_k|| \leq \kappa \prod_{\ell=1}^{L} \prod_{k=1}^{\ell} ||W_k||,
\]
universally for all $p \in [m_L]$ and $x \in \text{supp}(\mu_X)$. Using $\max_{x \in \text{supp}(\mu_X)} ||\sum_{p=1}^{m_L} \text{vec}(\nabla^2 f_p(x)) \otimes \text{vec}(\nabla^2 f_p(x))|| \leq m_L ||\nabla^2 f_p(x)||_F^2$ and $t = \frac{1}{2}$ yields the result. \qed
We can now give the proof of Proposition 5.

Proof of Proposition 5. Let \( \hat{\Sigma} \hat{V}^\top \) and \( U^* \Sigma V^* \) be the singular value decompositions of \( \hat{M} \) and \( M^* \), respectively, and let \( \hat{U}_1, U^*_1 \) be the matrices that contain the first \( \hat{m} \) columns of \( \hat{U}, U^* \), respectively. From Wedin’s bound \( [60,69] \) we then have

\[
\| P_{\hat{W}} - P_{W^*} \|_F \leq \frac{2\| \hat{M} - M^* \|_F}{\beta}
\]

for any \( \beta > 0 \) that satisfies

\[
\beta \geq \min_{1 \leq i \leq \hat{m}} |\sigma_i(\hat{M}) - \sigma_j(M^*)| \quad \text{and} \quad \beta \leq \min_{1 \leq i \leq \hat{m}} \sigma_i(\hat{M}).
\]

Since \( \dim(W^*) = \dim(\text{range}(M^*)) = \hat{m} \) we have \( \sigma_j(M^*) = 0 \) for all \( j > \hat{m} \) and thus the two constraints for \( \beta \) are actually equivalent. We may use \( \beta = \sigma_\hat{m}(\hat{M}) \). Then applying the union bound and using Lemma 7 and Lemma 8 leads to the desired result. \( \square \)

5.2 Proof of Theorem 4

We show that Theorem 4 is implied by Proposition 5 under the assumptions made in Theorem 4 by proving \( \hat{m} = \dim(\text{range}(M^*)) = m \), or, \( \mathcal{W} = W^* \).

First, note that by Lemma 7 we still have \( \| \hat{M} - M^* \|_F \leq \hat{C} \sqrt{N_H m_L D} \| X - x^* \|_{\psi_2} \) with the probability as described in the lemma. Furthermore, following the proof of Lemma 8 we get \( \sigma_\hat{m}(M) \geq \sqrt{\alpha N_H/2} \) with the probability described in Lemma 8 after replacing \( \alpha^* \) by \( \alpha = \sigma_\hat{m}(\mathbb{E} M M^\top) \). Then, using Weyl’s eigenvalue bound we have

\[
\begin{aligned}
\sigma_\hat{m}(M^* M^\top) &\geq \sigma_\hat{m}(M M^\top) - \| M^* M^\top - M M^\top \|_2 \\
&\geq N_H \left( \frac{\alpha}{2} - \hat{C}^2 m_L D \| X - x^* \|_{\psi_2}^2 \right) \geq \frac{\alpha}{2} \|
\end{aligned}
\]

Using the lower bound \( \alpha > 2\hat{C}^2 m_L D \| X - x^* \|_{\psi_2}^2 \), the right hand side is strictly positive and thus \( \sigma_\hat{m}(M^*) > 0 \), respectively, \( \hat{m} = m \). Lastly, we note that the events giving \( \| \hat{M} - M^* \|_F \leq \hat{C} \sqrt{N_H m_L D} \| X - x^* \|_{\psi_2} \), and \( \sigma_\hat{m}(M) \geq \sqrt{\alpha N_H/2} \) are the same events that are required for Proposition 5 implying that Theorem 4 holds with the same probability as Proposition 5. \( \square \)

6 Guarantees about entangled weight recovery

Recall that the outer products of entangled network weights \( v_i^\ell(x^*) \) are the spanning elements of the matrix subspace \( \mathcal{W} \subseteq \text{Sym}(\mathbb{R}^{D \times D}) \) as defined in (12). In this section we show how a subspace approximation \( \hat{\mathcal{W}} \approx \mathcal{W} \) can be used to approximately recover the spanning elements of \( \mathcal{W} \), or the entangled network weights at \( x^* \), by searching for local maximizers of

\[
\max_{\|u\|=1} \Phi_{\hat{\mathcal{W}}}(u) := \| P_{\hat{\mathcal{W}}}(u \otimes u) \|_F^2. \tag{35}
\]

Remark 2. While we can think of \( \mathcal{W} \) and \( \hat{\mathcal{W}} \) as being the subspaces introduced in Section 3, the following results actually hold for any \( \mathcal{W} \subseteq \text{Sym}(\mathbb{R}^{D \times D}) \), which is spanned by \( K \) rank-one matrices \( \{ w_i \otimes w_i : i \in [K] \} \), and any small perturbation \( \hat{\mathcal{W}} \approx \mathcal{W} \) with \( \hat{\mathcal{W}} \subseteq \text{Sym}(\mathbb{R}^{D \times D}) \). In other words, specific properties of the entangled weights \( v_i^\ell(x^*) \) or the subspace approximation are not used in what follows. Furthermore, some results hold for an arbitrary subspace of \( \text{Sym}(\mathbb{R}^{D \times D}) \), in which case we use the notation \( \hat{\mathcal{W}} \subseteq \text{Sym}(\mathbb{R}^{D \times D}) \).

We begin by noting that a generalized version of (35) has been recently analyzed in the context of symmetric tensor decompositions [36]. The author’s main result, applied to our case, shows that iteration (16) converges almost surely to a local maximizer and that global maximizers correspond to spanning rank-one elements under fairly mild conditions.
Theorem 9 ([36, Theorem 5.1]). Let $\tilde{\mathcal{W}} \subseteq \text{Sym}(\mathbb{R}^{D \times D})$. Let $\gamma > 0$ be a fixed parameter such that $\Phi_{\tilde{\mathcal{W}}}(u) + \frac{3}{4} \|u\|_2^2$ is strictly convex on $\mathbb{R}^D$ (e.g. $\gamma \geq \frac{1}{2}$ works) and consider the iteration

$$u_j = P_{\delta \mathcal{W}}(u_{j-1} + 2\gamma P_{\tilde{\mathcal{W}}}(u_{j-1} \odot u_{j-1})u_{j-1}), \quad j \in \mathbb{N}_{>0}. \quad (36)$$

**R1** For any $u_0 \in S^{D-1}$ the iteration \((36)\) is well defined and converges monotonically to a constrained stationary point of $\Phi_{\tilde{\mathcal{W}}}$ at a power rate.

**R2** For a full Lebesgue measure subset of initializations $u_0 \in S^{D-1}$, \((36)\) converges to a constrained local maximizer of $\Phi_{\tilde{\mathcal{W}}}$.

**R3** If $\tilde{\mathcal{W}} = \mathcal{W} = \text{Span} \{ w_i \otimes w_i : i \in [K] \}$ for $K < \frac{1}{2}(D-1)$ and $w_1, \ldots, w_K$ are sampled from any absolutely continuous probability distribution on $S^{D-1}$, constrained global maximizers of $\Phi_{\tilde{\mathcal{W}}}$ are precisely $\pm w_i$. Moreover, each $\pm w_i$ is exponentially attractive, which means that initializations $u_0 \in S^{D-1}$ sufficiently close to $\pm w_i$ converge to $\pm w_i$ with an exponential rate.

**Proof.** Note that $\Phi_{\tilde{\mathcal{W}}}(u) = \sum_{i=1}^K (u^\top W_i u)^2$ for a basis $\{ W_i : i \in [\dim(\tilde{\mathcal{W}})] \}$ of $\tilde{\mathcal{W}}$, which implies that $\Phi_{\tilde{\mathcal{W}}}(u)$ is a homogeneous polynomial of degree 4. Hence, [36, Section 5] applies.

**Remark 3** (Constrained extreme points). In Theorem 9 and the remainder of this section, a constrained stationary point or local maximizer is meant in the sense of Riemannian optimization with respect to $S^{D-1}$. That is, for any sufficiently smooth function $f : \mathbb{R}^D \to \mathbb{R}$, $u \in S^{D-1}$ is a constrained stationary point over $S^{D-1}$ if and only if

$$\nabla_{S^{D-1}} f(u) := (\text{Id}_D - uu^\top) \nabla f(u) = 0,$$

where $\nabla f$ is the standard gradient; and $u$ is a constrained local maximizer if and only if

$$\nabla^2_{S^{D-1}} f(u) := (\text{Id}_D - uu^\top) \left( \nabla^2 f(u) - \langle u, \nabla f(u) \rangle \text{Id}_D \right) (\text{Id}_D - uu^\top) \preceq 0,$$

where $\preceq$ indicates the order induced by the cone of positive semidefinite matrices and $\nabla^2 f$ is the standard Hessian matrix. $\nabla_{S^{D-1}} f$ and $\nabla^2_{S^{D-1}} f$ are also called the Riemannian gradient and Hessian. We refer to [3] for further details on Riemannian optimization.

Based on Theorem 9 we can assume that local maximizers of \((35)\) can be generated via iteration \((36)\), initialized by $u_0 \sim \text{Unif}(S^{D-1})$. The main objective of this section is therefore to show that local maximizers of the perturbed objective $\Phi_{\tilde{\mathcal{W}}}$ are, under suitable conditions on $\mathcal{W}$ and $\tilde{\mathcal{W}}$, close to global maximizers of the unperturbed objective $\Phi_{\mathcal{W}}$, i.e., close to the spanning elements $\{ w_i : i \in [K] \}$ and thus to the entangled weights at $x^*$.

Most of our results are carried out under the assumptions that length-normalized spanning vectors $\{ w_i : i \in [K] \} \subset S^{D-1}$, respectively length-normalized entangled network weights, satisfy

$$(1 - \nu) \|x\|_2^2 \leq \sum_{i=1}^K \langle w_i, x \rangle^2 \leq (1 + \nu) \|x\|_2^2 \quad \text{for all } x \in \mathbb{R}^D, \text{ for some } \nu < 1. \quad (37)$$

An immediate consequence of \((37)\) is that $\{ w_i \otimes w_i : i \in [K] \}$ is a linearly independent system [21, Lemma 23] and thus the matrices $w_i \otimes w_i$ form a basis of $\text{Span} \{ w_i \otimes w_i : i \in [K] \}$. Furthermore, the perturbed subspace $\tilde{\mathcal{W}}$ should be close to $\mathcal{W}$, which is quantified by the assumption $\| P_{\mathcal{W}} - P_{\tilde{\mathcal{W}}} \|_{2\to2} \leq \delta \ll 1$ or

$$\| (P_{\mathcal{W}} - P_{\tilde{\mathcal{W}}}) Z \| \leq \delta \| Z \| \quad \text{for all } Z \in \mathbb{R}^{D \times D} \text{ and } \delta \ll 1.$$

In this case $\{ P_{\tilde{\mathcal{W}}}(w_i \otimes w_i) : i \in [K] \}$ is a basis of $\tilde{\mathcal{W}}$ because $P_{\tilde{\mathcal{W}}}$ is one-to-one from $\mathcal{W}$ to $\tilde{\mathcal{W}}$.

The remainder of this section is split into three parts. The next section derives preliminary technical results such as the gradient and Hessian of $\Phi_{\tilde{\mathcal{W}}}$ for arbitrary $\tilde{\mathcal{W}} \subseteq \text{Sym}(\mathbb{R}^{D \times D})$, and optimality conditions of the program \((35)\). Afterwards, we generalize [R3] in Theorem 9 under the frame condition \((37)\) by showing that any constrained local maximizer $u \in S^{D-1}$ resulting
in \( \Phi_{\hat{W}}(u) \approx 1 \) (note that 1 is the global maximum) is close to one of the entangled weight vectors. In the third part we further complement Theorem 9 by showing that any constrained local maximizer of \( \Phi_{\hat{W}} \) in a level set above \( C_{\nu}\delta \), where \( C_{\nu} \) is a constant depending only on \( \nu \), has objective value close to 1. As a consequence, apart from spurious local maximizers in the level set \( \{ u \in \mathbb{S}^{D-1} : \Phi_{\hat{W}}(u) \leq C_{\nu}\delta \} \), any constrained local maximizer is close to one of the spanning vectors of \( \mathcal{W} \), and thus close to an entangled weight \( v_i^{[\ell]}(x^*) \), see Theorem 10 below.

**Theorem 10.** Let \( \{ w_i : i \in [K] \} \subset \mathbb{S}^{D-1} \) satisfy (37) and denote \( \mathcal{W} := \{ w_i \otimes w_i : i \in [K] \} \). Let \( \hat{\mathcal{W}} \subset \text{Sym}(\mathbb{R}^{D \times D}) \) satisfy \( \| P_{\hat{\mathcal{W}}} - P_{\mathcal{W}} \|_{2 \to 2} < \delta \) and assume that \( \nu \) and \( \delta \) are small enough to satisfy

\[
4\nu + \nu^2 + 11\delta < 1 \quad \text{and} \quad \delta < \frac{1}{22} \left( \frac{1 - 3\nu}{1 + \nu} \right)^2 \quad (38)
\]

\[
\delta < \frac{1}{12\nu} \left( \frac{1}{1 + \nu} \right)^2 \quad (39)
\]

For each \( i \in [K] \), there exists a local maximizer \( u_i^* \) of \( \Phi_{\hat{\mathcal{W}}} \) with \( \Phi_{\hat{\mathcal{W}}}(u_i^*) \geq 1 - \delta \) within the cap

\[
U_i := \left\{ u \in \mathbb{S}^{D-1} : \langle u, w_i \rangle \geq \sqrt{(1 - 3\delta)\frac{1}{1 + \nu}} \right\}.
\]

Furthermore, for any constrained local maximizer \( u \in \mathbb{S}^{D-1} \) of \( \Phi_{\hat{\mathcal{W}}} \) with \( \Phi_{\hat{\mathcal{W}}}(u) > 7\frac{1 + \nu}{1 + \nu} \delta \) and basis expansion \( P_{\hat{\mathcal{W}}}(u \otimes u) = \sum_{i=1}^{K} \sigma_i P_{\hat{\mathcal{W}}}(w_i \otimes w_i) \) ordered according to \( \sigma_1 \geq \ldots \geq \sigma_K \), we have

\[
\min_{s \in [-1,1]} \| u - sw_i \|_2 \leq \frac{\sqrt{2\nu \sum_{i=2}^{K} \sigma_i^2 + 2\delta}}{(1 - \nu)(1 - \frac{6}{1 + \nu} - 18\delta)} - \frac{6}{1 + \nu} + 18\delta - 2\delta. \quad (40)
\]

**Proof.** The theorem is a straight-forward consequence of Corollary 1, Theorem 15, and Proposition 16 below. Namely, Proposition 16 implies the existence of a local maximizer \( u_i^* \) in \( U_i \) and thus the first part of the statement. By Theorem 15 we have \( \Phi_{\hat{\mathcal{W}}}(u) \geq 1 - \frac{6}{1 + \nu} - 18\delta \), and inserting this into Corollary 1 the second part follows.

### 6.1 Preliminaries: Optimality conditions and a useful reformulation of \( \Phi_{\hat{W}} \)

**Lemma 11** (Gradient and Hessian of \( \Phi_{\hat{W}} \)). Let \( \hat{\mathcal{W}} \subset \text{Sym}(\mathbb{R}^{D \times D}) \) and take \( u \in \mathbb{S}^{D-1} \). The gradient and Hessian of \( \Phi_{\hat{\mathcal{W}}} : \mathbb{R}^D \to \mathbb{R} \) satisfy

\[
\nabla \Phi_{\hat{\mathcal{W}}}(u) = 4P_{\hat{\mathcal{W}}}(u \otimes u)u, \quad (41)
\]

\[
v^\top \nabla^2 \Phi_{\hat{\mathcal{W}}}(u)v = 8\| P_{\hat{\mathcal{W}}}(u \otimes u) \|_F^2 + 4v^\top P_{\hat{\mathcal{W}}}(u \otimes u)v \quad \text{for all} \quad v \in \mathbb{S}^{D-1}. \quad (42)
\]

**Proof.** To compute the gradient we first note that

\[
\partial_{u_j} \Phi_{\hat{\mathcal{W}}}(u) = 2\langle P_{\hat{\mathcal{W}}}(u \otimes u), \partial_{u_j} P_{\hat{\mathcal{W}}}(u \otimes u) \rangle = 2\langle P_{\hat{\mathcal{W}}}(u \otimes u), \partial_{u_j} (u \otimes u) \rangle
\]

Furthermore, we have \( \partial_{u_j} (u \otimes u) = e_j \otimes u + u \otimes e_j \), where \( e_j \) is the \( j \)-th standard basis vector. This implies the result by

\[
\partial_{u_j} \Phi_{\hat{\mathcal{W}}}(u) = 2\langle P_{\hat{\mathcal{W}}}(u \otimes u), e_j \otimes u + u \otimes e_j \rangle = 4e_j^\top P_{\hat{\mathcal{W}}}(u \otimes u)u.
\]

For (42) we use an arbitrary orthonormal basis \( \{ W_i : i \in [K] \} \) of \( \hat{\mathcal{W}} \) and write \( \nabla \Phi_{\hat{\mathcal{W}}}(u) = 4 \sum_{i=1}^{N}(u \otimes u, W_i)W_iu \). Differentiating again with respect to \( u_j \), we obtain the rows of the Hessian as

\[
\partial_{u_j} \left( \sum_{i=1}^{N}(u \otimes u, W_i)W_i \right) u = \left( \sum_{i=1}^{N}(u \otimes u, W_i)W_i \right) e_j + \left( \sum_{i=1}^{N}((u \otimes e_j + e_j \otimes u), W_i)W_i \right) u
\]

\[
= P_{\hat{\mathcal{W}}}(u \otimes u)e_j + 2 \sum_{i=1}^{N}(W_iu)_j W_iu,
\]
which implies $\nabla^2 \Phi_{\mathcal{W}}(u) = 4P_{\mathcal{W}}(u \otimes u) + 8 \sum_{i=1}^{N} W_i u \otimes (W_i u)$. Multiplying with $v$ from the left and the right, it follows that

$$v^T \nabla^2 \Phi_{\mathcal{W}}(u)v = 4v^T P_{\mathcal{W}}(u \otimes u)v + 8 \sum_{i=1}^{N} (u \otimes v, W_i)^2 = 4v^T P_{\mathcal{W}}(u \otimes u)v + 8 \|P_{\mathcal{W}}(u \otimes v)\|^2_F.$$ 

\[ \blacksquare \]

**Lemma 12 (Optimality conditions).** Let $\mathcal{W} \subseteq \text{Sym}(\mathbb{R}^{D \times D})$. A vector $u \in \mathbb{S}^{D-1}$ is a constrained stationary point of $\Phi_{\mathcal{W}}$ if and only if

$$P_{\mathcal{W}}(u \otimes u)u = \|P_{\mathcal{W}}(u \otimes u)\|^2_F u \tag{43}$$

Furthermore, $u \in \mathbb{S}^{D-1}$ is a constrained local maximum of $\Phi_{\mathcal{W}}$ if and only if

$$\|P_{\mathcal{W}}(u \otimes u)\|^2_F \geq 2 \|P_{\mathcal{W}}(u \otimes v)\|^2_F + 4v^T P_{\mathcal{W}}(u \otimes u)v \quad \text{for all } v \in \mathbb{S}^{D-1} \text{ with } v \perp u. \tag{44}$$

**Proof.** Recall from Lemma 11 that we have $\nabla \Phi_{\mathcal{W}}(u) = 4P_{\mathcal{W}}(u \otimes u)u$. Following the definition of constrained stationary points in Remark 3, $u \in \mathbb{S}^{D-1}$ is a constrained stationary point if and only if

$$(\text{Id}_D - u \otimes u) \nabla \Phi_{\mathcal{W}}(u) = 0 \quad \text{or} \quad 4P_{\mathcal{W}}(u \otimes u)u - 4\|P_{\mathcal{W}}(u \otimes u)\|^2_F u = 0.$$ 

Similarly, $u \in \mathbb{S}^{D-1}$ is a constrained local maximum according to Remark 3 if and only if

$$v^T (\text{Id}_D - u \otimes u) \left( \nabla^2 \Phi_{\mathcal{W}}(u) - \langle u, \nabla \Phi_{\mathcal{W}}(u) \rangle \text{Id}_D \right) (\text{Id}_D - u \otimes u)v \leq 0 \quad \text{for all } v \in \mathbb{S}^{D-1}. \tag{45}$$

Since $\text{Id}_D - u \otimes u$ is the orthogonal projection onto $\text{Span} \{u\}^\perp$, is actually equivalent to

$$v^T \left( \nabla^2 \Phi_{\mathcal{W}}(u) - \langle u, \nabla \Phi_{\mathcal{W}}(u) \rangle \text{Id}_D \right) v \leq 0 \quad \text{for any } v \in \mathbb{S}^{D-1} \text{ with } v \perp u.$$ 

Using $\langle u, \nabla \Phi_{\mathcal{W}}(u) \rangle = 4\|P_{\mathcal{W}}(u \otimes u)\|^2_F$, this is equivalent to $v^T \nabla^2 \Phi_{\mathcal{W}}(u)v - 4\|P_{\mathcal{W}}(u \otimes u)\|^2_F \leq 0$ or by the Hessian formula in Lemma 11

$$4\|P_{\mathcal{W}}(u \otimes u)\|^2_F \geq 8\|P_{\mathcal{W}}(u \otimes v)\|^2_F + 4v^T P_{\mathcal{W}}(u \otimes u)v.$$ 

\[ \blacksquare \]

**Remark 4.** The second-order optimality condition (44) implies for any $v \in \mathbb{S}^{D-1}$

$$\|P_{\mathcal{W}}(u \otimes u)\|^2_F \geq 2 \|P_{\mathcal{W}}(u \otimes v)\|^2_F - 2 \|P_{\mathcal{W}}(u \otimes u)\|^2_F \langle u, v \rangle^2 + 4v^T P_{\mathcal{W}}(u \otimes u)v. \tag{46}$$

This can be seen by using (44) for $\tilde{v} = \frac{v - \langle u, v \rangle u}{\|v - \langle u, v \rangle u\|^2}$ and reordering the terms.

The last result in this section will be used later in the proofs about properties of local maximizers. It allows for rewriting $\Phi_{\mathcal{W}}(u)$ as a quadratic form through the Gram matrix of $w_i \otimes w_i$’s.

**Lemma 13.** Let $\{w_i : i \in [K]\} \subset \mathbb{S}^{D-1}$, assume $\{w_i \otimes w_i : i \in [K]\}$ are linearly independent, and denote $\mathcal{W} := \text{Span} \{w_i \otimes w_i : i \in [K]\}$. Denote $G_{ij} := \langle w_i, w_j \rangle^2$ as the Grammian matrix of $\{w_i \otimes w_i : i \in [K]\}$. Then we have

$$\Phi_{\mathcal{W}}(u) = \beta_u G^{-1} \beta_u \quad \text{for} \quad (\beta_u)_i := \langle u, w_i \rangle^2. \tag{47}$$

**Proof.** We first write the Frobenius norm as an optimal program

$$\|P_{\mathcal{W}}(u \otimes u)\|_F = \max_{A \in \mathcal{W}} \langle A, P_{\mathcal{W}}(u \otimes u) \rangle = \max_{A \in \mathcal{A}} \frac{u^T A u}{\|A\|^2_F}.$$
and express \( A = \sum_{i=1}^{K} \tau_i w_i \otimes w_i \) in terms of the basis coefficients \( \tau_i \). Then using

\[
\|A\|_F^2 = \text{Tr} \left( \sum_{i=1}^{K} \tau_i w_i \otimes w_i \sum_{j=1}^{K} \tau_j w_j \otimes w_j \right) = \sum_{i=1}^{K} \sum_{j=1}^{K} \tau_i \tau_j G_{ij} = \tau^\top G \tau,
\]

we can formulate the initial program as an optimal program over coefficients \( \tau_i \) by

\[
\|P_W(u \otimes u)\|_F = \max_{\tau^\top G \tau \leq 1} \sum_{i=1}^{K} \tau_i \langle u, w_i \rangle^2 = \max_{\tau^\top G \tau \leq 1} \langle \tau, \beta \rangle.
\]

This is a linear program with quadratic constraints. The KKT conditions imply \( [47] \). \hfill \Box

### 6.2 Nearly rank-one matrices approximate spanning rank-one elements

We begin with a general statement that shows that any unit Frobenius norm matrix with dominant eigenvalue close to 1 in a subspace \( \mathcal{W} = \text{Span} \{ w_i \otimes w_i : i \in [K] \} \) is close to one of the spanning elements \( \{ u_i : i \in [K] \} \). By combining this with the optimality conditions in Lemma 12 afterwards, we show that \( u \in S^{D-1} \) with \( \Phi_W(u) \approx 1 \) is close to one of the \( w_i \)'s.

**Theorem 14.** Let \( \{ w_i : i \in [K] \} \subset S^{D-1} \) satisfy frame condition \( [37] \) and denote \( \mathcal{W} = \text{Span} \{ w_i \otimes w_i : i \in [K] \} \). Let \( \tilde{W} \subseteq \text{Sym}(R^{D \times D}) \) satisfy \( \| P_W - P_{\tilde{W}} \|_{2 \rightarrow 2} \leq \delta < \frac{1}{2} \) and consider a basis \( \{ \tilde{W}_i := P_{\tilde{W}}(w_i \otimes w_i) : i \in [K] \} \). For \( u \in S^{D-1} \) we represent \( P_{\tilde{W}}(u \otimes u) \) as \( P_{\tilde{W}}(u \otimes u) = \sum_{i=1}^{K} \sigma_i \tilde{W}_i = \sum_{i=1}^{D} \lambda_i u_j \otimes u_j \), where \( (\lambda_i, u_j) \) are eigenpairs, with both \( \sigma_i \)'s and \( \lambda_j \)'s sorted in descending order. If \( \lambda_1 > \frac{\lambda_2 - 2\delta}{1 - \nu} \), then

\[
\min_{s \in \{-1,1\}} \| u_1 - sw_1 \|_2 \leq \sqrt{\frac{\| \sigma_{2..K} \|_2 \sqrt{\nu} + 2\delta}{(1 - \nu) \lambda_1 - \lambda_2 - 2\delta}},
\]

where \( \sigma_{2..K} := (0, \sigma_2, \ldots, \sigma_K) \in R^K \).

**Proof.** Let \( Z := \sum_{j=1}^{K} \sigma_j w_j \otimes w_j \in \mathcal{W} \) be the unique element in \( \mathcal{W} \) such that \( P_W(u \otimes u) = P_W(Z) \).

First notice that \( \| Z \| \leq \| P_W(Z) - P_{\tilde{W}}(Z) \| + \| P_{\tilde{W}}(Z) \| \leq \delta \| Z \| + 1 \) implies \( \| Z \| \leq (1 - \delta)^{-1} \).

Therefore, we have

\[
\lambda_1 = \langle P_{\tilde{W}}(u \otimes u), u_1 \otimes u_1 \rangle = \langle Z, u_1 \otimes u_1 \rangle + \langle P_{\tilde{W}}(u \otimes u) - Z, u_1 \otimes u_1 \rangle \leq \langle Z, u_1 \otimes u_1 \rangle + \| P_{\tilde{W}}(Z) - P_{\tilde{W}}(Z) \| \leq \sum_{k=1}^{K} \sigma_i(w_i, u_i)^2 + \frac{\delta}{1 - \delta} \leq \sigma_1(1 + \nu) + 2\delta,
\]

which implies \( \sigma_1 \geq \frac{\lambda_1 - 2\delta}{1 + \nu} \geq \lambda_1 - \nu \lambda_1 - 2\delta \). Define now \( Q = I_{D_1} - u_1 \otimes u_1 \). Choosing \( s \in \{-1,1\} \) such that \( s\langle w_1, u_1 \rangle \geq 0 \) we can bound the squared left hand side of \( [48] \) by

\[
\| u_1 - sw_1 \|_2^2 = 2(1 - s\langle w_1, u \rangle) \leq 2(1 - \langle w_1, u \rangle^2) = 2 \| Qw_1 \|_2^2 = 2 \| Q(w_1 \otimes w_1) \|_F^2
\]

Denote \( W_1 := w_1 \otimes w_1 \) and consider the auxiliary matrix \( \sigma_1 W_1 \). We can view \( W_1 \) as the orthogonal projection onto the space spanned by eigenvectors of \( \sigma_1 W_1 \) associated to eigenvalues in \( (\infty, \sigma_1] \). Therefore, using the Davis-Kahan theorem in the form of \( [8] \) Theorem 7.3.1, we obtain

\[
\| u_1 - sw_1 \|_2 \leq \sqrt{2} \| QW_1 \|_F \leq \sqrt{\frac{1}{\sigma_1 - \lambda_2}} \| (\sigma_1 W_1 - P_{\tilde{W}}(u \otimes u)) W_1 \|_F
\]

To further bound the numerator, we first use the decomposition

\[
\| (\sigma_1 W_1 - P_{\tilde{W}}(u \otimes u)) W_1 \|_F \leq \| (\sigma_1 W_1 - Z) W_1 \|_F + \| (Z - P_{\tilde{W}}(Z)) W_1 \|_F \leq \| (\sigma_1 W_1 - Z) W_1 \|_F + \| Z - P_{\tilde{W}}(Z) \|_F \| W_1 \|_F \leq \| (\sigma_1 W_1 - Z) W_1 \|_F + \frac{\delta}{1 - \delta} \leq \| (\sigma_1 W_1 - Z) W_1 \|_F + 2\delta,
\]
Let \( \hat{s} \) satisfy the existence of spurious local maximizers with \( \Phi \).

For each \( u \) we prove the existence of a local maximizer near any of the spanning elements \( \{w_i : w_i \in W_0, |\langle w_i, w_1 \rangle| \leq \|w_1\|_2 (1 - \nu)\} \). The result in this section is Theorem 15 below, which shows that any constrained local maximizer in the level set \( \{u \in S^{D-1} : \Phi_{\hat{W}}(u) > C_{\nu, \delta}\} \) results in function values \( \Phi_{\hat{W}}(u) \approx 1 \). Additionally, we prove the existence of a local maximizer near any of the spanning elements \( w_i \) in Proposition 16 which is nontrivial if we only have access to the noisy subspace projection \( P_{\hat{W}} \), and we show the existence of spurious local maximizers with \( \Phi_{\hat{W}}(u) \leq \delta^2 \) in Lemma 17.

**Theorem 15.** Let \( \{w_i : i \in [K]\} \subset S^{D-1} \) satisfy (37) and denote \( \mathcal{W} := \{w_i \otimes w_i : i \in [K]\} \). Let \( \hat{W} \subset \text{Sym}(\mathbb{R}^{D \times D}) \) satisfy \( \|P_{\hat{W}} - P_W\|_2 \leq \delta \) and assume that \( \nu \) and \( \delta \) are small enough to satisfy

\[
\frac{3\nu}{1 + \nu} + 11\delta < 1 \quad \text{and} \quad \delta < \frac{1}{22} \left(1 - \frac{3\nu}{1 + \nu}\right)^2.
\]

For any constrained local maximizer \( u \in S^{D-1} \) of \( \Phi_{\hat{W}} \) we have

\[
\Phi_{\hat{W}}(u) \leq 1 + \frac{1 + \nu}{1 - \nu} \delta \quad \text{or} \quad \Phi_{\hat{W}}(u) \geq 1 - 6\frac{\nu}{1 + \nu} - 18\delta.
\]

**Proof.** The proof is more involved and given at the end of this section for improved readability.

**Proposition 16.** Let \( \{w_i : i \in [K]\} \subset S^{D-1} \) satisfy (37) and denote \( \mathcal{W} := \{w_i \otimes w_i : i \in [K]\} \). Let \( \hat{W} \subset \text{Sym}(\mathbb{R}^{D \times D}) \) be a subspace with \( \|P_{\hat{W}} - P_W\|_2 \leq \delta \), and assume \( \nu \) and \( \delta \) satisfy

\[
4\nu + \nu^2 + 6\delta \leq 1.
\]

For each \( i \in [K] \) there exists a local maximizer \( u_i^* \) of \( \Phi_{\hat{W}} \) with \( \Phi_{\hat{W}}(u_i^*) \geq 1 - \delta \) within the cap

\[
U_i := \left\{ u \in S^{D-1} : \langle u, w_i \rangle \geq \sqrt{(1 - 3\delta) \frac{1 - \nu}{1 + \nu}} \right\}.
\]
Proof. Let \( i \in [K] \) arbitrary. We can prove the statement essentially by showing the inequality  
\[
\|P_{\mathcal{W}}(u \otimes u)\|_F^2 < \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2
\]
for all \( u \in \partial U_i \) because the compactness of \( U_i \) implies the existence of a global maximizer on \( U_i \), and with \( \|P_{\mathcal{W}}(u \otimes u)\|_F^2 < \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2 \) for all \( u \in \partial U_i \), the global maximizer is contained in \( U_i \setminus \partial U_i \). Hence, it must be a local maximizer of \( u \mapsto \|P_{\mathcal{W}}(u \otimes u)\|_F^2 \) over \( S^{D-1} \).

First note that the perturbed objective at \( w_i \) is bounded from below by
\[
\|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2 = \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2 - \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2 - \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2
\]
\[
= 1 - \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2 - \|P_{\mathcal{W}}(w_i \otimes w_i)\|_F^2
\]
\[
= 1 - \|\langle w_i \otimes w_i, (P_{\mathcal{W}} - P_{\mathcal{W}}^*(w_i \otimes w_i)\|_F^2 \geq 1 - \delta.
\]

In the last equation we used the self-adjointness of the orthoprojector and in the inequality we applied Cauchy-Schwarz inequality. Next we establish an upper bound for \( \|P_{\mathcal{W}}(u \otimes u)\|_F^2 \) for \( u \in U_i \). We note that with the Grammian matrix \( G_{ij} := \langle w_i, w_j \rangle^2 \) of \( \{w_i \otimes w_i : i \in [K]\} \) and the vectors \( \beta_i := \langle u, w_i \rangle^2 \), the unperturbed objective can be written as \( \|P_{\mathcal{W}}(u \otimes u)\|_F^2 = \beta^T G^{-1} \beta \) according to Lemma 13. Furthermore, Gershgorin’s circle Theorem implies for any eigenvalue \( \sigma \) of \( G \) that there exists \( j \in [K] \) such that
\[
|1 - \sigma| = |G_{jj} - \sigma| \leq \sum_{\ell \neq j} K \langle w_i, w_j \rangle^2 \leq \nu.
\]

Therefore, \( \|G^{-1}\|_2 \leq (1 - \nu)^{-1} \) and the noisefree objective can be bounded by
\[
\|P_{\mathcal{W}}(u \otimes u)\|_F^2 = \beta^T G^{-1} \beta \leq \|G^{-1}\|_2 \|\beta\|_2 \leq \frac{1}{1 - \nu} \|\beta\|_2 \leq \frac{1}{1 + \nu} \|\beta\|_\infty \|\beta\|_1 \leq \frac{1 + \nu}{1 - \nu} \|\beta\|_\infty.
\]

In the last inequality we used frame condition (37), which implies \( \|\beta\|_1 = \sum_{i=1}^K \langle u, w_i \rangle^2 \leq 1 + \nu \). To bound \( \|\beta\|_\infty \) note first that
\[
\max_{j \neq i} \beta_j = \sum_{j \neq i} \beta_j = \sum_{j=1}^K \langle u, w_j \rangle^2 - \langle u, w_i \rangle^2 \leq 1 + \nu - (1 - 3\delta) \frac{1 + \nu}{1 + \nu} \leq \frac{3\nu + \nu^2 + 3\delta}{1 + \nu},
\]
which implies with the assumption \( 4\nu + \nu^2 + 6\delta \leq 1 \)
\[
\beta_i = \langle u, w_i \rangle^2 \geq (1 - 3\delta) \frac{1 + \nu}{1 + \nu} \geq \frac{1 - 6\delta - \nu + 3\delta}{1 + \nu} \geq \max_{j \neq i} \beta_j.
\]

Hence, \( \|\beta\|_\infty = \langle u, w_i \rangle^2 \). It follows that for any \( u \in U_i \) we get
\[
\|P_{\mathcal{W}}(u \otimes u)\|_F^2 \leq \|P_{\mathcal{W}}(u \otimes u)\|_F^2 + \|P_{\mathcal{W}}(u \otimes u)\|_F^2 - \|P_{\mathcal{W}}(u \otimes u)\|_F^2
\]
\[
\leq \frac{1 + \nu}{1 - \nu} \|\beta\|_\infty + \delta \leq \frac{1 + \nu}{1 - \nu} \langle u, w_i \rangle^2 + \delta.
\]

Comparing \( \|P_{\mathcal{W}^*}(w_i \otimes w_i)\|_F^2 \) and \( \|P_{\mathcal{W}^*}(u \otimes u)\|_F^2 \) for \( u \in \partial U_i \), where \( \langle u, w_i \rangle^2 = \frac{1 + \nu}{1 + \nu} (1 - 3\delta) \), yields
\[
\|P_{\mathcal{W}^*}(w_i \otimes w_i)\|_F^2 \leq \frac{1 + \nu}{1 - \nu} \langle u, w_i \rangle^2 + \delta = 1 - 2\delta < 1 - \delta \leq \|P_{\mathcal{W}^*}(w_i \otimes w_i)\|_F^2.
\]

Before proving Theorem 15 we also show that spurious local maximizers in the level set \( \{u \in S^{D-1} : \Phi_{\mathcal{W}^*}(u) \leq \delta^2 \} \) cannot be avoided under our deterministic noise model. Fortunately, however, the objective value \( \Phi_{\mathcal{W}^*}(u) \) acts as a certificate for whether we found a spurious local maximizer or a vector \( u \) that is close to one of the spanning elements of \( \mathcal{W} \), and thus we can discard spurious solution in practice by checking the objective value. We also add that iteration 36 seems to avoid spurious local maximizers in practice when initializing with \( u_0 \sim \text{Unif}(S^{D-1}) \).
Lemma 17 (Perturbations induce spurious local maximizer). Let $w \in \mathcal{S}^{D-1}$ and $W = \text{Span} \{w \otimes w\}$. There exists a subspace $\tilde{W} \subset \text{Sym}(\mathbb{R}^{D \times D})$ with $\|P_W - P_{\tilde{W}}\|_{2 \rightarrow 2} \leq 2\sqrt{\delta}$ so that $\Phi_{\tilde{W}}$ has a constrained local maximizer with objective value $\delta$.

Proof. Choose $u \in \mathcal{S}^{D-1}$ with $u \perp w$ and define $M = \sqrt{1 - \delta} w \otimes w - \sqrt{\delta} u \otimes u$ with the corresponding subspace $\tilde{W} := \text{Span} \{M\}$. Taking arbitrary $A \in \mathbb{R}^{D \times D}$ with $\|A\|_2 = 1$, the subspace perturbation between $W$ and $\tilde{W}$ can be upper bounded by

$$\|P_W(A) - P_{\tilde{W}}(A)\| = \|(1 - \sqrt{1 - \delta})(w \otimes w, A)w \otimes w - \sqrt{\delta}(u \otimes u, A)u \otimes u\| \leq 1 - \sqrt{1 - \delta} + \sqrt{\delta} \leq 2\sqrt{\delta}.$$  

We now check that $u$ is a local maximizer of $\Phi_{\tilde{W}}$. The corresponding matrix appearing in $\Phi_{\tilde{W}}(u)$ is

$$P_{\tilde{W}}(u \otimes u) = (M, u \otimes u)M = -\sqrt{\delta}M = -\sqrt{\delta}(1 - \delta)w \otimes w + \delta u \otimes u,$$

which shows that $u$ is an eigenvector of $P_{\tilde{W}}(u \otimes u)$ to eigenvalue $\delta = \|P_{\tilde{W}}(u \otimes u)\|_F^2$. In other words, $u$ satisfies (43) and is thus a stationary point. Taking now any $q \perp u$, we have

$$2\|P_{\tilde{W}}(u \otimes q)\|_F^2 + q^T P_{\tilde{W}}(u \otimes u)q = 2\langle M, u \otimes u \rangle^2 - \sqrt{\delta}(1 - \delta)\langle w, q \rangle^2 = -\sqrt{\delta} \leq 2\sqrt{\delta},$$

which shows that $u$ also satisfies constrained second-order optimality as in (43). Hence, $u$ is a local maximizer with $\Phi_{\tilde{W}}(u) = \|P_{\tilde{W}}(u \otimes u)\|_F^2 = \delta$. □

Proof of Theorem 15 Let us first show the following auxiliary result.

Lemma 18. Assume the settings of Theorem 14 and Theorem 15. Let $P_{\tilde{W}}(u \otimes u) = \sum_{i=1}^{K} \sigma_i \tilde{W}_i$ for some $u \in \mathcal{S}^{D-1}$ and denote $\lambda_1 := \lambda_1(P_{\tilde{W}}(u \otimes u))$. Furthermore, assume $1 - \delta > \lambda_1 > 3\frac{1 + \nu}{1 - \nu} \delta$.

For any index $j$ with $|\sigma_j| = \|\sigma\|_\infty$ we have $\sigma_j \geq 0$ and

$$\sigma_j \leq \frac{1}{1 - \nu} \langle u, w_j \rangle^2 + \frac{2}{1 - \nu} \delta.$$  

(52)

Proof. Denote $M = P_{\tilde{W}}(u \otimes u) = \sum_{i=1}^{K} \sigma_i \tilde{W}_i$ and define $Z = \sum_{i=1}^{K} \sigma_i w_i \otimes w_i$ as the unique matrix in $W$ with $P_W(Z) = M$. (Recall that $\tilde{W}_i = P_{\tilde{W}}(w_i \otimes w_i)$.) We first note that the statement is trivial if $\|\sigma\|_\infty = 0$ since this implies $\sigma_i = 0$ for all $i \in [K]$ and thus $M = 0$. So without loss of generality we may assume $\|\sigma\|_\infty \neq 0$ in the following. We will first show $\sigma_j > 0$ by contradiction, so let us assume $\sigma_j < 0$. Using the frame condition (37) and $\{w_i : i \in [K]\} \subset \mathcal{S}^{D-1}$ to show the estimate

$$|\langle Z, w_j \otimes w_j \rangle - \sigma_j| = \sum_{i \neq j} \sigma_i \langle w_i, w_j \rangle^2 \leq \|\sigma\|_\infty \sum_{i \neq j} \langle w_i, w_j \rangle^2 \leq \|\sigma\|_\infty \nu,$$  

(53)

and combining this with $\|Z\|_2 \leq (1 - \delta)^{-1} \lambda_1(M) < 1$, we can bound $\|\sigma\|_\infty$ by

$$\|\sigma\|_\infty = |\sigma_j| \leq |\sigma_j - \langle u, w_j \rangle^2| \leq |\sigma_j - \langle Z, w_j \otimes w_j \rangle| + |\langle Z, w_j \otimes w_j \rangle - \langle P_{\tilde{W}}(Z), w_j \otimes w_j \rangle|$$

$$+ |\langle P_{\tilde{W}}(u \otimes u), w_j \otimes w_j \rangle - \langle P_{\tilde{W}}(u \otimes u), w_j \otimes w_j \rangle|$$

$$\leq \nu \|\sigma\|_\infty + \|Z\|_2 \delta + \delta \leq \nu \|\sigma\|_\infty + 2\delta.$$  

(54)

Hence, $\|\sigma\|_\infty \leq \frac{2}{1 - \nu} \delta$, which further implies a bound on $\lambda_1$ by

$$\lambda_1 = \max_{\|v\|_2 = 1} v^T P_{\tilde{W}}(u \otimes u)v = \max_{\|v\|_2 = 1} \sum_{i=1}^{K} \sigma_i \langle \tilde{W}_i, v \otimes v \rangle$$

$$\leq \max_{\|v\|_2 = 1} \sum_{i=1}^{K} \sigma_i \langle v, w_i \rangle^2 + \max_{\|v\|_2 = 1} \sum_{i=1}^{K} \sigma_i \langle \tilde{W}_i - w_i \otimes w_i, v \otimes v \rangle$$

$$\leq \|\sigma\|_\infty (1 + \nu) + \max_{\|v\|_2 = 1} \langle P_{\tilde{W}}(Z) - Z, v \otimes v \rangle \leq 2\frac{1 + \nu}{1 - \nu} \delta + \delta \leq 3\frac{1 + \nu}{1 - \nu} \delta.$$
This contradicts the assumption of the statement and therefore $\sigma_j > 0$. For the estimate $[52]$ we can concentrate on the cases $1$–conditions in Lemma $12$, we have $\Phi^\ast = \Phi_{W_j}$ estimates objective value.

Furthermore, using Lemma $18$ and additionally the frame condition (37), we can estimate whenever

$$\|\sigma\|_\infty = |\sigma_j|$$

which implies

$$(1 - \nu)\sigma_j \leq \langle u, w_j \rangle^2 + 2\delta.$$  

Proof of Theorem $15$ Let $W_j := P_{W}(w_i \otimes w_i)$ and denote by $P_{W}(u \otimes u) = \sum_{i=1}^{K} \sigma_i W_i$ the basis expansion of $P_{W}$ ordered according to $\sigma_1 \geq \ldots \geq \sigma_K$. Since $P_{W}$ is a bijection from $W$ to $W$ for $\delta < 1$, the matrix $Z := \sum_{i=1}^{K} \sigma_i w_i \otimes w_i$ is the unique element in $W$ with $P_{W}(Z) = P_{W}(u \otimes u)$. The proof of Theorem $15$ leverages the second-order optimality condition $[45]$ in Remark $4$ for $\nu = w_j^\ast$, where $j^\ast$ is any index with $\|\sigma\|_\infty = |\sigma_j|$, to construct a quadratic inequality for $\langle u, w_j^\ast \rangle^2$, which can only be satisfied by $\langle w_j^\ast, u \rangle^2 \approx 1$ or $\langle w_j^\ast, u \rangle^2 \approx 0$. These inequalities, combined with the fact that $\|\sigma\|_\infty = |\sigma_j^\ast|$, imply $\lambda_1 := \lambda_1(P_{W}(u \otimes u)) \approx 1$ or $\lambda_1 \approx 0$. By the optimality conditions in Lemma $12$ we have $\Phi_{W_j}(u) = \lambda_1$ and thus the same bounds are transferred to the objective value.

So let $j^\ast$ be any index with $\|\sigma\|_\infty = |\sigma_j^\ast|$. We first notice that the statement is trivially true whenever

$$\lambda_1 \leq 3 \frac{1 + \nu}{1 - \nu} \delta \quad \text{or} \quad \lambda_1 \geq 1 - \delta,$$

which implies we can concentrate on the cases $1 - \delta > \lambda_1 \geq 3 \frac{1 + \nu}{1 - \nu} \delta$ in the following. Under this condition, Lemma $18$ implies $|\sigma_j^\ast| = |\sigma_j^\ast| = \max_{i \in [K]} \sigma_i = \sigma_1$ (note the ordering $\sigma_1 \geq \ldots \geq \sigma_K$). Furthermore, using Lemma $18$ and additionally the frame condition (37), we can estimate $\lambda_1$ in terms of $\langle u, w_1 \rangle^2$ according to

$$\lambda_1 = u^\top P_{W}(u \otimes u) u = \langle Z, u \otimes u \rangle + \langle P_{W}(Z) - Z, u \otimes u \rangle \leq \sum_{i=1}^{K} \sigma_1 \langle w_i, u \rangle^2 + \|P_{W}(Z) - Z\|_2$$  

$$\leq \sigma_1 (1 + \nu) + \|Z\|_2 \delta \leq \frac{1 + \nu}{1 - \nu} \langle u, w_1 \rangle^2 + 3 \frac{1 + \nu}{1 - \nu} \delta,$$

where we used $\|Z\|_2 \leq (1 - \delta)^{-1} \lambda_1 < 1$ and $1 \leq \frac{1 + \nu}{1 - \nu}$ in the last inequality. Using the perturbation estimates

$$\|P_{W}(u \otimes w_j)\|_F^2 - P_{W}(u \otimes w_j)\|_F^2 \leq \|P_{W}(u \otimes w_j) - P_{W}(u \otimes w_j), u \otimes w_j\| \leq \delta, \quad \text{and} \quad \|w_j^\top P_{W}(u \otimes w) w_j - \langle w_j, u \rangle^2\| \leq \|P_{W}(u \otimes u) - P_{W}(u \otimes u), w_j \otimes w_j\| \leq \delta,$$

which hold for any $j \in [K]$, the optimality condition $[45]$ with $v = w_1$ implies

$$\lambda_1 \geq 2 \|P_{W}(u \otimes w_1)\|_F^2 - 2\lambda_1 \langle w_1, u \rangle^2 + w_1^\top P_{W}(u \otimes u) w_1$$

$$\geq 2 \|P_{W}(u \otimes w_1)\|_F^2 - 2\lambda_1 \langle w_1, u \rangle^2 + \|w_1, u \|^2 - 2\delta.$$

Furthermore by $\|P_{W}(u \otimes w_1)\|_F^2 \geq \|P_{W}(u \otimes u)\|_F^2 \geq \langle u, w_1 \rangle^2$ and the bound $[55]$ for $\lambda_1$, this becomes

$$\frac{1 + \nu}{1 - \nu} \langle u, w_1 \rangle^2 \geq 3 \langle u, w_1 \rangle^2 - 2 \frac{1 + \nu}{1 - \nu} \langle u, w_1 \rangle^4 - 6 \frac{1 + \nu}{1 - \nu} \langle u, w_1 \rangle^2 \delta - 3 \frac{1 + \nu}{1 - \nu} \delta - 2\delta.$$
After dividing by $\frac{1+\nu}{1-\nu}$ and simplifying the terms we obtain
\[
\langle u, w_1 \rangle^2 \geq 3 \frac{1-\nu}{1+\nu} \langle u, w_1 \rangle^2 - 2 \langle u, w_1 \rangle^4 - 11\delta,
\]
hence
\[
0 \geq \left(1 - \frac{3\nu}{1+\nu}\right) \langle u, w_1 \rangle^2 - \langle u, w_1 \rangle^4 - 11/2\delta
\]
\[
= (1-c_1)\langle u, w_1 \rangle^2 - \langle u, w_1 \rangle^4 - c_2,
\]
with constants $c_1 := \frac{3\nu}{1+\nu}$ and $c_2 := 11/2\delta$. This quadratic inequality for $\langle u, w_1 \rangle^2$ has the solutions
\[
\langle u, w_1 \rangle^2 \leq c_2 = 11/2\delta, \quad \text{and} \quad \langle u, w_1 \rangle^2 \geq 1 - c_1 - c_2 - (c_1 + 2c_2)^2 \geq 1 - 2c_1 - 3c_2,
\]
provided that $\delta < \frac{1}{11}(1-c_1)^2$ and $c_1 + 2c_2 < 1$ as implied by the condition \[50\] in the statement. In the first case, where $\langle u, w_1 \rangle^2 \leq 11/2\delta$, the estimate for $\lambda_1$ in \[55\] gives
\[
\lambda_1 \leq \frac{1+\nu}{1-\nu} \langle u, w_1 \rangle^2 + 3\frac{1+\nu}{1-\nu} \delta \leq 11/2\frac{1+\nu}{1-\nu} \delta + 3\frac{1+\nu}{1-\nu} \delta \leq 9\frac{1+\nu}{1-\nu} \delta.
\]
On the other hand, the second case implies $\langle u, w_1 \rangle^2 \geq 1 - 2c_1 - 3c_2$ and therefore
\[
\lambda_1 \geq w_1^\top P_W(u \otimes u) w_1 = w_1^\top P_W(u \otimes u) w_1 + w_1^\top (P_W(u \otimes u) - P_W(u \otimes u)) w_1
\]
\[
\geq \langle u, w_1 \rangle^2 - \delta \geq 1 - 2c_1 - 3c_2 - \delta \geq 1 - 6\frac{\nu}{1+\nu} - 35/2\delta.
\]

7 Conclusion and outlook

We provided a novel reparametrization of feedforward deep neural networks in terms of so-called entangled certain weights, which uniquely identify the network apart from a few undetermined shift and scaling parameters. The entangled weights are formed by linear mixtures of weights of successive layers and they are natural components of rank-1 symmetric decompositions of Hessians of the network. By sampling approximate Hessians in a concentrated manner, it is possible to build the subspace spanned by 2-tensors of entangled weights and to identify the entangled weights by means of the subspace power method. We provided proofs of stable recovery of entangled weights given $O(D^2 \times m)$ input-output samples of the network, where $D$ is the input dimension and $m$ is the total number of the neurons of the network. Empirically, our approach works well for generic networks whose total number of neurons $m$ is less than $D \times m_L$, where $m_L$ is the number of outputs. In order to give a context to our results, we showed how the stable recovery of entangled weights allows near exact identification of generic networks of pyramidal shape. We provided numerical demonstrations of exact identification for networks with up to $L = 5$ hidden layers. However, this is by no means a limitation as recovering larger and deeper networks is exclusively matter of additional computational efforts. To our knowledge there are no results of the kind in the literature. In our algorithmic pipeline for full and stable recovery of networks, some steps are remaining to be mathematically proven and further investigations are needed:

- With Algorithms \[3\]-\[5\] we provided the assignment of entangled weights to respective layers for networks of depth $L \leq 3$. These procedures need to have knowledge of the number of entangled weights per layer. The identification of the network architecture from the knowledge of the entangled weights and their assignment to layers remain open problems for deeper networks.

- The use of gradient descent for the recovery of scaling and shift parameters by minimization of \[18\] proves to be a robust and reliable method. We did not present in this paper theoretical guarantees of this last empirical risk minimization. Nevertheless its empirical
success can be explained - at least locally - by (nested) linearizations of the mean-squared error \((18)\) around the correct parameters and by showing that the linearization is actually uniquely and stably solvable for some probabilistic models of the parameters, see \([48,51,58]\) for related techniques. We postpone the detailed analysis to a follow up paper.

Learned deep neural networks generalize very well despite being trained with a number of training samples that is significantly lower than the number of parameters. This surprising phenomenon goes against traditional wisdom, which attributes overparametrization with overfitting and thus poor generalization. Evidence suggests that the implicit bias of optimization methods is in fact towards low-complexity networks (e.g., low-rank weights). The proposed robust identification pipeline can leverage the intrinsic low complexity of trained nonlinear networks to design novel algorithms for their compression. Moreover, it may be exploited as a new training method, which directly pursues and outputs networks of minimal parameters, rather than training over-parametrized networks and then operating a compression.
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