Tooth Instance Segmentation from Cone-Beam CT Images through Point-based Detection and Gaussian Disentanglement
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\textbf{ABSTRACT}

Individual tooth segmentation and identification from cone-beam computed tomography images are preoperative prerequisites for orthodontic treatments. Instance segmentation methods using convolutional neural networks have demonstrated ground-breaking results on individual tooth segmentation tasks, and are used in various medical imaging applications. While point-based detection networks achieve superior results on dental images, it is still a challenging task to distinguish adjacent teeth because of their similar topologies and proximate nature. In this study, we propose a point-based tooth localization network that effectively disentangles each individual tooth based on a Gaussian disentanglement objective function. The proposed network first performs heatmap regression accompanied by box regression for all the anatomical teeth. A novel Gaussian disentanglement penalty is employed by minimizing the sum of the pixel-wise multiplication of the heatmaps for all adjacent teeth pairs. Subsequently, individual tooth segmentation is performed by converting a pixel-wise labeling task to a distance map regression task to minimize false positives in adjacent regions of the teeth. Experimental results demonstrate that the proposed algorithm outperforms state-of-the-art approaches by increasing the average precision of detection by 9.1%, which results in a high performance in terms of individual tooth segmentation. The primary significance of the proposed method is two-fold: 1) the introduction of a point-based tooth detection framework that does not require additional classification and 2) the design of a novel loss function that effectively separates Gaussian distributions based on heatmap responses in the point-based detection framework.

1. Introduction

Cone-beam computed tomography (CBCT) is a widely used medical imaging technique that provides high-resolution 3D volumetric data. Recently, the development of several computer-aided diagnosis systems, along with digitalization of medical data, have helped clinicians reduce a significant amount of their workload pertaining to redundant tasks such as manual labeling and the classification of medical data \cite{1}. In particular, automating individual tooth segmentation based on CBCT images can significantly aid clinicians during orthodontic treatments in daily clinics.

Several previous studies have conducted automatic individual tooth detection and segmentation based on dental images \cite{2, 3, 4}. Among these studies, convolutional neural networks (CNNs) are gaining interest because of their superior results when compared to conventional methods (e.g., level-set or statistical shape-based methods). Particularly, instance segmentation frameworks are showing promising performance for detecting target structures. An instance segmentation framework typically consists of the segmentation of individual objects that are detected and classified based on the preceding object detection process. Therefore, successful object detection is a key factor in the final performance of instance segmentation. However, accurate detection of an individual tooth is challenging, primarily because of the similar topologies of the teeth, their proximate positions, the unclear boundaries between teeth, and the presence of metal artifacts \cite{2}.

In this study, we propose a point-based detection network using a CNN for individual tooth detection from CBCT images. We used the standard developed by the International Organization for Standardization (ISO) for anatomical tooth numbering. The point-based detection framework localizes objects of fixed classes, which indicates that it does not require any additional classification network \cite{5}. We used heatmap regression, which effectively preserves spatial information in images by exploiting a fully convolutional network (FCN) \cite{6}. A novel Gaussian disentanglement
loss (GD loss) function is employed for training the heatmap regression. The proposed GD Loss aims to penalize
the network, which prevents the output Gaussian distributions (i.e., heatmap responses) from mutual overlaps. It is
designed as a non-parametric method to effectively disentangle multiple Gaussian distributions by avoiding the use
of parametric measures, i.e., mean and standard deviation, which can be considered complex in the application. The
size of each detected tooth is also regressed, which yields the final bounding box results of tooth detection. After the
detection process, a U-Net-based segmentation network [7] is employed for individual tooth segmentation. To reduce
false responses to adjacent teeth, we converted the pixel-wise classification task to a distance map regression task. The
network regresses the distance of each pixel from the surface of the central tooth.

The remainder of this paper is organized as follows. In Section 2, we briefly review related works on object
detection, as well as works related to individual tooth detection and segmentation based on dental images. The proposed
method is described in Section 3, and Section 4 presents the experimental results. Finally, Section 5 presents the
discussion and conclusions pertaining to this study.

2. Related Works

In this section, we first review the modern CNN-based object detection methods. While most of the state-of-the-art
methods were developed based on anchor-based approaches, recent studies have developed point-based methods that
do not require anchor boxes. Subsequently, we briefly review related works based on tooth detection and segmentation
from dental images.

2.1. Anchor-based Object Detection

Object detection is used to localize and classify multiple objects from images [8]. Such a process is critical for the
complete understanding of an image; therefore, it is considered to be a fundamental task in computer vision [9]. Several
conventional object detection methods were proposed that use handcrafted features and shallow trainable networks
[10, 11, 12]; however, these methods were easily outperformed by deep learning methods. Region-based CNN (R-
CNN) [13] was the first network that employed a CNN for object detection. Several studies have been conducted to
improve R-CNNs, and Faster R-CNN [14] is one of the most frequently used object detection algorithms. The Faster
R-CNN [14] is also called a two-stage detector, because it first produces a large number of candidate boxes using a
region proposal network, and then performs classification and bounding box regression on each proposal. Other types
of modern object detection algorithms can be viewed as one-stage detectors [15, 16, 17], as they directly regress the
bounding box coordinates and class probabilities from image pixels.

A common aspect of both one-stage and two-stage detectors is that they both employ anchor boxes. An anchor box
refers to a set of predefined boxes that are used to crop an image or feature map. The utilization of various sizes and
ratios of anchor boxes helps in detecting objects that are existing in different scales in an image [14, 16]. However,
anchor-based methods have certain drawbacks. First, using anchor box produces a large number of proposed regions,
requiring exhaustive classification for all regions. Second, it is difficult to define optimal combinations for predefined
anchors. This leads to multiple hyperparameter choices, making the designing of the network more complicated [18].
Moreover, using an anchor box results in the production of multiple bounding boxes that overlap an object; conse-
quently, an additional post-processing step is required. A non-maximum suppression algorithm is commonly used for
removing redundant bounding boxes to obtain only one box per object, which indicates that post-processing increases
the overall computational time for object detection.

2.2. Point-based Object Detection

Recently, object detection methods that adopt keypoint estimation have been proposed. The primary strength of
point-based methods when compared to anchor-based detection is that it does not require an anchor box. Consequently,
point-based methods do not suffer from the problems caused by anchor boxes (i.e., the production of a large number
of proposed regions and complicated hyperparameter choices of the network). CornetNet was the first approach to
introduce point-based detection [18], which detects objects by their top-left and bottom-right corner points. It first
detects all corner points for each class, and then groups the top-left and bottom-right points into pairs for each object
so that each pair of corner points results in a bounding box of the corresponding object. Vector embedding is also
required for the successful grouping of corner points [18]. Unlike CornerNet, CenterNet [19] was proposed to directly
detect the center points of objects, indicating that it does not require the training of embedding vectors for grouping.
Additional regression, such as the regression of bounding box size, is performed on each object for the final detection
[19].
2.3. Individual Tooth Segmentation

Several studies have been conducted on individual tooth detection and segmentation based on dental images. ToothNet [4] employed Mask R-CNN [20], which is an instance segmentation network based on Faster R-CNN [14], extended it to include 3D data, and introduced a similarity matrix for the classification of different types of teeth. In [2], the authors also employed Mask R-CNN [20] as a tooth detector; however, additional training was required to divide the upper and lower jaws to extract the volume-of-interest regions. The authors also proposed the conversion of pixel-wise classification to distance map regression to reduce false responses in the surrounding teeth [2]. In [3], the authors dealt with dental panoramic X-ray images and localized an individual tooth using a point-based approach. While directly regressing the coordinates of all anatomical teeth, spatial distance regularization loss was employed to effectively separate the predicted coordinates.

3. Methodology

3.1. Network Architecture

The overall architecture of the proposed network is shown in Fig. 1. Images of size 128 x 128 x 128 pixels were used as inputs to the network. The network extracts feature maps from input images by feeding them to the FCN layers followed by an encoding-decoding structure. We used an hourglass network [21] as the backbone of our network, which was extended to a 3D structure. The network follows a two-stack architecture, which exploits intermediate supervision by applying the in-between heatmap results into the loss function. The output heatmaps from the first stack are then added to the previous feature maps and fed to the second stack. In the last step, the network produces the final heatmap output and bounding box sizes. After the detection process, a second network for tooth segmentation (Fig. 2) is incorporated. The input image is cropped by the detected bounding boxes into image patches and resized to 128 x 64 x 64 pixels. Subsequently, the image patches are fed to the segmentation network, i.e., U-Net, in which all convolutions are extended to 3D counterparts.

![Figure 1: Overall network for tooth detection. The FCN layers followed by an encoding-decoding structure extracts feature maps from the input images. We used 3D hourglass [21] as a backbone of the network, and it follows two-stack architecture for an intermediate supervision. The final outputs of the network are heatmaps and bounding box sizes.](image)

3.2. Training the Network

When training the detection network, three different loss functions were applied: focal loss [18] for heatmap regression, mean-squared error (MSE) loss for bounding box size regression, and GD Loss. To train the segmentation network, we used the MSE loss instead of the binary cross-entropy (BCE) loss for distance map regression.
Figure 2: Overall network for tooth segmentation. U-Net architecture [7] is used and extended to a 3D structure. Input images are cropped into image patches by the detected bounding boxes for individual tooth segmentation.

3.2.1. Heatmap Regression

As mentioned above, the proposed detection network performs a heatmap regression. As there are 32 different types of anatomical teeth, the network outputs 32 heatmaps, which are performed by 32 individual CNN layers attached parallel to each other after feature map extraction. For the loss function, we used focal loss [18], which primarily contributes to the imbalance of ground truth data, which is commonly used for keypoint estimation. There is a significant imbalance issue in the ground truth heatmap because it predominantly consists of a zero-valued background, in contrast to a few non-zero values in the foreground. Therefore, it is difficult to train the network using a simple MSE loss; consequently, the focal Loss is employed for heatmap regression. The focal loss can be expressed as

\[
L_{\text{heat}} = \text{Focal}(x_{\text{heat}}, y_{\text{heat}}) \\
= -1 \frac{1}{N} \sum_p \left\{ \begin{array}{ll}
(1 - x(p))^\alpha \log(x(p)) & \text{if } y(p) = 1 \\
(1 - y(p))^\beta x(p)^\alpha \log(1 - x(p)) & \text{otherwise},
\end{array} \right.
\]

where \(x_{\text{heat}}\) is the heatmap output of the network and \(y_{\text{heat}}\) is the heatmap of the ground truth image with pixel values of \(x(p)\) and \(y(p)\) at pixel \(p\), respectively. As described in (1), the computation of the loss values is different at peak and non-peak positions. After adding the loss values from every pixel, the final loss is divided by the number of peaks. \(\alpha\) and \(\beta\) are the weighting coefficients that define the weights for \(x_{\text{heat}}\) and \(y_{\text{heat}}\) of the total loss function, respectively. The weights were set to \(\alpha = 2\) and \(\beta = 4\) to increase the impact of peak points on the total loss.

The overall network followed a two-stack architecture to employ intermediate supervision. Intermediate supervision is known to be more effective and results in better performance when compared to simply adding the same number of complexities to the network [21]. The loss function of intermediate supervision is defined as

\[
L_{\text{heat}} = \sum_s w(s) \text{Focal}(x_{\text{heat}}(s), y_{\text{heat}}),
\]

where \(x_{\text{heat}}(s)\) is the heatmap output at each stack \(s\) and \(y_{\text{heat}}\) is the heatmap of the ground truth image. \(w(s)\) is the weighting coefficient that defines the weights for each intermediate output that affects the total loss. We set all values of \(w(s)\) to one.

The network also regresses bounding box sizes to estimate the final detection boxes from each detected center point. The final regression is trained by using the MSE loss as follows:

\[
L_{\text{bbox}} = \text{MSE}(x_{\text{bbox}}, y_{\text{bbox}}),
\]
Figure 3: Non-parametric Gaussian disentanglement

where $x_{bbox}$ is the previous output of the box regression and $y_{bbox}$ is the ground truth. The detected center points can be regressed by localizing the peak point for each heatmap as follows:

$$P_{centers} = \{ \arg \max_p (x(p)) \mid p \in [1, 32] \}. \tag{4}$$

After the center points, i.e., $P_{center} = (x_{center}, y_{center}, z_{center})$, of each tooth and the dimensions of the box $(W_{bbox}, H_{bbox}, D_{bbox})$ are regressed, the final individual tooth detection result can be expressed as follows:

$$Bbox = (x_{center} - W_{bbox}/2, x_{center} + W_{bbox}/2, y_{center} - H_{bbox}/2, y_{center} + H_{bbox}/2, z_{center} - D_{bbox}/2, z_{center} + D_{bbox}/2). \tag{5}$$

3.3. Gaussian Disentanglement Loss

A novel GD loss was introduced while training the heatmap regression. In dental CBCT images, adjacent teeth are positioned significantly close to each other, and they are considerably similar in shape. Thus, it is significantly difficult to train the network to accurately regress the Gaussian distributions for each tooth. The occurrence of multiple false responses on proximate regions of a tooth (i.e., severe overlapping of Gaussian distributions for two or more teeth) hinder the final performance of tooth detection.

The goal of GD Loss is to ease the difficulty of achieving accurate heatmap regression by aiding the network to separate the overlapping Gaussian distributions. The proposed GD Loss presents a higher penalty when the two Gaussian distributions have greater overlaps. It is designed to avoid determining the inter-distances between Gaussian distributions, which typically involves parameters such as the mean and standard deviation. Therefore, for simplicity, we suggest a non-parametric method of separating the Gaussian distributions.

As illustrated in Fig. 3, if two Gaussian distributions are close to each other (i.e., entangled), the probability density functions (PDF) of both distributions have high values in the overlapping area. Conversely, if they are sufficiently disentangled, the overlapping area between the two PDFs is minimized. Thus, the joint PDF function converges to
Figure 4: Two-dimensional visualization of distance map: (left) tooth image patch; (middle) ground truth mask; (right) distance map.

zero if the overlapping area between the distributions is sparse. Based on this aspect, we defined a non-parametric GD Loss as follows:

$$L_{GD} = \sum_{(i,j) \in N} \sum_{p} x_i(p) \odot x_j(p),$$  \hspace{1cm} (6)

where $x_i(p)$ and $x_j(p)$ are the pixel values at pixel $p$ from the heatmaps of two teeth, i.e., tooth numbers $i$ and $j$, respectively. The symbol $\odot$ in (6) refers to pixel-wise multiplication. The proposed operation is performed on every pair $(i, j)$ of adjacent teeth, and subsequently, the final GD Loss is computed by adding all pixel values of the pixel-wise multiplication results. According to the ISO standard pertaining to tooth numbers, the 32 anatomical teeth are numbered from 11 to 48.

The final objective function for training the tooth detection network, including heatmap regression and bounding box regression, can be expressed as

$$L = \lambda_1 L_{heat} + \lambda_2 L_{bbox} + \lambda_3 L_{GD},$$  \hspace{1cm} (7)

where $\lambda_1$, $\lambda_2$, $\lambda_3$ are the weights of each loss. We used $\lambda_1 = 0.1$, $\lambda_2 = 0.1$, $\lambda_3 = 1$ during training.

3.4. Individual Tooth Segmentation

For individual tooth segmentation, we initially cropped the CBCT image into image patches using the detected bounding boxes, and subsequently fed the patches to the segmentation network. However, a simple pixel-wise classification method for tooth segmentation can yield several false positives because every image patch includes partial overlaps between the adjacent teeth. In this study, similar to [2], a distance-based segmentation method was employed for accurate tooth segmentation. The pixel-wise classification task is converted to a pixel-wise distance regression task, where the distance is defined by the shortest 3D Euclidean distance from the surface of the tooth. Accordingly, for training the distance map regression, we used MSE loss instead of BCE loss, which is defined as

$$L_{dist} = ||x_{dist} - y_{dist}||_2^2,$$  \hspace{1cm} (8)

where $x_{dist}$ is the output of the segmentation network and $y_{dist}$ is the ground truth distance map. To obtain the final segmentation results, we applied a threshold to the output distance map. The overall segmentation network follows the 3D U-Net architecture [22], which consists of three down-sampling steps followed by three up-sampling steps.
4. Experiments

In this section, we present the evaluations of the proposed tooth detection process and the segmentation results. In total, 120 computed tomography (CT) images were collected for training, validation, and testing. We used 80 images for training, 20 images for validation, and 20 images for testing and quantitative analysis. The overall evaluation of tooth detection was conducted by comparing the proposed method with Faster R-CNN [14], stacked hourglass network [21], and CenterNet [19], which are state-of-the-art methods for anchor-based object detection, keypoint estimation, and point-based object detection, respectively.

4.1. Preprocessing Data

For training the detection network, CT images were first cropped and resized to a size of 128 x 128 x 128 pixels and normalized. The ground truth data for heatmap regression were generated according to the locations of the teeth. For each anatomical tooth, a Gaussian distribution was drawn pertaining to a heatmap at the center of the tooth with a standard deviation value proportional to the tooth size.

Metadata of the tooth size for all images was also obtained and used for training. For individual tooth segmentation, CT images were cropped based on the detected bounding boxes, resized to a size of 128 x 64 x 64 pixels, and then normalized. The ground truth data for the distance map regression were subsequently generated. Each pixel inside the tooth represents the distance value from the closest surface of the tooth (i.e., unsigned value); conversely, the area outside the tooth was represented by a value of zero. We defined the distance between pixels as an approximate Euclidean distance based on a simple two-pass algorithm [23].

4.2. Evaluation Metrics

1) Intersection over Union (IOU): The quality of detection was determined by examining the overlapping ratio between the detected bounding box and the ground truth box. IOU is used as the quantitative value of the degree of overlap. The IOU values of boxes A and B are expressed as follows:

\[ IOU = \frac{|A \cap B|}{|A \cup B|}. \]  

2) Precision and Recall: Precision and recall are frequently used for evaluating the performance of classification methods. Their values are computed as follows:

\[ \text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}} \]  

\[ \text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}}. \]

Precision and recall are also used for object detection. The detected bounding boxes are classified as true positives by considering the IOU values of the boxes. For example, if the IOU value is higher than a certain threshold, the corresponding detection box is regarded as a true positive sample. Conversely, the detection box is counted as a false positive sample if the IOU value is less than a given threshold.

3) Average Precision (AP): The general definition of AP is the area under the precision-recall (PR) curve. A larger area under the PR curve indicates that the overall detection performance is high. When determining the precision and recall, we used an IOU threshold value of 50; consequently, the resulting AP was marked as AP50.

4) Object Include Ratio (OIR): As mentioned in the previous section, accurate object detection is critical for the final performance of instance segmentation. Specifically, it is important that the detected bounding boxes should completely include the target teeth to acquire intact segmentation results. Therefore, evaluating the overlapping ratio with not only the ground truth boxes but also the actual object area is important. Such an evaluation is performed using OIR, which can be calculated as follows [2]:

\[ OIR = \frac{|M \cap D|}{|M|}, \]  

where M is the area of the object and D is the area of the detected bounding box.
Table 1: Experimental results of tooth detection

| Methods            | AP50  | OIR   | mIOU  |
|--------------------|-------|-------|-------|
| Faster R-CNN 3D    | 69.08 | 0.781 | 0.545 |
| Stacked Hourglass 3D | 72.73 | 0.822 | 0.587 |
| CenterNet 3D       | 81.82 | 0.847 | 0.695 |
| Ours               | 90.91 | 0.966 | 0.704 |
| Ours w/ margin     | N/A   | 0.999 | N/A   |

Table 2: Experimental results of tooth identification

| Methods            | Precision | Recall |
|--------------------|-----------|--------|
| Faster R-CNN 3D    | 0.806     | 0.731  |
| Stacked Hourglass 3D | 0.853     | 0.826  |
| CenterNet 3D       | 0.891     | 0.883  |
| Ours               | 0.932     | 0.919  |

5) Confusion Matrix: To evaluate the identification performance (i.e., the capability of distinguishing all anatomical tooth types), we present a confusion matrix regarding the classes of each tooth. Each row of the matrix represents the actual class of objects and each column of the matrix represents the predicted class. After adding all the cells of the matrix according to the prediction results, each value of the cell was normalized by the number of ground truths per class. An accurate classification result is expected to yield a confusion matrix with peak values in its diagonal elements. For greater legibility, we applied colors to the cells based on their values.

4.3. Accuracy Evaluation

The experiment was conducted by comparing the proposed method with state-of-the-art detection networks, including Faster R-CNN [14], stacked hourglass network [21], and CenterNet [19]. Faster R-CNN is one of the most frequently used object detectors, which is used in several applications. The stacked hourglass network [21] is one of the most popular baselines for keypoint estimation tasks, such as human pose estimation. We included CenterNet in our comparative analysis to verify the effect of GD Loss, as the overall architecture of our proposed network is closely related to CenterNet. In all the experiments, all convolution operations of the networks were extended to the 3D counterparts to cope with the CBCT images. The accuracy of tooth detection was evaluated based on different metrics including AP50, OIR, and mean IOU, as defined previously. The accuracy of identification was also evaluated, and the results were plotted as a confusion matrix (Fig. 5).

Figure 5: Confusion matrix of tooth identification

The performance evaluation results of the tooth detection process are listed in Table 1. The table demonstrates that
our proposed method is superior to other state-of-the-art methods. Moreover, the addition of margins of 5 to 10 pixels at the detected tooth bounding boxes resulted in achieving an OIR value of 0.999. This indicates that the bounding boxes with margins almost completely included the tooth objects, which is critical for the subsequent segmentation process.

The evaluation results of the tooth identification process are listed in Table 2. The results show that our proposed method performs better than the other methods in the tooth identification task. Each detected box is counted as a true positive if the IOU value is higher than the threshold (i.e., 50), and false positive if not. The precision and recall values were computed based on these counts. The identification result was plotted as a confusion matrix (Fig. 5) for visual representation. While other networks failed to identify adjacent teeth, especially for small teeth (tooth numbers 31, 32, 41, and 42), our proposed method demonstrated better quality of identification, as indicated by the diagonal elements of the confusion matrix, which had the highest values.

### 4.4. Gaussian Disentanglement

As shown in the experimental results, distinguishing adjacent teeth is the primary challenge in achieving high performance in the tooth detection and identification processes. Based on the basic heatmap regression, the Gaussian distributions of adjacent teeth tend to overlap at the proximate position. We successfully addressed the overlapping problem in our method by introducing GD loss. As illustrated in Fig. 6, the heatmap regression by CenterNet [19] showed overlapping Gaussian distributions, resulting in the false detection of the tooth center. Conversely, our method showed heatmaps with Gaussian distributions that are successfully disentangled from each other.

![Figure 6: Effect of Gaussian disentanglement loss](image)

### 4.5. Tooth Segmentation

The segmentation results of the proposed method are illustrated in Fig. 7. The results were compared with other state-of-the-art individual tooth detection and segmentation methods, i.e., Faster R-CNN [14], ToothNet [4], CenterNet [19], and pose-aware tooth R-CNN [2]. Similar to our proposed method, Faster R-CNN and CenterNet first performed tooth detection, followed by tooth segmentation by employing 3D U-Net [22]. According to Fig. 7, the segmentation result of our method shows superior performance when compared to the other methods. Faster R-CNN and CenterNet failed to segment several teeth, predominantly the frontal teeth. Moreover, it can be observed that missing a single tooth resulted in successive misidentification of several other adjacent teeth. In particular, in the second row of Fig. 7d, the first left premolar (tooth number 24) was misidentified as the second left premolar (tooth number 25), which led to the misidentification of the second left premolar, first left molar, and second left molar, causing the left wisdom tooth to be undetected. ToothNet [4] was successful in tooth identification, but it failed to segment certain teeth. PATRCNN [2] showed comparable performance to our method, but our method outperformed PATRCNN with more accurate tooth detection.

### 5. Discussion and Conclusion

In this study, we proposed a point-based detection network for accurate tooth detection and segmentation from CBCT images. Detecting an individual tooth from CBCT images is considered a challenging task because of the similar topologies of teeth and their proximate positions. We proposed an effective point-based detection method
that outperforms general object detection methods [9]. By employing a point-based detection framework [18, 19], we identified different types of anatomical teeth without training any additional classification module, which is a limitation of the anchor-based detectors [13, 14, 2]. Moreover, the proposed method accurately detected adjacent teeth by introducing a novel GD loss function within heatmap regression. Improvements in the performance of tooth detection resulted in accurate individual tooth segmentation.

Further improvements may include identifying missing teeth. Because our point-based tooth detector detects all anatomical teeth, it attempts to detect teeth that are not present in the input CBCT image. Although the proposed method has successfully performed tooth detection and identification, an additional light-weight classification process might be required to determine the presence of absence of teeth. Furthermore, because the teeth in CBCT images show various angles, regressing their poses and realigning them will improve data consistency, which will lead to improved segmentation performance.
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