Artificial neural network and logistic regression modelling to characterize COVID-19 infected patients in local areas of Iran

Farzaneh Mohammadi a,b,*, Hamidreza Pourzaman a,b, Hossein Karimi a, Maryam Mohammadi c, Mohammad Mohammadi d, Nahid Ardalan e, Roya Khoshravesh f, Hassan Pooresmaeil g, Samaneh Shahabi h, Mostafa Sabahi i, Fatemeh Sadat miryonesi j, Marzieh Najafi k, Zeynab Yavari l, Farideh Mohammadi m, Hakimeh Teiri a,b, Mahsa Jannati n

a Department of Environmental Health Engineering, School of Health, Isfahan University of Medical Sciences, Isfahan, Iran
b Environment Research Center, Research Institute for Primordial Prevention of Non-communicable Disease, Isfahan University of Medical Sciences, Isfahan, Iran
c Department of Management and Health Information Technology, School of Management and Medical Information Sciences, Isfahan University of Medical Sciences, Isfahan, Iran
d Department of Electrical Engineering, Shahreza University, Isfahan, Iran
e Kurdistan University of Medical Sciences, Sanandaj, Kurdistan, Iran
f Kermanshah University of Medical Sciences, Kermanshah, Iran
g Emergency Medical Services, Tehran, Iran
h Hamedan University of Medical Sciences, Hamedan, Iran
i Shahid Beheshti Hospital, Kashan, Isfahan, Iran
j School of Nursing & Midwifery, Isfahan University of Medical Sciences, Isfahan, Iran
k Isfahan Endocrine and Metabolism Research Center, Isfahan University of Medical Sciences, Isfahan, Iran
l Genetic and Environmental Adventures Research Center, School of Abarkouh Paramedicine, Shahid Sadoughi University of Medical Sciences, Yazd, Iran
m Department of Textile Engineering, Isfahan University of Technology, Isfahan, Iran
n Graduate Student, Dept. of Civil Engineering, Lakehead University, Thunder Bay, ON, Canada

ARTICLE INFO

Article history:
Received 31 May 2020
Accepted 17 February 2021
Available online 25 February 2021

ABSTRACT

Background: COVID-19 is an infectious disease that started spreading globally at the end of 2019. Due to differences in patient characteristics and symptoms in different regions, in this research, a comparative study was performed on COVID-19 patients in 6 provinces of Iran. Also, multilayer perceptron (MLP) neural network and Logistic Regression (LR) models were applied for the diagnosis of COVID-19.

* Corresponding author. Department of Environmental Health Engineering, School of Health, Isfahan University of Medical Sciences, Hezar Jarib St., Isfahan University of Medical Sciences, Isfahan 8174673461, Iran.
E-mail address: fm_1363@hlth.mui.ac.ir (F. Mohammadi).
Peer review under responsibility of Chang Gung University.
https://doi.org/10.1016/j.bj.2021.02.006
2319-4170/© 2021 Chang Gung University. Publishing services by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Methods: A total of 1043 patients with suspected COVID-19 infection in Iran participated in this study. 29 characteristics, symptoms and underlying disease were obtained from hospitalized patients. Afterwards, we compared the obtained data between confirmed cases. Furthermore, the data was applied for building the ANN and LR models to diagnosis the infected patients by COVID-19.

Results: In 750 confirmed patients, Common symptoms were: fever (\%) >37.5 °C, cough, shortness of breath, fatigue, chills and headache. The most common underlying diseases were: hypertension, diabetes, chronic obstructive pulmonary disease and coronary heart disease. Finally, the accuracy of the ANN model to the diagnosis of COVID-19 infection was higher than the LR model.

Conclusion: The prevalent symptoms and underlying diseases of COVID-19 patients were similar in different provinces, but the incidence of symptoms was significantly different from each other. Also, the study demonstrated that ANN and LR models have a high ability in the diagnosis of COVID-19 infection.
The six groups of patients Compared with 29 variables which including demographic, epidemiological and clinical symptoms and characteristics of participants, those are: Age, sex, smoking (The person him/herself or his/her roommate), fever, nasal congestion, headache, cough, sore throat, sputum, runny nose, frequent sneezing, fatigue, shortness of breath, nausea or vomiting, diarrhoea, myalgia or arthralgia, chills, throat congestion, tonsil swelling, reduced sense of smell, reduced sense of taste, chronic obstructive pulmonary disease, diabetes, hypertension, coronary heart disease, cerebrovascular disease, immunodeficiency, cancer, chronic renal disease.

**Statistical analysis**

Continuous variables are expressed as mean ± SD and median and interquartile ranges (25th, 50th and 75th percentile). Analysis of variance (ANOVA) was used for comparing means of continuous variables in more than two independent groups, categorical variables are represented by a percentage and compared by the $\chi^2$ test in more than two independent groups. The Kruskal–Wallis test evaluates the differences between three or more groups in ordinal variables. In this study, the ANOVA analysis, $\chi^2$ test and Kruskal–Wallis test were used respectively to compare the mean age, symptoms and underlying disease and Fever of confirmed patients between the studied provinces. The analyses were performed by non-missing data. The SPSS 26 statistical software was used for analysis, and $p$-value < 0.05 was considered statistically significant.

**Modelling for diagnosis of COVID-19 infection**

Logistic regression is a statistical regression model for binary dependent variables such as infection or non-infection, disease or health, death or life [8,9]. Logistic regression was implemented in SPSS 26 software. All 29 variables were entered into the LR model as independent variables. The response or dependent variable in this study is infected and not infected with COVID-19. A total of 870 COVID-19 suspected patients (638 confirmed, 232 unconfirmed) were selected to train the LR model with the Enter method and the remaining 153 patients (113 confirmed, 41 unconfirmed) were used for testing. It is necessary to note that in this study, because the data are imbalanced, the Stratified Random Sampling (SRS) method was used for training and testing sampling. Stratification will ensure that the percentages of each class in entire data will be the same (or very close to) within each individual subgroups (more details explained in suplementary materials) [10].

MATLAB 2014 software was used to build the MLPNN model. The neural network was developed using the Neural
Net Pattern Recognition toolbox (nprtool). In pattern recognition problems, the ANN used to classify inputs into a set of target categories. Here, a neural network was developed with the entry of all independent studied variables (29 variables). The neural network created includes the input layer, one hidden layer, and the output layer. A two-layer feed-forward network, with Hyperbolic tangent sigmoid and softmax activation functions in hidden and output layers, could classify vectors arbitrarily well, given enough neurons in its hidden layer. In this study, equations (1–3) were applied for determining the number of neurons in the hidden layer.

\[ n_h < \frac{i + \sqrt{n}}{L} \]

\[ \frac{2(i + o)}{3} < n_h < i(i + o) - 1 \]

\[ 0.5i - 2 < n_h < 2i + 2 \]

where \( i, o, n_h, L, n \) are the number of inputs neurons, number of outputs neurons, number of hidden layer neurons, number of hidden layer and number of datasets [11–13].

In next step, 717 datasets (70%) were applied for ANN training (526 confirmed, 191 unconfirmed), and the remaining one-half was used for validation (153 datasets, 15%, 113 confirmed, 41 unconfirmed) and testing (153 datasets, 15%, 113 confirmed, 41 unconfirmed). The network will be trained with scaled conjugate gradient (SCG) Backpropagation algorithm. To evaluate ANN performance cross-entropy and confusion matrix was used. The predictions of both the ANN and LR models in the testing group of 153 patients were reported. Also, for external validation, information of 20 patients suspected of COVID-19 infection was received from a hospital in Yazd province and the performance of two developed diagnostic models were evaluated.

The ability and accuracy of the ANN and LR models, which are classifier models, were compared in predicting COVID-19 infected patient using the area under the receiver operating characteristic (ROC) curve. Other performance parameters were estimated using equations (4–6).

Sensitivity = \( \frac{TP}{TP + FN} \) (4)

Specificity = \( \frac{TN}{FP + TN} \) (5)

Accuracy = \( \frac{TP + TN}{P + N} \) (6)

Here, TP, FN, FP, TN, P and N are true positive, false negative, false positive, true negative, positive and negative, respectively [14].
Results

Characteristics of total confirmed infected patients with COVID-19

Totally 750 of 1023 hospitalized patients was confirmed to have COVID-19 infection, those patients were selected from 12 hospitals from 6 provinces in Iran. The total data are summarized in [Table 1]. 273 (26.7%) of hospitalized patients, despite having symptoms, but they were not infected by COVID-19 and infected by other Acute Respiratory Syndromes. 57 (5.6%) confirmed patients were doctors, nurses, and other medical staff. About 558 (54.5%) of confirmed patients exposed to smoking.

Characteristics and symptoms of total COVID-19 patients based on [Fig. 2] were fever (81.3%), cough (77.3%), shortness of breath (76.5%), fatigue (71.3%), Chills (63.6%), headache (63.1%), Sore throat (51.7%), Myalgia or arthralgia (51.6%), Reduced sense of smell (54.7%), Reduced sense of taste (45.7%), Throat congestion (43.1%), Nausea or vomiting (31.2%), Sputum (22.7%), Nasal congestion (19.1%), Diarrhea (18.8%), Frequent sneezing (15.2%) Tonsil swelling (14.0%), and Runny nose (12.4%).

The underlying disease of total COVID-19 patients according to [Fig. 2] were Hypertension (27.9%), Diabetes (23.6%), Chronic obstructive pulmonary, (17.3%) Coronary heart disease (15.7%), Cancer (8.9%), Chronic renal disease (8.7%), Immunodeficiency (4.7%), Cerebrovascular disease (3.2%). Among hospitalized patients with COVID-19, 84 (11.2%) admitted to the ICU. Also, the underlying and chronic disease was more common among patients admitted to the ICU.

Comparison of COVID-19 patients in 6 provinces of Iran

In this study, a total of 750 confirmed patients were examined in 6 provinces in Iran. The number of confirmed patients from different provinces are Isfahan 127 (16.9%), Tehran 125 (16.7%), Kurdistan 179 (23.9%), Kermanshah 118 (15.7%), Hamedan 100 (13.3%) and Chahar Mahal 101 (13.5%).

The characteristics, symptoms and underlying disease for every province are summarized in [Table 1] and [Fig. 3]. The mortality rate varies between 9.1% in Chahar Mahal to 10.6% in Tehran. There is a statistically significant difference between groups (p-value<0.05). By comparing one by one, the provinces were divided into two subgroups, Tehran, Kermanshah and Isfahan in the first group and others in another group.

Statistical analysis of characteristics, symptoms and underlying disease between 6 provinces showed the statistically
| Variable | Total without external validation data | Confirmed Infected Patients without external validation data | Yazd (Confirmed Infected) |
|----------|----------------------------------------|----------------------------------------------------------|--------------------------|
|          | Confirm Infected Patients without external validation data | | |
|          | Confirmed Cases | Unconfirmed Cases | Confirmed Cases | Unconfirmed Cases | Confirmed Cases | Unconfirmed Cases | Confirmed Cases | Unconfirmed Cases |
| Age      | Mean 48.94 ± 18.27 | 50.7 ± 17.7 | 50.9 ± 17.9 | 49.0 ± 15.3 | 53.9 ± 16.3 | 43.9 ± 17.2 | 51.0 ± 18.8 | 54.7 ± 19.7 | 0.000<sup>a</sup> | 60.2 ± 16.46 | 60.0 |
|          | Median 47.0 | 48.0 | 47.0 | 47.0 | 53.0 | 39.0 | 47.0 | 53.0 | 60.0 |
|          | Range 90.0 | 72.0 | 90.0 | 66.0 | 72.0 | 89.0 | 72.0 | 75.0 | 52.0 |
|          | Percentile 25 36.0 | 37.0 | 38.0 | 38.0 | 40.0 | 32.0 | 38.8 | 36.5 | 47.8 |
|          | Percentile 50 49.0 | 48.0 | 47.0 | 47.0 | 53.0 | 39.0 | 47.0 | 53.0 | 60.0 |
|          | Percentile 75 62.0 | 63.0 | 63.0 | 61.0 | 67.0 | 54.0 | 64.8 | 71.0 | 73.5 |
| Sex (%)  | Male 47.7 | 45.5 | 55.1 | 48.0 | 41.3 | 44.5 | 52.0 | 62.4 | 0.013<sup>b</sup> | 58.3 |
|          | Female 52.3 | 54.5 | 44.9 | 52.0 | 58.7 | 55.5 | 48.0 | 37.6 | 41.7 |
| Fate (%) | Death – 9.8 | 10.2 | 9.3 | 10.4 | 9.3 | 9.1 | 0.042<sup>c</sup> | 0 |
|          | Survival – 90.2 | 89.8 | 89.4 | 90.7 | 89.6 | 90.7 | 90.9 | 0 |
| smoking (The person him/herself or his/her roommate) (%) | No 56.8 | 54.5 | 81.9 | 58.4 | 14.5 | 68.1 | 33.0 | 45.5 | 0.000<sup>b</sup> | 83.3 |
|          | Yes 43.2 | 54.5 | 18.1 | 41.6 | 85.5 | 31.9 | 67.0 | 54.5 | 16.7 |
| Fever (%) | <37.5 °C 28.3 | 18.7 | 40.9 | 15.2 | 2.2 | 26.1 | 3.0 | 31.7 | 0.000<sup>c</sup> | 25.0 |
|          | 37.5–38.0 °C 27.1 | 27.6 | 21.3 | 36.8 | 30.7 | 31.1 | 34.0 | 7.9 | 25.0 |
|          | 38.1–39.0 °C 38.6 | 47.2 | 34.6 | 39.2 | 63.7 | 37.8 | 63.0 | 38.6 | 50.0 |
|          | >39.0 °C 6.0 | 6.5 | 3.1 | 8.8 | 3.4 | 5.0 | 0.0 | 21.8 | 0 |
| Nasal congestion (%) | No 81.8 | 80.9 | 74.0 | 76.0 | 97.8 | 79.8 | 58.0 | 90.1 | 0.000<sup>b</sup> | 75.0 |
|          | Yes 18.2 | 19.1 | 26.0 | 24.0 | 2.2 | 20.2 | 42.0 | 9.9 | 25.0 |
| Headache (%) | No 50.2 | 36.9 | 53.5 | 37.6 | 16.2 | 63.0 | 3.0 | 55.4 | 0.000<sup>c</sup> | 66.7 |
|          | Yes 49.8 | 63.1 | 46.5 | 62.4 | 83.8 | 37.0 | 97.0 | 44.6 | 33.3 |
| Cough (%) | No 36.5 | 22.7 | 46.5 | 19.2 | 2.2 | 38.7 | 12.0 | 25.7 | 0.000<sup>c</sup> | 33.3 |
|          | Yes 63.5 | 77.3 | 53.5 | 80.8 | 97.8 | 61.3 | 88.0 | 74.3 | 66.7 |
| Sore throat (%) | No 53.7 | 48.3 | 66.1 | 68.8 | 2.8 | 69.7 | 37.0 | 66.3 | 0.000<sup>d</sup> | 41.7 |
|          | Yes 46.3 | 51.7 | 33.9 | 31.2 | 97.2 | 30.3 | 63.0 | 33.7 | 58.3 |
| Sputum (%) | No 75.9 | 77.3 | 64.6 | 58.4 | 92.7 | 89.1 | 64.0 | 88.1 | 0.000<sup>b</sup> | 50.0 |
|          | Yes 24.1 | 22.7 | 35.4 | 41.6 | 7.3 | 10.9 | 36.0 | 11.9 | 50.0 |
(continued on next page)
Table 1 – (continued)

| Patients (Capita) | Total with external validation data | Total without external validation data | Isfahan | Tehran | Kurdistan | Kermanshah | Hamedan | Chahar Mahal | External validation (Yazd) |
|-------------------|-------------------------------------|----------------------------------------|---------|---------|-----------|-----------|---------|-------------|-----------------------------|
| Runny nose (%)    | No                                  | 87.6                                   | 74.0    | 77.6    | 99.4      | 86.6      | 90.0    | 94.1        | 0.000
|                   | Yes                                 | 12.4                                   | 26.0    | 22.4    | 0.6       | 13.4      | 10.0    | 5.9         | 8.3
| Frequent sneezing (%) | No                                  | 84.8                                   | 91.3    | 39.2    | 97.8      | 92.4      | 88.0    | 98.0        | 0.000
|                   | Yes                                 | 15.2                                   | 8.7     | 60.8    | 2.2       | 7.6       | 12.0    | 2.0         | 8.3
| Fatigue (%)       | No                                  | 46.7                                   | 28.7    | 51.2    | 1.7       | 47.1      | 1.2     | 52.5        | 0.000
|                   | Yes                                 | 53.3                                   | 71.3    | 48.8    | 98.3      | 52.9      | 98.8    | 47.5        | 91.7
| Shortness of breath (%) | No                                  | 43.4                                   | 23.5    | 29.6    | 5.6       | 42.0      | 9.0     | 17.8        | 0.000
|                   | Yes                                 | 56.6                                   | 76.5    | 70.4    | 94.4      | 58.0      | 91.0    | 82.2        | 100.0
| Nausea or vomiting (%) | No                                  | 72.9                                   | 68.8    | 63.0    | 55.2      | 65.9      | 83.2    | 63.0        | 86.1
|                   | Yes                                 | 27.1                                   | 31.2    | 37.0    | 44.8      | 34.1      | 16.8    | 37.0        | 13.9
| Diarrhoea (%)     | No                                  | 83.4                                   | 81.2    | 78.0    | 67.2      | 89.4      | 91.6    | 66.0        | 91.1
|                   | Yes                                 | 16.6                                   | 18.8    | 22.0    | 32.8      | 10.6      | 8.4     | 34.0        | 8.9
| Myalgia or arthralgia (%) | No                                  | 61.4                                   | 48.4    | 49.6    | 59.2      | 69.8      | 48.7    | 5.2         | 42.6
|                   | Yes                                 | 38.6                                   | 51.6    | 50.4    | 40.8      | 30.2      | 51.3    | 94.8        | 57.4
| Chills (%)        | No                                  | 50.6                                   | 36.4    | 40.2    | 33.6      | 27.4      | 62.2    | 9.0         | 47.5
|                   | Yes                                 | 49.4                                   | 63.6    | 59.8    | 66.4      | 72.6      | 37.8    | 91.0        | 52.5
| Throat congestion (%) | No                                  | 60.4                                   | 56.9    | 55.9    | 51.2      | 50.3      | 77.3    | 37.0        | 73.3
|                   | Yes                                 | 39.6                                   | 43.1    | 44.1    | 48.8      | 49.7      | 22.7    | 63.0        | 26.7
| Tonsil swelling (%) | No                                  | 88.4                                   | 86.0    | 80.3    | 81.6      | 96.6      | 98.3    | 54.0        | 97.0
|                   | Yes                                 | 11.6                                   | 14.0    | 19.7    | 18.4      | 3.4       | 1.7     | 46.0        | 3.0
| Reduced sense of smell (%) | No                                  | 63.2                                   | 54.3    | 58.3    | 41.6      | 82.7      | 85.7    | 44.0        | 62.4
|                   | Yes                                 | 36.8                                   | 45.7    | 41.7    | 58.4      | 17.0      | 14.3    | 56.0        | 37.6
| Reduced sense of taste (%) | No                                  | 63.2                                   | 54.3    | 60.6    | 41.6      | 83.2      | 85.7    | 44.0        | 64.4
|                   | Yes                                 | 36.8                                   | 45.7    | 39.4    | 58.4      | 16.8      | 14.3    | 56.0        | 35.6
| Chronic obstructive pulmonary disease (%) | No                                  | 87.1                                   | 82.7    | 86.6    | 77.6      | 77.7      | 94.1    | 74.0        | 88.1
|                   | Yes                                 | 12.9                                   | 17.3    | 13.4    | 22.4      | 22.3      | 5.9     | 26.0        | 11.9
| Diabetes (%)      | No                                  | 82.2                                   | 76.4    | 88.2    | 88.0      | 46.9      | 91.6    | 77.0        | 81.2
|                   | Yes                                 | 17.8                                   | 23.6    | 11.8    | 12.0      | 53.1      | 8.4     | 23.0        | 18.8
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significant difference between the groups (p-value < 0.01) except cerebrovascular disease which was generally the least common among other underlying diseases.

In each province, the 5 top common symptoms were different, as follow [Fig. 3]; Isfahan: fatigue (69.3%), chills (59.8%), fever (59.1%), shortness of breath (58.3%), and cough (53.5%). Tehran: fever (84.8%), cough (80.8%), shortness of breath (70.4%), chills (66.4%) and headache (62.4%). Kurdistan: fatigue (98.3%), fever (97.8%), cough (97.8%), sore throat (97.2%) and shortness of breath (94.4%). Kerman: fever (73.9%), cough (61.3%), shortness of breath (58.3%), fatigue (52.9%) and myalgia or arthralgia (51.3%). Hamedan: fatigue (98.8%), fever (97.0%), Headache (97.0%), myalgia or arthralgia (94.8%) and shortness of breath (91.0%). Hamedan: shortness of breath (82.2%), cough (74.3%), fever (68.3%), myalgia or arthralgia (57.4%) and chills (52.5%).

The most common underlying disease observed in each province was as follow; Isfahan, cancer (31.5%), Tehran, hypertension (24.8%), Kurdistan, diabetes (53.1%), Kermanshah, hypertension (19.3%). Hamedan, Coronary heart disease (39.0%) and Chahar Mahal, hypertension (22.8%). In Isfahan province, cancer has been observed in 31.5% of COVID-19 patients, that’s why one of the investigated hospitals was especially for cancer patients.

From the results of statistical analysis performed in [Table 1] and [Figs. 2 and 3], it is concluded that the prevalent symptoms and underlying diseases of COVID-19 patients were similar in different provinces, but the incidence of symptoms was significantly different from each other.

**ANN and LR models for COVID-19 disease diagnosis**

29 independent variables of 1023 total suspected patients were used to build the ANN and LR models. The output classes were not-infected and infected by Covid-19. The Omnibus Tests indicates that the accuracy of the LR model improves when the variables added to the model (p-values < 0.001). Cox & Snell R Square and Nagelkerke R Square are equal to 0.683 and 0.965 respectively and indicating a strong relationship between the predictors and the prediction. In Hosmer and Leme test unlike most, p-values should be more than 0.05 to indicate a good fit to the data and in this study the p-value = 1.00 so the LR model is reliable. The accuracy of logistic regression classification for training datasets was 98.9% (n = 870). [Table 2] provides the Wald statistic which is significant if the p-value <0.05. In this study, the presence of 16 variables in the equation was significant. Thus, age, sex, smoking, nasal congestion, sputum, tonsil swelling, diarrhoea, chronic obstructive pulmonary disease, diabetes, hypertension, coronary heart disease, cerebrovascular disease and chronic renal disease were removed from the equation.

In the ANN model, the number of neurons in hidden layer based on equations (1)–(3) was assessed in 20–60 interval by trial and error. 20 neurons in the hidden layer showed the best performance. The ANN structure is shown in [Fig. 4-A]. The best performance of optimized ANN based on cross-entropy in training, validation and test steps is visible in [Fig. 4-B]. The minimum cross-entropy occurred in epoch 11 and equal to 0.1077.
under the ROC curve (AUC) was 0.999 (95% confidence interval = 0.999–1.0, p-value < 0.05) which was higher than of LR model with AUC = 0.992 (95% confidence interval = 0.987–0.998, P-value < 0.05). The ANN model had a sensitivity of 100.0%, a specificity of 97.6% and an accuracy of 99.4%. The LR model had a sensitivity of 99.1%, a specificity of 97.6% and an accuracy of 98.7%. The ANN and LR models were evaluated on the testing group of 153 patients. The confusion matrix for these data was shown in [Fig. 6] Based on the mentioned parameters, the ANN model was better performance than the LR model.

Prediction models tended to perform better on data that models were constructed than on new data. This highlights the importance of external validation. In this research, due to the limitations of internal validation to determine the generalizability of diagnostic prediction models, the external validation was performed [15,16]. For this purpose, information of 20 patients suspected to COVID-19 was collected from a hospital in Yazd province. The data of these patients were considered as new for both diagnostic models. The simulation results were very interesting. As [Fig. 7] shows, the ANN model can correctly predict infected and not-infected patients 100%. The LR model also performed very well and only it misdiagnosed one person, in a way that a not-infected patient was diagnosed as infected. Also, For external validation data the AUC, sensitivity, specificity and accuracy of the diagnostic models could be seen in [Table 3].

### Discussion

Severe Acute Respiratory Syndrome (SARS-CoV-2) is a new strain of coronavirus that has not been previously identified

| Variables          | Wald  | df | p-value |
|--------------------|-------|----|---------|
| Fever              | 13.140| 3  | 0.004   |
| Shortness of Breath| 28.759| 1  | 0.000   |
| Headache           | 4.290 | 1  | 0.038   |
| Cough              | 12.342| 1  | 0.000   |
| Fatigue            | 24.451| 1  | 0.000   |
| Chills             | 17.455| 1  | 0.000   |
| Sore Throat        | 4.650 | 1  | 0.031   |
| Myalgia or Arthralgia | 24.275| 1  | 0.000   |
| Runny Nose         | 22.143| 1  | 0.000   |
| Frequent Sneezing  | 25.167| 1  | 0.000   |
| Reduced Sense of Smell | 5.719| 1  | 0.017   |
| Reduced Sense of Taste | 8.352| 1  | 0.004   |
| Nausea or vomiting | 4.965 | 1  | 0.026   |
| Throat congestion  | 5.022 | 1  | 0.025   |
| Immunodeficiency   | 8.185 | 1  | 0.004   |
| Cancer             | 6.135 | 1  | 0.013   |
| Constant           | 24.329| 1  | 0.000   |

![Fig. 4 A](image1.png)  A- The structure of optimized ANN, B-The performance graph of optimized ANN model to diagnose the Covid-19 infection using 29 variables determined in this study.
in humans. Mortality of COVID-19 appears to be higher than influenza and lower than SARS and MERS [17]. This study investigated the characteristics, symptoms and underlying diseases of COVID-19 patients in 6 provinces of Iran and compared them to know if these cases are significantly different. Although the epidemic prediction is essential for applying effective prevention and control of infectious diseases [7], it has been somewhat neglected in research for COVID-19 by now. Hence, using data obtained from hospitalized suspected COVID-19 patients, the ANN and LR models were developed for diagnostics of COVID-19-infected and not-infected patients. The age of patients was from 1 to 91 years old, and about 17.0% of patients were over 65 years of age. There was no significant difference between male and female at the 0.05 level.

Based on this study in Iran, only about 20% of those admitted to hospitals due to COVID-19 are hospitalized, and among them, approximately 8.5% are admitted to the ICU. An average of 9.8% mortality rate was calculated among hospitalized patients, therefore, the total mortality rate would be about 1.96%. In this research, severe symptoms in older, obese and overweight patients were significantly more than other patients. Mortality rates were significantly higher in elderly patients over 65 years old [18]. The mean age of died patients was 66.4 ± 16.7 years (between 22 and 90 years).

| Table 3 The performance parameters of the LR and ANN model for test data and External validation data. |
|---------------------------------|----------------|----------------|
| Model                          | LR  | ANN |
| Test data                      |     |     |
| AUC                            | 0.992 | 0.999 |
| Asymptotic Sig                 | 0.000 | 0.000 |
| Asymptotic 95% Confidence Interval | 0.987 | 0.998 |
| Sensitivity                    | 0.991 | 1.000 |
| Specificity                    | 0.976 | 0.976 |
| Accuracy                       | 0.987 | 0.994 |
| External validation data       |     |     |
| AUC                            | 0.971 | 1.000 |
| Asymptotic Sig                 | 0.000 | 0.000 |
| Asymptotic 95% Confidence Interval | 0.917 | 1.000 |
| Sensitivity                    | 1.000 | 1.000 |
| Specificity                    | 0.875 | 1.000 |
| Accuracy                       | 0.950 | 1.000 |

![Fig. 5 The ROC curves of A-ANN model and B-LR model to diagnose the Covid-19 infection using 29 variables determined in this study.](image)

![Fig. 6 The Confusion Matrix of A-ANN and B-LR model for the test dataset to diagnose the Covid-19 infection using 29 variables determined in this study.](image)
Also, patients with underlying heart disease might be more likely in the risk of severe infection and death.

The mortality rate in Tehran and Isfahan, industrialized and more populous provinces, was higher than the others. They are often heavily involved in environmental issues such as air pollution and pulmonary and heart diseases have a higher rate in these provinces [19].

The results of this study indicated that the symptoms of Covid-19 are a little different from those of SARS-CoV. The dominant symptoms in SARS are fever and cough and gastrointestinal symptoms were uncommon [20], but dominant symptoms in COVID-19 are fever, cough, shortness of breath, fatigue, chills, headache, sore throat and myalgia or arthralgia which were observed in more than 50% of patients. The gastrointestinal symptoms in COVID-19 such as nausea or vomiting and diarrhoea observed in 31.2% and 18.8% of patients.

In Isfahan, Kurdistan and Hamedan, fatigue, and in Chahar Mahal, shortness of breath, and in Tehran and Kermanshah, fever was predominant. In Isfahan, Tehran, Kurdistan and Hamedan nausea or vomiting was observed in approximately 40% and diarrhoea in Tehran and Hamedan was observed in about 35% of patients. But it is important to note that the symptoms of COVID-19 are more similar to MERS-CoV infection. Because most confirmed MERS-CoV cases have had fever, cough, shortness of breath and some others also had nausea and vomiting and diarrhoea [21]. Most common underlying disease among MERS-CoV patients are diabetes, cancer, chronic lung disease, chronic heart disease and chronic kidney disease [20] and the most common underlying disease among COVID-19 patients in this study were hypertension, diabetic, chronic obstructive pulmonary disease, coronary heart disease, cancer, chronic renal disease.

In Isfahan province, where more than a third of the people evaluated were cancer patients, fewer symptoms were observed. Among 40 cancer patients, the most common symptoms were chills (61.1%), fatigue (55.6%), fever > 38°C (55.6%), nausea or vomiting (50%), shortness of breath (44.4%), throat congestion (44.4%), sputum (40.0%), cough (33.3%), myalgia or arthralgia (27.8%), headache (22.2%), sore throat (22.2%), diarrhoea (16.8%) and except cancer the another underlying disease were immunodeficiency (38.9%), chronic obstructive pulmonary disease (22.2%), diabetes (16.7%) and hypertension (11.1%).

Due to limited laboratory diagnostic testing, there were no reliable data on the prevalence of the COVID-19 virus in different population. So, methods that accelerate the diagnosis and allow for screening of the people, especially for areas with a shortage of health care worker, could be very efficient. Considering the highly contagious nature and high prevalence of COVID-19, model development for the diagnosis of COVID-19 is considered to be a crucial measure for the control of the disease. Many studies have applied the multilayer perceptron neural network and logistic regression in the diagnosis of infectious disease [7]. But no studies have compared the abilities of ANN and LR models to predict the COVID-19 infection.

In this study, the ANN and LR models were applied to predict and diagnose COVID-19 Infection. Then, the ability of models by AUC, sensitivity, specificity and accuracy were compared to classify infected (750) and not-infected patients (273). We built these models with 29 obtained variables including characteristics, symptoms and underlying disease of 1023 hospitalized patients to help patient classification and clinical decision making in the absence of standardized tests for COVID-19 Infection. Finally, external validation for the new diagnostic model was developed to verify its generalizability. The results of this study demonstrated that both the ANN and LR models were performed well, however, the ANN model achieved superior performance compared to the LR model but the difference was not significant. A meta-analysis study investigated 28 articles and revealed that ANN in 36% and LR in 14% of studies performed with higher prediction accuracy, and in other studies (50%) both models show similar performance [22].

It should be noted that, in published articles that used mathematical and machine learning models to diagnose Covid-19 patients, either the number of data was much less than this study, or if the data were extensive, the variables evaluated were much less than this study. Xiong et al.
investigated Pseudo-likelihood based logistic regression for estimating COVID-19 infection and case fatality rates by gender, race, and age in California. Their model was focused on the gender, race, and age parameters and they have not introduced the symptoms of patients to the model. Their analysis indicates that in California, males had higher infection and case fatality rates across age and race groups. Elderly infected with COVID-19 were at an elevated risk of mortality. LatinX and African Americans had higher infection rates than other race groups [15].

Machine learning-based approaches have been investigated by Khanday et al. for detecting COVID-19 using clinical text data. They used 212 clinical reports which were labelled in four classes namely COVID, SARS, ARDS and both (COVID, ARDS). Various features like TF-IDF, a bag of words were extracted from these clinical reports. The machine learning algorithms were used for classifying clinical reports into four different classes. After performing classification, it was revealed that logistic regression and multinomial Naïve Bayesian classifier gives excellent results by having 96.2% accuracy. They expressed that the efficiency of models can be improved by increasing the amount of data [23].

Shaban et al. detected COVID-19 patients based on fuzzy inference engine and Deep Neural Network. Patients’ laboratory findings were introduced to the model. The total number of cases in this study was 279 (177 confirmed and 102 unconfirmed) [24]. In some other studies, Mathematical and computational models which are epidemiological models have been used to predict the number of cases of COVID-19 and infection rates [25–27].

The strengths of our study were making full use of demographic and clinical data which is very convenient and easy to obtain to build models to predict the confirmed patients. Our models help make more accurate detection of COVID-19, thus optimizing patient selection for appropriate treatment. In addition, the entry of information from more than a thousand people from different regions has greatly increased the accuracy of the model in COVID-19 detecting. However, this study has some limitations as well, such as some parts of the data received were through self-declaration of participants for determining whether the participants are infected or not with Covid-19. Also it was not possible to follow up some patients until they were discharged from the hospital.
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