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Abstract: Human motion trajectories, however captured, provide a rich spatiotemporal data source for human activity recognition, and the rich literature in motion trajectory analysis provides the tools to bridge the gap between this data and its semantic interpretation. But activity is an ambiguous term across research communities. For example, in urban transport research activities are generally characterized around certain locations assuming the opportunities and resources are present in that location, and traveling happens between these locations for activity participation, i.e., travel is not an activity, rather a mean to overcome spatial constraints. In contrast, in human-computer interaction (HCI) research and in computer vision research activities taking place “along the way,” such as “reading on the bus,” are significant for contextualized service provision. Similarly activities at coarser spatial and temporal granularity, e.g., “holidaying in a country,” could be recognized in some context or domain. Thus the context prevalent in the literature does not provide a precise and consistent definition of activity, in particular in differentiation to travel when it comes to motion trajectory analysis. Hence in this paper, a thorough literature review studies activity from different perspectives, and develop a common framework to model and reason human behavior flexibly across contexts. This spatio-temporal framework is conceptualized with a focus on modeling activities hierarchically. Three case studies will illustrate how the semantics of the term activity changes based on scale and context. They provide evidence that the framework holds over different domains. In turn, the framework will help developing various applications and services that are aware of the broad spectrum of the term activity across contexts.

Keywords: activity, action, context, ontology, travel demand modeling, trajectory
1 Introduction

With the emergence of pervasive and mobile computing, and especially location-based services, there has been a growing interest in a theoretical framework facilitating the processing and sharing of activity information more effectively between human and computer [12, 42, 56, 71, 72]. While individual disciplines have worked towards their own frameworks, we will demonstrate that they are incompatible, and an overarching framework is still lacking.

In principle, activity, and synonymously action, requires agency, or a purposeful, goal-directed performance that is available to awareness [89]. Based on the usage of the word activity in natural language, WordNet [17] defines activity as any specific behavior or an action or bodily function. In this view, travel, which is understood here as any purposeful, goal-directed change of location, is an activity (or action). Furthermore, any complex travel can be composed of simpler activities, some of them forming travel activities themselves (such as “taking the bus on the way to work”), and others are non-travel or stationary activities (such as “reading the papers on the bus”). In contrast to many other disciplines, human-computer interaction research (HCI) actually applies this understanding by modeling activity from a purely motivational, goal-oriented, and operational perspective [41, 42, 43] where the activity is motivational and oriented towards an objective. Actions (which are subsumed by activity) required to perform the activity are oriented towards goals and realization of the entire phenomena happens through operations. HCI assumes activity as interaction of a subject with an object to fulfill certain needs through mediation which may involve the process of externalization and internalization [42]. Thus in HCI activity is characterized mostly by the why, what, and how, but less so by the where (location) and when (time), despite most activities being generally constrained by space or time or both. Obviously this understanding can cope with travel as well as non-travel activities.

In pervasive computing, the common subject of research into activity recognition are human motion trajectories [82], whether captured, for example, from diaries [84], social networks [13], checkpoints or cordons [15], GPS [92, 95], or CCTV cameras [76]. Accordingly, a variety of disciplines, from geography over data mining [29, 61, 78, 81, 93] to computer vision [3], provide tools for motion analysis. But across these disciplines activity remains an ambiguous term, to the point of direct contradiction. For example, in (urban) transport research activity generally bears semantics related to times spent at home, work, restaurants, or shops [40, 52, 91], and is the cause for travel between the locations of these activities [40]. In this view, travel is not considered as an activity, rather an undefined mean to overcome spatial constraint [79]. In contrast, pervasive and mobile computing (e.g., in its desire to provide context-aware travel support) and similarly computer vision (in its desire of scene recognition) consider motion central: here activity generally refers to locomotion defined at a finer granularity such as walking, running, or moving body parts [3, 5, 80, 69]. Trajectory data mining (from the data end, e.g., [95]) and time geography (from the conceptual end, e.g., [30]), both taking a space-time approach to modeling, accept motion as well as stationary activities, and structure behavioral patterns by disruptive changes in the motion trajectory.

Furthermore, most, but not all disciplines share an understanding that more complex activities are composed of simpler activities [3]. The daily home-work commute, for example, which is for travel demand modeling an atomic activity with no further need for differentiation, is an aggregated (complex) activity in other disciplines. Time geography as
well as HCI would see this commute trip as a concatenation of locomotion activities such as walking, taking a bus, and then a train, especially since HCI aims to provide purposeful information for each of these commuting segments. This argument can be carried forward for an even finer level of granularity. There are other activities being part of the commute, such as buying a ticket for the public transport, buying and drinking a coffee while transferring from bus to train, waiting for the train at the platform, or reading a newspaper on the train. Again, HCI research is keen to capture these activities as well in order to provide appropriate information services, such as smart ticketing, recommendations of coffee places, or newsfeeds related to places of interest.

These examples illustrate a semantic gap in the notion of activity between the disciplines involved with human mobility in the city. This gap exists despite the vagueness inherent in all definitions. For example, whether a worker going out for lunch, a tourist strolling in a city, or a person jogging in the evening, is “traveling” or “pursuing an activity” is not clear in travel demand modeling. From an HCI perspective it is hard to decide whether a transfer between bus and train, or grabbing a coffee-to-go between, is an activity. In the above examples, it is evident that the concept of activity depends on the context within which the analysis takes place. The context determines an appropriate (default) level of granularity in space and time—always allowing for abstraction (zooming out) or refinement (zooming in) should a change of context require so. A closely related property of activities revealed by the examples above is their nestedness. A person can do a number of activities in sequence that form an aggregate activity (e.g., the above described commuting trip as a sequence of walking and taking the bus), and even two activities at the same time (e.g., traveling by bus and reading a newspaper as part of the commute). Although WordNet does not draw any distinction between activity and action, there is a semantic gap in the conceptualization of activity structure in different domains including HCI, transportation science, cognitive science, public health research, mobile computing, and context-aware location based services. This calls for a hierarchical approach to modeling activities, which we will provide by activities that consist of actions in one context, and in another context these actions becoming activities themselves consisting of actions.

Assuming a trajectory indicates the intention of the agent to participate in different spatio-temporal setups to fulfill certain needs, it is possible to model or retrieve activities from a given trajectory or parts thereof. However, this process is determined by context, which defines the semantics of need (and hence of the activity). In addition, there is no precise correspondence between the concept of activity and the mobility patterns extracted from motion trajectories. Hence, in this paper we present a conceptual analytical framework that aims to bridge the semantic gap between trajectories and activities on one hand, and the disciplines’ understanding of activity on the other, the latter through integration of activity theory and space-time concepts in an urban environment. With our distinction of activity as an abstract concept oriented towards certain needs and actions defined at concrete granularities of space and time, we hypothesize that the semantics of activity depend on the spatial and temporal granularity suggested by context. Shifts in granularity will enable processing motion trajectories and representing activity knowledge in various contexts facilitating flexible, i.e., appropriate and relevant information representation or provision. Here granularity relates to the concept of scale in space and time and also level of details in contextual perspective. In this paper we will explore the following research questions.

- What is an activity and what is an action in human behavior at urban scale?
Is travel an activity?
• How can activity knowledge be represented at different contexts?
• Can a raw trajectory be used for activity modeling at urban scale?

This research work contributes to the existing knowledge in the following ways, such as:

• Currently there exists a trajectory ontology [35] that represents the knowledge of a trajectory conceptualization. There also exists few activity ontology in indoor [50] or based on its components [47]. But there is no attempt made so far to model activities on trajectories at different contexts and how that can maintain a smooth and connected knowledge flow from one contextual level to another contextual level. Thus the proposed framework is novel and improving the existing work not by replacing them, rather by enriching them with more structured way.
• This research also goes beyond the existing trajectory ontology [35] by extending a trajectory ontology to activity ontology with actor as the key concept. Unlike earlier work [35] this paper illustrates the entire ontology and its knowledge base through instantiating the relevant concepts and using few SPARQL queries.
• This research incorporates the concept of a set of needs defined in human-scale development [54], and the notion of space and time in the existing activity theory in HCI. Thus the framework bridges the gap between the notion of activity in spatial science, transport geography, HCI, and other domains.

The rest of the paper is organized as follows. After introducing the research questions, hypothesis, and objective in Section 1, a thorough literature review in Section 2 on motion analysis, activity recognition in mobile computing and activity modeling from the perspective of cognitive science is followed by Section 3. Section 3 is based on the conceptual framework that governs how activities can be modeled from a trajectory at different contexts through formal semantics and a reasoning scheme. Section 4 implements the model and illustrates different contexts as a function of granularity. Section 5 discusses the framework and its efficacy in different contexts followed by conclusions and future research direction in Section 6.

2 Background

The interest in activities of this paper is driven by the challenges of motion analysis to model activity out of trajectories under different contexts, as studied by various disciplines. Hence there is a need to revisit all the conceptualizations of activities prominent in these different disciplines, and bring them together on a common ground. This section discusses the state of the research in the various disciplines.

2.1 Activity in time geography

Many activities on an urban scale are bound by location and time (the where and the when), which determine opportunity, and shape of the located object, which determines affordance. Shopping is possible only where a shop is, when the shop is open, and whether there is a potential customer (to perceive and realize the affordance). In time geography [30] this located object would be a space-time station, and shopping would be characterized by the bundle of the space-time station and the trajectory of a person over a period of
time. Constraints such as opening hours can be represented by interrupting the space-time station over periods. Other activities are linked to change of location (“travel” on urban scale), which is similarly linked to opportunity and affordance.

In time geography this is represented by non-stationary segments of a person’s trajectory; a mediated travel, on board a vehicle, would be represented by a non-stationary bundle of the person’s and the vehicle’s trajectory, although there exists some amount of space-time uncertainties in one’s movement behaviour [90]. Again other activities do not depend on location and time: interaction with systems, in terms of ubiquitous computing, can happen anywhere, anytime. With the emergence of information and communication technology (ICT) the concept of time geography has been extended from a physical space to a virtual space, and this transformation led to change in activity pattern in urban environment [79]. For example, in order to buy an air ticket people no longer need to go to the airline’s office (located in a physical space); rather people can purchase the ticket online (in a virtual space). Golledge and Stimson [25] explained collective activities in terms of two space-time paths and their relationships such as whether the space-time paths are meeting over a certain time window (co-location in time), whether the paths are meeting over a certain geographical space (co-location in space), or whether the two space-time paths meet over a given space and time window (co-existence). The idea can be extended for multiple individuals and their collective activity pattern through space-time bundle [59]. Couclelis discussed how ICT influences a gradual transformation in activity pattern through fragmentation and reorganization of activity over a given space [11].

However, there is still physical interaction with a tangible part of the world: be it a physical space or virtual space. An activity in physical space requires interaction with different objects and at the same time an activity in a virtual space requires at least an internet enabled smartphone or computing device to enter in that virtual space and perform different activities (such as e-banking, teleconference) [79]. In all these cases especially, during the interaction with the smartphone, e.g., to start an app and to browse through the “pages,” and all this while the individual is somewhere at some time. Thus, activities are generally oriented towards certain objects in the world, and hence the properties of the given object are an important facet, especially its availability and its affordance. These properties can be expressed as spatio-temporal constraints by time geography. But time geography lacks guidance on the level of granularity with which these space-time constraints should be formulated for a particular analysis, and it also lacks the notion of the cognitive constraints what objects in space facilitate to offer [73].

2.2 Situated action modeling, activity theory, and distributed cognition

The concept of activity has also been reflected in situated action modeling where the basic unit of analysis is “the activity of person-acting in setting” [62]. The focus of situated action modeling is the person and the setting. A setting is conceptualized as the relation between the person and the arena within which the person is acting (the concept of arena is equivalent to the concept of environment or world in activity theory and affordance theory). Lave [49] mentioned arena as a stable institutional framework. If a person is shopping in a supermarket, then the particular supermarket is an arena of the institution supermarket.

According to activity theory [62], an activity is not a monolithic concept; rather it is a hierarchical concept consisting of activity at the top layer, action in the middle layer, and operation in the bottom layer. In activity theory the unit of analysis is an activity,
which consists of subject, object, actions, and operations. Each of these layers can be broken down into finer layers with growing complexity of expressiveness. For example, an activity can be broken down into actions, which can be broken down into sub-actions, which can again be broken down into sub-sub-actions, and so on. A subject in activity theory can be a person or a group of persons or an organization having an objective that motivates them to perform an activity in relation to the environment [49, 51]. Hence, actions are goal-directed: they contribute to performing an activity. However a goal can be achieved by different actions. For example, a person can eat food at a restaurant or at home in order to achieve the activity “having a meal.” On the other hand operations are unconscious. An action becomes an operation over routine execution, and vice versa, an operation may be lifted to an action if there is a sudden change in the condition or the environment such that a routine is interrupted and conscious decisions have to be made. Thus the constituents of activity can change their semantics. In the HCI literature [65] as well as in wayfinding and navigation [31, 62, 86] actions are termed “tasks.” However, here we will use consistently the term action.

The concept of activity has also been explored in distributed cognition. In distributed cognition, the unit of analysis is a cognitive system which consists of individuals and artifacts with which the individuals interact [36, 62]. Distributed cognition considers individuals, artifacts and the environment as a system, unlike traditional cognitive science that concentrates on an individual’s cognitive aspects [63]. Distributed cognition analyses how individuals coordinate and share their actions to perform a goal.

None of these three theories looks at activity in the light of space, time, and context. Thus, in this paper we explore different activities based on location, time, needs, and context. We further set our scope to an individual’s interactions with systems in an urban sphere, i.e., we neglect activities that go beyond urban scale (e.g., traveling a country), or are confined to the private space (e.g., house cleaning), or to the own body (e.g., gesturing). An elementary activity in the urban sphere is traveling from one location to another location to fulfill certain need(s). An earlier work by Hirtle and colleagues [31] discussed how granularity impacts on the conceptualization of an action or activity in the context of navigation. We use a similar concept to explore travel activities in urban context at different granularities. From the perspective of context-aware computing, the word context can defined as “any information that characterizes a situation of an entity where the entity could be a person or a physical object at a different spatial scale (including a location) which are relevant to the interaction between a human user and the application” [14]. The entities also include the user and the application as well.

Activity theory does not specify or define human needs. Therefore we will use the fundamental human needs defined by Max-Neef and colleagues [54, 55] stretching across all spheres including urban environments. Unlike Maslow’s hierarchy of needs [41] Max-Neef’s nine fundamental human needs are not hierarchical; rather they exhibit properties of simultaneousness and complementarity. We choose Max-Neef’s needs as this categorization is finite, classifiable, and constant throughout different human culture and historical time periods. What has changed over time is only the mediation of satisfying a given need through varying artifacts. Each need is attributed by four properties such as being (qualities), having (things), doing (actions), and interacting (settings). In summary, activity is a hierarchical, qualitative, and contextual concept. Activity can be reasoned and explained from different perspectives such as situational action modeling, distributed cognition, and activity theory. However activity is always oriented towards an objective to fulfill a need.
In this paper, we will extend the concept of activity from activity theory and develop a conceptual framework to model activity out of a trajectory that explains an agent’s movement behavior and activity knowledge from a given trajectory.

2.3 Granularity in movement behavior

Since traveling is an important facet in daily life as travel embeds various activities (or actions) we will look into previous work on how travel has been modeled at different spatial and temporal granularity. Traveling is a type of movement hence we will use travel and movement interchangeably to indicate changing location in some urban context. Movement is a continuous phenomenon. However, movement history is captured in a discretized way, whether recorded by sensors or by human reports post-travel. The recording is by waypoints. The movement can be perceived at different level of details and thus can represent varying information. This level of detail at which the world is perceived at a given context is known as granularity: a certain grain size at which a phenomenon is perceived [32].

“Our ability to conceptualize the world at different granularities and to switch among these granularities is fundamental to our intelligence and flexibility.”

J. R. Hobbs (1985)

The time-ordered set of waypoints of an agent and its interaction with its environment can be refined by additional waypoints, or coarsened by thinning out. Structurally equivalent to space-time paths in time geography [58], lifelines, or in their discrete form, lifeline threads, have been suggested in order to model movement behavior in terms of precisely defined geometrical structures with varied granularity [58]. A lifeline is a time-ordered set of waypoints an individual has passed through or occupied for a given time period [34]. Similarly, lifeline beads are equivalent to space-time prisms, and a lifeline necklace is equivalent to sequence of space-time prisms [34, 58]. On a coarser granularity a lifeline bead can be transformed into a lifeline trace that contains only starting point and ending point. A necklace can be transformed into a convex hull that connects all the rim points and generalizes the movement behaviour of an individual over a time period [34].

Since activity is contextual and depends on the details of analysis and any occurrence is a function of time, temporal granularity plays an important role in defining an activity. Hornsby developed a set of temporal zoom operators to shift the temporal granularity over the identity states of an object and other objects that links during any transitional change [34]. There are also instances of work on spatial granularities for place descriptions [75]. Hornsby and Egenhofer showed how a refinement operation can enhance the granularity and explores more information on temporal, spatial, and speed aspects whereas an abstraction operation does the opposite and reduces the information content [34]. A fine grained lifeline model reveals more activity or action information as more relevant timestamps and locations that were otherwise unknown. At the same time a coarser grained representation can simplify the knowledge and give a general trend or high level activity knowledge.

The role of granularity has also been studied in wayfinding and navigation. Fonseca and colleagues proposed a model to explore spatial information at different granularity in order to disseminate varied level of details [19]. Generally the choice of granularity in
wayfinding depends on previous knowledge of the agent in the environment. Tenbrink and Winter proposed a framework for variable granularity in wayfinding and navigation. They have considered linear (1D) and areal (2D) granularities, and elaboration [85]. In the framework developed by Tenbrink and Winter, they have represented 1D granularity as a line with segments of varying lengths. 2D granularity has been represented by polygons. Both 1D and 2D granularities are finite and discrete since network structure and zoom levels are finite and discrete, whereas elaboration is infinite since a route description can be enumerated at infinite level. They also discussed how route directions and descriptions can vary with varied details depending on person’s knowledge of the environment, travel direction, location and more specifically pragmatic information needs. They have drawn a comparison on flexibility in providing direction information by humans and machines. The granularity of human-provided route descriptions is more adaptable to the information need than that of a machine. Machine generated route directions do not consider varied information needs based on travel direction and a-priori knowledge of the environment. Motivated by the works of Norman [64] and Kuipers [48], Timpf has studied the notion of granularity on spatial knowledge representation on a mobile device depends on the existing knowledge in the world (in terms of signage, landmarks, spatial cues), knowledge in the head (cognitive map of a place), and knowledge in the pocket (information contained in a mobile device in terms of maps and other spatial information) [31, 86]. Timpf has developed a threefold framework for any wayfinding activity such as wayfinding from place A to place B and this activity consists of three tasks (actions) such as planning, tracking, and assessing. Each of these tasks can be implemented through different operations such as operations that implement planning task include information gathering, finding routes, determining constraints, producing instructions. Operations that implement the tracking task include orientations, tracking locations, and comparisons to plan. Operations that implement the assessing task include assessing instructions and determining complexity of routes [86].

With technological advancement recently there is a growing need of incorporating HCI in urban context for providing information to mobile information seekers for various location-based services (LBS). The information can be related to route recommendation [44] or activity recommendation [12]. In both the cases spatio-temporal granularity and relevance play vital role in disseminating the information in the user’s context [31, 33, 70]. Hirtle and colleagues explored the influence of activities on relevance and granularity of route information by analysing different lexical indicators corresponding to certain activity types. They argued the concept of activity is a relative notion [31]. Hirtle and others showed an example (Table 1) where taking a friend to an emergency room in a hospital is an activity that forms different actions (tasks) such as drive the car as fast as possible or call an ambulance, park the car next to the emergency room, and take the friend to the emergency room. Whereas at a finer granularity if “driving the car to the hospital” is considered as an activity then this can be broken down into different tasks such as “planning the fastest route,” “tracking the position,” and assessing the movement behavior of oneself to reach the destination effectively and quickly.

Hirtle and colleagues also mentioned routine navigation (traveling) can be assumed as action to fulfill a purpose of an activity whereas in some cases navigation itself can be seen as an activity such as hiking, sailing, or jogging [31].

In summary, activity can be associated to travel or movement or navigation from one location to another location. The activity knowledge can be explored at different granularity
that depends on the nature of analysis or the problem at hand. Based on the activity and its granularity relevant route directions and wayfinding information can be disseminated that would influence certain travel based actions at decision points or at planning, tracking or assessing phase during a travel. It turns out that the linguistic ambiguity between activity and action in Section 1, already addressed in the hierarchies of activity theory in Section 2.2, can further be supported by the concept of granularity.

| Activity                          | Purpose                  | Action 1                     | Goal                      |
|-----------------------------------|--------------------------|------------------------------|---------------------------|
| Take a friend to emergency room at the hospital | Get medical help fast | Drive your car to the hospital | As fast as possible, fastest route |
| Visit a friend at the hospital    | Socialize                | Drive your car to the hospital | Take shortest path        |

| Action 2                          |                      | Goal                      |
|-----------------------------------|----------------------|---------------------------|
| Park next to emergency room       |                      | Nearest parking space     |
|                                   |                      | Least expression          |

| Action 3                          |                      | Goal                      |
|-----------------------------------|----------------------|---------------------------|
| Go to emergency room              |                      | Find directory or information booth |
|                                   |                      | Go to main entrance       |

| Action 4                          |                      | Goal                      |
|-----------------------------------|----------------------|---------------------------|
| Go to friend’s room               |                      | Try not to get lost       |

Table 1: Activity and actions for different activity targeted to a same location [31].

2.4 Concept of affordance

Objects in the environment offer different degrees of action potential which is contextual and often assessed by the agent or subject given the specific action. These offerings for action potential are considered as affordance of given object in the environment. The concept of affordances is rooted in affordance theory [22, 23] which was motivated by the propositions of Gestalt psychology that governs perception as a whole rather than through its constituents [45]. Gibson linked the affordance of an object in the environment with the properties of both the object and the agent who needs to carry out a given action [83]. His initial concept of affordance was centred purely on visual spatial perception [23]. Some researchers put more emphasis on properties of the environment rather than agent’s part [87]. Overall, this concept is similar to the motive with the object in activity theory.

Affordance theory does not decompose or construct activity in a top-down or bottom-up approach, but it helps to model the suitability of an object in order to perform an action within the scope of an agent’s capability. The concept of affordance has been used in many action-oriented scenarios starting from assessing the ability of a person on climbing stairs where the affordance depends on the ratio of the height of stair steps and the person’s leg [88]. It also has been used in wayfinding and navigation in an unfamiliar environment where the agents need to perceive the affordance of different objects in support of their decision making [72]. Affordance theory is not only limited to objects but also this has been used in modeling the suitability of places or locations for certain facilities. Considering the fact that different locations provide different degree of affordance which is perceived
differently by the agents, a suitability model for a restaurant has been studied depending on different actions it may offer such as eating, reading, socializing [39]. Affordance theory has also been used to evaluate the suitability measure for urban networks for pedestrians [38].

Inspired by Gibson’s affordance theory of agent-environment mutuality, Zaff argued affordance can be characterized with respect to an agent and its context and its properties. This enables affordance to be viewed as a measurable aspect only in the context of an agent [94]. Norman explored affordance of everyday things such as telephones, radios, or doors [64]. On the other hand Gaver viewed affordance from the perspective of agent’s socio-cultural and intentional aspects [21].

Raubal and Moratz developed a relational functional model for affordance-based agent framework by extending the traditional affordance theory through integration of cognitive aspects, situational aspects, and social constraints [74]. In this model they have categorized affordances into three classes such as physical affordance, social-institutional affordance, and mental affordance. Their model is based on abstract functional representation of different affordance aspects and operational aspects of an agent. In this model, physical affordance is characterized by physical structure of the agent and the object, spatial cognitive capability of the agent, and a goal. Physical affordance is constrained by social-institutional affordance. However, in a spatio-temporal environmental setup an agent chooses certain affordances based on its requirements and decision strategy, which gives rise to third category of affordances called mental affordances which are manipulated and processed mentally. Based on the action and environmental condition the agent perceives different affordances and performs an internal operation which depends on the agent’s historical experience with the object. This results in an internal outcome. Following this stage, an agent executes an external operation (we would say: an action) that results in an external outcome through some changes in the external environment [74].

Affordance theory reasons the usability of an object to fulfill certain need(s) at a given context which can be connected to activity theory, namely the mean that satisfies an objective of an activity or a goal of an action. In the framework of this paper affordance has a place in relationship to the needs of a person and the properties of a location at a particular time, in the spirit—but not at the detail—of Raubal and Moratz [74].

2.5 Concept of activity in travel demand modeling

In the field of transport engineering a long-standing challenge is predicting transport demand. Methodologically two approaches can be distinguished: the (still prevalent) four-step model of trip generation, trip distribution, mode choice and route choice, and the (substantially more complex) activity-based travel demand models [57]. Unlike the four-step model, the activity-based approach in transportation science estimates travel demand by assuming the activity has to be performed, instead of locations have to be visited, in order to satisfy economical, physical, and social needs. The needs can be of two types [37]:

a) Subsistence needs: basic needs such as clothing, food, income from work or school; and
b) Socio-cultural and user defined needs: various needs based on leisure and recreation.

Travel demand models consider activities throughout a day, determining their level of granularity. Some of the activities can be performed at home, or without travel. Some activities need to utilize some resources and opportunities (which is equivalent to affordance in affordance theory [23] or motives in activity theory in HCI [42]). However resources and
opportunities are dispersed at different locations and for certain time duration. Hence in order to use a particular resource an individual should change their position, giving rise to travel from one location to another location in order to use certain resources and opportunities. Thus in activity-based travel demand models travel is viewed as a derived demand for activity participation in space and time.

Existing activity-based travel demand models consider activities are constrained by location (resources, opportunities) and needs. However, such models are not specific about the granularity of the location or time of an activity. The models mainly consider activities for longer duration at a given location such as home, office, school, or shops since they describe activities over the course of a day. The needs for travel depend on several factors such as activity type, individual role and responsibilities in the family, lifestyle, space time and budget constraint, individual demographic profile [40]. The activities themselves are modeled through activity patterns. But activity-based travel demand models cannot reason about the modeling of activity through actions. In this paper we explore and model activities at different granularities, which supplements activity-based travel demand models through more reasoning capability and more flexibility to extract activity knowledge at different level of detail.

2.6 Concept of activity in pervasive and mobile computing

Existing research in pervasive or mobile computing or even public health research generally aims at recognizing activities at a micro level using low level sensor signals. Since these activities are ubiquitous hence in some literature these activities are also termed as activities of daily living (ADL). The concept of ADL is generally concerned with physical activities involving body part movements. Understanding such activities and behaviour from users’ perspective can allow computing systems to help the users to perform given tasks [1]. Humans are always active in some sense to some extent and understanding their active state is important in a number of situations, such as in public health research. Medical science has focused on a patient’s needs and their emergency situations based on their activities and modeling the rehabilitation task [8], understanding individual lifestyle such as brushing teeth [9], hand washing or taking food [4], medication intake [66]. In urban analytics it is important to understand a person’s mobility state [7]. Understanding and recognizing activity is also important in many entertainment and sports scenarios to respond based on user’s need. For example, in gesture based gaming models, such as Nintendo Wii, Microsoft Kinect, Philips DirectLife, or Nike’s context-aware shoes, can improve user interaction with the environment and improve physical fitness by providing feedback especially in sports activities [6].

Activity recognition research used to be performed in a constrained research environment, for example, using still images and video cameras through image processing and analysis [3, 60]. In order to address more realistic, there has been a shift to exploring ADL using different sensors on smart-phones or sensors worn on body parts.

Nowadays, smart-phones come with several sensors on board (such as GNSS, accelerometer, gyroscope, proximity sensor, magnetic compass, microphone, and camera) and these can be used to track people’s indoor and outdoor movements for a variety of purposes such as health monitoring, extracting contextual information, or behavioural information. In the mobile computing and biomedical domain, activities are generally modeled around ambulatory movement, i.e., locomotion. Choudhury and colleagues showed how
smart-phone based accelerometer and microphones can be used to detect micro-activities such as walking, sitting, running, climbing stairs, jumping, or talking [9]. Bao and colleagues used accelerometers at different parts of the body to understand different activities [5]. However, this sensor data is subject to significant noise caused by varying position and orientation in relation to the body. In addition, it is still a challenge to distinguish different concurrent activities (e.g., walking while talking over phone).

Based on the notion of location-based services and ADL in mobile computing, activities can be categorized into two types: a) high level activity based on location and stay time such as work; and b) the micro-level activities based on body movements such as walking, running, or climbing stairs. This distinction is relevant for interpreting trajectories at different levels of granularity. Even adaptive sampling can be implemented in order to better manage the battery resources [10, 68].

Until 1990, activity recognition research was mainly focused on gesture detection. A more recent classification of activities, based on the complexity of the activity, shows four different levels: gestures, actions, interactions, and group activities [3]. Aggarwal and Ryoo discussed the methodological framework to model and detect activities at different layers, such as single layer and multiple layers. Aggarwal and Ryoo also highlighted different approach-based perspectives to address activity at different levels, such as from a space-time perspective, a sequential approach, and a hierarchical approach. This can further be broken down into space-time volume, trajectories, different space-time feature based, exemplar-based, state-based, statistical, syntactic, and descriptive [3].

Single layer approaches are simple in the sense that the active state is recognized based on sequence of images. Multiple layer (hierarchical) approaches consists of simple actions for modeling complex activities. Aggarwal and Ryoo demonstrated different categorization schemes for taxonomic activity classification, such as statistical approaches and syntactic approaches based on grammar syntax involved with sequential notion. Aggarwal and Ryoo aim at classifying activities at all levels, starting from individual bodily movement (gestures), individual simple activities (actions), engagement of an individual with another individual or an object (interactions), or coordinating among themselves (group activities) [3]. However the model developed by Aggarwal and Ryoo is more focused on activity recognition, not activity modeling per se at different contexts. Hence the distinction between activity and action is blurred. They also do not address the conceptualization of needs and goals. Their work is also targeted towards computer vision research, where analysis of an activity can be performed from images or videos.

In another work, Aggarwal and Park worked on articulated motion analysis and understanding high-level activities from video and still images [2]. They have modeled a high-level activity based on low-level simple actions, which are dependent on movement of body parts. However, the authors did not clearly define the semantics of activity and action in their model. An activity is composed of actions, but the model cannot explain the hierarchical structure of activity and action based on context. Aggarwal and Park developed their model on four basic components: a) human body modeling in the image, b) level of detail needed to address the human action, c) high-level recognition scheme, and d) domain knowledge [2]. Aggarwal and Park demonstrate activity recognition can be based on an “object-based” perspective (specific to a model) or an “appearance-based” perspective (ad hoc basis). Thus, Aggarwal and Park developed two activity recognition schemes such as recognition by reconstruction and direct recognition with varied level of
granularity in activity knowledge. However the work cannot explain activity and action from need-based, goal-based, and contextual perspectives.

Figo and colleagues explored different techniques used in activity recognition [18]. Their focus was on low-level bodily movement, such as jumping, running, and walking. Their main focus was to detect the activities in order to enable different context-aware services based on user’s active state. Figo and colleagues have compared the activity detection performance of different features either captured in the time domain, frequency domain, or symbolic representation. In order to correctly detect a user’s active state, Figo and colleagues have discussed the efficacy of using different features computed from accelerometer data, such as root mean square metric, signal correlation coefficient, sample difference, zero-crossings, DC component, spectral energy, information entropy, Euclidean, and non-Euclidean distance [18]. Their results demonstrate in three-activity situations that frequency domain techniques are more robust than time domain techniques.

Bulling and colleagues gave an overview on activity recognition research with a focus on low level physical activities. They discussed specific challenges in activity recognition such as a proper definition of activity and diverse nature of activities. Bulling and colleagues pointed out taxonomic classification of activities based on different aspects, such as metabolic activities which are widely used in the medical sector [6], as well as time use pattern [67]. Bulling and others also discussed the low-level implementation of the models and class imbalance problems during the training phase along with the diverse nature of sensor signals, and the trade-off between sampling duration and accuracy [6].

In order to detect activities at different levels, there has already been a significant thrust on integrating various sensors to generate a rich movement and activity data to understand travel behavior. However, there is no clear definition of activity in the field of mobile computing or public health research so far. In this paper, the ontological framework that has been designed can address the different levels of activity in activity recognition research.

2.7 Ontologies in trajectory modeling and activity reasoning

Ontologies are an efficient way to represent domain knowledge in a formal way. Ontology has been defined as “explicit specification of conceptualization” [27, 28]. Ontologies can be of different types by the nature of their knowledge representation. There are several top level ontologies developed through logical design patterns such as DOLCE [20] and BFO [26] which are independent of any particular domain. On the other hand ontologies are also developed with a domain specific focus based on content patterns, such as the above mentioned semantic trajectory ontology [35]. With the emergence of Linked Data and Semantic Web (web 3.0) enormous amounts of trajectory data sets are now generated, processed based on semantic relations between different entities and their properties over time [35, 47].

However while modeling a context-aware computing system with a focus on movement behaviour of an agent it is important to understand its context and the intention of the movement. That can only be understood from the activity (and actions) the agent performs at a given location and time. Additional information, such as a road network or a point-of-interest database, is often used to enrich the trajectory to extract the activity information [82].

Lee and colleagues developed an indoor activity based ontology model to support shopping related information search based on a user’s location [50]. They have developed
their model in four stages. In the first stage a geocoding operation was performed based on character matching followed by shopping activity ontology development. In the third stage inferencing rules are defined for semantic query followed by a 3D topological model. However the model developed by Lee and others cannot model activity from different contexts in a hierarchical approach. Thus, the model fails to address different situations at different granularity.

In the activity modeling domain, Kuhn developed an ontology based on the semantics of natural language in terms of activities and actions and different entailment relations among the verbs [47]. Scheider and Janowicz suggested a framework for a place reference system where the authors mentioned the actions agents perform to refer to a given place [77].

To the best of authors’ knowledge there has been no attempt made so far on modeling and formalizing activity from a semantic trajectory. There has, however, been work presented on a general content-based trajectory ontology [35], on which we will base our framework. Their flexible, self-contained, and reusable semantic trajectory ontological design pattern is based on the atomic unit of fixes or spatio-temporal points. We will extend [35] by fusing with an activity ontology, introducing the concept actor as a connecting concept.

3 Conceptual framework

In this paper a semantic trajectory based activity ontology framework has been developed with activity as the central concept. The conceptual framework consists of an activity layer and a semantic trajectory layer with actor being the common concept between two layers. The concept actor used in this paper is same as the concept subject used in HCI.

The framework has been developed based on a content-based ontology pattern which involves two independent ontologies: an activity ontology and a semantic trajectory ontology. The semantic trajectory ontology is based on the design pattern of [35] which is extended in this paper, and applied not on trajectory semantics as such, but on activities. And also [35] develops rather a general content-based trajectory ontology that was not instantiated in different context. In our model we have instantiated each concept with data properties and object properties and fused it with an activity ontology and developed a more complex ontology. In order to model any ontology, typical queries are considered that capture generic use cases (GUC) and guide the ontology design. The GUCs are assumed to be optimal for developing an ontology with a possibility of inferring new facts during reasoning phase. Here, the competency questions are as follows:

1. What activity actor X has participated in context \(C_i\)?
2. What action(s) actor X has performed from time stamp \(t_1\) to \(t_2\) at a context \(C_i\)?
3. Extract the actions \((AN_{ij}^k)\) involved in an activity \(AY_{ij}\) at a context \(C_i\)?
4. Extract the trajectories that have at least one transfer at context \(C_i\)?
5. Extract the action(s) that are not spatially or temporally constrained?
6. What action(s) have been performed over a segment \(S_i\)?
7. Extract the object(s) involved in an activity \(AY_{ij}\) at a context \(C_i\)?
8. What are the action(s) embedded in a given semantic trajectory?
3.1 Context-based recursive activity model

The semantics of activity depends on a context. Hence by changing the context the semantics of activity also changes recursively and represents a nested structure at different granularity. By changing a situation or shifting through granularity (hence changing the context completely or partially), the object(s) of interests also changes vis-a-vis an activity structure. Action plays an important role in activity modeling. An activity (AY) is characterized by its objective (O), and an action (AN) is characterized by its goal (G). A shift in granularity or change in situation can transform an objective to goal(s) at finer granularity or a goal to an objective at a coarser granularity (Figure 1).

Figure 1: Context-based recursive activity model.

3.2 OWL formalization

The ontology has been formalized and encoded in Web Ontology Language (OWL) which is based on description logic (DL). OWL has been successfully used in semantic web for knowledge representation and developing ontologies that can share information between humans and machines. OWL is standardized by the World Wide Web Consortium (W3C). OWL-DL has been used in previous literature as to improve the readability, reasoning ability, and compactness of concepts and relationships.

DL provides the formal semantics to specify the meaning of an ontology [46]. The basic building blocks in DL are three entities: concept, role, and individual. A concept is a collection of individuals. A role is a binary relation between two individuals (or concepts). An individual is an instantiation of a respective concept. A DL ontology does not manifest the complete knowledge of the world. Rather, it represents a partial knowledge of the world through a set of statements that must hold in a given situation [46]. Those statements are called axioms. In order to model a knowledge base, DL provides three types of axioms: A-Box axioms, R-Box axioms, and T-Box axioms. A-Box axioms assert knowledge about the individuals and their concepts. R-Box axioms relate individuals through a binary role. T-Box axioms provide knowledge about the concepts through concept equivalence or concept inclusion. In this framework, the different boxes (namely A-Box, R-Box, and T-Box) are not
explained in detail, in order to focus on the contextual model rather than the intricacies of DL. Interested readers can refer to [46] for further background to DL.

In order to address the competency questions above, basic relations (roles) are developed based on any two entities from a set of concepts CS (see Table 2). Some of the key concepts are formalized as follows:

$$\text{CS} = \{\text{Actor, Activity, Objective, Need, Action, Object, Affordance, Constraint, Objective, Semantic, Trajectory, Segment, Fix, Device}\}$$

| Competency Question | Relation          | Entity Type                  | Semantics                                                                 |
|---------------------|-------------------|------------------------------|---------------------------------------------------------------------------|
| 1                   | hasParticipatedIn | Activity \(\times\) Actor   | An activity in which an actor has participated                             |
| 2                   | hasPerformedBy    | Actor \(\times\) Action      | Action(s) performed by an actor                                           |
| 3+4                 | hasAction         | Action \(\times\) Activity   | Actions involved in a given activity                                      |
| 5                   | isMediatedBy      | Object \(\times\) Action      | An action is mediated by an object                                        |
|                     | isConstrainedBy   | Constraint \(\times\) Object  | Constraint(s) of an object                                                |
| 6+8                 | traversedBy       | Actor \(\times\) Semantic Trajectory | A semantic trajectory traversed by an actor                             |
|                     | hasSegment        | Semantic Trajectory \(\times\) Segment | A segment of a semantic trajectory                                      |
|                     | hasPerformedBy    | Actor \(\times\) Action      | An action performed by an actor                                           |
| 7                   | isMotivatedBy     | Objective \(\times\) Activity | An activity motivated by an objective                                    |
|                     | seeksAffordance   | Affordance \(\times\) Objective | An object of finding some affordance                                      |
|                     | offersAffordance  | Object \(\times\) Affordance  | Affordances offered by an object                                          |

Table 2: Basic relations and their entity types.

3.2.1 Actor

Actor is an agent that has an objective to fulfill, at least one need, and interacts with at least one object by performing respective actions that in turn enable the actor to participate in an activity. Actor can be instantiated by a specific person or a vehicle in an urban environment. The concept actor can be defined as a subclass of some agent having some need and objective and performs some actions and participating in an activity. The concept of actor can be formalized as follows:

Axiom 1.

$$\exists \text{subclassOf. Agent} \sqcap \exists \text{hasNeed. Need} \sqcap \exists \text{hasObjective. Objective} \\
\sqcap \exists \text{isPerformedBy. Action} \sqcap \exists \text{hasParticipatedIn. Activity}$$
3.2.2 Activity

Activity is a contextual phenomenon in which an actor participates to fulfill its need(s). An activity consists of actions and motivated by an objective to satisfy the need(s) of the respective actor. Activity can be defined as having some action is motivated by some objective. A simple DL formalization of an activity concept can be expressed as follows:

Axiom 2.

\[ \text{Activity} \sqsubseteq \exists \text{hasAction} \cdot \text{Action} \sqcap \exists \text{isMotivatedBy} \cdot \text{Objective} \]

3.2.3 Action

Action is one of the atomic units of the semantic trajectory based activity model. An action is contextual phenomenon that is embedded in an activity at a given context which is performed by an actor and directed by a goal and generally achieved by affordance. Actions involve a complex interaction of an actor to its surrounding objects and hence an action is generally mediated by a given object. An action can be defined as something that is performed by some actor and is directed by exactly one goal and mediated by objects and achieved by corresponding affordance.

Axiom 3.

\[ \text{Action} \sqsubseteq \exists \text{isPerformedBy} \cdot \text{Actor} \sqcap \exists \text{isDirectedBy} \cdot \text{Goal} \sqcap \exists \text{isAchievedBy} \cdot \text{Affordance} \sqcap \exists \text{isMediatedBy} \cdot \text{Object} \]

3.2.4 Context

Context is any information that characterizes a situation that is relevant to the interaction of an actor with the objects in its environment in order to participate in a given activity. In this research a context must have exactly one actor and exactly one activity and one or more than one actions. The notion of context will be used to instantiate each concepts at different situations. Context can be expressed as something that has exactly one unique actor and an activity.

Axiom 4.

\[ \text{Context} \sqsubseteq \exists \text{hasActor} \cdot \text{Actor} \sqcap \exists \text{hasActivity} \cdot \text{Activity} \]

3.2.5 Object

Object is an entity of physical or cognitive existence that is perceived at a given context through at least one of its affordances. An object can be constrained in a given space or time or both. Following the definition of actor, the significance of an object is subjectively perceived through an interaction with an actor who is performing some action(s). An object can be defined as something that offers a unique affordance and which may be constrained by some constraints. An agent (OtherAgent) can be an object if it is relevant in a given context when an agent offers certain affordances for an actor to perform certain action(s):
3.2.6 Semantic trajectory

A semantic trajectory consists of temporally indexed fixes in terms of \((x_i, y_i, t_i)\) that represent an agent’s (actor’s) movement history supplemented by additional background information and domain knowledge. The definition of semantic trajectory varies in different research with additional knowledge to enrich the semantics. However the basic representation of a semantic trajectory involves a set of fixes and having an actor and activity. Here having an actor and activity means the semantic trajectory is the movement record of an actor in terms of fixes who is shifting its position in order to perform some activity. But in order to make the formalization simple, the concept semantic trajectory is formalized as follows:

Axiom 6.

\[
\text{Semantic trajectory} \sqsubseteq \exists \text{hasActor.Actor} \sqcap \exists \text{hasFix.Fix} \sqcap \exists \text{hasActivity.Activity}
\]

3.2.7 Segment

A segment is a part of a semantic trajectory that is traversed by an actor. A segment is represented by a starting fix \((x_{i-n}, y_{i-n}, t_{i-n})\) and an ending fix \((x_i, y_i, t_i)\) where \(\forall n, t_{i-n} < t_i\). The starting fix of segment \(i\) is the ending fix of segment \(i-1\) if there is no semantic gap or hole (a deliberate gap) between \(i\) and \(i-1\). A deliberate gap happens when the user turns off the GPS by her own from the concerns related to privacy or battery drainage or any other reason. A semantic gap is generally considered in this research when there is a signal loss in urban canyon or indoor environment such as a tunnel. The following formalization of a segment can be encoded as follows

Axiom 7.

\[
\text{Segment} \sqsubseteq \exists \text{startsFrom.Fix} \sqcap \exists \text{endsAt.Fix}
\]

3.2.8 Fix

A fix is another atomic unit in a semantic trajectory based activity model. A fix can be defined by its data property in the form of a spatio-temporal point \((x_i, y_i, t_i)\), and in a more abstract but understandable form such as a semantic name (home, restaurant, office) and a unique identification for a given semantic trajectory. A fix can be captured by a location or positioning sensor or by manual reporting. The formalization of a fix can be encoded as follows:

Axiom 8.

\[
\text{Fix} \sqsubseteq \exists \text{atTime.Time stamp} \sqcap \exists \text{hasAttribute.Attribute} \sqcap \exists \text{hasLocation.Position}
\]
4 Implementation and evaluation

The ontology has been implemented in Protege, an ontology editor supporting OWL-DL. The model has been encoded in Java with each concept as a class. Unlike a functional language (such as Haskell) Protege provides more expressiveness in terms of DL and flexibility through its graphical user interface and object-oriented paradigm. Protege also offers a distributed environment to share and query a knowledge base using Jena-Fuseki web server.

In order to develop the model, first a high-level content based ontology is developed through some concepts and object properties (Figure 2). The model is then instantiated in three different contexts (see illustration section). In this research each context is modeled separately. We assume if a given query cannot generate a satisfactory result in one context then it will assess the next context until all the contexts are evaluated (without any conflict) or a search result is found. The ontology has been checked through HermiT Reasoner in Protege [24]. HermiT provides a subsumption checking and logical consistency checking in order to validate an ontology.

The raw trajectory collected for this framework is first preprocessed in two steps a) noise removal, and, b) coordinate transformation. A raw trajectory can give only geometrical information. In order to semantically enrich the raw trajectory and convert it to a semantic trajectory, infrastructure information (route network), domain knowledge (opening time of market), and other situational aspects (focus of analysis at a given granularity) are considered. Figure 3 shows a flow chart how a raw trajectory is transformed into a semantic trajectory.

Figure 4 illustrates the implementation in terms of all the entities in the ontology. Each panel contains a set of entities (concepts, object properties, data properties, and individuals). The arrow annotated with an alphabet shows the direct connection between different entity types. For example, connection a signifies a concept (in class hierarchy panel) may have individual(s). Connection b and c signify each concept is related to another concept or an individual by an object property. Connection d shows each individual and their data properties.

4.1 Illustration

In this paper, three contexts are considered based on three different situations on a same trajectory. Since these three sets of contextual information are extracted from the same trajectory, each context shows a given level of granularity.

A trajectory (Fig.5) shows Joe’s movement history from his home to market (00:00:00 AM to 11:48:00 AM), a part of his movement trajectory of the day. However the same approach can be used for an entire trajectory with defined context. Table 3 shows Joe’s travel diary on 13th June, 2015 from 00:00:00 AM to 11:48:00 AM.

In each context the key concepts are instantiated by respective individuals with their data property, data type, and value. Hence, for three different contexts, three different sets of instantiations are made to develop three sets of knowledge base with a focus on activity. The examples illustrate how an action in one context is transformed to an activity in another context (Tables 4–6) at a finer granularity. The same has also been depicted in Figure 6 which shows contextual recursive transformation of action into activity and vice versa (Figure 6).
The model has also been tested by issuing SPARQL queries at different contexts. The queries are kept simple, for illustration purposes, but can easily be made more complex and nested based on information needs at a finer granularity and situations which is subject to the design of knowledge base in a given context.

In Figure 6 AY indicates activity and AN indicates action. The Figure 6 shows how a singular (atomic) action ($AN^1_0$) in context layer $C_1$ (in Figure 6a) becomes activity ($AY^0$) in context layer $C_2$ which is broken down into four new actions $AN^0_k$ where $k$ ranges from 0
to 3 (in Figure 6b). One of the singular actions in \( C_2 \) (in Figure 6b) is again transformed to activity in \( C_3 \) with four new actions (in Figure 6c).

In order to make the activity (AY) and action (AN) defined in each context easily identifiable by the readers, the following notations are used.

\[
C_i AY^k = k^{th} \text{ activity in Context } i \\
C_i AN^k_j = j^{th} \text{ action in } k^{th} \text{ activity in Context } i
\]

Context 1 (Fig.6a) reflects a travel survey type knowledge base captured for \textit{travel demand analysis}, where time spent at a particular location (or place) is considered as an activity, which are \textit{home} and \textit{market} respectively in this case ("Where have you been today?"—"First at home, then I went to the market"). Travel demand analyses assume travel as a derived demand for activity participation. Hence, travel influences the chance of taking part in an activity which is not otherwise possible at a current location. However travel demand models do not consider travel as an activity or an action. Hence it grossly ignores
Figure 5: Joe’s home to market travel record (Trajectory_13062015). The shift in position over time is from south to north. The figure shows on refining the granularity from \((a \rightarrow b \rightarrow c)\), more action knowledge is discovered. In \(a\) walking action is not properly visible. In \(b\) and Figure \(c\) walking action (in green dots) is visible which took place while Joe was changing from bus mode to train mode.

time spent at certain locations during travel (such as transfer or having coffee or buying tickets) and does not give much emphasis on travel-based activities (activities embedded in a travel) or travel as action (Table 4). Conforming with the travel demand models, in Context 1 travel is a phenomenon of changing location from home to market over a given route network. Thus, in Context 1 two activities are presented in the knowledge base such as (being at) home \((C_{1\_AY0})\) and (shopping at) market \((C_{1\_AY1})\) without giving any treatment to travel, with an assumption that there is no other activity embedded in this travel and left it as a singular (atomic) action \((C_{1\_AN1})\). Figure 6a also shows some possible actions \((C_{1\_AN11}, C_{1\_AN12}, C_{1\_AN13})\) in the market place such as shopping at two different shops \((C_{1\_AN1}, C_{1\_AN12})\) and changing the location from one shop to another within the market \((C_{1\_AN12})\). However actions such as \((C_{1\_AN1}, C_{1\_AN12}, C_{1\_AN13})\) are not furnished in Table 4 for as these are not relevant from travel demand perspective. Generally, travel demand modeling focuses on significant time spent at a given location, not on the actions performed within that location.
Figure 6: Context based recursive activity layers on temporal zooming.

| Concept | Individual | Data Property | Value |
|---------|------------|---------------|-------|
| Activity | Activity_0 | Name          | Being at home |
|         |            | Activity Type | semantic   |
|         |            | Duration      | 36480     |
|         |            | start_time    | 13062015-00:00:00 |
|         |            | end_time      | 13062015-10:08:00 |
|         |            | start_location| (-37.851795, 144.982711) |
|         |            | end_location  | (-37.851795, 144.982711) |
| Activity | Activity_1 | Name          | Shopping at market |
|         |            | Activity Type | semantic   |
|         |            | Duration      | 2340      |
|         |            | start_time    | 13062015-11:09:00 |
|         |            | end_time      | 13062015-11:48:00 |
|         |            | start_location| (-37.739033, 145.001965) |
|         |            | end_location  | (-37.739033, 145.001965) |

Continued on next page
Table 4: Knowledge base schema for Context 1.

Context 2 (Figure 6b) illustrates a knowledge base for transport mode analysis ("How did you go to the market?") which is a refinement of Context 1, and may be an important facet in urban analytics and various context-aware location-based services.

Although the analysis is made on the same trajectory as that of Context 1, the information needs in both the contexts are different. Hence, there is a change in activity and action characterization between the contexts. In Context 2 the activity is the travel from home to market \( (C_{2 \cdot AY^0}) \) with actions are transfer_0 \( (C_{2 \cdot AN_{10}^0}) \), travel on train \( (C_{2 \cdot AN_{11}^0}) \), transfer_1 \( (C_{2 \cdot AN_{21}^0}) \), travel on bus \( (C_{2 \cdot AN_{31}^0}) \) (see Figure 6b, Table 3, Table 5). Accordingly, for Context 2 information are captured at a finer granularity, especially the way Joe has changed his location over space and time in order to travel from home to market. The focus is now on transport modes and transfers as actions with different conscious goals (Table 5).
### Context 2: Number of activity: 1

Transport mode analysis from home to market

| Concept | Individual | Data Property | Value |
|---------|------------|---------------|-------|
| Activity | Activity_0 | Name | Travel from home to market |
|         |ActivityType | Semantic |
|         |Duration | 3660 |
|         |startTime | 13062015 | 10:08:00 |
|         |endTime | 13062015 | 11:09:00 |
|         |startLocation | (-37.851795, 144.982711) |
|         |endLocation | (-37.739033, 145.001965) |
| Need | Need_0 | Type | Subsistence |
| Action | Action_0 | Name | transfer_0 |
|         |startTimeStamp | 36480 |
|         |endTimeStamp | 37080 |
|         | Action_1 | Name | Travel on bus |
|         | startTimeStamp | 37080 |
|         | endTimeStamp | 38760 |
|         | Action_2 | Name | transfer_1 |
|         | startTimeStamp | 38760 |
|         | endTimeStamp | 39000 |
|         | Name | travel on train |
|         | startTimeStamp | 39000 |
|         | endTimeStamp | 39840 |
|         | Action_3 | Name | Walk to market |
|         | startTimeStamp | 39840 |
|         | endTimeStamp | 40140 |
| Goal | Goal_0 | GoalType | Getting on the bus |
| | Goal_1 | GoalType | Reaching the bus stop at the train station |
| | Goal_2 | GoalType | Getting on the bus |
| | Goal_3 | GoalType | Reaching the train station at the market |
| | Goal_4 | GoalType | Getting to the market |
| Actor | Agent_0 | Name | Joe |
| | ID | 0 |
| Segment | Segment_0 | SegmentName | Home_to_bus_stop1 |
| | startTimeStamp | 36480 |
| | startLocation | (-37.851795, 144.982711) |
| | endTimeStamp | 37080 |
| | endLocation | (-37.852669, 144.983735) |
|         | Segment_1 | SegmentName | Bus_stop1_to_bus_stop2 |
|         | startTimeStamp | 37080 |
|         | startLocation | (-37.852669, 144.983735) |
|         | endTimeStamp | 38760 |

*Continued on next page*
| Concept | Individual | Data Property | Value |
|---------|------------|---------------|-------|
| Segment_2 | endLocation | (-37.788104, 144.994969) |
|          | SegmentName | Bus_stop2_to_train_stop1 |
|          | startTimeStamp | 38760 |
|          | startLocation | (-37.788104, 144.994969) |
|          | endTimeStamp | 39000 |
|          | endLocation | (-37.788112, 144.994975) |
| Segment_3 | SegmentName | Train_stop1_to_train_stop2 |
|          | startTimeStamp | 39000 |
|          | startLocation | (-37.788112, 144.994975) |
|          | endTimeStamp | 39840 |
|          | endLocation | (-37.788639, 144.995391) |
| Segment_4 | SegmentName | Train_stop2_to_market |
|          | startTimeStamp | 39000 |
|          | startLocation | (-37.788112, 144.994975) |
|          | endTimeStamp | 40140 |
|          | endLocation | (-37.739033, 145.001965) |

| Fix | Name | Spatio_temporal point |
|-----|------|-----------------------|
| Fix_0 | Home | (-37.851795, 144.982711, 10:08:00) |
| Fix_1 | Bus_stop1 | (-37.852669, 144.983735, 10:18:00) |
| Fix_2 | Bus_stop2 | (-37.852669, 144.983735, 10:46:00) |
| Fix_3 | Train_stop1 | (-37.788112, 144.994975, 10:50:00) |
| Fix_4 | Train_stop2 | (-37.788639, 144.995391, 11:04:00) |
| Fix_5 | Market | (-37.739033, 145.001965, 11:04:00) |

| Object | Name | isAgent |
|--------|------|---------|
| Object_0 | Bus_stop | FALSE |
| Object_1 | Bus | FALSE |
| Object_2 | Train_stop | FALSE |
| Object_3 | Train | FALSE |
| Object_4 | route_network | FALSE |
Table 5 – Continued from previous page

| Concept   | Individual | Data Property | Value                     |
|-----------|------------|---------------|---------------------------|
| Affordance| Obj0_Affordance0 | Type          | positive                  |
|           |            | Offering      | Embarking and disembarking|
| Obj1_Affordance0 | Type          | positive      |
|           |            | Offering      | Mediated travel           |
| Obj2_Affordance0 | Type          | positive      |
|           |            | Offering      | Embarking and disembarking|
| Obj3_Affordance0 | Type          | positive      |
|           |            | Offering      | Mediated travel           |
| Obj4_Affordance0 | Type          | positive      |
|           |            | Offering      | Navigation                |
| Device    | Device_0   | SensorType    | GPS                       |
|           |            | DeviceType    | Smartphone                |

Table 5: Knowledge base schema for Context 2.

Context 3 (Figure 6c, Table 6) demonstrates human movement behavior during transfer which is analyzed in order to support any potential non-travel activities along. A transfer involves at least disembarking from a vehicle, walking a given distance from point of arrival to point of departure, waiting for next connecting vehicle, and embarking on that vehicle.

| Concept   | Individual | Data Property | Value                     |
|-----------|------------|---------------|---------------------------|
| Activity  | Activity_0 | Name          | transfer_1                |
|           |            | ActivityType  | semantic                 |
|           |            | Duration      | 240                       |
|           |            | start_time    | 13062015-10:46:00        |
|           |            | end_time      | 13062015-10:50:00        |
|           |            | startLocation | (-37.788104, 144.994969) |
|           |            | endLocation   | (-37.788112, 144.994975) |
| Need      | Need_0     | Type          | Subsistence               |
|           |            | Name          | Disembarking              |
| Action    | Action_0   | Name          | Disembarking              |
|           |            | startTimeStamp| 387/60                    |
|           |            | endTimeStamp  | 387/65                    |
|           | Action_1   | Name          | Walking                   |
|           |            | startTimeStamp| 387/65                    |
|           |            | endTimeStamp  | 38880                     |
|           | Action_2   | Name          | Waiting                   |
|           |            | startTimeStamp| 38880                     |
|           |            | endTimeStamp  | 38990                     |
|           | Action_3   | Name          | Embarking                 |

Continued on next page
| Concept | Individual | Data Property | Value |
|---------|------------|---------------|-------|
| Goal    | Goal₀      | GoalType      | Get down at the bus stop |
|         | Goal₁      | GoalType      | Get to the nearest train station |
|         | Goal₂      | GoalType      | Catching the next connecting train |
|         | Goal₃      | GoalType      | Mediated travel to the market |
| Actor   | Agent₀     | Name          | Joe   |
|         |            | ID            | 0     |
| Segment | Segment₀   | SegmentName   | Bus_stop2_to_train_stop1 |
|         |            | startTimeStamp| 38760 |
|         |            | startLocation  | (-37.788104, 144.994969) |
|         |            | endTimeStamp  | 39000 |
|         |            | endLocation   | (-37.788112, 144.994975) |
| Fix     | Fix₀       | Name          | Bus_stop2 |
|         |            | Spatio_temporal point | (-37.788104, 144.994969, 10:46:00) |
|         | Fix₁       | Name          | Train_stop1 |
|         |            | Spatio_temporal point | (-37.788112, 144.994975, 10:50:00) |
| Object  | Object₀    | Name          | Bus_stop |
|         |            | isAgent       | FALSE |
|         | Object₁    | Name          | Bus   |
|         |            | isAgent       | FALSE |
|         | Object₂    | Name          | Train_stop |
|         |            | isAgent       | FALSE |
|         | Object₃    | Name          | Train |
|         |            | isAgent       | FALSE |
| Affordance | Obj0_Affordance₀ | Type          | positive |
|            |            | Offering      | Embarking and disembarking |
|            | Obj1_Affordance₀ | Type          | positive |
|            |            | Offering      | Mediated travel |
|            | Obj2_Affordance₀ | Type          | positive |
|            |            | Offering      | Embarking and disembarking |
|            | Obj3_Affordance₀ | Type          | Positive |
|            |            | Offering      | Mediated travel |
| Device    | Device₀    | SensorType    | GPS   |
|           |            | DeviceType    | Smartphone |

Table 6: Knowledge base schema for Context 3.
In order to test the model, SPARQL queries are issued at different contexts. In Context 2, all the activities and corresponding action information are retrieved from the knowledge base (Figure 7). Since Context 2 contains only one activity hence the output produces only one activity (travel from home to market) with corresponding five actions that are required to perform that activity.

Figure 7: SPARQL query in Context 2: Extract all the activities and actions in Context 2.

In context 3, a more complex query is issued to extract all the actions along Segment J (Figure 8). From these illustrations it can be seen that Context 1 conforms with the transportation domain, where understanding the causes behind people’s travel behavior has been a long standing research endeavor (which is generally addressed by travel surveys in different sorts). Context 2 purports the domain of mobile computing and context-aware computing (along with transportation science) where one may be interested to know a person’s current active state in terms of modality and movement behavior and customize different location based and context-aware services. Context 3 aligns with public health research where one is more interested in a person’s low level movement behavior such as whether standing or walking or running.

Thus the model will work in all the domains based on the situational aspects, needs, and goals set by the actor. The model will also work in ambient assisted environment where the main focus lies in indoor activities such as brushing teeth, bathing, having coffee, watching television, cooking, talking on a phone—all can be addressed based on a need and corresponding actions with their goals defined at a given context and a granularity (level of details and space-time scale). For example, the activity eating can be modeled with need as subsistence, component actions such as taking food from bowl, using forks and spoons, chewing. This activity structure also involves different objects with given affordances such as bowl for containing the food, fork for cutting the food, and spoon for lifting the food from the plate to mouth. The space-time information can also be populated in this case.
Figure 8: SPARQL query in Context 3: Extract all the actions along Segment 0.

at a finer granularity (may be the spatial dimension can be transformed into a Cartesian coordinate in indoor or a qualitative information say Room 1 to Room 2).

The main interest of this paper lies in trajectory based activity modeling in urban environment. Hence, the three case studies shown with their corresponding knowledge bases use a single trajectory in different contexts can easily be extended or shrunk at different spatial and temporal scope.

5 Discussion

In this research, a framework of activities has been developed, implemented as an ontology, and tested for three different contexts. The three contexts illustrate that activity can be modeled for different contexts with different semantics, or level of spatial and temporal granularity. The contexts presented in this paper are all related to each other in terms of a common need. We have shown how action in one activity layer (in one context) can be transformed to an activity in another layer (in another context). In terms of refinement of granularity the presented contexts are ordered in terms of space and time from coarsest to finest granularity (see Figure 6):

Context 1 ≺ Context 2 ≺ Context 3

The symbol “≺” indicates a binary granularity relationship between two contexts in terms of situational relevance. Context 3 represents knowledge within a smaller spatial and temporal scope, with more detailed information on mobility phase than that of Context 1.
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Hence, Context 3 can be viewed at a finer granularity than that of Context 1. The three contexts show how on refining the granularity more information is revealed at a given segment. For example, in Context 1, the most relevant information required is time spent at a given location (such as home or market) which is characterized as activity and hence any more detailed information pertaining to travel (such as modes and transfers) is irrelevant and is presented as single (atomic) action in the knowledge base (Figure 6a, knowledge base for Context 1). Whereas in Context 2, since the way of movement is now relevant, detailed information about transport modes and transfers are presented in the knowledge base, together with further object and affordance information (Figure 6b, knowledge base for Context 2). Context 3 shows again more details but here only for a shorter movement segment (within a constrained spatial and temporal scope), such as transfer (Figure 6c, knowledge base for Context 3).

This research started out with four research questions (see Section 1), reviewed below.

**What is an activity and what is an action in human behavior at urban scale?** Based on a context, an activity is the interaction of an agent with its environment to satisfy some need(s). In order to satisfy a need, agent follows an objective. An objective is composed of goals set by the agent which are constrained by the affordances offered by object(s). Each activity contains one or more actions which are oriented towards an object (that offers affordance) to fulfill a given goal. However the concept of activity and action is highly context-sensitive. On spatial and temporal zooming and by changing the situation, the semantics, and role of an activity or action changes in a given context.

Based on the illustration presented in this paper (Figure 6), the concept of “activity and action” is aligned with “process and event” in spatial information science. An activity resembles a process; an action contained in an activity resembles an event. But as established, context plays an important role in defining an activity or action. Hence, context would also affect the conceptualization of a process and event, both of which can be refined or simplified, changing the semantics (a process may transform into an event at a given context and vice versa).

**Is travel an activity?** It has been illustrated that the ambiguity lies in context-dependency. In Context 1 travel is not an activity (Table 4); rather it induces some activities that are not possible at a current location. Hence a travel can be viewed as an action in Context 1. This bridges the gap between the notion of activity in HCI and activity in travel demand modeling.

However, at a different situation, travel can be viewed as an activity with embedded actions (see Context 2 in Table 5, Figure 6b) that also conforms some of the earlier literature where travel has been considered as activity [31]. On a coarser granularity and a different context, say, for an activity “holiding in Melbourne” with a need of recreation, travel can also be considered as an action. However changing position in a same campus (university or office) or indoor environment (one terminal to another terminal in an airport or train station, one floor to another floor in a same building) are left for future work.

**How can activity knowledge be represented at different contexts?** Activity knowledge can be best represented and shared through activity ontology and a contextual knowledge base. In this paper, activity is modeled based on some key concepts (see Tables 4–6) in
different contexts. However the main concepts are activity itself, an actor, a need for an activity, action(s), goal(s), and object(s). Each of the key concepts is instantiated with their respective data type, data property, and data value in a given context and linked together through an actor.

Figure 6 depicts how activity knowledge can also be represented visually on a temporal scale. Thus, a change in context and a shift in granularity in time (and space) can also affect activity knowledge representation with varying details and situational relevance.

Can a raw trajectory be used for activity modeling at urban scale? A raw trajectory encodes an agent’s movement behaviour and state of activeness (doing something) in the form of spatial information (coordinate) and temporal information (timestamp) with additional sensor signals at different granularity across a wide range of urban scale (holidaying in Melbourne, traveling from home to office, movement history inside office campus, movement history inside the office building over a given time period). A trajectory can be collected through different sources such as check-in points, static sensors, or cordons laid in the environment [15], continuous recording through location and positioning sensors on-board a smartphone. A raw trajectory collected through different sources can be transformed to semantic trajectory by integrating number of domain specific information including route information [82] or indoor infrastructure information. Based on a given context, a semantic trajectory can then be segmented in a number of segments where each segment can be used to represent an action or activity with a starting and ending fix (spatial and temporal information). Hence, a raw trajectory can be used for activity modeling of a respective actor based on segmentation strategy and context at hand.

This paper also demonstrates the extensible nature of an earlier version of a content-based semantic trajectory ontology [35]. In this research some of the concepts and relationships are borrowed from the earlier work while developing the semantic trajectory part such as “fix” and an extended version of “segment.” However this context-sensitive activity model has extended the earlier trajectory ontology and developed different sets of knowledge base to represent activity knowledge from trajectory data through instantiation of different concepts.

The relevance of three contexts is based on the given situations. For example for Context 1, the relevance is to gain insight of time spent at a particular place over a considerable duration which is important for modeling travel demands. For Context 2, the relevance lies in understanding the modality information to reflect agent’s preferences, location-based services, and route recommendations. In Context 3 the relevance is focused on the agent’s movement behavior during transfer for various context-aware computing services.

In order to keep the model simple, the three contextual knowledge bases are rather basic. But the knowledge bases can be populated and extended with more detailed action information on getting more sensor signals especially indoor positioning sensors and inertial navigation sensors such as accelerometer, gyroscope, or proximity sensors that in turn can give information at a finer level of bodily movement, and thus can model semantic activity (at a high level) as well as physical activity (at a low level).

In addition to that, in this paper any atomic unit in the activity model is not discussed. However action is used as the fundamental building block for an activity. An action can be broken down into sub-actions. But in this paper, we limit ourselves into only action and do not break an action into its subsequent parts. This paper assumes a different context when an action is broken down into its components and the action then transforms into
an activity in that given context. On the other hand, the concept of granularity is used in several places in this paper. The granularity can be user-defined (by relevance) or system-defined (concerned with details of data-hardware and software configuration and external influences). In the same line, this research also admits the constraints involved with a given granularity. The constraints depend on the sampling frequency and the sensor configuration and also the level of details suited for the analysis. This work addresses structuring and building a common knowledge base for activities in different contexts from a generic point of view. It does not aim to develop a new predictive model for activity recognition. Hence, this research does not address the constraints on the granularity of the data. Granularity will affect the extraction of knowledge, but not the design of the model.

In this paper, the case studies (three contexts) are focused on different levels of activity knowledge discovery of an actor during its mobility phase. However, the idea can also be useful in indoor activities or activities performed in a virtual space [79, 11]. Currently the model addresses activity of a single actor, but the model can be further extended for a group of actors based on an activity system model [16], which is an extension of individualistic activity theory in HCI, and collective trajectory behaviour [59, 15] to address multiple trajectories with the emergence of big data.

6 Conclusions

In this paper, a context-sensitive semantic trajectory based activity model has been developed at a conceptual level. A semantic trajectory based activity modeling will enable an efficient communication between human and machines and extracting relevant geographic information retrieval. This research demonstrates the notion of activity and action is contextual. A context defines a situation with a set of concepts, individuals, and their properties. An activity can be modeled based on a given context. An activity is mainly characterized by an objective and a need whereas an action is characterized by a goal. An activity consists of action(s). A semantic trajectory shows movement pattern of an agent. Hence it is assumed that a trajectory contains agent’s activity information. In this paper, activity and action information are extracted from a portion of a given trajectory. In order to demonstrate the varied semantics of activity, three contexts are illustrated with three different situations. In the first context a travel survey type activity knowledge base is developed. In Context 2, a more detailed activity knowledge base is developed based on the same trajectory with action information and space time information in terms of fixes and segments. In Context 3, more detailed activity knowledge (transfer) is evaluated over a shorter time frame.

In order to demonstrate the validity of the hypothesis, an ontological framework is developed. The framework is implemented in Protege in OWL-DL. We also tested the model using simple SPARQL queries. The illustrations presented in this paper demonstrate that the contexts are related to each other in terms of the need (subsistence in three cases) on the same trajectory. In a more complex set up, the contexts can be entirely different such as reading newspaper (need: understanding), while traveling on the bus to work (need: subsistence).

In this research we have considered a trajectory captured by a GPS sensor on-board a smartphone in order to illustrate the working of the ontological framework across contexts and levels of granularity. The approach can be used for trajectories captured by different
sources, such as trajectories of check-in points, generated by cordon, by static sensors, or from indoor tracking, where each method may have its own granularity and context. The model can also address complex activity models at any level of granularity. Thus, the approach presented in this paper can be expected to be both flexible and scalable. We also demonstrated the approach can be used to represent activity knowledge in different domains.

In this research the three different illustrative contexts are treated separately. Future research may especially connect different contexts in a single model (of variable granularity) based on situational relevance in order to structure more complex activities and extract different action and activity information (disjoint or joint) happening or overlapping on the same space-time window through temporal calculi [53] and context-sensitivity.

Acknowledgments

This research has been supported by a grant from the Australian Research Council, LP120200130.

References

[1] Abowd, D., Dey, A. K., Orr, R., and Brotherton, J. Context-awareness in wearable and ubiquitous computing. Virtual Reality 3, 3 (1998), 200–211. doi:10.1007/BF01408562.

[2] Aggarwal, J., and Park, S. Human motion: Modeling and recognition of actions and interactions. In Proc. International Symposium on 3D Data Processing, Visualization & Transmission (2004). doi:10.1109/TDPVT.2004.1335299.

[3] Aggarwal, J., and Ryoo, M. Human activity analysis: A review. ACM Computing Surveys 43, 3 (2011), 16:1–16:43. doi:10.1145/1922649.1922653.

[4] Amft, O., Kusserow, M., and Tröster, G. Probabilistic parsing of dietary activity events. In Proc. 4th International Workshop on Wearable and Implantable Body Sensor Networks (2007), vol. 13, Springer, pp. 242–247. doi:10.1007/978-3-540-70994-7_41.

[5] Bao, L., and Intille, S. Activity recognition from user-annotated acceleration data. In Pervasive Computing, A. Ferscha and F. Mattern, Eds., vol. 3001 of Lecture Notes in Computer Science. Springer, 2004, ch. 1, pp. 1–17. doi:10.1007/978-3-540-24646-6_1.

[6] Bulling, A., Blanke, U., and Schiele, B. A tutorial on human activity recognition using body-worn inertial sensors. ACM Computing Surveys 46, 3 (2014), 1–33. doi:10.1145/2499621.

[7] Byon, Y., Abdulhai, B., and Shalaby, A. Real-time transportation mode detection via tracking global positioning system mobile devices. Journal of Intelligent Transportation Systems: Technology, Planning, and Operations, 13, 4 (2009), 161–170. doi:10.1080/15472450903287781.

www.josis.org
[8] Chen, J., Kwong, K., Chang, D., Luk, J., and Bajcsy, R. Wearable sensors for reliable fall detection. In Proc. IEEE International Conference of Engineering in Medicine and Biology (2005). doi:10.1109/IEMBS.2005.1617246.

[9] Choudhury, T., Consolvo, S., Harrison, B., Hightower, J., LaMarca, A., Legrand, L., Rahimi, A., Rea, A., Bordello, G., Hemingway, B., Klasnja, P., Koscher, K., Landay, J. A., Lester, J., Wyatt, D., and Haehnel, D. The mobile sensing platform: An embedded activity recognition system. IEEE Pervasive Computing 7, 2 (2008), 32–41. doi:10.1109/mprv.2008.39.

[10] Cottrill, C. D., Pereira, F. C., Zhao, F., Dias, I., Lim, H. B., Ben-Akiva, M. E., and Zegras, P. C. Future mobility survey: Experience in developing a smartphone-based travel survey in Singapore. Transportation Research Record 2354, Travel Surveys; Asset Management; and Freight Data 2013 (2013), 59–67. doi:10.3141/2354-07.

[11] Couclelis, H. Pizza over the Internet: E-commerce, the fragmentation of activity, and the tyranny of the region. Entrepreneurship and Regional Development 16 (2004), 41–54. doi:10.1080/0898562042000205027.

[12] Crease, P., and Reichenbacher, T. Linking time geography and activity theory to support the activities of mobile information seekers. Transactions in GIS 17, 4 (2013), 507–525. doi:10.1111/tgis.12044.

[13] Damiani, M. L., Silvestri, C., and Bertino, E. Fine-grained cloaking of sensitive positions in location-sharing applications. IEEE Pervasive Computing 10, 4 (2011), 64–72. doi:10.1109/mprv.2011.18.

[14] Dey, A. K., and Abowd, G. D. Towards a better understanding of context and context-awareness. In Proc. CHI 2000 Workshop on The What, Who, Where, When, and How of Context-Awareness (2000).

[15] Duckham, M. Decentralized Spatial Computing. Springer, 2013. doi:10.1007/978-3-642-30853-6.

[16] Engeström, Y. Learning by Expanding: An Activity-theoretical Approach to Developmental Research. Orienta-Konsultit Oy, 1987. doi:10.1017/CBO9781139814744.

[17] Fellbaum, C. WordNet: An Electronic Lexical Database. The MIT Press, Cambridge, Massachusetts, 1998.

[18] Figo, D., Diniz, P. C., Ferreira, D. R., and Cardoso, J. M. P. Preprocessing techniques for context recognition from accelerometer data. Personal and Ubiquitous Computing 14, 7 (2010), 645–662. doi:10.1007/s00779-010-0293-9.

[19] Fonseca, F., Egenhofer, M. J., Davis, C., and Camara, G. Semantic granularity in ontology-driven geographic information systems. Annals of Mathematics and Artificial Intelligence 36, 1–2 (2002), 121–151. doi:10.1023/A:1015808104769.

[20] Gangemi, A., Guarino, N., Masolo, C., Oltramari, A., and Schneider, L. Sweetening ontologies with DOLCE. In Knowledge Engineering and Knowledge Management: Ontologies and the Semantic Web (2002), vol. 2473 of Lecture Notes in Computer Science, Springer, pp. 166–181. doi:10.1007/3-540-45810-7_18.
[21] GAVER, W. W. Technology affordances. In Proc. SIGCHI Conference on Human Factors in Computing Systems (CHI) (1991), ACM, pp. 79–84. doi:10.1145/108844.108856.

[22] GIBSON, J. J. The theory of affordances. In Perceiving, acting and knowing: Toward an ecological psychology, R. Shaw and J. Bransford, Eds. Lawrence Erlbaum, Mahwah, 1977, pp. 67–82.

[23] GIBSON, J. J. The ecological approach to visual perception. Houghton Mifflin Company, Boston, 1979.

[24] GLIMM, B., HORROCKS, I., MOTIK, B., STOLOS, G., AND WANG, Z. HermiT: An OWL 2 reasoner. Journal of Automated Reasoning 53, 3 (2014), 245–269. doi:10.1007/s10817-014-9305-1.

[25] GOLLEDGE, R., AND STIMSON, R. Spatial Behaviour: A Geographic Perspective. The Guilford Press, New York, USA, 1997.

[26] GRENON, P., AND SMITH, B. SNAP and SPAN: Towards dynamic spatial ontology. Spatial Cognition and Computation 4, 1 (2004), 69–103. doi:10.1207/s15427633scc0401_5.

[27] GRUBER, T. R. A translation approach to portable ontology specifications. Knowledge Acquisition 5, 2 (1993), 199–220. doi:10.1006/knac.1993.1008.

[28] GRUBER, T. R. Ontology in Encyclopedia of Database Systems. Springer, 2009.

[29] GUTTING, R. H., BOHLEN, M. H., ERWIG, M., JENSEN, C. S., LORENTZOS, N. A., SCHNEIDER, M., AND VAZIRGIANNIS, M. A foundation for representing and querying moving objects. ACM Transactions on Database Systems 25, 1 (2000), 1–42. doi:10.1145/352958.352963.

[30] HAGERSTRAND, T. What about people in regional science? Papers of the Regional Science Association 24, 1 (1970), 6–21. doi:10.1007/bf01936872.

[31] HIRTLE, S., TIMPF, S., AND TENBRINK, T. The effect of activity on relevance and granularity for navigation. In Spatial Information Theory, M. Egenhofer, N. Giudice, R. Moratz, and M. Worboys, Eds., vol. 6899 of Lecture Notes in Computer Science. Springer, 2011, ch. 5, pp. 73–89. doi:10.1007/978-3-642-23196-4_5.

[32] HOBBS, J. R. Granularity. In Readings in Qualitative Reasoning about Physical Systems, D. S. Weld and J. D. Kleer, Eds. Morgan Kaufmann, San Mateo, CA, 1990, pp. 542–545.

[33] HORNSBY, K. Temporal zooming. Transactions in GIS 5, 3 (2001), 255–272. doi:10.1111/1467-9671.00081.

[34] HORNSBY, K., AND EGENHOFER, M. Modeling moving objects over multiple granularities. Annals of Mathematics and Artificial Intelligence 36, 1–2 (2002), 177–194. doi:10.1023/a:1015812206586.

[35] HU, Y., JANOWICZ, K., CARRAL, D., SCHEIDER, S., KUHN, W., BERG-CROSS, G., HITZLER, P., DEAN, M., AND KOLAS, D. A geo-ontology design pattern for semantic trajectories. In Spatial Information Theory, T. Tenbrink, J. Stell, A. Galton, and Z. Wood, Eds., vol. 8116 of Lecture Notes in Computer Science. Springer, 2013, ch. 24, pp. 438–456. doi:10.1007/978-3-319-01790-7_24.
[36] Hutchins, E. How a cockpit remembers its speeds. *Cognitive Science* 19, 3 (1995), 265–288. doi:10.1207/s15516709cog1903_1.

[37] Jones, P. New approach to understand travel behaviour: The human activity approach. In *Behavioural Travel Modeling*, D. Stopher and P. Hensher, Eds. Croom Helm, London, 1979, ch. 1.

[38] Jonietz, D., Schuster, W., and Timpe, S. Modelling the suitability of urban networks for pedestrians: An affordance-based framework. In *Geographic Information Science at the Heart of Europe*, D. Vandenbroucke, B. Bucher, and J. Crompvoets, Eds., Lecture Notes in Geoinformation and Cartography. Springer, Berlin, 2013, ch. 21, pp. 369–382. doi:10.1007/978-3-319-00615-4_21.

[39] Jordan, T., Raubal, M., Gatrell, B., and Egenhofer, M. An affordance-based model of place in GIS. In *Proc. Eighth International Symposium on Spatial Data Handling (SDH)* (1998).

[40] Jovicic, G. *Activity based travel demand modelling: A literature study*. Note 8. Danmarks Transport Forskning, 2001.

[41] Kaptein, N., Kuutti, K., and Bannon, L. Activity theory: Basic concepts and applications. In *Human-Computer Interaction*, B. Blumenthal, J. Gornostaev, and C. Unger, Eds., vol. 1015 of *Lecture Notes in Computer Science*. Springer, 1995, ch. 14, pp. 189–201. doi:10.1007/3-540-60614-9_14.

[42] Kaptein, N., and Nardi, B. A. *Acting with Technology: Activity Theory and Interaction Design*. MIT Press, Cambridge, MA, 2006. doi:10.5210/fm.v12i4.1772.

[43] Kaptein, N., and Nardi, B. A. Activity theory in HCI: Fundamentals and reflections. In *Synthesis Lectures on Human-Centered Informatics*, J. M. Carroll, Ed., vol. 5. Morgan & Claypool publishers, 2012, ch. 1, pp. 1–29. doi:10.2200/S00413ED1V01Y201203HCI013.

[44] Klippel, A., Hansen, S., Davies, J., and Winter, S. A high-level cognitive framework for route directions. In *Spatial Science Conference* (2005).

[45] Koffka, K. *Principles of Gestalt psychology*. Harcourt Brace, New York, 1935.

[46] Krotzsch, M., Simancik, F., and Horrocks, I. Description logics. *IEEE Intelligent Systems* 29, 1 (2012), 12–19.

[47] Kuhn, W. Ontologies in support of activities in geographical space. *International Journal of Geographical Information Science* 15, 7 (2001), 613–631. doi:10.1080/13658810110061180.

[48] Kuipers, B. The map in the head metaphor. *Environment and Behavior* 14 (1982), 202–220. doi:10.1177/0013916584142005.

[49] Lave, J. *Cognition in Practice*. Cambridge University Press, Cambridge, 1988. doi:10.1017/CBO9780511609268.

JOSIS, Number 12 (2016), pp. 45–85
[50] Lee, K., Kang, H.-Y., and Lee, J. Topological analysis in indoor shopping mall using ontology. *Journal of the Korean Society of Surveying, Geodesy, Photogrammetry and Cartography* 31, 6–2 (2013), 511–520. doi:10.7848/ksgpc.2013.31.6-2.511.

[51] Leontiev, A. *Activity, consciousness, and personality*. Prentice-Hall, Englewood Cliffs, 1978.

[52] Liao, L., Fox, D., and Kautz, H. Location-based activity recognition using relational markov networks. In *Proc. 19th International Joint conference on Artificial Intelligence (IJCAI)* (2005), Morgan Kaufmann, pp. 773–778.

[53] Ligozat, G. Allen’s calculus. In *Qualitative Spatial and Temporal Reasoning*. John Wiley & Sons, 2013, pp. 1–28. doi:10.1002/9781118601457.ch1.

[54] Max-Neef, M. A. *Human Scale Development: Conception, Application and Further Reflections*. The Apex Press, New York, USA, 1991.

[55] Max-Neef, M. A., Elizalde, A., Hopenhayn, M., Herrera, F., Zemelman, H., Jataba, J., and Weinstein, L. Human scale development: An option for the future. *Development Dialogue Journal* 1 (1989), 7–80.

[56] McDonald, M. J. Active research topics in human machine interfaces. Report, Sandia National Laboratories, 2000.

[57] McNally, M. G., and Rindt, C. R. The activity-based approach. Center for Activity Systems Analysis, 2007.

[58] Miller, H. J. Modelling accessibility using space-time prism concepts within geographical information systems. *International Journal of Geographical Information Systems* 5 (1991), 287–301.

[59] Miller, H. J. Activities in space and time. In *Handbook of Transport 5: Transport Geography and Spatial Systems*, D. Hensher, K. Button, K. Haynes, and P. Stopher, Eds. Elsevier Science, London, 2004, pp. 647–660.

[60] Mitra, S., and Acharya, T. Gesture recognition: A survey. *IEEE Transactions on Systems, Man, and Cybernetics* 37, 3 (2007), 311–324. doi:10.1109/TSMCC.2007.893280.

[61] Moreira, J., Ribeiro, C., and Saglio, J. Representation and manipulation of moving points: An extended data model for location estimation. *Cartography and Geographic Information Science* 26, 2 (1999), 109–123. doi:10.1559/152304099782330725.

[62] Nardi, B. A. Studying context: a comparison of activity theory, situated action models, and distributed cognition. In *Context and consciousness*, A. N. Bonnie, Ed. Massachusetts Institute of Technology, 1995, pp. 69–102. doi:10.1.1.128.3490.

[63] Newell, A., and Simon, H. *Human Problem Solving*. Prentice-Hall, Englewood Cliffs, NJ, 1972.

[64] Norman, D. *The Design of Everyday Things*. Doubleday, New York, 1988. doi:10.15388/9783800648108.

www.josis.org
[65] Norman, D. A. Cognitive artifacts. In Designing Interaction: Psychology at the Human Computer Interface, J. Carroll, Ed. Cambridge University Press, New York, 1991.

[66] Oliveira, R. D., Cherubini, M., and Oliver, N. MoviPill: Improving medication compliance for elders using a mobile persuasive social game. In Proc. 12th ACM International Conference on Ubiquitous Computing (UbiComp) (2010), ACM, pp. 251–260. doi:10.1145/1864349.1864371.

[67] Partridge, K., and Golle, P. On using existing time-use study data for ubiquitous computing applications. In Proc. 10th International Conference on Ubiquitous Computing (UbiComp) (2008), ACM, pp. 144–153. doi:10.1145/1409635.1409655.

[68] Pereira, F., Carrion, C., Zhao, F., Cottrill, C. D., Zegras, C., and Ben-Akiva, M. The future mobility survey: Overview and preliminary evaluation. In Proc. Eastern Asia Society for Transportation Studies (2013), vol. 9.

[69] Rao, C., Yilmaz, A., and Shah, M. View-invariant representation and recognition of actions. International Journal of Computer Vision 50, 2 (Nov. 2002), 203–226. doi:10.1023/A:1020350100748.

[70] Raper, J. Geographic relevance. Journal of Documentation 63, 6 (2007), 836–852. doi:10.1108/00220410710836385.

[71] Rasmussen, J. Information Processing and Human-Machine Interaction: An Approach to Cognitive Engineering. Elsevier Science, 1986.

[72] Raubal, M. Ontology and epistemology for agent based wayfinding simulation. International Journal of Geographical Information Science 15, 7 (2001), 653–665. doi:10.1080/13658810110061171.

[73] Raubal, M., Miller, H. J., and Bridwell, S. User-centred time geography for location-based services. Geografiska Annaler 86, 4 (2004), 245–265. doi:10.1111/j.0435-3684.2004.00166.x.

[74] Raubal, M., and Moratz, R. A functional model for affordance-based agents. In Towards Affordance-Based Robot Control, E. Rome, J. Hertzberg, and G. Dorffner, Eds., vol. 4760 of Lecture Notes in Computer Science. Springer, 2008, ch. 7, pp. 91–105. doi:10.1007/978-3-540-77915-5_7.

[75] Richter, D., Vasardani, M., Stirling, L., Richter, K.-F., and Winter, S. Zooming in zooming out hierarchies in place descriptions. In Progress in Location-Based Services, J. M. Krisp, Ed., Lecture Notes in Geoinformation and Cartography. Springer, 2013, ch. 19, pp. 339–355. doi:10.1007/978-3-642-34203-5_19.

[76] Rodríguez-Serrano, J. A., and Singh, S. Trajectory clustering in CCTV traffic videos using probability product kernels with hidden Markov models. Pattern Analysis and Applications 15, 4 (2012), 415–426. doi:10.1007/s10044-012-0269-7.

[77] Scheider, S., and Janowicz, K. Place reference systems: A constructive activity model of reference to places. Applied Ontology 9, 2 (2014), 97–127.
[78] SELLIS, T. Chorochronos: Research on spatiotemporal database systems. In Proc. 10th International Workshop on Database and Expert Systems Applications (DEXA) (1999), A. Tjoa, A. Cammelli, and R. Wagner, Eds., IEEE Computer Society, pp. 452–456. doi:10.1109/DEXA.1999.795207.

[79] SHAW, S., AND YU, H. A GIS-based time geographic approach of studying individual activities and interactions in a hybrid physical-virtual space. Journal of Transportation Geography 17 (2009), 141–149. doi:10.1016/j.jtrangeo.2008.11.012.

[80] SHOAIB, M., BOSCH, S., INCEL, O. D., SCHOLTEN, H., AND HAVINGA, P. J. A survey of online activity recognition using mobile phones. Sensors 15, 1 (2015), 2059–2085. doi:10.3390/s150102059.

[81] SISTLA, A. P., WOLFSON, O., CHAMBERLAIN, S., AND DAO, S. Modeling and querying moving objects. In Proc. 13th International Conference on Data Engineering (ICDE) (Washington, DC, USA, 1997), IEEE Computer Society, pp. 422–432.

[82] SPACCAPIETRA, S., PARENT, C., DAMIANI, M. L., MACEDO, J. A. D., PORTO, F., AND VANGENOT, C. A conceptual view on trajectories. Data and Knowledge Engineering 65, 1 (2008), 126–146. doi:10.1016/j.datak.2007.10.008.

[83] STOFFREGEN, T. Affordances as properties of the animal environment system. Ecological Psychology 15, 2 (2003), 115–134. doi:10.1207/S15326969ECO1502_2.

[84] STOOPER, P., BULLOCK, P. J., AND HORST, F. N. H. Conducting a GPS survey with a time-use diary. In Proc. 83rd Annual Conference of the Transportation Research Board (2003).

[85] TENBRINK, T., AND WINTER, S. Variable granularity in route directions. Spatial Cognition & Computation 9, 1 (2009), 64–93. doi:10.1080/13875860902718172.

[86] TIMPF, S. Wayfinding with mobile devices: Decision support for the mobile citizen. In Frontiers of Geographic Information Technology, S. Rana and J. Sharma, Eds. Springer, London, 2005, pp. 209–228. doi:10.1007/3-540-31305-2_10.

[87] TURVEY, M. Affordances and prospective control: An outline of the ontology. Ecological Psychology 4, 3 (1992), 173–187. doi:10.1207/s15326969eco0403_3.

[88] WARREN, W. Perceiving affordances: Visual guidance of stair climbing. Journal of Experimental Psychology 105, 5 (1984), 683–703. doi:10.1037/0096-1523.10.5.683.

[89] WILSON, G., AND SHPALL, S. Action. Centre for the Study of Language and Information (CSAIL), Stanford University, 2012.

[90] WINTER, S. Towards a probabilistic time geography. In Proc. 17th ACM SIGSPATIAL (2009), D. Agrawal, Ed., ACM Press, pp. 528–531. doi:10.1145/1653771.1653861.

[91] WOLF, J. Using GPS Data Loggers to Replace Travel Diaries in the Collection of Travel Data. Phd thesis, Georgia Institute of Technology, 2000.

[92] WOLF, J., SCHÖNFELDER, S., SAMAGA, U., OLIVEIRA, M., AND AXHAUSEN, K. Eighty weeks of GPS traces: Approaches to enriching trip information. Transportation Research Board. doi:10.3141/1870-06.
[93] WOLFSON, O., XU, B., CHAMBERLAIN, S., AND JIANG, L. Moving objects databases: Issues and solutions. In Proc. 10th International Conference on Scientific and Statistical Database Management (1998), pp. 111–122. doi:10.1109/ssdm.1998.688116.

[94] ZAFF, B. Designing with affordances in mind. In Global Perspectives on the Ecology of Human-Machine Systems, J. Flack, P. Hancock, J. Caird, and K. Vicente, Eds., vol. 1. Lawrence Erlbaum, New Jersey, 1995, pp. 121–156.

[95] ZHENG, Y. Trajectory data mining: An overview. ACM Transactions on Intelligent Systems and Technology 6 (2015), 29:1–29:41. doi:10.1145/2743025.
