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Abstract

Reconfigurable intelligent surface (RIS) is an emerging technology for future wireless communication systems. In this work, we consider downlink spatial multiplexing enabled by the RIS for weighted sum-rate (WSR) maximization. In the literature, most solutions use alternating gradient-based optimization, which has moderate performance, high complexity, and limited scalability. We propose to apply a fully convolutional network (FCN) to solve this problem, which was originally designed for semantic segmentation of images. The rectangular shape of the RIS and the spatial correlation of channels with adjacent RIS antennas due to the short distance between them encourage us to apply it for the RIS configuration. We design a set of channel features that includes both cascaded channels via the RIS and the direct channel. In the base station (BS), the differentiable minimum mean squared error (MMSE) precoder is used for pretraining and the weighted minimum mean squared error (WMMSE) precoder is then applied for fine-tuning, which is nondifferentiable, more complex, but achieves a better performance. Evaluation results show that the proposed solution has higher performance and allows for a faster evaluation than the baselines. Hence it scales better to a large number of antennas, advancing the RIS one step closer to practical deployment.
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I. INTRODUCTION

The reconfigurable intelligent surface (RIS) is an emerging technology for next-generation wireless communication systems [1]–[5]. It comprises many antennas on a surface. Each antenna has the ability to receive a signal, process it without external power (i.e., the signal cannot be amplified), and reflect it. With cooperation between the antennas, the RIS can realize complicated signal processing. Due to its simple structure and good compatibility with the other components of wireless communication systems (e.g., precoding in the base station (BS)), the RIS is widely believed to be an essential part of the next-generation wireless communication systems and has been widely studied for optimizing weighted sum-rate (WSR) [6], [7], capacity [8], energy efficiency [9], reliability [10], physical layer security [11], [12] and wireless power transfer [13], [14].

Among different applications of the RIS, we focus on improving the WSR with spatial multiplexing in this work. The high data rate is a major challenge for future wireless communication systems, which can only be overcome by both acquiring broader bandwidth in higher frequencies and improving the spectrum efficiency. With a favorable propagation channel, we can use the same resource block (a resource allocation unit in time and frequency domains) to serve multiple users and hence improve the spectrum efficiency.

Without RIS, the propagation channel depends mainly on positions of transmitter and receivers and nearby scatterers, which we cannot optimize. If we deploy an RIS in the environment, we can optimize the environment by configuring the RIS such that the propagation channel is more favorable for spatial multiplexing.

This is a challenging problem because of its high dimensionality due to the large number of RIS antennas and the constraint that RIS does not amplify the signal. In the literature, the minimum mean squared error (MMSE) precoder [15] and the weighted minimum mean squared error (WMMSE) precoder [16] are proposed for precoding in the BS without consideration of the RIS, stochastic successive convex approximation [7], majorization-maximization [17], alternating optimization (AO) [18], and alternating direction method of multipliers (ADMM) [19] are applied to jointly optimize the RIS configuration and the BS precoding. These proposed
algorithms have achieved reasonable performance at the cost of high computational effort. With similar problem formulations, spatial multiplexing in RIS-assisted uplink is considered and a gradient-based solution is proposed \[20\]. The Riemannian manifold conjugate gradient (RMCG) and the Lagrangian method are applied to configure multiple RISs and BS to serve users on the cell edge \[21\]. A joint precoding scheme with an alternating optimization (AO) method is proposed for cell-free RIS-aided communication \[8\]. The sum-rate is maximized with the majorization-maximization (MM) algorithm for grouped users in a RIS-aided communication system \[22\]. The downlink signal-to-noise ratio (SNR) is maximized with deep reinforcement learning (DRL) \[23\]. The spectrum and energy efficiency are maximized with RIS \[9\], \[24\]. The interference caused by secondary networks is mitigated with an RIS \[25\]. The BS configuration and the phase shifts of the RIS are iteratively optimized with the orthogonal frequency-division multiplexing (OFDM) transmission scheme \[26\], \[27\]. The robust transmission scheme design is addressed as well \[28\].

Although the above-mentioned pioneering works have achieved reasonably good performances compared to random phase shifts and scenarios without RIS, there is still considerable room for performance improvement and the computational complexities of these proposed algorithms are still too high for real-time application. Besides, the high complexity constrains the number of RIS antennas. In most works mentioned above, the number of RIS antennas is assumed to be less than 200, which is far less than the vision of up to thousands of elements introduced in Ref. \[4\]. In recent years, there have been attempts to apply machine learning to RIS optimization for better scalability \[29\], \[30\].

In this work, we propose an approach based on fully convolutional network (FCN) and WMMSE precoding that achieves better performance with less operating expenses. The FCN is comprised of multiple convolutional layers and was first proposed in Ref. \[31\] for semantic segmentation, i.e., it takes an image as input and predicts the category of each pixel of the image (e.g., the car, the road, or the sky). The first convolutional layer is able to extract the local features of the image while the following convolutional layers can process information on higher levels. Inspired by the rectangular shape of the RIS and the spatial correlation of the channels of adjacent RIS antennas due to the close distance between the antennas \[32\], we apply an FCN for the RIS configuration. In the literature, the FCN has been applied to object detection \[33\], visual tracking \[34\] and receiver design \[35\]. To the authors’ best knowledge, it has not yet been applied to RIS configuration.
Our contributions in this paper are as follows:

- We apply an FCN for the RIS configuration. We show that the FCN is an efficient and scalable architecture for the considered WSR maximization problem. By introducing dropout layers, we prevent overfitting and improve the generalization of the trained models.
- We design a trick to consider the direct channel without RIS in the FCN, which makes the proposed approach more applicable because a weak direct channel exists in most use cases.
- We design a training process with the WMMSE precoder, which is nondifferentiable and therefore incompatible with the gradient ascent optimization. By alternatingly training the FCN and updating the precoding vectors, the FCN can work properly with the WMMSE precoder.

In the following part of this work, Section II formulates the problem, Section III describes the precoding techniques, Section IV proposes our solution, Section V explains some issues of implementation and training, Section VI presents the training and evaluation results and Section VII concludes the work.

**Notations:** Throughout this work, we use the following notations: $I_n$ is an identity matrix of size $n \times n$, $0_n$ is a zero matrix of size $n \times n$, $A \ast B$ denotes the 2-dimensional cross-correlation between $A$ and $B$, $|z|$ and $\arg(z)$ are the amplitude and phase of complex number $z$, respectively, $A^+$ denotes the pseudoinverse of matrix $A$, $\bar{\theta}$ refers to the untrainable neural network parameter set $\theta$ (i.e., it is considered constant during training), $\exp(A)$ is the elementwise exponential function.

## II. Problem Formulation

We consider an RIS-aided communication with direct propagation path between BS and users. Our objective is to serve two users with the same resource block and to maximize the WSR of the two users. The BS is assumed to have multiple antennas and can do precoding subject to the transmit power constraint $E_{Tr}$. The RIS is assumed to be rectangular with $H$ rows and $W$ columns of antennas. Each RIS antenna has the ability to receive signal, adjust its complex phase without changing its amplitude and transmit it.

We denote the precoding matrix as $V$ of size $M \times 2$, where $M$ is the number of BS antennas, the channel from BS to RIS as $H$ of size $N \times M$, where $N$ is the number of RIS antennas ($N = WH$) and element $h_{nm}$ in row $n$ and column $m$ represents the channel gain from the $m$th antenna of the BS to the $n$th antenna of the RIS. The RIS signal processing is denoted by the...
diagonal matrix $\Phi$ of size $N \times N$, where the element $\phi_{nn}$ in row $n$ and column $n$ is $e^{j\psi_n}$, with $\psi_n$ being the phase shift of antenna $n$. The channel matrix from RIS to users is denoted as $G$ of size $2 \times N$, where the element $g_{un}$ denotes the channel gain from RIS antenna $n$ to user $u$. The direct channel from BS to users is denoted as $D$ of size $2 \times M$, where the element $d_{um}$ in row $u$ and column $m$ is the channel gain from the $m$th BS antenna to the $u$th user, the transmission is described as

$$y = (G\Phi H + D)Vx + n,$$

where $x$ is the vector of transmitted symbols, $y$ is the vector of received symbols and $n$ is the vector of thermal noise. All three vectors have the same size$^1$ of $2 \times 1$. The whole system model is illustrated in Fig. 1.

Let

$$C = (G\Phi H + D)V$$

and $c_{ij}$ being the element of $C$ in row $i$ and column $j$, the objective is to maximize the WSR. Therefore, the problem can be formulated as

$$\max_{V,\Phi} \quad f = \alpha_1 \log_2 \left(1 + \frac{c_{11}}{c_{12} + \rho}\right) + \alpha_2 \log_2 \left(1 + \frac{c_{22}}{c_{21} + \rho}\right)$$

s.t. \quad$$
\text{tr} \left(VV^H\right) \leq E_{Tr}
|\phi_{nn}| = 1
|\phi_{nn'}| = 0 \text{ for } n \neq n',

$^1$We assume two users in this work. However, the proposed method can be easily extended to more than two users by stacking user channels in $G$ and $D$. 

---

**Fig. 1.** System model.
where \(\alpha_1\) and \(\alpha_2\) are weights of user 1 and user 2, respectively, \(\alpha_1, \alpha_2 \in [0, 1]\) and \(\alpha_1 + \alpha_2 = 1\), and \(\rho\) is the transmit signal-to-noise ratio (TSNR), which is the ratio between transmit power and noise power.

**III. The MMSE and WMMSE Precoder**

In problem (3), \(H, G\) and \(D\) are given and we would like to optimize both \(V\) and \(\Phi\). While the RIS optimization problem (i.e., optimizing \(\Phi\)) is new, the precoding problem (i.e., optimizing \(V\)) has been intensively studied in the literature. Different precoding techniques, such as maximum ratio transmission (MRT), zero-forcing (ZF), MMSE and WMMSE are proposed. Among them, the MMSE precoder can minimize the mean squared error caused by both interference and noise with a closed form solution and is the optimal precoder for a single user [15]. Furthermore, the iterative WMMSE precoder introduces weights of the mean squared errors (MSEs) of different users in the multi-user multiple-input-multiple-output (MIMO) system. It is proven that minimizing the sum of weighted MSEs for certain weights is equivalent to maximizing the WSR [16]. However, the WMMSE precoder does not have a closed-form solution and is only available as an iterative algorithm, which significantly increases its complexity compared to the MMSE precoder. Accordingly we cannot compute its derivative. In the following, we briefly introduce the two precoders that will be applied jointly with the RIS optimization.

**A. The MMSE Precoder**

In the MMSE precoder, the error is defined as the difference between transmitted symbols \(x\) and received symbols \(y\) scaled by a proper factor \(\beta^{-1}\) (because the received symbols are weaker due to the propagation loss). Accordingly, the MSE is defined as

\[
e = \mathbb{E} (||\beta^{-1}y - x||_2^2)
= \mathbb{E} (||\beta^{-1}(CVx + n) - x||_2^2).
\] (4)

The objective is to minimize the MSE subject to the transmit power constraint:

\[
\min_{\beta, V} \mathbb{E} (||\beta^{-1}(CVx + n) - x||_2^2)
\text{ s.t. } \text{tr}(VV^H) \leq E_{Tr}.
\] (5)

When we assume \(\mathbb{E}(x \cdot x^T) = I_2\), \(\mathbb{E}(n \cdot n^T) = 1/\rho \cdot I_2\) and \(\mathbb{E}(n \cdot x^T) = 0_2\), we obtain a closed-form solution [15]

\[
V = \beta \left( C^H C + \frac{1}{\rho} I \right)^{-1} C^H
\] (6)
where
\[
\beta = \sqrt{\frac{E_{Tr}}{\text{tr}\left((C^H C + \frac{1}{\rho} I)^{-2} C^H C\right)}}.
\]  
(7)

The MMSE precoder is the optimal precoder to maximize the data rate for a single user. However, it uses the same scalar $\beta^{-1}$ to scale all received symbols of multiple users. If the received symbols at different users have very different signal strengths due to different channel gains, the MMSE precoder is forced to equalize the channel gains, which results in a suboptimal performance. Besides, it minimizes the sum of mean squared errors of all users. If we would like to optimize the WSR, the weights (i.e., $\alpha_1$ and $\alpha_2$ in (3)) cannot be considered in the MMSE precoder. Therefore, the MMSE precoder is not the optimal precoder to maximize the WSR with multiple users. Nevertheless, it is still a good choice due to its satisfying performance and simple, closed form (and therefore differentiable) solution.

**B. The WMMSE Precoder**

Similar to the MMSE precoder, we define the error of user $u$ as
\[
e_u = \xi_u y_u - x_u,
\]
(8)
where $\xi_u$ is the scaling factor of user $u$ (corresponding to $\beta^{-1}$ in (4) but can be different for different users), $y_u$ is the received symbol of user $u$ (i.e., the $u$th element of $y$ in (1)) and $x_u$ is the transmitted symbol of user $u$ (i.e., the $u$th element of $x$ in (1)).

The WMMSE precoder considers the following problem
\[
\begin{align*}
\min_{w_u, \mathbf{v}_u, \xi_u} & \quad \sum_{u=1}^{U} \alpha_u (w_u \mathbb{E}(e^H_u e_u) - \log w_u) \\
\text{s.t.} & \quad \sum_{u=1}^{U} \text{tr} (\mathbf{v}_u \mathbf{v}_u^H) \leq E_{Tr},
\end{align*}
\]
(9)
where $w_u$ is the weight of the MSE of user $u$, $U$ is the number of users, $\mathbf{v}_u$ is the precoding vector for user $u$ of size $M \times 1$ (i.e., the $u$th column of $V$ in (1)). It is proven that problem (9) is equivalent to the problem of WSR maximization (3) (when $\Phi$ is fixed) in the sense that their optimal solutions of $w_u$ and $\mathbf{v}_u$ are the same when $\xi_u$ is carefully selected for all users $u$.

Unfortunately, there is no closed-form solution to (9). Instead, Algorithm [1] is proposed to iteratively solve problem (9), where we define $c_u$ as the channel to user $u$ of size $1 \times M$ (i.e., the $u$th row of $C$), $\mu^*$ is the Lagrange multiplier of the power constraint and is chosen such that the transmit power constraint in (9) is satisfied.
Algorithm 1 Iterative WMMSE Precoder

Initialize \( v_u \)

repeat

\[
\begin{align*}
\xi_u &\leftarrow (\sum_{\nu=1}^U c_u v_{\nu} v_{\nu}^H c_u^H + 1/\rho)^{-1} c_u v_u \quad \text{for all users } u \\
\omega_u &\leftarrow (1 - \xi_u^H c_u v_u)^{-1} \quad \text{for all users } u \\
v_u &\leftarrow \alpha_u \left( \sum_{\nu=1}^U \alpha_{\nu} c_{\nu}^H \xi_{\nu} w_{\nu} \xi_{\nu}^H c_{\nu} + \mu^* I_M \right)^{-1} c_u^H \xi_u w_u \quad \text{for all users } u
\end{align*}
\]

until \( |\sum_{u=1}^U |w_u| - \sum_{u=1}^U |w'_u| | \leq \epsilon \)

The WMMSE precoder is the optimal precoder to maximize the WSR. However, its complexity is considerably higher than the MMSE precoder. Besides, the iterative solution is not differentiable.

IV. PROPOSED FCN BASED APPROACH

A. The FCN Approach

An FCN consists of several two-dimensional convolutional layers, where each layer processes the feature maps of its preceding layer and extracts new feature maps from them. For example, in semantic segmentation, usually an RGB image is used as input for the network. The filters in the first layer operate on the three channels of the image and extract feature maps for the following convolutional layer. The filter kernels learned in the first layer are three-dimensional as they extract features from a three-dimensional input tensor. Each filter kernel generates one output feature map. The output of a semantic segmentation FCN in a certain task is a category for each pixel (e.g., road, car, pedestrian). The channels \( H \) and \( G \) reveal spatial correlation due to the short distance between RIS antennas. This property shows similarity to images, where adjacent pixels form an object, which can be captured by a two-dimensional convolutional filter. Encouraged by this analogy, we would like to compute \( \Phi \) with the FCN. The elementary unit of an RIS is an RIS antenna. Its features are the properties characterizing the wireless channels with respect to this RIS antenna, which will be defined later in Section IV-B.

As shown in Fig. 2(a), the input of the FCN is a three-dimensional array, where the first dimension is the feature map index \( k \in \{1, \ldots, K\} \) with \( K \) the number of features, second and third dimensions are height \( h \in \{1, \ldots, H\} \) and width \( w \in \{1, \ldots, W\} \), respectively. For
example, the value of feature map index $k$ of the RIS antenna at position $(h, w)$ is stored in coordinate $(k, h, w)$ in the three-dimensional array. The output of the FCN is a two-dimensional array of the same height and width as the input, but with only one feature map being the phase shift of the antenna, as shown in Fig. 2(b).

Define $Q_\kappa$ as the $\kappa$th feature map of the output of a convolutional layer. It is computed as

$$Q_\kappa = b_\kappa + \sum_{k=1}^{K} W_{k\kappa} \ast P_k,$$

where $b_\kappa$ is the bias of feature map with index $\kappa$, $W_{k\kappa}$ is the filter kernel which takes feature map with index $k$ as input and produces feature map with index $\kappa$ as output, $P_k$ is the array of feature map with index $k$ of the input, $K$ is the number of feature maps of the input.

When applied in a straightforward manner, the cross-correlation operation makes the size of $Q_\kappa$ smaller than the size of $P_k$. We use zero padding [36] such that the size of output equals the input size.

The size of the filters and the number of convolutional layers should be designed in such a way, that each output elementary unit has its receptive field [2] of the whole RIS. For example, if the RIS has the size of $16 \times 16$, a filter of size $5 \times 5$ would have a receptive field with largest distance of $(5 - 1)/2 = 2$ in each direction (i.e., left, right, up and down) in the input of the same layer. Therefore, we need 8 convolutional layers such that the output elementary unit in one corner has access to the input elementary unit in the opposite corner for an RIS size of $16 \times 16$.

The region of the input that produces the output
In order to prevent overfitting, we put a dropout layer [37] between each convolutional layer. After all layers, the output of the FCN $\Psi$ is the array of phase shifts of all RIS antennas of size $H \times W$. The structure of the proposed FCN is shown in Fig. 3. The computation of the FCN is denoted as $\Psi = \Psi_\theta(\Gamma)$, where $\theta$ is the parameters of the FCN (i.e., all biases and filters of all layers), $\Gamma$ is the input feature map, $\Psi = (\psi_n)$ is the two-dimensional array with linearly addressed elements $\psi_n, n = 1, \ldots, N$, $n$ is the index of the RIS antenna. For antenna at position $(h, w)$, we have $n = H \cdot (h - 1) + w$.

B. Definition of Features

In problem (3), $H$ is assumed to be constant because both BS and RIS are stationary, $G$ and $D$ vary with the user positions and are required to compute $\Phi$ and $V$. We would like to interpret $G$ and $D$ as two feature maps with element index $n$ referring to a certain RIS antenna. Accordingly, we can use our FCN. While each column of $G$ can be injectively mapped to each RIS antenna, $D$ is irrelevant to the RIS. Therefore, we define $J = DH^+$ and (1) becomes

$$y = (G\Phi + J)HVx + n.$$  \hspace{1cm} (11)

Equation (11) can be interpreted as follows: the precoded signal $Vx$ is transmitted through channel $H$ to every RIS antenna and then through channel $G\Phi + J$ to the users. Both $G$ and $J$ have $N$ columns and their columns can be injectively mapped to the RIS antennas. Therefore, the features of an RIS element at position $(w, h)$ can be defined as

$$\gamma_{wh} = (|g_{1n}|, \arg(g_{1n}), |g_{2n}|, \arg(g_{2n}), |j_{1n}|, \arg(j_{1n}), |j_{2n}|, \arg(j_{2n})).$$  \hspace{1cm} (12)
where $g_{kk}$ is the element in row $k$ and column $\kappa$ of $G$, $j_{kk}$ is defined similarly to matrix $J$. In this way, we use 8 features\(^3\) to characterize the wireless channels with respect to each RIS antenna $n$, yielding the FCN input $\Gamma = (G, J)$.

**C. Objective Functions**

Our objective function $f$ in (3) is a function of channels $G$ and $D$, RIS phase shifts $\Phi$ and BS precoding $V$. When $\Phi$ is determined, $V$ can be computed with either MMSE precoder or WMMSE precoder as described in Section III, which are denoted as $V_{\text{MMSE}}(G, D, \Phi)$ and $V_{\text{WMMSE}}(G, D, \Phi)$, respectively. It is to note that $V_{\text{MMSE}}$ is a differentiable function but $V_{\text{WMMSE}}$ is not differentiable.

Since $f$ is a function of $G$, $D$, $\Phi$ and $V$, we can express $f$ as $f(G, D, \Phi, V)$. Therefore, for MMSE precoding, the objective function is

$$f(G, D, \exp(j\Psi_\theta(G, D)), \quad V_{\text{MMSE}}(G, D, \exp(j\Psi_\theta(G, D)))) \quad (13)$$

For WMMSE precoding, the objective function is

$$f(G, D, \exp(j\Psi_\theta(G, D)), \quad V_{\text{WMMSE}}(G, D, \exp(j\Psi_\bar{\theta}(G, D)))) \quad (14)$$

Please note that $\Psi_\bar{\theta}$ in (14) is untrainable, i.e., $\bar{\theta}$ is given and $\Psi_\bar{\theta}(G, D)$ is a constant. Therefore, we do not need to compute the derivative of $V_{\text{WMMSE}}$ since it does not contain trainable variable $\theta$.

We can then compute $\frac{\partial f}{\partial \theta}$ to do gradient ascent to optimize $\Psi_\theta$ such that $f$ is maximized for both (13) and (14).

The compositions of the objective functions is illustrated in Fig. 4.

**V. IMPLEMENTATION AND TRAINING CONSIDERATIONS**

As described in Section III, the MMSE precoder is simple and differentiable and the WMMSE precoder has a higher performance at the cost of complexity and nondifferentiability. During the

\[^3\text{As remarked in Section II, we assume two users in this work. If } K \text{ users are considered, the number of features is } 4K \text{ and each feature is similarly defined as in (12).}\]
Fig. 4. Composition of the objective function. With the MMSE precoder, the input of the FCN $\Gamma$ comprises $G$ and $DH^+$. The channel $C$ is determined by $G$, $D$ and $\Phi$, see (2). The MMSE precoding matrix $V$ is computed with (6). The WSR is determined by $C$ and $V$ together. With the WMMSE precoder, the structure of the objective function is similar, but $V$ is no more a function of $G$, $D$ and $\Phi$, but a constant which is updated periodically. Therefore, we do not compute the derivative of $V$.

training, we apply the MMSE precoder and use (13) as the objective function in the first phase of training for a fast training and then switch to the WMMSE precoder and use (14) as the objective function to further improve the WSR in the second phase of training.

In the first phase, objective (13) is a function composition and its derivative can be computed with the chain rule. The MMSE precoding matrix is computed with the current phase shifts $\Psi$. On the contrary, in the second phase, the precoding matrix $V_{\text{WMMSE}}$ is nondifferentiable and is considered constant. Since $V_{\text{WMMSE}}$ changes with the channel, when $\Psi$ changes because of the training, $V_{\text{WMMSE}}$ is no more valid. Therefore, we update $V_{\text{WMMSE}}$ every 10 epochs during training.

In the iterative WMMSE precoding algorithm (Algorithm 1), the initial precoding matrix is arbitrary subject to the transmit power constraint. The iteration is supposed to continue until convergence. In our training, however, it is desirable that (a) we only run a few iterations such that the training time is reasonable, (b) the updated precoding matrix is close to the precoding matrix
from the previous update, such that a drastic change is avoided and the training process is more fluent. With these considerations, we use the previous precoding matrix as the initial precoding matrix in the next update and run 5 iterations per update. In the first WMMSE precoding matrix update, the MMSE precoding matrix is applied. Although the WMMSE precoding matrix is not updated in real time as the MMSE precoding matrix, the change of the WMMSE is smooth and the training process is stable, as will be shown in Section VI.

We employ PyTorch [38] as the machine learning framework, which only supports real-valued inputs and parameters. Therefore, the channel features (12) use amplitude and phase to describe a complex channel gain. On the contrary, since PyTorch 1.9, complex numbers are supported in the objective function, which significantly reduces the complexity in implementation of (13) and (14). After implementation of the objective function, the gradient is computed with PyTorch’s differentiation engine Autograd [38] without human intervention.

VI. TRAINING AND EVALUATION RESULTS

In this section, we present the training and evaluation results. We apply a ray tracing channel simulator in an urban environment [39], where mobile users are supposed to have high demand for data rates. We generate channel from the BS to the RIS H, channels from the RIS to the users G and the direct channels D of 5000 pairs of users, whose positions are randomly generated with a minimum distance of 2 meters between them. The scenario is shown in Fig. 5, where a line-of-sight (LoS) propagation path between BS and users is assumed to be unavailable due to the blockage by a building in the middle. A weak direct path is available through reflection on the building in the lower right corner. An RIS is equipped such that there are LoS propagation paths from BS to RIS and from RIS to users. A building behind the BS enables a strong reflection path from BS to RIS such that channel matrix H has a rank higher than 1.

Note that we assume the channel from BS to RIS H is a constant, which holds because both positions of BS and RIS are fixed. However, it requires per-BS-RIS-pair channel measurement and training before deployment and when surrounding environment changes (e.g., a new building is built nearby), which should be plausible since per-cell optimization is a common practice [40]–[42].

The rank of a matrix product is less than or equal to the rank of every matrix in the product. Since G is the channel matrix to two users at different positions, it has a rank of 2. Φ is a diagonal matrix and therefore has full rank. Therefore, H has to have a rank higher than 1, otherwise we have to use the weak direct channel D, which leads to a poor performance.
Fig. 5. The considered scenario. Positions of BS and RIS are given and positions of user pairs are generated randomly inside the yellow area. The LoS propagation path between BS and users is blocked by the high building in the middle. However, LoS propagation paths from BS to RIS and from RIS to users exist. A building behind the BS enables a strong reflection path from BS to RIS. A weak direct path is available through reflection on the building in the lower right corner.

The important parameters of scenario and model are presented in Table I. If multiple parameter values are considered, the default value is marked with a star (*), which is always used without explicit specification.

Fig. 6 shows the improvement of the WSR with TSNR of $10^{11}$ and user weights of (0.5, 0.5) in training. As explained in Section V, we first use the MMSE precoder to train the model for 4000 epochs, then switch to the WMMSE precoder for further training. It can be observed that the training has improved the WSR significantly with the MMSE precoder and the WMMSE precoder outperforms the MMSE precoder.

Fig. 7 shows the first 100 epochs of the training with the WMMSE precoder (i.e., epochs 4000 - 4100 in Fig. 6). Time points, where the precoding vectors are updated with the WMMSE precoder are marked with the red dots. At the beginning of the training with the WMMSE precoder, there is always a considerable performance improvement after the precoding vectors are updated. The performance is then improved slightly due to the FCN improvement. The improvement decreases as the training carries on until convergence.

To compare the proposed solution with other algorithms, we choose random RIS phase shifts and phase shifts optimized with the block coordinate descent (BCD) algorithm proposed as Algorithm 2 in [7] as two baselines. The number of iterations is increased from 100 in the original paper to 5000 due to the more complicated channel model in our paper (the original
### TABLE I
**Scenario and Model Parameters**

| Parameter                                      | Value                                      |
|------------------------------------------------|--------------------------------------------|
| Number of BS antennas                         | 9                                         |
| RIS size                                       | (16, 16)*, (32, 16), (32, 32)              |
| Carrier frequency                              | 5.8 GHz                                    |
| Distance between adjacent antennas at BS       | 0.5 wave length                            |
| Distance between adjacent antennas at RIS      | 0.25 wave length                           |
| Transmit SNR                                   | $10^{11}$, $1.1 \times 10^{11}$, $\ldots$ $10^{12}$ |
| Weights of users                               | (0, 1), (0.25, 0.75), (0.5, 0.5)*, (0.75, 0.25), (1, 0) |
| Filter size                                    | (5, 5) for RIS size of (16, 16), (13, 13) otherwise |
| Zero padding size                              | (2, 2) for RIS size of (16, 16), (6, 6) otherwise |
| Number of convolutional layers                 | 8                                         |
| Dropout rate                                   | 0.1 for RIS size of (16, 16), 0.35 otherwise |
| Training rate with MMSE precoder              | $10^{-4}$                                  |
| Epoches with MMSE precoder                     | 4000                                      |
| Training rate with WMMSE precoder             | $2 \times 10^{-6}$                        |
| Updating interval with WMMSE precoder         | 10 Epoches                                |
| Epoches with WMMSE precoder                   | 4000                                      |
| Batch size                                     | 256                                       |
| Optimizer                                      | ADAM                                      |
| Number of data samples in training set         | 5000                                      |
| Number of data samples in testing set          | 1024                                      |

This paper assumes i.i.d. Gaussian channels. All three algorithms use the WMMSE precoder. The FCN is evaluated with data that cannot be found in the training data set such that we can test the generality of the trained model.

Fig. 8 shows the rate regions of the three algorithms. Each curve is obtained with the user weights of (0, 1), (0.25, 0.75), (0.5, 0.5), (0.75, 0.25) and (1, 0) and every point is the average of performances of 1024 channel samples. We can see that both the BCD algorithm and the FCN improve the data rates of two users significantly from the random initialization. The FCN outperforms the BCD algorithm clearly. Besides, although training FCN and running BCD algorithm have time consumption in the same order of magnitude, training the FCN is only done once before the application. Testing FCN with 1024 channel samples takes merely a few seconds while running the BCD algorithm takes more than 4 hours with a 12-core CPU (channel samples are processed in parallel with the parfor loop in MATLAB). This makes the proposed
Fig. 6. Improvement of WSR in our proposed two-phase training protocol with pretraining with the MMSE precoder and “booster” training with the WMMSE precoder.

Fig. 7. Details to Fig. 6: Training with WMMSE precoder with update of precoding matrix every 10 epochs.

approach much more promising to be deployed in the near future for real-time applications given hardware with comparable performance as of today.

Fig. 9 shows the WSR with the same user weights (0.5, 0.5) and different TSNR. We can see that higher TSNR (i.e., transmit power) increases the data rate considerably and the RIS configured by the FCN outperforms random phase shifts and phase shifts optimized with the BCD algorithm for all tested TSNRs.

In the evaluation, we have obtained a WSR of 6.87 bit/s/Hz for TSNR=10^{11}. Compared to the WSR at the end of training (7.26 bit/s/Hz), the WSR in the evaluation is roughly 5% less than the WSR in the training, which suggests a low overfitting level and a good generalization
Fig. 8. Rate regions of baselines and proposed algorithm.

Fig. 9. Sum rates of baselines and proposed algorithm with different TSNRs.

Fig. 10 shows the sum rates of different approaches with different number of RIS antennas. It is to see that our proposed solution outperforms the two baselines with all tested numbers of antennas. Besides, although the FCN requires more training time due to bigger filter sizes (see TABLE I) and more RIS antennas, the evaluation of the FCN is within two minutes even for 1024 antennas on the author’s two-year-old laptop with Intel’s 8th generation i7 CPU (evaluation is run on the CPU) and 8 GB RAM, as shown in TABLE II. In contrast, the BCD algorithm
takes more than 3 days to optimize the RIS configuration with 1024 antennas on the server with a 12-core CPU, which makes it almost impractical for real-time deployment.

![Graph showing sum rates of baselines and proposed algorithm with different numbers of RIS antennas.](image)

**Fig. 10.** Sum rates of baselines and proposed algorithm with different numbers of RIS antennas.

| # of antennas | 256  | 512  | 1024 |
|---------------|------|------|------|
| Random        | Seconds | Seconds | Seconds |
| BCD           | 5 hours | 1 day  | 3 days |
| FCN training  | 5 hours | 2 days  | 3 days |
| FCN evaluation| Seconds | Seconds | Minutes |

**TABLE II**

**TIME CONSUMPTION OF DIFFERENT APPROACHES**

Fig. [II] shows the empirical cumulative distribution function (ECDF) of the sum-rate with 256 RIS antennas, a TSNR of $10^{11}$ and the user weights of (0.5, 0.5), where we can confirm the advantage of the proposed algorithm again. It is also to note that the ECDF of the proposed algorithm is flatter than the other two algorithms and the outage probability that the WSR is less than a given threshold is higher with the proposed algorithm than with the BCD algorithm proposed in [7], suggesting that the performance depends more heavily on the channels. The proposed algorithm only brings significantly advantage with favorable channels. Therefore, user selection is crucially important for the best performance, which remains an open problem.
VII. CONCLUSIONS

We proposed an FCN based solution for spatial multiplexing enabled by a RIS in this paper. The FCN is a widely applied neural network architecture for computer vision but has not yet been used for RIS configuration. The rectangular shape of the RIS and the spatial correlation of channels on adjacent antennas of the RIS encourage us to apply the FCN to the RIS configuration. We use the simple and differentiable MMSE precoder for pretraining and the iterative and complex WMMSE precoder with periodically updated precoding vectors to fine-tune the model. A set of channel features is designed to include both cascaded channels via the RIS and the direct channel. We use a ray-tracing simulator to generate channel models with spatial correlation. Evaluation results show that the proposed solution achieves higher performance and also shows faster evaluation speed than the baselines. Therefore, it can be better scaled to a large number of antennas. The dropout layers between the convolutional layers of the FCN reduce overfitting.

It is shown that the WSR depends strongly on the wireless channels. As future works, it is desirable to find a criterion to optimally decide which users are selected to share the same resource block, which can significantly improve the average performance. Furthermore, more advanced techniques of interference management, such as nonorthogonal multiple access (NOMA) and rate splitting, can also be combined with RIS and may achieve a better performance than treating interference as noise.

The source code and channel data of this paper will be provided for public access if the article is accepted.
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