Real and imaginary energy gaps: a comparison between single excitation Superradiance and Superconductivity and robustness to disorder
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Abstract A comparison between the single particle spectrum of the discrete Bardeen-Cooper-Schrieffer (BCS) model, used for small superconducting grains, and the spectrum of a paradigmatic model of Single Excitation Superradiance (SES) is presented. They are both characterized by an equally spaced energy spectrum (Picket Fence) where all the levels are coupled between each other by a constant coupling which is real for the BCS model and purely imaginary for the SES model. While the former corresponds to the discrete BCS-model describing the coupling of Cooper pairs in momentum space and it induces a Superconductive regime, the latter describes the coupling of single particle energy levels to a common decay channel and it induces a Superradiant transition. We show that the transition to a Superradiant regime can be connected to the emergence of an imaginary energy gap, similarly to the transition to a Superconductive regime where a real energy gap emerges. Despite their different physical origin, it is possible to show that both the Superradiant and the Subradiant state is protected against disorder from the imaginary gap as well as the superconducting ground state is protected by the real energy gap. Moreover we connect the origin of the gapped phase to the long-range nature of the coupling between the energy levels.

1 Introduction

Cooperative effects, which are at the basis of emergent properties [1], are at the center of research investigations in a vast variety of fields: emergent properties in highly correlated materials [2], cooperative emission in superconducting qubits [3], Superradiance in cold atomic clouds [4], cooperative shielding in long range interacting systems [5], collective excitations in semiconductors [6], plasmonic Dicke effect [7], biophysical systems [8, 9] and proposal of quantum devices which exploits cooperative effects [10]. Despite the great importance of emergent properties, a general unifying framework and a full understanding of cooperative effects has not been found yet. One of the most interesting properties of cooperative effects is their robustness to the noise induced by external environments. A well known example is Superconductivity, but other quantum emergent effects, such as Single Excitation Superradiance (SES), have also been shown to be robust to noise [11, 12]. This suggests that emergent properties could play an essential role in the successful development of scalable quantum devices able to operate at room temperature. Since cooperative effects represent a common mechanism to all these emergent phenomena, we believe that finding links between different cooperative effects will be fundamental to progress our understanding of emergence. As was suggested by U. Fano [13] a common mechanism underlies several collective phenomena, such as Superconductivity, plasmon excitation and giant resonances in nuclei. In particular a possible connection
between Superradiance and Superconductivity has been discussed by M. Scully [14].
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**Fig. 1** (Left upper panel) Paradigmatic model of SES: the coupling of equally spaced single particle energy levels to a common channel in the continuum induces a non-Hermitian all to all interaction between the energy levels described by the Hamiltonian in Eq. (1) with $V_0 = i \gamma/(2N)$. (Right upper panel) The discrete BCS model of Superconductivity where Cooper pair states are coupled by an all to all hermitian interaction, see arrows between levels, described by the Hamiltonian in Eq. (1) with $V_0 = \gamma/(2N)$. (Lower left panel) Complex eigenvalues $E_n - i \gamma/2N$ for the SES model and the imaginary energy gap are shown. (Lower right panel) The eigenvalues $E_n$ and the real energy gap are shown for the BCS model. Parameters are: $N = 100$, $W = 1$, $\gamma = 10 \gamma_{cr}$, where $\gamma_{cr}$ is the critical coupling for the BCS/SES transition.

Here we perform a comparison between Superconductivity, i.e. the discrete Bardeen-Cooper-Schrieffer (BCS) model, and Single Excitation Superradiance (SES model). We show that in both cases we have the emergence of a "gap" in the energy spectrum. Superradiance is usually referred to the case of many excitations in an ensemble of $N$ two level systems and to the existence of states which emit energy with an intensity proportional to $N^2$. On the other hand, SES refers to the possibility that a single excitation coherently shared by $N$ two level systems can decay with a rate proportional to $N$, an effect defined as the Super of Superradiance in the limit of large coupling to the continuum only the Superradiant state can decay. Here we show that the Superradiance transition is connected with the emergence of an imaginary energy gap between the complex eigenvalues of the system.

The discrete BCS model is widely used to analyze Superconductivity in small metallic grains [18]. Moreover, the single particle (single Cooper pair) sector of the discrete BCS model had been studied in several papers [19]. In this case, the model is very similar to the model proposed by L. Cooper in his seminal paper [21] and its Hamiltonian reads:

$$H = H_0 + V = \sum_{k} E^0_k |k\rangle \langle k| - V_0 \sum_{k,k'} |k\rangle \langle k'|,$$

where $|k\rangle$ is the Cooper pair state, $E^0_k$ is the unperturbed energy, usually taken as equally spaced (picket fence (PF) spectrum), and $V_0$ is the coupling between the Cooper pair states. The coupling is the same for all the states, similarly to what happens in models with an infinite range coupling in space, with the difference that here the coupling is in momentum space. The same model, see Fig. 1, is used to describe the Superradiance transition in a system where many levels are coupled to the same channel in the external environment [16]. The only but important difference is that for the case of Superradiance $V_0$ is a pure imaginary number. In this case $|k\rangle$ represents a single energy level or an atomic or molecular excitonic state in a specific point of the real space. For the case of Superradiance, the non-Hermitian Hamiltonian, originating from the imaginary coupling, takes into account the fact that the system can decay into the continuum but it also represents the coupling between the energy levels which modifies the spectral features of the system [22]. The limit of validity and the effectiveness of the effective non-Hermitian Hamiltonian description of the system has been investigated in Ref. [23]. In such systems a transition to Superradiance occurs above a critical coupling strength. In the Superradiant regime, when one Superradiant state acquire most of the decay width of the system, a gap opens in the complex energy plane of the non-Hermitian Hamiltonian, see Fig. 1 lower left panel.

Note that the model presented in Eq. (1), apart from being relevant in studying cooperative effects, it is also relevant in describing realistic systems. For instance, for the hermitian case, this model can be reproduced in ion trap exper-
iments with a tunable interaction range, including all-to-all coupling [24, 25]. On the other side, for the non-Hermitian case, this model is relevant in nuclear physics [22] and it could be also devised in molecular systems [9].

In Sec. 2 we compare the imaginary gap present in the SES model with the real gap emerging in the discrete BCS model. We show that the Superradiance transition coincides with the opening of a gap in the complex energy plane. In the limit of large gap, the magnitude of the Superconducting gap is the same as the Superradiance gap. Nevertheless, our analytical results show that the critical coupling which determines the Superradiance transition scales with the system size differently from the critical coupling associated to the Superconductivity transition. In Sec. 3 we present a few numerical results showing the validity of our analytical equations. Then, in Sec. 4 we apply the perturbation theory (up to second order) to non-Hermitian systems and we show, also through numerical simulations, how the imaginary energy gap can protect the states from perturbations, such as static disorder, in the same way as a real energy gap does. This result is consistent with several results found in literature [11, 12, 24] about the robustness of Superradiance to disorder. Finally, in Sec. 5 we analyze the role of the range of the interaction, showing that an energy gap emerges in the Hermitian system when the interaction is long-ranged. In the Conclusions the relevance of our analysis to realistic systems is discussed.

2 Analytical Results for N levels

Let us consider N equally spaced levels in an energy range W, coupled between each other with a constant coupling $V_0$, which can be real or imaginary. The Hamiltonian can thus be written as in Eq. (1), where for the energy we assume a PF distribution, namely

$$E_k^0 = k\delta = \frac{kW}{N}, \quad k = - \frac{N}{2}, \ldots, \frac{N}{2},$$

where $\delta = W/N$ is the level spacing. First, for the sake of clarity, we present the derivation of the Gap Equation [16, 21, 26], both for the Hermitian and non-Hermitian cases, which is equivalent to the Schrödinger Equation and it makes the computation of some eigenvalues much easier. For the derivation of the Gap Equation we follow [26], which presents a simplified version of the famous derivation by L. Cooper in his seminal paper [21].

We want to solve the Schrödinger Equation

$$H|\Psi\rangle = E|\Psi\rangle,$$  (3)

where $|\Psi\rangle$ is an eigenstate of the full Hamiltonian $H$ and it can be expanded as

$$|\Psi\rangle = \sum_k a_k |k\rangle,$$  (4)

where $|k\rangle$ are eigenstates of $H_0$, satisfying

$$H_0|k\rangle = E_k^0 |k\rangle.$$  (5)

Eq. (3) can be rewritten as

$$(H - H_0)|\Psi\rangle = V|\Psi\rangle.$$  (6)

Then, using the expansion (4), we get

$$(H - H_0)\sum_k a_k |k\rangle = V \sum_k a_k |k\rangle = \sum_k a_k V |k\rangle.$$  (7)

Now let us project Eq. (7) on the state $|k\rangle$. Defining $V_{kk'} = \langle k|V|k\rangle$ we have

$$\langle k| \sum_k (E - E_k^0) a_k |k\rangle = \sum_k a_k V_{kk'}.$$  (8)

Now, since $\langle k|k\rangle = \delta_{kk'}$ and $V_{kk'} = -V_0 \forall k, k'$ we get

$$\sum_k (E - E_k^0) a_k |k\rangle = (E - E_k^0) a_k = -V_0 \sum_k a_k.$$  (9)

Defining $C = \sum_k a_k$ we have

$$a_k = -\frac{V_0 C}{E - E_k^0}.$$  (10)

so that

$$C = \sum_k a_k = -V_0 \sum_k \frac{C}{E - E_k^0}.$$  (11)

Dividing by C we finally obtain the Gap Equation

$$1 = -V_0 \sum_k \frac{1}{E - E_k^0}.$$  (12)

Eq. (12) has been obtained by simple linear manipulations of the Schrödinger equation, and so they are equivalent. Given the unperturbed eigenvalues $E_k^0$, there are $N$ possible values of $E$ which satisfy Eq. (12), which are the eigenvalues of $H$.

The term Gap Equation comes from the fact that it is commonly used to compute the gap between the ground state and the excited states. In the next sections we will compute the gap for the case $V_0 = \gamma/(2N)$ real (for Superconductivity) and for $V_0 = i\gamma/(2N)$ complex (for Superradiance). Note that in both cases we rescale the coupling by $N$ as it is found in the discrete BCS model [18, 19]). The non rescaled case can be easily deduced by substituting $\gamma$ with $N\gamma$ in the following results.
Now, let us focus on the energy of the ground state. of the first excited state.

\[
\frac{E}{\delta} \approx \frac{1}{\gamma W} \sum_{k=-N/2}^{N/2} \frac{1}{k - E/\delta}.
\]  

(13)

A graphical solution of Eq. (13) is shown in Fig. 2 for \(N = 5\). The r.h.s. of Eq. (13), shown as a continuous black line, is an unbounded function of \(E/\delta\) having \(N\) asymptotes, corresponding to \(E/\delta = -N/2, \ldots, N/2\) and shown as vertical black lines. The l.h.s., shown as dashed lines, is independent of \(E/\delta\). The solutions are given by the values of \(E\) where the r.h.s. intersects the l.h.s. and they are shown by full circles in Fig. 2.

From Fig. 2 one can see that there are \(N = 5\) solutions to Eq. (13). Those solutions represent the eigenvalues \(E\) of the full Hamiltonian (1), divided by the level spacing \(\delta = W/N\) of the unperturbed levels. Moreover, one can observe that, by increasing the ratio \(\gamma/(2W)\) (so to increase the all-to-all coupling), the energy gap between the ground state and the first excited state increases, too. We are here interested in computing that gap in the limit \(N \to \infty\) and keeping \(W = \text{const.}\), so that the spacing \(\delta\) of the unperturbed levels tends to 0. First of all, from Fig. 2 we can see that the energy of the excited states are all in the range \([-W/2, W/2]\) and, in particular, the first excited state lies in the interval \(-W/2 + \delta < E_2 < -W/2 + 2\delta\). This implies that only the ground state energy \(E_1\) can be less than \(-W/2\) and that the energy of the first excited state \(E_2\) tends to \(-W/2\) when \(\delta \to 0\). Now, let us focus on the energy of the ground state.

If \(N \gg 1\), we can take the continuum limit for the Gap Equation (12)

\[
1 = -\frac{\gamma}{2N} \int_{-W/2}^{W/2} \frac{N(x) dx}{E - x},
\]  

(14)

where \(N(x) = N/W\) is the density of states and it is constant for a PF level distribution. Then we can analytically solve the integral

\[
1 = -\frac{\gamma}{2W} \int_{-W/2}^{W/2} dx \frac{dx}{E - x} = \frac{\gamma}{2W} \ln \frac{2E - W}{2E + W},
\]  

(15)

noting that the above solution is valid only for \(E < -W/2\). For what we stated before, the only state which satisfies this requirement is the ground state \(E_1\). Then we have

\[
E_1 = \frac{W}{2} + e^{2W/\gamma} \frac{\gamma}{2} - e^{2W/\gamma}.
\]  

(16)

Now, let us recall that \(E_2 \to -W/2\) when \(N \to \infty\) and \(W\) does not depend on \(N\) (see [26] and the previous considerations on Fig. 2). We can then define the Hermitian Gap between the ground state and the first excited state as

\[
\Delta_H = E_2 - E_1 = -\frac{W}{2} - E_1 = \frac{W}{e^{2W/\gamma} - 1}.
\]  

(17)

Note that the expression of the gap obtained is the same as the one obtained by L. Cooper [21], but it is slightly different from the BCS gap [18–20]. In the limit \(W \ll \gamma/2\) Eq. (17) is approximated as

\[
\Delta_H \approx \frac{\gamma}{2}.
\]  

(18)

On the other hand, when \(W \gg \gamma/2\), Eq. (17) becomes

\[
\Delta_H \approx W e^{-2W/\gamma}.
\]  

(19)

On increasing \(\gamma\), the gap \(\Delta_H\) increases as well and, for some \(\gamma = \gamma_0\) it becomes equal to the unperturbed level spacing \(\delta = W/N\). By setting \(\Delta_H = \delta\), it is easy to find that for \(N \gg 1\),

\[
\gamma_0 = \frac{2W}{\ln(N + 1)} \approx \frac{2W}{\ln N},
\]  

(20)

which defines the critical coupling at which a gap opens in the BCS model.
2.2 Non-Hermitian case

Superradiant state (Gap Equation) Now, let us consider the non-Hermitian case $\mathcal{V}_0 = i\gamma/(2N)$. Starting from Eq. (12) we obtain a gap equation

$$1 = -i\frac{\gamma}{2N} \sum_k \frac{1}{\varepsilon_k - E_k^0},$$

(21)

where the eigenvalues are now complex,

$$\varepsilon = E - i\frac{\Gamma}{2}.$$  

(22)

This complex equation splits into two real equations

$$\left\{ \begin{array}{l}
\sum_k \frac{E - E_k^0}{(E - E_k^0)^2 + \Gamma^2/4} = 0 \\
\sum_k \frac{\Gamma/2}{(E - E_k^0)^2 + \Gamma^2/4} = \frac{2N}{\gamma}
\end{array} \right.$$  

(23)

which have $N$ solutions that depend on $N$ and $\gamma$. In Fig. 3 we plot the eigenvalues (22) in the plane $(E/\delta, \Gamma/\gamma)$ for $N = 6$ (upper panel) and $N = 7$ (lower panel), as a function of $\gamma$. In particular, we plot the trajectories of the eigenvalues starting from $\gamma = (2W/\pi)/10$ (open circles) up to $\gamma = 10(2W/\pi)$ (full circles). The value $\gamma = 2W/\pi$ marks the Superradiance transition, as we will show below. When $\gamma$ is small (open circles in Fig. 3), the real parts of the eigenvalues are given by (2), while the imaginary part is $\Gamma_n = \gamma/N$ for all eigenvalues. On increasing $\gamma$, the spacing between the real parts of the eigenvalues decreases (a phenomenon called "pole attraction") up to a critical point $\gamma_{SR}$, where we see a different behaviour between $N = 6$ and $N = 7$.

For $N = 6$ (upper panel of Fig. 3), the two eigenvalues whose real part is closer to 0 collapse to the imaginary energy axis (so that $E_n = 0$ for both of them) when $\gamma > \gamma_{SR}$. The widths of those two eigenvalues, however, have a different behaviour because one increases with $\gamma$ (and we call the respective state Superradiant) while the other one decreases with $\gamma$. For $\gamma > \gamma_{SR}$ the total decay width of the system is concentrated in the superradiant state, while the other $N - 1$ states have a negligible decay width, and thus they are called subradiant.

For $N = 7$ (lower panel of Fig. 3) the behaviour is similar to that of $N = 6$ in that, on increasing $\gamma$, the real parts of the eigenvalues are attracted to each other and for $\gamma > \gamma_{SR}$ the total decay width of the system is concentrated into one superradiant state. The difference here (with respect to $N = 6$) is that for $\gamma > \gamma_{SR}$ only the Superradiant state has $E_{SR} = 0$, while $E_n \neq 0$ for the subradiant states.

The same behaviour seen for $N = 6$ has been observed for all even values of $N$, while the behaviour observed for $N = 7$ has been seen for all odd values of $N$. In the following calculations we look for an analytical expression for the width $\Gamma_{SR}$ of the superradiant state and for the critical coupling $\gamma_{SR}$ and, based on the above discussion, we can set $E = 0$ in Eq. (23).

Moreover, in the limit $N \gg 1$ we approximate the PF spectrum (2) with a continuous energy distribution constant in the interval $[-W/2, W/2]$, so that we can solve the second equation in (23)

$$\frac{2N}{\gamma} = \frac{N}{W} \int_{-W/2}^{W/2} dx \frac{\Gamma/2}{x^2 + \Gamma^2/4} = \frac{2N}{W} \arctan \frac{W}{\Gamma},$$  

(24)

from which we get the width of the superradiant state

$$\Gamma_{SR} = \frac{W}{\tan \frac{\Gamma}{\gamma}}.$$  

(25)

This term is crucial to determine the gap in the complex plane between the superradiant and the closest subradiant state. Note that $\Gamma_{SR}$ has to be positive, and this gives the condition of validity of Eq. (24), which is $\gamma > \frac{2W}{\Gamma}$. Therefore the superradiant state exists only above a critical coupling strength which coincides with the so-called Superradiance transition (at $\gamma = \gamma_{SR}$), as we will show below.
Superradiant transition. In Ref. [16] the critical coupling at which a Superradiance transition occurs has been computed analytically by studying the dependence of the widths of the subradiant states on $\gamma$. Indeed below the Superradiance transition the widths of the subradiant states increase with $\gamma$, while above it, they decrease with $\gamma$. From Ref. [16] we have:

$$\gamma_{SR} = \frac{2W}{\pi}.$$  \hspace{1cm} (26)

Which is the same critical value of $\gamma$ computed in the previous section.

Adapting the analytical results of Ref. [16] to our case (see Appendix A for details) the decay widths of all the eigenstates below the Superradiance transition are

$$\Gamma = \frac{W}{N\pi} \ln \left( \frac{1 + \gamma/\gamma_{SR}}{1 - \gamma/\gamma_{SR}} \right) \quad \text{for} \quad \gamma < \gamma_{SR},$$  \hspace{1cm} (27)

while all the widths of the subradiant states above the Superradiance transition are

$$\Gamma_{sub} = \frac{W}{N\pi} \ln \left( \frac{\gamma_{SR} + 1}{\gamma_{SR} - 1} \right) \quad \text{for} \quad \gamma > \gamma_{SR}.$$  \hspace{1cm} (28)

Note that the critical coupling parameter $\gamma_{SR}$ is the point where the widths (27)-(28) are non-analytical.

Imaginary energy gap. The gap in the complex energy plane can be defined as

$$\Delta_{NH} = \max_i \left\{ \min_{j \neq i} \left| \text{dist}\left( \epsilon_i, \epsilon_j \right) \right| \right\},$$  \hspace{1cm} (29)

where the distance in the complex plane between two eigenvalues is

$$\text{dist}\left( \epsilon_i, \epsilon_j \right) = \sqrt{ (E_i - E_j)^2 + \frac{1}{4} \left( \Gamma_i - \Gamma_j \right)^2 }.$$  \hspace{1cm} (30)

We can use the previous analytical results given in Eqs. (27,28) to estimate such complex gap. For $\gamma < \gamma_{SR}$, the widths of all the states are the same and the distance in real energy is constant and equal to $\delta$, where $\delta$ is the level spacing in the PF model, see Eq. (2), so that we have $\Delta_{NH} = \delta$ and no gap is present. On the other side in the superradiant regime $\gamma > \gamma_{SR}$, we can estimate $\Delta_{NH}$ as the distance in the complex plane between the superradiant eigenstate $\epsilon_{SR}$ and the closest subradiant state $\epsilon_{sub}$, see Appendix A for details, namely

$$\Delta_{NH} = \sqrt{ (E_{SR} - E_{sub})^2 + \frac{1}{4} \left( \Gamma_{SR} - \Gamma_{sub} \right)^2 }.$$  \hspace{1cm} (31)

When $N \to \infty$ we have $(E_{SR} - E_{sub}) \approx \delta \to 0$ and $\Gamma_{sub} \to 0$ (see (28)), so that the gap $\Delta_{NH}$ is determined only by the decay width of the superradiant state (25),

$$\lim_{N \to \infty} \Delta_{NH} = \frac{\Gamma_{SR}}{2} = \frac{W}{2\tan \frac{\pi}{\gamma}}.$$  \hspace{1cm} (32)

Now, we can define the critical value $\gamma_{cr}^{NH}$ as the value of $\gamma$ at which the gap opens, i.e. by imposing $\Delta_{NH} = \delta$. From Eq. (32), we then have

$$\gamma_{cr}^{NH} = \frac{W}{\arctan \frac{\pi}{\gamma}}.$$  \hspace{1cm} (33)

Note that this value is finite in the $N \to \infty$ limit,

$$\lim_{N \to \infty} \gamma_{cr}^{NH} = \frac{2W}{\pi},$$  \hspace{1cm} (34)

and it has the same value as $\gamma_{SR}$ (see Eq. (26)). Our results demonstrate that the Superradiant transition, previously analyzed in Ref. [16], is equivalent to the emergence of a gap in the imaginary energy axis.

Moreover, we can approximate the gap for large $\gamma$, close to the transition and below the critical point, respectively, as

$$\Delta_{NH} \approx \frac{\gamma}{2} \quad \text{for} \quad \gamma < \gamma_{SR}$$  \hspace{1cm} (35a)

$$\Delta_{NH} \approx \frac{\pi W}{4} \left( \frac{\gamma}{\gamma_{SR}} - 1 \right) \quad \text{for} \quad \gamma \geq \gamma_{SR}$$  \hspace{1cm} (35b)

$$\Delta_{NH} = 0 \quad \text{for} \quad \gamma \leq \gamma_{SR}.$$  \hspace{1cm} (35c)

Note that for $\gamma \gg \gamma_{SR}$ the complex energy gap of the superconductivity model is identical to the real energy gap of the superconductivity model, see Eq. (18). On the other side, in the limit of large system sizes, the critical coupling for the emergence of a gapped state goes to zero for the BCS model, while for the SES model it remains finite.

3 Numerical Results

Here we validate our previous analytical predictions with few numerical results.

In Fig. 4 the gap is shown, both for the Hermitian and non-Hermitian cases, as a function of $\gamma$ for different system sizes $N$. For the non-Hermitian case we define the gap using the distance in the complex plane, see Eqs. (29,30). Similarly, for the Hermitian case we define the gap as

$$\Delta_{H} = \max_i \left\{ \min_{j \neq i} \left| \text{dist}\left( E_i, E_j \right) \right| \right\},$$  \hspace{1cm} (36)

where $\text{dist}\left( E_i, E_j \right) = |E_i - E_j|$ is the distance in the real axis (consistently with the non-Hermitian definition (30)). With this definition, the presence of a finite and $N$ independent $\Delta_{H,NH}$ in some region of $\gamma$ signals the existence of an energy gap in the spectrum. In contrast, we have no energy gap in the spectrum in the region of parameters where $\Delta_{H,NH}$ goes to zero as $N$ increases.

The continuous blue curve in Fig. 4 indicates the analytical estimate of the gap $\Delta_{H,NH}$ for both cases: Eq. (17) for the Hermitian case and Eq. (32) for the non-Hermitian one.
The critical couplings \( \gamma_{\text{cr}}^{\text{NH}} \) can be identified graphically as the values of \( \gamma \) above which the numerical data for \( \Delta_{\text{NH}} \) (symbols) coincide with the analytical estimates (continuous blue curves). In the figure our predictions of the critical couplings given in Eq. (34) (vertical dashed line in panel (a)) and Eq. (20) (arrows in panel (b)) are also shown.

Our analytical estimate for the gap works well above the critical \( \gamma \) for both Hermitian and non-Hermitian coupling, for all the values of \( N \) shown. Interestingly we find that the critical \( \gamma \) is independent of \( N \) for large \( N \) in the non-Hermitian case, as we predicted in Eq. (34), while it decreases with \( N \) in the Hermitian case, according to our prediction (20). Moreover from Fig. 4 one can see that the transition to a gapped phase in the non-Hermitian case is much sharper than the transition in the Hermitian case. Note that for \( \gamma < \gamma_{\text{cr}}^{\text{NH}} \) our estimate predicts that \( \Delta_{\text{NH}} \to 0 \) for \( \gamma \to 0 \), while the numerical simulations show that \( \Delta_{\text{NH}} \to \delta = W/N \). This is clearly a finite size effect and it is not relevant since \( \delta \) goes to zero when \( N \to \infty \).

4 Imaginary Energy gap and robustness to perturbations

We have shown the emergence of both Hermitian and non-Hermitian gaps in the spectrum of a Picket-Fence model. While, in the Hermitian case, it is well known that a gap between the ground state and the excited states makes the first more robust to perturbations, it is not trivial that an imaginary gap has the same effect on the gapped state. Thus, here we will apply perturbation theory to non-Hermitian systems and we will show how the distance in the complex plane is related to the robustness to perturbations. Then we will show numerically how the non-Hermitian gap makes the system robust to static disorder.

4.1 Non-Hermitian perturbative approach

Let us consider a perturbation \( D \) to the non-Hermitian Hamiltonian \( H \), so that the total Hamiltonian of the system can be written as:

\[
H_D = H + D,
\]

where \( H \) is a generic non-Hermitian symmetric Hamiltonian.

Since \( H \) is non-Hermitian, its eigenfunctions are not orthogonal. First of all, let us define a “non-Hermitian bra”, being the transpose of a ket

\[
\langle \psi_i | := (| \psi_i \rangle)' .
\]

Since the Hamiltonian is symmetric, the left eigenfunctions \( \langle \psi_l | \psi_i \rangle \) are the “bra” of the right eigenfunctions \( | \psi_i \rangle \), that is

\[
H | \psi_i \rangle = \delta_i | \psi_i \rangle \quad \text{and} \quad \langle \psi_l | H = \delta_l \langle \psi_l | \).
\]

From here, the biorthogonality condition arises as

\[
\langle \psi_l | \psi_j \rangle = \delta_{ij} .
\]

When the perturbation \( D \) is sufficiently small, a perturbative correction of the complex eigenvalues up to second order can be derived [11], and it has the expression

\[
\delta \approx \delta_n + \langle \psi_n | D | \psi_n \rangle + \sum_{m \neq n} \frac{\langle \psi_m | D | \psi_n \rangle^2}{\delta_n - \delta_m} .
\]

From Eq. (41) it is clear that the strength of the perturbation is determined by the ratio of two complex numbers.
$z_1 = \langle \psi_1 | D | \psi_1 \rangle^2$, $z_2 = \delta'_{m} - \delta'_{n}$. This proves that a state separated by a gap in the complex plane from the rest of the spectrum is robust to perturbations as long as the gap is large compared to the modulus of the perturbations.

As a simple example of the above general calculations, let us consider a system made of two resonant sites, separated by a pure imaginary gap $i\gamma$, and perturbed with a coupling $D$. The corresponding non-Hermitian Hamiltonian is

$$H + D = \begin{pmatrix} E_0 & 0 \\ 0 & E_0 - i\gamma \end{pmatrix} + \begin{pmatrix} 0 & d \\ d & 0 \end{pmatrix}.$$ 

and the eigenenergies $\mathcal{E}_\pm$ of $H + D$ can be analytically obtained as

$$\mathcal{E}_\pm = E_0 - i\gamma/2 \pm \frac{i\gamma}{2} \sqrt{1 - 4d^2/\gamma^2}. \quad (42)$$

Now, let us consider the case when $2d \ll \gamma$, i.e. the complex gap $\gamma$ is much larger than the coupling $d$ between the sites. Under this assumption we can expand the eigenenergies (42) to obtain

$$\mathcal{E}_+ \approx E_0 - \frac{id^2}{\gamma}, \quad (43)$$

$$\mathcal{E}_- \approx E_0 - i\gamma + \frac{id^2}{\gamma}. \quad (44)$$

The same result can be obtained by applying the perturbative expansion (41) and it shows that two unperturbed complex eigenenergies having the same real part but being distant in the imaginary axis can be robust to a perturbation, as long as the distance in the complex plane is much larger than the perturbation.

### 4.2 Robustness of superradiance to static diagonal disorder

In order to check that the previous results are valid in the model considered here beyond the perturbative regime, let us add to the SES Hamiltonian

$$H = \sum_k E_k |k\rangle \langle k| - \frac{i\gamma}{2N} \sum_{k,k'} |k\rangle \langle k'|,$$ 

the static disorder

$$D = \sum_k \epsilon_k |k\rangle \langle k|,$$ 

where $\epsilon_k$ are random numbers uniformly distributed such that $\epsilon_k \in [-\xi/2, \xi/2]$. Here the parameter $\xi$ is proportional to the standard deviation of the energy fluctuations introduced by $D$ and it represents the disorder strength. In particular, our aim is to study the robustness of the superradiant state of the non-Hermitian case to such static disorder. In Fig. 5 (upper panel) the width of the superradiant state $\Gamma_{SR}$ divided by the average width $\langle \gamma \rangle = \gamma/N$ is shown vs. the disorder strength $\xi$ for different values of $\gamma$ larger than the critical $\gamma_{cr}^{NH}$. As one can see, the width of the superradiant state is larger than $\langle \gamma \rangle$ for small disorder $\xi$. Then, beyond some critical value of $\xi$, the width start to decrease with $\xi$, ultimately reaching $\Gamma_{SR} = \langle \gamma \rangle / N$ for $\xi \to \infty$. In order to quantify phenomenologically such critical disorder strength, let us define a critical value $\xi_{cr}$ as the value of $\xi$ beyond which the width of the superradiant state is less than 95% of its value without disorder. In this sense, $\xi_{cr}$ is proportional to the disorder strength needed to destroy superradiance. In the lower panel of Fig. 5 $\xi_{cr}$ is plotted vs. the ratio $\gamma/\gamma_{cr}^{NH}$. In the same panel, the gap (32) is plotted as a comparison.

As one can see, apart from small deviations where $\gamma \approx \gamma_{cr}^{NH}$, the critical disorder $\xi_{cr}$ increases with $\gamma$ and it is approximately proportional to the non-Hermitian gap. This shows that the non-Hermitian gap makes superradiance robust to static disorder.

### 5 Relation between the gapped regime and the interaction range

In this section we want to extend our analysis to different ranges of interaction. In particular, we want to know if the emergence of the gap is a general outcome of long-range interactions in a PF model. Differently from the rest of the paper, here we focus only on the Hermitian case. Note that the Hermitian model is relevant in many realistic situations, such as ion traps [24, 25], where one-dimensional systems with tunable interaction range can be emulated.

We model an interaction of range $\alpha$ by the Hamiltonian term

$$V = -\frac{\gamma}{2N,\alpha} \sum_{k,k'} |k\rangle \langle k'| \sum_{k,k' \neq k} |k\rangle \langle k'|,$$\quad (47)

where $v_{N,\alpha}$ is a normalization constant and, since we are dealing with a one-dimensional system, we speak about “long-range interaction” for $0 \leq \alpha < 1$ and about “short-range interaction” for $\alpha > 1$. Note that in ion trap experiments [25] the exponent $\alpha$ can be tuned from 0 to 3. The case $\alpha = 1$ is critical because $\alpha$ equals the dimension of the system and thus we will analyze it separately. The normalization constant $v_{N,\alpha}$ has been added in order to have an extensive Hamiltonian energy and to fix the spectrum of $V$ as large as $\gamma/2$. For the case $\alpha = 0$, for example, we have $v_{N,0} = N$, which is exactly the Hermitian case studied in the previous Sections. For $\alpha \neq 0, v_{N,\alpha}$ is determined by numerically diagonalizing $V$, and it has the following scaling with the system size (see Appendix B for details):

$$v_{N,\alpha} \sim \begin{cases} N^{1-\alpha} & \text{for } \alpha < 1 \\ \ln N & \text{for } \alpha = 1 \\ \text{const.} & \text{for } \alpha > 1 \end{cases}. \quad (48)$$
In order to understand how the presence of a gap is connected to the range of the interaction, here we study numerically the presence of the gap $\Delta H$ defined in Eq. (36). Let us remind that the presence of a finite and $N$-independent $\Delta H$ in some region of $\gamma$ signals the existence of an energy gap in the spectrum.

In Fig. 6 we plot $\Delta H$, defined as in Eq. (36), as a function of $\gamma$ for $\alpha = \{1/3, 1, 5\}$. The case $\alpha = 1/3$ shown in panel (a) corresponds to a long-range interaction and one can see that, similarly to the case $\alpha = 0$ (see Fig. 4(b)), the gap is independent of the system size $N$ for large $\gamma$. On the other hand, for short-range $\alpha = 5$ (panel (c)) $\Delta H$ decreases with the system size for any value of $\gamma$ and thus there is no gap for these two cases in the limit $N \to \infty$. For the critical range $\alpha = 1$ (panel (b)) the results are less clear and more analysis is needed to establish the non-existence of a gapped regime (as the data shown in the Figure seem to indicate).

From Fig. 6 one can see that $\gamma = 100$ represents a "strong-coupling" regime for the three values of $\alpha$ shown. Then, in Fig. 7 we plot $\Delta H$ (symbols) vs. $\alpha$ for $\gamma = 100$ setting the same parameters and the same values of $N$ as in Fig. 6. In Fig. 7 one can see two different regimes: (i) for $\alpha < 1$ (long
range) \( \Delta_H \) is independent of \( N \), representing a gap in the \( N \to \infty \) limit; (ii) for \( \alpha \gtrsim 1 \) (short range) \( \Delta_H \) decreases with \( N \), meaning that there is no gap in the thermodynamic limit. Note that we checked that in the long range regime (\( \alpha < 1 \)) the gap arises between the ground state and the first excited state, i.e. \( \Delta_H = E_2 - E_1 \).

As a final remark we note that in this Section we have analyzed the role of the interaction range just in the Hermitian case, because adding a variable range of the interaction in the non-Hermitian case is more difficult. The generalization to different ranges that we used for the Hermitian case, in fact, cannot be performed as it is for the non-Hermitian case without loss of consistency. Indeed, an imaginary interaction \( V_{k,k'} = -i\gamma|k-k'|^{-\alpha} \) would lead to both positive and negative decay widths, while the decay widths of a non-Hermitian Hamiltonian are required to be all positive. Nevertheless let us note that in realistic molecular systems the non-Hermitian interaction can have a complicated power law decay with the distance [27].

6 Conclusions and Perspectives

We have compared two paradigmatic models for Superconductivity and Superradiance, focusing on the emergence of an energy gap in the real and complex plane, respectively. We show that a gap arises also in the Superradiance model in the complex plane, and we give an analytical estimate of that gap which agrees very well with our numerical simulations. We show that the usual Superradiance transition can be interpreted as a transition to a gapped regime. Moreover in the large coupling limit the Superradiance and the Superconductivity gaps are mathematically the same, while they differ at the criticality. Indeed, while the critical value for the emergence of Superconductivity depends on the system size, the critical value for the emergence of Superradiance is independent of the system size. Finally we have also shown that a gap in the complex plane can induce robustness to perturbations in the system, similarly to a gap in the real axis. This result allows to interpret the robustness of Superradiance to disorder reported in several previous publications in literature as a consequence of the presence of an imaginary energy gap. In perspective, the relevance of these energy gaps to transport and other system properties will be analyzed. From a mathematical point of view, we have shown that the emergence of such gapped states can be connected with the long range nature of the interaction. Indeed both the discrete BCS model and the SES model share a distance independent coupling (all-to-all coupling). The connection of a gapped state with the long range of the interaction has been also pointed out in Ref. [24] by some of the Authors of this paper.

Even if here we have analyzed very simple models amenable of analytic treatment, our results can be relevant for a variety of realistic systems, such as molecular chains [28], ion traps [25] and photosynthetic systems [27]. For instance the range of interaction can be controlled in ion trap experiments [25] where the Hermitian Hamiltonian discussed here can be experimentally realized. Moreover a linear molecular chain interacting with an electromagnetic field can be modelled by non-Hermitian Hamiltonians [27] very similar to the ones considered here. In perspectives we plan to analyze realistic models for quantum transport in presence of non-Hermitian and Hermitian interactions and to study the relevance of the gapped regime to the efficiency of transport. We expect that the existence of gapped extended states can act as a support for efficient energy transport.
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A Non-Hermitian coupling: widths of the subradiant states

In the main text, discussing the case of a non-Hermitian coupling, we report the analytic expression of the widths of all the eigenstates for \( \gamma < \gamma_M \) (27) and of the widths of the subradiant states for \( \gamma > \gamma_M \) (28). Here we derive those expressions, as well as the critical coupling \( \gamma_M \), following [16].

Let us consider the case of odd \( N \), so that we can write \( N = 2M + 1 \) with \( M \) an integer. Note that the limit \( N \to \infty \) corresponds to \( M \to \infty \) and in that limit there is no distinction between even or odd values of

---

**Fig. 7** Gap \( \Delta_H \) vs. the range of interaction \( \alpha \) for \( N=\{100,1000,10000\} \), where the symbols are given by Eq. (36). Here, \( W = 1 \) and \( \gamma = 100 \).
\[ H = \delta \Pi = \delta \left( \sum_{k=-M}^{M} \langle k \mid (k - i\alpha) \sum_{k=-M}^{M} \sum_{k'=-M}^{M} \langle k' \rangle \right) , \]  
(49)

where the center of the unperturbed spectrum is assumed to be at \( E_0 = 0 \), without loss of generality, and the coupling parameter is

\[ \alpha = \frac{\gamma}{2N\delta} = \frac{\gamma}{2W} . \]  
(50)

We now proceed to compute the eigenvalues \( \lambda \) of \( H \) by \( \lambda = \delta \Xi \). Thus, let us consider the matrix \( \langle k \mid \Pi \mid k' \rangle \). By construction, all column and row vectors, respectively, of the non-Hermitian part of that matrix are linearly dependent. Summing its times the central row \( k = 0 \) to all the other rows \( k \neq 0 \), one gets the following expression for the characteristic polynomial:

\[ P_M(\Xi) = \prod_{k=-M}^{M} (\Xi - k) = -i\alpha \sum_{k=-M}^{M} \prod_{j \neq k}^{M} (\Xi - j) = 0 . \]  
(51)

According to Eq. (51), \( P_M(\Xi) \) is the sum of two polynomials,

\[ P_M(\Xi) = Q_M(\Xi) - i\alpha R_M(\Xi) \]  
(52)

which are related in a simple manner,

\[ R_M = -\frac{d}{d\Xi} Q_M . \]

Taking the limit \( M \to \infty \) and using the infinite product expansion of the sine function we have

\[ P_M(\Xi) = \sin(\pi\Xi) + i\pi\cos(\pi\Xi) = 0 \]  
(53)

with \( \Xi = E - \frac{i\Gamma}{2} \). Then, we can substitute this expression of \( \Xi \) to get

\[ P_M(\Xi) = \sin \left[ \pi \left( E - \frac{i\Gamma}{2} \right) \right] + i\pi \cos \left[ \pi \left( E - \frac{i\Gamma}{2} \right) \right] = 0 . \]  
(54)

Separating real and imaginary parts one has

\[ \begin{cases} \sin(\pi E) e^{i\pi(1 - \alpha\pi)} + (1 + \alpha^2\pi) = 0 \\ \cos(\pi E) e^{i\pi(1 - \alpha\pi)} - (1 + \alpha^2\pi) = 0 \end{cases} \]  
(55)

So there are two solutions:

i) \( \sin(\pi E) = 0, \pi E = n \in \mathbb{Z} \)

\[ e^{i\pi\Gamma} = \frac{1 + \alpha\pi}{1 - \alpha\pi} , \]  
(56)

from which

\[ \Gamma = \frac{1}{\pi} \ln \left( \frac{1 + \alpha\pi}{1 - \alpha\pi} \right) \]  
(57)

under the conditions \( e^{i\pi\Gamma} > 0, \alpha > \frac{1}{2} \). This result represents the widths of all the eigenstates below the Superradiance transition.

ii) \( \cos(\pi E) = 0, \pi E = n + \frac{1}{2}, n \in \mathbb{Z} \)

\[ e^{i\pi\Gamma} = \frac{\alpha\pi + 1}{\alpha\pi - 1} , \]  
(58)

which gives

\[ \Gamma_{\text{sub}} = \frac{1}{\pi} \ln \left( \frac{\alpha\pi + 1}{\alpha\pi - 1} \right) \]  
(59)

under the conditions \( e^{i\pi\Gamma} > 0, \alpha < \frac{1}{2} \). This result represents instead the widths of the subradiant states above the Superradiance transition. From these results a critical coupling parameter \( \alpha_{\text{SR}} = 1/\pi \) emerges which marks the Superradiance transition.

Now, let us map our expression for \( \Lambda \) to \( \lambda = E - \frac{i\Gamma}{2} \). Multiplying by \( \delta \) we have

\[ E_n = n\delta \quad (n \in \mathbb{Z}) \]  
(60a)

\[ \Gamma = \frac{\delta}{\pi} \ln \left( \frac{1 + \alpha/\alpha_{\text{SR}}}{1 - \alpha/\alpha_{\text{SR}}} \right) \quad \text{for } \alpha < \alpha_{\text{SR}} \]  
(60b)

and

\[ E_n = \left( n + \frac{1}{2} \right) \delta \quad (n \in \mathbb{Z}) \]  
(61a)

\[ \Gamma_{\text{sub}} = \frac{\delta}{\pi} \ln \left( \frac{\alpha/\alpha_{\text{SR}} + 1}{\alpha/\alpha_{\text{SR}} - 1} \right) \quad \text{for } \alpha > \alpha_{\text{SR}} , \]  
(61b)

where we can use (50) to express the ratio between \( \alpha \) and \( \alpha_{\text{SR}} \) as

\[ \alpha/\alpha_{\text{SR}} = \frac{\gamma\pi}{2W} . \]  
(62)

Thus, equations (60b) and (61b) can be rewritten in terms of the parameters of \( H \) as

\[ \Gamma = \frac{W}{\pi N} \ln \left( \frac{1 + \gamma/\gamma_{\text{SR}}}{1 - \gamma/\gamma_{\text{SR}}} \right) \quad \text{for } \gamma < \gamma_{\text{SR}} \]  
(63)

and

\[ \Gamma_{\text{sub}} = \frac{W}{\pi N} \ln \left( \frac{\gamma/\gamma_{\text{SR}} + 1}{\gamma_{\text{SR}} - 1} \right) \quad \text{for } \gamma > \gamma_{\text{SR}} , \]  
(64)

by defining the critical coupling

\[ \gamma_{\text{SR}} = \frac{2W}{\pi} . \]  
(65)

\section*{B Long and short-range interaction}

In the text, we reported how the gap \( \Delta_{\text{H}} \) changes with the range of the interaction for \( \alpha = \{1/3, 1, 5\} \). Here, in Fig. 8, we show the dependence of \( \Delta_{\text{H}} \) on \( \gamma \) for some additional values of the range of interaction, namely for \( \alpha = \{1/10, 1/2, 3/2, 2\} \). We would like to point out also that the definition (36) is equal to \( E_2 - E_1 \) in the range of \( \gamma \) that we plotted in this figure and in the main text (Fig. 6).

As we reported in the Sec. 5, in order to obtain the gap \( \Delta_{\text{H}} \) for different range of interaction \( \alpha \), the interaction (47) is normalized by the constant \( v_{\text{eff}} \) defined as the difference between the maximum eigenenergy and minimal eigenenergy of the matrix \( V \) given in Eq. (47) without the prefactor (\( \gamma/2V_{\text{max}} \)), i.e. \( v_{\text{eff}} = V_{\text{max}} - V_{\text{min}} \). In Fig. 9 we plot \( v_{\text{eff}} \) vs. \( N \) for different values of \( \alpha \) and we show that the exact results obtained from the diagonalization of \( V \) (symbols) fit well the scaling (48) for all the values of \( \alpha \) shown here.

\section*{References}

1. P. W. Anderson, Science 325, 1510 (1972).
2. E. Dagotto, Science 309, 257 (2005).
3. A. F. van Loo, A. Fedorov, K. Lalumiere, B. C. Sanders, A. Blais, and A. Wallraff, Science 342, 1494 (2013).
4. E. Akkermans, A. Gero, and R. Kaiser, Phys. Rev. Lett. 101, 103602 (2008).
5. L. Santos, F. Borgonovi, and G. L. Celardo, Phys. Rev. Lett. 116, 250402 (2016).
Fig. 8  a) Gap $\Delta H$, as given by Eq. (36), vs. the coupling $\gamma$ with the interaction (47) for different values of the interaction range $\alpha$. Here we set $W = 1$.

Fig. 9  The energy range of the interaction $v_{N,\alpha}$ vs. the system size $N$ for different $\alpha = \{0, 1/10, 1/3, 1/2, 2/3, 1, 2, 5\}$. Symbols are obtained by diagonalizing $V$ (47) without the prefactor $\gamma/(2v_{N,\alpha})$, while lines are the best fits with the functions (48).

6. T. Laurent, Y. Todorov, A. Vasanelli, A. Delteil, and C. Sirtori, Phys. Rev. Lett. 115, 187402 (2015).
7. V. N. Pustovit and T. V. Shahbazyan, Phys. Rev. Lett. 102, 077401 (2009).
8. J. Strumpfer, M. Sener, and K. Schulten, J. Phys. Chem. Lett. 3, 536 (2012).
9. G. L. Celardo, F. Borgonovi, M. Merkli, V. I. Tsifrinovich, and G. P. Berman, Jour. Phys. Chem. C 116, 22105 (2012).
10. K. D. B. Higgins, S. C. Benjamin, T. M. Stace, G. J. Milburn, B. W. Lovett, and E. M. Gauger, Nature Communications 5, 4705 (2014).
11. G. L. Celardo, P. Poli, L. Lussardi, and F. Borgonovi, Phys. Rev. B 90, 085142 (2014); G. L. Celardo, G. G. Giusteri, and F. Borgonovi, Phys. Rev. B 90, 075113 (2014).
12. G. L. Celardo, A. Biella, L. Kaplan, and F. Borgonovi, Fortschr. Phys. 61, 250 (2013); A. Biella, F. Borgonovi, R. Kaiser, and G. L. Celardo, Europhys. Lett. 103, 57009 (2013).
13. U. Fano, Rev. Mod. Phys. 64, 313 (1992).
14. “Coherence in Spectroscopy and Modern Physics”, Edited by F. T. Arecchi, R. Bonifacio, and M. O. Scully, Nato Advanced Study Institute on Coherence in Spectroscopy and Modern Physics, Versilia, Italy, (1977).
15. M. O. Scully and A. A. Svidzinsky, Science 325, 1510 (2009).
16. C. Jung, M. Müller, and I. Rotter, Phys. Rev. E 60, 114 (1999).
17. V. V. Sokolov and V. G. Zelevinsky, Phys. Lett. B 202, 10 (1988); I. Rotter, Rep. Prog. Phys. 54, 635 (1991).
18. I. von Delft, Annalen der Physik 3, 219 (2001); A. Faribault, P. Calabrese and J. S. Caux, Phys. Rev. B 77, 064503 (2008); R. A. Smith and V. Ambegaokar, Phys. Rev. Lett. 77, 24 (1996); M. Schechter, J. von Delft, Y. Imry and Y. Levinson, Phys. Rev. B 67, 064506 (2003); E. A. Yuzbashyan, A. A. Baytin, and B. L. Altshuler, Phys. Rev. B 71, 094505 (2005).
19. H. K. Owusu, K. Wagh, and E. A. Yuzbashyan, J. Phys. A: Math. Theor. 42, 035206 (2009); E. A. Yuzbashyan and B. S. Shastry, Jour. of Stat. Phys. 150, 704 (2013).

20. In the BCS theory [26] and in Ref.s [18, 24] the following expres-
sion for the gap is reported: \[ \Delta_{BCS} = \frac{W}{\sinh(2W/\gamma)} \], which gives different results from Eq. (17) in some parameter range. In particular, when \( W \gg \gamma/2 \), Eq. (17) and \( \Delta_{BCS} \) differ by a factor of 2, namely \( \Delta_H \approx W e^{-2W/\gamma} \) and \( \Delta_{BCS} \approx 2W e^{-2W/\gamma} \). On the other hand, in the opposite limit \( W \ll \gamma/2 \), both (17) and \( \Delta_{BCS} \) have the same approximated expression \( \Delta_H \approx \Delta_{BCS} \approx \gamma/2 \). Nevertheless, both expressions predict that the gap closes in the limit \( \gamma/W \to 0 \).

21. L. N. Cooper, Phys. Rev. 104, 1189 (1956).

22. G. L. Celardo, V. G. Zelevinsky, F. Izrailev, and G. P. Berman, Phys. Rev. E 76 031119 (2007); G. L. Celardo, N. Auerbach, F. M. Izrailev, and V. G. Zelevinsky, Phys. Rev. Lett. 106, 042501 (2011); S. Sorathia, F. M. Izrailev, G. L. Celardo, V. G. Zelevinsky, G. P. Berman, EPL (Europhysics Letters) 88, 27003 (2009); G. L. Celardo, F. M. Izrailev, V. G. Zelevinsky, G. P. Berman Physics Letters B 659, 170 (2008); A. Biella, F. Borgonovi, R. Kaiser, G. L. Celardo, EPL (Europhysics Letters) 103, 57009 (2013).

23. G. G. Giusteri, F. Recrosi, G. Schaller, and G. L. Celardo, Phys. Rev. E 96, 012113 (2017); G. G. Giusteri, F. Mattiotti, and G. L. Celardo, Phys. Rev. B 91, 094301 (2015).

24. G. L. Celardo, R. Kaiser, and F. Borgonovi, Phys. Rev. B 94, 144206 (2016); L. F. Santos, F. Borgonovi, G. L. Celardo, Physical review letters 116, 250402 (2016).

25. P. Jurcevic, B. P. Lanyon, P. Hauke, C. Hempel, P. Zoller, R. Blatt, and C. F. Roos, Nature (London) 511, 202 (2014); P. Richerme, Z.-X. Gong, A. Lee, C. Senko, J. Smith, M. Foss-Feig, S. Michalakis, A. V. Gorshkov, and C. Monroe, Nature (London) 511, 198 (2014).

26. J. R. Schrieffer, Theory of superconductivity, Westview Press (1964).

27. Galli M, Valzelli A, Mattiotti F, Angeli M, Borgonovi F and Celardo G L, arXiv:1807.06925.

28. J. Schachenmayer, C. Genes, E. Tignone, and G. Pupillo Phys. Rev. Lett. 114, 196403 (2015). J. Feist and F. J. Garcia-Vidal, Phys. Rev. Lett. 114, 196402 (2015).