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Abstract

Single-cell RNA sequencing (scRNA-seq) is an emerging technology for profiling the gene expression of thousands of cells at the single cell resolution. Currently, the labeling of cells in an scRNA-seq dataset is performed by manually characterizing clusters of cells or by fluorescence-activated cell sorting (FACS). Both methods have inherent drawbacks: The first depends on the clustering algorithm used and the knowledge and arbitrary decisions of the annotator, and the second involves an experimental step in addition to the sequencing and cannot be incorporated into the higher throughput scRNA-seq methods. We therefore suggest a different approach for cell labeling, namely, classifying cells from scRNA-seq datasets by using a model transferred from different (previously labeled) datasets. This approach can complement existing methods, and—in some cases—even replace them. Such a transfer-learning framework requires selecting informative features and training a classifier. The specific implementation for the framework that we propose, designated “CaSTLe—classification of single cells by transfer learning,” is based on a robust feature engineering workflow and an XGBoost classification model built on these features. Evaluation of CaSTLe against two benchmark feature-selection and classification methods showed that it outperformed the benchmark methods in most cases and yielded satisfactory classification accuracy in a consistent manner. CaSTLe has the additional advantage of being parallelizable and well suited to large datasets. We showed that it was possible to classify cell types using transfer learning, even when the databases contained a very small number of genes, and our study thus indicates the potential applicability of this approach for analysis of scRNA-seq datasets.

Introduction

Single-cell RNA sequencing (scRNA-seq) is an emerging technology that measures, in a single experiment, the expression profile of up to $10^5$ cells, at the level of the single cell [1]. There are currently hundreds of scRNA-seq datasets in the public domain [2], and the number of new
datasets is growing rapidly. Intensive attention has thus been devoted to addressing--by various methods [3]--the unique analytical challenges posed by the analysis of scRNA-seq datasets. The labeling of the cells (e.g., in terms of cell type, cell state, and cell cycle stage) in an scRNA-seq dataset that profiles a non-homogenous cell population is currently performed by one of two approaches, one experimental and the other computational, namely, fluorescence-activated cell sorting (FACS) or clustering the cells based on gene expression data, followed by manual annotation of each cell cluster. Both these approaches have inherent drawbacks. The first approach--FACS--requires an additional experimental step (beyond the actual sequencing experiment) and is limited in throughput, as it is necessary to track the cells, typically by sorting from the cell sorter to multiwell plates. This approach is thus not practical for new scRNA-seq methods, such as drop-seq [4], in which large numbers of cells are profiled. The second approach--clustering and manual annotation [5,6]--depends not only on a dimensionality reduction method [typically principal component analysis (PCA) or t-distributed stochastic neighbor embedding (t-SNE)] and a clustering algorithm used to define distinct cell types but also on the knowledge and arbitrary decisions of the annotator of each cell type. The labeling is therefore subjective. As a result, comparisons of cells of presumably the same cell type between experiments becomes complicated, if not impossible. In addition, the annotator typically uses knowledge of existing cell type markers. However, those known markers are defined and used at the protein level. RNA levels can explain about 40–80% of the variance in protein levels [7], meaning that reliable protein markers are not necessarily reliable markers at the RNA level. For example, natural killer cells express CD8a RNA, even though they do not carry CD8 protein on their cell surface. An additional drawback is that the inherently low sampling and noise in measurements at the single-cell level makes classification based on a small number of marker genes very inaccurate. Classification based on larger number of genes is much more robust to noise and sampling depth. Thus, although the labeling of cells of known cell types is, by definition, a supervised learning task, it is currently achieved by unsupervised methods with manual input. Recent attempts to address the above-described problems have led to the development of several different approaches for automatic annotation of cell types, including our own, which is presented in this article.

This work offers a new approach for labeling cells that comprises the direct re-use of a classification scheme that was learnt from previous similar experiments, namely, the machine learning concept known as “transfer learning” [8]. This classification approach can complement the labeling of cell types by FACS or clustering in a dataset that contains previously profiled cell types. It can also be applied in cases of cells that are in a transitional state between cell types, and it can aid in identifying contamination by other cell types. In scenarios where the source and target datasets are similar, the proposed method can replace clustering, thereby facilitating fast and objective identification of cell types, but with the drawback that it cannot detect novel cell types. To partially overcome this caveat, the method does identify cells that are not well classified into any of the predefined cell types, thereby highlighting those cells that are candidates for additional study. Although it is possible to apply standard classification algorithms on scRNA-seq datasets, a cell type classification algorithm for scRNA-seq datasets will not be useful in practice unless it can be applied to other (unlabeled) datasets that were not ‘seen’ during the model training. It might appear that this transfer of the model is simply a trivial addition of data instances to an existing dataset, but this is not so, since scRNA-seq datasets display different levels of noise and feature distribution due to wide variations in both experimental and technical aspects of scRNA-seq (cell barcoding, sequenced regions, library preparation, sequencing method, read depth, etc.). For example, if we consider two datasets in which 10^6 reads are sequenced per cell in one dataset and 2 * 10^6 in the other, the expression level of each gene in the second dataset will be doubled; this difference in expression levels can
easily be accounted for, but more problematically, there will be an increase in the number of
lowly expressed genes whose RNA has been sequenced. Thus, the technical variability between
datasets raises the need for employing a more sophisticated method for transfer learning. To
the best of our knowledge and based on repositories of scRNA-seq methods (awesome-single-
cell [9] and scrna-tools.org [10]), there are currently no methods that apply the specific con-
cept of transfer learning to use information from one scRNA-seq dataset to annotate another,
even though machine learning methods have indeed been applied in scRNA-seq analysis, e.g.
[6,11]. For example, the classification methods listed in scrna-tools.org [10] derive from a vari-
ety of different concepts, but they are all limited to specific cases. DistMap [12] is based on spa-
tially distributed scores, making it relevant only for in-situ scRNA-seq. MetaNeighbor [13]
assesses the replicability of cell types across datasets but does not annotate cells. Finally, in sin-
gleR [14], CellSearchAtlas [15], and scmap [16], annotation is based on similarity to a prede-
defined reference set of cell types.

To exploit and to illustrate the power of transfer learning, we have developed a method that
we designate “CaSTLe–classification of single cells by transfer learning” for assigning a cell
type to each cell in an experiment. This method is based on an elaborate workflow of univari-
ate feature engineering steps, as described below, followed by application of a pre-tuned
XGBoost [17] classifier. The feature engineering steps include: selecting genes with the top
mean expression and mutual information gain, removing correlated genes, and binning the
data according to pre-defined ranges. All these steps ensure that the source and target datasets
are brought to a common denominator that will allow accurate transfer of the classification
model.

Results
Design objectives
The steps of CaSTLe were formulated following a comprehensive survey of supervised meth-
ods for classifying scRNA-seq datasets with the aim of elaborating a workflow that is accurate,
efficient, and consistent. The first objective–classification accuracy–was evaluated against pre-
viously labeled datasets, where the goal was to correctly classify as many instances as possible.
When performing a multi-class classification, i.e., classifying all cell types in a single step, we
assumed that the source dataset contained all the cell types that are profiled in the target data-
set. In this scenario, accuracy was measured as the percentage of instances correctly classified.
When we assume that the target dataset may contain cell types not profiled in the source data-
set, we can divide the classification into several steps, classifying each cell type in a separate
step by using binary-class classification. This allows us to use the measures of Sensitivity, Speci-
ficity and AUC, where: Sensitivity is measured as the percentage of cells in the target dataset
that were identified as being of a particular cell type; Specificity is measured as the percentage
of true positives out of the cells that were classified as the cell type; and AUC is defined as the
area under the receiver operating curve, namely, the tradeoff between Specificity and Sensitiv-
ity. The second objective–efficiency–namely, the ability to run the entire process using a per-
sonal computer in a reasonable time of a few minutes, was required for establishing the utility
of the approach of transfer learning for analyzing large datasets of tens of thousands of cells.
The third objective–consistency–was required for achieving high accuracy for a wide range of
datasets without the need to adjust the parameters of the algorithm according to the specific
properties of each dataset. It is possible that this constraint can be relaxed in the future, if a
means can be found to optimize the parameters of the algorithm according to dataset
properties.
Method details

As mentioned above, CaSTLe, the proposed method for classifying scRNA-seq datasets by using transfer learning, is based on a series of simple univariate feature selection methods, followed by application of a pre-tuned XGBoost classifier. The workflow comprises: selecting genes with the top mean expression and mutual information gain, removing correlated genes, binning the data and running XGBoost to build the classifier, as detailed below in the following steps:

1. Retrieve both datasets—source and target—and prepare a dataframe, in which columns are features (genes) and rows are instances (cells).
2. Remove the features that appear only in one dataset.
3. Remove rarely expressed genes, namely, features with non-zero values in less than 10 cells.
4. Select the 100 features with the highest overall mean. For each gene, sum the expression values in the two datasets and divide the sum by the number of cells in both datasets.
5. In the source dataset, select the 100 features with the highest mutual information between the features and the class. Since mutual information is calculated on two nominal variables, we split the features into bins of $[0]$, $(0,1]$, $(1,6]$, $(6,\infty)$.
6. Unite the 200 features from steps 1 and 2, resulting in a set of 100–200 unique features, depending on the overlap between the two groups.
7. Remove the features with high inter-feature correlation, namely, Pearson correlation higher than 0.9. For each pair of correlated genes, remove one arbitrarily.
8. Convert the features from continuous values to four ordinal bins using the range: $[0]$, $(0,1]$, $(1,6]$, $(6,\infty)$.
9. Remove features for which all values fall in the same bin. This step removes a very small number of features, if any at all.
10. Build an XGBoost classification model on a random 80% of the source dataset. Use pre-tuned parameters: $\text{eta} = 0.7$, $\text{nround} = 20$, $\text{gamma} = 0.001$, $\text{max_depth} = 5$, $\text{min_child_weight} = 10$.
11. Evaluate the model on the held-out 20%. If classification accuracy is not satisfactory, consider improving the model by tuning the parameters.
12. Classify the target dataset using the model learnt on the 80% of the source.

It should be noted that all steps in this process can be parallelized. It is trivial to parallelize steps 2–8, since each step consists of many tasks that are not dependent on the results of other tasks. Steps 9 and 10 can be parallelized as part of the XGBoost algorithm implementation. It should also be noted that the justification for using both the highest mean and the highest mutual information (steps 4 and 5) was empirical, as it helped to improve the accuracy in some cases.

The full source code in R is available in GitHub, a public code repository, at https://github.com/yuvallb/CaSTLe.

Tested datasets

CaSTLe was developed on three scRNA-seq datasets and tested using nine scRNA-seq datasets. All datasets used are results of real experiments (not synthetic data) that are publicly available.
at NCBI GEO [18] or ArrayExpress [19]; see the “Materials and Methods: Datasets” section below for full details. All datasets contain gene expression data, where each cell is labeled with a cell type. The cell type label from each dataset was used as ground truth for evaluating the accuracy of the CaSTLe method. From these nine datasets, a total of 12 source-target combinations was evaluated. These 12 combinations featured a wide range of properties, such as: number of cells, number of cell types, cell type distribution ratio and sparsity of data (Table 1) and thus represent the heterogeneity of the public scRNA-seq datasets.

The nine datasets used in the work were grouped according to the cell types that they profile. Each group contained two or three comparable datasets, containing similar cell types (Table 1).

Out of these nine datasets, six pairs contained the same cell types, so they could be used to evaluate transfer learning (Table 2).

Each of the four groups of datasets represents a unique characteristic:

• The hematopoietic stem cells (“HSCs”) group contains experiments from different mouse strains, and shows, in practice, very high levels of technical (or other) differences. These differences are also reflected in the wide range of the numbers of features (8,422–34,892). Since the number of actual genes is similar, the gap between the highest (34,892) and lowest (8,422) numbers of features reflects different preprocessing steps performed on the three datasets—probably the use of different libraries. The classes in this group are ordinal, representing consecutive stages of immune cell differentiation.

• The “Retina” group contains the highest number of samples, the highest rate of zero values and the highest imbalance ratios. This group also shows the highest difference in distribution between datasets, measured using the cosine similarity between the vectors of number of instances in each class of each dataset (Table 2). Dataset 4 contains 6,285 bipolar cells, 1,624 Müller cells and 29,400 rod cells, while dataset 5 contains 23,494 bipolar cells, 2,945 Müller cells and only 91 rod cells. This means there is a large difference in the class distribution between the source and target, so it may be more difficult to transfer a model from one dataset to the other. To quantify the difference, we can compare the class distribution using the cosine similarity between (6285, 1624, 29400) and (23494, 2945, 91), which is as little as 0.22. The other dataset pairs range from 0.32 to 0.98, indicating that the class distribution difference is the highest in the Retina group.

Table 1. Test datasets.

| Dataset number | Group¹ | Accession | Classes | Number of cells | Number of genes | Imbalance ratio² (majority/minority) | Sparsity³ (% zero values) |
|----------------|--------|-----------|---------|-----------------|----------------|-------------------------------------|--------------------------|
| 1              | HSCs   | GSE59114 [20] | 3       | 1,428           | 8,422          | 1.5                                 | 57.4                     |
| 2              | HSCs   | GSE59114 [20] | 3       | 564             | 19,586         | 1.8                                 | 62.8                     |
| 3              | HSCs   | GSE81682 [21] | 3       | 1,920           | 34,892         | 3.9                                 | 24.9                     |
| 4              | Retina | GSE63473 [4] | 3       | 37,309          | 23,288         | 18.1                                | 95.3                     |
| 5              | Retina | GSE81904 [22] | 3       | 26,530          | 13,166         | 258.2                               | 93.1                     |
| 6              | Embryo | GSE45719 [23] | 5       | 256             | 22,431         | 9.5                                 | 40.8                     |
| 7              | Embryo | E-MTAB-3321 [24] | 5       | 124             | 41,427         | 10.7                                | 28.4                     |
| 8              | Pancreas | GSE81608 [25] | 2       | 1,358           | 39,851         | 1.9                                 | 71.7                     |
| 9              | Pancreas | E-MTAB-5061 [26] | 2       | 1,156           | 25,525         | 3.3                                 | 64.5                     |

¹See Materials and Methods for an explanation of HSCs, Retina, Embryo and Pancreas.
²Calculated as the number of samples in the majority class divided by the number of samples in the minority class.
³Calculated as the percentage of zero values, before any preprocessing and feature selection.

https://doi.org/10.1371/journal.pone.0205499.t001
The “Embryo” group contains the smallest number of samples and the highest number of classes. The classes in this group are ordinal, representing early stages of embryonic development (2 cells, 4 cells, 8 cells, 16 cells and blastocyst). It should be noted that ‘stages’ are not the same type of label as ‘cell types,’ and at a given stage a given cell may be more similar to a cell in the previous stage or in the next stage than to any cell from the same stage. However, we hypothesize that classification by stage may extract a differentiation signature. Nonetheless, this group is by far the most difficult to classify.

The “Pancreas” group represents a two-class classification problem. This group is the only group to contain human cells, which can introduce many confounding factors and noise into the data, as humans are genetically different from one another, as opposed to mice from the same strain, which carry the same genome sequence.

### Transfer learning results—comparison to a ground truth measure

The first evaluation of CaSTLe was performed against the majority vote classifier (classifying all target instances as the majority class of the source) and the cross-validation accuracy (validation on the same source dataset). In this step, we assumed that all cell types in the target dataset are contained in the source dataset. It is expected that a transferred model will be more accurate than a majority vote but not as accurate on the target dataset as its cross-validation accuracy on a held-out set. In our case, each model was trained on 80% of the source dataset and evaluated twice, first on the remaining 20% and then on the entire target dataset. This process was repeated ten times, and the accuracy measures presented in Fig 1 show the averages and standard deviations for these ten runs. Of note, using all the training set to train the classifier did not improve the results significantly, and thus we chose, for sake of simplicity, to use only the 80%, making the classifier accuracy on the source and target datasets comparable. The ground truth measure, which is used to calculate classification accuracy, is the labeling supplied with the published target dataset, which is typically based on manual annotation of the clusters from clustering after dimensionality reduction with PCA or tSNE (see more details in the “datasets” sub-section of the “Materials and Methods” section below).

As expected, the accuracy of CaSTLe in all 12 cases was lower than or the same as the upper bound of the cross-validation accuracy (Fig 1). The lower bound of the transfer classification, the majority vote classifier, was calculated as the percentage of instances in the target dataset that belong to the majority class in the source dataset. Reassuringly, the proposed method always outperformed the majority vote. Two particularly striking cases were HSCs 2 to 3 and Embryo 7 to 6 where the gap was very small, being 4% and 14%, respectively, which may indicate some room for improvement.

### Table 2. Dataset pairs used for transfer learning.

| Dataset number | Dataset pair | Organism | Classes | Class type | Number of common genes | Distribution similarity (cosine similarity of class distribution) |
|----------------|--------------|----------|---------|------------|------------------------|---------------------------------------------------------------|
| 1              | HSCs 1 to 2  | Mouse    | 3       | Ordinal    | 7,423                  | 0.97                                                          |
| 2              | HSCs 1 to 3  | Mouse    | 3       | Ordinal    | 7,423                  | 0.85                                                          |
| 3              | HSCs 2 to 3  | Mouse    | 3       | Ordinal    | 7,423                  | 0.77                                                          |
| 4              | Retina       | Mouse    | 3       | Nominal    | 12,307                 | 0.22                                                          |
| 5              | Embryo       | Mouse    | 5       | Ordinal    | 12,783                 | 0.32                                                          |
| 6              | Pancreas     | Human    | 2       | Nominal    | 16,299                 | 0.98                                                          |

See Materials and Methods for an explanation of HSCs, Retina, Embryo and Pancreas.

[See Material and Methods](https://doi.org/10.1371/journal.pone.0205499.t002)
Fig 1. Classification accuracy of transfer learning by CaSTLe compared to the cross-validation accuracy (upper bound) and majority vote. Results are shown for the 12 source-target datasets pairs tested (X-axis). Error bars reflect the standard deviation between ten runs (irrelevant for majority vote).

https://doi.org/10.1371/journal.pone.0205499.g001

Fig 2. Classification accuracy of transfer learning by CaSTLe compared to two benchmark methods. Results are shown for the 12 source-target datasets pairs tested (X-axis). Error bars reflect the standard deviation between ten runs.

https://doi.org/10.1371/journal.pone.0205499.g002
Comparison of CaSTLe to other transfer learning methods

To evaluate the performance of CaSTLe against other benchmark methods, we compared it to two simple, yet commonly used, methods, each composed of a feature-selection phase and a classification phase. In this stage, too, we assumed that the source and target datasets contained the same cell types. The first benchmark method comprises selecting the top five features with the highest mean across both datasets and building a linear regression classifier on these features. The second benchmark method, representing an approach that is more specific to scRNA-seq datasets, comprises selecting the top 10 features according to the beta-Poisson single cell differential expression algorithm [27] and building a linear regression classifier on these features. The use of a linear regression for benchmark classification was chosen to represent a very simple and robust approach. For binary classification (Pancreas datasets), the regression was performed on 0/1 targets. For multi-class classifications, a one-against-all approach was chosen, selecting the class with the highest prediction as the predicted class. Here, too, each model was trained on 80% of the source dataset and evaluated twice, first on the remaining 20% held-out from the source dataset and then again on the entire target dataset. This process was repeated 10 times, and the reported accuracy is an average of these 10 models.

CaSTLe outperformed the first benchmark in all but two cases (Fig 2). In the case of Embryo 6 to 7, the benchmark classifier outperformed CaSTLe by 5% (p = 0.02; 1-tailed paired t-test), and in the case of HSCs 2 to 3, the average classification accuracy was the same, but the p value was very high (p = 0.27), indicating the results to be inconclusive. In all other cases, CaSTLe significantly outperformed the first benchmark (p < 0.01; 1-tailed paired t-test).

The second benchmark method, which derives from a metric dedicated to single cell datasets, performed better than the first benchmark for the HSCs and Pancreas datasets, but worse for the Retina and Embryo datasets (Fig 2). This finding can, in itself, be seen as a weakness of the benchmark classifiers, since an ideal method should perform well in all cases (or alternatively stipulate the conditions for applying a model according to some dataset properties).

The evaluation of CaSTLe against the second benchmark showed that it outperformed the second benchmark in only 8 out of 12 cases: Benchmark 2 outperformed CaSTLe when learning from dataset HSCs 3 to dataset HSCs 1 by 2%, from HSCs 2 to HSCs 3 by 4%, from Pancreas 9 to 8 by 3%, and from Embryo 7 to Embryo 6 by 28%, the largest gap in learning. In all comparisons, the difference between accuracies was significant (p < 0.01).

Evaluation of CaSTLe performance per cell type

In the scenario presented above, we assumed both source and target datasets contain the same cell types. This assumption was made in order to prove that the method of transfer learning is viable. Using a multi-class classifier, we could evaluate the process performance using accuracy as a simple single measure. In the current stage, however, we no longer assumed that the source and target datasets contained the exact same cell types, as this assumption does not always hold true in the real world. The possibility of additional cell types in the target dataset will require a minor adjustment in the classification process. Regarding steps 1–12 specified in the “Method details” section above, for evaluating CaSTLe performance per cell type, we performed steps 1–4 once, and repeated steps 5–12 multiple times, once for each cell type present in the source dataset. See Fig 3A-3D for a graphic representation of the results in a heatmap. Since we were thus performing a single binary class classification, we could use more elaborate performance measures, such as Sensitivity, Specificity and AUC. We evaluated the method using dataset pairs 4,5 and 8,9, since these pairs contained both different cell types and the common cell types. Table 3 details the classification results for using CaSTLe as a series of
binary classifiers, one for each cell type in the source dataset. For each classifier, we provide the percentage of instances in the source and in the target datasets (to indicate class imbalance), and the accuracy, sensitivity, specificity and AUC of the classifier. Each target dataset was classified for each cell type in the source dataset. Cell types that were annotated as unknown, not applicable, unclassified or contaminated were not used in the source dataset. We did however leave these cells when the dataset was evaluated as a target dataset. This can lead to a possible application of CaSTLe: helping to verify and identify types of cells that were not identified by other methods. For example, dataset GSE81904 contains 669 cells that are originally annotated as "unknown". Using CaSTLe we were able to reach a classification with a probability higher than 90% for 550 cells out of these 669 (Fig 3A). An additional example can show how CaSTLe can be used to identify contaminated cells: dataset GSE81608 contains 31 cells annotated as "beta contaminated". Out of which, 7 cells were classified as “beta” with a probability higher than 90%, and 20 cells had less than 50% probability of being classified as “beta” (Fig 3B).

Fig 3. Classification of a target dataset by multiple binary classifiers. (A) The label of each cell in target dataset (left), the label each cell was given by the classifiers, black for unclassified (center), and the correctness of classification (right). (B) Heatmap of the scores given to each cell by each classifier, from zero (blue) to one (red). Horizontal black line separates the labels of those classifiers from labels for which classifiers were not trained. (a) Classification of target dataset GSE81904 by multiple binary classifiers built on source dataset GSE63473. Top bar shows which classifiers classified for labels that are in the target dataset. Note that many unknown cells were classified as bipolar or muller, which may be correct. (b) Classification of target dataset GSE81608 by multiple binary classifiers built on source dataset EMTAB5061. Top bar shows which classifiers classified for labels that are in the target dataset. Note that the labels that some of the seemingly incorrect results are very likely correct—the cells labeled as ‘alpha contaminated’ are classified as alpha or ductal, and same for beta, gamma and delta contaminated. (c) Classification of target dataset EMTAB5061 by multiple binary classifiers built on source dataset GSE81608. Note that many of the ‘novel’ cell types (acinar, ductal) were not classified, thus ‘identified as novel’. Many of the incorrect cells are labeled ‘coexpression’ or ‘not applicable’ or ‘unclassified’, meaning that their classification may be correct. (d) Classification of target dataset GSE63473 by multiple binary classifiers built on source dataset GSE81904.

https://doi.org/10.1371/journal.pone.0205499.g003
Though CaSTLe as a supervised method cannot identify novel cell types, it does enable identification of potential cells of previously unknown cell types, defined for this purpose as cell types not in the source dataset. Following the application of a series of binary classifiers, each cell is assigned to the cell type for which it got the largest score, assuming this score is above a predefined threshold. Cells whose maximal score is below this threshold are potentially of unknown cell types. To estimate the accuracy of unknown cell type identification, we tested the assignment of cell type for cells in the target dataset that belong to cell types that are not in the source dataset. For example, when learning from GSE81608 to EMTAB5061 (Fig 3C),

Table 3. CaSTLe performance per cell type.

| Cell type | Instances in Source | Instances in Target | Accuracy | Sensitivity | Specificity | AUC |
|-----------|---------------------|---------------------|----------|-------------|-------------|-----|
| **Mouse Retina: Learning from GSE63473 to GSE81904** | | | | | | |
| Amacrine cells | 9.9% | 0.9% | 99.9% | 99.9% | 94% | 99.7% |
| Astrocytes | 0.1% | None | 99.9% | 99.9% | - | - |
| Bipolar cells | 14% | 85.4% | 97.5% | 84.8% | 99.7% | 95% |
| Cones | 4.2% | 0.2% | 99.9% | 100% | 93.7% | 100% |
| Fibroblasts | 0.2% | None | 99.8% | 99.8% | - | - |
| Ganglion cells | 0.9% | None | 99.9% | 99.9% | - | - |
| Horizontal cells | 0.6% | None | 99.9% | 99.9% | - | - |
| Microglia | 0.1% | None | 99.9% | 99.9% | - | - |
| Müller cells | 3.6% | 10.7% | 99.2% | 99.1% | 99.6% | 99.9% |
| Pericytes | 0.1% | None | 99.9% | 99.9% | - | - |
| Rods | 65.6% | 0.3% | 99.9% | 96.7% | 99.2% | |
| Vascular_endothelial cells | 0.6% | None | 99.9% | 99.9% | - | - |
| **Mouse Retina: Learning from GSE81904 to GSE63473** | | | | | | |
| Amacrine cells | 0.9% | 9.9% | 95.9% | 97.9% | 77.7% | 96.2% |
| Bipolar cells | 87.6% | 14% | 94.1% | 95.2% | 87.1% | 96.4% |
| Cones | 0.2% | 4.2% | 98.7% | 99.8% | 71.4% | 99.5% |
| Müller cells | 10.9% | 3.6% | 99.4% | 99.5% | 96.4% | 99.6% |
| Pericytes | 0.3% | 65.6% | 65.2% | 90.3% | 52.1% | 88.6% |
| **Human Pancreas: Learning from GSE81608 to EMTAB5061** | | | | | | |
| Alpha cells | 59.4% | 25.2% | 88.8% | 85.8% | 97.7% | 96.9% |
| Beta cells | 31.6% | 7.7% | 94.1% | 93.8% | 97.8% | 98.8% |
| Delta cells | 3.3% | 3.2% | 95.7% | 96.3% | 85.1% | 98.5% |
| Gamma cells | 5.7% | 5.6% | 85.4% | 85.6% | 82.2% | 94.9% |
| **Human Pancreas: Learning from EMTAB5061 to GSE81608** | | | | | | |
| MHC class II cells | 0.2% | None | 100% | 100% | - | - |
| Pancreatic stellate cells | 2.5% | None | 99.1% | 99.1% | - | - |
| Acinar cells | 8.5% | None | 99.8% | 99.8% | - | - |
| Alpha cells | 40.9% | 55.4% | 90.6% | 97.5% | 85.1% | 98.7% |
| Beta cells | 12.5% | 29.5% | 97.3% | 98.8% | 93.9% | 99.5% |
| Co-expression | 1.8% | None | 99.6% | 99.6% | - | - |
| Delta cells | 5.3% | 3.1% | 98.6% | 99.6% | 65.3% | 99.1% |
| Ductal cells | 17.8% | None | 98.7% | 98.7% | - | - |
| Endothelial cells | 0.7% | None | 100% | 100% | - | - |
| Epsilon cells | 0.3% | None | 100% | 100% | - | - |
| Gamma cells | 9.1% | 5.3% | 97.7% | 99.5% | 64.7% | 99.7% |
| Mast cells | 0.3% | None | 100% | 100% | - | - |

https://doi.org/10.1371/journal.pone.0205499.t003
when setting the threshold on 80%, out of 2047 such cells, 1732 (85%) were not classified, thus annotated as 'unknown cell type'. Only 265 (18%) of cells of a known cell type were given this annotation.

Running times
To illustrate that CaSTLe is efficient and fast, we provide here some actual running times. All the run times below were measured without doing any parallelization, so they basically act as an upper bound that can be easily improved. The run times were measured on a MacBookPro (i7 16GB RAM), assuming that the data was already loaded into the memory (time to read a dataset file from the disk was not measured). Table 4 shows run times for each dataset pair twice: once for a multiclass classification, and the other for a per cell type binary classification, the time for later being higher, since it required repeating steps 5–12 for each cell type in the source dataset.

Discussion
We showed that it is possible to classify single-cell RNA sequencing gene expression data in terms of cell types according to an independent labeled dataset containing similar cell types. CaSTLe, the method we developed for this process, is composed of a robust selection and transformation feature, followed by XGBoost classification. This method was shown to be parallelizable, efficient, and consistent across various test cases. For the multi-class scenario, in 10 out of 12 cases, CaSTLe outperformed a simple benchmark of highest mean features and linear model classification. In 8 out of 12 cases, CaSTLe outperformed a more sophisticated benchmark, the beta-Poisson single cell differentially expressed genes and linear model classifier. The strength and robustness of CaSTLe, compared to the two benchmark methods, was demonstrated by the high accuracy levels achieved for the larger and more imbalanced datasets. For the binary-class scenario, out of 18 cell types that appeared both in the source and target datasets, AUC values above 95% were obtained for 16 cell types. Out of 15 cell types that appeared only in the source dataset, a sensitivity higher than 97% was obtained for all 15 cell types, which means that an erroneous cell-type identification was probably made for as little as < 3% of cells. The performance in this stage was much better than in the multi-class classification, probably since we performed steps 5–9 separately for each cell type.

In general, it seems that the weakness of the proposed method was most striking for the two Embryo datasets. These two datasets were by far the smallest examined here (256 and 124 instances) and contained the largest number of classes (Table 1). In addition, as discussed above, the classification into embryonic development days is not necessarily inherent in the data. These findings can indicate that CaSTLe is suitable for large datasets and for classifying cell types. The Retina datasets, which, at the other extreme, were the largest examined (37,309 and 26,530 instances), exemplify the strength of the proposed method, achieving the highest accuracy by a large difference. Another important property of the Retina datasets was the highest imbalance (Table 1) and largest difference between class distributions (Table 2). The proposed method was able to overcome these difficulties and outperform the benchmarks.

A major advantage of CaSTLe is its high performance and scalability. All feature engineering steps are trivial to parallelize, since each step consists of many tasks that are not dependent on the results of other tasks. The learning of the classification model can be parallelized as an integral part of the XGBoost algorithm implementation. All the above make CaSTLe especially suitable for very large datasets.

The promising results obtained in this study indicate that future work is warranted to further refine and extend the method: other aspects of the data, not just cell types but also factors
such as gender and age, should be classified, and a sufficient number of datasets should be evaluated to determine the conditions under which such a transfer classification is possible. It is our belief that the conditions for successful transfer depend on the differences in the protocols used for sequencing, the distribution of the target classes, the sparsity of the data and the number of instances (cells). Future research should thus be performed to explore and validate these conditions. Such research may also contribute to improving the transfer classification accuracy by adjusting the model to the dataset properties.

Several other directions can be explored to improve the classifier accuracy: the first involves weighting instances to give higher weight to source instances that are more similar to the target; that is, if the source dataset includes heterogeneous instances that are labeled by label L, and only some of those instances are similar, based on some similarity measure, to instances in the target dataset, then the classifier can be refined to classify only those instances as label L, omitting the other L instances from the training. Another possible improvement that can be explored is performing some of the preprocessing stages (read alignment, expression quantification) in house when possible, which could contribute to bridging the differences between datasets that result from using different preprocessing pipelines and transcriptome annotation versions. Another promising research direction is transfer classification where the target dataset is partially labeled. We believe that such a setting would improve the classification accuracy, but the exact technique to be applied remains to be explored. Ultimately, we envision a repository of classifiers for each cell type and state in each organism, which can be applied for annotating known cell types and highlighting new cell types and states.

### Materials and methods

#### Datasets

Datasets were chosen on the basis of data availability, because we needed pairs of datasets that include a similar set of cell types, so that it makes sense to apply transfer learning to the pair. This research was performed and evaluated on nine datasets, organized into four groups of comparable datasets, enabling six pairs of datasets, as follows:

The first group profiled hematopoietic stem cells (HSCs) in two mouse strains from two datasets from GEO accession GSE59114 [20] and a third from GEO accession GSE81682 [21]. All three datasets contain scRNA-seq data for mouse HSCs in three differentiation stages: long-term HSCs (LTHSC), short-term HSCs (STHSC) and multipotent progenitor cells.
(MPP), which were regarded as the classification target classes. The datasets are also divided into populations of young and old mice and differentiate between the specific mouse strains sampled, factors that were not taken into consideration in the current study. Cell types were annotated using FACS [21] or clustering methods using PCA analysis [20].

The second group of datasets encompasses mouse retina cells, out of which three cell types, namely, bipolar, Müller glia and photoreceptor rod cells, were selected for evaluation. Other cell types were omitted from this validation, because they did not appear in both datasets or because they appeared in very low numbers. In the “Evaluation of CaSTLe performance per cell type” section we included all cell types with the aim to evaluate a more realistic use-case. This group consisted of the two largest datasets examined: GSE63473 [4] and GSE81904 [22]. In addition, this group showed the highest levels of imbalance and the greatest differences in class distribution between the two datasets (the minority class of one dataset is the majority class of the other). Cell types were annotated using tSNE followed by manual identification of cell groups based on the expression level of genes coding for commonly used cell surface markers [4] [22].

The third group of datasets, GSE45719 [23] and E-MTAB-3321 [24], consists of mouse embryonic cells in very early developmental stages. These datasets contain the smallest number of cells from the test datasets used in this research (Table 1) and are classified into five classes according to the developmental stage of the embryo: 2 cells, 4 cells, 8 cells, 16 cells and blastocyte. These datasets were retrieved from the Hemberg Lab Collection website, as detailed below.

The fourth pair of datasets, GSE81608 [25] and E-MTAB-5061 [26], profiles human pancreatic cells. From these datasets, a subsample containing only alpha and beta cells was extracted with the aim to represent a binary classification problem. In the “Evaluation of CaSTLe performance per cell type” section we included all cell types, again with the aim to evaluate a more realistic use-case. These datasets were also retrieved from the Hemberg Lab Collection website. Cell types were annotated using tSNE followed by manual identification of cell groups based on the expression level of genes coding for commonly used cell surface markers [25] [26].

Dataset preprocessing

The data for datasets 1–3 (HSCs) was downloaded from the NCBI GEO website [18] and converted from CSV to an R dataframe. For all the datasets, we verified that the gene expression data was on a logarithmic scale. If not, we converted it to a log2 scale by applying the function \( x = \log_2(x+1) \). The justification for this conversion being the common practice that reflects the log-normal distribution of the expression [28].

The data for datasets 4–9 was downloaded from a collection of publicly available datasets used by the Hemberg Group at the Sanger Institute [29]. The datasets were retrieved from that website in “Scater” object format [30], which was loaded for processing in R. The code used for all preprocessing stages performed on these datasets was publicly available in the github repository referenced in the Hemberg Lab Collection website: https://github.com/hemberg-lab/scRNA-seq.datasets/tree/master/R.

No additional normalization steps were performed, since the creators of the datasets choose a normalization method that was adequate for their data, and that transfer learning should work regardless of differences between normalization methods.

XGBoost

XGBoost (“eXtreme Gradient Boosting”) is a supervised machine learning method that has received a great deal of attention in recent years [17]. In essence, XGBoost is an ensemble of regression trees, where the prediction for any given example is the sum of predictions from
each tree in the ensemble. When learning the model, a regularized objective function is mini-
mized, which is composed of two components, the prediction error and the complexity of the
model. In XGBoost, emphasis is placed on approximating the splitting point for each split in
the tree, with a dedicated logic for finding splits for missing data points, which makes the algo-
rum suitable for datasets with missing values, thereby obviating the need to populate missing
values in the preprocessing stage.

The implementation specifics of XGBoost contain many performance optimizations, includ-
ing built-in computation parallelism and cache-aware data access. All these properties make
XGBoost a scalable tree boosting system that provides state-of-the-art results for a wide range of
problems [17], including those of this study, where XGBoost proved to be an efficient and effect-
ive classification method. In this work we used the R implementation of XGBoost [31].

Author Contributions
Conceptualization: Yuval Lieberman, Lior Rokach, Tal Shay.
Data curation: Yuval Lieberman.
Formal analysis: Yuval Lieberman, Lior Rokach, Tal Shay.
Funding acquisition: Tal Shay.
Investigation: Yuval Lieberman.
Methodology: Yuval Lieberman, Lior Rokach, Tal Shay.
Project administration: Tal Shay.
Resources: Tal Shay.
Software: Yuval Lieberman.
Supervision: Lior Rokach, Tal Shay.
Validation: Lior Rokach.
Visualization: Yuval Lieberman, Lior Rokach.
Writing – original draft: Yuval Lieberman.
Writing – review & editing: Yuval Lieberman, Lior Rokach, Tal Shay.

References
1. Trapnell C. Defining cell types and states with single-cell genomics. Genome Research. 2015. https://doi.org/10.1101/gr.190593.115 PMID: 26430159
2. Ner-Gaon H, Melchior A, Golan N, Ben-Haim Y, Shay T. JingleBells: A Repository of Immune-Related Single-Cell RNA-Sequencing Datasets. J Immunol. American Association of Immunologists; 2017; 198: 3375–3379. https://doi.org/10.4049/jimmunol.1700272 PMID: 28416714
3. Yuan G-C, Cai L, Elowitz M, Enver T, Fan G, Guo G, et al. Challenges and emerging directions in single-cell analysis. Genome Biol. BioMed Central; 2017; 18: 84. https://doi.org/10.1186/s13059-017-1218-y PMID: 28482897
4. Macosko EZ, Basu A, Satija R, Nemesh J, Shekhar K, Goldman M, et al. Highly Parallel Genome-wide Expression Profiling of Individual Cells Using Nanoliter Droplets. Cell. 2015; 161: 1202–14. https://doi.org/10.1016/j.cell.2015.12.060 PMID: 26000488
5. Jiang L, Chen H, Pinello L, Yuan G-C. GiniClust: detecting rare cell types from single-cell gene expression data with Gini index. Genome Biol. BioMed Central; 2016; 17: 144. https://doi.org/10.1186/s13059-016-1010-4 PMID: 27368803
6. Dulken BW, Leeman DS, Boutet SC, Hebestreit K, Brunet A. Single-Cell Transcriptional Analysis Defines Heterogeneity and Transcriptional Dynamics in the Adult Neural Stem Cell Lineage. Cell Rep. Elsevier; 2017; 18: 777–790. https://doi.org/10.1016/j.celrep.2016.12.060 PMID: 28099854
7. Vogel C, Marcotte EM. Insights into the regulation of protein abundance from proteomic and transcriptomic analyses. Nat Rev Genet. Nature Publishing Group; 2012; 13: 227–232. https://doi.org/10.1038/nrg3185 PMID: 22411467

8. Weiss K, Khoshtoolta TM, Wang D. A survey of transfer learning. J Big Data. 2016; 3: 9. https://doi.org/10.1186/s40537-016-0043-6

9. Davis S. awesome-single-cell [Internet]. 2017 [cited 13 Jan 2017]. Available: https://github.com/seandavi/awesome-single-cell

10. Zappia L, Phipson B, Oshlack A. Exploring the single-cell RNA-seq analysis landscape with the scRNA-tools database. Schneidman D, editor. PLOS Comput Biol. Public Library of Science; 2018; 14: e1006245. https://doi.org/10.1371/journal.pcbi.1006245 PMID: 29939984

11. Angerer P, Simon L, Tritschler S, Wolf FA, Fischer D, Theis FJ. Single cells make big data: New challenges and opportunities in transcriptomics. Curr Opin Syst Biol. Elsevier; 2017; 4: 85–91. https://doi.org/10.1016/J.COISB.2017.07.004

12. Karaikos N, Wahle P, Alles J, Boltengagen A, Ayoub S, Kipar C, et al. The Drosophila embryo at single-cell transcriptome resolution. Science. American Association for the Advancement of Science; 2017; 358: 194–199. https://doi.org/10.1126/science.aan3235 PMID: 28860209

13. Crow M, Paul A, Ballouz S, Huang ZJ, Gillis J. Characterizing the replicability of cell types defined by single cell RNA-sequencing data using MetaNeighbor. Nat Commun. Nature Publishing Group; 2018; 9: 884. https://doi.org/10.1038/s41467-018-03282-0 PMID: 29491377

14. Aran D, Looney AP, Liu L, Fong V, Hsu A, Wolters PJ, et al. Reference-based annotation of single-cell transcriptomes identifies a profibrotic macrophage niche after tissue injury. bioRxiv. Cold Spring Harbor Laboratory; 2018; 284604. https://doi.org/10.1101/284604

15. Kiselev YV, Yu A, Hemberg M. scmap: projection of single-cell RNA-seq data across data sets. Nat Methods. Nature Publishing Group; 2018; 15: 359–362. https://doi.org/10.1038/nmeth.4644 PMID: 29608555

16. Chen T, Guestrin C. XGBoost: A Scalable Tree Boosting System. 2016; doi:10.1145/2939672.2939785

17. Barrett T, Wilhite SE, Ledoux P, Evangelista C, Kim IF, Tomashevsky M, et al. NCBI GEO: archive for functional genomics data sets—update. Nucleic Acids Res. Oxford University Press; 2013; 41: D991–5. https://doi.org/10.1093/nar/gks1193 PMID: 23193258

18. Kolesnikov N, Hastings E, Keays M, Melnichuk O, Tang YA, Williams E, et al. ArrayExpress update—simplifying data submissions. Nucleic Acids Res. 2015; 43: D1113–6. https://doi.org/10.1093/nar/gku1057 PMID: 25361974

19. Kowalczyk MS, Tiros I, Heckl D, Rao TN, Dixit A, Haas BJ, et al. Single-cell RNA-seq reveals changes in cell cycle and differentiation programs upon aging of hematopoietic stem cells. Genome Res. Cold Spring Harbor Laboratory Press; 2015; 25: 1860–1872. https://doi.org/10.1101/gr.192237.115 PMID: 26430063

20. Nesterowa S, Harney FK, Pijuan Sala B, Diamanti I, Shepherd M, Laurenti E, et al. A single-cell resolution map of mouse hematopoietic stem and progenitor cell differentiation. Blood. 2016; 128: e20–e31. https://doi.org/10.1182/blood-2016-05-716480 PMID: 27365425

21. Shekhar K, Lapan SW, Whitney IE, Tran NM, Macosko EZ, Kowalczyk M, et al. Comprehensive Classification of Retinal Bipolar Neurons by Single-Cell Transcriptomics. Cell. Elsevier; 2017; 165: 61–74. https://doi.org/10.1016/j.cell.2016.01.047 PMID: 27015307

22. Deng Q, Ramsköld D, Reinbüs B, Sandberg R. Single-cell RNA-seq reveals dynamic, random monoallelic gene expression in mammalian cells. Science. 2014; 343: 193–6. https://doi.org/10.1126/science.1245316 PMID: 24408435

23. Goolam M, Scialdone A, Graham SJL, Macaulay IJ, Jedrusik A, Hupalowska A, et al. Heterogeneity in Oct4 and Sox2 Targets Biases Cell Fate in 4-Cell Mouse Embryos. Cell. Elsevier; 2017; 165: 61–74. https://doi.org/10.1016/j.cell.2016.01.047 PMID: 27015307

24. Xin Y, Kim J, Okamoto H, Ni M, Wei Y, Adler C, et al. RNA Sequencing of Single Human Islet Cells Reveals Type 2 Diabetes Genes. Cell Metab. 2016; 24: 608–615. https://doi.org/10.1016/j.cmet.2016.08.018 PMID: 27667665

25. Segerstolpe Å, Palasantza A, Eliasson P, Andersson E-M, Andréasson A-C, Sun X, et al. Single-Cell Transcriptome Profiling of Human Pancreatic Islets in Health and Type 2 Diabetes. Cell Metab. Elsevier; 2017; 24: 593–607. https://doi.org/10.1016/j.cmet.2016.08.020 PMID: 27667667
27. Vu TN, Wills QF, Kalari KR, Niu N, Wang L, Rantalainen M, et al. Beta-Poisson model for single-cell RNA-seq data analyses. Bioinformatics. Oxford University Press, Oxford; 2016; 32: 2128–2135. https://doi.org/10.1093/bioinformatics/btw202 PMID: 27153638

28. Friedman N, Cai L, Xie XS. Linking Stochastic Dynamics to Population Distribution: An Analytical Framework of Gene Expression. Phys Rev Lett. American Physical Society; 2006; 97: 168302. https://doi.org/10.1103/PhysRevLett.97.168302 PMID: 17155441

29. Kiselev V. scRNA-Seq Datasets [Internet]. [cited 15 Jul 2017]. Available: https://hemberg-lab.github.io/scRNA.seq.datasets/

30. McCarthy DJ, Campbell KR, Lun ATL, Wills QF. Scater: pre-processing, quality control, normalization and visualization of single-cell RNA-seq data in R. Bioinformatics. 2017; btw777. https://doi.org/10.1093/bioinformatics/btw777 PMID: 28088763

31. Chen T, He T, Benesty M, Khotilovich V, Tang Y. xgboost: Extreme Gradient Boosting. 2017.