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ABSTRACT

In recent years, self-supervised learning paradigm has received extensive attention due to its great success in various down-stream tasks. However, the fine-tuning strategies for adapting those pre-trained models to speaker verification task have yet to be fully explored. In this paper, we analyze several feature extraction approaches built on top of a pre-trained model, as well as regularizations and a learning rate scheduler to stabilize the fine-tuning process and further boost performance: multi-head factorized attentive pooling is proposed to factorize the comparison of speaker representations into multiple phonetic clusters. We regularize towards the parameters of the pre-trained model and we set different learning rates for each layer of the pre-trained model during fine-tuning. The experimental results show our method can significantly shorten the training time to 4 hours and achieve SOTA performance: 0.59%, 0.79% and 1.77% EER on Vox1-O, Vox1-E and Vox1-H, respectively.

Index Terms— Pre-trained model, fine-tuning strategy, speaker verification, attentive pooling

1. INTRODUCTION

Speaker verification (SV) is a process to verify whether an unknown speech belongs to its claimed identity. Since deep learning has shown superior results in speech processing, intensive research focuses on building deep structures \([1, 2]\) to extract discriminant speaker representations. These speaker embedding extractors are typically based on CNNs and trained from scratch on a fully supervised dataset. Given the substantial size of these models and sometimes limited training data for a specific domain, it can be challenging to properly train them to capture important speaker-specific features and achieve good robustness across domains.

Recently, the large (~100M parameters and more) pre-trained Transformer models, including Wav2Vec \([3, 4]\), HuBERT \([5]\), WavLM \([6]\), and their variants \([7]\) have significantly boosted the performance in the field of speech processing. These models are optimized in an unsupervised way for a speech prediction task on large-scale unlabeled data, which urges them to model the structure of speech via learning various acoustic units (such as phonemes, syllables, or other lower-level representations). By being trained on large corpora (e.g. 94K hours), these models provide an excellent initial feature extractor for a down-stream speech tasks, which can lead to faster training\([8]\).

The performance of a task at hand can be further boosted through their joint fine-tuning with a task-oriented back-end (classifier, embedding extractor, etc.) For example, in \([9]\), an average pooling layer and a fully connected layer are added on top of the Wav2Vec encoder, and then jointly fine-tuned in a multi-task framework. In order to further improve the speaker verification performance, in \([7, 10]\), a more powerful back-end is employed, which includes time-delay neural network (TDNN) \([2]\) and statistical pooling layer. These methods achieve excellent performance, but the fairly large back-end size and its architecture makes it vulnerable to overfitting and complicates the training. To alleviate this problem, in \([11, 6]\), a two-stage fine-tuning strategy is investigated: at first, the pre-trained parameters are frozen, and the randomly initialized speaker embedding extractor back-end is optimized from scratch, then, both models are trained jointly. This strategy leads to more stable training process and better results obtained on the VoxCeleb data-set, but it is computationally expensive as one needs to spend many iterations propagating through the fixed pre-trained model only to initialize the back-end and only then the full power of the architecture can be exploited via the joint training.

In this paper, we investigate how to maximize the power of pre-trained models in speaker verification task by introducing a lightweight back-end and designing proper fine-tuning strategies. Our back-end is solely based on attention and contains no convolutional layers (neither 1D as in TDNNs, nor 2D as in ResNets). The time position of each frame is encoded only through the inherent mechanism of each Transformer model (e.g. positional embeddings). As
shown in Fig 1, the proposed method demonstrates competitive SV performance as well as more efficient training process over existing state-of-the-art pre-trained model based SV systems that are integrated with TDNN. The contributions of our work are as follow:

- We propose a light-weight, convolution-free back-end model consisting of multi-head factorized attentive pooling (MHFA) and a linear layer to extract speaker representations. As demonstrated by [12], lower layers of pre-trained models are more effective for speaker verification while top layers focus on phonetic information. The proposed method exploits all levels of representations in the pre-trained model. It focuses not only to low-level spectral characteristics carrying most of the speaker information, but it also takes into account phonetic content of the utterances.

- We explore several strategies to stabilize the fine-tuning process and to boost the performance. We experiment with assigning each layer a different learning rate and for the pre-trained model fine-tuning, we employ L2 regularization towards its original parameters.

- We demonstrate the effectiveness of the proposed light-weight back-end, as well as the fine-tuning strategies, when integrating with three popular pre-trained models: Wav2Vec 2.0, HuBERT, and WavLM.

- We achieve state-of-the-art results on VoxCeleb data-set using fewer training iterations using a small attention-based back-end. With the same pre-trained model, the proposed system outperforms the WavLM-TDNN [6] and yields 0.59% EER on Vox1-O. In addition, compared to WavLM-TDNN, the proposed method can significantly shorten the training time from 30+ hours to only 4 hours on the same computing node.

The rest of the paper is organized as follows. Section 2 presents methods for extracting speaker information from pre-trained transformer models and the proposed method. Section 3 suggests two methods for avoiding over-fitting when fine-tuning. Section 4 describes the experimental setup and analyzes the results. Section 5 concludes the paper.

2. EXTRACTING SPEAKER INFORMATION FROM PRE-TRAINED MODELS

Most of the works that attain state-of-the-art performance in speaker recognition using Transformed-based pre-trained models are utilizing them as feature extractors, and feed their features to a TDNN or ECAPA-TDNN [9, 10, 6]. Other approaches [13, 14] fine-tune the pre-trained model using only very lightweight back-end (i.e. directly pool the features from the pre-trained model to extract embeddings, which are then fed to a simple linear classifier), but yield inferior performance compared to the former. The main goal of this paper is to explore methods that do not require deep and convolutional architectures and preserve the attention-based nature of the pre-trained network, while attaining state-of-the-art performance.

We study three light-weight back-ends attached to the pre-trained model for extracting speaker representation. All variants of the pre-trained model take raw waveform samples which are processed by a CNN encoder (see Figures 2 and 3 and section 4). This part of the model is always fixed while the rest of the model, the Transformer encoder [15], is jointly optimized with the back-end during the fine-tuning.

2.1. Top Layer Attentive Pooling

Intuitively, the pre-trained model can be regarded as a frame-level feature extractor that down-samples the raw waveform and then generates some universal frame-level features. Motivated by the standard x-vector style speaker extractor, we simply append an attentive statistical pooling layer and a linear layer on the top of the Transformer encoder as show in Fig 2 (a). Compared to the standard x-vectors [1], the frame-wise TDNN part of the speaker embedding extractor is replaced by the pre-trained model.

2.2. Layer-wise Weighted Average Pooling

The large transformer models are trained on thousands of hours of speech data to well represent the structure of speech and obtain good generalization capability for various down-stream tasks. However, some studies using the last layer’s representations [9, 13, 16] suggest that the advantage of fine-tuning pre-trained models over deep speaker extractors trained from scratch is insignificant or even non-existent. A potential reason is that the speech prediction objective of the pre-training stage is encouraging the model to ultimately discover and internally represent various acoustic units which in the last layers naturally correspond to (context-dependent) phones [5]. Therefore the top layers, which are closer to the objective of pre-training stage tend to be the most helpful for automatic speech recognition (ASR). In contrast, the speaker verification task benefits mainly from the low- and mid-level features, which carry most of the information about speaker identity. Thus, attempting to obtain the speaker representation only from the last Transformer layer’s output might be sub-optimal for speaker verification.

As shown in Fig 2 (b), following [6, 7], we take the outputs of the $L$-th Transformer layer as $Z_l \in \mathbb{R}^{T \times F}$, $l \in \{1, \ldots, L\}$, where $L$ denotes the total number of Transformer layers in pre-trained model, $T$ is the number of total frames, and $F$ is the feature dimension of each frame. Then, each $Z_l$ is assigned with a trainable weight $w_l$, and we learn a weighted average of all layers’ outputs to generate frame-level features $O \in \mathbb{R}^{T \times F}$ as follows:

$$O = \sum_{l=1}^{L} w_l Z_l$$  \hspace{1cm} (1)

Next, the weighted frame-level features are fed into an average pooling layer followed by a fully connected layer to obtain an utterance-level speaker embedding.

2.3. Multi-Head Factorized Attentive Pooling

In order to enhance the learned speaker representations, we employ an advanced attentive pooling, called multi-head factorized attentive pooling (MHFA), that clusters frame-level representations into acoustic units discovered by the transformer model. The frame-level representations are then aggregated (pooled) within each cluster and combined to produce the final speaker embedding. This mechanism allows speaker embeddings to be conditioned on the phonetic content of the input utterances.

A similar approach has been successfully proposed for CNNs (e.g. in [17, 18, 19]). Also note that our method shares similarities with i-vector methods that employ ASR to estimate the assignment of frames to speech recognition units, such as senones (e.g. in [20, 21]). The crucial difference between our method and other phonetic-attention based approaches (e.g. [17]) is that ours is unsupervised (i.e. no transcribed data or pre-trained ASR model is required) and relies only on the capacity of pre-trained transformer-based architectures to
Fig. 2. Architecture of the pre-trained model and attached light-weight back-end. During the fine-tuning, the CNN encoder is frozen, while the Transformer encoder and cascaded speaker extractor are jointly optimized.

Fig. 3. (c) Proposed Multi-Head Factorized Attentive Pooling.

capture meaningful acoustic/phonetic units (note that e.g. HuBERT acoustic units are highly correlated with phones [5]).

To describe the attentive pooling, we use the query/key/value abstraction for the attention mechanism as introduced in [15]. As mentioned above, we assume that the top layers of a pre-trained model contribute more to ASR task, while lower and middle layers contain more speaker information. Thus, we employ two sets of weights (factors) \( w_k \) and \( w_v \) to separately aggregate layer-wise outputs to produce the matrices of keys \( K \) and values \( V \), respectively:

\[
K = \left( \sum_{l=1}^{L} w_k^l Z_l \right) S^k
\]

\[
V = \left( \sum_{l=1}^{L} w_v^l Z_l \right) S^v,
\]

where matrices \( S^k \in \mathbb{R}^{F \times D} \) and \( S^v \in \mathbb{R}^{F \times D} \) are used to reduce the dimensionality of keys and values, respectively. Here, we assume that the model learns to produce values containing only speaker-discriminative information, while the keys might contain phonetic information, so that each attention head aggregates information from a specific set of phonetic units. This way the model can condition the speaker representation on and to be aware of the phonetic content of the input utterance. The architecture is shown in Fig 3. To aggregate the values over frames, we use the following multi-head attention mechanism:

\[
A = \text{softmax}(KQ),
\]

\[
c_h = \sum_{i=1}^{H} A_{h,i} V_i, \quad c = \text{concat}(c_1, \ldots, c_H),
\]

where columns of matrix \( Q \in \mathbb{R}^{D \times H} \) correspond to learned query vectors of individual attention heads, \( c_h \in \mathbb{R}^{1 \times D} \) is the \( h \)-th sub-representation, and \( c \in \mathbb{R}^{1 \times HD} \) is the utterance-level speaker representation concatenated from all heads. Finally, the speaker label prediction is performed via passing the representation through a subsequent linear layer and \( L_2 \)-normalization, and a classification layer that is needed only during training. In the testing stage, the \( L_2 \)-normalized linear layer’s output is regarded as the speaker embedding.

3. METHODS FOR PREVENTING OVER-FITTING

3.1. Regularizing parameter during Fine-Tuning

Although pre-trained models provide good initialization for speaker verification task, the fine-tuning process still tends to fall into local-optimum, especially on limited training data. This might be because the pre-trained models are much heavier than existing speaker extractor trained from scratch, and during the fine-tuning, such “over-parameterized” model will easily over-fit the small data and degenerate the performance.

To address this problem, we use \( L_2 \) regularization towards the initial pre-trained model. This encourages the fine-tuned model’s weights to remain close to the pre-trained initial ones, which leads to a more stable fine-tuning process. In the paper, we call it fine-tuning regularization. The regularization term is computed as:

\[
L_p = \sum_{j=1}^{H} (\theta^j - \theta_p^j)^2,
\]

where \( \theta_p \in \Theta \) denotes the parameters inherited from the original pre-trained model, and \( \theta \in \Theta \) denotes the current ones. Finally, the overall loss function \( L \) can be formulated as the combination of speaker classification loss \( L_{sp} \) and \( L_p \):

\[
L = L_{sp} + \lambda L_p,
\]
where $\lambda$ is a hyper-parameter to balance the two losses.

### 3.2. Layer-wise Learning Rate Decay (LLRD)

Intuitively, the bottom layers that are beneficial to the SV task should be assigned a lower learning rate to keep their function; meanwhile, the upper layers are supposed to be more flexible. In addition, each Transformer block is cascaded through a residual connection. If the shallow layers change rapidly, the original representation from the upper layers will completely change – this might distort the modeling ability of the whole transformer encoder.

Motivated by [22], we adopt a layer-wise learning rate decay mechanism, assigning lower learning rates to the bottom layers and higher ones to the top layers. Specifically, we first set a base learning rate $LR_1$ to the bottom layer, and then, an exponential decay rate is applied to the learning rates of each layer from bottom to top:

$$LR_l = LR_1 \times \xi^{l-1}, \quad (6)$$

where $LR_l, l \in \{1, \ldots, L\}$, denotes the learning rate of $l$-th Transformer layer, and $\xi$ is the weight decay factor. $\xi > 1.0$ suggests higher learning rate for top layers, while $\xi = 1$ indicates that each layer is assigned with the same learning rate. The effect of $\xi$ will be further discussed in Sec 4.2.3.

### 4. EXPERIMENTS

#### 4.1. Setup

**Data-sets.** The SV performance is evaluated on the VoxCeleb corpus [23, 24], which is a widely used large-scale text-independent speaker verification data-set. The training set is derived from the development set of Voxceleb2. The performance is evaluated on VoxCeleb1-O, VoxCeleb1-E, and VoxCeleb1-H trials.

**Implementation details.** In this work, we utilize two types of pre-trained models: 1. The Base (Base+) model, including WavLM Base/Base+, HuBERT Base, Wav2Vec2.0 Base, contains a CNN encoder and 12 layers of Transformer. The dimension of the Transformer output is 768. The total number of parameters of those models are around 94M. 2. The Large model has 24 transformer blocks with 1024-dimensional output resulting in 316M parameters. All models are fine-tuned using 8 A100 GPUs with 10 epochs and are optimized by AAM-softmax [25] with a margin of 0.2 and scaling of 30. Hyper-parameter $\lambda$ is set to 1e-4. To speed up the training, the learning rate is decreased by 5% each epoch. The duration of input raw waveform is set to 3 seconds. The mini-batch size of 120 is chosen for training all Base models, size 80 for the Large model. When adopting large margin fine-tuning (LM-FT) [26] to further boost performance, we input longer (5 seconds) waveforms and set the margin to 0.5 for additional 3 training epochs. Besides, Vox2-dev training data-set is augmented by adding noise and reverberation (MUSAN and RIR data-sets) [27].

**Performance Metrics.** Both equal error rate (EER) and minimum detection cost function (minDCF) are employed to measure the performances of speaker verification systems. The target probability $P_{tar}$ is set to 0.01 or 0.05, for DCF1 and DCF5, respectively. $C_{fa}$ and $C_{fr}$ share the equal weight of 1.0.

#### 4.2. Results

##### 4.2.1. Speaker Extractor Variants

The performance of our speaker extractor variants is reported in Table 1. Note that for (c) $H$ is set to 8.

#### 4.2.2. Different constraints of fine-tuning

We experiment with various constraints to stabilize the fine-tuning in Table 2. We observed that restriction on the distributions of $w^k$ and $w^v$, i.e. reinforcing their similarity, harms the performance. In addition, sharing a linear layer (i.e. $S^k = S^v$) leads to poor performance. This suggests that it is difficult to separate speaker information and phoneme information simultaneously with a single linear layer, which further confirms the effectiveness of the proposed factorization. The best EER result of 0.85% is achieved by applying fine-tuning regularization. This indicates that an explicit bias towards the initial model is beneficial for the discriminability of the speaker representations and for avoiding over-fitting.

#### 4.2.3. Layer-wise learning rate decay

Table 3 presents the results of using different learning rate schedules. The base learning rate of MHFA is set to 1e-3 for all experiments. As expected, freezing the parameters of the pretrained model leads to the worst performance. Using the same high learning rate (i.e. 1e-3) for both training the MHFA back-end and fine-tuning the Transformer encoder in the pre-trained model did not lead to convergence. However, when training the the MHFA back-end (from random initialization) with learning rate 1e-3 and simultaneously fine-tuning the Transformer encoder with a low learning rate an excellent performance can be achieved. In addition, when $\xi > 1$, which means the learning rate increases from bottom to top, the best performance is achieved.
Fig. 4. Parameter change trends. Brighter color reflects subtler change of optimized model compared to the initial pre-trained one. To better demonstrate the change trend, we use more training epochs.

Fig. 5. Layer-wise weights of value flow (yellow) and key flow (purple). 0-th Transformer layer denotes the output of the CNN encoder, which is also the input of the 1st Transformer layer.

(EER: 0.80%). Note that our training procedure does not require the back-end to be first trained using the fixed pre-trained model, which leads to substantial computational savings during the training.

To further understand how and why LLRD works, we track the parameter trends of each Transformer block with different settings. As shown in Fig 4, compared to unrestricted fine-tuning (a), applying fine-tuning regularization (b) makes the change of each layer’s parameters smoother instead of drastically optimizing a few layers. When combining the fine-tuning regularization and LLRD (c), we find that the parameter changes of lower layers tend to be smaller. This observation meets our expectation that bottom layers are more sensitive to speaker-related task.

4.2.4. Comparison with state-of-the-art systems

We compare the proposed method with other state-of-the-art systems using pre-trained models in Table 4. The results show a significant degradation in performance when the LLRD and fine-tuning regularization is not used during the fine-tuning. This is especially true for the Large pre-trained model (i.e. WavLM Large). We observe that with the number of heads \( H \) increasing (i.e. from 8 to 128), the system performance improves and with \( H = 64 \), the performance starts to peak. Further improvement can be obtained by adding the large margin fine-tuning strategy, which leads to very competitive results (the bold numbers in Table 4) as compared to the SOTA methods utilizing a pre-trained model of a similar size (94M parameters). We also include our preliminary experiments with WavLM Large (the last block in Table 4), where we achieved similar or better results as with the Base+ model, but we did not attempt to extensively adjust our fine-tuning strategy.

4.2.5. Comparison of pre-trained models

From Table 4, our results show a large gap in performance between Wav2Vec 2.0 and HuBERT, indicating that the training paradigm of the latter encourages the network to model speaker information in the intermediate layers. One plausible explanation is that the iterative clustering mechanism of HuBERT (i.e. k-means representations from an intermediate Transformer layer, prediction of masked tokens’ cluster index in the last layer) yields more speaker-independent targets, and therefore encourages the network to model speaker information in order to use it for speaker normalization in the final layers (i.e. to remove speaker information in the output). This is in contrast to the Wav2Vec 2.0 training approach, where (a) the discretization is taking place on the outputs of feature encoder (i.e. the CNN), i.e. on representations that clearly contain speaker information, and (b) the classification task is between the true cluster index and those of distractors, which are uniformly sampled from other masked time steps of the same utterance (i.e. contrastive loss).

The performance of WavLM is only marginally better than that of HuBERT, despite the fact that the training scheme is more targeted to speaker modeling (i.e. use of simulated noisy/overlapped speech as
We proposed an attention-based back-end and a fine-tuning strategy for attaining state-of-the-art results in speaker recognition using pre-trained self-supervised speech models with transformer architectures. The back-end utilizes all transformer layers and creates two feature streams via two learnable layer-wise aggregators. The key stream is used for estimating the phonetic content of the utterance while the value stream carries the speaker-discriminative information. The proposed method is tested with five different self-supervised models, and the comparisons with other pooling strategies and published results demonstrates its effectiveness. Furthermore, our method is the first to attain such state-of-the-art results without frame-level convolutional layers, indicating the power of Transformers and attention in extracting speaker information. Finally, we proposed a fine-tuning strategy combining layer-wise learning rate decay and a regularization method that encourages the model parameters to remain close to the ones of the pre-trained model. This strategy was crucial to reach state-of-the-art performance and can be further explored, e.g. by using the Fisher Information Matrix in the regularizer, as proposed in Elastic Weight Consolidation [30].

5. CONCLUSION
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