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The distrust in information institutions strongly affects the opinion formation process. The misinformation epidemic has the negative effect that people are unsure what to believe. In the usual opinion dynamic models, the agents have well-defined opinions that change due to social influence. Here, we present a simple model to study the emergence of consensus in opinion pools of uncertain agents that display binary opinions with a probability that depends on an individual intrinsic probability and a social term that couples the individual to the neighborhood. In regular lattices, we observe three outcomes depending on the coupling strength and the intrinsic probability: consensus is reached even in infinity systems, the agents never reach consensus, or local consensus, for both opinions, is transitory. We model individual variability by assigning different intrinsic probabilities to each agent. In this new environment, we observe regions in the space of parameters where consensus (bulk-stable, clusters of like-minded opinions) dominates. We also find weak-consensus domination regions (bulk-unstable, temporary clusters where contrary opinions emerge inside the cluster randomly) and distrust domination regions (random orientations that do not form clusters).

I. INTRODUCTION

The worldwide emergence of exacerbated opinion polarization is an important social phenomenon. The emergence of very closed-minded groups such as neo-fascists and anti-vaccination [1, 2] is related to polarization. Contemporary studies [3–7] relate the opinion polarization to the diffusion of manipulated or incorrect information (“fake news”), and exposure algorithms in social media. On the other hand, strong distrust of government-regulated information sources is generally correlated to low-level education in [8].

Opinion dynamics has attracted the interest of physicists, who usually contribute to the area with simple models aiming at complex features that emerge from simple rules. One successful example is the voter model, whose origin is rooted in Clifford and Sudbury’s work on species competition in 1973 [9], later used to study social systems in 1975 [10] and named “voter model”. This model became well-known among physicists because it is one of the few non-equilibrium stochastic processes that present exact solutions in any dimension [11, 12]. Each agent has an associated binary variable $s = \pm 1$ representing binary opinions. At each time-step one agent $i$ and one of its neighbors $j$ are randomly selected so that agent $i$ copies the neighbor’s opinion: $s_i = s_j$. This step is repeated until the system reaches the absorbing consensus ($s_i = s_j$ for all $i$ and $j$). The main question addressed by the voter model is whether consensus is reached in infinite systems. General solutions in lattices [13], and random walkers that coalesce upon encounters theory [14, 15] show that only at $d \leq 2$ the voter model undergoes coarsening process leading to consensus. Because bulk noise is absent, disordered initial conditions lead to increasing order, indicating a relation to coarsening processes, although the roughness of the interfaces [16] suggests an unusual instance of such processes. Nevertheless, at $d > 2$ the voter model (asymptotically) presents a finite density of interfaces, implying consensus absence. This is contradictory in finite systems where the voter model reaches consensus in any dimension, and the question of interest becomes the time needed for reaching it. This time, $T_N$, is of the order of $T_N \propto O(N^2)$ for uni-dimensional systems, $T_N \propto O(N \ln N)$ for bi-dimensional systems and $T_N \propto O(N)$ for $d > 2$ [17].

In the voter model, the agents’ opinions remain the same until they are changed due to the influence of neighbors. However, opinion uncertainty becomes especially important when distrust in information sources is present. Hence, we propose representing the agent’s opinion by a random variable assuming the values $-1$ or $1$ with probabilities depending on an intrinsic term and a social term that considers the neighborhood’s opinion. The agents interact with their first neighbors, and the neighbors’ opinions are linearly coupled to the agents’ probabilities. We are interested in the long-time behavior of the system, the conditions for the existence of the stationary state, and the microscopic mechanism driving the system. The phase diagram of the homogeneous system, where all agents have the same intrinsic probability, exhibits regions where consensus is both an attracting and absorbing state, regions where consensus is an absorbing state but not an attracting one, and finally, regions where consensus is not an attracting state nor an absorbing one. The phase diagram of heterogeneous systems has a more complex morphology. It presents the three previously discussed global states and four other regions exhibiting the coexistence of two or three of those states.

We present the model in section II. The results section (section III) is divided into three subsections discussing homogeneous systems, heterogeneous systems, and non-
linear couplings. We present discussions and conclusions in the section IV. Additionally, the appendix section directs the reader to the source code (in FORTRAN 95) of the simulations presented in this work and to the calculations of particular case that can be solved using Markov chain theory.

II. THE MODEL

The opinion of the \(i\)-th agent, at time \(t\), is a binary random variable \(X_i^t = \pm 1\). The probability that \(X_i^t = 1\) is given by:

\[
p_i^t = p_0^i + \frac{K}{d} \sum_{j \in \Omega_i} X_j^t_{t-1},
\]

where \(\Omega_i\) is the set of the agent's first neighbors, \(p_0^i\) is its intrinsic probability (baseline probability or solitude probability), \(K\) is the coupling constant, and \(d\) is the coordination number of the lattice. Because \(p_i^t\) is a probability measure, if \(p_i^t < 0\) or \(p_i^t > 1\) the value of \(p_i^t\) must be truncated in the interval \([0, 1]\). The update of the probabilities is synchronous.

The model is a Markov chain in the space of states \((-1, 1)^N\), where \(N\) is the population size. Because for \(N > 2\) analytical solutions are unfeasible (see the appendix), we use mean-field approximations and microscopic mechanisms analysis to investigate the system. We also use computer simulations to confirm the results. The analytical solution for the case \(N = 2\) is presented in the appendix.

It is worth mentioning that, at \(p_0^i = 0.5\) and \(K = 0.5\), our model has the same transition rates as that of the voter model:

\[
W(X_i^t \rightarrow -X_i^{t+1}) = \frac{1}{2} + \left(\frac{1}{2} - p_0^i\right) X_{i, t-1} \cdot \frac{K}{d} \sum_{j \in \Omega_i} X_j_{t-1}.
\]

Notice that, in the voter model, the opinions can change only if there is no local consensus and the opinion update is asynchronous. In our model, the opinions are intrinsically probabilistic, and the update is synchronous.

III. RESULTS

A. Homogeneous systems

In homogeneous systems, all agents have the same baseline probability, \(p_0^i = p_0\ \forall i\). The definition in Eq. 1 implies that \(p_i^t\) takes values on a discreet spectrum ranging from \(p_0 - k\) to \(p_0 + k\) in step-sizes that depends on the coordination number \(d\). For example, if \(d = 2\) the possible values are \(\{p_0 - k, p_0, p_0 + k\}\).

1. The consensus region

Figure 1 shows the average value \(p_\infty\) that is obtained by averaging \(p_i^t\) over all agents in the lattice in the stationary state. The parameter space that we investigate is the space \(p_0 \times K\). The system reaches full consensus for \(K < 0.5\) in the regions above the line \(p_0 + K > 1\) and below the line \(p_0 < K\). For \(K > 0.5\), all points except the line \(p_0 = 0.5\) yield consensus as an absorbing and attracting state. Because the region in the parameter space where the consensus \(X_i = \pm 1\) if found is symmetric to the region \(X_i = 1\), we analyse only the consensus region of \(X_i = 1\).

First, let us analyse the region \(K < 0.5\) and \(p_0 + K > 1\) and suppose a focal agent is inside a cluster where all display the opinion \(X_i = 1\) at time \(t\). Inside such a cluster, because \(p_0 + K > 1\) we must have \(p_t = 1\). Thus, no fluctuation of opinions occurs. We say that this cluster is \underline{bulk-stable}. At the borders of the cluster, approximately half of the agents’ neighbors are inside the bulk and half outside, in patches of agents with random orientations (if \(p_0 + K > 1\), then \(1 - p_t = q_0 - K < 0\), which implies that the probability of forming a \(X_i = -1\) bulk-stable cluster is null). Therefore, at the borders \(P(X_t = 1) \geq p_0 > 0.5\) and the probability of staying at \(X_t = 1\) is higher than changing to \(X_t = -1\). The probability that the cluster grows is higher than that it shrinks. The system reaches the consensus eventually, and \(P(X_t = 1) = 1\) for all agents after that. For \(K > 0.5\) and \(p_0 > 0.5\), the process of consensus formation is similar. Notice that this argument suggests that the consensus state is absorbing and attracting.

These results are also compatible with the following mean-field analysis. Let us approximate \(X_i^t\) by its average value:

\[
E(X_i^t) = p_i^{t-1} - (1 - p_i^{t-1})
\]

\[
= 2(p_i^{t-1} - p_c),
\]

where \(p_c = 0.5\). This approximation converges to the exact value as \(d \to \infty\). The parameter \(p_c\) is an important one because it splits the parameter space in two symmetric regions. Using this average value in Eq. 1 we obtain:

\[
p_i^t \approx p_0^i + \frac{2K}{d} \sum_{j \in \Omega_i} (p_i^{t-1} - p_c).
\]

If we develop this recursive expression in powers of \(K\), at the limit \(t \to \infty\) we get:

\[
p_\infty = \left\{ \begin{array}{ll}
p_c + \frac{p_0 - p_c}{1 - 2K} & \text{for } K < 0.5 \\
p_c & \text{for } K \geq 0.5, \text{ and } p_0 \neq p_c \end{array} \right.
\]

We must truncate Eq. 4 to have the correct probability measure. Notice that this approximation suggests the existence of the parameter \(K_c = 0.5\), which is critical in the sense that the behavior of the system changes completely when the coupling \(K\) crosses this value. For \(K > K_c\), the opinion that reach consensus depends on whether \(p_0 > p_c\).
shows time-series of the evolution of the probability generating Eq. 10 and the mean field approximation (see appendix) and the mean field approximation (averaged over the population) in environments with 10,000 agents under periodic boundary conditions and random initial opinions. The general aspect of the phase diagram does not depend on the coordination number, $d$.

or $p_0 < p_c$. For $K < K_c$, the truncation of $p_\infty$ yields two truncation lines: $K = p_0$, under which $p_\infty = 0$, and $K = 1 - p_0$, above which $p_\infty = 1$. Notice that these are the same lines obtained previously through microscopic arguments.

Figure 2 shows time-series of the evolution of the probability (averaged over the population) in environments with 10,000 agents in a ring $(d = 2)$, a torus $(d = 4)$ and hyper-torus $(d = 6)$ geometries. These results are compatible with the results obtained by transition matrix calculations (see appendix) and the mean field approximation generating Eq. 4.

2. The consensus absence region

In the region enclosed by the two truncation lines – $p_0 < 1 - K$ and $p_0 > K$ – Eq. 4 shows that $0 < p_\infty < 1$. In other words, the consensus is never reached. The agents express, with non-null probability, opinions that do not agree with the opinions of their neighbors. This happens because, independently of the opinion, any agent inside any cluster can display an opinion contrary to any local temporary consensus. In this case, no bulk-stable cluster is formed. Because the behavior is symmetric by node label exchange, any pair of nodes must have the same stationary statistical distribution, have the same opinion distributions, and be under the influence of neighboring micro-states that also have the same distribution. In other words, if the $i$-th node displays a negative opinion during an average time of $1/p_\infty$ before changing to the opposite opinion, then this must be true for every other node. Therefore, large clusters only appear due to strong fluctuations.

3. The absorbing but not attracting consensus state

For $p_0 = p_c = 0.5$ and $K < 0.5$, the probability $p_i^t$ is such that $p_i^t = p_c$ for all agents. The individuals’ opinions always change, but all nodes will display both opinions with the same frequency. In this case, the conservation of orientation ($E(X_t^i) = 0$) is just a statistical number.

The line $p_0 = p_c = 0.5, K > K_c = 0.5$ splits the parameter space into two consensus regions. Recall that at $p_0 = p_c$ the transition rates of our model and the voter model are the same. However, the possible stationary states are very different. The consensus states $X_t = 1$ and $X_t = -1$ are absorbing, but not attracting. There is another absorbing state characterized by an oscillatory pattern, which arises at the frontiers between local clusters of type $X_t = 1$ and $X_t = -1$. Interestingly, the long-time behavior of the system under random initial conditions exhibits meta-stable coexistence of all these
bulk-stable states in such a way that the average probability $\langle p'_i \rangle$ is null, which is in full agreement with the mean-field approximation in Eq. 4. Nevertheless, strong local fluctuations are common, as shown in Fig. 3.

B. The heterogeneous system

In heterogeneous systems, each agent has a different baseline probability: $p'_0 = p_0 + \epsilon_i$. Here we consider $\epsilon_i = \epsilon(2u_i - 1)$, where $u_i$ is a random variable with uniform distribution in the range $-1 \leq u_i \leq 1$, and $\epsilon$ measures the noise amplitude. Figure 4 shows the phase diagram for the heterogeneous system with $\epsilon = 0.1$. Although the phase diagram is three-dimensional, we restrict our analyses to the two-dimensional $p_0 \times K$ space, considering $\epsilon$ as a fixed parameter. The general aspect of the diagram is identical to the homogeneous case shown in Fig. 1 except for the blurred region fc linear size $\epsilon$ along the separation lines. The same microscopic arguments used to identify the consensus region in the homogeneous case can be used here. The condition $p_0 + K > 1$ changes to $p_0 + K + \epsilon > 1$ for $K < K_c$, and the condition $p_0 > 0.5$ changes to $p_0 + \epsilon > 0.5$.

In contrast to homogeneous systems, the agents are not symmetric, and the dynamics strongly depends on the local fluctuations of $p'_0$. Hence, a mean-field approximation is not the right approach. Instead, we will use microscopic arguments to analyze cluster stability and growth rates in the rather simple ring topology. The simulations do not indicate that different mechanisms work at higher coordination numbers.

Let us consider a three-site cluster such that $X_{0}^{t-1} = X_{0}^{t} = X_{0}^{t+1} = 1$, with $X_{0}^{t+2} = X_{0}^{t-2} = -1$ defining the limits of the cluster ($t = 0$ for simplicity). The probability that the central node and the site at the border keep their orientations is:

$$P(X_0^t = 1) = p_0 + \epsilon_i + K \quad \text{and} \quad P(X_0^{t+1} = 1) = p_0 + \epsilon_{i+1}.$$ (5)

The probability that its neighbor at $i+2$ flips to the same orientation of the cluster is given by:

$$P(X_1^{i+2} = 1) = p_0 + \epsilon_{i+2} + KP(X_0^{i+3} = 1).$$ (6)

The central node keeps its orientation with probability 1 either if

$$K \geq K_c \quad \text{and} \quad p_0 + \epsilon_i > p_c,$$ (7)

or if

$$K < K_c \quad \text{and} \quad p_0 + \epsilon_i > 1 - K.$$ (8)

If one of the conditions 8 or 9 holds for all agents, then all system have baseline probabilities lying outside of the triangular region of the parameter space and the equations 6 and 7 imply that $P(X_0^{i+1} = 1) > p_c$ and $P(X_0^{i+2} = 1) > p_0 + \epsilon_{i+2} > p_c$. Thus, the probability for the cluster to grow is higher than the shrinking probability. It will increase in size, taking over the system analogously to homogeneous systems. The consensus state is,
increases. It suggests, and decreases if none of the conditions hold for all nodes, it is still possible to have bulk-stable clusters around the nodes that satisfy them. The maximum size of such clusters depends on the baseline probabilities of the sites at the frontiers. As equations 6 and 7 suggest, if \( p_0 + \epsilon_{i+1} + K < 1 \), than this \( i \)-th agent is not bulk-stable, establishing the limits of the cluster in this direction. Notice that one may observe a temporary increase in size due to fluctuations, but it is not a piece of the bulk-stable cluster as the orientation is never frozen, and contrary opinions appear in a time scale of the order of \( 1/(1-(p_0+\epsilon_{i+1}+K)) \). Because the model is symmetric with respect to the transformation \( p_i \leftarrow 1-p_i \) together with \( X_i \leftarrow -X_i \), the same is true for the symmetrical region (a reflection of the phases diagram around the line \( p_0 = p_c \)). Notice that, for a fixed value of \( K \), the number of not frozen sites in the positive opinion position increases as the number of nodes violating the conditions 8 and 9 increases.

If no agent satisfies the conditions 8 or 9, then the opinions are never frozen in clusters. All agents display frequencies of opinions compatible with their intrinsic probability. This is very similar to the inner region of the triangle in the homogeneous systems.

In the simulations, we counted the expected number of bulk-stable sites by counting the sites satisfying one of the conditions 8 or 9. We also measured the observed number of sites that are part of of bulk-stable clusters by counting the number of sites with \( p_i = 1 \) or \( p_i = 0 \), corresponding to \( X_i = 1 \) and \( X_i = -1 \) frozen particles, respectively, at the last simulation time. The histograms are shown in Fig. 5. In the region A (\( p_0 = 0.65, K = 0.50 \) and, \( \epsilon = 0.1 \), where all obey the conditions 8 or 9), and D (\( p_0 = 0.50, K = 0.30 \) and, \( \epsilon = 0.1 \), where none obey neither conditions 8 or 9), there is an excellent agreement between the expected and the observed bulk-stable sites. However, the agreement is not good at the mixed regions B (\( p_0 = 0.60, K = 0.40 \) and, \( \epsilon = 0.1 \), where some obey the condition 9) and C (\( p_0 = 0.50, K = 0.70 \) and, \( \epsilon = 0.1 \), where some obey the condition 8). The reason for the disagreement shown in Fig. 5 is that in the estimate of the number of agents in bulk-stable clusters, we did not include the nodes at the borders. As the coordination number increases, the fraction of frontier nodes also increases. If \( K < K_c \), as in the regions B and D, to reach the bulk-stability one needs the consensus of a considerable majority, which is hindered by the increase in the coordination number (a simple majority in a low \( d \) system presents a higher fluctuation than a simple majority in a high \( d \) system). Therefore, the difference between the expected and the observed increases as the coordination number increases in this region. On the other hand, if \( K > K_c \), as in C, the agent does not require full consensus for it to become a bulk-stable node. More nodes brings more configurations where \( p_i = 1 \). The probability of being in the such state becomes less dependent on fluctuations at the frontiers. Thus, the higher the coordination number, the smaller the difference.

The temporal evolution of heterogeneous systems are mostly characterized by trajectories on the basin of attraction leading to consensus states or consensus absence states. Nevertheless, complex behavior appears in the neighboring region of the separation lines in the space of parameters. The size and number distributions of stable clusters depend on the initial conditions and may increase in size beyond its limits occasionally through fluctuations, but they never dominates the system which presents frozen opinions coexisting with never-complying agents. When the parameter region contains both the truncation lines (nearby \( p = p_c \) and \( K = K_c \) point), its temporal evolution leads to the coexistence of \( X_i = 1 \) bulk-stable clusters, \( X_i = -1 \) bulk-stable clusters, and non-conforming agents.

C. Non-linear coupling

The phase diagrams analyzed so far do not depend on the coordination number. We now show that this fea-

\[
\begin{align*}
\text{FIG. 4. Fundamental diagram of the heterogeneous system} \\
\text{in a square lattice (d=2). The parameters and interpretation} \\
\text{are the same as in Fig. 1. Notice that the truncation lines} \\
\text{are blurred, reflecting the individual variation on the value of} \\
p_i^t \text{ of size } \epsilon. \\
\end{align*}
\]
FIG. 5. Histograms of the frequency of the bulk-stable and bulk-unstable clusters in regions A, B, C, and D are marked in the phase space. We compare the theoretical value (the number of nodes satisfying $p_0 + K \geq 1$) with the experimental values (all nodes with $p_i = 1$ at the last step of the simulation). The theoretical numbers are colored green and the observed in simulations are colored red. Dark color indicate bulk-stable nodes frequency and the light colors otherwise.

The stationary state, if exists, must be the solution of 12. It does not depend on the coordination number anywhere (notice that if $n = 1$ this expression gives $Y = 1/(1 - 2K)$, and once again, we are back to 4) so that $d$ is not a relevant variable for homogeneous systems.

D. Conclusions

In the usual opinion dynamics models, individuals have opinions that can change due to the influence of others. Here we considered individuals that face uncertainty and do not fully trust their neighbors.

We show that if all agents have the same intrinsic opinion probability, social influence guarantees convergence on average to the same probability distribution. The system achieves the consensus if the coupling strength is strong enough or the agents are strongly biased towards one opinion (intrinsic probability value). However, at low coupling strength and low bias, the individuals’ probabilities converge to the same, non-unitary value that guarantees that consensus will never happen, even in finite systems.

In populations with heterogeneous intrinsic probability, the system also reaches the consensus for parameters similar to those in homogeneous systems. In heterogeneous systems, there are regions where the steady-state consists of a stable coexistence of bulk-stable clusters, temporary clusters, and agents that manifest opinions at random without belonging to a temporary cluster for a considerable time. This state is compatible with the existence of very closed-minded groups, manifesting opposite opinions, coexisting with people that do not feel confident in either opinion and people that listen to both sides, voting with the local majority. Surveys observed the coexistence of these behaviors in political contexts.

We also show that some non-linear coupling functions present results that do not depend on the coordination number $d$. At first, one may ask if such couplings would return the same results regardless of the geometry of the network (whether it is regular or not). Further studies on non-linear couplings and complex networks are required.

Surveys in natural populations only capture the instantaneous opinion of the subjects. Hence it is hard to distinguish certain from uncertain opinions unless the degree of certainty is part of the survey. When distrust of media is widespread, feeling little confidence in an opinion is an important phenomenon to consider. Here we show that social influence and certainty are fundamental to understanding opinion dynamics with depth.
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IV. APPENDIX

A. Supplemental information

The code to run the simulations is freely available at
https://github.com/ojoS2/StochasticProcessCouplingProject.

B. Markov chain analysis for a system with two agents

The model with \( N = 2 \) agents is a Markov Chain \((X^1_t, X^2_t)\) with states in the set \((-1, -1), (1, -1), (-1, 1), (1, 1)\) with transition probabilities calculated from equation 1. For example, the probability of going from \((-1, 1)\) to \((1, 1)\) is equal to \(p_1^1 p_2^1\). The transition matrix is given by

\[
T = \begin{pmatrix}
(-1, -1) & (-1, 1) & (1, 1) \\
(-1, 1) & (1, 1) & (1, 1) \\
(1, -1) & (1, -1) & (1, 1) \\
(1, 1) & (1, 1) & (1, 1)
\end{pmatrix}
\quad \begin{pmatrix}
\alpha_1 & \alpha_2 & \beta_1 \\
\beta_2 & \beta_1 & \alpha_1 \\
\alpha_2 & \alpha_1 & \beta_2 \\
\beta_2 & \beta_1 & \alpha_1
\end{pmatrix},
\tag{13}
\]

where \(\alpha_1^i = p_0^i + K\), \(\alpha_2^i = q_0^i + K\), \(\beta_1^i = p_0^i - K\), \(\beta_2^i = q_0^i - K\). The stationary state is obtained by finding the eigenvectors associated to the eigenvalue one. The particular case of the homogeneous system with parameters on the critical line \(p_1^1 = p_2^2 = 0.5\) is illustrative. The stationary state is given by

\[
\begin{pmatrix}
1 \\
1 \\
1 \\
1
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{4(1 - 2K^2)} + \frac{1}{4(1 - 2K^2)} \\
\frac{1}{4(1 - 2K^2)} + \frac{1}{4(1 - 2K^2)} \\
\frac{1}{4(1 - 2K^2)} + \frac{1}{4(1 - 2K^2)} \\
\frac{1}{4(1 - 2K^2)} + \frac{1}{4(1 - 2K^2)}
\end{pmatrix}.
\tag{14}
\]

For \(K < 0.5\), the pair of states \((-1, -1)\) and \((1, 1)\) have equal probability, as well as the pair \((-1, 1)\) and \((1, -1)\). The shift of the probability is determined by \(K\): the greater the \(K\) the more the system stays at \((-1, -1)\) or \((1, 1)\). For \(K > 0.5\) we must truncate \(\alpha_1^i\) and \(\beta_2^i\). The stationary state is \((1/2, 0, 0, 1/2)\). In this case, the system is absorbed at \((-1, -1)\) or \((1, 1)\) with equal probability. For any \(K\) value, the average \(p_1^i\) in the stationary state is always equal to zero.

In the general homogeneous system where \(p_1 = p_2 = p\), the stationary state is given by

\[
\chi \begin{pmatrix}
\frac{(q-K)(2p^2-(p-K)(p-q))}{(p-K)(q-2K^2-(p-q)K)} - p-q, p-K \\
1 \\
1 \\
2p^2-(p-K)(p-q)
\end{pmatrix},
\tag{15}
\]

where \(\chi\) is a common factor that is determined by the normalization constraint. For example, if \(q = p = 1/2\) then \(\chi = (1 - 4K^2)/(4(1 - 2K^2))\) and we get back the symmetry previously discussed. Figure 1 shows the stationary value of \(p_1^i\) averaged over both sites for the homogeneous case. Notice that the phase diagram for \(N = 2\) is nearly equal to the phase diagram for large \(N\), as shown in Fig. 1.
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