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Summary:

This study uses remote sensing observations from an airborne field campaign over the tropical Atlantic ocean upstream Barbados to assess two sets of cloud-resolving ICON simulations, one at 1.25 km grid spacing (SRM) with one-moment microphysics and the other at 300 m grid spacing (LEM) with two-moment microphysics. The model-observation comparison is based on forward-simulated model output to mimic what the aircraft radar and lidar would see given the atmospheric state and the microphysical assumptions in the model. The authors find the LEM to reproduce the observed bi-modal cloud top height distribution seen by the lidar, while the SRM fails to represent the upper mode. Stratifying the results into different LWP classes shows that also the LEM model has significant deficiencies in its representation of the radar- and lidar-detected cloud top and base height distributions.

This is a nice study that fits well into the scope of GMD. The use of the forward simulation gives interesting new insights about the deficiencies of cloud-resolving simulations in representing shallow cumulus clouds. My main comments regard a more thorough comparison of the representativeness of the selected LEM and SRM profiles, and an analysis of the uncertainty of the forward-simulation and the sensitivity of the results to the microphysical model assumptions.

My general comments are detailed in the following, as well as more specific comments and typographical suggestions.

GENERAL COMMENTS:

1. Comparability of selected LEM and SRM profiles:

Vial et al. 2019 showed in their Figure 5 that the 1.25km SRM has a larger cloud cover than the 300-m LEM, especially due to larger contributions from clouds with cloud tops > 1.3km. So I’m surprised that your results here are so different. This might be due to the different microphysical assumptions, but could also be due to the different domains and days used for the SRM vs. the LEM.

For the LEM, it seems that you are using data from only 10 grid points on 4 days, all sampled at the same latitude. Due to the high temporal resolution of the meteogram output this may give you a lot of profiles, but they will all be highly (auto)correlated. The LEM thus samples much less variable conditions than the SRM. To allow for a more robust and fair comparison of the LEM and the SRM, a comparison of the cloud
fractions and/or cloud top height distributions of the LEM and SRM for the same domain and the same days should be made. This would establish how representative the meteogram data is.

As the necessary input for the forward-simulator is available only for the meteogram points of the LEM, it might be difficult to use the model output of the full LEM domain to do the forward simulation. You could just use the mean and variability of the parameters from the meteogram points to constrain the forward-simulator, which can then be applied to the entire domain.

Additionally, to understand how much of the forward-simulated SRM-LEM differences come from the different microphysics, I find it important to first show a comparison of the cloud-top height distributions of the two models without using the forward-simulator. This should also be compared to a best-guess observational cloud-top height distribution, either from the lidar alone or from a combination of the lidar and radar-detected clouds. For the lidar, you mention that clouds with liquid water content exceeding $10^{-7}$ kg/kg are detected. So you could apply this same threshold to the LEM and SRM simulations (for the SRM, also the sub-grid cloudiness will have to be taken into account).

Apart from showing the frequency distribution as in Figure 5, it might also be worth comparing the cumulative distributions as e.g. in Medeiros et al. 2010 (Figure 7) or van Zanten et al. 2011 (also Figure 7), with the lowermost level representing the total cloud cover.

Other questions regarding the simulations are:

- Are there any spin-up issues at the beginning of the simulations and is it feasible to use the LEM simulations already from 12 UTC on, i.e. just 3h after initialization? - In the appendix you mention that the SRM uses a diagnostic cloud scheme in addition to the prognostic cloud scheme. This is an important detail that should already be mentioned in section 3. Furthermore, could you describe how the ‘prognostic’ cloud scheme works? Is it just a simple saturation adjustment?

- Difference in vertical resolution: In L420 you mention this as a potential reason for the underrepresentation of inversion cloud in the SRM. I guess the 1.25km SRM version that was used to drive the LEMs should have 150 levels – so in case this model output was saved, you could use this SRM version to verify whether the vertical resolution is indeed the reason for the reduced anvils. Otherwise you could try to better understand the influence of the horizontal resolution on the anvil cloud amount by comparing the 300m-LEM to the next coarser LEM nest.

2. Uncertainty and sensitivity of forward-simulations to model assumptions

I’m not very familiar with forward simulators, but I feel that it would be important to analyze and discuss the uncertainty of the forward simulations, and how this might influence the results. You mention that the forward simulator has to be configured such that the PSD used in the forward-simulator matches the PSD of the model as good as possible. I assume that there is some uncertainty involved in this process, and it would be good to show or discuss this more explicitly.

I would also appreciate if you could show somewhere what the variability of the input fields for the scale parameters are in the LEM, i.e. how variable the number concentrations are. This information can also help constrain a forward-simulation using the entire model domain of the LEM.

Also, I think that you could learn more about the potential deficiencies in the model microphysics by playing around with the forward simulator and feeding it with slightly adjusted input microphysics parameters. What would have to be different in the microphysics to render the simulations more comparable to the observations, given the simulated mass mixing ratios? You could try to understand how a slight change of the fixed parameters of the SRM one-moment scheme would influence the radar-detectable cloud fraction. Given that the droplet radius is so important for the radar-detectability, Figure 3c might look very different if you’d just fed the forward-simulator with slightly different number concentration parameters. For the LEM, you could also
prescribe the mean number concentrations of the LEM as fixed parameter to mimic what a one-moment microphysics scheme would do.

A more thorough analysis of the uncertainty and sensitivity of the forward-simulations would render the manuscript scientifically more interesting, and should allow you to make your discussion in Section 6 more robust and less speculative.

SPECIFIC COMMENTS:

- Definition of cloud modes / types (e.g. L263-275): Please better define what you mean with ‘thermal driven’ mode resp. ‘shallow convection’ mode. You could also use well-established classifications or definitions such as the ‘forced, active and passive’ categories of Stull 1985, or the definitions from the cloud atlas of the World Meteorological Organization that were used in Vial et al. 2019 JAMES.

- Cloud-top height detection: I think it is never explicitly written whether you only consider the first-detected highest cloud-top height, or whether you also consider 2nd or pot. 3rd cloud-top heights in case of multilayered cloud scenes. Please mention this explicitly.

- Referencing previous literature:
  - The bi-modal distribution of trade cumuli in the vicinity of Barbados has been extensively studied by Nuijens et al. using data from the Barbados Cloud Observatory. Please refer to Nuijens et al. 2014 QJRMS in L56 and also later on in the manuscript. (Related to this, in L262 it would be good to mention that the 30% dominance of the upper mode vs. the lower mode is opposite when considering ground-based observations (see Nuijens et al. 2014).)
  - Observations from the CSET field campaign in the eastern pacific presented in O et al. 2018 GRL and Wood et al. 2018 JAS revealed the common occurrence of persistent thin outflow layers with very low droplet concentrations (the authors refer to ‘veil’ clouds and ultra-clean layers). It may be good to cite and discuss these papers in the context of the present results.

 OECD The referencing for the first two sentences in the introduction should be improved.

- The LCL computation from the dropsondes: Can you say how many dropsondes are used to interpolate the LCL? And by how much they are separated in space and time on average?

- Differences between the western and eastern part of the domain related to cloud deepening: Not only is there a difference in the height of the upper mode, but also in the normalized frequencies of the upper mode, with the deeper western half having a reduced frequency compared to the shallower eastern half. This, and also the insensitivity of the lower mode, was also shown in LES of Vogel et al. 2020 QJRMS.

- Section 5.3: The discussion of the results in this section should be better structured and more focused on the most important features. It is not always clear what is compared to what, and there is a lot of switching around between LWP categories, the observations and the different models. I also spotted a lot of typographical errors that should be corrected (e.g. L347 partial coverage; L363 that such a cloud doesn’t need any contribution...)

- Figure 1: This figure could be improved. Please zoom more into the area of flight operations (only showing e.g. 7°N to 20°N), make sure that all flight paths are visible and not overlapping, and add markers/crosses for the dropsonde locations.

- Figure 5: What exactly does the cloud fraction in the legend refer to? Is it just the maximum cloud fraction? It would be nice to give the total projected cloud cover instead of a cloud fraction, as this would give a sense of the total cloudiness.

- Figure A1: similar to the above, in the caption you mix cloud cover and cloud fraction, but I guess you mean the same thing.

TYPOGRAPHICAL SUGGESTIONS:
- L65 (and everywhere else): model data -> model output
- L89: maybe add 'first phase of the NARVAL... Often referred to as NARVAL1 in other studies.
- L97: this sentence is a bit odd there and should be moved down after L104, maybe adj. it to 'The following subsections describe...'
- L98: form -> from
- L99: better than 20 g/m-2 and 10% (?)
- L107: radar -> reflectivity
- L116: Ragged point -> Deebles point
- L124: a clear frequency maximum?
- L206 & other instances throughout the manuscript: remove commas before ‘that’ -> “it has to be noted that...”
- L212: by -> be
- L255-257: could be omitted.
- L285: what do you mean with shallow clouds here? (Please also see my specific comment on the definition of the cloud modes above)
- L306: remove ‘is’
- L316: simulated infrequently -> underrepresented
- L321ff: The thresholds for the LWP classes are different from Figure 6 (i.e. lower bounds not given)
- L338: Ref to figure 5 and not figure 4
- L383: liar -> lidar
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- L419: a gap of what? Please be more specific
- L424: might be an...
- L491: remove ‘with’
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