Hitless memory-reconfigurable photonic reservoir computing architecture
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Abstract
Reservoir computing is an analog bio-inspired computation model for efficiently processing time-dependent signals, the photonic implementations of which promise a combination of massive parallel information processing, low power consumption, and high speed operation. However, most implementations, especially for the case of time-delay reservoir computing (TDRC), require signal attenuation in the reservoir to achieve the desired system dynamics for a specific task, often resulting in large amounts of power being coupled outside of the system. We propose a novel TDRC architecture based on an asymmetric Mach-Zehnder interferometer (MZI) integrated in a resonant cavity which allows the memory capacity of the system to be tuned without the need for an optical attenuator block. Furthermore, this can be leveraged to find the optimal value for the specific components of the total memory capacity metric. We demonstrate this approach on the temporal bitwise XOR task and conclude that this way of memory capacity reconfiguration allows optimal performance to be achieved for memory-specific tasks.
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1 Introduction
The rising amount of data generated by our increasingly connected society calls for a paradigm shift in information processing. This need has sparked a strong interest in the community for alternative methods beyond classical Von-Neumann architectures, which suffer from the memory-to-processor communication bottleneck. Much interest is currently directed towards neuromorphic computing paradigms, which are essentially machine learning frameworks for performing computation in an intertwined, brain-inspired manner, not limited by the transfer of information from memory to processor. Reservoir computing (RC) is one type of neuromorphic computing which has garnered widespread interest since it was conceived by Jaeger ¹ and Maas et al. ² thanks to a simplified training phase when compared...
to other recurrent neural network (RNN) approaches. RC architectures consist of 3 layers as shown in Fig. 1: an input layer where data is injected and/or pre-processed, a reservoir layer where the input signal is used to drive the dynamical nodes, and finally the output layer where the response of the reservoir is captured and trained for the desired tasks.

![Fig. 1: Abstract representation of a reservoir computer.](image)

RC is essentially a simplified recurrent neural network where only the output layer weights need to be trained, and the input and internal weights are set and fixed to values that depend on the desired dynamical regime for a given training task. The main idea lies in projecting the input data onto a higher dimensional state-space such that it becomes easier to find planes that linearly separate the different classes of data. Training the output layer can thus be done with simpler learning algorithms such as regression. Consequently, it has thus far enjoyed a multitude of hardware demonstrations across many technologies and platforms [3], especially in photonics using bulk optics [4, 5, 6], and more recently, on photonic integrated circuits (PICs) [7, 8, 9]. A particular surge in PIC implementations is in large part due to their improved performance compared to electronic approaches in terms of power consumption, speed, footprint, and cost [7].

Time-delay reservoir computing (TDRC), first introduced in 2011 [10], offers a footprint-friendly solution for hardware implementations, requiring only a single physical node connected to itself with a delay line. The delay line is sampled $N$ times in the span of one input bit, such that the $N$ samples obtained can be viewed as the responses of $N$ equidistant “virtual” nodes of the reservoir. A prediction is made by the weighted linear combination of the output response every $N$ samples.

The linear memory capacity is one of the fundamental tasks for reservoir computing, which aims to test the echo state property by training the reservoir to reconstruct an input stream of values [0,1) drawn from an independent and identical distribution (i.i.d.) $k$ timesteps later. It was first introduced in [11] and is given by:

$$ MC = \sum_{k=1}^{N} MC_k $$

$$ MC_k = \frac{\text{cov}(u(t-k), y_k(t))^2}{\text{var}(u(t))\text{var}(y_k(n))} = 1 - \text{NMSE} $$

$$ \text{NMSE} = \frac{\langle \| y(n) - y_{exp}(n) \|^2 \rangle}{\langle \| y_{exp}(n) \|^2 \rangle} $$

where $N$ is the number of nodes, $\text{NMSE}$ is the normalized mean square error, $u(t)$ is the input, $y_{exp}$ is the expected value, and $MC_k [0,1]$ is the memory capacity for a $k$ bits shift, which has been proven to be the theoretical upper limit for the summation in the same work [11]. $MC_k = 1$ corresponds to a perfect recall of the bitstream $k$ bits later, while $MC_k = 0$ corresponds to the opposite.
While some theoretical studies have shed some light onto how to optimize the total memory capacity of a system \cite{12, 13, 14}, optimizing for a specific $MC_k$ remains understudied in the literature, even though it may be important to consider, especially for applications that may require only the recall of specific $k$ inputs into the past. It is generally assumed that a system with a given linear memory capacity can handle tasks requiring that memory capacity or less, without considering the specific memory capacity values associated with every $k$, which may need to be optimized.

In this work, we propose a novel photonic architecture based on an asymmetric MZI for TDRC and suggest coupling modulation \cite{15} as a means of varying the memory capacity of the system without losing optical power in the process, in contrast to more common approaches relying on an attenuator block in the feedback loop. We leverage this architecture to investigate the effect of optimizing the individual components of the memory capacity metric and whether it is relevant for other memory-specific tasks, such as the temporal bitwise XOR.

2 Reservoir Architecture

The all-optical reservoir is based on an asymmetric MZI used in a feedback configuration by means of a delay line. The asymmetric MZI is based on two 3dB directional couplers with different arm lengths (1.5 mm and 3.0 mm) in between, as shown in Fig.2. The top ports of the MZI are connected to each other by a spiral waveguide of length 4.15 cm, which constitutes the delay line. This architecture resembles an all-pass ring resonator, although the asymmetric MZI leads to an additional wavelength selectivity arising from the difference in arm lengths. In fact, the architecture allows for the light to effectively propagate and interfere in multiple optical cavities, formed between the MZI arms and the feedback delay line. The phase shifting element, being the only active element in the reservoir layer, allows the effective modulation of the amount of optical power coupled into the spiral waveguide, whereas the remaining portion is routed to the photodetector.

If we consider the input optical field $E_{in}$ to the first coupler, we can describe the fields at the top ($E_1$) and bottom ($E_2$) arms of the asymmetric MZI, after propagating through the respective waveguide lengths, as such:

$$E_1 = \sqrt{\alpha_c \alpha_{wg} \kappa} E_{in} \exp (i\beta L_1) \exp (i \frac{\pi}{2})$$
$$E_2 = \sqrt{\alpha_c \alpha_{wg} t} E_{in} \exp (i\beta L_2) \exp (i \Phi)$$

where $\alpha_c$ is the coupler insertion loss (considered equal for simplicity for both ports), $\alpha_{wg} = 10^{-AL/10}$ is the overall waveguide propagation loss for a loss factor $A$ [dB/m] and waveguide length $L$, $\kappa$ and $t$ are the cross and through field coupling coefficients, respectively, $\beta = 2\pi n_{eff} / \lambda$ [m$^{-1}$] is the propagation constant, $L_1$ and $L_2$ are the upper and bottom arm lengths [m], respectively, and $\Phi$ [rad] is the applied phase shift on the bottom arm. Next, the field $E_{out}$ at the output upper port (that goes into the spiral) and the MZI cross coupling power coefficient can be described as:

$$E_{out} = \sqrt{\alpha_c (tE_1 + \kappa E_2 \exp (i \frac{\pi}{2}))}$$

$$\kappa_{MZI}^2 = \left| \frac{E_{out}}{E_{in}} \right|^2 = \alpha_c^2 \kappa^2 \left[ \sqrt{\alpha_{wg} \kappa} \exp (i\beta L_1) + \sqrt{\alpha_{wg} t} \exp (i\beta L_2 + \Phi) \right]^2$$

Therefore, $\kappa_{MZI}^2$ is a function of $\Phi$, and consequently, the amount of power going into the spiral waveguide can be controlled by varying $\Phi$. The remaining power goes to the photodetector, constituting the read-out signal that would be sampled. It is worth noting that this is a linear reservoir, even though the photodetector output is proportional to the square of the output field at the readout layer, due to the absence of nonlinearities inside the reservoir layer. Nonetheless, it has been shown before that linear reservoirs can perform just as well as nonlinear reservoirs for certain
tasks [16]. Furthermore, the characteristic timescale of the system is governed only by the photon lifetime inside the cavity, which allows the 'forward' coupling of the virtual node states.

![Proposed architecture](image)

**Fig. 2:** Proposed architecture: a CW laser is modulated by the electrical input using a Mach-Zender modulator, the reservoir layer consists of the asymmetric MZI connected onto itself with a spiral waveguide, and the readout is performed by a photodetector.

### 3 Methodology

The inputs of the various tasks are constructed and fed to the circuit, its response is recorded and then trained with linear regression. The 3dB directional couplers are modeled as point couplers, such that there are no additional lengths to be taken into account. All the simulations were carried out with an open source photonic circuit solver [17]. In this study, we consider the operation of the phase shifting element up to $V_r$, i.e., from 0 to \( \pi \) phase shift, and divide the interval into 101 points, constituting our applied phase values, to get an accurate view of the trend between the trained readout results and the applied phase. The losses assumed were for a lithium niobate on insulator (LNOI) PIC platform [18] [19] [20]. The simulation parameters are given in Tab. 1.

| Parameter | Value |
|-----------|-------|
| $B$       | 1 Gbit/s |
| $f_s$     | 5-50 GHz |
| $N_v$     | $f_s/B$ |
| $\lambda_0$ | 1550.94 nm |
| $n_{eff}$ | 2.2111 |
| $n_g$     | 2.2637 |
| $\alpha_c$ | 96.6% |
| $A$       | 20 dB/m |
| $P_{in}$  | 10 mW |

Table 1: Simulation parameters: $B$ and $R_s$ are the bit rate and sampling frequency, respectively. $N_v$ is the number of virtual nodes, $\lambda_0$ is the operation wavelength, $n_{eff}$ and $n_g$ are the effective and group indices for the waveguide, $\alpha_c$ is the directional coupler loss, $A$ is the waveguide propagation loss, and $P_{in}$ is the input optical power.

For both tasks a random mask was applied at the input layer, with $N$ values drawn from a uniform distribution on the interval (0,1], corresponding to the number of nodes $N_v$ in the reservoir. Thus, it operates on the timescale of the nodes, and repeats for every input bit/sample. In this way each mask value can be viewed as the input weight corresponding to the $N^{th}$ reservoir node. Furthermore, the trained output responses were checked against a validation
set to ensure the absence of overfitting.

The size of the reservoir is an important parameter to consider for accurate recall of and up to specific bits into the past. Furthermore, the input power into the reservoir plays a vital role, since the system is eventually limited at the output layer by the noise floor of the photodetector. The photodetector noise is modeled as Gaussian noise with variance corresponding to the different contributions to noise. This noise was then added to the reservoir’s output response before the training phase. The integrated photodetector parameters considered are listed in Tab. 2.

| Parameter | Value       |
|-----------|-------------|
| $r$       | 0.7         |
| $R_l$     | 100 $\Omega$ |
| $NEP_{TIA}$ | 24 pW/$\sqrt{Hz}$ |
| $I_d$     | 5 nA        |

Table 2: Modelled integrated photodetector parameters with responsivity $r$, load resistance $R_l$, dark current $I_d$, and $NEP_{TIA}$ is the noise equivalent power of the transimpedence amplifier.

3.1 Specific Memory Capacity

We first demonstrate the variable memory capacity by varying the phase shift on one arm of the MZI, and thus varying the phase difference between both arms. A training sequence of 500 samples was drawn from an i.i.d. The target sequence is a $k$-bits delayed copy of the input, testing the reservoir’s ability to faithfully reconstruct the input sequence after $k$ bits of delay. The total memory capacity can be varied through changing the phase difference between the MZI arms. More interestingly, however, is that optimal performance of a specific memory capacity $MC_k$ can be optimized as well. Therefore, the reservoir is trained to consider the result for each individual $MC_k$, instead of the total sum. In addition, the performance for various reservoir sizes was also investigated.

3.2 Temporal bitwise XOR

The bitwise XOR task is a commonly used nontrivial, nonlinear binary task for evaluating a reservoir’s performance which was first introduced in [21]. For this task, a pseudo-random bit stream of 3200 bits was generated and fed to the reservoir. The target bit streams were constructed by applying the XOR operation on the bit stream and a $k$ time steps shifted version of it, yielding $x[n] \oplus x[n - k]$, where $x[n]$ is the current input bit. Thus different targets were constructed depending on which bit in the past the XOR operation had to be performed on with the current bit.

To exhaustively explore the entire design space is beyond the scope of this work. However, effects on the reservoir performance of multiple parameters are discussed in section 4, including the effects of input optical power and the size of the reservoir (number of nodes).

3.3 Correlation

We then aim to investigate the correlation between those two above-mentioned tasks (subsections 3.1 and 3.2) and in turn proving the relevance of optimizing the linear memory capacity for memory-specific tasks in reservoir computing. Instead of the BER, we evaluated the performance on the XOR task with the same metric used for the linear memory capacity task (i.e. $1 - NMSE$). Then, the Pearson Correlation Coefficient for the results of both tasks under varying applied phase shift for each $k$ was calculated.
4 Results and Discussion

4.1 Specific Memory Capacity

The results for different $k$ time steps shifts in Fig. 3 show the variation of each $MC_k$ with respect to applied phase shift, and an overall improving behavior as the reservoir size increases.

![Graph showing performance of the reservoir on solving the linear memory capacity task for different values of applied phase shift $\Phi$.](image)

Fig. 3: Performance of the reservoir on solving the linear memory capacity task for different values of applied phase shift $\Phi$ [rad] on the MZI arm for different reservoir sizes: (a) $N_v=5$ (b) $N_v=10$, (c) $N_v=20$, (d) $N_v=30$, (e) $N_v=40$, (f) $N_v=50$.

Upon closer examination, one can observe that for several cases the optimal $MC_k$ value for each $k$ occurs at different values of applied phase shift $\Phi$, as shown in circle markers. For example, in Fig. 3(b), while the optimum values for $k = 1$ and $k = 2$ occur similarly at around $\Phi \approx \pi$, for $k = 3$ and $k = 4$ they occur around $\Phi \approx 0.75$ and $\Phi \approx 1.25$, respectively. This necessitates the optimization for each individual $k$. As the reservoir size increases, a more homogeneous trend for the various $MC_k$ values arises, enabling one to optimize for all $k$'s at a single value of applied phase shift (Fig. 3(f)). The fact that the memory capacity can be varied to optimally recall $k$ bits into the past can prove useful for other tasks, such as the temporal bitwise XOR task.

4.2 Temporal bitwise XOR

The input bitstream used for training consists of 3200 bits, thus the resolution of the BER is limited to $3.125 \times 10^{-4}$. Thus a BER below $10^{-3}$ is considered as acceptable, as shown in purple in Fig. 4 where results are shown for $k = 1$ to $k = 4$ for various reservoir sizes.
Fig. 4: Performance of the reservoir on solving the temporal bitwise XOR task for different values of applied phase shift $\Phi$ [rad] on the MZI arm for different reservoir sizes: (a) 5 Nodes, (b) 10 Nodes, (c) 20 Nodes, (d) 30 Nodes, (e) 40 Nodes, (f) 50 Nodes. Where the blue line is not visible, it is due to BER = 0 everywhere on the plot.

Similar to the memory capacity results, the performance on the XOR task mostly improves as the reservoir size scales. It is shown in Fig. 4(a) that it is possible to do the one bit XOR with 5 nodes, and possibly even less. Furthermore, the input power into the reservoir layer (i.e. after the input modulator) is also considered for three cases, the first case studies the minimum power requirements to do the one bit XOR task successfully (around 500 $\mu$W), while the other two cases consider an input power of 20 mW with 20 nodes and 50 nodes, respectively. These two sizes were chosen as they both enable the XOR operation with $k = 3$, however the 50 nodes reservoir shows significantly more reliable performance.

Fig. 5: Three cases for different input powers: (a) 500 $\mu$W with 10 nodes , (b) 20 mW with 20 nodes, (c) 20 mW with 50 nodes.

4.3 Correlation

The results in Fig. 6 show a mostly strong correlation for smaller values of $k$ (except $k = 1$), while the correlation strength for more distant values of $k$ increase only for reservoirs with a larger $N_v$. 


Since the performance for $MC_1$ with respect to changing the applied phase (Fig. 3) exhibits small deviations (and also for $n \oplus [n-1]$ in Fig. 4d,e), it is difficult to establish a correlation between them, which is the reason behind the consistently weak correlation values for the first $k$. Otherwise, the fact that the correlation exists enables one to also predict the reservoir’s performance on one task by training it on another, provided they share similar attributes to the tasks presented here.

5 Conclusion

We have proposed a novel photonic architecture for reservoir computing which enables the tuning of the memory capacity in an energy-efficient manner, as the optical power is either in the reservoir or re-routed to the photodetector. This approach provides better performance in terms of power consumption over the more common implementation utilizing an optical attenuator block in the feedback loop where the light is simply coupled out of the system. We have shown results for the linear memory capacity and for the temporal bitwise XOR task. To the best of our knowledge, this is the first time that the individual components of the total linear memory capacity were investigated. Furthermore, the verified correlation between the performance on both tasks justifies the need for optimizing the reservoir’s memory for memory-specific tasks, and also opens up the possibility of evaluating a reservoir’s performance on one task (or possibly a class of such tasks) by training it on another.

It is also worth mentioning that the proposed reservoir architecture was capable of solving the $10^{th}$ order nonlinear autoregressive moving average (NARMA 10) task with an NMSE of 0.13 for a reservoir size of 50 nodes. However, when taking into account the noise at the readout layer, it is essential to consider a photodetector with high enough sensitivity and/or averaging, in large part due to the combination of the analog nature of the input stream of the NARMA 10 task and the large memory requirement (up to 10 inputs into the past).

The architecture presented here was not fully optimized for the aforementioned tasks, in part due to the large parameter space. It is therefore possible to obtain even better performance when optimizing, for example, the MZI arm lengths and/or the spiral length.
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