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ABSTRACT
Two interlocking research questions of growing interest and importance in privacy research are Authorship Attribution (AA) and Authorship Obfuscation (AO). Given an artifact, especially a text t in question, an AA solution aims to accurately attribute t to its true author out of many candidate authors while an AO solution aims to modify t to hide its true authorship. Traditionally, the notion of authorship and its accompanying privacy concern is only toward human authors. However, in recent years, due to the explosive advancements in Neural Text Generation (NTG) techniques in NLP, capable of synthesizing human-quality open-ended texts (so-called “neural texts”), one has to now consider authorships by humans, machines, or their combination. Due to the implications and potential threats of neural texts when used maliciously, it has become critical to understand the limitations of traditional AA/AO solutions and develop novel AA/AO solutions in dealing with neural texts. In this survey, therefore, we make a comprehensive review of recent literature on the attribution and obfuscation of neural text authorship from a Data Mining perspective, and share our view on their limitations and promising research directions.

1. INTRODUCTION
Natural Language Generation (NLG) is a broad term for AI techniques to produce high-quality human-understandable texts in some human languages, and often encompasses terms such as machine translation, dialogue generation, text summarization, data-to-text generation, Question-Answer generation, and open-ended or story generation [72, 119]. Among these, in particular, this survey focuses on the open-ended text generation aspect of NLG. Since the advent of the Transformers architecture in 2018, the field of NLG has experienced exponential improvement. Before 2018, leading NLG models were only able to generate a few sentences coherently. However, after adopting the Transformer architecture into deep learning-based Language models (LMs), NLG models could generate more than a few sentences (i.e., ≥ 200 words) coherently. GPT-1 [92] by OpenAI is one of the first such NLG models. Since then, many other Transformer-based LMs with the capacity to generate long coherent texts have been released (e.g., FAIR [16, 82], CTRL [59], PPLM [25], T5 [94], Wu-Dao 1). In fact, as of February 2023, huggingface’s [113] model repo houses about 8,300 variants of text-generative LMs2. In this survey, we refer to these LMs as Neural Text Generator (NTG) since they are neural network-based LMs with text-generative abilities. Further, we refer to the texts generated by NTG as “neural” texts3, as opposed to normal texts written by humans as human texts.

As the qualities of NTGs improve, neural texts become more easily misconstrued as human-written [18, 45, 52, 108, 117], exacerbating the difficulty of distinguishing neural texts from human texts. For instance, therefore, such a text generation capability can be misused to generate misinformation [13, 14, 117], fake reviews [3] and political propaganda [109] at scale with little cost. These problems lead to the need to effectively distinguish neural texts from human texts, the so-called Neural Text Detection (NTD) problem, which is a sub-problem of a widely studied problem in the privacy community—i.e., authorship attribution. In fact, two interlocking research questions in privacy research, heavily studied but of growing interest, are Authorship Attribution (AA) and Authorship Obfuscation (AO). Given an artifact, especially a text t in question, an AA solution aims to accurately at-

1https://github.com/BAAI-WuDao
2https://huggingface.co/models?pipeline_tag=text-generation
3Other names for neural text include AI-generated text [66], Machine-generated text [1, 5, 36, 38, 45, 89, 96, 104, 107, 108, 117], Artificial text [67], Computer-generated text [102], Deepfake text [91], Auto-generated text [85], and Synthetic text [13, 27, 46, 81].
We first select a handful of Neural Text Generator (NTG) that we focus on in this survey, and introduce a list of popular datasets with neural texts.

2.1 Neural Text Generators (NTGs)
Those NTGs studied in this survey are large-scale probabilistic LMs that are capable of generating long-coherent texts (e.g., ≥ 200 words). These LMs are trained on massive amounts of unstructured texts. Based on its architecture structure (e.g., encoder-decoder or decoder only), these LMs use a prompt, a snippet of human-written text, to guide the generation of texts, emulating the most similar style from the training set and predicting one token at a time. Recent works such as [72, 119] survey these NTGs in detail. The progress of NTGs in recent years has been expeditious. As shown in Figure 3, for instance, the sizes of NTGs with respect to their parameters are growing at an exponential rate, yielding the rapid improvement in the quality of neural texts, thus exacerbating the AA/AO problems. Table 1 shows a summary of state-of-the-art NTGs, where many entries are drawn from [107, 108].

Within LMs, in particular, hyperparameters matter a great deal when generating texts. The choice of these hyperparameters, referred to as decoding strategies, greatly affects the quality of generated neural texts. According to [50], there are 6 decoding strategies: (1) Greedy sampling selects the best probable word, (2) Random sampling does a stochastic search for a sufficient word, (3) Top-k sampling samples from top-k most probable words, (4) Beam search searches for most probable candidate sequences, (5) Nucleus (Top-p) sampling samples similar to top-k, but its focus is on the smallest possible set of top words, such that the sum of their probabilities is ≥ p, and (6) Temperature scales logits to either increase or decrease the entropy of sampling. NTG models often use Top-k sampling, Beam search, Nucleus (Top-p) sampling, and Temperature decoding strategies as they produce higher quality texts than other decoding strategies. In fact, [50] reports that neural texts generated with the Nucleus (Top-p) sampling strategy are more challenging to attribute authorships.

2.2 Neural Text Datasets
To investigate both AA/AO problems for neural texts, one needs benchmark datasets of neural texts. Table 2 describes a list of publicly available datasets that contain neural texts. Labels of the texts in the datasets are either binary (neural vs. human text) or multi-class (having multiple neural texts generated by different NTGs vs. 1 human label). The majority of recent studies have focused on the binary case of the Turing Test to check if a given text is written by a human author or machine (i.e., one of NTGs). Researchers utilized clever labeling and generation methods to build datasets: (1) Binary dataset: Researchers first collect human-written texts (e.g., news, blogs, stories, or recipes) and use snippets of these texts as prompts to the chosen NTG to collect human-written texts (e.g., news, blogs, stories, or recipes) and use snippets of these texts as prompts to the chosen NTG to generate a machine-written (neural) text. (2) Multi-class dataset: Starting with human-written texts as prompts, this generates multiple neural texts by using different NTG architectures (i.e., human vs. GPT-1, GROVER, PPLM, etc.), different pre-trained sizes of the same NTG architecture (i.e., human vs. GPT-2 small vs. GPT-2 medium vs. GPT-2 large vs. GPT-2 XL, etc.), different decoding strategies (i.e., human vs. GPT-2 top-k vs. GPT-2 top-p, etc.).
3. AUTHORSHIP ATTRIBUTION FOR NEURAL TEXTS

Traditional AA problem studies the attribution of an author to a piece of written text out of a number of possible authors. However, in the literature, researchers have also studied a few variations of the AA problem. For instance, the Author Verification (AV) problem \cite{8, 60, 60, 100, 101, 105} studies if the given two texts, $t_1$ and $t_2$, are written by the same author? With the rise of neural texts, in addition, a specialized case of AA problem, NTD \cite{5, 44, 51, 104, 107, 117}, studies: By and large, however, a good solution for the standard AA problem can lead to a good solution for other variations of the AA problem. As such, we focus on the survey of the standard AA problem for neural texts. Thus, our paper formally defines the AA task as follows.

**Definition of AA for Neural Texts.** Given a text $t$, the AA model $F(x)$ attributes the text $t$ to its true author $k$, i.e., $k=F(x)$, which can be either a human or an NTG author.
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**Table 1:** Description of state-of-the-art Neural Text Generators (NTGs).

| NTG         | Author       | Description                                                                 |
|-------------|--------------|-----------------------------------------------------------------------------|
| GPT-1 \cite{92} | OpenAI      | It used Transformers to model a simple concept - to predict the next token, given the previous token. |
| GPT-2 \cite{93} | OpenAI      | GPT-1 scaled up. There are 4 GPT-2 pre-trained models - small (124 million parameters), medium (355 million parameters), large (774 million parameters), and x-large (1558 million parameters) |
| GPT-3 \cite{13} | OpenAI      | GPT-2, scaled up - increasing parameter and train data size.                  |
| GROVER \cite{117} | AllenAI     | Similar to GPT-2 architecture and trained to generate political news. There are 3 pre-trained models: GROVER-base, GROVER-large, GROVER-mega |
| CTRL \cite{59} | Salesforce   | Conditional Transformer LM For controllable generation uses control codes to guide generation |
| XLM \cite{20}  | Facebook    | A Cross-lingual Language Model trained on various languages. Only the English model is used for AA |
| XLM-Net \cite{116} | Google      | A generalized auto-regressive pre-training method that adopts the Transformer-XL framework |
| FAIR_wmt \cite{16, 82} | Facebook    | FAIR_wmt has 3 language models - English, Russian, and German. Only the English model\(^3\) is used, which has 2 models - WMT19 \cite{82} and WMT20 \cite{16}. |
| TRANSFORMER_XL \cite{24} | Google      | Another Transformer model that learns long-term dependency to improve long coherent text generation |
| PPLM \cite{25}  | Uber         | The Plug and Play Language Models (PPLM) model upon GPT-2 by fusing the GPT-2 medium with a bag of words (BoW) models. These BoW models are legal, military, monsters, politics, positive_words, religion, science, space, technology. PPLM can plug in any GPT-2 pre-trained model to generate texts |
| Switch Transformer \cite{35} | Google      | Google uses a switch Transformer to build a sparse neural LM with 1.6T parameters are built |
| GPT-Neo \cite{42} |EleutherAI   | EleutherAI replicates GPT-3’s architecture. There are 2 model sizes - 1.3B and 2.7B parameters |
| GPT-NeoX \cite{12} |EleutherAI   | A 20 billion parameter autoregressive replication of GPT-3. |
| GPT-J \cite{112} |EleutherAI   | A 6B parameter model similar to the GPT-Neo and GPT-NeoX that uses Mesh Transformer JAX \cite{111} framework to train the model with File\(^2\) dataset, a large curated dataset created by EleutherAI |
| T5 \cite{94}  | Google      | An encoder-decoder text-to-text Transformer-based model. T5 has 5 pre-trained models - T5-small, T5-base, T5-large, T5-3b, and T5-11b |
| BART \cite{71}  | Facebook    | This is another encoder-decoder, Transformer-based LM, most effective when fine-tuned |
| PaLM \cite{17}  | Google      | PaLM stands for Pathways Language Model. It is a dense decoder-only Transformer-based model trained with \cite{71}'s pathways system framework |
| OPT-175B \cite{121} |Meta         | Meta’s response to GPT-3. OPT-175B uses a similar framework to GPT-3, but the training costs 1/7th the carbon footprint of GPT-3. |
| GeDi \cite{63}  | Salesforce   | GeDi stands for generative Discriminator loaded Sequence Generation. Similar to PPLM, GeDi controls text generation using small LMs as generative discriminators |

![Figure 4: Number of AA solutions for NTD per category in the Taxonomy](image7)
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### 3.1 Stylometric Attribution

In the following, we survey recent AA solutions that are capable of handling neural texts in different ways, as illustrated in Figure 5: Stylometric Attribution, Deep Learning-based Attribution, Statistical Attribution, and Hybrid Attribution.
Stylometry is the statistical analysis of the style of written texts. In traditional AA, stylometric classifiers are built using classical machine learning models trained on ensembles of style-based features such as N-grams, Part-of-Speech (POS), WritePrints [1], LIWC (Linguistic Inquiry & Word Count) [87], Readability score, and Empath [34]. This has been shown to be a successful approach for traditional AA tasks [68]. Due to such success, these models have been adopted and customized to the task of NTD.

The first attempt at a stylometric classifier to solve the AA task for k > 2 authors is the Linguistic model proposed by [107]. It trains a Random Forest classifier with the Authorship Attribution-AA dataset in Table 2 and extracts an ensemble of stylometric features (e.g., entropy, readability score, & LIWC (Linguistic Inquiry & Word Count) [87]). The entropy feature counts the number of unique characters in the text. Readability scores represent the estimated educational level of the author of a piece of text based on lexical usage. LIWC is a psycho-linguistic dictionary that counts the frequency of words that represents a psychological emotion or linguistic structure [87]. This Linguistic model achieves a 90% F1 score and outperforms all the other deep learning-based models. However, this superior performance is a result of the small size of the dataset (only about 1k per data label) [107]. Scaling up the data size in terms of labels and examples will make the AA task harder, and therefore cause the Linguistic model to underperform. This claim is confirmed in their second work using the TuringBenchmark dataset [108]. They compared SOTA deep-learning-based models (BERT and RoBERTa) with several stylometric classifiers - SVM (3-grams), WriteprintsRFC, Random Forest (w/ TF-IDF), Syntax-CNN, Ngram CNN, and N-gram LSTM-LSTM. RoBERTa outperforms all the stylometric classifiers with about a 10-22% increase in F1 scores.

To further explore the benefits of stylometric features leveraged in the traditional AA community, [36] proposes a clever way to use them. This solution aims to solve the special case of AA, Turing Test (TT). First, they identify different issues with NTGs which can be captured by specific types of stylometric features. These issues in neural texts are categorized into 4 types: (1) Lack of syntactic and lexical diversity which can be captured with Named Entity-tags, POS-tags, and neuralcoref extension6 (a tool for using a neural network to annotate and resolve coreference clusters) to detect coreference clusters; (2) Repetitiveness of words which can be captured by collecting the number of stop-words, unique words, and words from “top-lists” of total words in a text. Also, a “conjunction overlap” measure is defined to calculate the

| Name                           | Description                                                                 | Category | Domain  | Labels                                                                 |
|--------------------------------|------------------------------------------------------------------------------|----------|---------|-----------------------------------------------------------------------|
| GPT-2 dataset [92]             | 250k Webtext (Human dataset) vs. 250k GPT-2 (small, medium, large, & XL)  | Binary   | News    | GPT-2 & Human                                                         |
| GROVER dataset [117]           | Using April 2019 news articles as the prompt,                              | Binary   | News    | GROVER & Human                                                        |
| TuringBench-AA [108]           | Using 10k human-written news articles (mostly Politics) from CNN, etc. to generate 10k articles each from 19 NTGs. |
| TuringBench-TT [108]           | The same dataset as TuringBench-AA, except that the datasets are 19 versions of human vs. each of the 19 NTGs.     | Binary   | News    | 19 Human vs. Machine combinations (GPT-2, etc.)                      |
| Authorship Attribution-AA [107]| Used 1K human-written articles to generate 1K articles each from 8 Artificial Text Generators (8 different machines) | Multi-class | News    | 1 human vs 8 Machine labels (GPT-1, GPT-2, etc.)                     |
| Authorship Attribution-TT [107]| The same dataset as Authorship Attribution-AA except that the datasets are 8 versions of human vs. each of the 8 NTGs.  | Binary   | News    | 8 humans vs Neural combinations                                       |
| Authorship Attribution-TT [107]| The same dataset as Authorship Attribution-AA except that the dataset is human vs. Machine (which is a mixture of all the 8 NTGs) | Binary   | News    | 1 human vs Machine (8 different machines)                             |
| Academic Papers & Abstracts [75]| 2 datasets: (1) FULL using a short prompt for a human-written paper generated an academic paper using GPT-2; (2) PARTIAL: Replacing sentences from an Abstract with Arxiv-NLP model generations |
| Hybrid Human-Machine Text [23] | Using human-written text in domains - News, Reddit, and Recipes to generate continuations of the text using GPT-2 XL | Binary   | News, Reddit, & Human prompt & Machine texts                         |
| Amazon Reviews [3]             | Fine-tuned GPT-2 on 3.6M Amazon and 560k Yelp reviews                      | Binary   | Reviews | Human & Machine                                                       |
| Human-Machine Pairs [90]       | Generated texts with Grover mega and GPT-2 with top-n decoding strategy Paired human-written texts with a similarly neurally generated version | Binary   | Online forums & News        | Human & Machine                                                      |
| NeuralNews dataset [104]       | Using the GoodNews [11] dataset as the human-written prompt to generate texts with GROVER. Real images are included in each of the articles. | Binary   | News    | Human & Machine                                                      |
| SynSciPass [95]                | Built dataset using 3 potential sources of neural text: (1) open-ended text generators like GPT-2 & BLOOM (2) paraphrase models like SCIgen and PEGASUS and (3) translation models like Spinbot, real, Google translate, and Opus. | Multi-class | scientific articles | generate, translate, paraphrase, & human                          |
| TweetFake [32]                 | Collected tweets generated by Twitter bots and grouped them into tweets generated by GPT-2, BNN, and other bots | Binary   | Tweets  | Human & Machine                                                      |
overlap of the top-k words (k = 100, 1K, 10K); (3) Lack of coherence which can be captured using entity-grid representation to track the appearance of the grammatical role of entities. They also use neuralcoref to detect coreference entity clusters; (4) Lack of purpose which is captured using a lexicon-package, empath [34] containing 200 linguistic features [36]. To evaluate the generalizability of these features, an ensemble of all the features is used to build a classifier - Feature-based detector. This detector is trained and tested on different sizes of the GPT-2 models. It is further evaluated on GPT-3 and GROVER texts. The classifier performs consistently in detecting texts generated by GPT-3, GROVER, and different model sizes of GPT-2, suggesting it is generalizable to different NTG model sizes [36]. Further results suggest that some of the 4 categories of issues are prevalent in the top-k decoding strategy. Also, more quality-focused features (especially ones focused on Lexical diversity) perform better than statistical features such as the TF-IDF baseline.

Scaling up and creating a more realistic scenario, [27] collect 108 SubReddit blog posts generated by GPT-2 fine-tuned on 500K subreddit posts and comments. Every 108 labels indicate the 108 users of SubReddit (r/SubSimulatorGPT2). These 108 authors are detected using a set of features called “writeprints” features for the AA model [27]. Writeprints [1] is a stylistic feature that collects lexical, content-based, and idiosyncratic features as the baseline. The writeprints classifier underperforms, compared to the RoBERTa-based baseline models. Similarly, a stylistic classifier with 791 stylistic features based on [58] is used to detect neural texts. This classifier has 4 categories of features: Character, word, sentence, and Lexical Diversity features. The classifier is an ensemble of classical ML models such as Random Forest and SVM and the stylistic features. BERT, a non-stylistic classifier, outperforms these stylistic classifiers significantly [56]. Finally, stylistic classifiers are best used when the dataset size is small. When data size increases, these models underperform, allowing deep learning-based models to outperform significantly. Thus, we conclude that stylistic classifiers can only be considered good baselines since they underperform when the problem scales up. Another limitation of stylistometry is that it fails to detect neural misinformation due to NTG’s capacity to generate consistent misinformation [96].

### 3.2 Deep Learning-based Attribution

Stylistometric classifiers struggle to accurately assign the true authorship to human vs. neural texts. In Section 3.1, we observe that some of the stylistometric classifiers were outperformed by deep learning-based models. Additionally, [96]’s findings of stylistometry failing to detect neural misinformation, further calls for a different technique to solve the AA task for NTD. Therefore, researchers have adopted and advanced deep learning-based techniques for the attributing of neural vs. human text. These models can be further categorized into 3 types of deep learning-based classifiers - Glove-based, Energy-based, and Transformer-based Attribution.

#### 3.2.1 Glove-based Attribution

Glove is an unsupervised learning algorithm for extracting the representation of words. It aggregates global word-word co-occurrence statistics from a piece of text [88]. Using GloVe word embeddings with RNN and LSTM-based neural networks was considered SOTA until, 2018 (birth of BERT [26]). Thus Glove-based classifiers now provide a good baseline for text classification tasks. Some of the best-performing AA classifiers in the

| Model Name | Classifier Type | Category | Learning Type | Interpretable | Training dataset |
|------------|----------------|----------|---------------|---------------|------------------|
| GROVER detector [117] | DL | Transformer-based | Binary | Supervised | GROVER |
| gTIR [45] | Statistical | Binary | Unsupervised | ✓ | GPT-2 |
| GPT-2 detector [51] | DL | Transformer-based | Binary | Supervised | GPT-2 |
| OpenAI detector [51] | DL | Transformer-based | Multi-class | Supervised | GPT-2 & TuringBench-AA |
| jRoBERTa-TT [108] | DL | Transformer-based | Binary | Supervised | TuringBench-TT |
| RoBERTa-Multi [108] | DL | Transformer-based | Multi-class | Supervised | TuringBench-MA |
| BERT-Multi [108] | DL | Transformer-based | Multi-class | Supervised | TuringBench-AA |
| TSA-based detector [69] | Hybrid | Binary | Supervised | ✓ | GPT-2 |
| FAST [123] | Hybrid | Binary | Supervised | ✓ | GPT-2 & GROVER |
| Energy discriminator [5] | DL | (energy-based) | Binary | Supervised | GROVER |
| MAVE [89] | Statistical | Binary | Unsupervised | ✓ | GPT-2 & GROVER |
| Distribution detector [36] | Statistical | Binary | Unsupervised | ✓ | GPT-2 |
| Feature-based detector [36] | Stylometric | Binary | Supervised | ✓ | GPT-2, GPT-3, & GROVER |
| Linguistic model [107] | Stylometric | Multi-class | Supervised | ✓ | Authorship Attribution-AA |
| DIDAN [104] | Hybrid | Binary | Supervised | ✓ | Fake images w/ Human vs. GROVER news |
| XNLnet-FT [81] | DL | (Transformer-based) | Multi-class | Supervised | GPT-1, GPT-2, XNLnet, & BART Reddit posts |
| Constra-DeBERTa [4] | DL | (Transformer-based) | Multi-class | Supervised | TuringBench |
| Fingerprint detector [27] | Hybrid | Multi-class | Supervised | ✓ | GPT-2 bot subreddit posts |
| DistBERT-Academia [75] | DL | (Transformer-based) | Binary | Supervised | GPT-2 Academic abstract & paper |
| Sentiment modeling detector [3] | DL | (Glove-based) | Binary | Supervised | GPT-2 Amazon Reviews |
| BERT-Defense [52] | DL | (Transformer-based) | Binary | Supervised | GPT-2 Large WebText |
| jRoBERTa-Defense [91] | DL | Transformer-based | Binary | Supervised | GROVER |
| jRoBERTa w/ GCN [54] | DL | Transformer-based | Binary | Supervised | GPT-2 |
| DeBERTa v3 [95] | DL | (Transformer-based) | Multi-class | Supervised | GPT-2, BLOOM, PEGASUS, GPUS, SCLgen, Spinbot |
| Ensemble [39] | DL | (Transformer-based) | Binary | Supervised | ✓ | TweetFake |
| GoGo [73] | Hybrid | Binary | Supervised | ✓ | GPT-2 & GROVER |
| DetectGPT [80] | Statistical | Binary | Unsupervised | ✓ | GPT-2, GPT-2.7, GPT-Neo-2.7, GPT-3, & GPT-NeoX |

Table 3: Authorship Attribution models (Binary & Multi-class) for NTD
traditional AA communities are an ensemble of stylometric features + GloVe pre-trained models w/ a neural network architecture. Several Glove-based classifiers have been used as baselines for the NTD task. Syntax-CNN [120], N-gram CNN [99], and N-gram LSTM-LSTM [53] are baselines for [108]. Embedding, RNN, Stack-CNN, Parallel-CNN, and CNN-RNN, are baselines for [107].

3.2.2 Energy-based Attribution
Energy-based models (EBMs) are un-normalized generative models based on energy functions [70]. Using the energy functions, EBMs model the probability distribution of its training data and generates high-quality data similar to the training set [70]. It is also able to adapt to changes in the Language model. Due to this capability, Energy-based classifier is proposed by [5] to detect neural texts. This classifier is trained on 3 datasets of different domains - Books, CCNews, and Wikitext.  Three sizes of the GPT-2 model are used for the generator architectures and three architectures are used for the energy function - Linear, BiLSTM, and Transformer. Their findings suggest that: (1) as the NTG increases in size, the harder the AA task becomes; (2) the biggest energy function (i.e. Transformer) performs the best in detecting texts generated from large language models (e.g., GPT-2 Large & XL); (3) as the length of texts increases, the task becomes even more non-trivial; and (4) the classifiers are able to generalize to data that it is not trained on.

In addition, EBMs are very expensive to train and do not scale well [5]. While the Energy-based classifier performs well in the AA problem, achieving over a 90% in all experiments, applying the classifier to a much larger dataset is too expensive to justify.

3.2.3 Transformer-based Attribution
Since the advent of the Transformer architecture, the current SOTA text classification models are Transformer-based models. Based on Section 3.2.2, we observe that large models are better at detecting neural texts. However, since EBMs are too expensive, several researchers have adopted Transformer-based models (i.e., BERT, RoBERTa, etc.) for the AA tasks. In Section 3.1, most of the stylometric classifiers were outperformed by Transformer-based classifiers. This further supports the application of this classification technique to the AA problem.

GROVER detector [117] is trained on texts generated by the GROVER NTG. It is built with similar architecture as the GPT-2 classifier. GROVER detector has been evaluated on neural texts generated by different NTGs (GPT-2, FAIR, PPLM, etc.) [37, 107, 108, 123]. It performs well at detecting neural texts generated by older NTGs (2018-2019), however, struggles at detecting more recent NTGs accurately. For instance, GROVER detector achieved a 58% F1 score in detecting GPT-3 texts with the TuringBench dataset [108]. Next, GPT-2 has a detector trained to detect texts generated by GPT-2 - GPT-2 detector [51]. Just like GROVER detector, GPT-2 detector has also been evaluated on neural texts generated by different NTGs [40, 107, 110, 114] and more easily detects older NTGs than newer NTGs. This is confirmed with GPT-2 detector’s performance in detecting GPT-3 texts, achieving a 53% F1 score [108].

There are two RoBERTa-based models (base & large) trained on GPT-2 dataset in huggingface repo. We call both the base and large models, OpenAI detector. This AA model has been evaluated on neural texts generated by different NTGs [108, 114]. OpenAI detector is the same model as GPT-2 detector, except that OpenAI detector has been re-purposed for the AA multi-class setting, while GPT-2 detector remains for the AA binary setting. OpenAI detector performs comparatively to the AA models - BERT-Multi and RoBERTa-Multi when evaluated on the TuringBench-AA dataset [108]. BERT-Multi and RoBERTa-Multi are BERT and RoBERTa base models, respectively trained on the TuringBench-AA dataset. BERT-FF and RoBERTa-FF outperform GROVER detector and GPT-2 detector when evaluated on the TuringBench-FT dataset [108]. BERT-FF and RoBERTa-FF are BERT and RoBERTa base models, respectively trained on the TuringBench-FT dataset. BERT-FF, outperforms all the models, including RoBERTa-FF significantly. Furthermore, for all 19 pairs of human vs. NTG, no model consistently outperforms all other models. In fact, GROVER detector and GPT-2 detector performs poorly in detecting texts generated by GROVER and GPT-2, respectively [108].

XLNet-FT is a fine-tuned XLNet classification model trained to detect texts generated by GPT-2 [81]. The generalizability of the model is evaluated on different subreddit post domains. XLNet-FT performs consistently, achieving over a 90% accuracy in all experiments, suggesting that it is generalizable [81]. However, when XLNet-FT is further evaluated on neural texts generated by top-p and top-k decoding strategy, there is a significant drop in accuracy, suggesting that the AA model may not be generalizable.

Using an in-the-wild dataset concept, RoBERTa-Defense is evaluated on 4 types of in-the-wild datasets [91]. In-the-wild datasets are test sets generated from an entirely different NTG from the training set. RoBERTa-Defense is trained on human & GROVER Real news in Table 2 and compared to other SOTA AA models - GLTR (with two different LMs - BERT & GPT-2 which results in GLTR-BERT & GLTR-GPT2), GROVER detector, BERT-Defense, and FAST. RoBERTa-Defense outperforms all other models significantly. BERT-Defense, a BERT model fine-tuned on GPT-2 Large Webtext dataset in Table 2 from which RoBERTa-Defense is inspired is evaluated with different decoding strategies [52]. BERT-Defense is trained and tested on neural texts generated by different decoding strategies - top-k, top-p, untruncated random, and mixed (i.e., dataset containing equal amounts of each strategy) [52]. The classifier trained on the mixed dataset is the most

8https://huggingface.co/openai-detector/
9https://github.com/openai/gpt-2-output-dataset
10https://huggingface.co/roberta-base-openai-detector
11https://huggingface.co/roberta-large-openai-detector
generalizable classifier. Similarly, RoBERTa, BERT, ELECTRA [19], and ALBERT [69] are evaluated on in-the-wild dataset [86]. These models are evaluated, specifically, on out-of-domain COVID-19 human-written vs. neural news. The neural news is generated with GPT-2 small, medium, large, XL, and GPT-Neo using top-p and top-k decoding strategies [86]. ELECTRA performs better at generalizing to out-of-domain neural texts, achieving an average accuracy of 86% on all out-of-domain datasets.

Due to the nuances of neural texts, [4] proposes to combine the advantages of contrastive learning [43] with a Transformer-based classifier. Thus, they propose Constra-DeBERTa which is a DeBERTa model [49] trained with a contrastive learning approach. Contrastive learning is a technique that clusters similar examples together and separates dissimilar examples in a representation space [4, 43]. However, while Constra-DeBERTa outperforms other SOTA traditional AA models, it only performs comparably to RoBERTa w/ GCN in detecting the TuringBench dataset. Similarly, [95] trains DeBERTa v3 [48] on the SynSciPass dataset to answer the question, if a piece of text is neurally generated, how was it generated? The answer choices are generated, paraphrased, or translated vs. human-written. Using this dataset, DeBERTa v3 achieves a 99.6% F1 score. Next, DistilBERT-Academia is trained on human vs. GPT-2 academic abstracts and papers [75] and achieves a 62.5% and 70.2% accuracy on the FULL and PARTIAL Academic datasets, respectively. Furthermore, RoBERTa w/ GCN (Graph Convolutional Networks) is used to detect human-written news with entities manipulated and replaced by GPT-2 [54]. The GCN [61] model is used to capture factual knowledge of neutral vs. human news articles. RoBERTa outperformed the proposed model - RoBERTa w/ GCN on most of the GPT-2 detection tasks [54].

Lastly, ruBERT, a Russian BERT model is used to distinguish Russian neural texts from Russian human-written texts as a shared task [97]. This fine-tuned ruBERT (Russian BERT) achieves 82.6% accuracy for k = 2 authors and 64.5% accuracy for k > 2 authors [85]. Finally, using an Ensemble classifier (BART, BERTweet, and TwitterRoberta), [39] achieves an 84% accuracy in distinguishing between GPT-2 and human tweets. However, using the same model for GPT-3 generated tweets achieves a 54% accuracy [39]. This suggests that GPT-3 generates more human-like tweets than GPT-2.

### 3.3 Statistical Attribution

We observe that while there are some well-performing styliometric and deep learning-based models, there is still a lot of room for improvement, especially in building generalizable models. The biggest feat is in building classifiers that perform consistently well in detecting neural texts generated by top-p and top-k decoding strategies. Thus, statistical models are proposed to combat these limitations. To assess the validity of statistical techniques, a hypothesis using k-order Markov approximations is formulated [110]. This statistical formulation proves the hypothesis that human language is stationary and ergodic as opposed to neural language. The formal hypothesis testing framework is used to establish limits in error exponents between human and neural text [110]. This suggests that statistical AA models for neural texts could be successful. There are currently only four statistical classifiers that capture the writing style of neural texts by modeling their statistical distribution.

The first statistical AA classifier proposed for NTD is GLTR [45]. GLTR performs 3 tests - (1) probability of the word; (2) the absolute rank of the word; (3) the entropy of the predicted distribution to detect neutral texts. GLTR has a demo12 that highlights words by distribution and is used to assist humans in detecting neural texts. See Figure 6 [108] to see how GLTR detects texts generated by GPT-3. This classifier improved human performance in detecting neural texts from 54% to 72%. However, since 2019 when it was built, more sophisticated NTGs have been built. These newer NTGs have more human-like statistical distribution, making it harder for GLTR to distinguish neural texts from human texts. GLTR, especially underperforms in detecting GPT-3 texts, achieving a 35% F1 score, which is significantly less than a random guess (50%) [108].

MAUVE is another statistical classifier [89]. This AA classifier measures the gap between the distribution of human and neural texts. Using KL-divergence, MAUVE models two types of errors that highlight the unique distributions in human vs. neural texts [89]. Human detection of texts generated by GROVER and GPT-2 correlated strongly with MAUVE’s highlight of differences between human and neural texts. Distribution detector, an unsupervised AA model for calculating the distribution of repeated n-grams in neural texts is used to detect neural texts [38]. The hypothesis is that NTGs are more repetitive than humans which is also one of the hypotheses of [36]. Distribution detector achieves over 90% and 80% accuracy in detecting texts generated by GPT-2 using top-k and top-p decoding strategies, respectively.

Most recently, a zero-shot unsupervised neural text detector, DetectGPT [80], is proposed. The hypothesis of this statistics-based detector is that neural texts tend to lie in areas of negative curvature of the log probability function [80]. Therefore, if a piece of neural text is perturbed, the curvature of the log probability will still bear a strong similarity to the unperturbed neural texts. Hence, [80] considers an AO technique that slightly modifies the original neural text, while preserving semantics. After running several perturbation experiments, a threshold for perturbation discrepancy is defined and used to detect neural text. Thus, by measuring the curvature of log probability with the strict constraint of perturbation discrepancy threshold, DetectGPT can detect texts generated by a neural method. Finally, DetectGPT detects GPT-3 generated texts with an average of 85% AU-ROC, performing comparably to RoBERTa [73]. Lastly, DetectGPT has an online demo13.

12 https://gltr.io/dist/index.html
13 https://detectgpt.ericmitchell.ai/
3.4 Hybrid Attribution

There are advantages in each of the AA model categories, however, each of them is still unable to accurately attribute neural vs. human texts to their authors consistently. Furthermore, the issue of different decoding strategies, also, make the AA models unable to generalize well [36, 50, 52, 91]. Therefore, a few researchers have proposed hybrid classifiers, which are ensembles of two or more of the AA categories.

TDA-based detector, an ensemble of the Transformer-based and statistical AA techniques is used to solve the NTD task. This classifier involves obtaining the attention matrices of BERT’s word representations of texts generated by GPT-2 and GROVER. Next, using these BERT word representations, 3 interpretable TDA-based features are extracted: (1) Topological Features: Calculating the first 2 betti numbers (i.e., topological features based on the connectivity of n-dimensional simplicial complexes) of the attention matrices; (2) Features derived from barcodes: Calculating characteristics of the barcode plots of the persistent homology of the attention matrices; (3) Features based on the distance to patterns: Calculating the distance in features in the attention graph. This feature is used to capture linguistic patterns. Finally, TDA-based detector is a logistic regression model, trained on an ensemble of the three TDA features [67]. Comparing this model to pre-trained and fine-tuned BERT models, it performs comparably to BERT models fine-tuned on GPT-2 small Webtext, GPT-2 XL Amazon Reviews, and GROVER News [67]. While more analysis is required to understand why the TDA-based detector performs well, this approach has interpretable qualities that should be explored in future work.

Fingerprint detector is another hybrid classifier for NTD. It is an ensemble of fine-tuned RoBERTa embeddings and CNN classifier [27]. Fingerprint detector solves the AA task by detecting 108 neural authors. The Fingerprint detector achieves a 70% accuracy (top-10). This shows promise in the area of detection of neural texts in-the-wild, where there are k > 100 authors. To continue the quest for generalizable classifiers, FAST uses a Graph Neural Network (GNN) architecture with RoBERTa to capture the factual structure of neural and human texts [123]. It detects neural texts by calculating the RoBERTa word embeddings of the texts and then extracting the graphical representation [123]. Next, it uses a GNN to capture sentence representations that consider coherence [123]. The experiments included detecting texts generated by GROVER and GPT-2. FAST outperforms GROVER detector and other baselines significantly. Surprisingly, it performs the best at detecting human-neural text pairs, achieving over 93% accuracy while unpaired texts achieve over 84% accuracy.

CoCo is a coherence-based contrastive learning model [73]. It is architecturally similar to FAST in that it uses a graphical neural network to represent the sentences of human-written vs. neural texts. Since human-written texts are more coherent than neural texts, they sentences share more entities [73]. The texts are represented as RoBERTa embedding weights which are concatenated with the sentence-level graphical representations of the texts. These concatenated features are input for an LSTM with attention. Lastly, CoCo is trained using the sum of the cross-entropy loss and contrastive loss [73] to improve model performance. Thus, it achieves an F1 score of 83% and 94% using the full dataset for GROVER, and GPT-2, respectively [73]. Furthermore, calculating the graphical metrics showed that in terms of the number of vertex and edges, human-written texts have significantly more graphical features than neural texts.

Lastly, [104] explore the most realistic scenario of misinformation where malicious users of NTGs, pair neurally generated misinformation with fake/real images to increase the authenticity of the news article. DIDAN is a multi-modal NTD evaluated on a multi-modal dataset containing both texts and images [104]. This NTD encodes the texts with BERT encoder and investigates Visual-Semantic representations from images and texts. These features are used to evaluate the semantic consistency between linguistic and visual components in a news article [104]. An authenticity score is defined to represent the probability of an article being human-written. It is calculated by extracting the co-occurrences of named entities in the news articles and captions [104]. They build different variations of dataset, some only containing text. Using only the text dataset, DIDAN is compared to GROVER detector as well as other baseline models, and outperforms all of them [104].

4. AUTHORSHIP OBFUSCATION FOR NEURAL TEXTS

In the task of NTD, AA models are evaluated under adversarial settings to assess their robustness. Due to the security risk, NTGs pose, it is important that AA models are robust to adversarial perturbations. The problem of administering adversarial perturbations to texts to cause an accurate AA model to assign inaccurate authorship is called Authorship Obfuscation (AO). This is because AO is the process of masking an author's writing style/sig-
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4.1 Stylometric Obfuscation

In order to build a robust stylometric classifier, as is observed in Section 3.1, an ensemble of features that capture several linguistic structures such as - Lexical, Syntax, etc. are required. However, to obfuscate an author's writing style, only one of the linguistic structures may be perturbed. Therefore, all the stylometric AO techniques only target a specific linguistic structure, unlike AA classifiers. Based on the stylometric obfuscation techniques used to obfuscate neural texts, we further divide this category into 4 categories - Lexical, Syntactic, Morphological, and Orthographic Obfuscation.

4.1.1 Lexical Obfuscation

Lexical relates to the word choice of a piece of text. Thus lexical obfuscation algorithms aim to mask authors' writing styles by replacing certain keywords with their synonyms while preserving semantics. Below, we discuss different techniques used to

Thus, we survey all AO techniques employed to obfuscate neural texts in different categories, as illustrated in Figure 7: Stylometric Obfuscation, and Statistical Obfuscation.
achieve lexical obfuscation for neural texts. Misspellings attacks may be considered a trivial AO technique, however, it is effective in obfuscation. The misspellings attack uses a list of commonly misspelled words\(^{1}\) to determine which words to replace with their misspelled version. This AO technique is successful in obfuscating texts generated by GPT-2 and GROVER, and thus, evades detection of the following AA models - GLTR, GROVER, and GPT-2 detector [114]. GROVER detector is further evaluated with this AO technique by obfuscating texts generated by GROVER. With only less than 10% of the texts perturbed, this attack is 94% successful [37]. However, this attack can be maneuvered by spell check algorithms, making the obfuscation technique, not robust [114]. In addition to misspelling, a whitespace attack (“will face” → “will face”) is used to evaluate the robustness of GROVER detector. With only less than 4% of the texts perturbed, the attack is 85% successful [37].

Interesting artifacts/characteristics of neural texts still remain somewhat elusive. Therefore, perturbing these neural texts could reveal characteristics that have evaded the AA & AO community. Hence, using linguistic and statistical perturbations of words in the text, [90] extract important characteristics of neural text. For the linguistic-based perturbations, a lexical obfuscation technique is implemented - Deduplicate tokens which keeps the first occurrence of a token/word as is and replaces other occurrences with [MASK] token. This AO technique surprisingly improves the AA performance, suggesting that reducing the number of token occurrences may remove trivial features, causing the AA classifiers to focus on the more important features [90].

Next, texts generated by GROVER are obfuscated with the following techniques: (1) varying sentiment: changing the sentiment of words by replacing the word with another word of a different sentiment (positive → negative); and (2) entity replacement: replace entity with a useless entity [9]. Results suggest that both GROVER and GPT-2 detectors are vulnerable to these lexical-based perturbations.

Mutant-X [76] and Avengers [47] are used as baseline AO techniques to obfuscate the TuringBench dataset [115]. Mutant-X uses a genetic algorithm to search for suitable word replacement such that the semantics are preserved and the internal/substrate AA model misclassifies [76]. This process is notorious for its expensive computational complexity [103]. An internal model is used because, in the real world, the original AA model may not be known. Moreover, Mutant-X generates the obfuscated text and tests if it has evaded the AA model. If evasion is not successful, the process is repeated and tested for the defined max number of iterations [76]. These factors significantly increase the runtime of Mutant-X. Furthermore, the success of Mutant-X is dependent on how strong the internal AA model, which undermines the generalizability of Mutant-X. Hence, Avengers [47], an improved version of Mutant-X is proposed. Avengers is an ensemble version of Mutant-X. Unlike, Mutant-X, the internal AA model is an ensemble AA model, such that each classifier out of N classifiers focuses on different linguistic structures - syntax, semantics, etc.

DeepWordBug [41], a realistic character-level black-box attack is used to evaluate the robustness of 3 types of model - Statistical classification model [83], RoBERTa [74], and an Ensemble model (Statistical model + RoBERTa) [22]. It perturbs characters such that misclassification is maximized, while the Levenshtein edit distance is minimized [22, 41]. These models were trained with GPT-2 medium webtext and tested 3 separate test datasets - human vs. neural webtext from GPT-2 medium, GPT2 XL, and GPT-3 [22]. While deep learning-based classifiers achieve a higher performance in unperturbed/clean texts, statistical classifiers were found to be more robust to obfuscation [22]. Thus, the Ensemble model merges the advantages of high performance and adversarial robustness of the 2 models. DeepWordBug did not reasonably degrade the Ensemble model’s performance, suggesting that DeepWordBug is not robust for this task. However, when DeepWordBug is used to evaluate the robustness of GROVER detector (Mega model) and OpenAI detector (base and large models) by perturbing the GPT-2 generated Yahoo answers & Yelp Polarity vs. Human datasets, it is successful [102]. In fact, DeepWordBug is found to be a very successful AO technique, reducing the accuracy of the Yahoo and Yelp datasets from 67.9% to 0.4% and 87.4% to 6.9%, respectively [102]. This suggests that the OpenAI and GROVER detectors are not robust to this kind of AO technique when evaluated on GPT-2 generated Yahoo answers & Yelp Polarity.

In addition, TextFooler [55], a realistic word-level black-box attack is used to evaluate the robustness of the Statistical model, RoBERTa, and Ensemble model (Statistical model + RoBERTa) [22]. TextFooler replaces words with synonyms based on cosine similarity within the embedding space [22, 55]. Based on the results, TextFooler is a robust AO technique, especially for Transformer-based models. Furthermore, as a substitute for human judgment, MAUVE is used to measure the human judgment of obfuscated texts. [22] finds that adversarial perturbation reduces MAUVE score which means that text quality is degraded and therefore neural texts are likely to be detected accurately by humans.

To further evaluate the robustness of the AA models - GLTR (GLTR-BERT & GLTR-GPT2), GROVER detector, BERT-Defense, FAST, and RoBERTa-Defense, texts generated by GPT-2 and GROVER are obfuscated with TextFooler, Random Perturbations [91], and DFTFooler [91] AO techniques. Random Perturbations is an attack method that replaces random words with synonyms while preserving the semantics. DFTFooler is similar to TextFooler but only needs a publicly available pre-trained LM to generate obfuscated texts. This makes DFTFooler not as computationally costly as TextFooler [91]. Also, DFTFooler perturbations are transferable [91]. To find a valid word substitution using DFTFooler, there are 4 steps: (1) synonym extraction; (2) POS checking; (3) Semantic Similarity checking; and (4) Choose a synonym with low confidence as measured by a LM. BERT and GPT-2 XL are used as the LM for DFTFooler. Results suggest that TextFooler is a stronger AO technique than DFTFooler, but performs comparably, achieving 23-91% Evasion Rate [91]. Evasion rate is defined as the fraction of perturbed neural text that evades detection by an AA model. A high evasion rate indicates a high attack success. Furthermore, using a bi-directional LM (BERT) as the backend for DFTFooler, and increasing the number of words perturbed, increases the evasion rate of DFTFooler. Based on the results, FAST is the most adversarially robust AA model. This may be due to the hybrid nature of the model as it combines the benefits of stylometric, statistical, and deep learning-based techniques as discussed in section 3. Another reason for FAST’s superior performance is its use of semantic features based on entities [91].

4.1.2 Syntactic Obfuscation

\(^{1}\)https://en.wikipedia.org/wiki/Wikipedia:Lists_of_common_misspellings#For_machines
Syntax relates to the order of words in a piece of text. Thus, syntactic obfuscation techniques change the original arrangement of words in a document, in order to obfuscate the author's writing style. Below, we discuss such techniques used on neural texts. Characteristics of neural texts are extracted by perturbing the syntactic structure of the texts with the following syntactic perturbation techniques: (1) Shuffle tokens which randomly shuffles the word order of the texts; (2) Retain only (non-)stopwords which removes all words, except for stopwords [90]. The accuracy of the AA model only dropped marginally. This suggests that these AO techniques are not robust. It also implies that these syntactic features are not important for NTD.

The robustness of GROVER detector is further evaluated by syntactic obfuscation techniques on texts generated by GROVER. These techniques are: (1) source-target exchange: interchanging the source and target; (2) alter numerical facts: distort numerical facts; (3) syntactic perturbations: changing the word form by adding/removing punctuation (“There is” → “There’s”); and (4) article shuffling: replacing N% of a real (human-written) article's sentences with N sentences of a fake (neural) article [9]. All AO techniques were successful, except article shuffling. Also, stylumetric classifiers were found to be more robust, except when perturbed under stricter constraints, such as perturbing a large percentage of texts [9].

ALISON [115] is another syntactic AO technique. It reduces inference time by 100-200x when compared to SOTA AO techniques such as Mutant-X [76], and Avengers [47]. It has an internal classifier trained on a set of linguistic AA features, which allow ALISON to generate suitable phrase replacements that preserve semantics. ALISON is used to evaluate the robustness of 3 Transformer-based models - BERT, DistilBERT, and RoBERTa by obfuscating 2 datasets - TuringBench and Blog Authorship Corpus [115]. It is able to obfuscate the datasets well, causing the AA models to underperform on obfuscated texts. Furthermore, ALISON is able to preserve the semantics of the original text much better than their baseline AO techniques (i.e., Mutant-X and Avengers).

4.1.3 Morphological Obfuscation

Morphology is the study of word forms. Thus, morphological obfuscation techniques change the configuration of a word (e.g. “won’t” → “will not”). Upper/Lower Flip (“Leaving” → “Leav-ing”) is a morphological AO technique that may be considered trivial. However, it is successful in obfuscating texts generated by GROVER which significantly reduces the performance of GROVER detector [37]. With only about 2% of the texts perturbed, it achieved a 96% success rate in evading GROVER detector’s detection [37].

4.1.4 Orthographic Obfuscation

Orthography is the spelling convention of a language. Thus, orthographic obfuscation techniques aim to change the original spelling convention used in a piece of text to mask an author’s writing style. Below, we discuss such techniques. Homoglyph attack is an orthographic perturbation technique that changes the unicode of texts. It changes English characters to cyrillic characters. This attack is almost imperceptible to the human eye and therefore, preserves semantics. The robustness of GPT-2 detector, GROVER detector, and GLTR is evaluated by obfuscating texts generated by GPT-2 with the homoglyph attack. GPT-2 detector’s performance dropped from 97.44% to 0.26% Recall. The perturbed texts caused GROVER detector to grossly misclassify neural texts as human-written texts and GLTR to shift the distribution (i.e., color scheme) of the perturbed texts [114]. GROVER detector is further evaluated on obfuscated texts generated by GROVER [37]. Homoglyph attack achieves a 97% success rate in perturbing GROVER detector [37]. However, this AO technique can easily be rendered ineffective by using spell check algorithms [114].

4.2 Statistical Obfuscation

In order to extract statistical characteristics from neural texts, the following statistical AO techniques are implemented: (1) Replace text with likelihood ranks; (2) Replace text with specific linguistic features, such as Part of Speech, Dependency Trees, Constituent Trees and Named Entities; and (3) Retain tokens in high/low frequency regions which defines a frequency gap score to calculate and extract the high and low-frequency words in the text [90].

The following 3 datasets are perturbed - human-machine pairs, Writing Prompt dataset [33], and CnDARIO (Chinese Novel Dataset crawled from mixed online sources) generated with GPT-2 fine-tuned with Chinese Literature. These datasets are in 3 different domains, respectively - Online Forum, News, and Literature. Results suggest that the high/low frequency region perturbations is the most effective obfuscation technique [90]. This further suggests that the high/low-frequency region feature could be an effective feature for distinguishing neural texts from human texts.

ruBERT for NTD is evaluated on 2 AO techniques - (1) calculating the class probabilities of each label and only selecting the texts with the highest human class probability; (2) adds the detector’s log-probability to the beam search decoding strategy during generation so that only more human-like texts are generated [85]. These attacks achieve 46% and 56% success rates, respectively. RoBERTa-Defense is evaluated by changing the sampling distribution of the neural texts in the test set. This obfuscation technique involves: (1) varying the text decoding strategy (and its parameters); and (2) varying the number of priming tokens [91]. The quality of the obfuscated neural texts is measured by GRUEN [124], a metric used to measure the linguistic quality of AI-generated texts (neural texts). GRUEN has a high correlation with human judgments. The score ranges from 0 – 1, and a higher value indicates high linguistic quality. Linguistic quality is based on grammaticality, non-redundancy, discourse focus, structure, and coherence [91]. Using GRUEN, a successful attack is defined as an attack that degrades the performance of the AA models, with little to no linguistic quality (GRUEN score) degradation [91]. The results suggest that changing the decoding strategy is an effective AO technique. Even GLTR, a statistical AA model is fooled by this AO technique [91].

5. EVALUATION OF AA/AO METHODS

5.1 Machine-based Evaluation

5.1.1 Authorship Attribution

To evaluate AA models, literature often used popular classification metrics such as Precision, Recall, Accuracy, and F1 score. For instance, [114] used the recall metric to evaluate the robustness of AA models toward AO techniques. Previous works evaluate the generalizability of AA models, not only on a standard single test set [36, 50, 52, 81, 91] but also on several out-of-sample distributions [102]. For example, [102] evaluate GROVER detector (Mega model) and OpenAI detector (base and large models) on three variants of test sets, namely in-distribution, out-of-distribution and in-the-wild datasets. In-distribution datasets are test sets
To evaluate AO models, literature often uses the success rate measure for AO models, which were accurately attributed prior to obfuscation. Another measure for AO models is evasion rate [91] which is the fraction of perturbed neural texts that evade the detection by an AA model. Next, due to the time and financial cost required to carry out a human-based evaluation, MAUVE, a metric that statistically emulates human judgments in terms of the linguistic quality (i.e., coherency) of neural texts vs. human-written texts, has been used on the AO problem [22]. That is, MAUVE is used as a substitute for human evaluation of obfuscated text vs. non-obfuscated text [22]. Furthermore, based on the strict definition of AO, it is sometimes important that the obfuscated text preserves the semantics of the original text. Hence, literature has measured the degradation of semantics between original and obfuscated texts, namely METEOR [6], Universal Sentence Encoder (USE) [15] Cosine similarity, and GRUEN [124]. These metrics all correlate with human judgments and a high score indicates an obfuscated text with well-preserved semantics.

5.2.1 Human Evaluation without Training
A set of research works recruited human participants (often from crowdsourcing platforms such as Amazon Mechanical Turk (AMT)) and tested whether they can distinguish neural texts from human-written texts. A simple introduction to the tasks is given, but no special training is done for human participants in this line of research. For instance, [117] examined the quality of texts generated by GROVER vs. human-written texts by humans and found that humans find GROVER-written news more believable than human-written news. [28] asked human participants to detect infilled texts filled by neural texts (e.g., she drank [blank] for [blank]) and found that humans had difficulty in detecting the infilled texts filled by neural texts. [108] introduced a benchmark for AA research, TuringBench, evaluated the performance of humans in distinguishing 19 pairs of human vs NTG (e.g., human vs. GPT-1 or human vs. FAIR) using TuringBench, and found that humans on average scored 51-54% of accuracies, only slightly better than random guessing. Unsurprisingly, [13] also found that humans were unable to accurately detect GPT-3 texts from human-written texts. [52] evaluated the quality of top-p and top-k decoding strategies, and found that (1) AA models detect neural texts generated by top-p decoding better than AA models. Lastly, [3] found that both humans and AA models struggled to detect neural fake reviews.

5.2.2 Human Evaluation with Training
Another line of research attempted to first train human participants about NTD tasks and measure the performance improvements afterward. For instance, when human participants were trained to use GLTR [45] in detecting neural texts, thanks to the color scheme of GLTR (see Figure 6), human performance increased from 54% to 72% in accuracy. To further evaluate neural texts, [31] proposed a framework to collect a large number of human annotations via a game, RoT15, on the quality of neural vs. human texts. Human participants were told to detect the boundary at which an article transitions from human-written to neurally-generated. Only 16% of human participants were able to correctly identify the accurate boundaries [31]. [18] studied three training strategies—instruction-based, example-based, and comparison-based, and found that example-based training is the most effective to improve human performance for solving NTD tasks (achieving the average accuracy of 55%) across the domains of story, recipe, and news. Next, [104] investigated how accurately humans can classify real vs. generated articles with and without images, using different types of news datasets: real captions and articles, real captions and generated articles, generated captions and real articles and generated captions and articles. By conducting an AMT-based study, untrained and trained human participants were able to achieve an average of 46% and 68%, respectively. Further investigation on the trustworthiness of the different article types based on style, content, consistency, and overall trustworthiness reveals that humans were skeptical about the overall trustworthiness of news articles across all four types [104]. Finally, recently, [29] proposed a framework for scrutinizing neural texts through crowdsourced data annotation in a scalable fashion, where neural texts were shown to have various error types: language-errors (i.e., lack of coherency and consistency in text), factual-errors, and reader-issues (i.e., text is too obscure or filled with too much jargon so that understanding is negatively impacted).

In conclusion, literature has found that humans alone cannot detect neural texts accurately, achieving detection accuracies only slightly better than random guessing. When humans are properly trained about the characteristics of neural texts, further, this detection accuracy tends to increase but only by small margins.

6. OPEN CHALLENGES
Although there have been several meaningful works on the current landscape of AA and AO models, the two research problems are still in their early development, especially the direction of NTD. In this section, as such, we discuss some of the remaining challenges.

6.1 Need for Comprehensive Benchmark
Generally, existing literature tends to create or use particular datasets in silos, making their findings limited and incomparable across the literature. As mentioned in [36, 81], however, the study of NTD can be greatly improved with the availability of more comprehensive and generalizable datasets whose coverage varies across diverse: (1) domains (e.g., news, online forum, recipe, stories), (2) language models, (3) decoding strategies, or (4) length of texts.

15http://roft.io/
Further, not all AA/AO models share their codebase and experimental configurations, making the comparative analysis difficult. However, generating and maintaining a large number of neural texts across different settings cost significant resources and effort. [108] attempted to propose a benchmark for AA research, TuringBench, but it does not satisfy the needs fully. Therefore, it is greatly needed to develop a comprehensive benchmark with diverse datasets of AA/AO problems, along with the codebase of known methods in a unified environment, so that objective comparison can be carefully performed to understand the pros and cons of existing solutions and brainstorm new ideas for improvement.

6.2 Call for Complex AA/AO Variations

With the introduction of "machine" in writing high-quality texts, the set-up of "authors" in future scenarios can be more complex. For instance, one could generate a more realistic text using multiple language models in sequence (e.g., each language model improves upon the text generated by another language model in a previous step) or in parallel (e.g., each language model generates only parts of a long text). Symmetrically, it is also plausible to use multiple AO solutions in sequence or parallel to improve the overall performance of obfuscation. Yet another possible scenario is to think of "human-in-the-loop" attribution or obfuscation. For instance, would a team (of humans, of machines, or of humans and machines) outperform an individual (of human or machine) in solving AA or AO task? To our best knowledge, there is no study of AA/AO for such complex scenarios.

6.3 Need for Interpretable AA/AO Models

Currently, there are only a few interpretable AA models (e.g., GLTR) and AO techniques (e.g., Homoglyph) for neural texts, as summarized in Tables 3 and 4, respectively. That is, when an AA model detects a text as machine-generated or human-written, or when an AO model modifies parts of a text to hide authorship, it often cannot explain "why?" Ideally, however, such models should be able to provide an easy-to-understand and intuitive explanation, especially to users with no linguistic expertise, as to why a given text is attributable to a particular NTG or why a particular phrase of a text is critical to reveal an author's identity. In addition, more research is needed to develop an intuitive human interface or visualization toward explainable AA/AO models.

6.4 Need for Improved Human Training

In parallel to improving the performance of AA/AO solutions, it is equally important to raise the awareness of AA/AO problems in the presence of neural texts, and to be able to train human users to detect neural texts better (e.g., identity phishing or misinformation message that includes neural texts as parts) or use AO solutions to hide one's authorship (e.g., an activist posting his/her message on social media without revealing true identity). As we illustrate in Section 5.2, however, humans are not good at detecting neural texts, and there are not many AA/AO solutions suitable for novice users to benefit from in solving AA/AO tasks. Worst, still, is that even a few AA models such as GLTR that were shown to be able to help human users to detect neural texts better have become less effective with the advancement of NTGs. Therefore, great needs exist to have a better way to train human users in solving AA/AO tasks.

6.5 Call for Robust AA/AO Solutions

In section 4, we surveyed all literature that evaluated the robustness of AA/AO models, and found that most existing AO techniques do not preserve the original semantics of text well and thus cannot easily evade the attribution of AA solutions, especially human detection. Similarly, as we adopt more sophisticated hybrid approaches for AA tasks, successful AO attacks to hide authorship will become more challenging. Part of the reason for these vulnerabilities in existing AA/AO solutions is that the bulk of existing literature has studied either AA or AO problem in separation, thus greatly limiting their robustness against the other problem. Therefore, to stay relevant and synonymous with a real-life scenario, both AA and AO solutions need to learn from each other, and co-train/co-evolve, as in a min-max optimization game.

7. APPLICATIONS

Deepfake Detection: Successful solutions for AA/AO tasks can be useful in many applications. For instance, recently, the generation of realistic AI-made images16 and videos, so-called “deepfakes”, have flooded the Web. While most of these deepfakes are made for humor, some are malicious in generating misinformation, spreading political propaganda, or attacking individuals [79]. In literature, in particular, [104] studies the realistic scenario where real images would be paired with neural texts to increase the authenticity of a news article as well as evade detection. In such a setting, successful AA solutions can point out the non-human nature of neural texts to users or can be used to extract features of neural texts for downstream deepfake detection models.

Chatbot Detection: Another application is for AA solutions to detect suspicious messages (e.g., phishing or chatbot messages) that may have been (partially) generated by NTG. Similar to neural texts of news format, shorter or informal chatbot messages are also hard to discriminate when generated by machines [98, 106]. An example of the state-of-the-art chatbot is ChatGPT [84] which has been used to generate medical writings [10, 40], finance writings [30], etc. These applications of ChatGPT have also increased the likelihood of cheating in academic writing [21]. Thus, AA models for neural text detection will be beneficial in distinguishing chatGPT-generated texts from human-written texts.

Anonymity Preservation: On the other hand, successful AO solutions can be used to help individuals who have needs to share their writings without jeopardizing their secret identity. For instance, an NGO activist or whistleblower may submit her op-ed to news media after making sure that no popular AA solutions can attribute the writing to her.

8. CONCLUSION

With the rise of neural texts that were generated by large-scale language models, we are currently in an arms race between generation and detection of neural texts. In this work, we comprehensively survey two important problems of neural texts: Authorship Attribution (AA) and Authorship Obfuscation (AO). We first categorize existing AA solutions into four types of stylometric, deep learning-based, statistical, and hybrid attribution. Similarly, we categorize existing AO solutions into two types of stylistic and statistical obfuscation, and elaborate pros and cons of representative methods therein. In addition, we discuss different evaluation methods for AA and AO problems in the context of neural texts, and finally, share a few important challenges that we
feel lacking currently. By and large, we believe that the data mining community is well-positioned to be able to contribute to significant improvement in both AA and AO research. Despite their close implications in security and privacy, with respect to the underlying methods used, their problem formulation as supervised or unsupervised learning, and their focus on the accuracy and running time as major metrics. Lastly, to mitigate the challenges of accurate detection of neural text, [62] proposes watermarking these text-generative language models. This entails embedding humanly imperceptible signals into the language models such that they generate semantically relevant texts, unnoticeable to humans but noticeable to detectors. These watermarking [2, 62] techniques attempt to solve the security risks that these language models pose. However, as these watermarking techniques have not yet been widely adopted, we still have to rely on AA and AO solutions for neural text detection. Also, as such watermarking techniques are a recent/new development, their robustness to strong AO techniques has not yet been evaluated.
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