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Abstract

Ordinary Differential Equations (ODEs) have recently gained a lot of attention in machine learning. However, the theoretical aspects, for example, identifiability and asymptotic properties of statistical estimation are still obscure. This paper derives a sufficient condition for the identifiability of homogeneous linear ODE systems from a sequence of equally-spaced error-free observations sampled from a single trajectory. When observations are disturbed by measurement noise, we prove that under mild conditions, the parameter estimator based on the Nonlinear Least Squares (NLS) method is consistent and asymptotic normal with $n^{-1/2}$ convergence rate. Based on the asymptotic normality property, we construct confidence sets for the unknown system parameters and propose a new method to infer the causal structure of the ODE system, that is, inferring whether there is a causal link between system variables. Furthermore, we extend the results to degraded observations, including aggregated and time-scaled ones. To the best of our knowledge, our work is the first systematic study of the identifiability and asymptotic properties in learning linear ODE systems. We also construct simulations with various system dimensions to illustrate the established theoretical results.
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1. Introduction

Ordinary Differential Equations (ODEs) have been widely used to model dynamic systems in various scientific fields such as physics (Ferrell Jr et al., 2011; Xiu-Li et al. 2003; Massatt, ...
1983), biology (Hemker, 1972; Huang et al., 2006; Li et al., 2011; Lu et al., 2011), and economics (Tu, 2012; Weber and Kryazhimskiy, 2011; Norton and Scandizzo, 1981). In recent years, ODEs are also attracting increasing attention in the machine learning community. For instance, ODEs have been used to build new families of deep neural networks (Chen et al., 2018; Yan et al., 2019; Zhang et al., 2019) and the connection between ODEs and structural causal models has been established (Mooij et al., 2013; Rubenstein et al., 2018).

Existing works mostly focus on the parameter estimation of ODEs (Hemker, 1972; Li et al., 2005; Xue et al., 2010; Varah, 1982; Liang and Wu, 2008; Ramsay, 1996; Ramsay et al., 2007; Poyton et al., 2006). However, before estimating the unknown parameters, it is essential to perform an identifiability analysis of an ODE system; that is, uncovering the mathematical conditions under which the parameters can be uniquely determined from noise-free observations. If a system is not identifiable, the estimation procedure may produce erroneous and misleading parameter estimates (Qiu et al., 2022). This is detrimental in many applications; for example, the estimated parameter can easily lead to wrong causal structures of non-identifiable ODE systems.

The contribution of this paper are summarized as follows:

**Derive identifiability condition for linear ODEs from discrete observations.** We derive the condition for the identifiability of homogeneous linear ODE systems from discrete observations (collected at discrete time points). Specifically, we consider the setting where the observations are sampled from a single trajectory generated from one initial condition. This setting is prevalent in applications that can only access a single trajectory due to the unrepeatable process of the measurements collection. Our identifiability analysis is built upon the work of Stanhope et al. (2014), which constructs a systematic study of the identifiability of homogeneous linear ODE systems from a continuous trajectory with known initial conditions. Our research extends this framework to more practical scenarios where we only have discrete observations and do not know the initial conditions.

**Derive asymptotic properties for NLS estimator.** Based on our identifiability results, we study the asymptotic properties of parameter estimation from data with measurement noises. We focus on the estimator obtained by the Nonlinear Least Squares (NLS) method, which is simple and widely used in dynamical systems (Marquardt, 1963; Johnson et al., 1981; Wu, 1981; Johnson and Frasier, 1985; Maeder and Zuberbuehler, 1990). However, the asymptotic properties of NLS based estimators for ODE systems have not been systematically studied due to the lack of identifiability conditions. We prove that under mild conditions, the NLS estimator is consistent and asymptotic normal with $n^{-1/2}$ convergence rate. In addition, based on the established asymptotic normality theory, we construct the confidence sets of unknown parameters and propose a new method to infer the causal structure of ODE systems, that is, inferring whether there is a causal link between system variables.

**Extend theoretical results to degraded observations.** We extend the consistency and asymptotic normality results to the observations with degraded quality, including aggregated and time-scaled observations. The aggregated observations are usually caused by time aggregation in the data collection process (Silvestrini and Veredas, 2008). The time-scaled observations result from data preprocessing to fit the ODE model. We prove that the ODE model generating the original observations is identifiable from the degraded observations. The asymptotic properties can be naturally extended given the identifiability
results. Simulations with various system dimensions are constructed to verify the developed theoretical results.

2. Identifiability Condition of Homogeneous Linear ODE Systems

Linear ODE systems hold significant importance in modelling and comprehending the dynamics of various real-world phenomena across diverse disciplines. For instance, well-established examples such as the Spring-Mass-Damper system (Sharma et al., 2014), the simple population growth model (Anisiu, 2014), and the heat cooling problem model (Langtangen and Pedersen, 2016) all belong to the category of linear ODE systems. These systems often admit closed-form analytical solutions, thereby facilitating precise predictions of system behaviour and enabling detailed analysis. Moreover, linear ODE systems serve as a foundation for approximating nonlinear systems through linearization techniques, providing valuable insights into the more intricate nonlinear system behaviour. In this paper, we focus on an important special case of linear ODE systems: the homogeneous linear ODE system.

A homogeneous linear ODE system can be defined as:

\[
\begin{align*}
\dot{x}(t) &= Ax(t), \\
x(0) &= x_0,
\end{align*}
\]  

(1)

where \( t \in [0, \infty) \) denotes the independent variable time, \( x(t) \in \mathbb{R}^d \) denotes the state of the ODE system at time \( t \), \( \dot{x}(t) \) denotes the first derivative of \( x(t) \) with respect to time \( t \), and we refer to both the parameter matrix \( A \in \mathbb{R}^{d \times d} \) and the initial condition \( x_0 \in \mathbb{R}^d \) as the system parameters. In this paper we focus on ODE systems with complete observation, that is, all state variables are observable. Therefore, the measurement model can be described as:

\[
y(t) = x(t).
\]  

(2)

The solution of ODE system (1) can be explicitly expressed as:

\[
x(t; x_0, A) = e^{At}x_0,
\]  

(3)

which is also called a trajectory. The symbol \( e \) in Equation (3) denotes the matrix exponential function. In this paper, we focus on identifiability analysis of the ODEs from observations sampled from a single \( d \)-dimensional trajectory generated with an initial condition \( x_0 \). Under the setting of our paper, the term identifiability means that given the error-free observation from a single trajectory of the ODE system, whether the system parameters \( A \) and \( x_0 \) can be uniquely determined.

2.1 Identifiability Condition from a Whole Trajectory

Given a fixed initial condition \( x_0 \), Stanhope et al. (2014) derived a necessary and sufficient condition for identifying the ODE system (1) from a whole trajectory, \( \{e^{At}x_0\}_{t \in [0, \infty)} \), that is, \( \{x_0, Ax_0, \ldots, A^{d-1}x_0\} \) are linearly independent. The notation \( A^k \) denotes the \( k \)th power of the matrix \( A \), represented as the product of \( k \) copies of matrix \( A \), that is, \( A^k = A \times A \times \ldots \times A \). However, in practice, we cannot usually observe the initial condition \( x_0 \). Under this practical circumstance, we need to treat the initial condition also as a system parameter and identify
it from the data. In the following, we extend the identifiability definition and condition in (Stanhope et al., 2014) to the case where both parameter matrix $A$ and initial condition $x_0$ are system parameters.

**Definition 1** Let $(M^0, \Omega)$ be given parameter spaces, with $M^0 \subset \mathbb{R}^d$ and $\Omega \subset \mathbb{R}^{d \times d}$. The ODE system (1) is said to be identifiable in $(M^0, \Omega)$, if for all $x_0, x'_0 \in M^0$ and all $A, A' \in \Omega$, with $(x_0, A) \neq (x'_0, A')$, it holds that $x(\cdot; x_0, A) \neq x(\cdot; x'_0, A')$.

Here $x(\cdot; x_0, A) \neq x(\cdot; x'_0, A')$ means that there exists at least one $t \geq 0$ such that $x(t; x_0, A) \neq x(t; x'_0, A')$. Then we establish the condition for identifiability of the ODE system based on Definition 1.

**Lemma 2** Suppose that $M^0 \subset \mathbb{R}^d$ and $\Omega \subset \mathbb{R}^{d \times d}$ are both open subsets. Then the ODE system (1) is identifiable in $(M^0, \Omega)$ if and only if $\{x_0, Ax_0, \ldots, A^{d-1}x_0\}$ are linearly independent for all $x_0 \in M^0$ and all $A \in \Omega$.

The proof of Lemma 2 is a straightforward extension of the proof of Theorem 2.5 in (Stanhope et al., 2014) and can be found in Appendix A.1. From the Lemma, we can see that the condition for identifying the system parameters $(A, x_0)$ is the same as that for only identifying $A$, except that the linear independence condition needs to hold for all possible $x_0$ in $M^0$.

### 2.2 Identifiability Condition from Discrete Observations

In practice, typically, we can only access a sequence of discrete observations sampled from a trajectory instead of knowing the whole trajectory. Thus, from now on, we focus on the case where only discrete observations from a trajectory are available. In particular, We extend the identifiability definition of the ODE system (1) as follows.

**Definition 3** ($(x_0, A)$-identifiability) For $x_0 \in \mathbb{R}^d$ and $A \in \mathbb{R}^{d \times d}$, for any $n_0 \geq 1$, let $t_j, j = 1, \ldots, n_0$ be any $n_0$ time points and $x_j := x(t_j; x_0, A)$ be the error-free observation of the trajectory $x(t; x_0, A)$ at time $t_j$. We say the ODE system (1) is $(x_0, A)$ identifiable from $x_1, \ldots, x_{n_0}$, if for all $x'_0 \in \mathbb{R}^d$ and all $A' \in \mathbb{R}^{d \times d}$, with $(x'_0, A') \neq (x_0, A)$, it holds that $\exists j$ for $j = 1, \ldots, n_0$, such that $x(t_j; x'_0, A') \neq x(t_j; x_0, A)$.

This definition is inspired by (Qiu et al., 2022, Definition 1.6), and it is not a simple extension of Definition 1 to discrete observations when $M^0 := \mathbb{R}^d$ and $\Omega := \mathbb{R}^{d \times d}$. The reason is that in Definition 3, the initial condition $x_0$ and parameter matrix $A$ are fixed, and $x'_0$ and $A'$ are an arbitrary vector and an arbitrary matrix in $M^0$ and $\Omega$ respectively. However, in Definition 1, both $x_0$ and $x'_0$ are arbitrary vectors in $M^0$ and both $A$ and $A'$ are arbitrary matrices in $\Omega$. In other words, Definition 3 describes an intrinsic property of a single system instead of a collective property of a set of systems. In dealing with the identifiability problem of an ODE system, we aim to check whether the true underlying system parameter $(x_0, A)$ is uniquely determined by error-free observations. Therefore, $(x_0, A)$-identifiability described in Definition 3 is a more natural way to define the identifiability of the ODE system from the practical perspective, and all of the other relevant definitions and theorems in the rest of this paper are derived based on Definition 3.
To derive the identifiability condition from discrete observations, we focus on the equally-spaced observations. Specifically, data are collected on an equally-spaced time grid, that is, $t_{j+1} - t_j = \Delta t$ for a constant $\Delta t > 0$ and $j = 1, 2, \ldots$. The motivation is that a time series is most commonly collected equally spaced in practice, which follows the standard rules of collecting data either from a scientific experiment or a natural phenomenon. Then, based on Definition 3, we derive a sufficient condition for the identifiability of the ODE system from discrete observations.

**Theorem 4** For $x_0 \in \mathbb{R}^d$ and $A \in \mathbb{R}^{d \times d}$, the ODE system (1) is $(x_0, A)$ identifiable from any $d+1$ equally-spaced error-free observations $x_1, x_2, \ldots, x_{d+1}$, if the following two conditions are satisfied.

A1 \{ $x_0, Ax_0, \ldots, A^{d-1}x_0$ \} are linearly independent.

A2 Parameter matrix $A$ has $d$ distinct real eigenvalues.

The proof of Theorem 4 can be found in Appendix A.2. Here, any $d+1$ equally-spaced error-free observations means that the time interval between two consecutive observations: $\Delta t$ can take any positive value. In other words, the identifiability of the ODE system will not be influenced by the time-space between consecutive observations.

Now, in addition to the identifiability condition from a whole trajectory (condition A1), when only discrete observations are available, we further require that $A$ has $d$ distinct real eigenvalues (condition A2). This condition seems to be restrictive, however, due to the limited observations (a set of equally-spaced observations sampled from a single trajectory), the condition cannot be relaxed. The reasons are as follows: (1) **Distinct eigenvalues**: as discussed in (Qiu et al., 2022), almost every $A \in \mathbb{R}^{d \times d}$ (with respect to the Lebesgue measure on $\mathbb{R}^{d \times d}$) has $d$ distinct eigenvalues based on random matrix theory (Lehmann and Sommers, 1991; Tao, 2012). Therefore, $A$ has $d$ distinct eigenvalues is a natural and reasonable assumption. In addition, to guarantee the ODE system (1) is $(x_0, A)$ identifiable from any $d+1$ equally-spaced observations sampled from a single trajectory, we need $d$ consecutive observations of them to be linearly independent. To ensure any $d$ equally-spaced observations sampled from a single trajectory are linearly independent, matrix $A$ has $d$ distinct eigenvalues is a necessary condition. Moreover, in Section 3.2, to derive the explicit formula of the asymptotic covariance matrix of the NLS estimator’s asymptotic normal distribution, we require the parameter matrix has $d$ distinct eigenvalues. (2) **Real eigenvalues**: according to (Stanhope et al., 2014, Corollary 6.4), a matrix with complex eigenvalues is not identifiable from any set of equally-spaced observations sampled from a single trajectory. Therefore, we require the eigenvalues to be real.

Our identifiability condition here is sufficient but not necessary. However, it allows us to derive explicit expressions of $A$ and $x_0$ in terms of the observations. To see this, we set $\Phi(t) := e^{At}$, and let $X_j$ denote the matrix $(x_j, x_{j+1}, \ldots, x_{j+d-1}) \in \mathbb{R}^{d \times d}$ for $j = 1, 2$. Then $X_2 = \Phi(\Delta t)X_1$. We show in the proof that $X_1$ is nonsingular if $A$ has $d$ distinct eigenvalues, and thus, $\Phi(\Delta t) = X_2X_1^{-1}$. Finally, we can obtain a unique real $A$ by taking logarithm of $e^{A\Delta t} = X_2X_1^{-1}$ if $A$ has $d$ distinct real eigenvalues (Stanhope et al., 2014, Theorem 6.3). The initial condition $x_0$ can then be calculated by $e^{-A\Delta t}x_1$. Please refer to Appendix A.2 for the detail.
Worth mentioning that we can not check whether the proposed identifiability conditions are satisfied in practice since we do not have access to the real underlying system parameters in practical applications. Nevertheless, studying the identifiability conditions of the dynamical system provides us with a better understanding of the system. Moreover, in practice, we can use models satisfying the conditions (through constrained parameter estimation) to learn the real-world data to ensure the learned model’s identifiability.

**Remark** If the ODE system is identifiable from a set of discrete observations sampled from a single trajectory, the system can also be identifiable from the whole corresponding trajectory.

### 2.3 Identifiability Condition from Degraded Observations

In practice, there are cases where we have no records of the original observations of the ODE system and can only access the degraded observations instead. Is the ODE system still identifiable? Furthermore, will the parameter change? We are interested in addressing the problem of identifiability under degraded observations. In particular, we are interested in the aggregated and time-scaled observations.

According to Theorem 4, under assumptions A1 and A2, the ODE system (1) is \((x_0, A)\) identifiable from \(n\) equally-spaced error-free observations \(X := \{x_1, x_2, \ldots, x_n\}\), for any \(n > d\). Based on these \(n\) observations, in the following, we define the aggregated and time-scaled observations.

**Definition 5 (aggregated observations)** Let \(k \geq 2\) be an integer and \(\hat{n} = \lfloor n/k \rfloor\), where \(\lfloor \cdot \rfloor\) denotes the floor function. For each \(j = 1, 2, \ldots, \hat{n}\), we define \(\bar{x}_j := (x_{(j-1)k+1} + x_{(j-1)k+2} + \cdots + x_{jk})/k\), the average values of \(k\) consecutive, non-overlapping observations in \(X\), starting from time \(\hat{t}_j := t_{(j-1)k+1}\). We call \(\bar{X} := \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_{\hat{n}}\}\) a set of aggregated observations from \(X\).

For notational simplicity, we use the same notation for aggregated and time-scaled observations from here on.

**Definition 6 (time-scaled observations)** Let \(k > 0\) be a constant and \(\hat{n} = n\). For each \(j = 1, 2, \ldots, \hat{n}\), defining \(\hat{t}_j := kt_j\) be the scaled time, the time-scaled observation at time \(\hat{t}_j\), denoted by \(\bar{x}_j\), equals \(x_j\). We call \(\hat{X} := \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_{\hat{n}}\}\) the set of time-scaled observations from \(X\) at the scaled time grid \(\{\hat{t}_1, \ldots, \hat{t}_{\hat{n}}\}\).

**Remark** Aggregated/time-scaled observations \(\bar{X}\) follow new ODE systems as (1) but with different initial condition and parameter matrix, denoted respectively by \(\bar{x}_0\) and \(\bar{A}\), and we call the new ODE systems aggregated/time-scaled ODE systems.

Having defined the aggregated/time-scaled observations, we now derive the conditions for identifying the original ODE system with parameters \(x_0\) and \(A\) from them. In addition to conditions A1 and A2, a common identifiability condition from aggregated/time-scaled observations is

\(A3\) The sample size of the aggregated/time-scaled observations \(\hat{n} > d\).
2.3.1 Identifiability condition from aggregated observations

Though the identifiability of vector auto-regressive model from aggregated observations has been studied (Silvestrini and Veredas, 2008; Gong et al., 2017), the identifiability condition of ODEs from aggregated observations remains unknown. Based on Theorem 4, we derive the following corollary.

**Corollary 7 (aggregated observations)** If conditions A1-A3 are satisfied, where \( x_0 \in \mathbb{R}^d \) and \( A \in \mathbb{R}^{d \times d} \), then the aggregated ODE system parameters \( \tilde{x}_0 \) and \( \tilde{A} \) can be uniquely determined by the aggregated observations \( \tilde{X} \), and the original ODE system (1) (with parameters \( x_0 \) and \( A \)) is \((x_0, A)\) identifiable from the aggregated observations \( X \), with \( x_0 = k(I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})^{-1}\tilde{x}_0 \) and \( A = \tilde{A} \).

The proof of Corollary 7 can be found in Appendix A.3. This corollary implies that the ODE system (1) is still identifiable from the aggregated observations under mild conditions. Moreover, the new parameter matrix corresponding to the aggregated ODE system is the same as that of the actual model, that is, \( \tilde{A} = A \).

2.3.2 Identifiability condition from time-scaled observations

Time plays a critical role in ODE systems. However, in practical applications, using the actual time of the system directly may cause inconvenience. A common practice is to use the method defined in Definition 6 to scale the actual timeline into a fixed one, such as [0,1], to simplify the calculation (Rubanova et al., 2019; Langtangen and Pedersen, 2016). How will the time scaling affect the causal relationship between variables, that is, parameter matrix \( A \)? This motivates us to derive the following corollary.

**Corollary 8 (time-scaled observations)** If conditions A1-A3 are satisfied, where \( x_0 \in \mathbb{R}^d \) and \( A \in \mathbb{R}^{d \times d} \), then the time-scaled ODE system parameters \( \tilde{x}_0 \) and \( \tilde{A} \) can be uniquely determined by the time-scaled observations \( \tilde{X} \), and the original ODE system (1) (with parameters \( x_0 \) and \( A \)) is \((x_0, A)\) identifiable from the time-scaled observations \( X \), with \( x_0 = \tilde{x}_0 \) and \( A = k\tilde{A} \).

The proof of Corollary 8 can be found in Appendix A.4. This corollary implies that the ODE system (1) is identifiable from the time-scaled observations, and the new parameter matrix corresponding to the time-scaled ODE system is reduced by a factor of \( k \) from the parameter matrix corresponding to the actual model, that is, \( \tilde{A} = A/k \). This corollary provides theoretical support for time scaling and implies that one can safely scale the actual timeline into a fixed one for the ODE system (1).

3. Asymptotic Properties of the NLS Estimator

Now that we have established the sufficient condition for the identifiability of the ODE system from discrete error-free observations. However, in practical applications, the observations are typically disturbed by measurement noise. In this case, one can not calculate the true unknown parameters explicitly from \( e^{A\Delta t} = X_2X_1^{-1} \) and \( x_0 = e^{-A\Delta t}x_1 \). Instead, we resort to parameter estimation procedures to estimate the unknown parameters. In this section, we
will investigate the asymptotic properties of the parameter estimator based on the Nonlinear Least Squares (NLS) method. First, we introduce the measurement model and the NLS method.

**Measurement model.** Suppose the system state \( x(t) \) in ODE system (1) is measured with noise at time points \( t_1, \ldots, t_n \), with \( t_i \in [0, T] \) for all \( i = 1, \ldots, n \), and \( 0 < T < +\infty \). Abusing notation a bit, from now on, we use \( \theta := (x_0, A) \in \mathbb{R}^{d+d^2} \) to vectorize the parameters \( x_0, A \).

We further let \( \Theta := (M^0, \Omega) \) to denote the parameter space, where \( M^0 \subset \mathbb{R}^d \) and \( \Omega \subset \mathbb{R}^{d \times d} \). The true parameter is denoted as \( \theta^* := (x_0^*, A^*) \). Then the measurement model can be described as:

\[
y_i = x(t_i; \theta^*) + \epsilon_i = e^{A^*t_i}x_0^* + \epsilon_i ,
\]

for all \( i = 1, \ldots, n \), where \( y_i \in \mathbb{R}^d \) denotes the noisy observation at time \( t_i \) and \( \epsilon_i \in \mathbb{R}^d \) is the measurement error at time \( t_i \).

**Nonlinear least squares (NLS) method** is well used for parameter estimation in nonlinear regression models including ODEs (Jennrich, 1969; Xue et al., 2010). In the following, based on the identifiability condition we build in Section 2, with mild assumptions, we show the consistency and asymptotic normality of the NLS estimator.

Suppose the ODE system (1) is \( (x_0^*, A^*) \) identifiable from a set of equally-spaced error-free observations sampled from a single trajectory: \( x_1, \ldots, x_n \), with \( x_i = x(t_i; \theta^*) = e^{A^*t_i}x_0^* \) and \( t_i \in [0, T] \) for all \( i = 1, \ldots, n \), then the true parameter \( \theta^* = (x_0^*, A^*) \) uniquely minimizes:

\[
M(\theta) = \frac{1}{T} \int_0^T \| e^{A^*t}x_0^* - e^{At}x_0 \|_2^2 \, dt ,
\]

where \( \| \cdot \|_2 \) denotes the Euclidean norm. The proof is straightforward, since the ODE system (1) is \( (x_0^*, A^*) \) identifiable from \( x_1, \ldots, x_n \), the ODE system (1) is also \( (x_0^*, A^*) \) identifiable from the corresponding trajectory at time \( [0, T] \), which implies that \( M(\theta) \) attains its unique global minimum at \( \theta^* \). In practical applications, typically, one can only access the noisy observation \( y_i \)'s as described in (4). Therefore, we propose to estimate \( \theta^* \) by minimizing the empirical version of \( M(\theta) \), which is

\[
M_n(\theta) = \frac{1}{n} \sum_{i=1}^n \| y_i - e^{A^*t_i}x_0 \|_2^2 .
\]

That is, the NLS estimator of \( \theta^* \) is defined as

\[
\hat{\theta}_n = \arg \min_{\theta \in \Theta} M_n(\theta) .
\]

**Assumptions.** Now we investigate the asymptotic properties of the NLS estimator \( \hat{\theta}_n \). We first list all the required assumptions:

A4 Parameter space \( \Theta \) is a compact subset of \( \mathbb{R}^{d+d^2} \).

A5 Error terms \( \{\epsilon_i\} \) for \( i = 1, \ldots, n \) are independent and identically distributed random vectors with mean zero and covariance matrix \( \Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_d^2) \), where \( 0 < \sigma_j^2 < \infty \) for all \( j = 1, \ldots, d \).
We have \( n \) equally-spaced observations \( Y := \{y_1, \ldots, y_n\} \), where \( y_i \) is defined by measurement model (4). Without loss of generality, we assume observation time starts with \( t_1 = 0 \), ends with \( t_n = T \), and thus the equal time space \( \Delta t = T/(n-1) \).

\( \theta^\ast \) is an interior point of the parameter space \( \Theta \).

In addition to the aforementioned assumptions A4-A7, assumptions A1 and A2 stated in Theorem 4 are required with respect to the true parameter \( \theta^\ast = \{x^\ast_0, A^\ast\} \). These two assumptions guarantee the ODE system (1) is \( (x^\ast_0, A^\ast) \) identifiable from any \( d + 1 \) equally-spaced error-free observations sampled from the trajectory \( x(\cdot; x^\ast_0, A^\ast) \). A1 and A2 are needed because the identifiability of the system is a prerequisite for obtaining a consistent parameter estimator. A4 is commonly used in deriving consistency for parameter estimators, as demonstrated in references such as (Newey and McFadden, 1994, Thm 2.1, Thm 2.5, Thm 2.6). While alternative conditions for consistency exist without the compactness assumption, they typically require the objective function to be convex (Newey and McFadden, 1994). Given that our objective function \( M_n(\theta) \) is not convex, the compactness assumption remains indispensable. The compactness assumption implicitly requires having known bounds on the true parameter values, which can be challenging to check in real-world situations since the true parameters of the ODE systems are unknown. However, since our derived confidence sets do not depend on the bounds of the parameter values, we may safely assume enormously large parameter boundaries. Consequently, in practical applications, there is no need to verify this assumption, and the derived statistical inferences will remain unaffected. A5 is a common way to define measurement noise, note that we do not require the error terms follow a normal distribution. It is worth mentioning that the error terms are not necessarily identically distributed. In other words, one can easily generate our theoretical results for cases that only require the error terms being independently distributed. A6 ensures the observations are collected at equally-spaced time points, following the rules of observations collection required by Theorem 4. Assumption A7 is a standard condition for proving asymptotic normality (Kundu, 1993; Mira and Escribano, 1995; Xue et al., 2010).

3.1 Consistency

In this subsection, we study the consistency of the NLS estimator. An estimator is said to be consistent, if it converges in probability to the true value of the parameter.

**Theorem 9** Suppose assumptions A1, A2 are satisfied with respect to \( \theta^\ast \) and assumptions A4-A6 hold, the NLS estimator \( \hat{\theta}_n \overset{p}{\to} \theta^\ast \), as \( n \to \infty \).

The notation \( \overset{p}{\to} \) stands for convergence in probability. The proof of Theorem 9 can be found in Appendix A.5. This theorem shows the consistency of our NLS estimator \( \hat{\theta}_n \) to the true \( \theta^\ast \). That is, as \( n \) goes to infinity, the NLS estimator \( \hat{\theta}_n \) converges to the true system parameters \( \theta^\ast \) with probability approaching 1. Note that the consistency of the estimator is a necessary condition for the estimator’s asymptotic normality.

In the case where we only observe degraded data, we let \( \tilde{Y} := (\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_n) \) denote the noisy aggregated/time-scaled data, which are collected from the original observations \( Y \) in the same way as the corresponding error-free observations \( \tilde{X} \) from \( X \) defined in Definition 5/6. Then we can estimate the corresponding parameters \( \tilde{\theta}^\ast := (\tilde{x}^\ast_0, \tilde{A}^\ast) \) by
minimizing the NLS objective function in (6), with the data replaced by \(\hat{Y}\). Let such an estimator be \(\hat{\theta} := (\hat{x}_0, \hat{A})\). Using the relationship between \(\hat{\theta}^*\), \(\theta^*\) found in Corollary 7/8, we can define a mapping \(g : \mathbb{R}^{d+d^2} \to \mathbb{R}^{d+d^2}\) from \(\hat{\theta}^*\) to \(\theta^*\), and obtain an estimator of \(\theta^*\) by \(\hat{\theta}_n := g(\hat{\theta})\). In the following, we present the expressions of \(g\) and the consistency of the NLS estimators by using the aggregated and time-scaled observations, respectively.

**Corollary 10 (aggregated observations)** Suppose assumptions A1, A2 are satisfied with respect to \(\theta^*\) and assumptions A3-A6 hold, the NLS estimator \(\hat{\theta}_n \overset{p}{\to} \theta^*\), as \(\tilde{n} \to \infty\), where \(\hat{\theta}_n := g(\hat{\theta}) := (k(I + e^{\Delta t} + \cdots + e^{\Delta(k-1)\Delta t})^{-1}\hat{x}_0, \hat{A})\).

**Corollary 11 (time-scaled observations)** Suppose assumptions A1, A2 are satisfied with respect to \(\theta^*\) and assumptions A3-A6 hold, the NLS estimator \(\hat{\theta}_n \overset{p}{\to} \theta^*\), as \(\tilde{n} \to \infty\), where \(\theta_n := g(\hat{\theta}) := (\hat{x}_0, k\hat{A})\).

The proofs of Corollary 10 and Corollary 11 can be found in Appendix A.6 and Appendix A.7, respectively. Now in addition to the assumptions mentioned in Theorem 9, assumption A3 is also required for the consistency from degraded observations. These two corollaries show that the NLS estimators obtained from degraded observations are consistent to the true parameters of the original ODE (1). Since we have established the identifiability conditions for the original system parameters of the ODE (1) from the degraded observations in Corollary 7/8 in Section 2, the consistency of their NLS estimators is a natural result from Theorem 9. To see this, we first show that the NLS estimator from aggregated/time-scaled observations converges to the true system parameter corresponding to the new ODE system, that is, \(\hat{\theta} \overset{p}{\to} \theta^*\), as \(\tilde{n} \to \infty\). Since we have derived the mapping \(g\) such that \(g(\theta^*) = \theta^*\) in Corollary 7/8, then by multivariate continuous mapping theorem, one takes the function \(g(\cdot)\) with respect to \(\hat{\theta}\) and \(\theta^*\), respectively, one can reach the conclusion \(g(\hat{\theta}) \overset{p}{\to} g(\theta^*)\), as \(\tilde{n} \to \infty\). That is, \(\hat{\theta}_n \overset{p}{\to} \theta^*\), as \(\tilde{n} \to \infty\).

### 3.2 Asymptotic Normality

After establishing the consistency of our NLS estimators, we can study their asymptotic distributions.

**Theorem 12** Suppose assumptions A1, A2 are satisfied with respect to \(\theta^*\) and assumptions A4-A7 hold, we have \(\sqrt{n}(\hat{\theta}_n - \theta^*) \overset{d}{\to} N(0, H^{-1}V H^{-1})\), as \(n \to \infty\), where \(H = \nabla^2_{\theta} M(\theta^*)\), is the Hessian matrix of \(M(\theta)\) at \(\theta^*\) and \(V = \lim_{n \to \infty} \text{var}(\sqrt{n}\nabla_{\theta} M_n(\theta^*))\), with \(\nabla_{\theta} M_n(\theta^*)\) the gradient of \(M_n(\theta)\) at \(\theta^*\). \(M(\theta)\) and \(M_n(\theta)\) are defined in Equations (5) and (6), respectively.

The notation \(\overset{d}{\to}\) stands for convergence in distribution. The proof of Theorem 12 can be found in Appendix A.8. From the theorem, we see that the NLS estimator is asymptotically normal, and the convergence rate is \(n^{-1/2}\). Here, the rate meets the one of the standard parametric NLS estimator (Jennrich, 1969; Wu, 1981). This result is reasonable because our model in (4) is a parametric one.

Now, with the asymptotic normality result, if we can estimate the asymptotic covariance matrix \(\Sigma^* := H^{-1}V H^{-1}\), we can perform statistical inference for the unknown system
parameters. In particular, we derive the explicit expressions of matrices $H$ and $V$ in (57) and (52). According to their formulae, they are functions of the true system parameter $\theta^*$, which are unknown in practice. Therefore, we approximate $H$ and $V$ by substituting $\theta^*$ with the NLS parameter estimate $\hat{\theta}_n$ in their formulae. Then the inference can be performed based on the approximated covariance matrix, denoted by $\hat{\Sigma}_n$. In the following two subsections, we introduce the details of the inference. For those who are not familiar with statistical inference, please refer to (Borokov, 2018; Shao, 2003) for relevant concepts and methods.

### 3.2.1 Confidence sets for unknown parameters

Based on Theorem 12, we can derive the approximate confidence sets for the unknown true parameters $\theta^*$. In our paper, we employ the term “confidence set” as a general descriptor for a range of values within which we have a certain level of confidence that the true parameters reside. This umbrella term encompasses two specific types of confidence sets: confidence intervals (CIs) and confidence regions (CRs). When the parameter under consideration is one-dimensional, we refer to the confidence set as a confidence interval (CI). When the parameter is multidimensional, we use the term confidence region (CR) to describe the confidence set. For the detailed theoretical definition, please refer to (Borokov, 2018).

We first construct the simultaneous confidence region (CR) for all the $d + d^2$ parameters $\theta_i^*$, where $\theta_i^*$ denotes the $i$th entry of $\theta^*$, and $i = 1, \ldots, d + d^2$. According to Theorem 12, we have

$$n(\hat{\theta}_n - \theta^*)^\top \{\Sigma^*\}^{-1}(\hat{\theta}_n - \theta^*) \sim \chi^2_{d + d^2}, \text{ as } n \to \infty.$$  

Therefore, we approximate the $1 - \alpha$ CR by the set

$$\left\{ \theta : n(\hat{\theta}_n - \theta)^\top \hat{\Sigma}_n^{-1}(\hat{\theta}_n - \theta) \leq \chi^2_{d + d^2}(1 - \alpha) \right\}, \quad (7)$$

where $\chi^2_m(1 - \alpha)$ denotes the upper-tail critical value of $\chi^2$ distribution with $m$ degrees of freedom at significance level $\alpha$. Please note that in statistical hypothesis testing, the significance level $\alpha$ represents the probability of rejecting the null hypothesis when it is actually true. Typically set to 5% or lower depending on the field of study, $\alpha$ is chosen by the experimenter. In the meantime, $1 - \alpha$ denotes the corresponding confidence level, where CI/CR contains the true parameter value $(1 - \alpha)\%$ of the time.

We then construct a pointwise confidence interval (CI) for each $\theta_i^*$, $i = 1, \ldots, d + d^2$. Based on Theorem 12, we can derive that

$$\sqrt{n}(\hat{\theta}_{ni} - \theta_i^*) \sim N(0, D_i(\Sigma^*)), \text{ as } n \to \infty,$$

where $\hat{\theta}_{ni}$ denotes the $i$th entry of $\hat{\theta}_n$ and $D_i(M)$ denotes the $i$th diagonal entry of matrix $M$. Then, the $1 - \alpha$ CI for each $\theta_i^*$ can be estimated by

$$\left[ \hat{\theta}_{ni} - z_{\alpha/2} \sqrt{D_i(\hat{\Sigma}_n)/n}, \hat{\theta}_{ni} + z_{\alpha/2} \sqrt{D_i(\hat{\Sigma}_n)/n} \right], \quad (8)$$

where $z_{\alpha/2}$ is the two-tailed critical value of the standard normal distribution at significance level $\alpha$. That is, if $Z \sim N(0, 1)$, then $P(Z < -z_{\alpha/2}) + P(Z > z_{\alpha/2}) = \alpha.$
3.2.2 Infer the causal structure of the ODE system

Another application of Theorem 12 is to infer the causal structure among variables within the ODE system, specifically by testing the hypothesis \( a^*_{jk} = 0 \), where \( a^*_{jk} \) denotes the \( jk \)-th entry of the true parameter matrix \( A^* \), with \( j, k = 1, \ldots, d \). When \( a^*_{jk} \neq 0 \), as delineated by the expression of the ODE system (1), the derivative of \( x_j(t) \) is influenced by \( x_k(t) \), implying a causal link from variable \( x_k \) to variable \( x_j \), as referenced in Schölkopf et al. (2021). Here, \( x_j \) denotes the \( j \)-th variable of the ODE system, and \( x_j(t) \) denotes the state of the \( j \)-th variable at time \( t \). Note that the ODE system is fully observable, that is, there are no latent variables interacting with the system.

Then based on the derived \( 1 - \alpha \) CI for each parameter in (8), we propose to conduct a hypothesis test:

\[
H_0: a^*_{jk} = 0 \text{ vs } H_1: a^*_{jk} \neq 0
\]

by assessing the following inequality:

\[
|\hat{a}_{jk}| > z_{\alpha/2} \sqrt{D_{d+(j-1)d+k}(\hat{\Sigma}_n)/n}, \tag{10}
\]

where \( \hat{a}_{jk} \) denotes the estimator of \( a^*_{jk} \), which is the test statistic and equals the \( d+(j-1)d+k \)-th entry of \( \hat{\theta}_n \). If (10) holds, we have significant evidence to reject the null hypothesis at the significance level \( \alpha \), and conclude that \( a^*_{jk} \neq 0 \), thereby affirming a causal link from variable \( x_k \) to variable \( x_j \).

3.2.3 Asymptotic normality of NLS estimators from degraded observations

Here we present the asymptotic normality of NLS estimators from degraded observations. Recalling the transformation rules from \( \hat{\theta}^* \) to \( \theta^* \), \( g \), defined in Corollary 10/11, we denote its gradient at \( \hat{\theta}^* \) by \( G := \nabla g(\hat{\theta}^*) \). We have derived the explicit formulae of \( H(T, \theta^*) \) and \( V(T, \theta^*) \) as matrix functions of \( T \) and \( \theta^* \) in (57)/(52). Then we establish the following corollaries.

**Corollary 13 (aggregated observations)** Suppose assumptions A1, A2 are satisfied with respect to \( \theta^* \), assumptions A3-A6 hold and assumption A7 is satisfied with respect to \( \hat{\theta}^* \), we have \( \sqrt{n}(\hat{\theta}_n - \theta^*) \overset{d}{\rightarrow} N(0, G\hat{H}^{-1}\hat{V}\hat{H}^{-1}G^\top) \), as \( n \rightarrow \infty \), where \( \hat{\theta}_n \) is defined in Corollary 10, \( \hat{H} = H(T, \theta^*) \) and \( \hat{V} = V(T, \theta^*)/k \), with \( \hat{T} = (\lfloor n/k \rfloor - 1)kT/(n-1) \) and \( \hat{\theta}^* = (\hat{x}_0^*, A^*) = ((I + e^{A^*\Delta t} + \cdots + e^{A^*(k-1)\Delta t})x_0^*/k, A^*) \).

**Corollary 14 (time-scaled observations)** Suppose assumptions A1, A2 are satisfied with respect to \( \theta^* \), assumptions A3-A6 hold and assumption A7 is satisfied with respect to \( \hat{\theta}^* \), we have \( \sqrt{n}(\theta_\tilde{n} - \theta^*) \overset{d}{\rightarrow} N(0, G\tilde{H}^{-1}\tilde{V}\tilde{H}^{-1}G^\top) \), as \( \tilde{n} \rightarrow \infty \), where \( \theta_\tilde{n} \) is defined in Corollary 11, \( \tilde{H} = H(kT, \theta^*) \) and \( \tilde{V} = V(kT, \theta^*) \), with \( \theta^* = (\tilde{x}_0^*, \tilde{A}^*) = (x_0^*, A^*/k) \).

The proofs of Corollary 13 and Corollary 14 can be found in Appendix A.9 and Appendix A.10, respectively. With the consistency property of the NLS estimators, these two corollaries can be directly derived from Theorem 12 by using multivariate Delta method. The explicit formulae for matrices \( G, \hat{H} \) and \( \hat{V} \) for aggregated/time-scaled observations are derived in the proofs.
Worth to be noted that matrix $\hat{V}$ in Corollary 13 is not $V(T, \theta^*)$ by substituting $T$ and $\theta^*$ with $\hat{T}$ and $\hat{\theta}^*$, but also reduced by a factor of $k$. The reason is that, the equation of $V$ includes the variance matrix $\Sigma$ of the error term $\epsilon_i$ in (52). By the generation rules of aggregated observations defined in Definition 5, the variance of the aggregated noise term $\bar{\epsilon}_i$ becomes $k$ times smaller than that of the original one, that is $\bar{\Sigma} = \Sigma/k$. And thanks to the reduced variance, we will show that the parameter estimates of aggregated observations can reach the same level of accuracy as that of the original observations with a much smaller sample size in the simulation results in subsection 4.4.1.

Now that we have derived the asymptotic normality results from aggregated/time-scaled observations. We can perform statistical inference for the unknown original system parameters $\theta^*$ using the same way introduced in subsection 3.2.1 and 3.2.2.

4. Simulations

In this section, we illustrate the theoretical results established in Section 3 by simulation.

4.1 Data Simulation

For each $d = 2, 3, 4$, we first randomly generate a $d \times d$ parameter matrix $A^*_d$ and a $d \times 1$ initial condition $x^*_{0d}$ as the true system parameters for each $d$-dimensional ODE system (1). Moreover, to test whether $a^*_k = 0$, we randomly set several entries to zero in each $A^*_d$. Without loss of generality, we set $T = 1$. Then $n$ equally-spaced noisy observations are generated based on Equation (4) in $[0, 1]$ time interval with error term $\epsilon_i \sim N(0, \text{diag}(0.05^2, \ldots, 0.05^2))$. We tested various sample sizes for each $d$-dimensional ODE system. For each configuration, we run 200 random replications. The $A^*_d$ and $x^*_{0d}$ are shown below.

$$A^*_2 = \begin{bmatrix} 1.76 & -0.1 \\ 0.98 & 0 \end{bmatrix}, \quad A^*_3 = \begin{bmatrix} 1.76 & 0 & 0.98 \\ 2.24 & 0 & -0.98 \\ 0.95 & 0 & -0.1 \end{bmatrix}, \quad A^*_4 = \begin{bmatrix} 1.76 & 0.9 & 0 & 2.24 \\ 1.87 & -0.98 & 0 & -1.15 \\ -1.1 & 0 & 0.64 & 0 \\ 1.26 & 0.12 & 0.94 & 0 \end{bmatrix},$$

and $x^*_{02} = [1.87, -0.98]^\top$, $x^*_{03} = [0.41, 0.14, 1.45]^\top$, $x^*_{04} = [-0.42, 1.01, 1.97, -0.38]^\top$.

Note that since the NLS loss function (6) is a non-convex function, in practical application, one may require a global optimization technique to obtain the NLS estimates. However, in this paper, we focus on the theoretical statistical properties analysis of the NLS estimator. Theoretically, the non-convexity of the NLS loss function does not influence our derived theoretical results. Therefore, for the purpose of illustrating our theoretical results, we do not apply the global optimization technique in our simulation due to its high computational cost. Instead, we use a bound-constrained minimization technique (Branch et al., 1999) to obtain the NLS estimates. In order to get the global minimum NLS estimate (or a local minimum that is close enough to the global minimum), we apply two tricks when implementing the optimization method. Firstly, we initialize the parameter with a value close to the true parameter (for example, $\theta^* - 0.001$). Secondly, we constrain the bounds of the parameter within a reasonable neighbourhood of the true parameter (for example, $[\theta^* - 0.5, \theta^* + 0.5]$). According to the simulation results below, the attained NLS estimates are precise enough to illustrate the correctness of our theoretical results. In other words, suppose we apply a global optimization technique to obtain the NLS estimates. In that case, the simulation
results will be more supportive of the correctness of our theoretical results with the help of potentially more accurate NLS estimates.

![Figure 1: Simulation results for $d = 2, 3, 4$ dimensional ODE system, respectively](image)

4.2 Metrics

**Mean Squared Error (MSE)** is introduced to check the consistency of the parameter estimator. It is defined as:

$$\text{MSE} = \frac{1}{N} \sum_{j=1}^{N} \| \hat{\theta}_n^{(j)} - \theta^* \|^2,$$

where $\hat{\theta}_n^{(j)}$ denotes the estimated parameter of the $j$th replication, and $N$ is the number of replications.

**Within CR rate** is defined as the rate of replications with the true parameters $\theta^*$ included in the CR at 95% confidence level. Whether the 95% CR includes $\theta^*$ at each replication can be calculated by Equation (7). Worth to be mentioned that here we use this metric aiming to test the correctness of our asymptotic normal theory, for example, the variance matrix $\Sigma^*$, not to infer the confidence region. Therefore, we use the true value of $\Sigma^*$ here rather than the estimated one in Equation (7). Since we set the confidence level at 95%, if our theoretical results are correct, the within CR rate in our simulation results should approach 95%.

**Type I/II error rate** is calculated based on the hypothesis test introduced in subsection 3.2.2. We set the significance level $\alpha = 0.05$. Type I error rate is the rate of replications
rejecting the null hypothesis, for $a_{jk}^* = 0$. And type II error rate is the rate of replications not rejecting the null hypothesis, for $a_{jk}^* \neq 0$. Whether we reject the null hypothesis or not is calculated by Equation (10). Given the significance level set at 0.05, the anticipated outcome is that if our theoretical results are correct, the Type I error rate in our simulation results should approximate 5%, while the Type II error rate should tend towards zero. It is noteworthy that the lower the type II error rate is, the more powerful our causal structure inference test is.

4.3 Results Analysis

The simulation results are presented in Figure 1. We first explain the legend in the figure. Since $A_2^*$ only has one zero entry $a_{22}^*$, the type I error rate is based on $a_{22}^*$. However, $A_3^*$ and $A_4^*$ have multiple zero entries, and the type I error rate for each zero entry is similar. Therefore, we show the average value of all zero entries in $A_3^*$ and $A_4^*$, labelled as avg. For type II error rate in cases with $d = 2$ and $d = 3$, we only show the value of $a_{12}^*$ and $a_{33}^*$, respectively. Because all other non-zero entries in $A_2^*$ and $A_3^*$ have zero or close to zero type II error rate since the sample size $n$ is small. For $d = 4$, we present the results of all the 11 non-zero entries in $A_4^*$, but due to space limitations, we only label entry $a_{42}^*$, which has a different trend from others.

It can be seen from the first column in Figure 1 that for all three cases where $d = 2$, 3 and 4, MSE decreases and approaches zero with the increase of sample size $n$, which indicates the consistency of the estimators. As can be seen from the figure, for $d = 2$ and $d = 3$ cases, the within CR rate is around 95%, and the type I error rate is around 5% for all different sample sizes $n$. Moreover, the type II error rate reduces as the sample size increases and attains or approaches zero when the sample size is large enough. This result implies the correctness of our asymptotic normality theory and indicates that the test of causal structure inference for the ODE system is powerful.

For the 4-dimensional case, we can see that with the increase of sample size, the within CR rate increases, and the type I error rate decreases, which implies that as the parameter estimates approach their true parameter values, the within CR rate and type I error rate is closer to 95% and 5% respectively. They do not attain their ideal values in our simulation because the parameter estimates are not precise enough under the current sample sizes due to the high dimension of the system parameters. For the same reason, the type II error rate of entry $a_{42}^*$ keeps high. This result is reasonable because $a_{42}^* = 0.12$ is close to zero. When the parameter estimate is not accurate enough, it is easy to get a wrong result that does not reject the null hypothesis. The Type II error rates for $d = 2$ and $d = 3$ cases also support this conclusion. We can see that the absolute values of $a_{12}^*$ in $A_2^*$ and $a_{33}^*$ in $A_3^*$ are also small. Nevertheless, as sample size increases, with the help of sufficiently accurate parameter estimates, their type II error rates approach zero.

It is worth noting that in the 4-dimensional case, the type II error rates of other entries approach zero when the sample size is much smaller compared to the case of $a_{42}^*$. This result implies that when the causal effect between variables, that is, $|a_{jk}^*|$, is significant, the causal structure can be easily and correctly discovered using our method. However, for cases where the causal effect is small or negligible, we need a sufficiently large sample to discover the causal relationship.
4.4 Simulation Results from Degraded Observations

In this subsection, we illustrate the corollaries built on aggregated/time-scaled observations in Section 3 by simulation. We chose the $d = 3$ case with the true system parameters $(x^{*}_{03}, A^{*}_3)$ the same as the one we used in subsection 4.1. The original noisy observations are generated using the same way we introduced in subsection 4.1. And then the aggregated/time-scaled observations are generated from the original ones based on Definition 5/Definition 6 with various $k$.

4.4.1 Simulation results from aggregated observations

In the following, we show the simulation results for aggregated observations with $k = 5, 10, \text{and } 20$, respectively. Moreover, to compare the results from the aggregated and the original observations, we also present the simulation results from the original observations in Table 1. We use $n$ and $\tilde{n}$ to denote the sample size of the original observations and the aggregated observations, respectively.

Table 1: Simulation results from original observations

| Sample Size | MSE  | CR Rate% | Type I Error Rate% | Type II Error Rate% |
|-------------|------|----------|--------------------|---------------------|
| $n$      | $\tilde{n}$ | $a_{12}$ | $a_{22}$ | $a_{32}$ | $a_{11}$ | $a_{13}$ | $a_{21}$ | $a_{23}$ | $a_{31}$ | $a_{33}$ | $\%$| $\%$| $\%$| $\%$| $\%$| $\%$| $\%$| $\%$| $\%$|
| 100  | - | 0.480 | 94 | 3 | 2 | 5.5 | 0 | 0 | 0 | 0 | 0 | 82.5 |
| 200  | - | 0.243 | 97.5 | 5.5 | 4.5 | 4 | 0 | 0 | 0 | 0 | 0 | 75.5 |
| 500  | - | 0.093 | 97 | 3.5 | 4 | 2.5 | 0 | 0 | 0 | 0 | 0 | 38.5 |
| 1000 | - | 0.045 | 95 | 5 | 4.5 | 2 | 0 | 0 | 0 | 0 | 0 | 8.5 |
| 2000 | - | 0.023 | 98 | 7 | 4 | 3.5 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 2: Simulation results from aggregated observations with $k = 5$

| Sample Size | MSE  | CR Rate% | Type I Error Rate% | Type II Error Rate% |
|-------------|------|----------|--------------------|---------------------|
| $n$      | $\tilde{n}$ | $a_{12}$ | $a_{22}$ | $a_{32}$ | $a_{11}$ | $a_{13}$ | $a_{21}$ | $a_{23}$ | $a_{31}$ | $a_{33}$ | $\%$| $\%$| $\%$| $\%$| $\%$| $\%$| $\%$| $\%$| $\%$|
| 100  | 20 | 0.498 | 95.5 | 1.5 | 2 | 2.5 | 0 | 0 | 0 | 0 | 0 | 88.5 |
| 200  | 40 | 0.247 | 99 | 4.5 | 3.5 | 3 | 0 | 0 | 0 | 0 | 0 | 81 |
| 500  | 100 | 0.092 | 97.5 | 3.5 | 4 | 2.5 | 0 | 0 | 0 | 0 | 0 | 42 |
| 1000 | 200 | 0.045 | 95.5 | 5 | 4.5 | 2 | 0 | 0 | 0 | 0 | 0 | 9.5 |
| 2000 | 400 | 0.023 | 98.5 | 6.5 | 4 | 3.5 | 0 | 0 | 0 | 0 | 0 | 0 |

The results show that for all three cases where $k = 5, 10, \text{and } 20$, MSE decreases and approaches zero with the increase of sample size $\tilde{n}$, which indicates the consistency of the estimators. As can be seen from the tables, the within CR rate is around 95% and the type I error rate for each of the zero entries in $A$ is around 5% when the sample size $\tilde{n}$ is large enough in all $k = 5, 10, \text{and } 20$ cases. In addition, the type II error rate reduces to zero as the sample size $\tilde{n}$ increases. This result implies the correctness of our asymptotic normality theory and indicates the test of causal structure inference for the ODE system is powerful.
Table 3: Simulation results from aggregated observations with $k = 10$

| Sample Size | MSE       | CR Rate% | Type I Error Rate% | Type II Error Rate% |
|-------------|-----------|----------|--------------------|---------------------|
| $n$         | $\tilde{n}$ |          | $a_{12}$ | $a_{22}$ | $a_{32}$ | $a_{11}$ | $a_{13}$ | $a_{21}$ | $a_{23}$ | $a_{31}$ | $a_{33}$ |
| 100         | 10        | 0.536    | 84      | 1       | 0.5     | 2.5     | 0       | 0       | 0       | 0       | 94.5    |
| 200         | 20        | 0.262    | 98      | 3       | 2.5     | 2.5     | 0       | 0       | 0       | 0       | 85.5    |
| 500         | 50        | 0.093    | 98      | 3       | 3       | 1.5     | 0       | 0       | 0       | 0       | 47      |
| 1000        | 100       | 0.045    | 96      | 5       | 4.5     | 2       | 0       | 0       | 0       | 0       | 8.5     |
| 2000        | 200       | 0.023    | 98.5    | 6.5     | 3.5     | 3.5     | 0       | 0       | 0       | 0       | 0       |

Table 4: Simulation results from aggregated observations with $k = 20$

| Sample Size | MSE       | CR Rate% | Type I Error Rate% | Type II Error Rate% |
|-------------|-----------|----------|--------------------|---------------------|
| $n$         | $\tilde{n}$ |          | $a_{12}$ | $a_{22}$ | $a_{32}$ | $a_{11}$ | $a_{13}$ | $a_{21}$ | $a_{23}$ | $a_{31}$ | $a_{33}$ |
| 100         | 5         | 0.858    | 30.5    | 0.5     | 1       | 0.5     | 0       | 0       | 0       | 0       | 3.5     | 99      |
| 200         | 10        | 0.301    | 86      | 0.5     | 3       | 1.5     | 0       | 0       | 0       | 0       | 0       | 91      |
| 500         | 25        | 0.093    | 98      | 3.5     | 2.5     | 1       | 0       | 0       | 0       | 0       | 0       | 53.5    |
| 1000        | 50        | 0.045    | 96.5    | 4       | 3.5     | 2       | 0       | 0       | 0       | 0       | 0       | 11.5    |
| 2000        | 100       | 0.023    | 99      | 6       | 4       | 3.5     | 0       | 0       | 0       | 0       | 0       | 0       |

As can be seen from the tables, the type II error rate from the aggregated observations tend to be slightly greater than that of the original observations for each $n$. Specifically, with the greater the $k$ being, the greater the type II error rate is. This is reasonable, because the sample size of the aggregated observations ($\tilde{n}$) is much smaller than that of the original ones ($n$), which causes the lack of accuracy of the parameter estimates when the sample size $\tilde{n}$ is not large enough. Thus leading to a higher MSE and a higher type II error rate.

However, it can be seen from the last two rows in each of the four tables, the MSEs and type II error rates are almost same for each case, which implies that when the sample size of the aggregated observations $\tilde{n}$ is large enough, the parameter estimates of the aggregated observations can reach the same level of accuracy as that of the original observations. In addition, the power of inferring the causal structure of the ODE system from aggregated observations can be as good as that from the original observations. The reason why the aggregated observations with a much smaller sample size $\tilde{n} = n/k$ can still perform as good as the original observations with the corresponding size $n$ is that, the variance of the aggregated noise term $\tilde{\epsilon}_i$ becomes $k$ times smaller than that of the original one $\epsilon_i$, that is

$$\tilde{\Sigma} = \Sigma/k$$

based on the generation rules of the aggregated observations. Therefore, with a much smaller noise variance, the parameter estimates from aggregated observations can reach the same level of accuracy as that of the original observations with a much smaller sample size.
4.4.2 Simulation results from time-scaled observations

In the following, we show the simulation results for time-scaled observations with $k = 0.01, 0.1, 1, 10,$ and $100$, respectively. Since for all the metrics except MSE, under all cases the simulation results are identical, we present their results in one table. The MSE for each $k$ are the same up to $10^{-5}$, therefore, the differences of MSE are negligible and one can safely conclude that the simulation results for time-scaled observations with various $k$ is the same as that of the original observations (that is, $k = 1$). This implies the correctness of our theoretical results of the time-scaled observations established in Section 3.

| Sample Size | MSE  | CR  | Type I Error Rate% | Type II Error Rate% |
|-------------|------|-----|--------------------|---------------------|
|             | n    | ñ  | a₁₂ a₂₂ a₃₂        | a₁₁ a₁₃ a₂₁ a₂₃ a₃₁ a₃₃ |
| 100         | 100  | 0.419 | 96  2  2.5 2     | 0  0  0  0  0  85.5 |
| 200         | 200  | 0.269 | 94  7  6  4.5    | 0  0  0  0  0  72.5 |
| 500         | 500  | 0.104 | 91.5 5.5 5.5 6   | 0  0  0  0  0  38.5 |
| 1000        | 1000 | 0.050 | 92.5 5  6 3      | 0  0  0  0  0  9   |
| 2000        | 2000 | 0.022 | 95  3.5 4.5 0.5 | 0  0  0  0  0  1   |

5. Related Work

In this section, we introduce the related work from three closely related aspects.

5.1 Identifiability Analysis of Linear ODE Systems

Most current studies for identifiability analysis of parameters in linear dynamical systems are in the control theory (Bellman and Åström, 1970; Gargash and Mital, 1980; Glover and Willems, 1974; Grewal and Glover, 1976; ROSENBROCK, 1974). In the applied mathematics area, Stanhope et al. (2014); Qiu et al. (2022) provided systematic studies of the identifiability analysis of linear ODE systems from a single trajectory. Our identifiability analysis is built upon (Stanhope et al., 2014). However, instead of building identifiability based on the entire continuous trajectory, we extend the identifiability work to more practical scenarios where we only have discrete observations sampled from the trajectory and do not know the initial conditions. The authors in (Stanhope et al., 2014) also discussed using equally-spaced error-free observations to calculate the system parameters explicitly. Our work’s main distinction is that we build the identifiability condition entirely on the parameter of interest, that is, $(A$ and $x₀)$, without further linearly independent assumption on the observations. With the help of our identifiability condition, the parameter estimator’s asymptotic properties can be established with mild assumptions. Specifically, the covariance matrix of the asymptotic normality distribution can be explicitly expressed. Thus, we can perform statistical inference for the unknown parameters. Moreover, we treat the initial condition $x₀$ as a parameter while $x₀$ is a given fixed value in their setting. In the most recent work (Qiu et al., 2022), the authors proposed several quantitative scores for identifiability analysis of linear ODEs in practice.
5.2 Parameter Estimation Methods for ODE Systems

The NLS method is applied to estimate parameters in ODE systems in (Bock, 1983; Biegler et al., 1986; Xue et al., 2010). However, to our knowledge, no existing work provides a systematic asymptotic analysis of the NLS estimator for the ODE system (1). The closest related work is that of Xue et al. (2010), who studied asymptotic properties of the NLS estimator based on approximating ODEs’ solutions by using the Runge-Kutta algorithm (Dormand and Prince, 1980). Nonetheless, their work requires strong assumptions, which are complex and cumbersome to verify. In contrast, our approach necessitates milder assumptions and yields an analytic covariance matrix for the asymptotic normal distribution. In addition to the NLS method, the two-stage smoothing-based estimation method is also well used for parameter estimation in ODE systems and its asymptotic properties have been extensively explored (Varah, 1982. Chen and Wu, 2008a b; Wu et al., 2014; Brunton et al. 2016). This method usually applies smoothing approaches such as penalized splines to estimate the state variables and their derivatives at the first stage. Thus a large number of observations are needed to ensure the estimates’ accuracy. Principal differential analysis (Ramsay, 1996; Heckman and Ramsay, 2000; Poyton et al., 2006; Qi and Zhao, 2010) and Bayesian approaches (Ghosh et al., 2021) were also proposed to estimate unknown parameters in ODE systems. In recent years, several neural-network-based parameter estimation methods for ODE systems have been proposed (Rubanova et al., 2019; Lu et al., 2021; Qin et al., 2019). In these works, the authors use multiple (usually a large number) trajectories instead of a single trajectory to train the neural network model and aim to perform trajectory prediction. No identifiability is guaranteed.

5.3 Connection between Causality and Differential Equations

Aalen et al. (2012) suggested, differential equations allow for a natural interpretation of causality in dynamic systems. The authors in (Mooij et al., 2013; Rubenstein et al., 2018; Bongers and Mooij, 2018) built an explicit bridge between the differential equations and the causal models by establishing the relationship between ODEs/Random Differential Equations (RDEs) and structural causal models. Hansen and Sokol (2014) and Wang et al. (2024) proposed causal interpretations and identifiability analysis of Stochastic Differential Equations (SDEs). Bellot et al. (2021) proposed a method to consistently discover the causal structure of SDE systems based on penalized neural ODEs (Chen et al. 2018). These works aim to build a theoretical connection between causality and differential equations in various ways. Our work contributes to this body of literature by proposing a method for inferring the causal structure of ODEs from a statistical perspective. To our knowledge, our approach represents the first application of hypothesis testing in ODE systems for the inference of causal structure.

6. Conclusion

In this paper, we derived a sufficient condition for identifiability of homogeneous linear ODE systems from a sequence of equally-spaced error-free observations. Specifically, the observations lie on a single trajectory. Furthermore, we studied the consistency and asymptotic normality of the NLS estimator. The inference of unknown parameters based on the
established theoretical results was also investigated. In particular, we proposed a new method to infer the causal structure of the ODE system. Finally, we extended the identifiability and asymptotic properties results to cases with aggregated and time-scaled observations.

A time series is most commonly collected at equally-spaced time points in practice, which motivates us to focus on the study over equally-spaced observations from a single trajectory in this work. However, as the authors pointed out in (Voelkle and Oud, 2013), using irregularly-spaced observations can be advantageous in obtaining more information from the dynamical system. Therefore, extending the study to cases with irregularly-spaced observations from a single trajectory is a possible direction for future work.
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Appendix A. Detailed proofs

In this appendix, we present the detailed proofs of all our lemmas, theorems and corollaries.

A.1 Proof of Lemma 2

Proof For $A, A', x_0, x_0'$ defined in Definition 1, if $x_0 \neq x_0'$, one sees that $x(\cdot; x_0, A) \neq x(\cdot; x_0', A')$, because $x(0; x_0, A) \neq x(0; x_0', A')$. Therefore, one only needs to consider the case where $x_0 = x_0'$ and $A \neq A'$. Under this circumstance, the Definition 1 and Lemma 2 are similar to (Stanhope et al., 2014, Definition 2.3, Theorem 2.5), with the only difference is that the identifiability of ODE system (1) not only applies to a fixed initial condition $x_0$ but an open set $M^0 \subset \mathbb{R}^d$. According to (Stanhope et al., 2014, Proof of Theorem 2.5), we can directly get the proof for Lemma 2.

A.2 Proof of Theorem 4

Proof Let $\Phi(t)$ denote the principal matrix solution of model (1), that is, $\Phi(t) := e^{At}$. Let $X_q$ denote the matrix $(x_q, x_{q+1}, \ldots, x_{q+d-1}) \in \mathbb{R}^{d \times d}$, for $q = 1, 2$. As defined in the statement of Theorem 4, we have $d + 1$ equally-spaced observations $x_j = x(t_j; x_0, A)$, with the $t_j$'s denoting equally-spaced time points, for $j = 1, \ldots, d + 1$, we denote the equal time space as $\Delta t := t_{j+1} - t_j$, for all $j = 1, \ldots, d$. According to the solution function (3), one obtains

$$x_{j+1} = x(t_{j+1}; x_0, A) = x(t_j + \Delta t; x_0, A) = e^{A \Delta t} e^{A t_j} x_0 = e^{A \Delta t} x(t_j; x_0, A) = \Phi(\Delta t) x_j,$$

for all $j = 1, \ldots, d$. Therefore,

$$X_2 = \Phi(\Delta t) X_1.$$

Then the proof can be broken down into three steps.

Step i: We show that $X_1$ is invertible, thus $\Phi(\Delta t) = X_2 X_1^{-1}$.

Suppose that $X_1 = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^{d \times d}$ is singular, that is, $x_1, x_2, \ldots, x_d$ are linearly dependent, then there exists a non-zero vector $c = [c_1, c_2, \ldots, c_d]^\top \neq 0_d$ satisfying $X_1 c = 0_d$, that is,

$$c_1 x_1 + c_2 x_2 + \cdots + c_d x_d = 0_d,$$

where $0_d$ denotes the $d$-dimensional zero vector. By plugging the solution of $x_j$ in the above equation, one obtains that

$$c_1 e^{A t_1} x_0 + c_2 e^{A \Delta t} e^{A t_1} x_0 + \cdots + c_d e^{A(d-1) \Delta t} e^{A t_1} x_0 = 0_d,$$

which is

$$(c_1 I + c_2 e^{A \Delta t} + \cdots + c_d e^{A(d-1) \Delta t}) e^{A t_1} x_0 = 0_d. \quad (11)$$

Under condition A2 stated in Theorem 4, one gets the Jordan decomposition of parameter matrix $A$, denoting as $A = Q \Lambda Q^{-1}$, with $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d)$, a $d$-dimensional diagonal matrix, where $\lambda_1, \lambda_2, \ldots, \lambda_d$ are $d$ distinct real eigenvalues of the parameter matrix $A$. Then Equation (11) is equivalent to

$$Q(c_1 I + c_2 e^{A \Delta t} + \cdots + c_d e^{A(d-1) \Delta t}) e^{A t_1} Q^{-1} x_0 = 0_d.$$
Since matrix $Q$ is invertible, by multiplying $Q^{-1}$ in both hand sides of the equation, one sees that
\[ (c_1 I + c_2 e^{\lambda_1 \Delta t} + \cdots + c_d e^{\lambda_{d-1} (d-1) \Delta t}) e^{\Lambda t} Q^{-1} x_0 = 0_d, \]
which is
\[ \begin{bmatrix} 
  c_1 + c_2 e^{\lambda_1 \Delta t} + \cdots + c_d e^{\lambda_1 (d-1) \Delta t} \\
  \vdots \\
  c_1 + c_2 e^{\lambda_d \Delta t} + \cdots + c_d e^{\lambda_d (d-1) \Delta t} 
\end{bmatrix} e^{\Lambda t} Q^{-1} x_0 = 0_d, \]
Let
\[ u_i := e^{\lambda_i t_1} (c_1 + c_2 e^{\lambda_i \Delta t} + \cdots + c_d e^{\lambda_i (d-1) \Delta t}), \]
for all $i = 1, \ldots, d$ and matrix $U := \text{diag}(u_1, \ldots, u_d)$. Equation (11) is equivalent to
\[ UQ^{-1} x_0 = 0_d. \] (12)

We next show that if Equation (12) holds, then $U$ is a zero matrix. Let
\[ \tilde{\Lambda} = \begin{bmatrix} 
  1 & \lambda_1 & \cdots & \lambda_1^{d-1} \\
  1 & \lambda_2 & \cdots & \lambda_2^{d-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  1 & \lambda_d & \cdots & \lambda_d^{d-1} 
\end{bmatrix}. \]
Since, by condition A2, $\tilde{\Lambda}$ is a square Vandermonde matrix with all the $\lambda_i$’s distinct, $\tilde{\Lambda}$ is invertible. Thus, for any $c$, there always exists a unique vector $l = [l_1, l_2, \ldots, l_d]^\top \in \mathbb{R}^d$ such that
\[ l = \tilde{\Lambda}^{-1} \begin{bmatrix} 
  u_1 \\
  u_2 \\
  \vdots \\
  u_d 
\end{bmatrix}. \]
That is $l_1 + l_2 \lambda_i + \cdots + l_d \lambda_i^{d-1} = u_i$ for all $i = 1, \ldots, d$. Using the Jordan decomposition form of $A$, we then have
\[ l_1 x_0 + l_2 A x_0 + \cdots + l_d A^{d-1} x_0 = Q (l_1 I + l_2 \Lambda + \cdots + l_d \Lambda^{d-1}) Q^{-1} x_0 = QUQ^{-1} x_0. \]
Thus, if Equation (12) holds, then we have
\[ l_1 x_0 + l_2 A x_0 + \cdots + l_d A^{d-1} x_0 = 0_d. \] (13)

Under condition A1 stated in Theorem 4, if Equation (13) holds, one obtains $l = 0_d$ since $\{x_0, Ax_0, \ldots, A^{d-1} x_0\}$ are linearly independent. Then $u_i = 0$ for all $i = 1, \ldots, d$ and $U$ is a zero matrix, which means
\[ \begin{cases} 
  c_1 + c_2 e^{\lambda_1 \Delta t} + \cdots + c_d e^{\lambda_1 (d-1) \Delta t} = 0, \\
  \vdots \\
  c_1 + c_2 e^{\lambda_d \Delta t} + \cdots + c_d e^{\lambda_d (d-1) \Delta t} = 0. 
\end{cases} \] (14)
Equation (14) can be written in matrix form as:

\[
\begin{bmatrix}
1 & e^{\lambda_1 \Delta t} & e^{2\lambda_1 \Delta t} & \cdots & e^{(d-1)\lambda_1 \Delta t} \\
1 & e^{\lambda_2 \Delta t} & e^{2\lambda_2 \Delta t} & \cdots & e^{(d-1)\lambda_2 \Delta t} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & e^{\lambda_d \Delta t} & e^{2\lambda_d \Delta t} & \cdots & e^{(d-1)\lambda_d \Delta t}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_d
\end{bmatrix}
= 0_d,
\]

where, by condition A2, the first matrix on the left-hand side is again an invertible square Vandermonde matrix. This implies that

\[
c = [c_1, c_2, \ldots, c_d]^\top = 0_d,
\]

which contradicts the assumption \(c \neq 0_d\) made at the beginning of the proof. Therefore, one concludes that \(X_1\) is invertible, and thus

\[
\Phi(\Delta t) = X_2 X_1^{-1}.
\]

**Step ii:** We prove that under conditions A1 and A2, there always exists a unique logarithm of matrix \(\Phi(\Delta t)(=e^{A\Delta t})\), thus, \(A\) is identifiable from \(\Phi(\Delta t)\).

We first present a lemma we will use for our proof.

**Lemma 15** (Stanhope et al., 2014, Theorem 6.3) Let \(C\) be a real square matrix. Then there exists a unique real solution \(Y\) to the equation \(C = e^Y\) if and only if all the eigenvalues of \(C\) are positive real and no Jordan block of \(C\) belonging to any eigenvalue appears more than once.

The Jordan decomposition of \(e^{A\Delta t}\) is

\[
e^{A\Delta t} = Q e^{\Lambda \Delta t} Q^{-1} = Q \begin{bmatrix}
e^{\lambda_1 \Delta t} & & \\
& \ddots & \\
& & e^{\lambda_d \Delta t}
\end{bmatrix} Q^{-1}.
\]

Under condition A2, \(\lambda_1, \lambda_2, \ldots, \lambda_d\) are \(d\) distinct real values, therefore, \(e^{A\Delta t}\) has \(d\) distinct positive real eigenvalues \(e^{\lambda_j \Delta t}\), for all \(j = 1, 2, \ldots, d\). Then by Lemma 15, one obtains \(A\Delta t\) by taking logarithm of \(e^{A\Delta t}\), thus one obtains \(A\).

**Step iii:** We show the initial condition \(x_0\) is identifiable.

One sees that

\[
\det(e^{At}) = \det(Qe^{\Lambda t}Q^{-1}) = \det(Q^{-1})\det(e^{At})\det(Q)
= \det(Q^{-1}Q)\det(e^{At}) = \det(e^{At}) = e^{\sum_{i=1}^d \lambda_i t} \neq 0,
\]

for any \(t > 0\). Therefore, \(e^{At}\) is nonsingular for any \(t > 0\). Since \(x_1 = e^{At}x_0\), one obtains that \(x_0 = e^{-At}x_1\).

Therefore, we have proved that both \(A\) and \(x_0\) can be explicitly calculated by using any \(d + 1\) equally-spaced error-free observations, which means the ODE system (1) is identifiable from these observations.
A.3 Proof of Corollary 7

Proof By definition of the aggregated observations in Definition 5, one sees that

\[
\dot{x}_j = (x_{(j-1)k+1} + x_{(j-1)k+2} + \cdots + x_{jk})/k \nonumber
\]
\[
= (e^{A(t_j-t_{j-1})}x_0 + e^{A(t_j-t_{j+1})}x_0 + \cdots + e^{A(t_k-t_{k+1})}x_0)/k 
\]
\[
= e^{A(t_j-t_{j-1})}(I + e^{A(t_j-t_{j+1})} + \cdots + e^{A(t_k-t_{k+1})})x_0/k,
\]
where \( \Delta t = t_{j+1} - t_j \), for all \( j = 1, \ldots, n - 1 \), denotes the equal time space of the original observations.

If we set the time of the aggregated observation \( \tilde{x}_j \) as the time of the first original observation (that is, \( x_{(j-1)k+1} \)) of these \( k \) consecutive, non-overlapping observations. Then according to Equation (15), one sees that the solution function of the aggregated observations follows the structure of

\[
\tilde{x}(t; \tilde{x}_0, \tilde{A}) = e^{\tilde{A}t}\tilde{x}_0,
\]
with

\[
\tilde{x}_0 = (I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})x_0/k \quad \text{and} \quad \tilde{A} = A.
\]

This implies that the aggregated observations follow a new ODE system as (1) but with a different system parameter \((\tilde{x}_0, \tilde{A})\). To see whether \((\tilde{x}_0, \tilde{A})\) are the true parameters corresponding to the new ODE system, one has to prove the identifiability of the new ODE system from the aggregated observations.

According to Theorem 4, one needs to prove \(\{\tilde{x}_0, \tilde{A}\tilde{x}_0, \ldots, \tilde{A}^{d-1}\tilde{x}_0\}\) are linearly independent first, that is, proving \(\{\tilde{x}_0, \tilde{A}\tilde{x}_0, \ldots, \tilde{A}^{d-1}\tilde{x}_0\}\) are linearly independent. Let \(l = [l_1, l_2, \ldots, l_d]^T\) be such that

\[
l_1\tilde{x}_0 + l_2\tilde{A}\tilde{x}_0 + \cdots + l_d\tilde{A}^{d-1}\tilde{x}_0 = 0_d,
\]
we want to show that \(l = 0_d\). If one sets

\[
B := (I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})/k,
\]
then one sees \(\tilde{x}_0 = Bx_0\). Taking Jordan decomposition of \(A\) in \(B\), one obtains that

\[
B = Q(I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})Q^{-1}/k.
\]
If one sets \(s_j = 1 + e^{\lambda_j\Delta t} + \cdots + e^{\lambda_j(k-1)\Delta t}\), for all \(j = 1, \ldots, d\), and denotes \(S\) as the diagonal matrix with the \(j\)th element being \(s_j\), one obtains that

\[
B = QS\lambda_AQ^{-1}/k.
\]

Substituting \(\tilde{x}_0\) in Equation (17) with \(Bx_0\), one obtains that

\[
(l_1I + l_2\tilde{A} + \cdots + l_d\tilde{A}^{d-1})Bx_0 = 0_d.
\]
By further taking Jordan decomposition of \(A\), one obtains that

\[
Q(l_1I + l_2\Lambda + \cdots + l_d\Lambda^{d-1})Q^{-1}Bx_0 = 0_d.
\]
By plugging $B$ expressed in Equation (18) into the previous equation, and multiply $kQ^{-1}$ in both-hand sides of the equation, one obtains that

$$(l_1 I + l_2 A + \cdots + l_d A^{d-1})SQ^{-1}x_0 = 0_d,$$

that is,

$$
\begin{bmatrix}
  s_1(l_1 + l_2 \lambda_1 + \cdots + l_d \lambda_1^{d-1}) \\
  \vdots \\
  s_d(l_1 + l_2 \lambda_d + \cdots + l_d \lambda_d^{d-1})
\end{bmatrix}
Q^{-1}x_0 = 0_d. \quad (19)
$$

According to the proof process of Theorem 4 in Appendix A.2, one obtains that

$$
\begin{cases}
  s_1(l_1 + l_2 \lambda_1 + \cdots + l_d \lambda_1^{d-1}) = 0, \\
  \vdots \\
  s_d(l_1 + l_2 \lambda_d + \cdots + l_d \lambda_d^{d-1}) = 0.
\end{cases} \quad (20)
$$

Since $s_j > 0$ for all $j = 1, \ldots, d$, the system of equations (20) is equivalent to

$$
\begin{cases}
  l_1 + l_2 \lambda_1 + \cdots + l_d \lambda_1^{d-1} = 0, \\
  \vdots \\
  l_1 + l_2 \lambda_d + \cdots + l_d \lambda_d^{d-1} = 0.
\end{cases} \quad (21)
$$

Now Equation (21) can be written in matrix form as:

$$
\begin{bmatrix}
  1 & \lambda_1 & \lambda_1^2 & \cdots & \lambda_1^{d-1} \\
  1 & \lambda_2 & \lambda_2^2 & \cdots & \lambda_2^{d-1} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  1 & \lambda_d & \lambda_d^2 & \cdots & \lambda_d^{d-1}
\end{bmatrix}
\begin{bmatrix}
  l_1 \\
  l_2 \\
  \vdots \\
  l_d
\end{bmatrix}
= 0_d,
$$

where, by condition A2, the first matrix on the left-hand side is an invertible square Vandermonde matrix. This implies that $l = 0_d$. Therefore, $\{\tilde{x}_0, A\tilde{x}_0, \ldots, A^{d-1}\tilde{x}_0\}$ are linearly independent.

Obviously, the aggregated observations are equally-spaced, since

$$
\tilde{t}_{j+1} - \tilde{t}_j = t_{1+jk} - t_{1+(j-1)k} = k\Delta t, \quad (22)
$$

for all $j = 1, \ldots, \tilde{n} - 1$. Under condition A2, $\tilde{A}$ (that is, $A$) has $d$ distinct real eigenvalues, and under condition A3, $\tilde{n} > d$. Therefore, by Theorem 4, one concludes that the new ODE system is identifiable from aggregated observations with $\tilde{x}_0 = (I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})x_0/k$ and $\tilde{A} = A$. Since

$$
I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t} = Q(I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})Q^{-1}
$$

is invertible, one obtains that

$$
x_0 = k(I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})^{-1}\tilde{x}_0,
$$
and obviously,

\[ A = \tilde{A}. \]

Therefore, the original ODE system with initial condition \( x_0 \) and parameter matrix \( A \) is fully identifiable from the aggregated observations.

\[ \square \]

### A.4 Proof of Corollary 8

**Proof** By Definition of the time-scaled observations in Definition 6, one sees that

\[ \tilde{x}_j = x_j = x(t_j; x_0, A) = e^{At_j}x_0 = e^{(A/k)kt_j}x_0. \]  \( (23) \)

By definition the time of the time-scaled observation \( \tilde{x}_j \) is \( kt_j \). Therefore, according to Equation 23, one sees that the solution function of the time-scaled observations follows the structure of

\[ \tilde{x}(t; \tilde{x}_0, \tilde{A}) = e^{\tilde{A}t}\tilde{x}_0, \]

with \( \tilde{x}_0 = x_0 \), and \( \tilde{A} = A/k \). This implies that the time-scaled observations follow a new ODE system as (1) but with a different system parameter \((\tilde{x}_0, \tilde{A})\). To see whether \((\tilde{x}_0, \tilde{A})\) are the true parameters corresponding to the new ODE system, one has to prove the identifiability of the new ODE system from the time-scaled observations.

Obviously, \( \{\tilde{x}_0, \tilde{A}\tilde{x}_0, \ldots, \tilde{A}^{d-1}\tilde{x}_0\} = \{x_0, Ax_0/k, \ldots, A^{d-1}x_0/k^{d-1}\} \) are linearly independent, since \( \{x_0, Ax_0, \ldots, A^{d-1}x_0\} \) are linearly independent under condition A1. Moreover, \( \tilde{A} \) has \( d \) distinct real eigenvalues since \( A \) has \( d \) distinct real eigenvalues under condition A2.

Based on the generation rules of the time-scaled observations, one sees that the new time-scaled observations are also equally-spaced. And under condition A3, \( \tilde{n} = n > d \). Then by Theorem 4, one concludes that the new ODE system is identifiable from the time-scaled observations, with \( \tilde{x}_0 = x_0 \) and \( \tilde{A} = A/k \).

Since \( k \neq 0 \), simple calculation shows that

\[ x_0 = \tilde{x}_0, \quad A = k\tilde{A}. \]

Therefore, the original ODE system with initial condition \( x_0 \) and parameter matrix \( A \) is fully identifiable from the time-scaled observations.

\[ \square \]

### A.5 Proof of Theorem 9

We first present two Lemmas we will use for our proof.

**Lemma 16** (Newey and McFadden, 1994. Lemma 2.9) Suppose \( M_1, M_n : \mathbb{R}^{dp} \to \mathbb{R}^{dp} \) for some finite integer \( dp, d_p \geq 1 \). If \( \Theta \) is compact, \( M_1(\theta) \) is continuous,

\[ M_n(\theta) \xrightarrow{p} M_1(\theta), \text{ as } n \to \infty \]  \( (24) \)

for all \( \theta \in \Theta \), and there exist \( \alpha > 0 \) and \( B_n = O_n(1) \) such that for all \( \theta_1, \theta_2 \in \Theta \),

\[ \| M_n(\theta_1) - M_n(\theta_2) \|_2 \leq B_n \| \theta_1 - \theta_2 \|_2 \]  \( (25) \)
almost surely, then
\[ \sup_{\theta \in \Theta} \| M_n(\theta) - M_1(\theta) \|_2 \xrightarrow{p} 0, \quad \text{as } n \to \infty. \]

**Lemma 17** (Van der Vaart, 2000, Theorem 5.7) Let \( M_n \) be random functions and let \( M_1 \) be a fixed function of \( \theta \) such that for every \( \epsilon > 0 \)
\[ \sup_{\theta \in \Theta} \| M_n(\theta) - M_1(\theta) \|_2 \xrightarrow{p} 0, \quad \text{(26)} \]
\[ \sup_{\theta : d(\theta, \theta^*) \geq \epsilon} M_1(\theta) > M_1(\theta^*). \quad \text{(27)} \]

Then any sequence of estimators \( \hat{\theta}_n \) with
\[ M_n(\hat{\theta}_n) \leq M_n(\theta^*) + o_p(1) \quad \text{(28)} \]
converges in probability to \( \theta^* \). \( d(\theta, \theta^*) \) denotes the distance between \( \theta \) and \( \theta^* \).

**Proof** Recall that we have defined \( M(\theta) \) and \( M_n(\theta) \) in Equations (5) and (6), respectively. Here, we set
\[ M_1(\theta) := M(\theta) + E[\| \epsilon \|_2^2] = \frac{1}{T} \int_0^T \| e^{A^* t} x_0^* - e^{A t} x_0 \|_2^2 \, dt + E[\| \epsilon \|_2^2]. \quad \text{(29)} \]

In order to prove the NLS estimator \( \hat{\theta}_n \xrightarrow{p} \theta^* \), as \( n \to \infty \), by Lemma 17, we need to prove that all three conditions (26), (27) and (28) are satisfied w.r.t. \( M_n(\theta) \) and \( M_1(\theta) \). Therefore, the proof can be broken down into three steps based on the proofs of each of these three conditions. In the following, we will show that all these three conditions are satisfied.

**Step i:** We prove that condition (26) in Lemma 17 is satisfied based on Lemma 16. According to Lemma 16, to prove the uniform convergence of \( M_n(\theta) \) to \( M_1(\theta) \) in parameter space \( \Theta \), that is, condition (26), we first need to prove the point-wise convergence of \( M_n(\theta) \) to \( M_1(\theta) \), that is, condition (24).

According to Equation (6), one sees that
\[ M_n(\theta) = \frac{1}{n} \sum_{i=1}^n \| y_i - e^{A t_i} x_0 \|_2^2 \]
\[ = \frac{1}{n} \sum_{i=1}^n \| e^{A^* t_i} x_0^* - e^{A t_i} x_0 \|_2^2 + \frac{1}{n} \sum_{i=1}^n \| \epsilon_i \|_2^2 + \frac{2}{n} \sum_{i=1}^n \epsilon_i^T (e^{A^* t_i} x_0^* - e^{A t_i} x_0). \quad \text{(30)} \]

Let \( n \) tend to infinity, one obtains that
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n \| e^{A^* t_i} x_0^* - e^{A t_i} x_0 \|_2^2 \]
\[ = \lim_{n \to \infty} \frac{n - 1}{nT} \sum_{i=1}^n \frac{T}{n - 1} \| e^{A^* t_i} x_0^* - e^{A t_i} x_0 \|_2^2 = \frac{1}{T} \int_0^T \| e^{A^* t} x_0^* - e^{A t} x_0 \|_2^2 \, dt. \quad \text{(31)} \]
By weak law of large numbers, one sees that
\[
\frac{1}{n} \sum_{i=1}^{n} \| e_i \|_2^2 \overset{p}{\to} E[\| e \|_2^2], \quad \text{as } n \to \infty ,
\] (32)

where we set \( E[\| e \|_2^2] := E[\| e_i \|_2^2] = \sum_{j=1}^{d} \sigma_j^2 \), for all \( i = 1, \ldots, n \). Since
\[
E \left[ \frac{2}{n} \sum_{i=1}^{n} e_i^\top (e^{A^* t_i} x^*_0 - e^{A^t_i} x_0) \right] = 0 ,
\]
then by Chebyshev’s inequality, for any \( \varepsilon > 0 \), one has
\[
P \left( \left| \frac{2}{n} \sum_{i=1}^{n} e_i^\top (e^{A^* t_i} x^*_0 - e^{A^t_i} x_0) - 0 \right| \geq \varepsilon \right) \leq \text{var} \left( \frac{2}{n} \sum_{i=1}^{n} e_i^\top (e^{A^* t_i} x^*_0 - e^{A^t_i} x_0) \right) / \varepsilon^2 .
\] (33)

\[
\text{var} \left( \frac{2}{n} \sum_{i=1}^{n} e_i^\top (e^{A^* t_i} x^*_0 - e^{A^t_i} x_0) \right) = \frac{4}{n^2} \sum_{i=1}^{n} \text{var}(e_i^\top (e^{A^* t_i} x^*_0 - e^{A^t_i} x_0)) = 4 n^2 \sum_{i=1}^{n} E [\| e_i \|_2^2 \| e^{A^* t_i} x^*_0 - e^{A^t_i} x_0 \|_2^2] ,
\] (34)

by Cauchy-Schwarz inequality. Specifically,
\[
\| e^{A^* t_i} x^*_0 - e^{A^t_i} x_0 \|_2 = \| e^{A^* t_i} x^*_0 - e^{A^t_i} x_0 + e^{A^* t_i} x_0 - e^{A^t_i} x_0 \|_2 \\
= \| e^{A^* t_i} (x^*_0 - x_0) + (e^{A^* t_i} - e^{A^t_i}) x_0 \|_2 \\
\leq \| e^{A^* t_i} (x^*_0 - x_0) \|_2 + \| (e^{A^* t_i} - e^{A^t_i}) x_0 \|_2 \\
\leq \| e^{A^* t_i} \|_2 \| x^*_0 - x_0 \|_2 + \| (e^{A^* t_i} - e^{A^t_i}) \|_2 \| x_0 \|_2 \\
\leq \| e^{A^* t_i} \|_F \| x^*_0 - x_0 \|_2 + \| (e^{A^* t_i} - e^{A^t_i}) \|_F \| x_0 \|_2 ,
\] (35)

where \( \| M \|_2 \) denotes the subordinate matrix norm induced by the norm \( \| \cdot \|_2 \) of a matrix \( M \in \mathbb{R}^{m \times n} \), with
\[
\| M \|_2 = \sup_{v \in \mathbb{R}^n, v \neq 0} \frac{\| M v \|_2}{\| v \|_2} ,
\]
and \( \| M \|_F \) is the Frobenius norm of matrix \( M \), with
\[
\| M \|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |M_{ij}|^2} ,
\]
where \( M_{ij} \) is the \( ij \)-th entry of matrix \( M \).

Under assumption A4, parameter space \( \Theta \) is a compact subset of \( \mathbb{R}^{d+d^2} \), therefore, \( \Theta \) can be enclosed with a \((d+d^2)\)-dimensional box. We denote it as \( \Theta \subset [-l, l]^{d+d^2} \) with \( 0 < l < \infty \). Then we will analyse each of the four items in Equation (35).

item 1 = \( e^{A^* t_i} \|_F = \| e^{A^* t_i} - e^{I d t_i} + e^{I d t_i} \|_F \leq \| e^{A^* t_i} - e^{I d t_i} \|_F + \| e^{I d t_i} \|_F \)
\[
\leq \| A^* t_i - I d t_i \|_F e^{\| I d t_i \| F} e^{\| A^* t_i - I d t_i \| F} + \| e^{I d t_i} \|_F ,
\]
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where $I_d$ denotes the $d$-dimensional identity matrix. Simple calculation shows that

$$
\| A^* - I_d \|_F \leq \sqrt{(l + 1)^2 \times d^2 + (d^2 - d)} = \sqrt{l^2 d^2 + 2ld + d},
$$

$$
\| I_d \|_F = \sqrt{d},
$$

and

$$
\| e^{I_d t_i} \|_F = \sqrt{e^{2t_i} \times d} = e^{t_i} \sqrt{d}.
$$

Since $t_i \leq T$ for all $i = 1, \ldots, n$ and $0 < T < \infty$ by condition A6, therefore, one obtains that

item 1 = $\| e^{A^* t_i} \|_F \leq C',$

where $0 < C' < \infty$ is a constant only depending on $d$. Similarly,

item 2 = $\| x^*_0 - x_0 \|_2 \leq \sqrt{(2l)^2 \times d} = 2l \sqrt{d},$

and

item 3 = $\| e^{A^* t_i} - e^{At_i} \|_F \leq \| A^* t_i - At_i \|_F \| e^{At_i} \|_F e^{\| A^* t_i - At_i \|_F} = \| A^* - A \|_F t_i e^{\| A^* t_i - At_i \|_F},$

where

$$
\| A \|_F \leq \sqrt{l^2 \times d^2} = ld,
$$

$$
\| A^* - A \|_F \leq \sqrt{(2l)^2 \times d^2} = 2ld,
$$

therefore, by simple calculation one obtains that

item 3 = $\| e^{A^* t_i} - e^{At_i} \|_F \leq C''_d,$

with $0 < C''_d < \infty$, is a constant only depends on $d$. One sees that

item 4 = $\| x_0 \|_2 \leq \sqrt{l^2 \times d} = l \sqrt{d}.$

Combining (36), (37), (38), (39) and (35), one sees that

$$
\| e^{A^* t_i} x^*_0 - e^{At_i} x_0 \|_2 \leq C_d,
$$

where $0 < C_d < \infty$ is a constant only depends on $d$. Then (34) can be expressed as

$$
\text{var} \left( \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^T (e^{A^* t_i} x^*_0 - e^{At_i} x_0) \right) \leq \frac{4}{n^2} \sum_{i=1}^{n} E[\| \epsilon_i \|_2^2] \| e^{A^* t_i} x^*_0 - e^{At_i} x_0 \|_2^2
$$

$$
\leq 4 C_d^2 \sum_{j=1}^{d} \sigma_j^2 / n = 4 C_d^2 \sum_{j=1}^{d} \sigma_j^2 / n.
$$

Therefore, (33) can be expressed as

$$
P \left( \left| \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^T (e^{A^* t_i} x^*_0 - e^{At_i} x_0) \right| \geq \epsilon \right) \leq \frac{4 C_d^2 d}{n \epsilon^2} \sum_{j=1}^{d} \sigma_j^2 \to 0, \text{ as } n \to \infty.
$$
That is
\[ \frac{2}{n} \sum_{i=1}^{n} e_i^T (e^{A^*t_i}x_0^* - e^{A^*t_i}x_0) \overset{p}{\to} 0, \text{ as } n \to \infty. \] (40)

Combining (31), (32), (40) and (30), one obtains that
\[ M_n(\theta) \overset{p}{\to} \frac{1}{T} \int_0^T \| e^{A^*t}x_0^* - e^{A^*t}x_0 \|^2 dt + E[\| \epsilon \|^2], \text{ as } n \to \infty. \] (41)

By the definition of $M_1(\theta)$ in Equation (29), the right-hand side of (41) is $M_1(\theta)$, that is,
\[ M_n(\theta) \overset{p}{\to} M_1(\theta), \text{ as } n \to \infty. \]

Now that we have proved that condition (24) in Lemma 16 is satisfied. Next, we will find a $\alpha > 0$ and a $B_\alpha = O_p(1)$ such that for all $\theta_1, \theta_2 \in \Theta$, condition (25) is met.

For any $\theta_1 = (x_{01}, A_1), \theta_2 = (x_{02}, A_2) \in \Theta$,
\[
\| M_n(\theta_1) - M_n(\theta_2) \|_2
\leq \frac{1}{n} \sum_{i=1}^{n} \| y_i - e^{A^*t_i}x_{01} \|^2 - \frac{1}{n} \sum_{i=1}^{n} \| y_i - e^{A^*t_i}x_{02} \|^2
\leq \frac{1}{n} \sum_{i=1}^{n} \{ \| e^{A^*t_i}x_{01} \|^2 - \| e^{A^*t_i}x_{02} \|^2 - 2(e^{A^*t_i}x_0^*)^T(e^{A^*t_i}x_{01} - e^{A^*t_i}x_{02}) \}
\leq \frac{1}{n} \sum_{i=1}^{n} \{ \| e^{A^*t_i}x_{01} \|^2 - \| e^{A^*t_i}x_{02} \|^2
\leq \sum_{i=1}^{n} \| e^{A^*t_i}x_{01} - e^{A^*t_i}x_{02} \|_2 + \| e^{A^*t_i}x_{01} - e^{A^*t_i}x_{02} \|_2
\| e^{A^*t_i}x_{01} - e^{A^*t_i}x_{02} \|_2 + \| e^{A^*t_i}x_{01} - e^{A^*t_i}x_{02} \|_2
\| \epsilon_i \|_2 \cdot \| e^{A^*t_i}x_{01} - e^{A^*t_i}x_{02} \|_2
\leq C_d' \| x_{01} - x_{02} \|_F + C_d'' \| A_1 - A_2 \|_F \leq \max(C_d', C_d'') (\| x_{01} - x_{02} \|_2 + \| A_1 - A_2 \|_F),
\]
where $0 < C_d', C_d'' < \infty$ are constants only depending on $d$. Since
\[
(\| x_{01} - x_{02} \|_2 + \| A_1 - A_2 \|_F)^2 \leq 2(\| x_{01} - x_{02} \|_2^2 + \| A_1 - A_2 \|_F^2) = 2 \| \theta_1 - \theta_2 \|_2^2,
\]
one obtains that
\[ \| x_{01} - x_{02} \|_2 + \| A_1 - A_2 \|_F \leq \sqrt{2} \| \theta_1 - \theta_2 \|_2 . \]

Therefore,
\[ \| e^{A_1 t_i} x_{01} - e^{A_2 t_i} x_{02} \|_2 \leq \sqrt{2} \max(C'_d, C''_d) \| \theta_1 - \theta_2 \|_2 . \] (43)

Then we analyse the second item in (42), some simple calculation shows that
\[ \| e^{A_1 t_i} x_{01} \|_2 \leq \| e^{A_1 t_i} \|_2 \| x_{01} \|_2 \leq \| e^{A_1 t_i} \|_F \| x_{01} \|_2 \leq C'_d \sqrt{d} . \] (44)

Similarly, one sees that
\[ \| e^{A_2 t_i} x_{02} \|_2, \| e^{A^* t_i} x^*_0 \|_2 \leq C'''_d \sqrt{d} . \] (45)

Combining (43), (44), (45) and (42), one obtains that
\[ \| M_n(\theta_1) - M_n(\theta_2) \|_2 \leq \frac{1}{n} \sum_{i=1}^{n} \sqrt{2} \max(C'_d, C''_d)(4C'_d l d + 2 \| \epsilon_i \|_2) \| \theta_1 - \theta_2 \|_2 \]
\[ \leq \left( \tilde{C}^2_d + \frac{2\tilde{C}_d}{n} \sum_{i=1}^{n} \| \epsilon_i \|_2 \right) \| \theta_1 - \theta_2 \|_2 , \]

where \( \tilde{C}_d = \max(\sqrt{2} \max(C'_d, C''_d), 4C'_d l d) \) and \( 0 < \tilde{C}_d < \infty \) is a constant that only depends on \( d \). If one sets
\[ B_n := \tilde{C}^2_d + \frac{2\tilde{C}_d}{n} \sum_{i=1}^{n} \| \epsilon_i \|_2 , \]

one sees
\[ \| M_n(\theta_1) - M_n(\theta_2) \|_2 \leq B_n \| \theta_1 - \theta_2 \|_2 , \]

for all \( \theta_1, \theta_2 \in \Theta \). Let
\[ F_n := \frac{1}{n} \sum_{i=1}^{n} \| \epsilon_i \|_2 , \]

by Chebyshev’s inequality, one sees that
\[ F_n = O_p(E[F_n] + \sqrt{\text{var}(F_n)}) , \]

where
\[ E[F_n] = E\left[ \frac{1}{n} \sum_{i=1}^{n} \| \epsilon_i \|_2 \right] = \frac{1}{n} \sum_{i=1}^{n} E[\| \epsilon_i \|_2] = E[\| \epsilon \|_2] = O(1) , \]

because \( E[\| \epsilon \|_2^2] = \sum_{i=1}^{d} \sigma_i^2 < \infty \) implies that \( E[\| \epsilon \|_2] < \infty \). And
\[ \text{var}(F_n) = \text{var}\left( \frac{1}{n} \sum_{i=1}^{n} \| \epsilon_i \|_2 \right) = \frac{1}{n^2} \sum_{i=1}^{n} \text{var}(\| \epsilon_i \|_2) \]
\[ = \frac{1}{n^2} \sum_{i=1}^{n} \{ E[\| \epsilon_i \|_2^2] - (E[\| \epsilon_i \|_2])^2 \} = O(1) , \]
therefore, one obtains \( F_n = O_p(1) \), which implies \( B_n = O_p(1) \). Thus, the condition (25) is satisfied with \( \alpha = 1 \). Since \( M_1(\theta) \) is continuous w.r.t \( \theta \), and under assumption A4, parameter space \( \Theta \) is compact, therefore, by Lemma 16, one sees that
\[
\sup_{\theta \in \Theta} \| M_n(\theta) - M_1(\theta) \|_2 \overset{p}{\to} 0, \text{ as } n \to \infty,
\]
that is, the condition (26) in Lemma 17 is satisfied.

**Step ii:** We show that condition (27) in Lemma 17 is satisfied.
Recall that
\[
M_1(\theta) = \frac{1}{T} \int_0^T \| e^{A^* t} x_0^* - e^{A t} x_0 \|_2^2 dt + E[\parallel \epsilon \parallel_2^2],
\]
when assumptions A1 and A2 are satisfied with respect to \( \theta^* = (x_0^*, A^*) \) from any \( d + 1 \) equally-spaced error-free observations, which implies the ODE system is also identifiable at \( \theta^* \) from the corresponding trajectory at \([0, T]\), which further implies that \( M_1(\theta) \) attains its unique global minimum at \( \theta^* \). Therefore, one sees that the condition (27) in Lemma 17 is satisfied.

**Step iii:** We show that condition (28) in Lemma 17 is satisfied.
The definition of \( \hat{\theta}_n \), that is
\[
\hat{\theta}_n = \arg \min_{\theta \in \Theta} M_n(\theta),
\]
implies that the condition (28) is satisfied.

Now that we have proved that all the three conditions in Lemma 17 are satisfied, therefore, one concludes that
\[
\hat{\theta}_n \overset{p}{\to} \theta^*, \text{ as } n \to \infty.
\]

A.6 Proof of Corollary 10

**Proof** The main task in this proof is to prove that the NLS parameter estimator \( \hat{\theta} := (\hat{x}_0, \hat{A}) \) from aggregated observations is consistent to the true system parameters corresponding to the new ODE system, that is, \( \tilde{\theta}^* := (\tilde{x}_0^*, \tilde{A}^*) \). Once one has proved this result, one can reach the conclusion in Corollary 10 by taking the function \( g(\cdot) \) with respect to \( \hat{\theta} \) and \( \tilde{\theta}^* \), respectively.

In order to prove
\[
\hat{\theta} \overset{p}{\to} \tilde{\theta}^*, \text{ as } \tilde{n} \to \infty,
\]
base on Theorem 9, one needs to prove that the assumptions A1, A2 and A4-A6 are satisfied with respect to the new ODE system, the new parameter \( \tilde{\theta}^* \) and the new error terms \( \tilde{\epsilon}_i \), corresponding to the aggregated observations \( \tilde{Y} \).

Under assumptions A1-A3, according to the proof of Corollary 7 in Appendix A.3, one sees that assumptions A1-A2 are satisfied with respect to \( \tilde{\theta}^* \), where
\[
\tilde{\theta}^* = (\tilde{x}_0^*, \tilde{A}^*) = ((I + e^{A^* \Delta t} + \cdots + e^{A^*(k-1)\Delta t})x_0^*/k, \tilde{A}^*), \quad (46)
\]
Since under assumption A4, $\Theta$ is compact, and according to the relationship between $\tilde{\theta}^*$ and $\theta^* = (x_0^*, A^*)$ in Equation (46), one obtains that the new parameter space $\tilde{\Theta}$ is compact.

Based on the generation rules of the aggregated observations, assumption A5 is satisfied with the new error terms $\{\tilde{\epsilon}_i\}$ being independent and identically distributed random vectors with mean zero and covariance matrix

$$\tilde{\Sigma} = \Sigma/k = diag(\frac{\sigma_1^2}{k}, \ldots, \frac{\sigma_d^2}{k}).$$

By aggregated observations generation rules, assumption A6 is satisfied with $\tilde{t}_i = t_{(i-1)k+1}$, $\Delta \tilde{t} = k\Delta t$ and

$$\tilde{T} = ([n/k] - 1)kT/(n - 1),$$

where $[\cdot]$ stands for the floor function.

Then by Theorem 9, one concludes that $\hat{\tilde{\Theta}} \xrightarrow{p} \tilde{\theta}^*$, as $\tilde{n} \to \infty$.

By definition of $\tilde{\theta}_n$ in Corollary 10, that is

$$\hat{\tilde{\theta}}_n := g(\hat{\tilde{\theta}}) := (k(I + e^{\hat{A} \Delta t} + \ldots + e^{\hat{A}(k-1)\Delta t})^{-1}\tilde{x}_0, \hat{A}),$$

one obtains that

$$g(\hat{\tilde{\theta}}^*) = (k(I + e^{\tilde{A} \Delta t} + \ldots + e^{\tilde{A}(k-1)\Delta t})^{-1}\tilde{x}_0, \tilde{A}^*) = (x_0^*, A^*) = \theta^*.$$

By multivariate continuous mapping theorem, one concludes that

$$g(\hat{\tilde{\theta}}) \xrightarrow{p} g(\tilde{\theta}^*), \text{ as } \tilde{n} \to \infty,$$

that is

$$\hat{\tilde{\theta}}_n \xrightarrow{p} \theta^*, \text{ as } \tilde{n} \to \infty.$$
Under assumptions A1-A3, according to the proof of Corollary 8 in Appendix A.4, one sees that assumptions A1-A2 are satisfied with respect to \( \tilde{\theta}^* \), where

\[
\tilde{\theta}^* = (\tilde{x}_0^*, \tilde{A}^*) = (x_0^*, A^*/k).
\]

Since under assumption A4, \( \Theta \) is compact, and according to the relationship between \( \tilde{\theta}^* \) and \( \theta^* = (x_0^*, A^*) \) in Equation (47), one obtains that the new parameter space \( \tilde{\Theta} \) is compact.

Based on the generation rules of the time-scaled observations, assumption A5 is satisfied with the new error terms \( \{\tilde{\epsilon}_i\} \) being the original error terms \( \{\epsilon_i\} \).

Assumption A6 is satisfied with

\[
\tilde{t}_i = k t_i, \Delta \tilde{t} = k \Delta t, \tilde{T} = k T.
\]

Then by Theorem 9, one concludes that \( \hat{\theta}_n \overset{p}{\rightarrow} \hat{\theta}^* \), as \( \tilde{n} \rightarrow \infty \).

By definition of \( \hat{\theta}_n \) in Corollary 11, that is

\[
\hat{\theta}_n := g(\hat{\theta}) := (\tilde{x}_0, k \hat{A}),
\]

one obtains that

\[
g(\hat{\theta}^*) = (\tilde{x}_0^*, k \tilde{A}^*) = (x_0^*, A^*) = \theta^*.
\]

By multivariate continuous mapping theorem, one concludes that

\[
g(\hat{\theta}) \overset{p}{\rightarrow} g(\tilde{\theta}^*), \text{ as } \tilde{n} \to \infty,
\]

that is

\[
\hat{\theta}_n \overset{p}{\rightarrow} \theta^*, \text{ as } \tilde{n} \to \infty. \tag{48}
\]

### A.8 Proof of Theorem 12

**Proof** Recall that we have defined \( M_n(\theta) \) in Equation (6), one sees that \( M_n(\theta) \) is twice differentiable at \( \theta \in \Theta \). Then by the mean value theorem, one obtains

\[
\nabla_\theta M_n(\hat{\theta}_n) = \nabla_\theta M_n(\theta^*) + \nabla^2_\theta M_n(\tilde{\theta})(\hat{\theta}_n - \theta^*),
\]

where \( \nabla_\theta M_n(\theta^*) \) denotes the gradient of \( M_n(\theta) \) with respect to \( \theta \) at \( \theta^* \), and \( \nabla^2_\theta M_n(\theta^*) \) denotes the Hessian matrix of \( M_n(\theta) \) with respect to \( \theta \) at \( \theta^* \), and \( \tilde{\theta} \) is in the line joining \( \hat{\theta}_n \) and \( \theta^* \).

Since assumptions A1 and A2 are satisfied with respect to \( \theta^* \) and assumptions A4-A6 hold, then by Theorem 9, one obtains that

\[
\hat{\theta}_n \overset{p}{\rightarrow} \theta^*, \text{ as } n \to \infty.
\]

Assumption A7 implies that \( \hat{\theta}_n \) is an interior point of \( \Theta \) as \( n \to \infty \), and by definition,

\[
\hat{\theta}_n = \arg \min_{\theta} M_n(\theta),
\]
therefore, one obtains that
\[ \nabla_{\theta} M_n(\hat{\theta}_n) = 0. \]
Suppose that \( \nabla^2_{\theta} M_n(\theta) \) is nonsingular, by rearranging Equation (48), one obtains that
\[ \sqrt{n}(\hat{\theta}_n - \theta^*) = -\{\nabla^2_{\theta} M_n(\hat{\theta})\}^{-1} \sqrt{n} \nabla_{\theta} M_n(\theta^*). \]
By definition of \( \hat{\theta} \) and the convergence of \( \hat{\theta}_n \) to \( \theta^* \), one obtains that
\[ \hat{\theta} \overset{p}{\to} \theta^*, \text{ as } n \to \infty, \]
and according to the proof of Theorem 9 in Appendix A.5,
\[ \sup_{\theta \in \Theta} \| M_n(\theta) - M_1(\theta) \|_2 \overset{p}{\to} 0, \text{ as } n \to \infty, \]
one obtains that
\[ \nabla^2_{\theta} M_n(\hat{\theta}) \overset{p}{\to} \nabla^2_{\theta} M_1(\theta^*), \text{ as } n \to \infty, \]
By the relationship between \( M_1(\theta) \) and \( M(\theta) \) defined in Equation (29), one sees that
\[ \nabla^2_{\theta} M_1(\theta^*) = \nabla^2_{\theta} M(\theta^*), \]
therefore,
\[ \nabla^2_{\theta} M_n(\hat{\theta}) \overset{p}{\to} \nabla^2_{\theta} M(\theta^*), \text{ as } n \to \infty. \]
For the simplicity of notation, we set
\[ H := \nabla^2_{\theta} M(\theta^*). \]
We will show that \( H \) is positive definite, thus invertible. In addition, if one shows that
\[ -\sqrt{n} \nabla_{\theta} M_n(\theta^*) \overset{d}{\to} N(0, V), \text{ as } n \to \infty, \] 
then, based on the Slutsky’s theorem one obtains that
\[ \sqrt{n}(\hat{\theta}_n - \theta^*) \overset{d}{\to} N(0, VH^{-1}), \text{ as } n \to \infty. \]
In the following, we will first prove \( -\sqrt{n} \nabla_{\theta} M_n(\theta^*) \) converges in distribution to a normal distribution, that is, (49), and calculate matrix \( V \). Then we will calculate matrix \( H \).

**Step i:** We prove that \( -\sqrt{n} \nabla_{\theta} M_n(\theta^*) \) converges in distribution to a normal distribution, and we calculate matrix \( V \).

By definition of the system parameter \( \theta \), one sees that
\[ \theta = (x_0, A) = [x_0^\top, a_{11}, \ldots, a_{1d}, \ldots, a_{dd}]^\top \in \mathbb{R}^{d+d^2}, \]
where \( a_{jk} \) is the \( jk \)-th entry of parameter matrix \( A \), for all \( j, k = 1, \ldots, d \).

Therefore, \( \nabla_{\theta} M_n(\theta) \in \mathbb{R}^{d+d^2} \), with
\[ \nabla_{\theta} M_n(\theta) = \frac{\partial M_n(\theta)}{\partial \theta} = \left[ \begin{array}{c} \frac{\partial M_n(\theta)}{\partial x_0} \quad \frac{\partial M_n(\theta)}{\partial a_{11}} \quad \cdots \quad \frac{\partial M_n(\theta)}{\partial a_{1d}} \quad \cdots \quad \frac{\partial M_n(\theta)}{\partial a_{dd}} \end{array} \right]^\top. \]
Recall that
\[ M_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} \| y_i - e^{A_{ij}x_0} \|_2^2, \]  
(50)

obviously, if one wants to calculate the partial derivative of \( M_n(\theta) \) with respect to \( a_{jk} \), that is, \( \partial M_n(\theta) / \partial a_{jk} \), one needs to calculate \( \partial e^{A_{ij}} / \partial a_{jk} \) first. Suppose that matrix \( A \) has \( d \) distinct eigenvalues \( \lambda_1, \ldots, \lambda_d \), and \( A \) has the Jordan decomposition \( A = Q\Lambda Q^{-1} \), where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_d) \). Then according to (Kalbfleisch and Lawless, 1985; Tsai and Chan, 2003), one obtains that
\[ Z_{jk}(t) := \frac{\partial e^{A_{ij}}}{\partial a_{jk}} = Q \{ (Q^{-1}Q_{jk}) \circ U(t) \} Q^{-1}, \]
here, for notational simplicity, we denote \( \frac{\partial e^{A_{ij}}}{\partial a_{jk}} \) as \( Z_{jk}(t) \). The column vector \( Q_{jk}^{-1} \) stands for the \( j \)th column of matrix \( Q^{-1} \) and the row vector \( Q_{jk} \) denotes the \( k \)th row of matrix \( Q \). Let \( B \circ C \) denote the Hadamard product, with each element
\[ (B \circ C)_{ij} = (B)_{ij} (C)_{ij}, \]
where matrices \( B \) and \( C \) are of the same dimension. \( U(t) \) has the form:
\[ U(t) = \begin{bmatrix} te^{\lambda_1 t} & \frac{e^{\lambda_1 t} - e^{\lambda_2 t}}{\lambda_1 - \lambda_2} & \cdots & \frac{e^{\lambda_1 t} - e^{\lambda_d t}}{\lambda_1 - \lambda_d} \\
\frac{e^{\lambda_2 t} - e^{\lambda_1 t}}{\lambda_2 - \lambda_1} & te^{\lambda_2 t} & \cdots & \frac{e^{\lambda_2 t} - e^{\lambda_d t}}{\lambda_2 - \lambda_d} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{e^{\lambda_d t} - e^{\lambda_1 t}}{\lambda_d - \lambda_1} & \frac{e^{\lambda_d t} - e^{\lambda_2 t}}{\lambda_d - \lambda_2} & \cdots & te^{\lambda_d t} \end{bmatrix}. \]

In the following, we will calculate \( \nabla_{\theta} M_n(\theta) \). Simple calculation shows that
\[ M_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} \| y_i - e^{A_{ij}x_0} \|_2^2 = \frac{1}{n} \sum_{i=1}^{n} \| y_i - e^{A_{ij}x_0} \|_2^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - e^{A_{ij}x_0})^\top (y_i - e^{A_{ij}x_0}) \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \{ y_i^\top y_i - x_0^\top (e^{A_{ij}})^\top y_i - y_i^\top e^{A_{ij}}x_0 + x_0^\top (e^{A_{ij}})^\top e^{A_{ij}}x_0 \}. \]

Then one obtains that
\[ \frac{\partial M_n(\theta)}{\partial x_0} = \frac{1}{n} \sum_{i=1}^{n} \{ -2(e^{A_{ij}})^\top y_i + 2(e^{A_{ij}})^\top e^{A_{ij}}x_0 \}, \]
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\[
\frac{\partial M_n(\theta)}{\partial a_{jk}} = \frac{1}{n} \sum_{i=1}^{n} Tr \left\{ \left( \frac{\partial \| y_i - e^{A^* t_i} x_0 \|}{\partial e^{A^* t_i}} \right)^\top \frac{\partial e^{A^* t_i}}{\partial a_{jk}} \right\} \\
= \frac{1}{n} \sum_{i=1}^{n} Tr \left\{ (-y_i x_0^\top - y_i x_0^\top + 2 e^{A^* t_i} x_0 x_0^\top)^\top Z_{jk}(t_i) \right\} \\
= \frac{1}{n} \sum_{i=1}^{n} Tr \left\{ (-2 x_0 y_i^\top + 2 x_0 x_0^\top \{e^{A^* t_i}\}^\top) Z_{jk}(t_i) \right\} \\
= \frac{1}{n} \sum_{i=1}^{n} \{ -2 y_i^\top Z_{jk}(t_i) x_0 + 2 x_0^\top (e^{A^* t_i})^\top Z_{jk}(t_i) x_0 \}.
\]

Therefore, one obtains that

\[
\frac{\partial M_n(\theta^*)}{\partial x_0} = \frac{\partial M_n(\theta)}{\partial x_0} \bigg|_{\theta = \theta^*} = \frac{1}{n} \sum_{i=1}^{n} \{ -2 (e^{A^* t_i})^\top (e^{A^* t_i} x_0^* + \epsilon_i) + 2 (e^{A^* t_i})^\top e^{A^* t_i} x_0^* \} \\
= -\frac{2}{n} \sum_{i=1}^{n} (e^{A^* t_i})^\top \epsilon_i ,
\]

\[
\frac{\partial M_n(\theta^*)}{\partial a_{jk}} = \frac{\partial M_n(\theta^*)}{\partial a_{jk}} \bigg|_{\theta = \theta^*} = \frac{1}{n} \sum_{i=1}^{n} \{ -2 (e^{A^* t_i} x_0^* + \epsilon_i)^\top Z_{jk}(t_i) x_0^* + 2 (x_0^*)^\top (e^{A^* t_i})^\top Z_{jk}(t_i) x_0^* \} \\
= -\frac{2}{n} \sum_{i=1}^{n} \epsilon_i^\top Z_{jk}(t_i) x_0^* ,
\]

where

\[
Z_{jk}(t) := \frac{\partial e^{A^* t}}{\partial a_{jk}} \bigg|_{A = A^*} = Q^*[(\{Q_j^\cdot j Q^*_k\} \circ U^*(t))(Q^*)^{-1} ,
\]

with \(Q^*, U^*(t)\) corresponding to the true parameter matrix \(A^*\). That is, the Jordan decomposition of \(A^*\) is \(A^* = Q^* \Lambda^*(Q^*)^{-1}\), where \(\Lambda^* = \text{diag}(\lambda_1^*, \ldots, \lambda_d^*)\), with \(\lambda_1^*, \lambda_2^*, \ldots, \lambda_d^*\) being the eigenvalues of \(A^*\), and under assumption A2, these eigenvalues are distinct real values.

Set \(V := \lim_{n \to \infty} \text{var} (\sqrt{n} \nabla_{\theta} M_n(\theta^*))\), then we will calculate \(V\) in the following. By some calculation, one obtains that

\[
\text{var} \left\{ \sqrt{n} \frac{\partial M_n(\theta^*)}{\partial x_0} \right\} = n \cdot \text{var} \left\{ -\frac{2}{n} \sum_{i=1}^{n} (e^{A^* t_i})^\top \epsilon_i \right\} \\
= \frac{4}{n} \sum_{i=1}^{n} \text{var} ((e^{A^* t_i})^\top \epsilon_i) = \frac{4}{n} \sum_{i=1}^{n} (e^{A^* t_i})^\top \text{var} e^{A^* t_i} \\
\to \frac{4}{T} \int_0^T (e^{A^*})^\top \text{var} e^{A^*} dt , \text{ as } n \to \infty .
\]
Recall that $\Sigma$ is the covariance matrix of error terms $e_i$ for all $i = 1, \ldots, n$ under Assumption A5. Similarly, one obtains that

$$
cov\left\{ \frac{\sqrt{n}\partial M_n(\theta^*)}{\partial x_0}, \frac{\sqrt{n}\partial M_n(\theta^*)}{\partial a_{jk}} \right\} = nE\left[ \frac{\partial M_n(\theta^*)}{\partial x_0} \right] \cdot \frac{\partial M_n(\theta^*)}{\partial a_{jk}} - nE\left[ \frac{\partial M_n(\theta^*)}{\partial x_0} \right] E\left[ \frac{\partial M_n(\theta^*)}{\partial a_{jk}} \right] = nE\left[ \frac{2}{n} \sum_{i=1}^{n} (e^{A^*t_i})^T e_i \cdot \frac{1}{n} \sum_{i=1}^{n} e_i^T Z^*_{jk}(t_i) x_0^* \right] = \frac{4}{n} \sum_{i=1}^{n} E[(e^{A^*t_i})^T e_i e_i^T Z^*_{jk}(t_i) x_0^*] = \frac{4}{n} \sum_{i=1}^{n} (e^{A^*t_i})^T E[e_i e_i^T] Z^*_{jk}(t_i) x_0^* = \frac{4}{n} \sum_{i=1}^{n} (e^{A^*t_i})^T \Sigma Z^*_{jk}(t_i) x_0^* \rightarrow 4 \frac{T}{T} \int_0^T (e^{A^*t})^T \Sigma Z^*_{jk}(t)x_0^* \, dt, \text{ as } n \to \infty,
$$

and

$$
cov\left\{ \frac{\sqrt{n}\partial M_n(\theta^*)}{\partial a_{jk}}, \frac{\sqrt{n}\partial M_n(\theta^*)}{\partial a_{pq}} \right\} = \frac{4}{n} \sum_{i=1}^{n} \{Z^*_{jk}(t_i) x_0^*\}^T \Sigma Z^*_{pq}(t_i) x_0^* \to 4 \frac{T}{T} \int_0^T \{Z^*_{jk}(t)x_0^*\}^T \Sigma Z^*_{pq}(t)x_0^* \, dt, \text{ as } n \to \infty.
$$

If one denotes

$$R(\theta^*, t) := \Sigma^{1/2}(e^{A^*t}, Z^*_{11}(t)x_0^*, \ldots, Z^*_{1d}(t)x_0^*, \ldots, Z^*_{dd}(t)x_0^*), \quad (51)$$

one sees that

$$V = 4 \int_0^T R(\theta^*, t)^T R(\theta^*, t) / T \, dt \in \mathbb{R}^{(d+d^2)\times(d+d^2)}. \quad (52)$$

Now that we have calculated $V$, then we will prove that $-\sqrt{n}\nabla_{\theta} M_n(\theta^*)$ converges in distribution to a normal distribution. We first present a Lemma we will use for our proof.

**Lemma 18** [Lindeberg-Feller Central Limit Theorem] Suppose $\{w_{ni}\}$ is a triangular array of $p \times 1$ random vectors such that $s_n = \sum_{i=1}^{n} w_{ni} / n$ and

$$V_n = \frac{1}{n} \sum_{i=1}^{n} \text{var}(w_{ni}) \to V,$$

where $V$ is positive definite. If for every $\varepsilon > 0$,

$$\frac{1}{n} \sum_{i=1}^{n} E[\| w_{ni} \|_2^2 \mathbb{1}(\| w_{ni} \|_2 \geq \varepsilon \sqrt{n})] \to 0, \quad (53)$$

then

$$\sqrt{n}s_n \xrightarrow{d} N(0, V).$$
If one sets
\[ s_n := -\nabla_\theta M_n(\theta^*), \]
\[ w_{ni} := 2 \{(e^{A^* t_i})^\top \epsilon_i \epsilon_i^\top, e_i^\top Z^*_1(t_i)x_0^*, \ldots, e_i^\top Z^*_d(t_i)x_0^*, \ldots, e_i^\top Z^*_d(t_i)x_0^* \}^\top, \]
where \( w_{ni} \in \mathbb{R}^{d+d^2} \), then \( V \) in Equation (52) corresponds the \( V \) in Lemma 18. Then the proof of the asymptotic normality of \( -\sqrt{n} \nabla_\theta M_n(\theta^*) \) can be broken down into two tasks. Proving condition (53) is satisfied and proving variance matrix \( V \) is positive definite.

To this end, we first prove the condition (53) is satisfied. Simple calculation show that
\[
\| w_{ni} \|^2 = 4 \| (e^{A^* t_i})^\top \epsilon_i \|^2 + 4 \sum_{j=1}^d \sum_{k=1}^d \{e_i^\top Z^*_k(t_i)x_0^*\}^2 \in (-\infty, \infty),
\]
therefore, one obtains that
\[
\lim_{n \to \infty} \| w_{ni} \|^2 \mathbb{1}(\| w_{ni} \|_2 \geq \varepsilon \sqrt{n}) = 0,
\]
almost surely. By calculation, one obtains that
\[
E[\| (e^{A^* t_i})^\top \epsilon_i \|^2] \leq E[\| e^{A^* t_i} \| F^2 \| \epsilon_i \|^2] = \| e^{A^* t_i} \| F^2 E[\| \epsilon_i \|^2] = \| e^{A^* t_i} \|^2 \sum_{j=1}^d \sigma^2_j < \infty,
\]
and
\[
E[\{e_i^\top Z^*_j(t_i)x_0^*\}^2] = E[\{Z^*_j(t_i)x_0^*\}^\top \epsilon_i \epsilon_i^\top Z^*_j(t_i)x_0^*] = E[\{Z^*_j(t_i)x_0^*\}^\top \Sigma Z^*_j(t_i)x_0^*] = \leq \Sigma^* Z^*_j(t_i)x_0^* < \infty.
\]
Therefore, \( E[\| w_{ni} \|^2] < \infty \). Since
\[
\| w_{ni} \|^2 \mathbb{1}(\| w_{ni} \|_2 \geq \varepsilon \sqrt{n}) \leq \| w_{ni} \|^2,
\]
then by Lebesgue’s dominated convergence theorem, one obtains that
\[
\lim_{n \to \infty} E[\| w_{ni} \|^2 \mathbb{1}(\| w_{ni} \|_2 \geq \varepsilon \sqrt{n})] = E[\lim_{n \to \infty} \| w_{ni} \|^2 \mathbb{1}(\| w_{ni} \|_2 \geq \varepsilon \sqrt{n})] = 0.
\]
Now that we have proved that the condition (53) is satisfied, we will then prove \( V \) is positive definite. If one denotes
\[
W(t) := (e^{A^* t}, Z^*_1(t)x_0^*, \ldots, Z^*_d(t)x_0^*, \ldots, Z^*_d(t)x_0^*),
\]
then according to Equation (51) and Equation (52), one sees that
\[
V := \frac{4}{T} \int_0^T V(t) dt = \frac{4}{T} \int_0^T W(t)^\top \Sigma W(t) dt.
\](54)
In the following, we will show that \( \int_0^T V(t) \, dt \in \mathbb{R}^{(d+d^2) \times (d+d^2)} \) is positive definite. Let \( \xi \in \mathbb{R}^{d+d^2} \) be such that
\[
\xi^T \cdot \left( \int_0^T V(t) \, dt \right) \cdot \xi = 0.
\]
We want to show that \( \xi = 0 \). Since \( V(t) \) is non-negative definitely for every \( t \), this implies that
\[
\xi^T V(t) \xi = \xi^T W(t) \Sigma W(t) \xi = 0 \quad \forall t
\]
which further implies that \( W(t) \xi = 0 \) for all \( t \). By differentiation, one sees that
\[
W^{(m)}(0) \xi = 0 \quad \forall m = 0, 1, 2, \ldots,
\]
where \( W^{(m)}(t) \) denotes the \( m \)th derivative of \( W(t) \). As we will see, the first \( d+1 \) equations are sufficient to yield that \( \xi = 0 \). Recall that
\[
Z_{jk}^*(t) = \frac{\partial e^{At}}{\partial a_{jk}} \bigg|_{A=A^*},
\]
by denoting the first \( d \) components of \( \xi \) as \( \xi_d \) and the \( (j, k) \)-component of the last \( d^2 \) components of \( \xi \) as \( \xi_{d+jk} \), one obtains that
\[
W^{(m)}(0) \xi = \left( \frac{\partial^{(m)} e^{At}}{\partial a_{m1}} \bigg|_{t=0, A=A^*} \cdot x_0^*, \ldots, \frac{\partial^{(m)} e^{At}}{\partial a_{md}} \bigg|_{t=0, A=A^*} \cdot x_0^* \right) \xi
\]
\[
= (A^*)^m \cdot \sum_{l=1}^{m} (A^*)^{m-l} E_{11} (A^*)^{l-1} x_0^*, \ldots, \sum_{l=1}^{m} (A^*)^{m-l} E_{dd} (A^*)^{l-1} x_0^* \right) \xi
\]
\[
= (A^*)^m \xi_d + \sum_{l=1}^{m} \sum_{j=1}^{d} \sum_{k=1}^{d} \{((A^*)^{m-l} E_{jk} (A^*)^{l-1} x_0^*) \xi_{d+jk},
\]
where \( \sum_{i=1}^{0} a_i = 0 \) for any sequence \( \{a_i, i \in \mathbb{Z}\} \) denotes the empty sum, \( E_{jk} \) is a \( d \times d \) matrix with the \( jk \)-th entry being 1 and all the other entries being 0.

If one identifies the last \( d^2 \) elements of \( \xi \) with a \( d \times d \) matrix \( \Xi \) (the \( jk \)-th entry of \( \Xi \) being \( \xi_{d+jk} \)), then (55) becomes
\[
(A^*)^m \xi_d + \sum_{l=1}^{m} (A^*)^{m-l} \cdot \Xi \cdot (A^*)^{l-1} x_0^* = 0 \quad \forall m \geq 0.
\]
Taking \( m = 0, 1, \ldots, d \) respectively, one obtains the following system of equations:
\[
\begin{align*}
\xi_d &= 0, \\
A^* \xi_d + \Xi \cdot x_0^* &= 0, \\
(A^*)^2 \xi_d + \Xi \cdot A^* x_0^* + (A^* \Xi) \cdot x_0^* &= 0, \\
(A^*)^3 \xi_d + \Xi \cdot (A^*)^2 x_0^* + (A^* \Xi) \cdot A^* x_0^* + ((A^*)^2 \Xi) \cdot x_0^* &= 0, \\
& \vdots \\
(A^*)^d \xi_d + \Xi \cdot (A^*)^{d-1} x_0^* + (A^* \Xi) \cdot (A^*)^{d-2} x_0^* + \cdots + ((A^*)^{d-1} \Xi) \cdot x_0^* &= 0.
\end{align*}
\]
From the first equation, we have $\xi_d = 0$. If one multiplies the second equation by $A^*$ on the left and subtract it from the third equation, one obtains that

$$\Xi \cdot A^* x_0^* = 0.$$ 

Similarly,

$$\text{“}(l + 2)\text{-th eqn “} - A^* \times \text{“}(l + 1)\text{-th eqn”} \implies \Xi \cdot (A^*)^l x_0^* = 0.$$ 

As a result,

$$\Xi \cdot (x_0^*, A^* x_0^*, \ldots, (A^*)^{d-1} x_0^*) = 0.$$ 

Since the matrix $(x_0^*, A^* x_0^*, \ldots, (A^*)^{d-1} x_0^*)$ is invertible by assumption A2, one concludes that $\Xi = 0$, that is, the last $d^2$ components of $\xi$ are all zeros.

Therefore, we have proved that $\xi = 0$, which means, $\int_0^T V(t) \, dt$ is positive definite. Thus, $V$ is positive definite. Since $V$ is symmetric, $V$ is also nonsingular. By Lemma 18, one concludes that

$$-\sqrt{n} \nabla_\theta M_n(\theta^*) \xrightarrow{d} N(0, V), \quad n \to \infty,$$

where $V$ is defined in Equation (52).

**Step ii**: We calculate matrix $H$.

Recall that $H = \nabla^2 \theta M(\theta^*)$, that is, the Hessian matrix of $M(\theta)$ at $\theta^*$. And

$$M(\theta) = \frac{1}{T} \int_0^T \| e^{A^t} x_0^* - e^{At} x_0 \|^2 \, dt$$

$$= \frac{1}{T} \int_0^T \| e^{A^t} x_0^* \|^2 + \| e^{At} x_0 \|^2 - 2(x_0^*)^T (e^{A^t})^T e^{At} x_0 \, dt.$$ 

If one sets

$$h(x_0, A) := \| e^{At} x_0 \|^2 - 2(x_0^*)^T (e^{At})^T e^{At} x_0,$$

by taking derivative of $h(x_0, A)$ with respect to $x_0$ one obtains

$$\frac{\partial h(x_0, A)}{\partial x_0} = 2(e^{At})^T e^{At} x_0 - 2(e^{At})^T e^{At} x_0^*,$$

by further taking derivative with respect to $x_0^T$ one obtains that

$$\frac{\partial^2 h(x_0, A)}{\partial x_0 \partial x_0^T} = 2(e^{At})^T e^{At}.$$ 

Therefore,

$$\frac{\partial^2 M(\theta^*)}{\partial x_0 \partial x_0^T} = \frac{\partial^2 M(\theta)}{\partial x_0 \partial x_0^T} \bigg|_{\theta = \theta^*} = \frac{2}{T} \int_0^T (e^{A^t})^T e^{At} \, dt.$$
Taking derivative of \( h(x_0, A) \) with respect to \( a_{jk} \) one obtains that

\[
\frac{\partial h(x_0, A)}{\partial a_{jk}} = Tr \left\{ \left( \frac{\partial h(x_0, A)}{\partial e^A} \right)^\top \frac{\partial e^A}{\partial a_{jk}} \right\} = Tr \left\{ (2e^A x_0 x_0^\top - 2e^{A^t} x_0^* x_0^\top) \frac{\partial e^A}{\partial a_{jk}} - Tr \left\{ 2(x_0^*)^\top (e^{A^t})^\top \frac{\partial e^A}{\partial a_{jk}} \right\} \right\} = 2x_0^\top \frac{\partial e^A}{\partial a_{jk}} x_0 - 2(x_0^*)^\top (e^{A^t})^\top \frac{\partial e^A}{\partial a_{jk}} x_0,
\]

by further taking derivative with respect to \( x_0^\top \) one obtains that

\[
\frac{\partial^2 h(x_0, A)}{\partial a_{jk} \partial x_0^\top} = 2x_0^\top \left\{ (e^A)^\top \frac{\partial e^A}{\partial a_{jk}} + \left( \frac{\partial e^A}{\partial a_{jk}} \right)^\top e^A \right\} - 2(x_0^*)^\top (e^{A^t})^\top \frac{\partial e^A}{\partial a_{jk}} x_0.
\]

Therefore,

\[
\frac{\partial^2 M(\theta^*)}{\partial a_{jk} \partial x_0^\top} \bigg|_{\theta = \theta^*} = \frac{2}{T} \int_0^T \{ Z^*_j(t)x_0^* \}^\top e^{A^t} dt.
\]

Similarly,

\[
\frac{\partial^2 h(x_0, A)}{\partial a_{jk} \partial a_{pq}} = 2x_0^\top \left\{ \frac{\partial e^A}{\partial a_{pq}} \right\}^\top \frac{\partial e^A}{\partial a_{jk}} x_0 + 2x_0^\top (e^A)^\top \frac{\partial^2 e^A}{\partial a_{jk} \partial a_{pq}} x_0 - 2(x_0^*)^\top (e^{A^t})^\top \frac{\partial^2 e^A}{\partial a_{jk} \partial a_{pq}} x_0,
\]

then by some calculation, one obtains that

\[
\frac{\partial^2 M(\theta^*)}{\partial a_{jk} \partial a_{pq}} \bigg|_{\theta = \theta^*} \frac{2}{T} \int_0^T \{ Z^*_p(t)x_0^* \}^\top Z^*_j(t)x_0^* dt.
\]

If one denotes

\[
S(\theta^*, t) := (e^{A^t}, Z^*_1(t)x_0^*, \ldots, Z^*_d(t)x_0^*, \ldots, Z^*_d(t)x_0^*),
\]

one sees that

\[
H = 2 \int_0^T S(\theta^*, t)^\top S(\theta^*, t)/T dt,
\]

and \( H \in \mathbb{R}^{(d+d^2)\times(d+d^2)} \).

Rearranging \( V \) in Equation (52), one obtains that

\[
V = 4 \int_0^T S(\theta^*, t)^\top \Sigma S(\theta^*, t)/T dt,
\]

(58)
obviously, $V$ and $H$ have similar forms. Therefore, by using the same way of proving $V$ is positive definite, one can prove that $H$ is positive definite. Since $H$ is symmetric, $H$ is nonsingular.

Therefore, we have completed the proof and provided the explicit forms of both $V$ and $H$. Moreover, we have shown that both $V$ and $H$ are positive definite and nonsingular.

\section*{A.9 Proof of Corollary 13}

\textbf{Proof} According to the proof of Corollary 10 in Appendix A.6, one sees that assumptions A1, A2 and A4-A6 hold with respect to the new ODE system, the new parameter $\tilde{\theta}^*$ and the new error terms $\tilde{\epsilon}_i$ corresponding to the aggregated observations $\tilde{Y}$.

Therefore, by Theorem 12, one obtains that

$$
\sqrt{n}(\hat{\theta} - \tilde{\theta}^*) \xrightarrow{d} N(0, \tilde{H}^{-1}\tilde{V}\tilde{H}^{-1}), \text{ as } \tilde{n} \to \infty,
$$

where

$$
\tilde{\theta}^* = (\tilde{x}_0^*, \tilde{A}^*) = ((I + e^{A^*\Delta t} + \cdots + e^{A^*(k-1)\Delta t})x_0^*/k, A^*),
$$

recall that we we have built the relationship between $\tilde{\theta}^*$ and $\theta^*$ in Corollary 7.

Using the same way we calculate $V$ and $H$ in the proof of Theorem 12 in Appendix A.8, one obtains that

$$
\tilde{V} = 4 \int_0^{\tilde{T}} R(\tilde{\theta}^*, t)^\top R(\tilde{\theta}^*, t)/k\tilde{T} dt,
$$

where $R(\tilde{\theta}^*, t)$ is defined in Equation (51), and $\tilde{T} = ([n/k] - 1)kT/(n - 1)$. Note that, one divides $k$ in the formula of $\tilde{V}$, since the covariance matrix of the new error terms $\{\tilde{\epsilon}_i\}$ is $\Sigma/k$ based on the generation rules of the aggregated observations.

Similarly, one obtains that

$$
\tilde{H} = 2 \int_0^{\tilde{T}} S(\tilde{\theta}^*, t)^\top S(\tilde{\theta}^*, t)/\tilde{T} dt,
$$

where $S(\tilde{\theta}^*, t)$ is defined in Equation (56), and $\tilde{T} = ([n/k] - 1)kT/(n - 1)$.

Moreover, by using the same way we prove that both $\tilde{V}$ and $\tilde{H}$ are positive definite and nonsingular in the proof of Theorem 12 in Appendix A.8, one obtains that both $\tilde{V}$ and $\tilde{H}$ are positive definite and nonsingular.

The definition of $\tilde{\theta}_n$ in Corollary 10, that is,

$$
\hat{\theta}_n := \hat{g}(\tilde{\theta}) := (k(I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})^{-1}\tilde{x}_0, \tilde{A}),
$$

shows that the function $g(\theta)$ has the following form

$$
g(\theta) = g(x_0, A) = (k(I + e^{A\Delta t} + \cdots + e^{A(k-1)\Delta t})^{-1}x_0, A).
$$

By plugging $\tilde{\theta}^*$ in, one obtains that

$$
g(\tilde{\theta}^*) = (k(I + e^{A^*\Delta t} + \cdots + e^{A^*(k-1)\Delta t})^{-1}\tilde{x}_0^*, \tilde{A}^*) = (x_0^*, A^*) = \theta^*.
$$
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Taking derivative of \(g(\theta)\) with respect to \(x_0\) one obtains that
\[
\frac{\partial g(\tilde{\theta}^*)}{\partial x_0} = \frac{\partial g(\theta)}{\partial x_0}\bigg|_{\theta = \tilde{\theta}^*} = \left( k\{(I + e^{A^*\Delta t} + \ldots + e^{A^*(k-1)\Delta t})^{-1}\}, 0_d, \ldots, 0_d \right)^\top \in \mathbb{R}^{(d+d^2)\times d}.
\]

Since
\[
\frac{\partial k(I + e^{A\Delta t} + \ldots + e^{A(k-1)\Delta t})^{-1}x_0}{\partial a_{pq}} = -k(I + e^{A\Delta t} + \ldots + e^{A(k-1)\Delta t})^{-2}\frac{\partial (I + e^{A\Delta t} + \ldots + e^{A(k-1)\Delta t})}{\partial a_{pq}}x_0 = -k(I + e^{A\Delta t} + \ldots + e^{A(k-1)\Delta t})^{-2}[Z_{pq}(\Delta t) + \ldots + Z_{pq}\{(k-1)\Delta t\}]x_0,
\]
on one obtains that
\[
\frac{\partial g(\tilde{\theta}^*)}{\partial a_{pq}} = \frac{\partial g(\theta)}{\partial a_{pq}}\bigg|_{\theta = \tilde{\theta}^*} = \left[ -k\{(I + e^{A^*\Delta t} + \ldots + e^{A^*(k-1)\Delta t})^{-2}[Z_{pq}(\Delta t) + \ldots + Z_{pq}\{(k-1)\Delta t\}]\tilde{x}^*_0 \right]^\top, 0, \ldots, 0, 1, 0, \ldots, 0 \uparrow, d^2 \text{ entries} \in \mathbb{R}^{(d+d^2)\times 1},
\]

where 1 in the last \(d^2\) entries corresponds to the \(pq\)-th entry, where \(p, q = 1, \ldots, d\).

Therefore, the gradient of \(g(\theta)\) with respect to \(\theta\) at \(\tilde{\theta}^*\) is
\[
G := \nabla g(\tilde{\theta}^*) = \left( \frac{\partial g(\tilde{\theta}^*)}{\partial x_0}, \frac{\partial g(\tilde{\theta}^*)}{\partial a_{11}}, \ldots, \frac{\partial g(\tilde{\theta}^*)}{\partial a_{1d}}, \ldots, \frac{\partial g(\tilde{\theta}^*)}{\partial a_{dd}} \right) \in \mathbb{R}^{(d+d^2)\times (d+d^2)}.
\]

By the multivariate Delta method, one obtains that
\[
\sqrt{n}\left\{g(\hat{\theta}) - g(\tilde{\theta}^*)\right\} \overset{d}{\to} N(0, G\tilde{H}^{-1}\tilde{V}\tilde{H}^{-1}G^\top), \text{ as } n \to \infty,
\]
which is
\[
\sqrt{n}(\tilde{\theta}_n - \theta^*) \overset{d}{\to} N(0, G\tilde{H}^{-1}\tilde{V}\tilde{H}^{-1}G^\top), \text{ as } n \to \infty.
\]

\section*{A.10 Proof of Corollary 14}
\begin{proof}
According to the proof of Corollary 11 in Appendix A.7, one sees that assumptions A1, A2 and A4-A6 hold with respect to the new ODE system, the new parameter \(\tilde{\theta}^*\) and the new error terms \(\tilde{\epsilon}_i\) corresponding to the time-scaled observations \(\tilde{Y}\).
\end{proof}
Therefore, by Theorem 12, one obtains that 
\[
\sqrt{n}(\hat{\theta} - \hat{\theta}^*) \overset{d}{\to} N(0, \tilde{H}^{-1}\tilde{V}\tilde{H}^{-1}), \text{ as } n \to \infty,
\]
where 
\[
\hat{\theta}^* = (\hat{x}_0^*, \hat{A}^*) = (x_0^*, A^*/k),
\]
recall that we have built the relationship between \( \hat{\theta}^* \) and \( \theta^* \) in Corollary 8.

Using the same way we calculate \( V \) and \( H \) in the proof of Theorem 12 in Appendix A.8, one obtains that 
\[
\tilde{V} = 4 \int_0^{kT} R(\tilde{\theta}^*, t)^\top R(\tilde{\theta}^*, t)/(kT) \, dt,
\]
where \( R(\tilde{\theta}^*, t) \) is defined in Equation (51).

Similarly, one obtains that 
\[
\tilde{H} = 2 \int_0^{kT} S(\tilde{\theta}^*, t)^\top S(\tilde{\theta}^*, t)/(kT) \, dt,
\]
where \( S(\tilde{\theta}^*, t) \) is defined in Equation (56).

Moreover, by using the same way we prove that both \( V \) and \( H \) are positive definite and nonsingular in the proof of Theorem 12 in Appendix A.8, one obtains that both \( \tilde{V} \) and \( \tilde{H} \) are positive definite and nonsingular.

The definition of \( \hat{\theta}_n \) in Corollary 11, that is, 
\[
\hat{\theta}_n := g(\hat{\theta}) := (\hat{x}_0, k\hat{A}),
\]
shows that the function \( g(\theta) \) has the following form 
\[
g(\theta) = g(x_0, A) = (x_0, kA).
\]
By plugging \( \hat{\theta}^* \) in, one obtains that 
\[
g(\hat{\theta}^*) = (\hat{x}_0^*, k\hat{A}^*) = (x_0^*, A^*) = \theta^*.
\]

Following the same way we calculate the gradient of \( g(\theta) \) with respect to \( \theta \) at \( \hat{\theta}^* \) in the proof of Corollary 13 in Appendix A.9, one obtains that 
\[
G := \nabla g(\hat{\theta}^*) = \frac{\partial g(\hat{\theta}^*)}{\partial \theta} = \frac{\partial g(\theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}^*} = \begin{bmatrix} I_d & 0_d & 0_d & \cdots & 0_d \\ 0_d & k & 0 & \cdots & 0 \\ 0_d & 0 & k & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & 0 \\ 0_d & 0 & 0 & \cdots & k \end{bmatrix} \in \mathbb{R}^{(d+d^2) \times (d+d^2)}.
\]

By the multivariate Delta method, one obtains that 
\[
\sqrt{n}(g(\hat{\theta}) - g(\theta^*)) \overset{d}{\to} N(0, GH^{-1}VH^{-1}G^\top), \text{ as } n \to \infty,
\]
which is 
\[
\sqrt{n}(\hat{\theta}_n - \theta^*) \overset{d}{\to} N(0, GH^{-1}VH^{-1}G^\top), \text{ as } n \to \infty.
\]
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