Floquet states and optical conductivity of an irradiated two dimensional topological insulator
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We study the topology of the Floquet states and time-averaged optical conductivity of the lattice model of a thin topological insulator subject to a circularly polarized light using the extended Kubo formalism. Two driving regimes, the off-resonant and on-resonant, and two models for the occupation of the Floquet states, the ideal and mean-energy occupation, are considered. In the ideal occupation, the real part of DC optical Hall conductivity is shown to be quantized while it is not quantized for the mean energy distribution. The optical transitions in the Floquet band structure depend strongly on the occupation and also the optical weight which consequently affect all components of optical conductivity. At high frequency regime, we present an analytical calculation of the effective Hamiltonian and also its phase diagram which depends on the tunneling energy between two surfaces. The topology of the system shows rich phases when it is irradiated by a weak on-resonant light giving rise to emergence of anomalous edge states.

I. INTRODUCTION

Three-dimensional topological insulators (TI) are quantum materials having some surface states within the band gap which originate from the topological properties of the bulk band structure. Similarly, a two-dimensional TI has edge states appearing within the band gap. These edge states have traces in measurement of some quantities such as quantum Hall conductivity. At zero probe frequency (dc measurement), the Hall conductance of a TI is quantized as \(Ch(e^2/h)\) where \(Ch\) is the Chern number i.e. the number of the edge modes evaluated from the wave function \([1,2]\). However, such topological phenomena and the edge states are absent in the \(ac\) quantum Hall effect in which robust step-like structures are non-trivial \([3]\).

Chern insulators are classified in the category of the TIs with broken time-reversal symmetry in which the quantized edge conductivity emerges without any use of external magnetic field \([4]\). For noninteracting fermionic systems, there is a complete classification of topological phases according to their symmetries \([5]\). The number of materials possessing topological properties is limited, so it is desirable to find a way to engineer such properties in different materials. A dynamical way to engineer quantum properties of materials recently attracted great attention, is applying time-periodic perturbations. By irradiating circular polarized light on graphene, it is possible to open an energy gap and make a state called Floquet Topological insulator (FTI) \([6,7]\). Experimentally, Floquet-Bloch states and also FTIs have been realized in different systems such as optical lattices \([8]\), graphene \([9]\) and the surface of a 3D TI \([10]\).

The topology in driven systems represents richer features than in the static ones. For instance, we have recently shown that by variation of the light or the system parameters, a rich phase diagram emerges in irradiated thin TIs \([11,12]\). In comparison to ordinary TIs, in the FTIs dynamical gaps emerge which can host anomalous edge states \([13]\). To characterize this type of edge states, beside the Chern number of bands, the winding number is also defined as a new topological invariant stemming from the symmetry of the Hamiltonian in time \([14]\). A periodic table for FTIs \([14]\) and the associated invariants \([14]\) is already present. The anomalous edge states typically appear at the on-resonant drives when the drive frequency is lower than the bandwidth of the system.

For high frequency drives, the Chern numbers of bands are sufficient to describe the chiral edge states in the gap at zero energy. In this case, at a drive with weak intensity, it is convenient to use an effective static Hamiltonian which gives the stroboscopic evolution of the system. If the photon energy is larger than any characteristic energy of the system e.g. energy change arising from single-scattering processes in the system, the energy absorption and thus the heating rate is exponentially suppressed as a function of the drive frequency \(\Omega\) \([15]\). Moreover, in this regime, by ignoring the detail of scatterings, calculating the optical conductivity for non-interacting systems is reasonable. In experiment, to decrease the heating rate of high driving amplitudes, it is convenient to use ultrashort laser pulses (shorter than the time scale for heating processes) leading to short-lived Floquet phases \([11,12]\).

Experimentally, there are several methods to measure optical conductivity. The optical Hall conductivity is measurable by both multi-probe measurement \([16]\) and the Faraday rotation where the rotation of a linearly polarized radiation is proportional to \(\sigma_{xy}(\omega)\). Furthermore, this quantity can be determined in optical lattices
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by applying a small potential gradient and evaluating the transverse drift of particles in time of flight measurements \[8\]. The absorption and reflection of a probe light is directly related to the longitudinal optical conductivity \( \sigma_{xx} \). The occupation of Floquet states is an important subject of the field. Different models have been proposed for the population, however as we show in this work, each one strongly affects optical conductivity. For example, the \textit{ac} optical conductivity in driven systems demonstrates anomalous behaviors such as negative longitudinal optical conductivity which is absent in generic static systems. Regarding to population mechanism in these materials, the behavior of all related physical properties such as optical conductivity still needs to be studied in more details.

In this paper, we represent a suitable and unified Floquet-Kubo formalism for calculating optical conductivity by expanding the formula appeared already in Ref. \[3\]. By means of this formula which is demonstrated to be compatible with others in literature, we calculate the time-averaged optical conductivity of a lattice model of two dimensional TI such as the model that has been considered in semiconductor quantum wells \[15\] or its simulation in cold atoms \[19\], irradiated by circular polarized light. Two regimes of the drive are considered: off-resonant and on-resonant regimes. In the high frequency regime, the effective Floquet Hamiltonian is derived and its topological phase diagram is analytically investigated. To control heating and enhance persistence of the Floquet states, it is worthy to find those topological phases which appear at low intensities and high frequency regimes. At a medium frequency regime, the topological feature of the system is characterized by direct diagonalizing of the Floquet Hamiltonian in Fourier space giving rise to anomalous edge states. The existence of these edge states are confirmed by calculating the Floquet band structure of the nanoribbon version of TI thin films giving rise to anomalous edge states. The existence of these edge states are confirmed by calculating the Floquet band structure of the nanoribbon version of TI thin films giving rise to anomalous edge states.

To calculate optical response, two models are considered for the occupation of the Floquet states: the ideal and also the mean-energy occupation. By taking the former, quantization of DC optical Hall conductivity is preserved while it is demonstrated that such quantization is absent by taking the latter occupation model. The role of van-Hove singularities appearing in the time-averaged density of states is tracked back into all components of optical conductivity. The optical weight which is not present in the static systems also plays a crucial role to determine the strength of each optical transition. Moreover, a negative optical conductivity which is not observed in \textit{ac} optical conductivity of generic static systems is observed in \( \text{Re}[\sigma_{xx}] \). In fact, the inverted population arising from the turning-on protocol of the driving field is the origin of this behavior. As a result, in this case, there is a stimulated emission of those electrons with population inversion of the Floquet states giving rise to intensification of the probe field.

The rest of this paper is organized as follows: In Sec. \[IV\] we introduce the tight-binding static model and its special limit at the \( \Gamma \) point which results in a typical Hamiltonian of TI thin films in materials such as \( Bi_2Se_3 \). A brief review on the Floquet theory is presented in Sec. \[III\]. In Sec. \[IV\] we derive the Floquet Hamiltonian in two regimes and finally we present the results of the optical conductivity in two frequency regimes and two occupation models in Sec. \[V\].

### II. MODEL

We begin with a tight binding Hamiltonian on a square lattice introduced for 2D TI such as a quantum well in semiconductor heterojunctions \[18\] or its realization in cold atomic systems \[19\]. Setting \( e = \hbar = 1 \), the Hamiltonian in the momentum space reads

\[
H^{\text{dark}}_{a_z}(k) = \frac{v_f}{a} [\sin(k_y a)\sigma_x - \alpha_z \sin(k_x a)\sigma_y] + \Delta_0 \sigma_z + \frac{\Delta_1}{a^2} [4 - 2 \cos(k_x a) - 2 \cos(k_y a)]\sigma_z
\]

(1)

where \( a \) is the lattice parameter. One gets the low energy effective Hamiltonian for TI thin films, which is applicable to \( Bi_2Se_3 \) and the (Bi,Sb)\(_2\)Te\(_3\) family materials \[11, 12, 20–23\], simply as the \( ka \to 0 \) limit of Eq. \[1\] namely

\[
h^{\text{dark}}_{a_z}(k) = v_f (k_y \sigma_x - \alpha_z k_x \sigma_y) + \Delta(k)\sigma_z
\]

(2)

where \( \alpha_z = \pm \) is the pseudospin index and \( \sigma_i \) are Pauli matrices in the spin-orbital basis. Throughout this paper, we assume the Fermi velocity to be \( v_f = 297 \text{ meVÅ} \) and the lattice parameter as \( a = 5 \text{ nm} \). The first term corresponds to two Dirac cones while \( \Delta(k) = \Delta_0 + \Delta_1 k^2 \) comes from the tunneling between two surfaces (when the film thickness is lesser than 5 nm) and opens a gap through a mass term appeared in Dirac cones. Two sets of hopping parameters are considered in the following: case (i) \( \Delta_0 = 20 \text{ meV}, \Delta_1 = 55 \text{ eVÅ}^2 \), case (ii) \( \Delta_0 = 20 \text{ meV}, \Delta_1 = -55 \text{ eVÅ}^2 \). The band structure obtained by directly diagonalizing the \( k \)-space Hamiltonian presented in Eq. \[1\] is shown in Fig. \[1\](a) for \( \alpha_z = +1 \) and the case (i). The first Brillouin zone of the model on a square lattice is demonstrated in Fig. \[1\](b) with some points indicated on it.

Equation \[1\] can be rewritten as

\[
H^{\text{dark}}(k) = T_0 + T_x e^{ik_x a} + T_y e^{-ik_y a} + T_y e^{ik_y a} + T_y e^{-ik_y a}
\]

(3)

where the onsite matrix \( T_0 \) and the hopping matrices along the \( x, y \) directions \( T_x, T_y \) are defined as

\[
T_0 = \left( \Delta_0 + \frac{4\Delta_1}{a^2} \right) \sigma_z,
\]

\[
T_x = -\frac{\Delta_1}{a^2} \sigma_z + i\frac{v_f}{2a} (\alpha_z \sigma_y)
\]

(4)

\[
T_y = -\frac{\Delta_1}{a^2} \sigma_z - i\frac{v_f}{2a} (\sigma_x).
\]
Then, the real space tight-binding Hamiltonian is deduced from Eq. (4) as

\[ H^{\text{dark}}_{\alpha z} = \sum_{\mathbf{r}} [c^\dagger_{\mathbf{r}} T_0 c_{\mathbf{r}} + (c^\dagger_{\mathbf{r}+\hat{x}} T_x c_{\mathbf{r}} + c^\dagger_{\mathbf{r}+\hat{y}} T_y c_{\mathbf{r}} + h.c.)] \]  

where \( c^\dagger \) and \( c \) are the creation and annihilation operators of electron at site \( \mathbf{r} \).

To find the Chern number of Hamiltonian, Eq. (1) let us re-write Hamiltonian as \( H^{\text{dark}}_{\alpha z} = \mathbf{h} \cdot \mathbf{\sigma} \) where \( \mathbf{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \) whose eigenvalues \( \pm \sqrt{h_x^2 + h_y^2 + h_z^2} \).

So the gap is closed only if \( h_x = h_y = h_z = 0 \). If enforcing \( h_x = h_y = 0 \), we can nullify \( h_z \) by tuning \( \Delta_0, \Delta_1 \). Using the above argument, we deduce that the gap closings occur only at points \( \Gamma = (0,0), X = (\pi/a,0), Y = (0,\pi/a), M = (\pi/a,\pi/a) \) albeit each with a different mass terms \( \Delta_0, \Delta_0 + 4\Delta_1/a^2, \Delta_0 + 4\Delta_1/a^2, \Delta_0 + 8\Delta_1/a^2 \), respectively. As explained in Ref. [22], the total Chern number is determined by

\[ C h = \frac{-1}{2} \sum_{k \in D_x} \text{sgn}(\partial_{k_x} \mathbf{h} \times \partial_{k_y} \mathbf{h}) \partial_{k_z} \text{sgn}(h_z), \]

where \text{sgn} is the sign function and the summation runs over \( D_x \) the four gap-closing points of the Brillouin zone.

Applying this formula for our model yields the following result for the Chern number [22]

\[ C h_{\alpha z} = -\frac{\alpha_z}{2} \left[ \text{sgn}(\Delta_0) - 2\text{sgn}(\Delta_0 + 4\Delta_1/a^2) + \text{sgn}(\Delta_0 + 8\Delta_1/a^2) \right] \]

Regarding to this definition of the Chern number, the value of hopping parameters considered in the case (ii) are in the range \( \Delta_0 = +20 \text{ meV} < 4|\Delta_1|/a^2 = 88 \text{ meV} \) where the Chern number for each pseudo-spin is \( C h_{\pm} = \mp 1 \).

III. FLOQUET THEORY

Applying a time periodic Hamiltonian \( H(t) = H(t+T) \) can be implemented by means of Floquet theory [24] where energy is not conserved. So it is more convenient to work with the *stroboscopic* evolution of the system, \( U(T) = T \int_0^T \exp[-iH(t)dt] \) (where \( T \) denotes time ordering) rather than time-periodic Hamiltonian.

The eigenvalues of \( U(T) \) are of the form \( \exp[-i\varepsilon \alpha T] \) where \( \varepsilon \alpha \) represents the quasienergies and \( \alpha \) refers to the band index. As a result, \( \varepsilon \alpha \) and \( \varepsilon \alpha + n\Omega \) show the same eigenstates of the unitary operator with a driving frequency \( \Omega = 2\pi/T \). In other words, in resemblance to the Bloch wave function arising from a periodicity in space, Floquet theorem with a periodicity in time suggests the solution of Schrödinger equation to be

\[ |\psi_\alpha(t)\rangle = e^{-i\varepsilon_\alpha t} |\phi_\alpha(t)\rangle \]  

where the Floquet states \( |\phi_\alpha(t)\rangle = |\phi_\alpha(t+T)\rangle \) are periodic in time. Then the Schrödinger equation is rearranged as

\[ [H(t) - i \frac{\partial}{\partial t}] |\phi_\alpha(t)\rangle = \varepsilon_\alpha |\phi_\alpha(t)\rangle \]  

where both \( H(t) \) and \( |\phi_\alpha(t)\rangle \), are periodic in time leading to the Fourier version of the above equation. Substituting \( H(t) = \sum_m e^{-im\Omega t} H^{(m)} \) and \( |\phi_\alpha(t)\rangle = \sum_m e^{-im\Omega t} |\phi_\alpha^m\rangle \) with their Fourier expansions, Floquet Hamiltonian in a matrix form is derived from the following eigenvalue equation,

\[ \varepsilon_\alpha |\phi_\alpha^m\rangle = \sum_{m'} [H^{(m-m')} - m\Omega \delta_{mm'}] |\phi_\alpha^{m'}\rangle \]

Diagonalizing the matrix represented inside the bracket gives us the quasi-energies, \( \varepsilon_\alpha \). However, based on periodic property of the quasi-energy, the reduced quasi-energy is defined as \( \varepsilon_\alpha \) such that it lies in the first Floquet zone \(-\Omega/2 < \varepsilon_\alpha < \Omega/2\). Practically, one should diagonalize Floquet Hamiltonian represented in Eq. (9) and find the reduced quasi-energies \( \varepsilon_\alpha \) and their corresponding eigenvectors and read from them the \( |\phi_\alpha^n\rangle \). The mean energy of a Floquet band is represented as [24]

\[ \varepsilon_\alpha = \varepsilon_\alpha + \sum_n n\Omega W^n_\alpha \]

where \( W^n_\alpha = \langle \phi_\alpha^n | \phi_\alpha^n \rangle \) is the optical weight of each state in the \( n \)th Floquet replica. Another important quantity which is related to the optical conductivity is the time-averaged density of states (DOS) which is defined as [24]

\[ \text{DOS}(\omega) = \sum_{n,\alpha} \delta(\omega - (\varepsilon_\alpha + n\Omega)) W^n_\alpha. \]
IV. DRIVEN HAMILTONIAN

The model that we are interested in is the 2D TI irradiated by circularly polarized light. In our previous works \[11, 12\], we discussed the effect of circularly and linearly polarized light on the phase diagram of thin TI, Eq. \[2\] which is a continuous limit of the lattice model represented in Eq. \[1\]. The continuous limit is obtained by just setting $a \to 0$ in Eq. \[1\]. Here, we address the effect of circularly polarized light on optical conductivity of the lattice model. The time-periodic Hamiltonian is derived by Pierels substitution in $k$-space Hamiltonian (Eq. \[3\]) by replacing $k_i \to k_i + A_i$ which is equivalent to replacing the hopping parameters as $t_{ij} \to t_{ij} \exp (\int_{r_i}^{r_j} \mathbf{A} \cdot d\mathbf{l})$ in real space Hamiltonian (Eq. \[4\]). Here, the time-periodic vector potential is defined as $A(t) = A_0 (\sin \Omega t, \cos \Omega t)$ and $\mathbf{r}_i, \mathbf{r}_j$ represent the positions of the initial and end points, and also $\mathbf{l} = \mathbf{r}_j - \mathbf{r}_i$. To construct Floquet Hamiltonian represented in the matrix form of Eq. \[9\] we need to calculate Fourier components of the time-periodic lattice Hamiltonian $H^{(n)}$.

\[
H^{(n)} = T_0 \mathcal{J}_n(0) + \mathcal{J}_n(a\mathbf{A})[T_x e^{i k_x a}(-1)^n + T_y e^{-i k_y a} + T_y e^{i k_y a}(i)^n + T_y e^{-i k_y a}(-i)^n] = (\Delta_0 + 4 \frac{\Delta_1}{a^2}) \sigma_z \mathcal{J}_n(0) + \mathcal{J}_n(a\mathbf{A})[\frac{v_f}{a} (\sin (a k_y + \frac{n\pi}{2}) \sigma_x - i^n \sin (a k_x + \frac{n\pi}{2}) \hat{a} + \cos (a k_y + \frac{n\pi}{2}) )]
\]

where the index $n$ runs over $x$ and $y$ directions. From now on, we set the pseudospin index $\alpha_z = +1$ and drop this index in all calculations. The case of $\alpha_z = -1$ can be similarly considered.

\[
j^{(n)}_a = 0 \mathbf{H}^{(n)}, \text{ namely }
\]

\[
\mathbf{J}^{(n)} = \mathcal{J}_n(a\mathbf{A})[i a (T_x e^{i k_x a}(-1)^n - T_y e^{-i k_y a} + i^n \sin (ak_x + \frac{n\pi}{2}) \hat{x} + \sin (ak_y + \frac{n\pi}{2}) \hat{y})]
\]

where the index $u$ runs over $x$ and $y$ directions. From now on, we set the pseudospin index $\alpha_z = +1$ and drop this index in all calculations. The case of $\alpha_z = -1$ can be similarly considered.

Now that we have the new hopping parameters corresponding to $H^{(n)}$ in Eqs. \[13\] and \[12\] it is easy to construct the Floquet matrix of Eq. \[9\]. The matrix has infinite dimensions. However one can truncate it at some dimension which guarantees the convergence of results.

The dispersion of the nanoribbon version of Floquet Hamiltonian is shown in Figs. \[2\] (a,b). The spectrum is truncated with $n = 0, \pm 1$ subbands. The considered drive frequency $\Omega = 200$ meV is lower than the bandwidth. The bandwidth is approximately 0.3- 0.4 eV (see Fig. \[4\] (a),(d)) and regarding to the given driving frequency, only one photon-assisted processes are represented in the spectrum. Figs. \[2\] (a,b) correspond to the case (i) and (ii), respectively. The Chern number

\[
1 \int_0^T e^{i a A(t) \cdot \hat{a} + i n \Omega t} dt = \mathcal{J}_n(a\mathbf{A}) e^{i n (\pi - \theta)}
\]
of the corresponding bulk bands, represented by the red integers, can be derived using the Fukui-Hatsugai-Susuki method. This technique uses the eigenvectors of Floquet Hamiltonian attributed to each band. It is evident in the spectrum shown in Fig. 2 that the Chern number is also equal to the difference between the number of chiral edge modes coming from the above and exiting from the bottom of each band as noted in Ref. 13. Note that in this rule, the sign of the Chern number appears as the chirality of an edge mode, e.g., the chirality of the edge modes displayed in Fig. 2(a) is opposite of the chirality of the edge modes emerging in Fig. 2(b).

As seen in Fig. 2(a), on-resonant driving field applied on the primary normal insulating phase can induce two edge states inside the dynamical gap called anomalous edge states. On the other hand, for the case (ii), Fig. 2(b) implies that the normal insulating phase persists in the Chern insulator induced by the right-handed polarized light at low intensities. To have complete view, the phase diagram of an irradiated 2D insulator is drawn in Fig. 3(b) as a function of the amplitude and frequency, 200 meV lower than the band width. In this figure, the minimum and maximum boundaries of the upper Floquet band in the central Floquet zone are indicated with the dotted lines while the blue region between these dotted lines shows the width of this band. It was checked that once the dynamical gap is closed, the Chern number of each band (the red integers) is changed.

1. Effective Hamiltonian at High Frequency Regime

In high frequency regime (larger than the band width) and low amplitudes of the drive, the full Floquet Hamiltonian can be projected onto the central Floquet zone i.e., the interval $(-\Omega/2, \Omega/2)$. This piece of band structure has the most contribution to the time-averaged DOS and other physical properties such as optical conductivity compared to the other sidebands; $\langle \phi_n^0 | \phi_n^0 \rangle \gg \langle \phi_n^0 | \phi_n^1 \rangle$ where $n \neq 0$.

By using perturbation theory, it is shown that for off-resonant drive $|\phi_n^0\rangle = \frac{A_{n\Omega}}{\Omega} |\phi_0^0\rangle$ for $n \neq 0$. We assume the dimensionless parameter $A_{n\Omega}/\Omega \ll 1$ to be in the weak driving regime and just the central side band has the most effect.

So, it is straightforward to consider the effect of sidebands on the central bands, perturbatively in this regime. This leads us to an effective Floquet Hamiltonian which describes low intensity driving fields. As a result, one can use a series expansion in powers of inverse frequency to find out this Hamiltonian such as

$$H_{\text{eff}} = H^{(0)} + \sum_{n}(\omega_\Omega)^{-1}[H^{(-n)}, H^{(+n)}] + O(1/(\Omega)^2)$$

where the Fourier components of time-dependent Hamiltonian are defined as $H^n = 1/T \int_0^T H(t)e^{i\omega_\Omega t}dt$. The effective two band Hamiltonian is easily calculated by means of the Fourier components given in Eq. 12 and then the optical conductivity is evaluated by using the static Kubo formula instead of the Floquet-Kubo version which will be presented in Eq. 15. We checked that the results of optical conductivity extracted from the full driven Floquet Hamiltonian and also the effective Floquet Hamiltonian are very compatible with each other as long as the off-resonant regime is respected. If the strength of light becomes stronger, then the higher orders of expansion i.e., $O(\Omega^{-2}), O(\Omega^{-3}), ...$ in Eq. 15 are required. One can check the validity of the truncated expansion numerically by comparing the band structure of the effective Hamiltonian (Eq. 15) and the Floquet Hamiltonian Eq. 9.

In this stage, let us try to find out the phase diagram of system in the off-resonant regime and at low intensity of irradiated light by using the effective Hamiltonian which is derived by substituting Eq. 12 into Eq. 15. The result can be expressed in the following form, $H_{\text{eff}} = h_{\text{eff}} \sigma$, defining $C = a^2 J_0(aA)$ and $D = 8/\Omega^2 J_1(aA)$, we have

$$h_{\text{xx}} = \frac{v_f}{a^3}[C\sin(ak_x) - D\cos(ak_x)\sin(ak_y)]$$

$$h_{\text{yy}} = \frac{v_f}{a^3}[-C\sin(ak_x) - D\cos(ak_x)\cos(ak_y)]$$

$$h_{\text{zz}} = \Delta_0 + \frac{4\Delta_1}{a^2} + \frac{4v_f^2 J_1(aA)\cos(ak_x)\cos(ak_y)}{a^2\Omega}$$

$$-2\Delta_1 J_0(aA)[\cos(ak_x) + \cos(ak_y)]$$

Since the other terms are negligible for small amplitudes of the drive, we have included just $n = 0, \pm 1$ terms in Eq. 15. The gap is closed if $h_{\text{xx}}^2 = h_{\text{yy}}^2 = t_{\text{eff}}^2 = 0$. Once $h_{\text{xx}}^2 = h_{\text{yy}}^2 = 0$, the term $h_{\text{zz}}^2$ can also be set to zero by tuning $\Delta_0$ and $\Delta_1$. So the following two conditions must be simultaneously satisfied for the gap closing points,

$$\begin{cases}
\sin(ak_x)[C - D\cos(ak_y)] = 0 \\
-\sin(ak_x)[C - D\cos(ak_y)] = 0
\end{cases}$$

Indeed the points $\Gamma, X, Y, M$ are the first solution of the above equations where $\sin(ak_x) = \sin(ak_y) = 0$. As long as $|C| = |D|$, there are two conditions as $\sin(ak_x) = 0$ or $\sin(ak_y) = 0$ which counts the other solutions. The third solution occurs at $\cos(ak_x) = \cos(ak_y) = C/D$. These are a complete set of solutions, in each case we set $h_{\text{zz}}^2 = 0$ to find the border lines of phases. The resultant phase diagram is shown in Fig. 3(a) where we have set $\Delta_1 = -55$ eV Å$^2$. It is obvious that those $\Delta_0$ intervals in which the Chern number of the system is nonzero varies with the light intensity at high frequency regime.

V. OPTICAL CONDUCTIVITY

The linear response theory and Kubo formula for optical conductivity of time periodic systems has been al-
ready developed in several studies \[6, 30, 31\]. The time-averaged optical conductivity at zero temperature can be derived from a compact equation which aggregates both longitudinal and Hall optical conductivity (its equivalence with those reported in literature is proven in Appendix B).

The above equation can be interpreted based on some excitations from the state \(|\phi_0^0\rangle\) in the central Floquet zone by means of absorption \(m\) photons to the virtual states in the \(m\)th side band, \(|\phi_0^m\rangle\) and then coming back to the initial state by emission of those \(m\) photons.

### A. Off-resonant Regime

The density of states and the real and imaginary parts of time-averaged optical conductivity of irradiated 2D TI with frequency \(\Omega = 1000\text{ meV}\) calculated by Eqs. \[11\] and \[13\] are shown in Fig. 4. The frequency of light is larger than the bandwidth of the system, so off-resonant regime is satisfied. Here we have two bands where the lower (upper) Floquet band is completely filled (empty). So in Eq.\[18\] the occupations are \(f_{\alpha=1} = 1, f_{\alpha=2} = 0\). We call this type of occupation the “ideal occupation”.

Figures 4 (a-c) and (d-f) are plotted for the case (i) and (ii) and correspond to two different values of hopping parameters \(\Delta_0\) and \(\Delta_1\), which are primary in NI and Chern insulator phase, respectively. In Fig. 4 (b), (c) the real and imaginary part of longitudinal optical conductivity are presented in which their dips and peaks correspondingly follow van-Hove singularities appeared in the time-averaged density of states displayed in Fig. 4 (a), (d). Regarding to inter-band transitions, the position of dips and peaks in optical conductivities must emerge exactly at twice of that frequency that van-Hove singularity appears in the density of states. To explain more, the optical weight of Floquet eigenstates are decaying rapidly for the sidebands of \(|n\rangle \gg \mathcal{W}/\Omega\), where \(\mathcal{W}\) is the band width. For sufficiently large driving frequency and weak intensity (assuming dimensionless parameter \(\Delta_{\Omega} < 1\)), the Floquet states are localized in the central Floquet bands, \(n = 0\). Therefore, the significant transitions mostly occur among these two central bands. Regarding the electron-hole symmetry of Hamiltonian, the photon-dressed bands are also symmetric around zero energy. Then we expect that if the density of states has a peak (or sudden change) at a given energy, let’s say \(E_p\), optical conductivity shows an extremum structure at an energy \(2E_p\) because more transitions (or a sudden change in the number of transitions) occur between the lower band at energy \(\epsilon \approx -E_p\) and the upper band at energy \(\epsilon \approx E_p\).

\[\text{Re}[\sigma_{xx}]\] is positive for all ranges of probe frequencies which originate from the occupation of states in resemblance to the static ones. Any peak and dip in the real and imaginary parts of optical Hall conductivity, Fig. 4 (c), (f) also corresponds to van-Hove singularities in density of states. At zero probe frequency, \(\omega = 0\), \(\text{Re}[\sigma_{xy}]\) is quantized and proportional to the value of the Chern number of the lower Floquet band. Regarding to the
ideal and ing the Bose and Fermi baths coupled to the system [32]. The mean energy occupation of Floquet states can be achieved by engineering the Fermi-Dirac distribution such as electron-phonon couplings, radiative recombination, etc. [32]. So the Fermi-Dirac projection of the Fermi-Dirac distribution in non-driven other occupation type used in literature originates from the band center, \( E_F \) = 0. The bands in other side-bands will be occupied similar to the central bands. Another occupation type used in literature originates from projection of the Fermi-Dirac distribution in non-driven situation on the Floquet basis sets and is called “sudden approximation” [25, 40], or “quench” [33]. Although mean energy occupation is a phenomenological assumption and is quite different from the projected distribution for a closed system, the whole feature of optical conductivities calculated by these distributions shows the same behaviors [25].

It was checked that in contrast to the on-resonant case, in the off-resonant regime, the mean energy of the lower (higher) Floquet band is negative (positive) for all points of the Brillouin zone which resembles ideal occupation. Therefore, for the off-resonant drive two mentioned models for the occupation coincide with each other. However, the results arising from these occupation models are totally different if we work in the on-resonant regime.

### B. On-resonant Regime

Now we study optical conductivity of a 2D TI irradiated by light in medium frequency regime by supposing two types of the occupation for the Floquet states. The non-equilibrium distribution function for the population of the Floquet states depends strongly on the initial condition of light shining on the sample and also on the relaxation mechanisms such as electron-phonon couplings, radiative recombination, etc. [32]. So the Fermi-Dirac distribution as the static case does not necessarily occur in experiment. However, it was shown that a nearly ideal occupation of Floquet states can be achieved by engineering the Bose and Fermi baths coupled to the system [32].

In this paper, two occupation models are assumed: ideal and mean energy occupation. By the former, we mean that the lower (upper) Floquet bands are completely occupied (unoccupied) while by the latter we mean that the Floquet states on each \( k \)-point are occupied depending on the mean energy \( \bar{\epsilon} \) of that point (Eq. [10]) according to the Heaviside step function \( f_{\alpha} = \theta(-\epsilon_{\alpha}) \). Throughout this work, the Fermi energy is fixed at the band center, \( E_F = 0 \). The bands in other side-bands will be occupied similar to the central bands. Another occupation type used in literature originates from projection of the Fermi-Dirac distribution in non-driven situation on the Floquet basis sets and is called “sudden approximation” [25, 40], or “quench” [33]. Although mean energy occupation is a phenomenological assumption and is quite different from the projected distribution for a closed system, the whole feature of optical conductivities calculated by these distributions shows the same behaviors [25].

It was checked that in contrast to the on-resonant case, in the off-resonant regime, the mean energy of the lower (higher) Floquet band is negative (positive) for all points of the Brillouin zone which resembles ideal occupation. Therefore, for the off-resonant drive two mentioned models for the occupation coincide with each other. However, the results arising from these occupation models are totally different if we work in the on-resonant regime.
1. Ideal Occupation

In Fig. 5, we plot the density of state and optical conductivity of 2D TI irradiated by on-resonant light and an assumption of the ideal occupation. The frequency of drive is considered \( \Omega = 200 \text{ meV} \) which is lower than the band width. The real and imaginary parts of optical conductivity are displayed with different colors in Figs. 5 (a-c) and (d-f) which are plotted for the case (i) and case (ii), respectively. The dynamical gap appearing in the on-resonant drive occurs at \( \Omega/2 = 100 \text{ meV} \) as shown in the density of states (Figs. 5(a),(d)). In this figure, there are some important physical remarks. First, contrary to the off-resonant regime (Figs. 4(b,c)) for which the real part of the longitudinal optical conductivity \( \text{Re}[\sigma_{xx}] \) is positive at all probe frequencies, in the on-resonant regime with the ideal occupation, this quantity becomes negative in some frequency regions (Figs. 5(b,e)). The second remarkable point is that the emergence of the peaks and dips in optical conductivity occurs at a probe energy twice than the energy at which the van-Hove singularities appear in the density of states (Figs. 5(a,d)), of course except for some peaks or dips at low frequencies. The third remark is focused on the limit of zero probe frequency \( \text{Re}[\sigma_{xx}(\omega \to 0)] \) (see Figs. 5(c,f)) which is compatible with the Chern numbers calculated numerically and confirmed by the Floquet band structure of the nanoribbon version (see Figs. 2(a,b)). Now, we explain the first and second points with the help of Fig. 6(a).

Optical transitions: Suppose that the hopping parameters between two surfaces is given as in the case (i). Figs. 6(a) and 5(a) represent the Floquet band structure for the ideal and mean-energy occupation, respectively. The hollow circles indicated on the bands represent the occupation. Assuming the ideal occupation as shown in Fig. 6(a), the lower band belonging to the central Floquet bands is fully filled while the upper one is empty. The same pattern for the occupation of the states is copied in the Floquet sidebands. On the other hand, if the mean-energy is used to calculate the occupation for each band, as seen in Fig. 8(a), the bands would be partially filled. In this section, we assume a drive with moderate frequency \( \Omega = 200 \text{ meV} \) and also a scaled intensity \( A = 0.1 \text{ nm}^{-1} \). The color scale on the bands indicates the optical weights of the states defined as \( W_\alpha^n = \langle \phi_\alpha^n | \phi_\alpha^n \rangle \). As explicitly seen in Eq. 11, the weights directly affect the density of states and consequently the optical conductivity.

The vertical arrows in Fig. 6(a) are as indicators for the most important optical transitions with remarkable traces in the optical conductivity. The A and C transitions have negative contributions to \( \text{Re}[\sigma_{xx}] \); see Fig. 5(b). From the view point of population inversion of the Floquet band spectrum, negative optical conductivity is reasonable. Population inversion causes an stimulated emission which amplifies the probe field. In other words, since the real part of optical conductivity is directly related to the absorption, a negative sign of this quantity leads to a negative absorption, i.e. the electromagnetic field which passes through the media, will be amplified rather than be dissipated.

A question that might arise is that why \( \text{Re}[\sigma_{xx}] \) in the off-resonant regime is positive for all ranges of probe frequency. In the off-resonant and low amplitude of drive, because the \( n \)-th sideband (\( n \neq 0 \)) weight is negligible with respect to zeroth sideband, these inter sideband transitions have no significant contribution to the optical conductivity and just the transitions among the lower occupied band and higher empty band in the Floquet zone have considerable effect. So, \( \text{Re}[\sigma_{xx}] \) is completely positive in this regime; see Fig. 4(b),(e).

Indeed, as shown in Fig. 6(a), the transitions A, B and C are attributed to the optical transitions from the \( n \)-th sideband to \( (n + m) \)-th sideband, where \( m = -1, 0, -2 \) refers to the \( m \) photon processes, respectively (see Eq. 18 in which there is a summation over "\( m \)". It is obvious that the optical transitions between those Floquet states...
FIG. 7. Time-averaged optical conductivity (in units of $\varepsilon^2/\hbar$) of 2D topological insulator irradiated by on-resonant circularly polarized light. The frequency of the drive is $\Omega = 200$ meV and the intensity is $A = 0.10$ nm$^{-1}$. The mean-energy occupation model is assumed in this calculation. The real and imaginary parts of optical conductivity are displayed with different colors. In all panels $\Delta_0 = 20$ meV and $\Delta_1 = 55$ eVÅ$^2$ for (a)-(b) and $\Delta_1 = -55$ eVÅ$^2$ for (c)-(d).

with low optical weights (indicated by the colored scale bar on each band in Fig. 6(a)) are ignorable. The reason originates from the corresponding matrix elements in Eq. 18 which are too small. The peaks and dips at very low $\omega$ appeared in the components of optical conductivity, refer to the A transitions which occur in the dynamical gap.

For the sake of clarifying the relation between the transitions and optical conductivity, we decompose the summation in Eq. 18 in terms of m-photon processes as represented in Fig. 4(b)-(e). The parameters used for this decomposition are the same as the panel (a). Note that Figs. 4(b),(c),(d) show contribution of $m = -1, 0, -2$ terms in optical conductivity. Now, it could be simply followed by eyes that the associated transitions A,B and C in Fig. 4(a), have their own peaks and dips in the attributed “m”-photon processes. Moreover, the scale of each process in Fig. 4(b)-(e) demonstrates the importance of its contribution in optical conductivity. For example, $m = 1$ processes have too small contribution compared to $m = -1$ processes.

2. **Mean Energy Occupation**

The simplest assumption for a non-equilibrium occupation is the mean energy distribution function, $f_0 = \theta(-\varepsilon_0)$ which has been used to calculate the components of optical conductivity in Fig. 7(a-b) (c-d) for the hopping parameters determined by the case (i) (the case (ii)). As it was mentioned before, at high Fermi energies or high probe frequencies, considering the mean and quench occupation models result in a similar behavior for longitudinal optical conductivity [25].

![Image](image_url)

FIG. 8. (a) The dispersion relation of Floquet Hamiltonian for 2D topological insulator. The optical weights are displayed by the colored scale bar and the occupation model is assumed to be the “mean-energy” occupation. (b)-(d) The decomposition of the real part of the longitudinal optical conductivity in terms of m-photon processes. The tunneling and drive parameters are the same as given in Fig. 6.

The peaks and dips in different components of optical conductivity occur at twice of the frequency at which the van Hove singularities emerge. In fact, this correspondence fails at probe frequencies lower than band gap. The zero probe frequency limit of $\text{Re}[\sigma_{xy}(\omega \to 0)]$ is not necessarily quantized anymore for this occupation, because partial occupation of the bands results in a mixture of opposite Berry curvatures giving rise to non-integer Hall conductivity. This fact is apparent from Fig. 7(b),(d). To understand these features of optical conductivity, we depict the Floquet band structure in Fig. 8(a) displaying the hollow circles as the mean energy occupation and also indicating the optical weights on each band with colored scale bar. If the drive is on-resonant, in this assumption for the occupation, each band is partially filled. The reason originates from the band mixing around the momentum of the gaps. So in these k-points, the mean energy tolerates a sign change.

The decomposition of the real part of longitudinal optical conductivity in terms of m-photon processes for the case (i) is presented in Fig. 8(b)-(e). Comparison between the band structure of Fig. 8(a) and corresponding optical conductivities in Fig. 8(b)-(e), shows that still one
can find out some optical transition for each peak or dip in the m-photon optical conductivity.

VI. DISCUSSION

In this paper we assumed two simplest occupation scenarios of Floquet states, used before in literature. In experiment, the ideal occupation may be realized by engineering the baths and in special conditions. Although realization of this occupation is hard in experiment, it has the advantage of showing the topology of the system through quantized Hall response. Also we anticipate that the mean energy occupation could be realized when the dissipation is very low, which is observed for example in engineered condensed matter systems such as cold atoms.

It should be noted that in general the occupation of Floquet states in realistic condensed matter systems is a complicated function of dissipation, heating and external parameters, which is case dependent and sensitive to special conditions of experiment. For example, in the recent experiment of light induced anomalous Hall effect in Graphene the Hall conductance of Graphene under circularly polarized light was measured. To rebuild the results in a theoretical model, the Lindblad master equation was used with three phenomenological parameters; the decay rate, dephasing rate, and particle exchange rate with Fermionic bath. By fitting such parameters they were able to rebuild the results. Also in Ref. it was shown that radiative recombination and phonon-mediated relaxation, besides the Fermi and Bose baths, can be important in determination of the occupation. As a conclusion, the external effects which depend on the details of experiment are important to determine the occupation and consequently the results.

VII. SUMMARY

In summary, we investigated the influence of a circularly polarized light on longitudinal and Hall components of time-averaged optical conductivity of a two dimensional topological insulator. Two simple occupation scenarios are considered: an ideal occupation which resembles the Fermi-Dirac distribution as the static situation, and a mean-energy occupation which simulates a phenomenological non-equilibrium situation. We showed that in the former case the irradiated light changes the topology of the system which is the origin of the quantization in the optical Hall conductivity at zero probe frequency. This quantization is absent in the mean-energy occupation case. To interpret the peaks and dips in the optical conductivity, we follow the optical transitions at van-Hove singularities of the Floquet band structure. The intensity of each peak or dip is shown to depend strongly on the optical weight of each quasi Floquet state and also the occupation of the states. Moreover, inverted population in the Floquet states results in a negative value for the longitudinal part of optical conductivity at the on-resonant drive. The negative longitudinal optical conductivity demonstrates an amplification of the probe light instead of the absorbance.
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Appendix A: Matrix Elements of Current Operator

In the extended Kubo formula for optical conductivity Eq. [18] we have Fourier components of the current operator such as

$$j_{\alpha\gamma}^{(m)} = 1/T \int_0^T \phi_{\alpha}(t) \frac{\partial H(t)}{\partial k_v} \phi_{\gamma}(t) e^{im\Omega t} dt \quad (A1)$$

we can expand the Floquet states $|\phi_{\gamma}(t)\rangle = \sum_p |\phi_p|^2 e^{-ip\Omega t}$ and current operator $j^x(t) = \frac{\partial H(t)}{\partial k_v} = \sum_p j^x(p) e^{-ip\Omega t}$ in Fourier series. So, we have

$$j_{\alpha\gamma}^{(m)} = \sum_{lpq} 1/T \int_0^T \langle \phi_{\alpha} | j^x(p) | \phi_{\gamma} \rangle e^{i(m-q-p+t)\Omega t} dt$$

$$= \sum_{lp} \langle \phi_{\alpha} | j^x(p) | \phi_{\gamma} \rangle$$

If the current operator is independent of time, we have

$$j_{\alpha\gamma}^{(m)} = \sum_p \langle \phi_{\alpha} | j^x(0) | \phi_{\gamma} \rangle$$

Appendix B: Equivalent Forms for Floquet-Kubo Formula

First consider the longitudinal part of optical conductivity. Using Eq. [18] one can write

$$\sigma^{xx}(\omega) = -i \sum_{\alpha,\gamma \geq \alpha} \sum_{m} \frac{f_{\alpha} - f_{\gamma}}{\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega} j^x(m) j^x(-m) \times \frac{1}{\omega + i0^+ - (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)} + \frac{1}{\omega + i0^+ + (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)} \quad (B1)$$

Using the relation $\frac{1}{\omega + i\delta} = P(\frac{1}{\omega}) - i\pi \delta(x)$ where $P$ denotes the principle part, we deduce

$$\text{Re} \sigma^{xx}(\omega) = -\pi \sum_{\alpha,\gamma \geq \alpha} \sum_{m} \frac{f_{\alpha} - f_{\gamma}}{\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega} |j^x(m)|^2 \times \left[ \delta(\omega - (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)) + \delta(\omega + (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)) \right]$$

$$= \pi \sum_{\alpha,\gamma \neq \alpha} \sum_{m} \frac{f_{\alpha} - f_{\gamma}}{\omega} |j^x(m)|^2 \delta(\omega + (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega))$$
This is the form used in Eq. (31) of Ref. [25] where the current operator is assumed to be independent of time. On the other hand the transversal part of Eq. [18] can be written as

\[ \sigma^{xy}(\omega) = -i \sum_{\alpha, \gamma \neq \alpha} \sum_{m} f_{\alpha} - f_{\gamma} \times \]

\[ \frac{(\omega + i0^{+})[J_{\alpha \gamma}^{(m)} J_{\alpha \gamma}^{(m)} - J_{\gamma \alpha}^{(m)} J_{\gamma \alpha}^{(m)}]}{(\omega + i0^{+})^{2} - (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)^{2}} + \frac{\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega, J_{\alpha \gamma}^{(m)} J_{\alpha \gamma}^{(m)} - J_{\gamma \alpha}^{(m)} J_{\gamma \alpha}^{(m)}}{(\omega + i0^{+})^{2} - (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)^{2}} \]

(B3)

The first term in braces vanishes for isotropic systems (or 2D systems which have at least 3-fold rotational symmetry) because it is symmetric with respect to the x and y and the second term i.e. the antisymmetric term remains, so

\[ \sigma^{xy}(\omega) = -i \sum_{\alpha, \gamma \neq \alpha} \sum_{m} \frac{(f_{\alpha} - f_{\gamma}) x}{(\omega + i0^{+})^{2} - (\epsilon_{\alpha} - \epsilon_{\gamma} - m\Omega)^{2}} \]

(B4)

This form appeared in Eq. (20) of Ref. [36].
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