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Abstract
This paper complements the study of the wave equation with discontinuous coefficients initiated in (Discacciati et al. in J. Differ. Equ. 319 (2022) 131–185) in the case of time-dependent coefficients. Here we assume that the equation coefficients are depending on space only and we formulate Levi conditions on the lower order terms to guarantee the existence of a very weak solution as defined in (Garetto and Ruzhansky in Arch. Ration. Mech. Anal. 217 (2015) 113–154). As a toy model we study the wave equation in conservative form with discontinuous velocity and we provide a qualitative analysis of the corresponding very weak solution via numerical methods.
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1 Introduction

In this paper we want to study the well-posedness of the Cauchy problem for the inhomogeneous wave equation with space-dependent coefficients. In detail, we are concerned with

\[
\partial_t^2 u - a(x)\partial_x^2 u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u = f(t, x), \quad t \in [0, T], \quad x \in \mathbb{R},
\]

\[
u(0, x) = g_0, \\
\partial_t u(0, x) = g_1.
\]
where \( a(x) \geq 0 \) and for the sake of simplicity we work in space dimension 1. The well-posedness of (1) is well-understood when the coefficients are regular, namely smooth. Indeed, the equation above can be re-written in the variational form
\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} - (a(x)u_x)_x + (a'(x) + b_1(x))u_x + b_2(x)u_t + b_3(x)u = f(t,x), & \quad t \in [0,T], \ x \in \mathbb{R}, \\
u(0,x) = g_0, & \\
\partial_t u(0,x) = g_1. 
\end{align*}
\]
This kind of Cauchy problem has been studied by Oleinik in [16]. Assuming that the coefficients are smooth and bounded, with bounded derivatives of any order, she proved that the Cauchy problem is \( C^{\infty} \) well-posed provided that the following Oleinik’s condition is satisfied:
\[
(a' + b_1)^2 < a.
\]
Note that \( a' \) is bounded by \( \sqrt{a} \) as a direct consequence of Glaeser’s inequality: If \( a \in C^2(\mathbb{R}) \), \( a(x) \geq 0 \) for all \( x \in \mathbb{R} \) and \( \|a''\|_{L^\infty} \leq M_1 \), then
\[
|a'(x)|^2 \leq 2M_1a(x),
\]
for all \( x \in \mathbb{R} \).

Therefore, \( C^{\infty} \) well-posedness is obtained by simply imposing on the lower order term \( b_1 \) a Levi condition of the type
\[
b_1^2(x) \leq M_2a(x), \tag{2}
\]
for some \( M_2 > 0 \) independent of \( x \). It is of physical interest to understand the well-posedness of this Cauchy problem when the coefficients are less than continuous. This kind of investigation has been initiated in [13] for second order hyperbolic equations with \( t \)-dependent coefficients and recently extended to inhomogeneous equations in [3]. Here we want to work with space-dependent coefficients with minimal assumptions of regularity, namely distributions with compact support. We are motivated by the toy model
\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2}(t,x) - \partial_x(H(x)\partial_x u(t,x)) = 0, & \quad t \in [0,T], \ x \in \mathbb{R}, \\
u(0,x) = g_0(x), & \quad x \in \mathbb{R}, \\
\partial_t u(0,x) = g_1(x), & \quad x \in \mathbb{R}, 
\end{align*}
\]
where \( g_0, g_1 \in C^\infty_c(\mathbb{R}) \) and \( H \) is the Heaviside function \((H(x) = 0 \text{ if } x < 0, \ H(x) = 1 \text{ if } x \geq 0)\) or more in general \( H \) is replaced by a positive distribution with compact support. Note that the well-posedness of the Cauchy problem for hyperbolic equations has been widely investigated when the equation coefficients are at least continuous, see [4–7, 11, 12] and references therein. However, in presence of discontinuities distributional solutions might fail to exists due to the well-known Schwartz impossibility result [17].

For this reason, as in [9, 13] we look for solutions of the Cauchy problem (1) in the very weak sense. In other words we replace the equation under consideration with a family of regularised equations obtained via convolution with a net of mollifiers. We will then obtain

\[\text{there exists a constant } D > 0 \text{ such that } (a'(x) + b_1(x))^2 \leq Da(x) \text{ for all } x \in \mathbb{R}.\]
a net \((u_\varepsilon)\) that we will analyse in terms of qualitative and limiting behaviour as \(\varepsilon \to 0\). The paper is organised as follows.

In Sect. 2 we revisit Oleinik’s result in the case of smooth coefficients. We show how her condition on the lower order term \(b_1\) can be obtained via transformation into a first order system and energy estimates. Note that the energy is provided by the hyperbolic symmetriser associated to the wave operator. This system approach turns out to be easily adaptable to the case of singular coefficients and in general to the framework of very weak solutions. In Sect. 3 we pass to consider discontinuous coefficients. After a short introduction to the notion of very weak solution, we formulate Levi conditions on the lower order terms which allow to prove that our Cauchy problem admits a very weak solution of Sobolev type. Some toy models are analysed in Sect. 4 where we prove that every weak solution to (3) recovers, in the limit as \(\varepsilon \to 0\), the piecewise distributional solution defined in [8]. More singular toy models, defined via delta of Dirac and homogeneous distributions, are also presented in Sect. 4 and the corresponding very weak solutions investigated numerically.

## 2 A Revisited Approach to Oleinik’s Result

This section is devoted to the Cauchy problem

\[
\begin{align*}
\partial_t^2 u - a(x)\partial_x^2 u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u &= f(t, x), \quad t \in [0, T], \; x \in \mathbb{R}, \\
u(0, x) &= g_0, \\
\partial_t u(0, x) &= g_1,
\end{align*}
\tag{4}
\]

where \(a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})\), are smooth and bounded with bounded derivatives of any order, and \(a \geq 0\). We also assume that all the functions involved in the system are real-valued. The \(C^\infty\) well-posedness of (4) is known thanks to [16]. Here, we give an alternative proof of this result based on the reduction to a first order system. Note that in the sequel with \(H^k\) well-posedness we mean that, for suitable initial data and right-hand side, the solution of the Cauchy problem exists in \(C^2([0, T], H^k(\mathbb{R}))\) and is unique. Because of the presence of multiplicities we will need to take initial data and right-hand side more regular (higher Sobolev order) and we will therefore have some loss of derivatives. We refer the reader to [16] and [18] for more details. Here we will work out the estimates which will be specifically needed in the second part of the paper to deal with singular coefficients and very weak solutions.

### 2.1 System in \(U\)

In detail, by using the transformation,

\[U = (U^0, U_1, U_2) = (u, \partial_x u, \partial_t u)^T,\]

our Cauchy problem can be rewritten as

\[\partial_t U = A\partial_x U + BU + F,\]

\[U(0, x) = (g_0, g'_0, g_1)^T,\]

where

\[A = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & a & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -b_3 & -b_1 & -b_2 \end{pmatrix} \quad \text{and} \quad F = \begin{pmatrix} 0 \\ 0 \\ f \end{pmatrix}.\]
The matrix $A$ has a block diagonal shape with a $1 \times 1$ block equal to 0 and a $2 \times 2$ block in Sylvester form and has the symmetriser

$$Q = \begin{pmatrix} 1 & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

i.e., $QA = A^*Q = A'Q$. The symmetriser $Q$ defines the energy

$$E(t) = (QU, U)_{L^2}.$$

Since $a \geq 0$, we have that the bound from below

$$E(t) = \|U^0\|_{L^2}^2 + (aU_1, U_1)_{L^2} + \|U_2\|_{L^2}^2 \geq \|U^0\|_{L^2}^2 + \|U_2\|_{L^2}^2$$

holds, for all $t \in [0, T]$. Assume that the initial data $g_0, g_1$ are compactly supported and that $f$ is compactly supported with respect to $x$. By the finite speed of propagation, it follows that the solution $U$ is compactly supported with respect to $x$ as well. Hence, by integration by parts we obtain the following energy estimate:

$$\frac{dE(t)}{dt} = (\partial_t (QU), U)_{L^2} + (QU, \partial_t U)_{L^2} = (QA\partial_x U, U)_{L^2} + (QBU, U)_{L^2} + (A^*QU, U)_{L^2} + (B^*QU, U)_{L^2} + (QU, F)_{L^2} = (QA\partial_x U, U)_{L^2} + (QAU, \partial_x U)_{L^2} + ((QB + B^*Q)U, U)_{L^2} + 2(QU, F)_{L^2} = -((QA)'U, U)_{L^2} + ((QB + B^*Q)U, U)_{L^2} + 2(QU, F)_{L^2}.$$

Since

$$(QA)' = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & a' \\ 0 & a' & 0 \end{pmatrix},$$

from Glaeser’s inequality ($|a'(x)|^2 \leq 2M_1a(x)$) it immediately follows that

$$(QA)'U, U)_{L^2} = 2(a'U_1, U_2)_{L^2} \leq 2\|a'U_1\|_{L^2}^2 \|U_2\|_{L^2} \leq \|a'U_1\|_{L^2}^2 + \|U_2\|_{L^2}^2 \leq \max(2M_1, 1)E(t).$$

Furthermore we have,

$$QB + B^*Q = \begin{pmatrix} 0 & 0 & 1 - b_3 \\ 0 & 0 & -b_1 \\ 1 - b_3 & -b_1 & -2b_2 \end{pmatrix}.$$
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\[ = 2((1 - b_3)U_2, U^0) - 2(b_1U_1, U_2)_{L^2} - 2(b_2U_2, U_2)_{L^2} \]
\[ \leq 2\|(1 - b_3)U_2\|_{L^2}^2\|U^0\|_{L^2}^2 + 2\|b_1U_1\|_{L^2}^2\|U_2\|_{L^2}^2 + 2\|b_2\|_{\infty}\|U_2\|_{L^2}^2 \]
\[ \leq \|(1 - b_3)\|_{\infty}(\|U_2\|_{L^2}^2 + \|U^0\|_{L^2}^2) + \|b_1U_1\|_{L^2}^2 + (1 + 2\|b_2\|_{\infty})\|U_2\|_{L^2}^2 \]
\[ = \|(1 - b_3)\|_{\infty}(\|U_2\|_{L^2}^2 + \|U^0\|_{L^2}^2) + (b_1^2U_1, U_1) + (1 + 2\|b_2\|_{\infty})\|U_2\|_{L^2}^2 \]
\[ \leq (1 + \|b_3\|_{\infty})(\|U^0\|_{L^2}^2 + M_2(aU_1, U_1) + (2 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty})\|U_2\|_{L^2}^2 \]
\[ \leq \max(M_2, 1 + \|b_3\|_{\infty}, 2 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty})E(t). \quad (6) \]

Finally,

\[ 2(QU, F)_{L^2} = 2(U_2, f)_{L^2} \leq 2\|U_2\|_{L^2}^2\|f\|_{L^2} \leq \|U_2\|_{L^2}^2 + \|f\|_{L^2}^2 \leq E(t) + \|f\|_{L^2}^2. \quad (7) \]

Combining (5), (6) and (7), we obtain the estimate

\[ \frac{dE}{dt} \leq cE(t) + \|f\|_{L^2}^2, \]

where

\[ c = \max(2M_1 + 1, 2) + \max(M_2, 1 + \|b_3\|_{\infty}, 2 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty}) \]
\[ = \max(\max(2M_1 + 1 + M_2, 2M_1 + 1 + M_2, 2M_1 + 3 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty}), \]
\[ \max(2 + M_2, 3 + \|b_3\|_{\infty}, 4 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty})) \]
\[ = \max(2M_1 + 1 + M_2, 2M_1 + 2 + \|b_3\|_{\infty}, 2M_1 + 3 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty}, \]
\[ 2 + M_2, 3 + \|b_3\|_{\infty}, 4 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty}) \]
\[ = \max(2M_1 + 1 + M_2, 2M_1 + 3 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty}, 2 + M_2, 4 + 2\|b_2\|_{\infty} + \|b_3\|_{\infty}). \]

Using the bound from below for the energy and Grönwall’s lemma we obtain the following estimate for \(U^0\) and \(U_2\):

\[ \|U^0(t)\|_{L^2}^2 + \|U_2(t)\|_{L^2}^2 \leq E(t) \leq \left( E(0) + \int_0^t \|f(s)\|_{L^2}^2 \, ds \right) e^{ct}. \]

In addition,

\[ \left( E(0) + \int_0^t \|f(s)\|_{L^2}^2 \, ds \right) e^{ct} \leq e^{ct} \|U^0(0)\|_{L^2}^2 + e^{ct} \|U_1(0)\|_{L^2}^2 + e^{ct} \|U_2(0)\|_{L^2}^2 \]
\[ + e^{ct} \int_0^t \|f(s)\|_{L^2}^2 \, ds \]
\[ \leq C_2 \left( \|g_0\|_{H_1}^2 + \|g_1\|_{L^2}^2 + \int_0^t \|f(s)\|_{L^2}^2 \, ds \right), \]

for all \(t \in [0, T]\). Note that the constant \(C_2\) depends linearly on \(\|a\|_{\infty}\) and exponentially on \(T, M_2, \|a''\|_{\infty} \|b_2\|_{\infty}\) and \(\|b_3\|_{\infty}\). Indeed, setting \(M_1 = \|a''\|_{\infty}\),

\[ C_2 = e^{cT} \max(\|a\|_{\infty}, 1) \]
By direct computations

\[ e^{\max(2M_1+1+M_2,2M_1+3+2|b_2|_\infty+|b_3|_\infty,2+M_2,4+2|b_2|_\infty+|b_3|_\infty)\max(\|a\|_\infty,1)}. \]  

(8)

Concluding,

\[ \|U^0(t)\|_2^2 + \|U_2(t)\|_2^2 \leq C_2 \left( \|g_0\|_{H^1}^2 + \|g_1\|_{H^2}^2 + \int_0^t \|f(s)\|_2^2 \, ds \right). \]  

(9)

### 2.2 \( L^2 \)-Estimates for \( U_1 \)

We now want to obtain a similar estimate for \( U_1 \). To attain this, we transform once more the system by taking a derivative with respect to \( x \). Let \( V = (V^0, V_1, V_2)^T = (\partial_x U^0, \partial_x U_1, \partial_x U_2)^T \). By getting an estimate for \( V_2 \) we also automatically get an estimate for \( U_1 \) since \( V_2 = \partial_x U_1 \). Indeed, we can do so by applying the fundamental theorem of calculus and making use of the initial conditions. Hence, if \( U \) solves

\[ \partial_t U = A \partial_x U + B U + F, \]

\[ U(0,x) = (g_0, s_0', g_1)^T, \]

then \( V \) solves

\[ \partial_t V = A \partial_x V + (A' + B)V + \tilde{F}, \]

\[ V(0,x) = (g_0', s_0'', g_1')^T, \quad \text{where } \tilde{F} = B'U + F_x. \]

The system in \( V \) still has \( A \) as a principal part matrix and additional lower order terms. It follows that we can still use the symmetriser \( Q \) to define the energy

\[ E(t) = (QV, V)_{L^2} = \|V^0\|_{L^2}^2 + (aV_1, V_1)_{L^2} + \|V_2\|_{L^2}^2, \]

for which we obtain the bound from below \( \|V^0\|_{L^2}^2 + \|V_2\|_{L^2}^2 \leq E(t) \). Therefore,

\[
\frac{dE(t)}{dt} = (\partial_t (QV), V)_{L^2} + (QV, \partial_t V)_{L^2} \\
= (Q \partial_x V, V)_{L^2} + (QV, A \partial_x V + (A' + B)V)_{L^2} + (QV, \tilde{F})_{L^2} \\
= (QA \partial_x V + Q(A' + B)V + Q\tilde{F}, V)_{L^2} + (QV, A \partial_x V + (A' + B)V)_{L^2} \\
+ (QV, \tilde{F})_{L^2} \\
= (QA \partial_x V, V)_{L^2} + (A'QV, \partial_x V)_{L^2} + (Q(A' + B)V, V)_{L^2} \\
+ (QV, (A' + B)V)_{L^2} + 2(QV, \tilde{F})_{L^2} \\
= (QA \partial_x V, V)_{L^2} - (\partial_x (QAV), V)_{L^2} + 2(Q(A' + B)V, V)_{L^2} + 2(QV, \tilde{F})_{L^2} \\
= -((QA)'V, V)_{L^2} + 2(Q(A' + B)V, V)_{L^2} + 2(QV, \tilde{F})_{L^2}. \]

(10)

By direct computations

\[ ((QA)'V, V)_{L^2} = 2(a'V_1, V_2)_{L^2} \]

\[ 2(Q(A' + B)V, V)_{L^2} = 2((1 - b_3)V_2, V^0)_{L^2} + 2(a'V_1, V_2)_{L^2} - 2(b_1V_1, V_2)_{L^2} \]

\[ - 2(b_2V_2, V_2)_{L^2} \]

\[ 2(QV, \tilde{F})_{L^2} = -2(b'_2U^0, V_2)_{L^2} - 2(b'_1U_1, V_2)_{L^2} - 2(b'_2U_2, V_2)_{L^2} + 2(V_2, f_x)_{L^2}. \]
Hence,
\[
\frac{d E(t)}{dt} = 2((1 - b_3)V_2, V^0)_{L^2} + 2(V_2, f_s)_{L^2} - 2(b_1 V_1, V_2)_{L^2} - 2(b_2 V_2, V_2)_{L^2} \\
- 2(b'_3 U^0, V_2)_{L^2} - 2(b'_1 U_1, V_2)_{L^2} - 2(b'_2 U_2, V_2)_{L^2}.
\]

Now,
\[
|2((1 - b_3)V_2, V^0)_{L^2}| \leq 2(1 + ||b_3||_{\infty})(||V_2||_{L^2}^2 + ||V^0||_{L^2}^2) \leq 2(1 + ||b_3||_{\infty})E(t)
\]
\[
|2(V_2, f_s)_{L^2}| \leq ||V_2||_{L^2}^2 + ||f_s||_{L^2}^2 \leq E(t) + ||f_s||_{L^2}^2
\]
\[
|2(b_1 V_1, V_2)_{L^2}| \leq ||b_1 V_1||_{L^2}^2 + ||V_2||_{L^2}^2 \leq M_2(a V_1, V_1)_{L^2} + ||V_2||_{L^2}^2 \leq \max(M_2, 1)E(t)
\]
\[
|2(b_2 V_2, V_2)_{L^2}| \leq 2||b_2||_{\infty}||V_2||_{L^2}^2 \leq 2||b_2||_{\infty}E(t)
\]
\[
|2(b'_1 U_1, V_2)_{L^2}| \leq ||b'_1||_{L^2}^2 ||U_1||_{L^2}^2 + ||V_2||_{L^2}^2 \leq ||b'_1||_{L^2}^2 ||U_1||_{L^2}^2 + E(t)
\]
and using (9),
\[
|2(b'_3 U^0, V_2)_{L^2}| \leq ||b'_3||_{\infty}^2 ||U^0||_{L^2}^2 + ||V_2||_{L^2}^2
\]
\[
\leq C_2||b'_3||_{\infty}^2 \left( ||g_0||_{H^1}^2 + ||g_1||_{L^2}^2 + \int_0^t ||f(s)||_{L^2}^2 ds \right) + E(t)
\]
\[
|2(b'_2 U_2, V_2)_{L^2}| \leq ||b'_2||_{\infty}^2 ||U_2||_{L^2}^2 + ||V_2||_{L^2}^2
\]
\[
\leq C_2||b'_2||_{\infty}^2 \left( ||g_0||_{H^1}^2 + ||g_1||_{L^2}^2 + \int_0^t ||f(s)||_{L^2}^2 ds \right) + E(t).
\]

Therefore,
\[
\frac{d E(t)}{dt} \leq (6 + 2||b_3||_{\infty} + 2||b_2||_{\infty} + \max(M_2, 1))E(t) + ||f_s(t)||_{L^2}^2 + ||b'_1||_{L^2}^2 ||U_1||_{L^2}^2 + C_2(||b'_2||_{\infty}^2 + ||b'_3||_{\infty}^2) \left( ||g_0||_{H^1}^2 + ||g_1||_{L^2}^2 + \int_0^t ||f(s)||_{L^2}^2 ds \right) + E(t).
\]

Now we note that $V_2 = \partial_t U_2 = \partial_u \partial_t u = \partial_u \partial_s u = \partial_t U_1$. By the fundamental theorem of calculus we have
\[
||U_1(t)||_{L^2}^2 \leq 2||U_1(t) - U_1(0)||_{L^2}^2 + 2||U_1(0)||_{L^2}^2 = 2 \int_0^t V_2 ds \|_{L^2}^2 + 2||U_1(0)||_{L^2}^2.
\]

By Minkowski’s integral inequality
\[
\left\| \int_0^t V_2 ds \right\|_{L^2} \leq \int_0^t \| V_2(s) \|_{L^2} ds
\]
and therefore by applying Hölder’s inequality on the integral in $ds$ we get
\[
||U_1(t)||_{L^2}^2 \leq 2\left( \int_0^t \| V_2(s) \|_{L^2} ds \right)^2 + 2||U_1(0)||_{L^2}^2
\]
\[
\leq 2t \int_0^t \| V_2(s) \|_{L^2}^2 ds + 2||U_1(0)||_{L^2}^2
\]
Hence, estimate (11) becomes
\[ M \leq 2T \int_0^t E(s)ds + 2\|U_1(0)\|^2_{L^2}. \]

For the sake of the reader we now recall a Grönwall’s type lemma (Lemma 6.2 in [18]) that will be applied to the inequality (13) in order to estimate the energy.

**Lemma 2.1** Let \( \varphi \in C^1([0, T]) \) and \( \psi \in C([0, T]) \) two positive functions such that
\[ \varphi'(t) \leq B_1 \varphi(t) + B_2 \int_0^t \varphi(s)ds + \psi(t), \quad t \in [0, T], \]
for some constants \( B_1, B_2 > 0 \). Then, there exists a constant \( B > 0 \) depending exponentially on \( B_1, B_2 \) and \( T \) such that
\[ \varphi(t) \leq B \left( \varphi(0) + \int_0^t \psi(s)ds \right), \]
for all \( t \in [0, T] \).

Hence, combining the bound from below for the energy \( E(t) \) with Lemma (2.1), we obtain that there exists a constant \( C_3 > 0 \) depending exponentially on \( \|b_2\|_{\infty}, \|b_3\|_{\infty}, \|b'_2\|_{\infty}, M_2 \) and \( T \) such that
\[ \|V^0(t)\|^2_{L^2} + \|V_2(t)\|^2_{L^2} \leq E(t) \]
\[ \leq C_3 \left( E(0) + \int_0^t \left( \|f_2(s)\|^2_{L^2} + C_2(\|b'_2\|_{\infty}^2 + \|b'_3\|_{\infty}^2) \int_0^s \|f(r)\|^2_{L^2} dr \right) ds \right. \]
\[ + 2T \|b'_1\|_{\infty}^2 \|U_1(0)\|^2_{L^2} + C_2 T (\|b'_2\|_{\infty}^2 + \|b'_3\|_{\infty}^2) \left( \|g_0\|^2_{H^1} + \|g_1\|^2_{L^2} \right) \]
\[ \leq C_3 \left( \|V^0(0)\|^2_{L^2} + \|a\|_{\infty} \|V_1(0)\|^2_{L^2} + \|V_2(0)\|^2_{L^2} + C_2 T (\|b'_2\|_{\infty}^2 + \|b'_3\|_{\infty}^2) \int_0^t \|f(s)\|^2_{L^2} ds \right. \]
\[ + \int_0^t \|f_2(s)\|^2_{L^2} ds + 2T \|b'_1\|_{\infty}^2 \|g_1\|^2_{H^2} + C_2 T (\|b'_2\|_{\infty}^2 + \|b'_3\|_{\infty}^2) \left( \|g_0\|^2_{H^1} + \|g_1\|^2_{L^2} \right) \]
\[ \leq C_3 \left( \|g_0\|^2_{H^1} + \|a\|_{\infty} \|g_0\|^2_{H^2} + \|g_1\|^2_{H^1} + \max(C_2 T (\|b'_2\|_{\infty}^2 + \|b'_3\|_{\infty}^2), 1) \int_0^t \|f(s)\|^2_{H^1} ds \right. \]
\[ + 2T \|b'_1\|_{\infty}^2 \|g_1\|^2_{H^2} + C_2 T (\|b'_2\|_{\infty}^2 + \|b'_3\|_{\infty}^2) \left( \|g_0\|^2_{H^1} + \|g_1\|^2_{L^2} \right) \]
\[ \leq C_3 \max(\|a\|_{\infty}, C_2 T \|b'_2\|_{\infty}^2, C_2 T \|b'_3\|_{\infty}^2, 1, 2T \|b'_1\|_{\infty}^2) \times \left( \|g_0\|^2_{H^2} + \|g_1\|^2_{H^1} + \int_0^t \|f(s)\|^2_{H^1} ds \right). \]
for all $t \in [0, T]$, with $C_2$ as in (8). Noting that $V^0 = U_1$, we have that
\[
\|U_1(t)\|_{L^2}^2 \leq C_3 \max(\|a\|_\infty, C_2T\|b_2\|_\infty^2, C_2T\|b_3\|_\infty^2, 1, 2T\|b'_1\|_\infty^2) \tag{14}
\]
\[
\times \left(\|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{L^2}^2 \, ds\right).
\]

2.2.1 System in $W$

Analogously, if we want to estimate the $L^2$-norm of $V_1$ we need to repeat the same procedure, i.e., to derive the system in $V$ with respect to $x$ and introduce $W = (W^0, W_1, W_2)^T = (\partial_x V^0, \partial_x V_1, \partial_x V_2)^T$. We have that if $V$ solves
\[
\partial_t V = A\partial_x V + (A' + B)V + \tilde{F},
\]
\[
V(0, x) = (g_0', g_0'', g_1')^T, \quad \text{where } \tilde{F} = B'U + F_x,
\]
then $W$ solves
\[
\partial_t W = A\partial_x W + (2A' + B)W + \tilde{F},
\]
\[
W(0, x) = (g_0', g_0'', g_1''')^T, \quad \text{where } \tilde{F} = (A'' + 2B')V + B''U + F_{xx}.
\]

Again, by using the energy $E(t) = (QW, W)_{L^2} = \|W^0\|_{L^2}^2 + (aW_1, W_1)_{L^2} + \|W_2\|_{L^2}^2$ and following similar steps as in (10), we have
\[
\frac{dE(t)}{dt} = (\partial_t (QW), W)_{L^2} + (QW, \partial_t W)_{L^2}
\]
\[
= -((QA)'W, W)_{L^2} + 2(Q(2A' + B)W, W)_{L^2} + 2(QW, \tilde{F})_{L^2}.
\]

By direct computations we get
\[
((QA)'W, W)_{L^2} = 2(a'W_1, W_2)_{L^2}
\]
\[
2(Q(2A' + B)W, W)_{L^2} = 2((1 - b_3)W^0, W_2)_{L^2} + 4(a'W_1, W_2)_{L^2} - 2(b_1W_1, W_2)_{L^2} - 2(b_2W_2, W_2)_{L^2}
\]
\[
2(QW, \tilde{F})_{L^2} = 2(a''W_2, V_1)_{L^2} - 4(b'_3W_2, V_0)_{L^2} - 4(b'_1W_2, V_1)_{L^2} - 4(b'_2W_2, V_2)_{L^2} - 2(b''_3W_2, U^0)_{L^2} - 2(b''_1W_2, U_1)_{L^2} - 2(b''_2W_2, U_2)_{L^2} + 2(W_2, f_{xx})_{L^2}.
\]

Hence,
\[
\frac{dE(t)}{dt} = 2(a'W_1, W_2)_{L^2} + 2((1 - b_3)W_2, W^0)_{L^2} - 2(b_1W_1, W_2)_{L^2} - 2(b_2W_2, W_2)_{L^2}
\]
\[
+ 2(a''W_2, V_1)_{L^2} - 4(b'_3W_2, V_1)_{L^2} - 4(b'_2W_2, V_2)_{L^2} - 2(b''_3W_2, U^0)_{L^2} - 2(b''_1W_2, U_1)_{L^2} - 2(b''_2W_2, U_2)_{L^2} + 2(W_2, f_{xx})_{L^2} - 4(b'_3W_2, V_0)_{L^2}.
Now,

\[ |2(a'W_1, W_2)_{L^2}| \leq 2\|a' W_1\|_{L^2} \|W_2\|_{L^2} \leq 2M_1(aW_1, W_1)_{L^2} + \|W_2\|_{L^2}^2 \leq \max(2M_1, 1) E(t) \]
\[ |2((1 - b_3)W^0, W_2)_{L^2}| \leq (1 + \|b_3\|_{\infty}) (\|W^0\|_{L^2} + \|W_2\|_{L^2}^2) \leq (1 + \|b_3\|_{\infty}) E(t) \]
\[ |2(b_1 W_1, W_2)_{L^2}| \leq 2\|b_1 W_1\|_{L^2} \|W_2\|_{L^2} \leq M_2(aW_1, W_1)_{L^2} + \|W_2\|_{L^2}^2 \leq \max(M_2, 1) E(t) \]
\[ |2(b_2 W_2, W_2)_{L^2}| \leq 2\|b_2\|_{\infty} \|W_2\|_{L^2}^2 \leq 2\|b_2\|_{\infty} E(t) \]
\[ |2(a''W_2, V_1)_{L^2}| \leq \|a''\|_{\infty}^2 \|W_2\|_{L^2}^2 + \|V_1\|_{L^2}^2 \leq \|a''\|_{\infty}^2 E(t) + \|V_1\|_{L^2}^2 \]
\[ |2(b_2' W_2, V^0)_{L^2}| \leq 2\|b_2'\|_{\infty} \|V^0\|_{L^2}^2 \leq 2\|b_2'\|_{\infty} E(t) + 2\|V^0\|_{L^2}^2 \]
\[ |2(b_2'' W_2, V_1)_{L^2}| \leq 2\|b_2''\|_{\infty} \|W_2\|_{L^2}^2 + 2\|V_1\|_{L^2}^2 \leq 2\|b_2''\|_{\infty} E(t) + 2\|V_1\|_{L^2}^2 \]
\[ |2(b_2' W_2, V_2)_{L^2}| \leq 2\|b_2'\|_{\infty} \|V_2\|_{L^2}^2 \]
\[ |2(b_2'' W_2, U^0)_{L^2}| \leq \|b_2''\|_{\infty}^2 \|W_2\|_{L^2}^2 + \|U^0\|_{L^2}^2 \leq \|b_2''\|_{\infty}^2 E(t) + \|U^0\|_{L^2}^2 \]
\[ |2(b_2'' W_2, U_1)_{L^2}| \leq \|b_2''\|_{\infty}^2 E(t) + \|U_1\|_{L^2}^2 \]
\[ |2(b_2'' W_2, U_2)_{L^2}| \leq \|b_2''\|_{\infty} E(t) + \|U_2\|_{L^2}^2 \]
\[ |2(W_2, f_{xx})_{L^2}| \leq \|W_2\|_{L^2}^2 + \|f_{xx}\|_{L^2}^2 \leq E(t) + \|f_{xx}\|_{L^2}^2 \]

Therefore,

\[
\frac{dE(t)}{dt} \leq 3\|V_1\|_{L^2}^2 + 2\|V^0\|_{L^2}^2 + 2\|V_2\|_{L^2}^2 + \|U^0\|_{L^2}^2 + \|U_1\|_{L^2}^2 + \|U_2\|_{L^2}^2 + \|f_{xx}\|_{L^2}^2 \tag{15}
\]

\[ + \max(2\|a''\|_{\infty}, M_2, (1 + \|b_3\|_{\infty}), 2\|b_2\|_{\infty}, \|a''\|_{\infty}^2, 2\|b_2'\|_{\infty}^2, \|b_2''\|_{\infty}^2, \|b_1'\|_{\infty}^2, \|b_2'\|_{\infty}^2, \|b_2''\|_{\infty}^2, \|b_3\|_{\infty}^2) E(t). \]

From estimates (9), (13), and (14), we get

\[
2\|V^0\|_{L^2}^2 + 2\|V_2\|_{L^2}^2 + \|U^0\|_{L^2}^2 + \|U_1\|_{L^2}^2 + \|U_2\|_{L^2}^2 \tag{16}
\]

\[ \leq C_4 \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{H^1}^2 \, ds \right) \]

where \( C_4 > 0 \) depends linearly on \( T, \|a\|_{\infty}, \|b_1'\|_{\infty}, \|b_2'\|_{\infty}, \|b_3\|_{\infty} \) and exponentially on \( T, \|b_2\|_{\infty}, \|b_3\|_{\infty}, \|b_1'\|_{\infty}, \|b_2'\|_{\infty}, \|b_2''\|_{\infty} \). It remains to estimate \( 3\|V_1\|_{L^2}^2 \). Since \( \partial_t V_1 = W_2 \) we can write

\[
3\|V_1\|_{L^2}^2 \leq 3 \left( \int_0^t \|\partial_t V_1(s)\|_{L^2}^2 + V_1(0) \right)^2 \leq 6 \left( \int_0^t \|\partial_t V_1(s)\|_{L^2}^2 + 6\|V_1(0)\|_{L^2}^2 \right) \tag{17}
\]

\[ \leq 6 \left( \int_0^t \|W_2(s)\|_{L^2}^2 \, ds \right)^2 + 6\|V_1(0)\|_{L^2}^2 \leq 6t \int_0^t \|W_2(s)\|_{L^2}^2 \, ds + 6\|V_1(0)\|_{L^2}^2 \]

\[ \leq 6T \int_0^t E(s) \, ds + 6\|g_0\|_{H^2}^2. \]
Combining (16) with (17), we rewrite (15) as
\[
\frac{dE(t)}{dt} \leq 6T \int_0^t E(s) \, ds + \max(6, C_4) \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{H^1}^2 \, ds \right) + \|f_{xx}\|_{L^2}^2
\]
\[+ \max(2\|a''\|_{\infty}, M_2, (1 + \|b_3\|_{\infty}), 2\|b_2\|_{\infty}, \|a''\|_{\infty}^2, 2\|b_1\|_{\infty}^2, 2\|b_2'\|_{\infty}^2, 2\|b_2''\|_{\infty}^2, 2\|b_3''\|_{\infty}^2, 2\|b_3''\|_{\infty}^2, 2\|b_3''\|_{\infty}^2) E(t). \]

By Lemma 2.1, we conclude that there exists a constant $C_5 > 0$, depending exponentially on $T$, $\|a''\|_{\infty}, M_2, \|b_2\|_{\infty}, \|b_3\|_{\infty}, \|a''\|_{\infty}^2, \|b_1\|_{\infty}^2, \|b_2'\|_{\infty}^2, \|b_2''\|_{\infty}^2, \|b_3''\|_{\infty}^2$ and $\|b_3''\|_{\infty}^2$, such that
\[
\|W^0\|_{L^2}^2 + \|W_2\|_{L^2}^2 \leq E(t)
\]
\[\leq C_5 \left( E(0) + \int_0^t \max(6, C_4) \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(r)\|_{H^1}^2 \, dr \right) + \|f_{xx}(s)\|_{L^2}^2 \, ds \right)
\]
\[\leq C_5 \max(6, C_4) \left( E(0) + T \int_0^t \|f(s)\|_{H^1}^2 \, ds + \int_0^t \|f_{xx}(s)\|_{L^2}^2 \, ds + T \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 \right) \right)
\]
\[\leq C_5 \max(6, C_4) \left( E(0) + T \int_0^t \|f(s)\|_{H^2}^2 \, ds + T \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 \right) \right)
\]
\[\leq C_5 \max(6, C_4) \left( \|W^0(0)\|_{L^2}^2 + \|a\|_{\infty} \|W_1(0)\|_{L^2}^2 + \|W_2(0)\|_{L^2}^2 + T \int_0^t \|f(s)\|_{H^2}^2 \, ds \right)
\]
\[+ T \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 \right)
\]
\[\leq C_5 \max(6, C_4, T, \|a\|_{\infty}) \left( \|g_0\|_{H^3}^2 + \|g_1\|_{H^2}^2 + \int_0^t \|f(s)\|_{H^2}^2 \, ds \right)
\]
\[= C_5' \left( \|g_0\|_{H^3}^2 + \|g_1\|_{H^2}^2 + \int_0^t \|f(s)\|_{H^2}^2 \, ds \right).
\]

Note that the constant $C_5'$ depends linearly on $T, \|a\|_{\infty}, \|b_1\|_{\infty}^2, \|b_2'\|_{\infty}^2, \|b_2''\|_{\infty}^2$ and exponentially on $T, \|a''\|_{\infty}, M_2, \|b_2\|_{\infty}, \|b_3\|_{\infty}, \|a''\|_{\infty}^2, \|b_1\|_{\infty}^2, \|b_2'\|_{\infty}^2, \|b_2''\|_{\infty}^2, \|b_3''\|_{\infty}^2, \|b_3''\|_{\infty}^2, \|b_3''\|_{\infty}^2$ and $\|b_3''\|_{\infty}^2$. Noting that $W^0 = V_1$, we have that
\[
\|V_1(t)\|_{L^2}^2 \leq C_5' \left( \|g_0\|_{H^3}^2 + \|g_1\|_{H^2}^2 + \int_0^t \|f(s)\|_{H^2}^2 \, ds \right).
\]

## 2.3 Sobolev Estimates

Bringing everything together, we have proven that if $U$ is a solution of the Cauchy problem
\[
\partial_t U = A\partial_x U + F,
\]
\[U(0, x) = (g_0, g_0', g_1)^T,
\]
then \(\|U_1(t)\|_L^2\) is bounded by

\[
C_3 \max(\|a\|_\infty, C_2 T \|b_2\|_{\infty}^2, C_2 T \|b_3\|_{\infty}^2, 1, 2T \|b_1\|_{\infty}^2) \\
\times \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{H^1}^2 ds \right)
\]

and

\[
\|U^0(t)\|_L^2 + \|U_2(t)\|_L^2 \leq C_2 \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{H^1}^2 ds \right).
\]

It follows that

\[
\|U(t)\|_{L^2}^2 \leq A_0 \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{H^1}^2 ds \right)
\]

where \(A_0\) depends linearly on \(T, \|a\|_\infty, \|b_1\|_{\infty}^2, \|b_2\|_{\infty}^2, \|b_3\|_{\infty}^2\) and exponentially on \(T, M_2, \|a''\|_\infty, \|b_1'\|_{\infty}^2, \|b_2\|_\infty, \|b_3\|_\infty\).

Passing now to the system in \(V\) we have proven that

\[
\|V_1(t)\|_L^2 \leq C_5 \left( \|g_0\|_{H^3}^2 + \|g_1\|_{H^2}^2 + \int_0^t \|f(s)\|_{H^2}^2 ds \right),
\]

\[
\|V^0(t)\|_L^2 + \|V_2(t)\|_L^2 \leq C_3 \max(\|a\|_\infty, C_2 T \|b_2\|_{\infty}^2, C_2 T \|b_3\|_{\infty}^2, 1, 2T \|b_1\|_{\infty}^2) \\
\times \left( \|g_0\|_{H^2}^2 + \|g_1\|_{H^1}^2 + \int_0^t \|f(s)\|_{H^1}^2 ds \right),
\]

and therefore there exists a constant \(A_1 > 0\), depending linearly on \(T, \|a\|_\infty, \|b_1'\|_{\infty}^2, \|b_2'\|_{\infty}^2, \|b_3'\|_{\infty}^2\) and exponentially on \(T, M_2, \|a''\|_\infty, \|a''\|_{\infty}^2, \|b_2\|_\infty, \|b_3\|_\infty, \|b_1''\|_{\infty}^2, \|b_2''\|_{\infty}^2, \|b_3''\|_{\infty}^2\), such that

\[
\|U(t)\|_{H^1} \leq A_1 \left( \|g_0\|_{H^3}^2 + \|g_1\|_{H^2}^2 + \int_0^t \|f(s)\|_{H^2}^2 ds \right).
\]

This immediately gives the estimates

\[
\|u(t)\|_{H^{k+1}} \leq A_k \left( \|g_0\|_{H^{k+2}}^2 + \|g_1\|_{H^{k+1}}^2 + \int_0^t \|f(s)\|_{H^{k+1}}^2 ds \right),
\]

for all \(t \in [0, T]\) and \(k = -1, 0, 1\), where \(A_k\) depends linearly on \(T^{\frac{(k+1)(2-k)}{2}}, \|a\|_\infty, \|b_1'\|_{\infty}^{(k+1)(2-k)}, \|b_2'\|_{\infty}^{(k+1)(2-k)}, \|b_3'\|_{\infty}^{(k+1)(2-k)}\) and exponentially on \(T, M_2, \|a''\|_\infty, \|a''\|_{\infty}^{k+1}, \|b_2''\|_{\infty}^{(k+1)(2-k)}\), \(\|b_2''\|_{\infty}^{(k+1)(2-k)}\), \(\|b_3''\|_{\infty}^{(k+1)(2-k)}\), \(\|b_3''\|_{\infty}^{(k+1)(2-k)}\), \(\|b_3''\|_{\infty}^{(k+1)(2-k)}\).

2.4 Conclusion

We have obtained \(H^k\)-Sobolev estimates for the Cauchy problem (4) for \(k = 0, 1, 2\), provided that \(a \geq 0\) and \(a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})\). We can obtain existence of the solution via a standard perturbation argument on the strictly hyperbolic case [18] and the proof of Theorem 2.3 and from the above estimates we can obtain uniqueness. This argument can
be iterated to obtain Sobolev estimates for every order $k$. The iteration will involve higher-order derivatives of the coefficients. More precisely, if we want to estimate the $H^k$-norm of $U(t)$ then we will derive the coefficients $a_j$ up to order $k+1$. We therefore have the following proposition.

**Proposition 2.2** Assume that $a \geq 0$ and $a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})$. Then, for all $k \in \mathbb{N}_0$ there exists a constant $C_k$ depending on $T, M_2$ and the $L^\infty$-norms of the derivatives of the coefficients up to order $k+1$ such that

$$\|U(t)\|_{H^k}^2 \leq C_k \left( \|g_0\|_{H^{k+2}}^2 + \|g_1\|_{H^{k+1}}^2 + \int_0^t \|f(s)\|_{H^{k+1}}^2 ds \right),$$

for all $t \in [0, T]$.

**2.5 Existence and Uniqueness Result**

We now prove that the Cauchy problem (4)

$$\partial_t^2 u - a(x) \partial_x^2 u + b_1(x) \partial_x u + b_2(x) \partial_t u + b_3(x) u = f(t, x), \quad t \in [0, T], \quad x \in \mathbb{R},$$

$$u(0, x) = g_0, \quad \partial_t u(0, x) = g_1,$$

is well-posed in every Sobolev space and hence in $C^\infty(\mathbb{R})$. We will use the estimate (19) which we will re-write in terms of $u$.

**Theorem 2.3** Let $a \geq 0$ and $a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})$. Assume that $g_0, g_1 \in C^\infty_c(\mathbb{R})$ and $f \in C([0, T], C^\infty_c(\mathbb{R}))$. Then, the Cauchy problem (4) is well-posed in every Sobolev space $H^k$, with $k \in \mathbb{N}_0$, and for all $k \in \mathbb{N}_0$ there exists a constant $C_k > 0$ depending on $T, M_2$ and the $L^\infty$-norms of the derivatives of the coefficients up to order $k+1$ such that

$$\|u(t)\|_{H^{k+1}}^2 \leq C_k \left( \|g_0\|_{H^{k+2}}^2 + \|g_1\|_{H^{k+1}}^2 + \int_0^t \|f(s)\|_{H^{k+1}}^2 ds \right),$$

for all $t \in [0, T]$.

**Proof**

(i) **Existence.** Assume that $f \in C([0, T], C^\infty_c(\mathbb{R}))$ and let

$$P(u) = \partial_t^2 u - a(x) \partial_x^2 u + b_1(x) \partial_x u + b_2(x) \partial_t u + b_3(x) u.$$

The strictly hyperbolic Cauchy problem

$$P_\delta(u) = \partial_t^2 u - (a(x) + \delta) \partial_x^2 u + b_1(x) \partial_x u + b_2(x) \partial_t u + b_3(x) u = f,$$

$$u(0, x) = g_0(x) \in C^\infty_c(\mathbb{R}),$$

$$\partial_t u(0, x) = g_1(x) \in C^\infty_c(\mathbb{R}),$$

has a unique solution $(u_\delta)_\delta$ defined via $(U_\delta)_\delta$, the corresponding vector. Since, we can choose the constant

$$A = A(T, M_2, \|a + \delta\|_{\infty}, \|a''\|_{\infty}, \|b_2\|_{\infty}, \|b_3\|_{\infty}, \|b_1'\|_{\infty}, \|b_2'\|_{\infty}, \|b_3'\|_{\infty}) > 0$$

 Springer
independent of $\delta \in (0, 1)$, and the same conclusion holds for the constants $C_k$ in (19) for all $k$, by the Ascoli-Arzelà Theorem one gets the compactness of the net

$$U_\delta = (U^0_\delta, U_{1,\delta}, U_{2,\delta}) \in C([0, T], H^k(\mathbb{R}))^3$$

for all $k$, when $g_0, g_1(x) \in C^\infty(\mathbb{R})$. Note that the needed estimates on $\partial_t U$ can be obtained directly from the equation. Therefore there exists a convergent subsequence in $(C([0, T], H^k(\mathbb{R})))^3$ with limit $U \in (C([0, T], H^k(\mathbb{R})))^3$ that solves the system

$$\partial_t U = A\partial_x U + BU + F,$$

$$U(0, x) = (g_0, g'_0, g_1)^T,$$

in the sense of distributions.

(ii) **Uniqueness.** The uniqueness of the solution $u$ follows immediately from the estimate (20). $\square$

As a straightforward consequence we get the following result of $C^\infty$ well-posedness which is consistent with Oleinik’s result [16]. As we have bounded coefficients, we obtain global well-posedness instead of local well-posedness.

**Corollary 2.4** Let $a \geq 0$, $a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})$ and let $f \in C([0, T], C^\infty(\mathbb{R}))$. Then the Cauchy problem (4) is $C^\infty(\mathbb{R})$ well-posed, i.e., given $g_0, g_1 \in C^\infty(\mathbb{R})$ there exists a unique solution $C^2([0, 1], C^\infty(\mathbb{R}))$ of

$$\partial^2_t u - a(x)\partial^2_x u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u = f(t, x), \quad t \in [0, T], \quad x \in \mathbb{R},$$

$$u(0, x) = g_0,$$

$$\partial_t u(0, x) = g_1.$$

Moreover, the estimate (20) holds for every $k \in \mathbb{N}_0$.

Note that one can remove the assumption of compact support on $f$ and the initial data, by the finite speed of propagation.

3 **The Inhomogeneous Wave Equation with Space-Dependent Singular Coefficients**

When dealing with singular coefficients, one can encounter equations that may not have a meaningful classical distributional solution. This is due to the well-known problem that in general it is not possible to multiply two arbitrary distributions. To handle this, the notion of a very weak solution has been introduced in [13]. In [13], the authors were looking for solutions modelled on Gevrey spaces. However, in this paper we will instead prove Sobolev well-posedness. This motivates the introduction of very weak solutions of Sobolev type.

3.1 **Very Weak Solutions of Sobolev Type**

In the sequel, let $\varphi$ be a mollifier ($\varphi \in C^\infty_c(\mathbb{R}^n)$, $\varphi \geq 0$ with $\int \varphi = 1$) and let $\omega(\varepsilon)$ a positive net converging to 0 as $\varepsilon \to 0$. Let $\varphi_{\omega(\varepsilon)}(x) = \omega(\varepsilon)^{-n}\varphi(x/\omega(\varepsilon))$. $K \subseteq \mathbb{R}^n$ stands for $K$ is a compact subset of $\mathbb{R}^n$. We are now ready to introduce the concepts of $H^k$-moderate and $H^k$-negligible nets.
Definition 3.1

(i) A net \((v_\varepsilon)_\varepsilon \in H^k(\mathbb{R}^n)^{(0,1)}\) is \(H^k\)-moderate if there exist \(N \in \mathbb{N}_0\) and \(c > 0\) such that
\[
\|v_\varepsilon(x)\|_{H^k(\mathbb{R}^n)} \leq c\varepsilon^{-N},
\]
uniformly in \(\varepsilon \in (0,1]\).

(ii) A net \((v_\varepsilon)_\varepsilon \in H^k(\mathbb{R}^n)^{(0,1)}\) is \(H^k\)-negligible if for all \(q \in \mathbb{N}_0\) there exists \(c > 0\) such that
\[
\|v_\varepsilon(x)\|_{H^k(\mathbb{R}^n)} \leq c\varepsilon^q,
\]
uniformly in \(\varepsilon \in (0,1]\).

Since we will only be considering nets of \(H^k\) functions, we can simply use the expressions moderate net and negligible net and drop the \(H^k\)-suffix. Note that Biagioni and Oberguggenberger introduced in [2] spaces of generalised functions generated by nets in \(H^\infty(\mathbb{R}^n)^{(0,1)}\). As a consequence, their notion of moderateness and negligibility involves derivatives of any order.

Analogously, by considering \(C^\infty([0,T]; H^k(\mathbb{R}^n))^{(0,1)}\) instead of \(H^k(\mathbb{R}^n)^{(0,1)}\), we formulate the following definition.

Definition 3.2

(i) A net \((v_\varepsilon)_\varepsilon \in C^\infty([0,T]; H^k(\mathbb{R}^n))^{(0,1)}\) is moderate if for all \(l \in \mathbb{N}_0\) there exist \(N \in \mathbb{N}_0\) and \(c > 0\) such that
\[
\|\partial^l v_\varepsilon(t, \cdot)\|_{H^k(\mathbb{R}^n)} \leq c\varepsilon^{-N},
\]
uniformly in \(t \in [0,T]\) and \(\varepsilon \in (0,1]\).

(ii) A net \((v_\varepsilon)_\varepsilon \in C^\infty([0,T]; H^k(\mathbb{R}^n))^{(0,1)}\) is negligible if for all \(l \in \mathbb{N}_0\) and \(q \in \mathbb{N}_0\) there exists \(c > 0\) such that
\[
\|\partial^l v_\varepsilon(t, \cdot)\|_{H^k(\mathbb{R}^n)} \leq c\varepsilon^q,
\]
uniformly in \(t \in [0,T]\) and \(\varepsilon \in (0,1]\).

In order to introduce the notion of a very weak solution for the Cauchy problem (1),
\[
\partial_t^2 u - a(x)\partial_x^2 u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u = f(t,x), \quad t \in [0,T], \ x \in \mathbb{R},
\]
\[
u(0,x) = g_0, \quad \partial_t u(0,x) = g_1,
\]
where \(a \geq 0\) and in general all coefficients, initial data and right-hand side are compactly supported distributions, we need some preliminary work on how to regularise our equation. We will provide estimates in terms of \(L^\infty\)- as well as \(L^2\)-norm and we will focus on coefficients and initial data in \(L^\infty(\mathbb{R}^n), \mathcal{E}'(\mathbb{R}^n)\) and \(B^\infty(\mathbb{R}^n)\).

Proposition 3.3 Let \(\varphi\) be a mollifier and \(\omega(\varepsilon)\) a positive function converging to 0 as \(\varepsilon \to 0\).

(i) If \(v \in L^\infty(\mathbb{R}^n)\), then \(\forall \varepsilon \in (0,1), \ v \ast \varphi(\varepsilon) \in B^\infty(\mathbb{R}^n)\) and
\[
\forall \alpha \in \mathbb{N}_0^n, \ \|\partial^\alpha (v \ast \varphi(\varepsilon))\|_\infty \leq \omega(\varepsilon)^{-|\alpha|}\|v\|_\infty\|\partial^\alpha \varphi\|_{L^1}.\]
(ii) If $v \in \mathcal{E}'(\mathbb{R}^n)$, then $\forall \varepsilon \in (0, 1)$, $v * \varphi_{\omega(\varepsilon)} \in B^\infty(\mathbb{R}^n)$ and

$$\forall \alpha \in \mathbb{N}_0^n, \|\partial^\alpha (v * \varphi_{\omega(\varepsilon)})\|_{\infty} \leq \omega(\varepsilon)^{-|\alpha|-m} \sum_{|\beta| \leq m} \|g_\beta\|_{\infty} \|\partial^{\alpha + \beta} \varphi\|_{L^1},$$

where $m \in \mathbb{N}_0$ and $g_\beta \in C_c(\mathbb{R}^n)$ come from the structure of $v$.

(iii) If $v \in B^\infty(\mathbb{R}^n)$, then $\forall \varepsilon \in (0, 1)$, $v * \varphi_{\omega(\varepsilon)} \in B^\infty(\mathbb{R}^n)$ and

$$\forall \alpha \in \mathbb{N}_0^n, \|\partial^\alpha (v * \varphi_{\omega(\varepsilon)})\|_{\infty} \leq \|\partial^\alpha v\|_{\infty}.$$

**Proof**

(i) By the properties of convolution,

$$\|\partial^\alpha (v * \varphi_{\omega(\varepsilon)})\|_{\infty} = \|v * (\partial^\alpha \varphi_{\omega(\varepsilon)})\|_{\infty} = \omega(\varepsilon)^{-|\alpha|-n} \|v * (\partial^\alpha \varphi)\left(\cdot - \frac{\xi}{\omega(\varepsilon)}\right)\|_{\infty}$$

$$= \omega(\varepsilon)^{-|\alpha|-n} \int_{\mathbb{R}^n} v(\cdot - \xi) (\partial^\alpha \varphi)\left(\frac{\xi}{\omega(\varepsilon)}\right) \, d\xi \|_{\infty}$$

$$= \omega(\varepsilon)^{-|\alpha|} \|v\|_{\infty} \|\partial^\alpha \varphi\|_{L^1}.$$

(ii) By the structure theorem of compactly supported distributions, there exists $m \in \mathbb{N}_0$ and $g_\beta \in C_c(\mathbb{R}^n)$ such that

$$\|\partial^\alpha (v * \varphi_{\omega(\varepsilon)})\|_{\infty} = \|\sum_{|\beta| \leq m} \partial^\beta g_\beta * (\partial^\alpha \varphi_{\omega(\varepsilon)})\|_{\infty} = \sum_{|\beta| \leq m} \|\partial^\beta g_\beta * (\partial^\alpha \varphi_{\omega(\varepsilon)})\|_{\infty}$$

$$\leq \omega(\varepsilon)^{-|\alpha|-m-n} \sum_{|\beta| \leq m} \|g_\beta * (\partial^{\alpha + \beta} \varphi)\left(\cdot - \frac{\xi}{\omega(\varepsilon)}\right)\|_{\infty}$$

$$\leq \omega(\varepsilon)^{-|\alpha|-m} \sum_{|\beta| \leq m} \|g_\beta\|_{\infty} \|\partial^{\alpha + \beta} \varphi\|_{L^1}.$$

(iii) Putting the derivatives on $v$, we get

$$\|\partial^\alpha (v * \varphi_{\omega(\varepsilon)})\|_{\infty} = \|\partial^\alpha (v) * \varphi_{\omega(\varepsilon)}\|_{\infty} \leq \|\partial^\alpha v\|_{\infty} \|\varphi_{\omega(\varepsilon)}\|_{L^1}$$

$$= \|\partial^\alpha v\|_{\infty}. \square$$

By employing Theorem 2.7 in [2] we get the following result of $L^2$-moderateness, where $\varphi$ and $\omega(\varepsilon)$ are defined as above.

**Proposition 3.4** Let $w \in \mathcal{E}'(\mathbb{R}^n)$. Then, there exists $m \in \mathbb{N}_0$ and for $\beta \in \mathbb{N}_0^n$ there exists $C > 0$ such that,

$$\|\partial^\beta (w * \varphi_{\omega(\varepsilon)})\|_{L^2} \leq C \omega(\varepsilon)^{-m-|\beta|},$$

where $m$ depends on the structure of $w$. 

 Springer
Proof By the structure theorem of compactly supported distributions, there exists \( m \in \mathbb{N}_0 \) and \( w_a \in C_c(\mathbb{R}^n) \) such that \( w = \sum_{|a| \leq m} \partial^a w_a \). For \( \beta \in \mathbb{N}_n \), by Young’s inequality we get
\[
\| \partial^\beta (w * \varphi_{\omega(\varepsilon)}(x)) \|_{L^2} \leq \sum_{|a| \leq m} \| w_a \|_{L^2} \| \partial^a \varphi_{\omega(\varepsilon)} \|_{L^1} = \sum_{|a| \leq m} \| w_a \|_{L^2} \| \partial^a \varphi_{\omega(\varepsilon)} \|_{L^1} \omega(\varepsilon)^{-|a+\beta|}.
\]
\[\square\]

Note that if \( f \in C([0, T], E'(\mathbb{R}^n)) \) then the net
\[
(f(t, \cdot) * \varphi_{\omega(\varepsilon)}(x))
\]
fulfils moderate estimates with respect to \( x \) which are uniform with respect to \( t \in [0, T] \).

We now have all the needed background to go back to the Cauchy problem (1) and formulate the appropriate notion of very weak solution. We work under the assumptions that all the coefficients are distributions with compact support with a positive distribution, \( f \in C([0, T], E'(\mathbb{R})) \) and \( g_0, g_1 \in E'(\mathbb{R}) \). As a first step, by convolution with a mollifier as in Proposition 3.3, we regularise the Cauchy problem (1) and get
\[
\partial_t^2 u_\varepsilon - a_\varepsilon(x) \partial^2_x u_\varepsilon + b_{1,\varepsilon}(x) \partial_x u_\varepsilon + b_{2,\varepsilon}(x) \partial^2_t u_\varepsilon + b_{3,\varepsilon}(x) u_\varepsilon = f_\varepsilon(t, x),
\]
\[
u(0, x) = g_{0,\varepsilon}(x),
\]
\[
\partial_t u_{0,\varepsilon}(0, x) = g_{1,\varepsilon}(x),
\]
where \( t \in [0, T], x \in \mathbb{R}, a_\varepsilon = a * \varphi_{\omega(\varepsilon)}, b_{1,\varepsilon} = b_1 * \varphi_{\omega(\varepsilon)}, b_{2,\varepsilon} = b_2 * \varphi_{\omega(\varepsilon)}, b_{3,\varepsilon} = b_3 * \varphi_{\omega(\varepsilon)}, f_\varepsilon(t, x) = f(t, \cdot) * \varphi_{\omega(\varepsilon)}(x), g_{0,\varepsilon} = g_0 * \varphi_{\omega(\varepsilon)} \) and \( g_{1,\varepsilon} = g_1 * \varphi_{\omega(\varepsilon)} \). We also assume that the regularised nets are real-valued (easily obtained with our choice of mollifiers).

We also impose the Levi condition
\[
b_{1,\varepsilon}(x)^2 \leq M_{2,\varepsilon} a_\varepsilon(x).
\]

This will guarantee that the regularised Cauchy problem above has a net of smooth solutions \((u_\varepsilon)_{\varepsilon}\).

**Definition 3.5** The net of solutions \( u_\varepsilon(t, x) \) is a very weak solution of Sobolev order \( k \) of the Cauchy problem (1) if there exist \( N \in \mathbb{N}_0 \) and \( c > 0 \) such that
\[
\| u_\varepsilon(t, \cdot) \|_{H^k(\mathbb{R})} \leq c \varepsilon^{-N},
\]
for all \( t \in [0, T] \) and \( \varepsilon \in (0, 1] \).

In other words, the Cauchy problem (1) has a very weak solution of order \( k \) if there exist moderate regularisations of coefficients, right-hand side and initial data such that the corresponding net of solutions \((u_\varepsilon)_{\varepsilon}\) is Sobolev moderate of order \( k \). This definition is in line with the one introduced in [13] but moderateness is measured in terms of Sobolev norms rather than \( C^\infty \)-seminorms.

**Remark 3.6** Uniqueness of very weak solutions is formulated, as for algebras of generalised functions, in terms of negligible nets. Namely, we say that the Cauchy Problem (1) is very weakly well-posed if a very weak solution exists and it is unique modulo negligible nets. We will discuss this more in details later in the paper.
3.2 Existence of a Very Weak Solution

In this subsection we want to understand which regularisations entail the existence of a very weak solution.

By using the transformation,

\[ U_\varepsilon = (U_\varepsilon^0, U_{1,\varepsilon}, U_{2,\varepsilon})^T = (u_\varepsilon, \partial_x u_\varepsilon, \partial_t u_\varepsilon)^T, \]

we can rewrite the above Cauchy problem as

\[ \partial_t U_\varepsilon = A_\varepsilon \partial_x U_\varepsilon + B_\varepsilon U_\varepsilon + F_\varepsilon, \]

\[ U_\varepsilon(0, x) = (g_{0,\varepsilon}, g'_{0,\varepsilon}, g_{1,\varepsilon})^T, \]

where

\[ A = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & a_\varepsilon & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -b_{3,\varepsilon} & -b_{1,\varepsilon} & -b_{2,\varepsilon} \end{pmatrix} \quad \text{and} \quad F = \begin{pmatrix} 0 \\ 0 \\ f_\varepsilon \end{pmatrix}. \]

The symmetriser of the matrix \( A \) is

\[ Q_\varepsilon = \begin{pmatrix} 1 & 0 & 0 \\ 0 & a_\varepsilon & 0 \\ 0 & 0 & 1 \end{pmatrix}, \]

and the energy is defined as follows:

\[ E_\varepsilon(t) = (Q_\varepsilon U_\varepsilon, U_\varepsilon)_{L^2} = \|U_\varepsilon^0\|^2_{L^2} + (a_\varepsilon U_{1,\varepsilon}, U_{1,\varepsilon})_{L^2} + \|U_{2,\varepsilon}\|^2_{L^2}. \]

Note that since both \( a \) and \( \varphi_\varepsilon \) are non-negative we have that \( a_\varepsilon \geq 0 \) and therefore the bound from below

\[ \|U_\varepsilon^0\|^2_{L^2} + \|U_{2,\varepsilon}\|^2_{L^2} \leq E_\varepsilon(t) \]

holds. By arguing as in Sect. 2 we arrive at

\[ \frac{dE_\varepsilon(t)}{dt} = -((Q_\varepsilon A_\varepsilon)' U_\varepsilon, U_\varepsilon)_{L^2} + ((Q_\varepsilon B_\varepsilon + B_\varepsilon^* Q_\varepsilon) U_\varepsilon, U_\varepsilon)_{L^2} + 2(Q_\varepsilon U_\varepsilon, F_\varepsilon)_{L^2}. \quad (27) \]

Estimating the right-hand side of (27) requires Glaeser’s inequality. However, since we are working with nets, we have that

\[ |a_\varepsilon'(x)|^2 \leq 2M_{1,\varepsilon} a_\varepsilon(x), \]

where

\[ M_{1,\varepsilon} = \|a_\varepsilon''\|_{L^\infty}. \]

Hence,

\[ ((Q_\varepsilon A_\varepsilon)' U_\varepsilon, U_\varepsilon)_{L^2} = 2(a_\varepsilon' U_{1,\varepsilon}, U_{2,\varepsilon})_{L^2} \leq 2\|a_\varepsilon' U_{1,\varepsilon}\|_{L^2} \|U_{2,\varepsilon}\|_{L^2} \]

\[ \leq \|a_\varepsilon' U_{1,\varepsilon}\|^2_{L^2} + \|U_{2,\varepsilon}\|^2_{L^2} \leq 2M_{1,\varepsilon} (a_\varepsilon U_{1,\varepsilon}, U_{1,\varepsilon})_{L^2} + \|U_{2,\varepsilon}\|^2_{L^2} \quad (28) \]
\[ \leq \max(2M_{1,\varepsilon}, 1) E_\varepsilon(t). \]

Making use of the Levi condition (26),
\[ b_{1,\varepsilon}(x)^2 \leq M_{2,\varepsilon} a_\varepsilon(x), \]
arguing as in Sect. 2 we obtain
\[
((Q_\varepsilon B_\varepsilon + B_\varepsilon^* Q_\varepsilon)U_\varepsilon, U_\varepsilon)_{L^2} \leq \max(M_{2,\varepsilon}, 1 + \|b_{3,\varepsilon}\|_\infty, 1 + 2\|b_{2,\varepsilon}\|_\infty, 2 + 2\|b_{2,\varepsilon}\|_\infty + \|b_{3,\varepsilon}\|_\infty) E_\varepsilon(t). \tag{29}
\]

Lastly,
\[
2(Q_\varepsilon U_\varepsilon, F_\varepsilon)_{L^2} = 2(U_{2,\varepsilon}, f_\varepsilon)_{L^2} \leq 2\|U_{2,\varepsilon}\|_{L^2} \|f_\varepsilon\|_{L^2} \leq \|U_{2,\varepsilon}\|_{L^2}^2 + \|f_\varepsilon\|_{L^2}^2 \leq E_\varepsilon(t) + \|f_\varepsilon\|_{L^2}. \tag{30}
\]

Therefore from (28), (29), and (30), we obtain
\[
\frac{dE_\varepsilon}{dt} \leq c_\varepsilon E_\varepsilon(t) + \|f_\varepsilon\|_{L^2},
\]
where
\[
c_\varepsilon = \max(2M_{1,\varepsilon} + 1 + M_{2,\varepsilon}, 2M_{1,\varepsilon} + 3 + 2\|b_{2,\varepsilon}\|_\infty + \|b_{3,\varepsilon}\|_\infty, 2 + M_{2,\varepsilon}, 4 + 2\|b_{2,\varepsilon}\|_\infty + \|b_{3,\varepsilon}\|_\infty). \tag{31}
\]

Applying Grönwall’s lemma and using the bound from below for the energy, we obtain the estimate following estimate
\[
\|U_\varepsilon(t)\|_{L^2}^2 \leq C_\varepsilon \left( \|g_{0,\varepsilon}\|_{H^1}^2 + \|g_{1,\varepsilon}\|_{L^2}^2 + \int_0^t \|f_\varepsilon(x)\|_{L^2}^2 \, dx \right), \tag{31}
\]
where the constant \(C_\varepsilon\) depends linearly on \(\|a_\varepsilon\|_\infty\) and exponentially on \(T, M_{1,\varepsilon}, M_{2,\varepsilon}, \|b_{2,\varepsilon}\|_\infty\) and \(\|b_{3,\varepsilon}\|_\infty\). In particular,
\[
C_\varepsilon = e^{c_\varepsilon T} \max(\|a_\varepsilon\|_\infty, 1) = e^{\max(2M_{1,\varepsilon} + 1 + M_{2,\varepsilon}, 2M_{1,\varepsilon} + 3 + 2\|b_{2,\varepsilon}\|_\infty + \|b_{3,\varepsilon}\|_\infty, 2 + M_{2,\varepsilon}, 4 + 2\|b_{2,\varepsilon}\|_\infty + \|b_{3,\varepsilon}\|_\infty)T} \max(\|a_\varepsilon\|_\infty, 1). \tag{32}
\]

By looking at the estimate above it is natural to formulate three different cases for the coefficients.

- **Case 1:** the coefficients \(a, b_1, b_2, b_3 \in L^\infty(\mathbb{R})\) and \(a(x) \geq 0\) for all \(x \in \mathbb{R}\).
- **Case 2:** the coefficients \(a, b_1, b_2, b_3 \in E'(\mathbb{R})\) and \(a \geq 0\).
- **Case 3:** the coefficients \(a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})\) and \(a(x) \geq 0\) for all \(x \in \mathbb{R}\).

The analysis of these cases will require the following parametrised version of Glaeser’s inequality, that for the sake of completeness, we formulate in \(\mathbb{R}^n\). We recall that in \(\mathbb{R}^n\), Glaeser’s inequality is formulated as follows: If \(a \in C^2(\mathbb{R}^n), a(x) \geq 0\) for all \(x \in \mathbb{R}^n\) and
\[
\sum_{i=1}^n \|\partial^2_{x_i} a\|_{L^\infty} \leq M_1,
\]
for some constant $M_1 > 0$. Then,

$$|\partial_{x_i}a(x)|^2 \leq 2M_1 a(x),$$

for all $i = 1, \ldots, n$ and $x \in \mathbb{R}^n$.

Hence, we immediately obtained its parametrised version for $a_\varepsilon = a * \varphi_{\omega(\varepsilon)}$, where $\varphi$ be a mollifier ($\varphi \in C_c^\infty(\mathbb{R}^n)$, $\varphi \geq 0$ with $\int \varphi = 1$) and $\omega(\varepsilon)$ a positive net converging to 0 as $\varepsilon \to 0$.

**Proposition 3.7**

(i) If $a \in L^\infty(\mathbb{R}^n)$ and $a \geq 0$ then

$$|\partial_{x_i}a_\varepsilon(x)|^2 \leq 2M_{1,\varepsilon} a_\varepsilon(x),$$

for all $i = 1, \ldots, n$, $x \in \mathbb{R}^n$ and $\forall \varepsilon \in (0, 1)$, where

$$M_{1,\varepsilon} = \omega(\varepsilon)^{-2} \|a\|_\infty \sum_{i=1}^n \|\partial_{x_i}^2 \varphi\|_{L^1}.$$

(ii) If $a \in \mathcal{E}'(\mathbb{R}^n)$ and $a \geq 0$ then

$$|\partial_{x_i}a_\varepsilon(x)|^2 \leq 2M_{1,\varepsilon} a_\varepsilon(x),$$

for all $i = 1, \ldots, n$, $x \in \mathbb{R}^n$ and $\forall \varepsilon \in (0, 1)$, where

$$M_{1,\varepsilon} = \omega(\varepsilon)^{-2-m} \sum_{|\beta| \leq m} \|g_{\beta}\|_\infty \sum_{|\alpha|=2} \|\partial^{\alpha + \beta} \varphi\|_{L^1}$$

and $m \in \mathbb{N}_0$ and $g_{\beta} \in C_c(\mathbb{R}^n)$ come from the structure of $a$.

(iii) If $a \in B^\infty(\mathbb{R}^n)$ and $a \geq 0$ then

$$|\partial_{x_i}a_\varepsilon(x)|^2 \leq 2M_1 a_\varepsilon(x),$$

for all $i = 1, \ldots, n$, $x \in \mathbb{R}^n$ and $\forall \varepsilon \in (0, 1)$, where $M_1 = \sum_{i=1}^n \|\partial_{x_i}^2 a\|_\infty$.

In the rest of this section we will analyse the three different cases above and prove the existence of a very weak solution. In the sequel we say that $\omega(\varepsilon)^{-1}$ is a scale of logarithmic type if $\omega(\varepsilon)^{-1} \ll \ln(\varepsilon^{-1})$. In the different cases below we will precisely state which kind of net is required to get the desired moderateness estimates for the solution $(u_\varepsilon)_\varepsilon$.

### 3.3 Case 1

We assume that our coefficients $a, b_1, b_2, b_3 \in L^\infty(\mathbb{R})$ and $a(x) \geq 0$ for all $x \in \mathbb{R}$. From Proposition 3.7 (i), $M_{1,\varepsilon} = \omega(\varepsilon)^{-2} \|a\|_\infty \|\partial^2 \varphi\|_{L^1}$ and $\|a_\varepsilon\|_\infty \leq \|a\|_\infty$, $\|b_{2,\varepsilon}\|_\infty \leq \|b_2\|_\infty$, $\|b_{3,\varepsilon}\|_\infty \leq \|b_3\|_\infty$ from Proposition 3.3 (i). The above calculations in combination with (32), (31) and Proposition 3.4 show that we have proven the following theorem.
Theorem 3.8 Let us consider the Cauchy problem
\[
\partial_t^2 u - a(x)\partial_x^2 u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u = f(t, x),
\]
\[
u(0, x) = g_0, \quad \partial_t u(0, x) = g_1,
\]
where \( t \in [0, T], x \in \mathbb{R} \). Assume the following set of hypotheses (Case 1):

(i) the coefficients \( a, b_1, b_2, b_3 \in L^\infty(\mathbb{R}) \) and \( a(x) \geq 0 \) for all \( x \in \mathbb{R} \),
(ii) \( f \in C([0, T], \mathcal{E}'(\mathbb{R})) \),
(iii) \( g_0, g_1 \in \mathcal{E}'(\mathbb{R}) \).

If we regularise
\[
a_\varepsilon = a * \varphi_{\omega(\varepsilon)}, \quad b_{1,\varepsilon} = b_1 * \varphi_{\varepsilon}, \quad b_{2,\varepsilon} = b_2 * \varphi_{\varepsilon}, \quad b_{3,\varepsilon} = b_3 * \varphi_{\varepsilon},
\]
\[
f_{\varepsilon} = f(t, \cdot) * \varphi_{\varepsilon}, \quad g_{0,\varepsilon} = g_0 * \varphi_{\varepsilon}, \quad g_{1,\varepsilon} = g_1 * \varphi_{\varepsilon},
\]
where \( \omega(\varepsilon)^{-2} \) is a scale of logarithmic type and the following Levi condition
\[
b_{1,\varepsilon}(x)^2 \leq \ln(\varepsilon^{-1})a_\varepsilon(x),
\]
is fulfilled for \( \varepsilon \in (0, 1) \), then the Cauchy problem has a very weak solution of Sobolev order 0.

3.4 Case 2

We assume that our coefficients \( a, b_1, b_2, b_3 \in \mathcal{E}'(\mathbb{R}) \) and \( a \geq 0 \). From Proposition 3.7 (ii),
\[
M_{1,\varepsilon} = \omega(\varepsilon)^{-2-m_a} \sum_{\beta \leq m_a} \|g_{a,\beta}\|_\infty \|\partial^{\beta+2}\varphi\|_{L^1},
\]
where \( m_a \in \mathbb{N}_0 \) and \( g_{a,\beta} \in C(\mathbb{R}) \) come from the structure of \( a \). Analogously, from Proposition 3.3 (ii),
\[
\|a_\varepsilon\|_\infty \leq \omega(\varepsilon)^{-m_a} \sum_{\beta \leq m_a} \|g_{a,\beta}\|_\infty \|\partial^{\beta}\varphi\|_{L^1},
\]
\[
\|b_{1,\varepsilon}\|_\infty \leq \omega(\varepsilon)^{-m_{b_1}} \sum_{\beta \leq m_{b_1}} \|g_{b_{1,\beta}}\|_\infty \|\partial^{\beta}\varphi\|_{L^1},
\]
\[
\|b_{2,\varepsilon}\|_\infty \leq \omega(\varepsilon)^{-m_{b_2}} \sum_{\beta \leq m_{b_2}} \|g_{b_{2,\beta}}\|_\infty \|\partial^{\beta}\varphi\|_{L^1},
\]
\[
\|b_{3,\varepsilon}\|_\infty \leq \omega(\varepsilon)^{-m_{b_3}} \sum_{\beta \leq m_{b_3}} \|g_{b_{3,\beta}}\|_\infty \|\partial^{\beta}\varphi\|_{L^1}.
\]
The above calculations in combination with (32), (31) and Proposition 3.4 show that we have proven the following theorem.

Theorem 3.9 Let us consider the Cauchy problem
\[
\partial_t^2 u - a(x)\partial_x^2 u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u = f(t, x),
\]
\[
u(0, x) = g_0, \quad \partial_t u(0, x) = g_1,
\]
where \( t \in [0, T], x \in \mathbb{R} \). Assume the following set of hypotheses (Case 2):

(i) the coefficients \( a, b_1, b_2, b_3 \in \mathcal{E}'(\mathbb{R}) \) and \( a \geq 0 \),
(ii) \( f \in C([0, T], \mathcal{E}'(\mathbb{R})) \),
(iii) \( g_0, g_1 \in \mathcal{E}'(\mathbb{R}) \).

If we regularise
\[
a_\varepsilon = a * \varphi_{\omega(\varepsilon)}, \quad b_{1,\varepsilon} = b_1 * \varphi_{\varepsilon}, \quad b_{2,\varepsilon} = b_2 * \varphi_{\varepsilon}, \quad b_{3,\varepsilon} = b_3 * \varphi_{\varepsilon},
\]
\[
f_{\varepsilon} = f(t, \cdot) * \varphi_{\varepsilon}, \quad g_{0,\varepsilon} = g_0 * \varphi_{\varepsilon}, \quad g_{1,\varepsilon} = g_1 * \varphi_{\varepsilon},
\]
where $\omega(\varepsilon)^{-h}$ is a scale of logarithmic type, $h = \max\{2 + m_a, m_{b_2}, m_{b_3}\}$, and the following Levi condition

$$b_{1,\varepsilon}(x)^2 \leq \ln(\varepsilon^{-1})a_\varepsilon(x),$$

is fulfilled for $\varepsilon \in (0, 1]$, then the Cauchy problem has a very weak solution of Sobolev order 0.

### 3.5 Case 3

We assume that our coefficients $a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})$ and $a(x) \geq 0$ for all $x \in \mathbb{R}$. This corresponds to the classical case in Sect. 2.1. In the next proposition we prove that the classical Levi condition on $b_1$ can be transferred on the regularised coefficient $b_{1,\varepsilon}$.

**Proposition 3.10** Let

$$\partial^2_t u - a(x)\partial^2_x u + b_1(x)\partial_x u + b_2(x)\partial_t u + b_3(x)u = f(t,x),$$

$$u(0,x) = g_0,$$

$$\partial_t u(0,x) = g_1,$$

where $a, b_1, b_2, b_3 \in B^\infty(\mathbb{R})$ and $a \geq 0$. Suppose the Levi condition

$$b_1(x)^2 \leq M_2 a(x),$$

holds for some $M_2 > 0$. Then the Levi condition also holds for $b_{1,\varepsilon}$, i.e.,

$$b_{1,\varepsilon}(x)^2 \leq M_2 a_\varepsilon(x),$$

for some constant $M_2$, independent of $\varepsilon$.

**Proof** We begin by writing

$$b_{1,\varepsilon}(x)^2 = \left| \int_{\text{supp}\varphi_{\omega(\varepsilon)}} b_1(x - \xi)\varphi_{\omega(\varepsilon)}(\xi)d\xi \right|^2 \leq \left( \int_{\text{supp}\varphi_{\omega(\varepsilon)}} |b_1(x - \xi)|\varphi_{\omega(\varepsilon)}(\xi)d\xi \right)^2$$

$$\leq \left( \int_{\text{supp}\varphi_{\omega(\varepsilon)}} M_2^{\frac{1}{2}} a^\frac{1}{2}(x - \xi)\varphi_{\omega(\varepsilon)}(\xi)d\xi \right)^2$$

$$\leq \mu(\text{supp}\varphi_{\omega(\varepsilon)}) \int_{\text{supp}\varphi_{\omega(\varepsilon)}} M_2 a(x - \xi)\varphi_{\omega(\varepsilon)}(\xi)^2d\xi$$

where in the last step we used Hölder’s inequality. The right-hand side of (35) can be estimated by

$$= \omega(\varepsilon)CM_2 \int_{\text{supp}\varphi_{\omega(\varepsilon)}} a(x - \xi)\varphi_{\omega(\varepsilon)}(\xi)^2d\xi$$
\[ = \omega(\varepsilon) CM_2 \int_{\text{supp}(\varphi_{\omega(\varepsilon)})} a(x - \xi) \varphi_{\omega(\varepsilon)}(\xi) \frac{1}{\omega(\varepsilon)} \varphi \left( \frac{\xi}{\omega(\varepsilon)} \right) d\xi \]
\[ \leq CM_2 \int_{\text{supp}(\varphi_{\omega(\varepsilon)})} a(x - \xi) \varphi_{\omega(\varepsilon)}(\xi) \tilde{C} d\xi = \tilde{M}_2 a \ast \varphi_{\omega(\varepsilon)}(x) = \tilde{M}_2 a_\varepsilon(x), \]

for some constant \( C > 0 \) independent of \( \varepsilon \).

From Proposition 3.7 (iii), \( M_1 = \| \partial^2 a \|_\infty \) and \( \| a_\varepsilon \|_\infty \leq \| a \|_\infty \), \( \| b_{2,\varepsilon} \|_\infty \leq \| b_2 \|_\infty \) from Proposition 3.3 (iii). The above calculations in combination with (32), (31), Proposition 3.4 and Proposition 3.10 show that we have proven the following theorem.

**Theorem 3.11** Let us consider the Cauchy problem
\[
\partial_t^2 u - a(x) \partial_x^2 u + b_1(x) \partial_x u + b_2(x) \partial_t u + b_3(x) u = f(t,x), \quad t \in [0, T], x \in \mathbb{R},
\]
\[
u(0,x) = g_0, \quad \partial_t u(0,x) = g_1,
\]
where \( t \in [0, T], x \in \mathbb{R} \). Assume the following set of hypotheses (Case 3):
(i) the coefficients \( a, b_1, b_2, b_3 \in B^\infty(\mathbb{R}) \) and \( a(x) \geq 0 \) for all \( x \in \mathbb{R} \),
(ii) \( f \in C([0, T], C^\infty_c(\mathbb{R})) \),
(iii) \( g_0, g_1 \in C^\infty_c(\mathbb{R}) \),
and that the Levi condition \( b_1(x)^2 \leq M_2 a(x) \) holds uniformly in \( x \). If we regularise
\[ a_\varepsilon = a \ast \varphi_\varepsilon, \quad b_{1,\varepsilon} = b_1 \ast \varphi_\varepsilon, \quad b_{2,\varepsilon} = b_2 \ast \varphi_\varepsilon, \quad b_{3,\varepsilon} = b_3 \ast \varphi_\varepsilon, \]
\[ f_\varepsilon = f(t, \cdot) \ast \varphi_\varepsilon, \quad g_{0,\varepsilon} = g_0 \ast \varphi_\varepsilon, \quad g_{1,\varepsilon} = g_1 \ast \varphi_\varepsilon, \]
then the Cauchy problem has a very weak solution of Sobolev order 0.

Theorem 3.11 proves the existence of a very weak solution when the equation coefficients are regular. Now, we want to prove that in this case every very weak solution converges to the classical solution as \( \varepsilon \to 0 \). This result holds independently of the choice of regularisation, i.e., mollifier and scale.

**Theorem 3.12** Let
\[
\partial_t^2 u - a(x) \partial_x^2 u + b_1(x) \partial_x u + b_2(x) \partial_t u + b_3(x) u = f(t,x), \quad t \in [0, T], x \in \mathbb{R},
\]
\[
u(0,x) = g_0, \quad \partial_t u(0,x) = g_1,
\]
where \( a, b_1, b_2, b_3 \in B^\infty(\mathbb{R}) \) and \( a \geq 0 \). We also assume that all the functions involved in the system are real-valued. Let \( g_0 \) and \( g_1 \) belong to \( C^\infty_c(\mathbb{R}) \) and \( f \in C([0, T]; C^\infty_c(\mathbb{R})) \). Suppose the Levi condition
\[ b_1(x)^2 \leq M_2 a(x) \]
holds. Then, every very weak solution \((u_\varepsilon)\) of \(u\) converges in \(C([0, T], L^2(\mathbb{R}))\) as \(\varepsilon \to 0\) to the unique classical solution of the Cauchy problem (37);

**Proof** Let \(\tilde{u}\) be the classical solution. By definition we have

\[
\partial_t^2 \tilde{u} - a(x) \partial_x^2 \tilde{u} + b_1(x) \partial_x \tilde{u} + b_2(x) \partial_t \tilde{u} + b_3(x) \tilde{u} = f(t, x), \quad t \in [0, T], x \in \mathbb{R},
\]

\[
\tilde{u}(0, x) = g_0, \quad \partial_t \tilde{u}(0, x) = g_1.
\]

By the finite speed of propagation of hyperbolic equations, \(\tilde{u}\) is compactly supported with respect to \(x\). As before, we regularise (37) and by Proposition 3.10, the Levi condition also holds for the regularised coefficients with a constant independent of \(\varepsilon\). Hence, there exists a very weak solution \((u_\varepsilon)\) of \(u\) such that

\[
\partial_t^2 u_\varepsilon - a_\varepsilon(x) \partial_x^2 u_\varepsilon + b_{1,\varepsilon}(x) \partial_x u_\varepsilon + b_{2,\varepsilon}(x) \partial_t u_\varepsilon + b_{3,\varepsilon}(x) u_\varepsilon = f_\varepsilon(t, x), \quad t \in [0, T], x \in \mathbb{R},
\]

\[
u_\varepsilon(0, x) = g_{0,\varepsilon}, \quad \partial_t \nu_\varepsilon(0, x) = g_{1,\varepsilon},
\]

for regularisation of the coefficients via convolution with a mollifier as done throughout the paper. We can therefore rewrite (38) as

\[
\partial_t^2 u_\varepsilon - a_\varepsilon(x) \partial_x^2 u_\varepsilon + b_{1,\varepsilon}(x) \partial_x u_\varepsilon + b_{2,\varepsilon}(x) \partial_t u_\varepsilon + b_{3,\varepsilon}(x) u_\varepsilon = f_\varepsilon(t, x) + n_\varepsilon(t, x),
\]

\[
u_\varepsilon(0, x) = g_{0,\varepsilon}, \quad \partial_t \nu_\varepsilon(0, x) = g_{1,\varepsilon},
\]

where

\[
n_\varepsilon(x) = (f - f_\varepsilon) + (a - a_\varepsilon) \partial_x^2 u_\varepsilon - (b_{1,\varepsilon} - b_1(x)) \partial_x \tilde{u} - (b_{2,\varepsilon} - b_2(x)) \partial_t \tilde{u} - (b_{3,\varepsilon} - b_3(x)) \tilde{u},
\]

and \(n_\varepsilon \in C([0, T], L^2(\mathbb{R}))\) and converges to 0 in this space. Note that here we have used the fact that all the terms defining \(n_\varepsilon\) have \(L^2\)-norm which can be estimated by \(\varepsilon\) uniformly with respect to \(t \in [0, T]\). Hence, \(\|n_\varepsilon\|_{L^2} = O(\varepsilon)\) and \(n_\varepsilon\) converge to 0 in \(C([0, T], L^2(\mathbb{R}))\) as \(\varepsilon \to 0\). From (40) and (39) we obtain that \(\tilde{u} - u_\varepsilon\) solves the equation

\[
\partial_t^2 (\tilde{u} - u_\varepsilon) - a_\varepsilon(x) \partial_x^2 (\tilde{u} - u_\varepsilon)
\]

\[
+ b_{1,\varepsilon}(x) \partial_x (\tilde{u} - u_\varepsilon) + b_{2,\varepsilon}(x) \partial_t (\tilde{u} - u_\varepsilon) + b_{3,\varepsilon}(x) (\tilde{u} - u_\varepsilon) = n_\varepsilon(t, x),
\]

which fulfils the initial conditions

\[
(\tilde{u} - u_\varepsilon)(0, x) = g_0 - g_{0,\varepsilon}, \quad (\partial_t \tilde{u} - \partial_t u_\varepsilon)(0, x) = g_1 - g_{1,\varepsilon}.
\]

Following the energy estimates Sect. 2.1 and as in the proof of Theorem 3.11, after reduction to a system, we have an estimate of \(\|\tilde{u} - u_\varepsilon\|_{L^2}^2\) as in (31), in terms of \((\tilde{u} - u_\varepsilon)(0, x), (\partial_t \tilde{u} - \partial_t u_\varepsilon)(0, x)\) and the right-hand side \(n_\varepsilon(t, x)\). In particular, since \(g_0 - g_{0,\varepsilon}\) and \(g_1 - g_{1,\varepsilon}\)
tends to 0 in the $H^1$ and $L^2$ norm, respectively as $\varepsilon$ tends to 0, and noting that the constant $C_\varepsilon$ in (31) is independent of $\varepsilon$ in this case, we immediately get

$$\| \tilde{u} - u_\varepsilon \|_{L^2}^2 \leq C\left( \| g_0 - g_{0,\varepsilon} \|_{H^1}^2 + \| g_1 - g_{1,\varepsilon} \|_{L^2}^2 + \int_0^t \| n_\varepsilon(s) \|_{L^2}^2 ds \right).$$

Since $n_\varepsilon \to 0$ in $C([0, T], L^2(\mathbb{R}))$ as well, we conclude that $u_\varepsilon \to \tilde{u}$ in $C([0, T], L^2(\mathbb{R}))$. Note that our argument is independent of the choice of the regularisation of the coefficients and the right-hand side. $\square$

Concluding, we have proven the existence of very weak solutions of Sobolev order 0 since in the next sections we will mainly work on $L^2$-norms. However, very weak solutions of higher Sobolev order can also be obtained with a suitable choice of nets involved in the regularisation process by following the techniques developed in Sect. 2. In analogy to Sect. 7 in [3] it is immediate to see from the estimate (31) that perturbing the equation's coefficients, right-hand side and initial data with negligible nets leads to a negligible change in the solution, where with negligible we intend negligible net of Sobolev order 0. So, we can conclude that our Cauchy problem is very weakly well-posed.

4 Toy Models and Numerical Experiments

The final section of this paper is devoted to a wave equation toy model with discontinuous space-dependent coefficient. This complements the study initiated in [3] where the equation’s coefficient was depending on time only. In detail, we consider the Cauchy problem

$$\partial_t^2 u(t, x) - \partial_x (H(x) \partial_x u(t, x)) = 0, \quad t \in [0, T], \quad x \in \mathbb{R},$$

$$u(0, x) = g_0(x), \quad x \in \mathbb{R},$$

$$\partial_t u(0, x) = g_1(x), \quad x \in \mathbb{R},$$

(41)

where $g_0, g_1 \in C^\infty_c(\mathbb{R})$ and $H$ is the Heaviside function with jump at $x = 0$. Classically, we can solve this Cauchy problem piecewise to obtain the piecewise distributional solution $\bar{u}$. First for $x < 0$, then for $x > 0$ and then combining these two solutions together under the transmission conditions that $\bar{u}, \partial_x \bar{u}, H \partial_x \bar{u}$ are continuous across $x = 0$, as in [10]. Problems of this type have been investigated in [8] for a jump function between two positive constants. Here, we work with the Heaviside function which is equal to zero before the jump and then identically 1.

In the next subsection we describe how the classical piecewise distributional solution $\bar{u}$ of the Cauchy problem (41) is defined.

4.1 Classical Piecewise Distributional Solution

In the region defined by $x < 0$, our equation becomes

$$\partial_t^2 u = 0.$$

Integrating once we get $\partial_t u = g_1(x)$. Integrating once more, we get $u(t, x) = tg_1(x) + g_0(x)$. From this we obtain that $\partial_t u(t, x) = g_1(x)$ and $\partial_x u(t, x) = tg_1'(x) + g_0'(x)$. We first do a transformation into a system

$$v = w = \partial_x u, \quad v_0(x) = u_0(x) = g_1(x).$$
Note that from the equation we get that \( \partial_t v = \partial_t w = 0 \) and hence we have that \( v(t, x) = w(t, x) = g_1(x) \) for \( x < 0 \).

In the region \( x > 0 \), the equation becomes

\[
\partial^2_t u - \partial^2_x u = 0.
\]

We first do a transformation into a system

\[
v = (\partial_t - \partial_x)u, \quad w = (\partial_t + \partial_x)u,
\]

\[
v_0(x) = g_1(x) - g'_0(x), \quad w_0(x) = g_1(x) + g'_0(x).
\]

From this we can recover that

\[
\partial_t u = \frac{1}{2}(v + w), \quad \partial_x u = \frac{1}{2}(w - v).
\]

Note that the system satisfies

\[
(\partial_t + \partial_x)v = 0 \quad (\partial_t - \partial_x)w = 0
\]

\[
v(0, x) = v_0(x), \quad w(0, x) = w_0(x).
\]

We therefore have that \( v(t, x) = v_0(x - t) \) for \( x \geq t \) and \( w(t, x) = w_0(x + t) \) when \( 0 \leq x < t \) or \( x \geq t \) (i.e. \( x \geq 0 \)).

We now compare the values of \( v \) and \( w \) on both sides of \( x = 0 \). We denote by \( v_-, w_- \) and \( v_+, w_+ \) the values of \( v, w \) for \( x < 0 \) and \( x > 0 \), respectively. Using the conditions that the values of \( u_t \) and \( u_x \) should not jump across \( x = 0 \), we get that

\[
v_+ + w_+ = v_- + w_- (= 2v_- = 2w_-)
\]

\[
w_+ - v_+ = 0
\]

along \( x = 0 \). Substituting the value of \( w_+ \) and \( v_- \) we get

\[
v_+ + g_1(t) + g'_0(t) = 2g_1(0)
\]

\[
g_1(t) + g'_0(t) - v_+ = 0.
\]

Rearranging with respect to \( v_+ \), we have

\[
v_+ = 2g_1(0) - g_1(t) - g'_0(t)
\]

\[
v_+ = g_1(t) + g'_0(t).
\]

This gives us the condition

\[
g_1(t) + g'_0(t) - g_1(0) = 0. \quad (42)
\]

This condition on the initial data can also be found in [1, Sect. 2]. Concluding we get that,

\[
v(t, x) = \begin{cases} 
  g_1(x), & \text{for } x < 0, \\
  2g_1(0) - g_1(t - x) - g'_0(t - x), & \text{for } 0 \leq x < t, \\
  v_0(x - t) = g_1(x - t) - g'_0(x - t), & \text{for } x \geq t.
\end{cases}
\]
and

\[ w(t,x) = \begin{cases} g_1(x), & \text{for } x < 0, \\ g_1(x + t) + g_0'(x + t), & \text{for } x \geq 0. \end{cases} \]

Using that \( \partial_t u = \frac{v + w}{2} \), we get that

\[ u_t(t,x) = \begin{cases} g_1(x), & \text{for } x < 0, \\ \frac{1}{2}(g_0(x + t) - g_0'(t - x)) + \frac{1}{2}(g_1(x + t) - g_1(t - x)) + g_1(0), & \text{for } 0 \leq x < t, \\ \frac{1}{2}(g_0(x + t) - g_0'(x - t)) + \frac{1}{2}(g_1(x + t) + g_1(x - t)), & \text{for } x \geq t. \end{cases} \]

Note that (43) is continuous on the lines \( x = 0 \) and \( x = t \).

Integrating and using the initial conditions, we conclude that the solution of (41) for \( t \in [0, T) \) is

\[ \bar{u}(t,x) = \begin{cases} g_0(x) + tg_1(x), & \text{for } x < 0, \\ \frac{1}{2}(g_0(x + t) - g_0(t - x)) + \frac{1}{2} \int_{x-t}^{x+t} g_1(s)ds + g_0(0) + (t - x)g_1(0), & \text{for } 0 \leq x < t, \\ \frac{1}{2}(g_0(x + t) + g_0(x - t)) + \frac{1}{2} \int_{x-t}^{x+t} g_1(s)ds, & \text{for } x \geq t. \end{cases} \]

Note that (44) is continuous on the lines \( x = 0 \) and \( x = t \) and hence \( u \in C^1([0, T] \times \mathbb{R}) \). Furthermore we have that \( \bar{u}(0,x) = g_0(x) \) and \( \partial_t \bar{u}(0,x) = g_1(x) \).

The Cauchy problem (41) can also be studied via the very weak solutions approach. In the sequel, we prove that every very weak solution obtained after regularisation will recover the distributional solution \( \bar{u} \) in the limit as \( \varepsilon \to 0 \).

### 4.2 Consistency of the Very Weak Solution Approach with the Classical One

Let

\[ \partial_t^2 u_\varepsilon(t,x) - \partial_x (H_\varepsilon(x) \partial_x u_\varepsilon(t,x)) = 0, \quad t \in [0, T], x \in \mathbb{R}, \]

\[ u_\varepsilon(0,x) = g_0(x), \quad x \in \mathbb{R}, \]

\[ \partial_t u_\varepsilon(0,x) = g_1(x), \quad x \in \mathbb{R}, \]

where \( H_\varepsilon = H * \varphi_\omega(\varepsilon) \) with \( \varphi_\omega(\varepsilon)(x) = \omega(\varepsilon)^{-1} \varphi(x/\omega(\varepsilon)) \) and \( \varphi \) is a mollifier (\( \varphi \in C_\infty(\mathbb{R}^n) \), \( \varphi \geq 0 \) with \( \int \varphi = 1 \)). Assume that \( \omega(\varepsilon) \) is a positive scale with \( \omega(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \) and that the initial data belong to \( C_\infty(\mathbb{R}) \).

**Theorem 4.1** Every very weak solution of Cauchy problem (41) converges to the piecewise distributional solution \( \bar{u} \), as \( \varepsilon \to 0 \).

**Proof** Let \( (u_\varepsilon)_\varepsilon \) be a very weak solution of the Cauchy problem (41), i.e. a net of solutions of the Cauchy problem (45) which fulfills moderate \( L^2 \)-estimates. Since the initial data are compactly supported, from the finite speed of propagation, it is not restrictive to assume that \( (u_\varepsilon) \) vanishes for \( x \) outside some compact set \( K_0 \), independently of \( t \in [0, T] \) and \( \varepsilon \in (0, 1] \).
By construction we have that $u_\varepsilon \in C^\infty([0, T], C^\infty_c(\mathbb{R}))$. The rest of the proof is an easy adaptation of Proposition 6.8 in [10] and for the sake of simplicity it will not be repeated here.

4.3 Numerical Model

We conclude the paper by investigating the previous toy-model numerically. We provide numerical investigations of more singular toy-models by replacing the Heaviside coefficient with a delta of Dirac or an homogeneous distribution. Our analysis is aimed to have a better understanding of the corresponding very weak solutions as $\varepsilon \to 0$.

4.3.1 Heaviside

We solve the Cauchy problem (41) numerically using the Lax–Friedrichs method [15] after transforming it to an equivalent first-order system. We consider $t \in [0, 2]$, $x \in [-4, 4]$, and compactly supported initial conditions

$$g_0(x) = \begin{cases} -x^4(x - 1)^4(x + 1)^4, & \text{if } |x| < 1, \\ 0, & \text{if } |x| \geq 1, \end{cases}$$

$$g_1(x) = \begin{cases} 4x^4(x - 1)^4(x + 1)^4 + 4x^4(x - 1)^3(x + 1)^4 + 4x^4(x - 1)^4(x + 1)^3, & \text{if } |x| < 1, \\ 0, & \text{if } |x| \geq 1, \end{cases}$$

satisfying condition (42). For the space and time discretisation, we fix the discretisation steps $\Delta x = \Delta t = 0.0005$. For different values of $\varepsilon$, we compute the numerical solutions $u_\varepsilon$ and we compare them with the piecewise distributional solution $\bar{u}$ obtained in Sect. 4. In particular, we compute the norm $\|u_\varepsilon - \bar{u}\|_{L^2([-4, 4])}$ at $t = 2$ and show that it tends to 0 for $\varepsilon \to 0$ as in Theorem 4.1.

We consider the mollifier $\varphi_\varepsilon(x) = \frac{1}{\varepsilon} \varphi(\frac{x}{\varepsilon})$ with

$$\varphi(x) = \begin{cases} \frac{1}{0.443994} e^{\frac{1}{(x^2 - 1)}}, & \text{if } |x| < 1, \\ 0, & \text{if } |x| \geq 1. \end{cases}$$

Note that we do not expect that a change in the mollifier will impact our results as we have shown similarly in [3].

Figure 1 shows the exact solution $\bar{u}$ and the solutions $u_\varepsilon$ at $t = 2$ for $\varepsilon = 0.1$, 0.05, 0.01, 0.005, 0.001, 0.0005 (left), a close-up around $x = 0$ (right) and the computed $L^2$ error norm for the various values of $\varepsilon$ (bottom). We can see that the solutions $u_\varepsilon$ better approach the exact solution $\bar{u}$ as $\varepsilon$ is reduced and that the error norm decreases for $\varepsilon \to 0$ as expected.

4.3.2 Delta

We now focus on the Cauchy problem (41) where we replace the Heaviside function $H_\varepsilon$ by a regularised delta distribution $\delta_\varepsilon$. We consider the same setting and discretisation as in the previous test, we compute the numerical solutions $u_\varepsilon$ and we calculate the norm $\|u_\varepsilon\|_{L^2([-4, 4])}$ at $t = 0.05$ and show that it grows to infinity as $\varepsilon \to 0$. As a result, $u_\varepsilon$ cannot have a limit in $L^2([-4, 4])$ since if it did, $\|u_\varepsilon\|_{L^2([-4, 4])}$ would have to converge.

In Fig. 2 we depict the computed $L^2$ norm at $t = 0.05$ for $\varepsilon = 0.1$, 0.05, 0.01, 0.005, 0.001, 0.0005. As expected, this seems to confirm the blow-up of the $L^2$ norm in the case of coefficients as singular as delta.
4.3.3 Homogeneous Distributions

We finally study numerically the Cauchy problem (41) where the coefficient is replaced by the regularisation of the homogeneous distribution \( \chi^+_\alpha \), as defined in [14]

\[
\chi^+_\alpha = \frac{x^\alpha}{\Gamma(\alpha + 1)}.
\]
Following [14], we recall that when $\alpha = 0$, $\chi^\alpha_+$ corresponds to the Heaviside function and when $\alpha = -1$, $\chi^\alpha_+$ corresponds to the delta distribution. As before, we consider the same setting and discretisation. For different values of $\alpha$ between 0 and $-1$, we compute the numerical solutions $u_\varepsilon$ and we calculate the norm $\|u_\varepsilon\|_{L^2([-4,4])}$ at $t = 0.05$ and compare how it grows compared to the previous cases. In Fig. 3 we depict the computed $L^2$ norm at $t = 0.05$ for $\varepsilon = 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005$ and for $\alpha = 0, -0.1, -0.25, -0.5, -0.75, -0.9, -1$. As expected, this seems to confirm a faster blow-up of the $L^2$ norm as $\alpha \to -1$ ($\alpha = -1$ corresponds to the case of delta). Note that for the case $\alpha = -1$, we have used the information from the prior analysis in the previous section.
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