Abstract—In this paper, the problem of trajectory design of unmanned aerial vehicles (UAVs) for maximizing the number of satisfied users is studied in a UAV based cellular network where the UAV works as a flying base station that serves users, and the user indicates its satisfaction in terms of completion of its data request within an allowable maximum waiting time. The trajectory design is formulated as an optimization problem whose goal is to maximize the number of satisfied users. To solve this problem, a machine learning framework based on double Q-learning algorithm is proposed. The algorithm enables the UAV to find the optimal trajectory that maximizes the number of satisfied users. Compared to the traditional learning algorithms, such as Q-learning that selects and evaluates the action using the same Q-table, the proposed algorithm can decouple the selection from the evaluation, therefore avoid overestimation which leads to sub-optimal policies. Simulation results show that the proposed algorithm can achieve up to 19.4% and 14.1% gains in terms of the number of satisfied users compared to random algorithm and Q-learning algorithm.
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I. INTRODUCTION

Due to its flexible mobility and low cost, unmanned aerial vehicle (UAV) communication is viewed as an important solution in future communication systems [1]. In fact, UAVs have already been considered to be deployed in many fields [2], [3], such as wireless power transfer, secure communications, relaying, wireless sensor networks, and caching. However, applying UAVs in communication systems still faces many challenges, such as deployment, effective resource allocation, energy efficiency, and trajectory design.

The existing literature has studied a number of problems related to the use of UAVs for wireless communication such as [4]–[11]. The work in [4] considered a multi-UAV enabled wireless communication system, where multiple UAV-mounted aerial base stations are employed to serve a group of users. The authors in [5] investigated the deployment of UAVs as flying base stations so as to provide flying wireless communications to certain geographical area. In [6], the authors proposed a UAV based framework to provide service for the mobile users in a cloud radio access network system. The work in [7] deployed UAVs in a cellular network and designed optimal spectrum trading, so as to provide temporarily downlink data offloading. In [8], the authors proposed a UAV-enabled mobile edge computing system for maximization of computation rate. The authors in [9] investigated an uplink power control problem for UAV based wireless networks. The work in [10] analyzed the link capacity between autonomous UAVs with random trajectories. In [11], the authors studied the capacity region of a UAV-enabled two-user broadcast channel. However, most of the existing literature such as [4]–[11] that uses the UAVs as high-altitude, static base stations or relays doesn’t consider the flexible mobility of UAVs which can provide service for the ground users. Moreover, these existing works only focus on the ground users and do not consider to provide service to the users that are located in the air. Indeed, none of this existing body of literature analyzes the potential of using machine learning tools for leveraging the movable nature of UAV to assist wireless communications. The complexity of UAV trajectory design makes it essential to introduce reinforcement learning algorithm to optimize the performance of UAV-assisted wireless networks.

The use of reinforcement learning for solving communication problems was studied in [12]–[18]. The work in [12] applied deep Q-network in a mobile communication system to reduce the exploration time for achieving an optimal communication policy. The authors in [13] proposed a Q-learning based algorithm to coordinate power allocation and control interference levels, so as to maximize the sum data rate of device-to-device (D2D) users while guaranteeing QoS for cellular users. In [14], the authors proposed an expected Q-learning algorithm to solve the spectrum allocation problem in LTE networks that operate in unlicensed spectrum (LTE-U) with downlink-uplink decoupling and improve the total rate. In [15], [16], the authors proposed an echo state network (ESN) based learning algorithm to solve the spectrum allocation problem in wireless networks. The work in [17] proposed a reinforcement learning scheme to improve spectral efficiency in cloud radio access networks. The authors in [18] used the artificial neural network to provide a reliable wireless connectivity for cellular-connected UAVs. However, most of the existing works [12]–[18] focused on the use of traditional Q-learning algorithm but ignored its disadvantage, i.e., the traditional Q-learning algorithm has large overestimations of the values. In UAV based wireless networks, the overestimation will result in a sub-optimal design of the UAV trajectory or a sub-optimal policy of resource allocation, which will degrade the performance of wireless networks.

The main contribution of this paper is to develop a novel framework that enables UAVs to find an optimal flying trajectory to maximize the number of satisfied users in a cellular network. To our best knowledge, this is the first work that considers the flying trajectory of UAVs with the three
dimensional users that have their own data requests and delay requests. In this regard, our key contributions are summarized as follows:

- We propose a novel model of UAV based cellular network where the UAV is deployed at a flying and movable base station for downlink transmission. In this model, users are divided into ground users and aerial users. All of the users will send their data request and delay request to the UAV and the UAV will design an optimal flying trajectory to maximize the number of satisfied users.
- We develop a double Q-learning framework to optimize the flying trajectory of the UAV so as to maximize the number of satisfied users. Compared to the traditional Q-learning algorithm [19], the proposed algorithm uses two Q-tables to decouple the selection from the evaluation in case of overestimation caused by selecting and evaluating actions in only one Q-table. Hence, the proposed algorithm can converge to the optimal trajectory which leads to the maximum of satisfied users.
- Simulation results show that, in terms of the number of satisfied users, the proposed algorithm can yield up to 19.4% gain compared to the random algorithm and 14.1% gain compared to Q-learning algorithm.

The rest of this paper is organized as follows. The system model and problem is described in Section II. The double Q-learning based optimal trajectory design is proposed in Section III. In Section IV, numerical simulation results are presented and analyzed. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider the downlink transmission of a cellular network that consists of an unmanned aerial vehicle (UAV) serving a set $U = \{1, 2, \ldots, U\}$ of $U$ users shown in Fig. 1. In our model, we consider two type of users: ground users and aerial users. The ground users are the traditional cellular users standing on the ground, which is denoted by a set $G = \{1, 2, \ldots, U_G\}$ of $U_G$ ground users. The aerial users represent the cellular users in the air such as camera drones, sensor drones, and aerial vehicles, which is denoted by a set $A = \{1, 2, \ldots, U_A\}$ of $U_A$ aerial users. Service operators provide all information related to the users to the UAV, such as users’ data requests and locations. The location of each user $i$ is considered as a three dimensional coordinate, which is denoted by $(x_i, y_i, h_i)$, where $x_i$ and $y_i$ are the horizontal coordinates, and $h_i$ is the altitude of each user $i$. For ground user $i$, the altitude will be $h_i = 0$. For aerial user $i$, the altitude $h_i$ is typically greater than 50 meters. The UAV will fly from a designated position to serve each user at a fixed altitude $H$. In the studied model, the UAV can only serve one user at each time slot and the UAV will only fly to serve the next user after the previous service is completed.

Each user’s request that is sent to the UAV consists of two elements: the size of data that each user requests and the maximum time that the user can wait for service, which is referred as endurance time. Mathematically, let $A_i$ be the size of the data that each user requests and $T_i$ be the endurance time. The size of the data that each user requests depends on the service type. Meanwhile, the endurance time consists of the time that each user waits for the UAV to arrive and the time that the UAV serves the user. If the request of a given user is completely served before the endurance time, the user will be satisfied with the service provided by the UAV. The user that satisfies the service provided by the UAV is referred as a satisfied user. Next, we first introduce the waiting delay and the time that UAV serves the user. Then, we formulate the problem of maximizing the number of satisfied users.

A. Waiting Delay

The waiting delay of each user $i$ consists of the time that the UAV serves the users before user $i$ and the time that the UAV flies to user $i$. We assume that the speed of the UAV is $c_U$ and the distance between the UAV and user $i$ is $d_i$. The flying time from the UAV to user $i$ is given by:

$$t_i^F = \frac{d_i}{c_U},$$

where $t_i^F$, which will be defined further in Subsection II-B, represents the total service time for user $i$.

We assume that the time that the UAV starts to fly to user $i$ is given by:

$$t_i^S(e) = t_{i,\text{pre}}(e),$$

where $t_{i,\text{pre}}(e)$, which will be defined further in Subsection II-B, represents the total service time for user $i$. $i$ represents the user that is served before user $i$ and $e = [e_1, \ldots, e_U]$ represents users’ service order with $e_i = k, k \in U$. $e_i = k$ represents that user $i$ is served at order $k$.

Note that, if user $i$ is served first, $t_i^W = 0$. $t_i^W$ depends on the number of users that have already been served by the UAV. The total waiting time of each user $i$ is given by:

$$t_i^W(e) = t_i^F + t_i^S(e).$$

From (3), we can see that the total waiting delay for user $i$ on both the flying time and the total service time for the previous served user $i$. We can also see that as the service order $e$ changes, the time that the UAV finishes the previous service and the total waiting delay also change.
B. Transmission Delay

Next, we introduce the models of transmission links between UAV and users. Due to the altitude differences between ground users and aerial users, the channel conditions are also different. In consequence, the UAV-ground user and UAV-aerial user transmission links are defined separately as follows.

1) UAV-Ground User Links: The probabilistic UAV channel model is used to model the transmission link between the UAV and ground user \(i\). Probabilistic line-of-sight (LoS) and non-line-of-sight (NLoS) links are considered in [5], which explains that the attenuation in NLoS is much higher than that in LoS link due to the shadowing and diffraction loss. The LoS and NLoS channel gains of the UAV transmitting data to ground user \(i\) is given by [20]:

\[
g_{i}^{\text{LoS}} = d_{i}^{-\alpha}, \quad g_{i}^{\text{NLoS}} = \eta_{\text{NLoS}} d_{i}^{-\alpha},
\]

respectively, where \(\alpha\) is the path loss exponent for the UAV transmission link, and \(\eta_{\text{NLoS}}\) is an additional attenuation factor caused by the NLoS connection. According to [20], the probability of the LoS link is given by:

\[
\Pr(g_{i}^{\text{LoS}}) = (1 + X \exp(-Y [\phi_{i} - X]))^{-1},
\]

where \(X\) and \(Y\) are environmental parameters and \(\phi_{i} = \sin^{-1}(\Delta_{i}/d_{i})\) is the elevation angle with \(\Delta_{i} = |H - h_{i}|\) being the deviation between the user \(i\)'s altitude \(h_{i}\) and the UAV's fixed altitude \(H\). Then the average channel gain from the UAV to ground user \(i\) is given by [20]:

\[
g_{i}^{G} = \Pr(g_{i}^{\text{LoS}}) \times g_{i}^{\text{LoS}} + \Pr(g_{i}^{\text{NLoS}}) \times g_{i}^{\text{NLoS}},
\]

where \(\Pr(g_{i}^{\text{NLoS}}) = 1 - \Pr(g_{i}^{\text{LoS}})\). The downlink rate of ground user \(i\) is given by:

\[
c_{i}^{G} = B \log_{2}(1 + \gamma_{i}^{G}),
\]

where \(\gamma_{i}^{G} = \frac{P_{s} g_{i}^{G}}{\sigma^{2}}\) is the downlink signal-to-noise ratio (SNR) between the UAV and aerial user \(i\).

Hence, the transmission delay of serving user \(i\) is given by:

\[
t_{i}^{G} = \begin{cases} \frac{A}{A_{i}}, & \text{for ground users}, \\ \frac{A}{A_{i}}, & \text{for aerial users}. \end{cases}
\]

The total time that UAV serves user \(i\) can be calculated as:

\[
t_{i}(e) = t_{i}^{G} + t_{i}^{W}(e).
\]

From (11), we can see that the total time that UAV serves user \(i\) depends on both the waiting delay and transmission delay. The waiting delay changes as the service order \(e\) changes in (3). In consequence, the total time that UAV serves user \(i\) also changes.

C. Problem Formulation

Given the defined system model, our goal is to design a flying trajectory so as to maximize the number of satisfied users. Next, we first introduce the notion of the satisfied user.

Then, we formulate the optimization problem. Given the size of the data that user \(i\) requests \(A_{i}\) and the endurance time \(T_{i}\), the satisfaction indicator of user \(i\) is defined as follows:

\[
f_{i}(e) = \mathbb{I}\{t_{i}(e) < T_{i}\} = \mathbb{I}\{t_{i}^{G} + t_{i}^{W}(e) < T_{i}\},
\]

where \(\mathbb{I}\{x\} = 1\) as \(x\) is true; otherwise, \(\mathbb{I}\{x\} = 0\). \(f_{i}(e) = 1\) indicates that, under the service order \(e\), the UAV completes the request of user \(i\) within the endurance time and user \(i\) is satisfied.

Having introduced the notation of a satisfied user in (12), the next step is to introduce a flying trajectory management mechanism for the UAV to maximize the number of satisfied users. This problem can be formulated as:

\[
\max_{\mathcal{U}} \sum_{\mathcal{E}} f_{i}(e),
\]

where \(f_{i}(e)\) is defined in (12) and \(c_{i}\) represents the service order of user \(i\). The problem (13) aims to find the optimal trajectory so that the UAV can complete most of the users' requests within their endurance time after receiving all the user requests. Since finding the optimal trajectory needs to evaluate all possible permutations of service order \(e\), which takes up a substantial amount of service time, it’s essential to introduce a learning algorithm to shorten the calculation time for the trajectory.

III. DOUBLE Q-LEARNING FRAMEWORK FOR MAXIMIZING THE NUMBER OF SATISFIED USERS

To solve the maximization problem in (13), we introduce a reinforcement learning framework based on double Q-learning. Compared to the existing reinforcement learning algorithms [12]–[14] such as Q-learning that may result in sub-optimal trajectory and leads to the number of satisfied users not maximized, the proposed double Q-learning algorithm enables the UAV to find the optimal flying trajectory to serve the users so as to maximize the number of satisfied users. Moreover,
compared to the traditional Q-learning algorithm that typically uses one Q-table to record and update the values resulting from different states and actions [19], the proposed double Q-learning algorithm uses two Q-tables to separately select and evaluate the actions. In this regard, the proposed double Q-learning algorithm avoids the overestimation of Q values. The overestimation usually occurs in traditional Q-learning algorithm due to the positive feedback caused by selecting and evaluating the action in the same Q-table.

Next, we first introduce the components of the double Q-learning algorithm. Then, we explain the procedure of the use of double Q-learning algorithm to find the optimal flying trajectory for the UAV.

A. Components of Double Q-Learning Algorithm

A double Q-learning model consists of four basic components: a) agent, b) actions, c) states, and d) reward function, which are specified as follows.

- **Agent:** In this problem, the agent is obviously the UAV. The UAV can collect the users’ information such as users’ locations, the size of the data that users request and the endurance time.

- **Action:** The actions of the double Q-learning algorithm determine that the UAV will serve at next time slot. Let \( a \) be an action of the UAV and \( a \in \mathcal{A} \). For example, \( a = k \) denotes that the UAV will provide service for user \( k \).

- **State:** Each state of the UAV, \( s = [w, v, t^5, t^f] \) consists of: 1) the vector \( w = [w_1, \ldots, w_U] \) that denotes each user whether has been served by the UAV, where \( w_i \in \{0, 1\} \) with \( w_i = 1 \) denotes that user \( i \) has already been served by the UAV, otherwise, \( w_i = 0 \); 2) endurance time vector \( v = [v_1, \ldots, v_U] \) where \( v_i = T_i \); 3) waiting time vector \( t^5 = [t^5_1, \ldots, t^5_U] \) with \( t^5_i = 0 \) denotes that user \( i \) has not been served by the UAV; 4) flying time vector \( t^f = [t^f_1, \ldots, t^f_U] \).

- **Reward:** The reward function \( r(s, a) \) is defined as the total number of satisfied users as the UAV takes action \( a \) under state \( s \). \( r(s, a) \) can be specified as follows:

\[
r(s, a) = \sum_{i=1}^{U} w_i.
\]

B. Double Q-learning for Trajectory Optimization

Given the components of the double Q-learning algorithm, we explain how to use the double Q-learning algorithm to solve the problem in (13). To find the optimal trajectory, the proposed learning algorithm needs to use Q-tables to store the reward values resulting from different states and actions.

In contrast to the traditional Q-learning that determines the action selection policy and the values of Q-table using one Q-table, the proposed algorithm uses two Q-tables to separately determine the action selection policy and update the values of Q-table. Hence, the proposed algorithm can avoid the overestimation in Q-learning. The optimal Q values can be given by Bellman’s optimal equation [22]:

\[
Q^*(s, a) = \sum_{s'} p_{ss'} \left( r(s, a) + \gamma \max_{a'} Q^*(s', a') \right),
\]

where \( \gamma \) is the discount factor, and \( p_{ss'} \) is the probability from state \( s \) to \( s' \). To enable the UAV to record the values of the Q-tables in (15), the Q-tables need to update at each time slot \( t \), which can be given as follows:

\[
Q^A_{t+1}(s, a) = (1 - \alpha_L) Q^A_t(s, a) + \alpha_L \left( r(s, a) + \gamma Q^B(s', a^*) \right),
\]

\[
Q^B_{t+1}(s, a) = (1 - \alpha_L) Q^B_t(s, a) + \alpha_L \left( r(s, a) + \gamma Q^A(s', a^*) \right),
\]

where \( \alpha_L \) is the learning rate, \( a^* = \arg\max_{a'} Q^A(s', a') \), \( b^* = \arg\max_{a'} Q^B(s', a') \), and \( s' \) is the next state after taking action \( a \) at state \( s \). Note that, at each iteration, only one Q-table will be updated. To update the values of Q-tables in (16) or (17), the UAV needs to select one action to implement at time \( t \). The action selection policy of the UAV is given by:

\[
\pi_a = \begin{cases} 
1 - \varepsilon + \frac{\varepsilon}{|\mathcal{A}|} & \text{argmax}_{a \in \mathcal{A}} Q(s, a), \\
\frac{\varepsilon}{|\mathcal{A}|}, & \text{otherwise},
\end{cases}
\]

where \( \pi_a \) denotes the probability that the UAV takes action \( a \), \( \varepsilon \) is the exploration probability of a random action, \( \mathcal{A} \) denotes the set of actions of the UAV, and \( |\mathcal{A}| \) is the total number of actions of the UAV. Note that, the proposed algorithm has two Q-tables. Hence, one of the Q-table is used to determine the action selection policy in (18) and the other Q-table is used to update the value of Q-table in (16) or (17). For example, if \( Q^A_{t+1}(s, a) \) is used to determine the action selection policy, then \( Q^B_{t+1}(s, a) \) must be used to determine the value of Q-table. Based on the above formulations, the double Q-learning algorithm performed by the UAV is summarized in Algorithm 1.

C. Convergence of the Proposed Algorithm

Next, we analyze the convergence of the proposed double Q-learning algorithm. We first prove that the proposed framework is an Markov Decision Process (MDP) [23]. Then, we prove that the proposed algorithm will converge and find the optimal trajectory for the UAV to maximize the number of satisfied users.

The following theorem proves that the proposed framework is an MDP, which is given by:

**Theorem 1:** The proposed double Q-learning framework is an MDP.

**Proof:** An MDP consists of five basic components [23]: 1) a finite set of states, 2) a finite set of actions, 3) a transition probability function, 4) the immediate reward function, and 5) the set of decision epoch, which can be finite or infinite. Next, we prove that the components of the proposed double Q-learning framework satisfied the conditions of an MDP.

In the proposed framework: 1) The number of actions is equal to the number of users. In consequence, the set of actions is limited. 2) The number of states is equal to the \( U \)-th power
of 2, which indicates all the possible combinations of whether each user has been served. Thus, the set of states is limited.

3) The action selection policy (18) indicates the probability of the UAV taking action \( a \), which also determines the transition probability from current state \( s \) to next state \( s' \). 4) The reward function is immediately determined by the current state and the action to be taken. 5) the UAV takes decisions at any time, which leads to an infinite decision epoch.

In summary, the proposed double Q-learning framework satisfied all the conditions of an MDP. Therefore, the framework is an MDP.

From Theorem 1, we can see that the proposed double Q-learning framework is an MDP with five basic components. Thus, the convergence of the proposed Q-learning algorithm can be viewed as the convergence of an MDP, which is given by the following corollary.

**Corollary 1:** In the proposed double Q-learning algorithm, both \( Q^A \) and \( Q^B \) will converge to the optimal value function \( Q^* \) with probability one eventually.

**Proof:** The work in [22, Theorem 1] proved that, for an MDP corresponding to a double Q-learning algorithm, both Q-tables converge to the same optimal value under the following conditions: 1) the MDP is finite, i.e. \(|S \times A| < \infty\); 2) the discount factor \( \gamma \in [0,1) \); 3) the Q values are stored in a lookup table; 4) both \( Q^A \) and \( Q^B \) receive an infinite number of updates; 5) the learning rate \( \alpha_L \in [0,1] \); 6) the reward function is finite.

In the proposed framework: 1) Both states and actions are finite. In consequence, the MDP is finite. 2) \( \gamma \) is set to a reasonable value in \([0,1]\). 3) Two Q-tables store all the Q values related to states and actions. The Q values can be looked up by the state and action. 4) Both \( Q^A \) and \( Q^B \) can be updated infinitely without artificial limits. 5) \( \alpha_L \) is set to a reasonable value in \([0,1]\). 6) The reward function represents the number of satisfied users taking action \( a_j \) at current state \( s_j \). Thus, the result is an integer less than the number of total users \( U \). Obviously, the reward function is finite.

In consequence, the proposed algorithm satisfies all of the conditions in [22, Theorem 1]. Thus, both \( Q^A \) and \( Q^B \) will converge to the same optimal value.

From Corollary 1, we can see that both \( Q^A \) and \( Q^B \) in the proposed algorithm can converge to the same optimal value. The optimal value corresponds to the optimal trajectory which leads to the maximum of satisfied users. Therefore, as the proposed algorithm converges, it can maximize the number of satisfied users.

### IV. Simulation Results

In our simulations, we consider a circular UAV based cellular network area with a radius \( r = 200 \text{ m} \), \( U = 20 \) uniformly distributed users and a UAV. The number of ground users is equal to the number of aerial users, \( U_G = U_A \). For implementing the proposed double Q-learning algorithm, we use the Matlab tools. Other system parameters are listed in Table I. We compare the proposed algorithm with a random algorithm that selects the user to serve in a random order and the traditional Q-learning algorithm in [19]. All statistical results are averaged over 5000 independent runs.
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**Algorithm 1** Double Q-learning based algorithm for trajectory optimization

| Parameters | Description | Values |
|------------|-------------|--------|
| \( f \)  | mmWave frequency | 35 GHz |
| \( B \)  | Bandwidth | 1 MHz |
| \( P \)  | UAV transmit power | 5 W |
| \( \sigma^2 \)  | Noise power | -74 dBm |
| \( \eta_{\text{LoS}} \)  | NLoS attenuation factor | 0.3 |
| \( \eta_{\text{LoS}} \)  | LoS attenuation factor | 2 |
| \( X, Y \)  | Environment parameters | 11.95, 0.136 |
| \( \alpha \)  | Path loss exponent | 2 |
| \( \alpha_L \)  | Learning rate | 0.5 |
| \( \gamma \)  | Discount factor | 0.8 |
| \( \varepsilon \)  | Exploration rate | 0.5 |

In Fig. 2, we show how the number of satisfied users changes as the endurance time changes. From Fig. 2, we can see that, as the endurance time increases, the number of satisfied users increases. This is due to the fact that the UAV can complete more user requests at longer user’s endurance time. Fig. 2 also shows that the number of satisfied users in all three algorithms achieves up to 20 when the endurance time increases to 100. This is due to the fact that, as the endurance time is long enough, the UAV can complete all the user requests in arbitrary trajectory.

Fig. 3 shows how the number of satisfied users changes as the total number of users varies, as endurance time is 50 seconds. The simulation results are averaged over 5000 independent runs, and, hence, the number of satisfied users in Fig. 3 is not an integer. From Fig. 3, we can see that, when the number of users is small such as \( U = 5 \), the number of satisfied users is equal to the number of total users. This is due
to the fact that the user’s endurance time is long enough so that the request of any user can be completed within the endurance time in arbitrary trajectory. In Fig. 3, we can also see that the number of satisfied users increases till $U = 15$. This is due to the fact that the UAV can serve more users within the endurance time. Meanwhile, Fig. 3 also shows that the number of total users increases almost unchanged when the number of total users increases from 15 to 20. This is due to the fact that the UAV can only serve a limited number of users due to the endurance time requested by each user. Fig. 3 also indicates that the proposed algorithm can achieve up to 19.4% and 14.1% gains in terms of the number of satisfied users compared to the random algorithm and Q-learning algorithm, respectively. These gains stem from the fact that the proposed algorithm aims to find the optimal trajectory to maximize the number of satisfied users, while the random algorithm only gives a trail random trajectory regardless of the number of satisfied users, and the Q-learning algorithm may result in sub-optimal policies which lead to a worse result.

In Fig. 4, we show how the number of satisfied users changes as the number of aerial users changes. From Fig. 4, we can see that, as the number of aerial users increases, the number of ground and aerial users that are satisfied with the service provided by the UAV increases. This is due to the fact that the channel condition of the aerial users is better than that of the ground users. In consequence, the UAV can spend less time to serve an aerial user. Fig. 4 also shows that, in terms of the number of satisfied users, the proposed algorithm can achieve up to 20.1% and 6.7% gains compared to the random algorithm and Q-learning algorithm, respectively.

Fig. 5 shows how the number of satisfied users changes as the UAV speed changes. From Fig. 5, we can see that, as the UAV speed increases, more users are satisfied with the service provided by the UAV. This is due to the fact that the faster speed leads to the shorter flying time. In consequence, the UAV spends more time to serve users rather than to fly in the air. Fig. 5 also shows that the proposed algorithm can achieve up to 22.1% and 7.8% gains in terms of the number of satisfied users compared to the random algorithm and Q-learning algorithm. These gains stem from the fact that the flying time, which is inversely proportional to the UAV speed, accounts for a great part of the total service time. The proposed algorithm can find the optimal trajectory which saves the flying time of the UAV, while the random trajectory doesn’t concern about the flying time and the Q-learning algorithm may work out a sub-optimal trajectory which wastes the service time on flying.

Fig. 6 shows the number of iterations needed till conver-
Fig. 6. Convergence of the proposed double Q-learning algorithm.

Fig. 7. Convergence as the number of total users varies.

gence for the proposed double Q-learning approach. In this figure, we can see that, as time elapses, the values of Q-tables increase until convergence to their final values. Fig. 6 also shows that the proposed approach needs 1000 iterations to reach convergence. From Fig. 6, we can also see that, tables $Q^A$ and $Q^B$ may have different values as time elapses. However, as time continues to elapse, tables $Q^A$ and $Q^B$ will converge to the same final value. This is due to the fact that, at each iteration, the proposed double Q-learning algorithm selects an action based on the value of one Q-table and updates the action’s Q-value in another Q-table. The result also confirms Corollary 1.

Fig. 7 shows how the convergence changes as the number of total users varies. From Fig. 7, we can see that, as the number of users increases from 5 to 20, the proposed approach needs 100, 500, 600, 1000 iterations to reach convergence, respectively. This is due to the fact that, as the number of total users increases, the number of states of the proposed double Q-learning framework increases exponentially. In consequence, the proposed algorithm needs more iterations to explore those states and, hence, it uses more iterations to reach the convergence and find the optimal trajectory.

Fig. 8 shows an optimal trajectory example designed by the double Q-learning framework for a network with ground users and aerial users as the blue arrow being the UAV trajectory. In this figure, the UAV starts from the origin of the coordinates and then selects the users to serve. From Fig. 8, we can also see that some of the users are not served by the UAV, this is because their requests cannot be completely served before their endurance time. Fig. 8 also shows that more aerial users than ground users are served by the UAV. This is due to the fact that the aerial users have better channel conditions and faster transmission rates. In consequence, the UAV is more willing to serve an aerial user than a ground user.

V. CONCLUSION

In this paper, we have developed a novel framework that enables flying, movable UAVs to provide service for the three dimensional users in a cellular network. We have formulated an optimization problem that seeks to maximize the number of satisfied users. To solve this problem, we have developed a novel algorithm based on the machine learning tools of double Q-learning. The proposed algorithm enables the UAVs to find the optimal flying trajectory so as to maximize the number of satisfied users. Simulation results have shown that the proposed approach yields significant performance gains in terms of the number of satisfied users compare to random algorithm and Q-learning algorithm.
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