Shallow Convolutional Neural Network for Image Recognition
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Abstract: Deep convolutional neural networks (DCNNs) have achieved state-of-the-art results for image recognition. However, these DCNNs with complex structure consist of many layers like convolutional layers, which require high time and computational complexity for training. Therefore, we propose a novel shallow convolutional neural network (SCNND) with dropout to address the problems of the DCNNs for image recognition. The SCNND with 4 layers can fast learning the features of the images, using dropout technology between two convolutional layers to improve recognition performance. Compared to the SCNNs, our SCNND includes 4 layers, with low time complexity and parameters. Experimental results show that our SCNND outperforms shallow CNN methods on Fashion-MNIST dataset.
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1. Introduction

Lenet-5 [1] is the first convolutional neural network (CNN) which achieves excellent performance for handwritten character recognition. When the problem of gradient disappearance is overcome by Hinton [2] in the training of deep convolutional neural network (DCNN), the DCNN has been widely applied to various machine learning tasks like image recognition [3]. With abundant available data and computing resources, the DCNN can achieve higher accuracy via more layers. Starting from AlexNet [3], VGG19 [4] to ResNet34 [5] and DenseNet121 [6], the DCNN contains more layers and the structure of the DCNN is more complicated. Moreover, the training of these DCNNs leads to the issues of massive time resources and memory space.

In order to resolve the issues of the DCNNs, a set of shallow convolutional neural networks (SCNNs) with fewer layers and calculations have been proposed. Li et al. [7] applies a shallow CNN (SCNN) to face detection. Agarap [8] proposes an architecture combining shallow CNN of 4 layers and support vector machine (SVM). Compared to single SCNN, the architecture uses the combinations of CNN and SVM to achieve higher classification result. Lee et al. [9] introduces logarithmic group convolution module with 1×1 and 3×3 convolutions to reduce the size of model in SCNN. In [10]-[12], the authors apply batch normalization (BN) technology [13] to SCNN to speed up training and improve accuracy. However, in these SCNNs of [10]-[12], there is feature redundancy between the convolutional layers.

Motivated by these SCNNs of [10]-[12], we propose a new shallow CNN with dropout (SCNND) to address the issue of feature redundancy for image recognition. The SCNND utilizes the technologies of BN and dropout (each max-pooling layer and after fully connected layer) to prevent over-fitting and improve the
generalization ability of the model. Our main contributions are the following.

1) We propose a new shallow convolutional neural network (SCNND) with 4 layers for image recognition.
2) The SCNND can reduce the feature redundancy between the convolutional layers via dropout technology to get more recognition performance.
3) Our model with 3.8M time complexity can achieve state-of-the-art results on image datasets.

2. Method

2.1. Dropout to Improve Accuracy

In the training of deep learning, if the training data is not enough whereas the complexity of the model is high, the model will be over-fitting. Dropout is an optimization technology proposed by Hinton [14] in 2012 to solve the over-fitting problem. At each training time, we use the dropout technique to temporarily inactivate the hidden neurons with a certain probability \( p \) in the forward propagation process, reducing the dependence on the hidden neurons. Therefore, improving the generalization ability of the network model. In [3], the author uses dropout technology between fully connected layers to prevent over-fitting problem and get more classification perform. To further prevent the over-fitting problem, we utilize the dropout technique (between convolutional layers and after the first fully connected layers) to achieve higher accuracy.

2.2. SCNND Model

We use a pair of technologies BN [13] and dropout to construct a shallow convolutional neural network (SCNND) model. Fig. 1 shows our SCNND model. The SCNND model has 4 layers (regardless of BN and Pooling layers), including 2-layers convolutional layers, a fully-connected layer, and a softmax layer. The model first utilizes 3 × 3 convolution with 32 filters to extract the features of the images. After the extracted features, BN is used to normalize the extracted features and accelerate training, and Relu improves the nonlinearity of the SCNND. Then 2 × 2 max-pooling is used to reduce the dimension of the features. The max-pooling layer followed by dropout to prevent features redundancy and improve the learning ability of the model. Next the SCNND extracts deeper features via 3 × 3 convolution with 32 filters. After the second convolutional layer, we use BN and Relu to improve accuracy and nonlinearity. Next the model uses 2 × 2 max-pooling to further reduce the dimension of the features. Then 2 × 2 max-pooling is introduced to reduce the dimension. The second max-pooling layer followed by a fully connected layer with 1280 neurons to combine the extracted features. Next dropout is introduced to further reduce over-fitting and increase the learning ability of the model. Finally, the model achieves multi-classification by softmax output layer.

2.3. Time Complexity Assessment

The time complexity of CNN is related to pooling layers, fully connected layers, and convolutional layers.
In [15], the author points out that the pooling and fully connected layers only consume 5-10% of the training time. Namely, the training time of the model is mainly determined by the convolutional layers. We calculate the time complexity according to [11], as follows.

\[
O = \left( \sum_{k=1}^{n} N_{k-1} \cdot S_w \cdot S_h \cdot N_k \cdot M_w \cdot M_h \right)
\]

(1)

Here, \( k \) is the index of convolutional layer with \( n \) layers, and \( N_i \) denotes the number of filter in the i-th layer. \( S_w \) and \( S_h \) are the width and height of the filters, and \( M_w \) and \( M_h \) are the output feature map respectively.

### 3. Experiment

#### 3.1. Datasets

MNIST [1] and Fashion-MNIST [16] are two benchmark datasets for image recognition. The MNIST dataset consists of 10 handwritten digital grayscale images from 0 to 9, and the Fashion-MNIST dataset contains grayscale images of 70000 different fashion items in 10 categories. The two datasets include 60000 training images and 10000 test images. The size of all images is 28×28 pixels. In our experiments, we randomly flip the 70000 fashion images with 0.5 probability on Fashion-MNIST.

#### 3.2. Experimental Parameters

In our experiments, we use the following sets on two image recognition datasets: 0.000005 (L2 regularization), 300(epochs) and 0.02(learning rate). We update the learning rate by stochastic gradient descent (SGD) with the momentum of 0.9.

#### 3.3. Results

Fig. 2. The test accuracy of SCNND on MNIST.  
Fig. 3. The test accuracy of SCNND on Fashion-MNIST.

Fig. 2 and Fig. 3 show the test accuracy of our SCNND on MNIST and Fashion-MNIST datasets. The results of Fig. 2 and Fig. 3 prove that the SCNND model can effectively learn the characteristics of the data.

Table 1 shows the comparison results of SCNND and deep CNN methods [3]-[5], [17]-[19]. In Table 1, we can clearly see that the SCNND outperforms the methods of [3], [5], achieving high accuracy of 99.60% on MNIST dataset. Compared with the state-of-the-art method of [18] on MNIST, our SCNND includes two 3×3 convolutions with 32 and 64 filters, whereas the model of [18] uses the larger size of convolution (such as 7×7) and more filters (such as 419) to extract features.

On Fashion-MNIST dataset, our SCNND achieves 94.19% accuracy, which is lower than [5], [18], [19]. In
[18], the network includes 7 convolutional layers with more filters. The convolutional layers of [5], [19] are 6 times more than the SCNND. Compared with other deep CNN methods, the SCNND with less layers reaches better result.

Table 1. Comparison Test Accuracy of SCNND and Deep CNN Methods

| Deep CNN Methods | MNSIT Test Accuracy(%) | Fashion-MNIST Test Accuracy(%) | Convolution/fully-connected Number |
|------------------|------------------------|--------------------------------|----------------------------------|
| AlexNet [3]      | 98.81%                 | 84.43%                         | 5/3                              |
| VGG16 [4]        | -                      | 92.89%                         | 13/3                             |
| VGG19 [4]        | -                      | 92.90%                         | 16/3                             |
| VGG16 H-CNN [17] | -                      | 93.52%                         | ≥13/≥3                           |
| VGG19 H-CNN [17] | -                      | 93.33%                         | ≥16/≥3                           |
| ResNet [5]       | 99.37%                 | 94.39%                         | ≥17/1                            |
| Ma et al. [18]   | 99.72%                 | 94.60%                         | 3/4 for MNIST 7/4 for other      |
| Zeng et al. [19] | -                      | 97.66%                         | 13/3                             |
| SCNND (ours)     | 99.60%                 | 94.19%                         | 2/2                              |

The comparison results of our SCNND and shallow CNN methods [8], [10], [20]-[23] are shown in Table 2. On MNIST dataset, our SCNND achieves high accuracy of 99.60%, outperforming these results of [8], [21], [23]. Compared to [22], our SCNND achieves competitive test accuracy with lower time complexity. Compared to all shallow CNN methods, the SCNND achieves the state-of-the-art accuracy with 3.8M time complexity.

The comparison results of Table 1 and Table 2 demonstrate the effectiveness of the proposed method.

Table 2. Comparison Test Accuracy of SCNND and Shallow CNN Methods

| Shallow CNN Methods | MNSIT Test Accuracy(%) | Fashion-MNIST Test Accuracy(%) | Time Complexity |
|---------------------|------------------------|--------------------------------|-----------------|
| Bhatnagar et al. [10]| -                      | 92.54%                         | 2M              |
| Hossain et al. [20] | -                      | 93.41%                         | 5.41M           |
| Agarap et al. [8]   | 99.17%                 | 90.91%                         | -               |
| Poernomo et al. [21]| 99.59%                 | 92.03%                         | -               |
| Jain et al. [22]    | 99.66%                 | -                              | 4.5M            |
| Gorokhovatskyi et al. [23]| 98.52% | 94.19% | 1.2M |
| SCNND (ours)        | 99.60%                 | 94.19%                         | 3.8M            |

4. Conclusions

In this paper, we propose a new dropout-based shallow convolutional network (SCNND) framework for image recognition. The SCNND includes 4 layers, utilizing dropout technology to improve the learning ability of the SCNND. The classification results and comparisons with deep CNN and shallow CNN demonstrate the validity of the model on two benchmark image datasets.
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