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Abstract
By using Fubini theorem or Tonelli theorem, we find that the zeta function value at 2 is equal to a special integral. Furthermore, we find that this special integral is two times of another special integral. By using this fact we give an easy way to calculate the value of the alternating sum of \( \frac{1}{n^2} \) without using the Fourier expansion. Also, we discuss the relationship between Genocchi numbers and Bernoulli numbers and get some results about Bernoulli polynomials.

Keywords
Basel Problem, Zeta Function, Bernoulli Numbers, Bernoulli Polynomials

1. Introduction
Basel problem asks for the precise value of the progression \( \sum_{n=1}^{\infty} \frac{1}{n^2} \). It was first posed by Pietro Mengoli in 1644 and solved by Leonhard Euler in 1735 [1]. The value is known as \( \frac{\pi^2}{6} \).

There are more general results [2] about the progression,
\[
\sum_{n=1}^{\infty} \frac{1}{(n + a)^2} = \lim_{b \to \infty} \int_a^b \frac{t^a - 1}{b - a} \cdot \frac{-1}{1-t} dt.
\]

Let \( a = 0 \), it becomes the \( \zeta(2) \).
Moreover, using Fourier expansion of \( x^2 \),
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\[ x^2 \sim \frac{\pi^2}{3} + 4\sum_{n=1}^{\infty} \frac{(-1)^n \cos nx}{n^2}, \]

we will get

\[ \frac{\pi^2}{12} = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^2}. \]  

(1.1)

In the end of Section 5, we give another proof of (1.1) by using the relationship of two special integrals which are introduced in Sections 3 and 4. Also, inspired by this, in Section 6, we discuss about Bernoulli numbers and Genocchi numbers. We obtain some properties of Bernoulli numbers and Bernoulli polynomials.

2. Basic Properties

The convergence of the infinite series \( \sum_{n=1}^{\infty} \frac{1}{n^2} \) is obvious. We can use various methods to prove it. Especially, when we consider Riemann-Zeta function, \( \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \) (\( s \in \mathbb{R} \)), the progression diverges when \( s \leq 1 \), and converges when \( s > 1 \). Also, we can use the estimate of the partial sum of the series.

\[ \sum_{n=1}^{N} \frac{1}{n^2} < 1 + \sum_{n=2}^{N} \frac{1}{n(n-1)} = 1 + \sum_{n=2}^{N} \left( \frac{1}{n-1} - \frac{1}{n} \right) = 1 + 1 - \frac{1}{N} \to 2, \]

when \( N \to +\infty \). Or we can use the Cauchy principle. In fact, for \( n > 1 \),

\[ \frac{1}{n^2} < \frac{1}{n(n-1)} = \frac{1}{n-1} - \frac{1}{n}, \]

thus

\[ 0 < \sum_{k=n+1}^{n+p} \frac{1}{k^2} < \sum_{k=n+1}^{n+p} \left( \frac{1}{k-1} - \frac{1}{k} \right) = \frac{1}{n} - \frac{1}{n+p} < \frac{1}{n} \to 0, \]

when \( n \to +\infty \). Then, the progression converges.

3. Calculation of \( \zeta(2) \)

There are various proofs of the Basel problem and Robin Chapman wrote a survey [3] about these. Some are elementary and some will use advanced mathematics such as Fourier analysis, complex analysis or multivariable calculus. Here we review the method of Jiaqiang Mei [4], which is rather elementary and easy to understand. There is also an elementary proof on the Wiki [1].

Repeated use of the equation

\[ \frac{1}{\sin^2 x} = \frac{\cos^2 x}{2} + \frac{\sin^2 x}{2}, \]

we get

\[ \frac{1}{\sin^2 x} = \left[ \frac{1}{\sin^2 \frac{x}{2}} + \frac{1}{\sin^2 \frac{\pi+x}{2}} \right] = 4^2 \left[ \frac{1}{\sin^2 \frac{x}{4}} + \frac{1}{\sin^2 \frac{2\pi+x}{4}} + \frac{1}{\sin^2 \frac{\pi+x}{4}} + \frac{1}{\sin^2 \frac{3\pi+x}{4}} \right] \]

(1.2)

Note that
we may rewrite the Equation (1.2) as

$$\frac{1}{\sin^2 x} = \frac{1}{2^n} \sum_{k=-2^n}^{2^n-1} \frac{1}{\sin^2 \left(\frac{x + k\pi}{2^n}\right)} = E_n + \sum_{k=-2^n}^{2^n-1} \frac{1}{\sin^2 \left(\frac{x + k\pi}{2^n}\right)},$$

where

$$E_n = \frac{1}{2^n} \sum_{k=-2^n}^{2^n-1} \left[ \frac{1}{\sin^2 \left(\frac{x + k\pi}{2^n}\right)} - \frac{1}{\left(\frac{x + k\pi}{2^n}\right)^2} \right].$$

Using the inequality

$$0 < \frac{1}{\sin^2 x} - \frac{1}{x^2} = 1 + \frac{\cos^2 x}{\sin^2 x} - \frac{1}{x^2} < 1, \quad \forall \ x \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right],$$

we get the estimation

$$0 < E_n < \frac{1}{2^n} \cdot 2^n = \frac{1}{2^n}, \quad \forall \ x \in \left[0, \frac{\pi}{2}\right].$$

Let $n \to \infty$, we obtain the following equation

$$\frac{1}{\sin^2 x} = \sum_{k \in \mathbb{Z}} \frac{1}{(x + k\pi)^2}, \quad x \neq n\pi.$$  

The above progression is uniformly convergent in any closed interval not containing \{n\pi\} and can be written as

$$\frac{1}{\sin^2 x} = \frac{1}{x^2} + \sum_{n=1}^{\infty} \left[ \frac{1}{(x + n\pi)^2} + \frac{1}{(x - n\pi)^2} \right], \quad x \neq k\pi.$$  

Especially, we have

$$\frac{1}{3} = \lim_{x \to 0} \left( \frac{1}{\sin^2 x} - \frac{1}{x^2} \right) = 2\sum_{n=1}^{\infty} \frac{1}{(n\pi)^2}.$$  

Therefore,

$$\zeta(2) = \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6}.$$  

4. As a Special Case of Power Series

For the power series $\sum_{n=1}^{\infty} \frac{2^n}{n^2} x^n$, we calculate the domain of convergence. Since

$$\lim_{n \to \infty} \sqrt[n]{a_n} = \lim_{n \to \infty} \sqrt[n]{\frac{2^n}{n^2}} = 2,$$

the radius of convergence equals $R = \frac{1}{2}$. If $x = \frac{1}{2}$, the power series becomes the progression $\sum_{n=1}^{\infty} \frac{1}{n^2}$ which is convergent. If $x = -\frac{1}{2}$, then the power series becomes $\sum_{n=1}^{\infty} (-1)^n \frac{1}{n^2}$ which is also convergent. Therefore,
the domain of convergence is \([-\frac{1}{2}, \frac{1}{2}]\).

Suppose \(S(x) = \sum_{n=1}^{\infty} \frac{2^n}{n^2} x^n\). We can do the derivation item by item in the interval \((-\frac{1}{2}, \frac{1}{2})\). That is,

\[
S'(x) = \sum_{n=1}^{\infty} \frac{2^n}{n} x^{n-1}.
\]

Multiply both sides by \(x\),

\[
xS'(x) = \sum_{n=1}^{\infty} \frac{2^n}{n} x^n.
\]

Derivate both sides again, we get

\[
S''(x) + xS'(x) = \sum_{n=1}^{\infty} 2^n x^{n-1}.
\]

Thus,

\[
\frac{1}{2} (S'(x) + xS'(x)) = \sum_{n=1}^{\infty} \frac{2^n}{1-2x}.
\]

We obtain a second order ordinary differential equation

\[
S'(x) + xS'(x) = \frac{2}{1-2x}.
\] (1.3)

If we set \(y(x) = S'(x)\), the Equation (1.3) is converted to a first order equation,

\[
y + xy' = \frac{2}{1-2x}.
\]

Multiply both side by \(dx\),

\[
ydx + xdy = \frac{2}{1-2x} dx.
\]

Let \(h(x) = xy(x)\), we have

\[
dh(x) = \frac{2}{1-2x} dx.
\]

Then

\[
h(x) = -\ln(1-2x) + C.
\]

Using the initial conditions \(y(0) = S'(0) = 2\), \(h(0) = 0\), \(y'(0) = 0\), we have

\[
h(x) = -\ln(1-2x).
\]

Then, if \(x \neq 0\),

\[
y(x) = -\frac{\ln(1-2x)}{x}.
\]

That is

\[
S'(x) = \frac{\ln(1-2x)}{x}.
\]

Note that \(S(0) = 0\). Then,

\[
S(x) = S(x) - S(0) = \int_0^x S'(t) dt = \int_0^x \frac{\ln(1-2t)}{t} dt.
\]

Particularly,

\[
S\left(\frac{1}{2}\right) = -\int_0^{\frac{1}{2}} \ln(1-2t) dt = -\int_0^1 \frac{\ln(1-u)}{u} du = -\int_0^1 \frac{\ln u}{1-u} du.
\]
Therefore, for the improper integral \( \int_{0}^{1} \ln \frac{u}{1-u} \, du \), we know its value is equal to \( -\frac{\pi^2}{6} \).

5. From the Special Integral to the Basel Problem

In this section, we will calculate the special integral arised in the last section, i.e.

\[
\int_{0}^{1} \ln \frac{u}{1-u} \, du.
\]

For \( n \geq 0 \),

\[
\int_{0}^{1} t^n \ln t \, dt = \frac{1}{n+1} \int_{0}^{1} t^n \ln t \, dt = \frac{1}{n+1} \left[ \frac{t^{n+1}}{n+1} \ln t \bigg|_{0}^{1} \right] = \frac{1}{n+1} \left[ 0 - \lim_{t \to 0} \frac{t^{n+1}}{n+1} \ln t - \int_{0}^{1} t^n \, dt \right] = -\frac{1}{(n+1)^2}.
\]

Thus

\[
\sum_{n=1}^{\infty} \frac{1}{n^2} = \sum_{n=1}^{\infty} \int_{0}^{1} t^{n-1} |\ln t| \, dt.
\]

Let \( f_n(t) = t^{n-1} |\ln t| \), \( t \in (0,1] \), \( n = 1, 2, \ldots \). Obviously, \( f_n \in L^1((0,1], |\cdot|) \), where \( |\cdot| \) is Lebesgue measure.

For simplicity, we denote \( L^1((0,1], |\cdot|) \) by \( L^1 \).

By Minkowski inequality [5], we have

\[
\left\| \sum_{n=1}^{\infty} f_n \right\|_1 \leq \sum_{n=1}^{\infty} \left\| f_n \right\|_1.
\]

Then,

\[
\int_{0}^{1} \left( \sum_{n=1}^{\infty} t^{n-1} |\ln t| \right) \, dt \leq \sum_{n=1}^{\infty} \int_{0}^{1} t^{n-1} |\ln t| \, dt = \sum_{n=1}^{\infty} \frac{1}{n^2} = \zeta(2).
\]

We will prove the equality holds in our case. First we have the following lemma.

**Lemma 1.** \( \| f + g \|_1 = \| f \|_1 + \| g \|_1 \) if and only if there is a real valued function \( h \) that is nonnegative a.e. such that when both \( f \) and \( g \) are not \( 0 \) then \( g = hf \) a.e.

**Proof.** Please refer to [6].

Lemma 1 can be generalized to infinite summation case.

**Lemma 2.** \( \left\| \sum_{n=1}^{\infty} f_n \right\|_1 = \sum_{n=1}^{\infty} \left\| f_n \right\|_1 \) if and only if there is a real valued function \( f \) and a series of real valued functions \( g_n \) which have the same signs such that \( f_n = g_n f \) a.e.

**Proof.** First, by induction, the lemma holds for finite sum. That is

\[
\left\| \sum_{n=1}^{N} f_n \right\|_1 = \sum_{n=1}^{N} \left\| f_n \right\|_1.
\]

Let \( E \equiv \{ x | f_n(x) \) have the same sign \}. Then,

\[
\left\| \sum_{n=1}^{\infty} f_n \right\|_1 \geq \left\| \sum_{n=1}^{N} f_n \right\|_1 = \sum_{n=1}^{N} \left\| f_n \right\| L^1(E) \xrightarrow{N \to \infty} \sum_{n=1}^{\infty} \left\| f_n \right\| L^1(E) = \left\| \sum_{n=1}^{\infty} f_n \right\|_1.
\]

Since the measure of \( E^c \) is zero, we have

\[
\left\| \sum_{n=1}^{\infty} f_n \right\|_1 \geq \sum_{n=1}^{\infty} \left\| f_n \right\|_1.
\]

Combine Equation (1.4), we complete the proof.

On the other hand, we observe that, for \( t \in (0,1) \)

\[
\frac{\ln t}{1-t} = \ln t \left( \sum_{n=0}^{\infty} t^n \right) = \sum_{n=1}^{\infty} \ln t.
\]
Then we get
\[
\int_0^t \ln \frac{t}{1-t} \, dt = \int_0^t \left( \sum_{n=1}^{\infty} \frac{1}{n} \right) \, dt = \sum_{n=1}^{\infty} \int_0^t \frac{1}{n} \, dt = \sum_{n=1}^{\infty} \frac{1}{n^2} = \zeta(2). 
\]

We give a remark about the second equality of the above equation. It can be inferred by Fubini's theorem or Tonelli's theorem [7].

Infact,
\[
\int_{[0,1]} \int_{[0,1]} \ln t \, d\mu(n) \, d\nu(t) = \int_{[0,1]} \int_{[0,1]} \ln t \, d\mu(n) \, d\nu(t) = \sum_{n=1}^{\infty} \int_{[0,1]} \ln t \, dt.
\]

There are other ways to get this relationship from this special integral to \( \zeta(2) \). First, recall the lemma established by James P. Lesko and Wendy D. Smith [2].

**Lemma 3.** For \( r \in [-1,1] \), \( a > 0 \) and \( b \geq 0 \), we have
\[
\sum_{n=1}^{\infty} \frac{r^n}{an+b} = \frac{1}{a} \int_0^b \frac{ru^n}{1-ru} \, du.
\]

Especially, when \( a = 1 \) and \( b = 0 \), (1.5) yields
\[
\sum_{n=1}^{\infty} \frac{r^n}{n} = \int_0^1 \frac{r}{1-ru} \, du = -\ln(1-r).
\]

By this lemma,
\[
\int_0^t \frac{\ln \frac{t}{1-t}}{1-t} \, dt = (-1) \int_0^1 \frac{\ln(1-r)}{r} \, dr = (-1) \int_0^1 \left[ \frac{1}{r} \cdot (-1) \int_0^r \frac{1}{1-ru} \, du \right] \, dr = \int_0^1 \int_0^r \frac{1}{1-ru} \, dudr.
\]

Then by monotone convergence theorem, it equals to \( \sum_{n=1}^{\infty} \frac{1}{n^2} \). See [3].

Or, we can do it in this way,
\[
\int_0^t \frac{\ln \frac{t}{1-t}}{1-t} \, dt = (-1) \int_0^1 \frac{\ln(1-r)}{r} \, dr = (-1) \int_0^1 \left[ \frac{1}{r} \cdot (-1) \sum_{n=1}^{\infty} \frac{r^n}{n} \right] \, dr = \int_0^1 \sum_{n=1}^{\infty} \frac{r^{n-1}}{n} \, dr = \sum_{n=1}^{\infty} \frac{1}{n^2}.
\]

### 6. Relationship between Two Special Integrals

We will use a result from ([8], Exer 20).

**Lemma 4.** Assume that the function \( f(x) \) is monotone on the interval \((0,1)\). It need not be bounded at the points \( x = 0, \ x = 1 \); we assume however that the improper integral \( \int_0^1 f(x) \, dx \) exists. Under these conditions,
\[
\lim_{n \to +\infty} \frac{1}{n} \left[ f\left( \frac{1}{n} \right) + f\left( \frac{2}{n} \right) + \cdots + f\left( \frac{n-1}{n} \right) \right] = \int_0^1 f(x) \, dx.
\]

Then for our case, the integral \( \int_0^t \frac{\ln t}{1-t} \, dt \) exists and satisfies the conditions. In fact, let \( f(t) = \frac{\ln t}{1-t}, \ t \in (0,1) \), then
\[ f'(t) = \frac{\frac{1}{t} (1-t) - \ln t \cdot (-1)}{(1-t)^2} = \frac{1-t + t \ln t}{t(1-t)^2}. \]

Let \( g(t) = 1 - t + t \ln t \), then
\[ g'(t) = -1 + \ln t + t < 0. \]

Since \( \lim_{t \to 1^-} g(t) = 0 \), we have \( g(t) > 0 \) for \( t \in (0,1) \). So \( f(t) \) is monotone on the interval \( (0,1) \). Then by Lemma 4, we have
\[
\int_0^1 \ln \left( \frac{1}{1-t} \right) dt = \lim_{n \to \infty} \sum_{k=1}^{n-1} \frac{\ln (1-k)}{n} = \lim_{n \to \infty} \sum_{k=1}^{n-1} \frac{\ln (1-k)}{n-k}.
\]

If we consider the improper integral \( \int_0^1 \ln \left( \frac{1}{1-t} \right) dt \). Let \( f(t) = \ln \left( \frac{1}{1-t} \right) \), \( t \in (0,1) \). Then
\[ f'(t) = -\frac{1-t}{1-t} - \ln(1-t). \]

Let \( g(t) = -\frac{1-t}{1-t} \), then \( g'(t) = -\frac{1-t}{(1-t)^2} < 0 \). Since
\[ \lim_{t \to 0^+} g(t) = \lim_{t \to 0^+} \left( -\frac{1-t}{1-t} - \ln(1-t) \right) = 0, \]
\( g(t) < 0 \). Thus, \( f'(t) < 0 \). So \( f(t) \) is also monotone on the interval \( (0,1) \). By Lemma 4, we have
\[
\int_0^1 \ln \left( \frac{1}{1-t} \right) dt = \lim_{n \to \infty} \sum_{k=1}^{n-1} \frac{\ln \left( \frac{1}{1-k} \right)}{n} = \lim_{n \to \infty} \sum_{k=1}^{n-1} \frac{\ln \left( \frac{1}{1-k} \right)}{n}.
\]

Next, we deduce the following equation and give another description of (1.1),
\[ \int_0^1 \ln \frac{1}{t} dt = 2 \int_0^1 \ln \frac{1}{1+t} dt. \] (1.6)

**Lemma 5.** Let \( h(x) = \int_0^1 \frac{\ln(1-t)}{t} dt \), \( x \in [-1,1] \), then \( h(x) + h(-x) = \frac{1}{2} h(x^2) \).

**Proof.** Let \( \varphi(x) = h(x) + h(-x) - \frac{1}{2} h(x^2) \), it is easy to note that its derivative \( \varphi'(x) \) equals to zero and \( \varphi(0) = 0 \).

By changing variables,
\[ h(x) = \int_0^1 \frac{\ln(1-t)}{t} dt = \int_0^x \frac{\ln(1+u)}{u} du. \]

Then
\[ h(-1) = \int_0^1 \ln\left(1 + \frac{1}{u}\right) \, du = \int_0^1 \ln(1 + u) \, d\ln u \]
\[ = \ln(1 + u) \ln u \bigg|_0^1 - \int_0^1 u \cdot d(\ln(1 + u)) - \int_0^1 \frac{1}{1 + u} \, du. \]

Here, note that \( \lim_{u \to 0} \ln(1 + u) \ln u = 0 \). By Lemma 5,
\[ \int_0^1 \frac{\ln t}{1 + t} \, dt = \int_0^1 \frac{\ln(1-t)}{t} \, dt = h(1) = -2h(-1) = 2 \int_0^1 \frac{\ln t}{1 + t} \, dt. \]

For the integral \( \int_0^1 \frac{\ln t}{1 + t} \, dt \), we have a relevant result.

**Lemma 6.** Let \( h(x) = \int_0^x \frac{\ln t}{1 + t} \, dt \), \( x > 0 \), then \( h(x) + h\left(\frac{1}{x}\right) = \frac{1}{2}(\ln x)^2 \).

**Proof.**

\[ h(x) = \int_0^x \frac{\ln t}{1 + t} \, dt = \int_0^x \ln t \, d\ln(1 + t) \]
\[ = \ln x \ln(1 + x) - \int_0^1 \frac{\ln(1 + t)}{t} \, dt, \]
then,
\[ h\left(\frac{1}{x}\right) = \ln \frac{1}{x} \ln\left(1 + \frac{1}{x}\right) - \int_0^1 \frac{\ln(1 + t)}{t} \, dt. \]

Hence,
\[ h(x) + h\left(\frac{1}{x}\right) = \ln x \ln(1 + x) - \ln x \left(\ln(1 + x) - \ln x\right) \]
\[ - \left[ \int_0^1 \frac{\ln(1 + t)}{t} \, dt + \int_0^1 \frac{\ln(1 + t)}{t} \, dt \right] \]
\[ = \left(\ln x\right)^2 - \frac{1}{2}(\ln x)^2 = \frac{1}{2}(\ln x)^2. \]

The second equality holds, because
\[ \int_0^x \frac{\ln(1 + t)}{t} \, dt = -\int_0^1 \frac{\ln(1 + t)}{t} \, dt + \frac{1}{2}(\ln x)^2. \]

Observe that
\[ \int_0^1 \frac{\ln(1 + t)}{t} \, dt = \int_0^1 \sum_{n=1}^{\infty} (-1)^{n-1} \frac{t^n}{n} \, dt = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{1}{n^2}. \]

Thus
\[ \sum_{n=1}^{\infty} (-1)^{n-1} \frac{1}{n^2} = \int_0^1 \frac{\ln(1 + t)}{t} \, dt = -\int_0^1 \frac{\ln t}{1 + t} \, dt = -\frac{1}{2} \int_0^1 \frac{\ln t}{1 - t} \, dt = \frac{1}{2} \zeta(2). \]

Applying the same argument in beginning of this section, we get
\[ \int_0^1 \frac{\ln t}{1 + t} \, dt = \lim_{n \to \infty} \sum_{k=1}^{\infty} \frac{(1 + \frac{k}{n})^{\frac{1}{n}} - \ln n}{n + k}, \]
and
\[ \int_0^1 \frac{\ln(1 + t)}{t} \, dt = \ln \lim_{n \to \infty} \prod_{k=1}^{\infty} \left(1 + \frac{k}{n}\right)^{\frac{1}{n}}. \]
Remark. It must be very interesting if we could calculate the integral \( \int_0^1 \frac{\ln t}{1-t} \, dt \) not using the progression \( \sum_{n=1}^{\infty} \frac{1}{n^2} \).

Remark. Similarly, we can prove that \( \int_0^1 \frac{(\ln t)^2}{1-t} \, dt = \zeta(3) \).

7. Bernoulli Numbers and Bernoulli Polynomials

Recall some facts of Bernoulli numbers, and for more information, please refer to [4] [9]-[12].

The Bernoulli numbers \( B_n \) are defined by the power series expansion

\[
\frac{z}{e^z - 1} = \sum_{n=0}^{\infty} \frac{B_n}{n!} z^n.
\]

Then

\[
z = (e^z - 1) \left( \sum_{n=0}^{\infty} \frac{B_n}{n!} z^n \right) = \left( \sum_{n=0}^{\infty} \frac{z^n}{n!} \right) \left( \sum_{n=0}^{\infty} \frac{B_n}{n!} z^n \right) = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k=1}^{n} \binom{n}{k} B_k z^n.
\]

Thus we get a recursion formula for the Bernoulli numbers, namely

\[
\frac{B_0}{n!} + \frac{B_1}{(n-1)!} + \cdots + \frac{B_{n-1}}{1!} (n-1)! = \begin{cases} 1, & \text{if } n = 1, \\ 0, & \text{if } n > 1. \end{cases}
\]

We get \( B_0 = 1 \). From the identity

\[
\frac{z}{e^z - 1} + \frac{z}{2} = \frac{z}{e^z - 1} + \frac{z}{2} = \frac{z}{e^z} = \frac{z}{2} + \frac{z}{e^{z/2} - e^{-z/2}} = \tanh \frac{z}{2},
\]

the function \( \frac{z}{e^z - 1} + \frac{z}{2} \) is an even function. Hence it has only even terms in its power series expansion.

\[
\frac{z}{e^z - 1} = 1 - \frac{z}{2} + \sum_{n=1}^{\infty} \frac{B_{2n}}{(2n)!} z^{2n}.
\]

Sometimes, people prefer to use \( B_n \) to denote \((-1)^{n+1} B_{2n}\), then

\[
\frac{z}{e^z - 1} = 1 - \frac{z}{2} + \sum_{n=1}^{\infty} \frac{(-1)^{n+1} B_{2n}}{(2n)!} z^{2n}.
\]

We have various ways to get the important equation.

**Lemma 7.**

\[
\zeta(2n) = (-1)^{n+1} \frac{2^{2n} \pi^{2n}}{(2n)!} B_{2n} = \frac{2^{2n+1} \pi^{2n} B_n}{(2n)!}.
\]

**Proof.** By replacing \( z \) by \( 2\pi i z \) in the identity

\[
\frac{z}{2} \left( e^{z/2} + e^{-z/2} \right) = \sum_{n=0}^{\infty} \frac{B_{2n}}{(2n)!} z^{2n},
\]

we get

\[
\pi z \cot \pi z = \sum_{n=0}^{\infty} (-1)^n \frac{(2\pi)^{2n}}{(2n)!} B_{2n} z^{2n}.
\]
Then by taking the logarithmic derivative of the product expansion for the sine,
\[ \sin \pi z = \pi z \prod_{n=1}^{\infty} \left( 1 - \frac{z}{n} \right) \left( 1 + \frac{z}{n} \right), \]
we get the expansion of \( \pi z \cot \pi z \).
\[ \pi z \cot \pi z = 1 + \sum_{n=1}^{\infty} \left[ \frac{z}{z-n} + \frac{z}{z+n} \right] = 1 - 2 \sum_{n=1}^{\infty} \zeta(2n) z^{2n}. \]
Comparing the coefficients of \( z^{2n} \), we get (7).
Another way is to take the logarithmic derivative of the identity \[4\]
\[ \sinh x = \prod_{k=1}^{\infty} \left( \frac{x^2}{k^2 \pi^2} + 1 \right), \quad x \in \mathbb{R}, \]
which yields
\[ x \coth x = 1 + \sum_{n=0}^{\infty} \frac{2(-1)^n \zeta(2m+2)}{\pi^{2m+2}} x^{2m+2}. \]
Then we get (7) by comparing with
\[ x \coth x = \frac{x}{\tanh x} = \frac{2x}{e^{2x} - 1} + x = \sum_{n=0}^{\infty} \frac{2^{2n} B_{2n}}{(2n)!} x^{2n}. \]

**Proposition 1.**
\[ \sum_{n=1}^{\infty} (-1)^{n-1} B_n = \frac{\pi^2}{6} - \frac{3}{2} \]

**Proof.**
\[ \int_0^1 \frac{\ln t}{1-t} \, dt = \int_0^\infty \frac{se^t}{e^t - 1} \, ds = \int_0^\infty e^t \left( 1 - \frac{s}{2} + \sum_{n=1}^{\infty} \frac{(-1)^{n-1} B_n s^{2n}}{(2n)!} \right) ds \]
\[ = \int_0^\infty e^s ds - \frac{1}{2} \int_0^\infty e^{s} ds + \sum_{n=1}^{\infty} \frac{(-1)^{n-1} B_n}{(2n)!} s^{2n} ds \]
\[ = 1 - \frac{1}{2} \left[ e^s \bigg|_0^\infty - \int_0^s e^{s} ds \right] + \sum_{n=1}^{\infty} \frac{(-1)^{n-1} B_n}{(2n)!} \int_0^\infty s^{2n} e^t ds \]
\[ = \frac{3}{2} + \sum_{n=1}^{\infty} \frac{(-1)^{n-1} B_n}{(2n)!} \cdot I_{2n}, \]
where
\[ I_{2n} = \int_0^\infty s^{2n} e^t ds. \]
It is easy to prove that \( I_k = (-1)^k \cdot k! \) by induction. Therefore,
\[ \int_0^1 \frac{\ln t}{1-t} \, dt = \frac{3}{2} + \sum_{n=1}^{\infty} \frac{(-1)^{n-1} B_n}{(2n)!}. \]
Let us consider the expansion
\[ \frac{z}{e^t + 1} = \sum_{n=0}^{\infty} G_n \frac{z^n}{n!}, \]
where \( G_n \) are Genocchi numbers. Then
$$z = (e^z + 1) \left( \sum_{a=0}^{m} \frac{G_{a} z^{a}}{n!} \right) = \left( 2 + \sum_{m=1}^{m} \frac{z^{m}}{m!} \right) \left( \sum_{a=0}^{n} \frac{G_{a} z^{a}}{n!} \right)$$

$$= \sum_{n=0}^{\infty} \frac{2G_{n}}{n!} z^{n} + \sum_{n=1}^{\infty} \frac{1}{n!} \left( \sum_{k=0}^{n} \frac{1}{k!} G_{k} \right) z^{n}.$$  

Thus, \( G_{0} = 0 \) and \( 2G_{1} + G_{0} = 1 \), which infers that \( G_{1} = -\frac{1}{2} \). For \( n > 1 \),

$$\frac{2G_{n}}{n!} + \sum_{k=0}^{n} \frac{1}{n!} G_{k} = 0.$$  

That is,

$$G_{n} = -\sum_{k=0}^{n-1} \frac{1}{k!} G_{k}, \quad (n > 1).$$  (1.7)

Note that

$$\frac{z}{e^z - 1} - \frac{z}{e^z + 1} = \frac{2z}{e^{2z} - 1}.$$  

Taking expansion,

$$\sum_{n=0}^{\infty} \frac{B_{n}}{n!} z^{n} - \sum_{n=0}^{\infty} \frac{G_{n}}{n!} z^{n} = \sum_{n=0}^{\infty} \frac{B_{n}}{n!} (2z)^{n},$$  

we have

$$G_{n} = -\left(2^{n+1} - 1\right) B_{n}.$$  (1.8)

This give a quick way to compute Bernoulli numbers since in (1.7) we have

$$\left( \begin{array}{c} n+1 \\ k \end{array} \right) = \frac{n+1}{n+1-k} \left( \begin{array}{c} n \\ k \end{array} \right).$$

If let \( G_{n} \) denote \((-1)^{n+1} G_{2n}\), then

$$G_{n} = -\left(2^{2n+1} - 1\right) B_{n}.$$  

Proposition 2.

$$\sum_{n=1}^{\infty} \left( -1 \right)^{n} \left( 2^{n+1} - 1 \right) B_{n} = \sum_{n=1}^{\infty} \left( -1 \right)^{n} G_{n} = \frac{\pi^{2}}{12}.$$  

Proof. By changing variables,

$$\int_{0}^{1} \ln t \frac{dt}{1+t} = \int_{0}^{\infty} \frac{xe^{x}}{1+e^{x}} dx.$$  

Note that

$$\frac{x}{e^{x} + 1} = \sum_{n=1}^{\infty} \frac{G_{n}}{n!} x^{n},$$  

then

$$\int_{0}^{1} \ln t \frac{dt}{1+t} = \int_{0}^{\infty} \left( \sum_{n=1}^{\infty} \frac{G_{n}}{n!} x^{n} \right) e^{x} dx = \sum_{n=1}^{\infty} \frac{G_{n}}{n!} \int_{-\infty}^{0} x^{n} e^{x} dx.$$  

Set \( I_{n} = \int_{-\infty}^{0} x^{n} e^{x} dx \), then \( I_{n} = (-n) I_{n-1} \). By induction, we prove that \( I_{n} = (-1)^{n} n! \). Therefore,

$$\int_{0}^{1} \ln t \frac{dt}{1+t} = \sum_{n=1}^{\infty} \left( -1 \right)^{n} G_{n}.$$
Together with (1.6), we have
\[ \sum_{n=1}^{\infty} (-1)^{n+1} G_n = \frac{\pi^2}{12}. \]

**Remark.** Since \( B_1 = 1 \) and \( G_1 = -\frac{1}{2} \), the proposition can also be written as
\[ \sum_{n=1}^{\infty} (2^{2n} - 1) B_n = \frac{\pi^2}{12} + 1, \quad \sum_{n=1}^{\infty} G_n = -\frac{\pi^2}{12} - \frac{1}{2}. \]

Bernoulli polynomials \( B_n(x) \) are defined by the formula
\[ \frac{ze^x}{e^x - 1} = \sum_{n=0}^{\infty} B_n(x) \frac{x^n}{n!}. \]
The functions \( B_n(x) \) are polynomials in \( x \) and
\[ B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_{n-k} x^k. \]
Similarly, we define \( G_n(x) \) by the formula
\[ \frac{ze^x}{e^x + 1} = \sum_{n=0}^{\infty} G_n(x) \frac{x^n}{n!} z^n. \]
The functions \( G_n(x) \) are polynomials in \( x \). In fact,
\[ \sum_{n=0}^{\infty} G_n(x) \frac{x^n}{n!} z^n = \left( \frac{z}{e^x + 1} \right) e^x = \left( \sum_{n=0}^{\infty} G_n \frac{x^n}{n!} z^n \right) \left( \sum_{n=0}^{\infty} \frac{x^n}{n!} z^n \right) \]
Comparing the coefficients of \( z^n \), we have
\[ G_n(x) = \sum_{k=0}^{n} \binom{n}{k} G_{n-k} x^k \]
and \( G_n(0) = G_n \). Using (1.7), for \( n > 1 \), we have
\[ G_n(1) = \sum_{k=0}^{n} \binom{n}{k} G_{n-k} = \sum_{k=0}^{n-1} \binom{n}{k} G_k + G_n = -2G_n + G_n = -G_n. \]
On the other hand, by definition,
\[ \frac{ze^x}{e^x + 1} = \sum_{n=0}^{\infty} G_n(x) \frac{x^n}{n!} z^n, \quad \frac{ze^{x+1}}{e^x + 1} = \sum_{n=0}^{\infty} G_n(x+1) \frac{x^n}{n!} z^n. \]
Do the addition,
\[ \sum_{n=0}^{\infty} G_n(x+1) + G_n(x) \frac{x^n}{n!} z^n = ze^x = \sum_{n=0}^{\infty} \frac{x^n}{n!} z^{n+1}. \]
Comparing the coefficients of \( z^n \), we have
\[ G_k(x+1) + G_k(x) = kx^{k-1}, \quad k \geq 2. \]
Let \( x = 1, 2, 3, \cdots, n \) and summation these equations, we get
\[ G_k(1) + 2(G_k(2) + \cdots + G_k(n)) + G_k(n+1) = k \sum_{i=1}^{n} i^{k-1}. \]
From the equation \( G_k(1) + G_k(0) = 0 \), we infer that \( G_k(1) = -G_k(0) = -G_k \).
\[ G_k (2) = -G_k (1) + k = k + G_k , \]
\[ G_k (3) = -G_k (2) + k 2^{k-1} = k 2^{k-1} - k - G_k , \]
\[ G_k (4) = -G_k (3) + k 3^{k-1} = k 3^{k-1} - k 2^{k-1} + k + G_k , \]
\[ \vdots \]
\[ G_k (n) = -G_k (n-1) + k (n-1)^{k-1} = k (n-1)^{k-1} - \cdots + (-1)^{n} G_k . \]

Therefore,
\[ \sum_{i=2}^{n} G_k (i) = k (n-1)^{k-1} + k (n-3)^{k-1} + k (n-5)^{k-1} + \cdots . \]

If \( n = 2m \),
\[ \sum_{i=2}^{2m} G_k (i) = k (2m-1)^{k-1} + k (2m-3)^{k-1} + k (2m-5)^{k-1} + \cdots + k + G_k . \]

If \( n = 2m+1 \),
\[ \sum_{i=2}^{2m+1} G_k (i) = k (2m)^{k-1} + k (2m-2)^{k-1} + k (2m-4)^{k-1} + \cdots + k 2^{k-1} . \]

Whether \( n \) is odd or even, we always have the following trivial identity.
\[ G_k (1) + 2 \sum_{i=2}^{n} G_k (i) + G_k (n+1) = -G_k + k \left[ n^{k-1} + (n-1)^{k-1} + \cdots + 1^{k-1} \right] + G_k = k \sum_{i=1}^{n} i^{k-1} . \]

By differentiating on \( x \) at both sides of (1.9), we also have
\[ G'_n (x) = n G_{n-1} (x) . \]

But being different from \( \int_{0}^{1} B_n (x) \, dx = 0 \), we have
\[ \int_{0}^{1} G_n (x) \, dx = \int_{0}^{1} \frac{G_{n+1}'(x)}{n+1} \, dx = \frac{G_{n+1}'(1) - G_{n+1}'(0)}{n+1} = -\frac{2}{n+1} G_{n+1} . \]

**Proposition 3.** i) \( G_n (1-x) = (-1)^{n+1} G_n (x) . \)

ii) \( G_n (x) = B_n (x) - 2^n B_n \left( \frac{x}{2} \right) . \)

iii) \( G_n (x) = 2^n B_n \left( \frac{x+1}{2} \right) - B_n (x) . \)

iv) \( B_n (x) = 2^{n-1} \left[ B_n \left( \frac{x+1}{2} \right) + B_n \left( \frac{x}{2} \right) \right] . \)

**Proof.** i)
\[ \sum_{n=0}^{\infty} G_n (1-x) \frac{z^n}{n!} = \frac{ze^{(1-x)z}}{e^{z}+1} = \frac{(-z)e^{(1-z)z}}{e^{-z}+1} = \sum_{n=0}^{\infty} G_n (x) \frac{(-1)^{n+1} z^n}{n!} , \]
thus,
\[ G_n (1-x) = (-1)^{n+1} G_n (x) . \]

ii)
\[ \frac{ze^{xz}}{e^x - 1} - \frac{ze^{xz}}{e^z - 1} = \frac{2ze^{x+z}}{e^{x+z} - 1} . \]
By comparing the coefficients of \( z^n \), we get

\[
B_n(x) - G_n(x) = 2^n B_n \left( \frac{x}{2} \right).
\]

(iii)

\[
\frac{ze^{xz}}{e^x - 1} + \frac{ze^{xz}}{e^x + 1} = \frac{2ze^{\frac{x+1}{2}}}{e^{\frac{x+1}{2}} - 1}.
\]

By comparing the coefficients of \( z^n \), we get

\[
B_n(x) + G_n(x) = 2^n B_n \left( \frac{x+1}{2} \right).
\]

(iv) by (ii) and (iii).

**Remark.**

1) Especially, we have \( B_{2n} \left( \frac{1}{2} \right) = 4^n B_{2n} \left( \frac{1}{4} \right) \), since \( G_{2n} \left( \frac{1}{2} \right) = 0 \).

2) Let \( x = 0 \) or \( 1 \) in (iv), we have \( B_n \left( \frac{1}{2} \right) = (2^{1-n} - 1)B_n \). Thus, \( B_{2n} \left( \frac{1}{4} \right) = 2^{-2n} (2^{1-2n} - 1)B_{2n} \).

3) Let \( x = 1 \) in (iii), we will get \( G_n = (1 - 2^n)B_n \).

Equation (1.8) can also be deduced in the following way. Using

\[
\frac{ze^{xz}}{e^x - 1} = \frac{1}{2} \frac{ze^{\frac{x+1}{2}} + z}{e^{\frac{x+1}{2}} - 1},
\]

we obtain

\[
B_n \left( \frac{1}{2} \right) = (2^{1-n} - 1)B_n, \quad \forall n \geq 0.
\]

(1.11)

Similarly,

\[
\sum_{n=0}^{\infty} G_n \left( \frac{z}{2} \right)^n \frac{n!}{n!} = \frac{ze^{xz}/2 - z}{e^x - 1} = \frac{1}{2} \sum_{n=0}^{\infty} B_n \left( \frac{1}{2} \right) - \frac{1}{2} \sum_{n=0}^{\infty} B_n z^n.
\]

This infers that

\[
\frac{1}{2^n} G_n = \frac{1}{2} B_n \left( \frac{1}{2} \right) - \frac{1}{2} B_n.
\]

By substituting (1.11) in the above formula, we obtain

\[
G_n = (1 - 2^n)B_n, \quad n > 1.
\]
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