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Abstract

Data imbalance, in which a plurality of the data samples come from a small proportion of labels, poses a challenge in training deep neural networks. Unlike classification, in regression the labels are continuous, potentially boundless, and form a natural ordering. These distinct features of regression call for new techniques that leverage the additional information encoded in label-space relationships. This paper presents the RankSim (ranking similarity) regularizer for deep imbalanced regression, which encodes an inductive bias that samples that are closer in label space should also be closer in feature space. In contrast to recent distribution smoothing based approaches, RankSim captures both nearby and distant relationships: for a given data sample, RankSim encourages the sorted list of its neighbors in label space to match the sorted list of its neighbors in feature space. RankSim is complementary to conventional imbalanced learning techniques, including re-weighting, two-stage training, and distribution smoothing, and lifts the state-of-the-art performance on three imbalanced regression benchmarks: IMDB-WIKI-DIR, AgeDB-DIR, and STS-B-DIR.

1. Introduction

Skewed data distributions, in which a plurality of the data instances are from a small number of labels, widely exist in the real world and pose challenges to conventional machine learning techniques. Although deep learning has made much progress and shown its potential in many application domains, imbalanced datasets often present practical difficulties, causing models to exhibit undesirable bias towards the majority labels and under-representing the minority labels. Prior work has thoroughly studied how to improve model training on imbalanced data, such as via cost-sensitive learning, representation learning, and decoupled learning. However, previous attempts have almost exclusively focused on the task of imbalanced classification. A very recent work (Yang et al., 2021) drew attention to the nuances of regression with imbalanced data and identified the task of deep imbalanced regression as a distinct problem.

Compared to classification, how to train deep regression models with imbalanced data is not yet as well understood. Unlike classification networks predicting discrete labels to model the categorical distributions, regression networks aim to predict labels with continuous values. The continuity in label space makes deep imbalanced regression different from deep imbalanced classification. On the one hand, the target values can be infinite and boundless, which makes many methods designed for deep imbalanced classification untenable. On the other hand, the continuity in label space can also play a positive role by providing extra information about data instance relationships.

In regression, the prediction targets form a natural ordering. For example, if we are interested in age estimation, we may order people from youngest to oldest; if we are performing home valuation, we may order properties from cheapest to most expensive. We can use this natural ordering of labels to regularize the representation learned by a neural network. For example, we can nudge the network in a direction such that the feature representation for the face of a 21-year old...
is more similar to the representation for a 25-year old than for a 70-year-old. This intuition of preserving label-space relationships in the learned feature space is the motivation behind recent smoothing-based regularization approaches to address the imbalanced data problem in regression, such as label distribution smoothing (LDS) and feature distribution smoothing (FDS) (Yang et al., 2021). As an illustrative example of why preserving label-space relationships helps with imbalanced regression, when Yang et al. (2021) trained vanilla models on an imbalanced age estimation dataset, they observed that the learned features of 0-6 year-olds, which have very few samples, were highly similar to the learned features of 30-year-olds, which have a large number of samples. This proximity in feature space, despite the large difference in label space, is undesirable as it hinders generalization to unseen 0-6 year-olds.

Our proposed RankSim regularizer builds on this intuition and applies a stronger inductive bias. We provide an illustration in Fig. 1. Using age estimation as an example, suppose we have images of individuals whose ages are 1, 21, 25, and 70. Denote, with abuse of superscripting notation for simplicity of illustration, their learned feature representations by $z^{1}, z^{21}, z^{25}, z^{70}$. Smoothing-based regularization approaches would encourage, for example, $z^{21}$ to be similar to $z^{25}$. However, we might also like $z^{21}$ to be somewhat similar to $z^{1}$, yet not as similar as $z^{21}$ is to $z^{25}$. Let $\sigma(\cdot, \cdot)$ denote a similarity function over vectors, such as the cosine similarity. Restating our preference above, we would like $\sigma(z^{21}, z^{25}) > \sigma(z^{21}, z^{1})$. Extending the idea, we can construct a complete desired ordering based on the distance in label space (age) from the anchor $z^{21}$: $\sigma(z^{21}, z^{25}) > \sigma(z^{21}, z^{1}) > \sigma(z^{21}, z^{70})$. This construction can be repeated for the other samples as anchors. For example, using $z^{25}$ as anchor: $\sigma(z^{25}, z^{21}) > \sigma(z^{25}, z^{1}) > \sigma(z^{25}, z^{70})$. In general, these conditions encode an inductive bias that, for a given input sample, items that are closer in label space are also closer in feature space.

The rest of this paper is structured as follows. We next provide an overview of related work in deep imbalanced classification and regression. We then describe the RankSim regularizer for deep imbalanced regression, which encodes a more “global” inductive bias on label-space/feature-space relationships than state-of-the-art smoothing approaches: RankSim’s inductive bias captures not only nearby relationships but also distant relationships in label and feature space. Finally, we present new state-of-the-art results on three public benchmarks for deep imbalanced regression, as well as ablation experiments and analysis. Code and pretrained weights are available at https://github.com/BorealisAI/ranksim-imbalanced-regression.

2. Related Work

Imbalanced Classification. Prior work on learning with imbalanced data has predominantly focused on the imbalanced (or long-tailed) classification problem, where many classes have very few instances. Approaches can be grouped into data-based and model-based paradigms.

Data-based methods are associated with the input data. One strategy is re-sampling—over-sampling the minority classes (Chawla et al., 2002; Byrd & Lipton, 2019) or under-sampling the majority classes (Han et al., 2005; Buda et al., 2018). Recent work (Chang et al., 2021) introduced the re-sampling strategy to imbalanced object detection with a novel object-centric memory replay framework. Another option is data augmentation. Implicit semantic data augmentation (ISDA) (Wang et al., 2019) estimates the covariance matrices of each class to obtain semantic directions and generate augmented samples; Remix (Chou et al., 2020) and UniMix (Xu et al., 2021) extend mixup (Zhang et al., 2018) to enhance minority classes. Model-based methods address the imbalance problem from a model perspective. Logit adjustment (Tian et al., 2020; Tang et al., 2020) relies on post-hoc correction to adjust the decision boundary after training. Cost-sensitive learning (Lin et al., 2017; Cao et al., 2019; Ren et al., 2020) aims at adjusting losses for different classes during training, considering that the costs caused by different classes are not equal. For example, focal loss (Lin et al., 2017) inversely re-weights the loss with the prediction probabilities based on the observation that the minority classes suffer from achieving low loss values. Representation learning approaches (Yang & Xu, 2020; Kang et al., 2021; Jiang et al., 2021) primarily help the model focus on learning a less biased feature extractor. Two-stage (or decoupled) training, introduced by Kang et al. (2020), splits the learning procedure into separate stages for representation learning and classifier learning. A recent work (Zhong et al., 2021) introduced label-aware smoothing to handle different degrees of over-confidence for classes and improve classifier learning in the second stage.

Imbalanced Regression. The continuity in label space makes imbalanced regression different from imbalanced classification. On the one hand, the target values can be infinite and boundless, which makes many methods designed for deep imbalanced classification untenable. On the other hand, the continuity in label space can provide extra information about data instance relationships.

Early work (Chawla et al., 2002; Torgo et al., 2013; Branco et al., 2017) on imbalanced regression attempted to resample the training set by synthesizing new samples for minority targets. To build meaningful connections between different labels and handle potential missing values, state-of-the-art approaches proposed to use kernel density es-
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timation to perform smoothing on the target distribution. Label distribution smoothing (LDS) (Yang et al., 2021) and DenseLoss (Steinger et al., 2021) share the similar idea of applying a Gaussian kernel to the empirical label density to estimate an “effective” label density distribution that takes the continuity of labels into account. Feature distribution smoothing (FDS) (Yang et al., 2021), aiming to introduce continuity of the feature, performs distribution smoothing on the feature space by transferring the feature statistics (mean and covariance) between nearby targets. However, these methods only account for the nearby label values, i.e. they encode a “local” inductive bias. In contrast, RankSim captures both nearby and distant relationships in label and feature space, encoding a more “global” inductive bias.

Some methods for imbalanced classification can also be adapted to regression. For example, inspired by Focal loss (Lin et al., 2017), a regression variant Focal-R (Yang et al., 2021) re-weights the loss values by the continuous $L_1$ error. We will show in the experiments that RankSim is complementary to Focal-R and other conventional imbalanced learning techniques. Progressive Margin Loss (PML) (Deng et al., 2021) focuses on imbalanced age estimation. It constructs the age relationship by learning label distributions, and handles the imbalanced data with margin-based imbalanced classification techniques.

Ranking-based Methods. The optimization of ranking-based losses is challenging due to the non-differentiability of the ranking operation. To approximate the non-differentiable and non-decomposable ranking operation, Taylor et al. (2008) considered the expectation of the ranking under a random perturbation; Song et al. (2016) leveraged the dynamic programming algorithm to update the weights; He et al. (2018), Cakir et al. (2019) and Revaud et al. (2019) optimized a differentiable relaxation of histogram binning (Ustinova & Lempitsky, 2016); Engilberge et al. (2019) proposed to learn an LSTM-based surrogate network; Cuturi et al. (2019) formulated it as an optimal transport problem. In our implementation, we recast the ranking operation as the minimizer of a linear combinatorial objective (Rolínek et al., 2020) and leverage an elegant method for efficient backpropagation through blackbox combinatorial solvers (Vlastelica et al., 2020) (details in Section 3). While prior work focused on directly optimizing ranking-based metrics such as Average Precision (AP) or Normalized Discounted Cumulative Gain (NDCG), we aim to make the ranking of feature-space neighbors to be similar to the ranking of label-space neighbors.

3. Method

To formalize the proposed regularizer, we first set up some preliminaries. Let $a \in \mathbb{R}^n$ be an arbitrary vector of $n$ real values. Let $rk$ denote the ranking function, such that $rk(a)$ is the permutation of $\{1, ..., n\}$ containing the rank (in sorted order) of each element in $a$. That is, the $i$th element in $rk(a)$ is given by

$$rk(a)_i = 1 + |\{j : a_j > a_i\}|.$$  

For example, if $a = [9, 5, 11, 6]$, then $rk(a) = [2, 4, 1, 3]$. $rk(a)_1$ is 2 because $a_1$ is the second-largest (rank = 2) element in $a$; $rk(a)_2$ is 4 because $a_2$ is the fourth-largest element in $a$; $rk(a)_3$ is 1 because $a_3$ is the largest element in $a$; finally, $rk(a)_4$ is 3 because $a_4$ is the third-largest element in $a$.

Let our regression dataset consist of a set of pairs $(x_i, y_i)$, where $x_i$ denotes the input and $y_i$ the corresponding continuous-value target\footnote{In the following manuscript, the target is used interchangeably with the label.}. Denote by $z = f(x; \theta)$ the feature representation of $x$ generated by a neural network parameterized by $\theta$. The idea behind RankSim (ranking similarity) regularization is to encourage alignment between the ranking of neighbors in label space (the $y$’s) and the ranking of neighbors in feature space (the $z$’s).

Consider a subset of pairs $M = \{(x_i, y_i), i = 1, ..., M\}$. Let $S^y \in \mathbb{R}^{M \times M}$ be the pairwise similarity matrix obtained by applying similarity function $\sigma^y$ in label space across all elements in $M$. In other words, the $(i, j)$th entry in $S^y$ is given by

$$S^y_{i,j} = \sigma^y(y_i, y_j),$$

which is the similarity between items $i$ and $j$ in label space. For continuous scalar labels, $\sigma^y$ can simply return the negative absolute distance. Analogously, let $S^z \in \mathbb{R}^{M \times M}$ be the pairwise similarity matrix obtained by applying similarity function $\sigma^z$ in feature space. The $(i, j)$th entry in $S^z$ is given by

$$S^z_{i,j} = \sigma^z(z_i, z_j) = \sigma^z(f(x_i; \theta), f(x_j; \theta)),$$

which is the similarity between items $i$ and $j$ in feature space. $\sigma^z$ is a similarity function defined over vectors, such as the cosine similarity.

We can now define the RankSim regularization loss with respect to subset $M$:

$$L_{\text{RankSim}} = \sum_{i=1}^{M} \ell \left( rk(S^y_{[i,:]}), rk(S^z_{[i,:]})) \right),$$

where $[i,:]$ denotes the $i$th row in the matrix and ranking similarity function $\ell$ penalizes differences in the input vectors. Concretely, we adopt the mean squared error for $\ell$, which makes minimizing $\ell$ equivalent to maximizing the...
Spearman correlation of the label-space and feature-space ranking vectors. During training, $\mathcal{M}$ is constructed from each batch; to reduce ties and boost the relative representation of infrequent labels, we sample $\mathcal{M}$ from the current batch such that each label occurs at most once.

Intuitively, Eq. 4 says that, given an input $(x_i, y_i)$, we would like the sorted list of its neighbors in label space to match the sorted list of its neighbors in feature space as closely as possible. When the match is exact, the loss is zero. Using the previous age estimation example, since $\sigma(y^{11}, y^6) > \sigma(y^{11}, y^5) > \sigma(y^{11}, y^{65})$, where $\sigma$ is the negative absolute distance, we would like $\sigma(z^{11}, z^6) > \sigma(z^{11}, z^5) > \sigma(z^{11}, z^{65})$, where $\sigma$ is the cosine similarity, for example.

Eq. 4 is challenging to optimize because of the non-differentiability of the ranking operation. Ranking-based losses are piecewise constant functions of their input, and the gradient is zero almost everywhere: intuitively, small changes in the input to the ranking function do not always result in a change in the output ranking. However, we can recast the ranking operation as the minimizer of a linear combinatorial objective (Rolinek et al., 2020):

$$\text{rk}(a) = \arg\min_{\pi} a \cdot \pi,$$

where $\Pi_n$ is the set of all permutations of $\{1, ..., n\}$. This allows us to leverage an elegant method for efficient backpropagation through blackbox combinatorial solvers (Vlastelica et al., 2020). To obtain an informative gradient from the piecewise constant loss landscape, (Vlastelica et al., 2020) implicitly constructs a family of piecewise affine continuous interpolation functions parameterized by a single hyperparameter $\lambda > 0$ that trades off the informativeness of the gradient with fidelity to the original function. During the backward pass, instead of returning the true gradient (zero almost everywhere), we compute and return the gradient of the continuous interpolation:

$$\frac{\partial \mathcal{L}}{\partial a} = -\frac{1}{\lambda} (\text{rk}(a) - \text{rk}(a_{\lambda})), $$

where $a_{\lambda}$ is constructed based on the incoming gradient information $\frac{\partial \mathcal{L}}{\partial \text{rk}}$ by

$$a_{\lambda} = a + \lambda \frac{\partial \mathcal{L}}{\partial \text{rk}}. $$

We can therefore backpropagate through the ranking operations in Eq. 4 at the cost of an additional call to rk (i.e., the call in Eq. 6 on the perturbed input). For clarity, the blackbox “solver” in our case is simply the ranking function rk, which can be implemented by sorting operations; there is no need for a general combinatorial solver.

The resulting regularizer is straightforward to implement, can be computed in closed form, and introduces only two hyperparameters: the interpolation strength $\lambda$, and the balancing weight $\gamma$ on the regularization term in the overall network loss (i.e., adding $\gamma \mathcal{L}_{\text{RankSim}}$ to the other loss terms).

4. Experiments

We performed extensive experimental validation of RankSim on three public benchmarks for deep imbalanced regression. We first describe the benchmarks, metrics, and baselines. We then present experimental results on the three benchmarks, including comparisons with state-of-the-art approaches. Finally, we present ablation studies and analysis to better understand the impact of our design choices.

Benchmarks. We consider three datasets recently introduced by Yang et al. (2021). IMDB-WIKI-DIR is an age estimation dataset derived from IMDB-WIKI (Rothe et al., 2016), which consists of face images with age annotations. It has 191,509 training samples, 11,022 validation samples and 11,022 test samples; AgeDB-DIR is an age estimation dataset derived from AgeDB (Moschoglou et al., 2017), with 12,208 samples for training, 2,140 samples for validation, and 2,140 samples for testing; STS-B-DIR is a natural language dataset derived from the STS-B (Cer et al., 2017; Wang et al., 2018), which provides (continuous) similarity score between sentence pairs. It contains 5,249 training sentence pairs, 1,000 validation pairs and 1,000 test pairs. For further details on the benchmarks, including label distribution plots, we refer the interested reader to Yang et al. (2021). All datasets contain imbalanced training set and balanced validation/test sets.

Evaluation Metrics. Following Yang et al. (2021) and common practice in imbalanced learning (Liu et al., 2019), we report overall results on the whole test set, as well as on the subsets of many-shot region (bins with >100 training samples), medium-shot region (bins with 20 to 100 training samples), and few-shot region (bins with <20 training samples). In IMDB-WIKI-DIR and AgeDB-DIR, each bin is 1 year. In STS-B-DIR, the bin size is 0.1. We report mean absolute error (MAE, lower is better) and geometric mean (GM, lower is better) on IMDB-WIKI-DIR and AgeDB-DIR, and mean squared error (MSE, lower is better) and Pearson correlation (higher is better) on STS-B-DIR. Additional metrics are provided in the supplementary.

Baselines. For fair comparison, we adopt the standard network architectures specified in Yang et al. (2021), i.e., ResNet-50 for IMDB-WIKI-DIR and AgeDB-DIR, and BiLSTM + GloVe word embeddings for STS-B-DIR. RankSim is orthogonal to conventional imbalanced learning techniques, such as re-weighting (Lin et al., 2017) and two-stage (or
Table 1. Results on IMDB-WIKI-DIR. Baseline numbers are quoted from (Yang et al., 2021). The best results for each method (Vanilla, Focal-R, RRT, SQINV) are in bold. The best results for each metric and data subset (entire column) are in bold and red.

### MAE ↓

|          | All  | Man. | Med. | Few  |
|----------|------|------|------|------|
| **VANILLA** | 8.06 | 7.23 | 15.12 | 26.33 |
| + RANKSIM | 7.72 | 6.93 | 14.48 | 25.38 |
| + LDS | 7.83 | 7.31 | 12.43 | 22.51 |
| + LDS + RANKSIM | 7.57 | 7.00 | 12.26 | 22.24 |
| + FDS | 7.85 | 7.18 | 13.35 | 24.12 |
| + FDS + RANKSIM | 7.74 | 6.93 | 14.71 | 24.91 |
| + LDS + FDS + RANKSIM | 7.69 | 7.13 | 13.03 | 21.43 |

### GM ↓

|          | All  | Man. | Med. | Few  |
|----------|------|------|------|------|
| **VANILLA** | 4.57 | 4.17 | 10.59 | 20.46 |
| + RANKSIM | 4.27 | 3.90 | 10.12 | 17.84 |
| + LDS | 4.42 | 4.19 | 7.00 | 13.94 |
| + LDS + RANKSIM | 4.23 | 4.00 | 6.81 | 13.23 |
| + FDS | 4.42 | 4.18 | 7.18 | 15.18 |
| + FDS + RANKSIM | 4.34 | 4.07 | 10.35 | 18.65 |
| + LDS + FDS + RANKSIM | 4.34 | 4.13 | 6.72 | 12.48 |

### RRT, SQINV (or INV)

- RankSim sets a new state-of-the-art across both metrics (MAE, GM) and is highlighted in red. RankSim consistently obtains the best result within each section, across both metrics (MAE, GM) and test subsets (all, many-shot, medium-shot, few-shot). This outcome indicates that RankSim is complementary to standard imbalanced learning techniques.

### 4.1. IMDB-WIKI-DIR

Table 1 shows experimental results on the IMDB-WIKI-DIR benchmark. The baseline numbers are quoted from Yang et al. (2021). The table is grouped into four sections: vanilla (base network), Focal-R (focal loss (Lin et al., 2017) adapted to regression), regressor retraining (two-stage training (Kang et al., 2020) adapted to regression, abbreviated RRT), and square-root inverse frequency re-weighting (SQINV). Within each group, we first show the results obtained by applying the state-of-the-art label and feature distribution smoothing methods (LDS and FDS, respectively) (Yang et al., 2021), both separately and in combination. We integrated RankSim on top of each of these baselines. Within each of the four sections, the best results are highlighted in bold. RankSim consistently obtains the best result within each section, across both metrics (MAE, GM) and test subsets (all, many-shot, medium-shot, few-shot). This outcome indicates that RankSim is complementary to standard imbalanced learning techniques.

### 4.2. AgeDB-DIR

Table 2 shows experimental results on the AgeDB-DIR benchmark. The best results for each method (Vanilla, Focal-R, RRT and SQINV) are in bold. The best results for each metric and data subset (entire column) are in bold and red.
DIR above. Comparing within each section (vanilla, Focal-R, RRT, SQINV), RankSim obtains the best result in 31 out of the 32 combinations of metric (MAE, GM) and test subset (all, many-shot, medium-shot, few-shot), again demonstrating that RankSim is complementary to standard imbalanced learning techniques. Overall, RankSim sets a new state-of-the-art on 7 out of 8 metric-subset combinations. For example, when combined with square-root inverse frequency re-weighting, RankSim achieves a leading mean absolute error of 6.91 on the overall test set. In the few-shot setting, RankSim with square-root inverse frequency re-weighting and feature distribution smoothing achieves a leading mean absolute error of 9.68.

4.3. STS-B-DIR

Table 3 shows experimental results on the STS-B-DIR benchmark. INV refers to inverse frequency re-weighting. RankSim consistently achieves state-of-the-art performance on the test set overall, as well as in medium-shot and few-shot categories; the INV+LDS+FDS baseline performs slightly better in the many-shot category. The best overall results are obtained by RankSim combined with two-stage retraining (RRT): 0.865 mean squared error and 77.1% Pearson correlation. In the few-shot setting, RankSim combined with RRT achieves a leading 0.670 mean squared error and 86.1% Pearson correlation.

4.4. Ablations and Analyses

Different choices for ℓ in Eq. 4. RankSim uses the function ℓ in Eq. 4 to penalize differences between the ranking of neighbors in label space and the ranking of neighbors in feature space. We adopted mean squared error in all of the feature experiments. In this ablation study, to provide a more complete picture of different ranking similarity losses, we evaluate several other options for ℓ. Let \( r^a \) and \( r^b \) denote two m-dimensional ranking vectors of interest. We consider the following options for ℓ:

1) **Cosine distance:**  \( 1 - \frac{r^a \cdot r^b}{\|r^a\| \times \|r^b\|} \)
Table 4 presents ablation results on AgeDB-DIR and IMDB-WIKI-DIR with SQINV. On AgeDB-DIR, implementing RankSim with any of the above options for $\ell$ improves the baseline SQINV. MSE achieves the best performance on the dataset overall, as well as on the many-shot subset. Cosine distance achieves the best performance on the medium-shot and few-shot subsets. On IMDB-WIKI-DIR, cosine distance and MSE achieve comparable best performance overall and in the few-shot subset. Either option consistently improves the baseline SQINV in all settings.

Different choices for feature similarity function $\sigma^2$. The similarity function $\sigma^2$ in Eq. 3 quantifies the similarity of two data samples in feature space. We adopt cosine similarity in all of the benchmark experiments. Here, we evaluate RankSim with different choices for the feature-space similarity function. Let $z_1$ and $z_2$ denote two $d$-dimensional feature vectors. We consider the following options for $\sigma^2$:

1) **NEGATIVE $L_\infty$:** $- \max_i |z_{1,i} - z_{2,i}|$
2) **NEGATIVE MAE:** $- \frac{1}{d} \sum_{i=1}^d |z_{1,i} - z_{2,i}|$
3) **NEGATIVE MSE:** $- \frac{1}{d} \sum_{i=1}^d (z_{1,i} - z_{2,i})^2$
4) **CORRELATION SIMILARITY:** $\frac{(z_1 - \bar{z}_1) \cdot (z_2 - \bar{z}_2)}{\|z_1 - \bar{z}_1\|_2 \cdot \|z_2 - \bar{z}_2\|_2}$
5) **COSINE SIMILARITY:** $\frac{z_1 \cdot z_2}{\|z_1\|_2 \cdot \|z_2\|_2}$

Table 5 presents ablation results on AgeDB-DIR and IMDB-WIKI-DIR with SQINV. On AgeDB-DIR, implementing RankSim with any of the above options for $\sigma^2$ improves the baseline SQINV. Cosine similarity achieves the best performance on the dataset overall, as well as on the many-shot subset. Negative MSE achieves the best performance on the few-shot subset. On IMDB-WIKI-DIR, cosine similarity achieves the best performance overall, in the many-shot subset, and in the few-shot subset. Negative MAE, negative MSE, and cosine similarity consistently improve the baseline SQINV.

Ablation on batch sampling. As described in Section 3, during training, we sample $\mathcal{M}$ from the current batch such that each label occurs at most once. The intent is to reduce ties and boost the relative representation of infrequent labels. In this ablation, we consider removing the sampling and using the entire batch as $\mathcal{M}$. Table 6 shows the ablation results. Applying sampling leads to better performance in the few-shot and medium-shot regions, and comparable performance overall.

Qualitative visualization of feature space. We extract the features from ResNet-50 (Vanilla, Vanilla with FDS, and Vanilla with RankSim) on the AgeDB-DIR test set and visualize using t-SNE technique in Fig. 2. To visually differentiate labels and show the continuity in feature space, the labels are denoted in continuous spectral colors (from red to blue). The visualization shows the continuity in features learned with FDS and RankSim.

Qualitative visualization of ranking matrices with balanced and imbalanced data. In Fig. 3, we visualize the average (batch-wise) label-space and feature-space ranking matrices under three training settings: vanilla network on balanced data, vanilla network on imbalanced data, and vanilla with RankSim on imbalanced data. We use AgeDB-DIR for this visualization; for the setting with balanced data, we extract a balanced subset of AgeDB-DIR consisting of the many-shot ages only (ages in the range of 23 to 63). For clarity of visualization, samples in each batch are pre-sorted.
Figure 3. **Average feature-space ranking matrices** $S^z$, trained on (a) balanced subset of AgeDB-DIR (left two), and (b) imbalanced full AgeDB-DIR (right three). The corresponding label-space ranking matrix $S^y$ is provided. For clarity of visualization, each batch is pre-sorted by label.

Fig. 3(a) shows that the label-space and feature-space rankings tend to be consistent when training with balanced data. In other words, the sorted list of neighbors in label space tend to resemble the sorted list of neighbors in feature space. This validates RankSim’s inductive bias. Fig. 3(b) shows that this pattern disappears when training with imbalanced data. Training with the RankSim regularizer helps to recover the pattern: we can observe that the sorted list of neighbors in feature space (Fig. 3(b), right) again tends to resemble the sorted list of neighbors in label space (Fig. 3(b), left).

In Fig. 4, we additionally plot the cosine similarity between the vanilla network features on the balanced subset. The visualization provides an alternative view showing the consistency between label-space neighbors and feature-space neighbors when training on balanced data. For example, the curve for the youngest anchor shows a roughly monotonic drop in the average feature similarity as we move to older ages. The curve for the middle (age 43) anchor shows roughly monotonic drops in the average feature similarity in both directions as we move to younger or older ages. The points on each curve are the mean similarity between the data instances of the anchor itself (e.g. the red point denotes the mean cosine similarity between all data of age 23). Thus, the solid points usually have highest similarity. Fig. 4 complements Fig. 3(a), showing from a feature centric view that, in the balanced setting, a vanilla network naturally learns representations such that items closer in label space are also closer in feature space.

**Zero-shot targets.** To demonstrate the ability of RankSim to handle the zero-shot scenario, we construct a subset of IMDB-WIKI-DIR that contains zero-shot targets. Fig. 5 (top) shows the hand-crafted distribution, which is intended to imitate the zero-shot experiment construction in Yang et al. (2021). The bottom figure is the MAE difference (LDS+FDS minus RankSim) for each target value on the balanced test set. We apply SQINV re-weighting to both LDS+FDS and RankSim. In the bottom figure, y-axis > 0 means that RankSim performs better.

Training cost. We measured the training time for AgeDB-DIR on four NVIDIA GeForce GTX 1080 Ti GPUs.
RankSim incurs a small overhead with respect to vanilla training and is faster to train than FDS: for one epoch, vanilla takes 12.2 seconds for a forward pass and 31.5 seconds for training; RankSim takes 16.8 seconds for a forward pass and 38.8 seconds for training; FDS takes 38.4 seconds for a forward pass and 60.5 seconds for training.

**Sensitivity to hyperparameters.** RankSim introduces two hyperparameters: the balancing weight $\gamma$ and the interpolation strength $\lambda$. We performed sensitivity experiments on AgeDB-DIR and IMDB-WIKI-DIR in which we varied these two hyperparameters. The full results can be found in the supplementary. Performance is relatively robust to both $\gamma$ and $\lambda$. Since RankSim requires a batch-wise calculation to construct the pairwise similarity matrices, we include in the supplementary additional sensitivity experiments in which we varied the batch size.

5. Conclusion

We introduced a novel regularizer for deep imbalanced regression that captures both nearby and distant relationships in label and feature space. RankSim achieves new state-of-the-art results on three benchmarks for deep imbalanced regression, and is complementary to conventional imbalanced learning techniques, including re-weighting, two-stage (decoupled) training, and label and feature distribution smoothing. We hope that our findings will unlock further advances in the training of regression networks with imbalanced data.

**Limitations and future work.** We have focused on training scenarios where the data samples are independent. In some applications, such as dense pixelwise regression in computer vision, inputs are coupled (e.g., pixels in an image are not independent) and the translation of the concept of neighbors in label space and feature space may require additional work. We leave this for a future extension. In addition, we plan to further study the generalization of the RankSim regularizer to representation learning more broadly.
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Supplementary Material

A. Baseline Details

In this section, we provide a detailed description of all models including RankSim and all other baselines. In Table 1, Table 2 and Table 3, we apply RankSim to regularize a variety of standard imbalanced learning methods. We also apply RankSim to the state-of-the-art LDS and FDS methods (Yang et al., 2021), and follow them to combine their method with other standard methods. As RankSim is orthogonal to conventional imbalanced learning techniques, we apply it to all baselines to provide a full picture of its effectiveness.

**Vanilla.** It refers to conventionally train the backbone network without any imbalanced learning methods, i.e. ResNet-50 for IMDB-WIKI-DIR and AgeDB-DIR, and BiLSTM+GloVe for STS-B-DIR.

**Focal-R.** Inspired by Focal loss (Lin et al., 2017) which adds a factor to standard cross entropy to focus on hard samples, Yang et al. (2021) proposed its regression version Focal-R: $\frac{1}{n} \sum_{i=1}^{n} \text{Sigmoid}((\beta e_i) \gamma)$, where $e_i$ is the error for $i$-th sample, $\beta$ and $\gamma$ are hyperparameters. The scaling factor is now a continuous function that maps the absolute error into the range of [0,1]. It shares the same idea as Focal loss to focus on hard samples. $L_1$ distance is used for $e_i$ in all experiments with Focal-R in this paper. $\beta$ and $\gamma$ are set to 0.2 and 1.0 for all experiments.

**RRT.** Yang et al. (2021) extended the standard re-training method to regression by decoupling the training of backbone feature extractor and regressor (originally classifier (Kang et al., 2020)) into two stages, and termed it as Regressor Re-training (RRT). In the first stage, the network is trained normally, and in the second stage only the regressor (the last FC layer) is re-trained with inverse re-weighting. As RankSim is a regularizer for the feature learning, we apply it in the first stage.

**SQINv and INV.** The cost-sensitive re-weighting methods can be used for imbalanced regression by first dividing the target space into a finite number of bins. By calculating the number of samples in each bin, standard imbalanced classification method can be adopted. To fairly compare with state-of-the-art experiments, we also use square-root inverse-frequency weighting (SQINv) for IMDB-WIKI-DIR and AgeDB-DIR, and inverse-frequency weighting (INV) for STS-B-DIR.

**LDS.** Label Distribution Smoothing (Yang et al., 2021) convolves a symmetric kernel with the empirical label distribution to account for the continuity of labels. It has two hyperparameters—the kernel size and the standard deviation. In all experiments with LDS in this paper, we use Gaussian kernel with the validated hyperparameters in the original papers (the kernel size as 5 and the standard deviation as 2).

**FDS.** Feature Distribution Smoothing (Yang et al., 2021) performs distribution smoothing on the feature space. It transfers the feature statistics between nearby target bins. Similar to LDS, it has two hyperparameters—the kernel size and the standard deviation. In all experiments with FDS in this paper, we use Gaussian kernel with the validated hyperparameters in the original papers (the kernel size as 5 and the standard deviation as 2).

B. Experiment Details

In this section, we provide the full details about training details and additional experimental results. We train all models with 4 GPUs. We directly use all standard train/val/test splits created by Yang et al. (2021) for fair comparison. The details about training are provided in the subsections below.

B.1. Full Evaluation Metrics

In the main manuscript, we report MAE and GM for IMDB-WIKI-DIR and AgeDB-DIR, and report MSE and Pearson correlation for STS-B-DIR. We provide more metrics to evaluate RankSim and other baselines.

**MAE.** Mean absolute error (MAE) is defined as $\frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|$. For $i$-th sample, $y_i$ is the ground truth label, $\hat{y}_i$ is the prediction, and $N$ is the number of samples. Lower is better.

**MSE.** Mean squared error (MSE) is defined as $\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2$. For $i$-th sample, $y_i$ is the ground truth label, $\hat{y}_i$ is the prediction, and $N$ is the number of samples. Lower is better.

**GM.** Geometric Mean (GM) is defined as $\left( \prod_{i=1}^{N} |y_i - \hat{y}_i| \right)^{\frac{1}{N}}$. For $i$-th sample, $y_i$ is the ground truth label, $\hat{y}_i$ is the prediction, and $N$ is the number of samples. Lower is better.
Pearson correlation. Following the original evaluation on STS-B, we use Pearson correlation, defined as $\frac{\text{cov}(y, \hat{y})}{\sigma_y \sigma_{\hat{y}}}$, to evaluate the linear relationship between predictions and ground truth labels. Please refer to the GLUE benchmark (Wang et al., 2018) for more details. Higher is better.

Spearman correlation. Following the original evaluation on STS-B, we use Spearman correlation, defined as the Pearson correlation between the rank variables, to evaluate the linear relationship between predictions and ground truth labels. Please refer to the GLUE benchmark (Wang et al., 2018) for more details. Higher is better.

B.2. Experiments on IMDB-WIKI-DIR

In Table 1, we report the experimental results on IMDB-WIKI-DIR with MAE and GM. In this section, we further report additional evaluation metrics.

Training details. For all experiments, we use ResNet-50 as the backbone network. We use Adam optimizer with 0.9 momentum and 1e-4 weight decay. The learning rate is 1e-3 and the batch size is 256. We train all methods for 90 epochs with The learning rate scheduled to drop by 10 times at epoch 60 and epoch 80. The input image size is 224 by 224. For RankSim hyperparameters, we set the balancing weight $\gamma$ as 100 and the interpolation strength $\lambda$ as 2 for all experiments on IMDB-WIKI-DIR. In all experiments, the best epoch is selected based on the ‘All’ MAE on the validation set.

Table 7. Complete Results on IMDB-WIKI-DIR. Baseline numbers are quoted from (Yang et al., 2021). The best results for each method (Vanilla, Focal-R, RRT, SQINV) are in bold. The best results for each metric and data subset (entire column) are in bold and red.
B.3. Experiments on AgeDB-DIR

Training details In the main manuscript, we reported RankSim results trained with batch size of 64 and learning rate of 2.5e-4, and quoted the baseline numbers from the original paper (Yang et al., 2021). We found that this batch size and learning rate can also often produce better baseline results. To provide a full comparison, we include these additional baseline results in Table 8 in brackets. RankSim outperforms the baselines in both hyperparameter settings. We train all methods for 90 epochs with Adam optimizer. The momentum is 0.9 and the weight decay is 1e-4. The learning rate scheduled to drop by 10 times at epoch 60 and epoch 80. The input image size is 224 by 224. For RankSim hyperparameters, we set the balancing weight $\gamma$ as 100 and the interpolation strength $\lambda$ as 2 for all experiments (for both batch size of 64 and 256) on AgeDB-DIR. In all experiments, the best epoch is selected based on the ‘All’ MAE on the validation set.

| Metrics          | Shot | All | Many | Med. | Few | All | Many | Med. | Few |
|------------------|------|-----|------|------|-----|-----|------|------|-----|
| **R**            |      |     |      |      |     |     |      |      |     |
| RRT              | 5.00 (4.61) | 4.50 (4.24) | 5.80 (5.01) | 8.63 (8.13) | 102.89 (91.30) | 83.37 (75.21) | 125.66 (110.95) | 214.66 (195.38) |
| RRT + FDS        | 4.98 (4.90) | 4.54 (4.42) | 5.71 (5.66) | 8.72 (8.61) | 102.63 (95.85) | 83.97 (79.85) | 126.01 (110.95) | 214.66 (205.24) |
| RRT + LDS        | 4.82 (4.62) | 4.32 (4.24) | 5.83 (5.06) | 8.08 (8.09) | 102.09 (91.60) | 84.49 (74.79) | 122.89 (110.78) | 205.97 (197.30) |
| **SQINV**        |      |     |      |      |     |     |      |      |     |
| SQINV            | 5.00 (4.61) | 4.50 (4.24) | 5.80 (5.01) | 8.63 (8.13) | 102.89 (91.30) | 83.37 (75.21) | 125.66 (110.95) | 214.66 (195.38) |
| SQINV + FDS      | 4.98 (4.90) | 4.54 (4.42) | 5.71 (5.66) | 8.72 (8.61) | 102.63 (95.85) | 83.97 (79.85) | 126.01 (110.95) | 214.66 (205.24) |
| SQINV + LDS      | 4.82 (4.62) | 4.32 (4.24) | 5.83 (5.06) | 8.08 (8.09) | 102.09 (91.60) | 84.49 (74.79) | 122.89 (110.78) | 205.97 (197.30) |

B.4. Experiments on STS-B-DIR

Training details We follow the same training details as Yang et al. (2021)—train with Adam optimizer, validate the model every 10 epochs, use MSE as the validation metric, and stop training when the validation error does not decrease after 10 validation checks. We use a smaller batch size of 16 and learning rate of 2.5e-4 as these produce better results (lower ‘All’ MSE error) on the validation set. We set the maximum number of validation checks as 300, and patience for early stopping as 30. For RankSim hyperparameters, we set the balancing weight $\gamma$ as 100 and the interpolation strength $\lambda$ as 2 for all experiments on STS-B-DIR.

C. Ablation Studies and Analysis

C.1. Different loss functions for ranking similarity

We provide full details of the ablation study on the ranking similarity loss function $\ell$ in Eq. 4. We consider five loss functions—mean squared error (MSE), mean absolute error (MAE), cosine distance, huber loss, and $\ell_\infty$ loss. Please refer to the main manuscript for the mathematical formulation of each function. In all other experiments in this paper, we keep...
Table 9. Complete Results on STS-B-DIR. The best results for each method (Vanilla, Focal-R, RRT, SQINV) are in **bold**. For RankSim, we use batch size of 16 and learning rate of 2.5e-4. Baseline numbers are quoted from (Yang et al., 2021).

| Metrics          | MSE ↓ | MAE ↓ | Pearson correlation (%) | Spearman correlation (%) |
|------------------|-------|-------|-------------------------|--------------------------|
|                  | All   | Many  | Med. | Few | All   | Many  | Med. | Few | All   | Many  | Med. | Few |
| **Shot**         |       |       |      |     |       |       |      |     |       |       |      |     |
| **Vanilla**      | 0.974 | 0.851 | 0.520 | 0.984 | 0.794 | 0.740 | 1.043 | 0.771 | 74.2 | 72.0 | 62.7 | 75.2 |
|                  |       |       |      |     |       |       |      |     | 74.4 | 68.8 | 50.5 | 75.0 |
| **Vanilla + LDS**| 0.914 | 0.819 | 0.313 | 0.955 | 0.773 | 0.729 | 0.970 | 0.772 | 75.6 | 73.4 | 63.8 | 76.2 |
|                  |       |       |      |     |       |       |      |     | 76.1 | 70.4 | 55.6 | 74.3 |
| **Vanilla + FDS**| 0.916 | 0.875 | 1.027 | 1.086 | 0.767 | 0.746 | 0.840 | 0.811 | 75.5 | 73.0 | 67.0 | 72.8 |
|                  |       |       |      |     |       |       |      |     | 75.8 | 69.9 | 54.4 | 72.0 |
| **Vanilla + LDS + FDS**| 0.907 | 0.802 | 1.363 | 0.942 | 0.786 | 0.867 | 0.755 | 76.0 | 74.0 | 65.2 | 76.6 |
|                  |       |       |      |     |       |       |      |     | 76.4 | 70.7 | 54.9 | 74.9 |
| **Vanilla + RankSIM**| 0.873 | 0.906 | 0.767 | 0.705 | 0.749 | 0.755 | 0.737 | 0.695 | 76.8 | 71.0 | 72.9 | 85.2 |
|                  |       |       |      |     |       |       |      |     | 77.2 | 68.3 | 55.4 | 88.4 |
| **Vanilla + LDS + RankSIM**| 0.889 | 0.911 | 0.849 | 0.690 | 0.755 | 0.762 | 0.758 | 0.638 | 76.2 | 72.7 | 70.0 | 85.6 |
|                  |       |       |      |     |       |       |      |     | 76.3 | 67.8 | 49.0 | 85.4 |
| **Vanilla + FDS + RankSIM**| 0.884 | 0.924 | 0.767 | 0.685 | 0.755 | 0.769 | 0.736 | 0.653 | 76.5 | 70.4 | 72.5 | 85.7 |
|                  |       |       |      |     |       |       |      |     | 76.7 | 67.1 | 53.5 | 87.8 |
| **Vanilla + LDS + FDS + RankSIM**| 0.903 | 0.908 | 1.311 | 0.804 | 0.761 | 0.752 | 0.786 | 0.812 | 75.8 | 70.8 | 69.0 | 84.9 |
|                  |       |       |      |     |       |       |      |     | 75.5 | 67.3 | 49.3 | 84.9 |

This ranking similarity loss function as MSE. We conduct experiments on AgeDB-DIR dataset and choose ResNet-50 as backbone network. Beside the cosine similarity we used in other experiments, in this experiment we finetune RankSim with other ranking similarity loss functions. For the hyperparameters of RankSim, we set cosine distance, $\gamma$ as 1 and $\lambda$ as 2; Huber loss function: $\gamma$ as 1 and $\lambda$ as 2; $L_\infty$ loss: $\gamma$ as 500 and $\lambda$ as 2; MAE loss: $\gamma$ as 200 and $\lambda$ as 2.

**C.2. Different similarity functions for feature similarity**

We provide full details of the ablation study on the feature similarity function $\sigma$ in Eq. 3. We consider five similarity functions—cosine similarity, correlation similarity, MSE similarity, MAE similarity, and $L_\infty$ similarity. As this function is a similarity function, for MSE/MAE/$L_\infty$ similarity, we simply negate the loss function of MSE/MAE/$L_\infty$ to be its similarity function. Please refer to the main manuscript for the mathematical formulation of each function. In all other experiments in this paper, we keep this feature similarity function as cosine similarity. We conduct experiments on AgeDB-DIR dataset and choose ResNet-50 as backbone network. Beside the cosine similarity we used in other experiments, in this experiment we finetune RankSim with other feature similarity functions. For the hyperparameters of RankSim, we set correlation similarity function, $\gamma$ as 0.1 and $\lambda$ as 2; MSE similarity function: $\gamma$ as 50 and $\lambda$ as 2; MAE similarity function: $\gamma$ as 200 and $\lambda$ as 2; $L_\infty$ similarity function: $\gamma$ as 500 and $\lambda$ as 2.

**C.3. Qualitative visualization of ranking matrices**

The visualized matrices are obtained by applying the ranking operation $rk$ on each row of $S^v$ and $S^c$ as in Eq. 4, and averaging the result over all test batches. For example, row 1 in the matrix indicates the averaged rankings with respect to the first (youngest) data sample in a batch. Suppose we have a toy test set consisting of the batch in Fig. 1 ($y = [1, 21, 25, 70]$ and $rk(S_{[1:3],1}) = [1, 3, 4, 2]$), plus one additional batch in which $y = [5, 10, 40, 56]$ and $rk(S_{[1:3],1}) = [1, 2, 4, 3]$. Then row 1 of the average feature-space ranking matrix would be given by the average of $[1, 3, 4, 2]$ and $[1, 2, 4, 3]$; that is, $[1, 2.5, 4, 2.5]$.
C.4. Sensitivity to hyperparameters

In this subsection, we present sensitivity experiments on the two hyperparameters of RankSim (the balancing weight $\gamma$ and the interpolation strength $\lambda$) on AgeDB-DIR in Table 10 and IMDB-WIKI-DIR in Table 11.

Table 10. Varying hyperparameters $\gamma$ and $\lambda$. We conduct experiments on AgeDB-DIR with SQINV. In the first section, we keep $\lambda$ as 2 and change the value of $\gamma$ (the best result is in **bold**). In the second section, we keep $\gamma$ as 100 and change the value of $\lambda$ (the best result is in **bold**). The best result for each metric in all experiments (entire column) is in **bold and red**.

| hyperparams | $\gamma$ | All | MAE ↓ | GM ↓ | MSE ↓ |
|-------------|----------|-----|-------|------|------|
| $\gamma$    |   ↓      | All | Many | Med. | Few  |
| 0.01        | 2        | 7.42 | 6.75 | 8.28 | 11.01 |
| 0.1         | 2        | 7.36 | 6.72 | 8.44 | 10.42 |
| 1           | 2        | 7.17 | 6.56 | 8.23 | 10.08 |
| 10          | 2        | 7.05 | 6.55 | 7.79 | 9.72  |
| 100         | 2        | 6.91 | 6.34 | 7.79 | 9.89  |
| 200         | 2        | 7.15 | 6.52 | 8.31 | 9.94  |
| 500         | 2        | 7.18 | 6.54 | 8.17 | 10.46 |
| 1000        | 2        | 7.17 | 6.47 | 8.44 | 10.26 |
| 2000        | 2        | 7.10 | 6.50 | 7.99 | 10.27 |
| 3000        | 2        | 7.14 | 6.70 | 7.73 | 9.66  |

| hyperparams | $\lambda$ | All | MAE ↓ | GM ↓ | MSE ↓ |
|-------------|-----------|-----|-------|------|------|
| $\lambda$   |   ↓       | All | Many | Med. | Few  |
| 100         | 0.05      | 7.76 | 7.02 | 9.25 | 10.67 |
| 100         | 0.1       | 7.32 | 6.72 | 8.21 | 10.55 |
| 100         | 0.5       | 7.11 | 6.64 | 7.70 | 9.93  |
| 100         | 1         | 7.26 | 6.63 | 8.31 | 10.24 |
| 100         | 1.5       | 7.07 | 6.45 | 8.22 | 9.79  |
| 100         | 2         | 6.91 | 6.34 | 7.79 | 9.89  |
| 100         | 4         | 7.14 | 6.60 | 7.84 | 10.31 |
| 100         | 8         | 7.26 | 6.85 | 7.82 | 9.61  |
| 100         | 16        | 7.14 | 6.66 | 7.76 | 9.91  |
| 100         | 32        | 7.25 | 6.64 | 8.28 | 10.18 |
| 100         | 64        | 7.11 | 6.51 | 7.90 | 10.69 |

Table 11. Varying hyperparameters $\gamma$ and $\lambda$. We conduct experiments on IMDB-WIKI-DIR with SQINV. In the first section, we keep $\lambda$ as 2 and change the value of $\gamma$ (the best result is in **bold**). In the second section, we keep $\gamma$ as 100 and change the value of $\lambda$ (the best result is in **bold**). The best result for each metric in all experiments (entire column) is in **bold and red**.

| hyperparams | $\gamma$ | All | MAE ↓ | GM ↓ | MSE ↓ |
|-------------|----------|-----|-------|------|------|
| $\gamma$    |   ↓      | All | Many | Med. | Few  |
| 0.01        | 2        | 7.67 | 7.08 | 12.42 | 22.86 |
| 0.1         | 2        | 7.61 | 6.99 | 12.67 | 23.31 |
| 1           | 2        | 7.47 | 6.88 | 12.25 | 22.89 |
| 10          | 2        | 7.43 | 6.83 | 12.22 | 23.19 |
| 100         | 2        | 7.42 | 6.84 | 12.12 | 22.13 |
| 200         | 2        | 7.44 | 6.88 | 11.77 | 22.75 |
| 500         | 2        | 7.43 | 6.87 | 11.96 | 21.76 |
| 1000        | 2        | 7.48 | 6.83 | 12.13 | 21.54 |
| 2000        | 2        | 7.58 | 6.98 | 12.35 | 22.81 |
| 3000        | 2        | 7.48 | 6.91 | 11.95 | 22.65 |

| hyperparams | $\lambda$ | All | MAE ↓ | GM ↓ | MSE ↓ |
|-------------|-----------|-----|-------|------|------|
| $\lambda$   |   ↓       | All | Many | Med. | Few  |
| 0.01        | 2        | 7.64 | 6.94 | 11.98 | 22.49 |
| 0.1         | 2        | 7.64 | 6.88 | 11.89 | 23.31 |
| 0.5         | 2        | 7.63 | 6.82 | 11.76 | 22.05 |
| 1           | 2        | 7.56 | 6.94 | 11.98 | 22.49 |
| 1.5         | 2        | 7.50 | 6.95 | 11.88 | 22.39 |
| 2           | 2        | 7.42 | 6.84 | 11.23 | 22.13 |
| 4           | 2        | 7.60 | 7.03 | 12.19 | 22.78 |
| 8           | 2        | 7.53 | 6.93 | 12.33 | 22.23 |
| 16          | 2        | 7.62 | 7.09 | 11.93 | 21.51 |
| 32          | 2        | 7.65 | 7.09 | 12.05 | 23.02 |

RankSim: Ranking Similarity Regularization for Deep Imbalanced Regression
C.5. Varying batch size

Since RankSim requires a batch-wise calculation to construct the pairwise similarity matrices, we also conducted experiments in which we varied the batch size.

Table 12. Varying the batch size. Results are on AgeDB-DIR with SQINV re-weighting. We keep $\lambda$ as 2 and $\gamma$ as 100.

| Metrics                  | MAE ↓ | GM ↓ | MSE ↓ |
|--------------------------|-------|------|-------|
|                          | All   | Many | Med.  | Few  | All   | Many | Med. | Few  | All   | Many | Med. | Few  | All   | Many | Med. | Few  |
| Shot                     |       |      |       |      |       |      |      |      |       |      |      |      |       |      |      |      |
| VANILLA                  | 7.77  | 6.62 | 9.55  | 13.67| 5.05  | 4.23 | 7.01 | 10.75| 101.60| 78.40 | 138.52| 253.74|        |      |      |      |
| SQINV + LDS + FDS        | 7.55  | 7.01 | 8.24  | 10.79| 4.72  | 4.36 | 5.45 | 6.79 | 99.46 | 84.10 | 112.20| 209.27|        |      |      |      |
| SQINV + RANKSIM, batch size 64 | **6.91** | **6.34** | **7.79** | 9.89 | **4.28** | **3.92** | **4.88** | 6.89 | **82.10** | **68.60** | **102.61** | **152.84** |        |      |      |      |
| SQINV + RANKSIM, batch size 128 | 7.13  | 6.58 | 8.07  | **9.79**| 4.40  | 3.95 | 5.38 | 7.02 | 88.93 | 76.68 | 106.52| 156.00|        |      |      |      |
| SQINV + RANKSIM, batch size 256 | 7.17  | 6.63 | 7.98  | 10.06| 4.53  | 4.18 | 5.24 | **6.38** | 89.37 | 75.73 | 105.36| 173.92|        |      |      |      |