Efficient quantum and simulated annealing of Potts models using a half-hot constraint
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The Potts model is a generalization of the Ising model with $Q > 2$ components. In the fully connected ferromagnetic Potts model, a first-order phase transition is induced by varying thermal fluctuations. Therefore, the computational time required to obtain the ground states by simulated annealing exponentially increases with the system size. This study analytically confirms that the transverse magnetic-field quantum annealing induces a first-order phase transition. This result implies that quantum annealing does not exponentially accelerate the ground-state search of the ferromagnetic Potts model. To avoid the first-order phase transition, we propose an iterative optimization method using a half-hot constraint that is applicable to both quantum and simulated annealing. In the limit of $Q \to \infty$, a saddle point equation under the half-hot constraint is identical to the equation describing the behavior of the fully connected ferromagnetic Ising model, thus confirming a second-order phase transition. Furthermore, we verify the same relation between the fully connected Potts glass model and the Sherrington–Kirkpatrick model under assumptions of static approximation and replica symmetric solution. The proposed method is expected to obtain low-energy states of the Potts models with high efficiency using Ising-type computers such as the D-Wave quantum annealer and the Fujitsu Digital Annealer.

I. INTRODUCTION

Combinatorial optimization problems, which minimize the cost function with discrete variables, have significant real-world applications. Generally, the cost function of a combinatorial optimization problem can be mapped to the Hamiltonian of a classical Ising model. Simulated annealing (SA) is a heuristic algorithm that searches the ground state of a Hamiltonian, exploiting thermal fluctuations to escape the local minima. In contrast to SA, quantum annealing (QA) is strongly related to adiabatic quantum computation, escapes the local minima through the tunneling effects induced by quantum fluctuations, that are usually imposed by a transverse magnetic field. At the beginning of QA, a strong transverse magnetic field is applied, and the system is set in the trivial ground state with all spins aligned along the transverse magnetic field. Subsequently, the transverse magnetic field is reduced to zero, and the system evolves according to the Schrödinger equation. If the system changes sufficiently slowly, it remains close to the instantaneous ground state of the time-dependent Hamiltonian. According to the adiabatic theorem, the computational time of QA is proportional to the inverse square of the minimum energy gap between the instantaneous ground state and the first excited state. Whether quantum effects accelerate the computation of the ground-state search is one of the primary research topics that has been discussed in several studies. Moreover, further improvements to QA have also been theoretically discussed. One of the promising directions of improvements is implementing the XX interaction and introducing a non-stoquastic Hamiltonian. With the exception of certain cases, the XX interaction and other non-trivial quantum fluctuations hinder efficient classical computations because of a sign problem. However, the non-trivial quantum fluctuations can accelerate the computation of several specific problems. Hence, the introduction of non-trivial quantum fluctuations might be essential for achieving quantum supremacy and for boosting the power of QA.

Recently, D-Wave Systems Inc. developed commercial QA machines based on superconducting flux qubits. The performances of QA and SA has been compared in experimental studies on the D-Wave quantum annealer, and the applicability of the quantum annealer to practical problems has been demonstrated. Although many cost functions in practical problems are naturally mapped to the Hamiltonian of a Potts model rather than that of an Ising model, the D-Wave quantum annealer requires that the cost function is represented in the same form as the Ising model. Generally, one-hot encoding is employed to represent the ground-state search of the Potts model as that of the Ising model, and it is widely applicable to the optimization performed by the Ising-type computers such as D-Wave quantum annealer and Fujitsu Digital Annealer. Nevertheless, to the best of our knowledge, the performance of QA and SA with one-hot encoding has not been adequately investigated.

In this study, we focus on the ground-state search of the Potts models with one-hot encoding. We analytically investigated the phase-transition order during QA in the fully connected ferromagnetic (FM) Potts model and confirmed the occurrence of the first-order phase transition. In a system with first-order phase transitions, the minimum energy gap typically decreases exponentially with...
the system size [40–42], indicating that QA cannot efficiently identify a ground state, while the minimum energy gap decreases polynomially in a system with second-order phase transitions. Therefore, it is conjectured that the computational time of QA in the ground-state search of the FM Potts model exponentially increases with the system size, as with SA. Subsequently, to avoid the first-order phase transition, we propose an iterative optimization method under a half-hot constraint that is applicable to both QA and SA. Under the half-hot constraint and in the limit of $Q \to \infty$, the saddle point equation of the FM Potts model is identical to that of the FM Ising model, indicating a second-order phase transition. We further confirm the same relation between the fully connected Potts glass (PG) model [43] and the Sherrington-Kirkpatrick (SK) [44, 45] model by assuming the static approximation and the replica symmetric solution. According to these results, by introducing the half-hot constraint, the difficulty of obtaining the ground states of a Potts model might be generally reducible to that of obtaining ground states of the corresponding Ising model.

The remainder of this study is organized as follows. In Section II, we briefly explain one-hot encoding for the Hamiltonian of Potts models. In Section III, we present the verification of the first-order phase transition during QA of the FM Potts model and propose an iterative optimization under the half-hot constraint to avoid the first-order phase transition. In Section IV, we investigate the iterative optimization of the fully connected PG model under the half-hot constraint. Finally, in Section V, we present the discussion and conclusion of this study.

II. ONE-HOT ENCODING FOR THE HAMILTONIAN OF POTTS MODELS

In this section, we briefly explain one-hot encoding for the Hamiltonian of Potts models. The Hamiltonian investigated in this study is as follows:

$$H_{\text{potts}} = -\frac{4}{N} \sum_{i<j} J_{ij} \delta (S_i, S_j), \quad (1)$$

where $S_i \in \{1, 2, ..., Q\}$ is a Potts spin with $Q$ components, $N$ represents the number of Potts spins, $J_{ij}$ is an interaction between two Potts spins, and $\delta$ is the Kronecker delta function. The equivalent binary optimization problem with one-hot encoding is given by the following equation:

$$\arg \min_{x} \left[ -\frac{4}{N} \sum_{i<j} J_{ij} \sum_{q=1}^{Q} x_{qi} x_{qj} \right] \quad \text{s.t.} \quad \sum_{q=1}^{Q} x_{qi} = 1, \quad (2)$$

where $x_{qi} \in \{0, 1\}$ is the binary variable assigned to the component $q$ of $S_i$, $x_{qi} = 1$ indicates that the component $q$ is selected for $S_i$, and $J_{ij}$ contributes to the energy only when $x_{qi} = x_{qj} = 1$. The constraint, which we call “one-hot constraint”, restricts feasible solutions to configurations where exactly one component is selected for each $S_i$. Thus, the Potts spin $S_i$ is given by the following equation:

$$S_i = \sum_{q=1}^{Q} q x_{qi}. \quad (3)$$

Using the transformation:

$$x_{qi} = \frac{1 - \sigma_{qi}}{2}, \quad (4)$$

the abovementioned optimization problem [Eq. (2)] can be expressed with respect to the Ising spin $\sigma_{qi} \in (+1, -1)$ as follows:

$$\arg \min_{\sigma} \left[ -\frac{1}{N} \sum_{i<j} J_{ij} \sum_{q=1}^{Q} \sigma_{qi} \sigma_{qj} \right] \quad \text{s.t.} \quad \sum_{q=1}^{Q} \sigma_{qi} = Q - 2, \quad (5)$$

where $\sigma_{qi} = -1$ indicates that the component $q$ is selected for $S_i$. Here, we neglect the first-order terms proportional to $\sum_{q=1}^{Q} \sigma_{qi}$ because they are constrained to a constant $(Q - 2)$. The unconstrained cost function, which is required for optimization by the D-Wave quantum annealer, is obtained by introducing the following penalty term:

$$\mathcal{H}_0 = -\frac{1}{N} \sum_{i<j}^{N} J_{ij} \sum_{q=1}^{Q} \sigma_{qi} \sigma_{qj} + \frac{\lambda}{2Q} \sum_{i=1}^{N} \left[ \sum_{q=1}^{Q} \sigma_{qi} - (Q - 2) \right]^2, \quad (6)$$

where the second term is the penalty term, which is minimized only when the one-hot constraint is satisfied, and the parameter $\lambda$ controls the strength of the penalty term. By setting the parameter $\lambda$ to a sufficiently large value, the ground states of the Ising model [Eq. (5)] correspond to those of the original Potts model. The one-dimensional Potts model is encoded to the Ising model shown in Fig. 4.

III. ANNEALING OF THE FERROMAGNETIC POTTS MODEL

This section analytically investigates the order of the phase transition during QA in the fully connected FM Potts model and proposes an iterative optimization under the half-hot constraint. The proposed method is applicable to both QA and SA. The Hamiltonian of QA is given as follows:

$$\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_q, \quad (7)$$

shown in Fig. 2 comprise the ground states of the FM dependent FM Ising models, and the spin configurations \( \{ \sigma_{qi} \}_{q=1}^{Q} \) represents the sum of the Hamiltonians of the ground states and lowest-energy unfeasible states \( \text{Eq. (8)} \). The penalty term consists of a fully connected interaction between \( \sigma_{qi} \) and \( \sigma_{q'i} \), they are not shown for simplicity. \( Q \) Ising spins \( \{ \sigma_{qi} \}_{q=1}^{Q} \) are assigned to each \( S_i \), and only one spin is allowed to be \(-1\) among the \( Q \) Ising spins for each \( S_i \).

\[
\hat{H}_0 = -\frac{J}{2N} \sum_{q=1}^{Q} \left( \sum_{i=1}^{N} \sigma_{qi} \right)^2 + \frac{\lambda}{2Q} \sum_{i=1}^{N} \left( \sum_{q=1}^{Q} \sigma_{qi} \right)^2 - 2(Q - 2) \sum_{q=1}^{Q} \sigma_{qi} \right],
\]

\[
\hat{H}_q = -\Gamma \sum_{i=1}^{N} \sum_{q=1}^{Q} \sigma_{qi},
\]

where \( J_{ij} \) is set to \( J > 0 \), \( \Gamma \) controls the strength of the transverse magnetic field, and \( \sigma_{qi}^{(z)} \) and \( \sigma_{qi}^{(x)} \) are the Pauli \( z \) and \( x \) operators, respectively. The second term in Eq. (6) is expanded, and the constant term is neglected in Eq. (8). The penalty term consists of a fully connected anti-FM interaction and longitudinal magnetic field. One of the ground states and lowest-energy unfeasible states of Eq. (8) are shown in Fig. 2. The first term in Eq. (8) represents the sum of the Hamiltonians of the FM Ising models, GSFM, and GSFM. The first term in Eq. (8) is obviously minimized in both states shown in Fig. 2 and the difference of the energy is caused by the penalty term, which is equal to \( 2N\lambda/Q \). Therefore, \( \lambda > 0 \) is sufficient to correctly encode the ground states of the FM Potts model. In other words, unfeasible states cannot be the ground states of Eq. (8) when \( \lambda > 0 \).

A. QA under the one-hot constraint

In this subsection, we confirm that a first-order phase transition occurs during QA when \( Q > 2 \). Using the Suzuki–Trotter formula [10] and the static approximation, which assumes constancy along the Trotter slice, we obtain free energy in the limit of \( N \to \infty \) and \( \beta \to \infty \) (see appendix A for detailed calculations) as follows:

\[
f(\{m_q\}) = \frac{J}{2} \sum_{q=1}^{Q} m_q^2 + \varepsilon_{\text{min}}^{(\text{eff})}(\{m_q\}),
\]

where \( m_q \) is the FM order parameter for \( \{ \sigma_{qi} \}_{i = 1}^{Q} \), \( \varepsilon_{\text{min}}^{(\text{eff})}(\{m_q\}) \) is the lowest eigenvalue of \( \hat{H}^{(\text{eff})} \), and \( \hat{H}^{(\text{eff})} \) is given by the following equation:

\[
\hat{H}^{(\text{eff})}(\{m_q\}) = \frac{\lambda}{2Q} \left( \sum_{q=1}^{Q} \sigma_{qi} \right)^2 - \sum_{q=1}^{Q} \left( Jm_q + \frac{Q - 2}{Q} \lambda \right) \sigma_{q}^{(z)} - \Gamma \sum_{q=1}^{Q} \sigma_{q}^{(x)}. \]

We can numerically calculate \( \varepsilon_{\text{min}}^{(\text{eff})}(\{m_q\}) \) for small \( Q \), and the order parameters \( \{m_q\} \) are determined as the minimizer of free energy. Because the one-hot constraint is imposed in \( \hat{H}_0 \), it is reasonable to assume that one order parameter is equal to \( m^{(-)} \), and the rest of \( Q - 1 \) order parameters are equal to \( m^{(+)} \) at the global minimum of the free energy. The trivial ground state at \( \Gamma = 0 \) is \( m^{(-)} = -1 \) and \( m^{(+)} = +1 \), as shown in Fig. 2(a).

The order parameters \( m^{(\pm)} \) that minimize the free energy as functions of \( \Gamma \) for \( Q = 2, 3, \) and 4 are plotted in Figs. 3 and 4 respectively. The parameter \( \lambda/J \) is set to 1. For a small \( \Gamma \), we find the order parameters to be \( m^{(\pm)} > 0 \) and \( m^{(-)} < 0 \) for all the three cases. On the other hand, for a large \( \Gamma \), they are \( m^{(\pm)} = 0 \) for \( Q = 2 \) and \( m^{(\pm)} > 0 \) for \( Q > 2 \). Hence, we can conclude that in between, they must make an abrupt discontinuous jump for \( Q > 2 \), which is the first-order phase transition, whereas a continuous change occurs for \( Q = 2 \). These results imply that the computational time of QA exponentially increases with the system size \( N \) for the fully connected FM Potts model, as with SA.

The first-order phase transition is caused by the positively biased \( m^{(\pm)} \) at a large \( \Gamma \), and \( m^{(\pm)} \) are biased by the longitudinal magnetic field of the penalty term, whose strength is \( \lambda(Q - 2)/Q \). Whereas, the longitudinal magnetic field is equal to zero for \( Q = 2 \), where the second-order phase transition occurs.

B. Iterative optimization under the half-hot constraint

To avoid the first-order phase transition, we propose an iterative optimization under the half-hot constraint whose penalty term does not contain the longitudinal magnetic field.

First, we introduce the half-hot constraint as follows:

\[
\sum_{q=1}^{Q} \sigma_{qi} = 0.
\]
and iterate the optimization under the half-hot constraint
$$Q/2$$ components as candidates of the optimal solutions, $Q/2$ components are extracted. We regard the extracted $Q$ among the extracted components until one component is selected for each $S_i$.

The penalty term of the half-hot constraint is given by
$$\frac{\lambda}{2Q} \left( \sum_{q=1}^{Q} \sigma_{qi} \right)^2, \quad \text{(13)}$$
which comprises only the anti-FM interaction and does not contain the longitudinal magnetic field. Therefore, the first-order phase transition is expected to be avoided under the half-hot constraint. Under the one-hot constraint, feasible solutions are restricted to spin configurations where only one Ising spin is equal to $-1$ among the $Q$ spins assigned to each $S_i$, meaning that exactly one component is selected in the feasible solution. Whereas, under the half-hot constraint, $Q/2$ spins are equal to $-1$ among the $Q$ spins in the feasible solution, meaning that $Q/2$ components are extracted. We regard the extracted $Q/2$ components as candidates of the optimal solutions, and iterate the optimization under the half-hot constraint
among the extracted components until one component is selected for each $S_i$.

In this scenario, the following optimization problem is solved in the first iteration:
$$\arg\min_{\sigma_{qi}} \left[ -\frac{J}{2N} \sum_{q=1}^{Q} \left( \sum_{i=1}^{N} \sigma_{qi}^{(1)} \right)^2 \right] \text{ s.t. } \sum_{q=1}^{Q} \sigma_{qi}^{(1)} = 0. \quad \text{(14)}$$

Here, $\sigma_{qi}^{(1)}$ represents the spin variable in the first iteration, and the half-hot constraint is imposed, which is equivalent to $\sum_{q=1}^{Q} x_{qi} = Q/2$. Assume that we obtain $\{\sigma_{qi}^{(1)} = -1 | q \in \{\mu_{q1}^{(1)}, \mu_{q2}^{(1)}, ..., \mu_{qN}^{(1)}\}\}$ and $\{\sigma_{qi}^{(1)} = +1 | q \in \{\nu_{q1}^{(1)}, \nu_{q2}^{(1)}, ..., \nu_{qN}^{(1)}\}/Q/2\}$ as the solution, where $\mu_{q1}^{(1)}$ and $\nu_{q1}^{(1)}$ represent the extracted and not extracted components, respectively, for each $S_i$ in the first iteration.
where $\sigma$ represents interactions and $J$ is the longitudinal magnetic field. Based on the method used to derive Eq. (10) and Eq. (11), we obtain the free energy in the next iteration:

$$
\hat{H}_0 = -\frac{J}{2N} \sum_{q=1}^{Q} \left( \sum_{i=1}^{N} \sigma^{(z)}_{qi} \right)^2 + \frac{1}{2} \sum_{i=1}^{N} \sum_{q=1}^{Q} \left( \sum_{q'=1}^{Q} \sigma^{(z)}_{qi} \right)^2.
$$

Note that the penalty term does not contain the longitudinal magnetic field. Based on the method used to derive Eq. (10) and Eq. (11), we obtain the free energy in the limit of $N \to \infty$ and $\beta \to \infty$ as follows:

$$
f = \frac{J}{2} \sum_{q=1}^{Q} m_q^2 + \varepsilon_{\text{min}}(\{m_q\}),
$$

where $\varepsilon_{\text{min}}(\{m_q\})$ is the lowest eigenvalue of $\hat{H}_0^{(\text{eff})}$, and $\hat{H}_0^{(\text{eff})}$ is given by the following equation:

$$
\hat{H}_0^{(\text{eff})}(\{m_q\}) = \frac{\lambda}{2Q} \left( \sum_{q=1}^{Q} \sigma^{(z)}_q \right)^2 - J \sum_{q=1}^{Q} m_q \sigma^{(z)}_q - \Gamma \sum_{q=1}^{Q} \sigma^{(z)}_q.
$$

As is the case under the one-hot constraint, we assume that $Q/2$ order parameters are equal to $m^{(-)}$, and the
The order parameters are not biased at a large $\Gamma$, and the first-order phase transition is successfully avoided.

Thus, the ground states of the FM Potts model can be obtained by iterating the optimization under the half-hot constraint $\log_2 Q$ times, where the computational time of each optimization is expected to be polynomial.

### C. Phase transition under the half-hot constraint in the limit of $Q \to \infty$

In this subsection, we analytically confirm that the first-order phase transition can be avoided, even in the limit of $Q \to \infty$. Note that the mean-field theory can be applied to the second term in Eq. (17), and free energy can be calculated in the same manner as that described in Appendix B. Using the Suzuki–Trotter formula and the static approximation, we obtain the free energy in the limit of $N \to \infty$ and $\beta \to \infty$ as follow:

$$f\left(\{m_q\}, \{M_i\}\right) = \frac{J}{2Q} \sum_{q=1}^{Q} m_q^2 - \frac{\lambda}{2N} \sum_{i=1}^{N} M_i^2 - \frac{1}{\beta NQ} \sum_{q=1}^{Q} \sum_{i=1}^{N} \ln 2 \cosh \lambda \Xi_{qi}, \quad (20)$$

where

$$\Xi_{qi} = \sqrt{(Jm_q - \lambda M_i)^2 + \Gamma^2}, \quad (21)$$

and $M_i$ is the FM order parameter for $\{\sigma_{qi}\} | q = 1, 2, ..., Q\}$. The order parameters, $\{m_q\}$ and $\{M_i\}$, are determined as the minimizer of free energy, and the saddle point equations are as follow:

$$m_q = \frac{1}{N} \sum_{i=1}^{N} (Jm_q - \lambda M_i) \frac{\tanh \lambda \Xi_{qi}}{\Xi_{qi}}. \quad (22)$$

$$M_i = \frac{1}{Q} \sum_{q=1}^{Q} (Jm_q - \lambda M_i) \frac{\tanh \lambda \Xi_{qi}}{\Xi_{qi}}. \quad (23)$$

The abovementioned simultaneous equations contain an infinite number of unknown quantities. To obtain a physically reasonable solution to these equations, we assume the following symmetries:

- $M_i$ does not depend on $i$ ($M \equiv M_i$).
- $\{m_q\}$ are equally divided into $m_q = m^{(+)} \geq 0$ and $m_q = m^{(-)} \leq 0$.
- $|m^{(+)}| = |m^{(-)}|$.

From Eqs. (22) and (23), $m_q$ and $M_i$ are observed to satisfy the following equation:

$$\frac{1}{N} \sum_{i=1}^{N} M_i = \frac{1}{Q} \sum_{q=1}^{Q} m_q. \quad (24)$$

The right-hand side of this expression vanishes under the second and third assumptions, and the first assumption yields $M = 0$. The substitution of $M_i = 0$ into Eq. (22) yields

$$m^{(\pm)} = \frac{Jm^{(\pm)}}{\sqrt{(Jm^{(\pm)})^2 + \Gamma^2}} \tanh \lambda \sqrt{(Jm^{(\pm)})^2 + \Gamma^2}. \quad (25)$$

The right-hand side of Eq. (25) is an odd function, consistent with the third assumption. Furthermore, the saddle point equation (25) is identical to that of the fully connected FM Ising model, indicating that the half-hot constraint removes the first-order phase transition during both QA and SA even when $Q \to \infty$.

### IV. Annealing of the Potts Glass Model Under the Half-Hot Constraint

In this section, we verify that the saddle point equations of the fully connected PG model under the half-hot constraint are identical to those of the SK model. The encoded Ising Hamiltonian of the PG model is given as follows:

$$\hat{H} = \hat{H}_0 + \hat{H}_q, \quad (26)$$

$$\hat{H}_0 = -\sum_{i<j} J_{ij} \sum_{q=1}^{Q} \sigma_{qi}^{(z)} \sigma_{qj}^{(z)} + \lambda \frac{1}{2Q} \sum_{i=1}^{N} \left( \sum_{q=1}^{Q} \sigma_{qi}^{(z)} \right)^2, \quad (27)$$

where

$$\sigma_{qi}^{(z)} = \sigma_{qi} \sigma_{qj} \sigma_{qj}, \quad (28)$$

and

$$\lambda = \frac{\Omega}{\pi} \ln 2 \cosh \lambda \Xi_{qi}. \quad (29)$$

The Hamiltonian $\hat{H}_q$ contains an odd function, consistent with the third assumption. Furthermore, the saddle point equation (25) is identical to that of the fully connected FM Ising model, indicating that the half-hot constraint removes the first-order phase transition during both QA and SA even when $Q \to \infty$. 

![FIG. 7. Order parameters $m^{(\pm)}$ for the fully connected FM Potts model with $Q = 4$ components under the half-hot constraint. Order parameters are not biased at a large $\Gamma$, and the first-order phase transition is avoided.](image-url)
\[ \hat{H}_q = -\Gamma \sum_{i=1}^{N} \sum_{q=1}^{Q} \delta(x_i^q), \quad (28) \]

\[ P(J_{ij}) = \frac{1}{N} \sqrt{\frac{N}{2\pi}} \exp \left[ -\frac{N}{2J^2} \left( J_{ij} - J_0 \right)^2 \right], \quad (29) \]

where \( P(J_{ij}) \) represents the probability distribution of \( J_{ij} \). The Hamiltonian of the SK model is given by the following equation:

\[ \hat{H}_{SK} = -\sum_{i<j} J_{ij} \sigma_i^z \sigma_j^z, \quad (30) \]

where the probability distribution of \( J_{ij} \) is given by Eq. (29). The SK model is one of the most famous spin glass models that can be analytically investigated by the mean-field theory. Note that the first term in Eq. (27) is the difficulty by using the replica trick [47], which exploits the following identical equation:

\begin{align*}
\text{Tr} e^{-\beta H} &= \frac{1}{NQ} \left[ \sum_{Q} \left( \sum_{q} e^{-\beta J_{ij} q} \right) \right], \\
\text{Tr} e^{-\beta H} &= \frac{1}{NQ} \left[ \sum_{Q} \left( \sum_{q} e^{-\beta J_{ij} q} \right) \right].
\end{align*}

Here, the square brackets indicate that the quantity is averaged over the disorder. Although it is extremely difficult to directly evaluate \( \log Z \), we can avoid this difficulty by using the replica trick [47], which exploits the following identical equation:

\[ \log Z = \lim_{n \to 0} \frac{\left[ Z^n \right] - 1}{n}. \quad (33) \]

It introduces \( n \) independent replicas, and the partition function of the replicated system \( \left[ Z^n \right] \) is evaluated rather than \( \log Z \).

Using the Suzuki–Trotter formula followed by the replica trick, we obtain the free energy under the assumptions of the static approximation and replica symmetric solution in the limit of \( N \to \infty \) and \( Q \to \infty \) as follows (see Appendix C for detailed calculations):

\[ -\beta f = -\frac{\beta J_0}{2Q} \sum_q m_q^2 + \frac{\beta^2 J^2}{4Q} \sum_q \xi^2_q \]

\[ -\frac{\beta^2 J^2}{4Q} \sum_q \eta^2_q + \frac{\beta \lambda}{2N} \sum_i M_i^2 \]

\[ + \frac{1}{NQ} \sum_{q,i} Du_{qi} \ln \int Du_{qi} \cosh \beta \Xi_{qi}, \quad (34) \]

where

\[ \Xi_{qi} = \sqrt{H_{qi}^2 + \Gamma^2}, \quad (35) \]

and

\[ H_{qi} = J_q m_q - \lambda M_i + J \left( \sqrt{\xi_q u_{qi} + \eta_q v_{qi}} - \xi_q \right). \quad (36) \]

Here, \( m_q \) and \( M_i \) are the FM order parameters, \( \xi_q \) represents the overlap between the different replicas and Trotter slices, \( \eta_q \) denotes the overlap between the different Trotter slices within the same replica, \( Du_{qi} \equiv du_{qi} \exp(-u_{qi}^2/2) / \sqrt{2\pi} \), and \( Dv_{qi} \equiv dv_{qi} \exp(-v_{qi}^2/2) / \sqrt{2\pi} \). The static approximation and replica symmetric solution assume that the abovementioned order parameters are independent of the Trotter slice and the replicas. As done for the FM Potts model, we assume the following symmetries:

- \( M_i \) does not depend on \( i \) (\( M \equiv M_i \)).
- \( \{m_q\} \) are equally divided into \( m_q = m^{(+)} \geq 0 \) and \( m_q = m^{(-)} \leq 0 \).
- \( |m^{(+)}| = |m^{(-)}| \).

\( M_i = 0 \) can easily be derived under the assumption of the above symmetries. Substituting \( M_i = 0 \) into Eqs. (34) and (35), we obtain the following saddle point equations:

\[ m_q = \int Du_q \frac{\int Du_{q} \frac{H_q}{\Xi_q} \sinh \beta \Xi_q}{\int Du_{q} \cosh \beta \Xi_q}, \quad (37) \]

\[ \xi_q = \int Du_q \left( \frac{\int Du_{q} \frac{H_q}{\Xi_q} \sinh \beta \Xi_q}{\int Du_{q} \cosh \beta \Xi_q} \right)^2, \quad (38) \]

\[ \eta_q = \int Du_q \frac{\int Du_{q} \left( \frac{H_q^2}{\Xi_q^2} \cosh \beta \Xi_q + \frac{\Gamma^2}{\beta \Xi_q} \sinh \beta \Xi_q \right)}{\int Du_{q} \cosh \beta \Xi_q}, \quad (39) \]
where
\[ \Xi_q = \sqrt{H_q^2 + \Gamma^2}, \]  
(40)

and
\[ H_q = \sqrt{\xi_q u_q} + \sqrt{\eta_q - \xi_q v_q} + J_0 m_q. \]  
(41)

These saddle point equations are identical to those of the SK model in the transverse magnetic field derived in Ref. [48], indicating that QA and SA of the PG model under the half-hot constraint undergo the same phase transitions as the SK model in the first iteration.

B. Applicability of the iterative optimization to the Potts glass model

Although the ground states of the FM Potts model can be obtained by the proposed method, whether the proposed method can retrieve the ground states of the PG model is unclear. In this subsection, we show that the cost function in the second iteration is different from that in the first iteration for the PG model. As is the case for the FM Potts model, the first term in Eq. (27) is the sum of the Hamiltonians of the Q independent SK models, and the ground states of Eq. (27) comprise those of the SK model. However, the situation is more complicated because the ground states of the SK model might be degenerated that originates from frustrations. One of the simplest ground states of Eq. (27) for \( Q = 4 \) is depicted in Fig. 8, where GS\(_{SK} \) and GS\(_{SK} \) denote the ground states of the SK model, and the spins in GS\(_{SK} \) are all reversed from GS\(_{SK} \). The spin configuration in Fig. 8 minimizes the first term of Eq. (27) and satisfies the half-hot constraint, indicating that the second term is also minimized. In addition, if there exists a ground state of the SK model GS\(_{SK} \) that is different from GS\(_{SK} \) and GS\(_{SK} \), the spin configuration shown in Fig. 8 also minimizes the cost function [Eq. (27)]. Unlike the FM Potts model, \( \mu_i^{(1)} \) and \( \nu_i^{(1)} \) depend on \( i \) in both the ground states.

The local interactions in the second iteration are shown in Fig. 10, and there are essentially three cases.

1. The same components are selected for the adjacent Potts spins in the first iteration. In this case, except for the number of components, the local interactions in the first and second iterations are identical.

2. Different components are selected for the adjacent Potts spins in the first iteration. In this case, the Potts spins are independent in the second iteration.

3. One of the selected components is the same with the adjacent Potts spins. In this case, only one interaction \( J_{ij} \) exists between \( \sigma_i^{(2)} \) and \( \sigma_j^{(2)} \) in the second iteration.

Thus, depending on the ground states of the SK model obtained by the optimization in the first iteration, the cost function in the second iteration differs from that in the first iteration. Although the proposed method should be applicable to the PG model, it is not verified whether any combinations of ground states of the SK model ultimately converge to that of the PG model. The validity of the proposed method for the PG model must be investigated in a future study.

V. DISCUSSION AND CONCLUSION

We analytically investigated the order of phase transitions during QA and SA in the fully connected FM Potts model with one-hot encoding. As with SA, QA undergoes the first-order phase transition when \( Q > 2 \). It is conjectured that the computational time of QA exponentially increases with the system size \( N \), and QA does not exhibit exponential acceleration for obtaining the ground
state of the FM Potts model.

To avoid the first-order phase transition, we proposed the iterative optimization under the half-hot constraint. The proposed method is applicable to both QA and SA, and it is capable of retrieving the ground states of the FM Potts model. The first-order phase transition is caused by the longitudinal magnetic field in the penalty term of the one-hot constraint, which positively biases the order parameters $m_i^{(\pm)} > 0$ when $\Gamma$ is large. In contrast, the half-hot constraint cancels the longitudinal magnetic field in the penalty term. Consequently, as $\Gamma$ decreases, $m_i^{(\pm)}$ continuously change from $m_i^{(\pm)} = 0$ to $m_i^{(\pm)} \geq 0$. We confirmed that the saddle point equation is identical to that of the fully connected FM Ising model in the limit of $Q \to \infty$. Therefore, the first-order phase transition is avoided even when $Q \to \infty$, which indicates that the ground states of the FM Potts model can be obtained by iterating the optimization under the half-hot constraint $\log_2 Q$ times, where the computational time of each optimization is expected to be polynomial.

We further investigated the optimization of the fully connected PG model under the half-hot constraint. As observed in the FM Potts model, the saddle point equations of the PG model under the half-hot constraint are identical to those of the SK model in the limit of $Q \to \infty$. This result indicates that the QA and SA of the PG model under the half-hot constraint undergo the same phase transitions as those of the SK model. The ground states in the first iteration comprises those of the SK model. The Hamiltonian in the second iteration strongly depends on the ground states of the SK model obtained in the first iteration. Although the proposed method is expected to be applicable to the PG model, whether any combinations of the ground states of the SK model ultimately lead to those of the PG model is not clarified and should be assessed in a future study.
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**Appendix A: Free energy of the ferromagnetic Potts model under the one-hot constraint**

We derive the free energy [Eqs. (10) and (11)] of the FM Potts model whose Hamiltonian is defined in Eqs. (7), (8), and (9). The Suzuki–Trotter formula and static approximation enable us to calculate the partition function.

The partition function $Z$ is given by the following equation:

$$Z = \text{Tr} e^{-\beta \hat{H}_0 - \beta \hat{H}_q},$$

where $\hat{H}_0$ and $\hat{H}_q$ are defined in Eqs. (8) and (9). Using the Suzuki–Trotter formula, the partition function is rewritten as follows:

$$Z = \lim_{K \to \infty} \text{Tr} \left[ \left( \frac{\beta}{K} \hat{H}_0 \right) \exp \left( -\frac{\beta}{K} \hat{H}_q \right) \right]^K.$$

By introducing the closure relations:

$$\hat{I}(\kappa) = \sum_{\sigma^{(z)}(\kappa)} |\sigma^{(z)}(\kappa)\rangle \langle \sigma^{(z)}(\kappa)|,$$

and substituting Eq. (8) into the resulting expression, we obtain

$$Z = \lim_{K \to \infty} \prod_{\kappa=1}^{K} \sum_{\sigma^{(z)}(\kappa)} \left\langle \sigma^{(z)}(\kappa) \right| \exp \left( -\frac{\beta}{K} \hat{H}_q \right) \left| \sigma^{(z)}(\kappa + 1) \right\rangle \times \exp \left\{ \frac{\beta J}{2NK} \sum_{q} \left( \sum_{i} \sigma_{qi}(\kappa) \right)^2 - \frac{\beta \lambda}{2QK} \sum_{i} \left( \sum_{q} \sigma_{qi}(\kappa) \right)^2 - 2(Q - 2) \sum_{q} \sigma_{qi}(\kappa) \right\},$$

where $J$ and $\lambda$ are the interaction parameters.
where $\kappa$ represents the Trotter slice, $\sigma^{(z)}(\kappa)$ is the Ising spin assigned to the component $q$ of $\hat{S}_i$ in the Trotter slice $\kappa$, $\sigma^{(z)}(\kappa)$ denotes Ising spins in the Trotter slice $\kappa$, namely $\{\sigma^{(z)}_q(\kappa)|i = 1, 2, ..., N, q = 1, 2, ..., Q\}$, and $\sum_{\sigma^{(z)}(\kappa)}$ represents the summation over all spin configurations of $\sigma^{(z)}(\kappa)$. Subsequently, we linearize the spin-product term using the Hubbard–Stratonovich transformation [42] as follows:

$$
\exp \left[ \frac{\beta J}{2NK} \sum_q \left( \sum_i \sigma^{(z)}_{qi}(\kappa) \right)^2 \right] \propto \int dm(\kappa) \exp \left[ -\frac{\beta J N}{2K} \sum_q (m_q(\kappa))^2 + \frac{\beta J}{K} \sum_q m_q(\kappa) \sum_i \sigma^{(z)}_{qi}(\kappa) \right], \quad (A5)
$$

where $dm(\kappa) \equiv \prod_q dm_q(\kappa)$, and $m_q(\kappa)$ is the FM order parameter of $\{\sigma^{(z)}_q(\kappa)|i = 1, 2, ..., N\}$. Substitution of Eq. (A5) into Eq. (A4) and inverse operation of the closure relation [Eq. (A3)] yields

$$
Z \propto \lim_{K \to \infty} \int dm \exp \left[ -\frac{\beta J N}{2K} \sum_q (m_q(\kappa))^2 \right] 
\times \text{Tr} \left[ \prod_k \exp \left( -\frac{\beta J}{K} \hat{H}_0(\kappa) \right) \exp \left( -\frac{\beta J}{K} \hat{H}_q(\kappa) \right) \right], \quad (A6)
$$

where

$$
\hat{H}_0(\kappa) = \frac{\lambda}{2Q} \sum_i \left( \sum_q \sigma^{(z)}_{qi}(\kappa) \right)^2 - \sum_q \left( Jm_q(\kappa) + \frac{Q-2}{Q} \lambda \right) \sigma^{(z)}_{qi}(\kappa), \quad (A7)
$$

and $dm \equiv \prod_{\kappa,q} dm_q(\kappa)$. By applying the static approximation, which neglects the dependence of $m_q(\kappa)$, followed by the inverse operation of the Suzuki–Trotter formula, we obtain

$$
Z \propto \int dm e^{-\beta NF(\{m_q\})}, \quad (A8)
$$

where

$$
f(\{m_q\}) = \frac{J}{2} \sum_q m_q^2 - \frac{1}{\beta} \log \text{Tr} e^{-\beta \hat{H}(\mu)}, \quad (A9)
$$

and

$$
\hat{H}(\mu) = \frac{\lambda}{2Q} \left( \sum_q \sigma^{(z)}_q \right)^2 - \sum_q \left( Jm_q + \frac{Q-2}{Q} \lambda \right) \sigma^{(z)}_q - \Gamma \sum_q \sigma^{(z)}_q. \quad (A10)
$$

The exponent of Eq. (A8) is proportional to $m$, and the integral of $m$ can be evaluated by the saddle point method in the limit of $N \to \infty$. In the limit of $\beta \to \infty$, only the lowest eigenvalue $e_{\min}(\{m_q\})$ of $\hat{H}(\mu)(\{m_q\})$ contributes to free energy. Therefore, the free energy at $\beta \to \infty$ is given by Eqs. (10) and (11).

---

**Appendix B: Cost function of the iterative optimization method**

We derive a general formula of the cost function in the $(k+1)$th iteration from the optimization result in the $k$th iteration. The optimization problem in the second iteration for the FM Potts model [Eq. (15)] can be obtained using this formula.

The general form of the optimization problem in the $k$th iteration is given by the following equation:

$$
\argmin_{\sigma^{(k)}} \left[ -\sum_{i<j} J_{ij}^{(k)}(q,q') \sigma^{(k)}_{qi} \sigma^{(k)}_{q'j} \right. 
- \left. \sum_{i} \sum_{q=1}^{Q} h_i^{(k)}(q) \sigma^{(k)}_{qi} \right] \text{ s.t. } \sum_{q=1}^{Q} \sigma^{(k)}_{qi} = 0, \quad (B1)
$$

where $\sigma^{(k)}_{qi}$ is the spin variable in the $k$th iteration, $J_{ij}^{(k)}(q,q')$ is the interaction between $\sigma^{(k)}_{qi}$ and $\sigma^{(k)}_{q'j}$, $h_i^{(k)}(q)$ is the longitudinal magnetic field applied to $\sigma^{(k)}_{qi}$, and $Q^{(k)} = Q/2^{k-1}$ is the number of components in the $k$th iteration. The optimization result in the $k$th iteration is determined by $\mu^{(k)}$ and $\nu^{(k)}$. Note that $\{\sigma^{(k)}_{qi} = -1|q \in \mu^{(k)}\}$ and $\{\sigma^{(k)}_{qi} = +1|q \in \nu^{(k)}\}$. The cost function in the $(k+1)$th iteration can be derived by fixing $\{\sigma^{(k)}_{qi}|q \in \mu^{(k)}\}$ to $+1$ and replacing $\sigma^{(k)}_{qi}$ to $\sigma^{(k+1)}_{qi}$. By rewriting the summation over $q$ and $q'$ in Eq. (B1) as follows:

$$
\sum_q = \sum_{q \in \mu^{(k)}} + \sum_{q \in \nu^{(k)}}, \quad (B2)
\sum_{q'} = \sum_{q' \in \mu^{(k)}} + \sum_{q' \in \nu^{(k)}}, \quad (B3)
$$

we obtain

$$
-\sum_{i<j} \sum_{q,q'} J_{ij}^{(k+1)}(q,q') \sigma^{(k+1)}_{qi} \sigma^{(k+1)}_{q'j} 
- \sum_{q,i} h_i^{(k+1)}(q) \sigma^{(k+1)}_{qi} + \text{const.}, \quad (B4)
$$

where $\sigma^{(k+1)}_{qi}$ represents the Ising spin assigned to the component $q$ of $\hat{S}_i$ in the Trotter slice $\kappa$, $\sigma^{(k+1)}_{qi}$ denotes Ising spins in the Trotter slice $\kappa$, namely $\{\sigma^{(k+1)}_{qi}(\kappa)|i = 1, 2, ..., N, q = 1, 2, ..., Q\}$, and $\sum_{\sigma^{(k+1)}_{qi}(\kappa)}$ represents the summation over all spin configurations of $\sigma^{(k+1)}_{qi}(\kappa)$. Subsequently, we linearize the spin-product term using the Hubbard–Stratonovich transformation [42] as follows:
where

\[ J^{(k+1)}_{ij}(q, q') = J^{(k)}_{ij}(\mu_{q_i}, \mu_{q_j}) \]  

(B5)

\[ h^{(k+1)}_{i}(q) = \sum_{j \neq i} \sum_{q'} J^{(k)}_{ij}(\mu_{q_i}, \nu^{(k)}_{q'}) + h^{(k)}_{i}(\mu_{q_i}) \]  

(B6)

In the FM Potts model, the interaction and longitudinal magnetic field of the first iteration are given by the following equation:

\[ J^{(1)}_{ij}(q, q') = \frac{J}{N} \delta(q, q') \]  

(B7)

\[ h^{(1)}_{i}(q) = 0 \]  

(B8)

where \( \delta \) is the Kronecker delta function. By substituting Eqs. (B7) and (B8) into Eqs. (B5) and (B6), we obtain

\[ J^{(2)}_{ij}(q, q') = \frac{J}{N} \delta(\mu_{q_i}, \nu^{(1)}_{q_j}) \]  

(B9)

\[ h^{(2)}_{i}(q) = \frac{J}{N} \sum_{j \neq i} \delta(\mu_{q_i}, \nu^{(1)}_{q_j}) \]  

(B10)

yielding Eq. (15).

**Appendix C: Free energy of the Potts glass model under the half-hot constraint**

We derive the free energy [Eqs. (B1), (B5), and (B6)] of the PG model under the half-hot constraint whose Hamiltonian is defined in Eqs. (26), (27), (28), and (29). According to the replica trick, the partition function of the \( n \) replicated system needs to be calculated.

Applying the Suzuki–Trotter formula, we obtain the following partition function \([Z^n]\):

\[
[Z^n] = \lim_{K \to \infty} \frac{e^{nNQC}}{N!} \text{Tr} \left[ \exp \left( -\frac{\beta J}{2KQ} \sum_{\kappa,\alpha} \sum_{i} \left( \sum_{q} \sigma^{(\kappa,\alpha)}_{qi}(\kappa,\alpha) \right)^2 \right) + \frac{1}{2} \ln \coth \left( \frac{\beta \Gamma}{K} \right) \sum_{\kappa,\alpha} \sum_{q} \sigma^{(\kappa,\alpha)}_{qi}(\kappa,\alpha) \sigma^{(\kappa+1,\alpha)}_{qi}(\kappa,\alpha) \right] 
\times \prod_{i<j} \int dJ_{ij} P(J_{ij}) \exp \left( \frac{\beta J}{K} \sum_{\kappa,\alpha} \sum_{q} \sigma^{(\kappa,\alpha)}_{qi}(\kappa,\alpha) \sigma^{(\kappa,\alpha)}_{qj}(\kappa,\alpha) \right),
\]  

(C1)

where

\[
C = \frac{K}{2} \ln \sinh \left( \frac{\beta \Gamma}{K} \right) \cosh \left( \frac{\beta \Gamma}{K} \right),
\]  

(C2)

and \( \sigma^{(\kappa,\alpha)}_{qi} \) represents the \( z \) spin assigned to the component \( q \) of \( S_i \) in the Trotter slice \( \kappa \) and replica \( \alpha \). The exponent of the integrand contains the summation over \( q \) in addition to \( \kappa \) and \( \alpha \). Therefore, to explicitly formulate the free energy, assumptions of \( q \)-dependence of the order parameters are required. The integrals of \( J_{ij} \) can be easily calculated as follows:

\[
\int dJ_{ij} P(J_{ij}) \exp \left( \frac{\beta J}{K} J_{ij} \sum_{\kappa,\alpha} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} \right) = \exp \left[ \frac{\beta J_0}{NK} \sum_{\kappa,\alpha} \sum_{q} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} + \frac{\beta^2 J^2}{2NK^2} \left( \sum_{\kappa,\alpha} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} \right)^2 \right].
\]  

(C3)

The first and second terms of the exponent in Eq. (C3) are rewritten as follows:

\[
\sum_{i<j} \sum_{\kappa,\alpha} \sum_{q} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} = \frac{1}{2} \sum_{\kappa,\alpha} \left[ \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \right)^2 - N \right],
\]  

(C4)

\[
\sum_{i<j} \left( \sum_{\kappa,\alpha} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} \right)^2 = \sum_{\kappa,\alpha} \sum_{\kappa',\alpha'} \left[ \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{qi} \right)^2 + \sum_{q} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{qi} \right)^2 - NQ^2 \right] + \frac{1}{2} \sum_{\kappa,\alpha} \left[ \left( \sum_{q} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{qi} \right)^2 + \sum_{q} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{qi} \right)^2 - NQ^2 \right].
\]  

(C5)
By substituting the above equations into Eq. (C3), we obtain
\[
\prod_{i<j} dJ_{ij} P(J_{ij}) \exp \left( \frac{\beta}{K} J_{ij} \sum_{q,\kappa,\alpha} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} \right) \approx \exp \left[ \frac{\beta J_0}{2NKR} \sum_{q,\kappa,\alpha} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \right)^2 \right] \\
+ \frac{\beta^2 J^2}{2NK^2} \sum_{\kappa,\kappa',\alpha<\alpha'} \sum_{q} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha)}_{qi} \right)^2 + \frac{\beta^2 J^2}{2NK^2} \sum_{\kappa,\kappa',\alpha<\alpha'} \sum_{q \neq q'} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha)}_{q'i} \right)^2 \\
+ \frac{\beta^2 J^2}{4NK^2} \sum_{\kappa,\kappa',\alpha} \sum_{q} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha)}_{qi} \right)^2 + \frac{\beta^2 J^2}{2NK^2} \sum_{\kappa,\kappa',\alpha} \sum_{q \neq q'} \left( \sum_{i} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha)}_{q'i} \right)^2 \right]. \tag{C6}
\]

Subsequently, by applying the Hubbard–Stratonovich transformation for each term of the exponent, we obtain the free energy as follows:
\[
-\beta[f] = \lim_{n \to 0} \lim_{K \to \infty} \left\{ \frac{\beta J_0}{2QK} \sum_{q,\kappa,\alpha} \langle m^{(\alpha)}_{qc} \rangle^2 - \frac{\beta J_0^2}{2QK^2} \sum_{q,\kappa,\alpha} \sum_{\alpha<\alpha'} \langle \xi^{(\alpha,\alpha')}_{qq',\kappa,\kappa'} \rangle^2 \\
- \frac{\beta J^2}{2QK^2} \sum_{q \neq q'} \sum_{\kappa,\kappa',\alpha<\alpha'} \langle \theta^{(\alpha)}_{qq',\kappa,\kappa'} \rangle^2 - \frac{\beta J^2}{4QK^2} \sum_{q \neq q'} \sum_{\kappa,\kappa',\alpha} \langle \eta^{(\alpha)}_{qq',\kappa,\kappa'} \rangle^2 \\
+ \frac{\beta^2 J^2}{2QK} \sum_{q,\kappa,\alpha} \sum_{\alpha<\alpha'} \langle \varphi^{(\alpha)}_{qq',\kappa,\kappa'} \rangle^2 \right\} + \frac{\beta^2 J^2}{4QK^2} \sum_{q \neq q'} \sum_{\kappa,\kappa',\alpha} \langle \varphi^{(\alpha)}_{qq',\kappa,\kappa'} \rangle^2 \\
+ \frac{\beta}{2KN} \sum_{q,\kappa,\alpha} \left( J_0 m^{(\alpha)}_{qc} - \lambda M^{(\alpha)}_{i\kappa} \right) \sigma^{(\kappa,\alpha)}_{qi} + \frac{1}{2} \ln \coth \left( \frac{\beta \Gamma}{K} \right) \sum_{q,\kappa,\alpha} \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa+1,\alpha)}_{qi}. \tag{C7}
\]

The saddle point equations are given as follows:
\[
m^{(\alpha)}_{qc} = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma^{(\kappa,\alpha)}_{qi} \rangle_{L_i}, \tag{C9}
\]
\[
\xi^{(\alpha,\alpha')}_{qq',\kappa,\kappa'} = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{q'i} \rangle_{L_i}, \tag{C10}
\]
\[
\theta^{(\alpha)}_{qq',\kappa,\kappa'} = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{q'i} \rangle_{L_i}, \tag{C11}
\]
\[
\eta^{(\alpha)}_{qq',\kappa,\kappa'} = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{q'i} \rangle_{L_i}, \tag{C12}
\]
\[
\varphi^{(\alpha)}_{qq',\kappa,\kappa'} = \frac{1}{N} \sum_{i=1}^{N} \langle \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa',\alpha')}_{q'i} \rangle_{L_i}, \tag{C13}
\]
\[
M^{(\alpha)}_{i\kappa} = \frac{1}{Q} \sum_{q,\kappa} \langle \sigma^{(\kappa,\alpha)}_{qi} \sigma^{(\kappa,\alpha)}_{qj} \rangle_{L_i}. \tag{C14}
\]

As \(q = 1, 2, \ldots, Q\) are equally treated in Eqs. (C9), (C10), and (C13), we further assume that \(\theta_{qq'}\) and \(\varphi_{qq'}\) are independent of \((q, q')\).

Next, we apply the static approximation and assume the replica symmetric solution as shown below:

The resulting expression of \(L_i\) is given by the following equation:
The saddle point equation is as follows:

\[ L_i = \frac{\beta J^2}{2K^2} \sum_q (\xi_q - \theta) \left( \sum_{\kappa,\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 + \frac{\beta J^2}{2K^2} \sum_q \left[ (\eta_q - \xi_q) - (\varphi - \theta) \right] \sum_{\kappa} \left( \sum_{\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 + \frac{\beta J^2}{2K^2} \theta \left( \sum_{q,\kappa,\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 \]

\[ + \frac{\beta^2 J^2}{2K^2} (\varphi - \theta) \sum_{\alpha} \left( \sum_{q,\kappa} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 + \frac{\beta}{K} \sum_{q,\kappa,\alpha} (J_0 m_q - \lambda M_i) \sigma_{q_i}^{(\kappa,\alpha)} \left( \sum_{\beta} \ln \coth \left( \frac{\beta \Gamma}{K} \right) \sum_{q,\kappa,\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \sigma_{q_i}^{(\kappa+1,\alpha)} \right) \]  

(C23)

Applying the Hubbard–Stratonovich transformation to the first and second terms in \( L_i \), we obtain

\[ \exp \left[ \frac{\beta J^2}{2K^2} \sum_q (\xi_q - \theta) \left( \sum_{\kappa,\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 \right] = \int D\nu_i \exp \left[ \frac{\beta J}{K} \sum_q (\xi_q - \theta) \left( \sum_{\kappa,\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right) \nu_{q_i} \right], \quad \text{(C24)} \]

and

\[ \exp \left[ \frac{\beta J^2}{2K^2} \sum_q \left[ (\eta_q - \xi_q) - (\varphi - \theta) \right] \sum_{\kappa} \left( \sum_{\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 \right] = \int D\nu_i \exp \left[ \frac{\beta J}{K} \sum_q \left[ (\eta_q - \xi_q) - (\varphi - \theta) \right] \sum_{\kappa} \left( \sum_{\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right) \nu_{q_i}^{(\alpha)} \right], \quad \text{(C25)} \]

where

\[ D\nu_i = \prod_q \frac{d\nu_{q_i}}{2\pi} \exp \left( - \frac{u_{q_i}^2}{2} \right), \quad D\nu_i = \prod_{q,\alpha} \frac{d
u_{q_i}^{(\alpha)}}{2\pi} \exp \left( - \frac{(\nu_{q_i}^{(\alpha)})^2}{2} \right). \quad \text{(C26)} \]

Using the \( \delta \) function and its Fourier transformation to the third and fourth terms in \( L_i \) yields

\[ \exp \left[ \frac{\beta J^2}{2K^2} \theta \left( \sum_{q,\kappa,\alpha} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 + \frac{\beta^2 J^2}{2K^2} (\varphi - \theta) \sum_{\alpha} \left( \sum_{q,\kappa} \sigma_{q_i}^{(\kappa,\alpha)} \right)^2 \right] \]

\[ = \int dW_i \int d\omega_i \exp \left( \frac{\beta^2 J^2 Q^2}{K^2} \sum_{\kappa,\alpha} \omega_{i\kappa}^{(\alpha)} \sum_q \sigma_{q_i}^{(\kappa,\alpha)} \right) \]

\[ \times \exp \left[ \frac{\beta^2 J^2 Q^2 \theta}{2K^2} \left( \sum_{\kappa,\alpha} W_{i\alpha}^{(\alpha)} \right)^2 + \frac{\beta^2 J^2 Q^2}{2K^2} (\varphi - \theta) \sum_{\alpha} \left( \sum_{\kappa} W_{i\kappa}^{(\alpha)} \right)^2 - \frac{\beta^2 J^2 Q^2}{K^2} \sum_{\kappa,\alpha} \omega_{i\kappa}^{(\alpha)} W_{i\kappa}^{(\alpha)} \right]. \quad \text{(C27)} \]

where \( dW_i \equiv \prod_{\kappa,\alpha} dW_{i\kappa}^{(\alpha)} \), and \( d\omega_i \equiv \prod_{\kappa,\alpha} d\omega_{i\kappa}^{(\alpha)} \). The integral of \( w_i \) can be evaluated by the saddle point method. The saddle point equation is as follows:

\[ \omega_{i\kappa}^{(\alpha)} = \varphi \sum_{\kappa,\alpha} W_{i\kappa}^{(\alpha)}. \quad \text{(C28)} \]

Note that \( \omega_{i\kappa}^{(\alpha)} \) does not depend on \( \kappa \) and \( \alpha \), consistent with the static approximation and assumption of the replica symmetric solution. From Eqs. (C23), (C24), (C25), (C27), and (C28), we obtain

\[ \text{Tr} e^{L_i} = \int dW_i \exp \left[ \frac{\beta^2 J^2 Q^2}{2K^2} (\theta - 2\varphi) \left( \sum_{\kappa,\alpha} W_{i\kappa}^{(\alpha)} \right)^2 + \frac{\beta^2 J^2 Q^2 (\varphi - \theta)}{2K^2} \sum_{\alpha} \left( \sum_{\kappa} W_{i\kappa}^{(\alpha)} \right)^2 + n \sum_q \int D\nu_{q_i} \ln \int D\nu_{q_i} \text{Tr} e^{L_{q_i}} \right], \quad \text{(C29)} \]

where

\[ L_{q_i} = \frac{\beta J_T}{K} \sum_{\kappa} \sigma_{q_i}^{(\kappa)} \sigma_{q_i}^{(\kappa+1)} + \frac{\beta H_{q_i}}{K} \sum_{\kappa} \sigma_{q_i}^{(\kappa)}, \quad \text{(C30)} \]

\[ \frac{\beta J_T}{K} = \frac{1}{2} \ln \coth \left( \frac{\beta \Gamma}{K} \right), \quad \text{(C31)} \]
and
\[
H_{qi} = J \left[ \sqrt{\xi_q - \theta u_{qi}} + \sqrt{(\eta_q - \xi_q) - (\varphi - \theta)v_{qi}} \right] \\
+ (J_0 m_q - \lambda M_i) + \frac{\beta J^2 Q}{K} \phi \left( \sum_{\alpha} W_{i\kappa}^{(\alpha)} \right). \tag{C32}
\]

Here, we again apply the static approximation and assume the replica symmetric solution:
\[
W_i \equiv W_{i\kappa}^{(\alpha)}. \tag{C33}
\]

Neglecting terms that do not contribute in the limit of \( n \to 0 \) yields
\[
\text{Tr}_{L_i} = \int dW_i \exp \left\{ nQ \left[ \beta^2 J^2 Q \left( \varphi - \theta \right) W_i^2 \\
+ \frac{1}{Q} \sum_q \int Du_{qi} \ln \int Dv_{qi} \text{Tr}_{L_i} \right] \right\}. \tag{C34}
\]

where
\[
H_{qi} = J \left[ \sqrt{\xi_q - \theta u_{qi}} + \sqrt{(\eta_q - \xi_q) - (\varphi - \theta)v_{qi}} \right] \\
+ (J_0 m_q - \lambda M_i). \tag{C35}
\]

The integrals of \( W_i \) in Eq. (C34) can be evaluated by the saddle point method, and we obtain
\[
W_i = 0. \tag{C36}
\]

According to Eq. (C30), \( \text{Tr}_{L_i} \) is the partition function of the one-dimensional Ising model with the uniform interaction and magnetic field, which is given by the following equation:
\[
\text{Tr}_{L_i} = 2 e^{\beta J T \cosh \beta \Xi_{qi}}, \tag{C37}
\]

where
\[
\Xi_{qi} = \sqrt{H_{qi}^2 + \Gamma^2}, \tag{C38}
\]

in the limit of \( K \to \infty \). From Eqs. (C34), (C36), and (C37), we obtain the free energy as follows:
\[
-\beta f = -\frac{\beta J_0}{2Q} \sum_q m_q^2 + \frac{\beta^2 J^2}{4Q} \sum_q \xi_q^2 + \frac{\beta^2 J^2}{4Q} \sum_q \eta_q^2 - \frac{\beta J^2}{4Q} \varphi^2 \\
+ \frac{\beta \lambda}{2N} \sum_i M_i^2 + \frac{1}{NQ} \sum_q, \int Du_{qi} \ln \int Dv_{qi} \cosh \beta \Xi_{qi}. \tag{C39}
\]

The order parameters are determined as the minimizer of free energy, and the saddle point equations are given by the following equation:
\[
m_q = \frac{1}{N} \sum_i \int Du_{qi} \frac{\int Dv_{qi} \frac{H_{qi}}{\Xi_{qi}} \sinh \beta \Xi_{qi}}{\int Dv_{qi} \cosh \beta \Xi_{qi}}, \tag{C40}
\]

\[
\xi_q = \frac{1}{N} \sum_i \int Du_{qi} \left( \frac{\int Dv_{qi} \frac{H_{qi}}{\Xi_{qi}} \sinh \beta \Xi_{qi}}{\int Dv_{qi} \cosh \beta \Xi_{qi}} \right)^2, \tag{C41}
\]

\[
\eta_q = \frac{1}{N} \sum_i \int Du_{qi} \frac{\int Dv_{qi} \left( \frac{H_{qi}^2}{\Xi_{qi}} \cosh \beta \Xi_{qi} + \frac{\Gamma^2}{\beta \Xi_{qi}^2} \sinh \beta \Xi_{qi} \right)}{\int Dv_{qi} \cosh \beta \Xi_{qi}}, \tag{C42}
\]

\[
M_i = \frac{1}{Q} \sum_q \int Du_{qi} \frac{\int Dv_{qi} \frac{H_{qi}}{\Xi_{qi}} \sinh \beta \Xi_{qi}}{\int Dv_{qi} \cosh \beta \Xi_{qi}}. \tag{C43}
\]
\[ \theta = -\frac{1}{Q^2} \sum_q \xi_q \sim O\left(\frac{1}{Q}\right), \]  
\[ \varphi = -\frac{1}{Q^2} \sum_q \eta_q \sim O\left(\frac{1}{Q}\right). \]  

Because \( \theta \) and \( \varphi \) are of order \( Q^{-1} \), \( \theta \) and \( \varphi \) vanish in the limit of \( Q \to \infty \). By substituting \( \theta = \varphi = 0 \) into Eqs. (C39), (C38), and (C35), we obtain Eqs. (34), (35), and (36).
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