Abstract: Background: Multiple myeloma (MM) is one of the most common cancers of the blood system. N6-methyladenosine (m6A) plays an important role in cancer progression. We aimed to investigate the prognostic relevance of the m6A score in multiple myeloma through a series of bioinformatics analyses. Methods: The microarray dataset GSE4581 and GSE57317 used in this study were downloaded from the Gene Expression Omnibus (GEO) database. The m6A score was calculated using the GSVA package. The Random forests, univariate Cox regression analysis and Lasso analyses were performed for the differentially expressed genes (DEGs). Kaplan–Meier analysis and an ROC curve were used to diagnose the effectiveness of the model. Results: The GSVA R software package was used to predict the function. A total of 21 m6A genes were obtained, and 286 DEGs were identified between high and low m6A score groups. The risk model was constructed and composed of PRX, LBR, RB1, FBXL19-AS1, ARSK, MFAP3L, SLC44A3, UNC119 and SHCBP1. Functional analysis of risk score showed that with the increase in the risk score, Activated CD4 T cells, Memory B cells and Type 2 T helper cells were highly infiltrated. Conclusions: Immune checkpoints such as HMGB1, TGFβ1, CXCL9 and HAVCR2 were significantly positively correlated with the risk score. We believe that the m6A score has a certain prognostic value in multiple myeloma.
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1. Introduction

Multiple myeloma (MM) is the second most common hematologic malignancy [1]. Its main characteristics are plasma cell cloning and proliferation and heterogeneous genome landscape [2]. MM has been treated with immunomodulatory drugs, protease antibodies, monoclonal antibodies and stem cell transplantation in the past few decades. However, it is still a type of incurable plasma cell malignancy [3,4]. Meanwhile, the MM has been reported, and its development is evolutionary [5]. It obviously exacerbates the difficulty of treatment. Fortunately, the development and application of microarray technology and bioinformatics analysis could help to screen and identify genetic variation in the course of the disease to a certain extent. Now, risk-adapted therapies are becoming the new standard of care. Survival analysis is essential in treatment decisions and clinical studies. Therefore, there is an urgent need to develop reliable and robust models to estimate patient survival from large amounts of data.

N6-methyladenosine (m6A) is one of the post-transcriptional modifications of RNA and one of the most common internal chemical modifications in eukaryotes and nuclear replicating viruses [6]. M6A-related regulatory factors can be involved in various physiologic and pathological processes by regulating RNA stability, mRNA splicing or translation [7–10]. Several studies have reported that m6A was involved in the occurrence and progression of a variety of cancers, including colorectal cancer [11], endometrial cancer [12], oral squamous cell carcinoma [13], osteosarcoma [14] and glioma [15]. However, the clinical value and potential mechanism of m6A-related genes in multiple myeloma still need to be further explored.
However, no one has analyzed its prognostic role in multiple myeloma based on the m6A score. In this study, we intend to download multiple myeloma data from the GEO public database. The m6A score was calculated, and a risk model was constructed. The survival analysis and function prediction were performed. Thus, it might provide a research basis for the study of m6A in multiple myeloma.

2. Materials and Methods

2.1. Multiple Myeloma Data Set and Preprocessing

In this study, all datasets used were publicly available, and the workflow is shown (Figure 1). There are multiple myeloma data sets from Gene Expression Omnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo/, accessed on 13 July 2019) to download. Datasets GSE4581 (n = 413) and GSE57317 (n = 55) from the same platform (GPL570) were used for myeloma network analysis. After chi-square test analysis (Figure 1), GSE4581 was randomly divided into a training set (207 samples) and an internal testing set (206 samples) in a 1:1 ratio. GSE57317 contains 55 samples as an external validation set. The raw data from the microarray dataset were generated by Affymetrix. The quantile normalization and background correction of the raw data were performed using the Affy package’s RMA algorithm. The R Bioconductor software package and the R software (version 3.6.1) were applied to analyze all the data.

![Figure 1. The Study workflow. The prognostic gene characterization of m6A in multiple myeloma. GSE4581 (overall set) was randomly divided into a training set and an internal testing set. GSE57317 is an external validation set.](image)

2.2. Calculation of m6A Score

A total of 21 m6A genes were obtained. The score of m6A was calculated using the GSVA package. The Gene set variation analysis (GSVA) transforms the expression matrix of genes between different samples into the expression matrix of genes set between samples to evaluate the enrichment of different pathways. The value of each pathway in each sample is given a score. Thus, the m6A score was obtained. The minimum p-value method was used to determine the two groups with high and low m6A scores.
2.3. Functional Analysis

We downloaded all the gene sets from the MSigDB database. The ssGSEA method was used to calculate the abundance of 28 types of immune cells. We used the GSVA R software package for immune checkpoint cluster and scoring by executing the GSVA, including the GO BP (Biological Process), KEGG and Hallmark Gene sets [16]. The selection criteria of immune checkpoint cluster-related pathways were based on the corrected \( p \) value less than 0.05. The selection criteria of immune checkpoint score-related pathways were based on the correlation analysis \( p \) value less than 0.05.

2.4. Establishment of m6A Risk Score

The differentially expressed genes (DEGs) between the low and high m6A score groups were identified by the Limma package in R [17]. The \( p \) values < 0.05 and \( |\log FC| > 1.5 \) sets were used to determine the immune checkpoint subtypes of DEGs in the significance standard [18]. Then, the Random forest in the machine learning method of the Caret package was used for gene dimensionality reduction, and Univariate Cox regression analysis was applied to determine representative genes. The prognostic genes and their Lasso regression coefficients were obtained by selecting the highest lambda value (“min” lambda) through 1000 cross-validation in the training set using the Lasso method. The risk score is the sum of the expression value of genes screened by LASSO * the regression coefficient of LASSO. * represented a multiplication symbol.

2.5. Statistical Analysis of Data

The R package ggplot2 was used to visualize the data. The Benjamini–Hochberg method was applied to analyze differentially expressed genes by converting \( p \)-values to FDR to identify important genes. The receiver operating characteristic package (pROC) was used to generate the ROC curve and calculate the area under the curve (AUC) [19]. The generation and visualization of survival curves are realized by applying Kaplan–Meier analysis. The Logarithmic rank test was used to determine the statistical significance of the differences in each dataset. The R package survminer was adopted to generate all survival curves. The heatmap was applied to generate all the heat maps. All data statistical analysis was performed in R (https://cran.r-project.org/bin/windows/base/old/3.6.1/, version 3.6.1, accessed on 5 July 2019). The normality of variables was tested by using the Shapiro–Wilk normality test. For normally distributed variables, an unpaired Student’s \( t \)-test was used to compare the differences between the two groups. The Wilcoxon test was used to compare variables that are not normally distributed. One-way ANOVA analysis was applied for the parametric method to compare the mean values between multiple groups. However, the Kruskal–Wallis test was applied for the non-parametric. The two-sided was used in all tests. \( p \) values < 0.05 were considered statistically significant.

3. Results

3.1. Establishment of m6A Score in Multiple Myeloma

We obtained 21 m6A genes in the GSE4581 dataset, and the GSVA package was used to calculate the m6A score. A heat map visualization of the expression of 21 m6A genes with m6A score changes can be seen in Figure 2A. The 19 m6A genes, including ALKBH5, YTHDF1, FTO, WTAP and YTHDF2, were significantly correlated with the m6A score. The survival time of the high m6A score group was significantly lower than that of the group with the low score (\( p = 0.017 \)) (Figure 2B). Meanwhile, the high and low m6A score groups showed the difference in the biological functions, including the Cell Cycle, DNA Damage Repair, DNA Replication and EMT2 (Figure 2C). The genetic differences between the two groups’ m6A scores were analyzed by performing the Limma package and visualized by a volcano map (Figure 2D). Therefore, it is speculated that the m6A score might have a certain diagnostic value to distinguish multiple myeloma patients.
the two groups’ m6A scores were analyzed by performing the Limma package and visualized by a volcano map (Figure 2D). Therefore, it is speculated that the m6A score might have a certain diagnostic value to distinguish multiple myeloma patients.

Figure 2. The prognostic characteristics of m6A score. (A) The expression of the m6A gene. (B) The survival analysis of high and low m6A scores. (C) The biological function analysis of high and low m6A score groups. (D) The volcano maps showed different genes between high and low m6A scores. * indicates significant, with the p value less than 0.05, *** indicates p value less than 0.001, and **** indicates p value less than 0.0001.

3.2. Immune Infiltration and Immune Checkpoint Differences of m6A Score

Next, we analyzed the data for 28 immune cell infiltrates. The immune cells showed significant differences between the high and low m6A scores groups, including the activated dendritic cells, CD56 bright natural killer cells, Monocytes, Plasmacytoid dendritic cells, Type 1 T helper cells, Type 2 T helper cells and other immune cells (Figure 3A). We continued to analyze the situation of immune cell infiltration from low to high m6A scores (Figure 3B). With the increase in the m6A score, the abundance of Memory B cells and Type 2 T helper cells increased, while activated dendritic cells, CD56 bright natural killer cells, Effector memory CD8 T cells and Monocytes decreased. Meanwhile, we analyzed the changes of immune checkpoints in the m6A score. With the m6A scores ranked from low to high, the expression abundance of immune checkpoints showed significant differences in multiple categories, including antigen-present, cell adhesion, co-inhibitor, co-stimulator, ligand and receptor (Figure 3C).

3.3. Establishment of Risk Scores Based on m6A Score

We obtained 286 DEGs between the two groups of m6A scores using Limma analysis, then 74 genes were obtained using Random forest (Figure 4A), and 13 genes were obtained using Univariate analysis (Figure 4B). The nine genes used to construct the Risk model were screened using the LASSO method, including PRX, LBR, RB1, FBXL19-AS1, ARSK, MFAP3L, SLC44A3, UNC119 and SHCBP1 (Figure 4C). Risk score = (−0.1257) * PRX + (0.1278) * LBR + (−0.1790) * RB1 + (−0.0119) * FBXL19-AS1 + (0.2528) * ARSK + (−0.0169) * MFAP3L + (−0.1636) * SLC44A3 + (−0.0158) * UNC119 + (0.1486) * SHCBP1. * represented a multiplication symbol. The heat map was used to visualize the expression of 21 m6A genes with risk
scores (Figure 4D). The levels of m6A genes such as CBLL1, FMR1, YTHDF3, hnRNPA2B1 and ZC3H13 significantly changed with the risk score change.

Figure 3. Immune infiltration and immune checkpoint changes with m6A score. (A) Invasion of immune cells between the high and low m6A score groups. (B) The abundance of immune cells with m6A score. (C) The levels of the immune checkpoint with m6A score. * indicates significant, with a \( p \) value less than 0.05, ** indicates \( p \) value less than 0.01, *** indicates \( p \) value less than 0.001, and **** indicates \( p \) value less than 0.0001.

3.4. Prognostic Analysis and Model Efficacy of Risk Score

We further evaluated the prognosis of the risk score model. In the training set (Figure 5A), the validation set (Figure 5B), the overall data set (Figure 5C) and the external validation set (Figure 5D), the survival analysis showed that patients with the high-risk score had a poor prognosis, with \( p \) values less than 0.05. Then, the effectiveness of the risk score model was evaluated in the training set (Figure 5E), the verification set (Figure 5F), the overall data set (Figure 5G) and the external verification set (Figure 5H). Among them, in overall sets, the sensitivity at 1, 2 and 3 years was 0.557, 0.557 and 0.671, respectively; the specificity was 0.823, 0.823 and 0.704, respectively; the accuracy was 0.772,
0.772 and 0.697, respectively; and the AUC was 0.768, 0.701 and 0.715, respectively. The time-dependent ROC curve analysis showed that the model is effective.

Figure 4. Screening of high and low m6A score genes and construction of the risk score. (A) The Random forest analysis. (B) The Univariate Cox analysis of DEGs. (C) The LASSO regression analysis. (D) The levels of m6A genes. * indicates significant, with a p value less than 0.05, *** indicates p value less than 0.001, and **** indicates p value less than 0.0001.
3.5. Functional Analysis of Prognostic Models

Then, in the GO BP (Biological Process), KEGG and Hallmark gene concentration, we used the GSVA R package to conduct related pathway analysis for the risk score (Figure 6A). As the risk score went up, the Cell adhesion molecules cams, the JAK-STAT signaling pathway, the TNFA signaling pathway and the MAPK signaling pathway all decreased. The DNA repair, the MYC targets V1, the P53 signaling pathway, the Cell cycle DNA replication, the DNA replication, the Meiotic cell cycle, the Cell cycle, the Mitotic sister chromatid segregation, the G2M checkpoint, the Cell cycle G1 S phase transition and the Mitotic cell cycle checkpoint increased. The higher the risk score is, the worse the patient's survival rate is. It was suggested that the above pathway is related to the poor survival of patients. The immune cell infiltration was ranked according to the risk score from low to high (Figure 6B). The Activated CD4 T cell, Memory B cell and Type 2 T helper cell significantly increased with increasing risk scores. The Activated CD8 T cell...
cell, CD56 bright natural killer cell, Effector memory CD8 T cell, Monocyte, the natural killer cell and Type 1 T helper cell decreased significantly as the risk score increased. The immunization checkpoint was ranked as the risk score goes from low to high (Figure 6C). The levels of HLA-C, HLA-B, SLAMF7, BTN3A1, CD27, BTLA, HLA-DPA1, HLA-DQB1 and TNFRSF4 decreased significantly with the increase in the risk score, while HMGB1, CXCL9 and HAVCR2 increased.

Figure 6. Functional sequencing of prognostic models. (A) Pathway analysis. (B) Immune cell invasion. (C) Expression of immune checkpoints. * indicates a correlation p value less than 0.05, ** indicates p value less than 0.01, *** indicates p value less than 0.001, and **** indicates p value less than 0.0001.

4. Discussion

This study performed survival analysis and functional analysis of multiple myeloma genomes based on the m6A score. A risk model based on the m6A score was established to explore the influence of risk score on function, immune cells and immune checkpoints.

M6A is one of the most common RNA modifications. It has been reported that m6A disorder was closely related to the occurrence and development of cancer [20]. Our study found significant differences in the survival time and the biological function analysis...
between the two groups with high and low m6A scores. The higher the m6A score was, the shorter the survival time of patients was, which suggested that the study of multiple myeloma grouped by m6A score has certain clinical significance. The m6A score was negatively correlated with the survival rate of patients. It has been reported that m6A could regulate the biological process of cells by regulating the expression of genes [21,22]. In myeloid leukemia, promoter-bound METTL3 relies on translational control by m6A to maintain its status [23]. In liver cancer studies, KIAA1429 promotes cancer progression through post-transcriptional modification of GATA3 dependent on m6A [24]. All these suggested that m6A is involved in cancer development and confirmed the rationality of our grouping from the side.

Then, the Limma analysis, Random forest analysis, Univariate Cox regression analysis and Lasso analysis were performed to screen the DEGs of the two groups with high and low m6A scores. The risk prognoses model was constructed, containing PRX, LBR, RB1, FBXL19-AS1, ARSK, MFAP3L, SLC44A3, UNC119 and SHCBP1. Among them, PRX is involved in the regulation mechanism of the P53 signal [25,26]. RB1 is an important indicator of cell cycle regulation [27]. MFAP3L and SHCBP1 are involved in the development of breast cancer [28,29]. Meanwhile, the enrichment of pathways changed with the risk scores, including the P53 signaling pathway, Cell cycle DNA replication, DNA replication, Meiotic cell cycle and cell cycle. These pathways are involved in the development of multiple myeloma and are associated with the poor prognosis of patients. Therefore, it could be speculated that genes related to the m6A score affect the prognosis of multiple myeloma by regulating the related signaling pathways. The effect of the m6A score on the prognosis of patients with multiple myeloma was also verified.

The immune cells mainly influence the immune microenvironment of the tumor. We analyzed the invasion of immune cells and found that the immune cells, including the Activated CD4 T cell, the Memory B cell and the Type 2 T helper cell, were highly infiltrated in patients with multiple myeloma with poor prognosis. The CD4 T cell is also highly invasive in colorectal cancer patients [30]. The Type 2 T helper cells show contradictory effects in cancer immunity [31]. The opposite is true for immune cells with anti-tumor activity, including the activated CD8 T cell, CD56bright natural killer cell, Effector memory CD8 T cell, Monocyte, natural killer cell and Type 1 T helper cell, etc. GSVA was used to analyze the correlation between risk score and immune checkpoints such as the antigen present, cell adhesion, co-inhibitor, co-stimulator, Ligand and receptor. Among them, HMGB1, CXCL9 and HAVCR2 were all significantly positively correlated with the risk score. HMGB1 is one of the damage-associated molecular patterns (DAMP) and plays a multifunctional role in inflammation and the development of cancer (such as colorectal cancer) [32,33]. It has been reported that CXCL9 is associated with the infiltration of immune cells and affects the prognosis of breast cancer patients [34]. HAVCR2 inhibitors have been proven to have certain tumor-suppressive effects in various preclinical tumor models [35]. All of these suggest that the risk score model has good efficiency. Meanwhile, it is further verified that the m6A score has a certain diagnostic effect on the prognosis of patients with multiple myeloma.

However, due to the lack of clinical data on multiple myeloma in the data set, our study was still limited. We were unable to further analyze its clinical features. Meanwhile, we need to verify their specific expression in clinical samples for m6A-related genes, and DEGs screened based on public data. As for the risk model constructed by nine DEGs, it still needs the support of a large number of sample data. Functional prediction also needs to be validated in concrete experimental models.

5. Conclusions

In our study of multiple myeloma, the patients with a high m6A score had a poorer prognosis. The m6A score was closely related to immune cell infiltration and the immune checkpoint. Thus, the m6A score could be used as a potential prognostic marker in multiple myeloma.
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