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Abstract. In this paper we consider a family of Caffarelli-Kohn-Nirenberg
interpolation inequalities (CKN), with two radial power law weights and ex-
ponents in a subcritical range. We address the question of symmetry breaking:
are the optimal functions radially symmetric, or not? Our intuition comes
from a weighted fast diffusion (WFD) flow: if symmetry holds, then an ex-
PLICIT entropy – entropy production inequality which governs the intermediate
asymptotics is indeed equivalent to (CKN), and the self-similar profiles are
optimal for (CKN).

We establish an explicit symmetry breaking condition by proving the linear
instability of the radial optimal functions for (CKN). Symmetry breaking
in (CKN) also has consequences on entropy – entropy production inequalities
and on the intermediate asymptotics for (WFD). Even when no symmetry
holds in (CKN), asymptotic rates of convergence of the solutions to (WFD)
are determined by a weighted Hardy-Poincaré inequality which is interpreted
as a linearized entropy – entropy production inequality. All our results rely
on the study of the bottom of the spectrum of the linearized diffusion operator
around the self-similar profiles, which is equivalent to the linearization
of (CKN) around the radial optimal functions, and on variational methods.
Consequences for the (WFD) flow will be studied in Part II of this work.
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1. Introduction and main results. Let us consider the fast diffusion equation with weights

\[ u_t + |x|\gamma \nabla \cdot (|x|^{-\beta} u \nabla u^{m-1}) = 0, \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d, \tag{1} \]

where \( \beta \) and \( \gamma \) are two real parameters, and \( m \in [m_1, 1) \) with

\[ m_1 := \frac{2d-2-\beta-\gamma}{2(\gamma-1)}. \]

Equation (1) admits self-similar solutions

\[ u_*(t, x) = (t/\rho)^{-\rho(d-\gamma)} \mathcal{B}_{\beta, \gamma}((\rho/t)^p x), \quad \forall (t, x) \in \mathbb{R}^+ \times \mathbb{R}^d, \]

where \( 1/\rho = (d-\gamma)(m - m_c) \) with \( m_c := \frac{d-2-\beta}{d-\gamma} \) and, up to a multiplication by a constant and a scaling,

\[ \mathcal{B}_{\beta, \gamma}(x) = (1 + |x|^{2+\beta-\gamma})^{\frac{1}{1-p}} \quad \forall x \in \mathbb{R}^d. \]

Such self-similar solutions are generalizations of Barenblatt self-similar solutions which are known to govern the asymptotic behavior of the solutions of (1) as \( t \to +\infty \) when \( (\beta, \gamma) = (0, 0) \). In that case, optimal rates of convergence have been determined in uniform norms or by relative entropy methods in \([37, 20, 16, 18]\). However, when \( (\beta, \gamma) \neq (0, 0) \), the analysis is more delicate because of possible symmetry breaking issues.

Assume for a while that symmetry holds (this assumption will be made precise below). Then a rate of convergence of the solutions to (1) towards \( u_* \), known in the literature as the problem of intermediate asymptotics, is bounded in terms of the best constant \( C_{\beta, \gamma, p} \) in the Caffarelli-Kohn-Nirenberg interpolation inequalities

\[ \|w\|_{L^{p, \gamma}(\mathbb{R}^d)} \leq C_{\beta, \gamma, p} \|\nabla w\|_{L^{2, \beta}(\mathbb{R}^d)} \|w\|^{1-\vartheta}_{L^{p+1, \gamma}(\mathbb{R}^d)} \quad \forall w \in C_0^\infty(\mathbb{R}^d). \tag{2} \]

These inequalities have been introduced in \([12]\). Here \( C_0^\infty(\mathbb{R}^d) \) denotes the space of smooth functions on \( \mathbb{R}^d \) which converge to zero as \( |x| \to \infty \), \( m \) and \( p \) are related by

\[ p = \frac{1}{2m-1} \iff m = \frac{p+1}{2p}, \]

the parameters \( \beta, \gamma \) and \( p \) are subject to the restrictions

\[ d \geq 2, \quad \gamma - 2 < \beta < \frac{d-2}{d} \gamma, \quad \gamma \in (-\infty, d), \quad p \in (1, p_*) \quad \text{with} \quad p_* := \frac{d-\gamma}{d-2-\beta}, \tag{3} \]

and the exponent \( \vartheta \) is determined by the scaling invariance, i.e.,

\[ \vartheta = \frac{(d-\gamma)(p-1)}{(p+1)\beta + 2\gamma - p(d-2-\beta)}. \tag{4} \]

The norms involved in (2) are defined by

\[ \|w\|_{L^{p, \gamma}(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} |w|^q |x|^{-\gamma} dx \right)^{1/q} \quad \text{and} \quad \|w\|_{L^{p, \gamma}(\mathbb{R}^d)} := \|w\|_{L^{p, \gamma}(\mathbb{R}^d)}. \]

We also define the space \( L^{p, \gamma}(\mathbb{R}^d) \) as the space of all measurable functions \( w \) such that \( \|w\|_{L^{p, \gamma}(\mathbb{R}^d)} \) is finite. A simple density argument shows that (2) can be extended with no restriction to the space of the functions \( w \in L^{p+1, \gamma}(\mathbb{R}^d) \) such that \( \nabla w \in L^{2, \beta}(\mathbb{R}^d) \). See Section 2.1 for further considerations on the functional setting.

Because of the weights, it is not straightforward to decide whether optimality in (2) is achieved by radial functions, or not. For some values of the parameters there is a competition between the weights which tend to decenter the optimizer and the nonlinearity for which radial functions are in principle preferable. The main result of this paper is that weights win over the nonlinearity for certain values of \( \beta \).
and $\gamma$, hence proving a symmetry breaking result that can be precisely characterized as follows. Let us consider the subset $C_{0,\text{rad}}^\infty(\mathbb{R}^d)$ of radial functions in $C_0^\infty(\mathbb{R}^d)$ and the reduced interpolation inequalities
\[
\|w\|_{L^{2\gamma}(\mathbb{R}^d)} \leq C_{s,\gamma,p}^* \|\nabla w\|_{L^{2\gamma,d}(\mathbb{R}^d)} \|\|w\|_{L^{p+1,\gamma}(\mathbb{R}^d)} \quad \forall w \in C_{0,\text{rad}}^\infty(\mathbb{R}^d). \tag{5}
\]
Since $C_{s,\gamma,p}^*$ is the best constant in (2) without symmetry assumption, the symmetry breaking issue is the question of knowing whether equality (symmetry case) holds in the inequality $C_{s,\gamma,p} \geq C_{s,\gamma,p}^*$, or not (symmetry breaking case). As we shall see later, the equality case in (5) is achieved by
\[w_*(x) = \mathfrak{B}^{m-1/2}(x) = (1 + |x|^{2+\beta-\gamma})^{\frac{1}{p-1}} \quad \forall x \in \mathbb{R}^d,
\]
which provides us with an explicit expression of $C_{s,\gamma,p}^*$: see Appendix A.

The limit case $p = p_*$, that is, $\vartheta = 1$ and $\beta = d - 2 - (d-\gamma)/p$, corresponds to the critical case in (2) and the symmetry breaking issue has been fully solved in [27]. In particular, $\beta = \gamma - 2$ can be achieved only in the limit as $p = p_*$, in which (2) degenerates into a Hardy type inequality for which $C_{s,\gamma-2,\gamma,1} = C_{s,\gamma-2,\gamma,1}^*$, but admits no minimizers with gradient in $L^{2,\gamma-2}(\mathbb{R}^d)$. The other threshold case $\beta = \frac{d-2}{p} - \gamma$ is also covered by our results, except when $d = 2$, in which case one has to assume that $\beta < 0$ and $p \in (1, p_*)$ with $p_* = +\infty$. To avoid lengthy statements, we will ignore it in the rest of this paper, but necessary adaptations are straightforward.

The equality case in (5) is achieved not only by $w_*$ but also by $w = u_*^{m-1/2}(t, \cdot)$, for any $t > 0$, because the inequality is homogenous and scale invariant. This is the first relation between the evolution equation (1) and the inequality (2). Now let us come back to the question of the intermediate asymptotics. At a formal level, we observe that a solution to (1) with nonnegative initial datum $u_0 \in L^1(\mathbb{R}^d, |x|^{-\gamma} \, dx)$ is such that
\[
\frac{d}{dt} \int_{\mathbb{R}^d} u \frac{dx}{|x|^{\gamma}} = 0,
\]
which suggests to introduce the time-dependent rescaling
\[u(t, x) = R^{\gamma-d} v \left( (2 + \beta - \gamma)^{-1} \log R, \frac{x}{R} \right) \tag{6}\]
with $R = R(t)$ defined by
\[
\frac{dR}{dt} = (2 + \beta - \gamma) R^{(m-1)(\gamma-d)-(2+\beta-\gamma)+1}, \quad R(0) = 1.
\]
This ordinary differential equation can be solved explicitly and we obtain that
\[R(t) = \left( 1 + \frac{2+\beta-\gamma}{\rho} t \right)^\rho
\]
with $1/\rho = (1-m)(\gamma-d) + 2 + \beta - \gamma = (d-\gamma)(m-m_c)$. The equation for $v$ is of Fokker-Planck type and takes the form
\[v_t + |x|^\gamma \nabla \cdot \left( |x|^{-\beta} v \nabla (v^{m-1} - |x|^{2+\beta-\gamma}) \right) = 0 \tag{7}\]
with initial condition $v(t = 0, \cdot) = u_0$. Barenblatt type stationary solutions are given by
\[\mathfrak{B}(x) = \left( C_M + |x|^{2+\beta-\gamma} \right)^{\frac{m-1}{m}}
\]
where $C_M$ is uniquely determined by the condition
\[
\int_{\mathbb{R}^d} \mathfrak{B} \frac{dx}{|x|^{\gamma}} = M := \int_{\mathbb{R}^d} u_0 \frac{dx}{|x|^{\gamma}}.
\]
Since the mass can be fixed arbitrarily using the scaling properties of (1) and unless it is explicitly specified, we make the choice that \( M = M_* \) is such that \( C_{M_*} = 1 \). See Appendix A for an expression of \( M_* \). To emphasize the dependence of \( \mathcal{B} \) in the parameters \( \beta \) and \( \gamma \), we shall write it \( \mathcal{B}_{\beta,\gamma} \) consistently with our previous notations.

When symmetry holds so that \( C_{\beta,\gamma,p} = C^\star_{\beta,\gamma,p} \), Inequality (2) can be written as an entropy – entropy production inequality

\[
\frac{1}{m} (2 + \beta - \gamma)^2 \mathcal{F}[v] \leq \mathcal{I}[v],
\]

and equality is achieved by \( \mathcal{B}_{\beta,\gamma} \). Here the free energy (which is sometimes called generalized relative entropy in the literature) and the relative Fisher information are defined respectively by

\[
\mathcal{F}[v] := \frac{1}{m - 1} \int_\mathbb{R}^d \left( v^m - \mathcal{B}_{\beta,\gamma}^m - m \mathcal{B}_{\beta,\gamma}^{m-1} (v - \mathcal{B}_{\beta,\gamma}) \right) \frac{dx}{|x|^\gamma}
\]

and

\[
\mathcal{I}[v] := \int_\mathbb{R}^d v \left| \nabla v^{m-1} - \nabla \mathcal{B}_{\beta,\gamma}^{m-1} \right|^2 \frac{dx}{|x|^\beta}.
\]

The equivalence of (2) and (8) will be detailed in Section 3.1. However, we do not claim that \( \frac{1}{m} (2 + \beta - \gamma)^2 \) is the optimal constant in the entropy – entropy production inequality, and this is in general not the case: we refer to Section 5 for a discussion of this issue.

By evolving the free energy along the flow and differentiating with respect to \( t \), we obtain

\[
\frac{d}{dt} \mathcal{F}[v(t, \cdot)] = - \frac{m}{1 - m} \mathcal{I}[v(t, \cdot)],
\]

which provides us with a first result.

**Proposition 1.** Assume that the parameters satisfy (3), let \( m = \frac{p+1}{2p} \), and consider a solution to (1) with nonnegative initial datum \( u_0 \in L^{1,\gamma}(\mathbb{R}^d) \) such that \( \|u_0^m\|_{L^{1,\gamma}(\mathbb{R}^d)} \) and \( \int_{\mathbb{R}^d} u_0(x)|x|^{2+\beta-\gamma} \, dx \) are finite. Then the function \( v \) given in terms of \( u \) by (6) solves (7) and we have that

\[
\mathcal{F}[v(t, \cdot)] \leq \mathcal{F}[u_0] e^{-(2+\beta-\gamma)^2 t} \quad \forall \, t \geq 0
\]

if one of the following two conditions is satisfied:

(i) either \( u_0 \) is a.e. radially symmetric,

(ii) or symmetry holds in (2).

The condition under which symmetry holds has been established after this paper was submitted, in [28], and will be commented below. Under the conditions (i) or (ii), Inequalities (8) and (9) are actually equivalent as can be shown by computing \( \frac{d}{dt} \mathcal{F}[v(t, \cdot)] \) at \( t = 0 \). On the other hand, (9) gives a strong control on the large time asymptotics. In terms of the rescaled function \( v \), as in [20], one can prove using an adapted Csiszár-Kullback-Pinsker inequality that

\[
\|v(t, \cdot) - \mathcal{B}_{\beta,\gamma}\|_{L^{1,\gamma}(\mathbb{R}^d)}^2 \leq C_{\text{CKP}}(M) \mathcal{F}[u_0] e^{-(2+\beta-\gamma)^2 t} \quad \forall \, t \geq 0
\]

for some explicit constant \( C_{\text{CKP}}(M) \). If we replace \( v(t, \cdot) \) by \( \mu \gamma^{-d} \mathcal{F}(t, \cdot / \mu(t)) \), as in [31, 32, 33, 34], one can even obtain a faster convergence rate for some function \( \mu \) such that \( \lim_{t \to +\infty} \mu(t) = 1 \). After undoing the change of variables (6), this provides us with an algebraic rate of convergence in original variables. Proofs and more details can be found in [8].
The results of Proposition 1 hold only for radial solutions to (1), or under the assumption that symmetry holds, i.e., if \(C_{\beta,\gamma,p} = C^\star_{\beta,\gamma,p}\), and our first main result is a negative result, in the sense that it gives us a sufficient condition on \(\beta\) and \(\gamma\) under which symmetry breaking holds, i.e., for which \(C_{\beta,\gamma,p} > C^\star_{\beta,\gamma,p}\).

Let us define
\[
\beta_{FS}(\gamma) := d - 2 - \sqrt{(d - \gamma)^2 - 4(d - 1)}.
\]

**Theorem 2.** Assume that the parameters satisfy (3). Then symmetry breaking holds in (2) if
\[
\gamma < 0 \quad \text{and} \quad \beta_{FS}(\gamma) < \beta < \frac{d - 2}{d} \gamma.
\]

The symmetry breaking region is shown in Fig. 1. In [28], it has been proved that symmetry holds if \(0 \leq \gamma \leq d\), or \(\gamma < 0\) and \(\beta \leq \beta_{FS}(\gamma)\), which is the complementary domain, in the range of admissible parameters, of the symmetry breaking region. It

![Figure 1](image_url)

**Figure 1.** We consider the admissible range for the \((\beta, \gamma)\) parameters. The grey area is the area of validity of (2) and it is given by \(\gamma - 2 < \beta < \frac{d - 2}{d} \gamma\) if \(\gamma < d\) and \(\frac{d - 2}{d} \gamma < \beta < \gamma - 2\) if \(\gamma > d\): the cones corresponding to \(\gamma < d\) and \(\gamma > d\) are in one-to-one correspondence by an inversion symmetry; see details in Section 2.1. Notice that the case \(\gamma > d\) has been excluded in (3) in order to simplify the statements. The hyperbola defined by the Felli & Schneider curve determines a region (dark grey area) of symmetry breaking which is valid for any \(p \in (1, p^\star)\), and independent of \(p\). However, since \(p^\star\) depends on \(\beta\) and \(\gamma\), this induces an additional restriction on the admissible range of \((\beta, \gamma)\), which depends on \(p\): see Figs. 2 and 3. Here we consider the special case \(d = 5\).

is a remarkable fact that \(\beta_{FS}\) is independent of \(p\). Here ‘FS’ stands for V. Felli and M. Schneider, who first gave the sharp condition of linear instability for symmetry breaking in the critical case \(p = p^\star\): see Section 2.1 for details. Notice that the condition \(p \leq p^\star\) can be seen as a restriction on the admissible set of parameters
(β, γ). For any given $p \in (1, \frac{d}{d - 2}]$, it means
\[ \beta \geq d - 2 - \frac{d - \gamma}{p}. \]

As $p \to \frac{d}{d - 2}$, the admissible cone corresponding to $γ < d$ shrinks to the simple half-line given by $β = \frac{d - 2}{2} γ$, while the whole range of (3) is covered in the limit as $p \to 1$. See Figs. 2 and 3.

The proof of Theorem 2 relies on the linear instability of optimal radial functions. Our purpose is not to study the symmetry issue in the general Caffarelli-Kohn-Nirenberg interpolation inequalities, which is a difficult problem that has to be dealt with using specific methods: see [28]. However, even without taking the symmetry issue in (2) into account, we can study the asymptotic problem that has to be dealt with using specific methods: see [28]. For technical reasons and in order to simplify the proof, we shall assume that the initial datum $u_0$ is sandwiched between two Barenblatt profiles: there are two positive constants $C_1$ and $C_2$ such that
\[ (C_1 + |x|^{2+β-γ})^{\frac{1}{m+1}} \leq u_0(x) \leq (C_2 + |x|^{2+β-γ})^{\frac{1}{m+1}} \quad \forall x \in \mathbb{R}^d. \] (10)

Let us define
\[ σ(γ, p) = -\frac{(d - γ + p(d + 2 - γ))(d - γ - p(d - 2 + γ))}{2p(p + 1)(d - γ)} \]
and consider the unique positive solution to
\[ η(η + n - 2) = \frac{d - 1}{α^2}. \] (11)

where $n$ and $α$ are defined by
\[ α = 1 + \frac{β - γ}{2} \quad \text{and} \quad n = 2 + \frac{d - γ}{2 + β - γ}. \] (12)

See Figs. 2 and 3 for an illustration of the curve $β = σ(γ, p)$. Hence $η$ is given by
\[ η = \sqrt{\frac{d - 1}{α^2} + (\frac{d - 2}{2})^2 - \frac{d}{2}} = \frac{2}{2 + β - γ} \sqrt{d - 1 + \left(\frac{d - 2 - β}{2}\right)^2} - \frac{d - 2 - β}{2 + β - γ}. \] (13)

**Theorem 3.** [8] Assume that (3) and (10) hold. With $m = \frac{β + 1}{2p}$ and $η$ given by (13), if $v$ solves (7), then there exists a positive constant $C$ such that
\[ \mathcal{F}[v(t, \cdot)] \leq Ce^{-2λt} \quad \forall t \geq 0 \]
where $λ$ is given by
\[ λ = \begin{cases} \frac{2+β-γ}{2p} [d - γ - p(d + γ - 2β - 4)] & \text{if} \quad β \leq σ(γ, p), \\ \frac{1}{2} (2 + β - γ)^2 η & \text{if} \quad β \geq σ(γ, p). \end{cases} \]

The constant $C$ depends non-explicitly on $u_0$. The condition (10) may look rather restrictive, but it is probably not, because it is expected that the condition is satisfied, for some positive $t$, by any solution with initial datum as in Proposition 1. At least this is what occurs when $(β, γ) = (0, 0)$: see for instance [10, 5]. Since our purpose is only to investigate the large time behavior of the solutions, establishing such a regularization result is definitely out of the scope of the present paper.
Theorem 3 is proved in [8], with less restrictions on $m$. A detailed study of the regularity of the solutions to (1) is indeed required. In this paper, we will give a first proof of Theorem 2 which relies on the result of Theorem 3 because this completes the picture of the relation of the evolution problem (1) with the question of symmetry breaking in (2) and emphasizes the role of the spectrum of the linearized problems. For completeness, in Section 4.3, we will also give a purely variational proof of Theorem 2 which does not use the results of Theorem 3.

In practice, $\lambda$ is the optimal asymptotic rate and it is given by the relation

$$\lambda = (1 - m) \Lambda$$

where $\Lambda$ is the optimal constant in a spectral gap inequality, or Hardy-Poincaré inequality, which goes as follows. With $\delta = 1/(1 - m)$, let us define $d\mu_\delta := \mu_\delta(x) \, dx$,

$$\mu_\delta(x) := \frac{1}{(1 + |x|^2)^\delta}$$

and $D_\alpha v := (\alpha \frac{\partial v}{\partial s}, \frac{1}{s} \nabla_\omega v)$, where $\alpha = 1 + (\beta - \gamma)/2$. Here $s = |x|$ and $\omega = x/|x|$ are spherical coordinates. We shall also use the parameter $n = (d - \gamma)/\alpha$ as in (12).

**Proposition 4.** Let $d \geq 2$, $\alpha \in (0, +\infty)$, $n > d$ and $\delta \geq n$. Then the Hardy-Poincaré inequality

$$\int_{\mathbb{R}^d} |D_\alpha f|^2 |x|^{n-d} \, d\mu_\delta \geq \Lambda \int_{\mathbb{R}^d} |f|^2 |x|^{n-d} \, d\mu_{\delta+1}$$

holds for any $f \in L^2(\mathbb{R}^d, |x|^{n-d} d\mu_{\delta+1})$ such that $\int_{\mathbb{R}^d} f |x|^{n-d} \, d\mu_{\delta+1} = 0$, with an optimal constant $\Lambda$ given by

$$\Lambda = \begin{cases} 
2 \alpha^2 (2 \delta - n) & \text{if } 0 < \alpha^2 \leq \frac{(d-1) \delta^2}{n (2 \delta - n) (\delta - 1)}, \\
2 \alpha^2 \delta \eta & \text{if } \alpha^2 > \frac{(d-1) \delta^2}{n (2 \delta - n) (\delta - 1)},
\end{cases}$$

where $\eta$ is given by (13).

The two possible values of $\Lambda$ simply mean that $\Lambda = \min \{ \Lambda_{0,1}, \Lambda_{1,0} \}$ where $\Lambda_{1,0} = 2 \alpha^2 (2 \delta - n)$ and $\Lambda_{0,1} = 2 \alpha^2 \delta \eta$ are respectively the lowest positive eigenvalue among radial functions, and the lowest positive eigenvalue among non-radial functions. The case $\alpha^2 = \frac{(d-1) \delta^2}{n (2 \delta - n) (\delta - 1)}$ corresponds to the threshold case for which $\Lambda_{1,0} = \Lambda_{0,1}$ and is reflected in Theorem 3 by the case $\beta = \sigma(\gamma, p)$. The condition $\delta \geq n$ comes from the sub-criticality condition $p \leq p_*$ and can be replaced by $\delta > 0$ in Proposition 4. Under appropriate conditions on $u_0$, Theorem 3 can also be extended to the strict super-critical range corresponding to $m < m_1$: see [8].

The outline of the paper goes as follows. Section 2 is devoted to Caffarelli-Kohn-Nirenberg inequalities (2) from a variational point of view. Considerations on the weighted fast diffusion equation and the free energy estimates have been collected in Section 3. These considerations are formal but constitute the guideline of our strategy. The proofs of the results involving the nonlinear flow are given in [8]. Spectral results on the linearized evolution operator and the associated quadratic forms are established in Section 4, which also contains the proof of our main results. The key technical result is Lemma 8, but some additional spectral results have been collected in Appendix B.

Let us conclude this introduction by a brief overview of the literature. Concerning fundamental results on Caffarelli-Kohn-Nirenberg inequalities, we primarily refer
to [19]. When \( p = p^\star \), the symmetry condition found by V. Felli and M. Schneider in [36] has recently been proved to be optimal in [27]. The interested reader is invited to refer to this last paper for a rather complete list of earlier results. Still concerning symmetry breaking issues in Caffarelli-Kohn-Nirenberg inequalities, one can quote [21, 29, 26], and [25] for some associated existence results. We have no specific references for (2) with general parameters \( \beta, \gamma \) and \( p \) apart the original paper [12] by L. Caffarelli R. Kohn and L. Nirenberg, and to our knowledge, no symmetry breaking result was known so far for (2) apart when \( p = p^\star \). However, when \( \beta = 0 \), one has to quote [30] in which existence and symmetry for \( \gamma > 0 \) but small is established, and [28] for recent, complete symmetry results. Notice in particular that (1) is considered in [30] together with entropy methods when \( \beta = 0 \), and plays an important role in the heuristics of the method used in [28].

References concerning global existence for equations related with (1), large time behavior of the solutions and intermediate asymptotics will be listed in [8]. Here let us only mention some papers dealing with linearizations of non-weighted fast diffusion equations. Roughly speaking, we can distinguish three categories of papers: 1) some early results based mostly on comparison methods: see [42, 37, 1, 41] and references therein; 2) a linearization motivated by the gradient flow structure of the fast diffusion equations: [22, 23, 24, 38]; 3) entropy based approaches: [4, 5, 7, 9, 11, 13, 14, 15, 16, 17, 18, 31, 32, 33, 34, 39]. This last angle of attack is the one of this paper and many more references can be found in the above mentioned papers. The reader interested in a historical perspective on entropy methods can refer to [3] and to the review article [2]. Let us quote [6] for related issues in probability theory.

Beyond the interest for the understanding of qualitative issues like symmetry breaking in functional inequalities, Equation (1) is motivated by some applications which are listed in [8]. From a more abstract point of view, let us emphasize that power law weights and power nonlinearities are typical of the asymptotic analysis of some limiting regimes – either at large scales or close to eventual singularities – which are obtained by rescalings and blow-up methods. Thus the study of (1) and (2) can be considered as an important theoretical issue for a large class of applied problems.

2. Caffarelli-Kohn-Nirenberg inequalities: a variational point of view.

2.1. Range of the parameters and symmetry breaking region. In their simplest form, the Caffarelli-Kohn-Nirenberg inequalities

\[
\left( \int_{\mathbb{R}^d} \frac{|v|^q}{|x|^{bq}} \, dx \right)^{2/q} \leq C_{a,b} \int_{\mathbb{R}^d} \frac{|\nabla v|^2}{|x|^{2a}} \, dx \quad \forall v \in D_{a,b}
\]

have been established in [12], under the conditions that \( a \leq b \leq a + 1 \) if \( d \geq 3 \), \( a < b \leq a + 1 \) if \( d = 2 \), \( a + 1/2 < b \leq a + 1 \) if \( d = 1 \), and \( a < a_c \) where

\[
a_c := \frac{d - 2}{2}.
\]

The exponent

\[
q = \frac{2d}{d - 2 + 2(b - a)}
\]

is determined by the invariance of the inequality under scalings. Here \( C_{a,b} \) denotes the optimal constant in (16) and the space \( D_{a,b} \) defined by

\[
D_{a,b} := \left\{ w \in L^q(\mathbb{R}^d, |x|^{-bq} \, dx) : |x|^{-a} |\nabla w| \in L^2(\mathbb{R}^d, dx) \right\}
\]
is obtained as the completion of $C^\infty_c(\mathbb{R}^d)$, the space of smooth functions in $\mathbb{R}^d$ with compact support, with respect to the norm defined by $\|w\|^2 = \|x|^{-b} w\|_q^2 + \|x|^{-\alpha} \nabla w\|_2^2$. Inequality (2) holds also for $a > a_c$: in this case $D_{a,b}$ has to be defined as the completion with respect to $\|\cdot\|$ of the space $C^\infty_c(\mathbb{R}^d \setminus \{0\}) := \{w \in C^\infty_c(\mathbb{R}^d) : \operatorname{supp}(w) \subset \mathbb{R}^d \setminus \{0\}\}$. The two cases, $a > a_c$ and $a < a_c$, are related by the property of modified inversion symmetry that can be found in [19, Theorem 1.4, (ii)]. In the setting of Inequality (2), this property becomes a simpler inversion symmetry property that will be discussed below. We refer to [19] for many important properties of (16), to [36] and [27] respectively for a symmetry breaking condition and for symmetry results.

Inequality (2) enters in the framework of the Caffarelli-Kohn-Nirenberg inequalities introduced in [12]. However, these inequalities are easy to justify directly from (16). Indeed, by a Hölder interpolation, we see that 

$$\|w\|_{L^{p_*}(\mathbb{R}^d)} \leq \|w\|^\beta_{L^{p_*},\gamma}(\mathbb{R}^d) \|w\|^{1-\beta}_{L^{p,\gamma}(\mathbb{R}^d)}$$

with $p_* = \frac{d-\gamma}{d-2-\gamma}$, with same expression as in (3) and $\vartheta = \frac{(d-\gamma)(p-1)}{p(d+2\gamma-2\gamma-p(d-2-\gamma))}$ as in (4). With the choice 

$$2p_* = q, \quad a = \frac{\beta}{2} \quad \text{and} \quad b = \frac{\gamma}{q},$$

the reader is invited to check that (2) follows from (16) with an optimal constant $C_{\beta,\gamma,p} \leq C_{a,b}$. The range $a < b < a + 1 < a_c + 1$ is transformed into the range

$$\gamma - 2 < \beta < \frac{d-2}{d} \gamma \quad \text{and} \quad \gamma < d$$

and guarantees that (2) holds true for any $p \in (1,p_*)$ and $d \geq 2$. Finally let us notice that $\vartheta = 1$ if $p = p_*$, in which case (2) is actually reduced to (16).

The inversion symmetry property of (2) can be stated as follows. The admissible range of parameters corresponding to $\gamma < d$ and the one corresponding to $\gamma > d$ are in one-to-one correspondence. With

$$\tilde{\beta} = 2(d-2) - \beta \quad \text{and} \quad \tilde{\gamma} = 2d - \gamma,$$

the inequality for a function $w$ in the range $\gamma - 2 \leq \beta \leq \frac{d-2}{d} \gamma < d - 2$ is equivalent to the inequality for

$$\tilde{w}(x) = w\left(\frac{x}{|x|^2}\right) \quad \forall x \in \mathbb{R}^d \setminus \{0\}$$

in the range $d - 2 < \frac{d-2}{d} \tilde{\gamma} \leq \tilde{\beta} \leq \tilde{\gamma} - 2$ because

$$C_{\beta,\gamma,p} \|\nabla \tilde{w}\|_{L^2(\mathbb{R}^d)} \|\tilde{w}\|^{1-\theta}_{L^{p,\gamma}(\mathbb{R}^d)} = C_{\beta,\gamma,p} \|\nabla w\|_{L^{2,\beta}(\mathbb{R}^d)} \|w\|^{1-\theta}_{L^{p,\gamma}(\mathbb{R}^d)} \geq \|w\|_{L^{2,\gamma}(\mathbb{R}^d)} = \|\tilde{w}\|_{L^{2,\tilde{\gamma}}(\mathbb{R}^d)}.$$ 

Since $\vartheta = \vartheta(\beta, \gamma)$ as defined in (3) is such that

$$\vartheta(\beta, \gamma) = \vartheta(\tilde{\beta}, \tilde{\gamma}),$$

we conclude that

$$C_{\beta,\gamma,p} = C_{\tilde{\beta},\tilde{\gamma},p}.$$ 

Hence, in this paper, as it is usual in the study of Caffarelli-Kohn-Nirenberg inequalities, we consider only the cases $a < a_c$ and $\gamma < d$. 
As noticed in the introduction, a remarkable property is the fact that the symmetry breaking condition for (2) written in Theorem 2 amounts in terms of the parameters \( \alpha \) and \( n \) defined in (12) to
\[
\alpha > \sqrt{\frac{d-1}{n-1}},
\]
which does not depend on \( p \) and coincides with the sharp symmetry breaking condition of V. Felli & M. Schneider for (16), as found in [36, 27]. In terms of the parameters of (16), this condition is usually stated as
\[
a < 0 \quad \text{and} \quad b < b_{FS}(a) := \frac{d(a_c - a)}{2\sqrt{(a_c - a)^2 + d-1}} + a - a_c.
\]
The Felli \& Schneider curve is given by the set of equations
\[
n = \frac{d - 2 - \beta}{\alpha} + 2 = \frac{d - \gamma}{\alpha} \quad \text{and} \quad \alpha^2 = \frac{d - 1}{n - 1}.
\]
Altogether, we find that (17) means
\[
(2 + \beta - \gamma) (2d - \beta - \gamma - 2) > 4(d - 1),
\]
that is,
\[
h_{FS}(\beta, \gamma) := (d - \gamma)^2 - (\beta - d + 2)^2 - 4(d - 1) < 0.
\]
The threshold of this domain is given by the hyperbola \( \gamma \mapsto (\gamma, \beta_{FS}(\gamma)) \) and corresponds, in the admissible parameter range with \( \gamma < d \) to \( \beta = \beta_{FS}(\gamma) \), in the language of Theorem 2. See Fig. 1.

2.2. An existence result.

**Proposition 5.** Assume that \( \beta, \gamma \) and \( p \) satisfy (3). Then there exists an optimal function in \( L^{p+1,\gamma}(\mathbb{R}^d) \) with \( \nabla w \in L^{2,\beta}(\mathbb{R}^d) \) such that
\[
\|w\|_{L^{p+1,\gamma}(\mathbb{R}^d)} = C_{\beta,\gamma,p} \|\nabla w\|_{L^{2,\beta}(\mathbb{R}^d)}^{\frac{p}{p-1}} \|w\|_{L^{p+1,\gamma}(\mathbb{R}^d)}^{\frac{1}{p-1}},
\]
where \( C_{\beta,\gamma,p} \) is the best constant in (2).

**Proof.** The proof is similar to the one of [30, Proposition 2.5] when \( \beta = 0 \). Details are left to the reader. \( \square \)

2.3. From Caffarelli-Kohn-Nirenberg to Gagliardo-Nirenberg inequalities. Written in spherical coordinates for a function
\[
u(r, \omega) = u(x), \quad \text{with} \quad r = |x| \quad \text{and} \quad \omega = \frac{x}{|x|},
\]
Inequality (2) becomes
\[
\left( \int_0^\infty \int_{S^{d-1}} |u|^{2p} r^{d-\gamma} \frac{dr}{r} \, d\omega \right)^{\frac{1}{2p}} \leq C_{\beta,\gamma,p} \left( \int_0^\infty \int_{S^{d-1}} |\nabla u|^2 r^{d-\beta} \frac{dr}{r} \, d\omega \right)^{\frac{1}{2}} \left( \int_0^\infty \int_{S^{d-1}} |u|^{p+1} r^{d-\gamma} \frac{dr}{r} \, d\omega \right)^{\frac{1}{p+1}},
\]
where \( |\nabla u|^2 = \left( \frac{\partial u}{\partial r} \right)^2 + \frac{1}{r^2} |\nabla_r u|^2 \) and \( \nabla_r u \) denotes the gradient of \( u \) with respect to the angular variable \( \omega \in S^{d-1} \). Next we consider the change of variables \( r \mapsto s = r^\alpha \),
\[
u(r, \omega) = v(r^\alpha, \omega) \quad \forall \ (r, \omega) \in \mathbb{R}_+ \times S^{d-1}
\]
so that

\[
\left( \int_0^\infty \int_{S^{d-1}} |v|^{2p} s^{\frac{d-\beta}{s}} \frac{ds}{s} \ d\omega \right)^{\frac{1}{2p}} \\
\leq \alpha^{-\zeta} C_{\beta,\gamma,p} \left( \int_0^\infty \int_{S^{d-1}} \left( \alpha^2 \left| \frac{\partial v}{\partial s} \right|^2 + \frac{1}{s^2} \left| \nabla_\omega v \right|^2 \right) \ s^{\frac{d-2-\beta}{s} + \frac{2}{s^2}} \frac{ds}{s} \ d\omega \right)^{\frac{2}{p}} \\
\times \left( \int_0^\infty \int_{S^{d-1}} \left| v^{p+1} \right| s^{\frac{d-\gamma}{s}} \frac{ds}{s} \ d\omega \right)^{\frac{1-\varphi}{1+p}}
\]

with

\[
\zeta := \frac{\vartheta}{2} + \frac{1 - \vartheta}{p + 1} - \frac{1}{2p} = \frac{(2 + \beta - \gamma) (p - 1)}{2p (d + 2 + \beta - 2 \gamma - p (d - 2 - \beta))}.
\]

We pick \( \alpha \) so that

\[
n = \frac{d - 2 - \beta}{\alpha} + 2 = \frac{d - \gamma}{\alpha}.
\]

Solving these equations means that \( n \) and \( \alpha \) are given by (12). The change of variables \( s = r^\alpha \) is therefore responsible for the introduction of the two parameters, \( \alpha \) and \( n \), which were involved for instance in the statement of Proposition 4 and in the discussion of the symmetry breaking region in Section 2.1. With the notation

\[
D_\alpha v = \left( \frac{\alpha}{s} \frac{\partial v}{\partial s}, \frac{1}{s} \nabla_\omega v \right),
\]

we can write a first inequality,

\[
\left( \int_0^\infty \int_{S^{d-1}} |v|^{2p} s^n \frac{ds}{s} \ d\omega \right)^{\frac{1}{2p}} \\
\leq \alpha^{-\zeta} C_{\beta,\gamma,p} \left( \int_0^\infty \int_{S^{d-1}} \left| D_\alpha v \right|^2 s^n \frac{ds}{s} \ d\omega \right)^{\frac{2}{p}} \left( \int_0^\infty \int_{S^{d-1}} \left| v^{p+1} \right| s^n \frac{ds}{s} \ d\omega \right)^{\frac{1-\varphi}{1+p}},
\]

which is equivalent to (2). From the point of view of its scaling properties, this inequality is an analogue of a Gagliardo-Nirenberg in dimension \( n \), at least when \( n \) is an integer, but the variable \( \omega \) still belongs to a sphere of dimension \( d - 1 \). The parameter \( \alpha \) is a measure of the intensity of the derivative in the radial direction compared to angular derivatives and plays a crucial role in the symmetry breaking issues, as shown by Condition (17). Let us summarize what we have shown so far.

**Proposition 6.** Assume that \( \alpha > 0 \), \( n > d \) and \( p \in \left( 1, \frac{n}{n-2} \right) \). Then the following inequality holds

\[
\|v\|_{L^{2p,d-n}(\mathbb{R}^d)} \leq K_{\alpha,n,p} \|D_\alpha v\|_{L^{\frac{d}{d-n}}(\mathbb{R}^d)}^{\frac{\vartheta}{p}} \|v\|_{L^{p+1,d-n}(\mathbb{R}^d)}^{\frac{1-\vartheta}{p}} \forall v \in C_0^\infty(\mathbb{R}^d).
\]

The optimal constant \( K_{\alpha,n,p} \) is related with the optimal constant in (2) by

\[
C_{\beta,\gamma,p} = \alpha^\zeta K_{\alpha,n,p},
\]

with \( \zeta \) given by (18). When symmetry holds, equality in (19) is achieved by the function

\[
x \mapsto v_*(x) := (1 + |x|^2)^{\frac{1}{1+p}}.
\]

For brevity, we shall refer to (19) as a weighted Gagliardo-Nirenberg inequality.
2.4. A linear stability analysis. Let us define the functional

\[ \mathcal{F}[v] := \vartheta \log (\|D_\alpha v\|_{L^2,d-n(\mathbb{R}^d)}) + (1 - \vartheta) \log (\|v\|_{L^{p+1},d-n(\mathbb{R}^d)}) + \log K_{\alpha,n,p} \]

obtained by taking the difference of the logarithm of the two terms in (19). Since \( v_* \) is a critical point of \( \mathcal{F} \), a Taylor expansion of \( \mathcal{F}[v_* + \varepsilon g] \) at order \( \varepsilon^2 \) shows that

\[ \mathcal{F}[v_* + \varepsilon g] = \varepsilon^2 Q[g] + o(\varepsilon^2) \]

with

\[ \frac{2}{\alpha} Q[g] := \|D_\alpha g\|_{L^2,d-n(\mathbb{R}^d)}^2 + \frac{b}{\alpha} \int_{\mathbb{R}^d} \left| g \right|^2 \frac{|x|^{n-d}}{1 + |x|^2} \, dx - \frac{c}{\alpha} \int_{\mathbb{R}^d} \left| g \right|^2 \frac{|x|^{n-d}}{(1 + |x|^2)^2} \, dx \]

and

\[ a = \vartheta \|D_\alpha v_*\|_{L^2,d-n(\mathbb{R}^d)}, \]
\[ b = p(1 - \vartheta) \|v_*\|_{L^{p+1},d-n(\mathbb{R}^d)}, \]
\[ c = (2p - 1) \|v_*\|_{L^{2p},d-n(\mathbb{R}^d)}. \]

With \( \psi(s) = (1 + s^2)^{-\frac{1}{p+1}} \), let us compute \( a, b \) and \( c \) using

\[ A := \int_0^\infty \left| \psi \right|^2 s^{n-1} \, ds = \frac{4}{(p - 1)^2} \int_0^\infty (1 + s^2)^{-\frac{2p}{p+1}} s^{n+1} \, ds, \]
\[ B := \int_0^\infty \left| \psi \right|^{p+1} s^{n-1} \, ds = \int_0^\infty (1 + s^2)^{-\frac{p+1}{p+1}} s^{n-1} \, ds, \]
\[ C := \int_0^\infty \left| \psi \right|^2 s^{n-1} \, ds = \int_0^\infty (1 + s^2)^{-\frac{2p}{p+1}} s^{n-1} \, ds. \]

We may observe that

\[ \frac{1}{4} (p - 1)^2 A = \int_0^\infty (1 + s^2 - 1)(1 + s^2)^{-\frac{2p}{p+1}} s^{n-1} \, ds = B - C \]

and

\[ B = \int_0^\infty (1 + s^2)(1 + s^2)^{-\frac{2p}{p+1}} s^{n-1} \, ds \]
\[ = C - \frac{1}{2} \frac{p-1}{p+1} \int_0^\infty \frac{d}{ds} \left[ (1 + s^2)^{-\frac{p+1}{p+1}} \right] s^n \, ds = C + \frac{n}{2} \frac{p-1}{p+1} B. \]

Altogether, this proves that

\[ \frac{a}{B} = \frac{2n}{p^2 - 1} \quad \text{and} \quad \frac{A}{C} = \frac{4n}{p - 1} \frac{1}{n + 2 - p(n - 2)} \]

and

\[ \frac{2}{\alpha} Q[g] = \|D_\alpha g\|_{L^2,d-n(\mathbb{R}^d)}^2 \cdot \frac{1 - \vartheta}{\vartheta} \frac{A}{B} \alpha^2 \int_{\mathbb{R}^d} \left| g \right|^2 \frac{|x|^{n-d}}{1 + |x|^2} \, dx \]
\[ - \frac{2p - 1}{\vartheta} \frac{A}{C} \alpha^2 \int_{\mathbb{R}^d} \left| g \right|^2 \frac{|x|^{n-d}}{(1 + |x|^2)^2} \, dx. \]
Replacing in terms of the original parameters and once all computations are done, we find that the quadratic form $Q$ has to be considered on the space $X$ of the functions

$$g \in L^2(\mathbb{R}^d; \frac{|x|^{n-d}}{1+|x|^2} \, dx)$$

such that

$$\int_{\mathbb{R}^d} g \frac{|x|^{n-d}}{1+|x|^2} \, dx = 0.$$ 

and it is such that

$$\frac{2}{a} Q[g] = \|D_{\alpha} g\|_{L^2, d-n(\mathbb{R}^d)}^2 + \frac{p(2 + \beta - \gamma)}{(p - 1)^2} \left[ d - \gamma - p(d - 2 - \beta) \right] \int_{\mathbb{R}^d} |g|^2 \frac{|x|^{n-d}}{1+|x|^2} \, dx$$

$$- p(2p - 1) \frac{(2 + \beta - \gamma)^2}{(p - 1)^2} \int_{\mathbb{R}^d} |g|^2 \frac{|x|^{n-d}}{(1+|x|^2)^2} \, dx.$$ 

If $Q$ takes negative values, this means that the minimum of $\mathcal{F}$ cannot be achieved by $v_\ast$. In other words, the existence of a function $g$ such that $Q[g] < 0$ would prove the linear instability of $\mathcal{F}$ at the critical point $v_\ast$. This question will be studied in Section 4.

3. The weighted fast diffusion equation. In this section, we develop a formal approach, which will be fully justified in [8]. Heuristically, this section is essential to understand the role of the evolution equation (1). Let us start with the entropy – entropy production inequality, which governs the global convergence rates.

3.1. The equivalence of the Caffarelli-Kohn-Nirenberg and of an entropy – entropy production inequality in the symmetry range. Let us consider Inequality (19). Up to a scaling, the determination of the best constant $K_{\alpha,n,p}$ is equivalent to the minimization of the functional

$$v \mapsto \mathcal{H}[v] := \frac{A}{2} \|D_{\alpha} v\|_{L^2, d-n(\mathbb{R}^d)}^2 + \frac{B}{p+1} \|v\|_{L^{p+1, d-n}(\mathbb{R}^d)}^{p+1} - \frac{1}{2p} \|v\|_{L^{2, d-n}(\mathbb{R}^d)}^{2p+2-n(2p+n-2)}$$

where the two positive constants $A$ and $B$ are chosen such that

$$v_\ast(x) = (1 + |x|^2)^{\frac{\beta}{m-\gamma}} \quad \forall x \in \mathbb{R}^d$$

is a critical point with critical level 0.

**Proposition 7.** Assume that the parameters satisfy (3). With the notations of Section 1 and $(\alpha,n)$ defined by (12), for any $u \in C_0^\infty(\mathbb{R}^d)$ such that $\|u\|_{L^{1,\gamma}(\mathbb{R}^d)} = M_\ast$ and $v$ such that $u^{m-\frac{\beta}{\gamma}}(x) = v(|x|^{\alpha-1} x)$ for any $x \in \mathbb{R}^d$, we have

$$\mathcal{I}[u] - \frac{1-m}{m} (2 + \beta - \gamma)^2 \mathcal{F}[u] = \frac{4}{\alpha} \frac{(m-1)^2}{(2m-1)^2} \mathcal{H}[v].$$

See [20] for details in a similar result, without weights. The consequences of the presence of weights will be discussed in Section 5.

**Proof.** Let us give the main steps of the computation. If we expand the free energy and the Fisher information, we obtain that

$$\mathcal{F}[u] := \frac{1}{m-1} \int_{\mathbb{R}^d} u^m \frac{dx}{|x|^{\gamma}} + \frac{m}{1-m} \int_{\mathbb{R}^d} |x|^{2+\beta-2\gamma} (u - \mathfrak{B}_{\beta,\gamma}) \, dx - \frac{\|\mathfrak{B}_{\beta,\gamma}\|_{L^{1,\gamma}(\mathbb{R}^d)}}{m-1}.$$
and
\[ I[u] := 4 \frac{(m - 1)^2}{(2m - 1)^2} \int_{\mathbb{R}^d} \left| \nabla u^{m-1/2} \right|^2 \frac{dx}{|x|} + (2 + \beta - \gamma)^2 \int_{\mathbb{R}^d} |x|^{2+\beta-2\gamma} u \, dx \\
- \frac{2}{m} (2 + \beta - \gamma)(1 - m)(1 - \gamma) \int_{\mathbb{R}^d} u^m \frac{dx}{|x|^\gamma}. \]

The proportionality constant \( \frac{1-m}{m} (2 + \beta - \gamma)^2 \) is such that the coefficient of the moment \( \int_{\mathbb{R}^d} |x|^{2+\beta-2\gamma} u \, dx \) vanishes. A lengthy but elementary computation shows that
\[ \| \mathcal{H} \|_{L^1,\gamma(R^d)} = \| v \|^2_{L^{p,n-p(n-4)}}. \]

Notice that the result of Proposition 7 also holds for a function \( u \) such that \( \| u \|_{L^1,\gamma(R^d)} = M \neq M_* \) if we take the free energy with respect to the Barenblatt profile with same mass.

3.2. Linearization in the entropy – entropy production framework. A simple computation shows that, in the expression of \( \mathcal{H}[v] \),
\[ A = \frac{(p-1)^2}{4p\alpha^*} C, \quad B = \frac{n-p(n-2)}{2p} C, \quad \text{and} \quad C = \frac{n+2-p(n-2)}{n-p(n-4)} \| v \|^2_{L^{p,n-p(n-4)}}. \]
For a given function \( v \in C_0^\infty(\mathbb{R}^d) \), let us consider \( v_\mu(x) := \mu^{\frac{1}{2p}} v(\mu x) \) for any \( x \in \mathbb{R}^d \). An optimization of
\[ h(\mu) := \mathcal{H}[v_\mu] = \frac{A}{2} \| D_\alpha v \|^2_{L^{2,d,n}(\mathbb{R}^d)} \mu^{-n+2} + \frac{B}{p+1} \| v \|^{p+1}_{L^{p+1,d,n}(\mathbb{R}^d)} \mu^{p+1-p} - \frac{1}{2p} \| v \|^2_{L^{p,n-p(n-4)}} \]
with respect to \( \mu > 0 \) shows the existence of a unique minimizer \( \mu_* > 0 \), for which
\[ 2p h(\mu_*) = \left( K_{n,n,\alpha} \| D_\alpha v \|^{\theta}_{L^{2,d,n}(\mathbb{R}^d)} \| v \|^{-\theta}_{L^{p+1,d,n}(\mathbb{R}^d)} \right)^{\frac{2p}{n+2-p(n-2)}} - \| v \|^{2p}_{L^{p,n-p(n-4)}}. \]
In case of symmetry, the inequality \( \mathcal{H}[v] \geq 0 \) is therefore equivalent to (19). Without symmetry, a similar computation shows that \( \mathcal{H}[v] \geq \inf \mathcal{H} \) is also equivalent to (19).

From the point of view of symmetry breaking, whether the minimum of the functional is achieved by \( v_* \), i.e., \( \mathcal{H}[v] \geq \mathcal{H}[v_*] = 0 \), or if \( \inf \mathcal{H} \) is negative corresponds either to the symmetry case, or to the symmetry breaking case. A Taylor expansion of the functional \( \mathcal{H} \) around \( v_* \) gives rise to the quadratic form defined by
\[ \int_{\mathbb{R}^d} |D_\alpha g|^2 |x|^{n-d} \, dx + \frac{B}{A} \int_{\mathbb{R}^d} |g|^2 \frac{|x|^{n-d}}{1 + |x|^2} \, dx - (2p - 1) \frac{C}{A} \int_{\mathbb{R}^d} |g|^2 \frac{|x|^{n-d}}{(1 + |x|^2)^2} \, dx \]
which, up to a multiplication by a positive constant, coincides with \( Q[g] \) defined in Section 2.4. Hence the discussion of the linear instability will be exactly the same.

3.3. Linearization of the weighted fast diffusion equation. Now let us turn our attention to flow issues. The change of variables \( v(t, r, \omega) = w(t, r^\alpha, \omega) \) transforms (7) into
\[ w_t - D_\alpha^* \left[ w D_\alpha \left( w^{m-1} - |x|^2 \right) \right] = 0 \]
upon defining \( D_\alpha^* \) as the adjoint to \( D_\alpha \) on \( L^2(\mathbb{R}^d, |x|^{n-d} \, dx) \) so that, if \( f \) and \( g \) are respectively a vector valued function and a scalar valued function, then
\[ \int_{\mathbb{R}^d} f \cdot D_\alpha g \frac{|x|^{n-d}}{\mathbb{R}^d} \, dx = \int_{\mathbb{R}^d} (D_\alpha^* f) g \frac{|x|^{n-d}}{\mathbb{R}^d} \, dx. \]
In other words, if we take a representation of \( f \) adapted to spherical coordinates, \( s = |x| \) and \( \omega = x/s \), and consider \( f_s := f \cdot \omega \) and \( f_\omega := f - f_s \omega \), then

\[
\mathcal{D}_\alpha^s f = -\alpha s^{1-n} \frac{\partial}{\partial s} (s^{n-1} f_s) - \frac{1}{8} \nabla_\omega \cdot f_\omega,
\]

where \( \nabla_\omega \) denotes the gradient with respect to angular derivatives only. We also obtain that

\[
\mathcal{D}_\alpha^s \left[ w_1 \mathcal{D}_\alpha w_2 \right] = -\mathcal{D}_\alpha w_1 \cdot \mathcal{D}_\alpha w_2 + w_1 \mathcal{D}_\alpha^s (\mathcal{D}_\alpha w_2)
\]

where, with \( s = |x| \),

\[
-\mathcal{D}_\alpha^s (\mathcal{D}_\alpha w_2) = \frac{\alpha^2}{s^{n-1}} \frac{\partial}{\partial s} \left( s^{n-1} \frac{\partial w_2}{\partial s} \right) + \frac{1}{s^2} \Delta_\omega w_2
\]

and \( \Delta_\omega \) represents the Laplace-Beltrami operator acting on \( \omega \in \mathbb{S}^{d-1} \).

With the change of variables \( s = r^\alpha \), Barenblatt type stationary solutions \( \mathcal{B}_{\beta,\gamma} \) are transformed into standard Barenblatt profiles

\[
\mathcal{B}(x) = \mathcal{B}_{0,0}(x) = \left( 1 + |x|^2 \right)^{-\frac{1}{2}} \quad \forall x \in \mathbb{R}^d.
\]

The Barenblatt function \( \mathcal{B} \) is expected to attract the solution \( w \) to (20), so that \( w/\mathcal{B} \) converges to 1 as \( t \to +\infty \). We shall prove in [8] that this holds true in the norm of uniform convergence. This suggests to write \( w = \mathcal{B} (1 + \varepsilon \mathcal{B}^{1-m} f) \) as in [5] and write a linearized equation for \( f \) by formally taking the limit as \( \varepsilon \to 0 \), in order to explore the asymptotic regime as \( t \to +\infty \). Hence we obtain the linearized flow

\[
f_t - (m-1) \mathcal{L} f = 0
\]

at lowest order with respect to \( \varepsilon \), with an operator \( \mathcal{L} \) on \( L^2(\mathbb{R}^d, |x|^{n-d} \mathcal{B}^{2-m} \, dx) \) defined by

\[
\mathcal{L} f := \mathcal{B}^{m-2} \mathcal{D}_\alpha^s \left( \mathcal{B} \mathcal{D}_\alpha f \right).
\]

An expansion of \( \mathcal{F} \) and \( \mathcal{I} \) in terms of \( v = \mathcal{B} (1 + \varepsilon \mathcal{B}^{1-m} f) \) at order two in \( \varepsilon \) gives rise to the expressions

\[
\varepsilon^{-2} \mathcal{F}[v] \sim \frac{m}{2} F[f], \quad \varepsilon^{-2} \mathcal{I}[v] \sim \frac{(1-m)^2}{\alpha} I[f],
\]

where

\[
F[f] = \int_{\mathbb{R}^d} |f|^2 \mathcal{B}^{2-m} |x|^{n-d} \, dx \quad \text{and} \quad I[f] = \int_{\mathbb{R}^d} |\mathcal{D}_\alpha f|^2 \mathcal{B} |x|^{n-d} \, dx
\]

while the condition \( \int_{\mathbb{R}^d} f \mathcal{B}^{2-m} |x|^{n-d} \, dx = 0 \) is satisfied because of the mass conservation. Differentiating \( F[f(t, \cdot)] \) along the linearized flow gives

\[
\frac{d}{dt} F[f(t, \cdot)] = -2 (1-m) I[f(t, \cdot)].
\]

The expansion of \( \mathcal{I} - \frac{1}{m} (2 + \beta - \gamma)^2 \mathcal{F} \) around \( \mathcal{B} \) also gives, at order \( \varepsilon^2 \) and with the notations of Section 2.4,

\[
\frac{2(1-m)^2}{\alpha} Q[f] = \frac{(1-m)^2}{\alpha} I[f] - \frac{1-m}{m} (2 + \beta - \gamma)^2 \frac{m}{2} F[f] = \frac{(1-m)^2}{\alpha} \left( I[f] - \Lambda_* F[f] \right)
\]

with

\[
\Lambda_* := \frac{(2 + \beta - \gamma)^2}{2 (1-m)} = 2 \alpha^2 \delta
\]

(21)
and the linear instability, that is, the fact that $Q$ takes negative values, immediately follows if $\Lambda < \Lambda_*$. If symmetry holds, we deduce from the \textit{entropy – entropy production} inequality \eqref{Q} that

$$I[f] \geq \Lambda_* F[f].$$

Even without symmetry, a spectral gap inequality stating that $I[f] \geq \Lambda F[f]$ with optimal constant $\Lambda$ results in the decay estimate

$$F[f(t,\cdot)] \leq F_0 \, e^{-2(1-m)\Lambda t} \quad \text{as} \quad t \to +\infty.$$ 

The existence of such a spectral gap inequality is the subject of the next section. This concludes the strategy for the proof of Theorem 3. Of course, in order to justify this formal approach, one has to establish additional properties, like the \textit{uniform relative convergence}, which means that $v/B$ uniformly converges to 1: this is the main result of \cite{8}. Notice that in the non-weighted case $(\beta, \gamma) = (0,0)$ (see \cite[Corollary 1, page 709]{31}), the spectral gap constant is given by $\Lambda = 2/(1-m)$ and we recover a decay of order $e^{-4\Lambda}$ as in \cite{5}. As for symmetry breaking, what matters is to compare $\Lambda$ and $\Lambda_*$: if $\Lambda < \Lambda_*$, by considering an eigenfunction associated with the spectral gap, we shall prove that $Q$ takes negative eigenvalues, and this is what establishes the result of Theorem 2. We shall come back to these issues in Sections 4.2 and 4.3.

If we denote by $\langle \cdot, \cdot \rangle$ the natural scalar product on $L^2(\mathbb{R}^d, |x|^{n-d} \, d\mu_{\delta+1})$ given by $\langle f_1, f_2 \rangle = \int_{\mathbb{R}^d} f_1(x) f_2(x) |x|^{n-d} \, d\mu_{\delta+1}$ where $\delta = 1/(1-m)$ and $\mu_{\delta}(x) = (1 + |x|^2)^{-\delta}$ as in Proposition 4, then the linearized free energy and the linearized Fisher information take the form

$$F[f] = \langle f, f \rangle \quad \text{and} \quad I[f] = \langle f, \mathcal{L} f \rangle,$$

and $\mathcal{L}$ is self-adjoint on $L^2(\mathbb{R}^d, |x|^{n-d} \, d\mu_{\delta+1})$. We are now ready to study the spectrum of $\mathcal{L}$.

4. Spectral properties of the linearized operator and consequences.

4.1. Results on the spectrum. Non-constant coefficients of $\mathcal{L}$ are invariant under rotations with respect to the origin, so that a spherical harmonics decomposition can be made to compute the spectrum. Let $\mu_\ell = \ell (\ell + d - 2)$, $\ell \in \mathbb{N}$ be the sequence of the eigenvalues of the Laplace-Beltrami operator on $S^{d-1}$. The problem is reduced to find the critical values $\Lambda_{k,\ell} \in [0, \Lambda_{\max})$ of the Rayleigh quotient

$$f \mapsto \frac{\int_0^\infty \left( \alpha^2 |f'(s)|^2 + \frac{\mu_\ell}{s^4} |f(s)|^2 \right) \, s^{n-1} \, ds}{\int_0^\infty |f(s)|^2 \, s^{n-1} \, ds}.$$ 

Here we take the convention to index $\Lambda_{k,\ell}$ with $k, \ell \in \mathbb{N}$. The spectral component $\ell = 0$ corresponds to radial functions in $L^2(\mathbb{R}^d, d\mu_{\delta+1})$. Alternatively, the problem is reduced to find the eigenvalues $\Lambda_{k,\ell}$ defined by the Euler-Lagrange equations associated to the Rayleigh quotient, \textit{i.e.},

$$-\alpha^2 \frac{d}{ds} \left[ \frac{s^{n-1}}{(1+s^2)^2} f_k,\ell'(s) \right] + \frac{\mu_\ell s^{n-3}}{(1+s^2)^3} f_k,\ell(s) - \frac{\Lambda_{k,\ell} s^{n-1}}{(1+s^2)^{\delta+1}} f_k,\ell(s) = 0. \quad (22)$$

Our key technical result is the following lemma. Complements can be found in Appendix B.

\textbf{Lemma 8.} \textit{Let} $d \geq 2$, $\alpha \in (0, +\infty)$, $n > d$ and $\delta > 0$. \textit{Then the following properties hold:}
(i) The kernel of $\mathcal{L}$ on the space $L^2(\mathbb{R}^d, |x|^{n-d} \, d\mu_{d+1})$ is generated by the constants. As a consequence,
\[ \Lambda_{0,0} = 0. \]

(ii) The essential spectrum of the operator $\mathcal{L}$ is the interval $[\Lambda_{\text{ess}}, \infty)$ with
\[ \Lambda_{\text{ess}} = \frac{1}{4} \alpha^2 \left( n - 2 - 2 \delta \right)^2. \]

(iii) In the radial component, the first positive eigenvalue of $\mathcal{L}$ is given by
\[ \Lambda_{1,0} = 2 \alpha^2 (2 \delta - n) \]
in the range $\delta > 1 + \frac{n}{2}$ and the corresponding eigenspace contains
\[ f_{1,0}(s) = s^2 - \frac{n}{2 \delta - n} \quad \forall \, s \geq 0. \]
There is no such eigenvalue if $0 < \delta \leq 1 + \frac{n}{2}$.

(iv) The smallest eigenvalue of $\mathcal{L}$ corresponding to a non-radial component is
\[ \Lambda_{0,1} = 2 \alpha^2 \delta \eta, \]
in the range $\delta > \eta + \frac{n - 2}{2} + \sqrt{\frac{\eta}{\alpha}}$, where $\eta$ is the unique positive solution to (11). The corresponding eigenspace is one-dimensional and generated by
\[ f_{0,1}(s) = s^n \quad \forall \, s \geq 0. \]

The results of the Lemma 8 are illustrated in Figs. 2 and 3. Also see Appendix B for further details on the spectrum of $\mathcal{L}$. Notice that the whole range $\delta > 0$ is covered, while results deduced from (2) require $\delta \geq n$.

Proof. Each of the properties relies on elementary considerations.

(i) The kernel of $\mathcal{L}$ is characterized by the equation $D_\alpha f = 0$.

(ii) According to Persson’s lemma in [40], the infimum of the essential spectrum of the operator $\mathcal{L}$ is given by the Hardy inequality, as in [4],
\[
\int_{\mathbb{R}^d} |D_\alpha f|^2 \, |x|^{n-d} \, dx - (\Lambda_{\text{ess}} + \alpha^2 \delta (n - 2 - \delta)) \int_{\mathbb{R}^d} |f|^2 \, |x|^{n-d-2} \, dx \\
\geq \left( \frac{1}{4} \alpha^2 (n - 2)^2 - \Lambda_{\text{ess}} - \alpha^2 \delta (n - 2 - \delta) \right) \int_{\mathbb{R}^d} |f|^2 \, |x|^{n-d-2} \, dx
\]
if we request that the coefficient of the right hand side is actually zero. Hence,
\[ \Lambda_{\text{ess}} := \frac{1}{4} \alpha^2 (n - 2)^2 - \alpha^2 \delta (n - 2 - \delta) = \frac{1}{4} \alpha^2 (n - 2 - 2 \delta)^2. \]

(iii) By direct computation, we find that $f_{1,0}(s) = s^2 - \frac{n}{2 \delta - n}$ and $\Lambda_{1,0} = 2 \alpha^2 (\delta - 2 n)$ solve (22). Notice that this mode does not break the symmetry since it corresponds to a radial mode ($k = 0$). It is orthogonal to $f_{0,0} = 1$ and corresponds to $k = 1$ by the Sturm-Liouville theory.

(iv) We can check that $f_{0,1}(s) = s^n$ and $\Lambda_{0,1} = 2 \alpha^2 \delta \eta$ provides a solution to (22), hence the ground state in the $\ell = 1$ component because $f_{0,1}$ is nonnegative, as soon as $\eta > 0$ solves (11). Up to a multiplication by a constant, it is unique by the Sturm-Liouville theory: another independent eigenfunction would have to change sign and its positive part would also be a solution with support strictly included in $\mathbb{R}^+$, a contradiction with the unique continuation property of the solution to the ordinary differential equation.

The admissibility of the functions $f_{1,0}$ and $f_{0,1}$ as well as the ranges of existence of the lowest eigenvalues in terms of $\delta$ are discussed in Appendix B. Also see Fig. 4. \qed
We are now able to prove Proposition 4. We recall that $\Lambda_{1,0} = \Lambda_{0,1}$ determines the curve $\beta = \sigma(\gamma, p)$: see Figs. 2, 3, 4 and 5.

Proof of Proposition 4. Notice first that (15) only expresses that

$$\Lambda = \min\{\Lambda_{1,0}, \Lambda_{0,1}\}.$$ 

Indeed, we have that

$$\Lambda_{0,1} - \Lambda_{1,0} = 2 \alpha^2 \delta \left(\eta - 2 + \frac{n}{\delta}\right)$$

is negative if and only if

$$\eta < 2 - \frac{n}{\delta} := \eta_0.$$ 

Since the map $x \mapsto x(x + n - 2)$ is increasing on $\mathbb{R}_+$, the condition $\eta < \eta_0$ is equivalent to

$$\alpha^2 > \frac{d - 1}{\eta_0 (\eta_0 + n - 2)} = \frac{(d - 1) \delta^2}{n (2 \delta - n) (\delta - 1)},$$

and (15) directly follows.

It remains to prove that $\Lambda_{\text{ess}} > \min\{\Lambda_{1,0}, \Lambda_{0,1}\}$. Let us first compute

$$\Lambda_{\text{ess}} - \Lambda_{1,0} = \frac{1}{4} \alpha^2 (n - 2 - 2 \delta)^2 - 2 \alpha^2 (2 \delta - n) = \frac{1}{4} \alpha^2 (2 \delta - n - 2)^2$$

and observe that it is positive since $\delta = (n + 2)/2 > n$ if and only if $n < 2$. As a consequence, we obtain that

$$\Lambda = \min\{\Lambda_{\text{ess}}, \Lambda_{1,0}, \Lambda_{0,1}\} = \min\{\Lambda_{1,0}, \Lambda_{0,1}\}$$

in the range defined by (3). This completes the proof. \hfill \Box

Corollary 9. Under the assumptions of Lemma 8, $\Lambda_\ast$ is larger than $\Lambda$ if and only if (17) holds.

Proof. We recall that by (21), $\Lambda_\ast = 2 \alpha^2 \delta$. An elementary computation gives

$$\Lambda_{1,0} - \Lambda_\ast = 2 \alpha^2 (\delta - n) \quad \text{and} \quad \Lambda_{0,1} - \Lambda_\ast = 2 \alpha^2 \delta (\eta - 1),$$

hence $\Lambda_{0,1} < \Lambda_\ast$ if and only if $\eta < 1$, that is, $\alpha^2 > \frac{d - 1}{n - 2}$ which amounts to (17) and completes the proof. \hfill \Box

4.2. Symmetry breaking: a proof based on the nonlinear flow. Here we admit the result of Theorem 3, which is proved in [8].

Proof of Theorem 2. If symmetry holds (2), then the entropy – entropy production inequality (8) also holds and it is then clear by considering the large time asymptotics of the solution to (7) that the estimate $\mathcal{F}[v(t, \cdot)] \leq O\left(e^{-2(1-m)\Lambda_\ast t}\right)$ given by (9) and (21) is not compatible with $\mathcal{F}[v(t, \cdot)] = O\left(e^{-2(1-m)\Lambda_{0,1} t}\right)$ if

$$4 \alpha^2 = (2 + \beta - \gamma)^2 = 2 (1 - m) \Lambda_\ast > 2 (1 - m) \Lambda_{0,1} = 4 \alpha^2 \eta.$$  

Indeed, we may use an eigenfunction $f_{0,1}$ associated with $\Lambda_{0,1}$ to consider a perturbation of the Barenblatt function, that is, we can test the quotient $\mathcal{I}/\mathcal{F}$ by $\mathcal{B} (1 + \varepsilon f_{0,1} \mathcal{B}^{1-m})$ and let $\varepsilon \to 0$. Hence, if (17) holds, i.e., if $d - 1 - (n - 1) \alpha^2 < 0$, then $\eta$ given by (11) satisfies $\eta < 1$ and symmetry breaking occurs. It is shown in Section 2.1 that this provides us with the condition $\beta > \beta_{FS}(\gamma)$ in Theorem 2. \hfill \Box
Figure 2. With $d = 3$, the left figure is essentially an enlargement of Fig. 1 and represents the symmetry breaking region, while on the right figure, we choose $p = 2$, so that the admissible range of parameters $(\beta, \gamma)$ is restricted by the condition $p \leq p_*(\beta, \gamma)$, i.e.,

\[ \beta \geq d - 2 - (d - \gamma)/p. \]

This lower bound corresponds to the line determined by the points $(\beta, \gamma) = (d - 2, d)$ and $(\beta, \gamma)$ given by the condition $\Lambda_* = \Lambda_{0,1} = \Lambda_{1,0}$. The curve $\beta = \sigma(\gamma, p)$ in Theorem 3 is represented by a dotted curve. To $\beta \geq \sigma(\gamma, p)$ corresponds the case $\Lambda = \Lambda_{0,1} \leq \Lambda_{1,0}$, while $\beta \leq \sigma(\gamma, p)$ corresponds to the case $\Lambda_{0,1} \geq \Lambda_{1,0} = \Lambda$, when $\gamma \in (-\infty, d)$.

Figure 3. Enlargement of Fig. 2 in a neighborhood of $(\beta, \gamma) = (0, 0)$. On the right, the equality case $\Lambda_{0,1} = \Lambda_{1,0}$ determines the dotted curve $\beta = \sigma(\gamma, p)$. Notice that the symmetry breaking region is contained in the region in which the spectral gap is $\Lambda = \Lambda_{0,1}$.

4.3. Symmetry breaking: a variational approach. To make this paper self-contained, we give a variational proof of Theorem 2 based on the more standard, variational approach of [19, 36] for (16).

As a corollary of Lemma 8, we determine the optimal constant $\kappa$ in

\[
\int_{\mathbb{R}^d} |D_\alpha g|^2 |x|^{n-d} \, dx + \kappa \int_{\mathbb{R}^d} |g|^2 \frac{|x|^{n-d}}{1 + |x|^2} \, dx \\
\geq p(2p - 1) \frac{(2 + \beta - \gamma)^2}{(p-1)^2} \int_{\mathbb{R}^d} |g|^2 \frac{|x|^{n-d}}{(1 + |x|^2)^2} \, dx.
\]
Corollary 10. If $\delta = \frac{2p}{p-1}$, Inequalities (14) and (24) are equivalent and their optimal constants are related by

$$\kappa = \frac{p}{(p-1)^2} \left(2 + \beta - \gamma\right) \left[d - 2 - \beta - p(d + \gamma - 2\beta - 4)\right] - \Lambda.$$  

Moreover the two operators associated with the quadratic forms have the same spectral gaps.

Proof. If we define $f = (1 + |x|^2)^{\delta/2} g$, then the spectral gap problem (14) is reduced to the equivalent problem of finding the largest positive $\Lambda$ such that the quadratic form

$$\int_{\mathbb{R}^d} |D_x g|^2 |x|^{n-d} dx + \int_{\mathbb{R}^d} \left(\frac{\alpha^2 \delta (\delta + 2 - n) - \Lambda}{1 + |x|^2} - \frac{\alpha^2 \delta (\delta + 2)}{(1 + |x|^2)^2}\right) |g|^2 |x|^{n-d} dx$$

is nonnegative. We conclude by identifying the terms with those in (24) and replacing $\alpha$ and $\delta$ by their values in terms of $\beta$ and $\gamma$. \qed

Let us consider the functional $Q$ as defined in Section 2.4. Using $g_{0,1}(x) := (1 + |x|^2)^{-\delta/2} f_{0,1}(x)$ as a test function, where $f_{0,1}$ is an eigenfunction associated with $\Lambda_{0,1}$, we observe that $Q[g_{0,1}] < 0$ if and only if

$$\frac{p}{(p-1)^2} \left[d - \gamma - p(d - 2 - \beta)\right]$$

$$< \kappa := \frac{p}{(p-1)^2} \left(2 + \beta - \gamma\right) \left[d - 2 - \beta - p(d + \gamma - 2\beta - 4)\right] - \Lambda_{0,1}$$

where the right-hand side follows from Corollary 10 when $\Lambda = \Lambda_{0,1}$, i.e., when $\beta \geq \sigma(\gamma, p)$. In any case, we find that $Q[g_{0,1}] < 0$ if $\Lambda_{0,1} < 2 \alpha^2 \delta$. Hence we recover the condition of Theorem 2 as in Section 4.2.

5. Conclusions. Let us summarize what we have learned in this paper so far. Three interpolation inequalities have been considered:

- the Caffarelli-Kohn-Nirenberg inequalities (2),
- the entropy – entropy production inequality (8),
- the weighted Gagliardo-Nirenberg inequality (19).

In case of symmetry, these three inequalities are equivalent and the linear stability of the radial optimal functions has been reduced to the discussion of the sign of the quadratic form $Q$, that is, of the sign of $\Lambda_* - \Lambda_{0,1}$: according to (23), whenever it is positive, we know that symmetry breaking occurs. As observed in Section 4.2, this is consistent with the dynamic point of view. When symmetry occurs, the global rate of convergence of the entropy is bounded by $\Lambda_*$ and the slowest asymptotic rate of convergence is determined by $\Lambda_{0,1}$, so that $\Lambda_* - \Lambda_{0,1}$ has to be nonpositive: if $\Lambda_* - \Lambda_{0,1} > 0$, then by contradiction symmetry breaking occurs.

The spectral gap in the Hardy-Poincaré inequality (14) determines the worst asymptotic rate of convergence of a solution, and this rate is sharp. We observe three possible regions, which are shown in Fig. 4.

Region 1: $\Lambda = \Lambda_{0,1} < \Lambda_* < \Lambda_{1,0} < \Lambda_{ess}$, symmetry breaking occurs,

Region 2: $\Lambda_* < \Lambda = \Lambda_{0,1} < \Lambda_{1,0} < \Lambda_{ess}$,

Region 3: $\Lambda_* < \Lambda = \Lambda_{1,0} < \Lambda_{0,1} < \Lambda_{ess}$. 

Of course, one can consider the threshold cases in which some inequalities become equalities. For instance in the limit case \((\beta, \gamma) = (0, 0)\), it turns out that \(\Lambda^* = \Lambda_{0,1}\). We also have to notice that \(\Lambda^* - \Lambda_{0,1} > 0\) is only a sufficient condition for symmetry breaking, for which we know that \(C^{\ast, \beta, \gamma, p} > C_{\beta, \gamma, p}\), but the actual region for symmetry breaking could \textit{a priori} be larger than \((1)\). Actually, based on recent results obtained in [28], we learn that symmetry holds in \(\mathbb{R}^2\) and \(\mathbb{R}^3\).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure4.png}
\caption{In the dark grey region, symmetry breaking occurs. The plot is done for \(p = 2\) and \(d = 3\). See Appendix B for a more detailed description of the properties of the lowest eigenvalues.}
\end{figure}

In Region (1), we know from Section 2.1 that
\[
C_{\beta, \gamma, p}^\ast < C_{\beta, \gamma, p} < C_{\vartheta, a, b}^\vartheta
\]
with \(\vartheta\) as in (4). The value of \(C_{a, b}\) is not explicitly known because symmetry breaking occurs for the corresponding values of \(a = \beta/2\) and \(b = \gamma/(2p^*)\) according to [36], but at least \(C_{a, b}\) can be estimated in terms of \(C_{a, a}\) and \(C_{a, a+1}\), which are both explicitly known: see for instance [19].

Now let us turn our attention to the entropy – entropy production inequality
\[
\mathcal{K}(M) F[v] \leq I[v] \quad \forall \; v \in L^{1, \gamma}(\mathbb{R}^d) \quad \text{such that} \quad \|v\|_{L^{1, \gamma}(\mathbb{R}^d)} = M,
\]
where \(\mathcal{K}(M)\) is the best constant. The first question to decide is whether such an inequality makes sense for some \(\mathcal{K}(M) > 0\). If symmetry holds, for instance if \(\beta = 0\) and \(\gamma > 0\) is small according to [30], we already know that the answer is yes and that \(\mathcal{K}(M) \geq \frac{1}{m} (2 + \beta - \gamma)^2\) because of (8). A more complete answer is given by the following result

\textbf{Proposition 11.} With the notations of Theorem 2 and under the symmetry breaking assumption
\[
\gamma < 0 \quad \text{and} \quad \beta_{FS}(\gamma) < \beta < \frac{d - 2}{d} \gamma,
\]
for any \(M > 0\), we have \(0 < \mathcal{K}(M) \leq \frac{2}{m} (1 - m)^2 \Lambda_{0,1}\). On the other hand, under the condition
\[
0 < \gamma \leq d, \quad \text{or} \quad \gamma \leq 0 \quad \text{and} \quad \gamma - 2 < \beta < \beta_{FS}(\gamma),
\]
we have $K(M) > \frac{1-m}{m} (2 + \beta - \gamma)^2$.

**Proof.** Let us consider a minimizing sequence $(v_n)_{n \in \mathbb{N}}$ of $v \mapsto \mathcal{I}[v]/F[v]$, such that $\|v_n\|_{L^1(\mathbb{R}^d)} = M$ and $F[v_n] > 0$ for any $n \in \mathbb{N}$. In region $\mathcal{I}$, we know that $\lim_{n \to \infty} \mathcal{I}[v_n]/F[v_n] = K(M) \leq \frac{2}{m} (1-m)^2 \Lambda_{0,1} < \frac{2}{m} (1-m)^2 \Lambda_*$. Hence we deduce from the fact that

$$\mathcal{I}[v_n] = \frac{2}{m} (1-m)^2 (\Lambda_* - \epsilon) F[v_n] \leq 0$$

for any $n$ large enough and for some $\epsilon > 0$ small enough that $\|\nabla v_n^{m-1/2}\|_{L^2(\mathbb{R}^d)}$, $\|v_n\|_{L^2(\mathbb{R}^d)}$ and $\int_{\mathbb{R}^d} |x|^{2+\beta-2\gamma} v_n \, dx$ are all bounded uniformly in $n$. We may pass to the limit as $n \to \infty$ and get that $K(M) > 0$ is achieved by some function $v \neq v_*$ with $\|v\|_{L^1(\mathbb{R}^d)} = M$.

By arguing as in [35] in regions $(2)$ and $(3)$, one can obtain an improved version of the inequality which shows that, if $K(M) = \frac{1-m}{m} (2 + \beta - \gamma)^2$, any minimizing sequence $(v_n)_{n \in \mathbb{N}}$ has to converge to $v_*$, up to a scaling. But then we obtain $K(M) = \lim_{n \to \infty} \mathcal{I}[v_n]/F[v_n] \geq \frac{2}{m} (1-m)^2 \Lambda > \frac{2}{m} (1-m)^2 \Lambda_* = K(M)$, a contradiction. \qed

In the symmetry range, that is, if either $0 \leq \gamma \leq d$, or $\gamma < 0$ and $\gamma - 2 < \beta \leq \beta_{FS}(\gamma)$, we know that there is an entropy – entropy production inequality (25) for some $K(M) > 0$. In that range, then $K(M) = \frac{1-m}{m} (2 + \beta - \gamma)^2$ if and only if $\beta = \beta_{FS}(\gamma)$. In terms of the evolution equation (1), we conclude that there is a global exponential rate of convergence of the free energy, i.e.,

$$F[v(t, \cdot)] \leq F[v_0] e^{-\frac{1}{1-m} K(M) t} \quad \forall t \geq 0,$$

whenever (25) holds, but this global rate is given by $K(M) = \frac{1-m}{m} (2 + \beta - \gamma)^2$ if and only if $\beta = \beta_{FS}$. Moreover, when $(\beta, \gamma) = (0,0)$, $\frac{1}{1-m} K(M) = 2(1-m) \Lambda_*$ with $\Lambda_* = \Lambda_{0,1}$, so that the global rate is the same as the asymptotic one obtained by linearization, and the corresponding eigenspace can be identified by considering the translations of the Barenblatt profiles. For further considerations on the case $(\beta, \gamma) \neq (0,0)$, see Appendix B.

For all consequences for the nonlinear evolution equation (1) and their proofs, the reader is invited to refer to the second part of this work: see [8]. Altogether Proposition 11 shows that a fast diffusion equation with weights like (1) has properties which definitely differ from similar equations without weights.

---

**Appendix A. Computation of the mass and of $C^{*}_{\beta,\gamma,p}$.** We shall denote by

$$\sigma_d := |S^{d-1}| = \frac{2 \pi^{d/2}}{\Gamma(d/2)}$$

the volume of the unit sphere $S^{d-1} \subset \mathbb{R}^d$, for any integer $d \geq 2$.

The mass of the Barenblatt stationary solution $\mathfrak{B}_{\beta,\gamma}(x) = (C_M + |x|^{2+\beta-\gamma})^{\frac{1}{m-1}}$ is given by the identity

$$M = \int_{\mathbb{R}^d} (C_M + |x|^{2+\beta-\gamma})^{\frac{1}{m-1}} \, dx = C_M^{\frac{1}{m-1}} + \frac{d-\gamma}{2+\beta-\gamma} \int_{\mathbb{R}^d} (1 + |x|^{2+\beta-\gamma})^{\frac{1}{m-1}} \, dx$$
and, using the change of variables $s = r^\alpha$, we obtain
\[
M_* = \int_{\mathbb{R}^d} (1 + |x|^{2+\beta-\gamma}) \frac{dx}{r^d} = \sigma_d \int_0^\infty (1 + r^{2+\beta-\gamma}) \frac{r^{d-\gamma-1}}{r} \, dr
\]
\[
= \frac{\sigma_d}{\alpha} \int_0^\infty (1 + s^2) \frac{ds}{s^{n-1}} = \frac{\sigma_d}{\alpha} \frac{\Gamma\left(\frac{1}{2}\right)}{2 \Gamma\left(\frac{1}{2} - \frac{\beta}{2}\right)}
\]
where $\alpha$ and $n$ are given in terms of $d$, $\beta$ and $\gamma$ by (12). We recall that
\[
\int_0^\infty s^{2a-1} (1 + s^2)^{-b} \, ds = \frac{\Gamma(a) \Gamma(b-a)}{2 \Gamma(b)}.
\]
This allows us to compute $C_M$ in terms of $M/M_*$:
\[
C_M = \left(\frac{M}{M_*}\right)^\mu \quad \text{with} \quad \frac{1}{\mu} = \frac{1}{m-1} + \frac{d - \gamma}{2 + \beta - \gamma}.
\]
With $\zeta$ given by (18), the constant $C_{\beta,\gamma,p}$ can be computed using the relation
\[
C_{\beta,\gamma,p} = \alpha^\zeta K^\alpha_{\alpha,n,p} \quad \text{with} \quad K^\alpha_{\alpha,n,p} := \frac{\|v_*\|_{L^{2p,d-n}(\mathbb{R}^d)}}{\|D_\alpha v_*\|_{L^{2p,d-n}(\mathbb{R}^d)} \|v_*\|_{L^{p+1,d-n}(\mathbb{R}^d)}}.
\]
as in Proposition 6. Using the computations of Section 2.4, we obtain that
\[
\frac{1}{K^\alpha_{\alpha,n,p}} = \alpha^\theta \left(\frac{4n}{p-1} \frac{1}{n+2-p(n-2)} \right)^\frac{d}{2} \left(\frac{2(p+1)}{n+2-p(n-2)} \right)^{\frac{d}{2-p}} \left(\frac{\sigma_d \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{2n}{2-p}\right)}{2 \Gamma\left(\frac{1}{2}\right)}\right)^\zeta.
\]
**Appendix B. Some additional spectral properties.** This appendix collects some additional properties of the lowest eigenvalues and of the corresponding eigenfunctions. It completes the picture of Lemma 8.

First of all, the function $f_{0,\ell}(s) = s^n$ solves (22) with $\ell = 1$ if and only if
\[
\alpha^2 \eta (\eta + n - 2) = d - 1 \quad \text{and} \quad \Lambda_{0,\ell} = 2 \alpha^2 \delta \eta.
\]
The unique positive solution $\eta$ is given by (11). For later purpose, let us define $h(t) := t(t + n - 2) - (d - 1)/\alpha^2$ and observe that $h$ is increasing for $t > 0$. The above equation for $\eta$ can be simply written as $h(\eta) = 0$ and it has a unique positive solution.

We may also wonder if the function $f(s) = s^n$ with $\eta = (\beta + 1)/\alpha$ is an eigenfunction, say $f_{k,\ell}(s)$, for some $k, \ell \in \mathbb{N}$, because we have $\frac{d}{dt} \int_{\mathbb{R}^d} |x|^\beta \, u \, dx = 0$ if $u$ solves (1). This moment conservation can be reinterpreted in terms of translations of the Barenblatt functions when $(\beta, \gamma) = (0, 0)$ and, as observed in Section 5, the corresponding invariance generates the eigenspace associated with $\lambda_{0,1}$. Hence the question is to decide if something similar occurs when $(\beta, \gamma) \neq (0, 0)$, although the presence of weights makes an interpretation in terms of invariances more delicate.

Solving (22) with $f(s) = s^n$ and $\eta = (\beta + 1)/\alpha$ means that $\mu_\ell = \alpha^2 \eta (\eta + n - 2) = (\beta + 1)(d - 1)$, for some $\ell \in \mathbb{N}$. The unique solution corresponds to $k = 0$ and is determined by
\[
\beta = \frac{\mu_\ell}{d - 1} - 1 = \frac{\ell (\ell + d - 2)}{d - 1} - 1 = \frac{\ell (\ell - 1)(\ell + d - 1)}{d - 1}.
\]
Notice that we recover that only $\beta = 0$ is eligible if $\ell = 1$.

The pattern shown in Fig. 4 is not generic, and three cases may occur: see Fig. 5. It depends on the choice of $\alpha$, $n$ and $p$ as shown by the following elementary properties of the lowest eigenvalues:
Figure 5. The spectral gap and the lowest eigenvalues of $\mathcal{L}$ for $n = 3$. The parabola represents $\Lambda_{\text{ess}}$ as a function of $\delta$, $\Lambda_{1,0}$ is tangent to the parabola and $\Lambda_{0,1}$ is shown for $\eta = 3.5$ (left), $\eta = 1.4$ (center) and $\eta = 0.35$ (right). The eigenvalues $\Lambda_{1,0}$ and $\Lambda_{0,1}$ are represented by a plain line only if the corresponding eigenvalues are in the space $L^2(\mathbb{R}^d, B^{2-m} |x|^n \, dx)$.

(i) $\Lambda_{\text{ess}} = \frac{1}{4} \alpha^2 \left( n - 2 - 2 \delta \right)^2$ and, as a consequence, $\Lambda_{\text{ess}} = 0$ if and only if $\delta = \delta_1$ with 

$$\delta_1 := \frac{n - 2}{2}.$$

(ii) The eigenfunction $f_{1,0}(s) = s^2 - \frac{n}{2 \delta - n}$ associated with $\Lambda_{1,0} = 2 \alpha^2 (2 \delta - n)$ belongs to $L^2(\mathbb{R}^d, B^{2-m} |x|^{-\gamma} \, dx)$ if and only if $\delta > \delta_2$ with 

$$\delta_2 := \frac{n + 2}{2}.$$

(iii) The eigenfunction $f_{0,1}(s) = s^\eta$ associated with $\Lambda_{0,1} = 2 \alpha^2 \delta \eta$ belongs to $L^2(\mathbb{R}^d, B^{2-m} |x|^n \, dx)$ if and only if $\delta > \delta_3$ with 

$$\delta_3 := \eta + \frac{n - 2}{2} = \sqrt{\frac{d-1}{\alpha} + \left( \frac{n-2}{2} \right)^2}.$$

It is clear that $\delta_3 > \delta_1$. We also have $\delta_3 < \delta_4$ where $\delta = \delta_4$ is determined by the condition $\Lambda_{0,1} = \Lambda_{\text{ess}}$. After an elementary computation, we find indeed that 

$$\delta_4 := \eta + \frac{n - 2}{2} + \frac{\sqrt{d-1}}{\alpha}.$$

(iv) If $\eta \geq 2$, i.e., if $h(2) \leq 0$, $\Lambda_{1,0}$ does not intersect with $\Lambda_{0,1}$ for any $\delta > 0$. To observe an intersection of $\Lambda_{1,0}$ with $\Lambda_{0,1}$ in the range $\delta > \delta_1$, we need that 

$$\alpha > \alpha_1 := \sqrt{\frac{d-1}{2n}}.$$

In other words, if $\alpha > \alpha_1$, the spectral gap is $\Lambda = \min \{ \Lambda_{1,0}, \Lambda_{\text{ess}} \}$ and it is achieved among radial functions.

Now let us consider the case $\alpha > \alpha_1$. The intersection of $\Lambda_{1,0}$ with $\Lambda_{0,1}$ occurs for $\delta = \delta_5 > \delta_2$ with 

$$\delta_5 := \frac{n}{2 - \eta},$$
if \( \eta > \frac{4}{n+2} \), i.e., if \( h(\frac{4}{n+2}) < 0 \), which is equivalent to
\[
\alpha < \alpha_2 := \frac{n + 2}{2n} \sqrt{d - 1}.
\]
We observe that \( \alpha_2 > \alpha_1 \) for any \( n > 0 \). In the range \( \alpha \in (\alpha_1, \alpha_2) \), by construction, we know that \( \delta_2 < \delta_4 < \delta_5 \), and the spectral gap is \( \Lambda = \Lambda_{1,0} \) if \( \delta \in [\delta_2, \delta_5] \) and \( \Lambda = \Lambda_{0,1} \) for any \( \delta \geq \delta_5 \).

Finally, if \( \alpha > \alpha_2 \), we have \( \delta_4 < \delta_2 \) and \( \Lambda_{1,0} > \Lambda_{0,1} \) for any \( \delta > \delta_2 \). Moreover, in the range \( \delta > \delta_4 \), the spectral gap is \( \Lambda = \Lambda_{0,1} \).

(v) Away from the symmetry breaking range, i.e., if \( \alpha < \alpha_{\text{FS}} \), we have \( h(1) < 0 \), hence \( \eta \), which is determined by \( h(\eta) = 0 \), is larger than 1.

Appendix C. Uniqueness of the radial optimal function. As a side result, we may observe that, up to a multiplication by a constant and a scaling, the optimal function \( w^* = B_{\beta,\gamma}^{|m-1/2|} \) is uniquely determined.

Proposition 12. Assume that the parameters obey to (3). Then \( w^* \) is the unique radial optimal function for (5) up to a multiplication by a constant and a scaling.

Proof. Optimality of \( w \) in (5) also means optimality of \( w^{2p} \) in (8). By arguing as in [35], we obtain an improved version of the inequality which shows the existence of a remainder term proportional to \( F[w^{2p}]^2 \). Hence \( F[w^{2p}] = 0 \), which is possible if and only if \( w = w^* \).
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