Transferability limitations for Covid 3D Localization Using SARS-CoV-2 segmentation models in 4D CT images
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Abstract. In this paper, we investigate the transferability limitations when using deep learning models, for semantic segmentation of pneumonia-infected areas in CT images. The proposed approach adopts a 4 channel input; 3 channels based on Hounsfield scale, plus one channel (binary) denoting the lung area. We used 3 different, publicly available, CT datasets. If the lung area mask was not available, a deep learning model generates a proxy image. Experimental results suggest that transferability should be used carefully, when creating Covid segmentation models; retraining the model more than one times in large sets of data results in a decrease in segmentation accuracy.
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1 Introduction

According to John Hopkins University (27 June 2022), the coronavirus pandemic (Covid) and its variations, has infected more than 543 million people and caused more than 6.3 million deaths around the globe [1]. Since the declaration of Public Health emergency of International Concern on January 30 2020 [2] from the World Health Organization (WHO) there was a research outbreak in the field, to respond the emergency situation. A great amount of research has been focused since then on fast detection of Covid effects, using CT or X-rays of the thorax, in parallel with other methods like Antigenic and Reverse transcription-polymerase chain reaction (RT-PCR) testing that focus on the identification of the virus without any consideration of its effects.

Despite the progress on the medical image analysis field, it is crucial to continue developing automated decision making tools to assist healthcare personnel and overcome all the issues that comes with the analysis of Computed Tomography Imaging. One of the main setbacks in creating accurate models is the lack of publicly available datasets, with chest scans of infected people. Also, a lot of data
that have been used so far, have faulty cleansing, so they create frustration on
the results produced by deep learning models, trained to detect Covid [3]. Moreover, scans coming from different equipment, produce data that differentiate on
how they signal Covid areas using the Hounsfield scale thus making the training
of appropriate models even more difficult due to the significant differences in the
training data.

In our research we use three different datasets in order to detect the limitations
that transferability of deep learning models has and estimate the accuracy
of them to detect segments of Covid areas (i.e., markings of ground glass opac-
ities, consolidation and pleural) [8]. These datasets include 5,459 slides of CT
scans with annotated Lung segments in two of the three sets, and masks with
Covid signals to all the sets.

To present our model predictions, we have visualized 3D reconstructions of
the lungs using data from the CT scans. This way we achieved better under-
standing on how the model works in the complete CT scan and not by compar-
ing separate slides of it. In our 3D model reproduction, we used only the lung
areas of the slides, the annotations of the Covid areas made by the radiologists
(ground truth) and the predicted Covid areas from our model. Now having these
representations in hand we can view the bigger picture and how the model per-
forms in a patient. This is making it easier for a user (i.e., a doctor) of the model
to extract information from the results of how serious the illness is, or how the
infection responds to medication etc. by comparing different scans of the same
patience in different points of time.

In order to extract our results and increase the number of data, we needed
to annotate the lung areas of the third dataset, since it didn’t include the lung
masks in it. To achieve this, we trained a U-Net to identify the lung segments
in CT scans of thorax. The model had quite good performance thus we used it
to create the lung masks of the third dataset.

2 Related work

Deep learning methodologies using various types of images are common for iden-
tification, detection or segmentation in medical imaging [22] and in biomedical
applications [15]. In this context, researchers already investigating several ap-
proaches to assist medical professionals with Covid detection. An initial approach
was to classify multiple CT slices using a convolutional neural network variation
[17]. The adopted methodology is able to identify a viral infection with a Re-
ciever Operating Characteristic/Area Under the Curve (ROCAUC) score of 0.95
(a score of 1 indicates a perfect classifier). However, despite the high detection
rates, the authors indicated that it was extremely difficult to distinguish among
different types of viral pneumonia based solely on CT analysis.

Convolutional Neural Network (CNN) variations for the distinction of coro-
navirus vs. non-coronavirus cases have been proposed by [16]. The specific ap-
proach allows for a distinction among Covid, other types of viral infections,
and non-infection cases. Results indicate that there are adequate detection rates
and a higher detection rate than RT-PCR testing. Towards this direction, CNN structures are combined with Long Short Term Memory (LSTM) networks to improve the classification accuracy of CNN networks further [11]. Additionally, the work of [10] introduced a parallel partial decoder, called Inf-Net, which combines aggregation of high-level features to generate a global map. This is achieved through the use of convolutional hierarchies.

A U-Net-based model, named U-Net++, was applied to high-resolution CT images for Covid detection in [6]. Furthermore, in [4] a system for the detection of Covid using 10 variants of CNNs in CT images is proposed, including AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, ResNet-50, ResNet-101, and Xception. ResNet-101 and Xception outperformed the remaining ones. AlexNet and Inception-V4 were also used for Covid detection in CT scans in [7]. The framework presented in [21] used a CNN and an Artificial Neural Network Fuzzy Inference System (ANNFIS) to detect Covid. Focusing on segmentation, a type 2 fuzzy clustering system combined with a Super-pixel based Fuzzy Modified Flower Pollination Algorithm is proposed in [5] for Covid CT image segmentation.

In [13] the experimental results indicate that the transfer learning approach outperforms the performance obtained without transfer learning, for the Covid classification task in chest X-ray images, using deep classification models, such as convolutional neural networks (CNNs).

Finally in our previous research [18], we used the first two of the three datasets we are using now, to train a U-Net using only 2 channels of input in each image, the first channel included the normalized Hounsfield values of the CT and the second channel had the lung mask of the specific CT slide. Compared to our previous results we found that there was a significant drop in performance when we retrained our model using an additional dataset.

### 2.1 Our contribution

Compared to the work of [18] in evaluating transferability of deep learning models in Covid segmentation to Computed Tomography data, we introduce a new architecture concept and we run additional evaluation tests. At first, our approach uses 4-channel inputs; 3 Hounsfield based channels see subsec. 3.1 plus a binary one, indicating the lung area. Secondly, we run an extensive evaluation on more datasets to investigate when transferability is not beneficial. In this scenario, we considered a successive retraining process and we investigate the performance level deterioration, over the original dataset, once retraining the model is completed. Experimental results, sec. 3.2 indicate that transferability should be used with cautious, since it is not always beneficial.

### 3 Experimental setup

The U-Net and the data transformation scripts were developed in Python 3 using TensorFlow and Keras libraries. The models were trained in a VM using Unix
MATE OS with 8 Core CPU and 64GB RAM provided GRNet Synefo service. Figure 1 presents the architecture of the U-Net model used.

3.1 Datasets description

To extract our results, we used three Lung Covid infected datasets, the Covid CT segmentation dataset [19] from which we used only the Segmentation dataset nr. 2, this includes 9 DICOM files of continuous lung CT scans and the 20th April update [12] which contains another 20 labeled Covid CT scans, from this we used only the 10 files marked as Coronacases and not the Radeopaedia ones. The reason for this is that all DICOM files we used contained data in the Hounsfield scale [9] the Radeopaedia set of DICOM files contained pixel values in the range of 0-255, therefore we could not use it since it did not follow our normalization procedure. The first set of 9 DICOM files (we refer to this set as CT 1-9) contained 829 slides of CT, having dimensions of 630x630 pixels and contained already hand annotated lung and Covid masks for each slide of it. Similarly, the Coronacases dataset contained 10 CT scans (we refer to this set as CT 10) with 2581 slides in total having dimensions of 512x512 and included also annotated masks by radiologists of the lung and Covid areas. Both sets, include continuous slides of complete lung CT scans of the same patient and not slides of different patients in each DICOM file. The third dataset we used was the MosMedData [20] which includes 254 CT scans of healthy lungs and 50 scans infected with Covid. From this set we used only the 50 scans infected with Covid (we refer to this set as CT-1), since there is a large number of slides of healthy areas even

Fig. 1: U-Net Architecture
in this set (963 slides). The slides were having dimensions of 512x512 pixels and have hand annotated Covid masks but no lung masks, therefore we predicted the lung masks using a U-Net we created for this specific purpose.

To construct our final dataset we used only the slides that include lung areas, in order to achieve better results by reducing the extra information of slides without lung areas. Please note that for CT 1-9 dataset we have 714 masks with Covid (214 train + 60 validation + 440 test slides), but only 713 masks with lung. This is attributed to a human annotation error, see fig. [1] resulting in one additional image.

The splitting of the dataset to train/val/test set did not consider leaving a test subject (entire patient’s CT) out for test.

| Table 1: Datasets’ properties |
|-----------------------------|
| Set Name | DICOM Files | Slides | Slides with lung areas | Slides with Covid areas | Train set slides (ratio 50%/50% Covid/non-Covid slides) | Validation set slides (ratio 50%/50% Covid/non-Covid slides) | Test set slides | Epochs |
| CT 1-9 | 9 | 829 | 713 | 440 | 60 | 214 | 154 |
| CT 10 | 10 | 2581 | 2156 | 1351 | 440 | 60 | 1656 | 41 |
| CT-1 | 50 | 2049 | 1748 | 785 | 440 | 60 | 1248 | 39 |

For the normalization process, we resized the images to 320x320 pixels using Nearest Neighbor Interpolation and we kept only the Hounsfield values in the range of -970 to -150. We reformatted the CT data to 3 channels, using different intervals, Channel 1 was [-970,-150], Channel 2 was [-700,-450] and Channel 3 was [-450,-150]. These intervals came from empirical analysis of the CT images, knowing that healthy lung areas are close to [-700,-600] [14, pg. 379] and checking also that ground glass opacities, consolidation and pleura are covered in the areas of [-970,-150].

We tried also a different approach, to break the intervals to [-970,-700], [-700,-450] and [-450,-150] but this did not produced output results that could be used with any decimal threshold to create binary images of Covid masks. We overcome this issue by creating the overlapping channel of the intervals. In the approach we use now the 1st channel overlaps with the other 2 channels of the CT data. We normalized each pixel based on its value, using the following types for the first [1], the second [2] and the third [3] channel:

\[
\frac{(pixelVal + 970)}{(-150 + 970)}
\] (1)

\[
\frac{(pixelVal + 700)}{(-450 + 700)}
\] (2)

\[
\frac{(pixelVal + 450)}{(-150 + 450)}
\] (3)

For every normalized pixel value we get that is greater than 1, we assign the value 1 and every value less than 0, we assign the value 0. This way our dataset
includes values only in the range \([0,1]\) in all three channels. The radiologists have also marked in separate files the lung masks and the Covid masks for each slide of the CT scans we used. Therefore we arranged our Training input in the form of \(n \times 320 \times 320 \times 4\) since in the first 3 channels use the normalized values of the CT slides in the ranges befoermentioned and in the 4\(^{th}\) channel we used the lung masks of each slide in binary values of 0,1 (1 in pixels that are marked as lung, 0 elsewhere). The output was having the form of \(n \times 320 \times 320 \times 2\) signaled with binary values 0,1. In the first channel we annotate using 1 in pixels that are marked as Covid, 0 elsewhere and in the second channel we mark 1 the non-Covid areas and 0 elsewhere.

### 3.2 Experimental results

With the pre-described formation of all datasets, we started the training of a U-Net using the CT 1-9 data, with 4 encoding/decoding layers having as input \(440 \times 320 \times 320 \times 4\). In our input data, we have in the 1\(^{st}\)-3\(^{rd}\) channels the data of the CT scan using the channels described above in normalized values and in the 4\(^{th}\) channel we have the lung mask of the specific CT slide. This way the model focuses only in the lung areas of the CT scans in the learning process. In the output we have \(440 \times 320 \times 320 \times 2\) channels. In the first channel we mark the slide using \([0,1]\) and in the second one we have the inverted \([1,0]\) masks data of the Covid areas. We also used a validation set of \(60 \times 320 \times 320 \times 4\) as input and \(60 \times 320 \times 320 \times 2\) as output. In the U-Net (i.e., Figure 1), we used the rectified linear activation unit (ReLU) function for the 3x3 conv layers and the Sigmoid activation in the 1x1 conv layer, to get output values in the range \((0,1)\), a learning rate of 0.0001, a batch size of 45 and the shuffling enabled. The max epochs were 200 from which it only used 154 until the early stopping engaged.

In order to objectively evaluate our results, four different metrics are considered: accuracy, precision, recall, and the F1-score. We extracted these metrics for the test data of the CT 1-9 set (i.e., 214 slides) (see Table 2), from which we got an Accuracy value with an average of 0.9960 and an F1 score with an average of 0.7993 only using CT slides that include Covid areas.

Afterwards we moved with the extraction of the same metrics, using the test slides of the second dataset (CT 10). From these we got an average accuracy of 0.9907 but an F1 score of 0.4771. Then we re-trained our model using a small portion of this dataset. From CT 10 dataset we had a similar size of train and validation sets (440 and 60) and we continued the train of the previous model (2\(^{nd}\) version) but now we reduced the max epochs to 50. From these epochs the train process used 41 until the early stopping engaged. We used the re-trained model in the test set of the 2\(^{nd}\) dataset slides to obtain our metrics.

From the extraction of metrics, the retrained model returned an average accuracy of 0.9965 and an average F1 score of 0.7917 which was an improvement compared to the 0.4771 F1 before the retrain of the model. We then used the retrained model to the test set of the first dataset and got an average accuracy of 0.99196 and an average F1 score of 0.6901. Here we note a drop of 0.1 in F1 score compared with the score of the first model in this dataset.
### Table 2: Performance Metrics (Tr: Training, R: Retrain dataset, Te: Test dataset)

| Model                  | Acc       | Pre       | Rec       | F1        |
|------------------------|-----------|-----------|-----------|-----------|
| Tr1_R_None_Te1         | 0.996067  | 0.825346  | 0.801561  | 0.799373  |
| Tr1_R_None_Te2         | 0.990696  | 0.627217  | 0.447298  | 0.477114  |
| Tr1_R_None_Te3         | 0.995938  | 0.605107  | 0.408050  | 0.435020  |
| Tr1_R_2_Te2           | 0.996483  | 0.811026  | 0.801767  | 0.791740  |
| Tr1_R_2_Te1           | 0.991956  | 0.725649  | 0.714044  | 0.690094  |
| Tr1_R_2_Te3           | 0.996360  | 0.619701  | 0.435246  | 0.454912  |
| Tr1_R_2_R_3_Te3       | 0.996989  | 0.684802  | 0.478032  | 0.514396  |
| Tr1_R_2_R_3_Te1       | 0.986916  | 0.404010  | 0.209785  | 0.242582  |
| Tr1_R_2_R_3_Te2       | 0.992636  | 0.817556  | 0.492780  | 0.572272  |
| Tr2_R_None_Te2        | 0.993587  | 0.611667  | 0.887216  | 0.705930  |
| Tr2_R_2_Te3           | 0.994351  | 0.453238  | 0.817842  | 0.542704  |
| Tr2_R_2_Te2           | 0.992053  | 0.598488  | 0.828759  | 0.651196  |
| Tr3_R_None_Te3        | 0.996315  | 0.566403  | 0.732628  | 0.598084  |

As a next step we extracted an average accuracy of 0.9964, using the second model to the 3rd dataset and an average F1 of 0.4549. Then we retained the 2nd model using the 3rd dataset for 39 epochs until early stopping engaged. Then we used the 3rd model to extract an average accuracy of 0.9970 and an F1 average of 0.5144 from the 3rd dataset. We, also, used the 3rd model to extract metrics from the two first test sets. For the first test set, we got an average accuracy of 0.9870 and an average F1 of 0.2426 and for the second test set we got an average accuracy of 0.9926 and an average F1 of 0.5723.

The models’ names notion was build to demonstrate the experiment process. A typical name consists of 3 parts: the dataset used for the training denoted with (Tr), the dataset(s) used for retraining, denoted with (R) and, lastly the test set, denoted with (Te). As such, a model name Tr1_R_2_Te1 indicates a model initially trained on dataset 1, then used to initialize a second model, (re)trained on dataset 2, and finally got tested on the test set of dataset 1. In Figure 2 we can see that the model performs great in the test set of the 3rd dataset in Tr1_R_2_R_3_Te3, in a good scenario where the F1 Score of the image is 0.8456 for this specific image.

Results indicate that when forcing a retrain to a new data set, the existing model achieves an increase in performance scores (e.g. F1 score, for dataset CT-1, from 0.45 to 0.51), at the cost of a major decrease on the initial datasets’ performance scores (e.g. F1 score, for dataset CT-1-9, from 0.69 to 0.24 and for dataset CT-10, from 0.79 to 0.57). In Figure 3 we see an example of how the re-trained model Tr1_R_2_R_3_Te2 performs, in a bad scenario where the F1 Score of the image is 0.3571.

We also trained a U-Net (i.e., Tr2_R_None_Te2) using the 2nd dataset (i.e., CT 10) as input. With this model on the test data we got an average accuracy of 0.9936 and an F1 of 0.7059. We retrained this model using the train data of
dataset three (CT-1) and we got an average accuracy of 0.9944 and 0.5427 F1 score. With this model we extracted again the metrics for the 2\textsuperscript{nd} set test data (i.e., Tr3\textsubscript{R}2\textsubscript{R}2\textsubscript{Te}2) and it returned an average accuracy of 0.9921 and 0.6512 F1.

Furthermore we trained a new U-Net (i.e., Tr3\textsubscript{R,None,Te3}) having the same architecture as the previous one, using the train/validation set of the 3\textsuperscript{rd} dataset (i.e., CT-1). We then extracted the performance metrics of the CT-1 test data, and we got an average of accuracy 0.9963 and 0.5981 F1 score.

Table 2 indicates the difference in performance when successive retraining process took place. We observe a significant drop in performance when an already retrained model is transferred for test on a new dataset (i.e., Tr1\textsubscript{R}2\textsubscript{R}3\textsubscript{Te}1 and Tr1\textsubscript{R}2\textsubscript{R}3\textsubscript{Te2}). It appears that mixing multiple datasets deteriorates the performance on the already established ones, with minor or no gain on the new dataset.

We must note here that all the slides that have been used from all datasets, had an area marked as lung in the accompanied mask files from the radiologists. If a slide did not include a lung area, it was not included in the any of the trained/validation or test set data. Also all the average metrics were gathered per CT slide, and concern only slides with marked Covid areas.
4 Dataset limitations

In the datasets we have used, we spotted some inconsistencies, since its annotation was made by hand. Specifically in our pre-train analysis, we found that in DICOM files there were slides with a false marked Covid areas. As we can see in Figure 4, the radiologist has a marked Covid area of 3 pixels by mistake (Area 1), or in a section that there is no lung at all (Area 2).

Fig. 4: False Covid annotations; Area 1 (left), Area 2 (right)

Taking into account the previously mentioned paradigm, we cannot be sure of the extent of these faulty annotated areas, since the only chance to find them is to re-evaluate all annotations by a different radiologist and compare the results.

5 3D representations

To assist the medical personnel which works with tools like Computed Tomography scans, we constructed a Python script that exports a 3D representation of the CT scan data and the Covid segments produced by our model. At first, we extracted for every slide in a CT the color value of each pixel. We created an array of color values only in the lung areas, each entry of the array was having the form of (x position, y position, z position, color value). The z position was computed starting from 0 and adding a constant value for every new slide that we export its data. We did the same procedure for the Covid masks that our model predicted and for the ground truth, but in these the color value was in binary (i.e., 0 or 1). We then exported these arrays in comma separated files which we then imported to the ParaView visualizer [23] using the table to point filtering.

With the 3D reconstruction, the evaluation of a patience status is easier for the medical personnel, as they can see the whole lung and not evaluate separate
CT slides which can be significant in number. With this tool it is also easier to estimate how a treatment performs in time, using different 3D representations of the same patient.

6 Conclusions

In this paper we present the transferability of deep learning models for semantic segmentation of pneumonia infected areas in CT images. The limitations of such transferability was studied, when retraining the model multiple times in a portion of data of multiple sets for a short number of epochs. It is important to note that there is a significant drop in prediction outcome and with metrics (i.e., precision, recall and F1) when the model is trained in more than two sets. The main reason for this is that the CT scans data come from different sources thus when the model is retrained in new sets of data, it may increase its performance for the current set, but worsen its performance in previous ones. However, the performance of our model still showcases high performance metrics, even in instances where there are multiple retrainings over the initial model. However, in these cases the selection of the initial dataset greatly affects the performance. This is due to the lack of appropriate annotation in a lot of datasets, which makes them unsuitable for the initial development of the model.
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