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Abstract

Building upon the Noether charge formalism of Iyer and Wald, we derive a variational formula for spacetimes admitting a Killing vector field, for a generic energy-momentum distribution with compact support. Applying this general result to the particular case of a binary system of spinning compact objects moving along an exactly circular orbit, modelled using the multipolar gravitational skeleton formalism, we derive a first law of compact binary mechanics at dipolar order. We prove the equivalence of this new result with the canonical Hamiltonian first law previously derived for binary systems of spinning compact objects, for spins colinear with the orbital angular momentum. This paper paves the way to an extension of the first law of binary mechanics to the next quadrupolar order, thereby accounting for the spin-induced and tidally-induced deformability of the compact bodies.
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I. INTRODUCTION

A. Motivation

This paper is the second in a series of articles that aim at extending the first law of binary mechanics [1–3] to quadrupolar order, for binary systems of spinning compact objects with internal structure and moving along circular orbits. Mathematically, the hypothesis of an exactly closed circular orbit translates into the existence of an helical Killing vector field \( k^a \).

In Ref. [4] (hereafter Paper I), we introduced the multipolar gravitational skeleton formalism to model such spinning compact bodies, and derived a number of geometrical identities for such systems. In particular, we proved in Paper I that the helical Killing vector \( k^a \) of the compact binary system is tangent to the worldline of each spinning particle, namely

\[
\left. k^a \right\vert_\gamma = z u^a,
\]

with \( u^a \) the tangent 4-velocity to the worldline \( \gamma \), normalized according to \( u^a u_a = -1 \), and \( z \) the constant redshift parameter along \( \gamma \). Moreover, it was proven in Paper I that for each spinning particle the 4-velocity \( u^a \), the 4-momentum \( p^a \) and the antisymmetric spin tensor \( S^{ab} \) are all Lie-dragged along \( k^a \), and thus along \( \gamma \) thanks to the formula (1.1):

\[
\mathcal{L}_k u^a = \mathcal{L}_k p^a = \mathcal{L}_k S^{ab} = 0.
\]

In this paper, we will use those key results to derive a first law of binary mechanics at dipolar order. The geometrical framework developed in this paper paves the way to an extension of the first law at the next quadrupolar order, thereby accounting for the rotationally-induced and tidally-induced deformability of the compact bodies.

Importantly, the first law of mechanics for spinning compact binaries [3] (see also [5, 6]) has met various applications in the context of approximation methods such as post-Newtonian (PN) theory, the gravitational self-force (GSF) framework and the effective one-body (EOB) model [7, 8]. Among those applications, the first law was used to:

(i) Compute the order-mass-ratio frequency shift of the innermost stable circular orbit of a particle orbiting a Kerr black hole induced by the conservative part of the GSF [9];

(ii) Constraint various spin-dependent couplings that enter the effective Hamiltonian that controls the conservative dynamics of spinning compact-object binaries in a particular EOB model [10];

(iii) Validate analytical GSF calculations of the gyroscope precession of a spinning particle orbiting a Kerr black hole [11] and of Detweiler’s redshift parameter for a small extended compact body orbiting a Schwarzschild black hole [12];

(iv) Compare the predictions of the PN approximation and GSF theory to the numerical relativity results of sequences of quasi-equilibrium initial data for corotating black hole binaries [13];

(v) Provide new spin-dependent contributions of the conservative dynamics for arbitrary-mass-ratio aligned-spin binary black holes at the fourth-and-a-half and fifth PN orders [6, 14].

See also [15] for a list of the wide range of applications of the first law of binary mechanics for nonspinning compact bodies, and Refs. [16, 17] for more recent works using the first law.
B. Summary

The first central result established in this paper is a general formula relating the variation $\delta H_\xi$ of the “conserved quantity” canonically conjugate to the infinitesimal generator $\xi^a$ of an isometry, to the variations of two hypersurface integrals over the energy-momentum tensor $T^{ab}$ of all the compact-supported matter fields. This variational formula simply reads

$$\delta H_\xi = \delta \int_\Sigma \varepsilon_{abcd} T^{de} \xi^e - \frac{1}{2} \int_\Sigma \varepsilon_{abcd} \xi^d T^{ef} \delta g_{ef},$$  \hspace{1cm} (1.3)

where $\varepsilon_{abcd}$ is the canonical volume form associated with the metric $g_{ab}$, and $\Sigma$ is an arbitrary hypersurface transverse to $\xi^a$. Our main interest is in applying the general formula (1.3) to a binary system of compact objects moving on a circular orbit with constant angular velocity $\Omega$. The spacetime geometry is then invariant along the integral curves of a helical Killing field of the form $k^a = t^a + \Omega \phi^a$, where $t^a$ is timelike and $\phi^a$ spacelike with closed integral curves of parameter length $2\pi$, and the variation of the associated “conserved quantity” $H_k$ reads $\delta H_k = \delta M - \Omega \delta J$, where $M$ is the Arnowitt-Deser-Misner (ADM) mass and $J$ the total angular momentum of the binary system.

We use the gravitational skeleton framework to model each spinning compact body as a particle endowed with multipole moments defined along a timelike worldline $\gamma_i$ with unit tangent 4-velocity $u^a_i$, where the index $i \in \{1, 2\}$ labels the two particles. Up to dipolar order, each particle is entirely characterized by its 4-momentum $p^a_i$ and its (antisymmetric) spin tensor $S_{ab}^i$. The application of the general formula (1.3) then gives

$$\delta M - \Omega \delta J = \sum_i \left( z_i \delta m_i - \frac{1}{2} \nabla_a k^b \delta S_{ab}^i - k_a \delta \dot{D}^a_i + \frac{1}{2} \dot{D}^a_i \delta k_a \right),$$ \hspace{1cm} (1.4)

where for each particle we defined the rest mass $m \equiv -p^a u^a_i$, the redshift $z \equiv -k^a u^a_i$ and the mass dipole $D^a \equiv -S_{ab} u^b$, such that $D^a u_a = 0$. The overdot stands for the covariant derivative along the worldline $\gamma$, e.g. $\dot{D}^a \equiv u^c \nabla_c D^a$. The variational relation (1.4) is exact to dipolar order in the multipolar gravitational skeleton framework; in particular, no perturbative expansion in powers of the spins has been performed. Interestingly, if the mass dipole $D^a$ is conserved, then the last two terms in the right-hand side of (1.4) are seen to vanish. This is guaranteed, for instance, by imposing the Frenkel-Mathisson-Pirani spin supplementary condition

$$S_{ab} u_b = 0.$$ \hspace{1cm} (1.5)

Alternatively, the first law of compact binary mechanics (1.4) can be expressed in terms of the conserved norms $|k|$, $|\nabla k|$ and $S_i$ of the helical Killing field $k^a$, the 2-form $\nabla_a k_b$ and the spin tensors $S_{ab}^i$. More precisely, by imposing the constraint (1.5) and working to linear order in the spin amplitudes $S_i$, we find

$$\delta M - \Omega \delta J = \sum_i \left( |k| \delta m_i - |\nabla k| \delta S_i \right) + O(S^2),$$ \hspace{1cm} (1.6)

suggesting a pattern that might hold to all orders in a multipolar expansion, whereby higher-order multipolar contributions involve higher-order covariant derivatives of the helical Killing field. We then show that the form (1.6) of the first law is equivalent to the canonical Hamiltonian first law of binary mechanics derived in Ref. [3], for canonical spins aligned or anti-aligned with the orbital angular momentum, to linear order in the spins.
The remainder of this paper is organized as follows. The general identity (1.3) is derived in Sec. II. The gravitational skeleton framework used to model each spinning particle, at dipolar order, is summarized in Sec. III. The main geometrical properties of helically symmetric spacetimes modelling binary systems of dipolar particles moving along circular orbits are discussed in Sec. IV. The dipolar first law of binary mechanics (1.4) is then derived in Sec. V. The following Sec. VI is dedicated to a geometrical description of the spin precession of the spinning particles, which is used in Sec. VII to derive the form (1.6) of the first law, also shown to agree with the Hamiltonian first law of Ref. [3]. A summary of our conventions and notations, as well as a number of technical details, are relegated to appendices.

II. VARIATIONAL IDENTITY

In this section, we derive a general identity that relates the first-order variations of conserved asymptotic quantities in a diffeomorphism invariant theory of gravity—such as general relativity (GR)—to those of hypersurface integrals over the energy-momentum tensor of a generic distribution of matter with compact support. Following a short recollection of some preliminary results in Sec. II A, we perform a gravity-matter split of the Lagrangian in Sec. II B, out of which the variational identity is derived in Sec. II C. The link to conserved asymptotic quantities is discussed in Sec. II D, and the arbitrariness of the hypersurface of integration over the energy-momentum tensor is proven in Sec. II E.

Throughout this section we shall use boldface symbols to denote differential forms defined over a 4-dimensional spacetime manifold. Given an arbitrary differential p-form \( X = X_{a_1 \cdots a_p} \), its exterior derivative will be denoted \( \text{d}X = (\text{d}X)_{a_1 \cdots a_{p+1}} \).

A. Preliminaries

Iyer and Wald [18, 19] gave a general derivation of the first law of black hole mechanics for arbitrary vacuum perturbations of a stationary black hole that are asymptotically flat at spatial infinity and regular on the event horizon. This derivation was extended to arbitrary electro-nonvacuum perturbations of charged black holes by Gao and Wald [20], who further derived a “physical process” version of the first law. Here we follow their general strategy, while making appropriate modifications for our nonvacuum perturbations of a nonstationary spacetime with a generic, compact supported energy-momentum distribution. The following analysis will follow closely that of Iyer [21], except that our background spacetime will not be assumed to be a stationary-axisymmetric black hole solution. For simplicity and definiteness, we shall restrict our analysis to the classical theory of GR in four spacetime dimensions, but most of the calculations hold for a general diffeomorphism invariant theory of gravity in any dimension [21].

Our starting point is the Lagrangian of the theory, taken to be a diffeomorphism invariant 4-form \( L \) on spacetime, which depends on the metric \( g_{ab} \) and other dynamical “matter” fields \( \psi \), denoted collectively as \( \phi \equiv (g, \psi) \). Let us consider a one-parameter family of spacetimes with metric \( g_{ab}(\lambda) \). The first-order variation of \( g_{ab}(\lambda) \) is defined as \( \delta g_{ab} = \frac{d g_{ab}}{d \lambda}|_{\lambda=0} \), and similarly for other dynamical fields. The first-order variation of the Lagrangian \( L \) can always be written in the form [18–22]

\[
\delta L = E \delta \phi + d\Theta(\phi, \delta \phi),
\]

(2.1)
where summation over the dynamical fields (and contraction of the associated tensor indices) is understood in the first term on the right-hand side, and the Euler-Lagrange equations of motion can be read off as \( E(\phi) = 0 \). The symplectic potential 3-form \( \Theta \) is a linear differential operator in the field variations \( \delta \phi \). Because the Lagrangian is uniquely defined only up to an exact form, \( L \to L + d\mu \), the symplectic potential is defined only up to \( \Theta \to \Theta + \delta \mu + dY \), for some arbitrary 3-form \( \mu(\phi) \) and 2-form \( Y(\phi, \delta \phi) \).

Now, let \( \xi^a \) denote an arbitrary smooth vector field on the unperturbed spacetime and \( \mathcal{L}_\xi \) the Lie derivative along \( \xi^a \). From the Lagrangian \( L \) and its associated symplectic potential \( \Theta \), we define the Noether current 3-form \( J \) relative to \( \xi^a \) according to

\[
J[\xi] \equiv \Theta(\phi, \mathcal{L}_\xi \phi) - \xi \cdot L ,
\]

(2.2)

where \( \Theta(\phi, \mathcal{L}_\xi \phi) \) stands for the expression of \( \Theta(\phi, \delta \phi) \) with each occurrence of \( \delta \phi \) replaced by \( \mathcal{L}_\xi \phi \), and \( \cdot \) denotes the contraction of a vector field with the first index of a differential form, so that \( \xi \cdot L \equiv \xi^a L_{abc} \). The key property of the Noether current (2.2) is that it is closed (\( dJ = 0 \)) if the field equations are satisfied (\( E = 0 \)) or if the vector field \( \xi^a \) Lie derives all of the dynamical fields (\( \mathcal{L}_\xi \phi = 0 \)). Indeed, taking the exterior derivative of Eq. (2.2) readily gives [22, 23]

\[
dJ[\xi] = d\Theta(\phi, \mathcal{L}_\xi \phi) - d(\xi \cdot L) \\
= \mathcal{L}_\xi L - E \mathcal{L}_\xi \phi - (\mathcal{L}_\xi L - \xi \cdot dL) \\
= -E \mathcal{L}_\xi \phi ,
\]

(2.3)

where in the second equality we used the Lagrangian variation \( \mathcal{L}_\xi L = E \mathcal{L}_\xi \phi + d\Theta(\phi, \mathcal{L}_\xi \phi) \) [formally analogous to Eq. (2.1)] and Cartan’s magic formula, as well as the identity \( dL = 0 \) in the third equality, since \( dL \) is a 5-form on a 4-dimensional manifold.

The form of the Noether current (2.2) can be further specified thanks to the identity (2.3). Indeed, it can be shown [21, 24] that there exists a 3-form (with an extra dual vector index) \( C_a(\phi) \) that is locally constructed out of the dynamical fields \( \phi \) in a covariant manner, such that the rightmost term in (2.3) reads \( E \mathcal{L}_\xi \phi = d(C_a \xi^a) \), thus implying \( d(J[\xi] + C_a \xi^a) = 0 \). Consequently, according to the Poincaré lemma, there exists a 2-form \( Q[\xi] \) such that the Noether current (2.2) can locally be written in the form

\[
J[\xi] = -C_a \xi^a + dQ[\xi] .
\]

(2.4)

Crucially, \( C_a = 0 \) whenever the field equations, \( E = 0 \), are satisfied. One may view \( C_a = 0 \) as being the constraint equations of the theory which are associated with its diffeomorphism invariance [22]. The ambiguity in \( \Theta \) discussed below (2.1) implies that the Noether current is uniquely defined only up to \( J[\xi] \to J[\xi] + d[Y(\phi, \mathcal{L}_\xi \phi) - \xi \cdot \mu] \) and the Noether charge up to \( Q[\xi] \to Q[\xi] + Y(\phi, \mathcal{L}_\xi \phi) - \xi \cdot \mu \). As shown in Ref. [19], those ambiguities will not affect the results stated in the following paragraphs, so from now on we shall omit them.

Next, we define the symplectic current 3-form by [18]

\[
\omega(\phi, \delta_1 \phi, \delta_2 \phi) \equiv \delta_2[\Theta(\phi, \delta_1 \phi)] - \delta_1[\Theta(\phi, \delta_2 \phi)] ,
\]

(2.5)

which depends on two linearly independent first-order variations \( \delta_1 \phi \) and \( \delta_2 \phi \) of the dynamical fields \( \phi \). It can be shown that this differential form is closed (\( d\omega = 0 \)) when \( \phi \) is a solution of the field equations and \( \delta_1 \phi \) and \( \delta_2 \phi \) are solutions of the linearized field equation [22, 23].
The symplectic current (2.5) is used to define the notion of a Hamiltonian, which, in turn, gives rise to the notions of total energy and angular momentum [19, 22].

Now, set $\delta_1 \phi \equiv \mathcal{L}_\xi \phi$ and let $\delta_2 \phi \equiv \delta \phi$ correspond to a nearby solution for which $\delta \xi^a = 0$, as allowed by the diffeomorphism gauge freedom of GR. Then

$$\omega(\phi, \mathcal{L}_\xi \phi, \delta \phi) = \delta \Theta(\phi, \mathcal{L}_\xi \phi) - \mathcal{L}_\xi \Theta(\phi, \delta \phi)$$

$$= \delta J[\xi] + \xi \cdot \delta L - (\xi \cdot d\Theta + d(\xi \cdot \Theta))$$

$$= d(\delta Q[\xi] - \xi \cdot \Theta) + \xi \cdot E \delta \phi - \delta(C_a \xi^a),$$

(2.6)

where we used the definition (2.2) and Cartan’s magic formula in the second equality, as well as the identities (2.1) and (2.4) in the last equality. When the field equations are satisfied, $E = 0$ and $C_a = 0$ imply that the symplectic current (2.6) is exact and thus closed, as mentioned above. Integrating the resulting identity over a hypersurface $\Sigma$ transverse to $\xi^a$, with boundary $\partial \Sigma$, and using Stokes’ theorem, we obtain the general formula [21]

$$\int_{\Sigma} \omega(\phi, \mathcal{L}_\xi \phi, \delta \phi) = \int_{\partial \Sigma} \delta Q[\xi] - \xi \cdot \Theta(\phi, \delta \phi).$$

(2.7)

The symplectic current in Eq. (2.6) is a linear differential operator in the field variation $\mathcal{L}_\xi \phi$. Consequently, if $\xi^a$ Lie derives all of the dynamical fields in the background ($\mathcal{L}_\xi \phi = 0$), then the boundary integral on the right-hand side of Eq. (2.7) vanishes identically.

### B. Gravity-matter split

To derive the general variational identity of interest, we shall further split the Lagrangian 4-form $L$ of the theory into a purely gravitational (vacuum) part and a matter part:

$$L(g, \psi) \equiv L_g(g) + L_m(g, \psi).$$

(2.8)

The vacuum GR Lagrangian $L_g$ depends on the metric $g_{ab}$ and its derivatives and is explicitly given by $16 \pi L_g = R \varepsilon$, where $R$ is the Ricci scalar and $\varepsilon$ the canonical volume form associated with $g_{ab}$. The matter part $L_m$ is left unspecified, but is required to depend only on the metric $g_{ab}$ and the other dynamical “matter” fields $\psi$. Following Eq. (2.1), the first-order variation of each Lagrangian in Eq. (2.8) can then be split into a total derivative and a part related to the field equations, according to

$$\delta L_g = - \frac{1}{16\pi} \varepsilon G^{ab} \delta g_{ab} + d\Theta_g(g, \delta g),$$

(2.9a)

$$\delta L_m = \frac{1}{2} \varepsilon T^{ab} \delta g_{ab} + E_m(g, \psi) \delta \psi + d\Theta_m(\phi, \delta \phi).$$

(2.9b)

Here, $G_{ab} \equiv R_{ab} - \frac{1}{2} R g_{ab}$ is the Einstein tensor, $T_{ab}$ is the energy-momentum tensor and the matter field equations read $E_m(\phi) = 0$.

Repeating the analysis performed above in Sec. II A, separately for the (vacuum) gravity and matter sectors, one can easily show that the gravity and matter Noether currents take the form

$$J_g[\xi] \equiv \Theta_g(g, \mathcal{L}_\xi g) - \xi \cdot L_g = - C_g^a \xi_a + dQ_g[\xi],$$

(2.10a)

$$J_m[\xi] \equiv \Theta_m(\phi, \mathcal{L}_\xi \phi) - \xi \cdot L_m = - C_m^a \xi_a + dQ_m[\xi].$$

(2.10b)
On the one hand, the vacuum GR contributions are well known and explicitly read \[18, 19\]

\[
\Theta_{abc}^g(g, \delta g) = -\frac{1}{16\pi} \varepsilon_{abcd} g^{de} g^{fh} (\nabla_f \delta g_{eh} - \nabla_e \delta g_{fh}), \tag{2.11a}
\]

\[
 J_{abc}^g[\xi] = -\frac{1}{8\pi} \varepsilon_{abcd} \nabla_e \nabla^e \xi^d, \tag{2.11b}
\]

\[
 Q_{ab}^g[\xi] = -\frac{1}{16\pi} \varepsilon_{abcd} \nabla^c \xi^d, \tag{2.11c}
\]

\[
 C_{abc}^g = -\frac{1}{8\pi} \varepsilon_{abcd} G^d e. \tag{2.11d}
\]

On the other hand, explicit forms of the matter contributions \(\Theta_m, C_m^a, Q_m\) and \(J_m\) depend on the particular choice of matter Lagrangian \(L_m\). Typical examples include perfect fluids and electromagnetic fields \[21, 23\]. Most importantly, whenever the matter field equations \(E_m = 0\) are satisfied, and regardless of the exact form of \(L_m\), the matter constraint simply reduces to \[21\]

\[
 C_m^a = \varepsilon_{abcd} T_d e, \tag{2.12}
\]

in such a way that the total constraint \(C_a \equiv C_g^a + C_m^a\) in Eq. (2.4) vanishes identically when the Einstein field equation \(G_{ab} = 8\pi T_{ab}\) are satisfied as well.

### C. Variational identity

So far we considered an arbitrary smooth vector field \(\xi^a\) defined on a background geometry \(g_{ab}\). From now on, we shall further assume that \(\xi^a\) is a Killing field of the background, such that \(\mathcal{L}_\xi g_{ab} = 0\). Moreover, as allowed by the diffeomorphism gauge freedom of GR, we shall consider first-order variations for which

\[
\delta \xi^a = 0, \quad \text{implying} \quad \mathcal{L}_\xi \delta g_{ab} = 0 \quad \text{and} \quad \mathcal{L}_\xi \delta \xi_a = 0. \tag{2.13}
\]

Consequently, the vacuum GR contribution \(\omega_g\) to the symplectic current (2.5) can easily be shown to vanish identically. Indeed, from the explicit expression (2.11a) for the pure gravity part \(\Theta_g\) of the symplectic potential 3-form, we have

\[
\omega_g(g, \mathcal{L}_\xi g, \delta g) = -\mathcal{L}_\xi \Theta_g(g, \delta g) = -\Theta_g(g, \mathcal{L}_\xi g) = 0, \tag{2.14}
\]

where we used the Lie-dragging along \(\xi^a\) of \(g_{ab}\), \(\delta g_{ab}\) and \(\varepsilon_{abcd}\), as well as the commutation of the covariant derivative \(\nabla_a\) and the Lie derivative \(\mathcal{L}_\xi\), as shown in Paper I. Consequently, only the matter part \(\Theta_m\) contributes to (2.5), and we have

\[
\omega(\phi, \mathcal{L}_\xi \phi, \delta \phi) = \delta \Theta_m(\phi, \mathcal{L}_\xi \phi) - \mathcal{L}_\xi \Theta_m(\phi, \delta \phi) \\
= \delta J_m[\xi] + \xi \cdot \delta L_m - (\xi \cdot d\Theta_m + d(\xi \cdot \Theta_m)) \\
= d(\delta Q_m[\xi] - \xi \cdot \Theta_m) + \xi \cdot (\frac{1}{2} \varepsilon T^{ab} \delta g_{ab} + E_m \delta \psi) - \delta(C_m^a \xi^a), \tag{2.15}
\]

where we used the definition (2.2) and Cartan's magic formula in the second equality, as well as the Lagrangian variation (2.9b) and (2.4) in the last equality. Equating the expressions (2.6) and (2.15), in which \(Q = Q_g + Q_m\) and \(\Theta = \Theta_g + \Theta_m\), and assuming the field equations
are satisfied \((E = 0, E_m = 0\) and \(C = 0\)) implies the identity\(^1\)

\[
d(\delta Q_g[\xi] - \xi \cdot \Theta_g) = \frac{1}{2} \xi \cdot \varepsilon T^{ab} \delta g_{ab} - \delta (\varepsilon \cdot T \cdot \xi),
\]

(2.16)

where we introduced the shorthand \(\varepsilon \cdot T \cdot \xi = \varepsilon_{abcd} T^{de} \xi^e\). Finally, integrating this equation over a hypersurface \(\Sigma\) transverse to \(\xi^a\), with boundary \(\partial \Sigma\), and using Stokes’ theorem, we obtain the simple identity

\[
\int_{\partial \Sigma} \delta Q_g[\xi] - \xi \cdot \Theta_g = \frac{1}{2} \int_{\Sigma} \xi \cdot \varepsilon T^{ab} \delta g_{ab} - \delta \int_{\Sigma} \varepsilon \cdot T \cdot \xi.
\]

(2.17)

This formula is very closely related to Eq. (32) of Ref. [21], valid for nonvacuum perturbations of stationary-axisymmetric black hole solutions in a general diffeomorphism invariant theory of gravity. Equation (2.17) was also written down (without a detailed derivation) in Ref. [25], by adapting Refs. [19, 21, 26], and applied to nonvacuum, nonstationary, nonaxisymmetric perturbations of a Kerr-black-hole-with-a-corotating-moon solution that is asymptotically flat at future null infinity.

D. Asymptotic conserved quantities

Up to a numerical prefactor, the Noether charge \(Q_\xi\) relative to the Killing vector field \(\xi^a\) is defined as the integral of the Noether 2-form (2.11c) over a topological 2-sphere \(S\) that includes all the matter fields:

\[
Q_\xi \equiv \int_S Q_g[\xi].
\]

(2.18)

This charge is conserved in the sense that it does not depend on the choice of integration 2-surface \(S\). Indeed, if \(S\) and \(S'\) denote two such topological 2-spheres, and \(\Sigma\) any hypersurface bounded by \(S\) and \(S'\), then

\[
\int_S Q_g[\xi] - \int_{S'} Q_g[\xi] = \int_{\Sigma} dQ_g[\xi] = -\frac{1}{8\pi} \int_{\Sigma} \varepsilon_{abcd} \nabla_e \nabla^c \xi^d = \frac{1}{8\pi} \int_{\Sigma} \varepsilon_{abcd} R^{de} \xi^e = 0,
\]

(2.19)

where we successively used Stokes’ theorem, Eq. (2.10a) on shell with (2.11b), the Kostant formula \(\nabla_a \nabla_b \xi_c = R_{cbad} \xi^d\) (see Paper I), and the Einstein equation \(R_{ab} = 0\) over the vacuum region \(\Sigma\).

For an asymptotically flat spacetime with no isometry, the formula (2.18) can be evaluated on a topological 2-sphere at spatial infinity. For instance, if \(t^a\) and \(\phi^a\) denote the asymptotic Killing vectors associated with the invariance of an asymptotically Minkowskian spacetime under time translations and spatial rotations, then the Noether charge (2.18) gives rise to the notions of Komar mass and Komar angular momentum

\[
M_K \equiv 2 \int_\infty Q_g[t] \quad \text{and} \quad J_K \equiv -\int_\infty Q_g[\phi].
\]

(2.20)

\(^1\) If \(\xi^a\) Lie derives all the dynamical fields in the background \((\mathcal{L}_\xi \phi = 0)\) and not merely the metric \(g_{ab}\), then the right-hand side of (2.6) and (2.15) vanish identically, yielding \(d(\delta Q_g[\xi] - \xi \cdot \Theta_g) = -d(\delta Q_m[\xi] - \xi \cdot \Theta_m)\). This condition is stronger than merely equating the right-hand sides of Eqs. (2.6) and (2.15), but it gives rise to the same identity (2.16).
For an asymptotically flat spacetime, it can be established (see e.g. Ref. [27]) that the Komar angular momentum \( J_K \) is equal to the ADM-like angular momentum \( J \), also defined as a surface integral at spatial infinity, namely\(^2\)
\[
J_K = J. \tag{2.21}
\]
Under the additional assumption of stationarity, the equality \( M_K = M \) of the Komar mass and the ADM mass was proven long ago [30, 31]. This equality is closely related to a general relativistic generalization of the Newtonian virial theorem [32], and was used as a criterion to compute quasi-equilibrium sequences of initial data for binary black holes [33–38]. Shibata et al. [39] showed that the equality \( M_K = M \) holds for a much larger class of spacetimes; in particular, they could relax the restrictive hypothesis of stationarity.

When evaluated at infinity, the boundary term on the left-hand side of the identity (2.17) has the natural interpretation of being the variation of the “conserved quantity” canonically conjugate to the asymptotic symmetry generated by \( \xi^a \). Indeed, according to the analysis of Refs. [18, 19, 24, 26] (see also [23] for a review), if a Hamiltonian \( H_{\xi} \) exists for the dynamics generated by the vector field \( \xi^a \), then there exists a 3-form \( B_g \) such that
\[
\int_{\infty} \delta Q_g[\xi] - \xi \cdot \Theta_g = \delta H_{\xi}, \quad \text{with} \quad H_{\xi} \equiv \int_{\infty} Q_g[\xi] - \xi \cdot B_g. \tag{2.22}
\]
Notably, for a stationary spacetime with a timelike Killing field \( t^a \), normalized as \( t^a t_a \rightarrow -1 \) at spatial infinity, it can be shown that such a 3-form \( B_g \) exists, with \( \int_{\infty} t^a B_g = \frac{1}{2} M_K - M \), so that \( H_{\xi} = M \). Similarly, for an axisymmetric spacetime with an axial Killing field \( \phi^a \) one has \( \int_{\infty} \phi \cdot B_g = 0 \), implying \( H_{\phi} = -J \), in agreement with Eq. (2.21).

Finally, combining (2.17) and (2.22) we conclude that if the hypersurface \( \Sigma \) has no inner boundary (corresponding to the intersection of \( \Sigma \) with a black hole horizon), then the variation of the conserved Noether charge associated with \( \xi^a \) is related to the energy-momentum content through
\[
\delta H_{\xi} = \delta \int_{\Sigma} \varepsilon_{abcd} T^{de} \xi_e = \frac{1}{2} \int_{\Sigma} \varepsilon_{abcd} \xi^d T^{e\ell} \delta g_{e\ell}. \tag{2.23}
\]
This variational formula is valid for a generic “matter” source with compact support. In this paper, we shall be interested in applying this general result to a binary system of spinning compact objects, modelled within the multipolar gravitational skeleton formalism reviewed in Paper I, up to dipolar order.

### E. Arbitrariness of the hypersurface

Before doing so, however, we show that the two integrals that appear in the right-hand side of (2.23) are independent of the choice of hypersurface \( \Sigma \), and hence of “time.” Thereafter, it will prove convenient to introduce special notations for these hypersurface integrals, say
\[
I(\Sigma) \equiv -\int_{\Sigma} \varepsilon_{abcd} T^{de} \xi_e = \int_{\Sigma} T^{ab} \xi_b d\Sigma_a, \tag{2.24a}
\]
\[
K(\Sigma) \equiv -\int_{\Sigma} \varepsilon_{abcd} \xi^d T^{e\ell} \delta g_{e\ell} = \int_{\Sigma} T^{ab} \delta g_{ab} \xi^c d\Sigma_c, \tag{2.24b}
\]
\(^2\) In contrast to the ADM mass, energy and linear momentum, there is no such thing as “the ADM angular momentum.” One must impose additional asymptotic gauge conditions [28] to have a unique, well-defined, ADM-type notion of angular momentum at spatial infinity; see e.g. Ref. [29].
where \( d\Sigma_a \) is the surface element normal to \( \Sigma \). The integral \( I \) is simply the flux across \( \Sigma \) of the conserved Noether current \( T^{ab} \xi_b \), associated with the Killing field \( \xi^a \). The integral \( K \), which involves the perturbed metric \( \delta g_{ab} \), has no such simple physical interpretation.

Let \( V \) denote a volume bounded by two spacelike hypersurfaces \( \Sigma_1 \) and \( \Sigma_2 \) and a world-tube that includes the support of \( T^{ab} \). Then by using Stokes’ theorem and the Leibniz rule, we readily find

\[
I(\Sigma_1) - I(\Sigma_2) = \int_V \nabla_a (T^{ab} \xi_b) \, dV = \int_V \left[ (\nabla_a T^{ab}) \xi_b + T^{ab} \nabla_{(a} \xi_{b)} \right] \, dV = 0 , \tag{2.25a}
\]

\[
K(\Sigma_1) - K(\Sigma_2) = \int_V \nabla_c (\xi^c T^{ab} \delta g_{ab}) \, dV = \int_V \left[ (\mathcal{L}_\xi T^{ab}) \delta g_{ab} + T^{ab} \mathcal{L}_\xi \delta g_{ab} \right] \, dV = 0 , \tag{2.25b}
\]

where \( dV \) is the invariant volume element. Here we used the local conservation of energy and momentum, \( \nabla_a T^{ab} = 0 \), together with Killing’s equation \( \nabla_{(a} \xi_{b)} = 0 \), which implies \( \nabla_c \xi^c = 0 \), as well as \( \mathcal{L}_\xi T^{ab} = 0 \) (see Paper I) and Eq. (2.13).

Moreover, the integrals (2.24) are both invariant under Lie-dragging of the hypersurface \( \Sigma \) in the direction of \( \xi^a \). Given a spacelike hypersurface \( \Sigma \) and a small positive number \( \epsilon \), let \( \Sigma_\epsilon \) denote the hypersurface obtained by Lie-dragging \( \Sigma_0 \) along the direction \( \epsilon \xi^a \). With the shorthands \( I_0 \equiv I(\Sigma_0) \), \( I_\epsilon \equiv I(\Sigma_\epsilon) \) and \( \dot{I} \equiv \lim_{\epsilon \to 0} (I_\epsilon - I_0)/\epsilon \), we have

\[
\dot{I} = - \int_{\Sigma_0} \mathcal{L}_\xi (\varepsilon_{abcd} T^{de} \xi_e) = 0 , \tag{2.26a}
\]

\[
\dot{K} = - \int_{\Sigma_0} \mathcal{L}_\xi (\varepsilon_{abcd} T^{ef} \delta g_{ef}) = 0 , \tag{2.26b}
\]

as a consequence of the Leibniz rule, \( \mathcal{L}_\xi \varepsilon_{abcd} = 0 \) and \( \mathcal{L}_\xi T^{ab} = 0 \) (see Paper I) and Eq. (2.13). The fact that the right-hand side of Eq. (2.23) is invariant under Lie-dragging in the direction of \( \xi^a \) is consistent with the invariance (2.25) of \( I \) and \( K \) on the choice of hypersurface.

### III. DIPOLAR PARTICLES

The multipolar gravitational skeleton formalism that is being used in this series of papers to model spinning compact objects was reviewed extensively in Paper I (see Sec. II there). In this section, we shall first summarize briefly this model at dipolar order in Sec. III A, and then give more details on the consequences of our choice of spin supplementary condition in Sec. III B.

#### A. Energy-momentum tensor and equations of evolution

At dipolar order, a spinning particle is entirely characterized by its 4-momentum \( p^a \) and its antisymmetric spin tensor \( S^{ab} \), which are both defined along a worldline \( \gamma \) parameterized by the proper time \( \tau \), with unit tangent 4-velocity \( u^a \). The energy-momentum tensor of such a dipolar particle reads

\[
T^{ab} = \int_\gamma u^{(a} p^{b)} \delta_4 d\tau + \nabla_c \int_\gamma u^{(a} S^{b)c} \delta_4 d\tau , \tag{3.1}
\]
where $\delta_4(x, x')$ is the invariant Dirac functional, a distributional biscalar defined so that for any smooth scalar field $f(x)$,
\[
\int_V f(x) \delta_4(x, x') \, dV = f(x'),
\] (3.2)
where $V$ is a four-dimensional region of spacetime that contains the point $x'$; see App. B in Paper I. For a given worldline $\gamma$, or equivalently for a given unit tangent $u^a$, the $4+6$ degrees of freedom contained in $(p^a, S^{ab})$ encode the same amount of information as $T^{ab}$ itself. The local conservation of energy and momentum, $\nabla_a T^{ab} = 0$, implies the Mathisson-Papapetrou-Dixon equations of evolution for $p^a$ and $S^{ab}$ along $\gamma$, which read
\[
\dot{p}^a = \frac{1}{2} R_{bcd}^\cdot S^{bc} u^d, \quad \dot{S}^{ab} = 2 p^{[a} u^{b]},
\] (3.3a)
(3.3b)
where the overdot stands for the covariant derivative along the direction $u^a$, e.g., $\dot{p}^a \equiv u^c \nabla_c p^a$. Notice that the spin coupling to curvature is orthogonal to the 4-velocity, such that $\dot{p}^a u_a = 0$. From the variables $u^a, p^a$ and $S^{ab}$, we introduce three scalar fields defined along $\gamma$: the rest mass $m$, the dynamical mass $\mu$ and the spin amplitude $S$, defined as
\[
m \equiv -p^a u_a, \quad \mu^2 \equiv -p^a p_a, \quad S^2 \equiv \frac{1}{2} S^{ab} S_{ab}.
\] (3.4a)
(3.4b)
(3.4c)
In general, the masses $m$ and $\mu$ need not coincide, as we shall see below. Finally, contracting Eq. (3.3b) with $u_a$ readily implies the following momentum-velocity relationship, which will prove useful in Sec. V below to simplify the first law of binary mechanics:
\[
p^a = m u^a - \dot{S}^{ab} u_b.
\] (3.5)

**B. Spin supplementary condition**

The six degrees of freedom contained in the antisymmetric spin tensor $S^{ab}$ can equivalently be encoded in two spacelike vectors $S^a$ and $D^a$, both orthogonal to the 4-velocity $u^a$:
\[
S^{ab} = \varepsilon^{abcd} u_c S_d + 2 D^{[a} u^{b]}, \quad \iff \begin{cases} S^a \equiv -\frac{1}{2} \varepsilon^{abcd} u_b S_{cd}, \\ D^a \equiv -S^{ab} u_b \end{cases}.
\] (3.6)
Physically, the vector $D^a$ can be interpreted as the body’s mass dipole moment, as measured by an observer with 4-velocity $u^a$, i.e., with respect to $\gamma$, while $S^a$ can be interpreted as the body’s spin with respect to that worldline [40]. As explained in Paper I, in order to specify the worldline $\gamma$ uniquely, three constraints on the spin tensor $S^{ab}$, known as spin supplementary conditions (SSC), have to be imposed. In this paper, whenever we impose an SSC, we shall adopt the so-called Frenkel-Mathisson-Pirani SSC
\[
D^a = 0 \iff S^{ab} u_b = 0.
\] (3.7)
The first law of compact binary mechanics will be shown in Sec. V to take its simplest form whenever the SSC (3.7) holds.
1. Conservation of spin amplitude and rest mass

Together with the equations of evolution (3.3), the SSC (3.7) implies exact conservation laws. Indeed, contracting the equation of precession (3.3b) with $S_{ab} = S_{[ab]}$ and using (3.7) shows that the particle’s spin amplitude (3.4c) is conserved:

$$S \dot{S} = \frac{1}{2} S_{ab} \dot{S}_{ab} = S_{ab} p_{[a} u_{b]} = - D^a p_a = 0.$$  

(3.8)

Moreover, the particle’s rest mass (3.4a) is conserved along $\gamma$ as well. To prove this, we first apply the Leibniz rule to the rightmost term of Eq. (3.5) and use the SSC (3.7) to get

$$p^a = m u^a + S_{ab} \dot{u}_b.$$  

(3.9)

We stress that although Eq. (3.5) is valid without any SSC, Eq. (3.9) holds only if $\dot{D}^a = 0$. Contracting (3.9) with $\dot{u}_a$ and using the orthogonality $u^a \dot{u}_a = 0$, as well as the antisymmetry of $S_{ab}$, yields $p^a \dot{u}_a = 0$. On the other hand, we already mentioned that $\dot{p}^a u_a = 0$. Therefore, we readily obtain the conservation along $\gamma$ of the rest mass $m$ defined in Eq. (3.4):

$$\dot{m} = -(p^a \dot{u}_a + \dot{p}^a u_a) = 0.$$  

(3.10)

Similar conservation laws hold for other choices of SSC. For instance, using the Tulczujew-Dixon SSC $S_{ab} p_b = 0$, one can establish the conservation of the spin amplitude $S$ and of the dynamical mass $\mu$ defined in (3.4b). We emphasize that if the SSC $S_{ab} u_b = 0$ is imposed, the conservation laws (3.8) and (3.10) are exact at dipolar order, and not merely perturbatively valid in a power series expansion in the spin.

2. Definition of a spin vector

Having imposed the SSC (3.7), the decomposition (3.6) implies that the three remaining degrees of freedom of the spin tensor $S_{ab}$ can be encoded in a spin vector $S^a$—or equivalently in a spin 1-form $S_a \equiv g_{ab} S^b$—obeying

$$S_a \equiv - \frac{1}{2} \varepsilon_{abcd} u^b S^{cd} \iff S_{ab} = \varepsilon_{abcd} u^c S^d.$$  

(3.11)

By construction, the spin vector $S^a$ is spacelike and orthogonal to $u^a$, while its norm coincides with the conserved norm (3.4) of the spin tensor, namely

$$S^a u_a = 0,$$  

(3.12a)

$$S^a S_a = S^2.$$  

(3.12b)

The first result derives from the definition (3.11) and the antisymmetry of $\varepsilon_{abcd}$, while (3.12b) derives from Eqs. (3.11) and (3.4) together with the SSC (3.7). Moreover, the rate of change of the spin vector is easily computed from the definition (3.11) as

$$\dot{S}_a = - \frac{1}{2} \varepsilon_{abcd} u^b S^{cd},$$  

(3.13)

where we used $\dot{\varepsilon}_{abcd} = 0$ by metric compatibility, the equation of spin precession (3.3b), and the antisymmetry of $\varepsilon_{abcd}$. This equation of evolution can be further simplified as follows.
By substituting in (3.13) the expression (3.11) for $S_{cd}$ in terms of $u^a$ and $S^a$, and using the orthogonality $\dot{u}^a u_a = 0$, we readily obtain

$$\dot{S}^a = u^a \dot{u}_b S_b.$$  \hspace{1cm} (3.14)

The spin vector $S^a$ is found to obey the Fermi-Walker transport law. This will be responsible for the Thomas precession that we shall encounter later in Sec. VI C.

3. Momentum-velocity relations

The SSC (3.7) can be used to express the 4-velocity $u^a$ in terms of the 4-momentum $p^a$ and the antisymmetric spin tensor $S_{ab}$, thus closing the differential system (3.3), as expected. Indeed, the authors of Ref. [41] recently established the momentum-velocity relation

$$mu^a = p^a + \frac{1}{S^2} S^{ab} S_{bc} p^c,$$  \hspace{1cm} (3.15)

where, interestingly, the rank-2 tensor $S^{ab} S_{bc}$ acts as a projector orthogonal to both $u^a$ and $S^a$. Indeed, using Eq. (3.11) and the identity $\varepsilon^{abcd} \varepsilon_{aefg} = -6\delta^b_e \delta^c_f \delta^d_g$, (see, e.g., Ref. [42]),

$$S^{ab} S_{bc} = -S^2 h^a_e + S^a S_c,$$  \hspace{1cm} (3.16)

where $h^a_b \equiv \delta^a_b + u^a u_b$ is the projector orthogonal to the 4-velocity $u^a$. The relation (3.15) will not prove particularly useful for us. Instead, we derive an equivalent relation by substituting the expression (3.11) of the tensor $S^{ab}$ into the momentum-velocity relationship (3.9). We find that the 4-momentum can alternatively be written as

$$p^a = mu^a - \varepsilon^{a}_{bcd} u^b \dot{u}^c S^d,$$  \hspace{1cm} (3.17)

which readily implies $p^a S_a = 0$. It is easily verified that the formulae (3.15) and (3.17) are equivalent [41]. From Eq. (3.17), the 4-momentum $p^a = p^a_{\text{kin}} + p^a_{\text{hid}}$ is the sum of the timelike kinematic momentum $p^a_{\text{kin}} \equiv mu^a$, with $m$ constant, and of the spacelike hidden momentum

$$p^a_{\text{hid}} \equiv -\varepsilon^{a}_{bcd} u^b \ddot{u}^c S^d,$$  \hspace{1cm} (3.18)

which is orthogonal to $u^a$, $\dot{u}^a$ and $S^a$, as depicted in Fig. 1. By using the condition of metric compatibility, which implies $\varepsilon_{abcd} = 0$, as well as the equation of spin precession (3.14), the rate of change of the hidden momentum is simply given by

$$\dot{p}^a_{\text{hid}} \equiv -\varepsilon^{a}_{bcd} u^b \dddot{u}^c S^d.$$  \hspace{1cm} (3.19)

\hspace{1cm} 3 However, while the momentum-velocity relation (3.15) involves solely $u^a$, $p^a$ and $S^a$, the formulas (3.9) and (3.17) additionally involve the 4-acceleration $\dot{u}^a$. 3
FIG. 1. The worldline $\gamma$ of a spinning particle with tangent 4-velocity $u^a$, 4-momentum $p^a$, hidden momentum $p^a_{\text{hid}}$ and spin vector $S^a$. For a binary system of spinning particles moving on a circular orbit, the tangent 4-velocity of each particle is tangent to the helical Killing vector $k^a$ (see Sec. IV).

4. Acceleration and expansions in spin

In contrast to the momentum-velocity relation (3.15), the expression for the 4-acceleration $\dot{u}^a$ implied by the SSC (3.7) has been known for some time (see Ref. [43]) and reads [41]

$$\dot{u}^a = \frac{1}{S^2} \left( \frac{1}{m} B_{bc} S^b S^c S^a - S^a_{\text{hid}} p^a \right),$$

(3.20)
in which we introduced the gravito-magnetic part of the Riemann tensor, $B_{ab}$, defined as $B_{ab} \equiv \ast R_{abcd} u^c u^d$, where $\ast R_{abcd} \equiv \frac{1}{2} \varepsilon_{abcd} R_{efcd}$ is the self-dual of the Riemann tensor. (Notice that by using the definition (3.11) of the spin vector, the equation of motion (3.3a) can be written in the more compact form $\dot{p}^a = B^{ab} S_b$.) Equation (3.20) has a number of important consequences. First, it readily shows that $\dot{u}^a \neq 0$, implying that the motion of a spinning particle is not geodesic, in contrast to a test spin or a monopolar particle [44]. Second, (3.20) is an exact formula for $\dot{u}^a$ in terms of $p^a$ and $S^{ab}$, provided that one uses Eq. (3.15) to remove any dependence on $u^a$. Third, it gives a simple expression for the coefficient appearing in the Fermi-Walker transport law (3.14) of the spin $S^a$, namely

$$\dot{S}^a = \kappa u^a,$$

(3.21)
with $\kappa \equiv \frac{1}{m} B_{ab} S^a S^b$, where we used $S^{ab} S_b = 0$, which follows from the definition (3.11). Therefore, the driving torque that prevents $S^a$ from being parallel-transported along $\gamma$ is quadratic in spin.

Next, the SSC (3.7) can be used to derive some approximate equations of evolution and algebraic relations, in the sense that they hold true only up to some order in the spin. This is particularly relevant since it is known that quadrupolar effects enter at the quadratic-in-spin level, and thus quadratic-in-spin effects in dipolar models are not self-consistent per se. From now on, we shall denote by $O(S^n)$ any term that involves $n$ spin tensors (or spin vectors). To perform these expansions, instead of Eq. (3.20) we start by differentiating Eq. (3.17) in the form $p^a = mu^a + p^a_{\text{hid}}$ and use Eqs. (3.3a) and (3.19) to find

$$\dot{u}^a = \frac{1}{m} B^{ab} S_b + \frac{1}{m} \varepsilon^{a}_{bcd} \dot{u}^b u^c S^d = \frac{1}{m} B^{ab} S_b - \frac{1}{m} S^{ab} \ddot{u}_b,$$

(3.22)
where the second equality simply follows from the formula (3.11). Equation (3.22) is exact, and readily shows that $\dot{u}^a = O(S)$. The rightmost term in Eq. (3.22) is therefore at least of $O(S^2)$. Actually, the later involves $\ddot{u}_b$, and can therefore be expanded in powers of the spin at any order by recursively taking the covariant derivative along $u^a$ of Eq. (3.22) and substituting it back into its own right-hand side. Doing this once, while using (3.21) and the orthogonality $B^{ab}u_b = 0$, we can isolate the quadratic-in-spin contribution and obtain the following spin expansion:

$$
\dot{u}^a = \frac{1}{m} B^{ab} S_b - \frac{1}{m^2} S^{ab} \dot{B}_{bc} S^c + O(S^3).
$$

Equations (3.22) and (3.23) have a number of interesting consequences. First, if we substitute Eq. (3.23) into the right-hand side of (3.9), we obtain the following spin expansion for the 4-momentum:

$$
p^a = m u^a + \frac{1}{m} S^{ab} B_{bc} S^c + O(S^3).
$$

From this equation we see that $p^a = m u^a + O(S^2)$. Therefore the 4-momentum of a dipolar particle can only be aligned with its 4-velocity up to linear order in the spin. Second, taking the norm of Eq. (3.9) provides a simple relation between the dynamical mass $\mu$ and the rest mass $m$: Using the SSC (3.7), we readily obtain

$$
\mu^2 = m^2 - \dot{u}^a S_{ab} \dot{u}_b S^b.
$$

Equation (3.23) then implies $\mu^2 = m^2 + O(S^4)$, such that the two notions of mass coincide up to quartic-in-spin corrections. Since $\dot{m} = 0$ the dynamical mass satisfies $\dot{\mu} = O(S^4)$. Moreover, because the rightmost term in (3.25) is the (squared) norm of the spacelike vector $\dot{u}_a S^{ab}$, it is positive and

$$
\mu^2 < m^2.
$$

While this constraint does not necessarily imply $\mu^2 < 0$, the timelike nature of the momentum $p^a$ is expected, as pointed out in Ref. [41]. Substituting for Eq. (3.16) into (3.25) yields the alternative expression

$$
\mu^2 = m^2 - S^2 \dot{u}^a \dot{u}_a + (\dot{u}^a S_a)^2,
$$

which, combined with Eqs. (3.21) and (3.26), implies a lower bound for the 4-acceleration for a given spin: $\dot{u}^2 > (\kappa/S)^2$. Finally, we emphasize one more time that the contributions of $O(S^2)$ in Eqs. (3.23)–(3.24) are not self-consistent at dipolar order, because additional terms of $O(S^2)$ would contribute to those same equations if we were to include the spin-induced quadrupole in our gravitational skeleton model of spinning compact objects (see Paper I).

**IV. HELICAL KILLING SYMMETRY**

Our main interest is in applying the general variational formula (2.23) to the particular case of a binary system of spinning compact objects modelled as dipolar particles and moving along an exactly circular orbit. The approximation of a closed circular orbit translates into the existence of a helical Killing vector, which we define in Sec. IV A. We then discuss the issue of combining helical symmetry and asymptotic flatness in Sec. IV B, before exploring the general properties of helically symmetric binary systems of dipolar particles in Sec. IV C.
FIG. 2. Main properties of a helical Killing field $k^a$. Integral curves that are spacelike lie outside the “light-cylinder,” where $k^a k_a = 0$. Within this cylinder, all integral curves are timelike and two of them represent the binary’s motion on a circular orbit, as enforced by the condition $k^a |_{\gamma} \propto u^a$.

A. Definition and properties

From now on, we shall consider spacetimes endowed with a global helical Killing field $k^a$. Following the authors of Ref. [1] (see also [33]), a spacetime is said to have a helical Killing symmetry if the generator of the isometry can be written in the form

$$k^a = t^a + \Omega \phi^a,$$

(4.1)

where $\Omega > 0$ is a constant, $t^a$ is timelike and $\phi^a$ is spacelike with closed orbits of parameter length $2\pi$. In general, neither $t^a$ nor $\phi^a$ is a Killing vector, but the linear combination (4.1) is a Killing vector for a particular value of the constant $\Omega$, which can be interpreted as the angular velocity of the binary system.

The null hypersurface over which $k^a k_a = 0$ is known as the light cylinder. Heuristically, it corresponds to the set of points where an observer would have a circular motion around the helical axis of symmetry ($\phi^a = 0$) with a “velocity” equal to the vacuum speed of light. Excluding any black hole region, the helical Killing field (4.1) is timelike everywhere inside the light cylinder and spacelike everywhere outside of it. These properties are summarized in Fig. 2.

An important notion associated with the helical Killing vector field (4.1) is the twist

$$\varpi^a \equiv -\frac{1}{2} \varepsilon^{abcd} k_b \nabla_c k_d = 8\pi Q^{ab}[k] k_b,$$

(4.2)

where we recall that $Q^{ab}_{\text{g}}$ is the Noether charge 2-form associated with $k^a$, defined in (2.11c). The twist (4.2) is orthogonal to $k^a$ and Lie-dragged along $k^a$, as a direct consequence of the
Lie-dragging of $\varepsilon^{abcd}$, $k_b$ and $\nabla_c k_d$ (see Paper I). It will be shown in Sec. VI E that the twist (4.2) does not vanish everywhere. As a consequence of the Frobenius theorem, $k^a$ cannot be hypersurface-orthogonal. Moreover, it can be shown that the twist (4.2) obeys the identity (see, e.g., Ref. [42])

$$\nabla_{[a} \varpi_{b]} = \frac{1}{2} \varepsilon^{abcd} R_{de} k_e. \quad (4.3)$$

For a Ricci-flat, helically symmetric spacetime we thus have $\nabla_{[a} \varpi_{b]} = 0$, so that, locally, the 1-form $\varpi_a$ is exact, and there exists a scalar field $\varpi$ such that

$$\varpi_a = \nabla_a \varpi. \quad (4.4)$$

The scalar twist $\varpi$ is then Lie-dragged along the helical Killing field $k^a$, as $\mathcal{L}_k \varpi = k^a \varpi_a = 0$.

For a binary system of dipolar particles moving along a circular orbit, the Ricci tensor vanishes everywhere, except along the worldlines of the particles, where the distributional energy-momentum tensor (3.1) is singular. As explained in Paper I, the singular nature of a point-like source requires the introduction of a regularization method (e.g. dimensional regularization [45, 46]) to remove the divergent self-field of each particle. In particular, any “physically reasonable” regularization method yields $T^{ab} |_\gamma = 0$ and $T |_\gamma = 0$, where $T = g_{ab} T^{ab}$, so that $R^{ab} |_\gamma = 0$ by the Einstein field equation. Hence the spacetimes that we shall be considering in this paper are Ricci-flat in a regularized sense.\(^4\)

### B. Helical isometry and asymptotic flatness

It has long been known that, in general relativity, helically symmetric spacetimes cannot be asymptotically flat [47–49]. This fact can easily be understood from a heuristic point of view: in order to maintain the binary on a fixed circular orbit, the energy radiated in gravitational waves needs to be compensated by an equal amount of incoming radiation. Far away from the source, the resulting system of standing waves ends up dominating the energy content of the spacetime, so that the falloff conditions necessary to ensure asymptotic flatness cannot be satisfied. As emphasized in Refs. [1, 2, 13, 25, 39], however, asymptotic flatness can be recovered if, loosely speaking, the gravitational radiation can be “turned off.” This can be achieved, in particular, using the Isenberg, Wilson and Mathews approximation to GR, also known as the conformal flatness condition (CFC) approximation [50–52], or alternatively in the context of approximation methods such as PN theory [7] and GSF theory [8].

As written above, in general neither $t^a$ nor $\phi^a$ in (4.1) is a Killing vector. If the spacetime is asymptotically flat, however, then $t^a$ and $\phi^a$ are asymptotically Killing, with the normalization $t^a t_a \to -1$ at infinity, and the surface integral at spatial infinity of the 2-form $Q_g[k]$ yields the conserved charge associated with the generator (4.1), namely [recalling Eq. (2.20)]

$$\int Q_g[k] = \frac{1}{2} M_K - \Omega J_K = \frac{1}{2} M_K - \Omega J. \quad (4.5)$$

The curious relative factor of two is related to the famous Komar “anomalous factor” entering the definitions of the Komar mass and angular momentum [19, 53].

\(^4\) The helically symmetric, co-rotating binary black hole spacetimes that were considered in [1, 13, 33, 34] are Ricci-flat as well. The property (4.4) was not pointed out, however.
Moreover, according to the general result (2.22), the boundary term at spatial infinity in the identity (2.17) yields a linear combination of the conserved charges associated with the asymptotic symmetry generators $t^a$ and $\phi^a$, namely:\[ \int_\infty \delta Q_g[k] - k \cdot \Theta_g = \delta \int_\infty Q_g[k] - k \cdot B_g = \delta H_k = \delta M - \Omega \delta J. \tag{4.6} \]

The formula (4.6) is consistent with the results of Ref. [1], obtained from a related analysis.

Finally, combining (2.17) and (4.6), we conclude that for a helically symmetric spacetime, the variations of the total mass and angular momentum are related to the energy-momentum content through:

$$\delta M - \Omega \delta J = \delta \int_\Sigma \varepsilon_{abcd} T^{de} k_e - \frac{1}{2} \int_\Sigma \varepsilon_{abcd} k^d T^{ef} \delta g_{ef}. \tag{4.7}$$

The generalized first law (4.7) is valid for a generic “matter” source with compact support, whose energy-momentum tensor $T^{ab}$ must be compatible with the helical isometry, $L_k T^{ab} = 0$, as proven in Paper I. The variational formula (4.7) holds, in particular, for perfect fluids. In App. B we show how (4.7) reduces to the generalized first law derived by Friedman, Uryū and Shibata [54]. In this paper, we shall be interested in applying this identity to a binary system of spinning compact objects, modelled within the multipolar gravitational skeleton formalism, up to dipolar order, as described in the previous Sec. III.

C. Binary system of dipolar particles

In this subsection we consider a binary system of dipolar particles moving along a circular orbit, and explore some of the consequences of the Lie-dragging along the helical Killing vector (4.1) of the 4-velocity $u^a$, the 4-acceleration $\dot{u}^a$ and the spin vector $S^a$, as was established in Paper I. We first introduce the notion of vorticity and show that it is aligned with the spin vector. We then derive a simple closed-form formula for the 4-acceleration, which simplifies even further when the metric has a reflection symmetry across an equatorial plane.

1. Vorticity and spin vector

First, for each particle we introduce the *vorticity* $V^a$, namely the restriction to the worldline $\gamma$ of the twist (4.2) associated with the helical Killing field (4.1), defined as:

$$V^a \equiv -\frac{1}{2} \varepsilon^{abcd} u_b \nabla_c k_d. \tag{4.8}$$

Indeed, the helical constraint (1.1) implies $\omega^a|_\gamma = \varepsilon V^a$. The vorticity $V^a$ is orthogonal to $u^a$ and is Lie-dragged along $k^a|_\gamma \propto u^a$. The definition (4.8) of the vorticity, which involves the Noether 2-form $\nabla_a k_b$, should be compared to the definition (3.11) of the spin vector, which involves the antisymmetric spin tensor $S_{ab}$. The duality between $(V^a, \nabla_a k_b)$ and $(S^a, S_{ab})$ is

\[5\] Asymptotically, the Killing vector field (4.1) reduces to a linear combination of the generators $t^a$ and $\phi^a$ of time translations and spatial rotations, such that $\Omega$ should be treated as a constant while evaluating the surface integral (4.6).
made even clearer when expressing $\nabla_a k_b$ in terms of $V^a$. Indeed, contracting Eq. (4.8) with $\varepsilon_{abcd} u^b$, using Eq. (1.1) and re-arranging the result readily gives

$$\nabla_a k_b |_{\gamma} = \varepsilon_{abcd} u^c V^d - 2 k^|_{[a} \dot{u}^b|,$$

(4.9)

which is to be compared to Eq. (3.6). We will use this formula in Sec. VII below to simplify the first law of compact binary mechanics.

We now consider the rate of change of the vorticity (4.8) along $\gamma$. Using the condition of metric compatibility, which implies $\dot{\varepsilon}_{abcd} = 0$, together with the conservation of $\nabla_c k_d$ along $\gamma$ (see Paper I), we simply have $2 \dot{V}^a = -\varepsilon_{abcd} \dot{u}_b \nabla_c k_d$. Substituting the decomposition (4.9) into this formula while using $\dot{u}^a u_a = 0$ then yields

$$\dot{V}^a = u^a \dot{u}^b V_b,$$

(4.10)

showing that $V^a$ obeys the Fermi-Walker transport law, like the spin vector $S^a$. Contracting (4.10) with $V^a$ then implies $\dot{V}^a V_a = 0$, so that the norm of the vorticity is conserved along $\gamma$.

The vorticity and the spin vector share one more property: provided that the SSC (3.7) is satisfied, they have the same spacelike direction. In order to establish this property, consider on the one hand the spacelike vector

$$W^a \equiv \varepsilon_{bcd} u^b S^c V^d,$$

(4.11)

and on the other hand the Lie-dragging of the spin vector $S^a$ (see Paper I). The latter implies $z \dot{S}^a = S_b \nabla^b k^a$, an equation which can be simplified with the help of Eq. (4.9), to find an alternative expression for $W^a$ as

$$W^a = z(\dot{S}^a - u^a \dot{u}^b S_b),$$

(4.12)

which vanishes as a consequence of the equation of spin precession (3.14).\(^6\) Since $S^a$ and $V^a$ are both orthogonal to $u^a$, the equation $W^a = 0$ holds if, and only if, $S^a$ and $V^a$ are aligned. Let $s^a$ denote their common unit spacelike direction, such that $s^a s_a = 1$. Then we obtained the important result

$$V^a = V s^a,$$

(4.13a)

$$S^a = S s^a,$$

(4.13b)

where $V \equiv (V^a V_a)^{1/2}$ is the norm of the vorticity and $S$ that of the spin vector, as defined in Eq. (3.12b). The norms $V$ and $S$ are both constant along $\gamma$, while $s^a$ is Lie-dragged along $\gamma$. The colinearity (4.13) will prove useful in Sec. V to write the first law of binary mechanics in its simplest form, in terms of scalar quantities.

2. **Four-acceleration**

For a spinning particle in a binary system on a circular orbit, we may use the Lie-dragging of the 4-acceleration $\dot{u}^a$ along $k^a$, namely $z \dot{u}_b = \dot{u}^c \nabla_c k_b$ (see Paper I), to express Eq. (3.22) in the implicit form

$$m \dot{u}^a = (P^{-1})^a_b B^{bc} S_c,$$

where

$$P^a_b = \delta^a_b + \frac{1}{zm} S^{ac} \nabla_b k_c.$$

(4.14)

\(^6\) If the SSC (3.7) is not imposed, then the relationship $S^a V^b = 0$ can be generalized to $S^{[a} V^{b]} = z D^{[a} \dot{u}^{b]}$, as can easily be shown by generalizing the equation of spin precession (3.14) to a nonzero mass dipole $D^a$.\(^19\)
The term linear in the spin tensor in the operator $P^a_b$ can be rewritten in terms of the spin vector $S^a$ and the vorticity $V^a$ by substituting the expressions (3.11) and (4.9) for $S^{ab}$ and $\nabla_a k_b$. Using the colinearity (4.13) and the projector $h^a_b \equiv \delta^a_b + u^a u_b$ orthogonal to the 4-velocity, we readily find

$$S^{ac} \nabla_b k_c = p^a_{\text{hid}} k_b + VS (h^a_b - s^a s_b),$$

(4.15)

where we recall that $p^a_{\text{hid}} = -\varepsilon^a_{bde} u^b \dot{u}^e S^d$ is the spacelike “hidden momentum” appearing in the momentum-velocity relationship (3.17), and $h^a_b - s^a s_b$ is the projector in the spacelike plane orthogonal to the common axial direction $s^a$ of $S^a$ and $V^a$. If $e^a_1$ and $e^a_2$ denote two spacelike unit vectors spanning that plane, such that $(u^a, e^a_1, e^a_2, s^a)$ is an orthonormal tetrad (cf. Sec. VI A below), then the operator $P^a_b$ in Eq. (4.14) reads

$$P^a_b = \delta^a_b + \frac{1}{m} p^a_{\text{hid}} u_b + \frac{VS}{zm} (e^a_1 e_{1b} + e^a_2 e_{2b}).$$

(4.16)

Remarkably, the inverse $(P^{-1})^a_b$ of the operator (4.16) can be written in closed form by assuming an Ansatz of the form $(P^{-1})^a_b = \delta^a_b + \frac{1}{1 + a \omega} \frac{1}{m} p^a_{\text{hid}} u_b - \frac{a \omega}{1 + a \omega} (e^a_1 e_{1b} + e^a_2 e_{2b}).$

(4.17)

Here, we introduced the Kerr parameter $a \equiv S/m$ of the spinning particle and we anticipated on the key formula $V = z \omega$, with $\omega$ the invariant spin precession frequency to be defined in Sec. VI below; see e.g. Eqs. (6.9), (6.26) and (6.29). Substituting Eq. (4.17) back into the expression (4.14) for the 4-acceleration while using $u_b B^{bc} = 0$ then gives

$$\dot{u}^a = \frac{a}{1 + a \omega} \left( B^{ab} s_b + a \omega s^a B^{bc} s_b s_c \right).$$

(4.18)

This simple formula shows that the 4-acceleration is entirely sourced by the coupling of the magnetic-type tidal field with the spin vector, just like the rate of change $\dot{\epsilon}^a = B^{ab} S_b$ of the 4-momentum. Equations (3.12a) and (4.18) yield $\dot{S}^a u_a = -\dot{\epsilon}^a S_a = -\kappa$, in agreement with the spin precession equation (3.21). Using the orthonormal triad $(e^a_1, e^a_2, s^a)$, the 4-acceleration (4.18) can be expanded according to

$$\dot{u}^a = \frac{a}{1 + a \omega} \left( B_{13} e^a_1 + B_{23} e^a_2 \right) + a B_{33} s^a,$$

(4.19)

where $B_{1J} = B_{ab} e^a_1 e^b_1$ are the triad components of the gravito-magnetic part of the Riemann tensor. Provided that the legs $e^a_1$ and $e^a_2$ are Lie-dragged along $\gamma$ (see Sec. VI C below), those triad components are conserved, i.e. $B_{1J} = 0$, as a consequence of the Lie-dragging of $\varepsilon_{abcd}$, $R_{abcd}$, $u^a$ and $S^a$ (see Paper I).

Finally, we can substitute Eq. (4.18) into (3.17) to obtain a momentum-velocity relation of the form $p = f(u, S)$, namely

$$p^a = mu^a + \frac{\varepsilon^{abcd} u_b S_c B_{de} S^e}{m + S \omega},$$

(4.20)

which can be seen as the “inverse” of Eq. (3.15), in the specific case of a helically-symmetric spacetime for a binary system of spinning particles.
3. Reflection symmetry across the equatorial plane

Under some circumstances, which will be detailed in Sec. VII D below, the Lie-dragging of
the spin vector implies that the metric has a (discrete) reflection symmetry with respect to
an equatorial plane, which coincides with the orbital plane of the binary system of spinning
particles. The analysis of Ref. [55] then implies the constraint

\[ B_{33} = B_{ab}s^a s^b = 0, \]  

(4.21)

which has two important consequences. First, the spin evolution equation (3.21) reduces to
\( \dot{S}^a = 0 \), so that the spin is parallel-transported along \( \gamma \), in addition to being Lie-dragged
along \( \gamma \). Second, the formula (4.18) simplifies even further, and shows that the 4-acceleration
belongs to the spacelike 2-space orthogonal to \( u^a \) and \( S^a \), according to

\[ \left( m + S \omega \right) \dot{u}^a = B^{ab} S_b. \]  

(4.22)

The formula (4.22) is remarkably analogous to the equation of motion \( \dot{p}^a = B^{ab} S_b \) for spinning
particles, up to a “renormalization” of the mass, \( m \rightarrow m + S \omega \). Together with \( \dot{S}^a = 0 \), the
formula (4.22) readily implies \( \left( m + S \omega \right) \ddot{u}^a = B^{ab} S_b \).

V. FIRST LAW AT DIPOLAR ORDER

In this section we derive the first law of mechanics, for a binary system of dipolar particles
moving along an exactly circular orbit. We begin in Sec. V A by using the freedom to choose
the spacelike hypersurface of integration to simplify the calculations. Then, from the integral
form of the first law derived in Sec. II, we compute in Sec. V B the two integrals that appear in
the right-hand side of (4.7). The resulting expressions are simplified algebraically in Sec. V C,
and those results are combined in Sec. V D to establish the final formula. Throughout this
section we do not impose the SSC (3.7) to keep the results as general as possible.

A. Choice of spacelike hypersurface

We proved in Sec. II E that the right-hand side of the identity (4.7) does not depend on
the choice of spacelike hypersurface \( \Sigma \). We may thus conveniently choose this hypersurface
such that, for each particle, the Killing field \( k^a \) is orthogonal to \( \Sigma \) at the intersection point
\( \mathcal{P} \equiv \Sigma \cap \gamma \), i.e.

\[ k^a \equiv |k|n^a, \]  

(5.1)

where \( n^a \) is the future-directed, unit normal to \( \Sigma \). Since \( k^a|_\gamma = zu^a \), this implies \( n^a|_\mathcal{P} = u^a \)
and \( |k|_\mathcal{P} = z \), where the redshift parameter \( z \) was shown in Paper I to be constant along \( \gamma \).
More generally, one may introduce a foliation of the spacetime manifold \( \mathcal{M} \) by a family of
spacelike hypersurfaces \( (\Sigma_t)_{t \in \mathbb{R}} \) such that Eq. (5.1) holds at any point \( \mathcal{P} \in \gamma \), so that

\[ k^a \equiv \frac{z}{|k|} n^a, \]  

(5.2)

where \( n^a \) is the future-directed, unit normal to the family \( (\Sigma_t)_{t \in \mathbb{R}} \) of spacelike hypersurfaces,
such that \( n^a|_\gamma = u^a \). Along \( \gamma \), the norm \( |k|_\gamma = z \) of the helical Killing field then plays the
role of a constant lapse function, and \( k^a \) that of the normal evolution vector (see, e.g., [56]).
According to Paper I, we then have $\mathcal{L}_kn^a|_\gamma = 0$, such that the extrinsic curvature vanishes at any point along $\gamma$:

$$K_{ab} \equiv -\frac{1}{2} \mathcal{L}_n \gamma_{ab} \overset{\gamma}{=} -\frac{1}{2|k|} \mathcal{L}_k \gamma_{ab} \overset{\gamma}{=} -\frac{1}{|k|} n_{(a} \mathcal{L}_k n_{b)} \overset{\gamma}{=} 0 ,$$

(5.3)

where $\gamma_{ab} \equiv g_{ab} + n_a n_b$ is the induced metric on any spacelike hypersurface of the foliation, so that $n^a \gamma_{ab} = 0$. By combining (5.3) with the equalities $n_a|_\gamma = u_a$ and $n'_a|_\gamma \equiv n^c \nabla_c n_a|_\gamma = \dot{u}_a$, the usual 3+1 formula for the gradient of the unit normal to $\Sigma$ becomes [56]

$$\nabla_a n_b = -K_{ab} - n_a n'_b \overset{\gamma}{=} -u_a \dot{u}_b .$$

(5.4)

We emphasize that Eqs. (5.2)–(5.4) are valid only along the worldline $\gamma$, and thus in particular at the intersection point $\mathcal{P} = \Sigma \cap \gamma$ with a given hypersurface $\Sigma$. Most importantly, one cannot choose the hypersurface $\Sigma$ such that (5.1) holds in an open neighborhood of $\mathcal{P}$. As explained in Sec. VI E, this is closely related to the helical nature of the Killing vector field (4.1), whose twist (4.2) does not vanish everywhere, which by Frobenius’ theorem cannot be hypersurface orthogonal.

### B. Hypersurface integrals

In this subsection, we provide integrated expressions for the integrals $I$ and $K$ that appear in the right-hand side of the first law, as given in the form (4.7). To avoid being repetitive, we shall detail the calculation for $I$ only, and merely quote the final result for $K$.

We begin by substituting the dipolar energy-momentum skeleton (3.1) into the definition (2.24a) of $I$ to obtain

$$I = \int_\Sigma \int_\gamma \tau u^{(a} \rho b) \delta_4 \kappa^b \delta_4 d\tau d\Sigma_a + \int_\Sigma \int_\gamma \nabla_c (u^{(a} S^{b) c} \delta_4) \kappa^b \delta_4 d\tau d\Sigma_a .$$

(5.5)

To evaluate those two integrals, it is convenient to consider the foliation $(\Sigma_t)_{t \in \mathbb{R}}$ introduced above, and to choose for $\Sigma$ one of the leaves of this foliation, say $\Sigma_{t_0}$ for some fixed $t_0 \in \mathbb{R}$. We recall that $n^a$ denotes the future-directed, unit normal to any leaf $\Sigma_t$ and $\gamma_{ab} = g_{ab} + n_a n_b$ the induced metric on $\Sigma_t$. After performing the change of variable $\tau \rightarrow t$, while using the standard 3+1 formulas (see e.g. Ref. [56]) $d\tau = N dt$, $d\Sigma_a = -n_a \sqrt{\gamma} d^3x$ and $N \sqrt{\gamma} = \sqrt{-g}$, where $N$ is the lapse function, $\gamma \equiv \det \gamma_{ij}$ and $g \equiv \det g_{\alpha \beta}$, we obtain

$$I = -\int_\mathcal{M} u^{(a} \rho b) \kappa^b n_a \delta_4 dV - \int_\mathcal{M} \nabla_c (u^{(a} S^{b) c} \delta_4) \kappa^b \delta_4 dV ,$$

(5.6)

where $dV = \sqrt{-g} dt d^3x$ is the invariant 4-volume element over $\mathcal{M} = \bigcup_{t \in \mathbb{R}} \Sigma_t$. The first integral in (5.6) can readily be evaluated by using the defining property (3.2) of the invariant Dirac distribution $\delta_4$. Using the Leibniz rule and applying Stokes’ theorem to the second integral yields

$$\int_\mathcal{M} \nabla_c (u^{(a} S^{b) c} \delta_4) \kappa^b n_a dV = \int_{\partial \mathcal{M}} u^{(a} S^{b) c} \kappa^b n_a \delta_4 d\Sigma_c - \int_\mathcal{M} u^{(a} S^{b) c} \nabla_c (\kappa^b n_a) \delta_4 dV .$$

(5.7)

The boundary term vanishes because its support is restricted to the single point $\mathcal{P} = \gamma \cap \Sigma$, which does not intersect the boundary $\partial \mathcal{M}$ of the manifold $\mathcal{M}$. The remaining integral over
$M$ in (5.7) can be evaluated once again by means of the property (3.2). Finally, we obtain the expression

$$I = -u^{(a}p^{b)}k_{b}n_{a} + u^{(a}S^{bc)}\nabla_{c}(k_{b}n_{a}) .$$

(5.8)

For the integral $K$ defined in Eq. (2.24b) we follow the exact same steps, i.e., we perform a 3+1 decomposition, integrate by parts, apply Stokes’ theorem, and lastly we use Eq. (3.2). We obtain the integrated formula

$$K = p^{a}k^{b}\delta_{ab} + u^{b}S^{cd}\nabla_{d}(k^{a}n_{a})\delta_{bc) .$$

(5.9)

It should be understood that Eqs. (5.8)–(5.9) are to be evaluated at the point $\mathcal{P}$. Therefore, in the first term in the right-hand side of Eq. (5.8), one may freely use (5.1), which implies in particular $n^{a}|_{\mathcal{P}} = u^{a}$. However, those relations cannot be used in the second terms in the right-hand sides of Eqs. (5.8) and (5.9), because the formula (5.1) is only valid at $\mathcal{P}$, and not in an open neighborhood of $\mathcal{P}$; recall the remark below Eq. (5.4). Finally, we note that the expressions (5.8) and (5.9) hold irrespective of a particular choice of SSC.

C. Algebraic reduction of $I$ and $K$

We shall now simplify algebraically the expressions (5.8)–(5.9) for the integrals $I$ and $K$. We start with the result (5.8). First, as $u^{a}n_{a} = -1$ and $k_{b}n_{a} = k_{a}n_{b}$ at $\mathcal{P}$ by virtue of (5.1), the first term is simply $p^{a}k_{a}$. For the second term, we expand the symmetry in $u^{(a}S^{bc)}$ and the gradient $\nabla_{c}(k_{b}n_{a})$ by the Leibniz rule. This gives

$$I = p^{a}k_{a} - \frac{1}{2}(u^{a}S^{bc} + u^{b}S^{ac})(n_{a}\nabla_{c}k_{b} + k_{b}\nabla_{c}n_{a}) .$$

(5.10)

By substituting the formula (5.4) into Eq. (5.10), while using Killing’s equation $\nabla_{(a}k_{b)} = 0$, the helical constraint $k_{a}|_{\gamma} = zu^{a}$, which implies $u^{a}k_{a} = -z$ and $\dot{k}_{a} = zu^{a}$, as well as $n^{a}|_{\mathcal{P}} = u^{a}$ and the orthogonality $u^{a}\dot{u}_{a} = 0$, we readily obtain the simple expression

$$I = p^{a}k_{a} - D^{a}\dot{k}_{a} + \frac{1}{2}S^{ab}\nabla_{a}k_{b} ,$$

(5.11)

where we recall that $D^{a} = -S^{ab}u_{b}$ is the mass dipole moment with respect to $\gamma$. Interestingly, up to the conserved dipolar term $D^{a}\dot{k}_{a}$, the conserved integral (2.24a) is found to coincide with the Killing energy of the spinning particle, a constant of motion in the dynamics of dipolar particles (see Paper I). Lastly, we can simplify the first term on the right-hand side of (5.11) by using the equality $k_{a}|_{\mathcal{P}} = zu_{a}$ and the definition (3.4) of the rest mass $m$, and use Leibniz’ rule combined with the constraint $D^{a}u_{a} = 0$, yielding

$$I = -mz + \dot{D}^{a}k_{a} + \frac{1}{2}S^{ab}\nabla_{a}k_{b} .$$

(5.13)

7 Using the Lie dragging along $k^{a}|_{\gamma}$ of $\dot{k}_{a} = zu_{a}$ and $D^{a} = -S^{ab}u_{b}$ (see Paper I), as well as Killing’s equation, the dipolar term $D^{a}\dot{k}_{a}$ is easily shown to be a constant of the motion:

$$D^{a}\dot{k}_{a} = D^{a}(\dot{u}^{c}\nabla_{c}k_{a}) = -(D^{a}\nabla_{a}k_{c})\dot{u}^{c} = -\dot{D}^{a}\dot{k}_{a} .$$

(5.12)
Next we turn to the simplification of the formula (5.9) for \( K \). We start by expanding the covariant derivative in the second term by Leibniz’ rule. This gives four contributions that we shall consider separately:

\[
K = p^b k^c \delta g_{bc} - (\nabla_d k^a) n_a S^{db} u^c \delta g_{bc} - k^a (\nabla_d n_a) S^{db} u^c \delta g_{bc} - k^a n_a (\nabla_d \delta g_{bc}) S^{db} u^c. \tag{5.14}
\]

For the second term, we use Killing’s equation \( \nabla_{(a} k_{b)} = 0 \), as well as \( n^a \nabla_a = u^a \), so that we can write \( (\nabla_d k^a) n_a \nabla_a = -z \dot{u}_d \). The third term vanishes, since by Eqs. (1.1) and (5.4) it is proportional to \( u^a \dot{u}_a = 0 \). In the last term, we use \( k^a n_a \nabla_a = -z \). Renaming some indices and using \( k^c \nabla_a = zu^c \) in the remaining terms yields

\[
K = (p^a - S^{ab} \dot{u}_b) \delta k_a + S^{ab} k^c \nabla_a \delta g_{bc}, \tag{5.15}
\]

where we have also used \( k^c \delta g_{bc} = \delta k_b \), this last equality coming from Eq. (2.13) with \( \xi^a = k^a \). Now let us focus on the first term in the right-hand side of (5.15). First we substitute the formula (3.5) and simplify the result by using the antisymmetry of \( S^{ab} \) and the Leibniz rule, so that

\[
(p^a - S^{ab} \dot{u}_b) \delta k_a = mu^a \delta k_a + \dot{D}^a \delta k_a. \tag{5.16}
\]

Second, we use in the right-hand side of (5.16) the identity \( u^a \delta k_a = -2\delta z \), which is derived by applying Eqs. (2.13) and (1.1) to the equality \( u^a \delta k_a = -z \). Substituting all this into (5.15) gives the following final formula for the integral (2.24b):

\[
K = -2m\delta z + \dot{D}^a \delta k_a + S^{ab} k^c \nabla_a \delta g_{bc}. \tag{5.17}
\]

The formulae (5.13) and (5.17) for \( I \) and \( K \) are consistent with the results established in Sec. II, for their integral forms (2.24). Indeed, the right-hand sides of (5.13) and (5.17) are independent of the normal vector \( n^a \), and thus of the choice of hypersurface of integration. Moreover, these expressions only involve Lie-dragged quantities: the tensors \( k^a, \delta k_a \) and \( \delta g_{ab} \) were shown to be Lie-dragged in Sec. II, while the velocity \( u^a \) and the multipoles \( (p^a, \dot{D}^a, S^{ab}) \) were shown to be Lie-dragged in Paper I, and \( z \) and \( m \) are constants of motion. Combining all those results with the commutation of the Lie and covariant derivatives, as derived in Paper I, gives, as expected,

\[
\dot{I} = z^{-1} \mathcal{L}_k I = 0 \quad \text{and} \quad \dot{K} = z^{-1} \mathcal{L}_k K = 0. \tag{5.18}
\]

D. Linear combination of \( I \) and \( K \)

We are finally ready to combine the previous results for \( I \) and \( K \) in order to compute the quantity \( \delta W \equiv -\delta I + K/2 \) which appears in the right-hand side of the variational identity (4.7). Combining the variation of Eq. (5.13) with (5.17) readily gives

\[
\delta W = \delta (mz) - \frac{1}{2} \delta (S^a \nabla a k^b) - m\delta z + \frac{1}{2} \dot{D}^a \delta k_a + \frac{1}{2} S^{ab} k^c \nabla a \delta g_{bc}. \tag{5.19}
\]

Combining the first and fourth terms yields the monopolar contribution \( z\delta m \). By expanding the third term and factorizing by the spin tensor \( S^{ab} \) we obtain, after renaming some indices,

\[
\delta W = z\delta m - k_a \delta \dot{D}^a - \frac{1}{2} \dot{D}^a \delta k_a - \frac{1}{2} \nabla a k^b \delta S^a b - \frac{1}{2} S^{ab} [g_{bc} \delta (\nabla a k^c) - k^c \nabla a \delta g_{bc}] \tag{5.20}
\]

24
The last step is to show that the last term in the right-hand side vanishes identically. For this we compute the commutator of $\delta$ and $\nabla_a$ applied to both $g_{bc}$ and $k^c$. Then, using (2.13) and the condition $\nabla_a g_{bc} = 0$ of metric compatibility, one gets $g_{bc} \delta(\nabla_a k^c) - k^c \nabla_a \delta g_{bc} = k_c \delta \Gamma^c_{ab}$, which is explicitly symmetric. Contracted with the antisymmetric spin $S^{ab}$, this contribution thus vanishes identically. At last, we find

$$\delta W = z \delta m - k_a \delta \dot{D}^a - \frac{1}{2} \dot{D}^a \delta k_a - \frac{1}{2} \nabla_a k^b \delta S^{ab}.$$  \hfill (5.21)

To obtain the first law of binary mechanics in its final form, we note that the result (5.21) is valid for a single dipolar particle in the binary system. Given the definitions (2.24) of $I$ and $K$, as well as the linearity of the first law (4.7) with respect to the energy-momentum tensor, we have $\delta M - \Omega \delta J = \delta W_1 + \delta W_2$, where $\delta W_i$ is given by Eq. (5.21) and corresponds to the contribution of particle $i \in \{1, 2\}$ to the binary system. Our final result thus reads

$$\delta M - \Omega \delta J = \sum_i \left( z_i \delta m_i - \frac{1}{2} \nabla_a k^b \delta S^{ab}_i - k_a \delta \dot{D}^a_i - \frac{1}{2} \dot{D}^a_i \delta k_a \right),$$  \hfill (5.22)

where $z_i$, $m_i$, $S^{ab}_i$ and $D^a_i$ are the redshift, the rest mass, the spin tensor and the mass dipole of the $i$-th particle, respectively. Recall that, for each particle, $m_i, z_i = |k|_i$ and $\nabla_a k^b$ are all conserved along $\gamma_i$, as shown in Paper I.

The variational formula (5.22) is one of the most important results of this paper. Let us comment on this particular form of the first law of binary mechanics. First, in the simplest case of a binary system of nonspinning particles, for which $S^{ab} = 0$, which implies $D^a = 0$, Eq. (5.22) reduces to the standard result already established in Ref. [2], albeit by following a different route. Second, Eq. (5.22) is exact to dipolar order, in the sense that no truncation in the spin tensor has been performed. Third, by imposing the SSC (3.7), the last two terms in the right-hand side of (5.22) vanish identically, and the first law takes the striking form

$$\delta M - \Omega \delta J^{SSC} = \sum_i |k| \delta m_i - \frac{1}{2} \sum_i (\nabla_a k^b) \delta S^{ab}_i,$$  \hfill (5.23)

where we used the fact that the redshift $z_i$ coincides with the norm of the Killing field along the wordline $\gamma_i$, and we recall that $m_i = -p^a u^i_a$. Equation (5.23) naturally suggests that, at higher multipolar order, the right-hand side of the first law may take the form of a multipolar expansion, with multipole index $\ell$, that reads schematically (getting rid of spacetime indices)

$$\delta M - \Omega \delta J \sim \sum_i \sum_{\ell > 0} \langle \nabla \cdots \nabla k \rangle \delta Q^{(\ell)}_i.$$  \hfill (5.24)

VI. SPIN PRECESSION

In this section, we will focus on a single dipolar particle of the binary system and introduce an orthonormal tetrad along its wordline $\gamma$. Combined with the SSC (3.7), this will allow us to define an Euclidean 3-vector associated with the covariant spin $S^a$ of the particle. We then discuss the evolution along $\gamma$ of this 3-vector, with respect to a preferred frame that is Lie-dragged along $\gamma$. This will allow us, in the next section, to formulate the first law (5.23) in terms of scalar quantities.
A. Orthonormal tetrad

We introduce an orthonormal tetrad \((e^a_0, e^a_I)\), where \(e^a_0 = u^a\) is taken to coincide with the 4-velocity along \(\gamma\), while the uppercase Roman subscript \(I \in \{1, 2, 3\}\) labels the spacelike vectors of the triad \((e^a_1, e^a_2, e^a_3)\). By construction, those four vectors satisfy the orthonormality conditions

\[
g_{ab} e^a_I e^b_J = \delta_{IJ} \quad \text{and} \quad g_{ab} u^a e^b_I = 0,
\]

and \(u^a u_a = -1\), where \(\delta_{IJ}\) is the Kronecker symbol. We are interested in the evolution of this tetrad along the worldline \(\gamma\). It is natural to first expand the vectors \(\dot{u}^a\) and \(\dot{e}^a_I\) along the tetrad. Using the fact that \(\dot{u}^a u_a = 0\) and \(\dot{u}^a e^a_I = -u^a \dot{e}^a_I\), these expansions take the form

\[
\dot{u}^a = a^I e^a_I \quad \text{and} \quad \dot{e}^a_I = a_I u^a + \omega_{IJ} e^a_J,
\]

with the tetrad components \(a^I \equiv \dot{u}^a e^a_I = -u^a \dot{e}^a_I\) and \(\omega_{IJ} \equiv g_{ab} \dot{e}^a_I e^b_J\). Those are closely related to the so-called Ricci rotation coefficients of the tetrad formalism in general relativity [42]. Notice that the orthogonality relations (6.1) and the metric compatibility \(\nabla_c g_{ab} = 0\) imply the antisymmetry of \(\omega_{IJ}\):

\[
\omega_{IJ} = g_{ab} \dot{e}^a_I e^b_J = -\omega_{JI}.
\]

Consequently, \(\omega_{IJ}\) may be viewed as a \(3 \times 3\) antisymmetric matrix with 3 degrees of freedom. It is then natural to introduce a dual 3-vector \(\omega \equiv (\omega^I)\) whose components \(\omega^I\) are given by

\[
\omega^I \equiv -\frac{1}{2} \epsilon^{IJK} \omega_{JK} \iff \omega_{IJ} = -\epsilon_{IJK} \omega^K,
\]

where \(\epsilon_{IJK}\) is the totally antisymmetric Levi-Civita symbol, such that \(\epsilon_{123} = +1\). Thus far, \(\omega_I\) and \(a_I\) merely encode the evolution of the tetrad vectors along \(\gamma\). As we shall see in the next subsections, for a geometrically motivated class of tetrads, they can be given a fairly simple physical interpretation.

B. Spin precession

In Sec. III B we showed how the SSC (3.7) implies the existence of a spacelike spin vector \(S^a\), defined in Eq. (3.11). Let us now expand this vector over the tetrad. By Eq. (3.12a) we have \(S^au_a = 0\), so the expansion only involves spatial components \(S^I\), such that

\[
S^a = S^I e^a_I \quad \text{with} \quad S_I \equiv S^a e^a_I.
\]

An Euclidean spin vector \(S\) can be defined from the three components \(S^I\). Those are related to the tetrad components \(S_{IJ} \equiv S^a e^a_I e^a_J\) of the spin tensor \(S^{ab}\) by an equation analogous to Eq. (6.4), namely

\[
S^I = -\frac{1}{2} \epsilon^{IJK} S_{JK} \iff S_{IJ} = -\epsilon_{IJK} S^K,
\]

where we used the definition (3.11) and the formula \(\epsilon_{abcd} u^b e^c e^d = \epsilon_{IJK} e^a_K\), which follows from the expansion \(\epsilon_{abcd} = -4! u^a e^b e^c e^d\) of the volume form on the orthonormal basis \((u^a, e^a_I)\).

---

8 Since the labels \((I, J, K, \ldots)\) are but internal Euclidean indices, we may raise and lower them indistinctly.
Equation (6.6) allows us to compute the Euclidean norm of the spin vector \( \mathbf{S} \), which is found to be conserved, in the sense that [recall Eqs. (3.4c) and (3.8)]
\[
\delta_{IJ} S^I S^J = \frac{1}{2} S_{ab} S^{ab} = S^2. \tag{6.7}
\]

Next, we look for an equation of evolution along \( \gamma \) for the Euclidean spin vector \( \mathbf{S} = (S^I) \). To do so, we simply compute the proper time derivative of the equality \( S_I = S_a e^a_I \) while using Eqs. (3.14) and (6.2). With the help of Eq. (6.1), the resulting formula can be turned into an evolution equation for \( \mathbf{S} \) that reads
\[
\dot{S}_I = \omega_{IJ} S^J \iff \dot{\mathbf{S}} = \mathbf{\omega} \times \mathbf{S}, \tag{6.8}
\]
where we used (6.4) to introduce a cross product. With this Newtonian-looking (but exact) equation of precession for the spin vector \( \mathbf{S} \), the vector \( \mathbf{\omega} \) can be interpreted as the precession frequency vector for \( \mathbf{S} \). This spin vector precesses in the \( (e^a_I) \) frame with an angular frequency \( \omega \) given by
\[
\omega^2 \equiv \delta_{IJ} \omega^I \omega^J = \frac{1}{2} \omega_{IJ} \omega^{IJ} = \frac{1}{2} (\dot{e}^a_I e^a_I + \dot{u}^a u^a), \tag{6.9}
\]
where the last two equalities follow from the relations (6.4) and (6.3), respectively, together with the identity \( \delta^{IJ} e_I^a e_J^b = g^{ab} + u^a u^b \). Despite the natural interpretation of (6.8) as a spin precession equation for the 3-vector \( \mathbf{S} \), the precession frequency 3-vector \( \mathbf{\omega} \) depends on the choice of triad [as Eq. (6.9) illustrates most clearly], and as such has no invariant meaning.

C. A geometrically-motivated class of tetrads

In order to give an invariant meaning to the spin precession frequency, thereafter we shall restrict ourselves to the geometrically-motivated class of tetrads \( (u^a, e^a_I) \) that are Lie-dragged along the helical Killing field \( k^a \), or equivalently along \( u^a \). Because we already have \( \mathcal{L}_k u^a = 0 \) (see Paper I), we additionally require that
\[
\mathcal{L}_k e^a_I = 0. \tag{6.10}
\]
Since \( k^a \parallel z u^a \), the formula (6.10) implies that \( e^a_I \) evolves along \( \gamma \) according to \( z \dot{e}^a_I = e^a_I \nabla_k k^a \). Using the expansions (6.2) and projecting on the tetrad readily implies
\[
\begin{align*}
\quad z \omega_{IJ} & = e^a_I e^b_J \nabla_a k_b, \tag{6.11a} \\
\quad z a_I & = u^a e^b_I \nabla_a k_b, \tag{6.11b}
\end{align*}
\]
which shows that \( \omega_{IJ} \) is manifestly antisymmetric via Killing’s equation. This gives a new interpretation of \( \omega_{IJ} \) and \( a_I \) which are, up to a factor of \( z \), the space-space and space-time components of the Killing 2-form \( \nabla_a k_b \) in the Lie-dragged tetrad, respectively.\(^9\) In other words,
\[
\nabla^a k^b \equiv z \omega^{IJ} e^a_I e^b_J + 2za^I e^a_I u^b. \tag{6.12}
\]
\(^9\) The time-time component \( u^a u^b \nabla_a k_b \) vanishes identically by virtue of Killing’s equation \( \nabla_{(a} k_{b)} = 0 \).
This formula will allow us to compute, in Sec. VI E, the norm of $\nabla_a k_b$ along $\gamma$. Notice also that, since $\mathcal{L}_k \nabla_a k_b = \nabla_a \mathcal{L}_k k_b = 0$ (see Paper I) and $\mathcal{L}_k z = \dot{z} z = 0$, both right-hand sides of Eqs. (6.11) are Lie-dragged, such that
\begin{align*}
\dot{z} \omega_{IJ} &= \mathcal{L}_k \omega_{IJ} = 0, \quad (6.13a) \\
\dot{z} a_I &= \mathcal{L}_k a_I = 0. \quad (6.13b)
\end{align*}
Combining this result with the definition (6.4) gives the important result that the precession frequency vector is constant along the worldline, in this Lie-dragged frame:
\begin{equation}
\dot{\omega} = 0. \quad (6.14)
\end{equation}
On the other hand, we showed in Paper I that $\mathcal{L}_k S^a = 0$. From the definition (6.5) and the property (6.10), it readily follows that
\begin{align*}
\dot{z} S_I &= \mathcal{L}_k S_I = 0. \quad (6.15)
\end{align*}
Therefore each component $S_I$ is conserved along the worldline, and so is the vector $S$. By the equation of spin precession (6.8), the spin $S$ must thus satisfy $\omega \times S = 0$; as a consequence it must be aligned or anti-aligned with the precession frequency vector $\omega$. Introducing the notation $n = (n^I)$ for their common constant direction, such that $n \cdot n = 1$, we thus have
\begin{align*}
\omega &= \omega n, \quad (6.16a) \\
S &= S n, \quad (6.16b)
\end{align*}
where $\omega$, $S$ and $n_I$ are all constant. We emphasize that although the results (6.13)–(6.16) express conservation laws, they have little dynamical contents by themselves, in the sense that they rely crucially on the particular choice of a Lie-dragged triad obeying Eq. (6.10).

Lastly, we mention that taking the unit spin vector $s^a \equiv S^a / S$ as the third leg of a Lie-dragged tetrad $(u^a, e^a_1, e^a_2, s^a)$ allows one to express the formula (6.12) for the 2-form $\nabla_a k_b$ entirely in terms of the particle’s properties. Indeed, combining Eqs. (6.4) and (6.16) turns Eq. (6.12) into
\begin{equation}
\nabla_a k^b \overset{\gamma}{=} -2 z \left( \omega e^a_1 e^b_2 + u^a \hat{n}^b \right) = -2 z \left( \omega s^{ab} + u^a \hat{n}^b \right), \quad (6.17)
\end{equation}
where $s^{ab} \equiv S^{ab} / S$. Indeed, it is easily checked that in such tetrad one has $S^{ab} = S e^a_1 e^b_2$. This is a particular case of the general form (6.12), in which the only nonvanishing components of the $3 \times 3$ antisymmetric matrix (6.3) are $\omega^{12} = -\omega^{21} = \omega$. Substituting for the formula (6.17) with (4.19) into the equation describing the Lie-dragging along $k^a \mid \gamma = z u^a$ of $e^a_1$, which reads $\dot{e}^a_1 = -e^a_2 \nabla^a k^b$, yields
\begin{equation}
\dot{e}^a_1 + i \dot{e}^a_2 = i \omega (e^a_1 + i e^a_2) + a \frac{B_{13} + i B_{23}}{1 + a \omega} u^a \quad \text{and} \quad \dot{e}^a_3 = a B_{33} u^a. \quad (6.18)
\end{equation}
Those equations generalize Eqs. (2.4) of Ref. [55] to nongeodesic motion driven by the spin-coupling to curvature. Comparing with Eqs. (6.2) yields the values of the tetrad components $a_I$ and $\omega_{IJ}$. Equation (6.18) implies in particular that $\dot{e}^a_3 = 0$ if and only if $a B_{33} = 0$, in which case the spin vector $S^a = S e^a_3$ is not only Lie-dragged and Fermi-Walker transported, but also parallel-transported along $\gamma$. This holds for a spinless particle or a test spin ($a = 0$) but also if the spacetime has a discrete reflection symmetry across an equatorial plane ($B_{33} = 0$).
D. A particular Lie-dragged tetrad

The legs \( e^{a}_{1} \) and \( e^{a}_{2} \) of the Lie-dragged, orthonormal tetrad \((u^{a}, e^{a}_{1}, e^{a}_{2}, s^{a})\) introduced above were left unspecified. Let us now give an explicit example of an orthonormal tetrad \((u^{a}, e^{a}_{1}, e^{a}_{2}, s^{a})\) in which the legs \( e^{a}_{1} \) and \( e^{a}_{2} \) are constructed out of the particle’s multipoles \( S^{ab}, p^{a} \) and \( u^{a} \), in addition to \( e^{a}_{3} = s^{a} \). Consider the following two spacelike vectors:

\[
E^{a}_{1} \equiv S^{ab} p^{b} \quad \text{and} \quad E^{a}_{2} \equiv S^{ab} \dot{u}^{b}.
\]

By construction they are orthogonal to \( u^{a} \) by the SSC (3.7) and to \( e^{a}_{3} = s^{a} \) as a consequence of Eq. (3.11). In addition, \( E^{a}_{1} \) is a linear combination of \( \dot{u}^{a} \) and \( S^{a} \), as shown by Eqs. (3.9) and (3.16), while \( E^{a}_{2} \) coincides with the spacelike “hidden momentum” (3.19), as easily seen from Eqs. (3.11) and (3.15):

\[
E^{a}_{1} = -S^{2} \dot{u}^{a} + \kappa S^{a} \quad \text{and} \quad E^{a}_{2} = -\varepsilon^{a}_{bcd} \dot{u}^{b} \dot{u}^{c} S^{d}.
\]

Recall that \( \kappa = \frac{1}{m} B_{ab} S^{a} S^{b} \) vanishes if the metric has a (discrete) reflection symmetry across an equatorial plane, as discussed in Sec. V ID, in which case \( E^{a}_{1} = -S^{2} \dot{u}^{a} \). Equation (6.20) implies the orthogonality of \( E^{a}_{1} \) and \( E^{a}_{2} \). Hence the basis \((u^{a}, E^{a}_{1}, E^{a}_{2}, s^{a})\) is orthogonal. To obtain an orthonormal tetrad, it suffices to normalize the vectors (6.19). This is easily done with the help of Eqs. (3.25) and (3.9), which imply

\[
|E_{1}|^{2} = S^{2}(m^{2} - \mu^{2}) \quad \text{and} \quad |E_{2}|^{2} = m^{2} - \mu^{2}.
\]

Defining \( e^{a}_{1} \equiv E^{a}_{1}/|E_{1}| \) and \( e^{a}_{2} \equiv E^{a}_{2}/|E_{2}| \), the tetrad \((u^{a}, e^{a}_{1}, e^{a}_{2}, s^{a})\) is orthonormal. Moreover, having established in Paper I the Lie-dragging along \( k^{a}|_{\gamma} = z u^{a} \) of \( \dot{u}^{a}, p^{a}, S^{a} \) and \( S^{ab} \), it is clear that this tetrad obeys the property (6.10), and is therefore Lie-dragged. This is depicted in Fig. 3.

Finally, by inverting the first equation in (6.20), we get the expression of the 4-acceleration within the particular tetrad built from (6.19), namely

\[
S \dot{u}^{a} = -\sqrt{m^{2} - \mu^{2}} e^{a}_{1} + \kappa e^{a}_{3}.
\]
where we used Eq. (6.21). Comparing this result to the more general expansion (4.19) allows us to compute some components of $B_{ab}$ with respect to the present tetrad. In particular, we find

\[ B_{13} = -\frac{1 + a\omega}{a^2} \sqrt{1 - \frac{\mu^2}{m^2}} \quad \text{and} \quad B_{23} = 0. \quad (6.23) \]

E. Precession frequency and vorticity

In this subsection, we shall express the Euclidean norm $\omega$ of the spin precession frequency vector $\omega$ in terms of geometrically-defined quantities related to the helical Killing field (4.1). In particular, the scalar $\omega$ will be shown to be closely related to the vorticity $V^a$ associated to $k^a$. Let us consider the norm $|\nabla k|$ of the 2-form $\nabla_a k_b$ along the worldline $\gamma$. By making use of the orthogonality properties (6.1), the formula (6.12) readily implies

\[ |\nabla k|^2 \equiv \frac{1}{2} \nabla_a k_b \nabla^a k^b \frac{\gamma}{z^2(\omega^2 - \dot{u}^2)}, \quad (6.24) \]

where we introduced $\dot{u}^2 \equiv a \cdot a = \dot{u}^a \dot{u}_a$ by virtue of (6.2), and we recall that $\omega^2 \equiv \omega \cdot \omega = \frac{1}{2} \omega_I \omega^I$. All the scalar fields appearing in this formula are constant along $\gamma$, as was shown in Paper I and Eq. (6.14). The second term in the right-hand side of Eq. (6.24) can alternatively be written as

\[ z^2 \dot{u}^2 \nabla_a |k| \nabla^a |k|, \quad (6.25) \]

where we made use of Eq. (5.6) of Paper I. Combining Eqs. (6.24) and (6.25) yields an exact, coordinate-invariant and frame-independent expression for the (redshifted) norm $z\omega$ of the precession frequency $\omega$, namely

\[ z^2 \omega^2 \nabla_a k_b \nabla^a k^b + \nabla_a |k| \nabla^a |k|. \quad (6.26) \]

This simple formula generalizes — for a spinning particle that follows a nongeodesic motion driven by the Mathisson-Papapetrou spin force (3.3a) — the result of Refs. [55, 57, 58], which was established in the particular case of a small but massive test spin that follows a geodesic motion in a (properly regularized) helically-symmetric perturbed black hole spacetime.

To linear order in the spin, the motion is not geodesic because $\dot{u}^a = O(S)$, as established in Eq. (3.23). Therefore, the second term in the right-hand side of Eq. (6.26) is of quadratic order in the spin, such that

\[ z\omega \nabla_a |k| + O(S^2). \quad (6.27) \]

Comparing this formula with Eq. (3) of Ref. [57] or Eqs. (2.11)-(2.12) of Ref. [58], we notice an extra factor of the redshift $z$. This can easily be understood because the helical Killing field considered in Ref. [57] is normalized such that $k^a|\gamma = u^a$ (equivalent to $z = 1$), while the spin precession frequency considered in Ref. [58] is defined with respect to the coordinate time $t$, and not with respect to the proper time $\tau$ (while $z = d\tau/ dt$ in adapted coordinates).

We now establish a simple relation between the Lorentzian vorticity $V^a$ and the Euclidean spin precession frequency $\omega$, through the basis vectors of the Lie-dragged tetrad introduced in Sec. VI.C. By substituting (6.12) into the definition (4.8) of the vorticity and by using the identity $\varepsilon_{abcd}u^b e^c_I e^d_J = \varepsilon_{IJK} e^K_a$ and the definition (6.4) of the precession 3-vector, we obtain

\[ V^a = z\omega^J e^a_J. \quad (6.28) \]
Equation (6.28) establishes that the components of the vorticity $V^a$ with respect to the Lie-dragged frame ($e_i^a$) coincide—up to a redshift factor—with the Euclidean components $\omega^I$ of the spin precession frequency vector $\omega$. Moreover, by comparing Eq. (6.5) and (6.28), we conclude that the Euclidean colinearity (6.16) of $\omega$ and $S$ implies the Lorentzian colinearity of $V^a$ and $S^a$, in agreement with the conclusion (4.13) reached in Sec. IV C. By using the orthonormality of the triad $(e_i^a)$, we find that (6.28) implies the following simple relationship between the Lorentzian norm $V$ of the vorticity $V^a$ and the Euclidean norm $\omega$ of the spin precession frequency $\omega$:

$$V = z\omega.$$  

(6.29)

Alternatively, this conclusion could be reached by computing the norm of the vorticity (4.8) and comparing it with Eq. (6.26). The conservation of $z$ and $\omega$ along $\gamma$ [recall Eq. (6.14)] is of course compatible with that of $V$, as established in Sec. IV C.

Finally, we come back to the comment we made at the end of Sec. V A, where we asserted that the spacelike hypersurface $\Sigma$ could not be taken to be globally orthogonal to the helical Killing field $k^a$. Indeed, according to Frobenius’ theorem (see, e.g., Ref. [42]), a vector field $\xi^a$ is hypersurface-orthogonal if, and only if, $\xi^a \eta_{bc} = 0$. For the helical Killing vector field (4.1), this is easily shown to imply the vanishing of the twist (4.2), and consequently of the vorticity (4.8). Because the spin precession vector $\omega$ does not vanish, Eqs. (6.28) and (6.29) imply $V^a \neq 0$, and we conclude that $k^a$ cannot be hypersurface-orthogonal.

VII. HAMILTONIAN FIRST LAW OF MECHANICS

In this section, we shall compare our variational formula (5.23) to the canonical Hamiltonian first law of mechanics established in Ref. [3], for a binary system of spinning particles moving along circular orbits, for spins aligned or anti-aligned with the orbital angular momentum. In Sec. VII A we first rewrite (5.23) in term of the scalars $\omega$ and $S$, to linear order in the spins, by using a Lie-dragged tetrad as introduced in the previous section. Then, in Sec. VII B we derive a first integral relation associated with this scalar version of the first law. In Sec. VII C the scalars $\omega$ and $S$ are related to the Euclidean norms of the canonical spin variable used in Ref. [3], and the associated spin precession frequency, which allows us to prove the equivalence of the differential geometric first law (5.23) to the Hamiltonian first law of Ref. [3]. Finally, in Sec. VII D we prove that the Lie dragging (1.2) of the spin tensor along the helical Killing field (4.1) implies that the canonical spin variable of each spinning particle must be aligned with the orbital angular momentum.

A. Alternative form of the first law

In this first subsection, we write the dipolar contribution $\nabla_a k_b \delta S^a_b$ in Eq. (5.22) in terms of the conserved scalars $\omega$ (or $|\nabla k|$) and $\delta S$ that were defined in Eqs. (6.9) [or Eq. (6.24)] and (6.7), respectively. We will do so at linear order in the spins, since this is all we need in order to compare to the Hamiltonian first law of Ref. [3].

By using the formulas (3.11) and (4.9) for $S^a_b$ and $\nabla_a k^b$, as well as the Leibniz rule and the antisymmetry of $\varepsilon^{abcd}$, we readily obtain

$$\begin{align*}
\nabla_a k^b \delta S^a_b &= \varepsilon^{abcd} \varepsilon_{abef} u^e V^f \delta(u_c S_d) + \varepsilon^b_a \varepsilon^{ef} u^e V^f u_c S_d \delta \varepsilon^{a}^{cd} \\
&+ 2\varepsilon^{abcd} k_a \dot{u}_b \delta(u_c S_d) + (k_a \dot{u}^b - \dot{u}_a k^b) u_c S_d \delta \varepsilon^a b \delta^{a, c}.
\end{align*}$$

(7.1)
Let us consider those four terms successively. Using the Leibniz rule and the orthogonality of \( u^a \) to both \( V^a \) and \( S^a \), the first term reduces to \( 2V^a \delta S_a \). With the help of the identity \( \delta \varepsilon^{abcd} = -\frac{1}{2}\varepsilon^{abcd}g^{ef}\delta g_{ef} \), the second term simplifies to \( -V^a S^b \delta g_{ab} + V^c S^c u^a \delta g_{ab} \). Similarly, the third and fourth terms yield \( 2S^{ab} \dot{k}_a \delta u_b \) and \( -S^{ab} \dot{u}_a k^c \delta g_{bc} \), respectively. Using \( 2u^a \delta u_a = u^a u^b \delta g_{ab} \), as a consequence of \( u^a u^a = -1 \), as well as \( \delta k^c = 0 \), we then obtain

\[
\nabla_a k^b \delta S^a_b = 2V^a \delta S_a - V^a S^b \delta g_{ab} + 2S^{ab} \dot{k}_a \delta u_b - S^{ab} \dot{u}_a \delta k_b. \tag{7.2}
\]

Next, we use the colinearity (4.13) of \( V^a \) and \( S^a \), as a consequence of the SSC (3.7), so that the first two terms combine to give \( 2V \delta S \). Using the relation (6.29) we finally obtain the simple result

\[
\nabla_a k^b \delta S^a_b = 2z \omega \delta S + \dot{u}^a S^{ab} \delta k_b. \tag{7.3}
\]

Therefore, the dipolar contribution in Eq. (5.23) involves a term \( z \omega \delta S \) that is linear in spin and a term proportional to \( \dot{u}^a S^{ab} \delta k_b \), which is quadratic in spin. Indeed, by virtue of (3.23) we have

\[
\dot{u}^a S^{ab} \delta k_b = \frac{1}{m} S^a B_{abc} S^c \delta k_c + O(S^3). \tag{7.4}
\]

We are at last ready to write down the first law of compact binary mechanics in terms of scalar quantities, to linear order in the spin amplitudes. To do so, we substitute Eqs. (7.3)–(7.4) into (5.23) for each particle, and obtain the simple variational formula

\[
\delta M - \Omega \delta J \equiv \sum_i z_i (\delta m_i - \omega_i \delta S_i) + O(S^2). \tag{7.5}
\]

This is another central result of this paper. Interestingly, for a helically symmetric spacetime that contains one/two black holes, the necessary conditions of vanishing expansion and shear (i.e. Killing horizon) imply that each black hole must be in a state of co-rotation [1, 3, 13, 25]. By contrast, for a binary system of dipolar particles, the helical isometry merely constrains each spin vector \( S_i \) to be aligned with the precession frequency vector \( \omega_i \) [recall Eqs. (6.16)], while the spin amplitude \( S_i \) of each particle in Eq. (7.5) is left entirely free.

Now, recalling that \( z_i = |k|_i \) and \( z_i \omega_i = |\nabla k|_i + O(S^2) \), from Paper I and Eq. (6.27) above, the variational formula (7.5) looks explicitly like an expansion in powers of (the norms of) the covariant derivatives of the helical Killing vector field \( k^a \), namely

\[
\delta M - \Omega \delta J \equiv \sum_i (|k|_i \delta m_i - |\nabla k|_i \delta S_i) + O(S^2). \tag{7.6}
\]

This naturally suggests that, at the next quadrupolar order, one might obtain an additional contribution of the form \( \sum_i |\nabla \nabla k|_i \delta Q_i \), where the double covariant derivative of the helical Killing field can be related to the curvature tensor through the Kostant formula (Paper I), and \( Q_i \) would be the spacetime norm of the quadrupole moment tensor of each particle.

### B. First integral relationship

As shown e.g. in Refs. [2, 3, 15, 25, 59, 60], each variational first law of binary mechanics implies the existence of an associated first integral relationship. By applying Euler’s theorem
to the homogeneous function of degree one $M(\sqrt{J}, \sqrt{S_1}, \sqrt{S_2}, m_1, m_2)$, the so-called first integral associated with the variational formula (7.5) simply reads

$$M - 2\Omega J \stackrel{\text{ssc}}{=} \sum_i z_i (m_i - 2\omega_i S_i) + O(S^2). \quad (7.7)$$

A closely related algebraic formula can be derived from the Komar-type notions of mass and angular momentum. Indeed, as established in App. C the relevant linear combination of the Komar mass $M_K$ and angular momentum $J_K$ is precisely given, at dipolar order, by

$$M_K - 2\Omega J_K \stackrel{\text{ssc}}{=} -\sum_i \left( p^a_i k_a + 2S^a_i V_a + D_i^a k_a \right). \quad (7.8)$$

Notice the couplings of the particle’s multipoles to the Killing field and its derivatives in the right-hand side. After imposing the SSC (3.7) and using $p^a_i k_a = -m_i z_i$ and $S^a_i V_a = S_i V = z_i \omega_i S_i$, as a consequence of Eqs. (1.1), (3.4a), (4.13) and (6.28), we readily obtain the simple algebraic formula

$$M_K - 2\Omega J_K \stackrel{\text{ssc}}{=} \sum_i z_i (m_i - 2\omega_i S_i). \quad (7.9)$$

Assuming that our helically symmetric spacetimes would obey appropriate falloff conditions [39, 56], it can be shown that $M_K = M$ and $J_K = J$, so that the Komar-type derivation of the first integral relation is consistent with the formula (7.7). In fact, the algebraic formula (7.9) suggests that the first integral (7.7) is exact at dipolar order, and not merely valid to linear order in the spin amplitudes $S_i$.

Moreover, as shown in App. C the formula (7.8) can alternatively be written in the form

$$M_K - 2\Omega J_K \stackrel{\text{ssc}}{=} -\sum_i \left( p^a_i k_a + S^a_i \nabla_a k_b \right) = -\sum_i \left[ E_i^{(p)} + 2E_i^{(S)} \right], \quad (7.10)$$

where we imposed once again the SSC (3.7) and defined $E_i^{(p)} \equiv p^a_i k_a$ and $E_i^{(S)} \equiv S^a_i \nabla_a k_b/2$. The right-hand side of Eq. (7.10) is closely related to the sum of the Killing energies $E_i = E_i^{(p)} + E_i^{(S)}$ of the spinning particles. We established in Paper I that, for each particle, the monopolar and dipolar contributions $E_i^{(p)}$ and $E_i^{(S)}$ to $E_i$ are separately conserved. This is consistent with the fact that $M_K$, $J_K$ and $\Omega$ are constants.

C. Comparison to the Hamiltonian first law

By using the canonical Arnowitt-Deser-Misner (ADM) Hamiltonian framework of general relativity applied to spinning point particles, the authors of Ref. [3] derived a first law of mechanics for binary systems of compacts objects with spins aligned (or anti-aligned) with the orbital angular momentum, to linear order in the spins. Our goal is to relate this earlier result to the scalar version (7.5) of the first law, which also holds to linear order in spins.

In Sec. VI we have established the geometrical precession, with respect to an orthonormal frame $(e^a_I)$ orthogonal to $\gamma$ and Lie-dragged along it, of a Euclidean spin vector $S$ orthogonal to $\gamma$. Using $z = d\tau/dt$, which holds in any coordinate system adapted to the helical isometry (see Paper I), Eqs. (6.8) and (6.27) can be rewritten, for each particle, in the equivalent form

$$\frac{dS_i}{dt} = z_i \omega_i \times S_i, \quad \text{where} \quad z_i \omega_i \equiv |\nabla k_i| + O(S_i^2). \quad (7.11)$$
As shown in Refs. [58, 61], one can relate this well established kinematical result to dynamical properties of spin-orbit coupling in a binary system of spinning compact objects. This can be done in the context of the canonical ADM Hamiltonian framework of general relativity, applied to a binary system of spinning point masses with canonical positions \( r_i(t) \), momenta \( \mathbf{p}_i(t) \) and spins \( \mathbf{S}_i \). In the center-of-mass frame, the dynamics depends on the relative position \( \mathbf{r} \equiv r_1 - r_2 \), the relative momentum \( \mathbf{p} \equiv \mathbf{p}_1 - \mathbf{p}_2 \) and the individual spins.

The evolution of the canonical variables is then governed, to linear order in the spins, by a canonical Hamiltonian

\[
H(\mathbf{r}, \mathbf{p}, \mathbf{S}_i) = H_{\text{orb}}(\mathbf{r}, \mathbf{p}) + \sum_i \Omega_i(\mathbf{r}, \mathbf{p}) \cdot \mathbf{S}_i, \tag{7.12}
\]

where the pseudo-vectors \( \Omega_i = \sigma_i \mathbf{L} \) are both proportional to the orbital angular momentum \( \mathbf{L} = \mathbf{r} \times \mathbf{p} \), while \( \sigma_i \) is closely related to the gyro-gravitomagnetic ratio of particle \( \# i \) [62]. The usual Poisson bracket structure of the Cartesian components \( S^j_i \) of the canonical spin \( \mathbf{S}_i \) ensures that the spin-orbit (linear-in-spin) part of the canonical Hamiltonian (7.12) implies Newtonian-looking, but exact precession equations of the form [61]

\[
\frac{d\mathbf{S}_i}{dt} = \Omega_i \times \mathbf{S}_i. \tag{7.13}
\]

Consequently, the Euclidean norm \( ||\mathbf{S}_i|| \) of each canonical spin variable is conserved. For that reason, the canonical variables \( \mathbf{S}_i \) are known as the “constant-in-magnitude” spins. Those variables are, however, by no means unique. In particular, it can be shown that the gauge freedom (local rotation group) to perform an infinitesimal rotation of \( \mathbf{S}_i \) can be seen as being induced by an infinitesimal canonical transformation in the full phase space [61].

Despite the striking similarity between Eqs. (7.11) and (7.13), the canonical spin variable \( \mathbf{S}_i \) needs not coincide with the Euclidean spin vector \( \mathbf{S}_i \) constructed from the components of the 4-vector \( S^a_i \) along an orthonormal triad \( (e^a_j) \), and the precession frequency \( z_i \omega_i \) needs not coincide with the coefficient \( \Omega_i \) appearing in the spin-orbit piece of the canonical Hamiltonian (7.12). In fact, several definitions of a globally SO(3)-compatible, canonical spin variable \( \mathbf{S} \) constructed from a spacelike, covariant 4-vector \( S^a \) are possible [58, 61]. For instance, given the spatial components \( S_i \) of the covector \( S_a = g_{ab} S^b \) with respect to an ADM coordinate system compatible with the Hamiltonian formulation, one may define a particular canonical spin variable according to

\[
\mathbf{S}_i = H^{ij} S_j, \tag{7.14}
\]

where \( H^{ij} \) is the unique, symmetric and positive definite square-root of the effective metric \( G^{ij} \equiv g^{ij} - 2g^{0(i} v^j) + g^{00} v^i v^j \), which is constructed from the components \( g^{\alpha\beta} \) of the inverse metric and the components \( v^a = u^\alpha / u^0 \) of the coordinate 3-velocity of the particle [61, 63]. The key point is that the Euclidean norm \( \mathbf{S} \equiv ||\mathbf{S}|| \) of the canonical spin variable (7.14) is numerically equal to the norm (6.7) of the spin vector \( \mathbf{S} \) (and is thus conserved):

\[
S^2 \equiv \delta_{ij} \mathbf{S}_i \mathbf{S}_j = S^2. \tag{7.15}
\]

Moreover, the global SO(3) symmetry of the Hamiltonian dynamics generated by (7.12) implies, in particular, that the conserved total angular momentum vector \( \mathbf{J} \) has the simple, additive form \( \mathbf{J} = \mathbf{L} + \sum_i \mathbf{S}_i \) [61]. For spins aligned or anti-aligned with the orbital angular momentum \( \mathbf{L} \), this reduces to the algebraic equality

\[
J = L + \sum_i \mathbf{S}_i. \tag{7.16}
\]
Finally, in the particular case of circular orbits of angular velocity \( \Omega \), the analysis of Ref. [58] (see also [57]) shows that, for each particle, the Euclidean norm \( \Omega_i \equiv \|\Omega_i\| \) of the precession frequency vector of the canonical spin variable \( \bar{S}_i \) is related to the Lorentzian norm (6.24) of the helical Killing 2-form \( \nabla_a k_b \) by the simple numerical link

\[
\Omega_i = \Omega - |\nabla k_i|.
\]  

(7.17)

The occurrence of the circular-orbit angular velocity \( \Omega \) can be understood from the fact that the precession frequency \( \Omega_i \) is defined with respect to the coordinate time of the global chart associated with the 3+1 split required to construct the canonical Hamiltonian (7.12), while the (redshifted) precession frequency \( z_i \omega_i = |\nabla k_i| \) is defined with respect to a local spatial frame that is Lie-dragged along the spinning particle’s worldline. Importantly, the relation (7.17) was established to linear order in the spin amplitudes \( S_i \).

Substituting the relationships (7.15)–(7.17) into the geometric, scalar first law (7.5), we readily find

\[
\delta M - \Omega \delta L = \sum_i (z_i m_i + \Omega_i \delta \bar{S}_i) + O(S^2).
\]  

(7.18)

Provided that the total mass \( M \) coincides with the on-shell value of the Hamiltonian (7.12), the variational formula (7.18) precisely agrees with the Hamiltonian first law of mechanics derived in Ref. [3] [see Eq. (4.6) there], for binary systems of spinning compact objects moving along circular orbits, with spins aligned or anti-aligned with the orbital angular momentum, to linear order in the spins. The first integral associated with the variational formula (7.18) reads [3]

\[
M - 2\Omega L = \sum_i (z_i m_i + 2\Omega_i \bar{S}_i) + O(S^2).
\]  

(7.19)

Combined with Eqs. (7.16) and (7.17), together with the formula (6.27), this agrees with the “geometrical” first integral relation (7.7).

**D. Discussion on spin precession**

For a binary system of spinning particles on a circular orbit, one expects that the canonical spins \( \bar{S}_i \) be aligned or anti-aligned with the orbital angular momentum \( \mathbf{L} = \mathbf{r} \times \mathbf{p} \), otherwise the canonical spins \( \bar{S}_i \) and the instantaneous orbital plane (orthogonal to \( \mathbf{L} \)) would precess, arguably breaking the helical isometry. In our non-Hamiltonian, isometric context, a natural question is whether the Lie-dragging of the spin covector \( S_a \) of each spinning particle, as established in Paper I, implies that the associated canonical spin variable \( \bar{S}_i \) must be aligned or anti-aligned with the orbital angular momentum \( \mathbf{L} \). For each particle, the spin precession equation (7.13) for the canonical spin variable \( \bar{S}_i \) can be rewritten as

\[
(\Omega \times \bar{S})_i = \frac{d\bar{S}_i}{dt} = N \frac{d\bar{S}_i}{d\tau} = N z^{-1} \mathcal{L}_k \bar{S}_i,
\]  

(7.20)

where we used the 3+1 formula \( d\tau = N dt \) in the second equality, with \( N \) the lapse function, and the colinearity condition (1.1) in the last equality. The construction of a canonical spin variable \( \bar{S} = (\bar{S}_i) \) presented in [61] [recall Eq. (7.14)] was later reformulated in [63] in terms of a specific orthonormal tetrad \( (u^a, \epsilon^a) \), such that \( \bar{S}_I = \epsilon^a_I S_a \) coincides numerically with \( \bar{S}_i \). The relation (7.20) can then be reformulated as

\[
(\Omega \times \bar{S})_i = N z^{-1} (\mathcal{L}_k \epsilon^a_I) S_a,
\]  

(7.21)
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where we used $\mathcal{L}_k S_a = 0$, as shown in Paper I. Therefore, the canonical spin variable $\mathbf{S} = (\bar{S}_i)$ is aligned (or anti-aligned) with the spin precession frequency $\Omega$, and consequently with the orbital angular momentum $\mathbf{L} \propto \Omega$ if, and only if, the triad $(\epsilon^a_I)$ used to define $\mathbf{S}$ is Lie-dragged along $\gamma$. In other words, a necessary and sufficient condition for no spin precession nor orbital plane precession is the requirement that the tetrad $(u^a, \epsilon^a_I)$ of Ref. [63] belongs to the class of geometrically-motivated tetrads obeying the evolution law (6.10) along $\gamma$. Under such a condition, the orbital plane coincides with an equatorial plane, with respect to which the metric has a reflection symmetry; that is, there is a discrete symmetry under a coordinate transformation of the form $\theta \to \pi - \theta$, for some polar angle $\theta$. One may then borrow the analysis of Ref. [55], to show that

$$B_{ab} S^a S^b = 0.$$  \hspace{1cm} (7.22)

Assuming Eq. (7.22), we showed in Sec. III B that the spin vector $S^a$ is parallel transported along $\gamma$ [recall Eq. (3.21)], and argued in Sec. IV C 3 that the 4-acceleration is orthogonal to both the 4-velocity and the spin vector, as expected in the case of circular motion.

Now we come back to the question of whether the ADM-square-root-triad is Lie-dragged along the helical Killing vector $k^a$. First, let us recall the construction of this triad, as presented in [63]. Given a coordinate system $(x^a)$, compute the spatial (covariant) components $\gamma_{ij}$ of the projection tensor $\gamma_{ab} = g_{ab} + u_a u_b$ with respect to those coordinates, and define the spatial components $(\epsilon^a_I)_i$ of the covector $(\epsilon^a_I)_a = g^{ab}_I \bar{y}^b$ by requiring that

$$\delta^{IJ}_i (\epsilon^I)_j = \gamma_{ij} \quad \text{and} \quad (\epsilon^I)_i = (\epsilon^I)_I.$$  \hspace{1cm} (7.23)

While the first condition is satisfied by any orthonormal tetrad $(u^a, \epsilon^a_I)$, the second condition (symmetry under the exchange $i \leftrightarrow I$) defines a unique triad $(\epsilon^a_I)$ by requiring that the $3 \times 3$ matrix $M$ with components $m_{ij} = (\epsilon^a_I)_j$ is the unique, positive-definite square-root of the $3 \times 3$ matrix $\Gamma$ of components $\gamma_{ij}$, i.e., such that $M^2 = \Gamma$.

It is important to note that this “square-root triad” is not defined covariantly, but rather by specifying its coordinate components with respect to an a priori given coordinate system. For example, the authors of [63] construct such a “square-root triad” using harmonic coordinates. Using different coordinates for this construction—for instance ADM coordinates—will generally define a different triad. Yet, regardless of the coordinate choice, from a geometrical point of view, such a triad is defined from the metric and particle 4-velocity, allowing us to expect that it would be Lie-dragged in presence of a helical Killing vector $k^a$.

While we were not able to show that the ADM-coordinate square-root triad of Ref. [61, 63] is Lie-dragged along $k^a|\gamma$, we can construct a square-root triad that is Lie-dragged, by using coordinates adapted to the helical symmetry. This involves a Fermi normal coordinate (FNC) system $(t, x^i)$ erected along the worldline $\gamma$ of either of the two particles; see e.g. [64] for details. With respect to those coordinates, we have $g_{ij} = \delta_{ij}$ and $u_i = 0$ along $\gamma$, implying $\gamma_{ij} = \delta_{ij}$ along $\gamma$. The square-root triad is thus made of the components of a matrix whose square is the identity matrix $I_3$, namely $I_3$ itself. In other words, the components of the square-root triad in FNC are simply $(\epsilon^a_I)_i = \delta_{Ii}$ and $(\epsilon^a_I)_0 = -v^I = 0$ given $u^i = 0$. By construction, in FNC the only coordinate that varies along $\gamma$ is $t$. But $\gamma$ is also an integral curve of $k^a$. Therefore, the FNC system $(t, x^i)$ is “adapted” to the helical symmetry, in the sense of Ref. [42] (see Sec. C.2 there). Consequently, the FNC components of $\mathcal{L}_k (\epsilon^a_I)_a$ are given by $\mathcal{L}_k (\epsilon^a_I)_i = \partial_t \delta_{Ii} = 0$ and $\mathcal{L}_k (\epsilon^a_I)_0 = 0$. We conclude that this specific triad is Lie-dragged along $\gamma$.

10 The timelike component $(\epsilon^a_I)_0$ is determined by the orthogonality condition $u^a(\epsilon^a_I)_a = 0$, which implies $(\epsilon^a_I)_0 = -v^I(\epsilon^a_I)_i$, with $v^I$ the coordinate 3-velocity of the particle.
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Appendix A: Summary of conventions and notations

Our sign conventions are those of [42]. In particular, the metric signature is $(−, +, +, +)$, the Riemann tensor satisfies $2\nabla_a \nabla_b \omega_c = R_{abc}^d \omega_d$ for any 1-form $\omega_a$, and the Ricci tensor is defined by $R_{ab} = R_{acb}^c$. Abstract indices are denoted using letters $(a, b, c, \ldots)$ from the beginning of the Latin alphabet, tensor components with respect to a given basis are denoted by Greek letters $(\alpha, \beta, \gamma, \ldots)$, and indices $(i, j, k, \ldots)$ from the middle of the Latin alphabet refer to purely spatial components. Uppercase letters $(I, J, K, \ldots)$ denote internal Lorentz indices associated with an orthonormal triad $(e^a_I)$, with $I \in \{1, 2, 3\}$, and the Roman font subscript $i \in \{1, 2\}$ is used to denote the two particles of the binary. We use interchangeably the notations $|\gamma$ and $\gamma$ for an equality that holds only along the worldline $\gamma$ of a particle. Boldface symbols denote differential forms in Sec. II only, and Euclidean 3-vectors in Secs. VI and VII. Throughout this paper, we use geometrized units such that $G = c = 1$. For the convenience of the reader, a list of the symbols used most frequently is given in Tab. I.

Appendix B: Generalized first law of Friedman, Uryū and Shibata

Equation (1.3) relates the Eulerian variations $\delta Q$ of various quantities $Q$, meaning their changes at a fixed point (same coordinate values in both spacetimes). However, small changes in the matter fields are more naturally described in terms of the Lagrangian variations $\Delta Q$, corresponding to the variation of $Q$ while following the fluid element as it is displaced. The link between the Eulerian and Lagrangian variations can formally be written as

$$\Delta = \delta + L_\lambda,$$

where $L_\lambda$ is the Lie derivative along the Lagrangian displacement $\lambda^a$ connecting a fluid element in the unperturbed spacetime $g_{ab}$ to the corresponding fluid element in the perturbed spacetime $g_{ab} + \delta g_{ab}$. An important property is the existence of a class of trivial displacements leaving the Lagrangian perturbations $\Delta Q$ unchanged.\footnote{These include Lagrangian displacements of the form $\lambda^a = fu^a$, where $f$ is an arbitrary scalar field and $u^a$ is the 4-velocity field of the fluid. Such displacements merely “push” the fluid along its own flow.} These can be used to freely specify the timelike part of $\lambda$. Hereafter we shall consider only purely spatial Lagrangian displacements, in the sense that $\lambda^a u_a = 0$, with $u^a$ the 4-velocity of the fluid. See Refs. [65–69] for more details on Eulerian and Lagrangian variations in relativistic fluids.

Replacing the Eulerian variations $\delta$ by Lagrangian variations $\Delta$ in the RHS of Eq. (1.3), and remembering the gauge choice $\delta \xi^a = 0$ in (2.13), the variational formula can be recast...
TABLE I. List of frequently used symbols.

| Symbol | Description |
|--------|-------------|
| **Sets** | |
| $\mathcal{M}$ | spacetime manifold |
| $\Sigma$ | spacelike hypersurface |
| $\gamma$ | particle worldline |
| $\mathcal{P}$ | point $\Sigma \cap \gamma$ |
| **Geometry** | |
| $g_{ab}$ | metric on $\mathcal{M}$ |
| $\nabla_a$ | covariant derivative |
| $\varepsilon_{abcd}$ | canonical volume form |
| $R_{abcd}$ | Riemann curvature tensor |
| $Q_{ab}$ | Noether charge 2-form |
| $\xi^a$ | generic Killing vector |
| $k^a$ | helical Killing vector |
| $\varpi^a$ | twist associated with $k^a$ |
| $\mathcal{L}_k$ | Lie derivative along $k^a$ |
| $n^a$ | unit normal to $\Sigma$ |
| $e^a_i$ | generic triad |
| $\tilde{e}^a_i$ | “square-root” triad |
| **Particles** | |
| $\tau$ | proper time |
| $m$ | rest mass |
| $\mu$ | dynamical mass |
| $z$ | redshift parameter |
| $\omega$ | precession frequency |
| $u^a$ | 4-velocity |
| $\dot{u}^a$ | 4-acceleration |
| $p^a$ | 4-momentum |
| $S^a$ | spin vector |
| $D^a$ | mass dipole |
| $V^a$ | vorticity |
| $S^{ab}$ | spin tensor |
| $T^{ab}$ | energy-momentum tensor |
| $\delta_4$ | invariant Dirac distribution |

in the form

$$\delta H_\xi = - \int_\Sigma \Delta \left( d\Sigma_a T^a_b \right) \xi^b + \frac{1}{2} \int_\Sigma d\Sigma_a \xi^a T^{bc} \Delta g_{bc}.$$  \hspace{1cm} (B2)

Indeed, the difference between the right-hand sides of (1.3) and (B2) can easily be shown to vanish. We have proven in Paper I that the matter source must satisfy $\mathcal{L}_\xi T^{ab} = 0$. This constraint, together with $\mathcal{L}_\lambda g_{ab} = 2\nabla_{(a} \lambda_{b)}$ and $\Delta \xi^a = \mathcal{L}_\lambda \xi^a = -\mathcal{L}_\xi \lambda^a$, as well as Stokes’ theorem, can be used to write the difference between Eqs. (1.3) and (B2) as a surface
integral, namely
\[
\int_{\Sigma} \mathcal{L}_\lambda (d\Sigma_a T^a_{\beta b}) \xi^b - \frac{1}{2} \int_{\Sigma} d\Sigma_a \xi^a T^{bc} \mathcal{L}_\lambda g_{bc} = \oint_S dS_a B^a,
\]  
(B3)

where \(B^a = \lambda^a T^{0\beta} \xi^b_0 + \xi^a_0 T^{0\beta} \lambda^b_0 - T^{0\alpha} \lambda^b_\alpha\). This surface integral over the topological 2-sphere \(S\) vanishes because the energy-momentum tensor appearing in \(B^a\) has a compact support.

The generalized first law (4.7) is valid for an arbitrary combination of “matter” sources described by the energy-momentum tensor \(T^{ab}\). We shall now apply it to the case of a perfect fluid matter source. Consider a distribution of matter made of, say, two well-separated balls of perfect fluid modelling two orbiting bodies, and described by the energy-momentum tensor \(T^{ab}\).

The 4-velocity \(u^a\) of the fluid is normalized according to \(g_{ab} u^a u^b = -1\). Its equation of state is given in the form of the proper energy density \(\epsilon(\rho, s)\) and pressure \(p(\rho, s)\) as functions of the entropy per unit baryonic mass \(s\) and proper mass density \(\rho\), such that the mass current \(j^a = \rho u^a\) is conserved, i.e., \(\nabla_a j^a = 0\). It also proves convenient to decompose the redshifted 4-velocity as
\[
z u^a = \xi^a + w^a,
\]
with \(w^a \xi_a = 0\),

(B5)

where \(z \equiv -\xi^a u_a\) is the redshift factor. Indeed, the integral curves of the Killing vector field \(\xi^a\) define some preferred worldlines that can be seen as the main stream velocity of the fluid, while the spacelike velocity field \(w^a\) measures the “internal” velocity of the fluid elements with respect to that flow, i.e., with respect to a frame comoving with \(\xi^a\).

While comparing two nearby fluid configurations, for each fluid particle the Lagrangian variations of the proper energy density \(\epsilon\), proper mass density \(\rho\), and specific entropy \(s\) must be related through the usual first law of thermodynamics,
\[
\Delta \epsilon = H \Delta \rho + T \rho \Delta s,
\]

(B6)

where \(H \equiv (\epsilon + p)/\rho\) is the specific enthalpy and \(T\) the temperature of the fluid. Notice that Eq. (B6) presupposes a “physical process” interpretation of the generalized first law (4.7)—rather than a comparison between two distinct spacetimes admitting an isometry—whereby the fluid is assumed to evolve from one quasi-equilibrium configuration to another under the effect of gravitational radiation reaction.\(^{12}\)

The fact that \(\Delta\) maps fluid trajectories to fluid trajectories, together with the normalization \(u^a u_a = -1\) of the 4-velocity, implies \(\Delta u^a = \frac{1}{2} u^a u^b u^c \Delta g_{bc}\) [66, 67, 69], from which we easily deduce \(\Delta (z u^a) = 0\), as well as \(\Delta z / z = u_a \Delta u^a\). We also have \(g^{ab} \Delta g_{ab} = 2 \Delta \ln \sqrt{-g}\). The previous formulas, together with the decomposition (B5), can be used to express the two integrants in the right-hand side of Eq. (B2) as
\[
\Delta (-d\Sigma_a T^a_{\beta b}) \xi^b = \Delta (d^3 x \sqrt{-g} \epsilon) + w^a \Delta (H u_a dM_{\text{bar}}),
\]

(B7a)

\[
\frac{1}{2} d\Sigma_a \xi^a T^{bc} \Delta g_{bc} = d^3 x \rho \Delta \sqrt{-g} - dM_{\text{bar}} H \Delta z,
\]

(B7b)

\(^{12}\)This is analogous to the physical process version [71] of the first law of black hole thermodynamics [72], relating the variations in mass, angular momentum, and surface area between two nearby stationary and axisymmetric solutions, as a result of a physical perturbation (e.g., a small mass plunging into the hole).
where $dM_{\text{bar}} \equiv j^a d\Sigma_a$ is the baryonic mass element, also given by $dM_{\text{bar}} = \rho_s \ d^3 x$, where $\rho_s \equiv \sqrt{-g} u^0 \rho$ is the so-called “coordinate” mass density. Summing these expressions, and making use of Eq. (B6), the final result for the first law (1.3) in the case of a perfect fluid matter source reads

$$
\delta H_\xi = \int_\Sigma \left[ \tilde{\mu} \Delta(dM_{\text{bar}}) + T \Delta(dS) + w^a \Delta(dC_a) \right],
$$

where we further introduced the redshifted temperature $T = z T$, the redshifted (specific) chemical potential $\tilde{\mu} = z (H - Ts \ s)$, the entropy element $dS = s dM_{\text{bar}}$, and the circulation element $dC_a = Hu_a dM_{\text{bar}}$, itself defined from the current of enthalpy $Hu_a$, which is related to the fluid vorticity $\omega_{ab} = \nabla \lbrack_a (Hu_b) \rbrack$; see e.g. Refs. [73, 74]. The result (B8) is in complete agreement with the generalized first law of Friedman, Uryû and Shibata [1], in the particular case of a perfect fluid matter distribution. For black hole spacetimes, the known additional event horizon contribution could easily be recovered from the inner boundary term in the identity (2.17).

Finally, in the specific case of binary system of neutron stars moving along an exactly circular orbit, with a helical Killing field (4.1), we note that the generalized first law (B8) (with $\delta H_\xi = \delta M - \Omega \delta J$) is reminiscent of a result derived long ago by Thorne, Zeldovich and Novikov [75, 76] (see also Ref. [77]). For a star undergoing a thermodynamically reversible process between two stationary and axisymmetric equilibrium configurations, the changes in the mass $M_\ast$ and angular momentum $J_\ast$ of the star are related by

$$
\delta M_\ast - \Omega_\ast \delta J_\ast = \tilde{\mu} \delta M_{\text{bar}} + T \delta S,
$$

where $\Omega_\ast$ denotes the circular orbital velocity of the fluid element where the exchange of particles (or baryonic mass) and entropy takes place. No term of the form $w^a \delta C_a$ appears in their expression because the 4-velocity of each fluid element is assumed to be aligned with the linear combination $t^a + \Omega_\ast \phi^a$ of the timelike and rotational Killing vectors.

### Appendix C: Komar integral

In this appendix, we show that the first integral relation obtained in Eq. (7.7) can also be derived from the Komar-type conserved quantity associated to the existence of the helical Killing field (4.1). We start from Eq. (4.5) and employ the notations introduced in Sec. II. Using the Noether theorem, Eqs. (2.11b) and (2.11c), the Kostant formula (see Paper I) and the Einstein equation, we readily obtain

$$
M_K - 2\Omega J_K = 2 \int_\Sigma Q_g[k] = -2 \int_\Sigma (T^{ab} k_b - \frac{1}{2} T k^a) \ d\Sigma_a,
$$

where $T \equiv g_{ab} T^{ab}$ is the trace of the energy-momentum tensor and $\Sigma$ any spacelike hypersurface bounded by a 2-sphere at spatial infinity. This formula was previously written down in Eq. (3.18) of Ref. [2]. It is closely related to the Tolman formula for the mass and angular momentum of a stationary-axisymmetric star [78].

---

13 The covariant conservation law $\nabla_a (\rho u^a) = 0$ can be rewritten in the non-covariant, Newtonian-looking, but exact form $\partial_t \rho_s + \partial_i (\rho_s v^i) = 0$, where $v^i = u^i / u^0$ is the ordinary coordinate velocity.
Let \( F(\Sigma) \) denote the integral in the right-hand side of the identity (C1). This integral can be shown to be independent of the choice of hypersurface \( \Sigma \), as was done in Sec. II E for the integrals (2.24). Let \( V \) denote a volume bounded by two spacelike hypersurfaces \( \Sigma_1 \) and \( \Sigma_2 \) and by a worldtube that includes the support of \( T^{ab} \). Then by using Stokes’ theorem we readily find

\[
F(\Sigma_1) - F(\Sigma_2) = \int_V \nabla_a \left( T^{ab} k_b - \frac{1}{2} T k^a \right) \, dV = 0 ,
\]

(C2)
as a consequence of the local conservation law \( \nabla_a T^{ab} = 0 \), of Killing’s equation \( \nabla_a k^b = 0 \), and of the Lie-dragging \( L_k T = k^a \nabla_a T = 0 \) along \( k^a \) of the trace \( T \), itself a consequence of the Lie-dragging of \( T^{ab} \) (see Paper I).

To evaluate the right-hand side of Eq. (C1), we note that the first term is equal to (minus twice) the integral \( I \) defined in Eq. (2.24a). For the second term, we choose a hypersurface \( \Sigma \) that is orthogonal to \( \gamma \) at the intersection point \( \mathcal{P} \equiv \Sigma \cap \gamma \), as in Sec. V. We may then write explicitly the trace \( T \) of the energy-momentum tensor (3.1), to obtain

\[
\int_{\Sigma} T k^a d\Sigma_a = - \int_V \left[ p^a u_\alpha \delta_\alpha + \nabla_a (D^a) \right] k^b n_b dV = -p^a u_a k^b n_b + D^a \nabla_a (k^b n_b) ,
\]

(C3)

where \( D^a = -S^{ab} u_b \) is the mass dipole defined in Eq. (3.6) and \( n^a \) is the unit vector normal to \( \Sigma \). In the second equality we used the defining property of the invariant Dirac distribution and Stokes’ theorem to integrate by parts the dipolar term (see Sec. V for details).

This expression can be further simplified by means of the formulas (5.2)–(5.4) derived in Sec. V A. Combining this with the formula (5.11) for the integral \( I \) and summing over the particles, we finally obtain

\[
M_K - 2\Omega J_K = - \sum_i \left( p_i^a k_a + S_i^{ab} \nabla_a k_b - D_i^a \dot{k}_a \right) .
\]

(C4)

This formula can be given an alternative form by using the decomposition (3.6) of the spin tensor \( S^{ab} \) in terms of the spin vector \( S^a \) and the mass dipole \( D^a \), as well as the definition (4.8) of the vorticity \( V^a \), yielding

\[
M_K - 2\Omega J_K = - \sum_i \left( p_i^a k_a + 2S_i^a V_a + D_i^a \dot{k}_a \right) .
\]

(C5)

[1] J. L. Friedman, K. Uryu, and M. Shibata, Phys. Rev. D 65, 064035 (2002), *Erratum*: Phys. Rev. D 70, 129904(E) (2004), arXiv:gr-qc/0108070.
[2] A. Le Tiec, L. Blanchet, and B. F. Whiting, Phys. Rev. D 85, 064039 (2012), arXiv:1111.5378 [gr-qc].
[3] L. Blanchet, A. Buonanno, and A. Le Tiec, Phys. Rev. D 87, 024030 (2013), arXiv:1211.1060 [gr-qc].
[4] P. Ramond and A. Le Tiec, Class. Quant. Grav. 38, 135022 (2021), arXiv:2005.00602 [gr-qc].
[5] R. Fujita, S. Isoyama, A. Le Tiec, H. Nakano, N. Sago, and T. Tanaka, Class. Quant. Grav. 34, 134001 (2017), arXiv:1612.02504 [gr-qc].
[6] A. Antonelli, C. Kavanagh, M. Khalil, J. Steinhoff, and J. Vines, Phys. Rev. D 102, 124024 (2020), arXiv:2010.02018 [gr-qc].
[41] L. F. O. Costa, G. Lukes-Gerakopoulos, and O. Semerák, Phys. Rev. D 97, 084023 (2018), arXiv:1712.07281 [gr-qc].
[42] R. M. Wald, General relativity (University of Chicago Press, Chicago, 1984).
[43] K. Kyrian and O. Semerák, Mon. Not. R. Astron. Soc. 382, 1922 (2007).
[44] P. Ramond, The first law of mechanics in general relativity and isochrone orbits in Newtonian gravity, Ph.D. thesis, University of Paris (2021).
[45] G. ’t Hooft and M. Veltman, Nucl. Phys. B 44, 189 (1972).
[46] C. G. Bollini and J. J. Giambiagi, Phys. Lett. B 40, 566 (1972).
[47] C. Klein, Phys. Rev. D 70, 124026 (2004), arXiv:gr-qc/0410095.
[48] G. W. Gibbons and J. M. Stewart, in Classical General Relativity, edited by W. B. Bonnor, J. N. Islam, and M. A. H. MacCallum (Cambridge University Press, Cambridge, 1984) p. 77.
[49] S. Detweiler, in Frontiers in numerical relativity, edited by C. R. Evans, L. S. Finn, and D. W. Hobill (Cambridge University Press, Cambridge, 1989) p. 43.
[50] J. Isenberg and J. Nester, in General relativity and gravitation: One hundred years after the birth of Albert Einstein, Vol. 1, edited by A. Held (Plenum Press, New York, 1980) p. 23.
[51] J. R. Wilson and G. J. Mathews, in Frontiers in numerical relativity, edited by C. R. Evans, L. S. Finn, and D. W. Hobill (Cambridge University Press, Cambridge, 1989) p. 306.
[52] J. A. Isenberg, Int. J. Mod. Phys. D 17, 265 (2008), arXiv:gr-qc/0702113.
[53] J. Katz, Class. Quant. Grav. 2, 423 (1985).
[54] W. L. Freedman et al., Astrophys. J. 553, 47 (2001), arXiv:astro-ph/0012376.
[55] S. R. Dolan, P. Nolan, A. C. Ottewill, N. Warburton, and B. Wardell, Phys. Rev. D 91, 023009 (2015), arXiv:1406.4890 [gr-qc].
[56] E. Gourgoulhon, “3+1 formalism and bases of numerical relativity,” (2007), Lecture Notes, arXiv:gr-qc/0703035.
[57] S. R. Dolan, N. Warburton, A. I. Harte, A. Le Tiec, B. Wardell, and L. Barack, Phys. Rev. D 89, 064011 (2014), arXiv:1312.0775 [gr-qc].
[58] D. Bini and T. Damour, Phys. Rev. D 90, 024039 (2014), arXiv:1404.2747 [gr-qc].
[59] A. Le Tiec, Class. Quant. Grav. 31, 097001 (2014), arXiv:1311.3836 [gr-qc].
[60] A. Le Tiec, Phys. Rev. D 92, 084021 (2015), arXiv:1506.05648 [gr-qc].
[61] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 77, 064032 (2008), arXiv:0711.1048 [gr-qc].
[62] T. Damour, P. Jaranowski, and G. Schäfer, Phys. Rev. D 78, 024009 (2008), arXiv:0803.0915 [gr-qc].
[63] A. Bohé, S. Marsat, G. Faye, and L. Blanchet, Class. Quant. Grav. 30, 075017 (2013), arXiv:1212.5520 [gr-qc].
[64] E. Poisson, A. Pound, and I. Vega, Living Rev. Relativity 14, 7 (2011), arXiv:1102.0529 [gr-qc].
[65] A. H. Taub, Commun. Math. Phys. 15, 235 (1969).
[66] B. Carter, Commun. Math. Phys. 30, 261 (1973).
[67] J. L. Friedman and B. F. Schutz, Astrophys. J. 200, 204 (1975), Erratum: Astrophys. J. 222, 1119 (1978).
[68] B. F. Schutz and R. Sorkin, Ann. Phys. 107, 1 (1977).
[69] J. L. Friedman, Commun. Math. Phys. 62, 247 (1978).
[70] K. Uryū, E. Gourgoulhon, and C. Markakis, Phys. Rev. D 82, 104054 (2010), arXiv:1010.4409 [gr-qc].
[71] R. M. Wald, Quantum field theory in curved spacetime and black hole thermodynamics (Uni-
versity of Chicago Press, Chicago, 1994).

[72] J. M. Bardeen, B. Carter, and S. W. Hawking, Commun. Math. Phys. 31, 161 (1973).

[73] E. Gourgoulhon, EAS Publ. Ser. 21, 43 (2006), arXiv:gr-qc/0603009.

[74] N. Andersson and G. L. Comer, Living Rev. Relativity 10, 1 (2007), arXiv:gr-qc/0605010.

[75] K. S. Thorne, in High energy astrophysics, edited by C. DeWitt, E. Schatzman, and P. Véron (Gordon and Breach Science Publishers, New York, 1967) p. 259.

[76] Y. B. Zeldovich and I. D. Novikov, Relativistic astrophysics. Vol. 1: Stars and relativity (University of Chicago Press, Chicago, 1971).

[77] B. Carter, in Black Holes – Les astres occlus, edited by C. DeWitt and B. S. DeWitt (Gordon and Breach Science Publishers, New York, 1973) p. 125, reprinted in Gen. Rel. Grav. 42, 653 (2010).

[78] R. C. Tolman, Relativity, thermodynamics and cosmology (Dover, New York, 1988).