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ABSTRACT
Although traditional symbolic reasoning methods are highly interpretable, their application in knowledge graph link prediction is limited due to their low computational efficiency. In this paper, we propose a new neural symbolic reasoning method: RNNCTPs, which improves computational efficiency by re-filtering the knowledge selection of Conditional Theorem Provers (CTPs), and is less sensitive to the embedding size parameter. RNNCTPs are divided into relation selectors and predictors. The relation selectors are trained efficiently and interpretably, so that the whole model can dynamically generate knowledge for the inference of the predictor. In all four datasets, the method shows competitive performance against traditional methods on the link prediction task, and can have higher applicability to the selection of datasets relative to CTPs.
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1 Introduction
The concept of knowledge graph [1] proposed by Google in 2012 is a special knowledge base in which knowledge is composed of triples, which is developed from the semantic network. The knowledge in the knowledge graph is composed of entities and relations, usually expressed in the form of triples of (entity, relation, entity), in which the entity is a concrete thing or abstract concept in reality, and the relation represents the relationship between entities associated information that exists.
Relationships in a triple are usually unidirectional, so a knowledge graph can be viewed as a directed graph connected by semantic relationships. Due to the lack and incompleteness of the knowledge of the knowledge graph, it has caused great difficulties and restrictions on the use of the knowledge graph, and greatly restricted the retrieval, expansion and reasoning of related knowledge. Therefore, the need for knowledge map completion is imminent, and the knowledge map completion method emerges as the times require.

The mainstream knowledge graph completion methods are generally divided into two categories: the first category is knowledge extraction[2], which generally extracts new knowledge from unstructured text or image information; the second category is link prediction[3], use the existing knowledge in the knowledge graph to perform reasoning to complete the knowledge graph. Due to the use of unstructured information, knowledge extraction requires a lot of computing resources, and the credibility of the extracted knowledge needs to be further verified, which is often difficult in specific use. The link prediction method performs reasoning in the structured information of the knowledge graph itself, which is more convenient to use.

Prevailing link prediction methods use neural models such as TransE[4], TransR[5], RotatE[6], RESCAL[7], DistMult[8], HOLE[9], ComplEx[10], ConvE[11], which have wide applicability. Due to the lack of interpretability of these models, it is not easy to improve the performance of the models with the help of real-world experts. Link prediction methods also use symbolic reasoning models such as AMIE[12, 13], RLvLR[14], RuLES[15], RPJE[16], which faced with kinds of problems including weak generalisation results on datasets, discrete results which is unstable and hard to train with lots of modern optimization methods.

Neural symbolic reasoning methods such as NeuralLP [17], MINERVA [18] have certain advantages in data robustness and reasoning process interpretability, but the challenges in computational efficiency make them difficult to generalize to large-scale knowledge graphs. CILP++[19] focuses on logical induction or relational learning, which utilizes a rule extraction technique similar to that used by "model reduction", which can be thought of as being buildable by using logic as a constraint technique. NTPs[20, 21] use the backward chaining algorithm to use the rules for reasoning, and can generate new rules. At the same time, it is robust to the use of reasoning predicates, but the operation speed is limited by the huge search space. Kartasev[22] uses reinforcement learning to improve the performance of the backward chain behavior tree, and also has a certain reference for the improvement path of the NTP method. The two methods proposed by Xian improve the computational efficiency of similar methods by pre-capturing user behavior patterns[23] or rough sketches of user behavior[24], followed by fine-grained knowledge graph recommendation. CTPs[25] improves NTPs by adding a neural network layer for knowledge selection. RNNNTPs[26] by leveraging RNN to capture the hierarchical structure of relations in the process of NTPs proof. The reasoning process of CTPs and RNNNTPs is effectively pruned, which greatly improves the computational efficiency and can be used in large-scale knowledge graphs.

However, the sensitivity of CTPs to the embedding size parameter makes it stricter on the number of predicates in the dataset. The inexplicability of knowledge selection of CTPs makes it difficult for CTPs to optimize with expert knowledge sometimes. RNNNTPs will have a lot of redundant computation when a small number of predicates correspond to a large amount of knowledge. We propose the RNNCTPs method, which can reduce parameter sensitivity, control the process of knowledge selection, and improve computational efficiency. Next, we will briefly introduce NTPs and CTPs. In subsequent sections, we will introduce our model and conduct experiments.
2 NTPs and CTPs

NTPs[20] and its conditional proving strategies optimised version CTPs[25] are continuous relaxation of the backward chaining algorithm: these algorithms works backward from the goal, chaining through rules to find known facts supporting the proof.

Given a query(or goal) G, backward chaining first attempts to unify it with the fact available in a given KB. If no matching fact is available, it considers all rules \( H : -B \) (We see facts as rules with no body and valuables), where \( H \) denotes the head and \( B \) the body, and \( H \) can be unified with the query \( G \) resulting in a substitution for the variables contained in \( H \). Then, the backward chaining algorithm applies the substitution to the body \( B \), and recursively attempts to prove until find the facts or catch the deep we have set.

Backward chaining can been seen as a type if and/or search: or means that any rule in the KB can be used to prove the goal, and and means that all the premise of a rule must be proven recursively.

Unification Module. In the backward chaining reasoning algorithm, unification[20] matches two logic atoms, such as \( \text{fatherOf}(\text{Anakin}, \text{Luke}) \) and \( \text{dadOf}(X, Y) \). It is backward chining reasoning’s key operator, which play roles in discrete space. In discrete spaces, equality between two atoms (e.g. \( \text{fatherOf} \neq \text{dadOf} \)) is evaluated by unification by examining the elements that compose them, and using substitution sets (e.g. \( X/\text{Anakin}, Y/\text{Luke} \)) binds variables to symbols. In NTPs, to be able to match different symbols with similar semantics, unify \( \theta(H, G, S) = S' \) generate a neural network—a proof state \( S = (S_\psi, S_\rho) \) consisting of a set of substitutions \( S_\psi \) and a proof score \( S_\rho \). For example, given a goal \( G = [\text{fatherOf, Anakin, Luke}] \) and a fact \( H = [\text{dadOf, X, Y}] \), the unify module uses Gaussian kernel \( k \) to compare the embedding representations of \( \text{fatherOf} \) and \( \text{dadOf} \), updates the variable binding substitution set \( S'_\psi = S_\psi \cup \{X/\text{Anakin}, Y/\text{Luke}\} \), and calculates the new proof score \( S'_\rho = \min(S_\rho, k(\theta_{\text{fatherOf}}, \theta_{\text{dadOf}})) \) and proof state \( S' = (S'_\psi, S'_\rho) \).

OR Module. The or module[20] traverses a KB, computes the unification between goal and all facts and rule heads in it, and then recursively use the and module on the corresponding rule bodies. Given a goal \( G \) and each rule \( H : -B \) with the rule head \( H \) in a KB \( \mathcal{R} \), module \( or^\mathcal{R}_\theta(G, d, S) \) unifies the goal \( G \) with the rule head \( H \), and bodies \( B \) of each rule will be proved by using module and until reach the set deepest depth \( d \) or unify fail. or module is shown below:

\[
\begin{align*}
or^\mathcal{R}_\theta(G, d, S) &= [S'|H : -B \in \mathcal{R}], \\
S' &\in \text{and}^\mathcal{R}_\theta(B, d, \text{unify}_\theta(h, g, s)).
\end{align*}
\]

AND Module. After unification in or module[20], and module proves a list of sub-goals in a rule body \( B \). \( \text{and}_\theta(B : B, d, S) \) module first substitute variables in the first sub-goal \( B \) with constants using substitutions in \( S \), then use or module to generate another sub-goals of \( B \). \( \mathcal{B} \) use the result state of above to prove the atoms by using the and module recursively:

\[
\begin{align*}
\text{and}^\mathcal{B}_\theta(B : B, d, S) &= [S''|d > 0, \\
S'' &\in \text{and}^\mathcal{B}_\theta(B, d, S'), \\
S' &\in \text{or}^\mathcal{B}_\theta(\text{sub}(B, S_\phi), d - 1, S)].
\end{align*}
\]
Proof Aggregation. In a KB $\mathcal{K}$, we use modules above to generate a neural network, which evaluates all the possible proofs of a goal $G$. The largest proof score will be selected by NTPs:

$$ntp^\theta_0(G, d) = \max_S S_p$$

with $S \in \text{or}^\theta_0(G, d, (\emptyset, 1))$. 

(3)

where $d \in \mathbb{N}$, and $\mathbb{N}$ is defined at the beginning. The initial proof state is set to $(\emptyset, 1)$ which express an empty substitution set and a proof score of 1.

Training. NTPs minimise a cross-entropy loss $\mathcal{L}^{\mathbb{R}}(\theta)$ to learn embedding representations of atoms using the final proof score. Prover masking facts iteratively and try to prove them using other facts and rules.

CTPs is an upgraded version of NTPs. By adding a neural layer for selecting knowledge, CTPs reduces the amount of knowledge to be traversed in each traverse, so as to achieve the effect of improving computing efficiency. The CTPs $\text{OR}$ module has been rewritten as follows:

**Algorithm 1: Or Module in CTPs**[25].

1. function $\text{or}(G, d, S)$:
2. for $H : - B \in \text{select}_d(G)$ do
3. for $S \in \text{and}(\emptyset, d, \text{unify}(H, G, S))$ do
4. yield $S$
5. end
6. end

Algorithm[7] shows how CTPs divides the knowledge required for this traversal according to the input proof goal $G$. The key is the selection function $\text{select}_d(G)$, which is introduced in CTPs. Different selection functions are selected according to different data sets to achieve better calculation results.

For example, linear function-based selection modules are used in UMLS[27] and Nations[28]:

$$select_\theta(G) \triangleq [F_H(G) : -F_{B_1}(G), F_{B_2}(G)],$$

(4)

knowledge of the rules of the head and body separation by $F_H(G) = \{f_H(\theta_{G_1}), X, Y\}$, $F_{B_1}(G) = \{f_{B_1}(\theta_{G_1}), X, Z\}$ and $F_{B_2}(G) = \{f_{B_2}(\theta_{G_1}), Z, Y\}$. $f_i : \mathbb{R}^k \rightarrow \mathbb{R}^k$ is a differentiable function that can be trained end-to-end, similar to a linear function $f_i(x) = W_i x + b$, where $W_i \in \mathbb{R}^{k \times k}$ and $b \in \mathbb{R}^k$.

The Kinship[29] data set uses a selection module based on the attention function, which is as follows:

$$f_i(x) = \alpha E_R$$

$$\alpha = \text{softmax} (W_i x) \in \Delta^{|\mathcal{R}|^{-1}},$$

(5)

where $E_R \in \mathbb{R}^{\mathcal{R} \times k}$ represents the embedding matrix of the predicate, $W_i \in \mathbb{R}^{k \times \mathcal{R}}$, $\alpha$ is the attention distribution of a predicate on $\mathcal{R}$. When such attention-based selection function is used, it is generally default to set a reasonable embedding dimension greater than the number of predicates in the data set and model, so that the effect of attention mechanism can be better played. CTPs also uses the mechanism of memory network[30] to strengthen the selection module and solve the problem of redirection of rule selection.
3 RNNCTPs Algorithm Based on Dynamic Knowledge Region Division

In order to take advantage of the dynamic knowledge selection feature of CTPs, we propose a link prediction algorithm based on dynamic knowledge region generation called RNNCTPs, see Figure 1. The CTPs module uses neural network for dynamic knowledge selection, and RNN-based relationship generator generates a series of relationship sequences, and then matches the knowledge dynamically selected by CTPs according to the relationship contained in the knowledge. Similarly, the relationship generator is trained by marking the knowledge used after the CTPs proof is completed.

Figure 1: RNNCTPs Model Framework. Inputting a batch of relational predicates proving goals, the relational selector generates a set of relational predicates. In the specific proof stage, each knowledge generated by goal is matched as shown in Figure 2, and finally a series of knowledge is dynamically generated for reasoning. During the inference phase, high-quality knowledge is also returned for the training of relation selectors.

3.1 Relation Generator

The reasoning part of CTPs proves that the process is hierarchical, and sequence relations exist in the knowledge utilized by different layers. We use RNN as the generator of relational predicates. The knowledge generated by the CTPs selection module will be selected again, so we set a range expansion in the initial knowledge generation to limit the amount of knowledge ultimately matched and used in the reasoning part of the proof process to a reasonable range. The scope of knowledge selection depends on the number of input batch proof targets, and the number of relationships generated by the relation generator also depends on the success rate of knowledge matching in CTPs. In the case that the correlation and hierarchical structure of generating relationships can be fully reflected, generating a reasonable number of relationships and making the number of successful matching knowledge in a relatively stable and controlled range
is the problem that our relationship generator needs to solve. The rest of this chapter calls the relationship generator \( RNN_\theta \).

**Relation Selector.** The rule structure is \( H : -B \), where \( H \) is the rule head, \( B \) is the rule body, and rule body \( B \) consists of sequence relations \( r_1, r_2, \ldots, r_n \). We use a relation selector \( RNN_\theta \) to predict the sequence relation. Given a batch of prediction target set \( G \), take out its relation \( R \) and initialize \( RNN_\theta \):

\[
h_0 = f(r),
\]

then use GRU gating unit to get hidden variables at different positions:

\[
h_t = GRU(h_{t-1}, g([r_{t-1}, r_t])),
\]

where \( G \) is a linear transformation, \([r, r_t]\) is a connection between the previous rule body (rule head) and the current rule body.

By using \( \text{softmax}(o(h_{t+1})) \), a probability partition is carried out on the generated rule set \( R \), and the next rule body \( r_{t+1} \) is obtained. Each rule body \( r_i \) is added to a relational set \( \text{Rel}_\text{gen} \).

The control of \( \text{relNum}, KB_\lambda \) of the number of generated relations becomes relatively dynamic here, which is obtained by the following formula:

\[
\text{relNum} = \text{batchSize} \times \text{size(\text{Rel}_\text{storage}}) \times \text{rel}_\lambda \times KB_\lambda,
\]

where \( \text{batchSize} \) is the target number of batch proof, \( \text{size(\text{Rel}_\text{storage}}) \) is the number of relationships in the relational warehouse, \( \text{relNum}_{\lambda} \) is the hyperparameter to adjust the number of relationships generated, \( KB_\lambda \) is the matching degree of the knowledge generated by CTPs and the relationship generated by the relationship generator, which will be set in detail in the introduction of the predictor. In practice, the number of relationships generated by each proof target is actually used to limit the number of relationships generated:

\[
\text{relNum}_{\text{Per}} = \text{size(\text{Rel}_\text{storage}}) \times \text{relNum}_{\lambda} \times KB_\lambda.
\]

**Relation Storage.** Because the reasoning module of the predictor makes use of dynamically generated knowledge domain, we propose a relational storage structure based on the previous section, in order to train the relational generator better by using the return information of the reasoning module. Use a set of dynamic extension coefficients \( \{e_1, e_2, \ldots, e_{\text{maxDepth}}\} \), related to the depth of the relationship in the proof process, the storage structure is as follows:

\[
\text{Rel}_\text{storage} = \{r_1, r_2, r_3, \ldots, r_{\text{maxDepth}} \}.
\]

Expansion coefficients \( \{e_1, e_2, \ldots, e_{\text{maxDepth}}\} \) dynamically change as follows:

\[
e_{\text{new}} = e_{\text{last}} - \kappa(KB^n_\lambda - KB^l_\lambda),
\]

where \( \kappa \) is the hyperparameter controlling \( e_p \) adjustment and is a positive real number. \( KB^n_\lambda \) is the current \( KB_\lambda \), \( KB^l_\lambda \) is the last period \( KB_\lambda \). When the degree of knowledge matching is higher, relatively fewer relationships can be added to the relationship warehouse, and the current hidden distribution can be fine-tuned.
Figure 2: Candidate Knowledge Matching Process. Each goal will generate a series of knowledge through the selection layer of CTPs, and then filter through the relationship predicate generated by the relationship selector, and input the filtered knowledge into the inference module for inference.

3.2 CTPs Based Predictor

The improvement of CTPs in our model mainly lies in redirecting the knowledge obtained after module selection with memory network, obtaining a new knowledge set through matching and filtering with the relation set generated by the relation generator, and then using it in the inference module to form a new sub-proof goals set. The relationship generation returns the success rate of knowledge matching in CTPs, so as to adjust the number of relations generated in the relation generator.

As shown in Figure 2, CTPs generates a series of knowledge, including rule head and rule body, according to the proof objective through the selection module. According to the above mentioned memory network, RNNCTPs method can extract the corresponding relational predicates from the embedded matrix and match with the predicates generated by the relational generator according to the batch proof object set. If the relational predicate in the knowledge exists in the predicate generated by the relational generator, it means that the knowledge is successfully matched and can be used successfully and sent into the reasoning module of CTPs for the following operations. Note that the CTPs selection module is called at each level of the proof (the subproof object replaced by the rule body is used again by the selection module), whereas the relationship generator only generates the relationship once after a batch of proof object input.

After CTPs generates knowledge set each time, when matching is completed, variable set \( KB_{\lambda_i} \) needs to be recorded:

\[
KB_{\lambda_i} = \left[ \frac{|KB_{\text{Used}}|}{|KB_{\text{gen}}|} \right],
\]

(12)
$KB_{Used_i}$ represents the knowledge used this time, and $KB_{gen_i}$ represents the knowledge generated by CTPs this time. Calculate the $KB_{\lambda_{mean}}$ return of $\{KB_{\lambda_i}\}$ for training of relational selector.

### 3.3 Algorithm Process

The approximate EM algorithm is used to optimize the dynamic selection of rules for the whole model. RNN will be set to make the size of the knowledge set given to the reasoning module of CTPs to reason within a reasonable range. Therefore, in RNNCTPs, the number of RNN-generated relational predicates needs to be adjusted according to the success degree of matching between RNN-generated relational predicates and the knowledge set generated by CTPs selection module, so that the number of generated relational predicates reaches a dynamic balance.

**Algorithm 2:** Pseudocode for CTPs Algorithm Training Based on Dynamic Knowledge Partitioning.

**Input:** triple data set goals $[(h, r, t)]$, number of iterations $n$.

**Output:** Scores, trained generator $RNN_\theta$, trained predictor $CTPs_\theta$.

1. Initialize $KB$, $RNN_\theta$, $CTPs_\theta$;
2. for $i = 1$ to $n$ do
   3. $RNN_\theta$ generate $Rel_{gen}$;
   4. e-step: start train $CTPs_\theta$:
   5. $KB_{selected} = Select_\theta(G)$;
   6. $KB_{gen} = match(KB_{selected}, Rel_{gen})$;
   7. if $\text{unify}(\text{facts or rules} \in KB_{gen})$ not FAIL then
     8. $KB_{high-quality}$ add $(\text{facts or rules})$;
   end
   while $\text{size}(Rel_{storage}) < \text{maxSize}(Rel_{storage})$ do
     9. $KB_{high-quality}$ add $\text{NNS}(KBs)$;
     10. $Rel_{storage}$ add predicates of $KB_{high-quality}$;
   end
   11. Relation Selector add $\{KB_{\lambda_i}\}$;
   12. m-step: train Relation Selector with $Rel_{storage}$;
   13. train Relation Selector with $\{KB_{\lambda_i}\}$;
end

Algorithm 2 shows the main pseudo-code flow of CTPs algorithm based on dynamic knowledge partition. In RNNCTPs, the process of knowledge generation is changed to a match after the CTPs uses the knowledge according to the proof objective generation: firstly, $Select_\theta(G)$ in CTPs is called to generate $KB_{selected}$. Then the relational predicates in $Rel_{gen}$ and $KB_{selected}$ are matched to dynamically generate the knowledge set $KB_{gen}$ needed to prove the current target. When entering the next subobject of proof, the knowledge set required by the subobject is dynamically generated until the set proof depth is reached. The training of CTPs has already included the training of its own selection modules. The number of generated relation predicates needs to be dynamically adjusted by the relationship selector to make the total amount of knowledge used in the calculation of the $unity$ module in a controllable range. In the e-step,
our predictor uses the knowledge in this domain to score this batch of goals, and put the useful knowledge into the High\textemdash quality knowledge. When the size of RelationStorage does not reach the set value, we need to use Nearest Neighbor Search (NNS) \cite{31} to search for High\textemdash quality Knowledge in KB first, and add the predicate (relation) of High\textemdash quality Knowledge to RelationStorage.

In the m-step, we train relation selector $RNN_\theta$ : the knowledge utilization set $\{KB_\lambda\}$ is generated after each iteration, and the mean $KB_{\lambda mean}$ is calculated. $RNN_\theta$ adjusts $KB_\lambda$ by $KB_{\lambda mean}$:

$$KB_\lambda = \begin{cases} 
KB_\lambda + \tau (KB_{\lambda mean} - KB_\lambda), & \text{if } |KB_{\lambda mean} - KB_\lambda| > \varsigma \\
\frac{KB_\lambda + KB_{\lambda mean}}{2}, & \text{else}
\end{cases} \quad (13)$$

$\tau$ is the updated learning rate of $KB_\lambda$ and $\varsigma$ is the learning threshold. In order to prevent $KB_\lambda$ from being influenced too much by a small number of partial matches or knowledge sets that are too small or too large, only controllable fine-tuning is performed when the batch $KB_{\lambda mean}$ differs too much from $KB_\lambda$.

4 Experiment

4.1 Experimental Setup

Datasets: Kinship, UMLS, Nations and Countries \cite{32}. In the experiments, we selected four benchmark datasets, namely Alyawarra Kinship (Kinship), Unified Medical Language System (UMLS), Nations. Nations contains 56 binary predicates, 111 unary predicates, 14 constants and 2565 true facts; Kinship contains 26 predicates, 104 constants and 10686 true facts; UMLS contains 49 predicates, 135 constants and 6529 true facts real facts. Because our benchmark ComplEx cannot handle unary predicates, we remove unary atoms from Nations. For Kinship, UMLS, and Natons datasets, there is no standard data split. So we split each knowledge base into 30% training facts, 20% validation facts and 50% test facts. For evaluation, we take a test fact and corrupt its first and second arguments in all possible ways so that the corrupted fact is not in the original KB. Subsequently, we predict each test fact and its damage level, and compute MRR and HITS@m. We also used a country dataset \cite{10} to evaluate the scalability of our algorithm. This dataset contains 272 constants, 2 predicates, and 1158 ground truths, and is designed to explicitly test the logical rule induction and reasoning abilities of link prediction models.

Evaluation benchmark. In Kinship, UMLS, Nations and Countries, we predict each test fact and its associated rank, and compute MRR, HITS@m(m=1,3,10) after training. In countries, we evaluate the area under the precision-recall curve (AUC-PR) and the results are compared with previous methods. Set the average training time per iteration (relative) (ATTP) to compare computational performance. Knowledge utilization refers to each time we use knowledge, and it is measured by the successful establishment of the unified branch and comparing the target utilization of this batch of knowledge. ATTP and Knowledge Utilization can evaluate expected performance on large datasets.

CTPs and RNNCTPs using linear functions and attentional selection modules as well as other classical methods need to be tested on different data sets. Then the focus is on the comparison of RNNCTPs \cite{26} using attentional selection module, and the comparison of accuracy and performance indicators between CTPs and the set of relations of different embedding dimensions and sizes.
The ratio for $K_{B\text{gen}}$ is set to 30%. The number of storage tiers of *RelationStorage* is the same as the number of CTPs recursive tiers and set it to 3. The number of predictor iterations was set to 100, and every 20 iterations, the relationship generator was trained.

### 4.2 Experimental Results

#### 4.2.1 Link Prediction Task Evaluation

Table 1: Experimental Accuracy Evaluation of RNNCTPs on Link Prediction.

| Datasets | Metrics  | Models    | RNNCTPs | RNNNTPs | CTPs | NTPs | NeuralLP | MINERVA |
|----------|----------|-----------|---------|---------|------|------|----------|---------|
| Nations  | MRR      | 0.708     | 0.701   | 0.709   | 0.74 |
|          | HITS@1   | 0.583     | 0.539   | 0.562   | 0.59 |
|          | HITS@3   | 0.827     | 0.875   | 0.813   | 0.89 |
|          | HITS@10  | 0.998     | 0.997   | 0.995   | 0.99 |
| Kinship  | MRR      | 0.742     | 0.772   | 0.764   | 0.80 | 0.619 | 0.720    |
|          | HITS@1   | 0.632     | 0.609   | 0.646   | 0.76 | 0.475 | 0.605    |
|          | HITS@3   | 0.834     | 0.891   | 0.859   | 0.82 | 0.707 | 0.812    |
|          | HITS@10  | 0.943     | 0.973   | 0.958   | 0.89 | 0.912 | 0.924    |
| UMLS     | MRR      | 0.812     | 0.801   | 0.852   | 0.93 | 0.778 | 0.825    |
|          | HITS@1   | 0.621     | 0.589   | 0.752   | 0.87 | 0.643 | 0.728    |
|          | HITS@3   | 0.934     | 0.951   | 0.947   | 0.98 | 0.869 | 0.900    |
|          | HITS@10  | 0.974     | 0.972   | 0.984   | 1.00 | 0.962 | 0.968    |
| Countries| S1       | 100.0     | 100.0   | 100.0   | 100.00 | 100.00 | 100.0    |
|          | S2       | 91.28     | 89.47   | 91.81   | 93.04 | 75.1   | 92.36    |
|          | S3       | 93.22     | 95.21   | 94.78   | 77.26 | 92.20  | 95.10    |

Table 1 shows the results of link prediction experiment. The best parameters of RNNCTPs and CTPs in each data set and the situation of selecting modules are selected respectively. It can be seen that in the Nations dataset and the three evaluation indicators, RNNCTPs are superior to CTPs. This is because a rule head in the Nations data set is often accompanied by a rule body with two elements. In some cases, the knowledge generated by CTPs has too many proof paths, so it cannot be targeted at training. And RNNCTPs is filtered, so that the selection module of CTPs can also be trained according to the feedback of the proof process. The results were in line with expectations. In other datasets, because of the reduction of computation and the rule head is often accompanied by the rule body containing 1 element, the proof path of interference is relatively small, CTPs can carry out perfect training, so RNNCTPs has a gap with CTPs and other leading methods and classical methods.

In Table 2, RNNCTPs showed a stronger experimental effect than CTPs with linear selection module. The small number of relationship predicates in Kinship is conducive to the play of the attention selection module, while RNNCTPs also filters the knowledge generated by the linear selection module. Therefore, the experimental effect of RNNCTPs with linear selection module and attentional selection module is significantly better than that of CTPs with linear selection.
module, and the RNNCTPs with attentional selection module is only slightly lower than that of CTPs with attention module. Experiments on the Kinship dataset are also expected.

### Table 2: Evaluation of Link Prediction Task on Kinship Dataset.

| Model               | MRR  | HITS@1 | HITS@3 | HITS@10 |
|---------------------|------|--------|--------|---------|
| RNNCTPs(Linear)     | 0.677| 0.570  | 0.842  | 0.948   |
| RNNCTPs(Attentive)  | 0.742| 0.632  | 0.834  | 0.943   |
| CTPs(Linear)        | 0.655| 0.457  | 0.756  | 0.891   |
| CTPs(Attentive)     | 0.764| 0.646  | 0.859  | 0.958   |

### Table 3: Evaluation of Link Prediction Task on UMLS Dataset.

| Model               | MRR  | HITS@1 | HITS@3 | HITS@10 |
|---------------------|------|--------|--------|---------|
| RNNCTPs(Linear)     | 0.762| 0.599  | 0.915  | 0.923   |
| RNNCTPs(Attentive)  | 0.812| 0.621  | 0.934  | 0.974   |
| CTPs(Linear)        | 0.852| 0.752  | 0.947  | 0.984   |
| CTPs(Attentive)     | 0.732| 0.685  | 0.912  | 0.901   |

Table 2 shows the excellent performance of RNNCTPs in the multi-relational predicate data set. Since the number of relationships generated by the relationship generator in RNNCTPs according to the current proof target batch each time is smaller than the dimension of the embedding matrix of CTPs attention selection module, the attention selection module can be used to improve the effect of the model. It can be seen that CTPs using attentional selection module has inferior effect to CTPs using linear selection module, while RNNCTPs using attentional module is not only better than CTPs using attentional module, but also better than CTPs using linear selection module.

### 4.2.2 Computational Performance

As shown in figure 3, the overall performance of RNNCTPs is significantly improved compared with that of NTPs. This is due to the re-selection of the knowledge of CTPs selection module, and the performance has been improved compared with CTPs. In terms of knowledge utilization, after every 20 iterations of relation generator training, compared with NTPs, it also has a great improvement. It can be seen that the overall performance is excellent, especially compared with NTPs. In terms of both iteration time and knowledge utilization, great progress has been made to meet the pre-target.

On the Nations data set, RNNCTPs achieved better performance on tasks with relatively complex multi-element rule bodies. As shown in figure 4, RNNCTPs performed better in the case of more proved path forking compared to the overall performance. RNNCTPs has the ability to complete knowledge graph under more complex rules.

Some relational predicates in the Kinship dataset are associated with far more knowledge than other relational predicates, and the overall number of predicates is relatively small. As shown in figure 5, RNNCTPs have a relatively obvious improvement in performance compared to RNNNTPs. This is because RNNNTPs only generate knowledge based on relational predicates, while RNNCTPs will perform knowledge based on the proof target. An option that narrows the search considerably. It can also be seen that RNNCTPs also have good performance for datasets with a large amount of knowledge associated with relational predicates. Although the selection module in the CTPs module
Figure 3: Overall performance of RNNCTPs. As the number of iterations increases, the trained relation generator can more effectively combine the selection layer of CTPs to select knowledge, and the overall computing performance is improved.

Figure 4: Computational performance of RNNCTPs on Nations dataset. On the Nations dataset with more complex rules, RNNCTPs can better improve the computational efficiency.

cnomes part of the performance, on such datasets, RNNCTPs can reduce the number of knowledge traversals to get performance improvement. In summary, RNNCTPs have the ability to complete knowledge graphs under multi-entity and multi-simple relationships.

4.2.3 Parameter Sensitivity

Mainly compare the Kinship dataset with 26 predicates and 10696 factual knowledge and the UMLS dataset with 49 predicates and 6529 factual knowledge in the embedding size parameter of the inference module based on the linear selection module and attention, respectively. Comprehensive performance of CTPs on the selection module and RNNCTPs based on the attention selection module.
Table 4: Evaluation of Prediction Tasks with Different Embedding Sizes on Kinship Dataset.

| Model    | RNNCTPs(Attentive) | CTPs(Attentive) | CTPs(Linear) |
|----------|--------------------|-----------------|--------------|
| Embedding Size | 30  | 40  | 50  | 30  | 40  | 50  | 30  | 40  | 50  |
| MRR      | 0.741  | 0.738  | 0.742  | 0.598  | 0.712  | 0.764  | 0.654  | 0.678  | 0.697  |
| HIT@1    | 0.612  | 0.623  | 0.632  | 0.501  | 0.621  | 0.646  | 0.512  | 0.554  | 0.587  |
| HIT@3    | 0.849  | 0.854  | 0.834  | 0.762  | 0.867  | 0.859  | 0.788  | 0.754  | 0.821  |
| HIT@10   | 0.941  | 0.935  | 0.943  | 0.832  | 0.943  | 0.973  | 0.861  | 0.873  | 0.938  |

Table 4 shows the performance of the link prediction tasks of the three models under the Kinship data set under the embedding sizes of different inference modules. The optimal case of CTPs is to use the selection module with attention when the embedding size is 50, but it has a significant decline when the embedding size is 40, and a huge decline when the embedding size is 30. This is because there are 26 predicates in the Kinship data set, and the attention mechanism alone is weak when the embed size is 30, and the amount of knowledge generated is less than RNNCTPs, so many predicates that can be used remain unselected. RNNCTPs is not so sensitive to parameters. This is because RNNCTPs selects knowledge together with the relation generator and the attention module, and the amount of knowledge generated by the attention module is large. After filtering by the predicate generated by the relation generator, more useful information enters the next layer of the proof path, which meet design expectations.

Table 5 shows the performance of the link prediction task of the three models under the UMLS data set under the embedded sizes of different reasoning modules. CTPs has the best effect when the linear selection module is used and the embedding size is 50. Its attention module has a low effect and is basically unavailable. This is because when UMLS contains 49 predicates and the embedding size is 50, the effectiveness of the attention mechanism to select predicates has been significantly reduced. RNNCTPs selects knowledge together with the relation generator and the
### Table 5: Evaluation of Prediction Tasks with Different Embedding Sizes on the UMLS Dataset.

| Model                  | Embedding Size | RNNCTPs(Attentive) | CTPs(Attentive) | CTPs(Linear) |
|------------------------|----------------|--------------------|-----------------|--------------|
|                        | 30             | 40                 | 50              | 30           | 40           | 50           | 30           | 40           | 50           |
| MRR                    | 0.807          | 0.804              | 0.812           | 0.545        | 0.675        | 0.712        | 0.712        | 0.827        | 0.852        |
| HIT@1                  | 0.616          | 0.622              | 0.621           | 0.512        | 0.637        | 0.601        | 0.692        | 0.741        | 0.752        |
| HIT@3                  | 0.874          | 0.912              | 0.934           | 0.748        | 0.845        | 0.868        | 0.817        | 0.891        | 0.947        |
| HIT@10                 | 0.936          | 0.956              | 0.974           | 0.816        | 0.897        | 0.904        | 0.869        | 0.901        | 0.984        |

attention module, and has strong fault tolerance for the knowledge selected from the attention layer, which is slightly better than the linear layer RNNCTPs after testing in the actual state.

After the experiment, RNNCTPs is less dependent on the parameters of the embedding layer size, and the result gap is not obvious after the embedding layer size. The experimental effect gap is not significant when the embedding layer size is reduced by 20%, and the good result can be achieved when the embedding layer parameters are reduced by 40%.

### 5 Conclusions

We propose a neural symbolic reasoning method based on dynamic knowledge search region division: RNNCTPs, and introduce the relation generation module, inference prediction module and connection matching module of RNNCTPs in detail. In view of the inadequacy of CTPs in knowledge selection and the sensitivity of its attention selection module to embedding size, RNNCTPs solves the above problems in link prediction task. In the subsequent experiment, in the open datasets, RNNCTPs has further improved the computational efficiency compared with previous models, and is less sensitive to embedding size parameters in the Kinship dataset. In UMLS, attention selection module can be used to improve the overall effect even when the number of predicates is larger than the embedding size. RNNCTPs can still be interpreted in relation selection, and this module can conduct additional rule training to improve the overall training effect.
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