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Abstract
Anonymity systems like Tor are vulnerable to Website Fingerprinting (WF) attacks, where a local passive eavesdropper infers the victim’s activity. Current WF attacks based on deep learning classifiers have successfully overcome numerous proposed defenses. While recent defenses leveraging adversarial examples offer promise, these adversarial examples can only be computed after the network session has concluded, thus offer users little protection in practical settings.

We propose Dolos, a system that modifies user network traffic in real time to successfully evade WF attacks. Dolos injects dummy packets into traffic traces by computing input-agnostic adversarial patches that disrupt deep learning classifiers used in WF attacks. Patches are then applied to alter and protect user traffic in real time. Importantly, these patches are parameterized by a user-side secret, ensuring that attackers cannot use adversarial training to defeat Dolos. We experimentally demonstrate that Dolos provides 94+% protection against state-of-the-art WF attacks under a variety of settings. Against prior defenses, Dolos outperforms in terms of higher protection performance and lower information leakage and bandwidth overhead. Finally, we show that Dolos is robust against a variety of adaptive countermeasures to detect or disrupt the defense.

1 Introduction
Website-fingerprinting (WF) attacks are traffic analysis attacks that allow eavesdroppers to identify websites visited by a user, despite their use of privacy tools such as VPNs or the Tor anonymity system [30, 74]. The attacker identifies webpages in an encrypted connection by analyzing and recognizing network traffic patterns. These attacks have grown more powerful over time, improving in accuracy and scale. The most recent variants can overwhelm existing defenses, by training deep neural network (DNN) classifiers to identify the destination website given a network trace. In real world settings, WF attacks have proven effective in identifying traces in the wild from a large number of candidate websites using limited data [7, 66].

There is a long list of defenses that have been proposed and then later defeated by DNN based WF attacks. First, a class of defenses obfuscate traces by introducing randomness [23, 26, 36, 75]. These obfuscation-based defenses have been proven ineffective (< 60% protection) against DNN based attacks [7, 65]. Other defenses have proposed randomizing HTTP requests [17] or scattering traffic redirection across different Tor nodes [21, 31]. Again, these defenses provide poor protection against DNN-based attacks (<50% protection). Unsurprisingly, the success of DNN attacks has detailed efforts to deploy WF defenses on Tor (e.g., Tor stopped the implementation of WTF-PAD after it was broken by the DF attack [55, 65]).

Against these strong DNN attacks, the only defenses to show promise are recent proposals that apply adversarial examples to mislead WF classification models [34, 58]. Adversarial examples are known weaknesses of DNNs, where a small, carefully tuned change to an input can dramatically alter the DNN’s output. These vulnerabilities have been studied intensely in the adversarial ML community, and now are generally regarded a fundamental property of DNNs [35, 63].

Unfortunately, defenses based on adversarial examples have one glaring limitation. To be effective, adversarial examples must be crafted individually for each input [48]. In the WF context, the “input” is the entire network traffic trace. Thus a defense built using adversarial examples requires the entire traffic trace to be completed, before it can compute the precise perturbation necessary to mislead the attacker’s WF classifier. This is problematic, since real world attackers will observe user traffic in real time, and be unaffected by a defense that can only take action after the fact.

In this paper, we propose Dolos, a practical and effective defense against WF attacks that can be applied to network traffic in real-time. The key insight in Dolos is the application of the concept of trace-agnostic patches to WF defenses, derived from the concept of adversarial patches. While adversarial examples are customized for each input, adversarial patches can cause misclassifications when applied to a wide range of input values. In the context of a WF defense,
A patch is applied to an active, ongoing network connection. In WF attacks, an attacker tries to identify the destination of a VPN. The attacker passively eavesdrops on the user traffic routed through an encrypted connection to T or the Tor network, eavesdrops on user network traffic. After the connection terminates, the attacker classifies the entire network trace using a pretrained WF attack classifier.

“patches” are pre-computed sequences of dummy packets that protect all network traces of visits to a specific website. A patch is applied to an active, ongoing network connection, i.e. in “real time.” As we will show, Dolos generates patches parameterized by a user-side secret such as private keys. Unlike traditional patches or universal perturbations, patches parameterized by a user’s secret cannot be overcome by attackers, unless they compromise the user’s secret.

Our work describes experiences in designing and evaluating Dolos, and makes four key contributions:

- **We propose Dolos**, a new WF defense that is highly effective against the strongest attacks using deep learning classifiers. More importantly, Dolos precomputes patches before the network connection, and applies the patch to protect the user in real time.
- **We introduce a secret-based parameterization mechanism** for adversarial patches, which allows a user to generate randomized patches that cannot be correctly guessed without knowledge of the user-side secret. We show that this gives Dolos strong resistance to WF attacks that apply adversarial training with known adversarial patches and perturbations, which can otherwise defeat patches and universal perturbations [50].
- **We evaluate Dolos** under a variety of settings. Regardless of how the attacker trains its classifier (handcrafted features, deep learning, or adversarial training), Dolos provides 94% protection against the attack. Compared to three state-of-the-art defenses [26, 36, 58], Dolos significantly outperforms all three in key metrics: overhead, protection performance, and information leakage.
- **Finally, we consider attackers with full knowledge of our defense** (i.e., full access to source code but not the user secret), and demonstrate that Dolos is robust against multiple adaptive attacks and countermeasures.

2 Web Fingerprinting Attacks and Defenses

2.1 Website Fingerprinting Attacks

In WF attacks, an attacker tries to identify the destination of user traffic routed through an encrypted connection to Tor or a VPN. The attacker passively eavesdrops on the user connection, and once the session is complete, feeds the network trace as input to a machine learning classifier to identify the website visited. Even though packets across the connection are encrypted and padded to the same size, attackers can distinguish traces as sequences of packets and their direction. The attacker’s machine learning classifier is trained on packet traces generated by visiting a large, pre-determined set of websites beforehand.

**Attacks via Hand-crafted Features.** Panchenko et al. [53] proposed the first effective WF attack against Tor traffic using a support vector machine with hand-crafted features. Follow-up work proposed stronger attacks [11, 30, 32, 43, 44, 52, 70, 74] by improving the feature set and using different classifier architectures. The most effective attacks based on handcrafted features such as k-NN [74], CUMUL [52], and k-FP [30] achieve over 90% accuracy in identifying websites based on network traces.

**Attacks via DNN Classifiers.** Recent work [1, 7, 62, 65] leverages deep neural networks (DNNs) to perform more powerful WF attacks. DNNs automatically extract features from raw network traces, and outperform previous WF attacks based on hand-crafted features. Two of the most successful DNN-based attacks are Deep Fingerprinting (DF) [65] and VarCNN [7]. DF leverages a deep convolutional neural network for classification, and reaches over 98% accuracy on undefended traces, or traces defended using existing defenses (§2.2). Var-CNN [7] further improves the attack performance by using a large residual network architecture, and can achieve high performance even with limited training data. Later in §6, our experiments show that Dolos is effective at defending against both of these state-of-the-art attacks, as well as against those using hand-crafted features.

2.2 Website Fingerprinting Defenses

WF defenses modify (add, delay, or reroute) packets to prevent the identification of the destination website using trace analysis. Broadly speaking, defenses either obfuscate traces based on expert-designed noise heuristics or leverage adversarial perturbations to evade machine learning classifiers.

**Defenses via Trace Obfuscation.** A number of defenses aim to obfuscate traces to increase the difficulty of classification. This obfuscation is performed either at the application layer or the network layer. Since these defenses do not specifically target the attacker’s classifier, they generally afford low protection (<60%) against state-of-the-art WF attacks.

In application layer obfuscation, the defender introduces randomness into HTTP requests or the Tor routing algorithm (e.g., [18, 21, 31]). Application layer defenses generally make strong assumptions that are often unrealistic in practice, such as target websites implementing customized HTTP protocols [18] or only allowing attackers to observe traffic at a single Tor entry node [21, 31]. These defenses provide less
than 60% protection against DNN-based attacks such as DF and Var-CNN [7,65].

In network layer obfuscation, the defender inserts dummy packets into network traces to make website identification more challenging. First, early defenses [9, 10, 23] used constant-rate padding to reduce the information leakage caused by time gaps and traffic volume. However, these methods led to large bandwidth overhead (> 150%). Second, more recent work reduces the overhead by inserting packets in locations of the trace with large time gaps between packets (WTF-PAD [36]) or focusing on the front portion of the trace, which has been shown to contain the most information (FRONT [26]). However, WTF-PAD and FRONT only achieve 9% and 28% protection success respectively against strong WF attacks. Finally, supersequence defenses [51, 74, 75] try to find a supersequence, which is a longer packet trace that contains subsequences of different websites’ traces. The strongest supersequence defense, Walkie-Talkie, achieves 50% protection against DNN attacks. Overall, against strong WF attacks, network layer obfuscation defenses either induce extremely large overheads (> 100%) or offer low protection (< 60%).

Defenses via Adversarial Perturbation. Goodfellow et al. first proposed evasion attacks against DNNs, where an attacker causes a DNN to misclassify inputs by adding small, adversarial perturbations [27] to them. Such attacks have been widely studied in many domains, e.g., computer vision [13, 15, 16, 39, 72], natural language processing [24, 83], and malware detection [28, 68]. Recent WF defenses [34, 58] use adversarial perturbations to defeat DNN-based attacks.

The challenge facing adversarial perturbation-based WF defense is that adversarial perturbations are computed with respect to a given input, which in the WF context is the full network trace. Thus, computing the adversarial perturbation necessary to protect a network connection requires the defender to know the entire trace before the connection is even made. This limitation renders the defense impractical to protect user traces in real-time.

Mockingbird [58] suggests that we can use a database of recent traces to compute perturbations, and use them on new traces. Yet it is widely accepted in ML literature that adversarial perturbations are input specific and rarely transfer [48]. We confirm this experimentally using Mockingbird’s publicly released code: for the same website, perturbations calculated on one trace offer an average of 18% protection to a different trace from the same website. We tested 10 pairs of traces per website, over 10 websites randomly sampled from the same dataset used by Mockingbird [58].

In a concurrent manuscript, Nasr et al. [50] propose solving this limitation by precomputing universal adversarial perturbations for unseen traces, enabling the protection of live traces. However, an attacker aware of this defense can also compute these universal perturbations, and adversarially train their models against them to improve robustness. This countermeasure causes a significant drop in its protection to 76%. We show that our defense outperforms [50](§6.4).

3 Problem and Threat Model

We consider the problem of defending against website fingerprinting attacks. A user $u$ wishes to use the Tor network to visit websites privately. An attacker, after eavesdropping on $u$’s traffic and collecting a trace of $u$’s website visit ($x_u$), attempts to use $x_u$ to determine (or classify) the destination website that $u$ has just visited. To defend against such attacks, the defender seeks to inject “obfuscation” traffic into the Tor network, such that the traffic trace observed by the attacker ($\hat{x}_u$) will lead to a wrong classification result.

Threat Model. We use the same threat model adopted by existing WF attacks and defenses.

- The attacker, positioned between the user and Tor guard nodes, can only observe the user’s network traffic but not modify it. Furthermore, the attacker can tap into user connections over a period of time and may see traffic on multiple website requests.
- We consider WF attacks that operate on packet directions. This assumption is consistent with many previous defenses [21, 31, 34, 58, 75]. For each $u$’s website session, the attacker collects its trace $x_u$ as a sequence of packet directions (i.e., marking each outgoing packet as +1 and each incoming packet as -1). Figure 2 shows four examples when a Tor user visits the same website at different times. While the Tor user visits the same website in these four sessions, the traces observed by the attacker vary across sessions.
- We consider closed-world WF attacks where the user only visits a set of websites known to the attacker. These attacks are strictly stronger than open-world attacks where

\[\text{Figure 2: Example traces observed by a WF attacker when a Tor user } u \text{ visits the same website. Each sample trace } (x_u) \text{ records the packet direction (black bar: incoming packet, white bar: outgoing packet) of the first 500 packets in this session. We see that while the Tor user visits the same website in these four sessions, the traces observed by the attacker vary across sessions.}\]
the user can visit any website. The latter is far more challenging for the attacker.

- We assume the attacker has full knowledge of the defense method deployed by the user and/or Tor (i.e., access to source code). The attacker knows that the user traffic is protected by obfuscation, but does not know the run-time parameters (i.e., user-side secret) used to construct the obfuscation traffic.

**Defender Capabilities.** We make two assumptions about the defender.

- The defender can actively inject dummy packets into user traffic. With cooperation from both the user and a node in the Tor circuit (i.e., a Tor bridge\(^2\)), the defender can inject packets in both directions (outgoing and incoming).
- The defender has no knowledge of the WF classifier used by the attacker.

**Success Metrics.** To successfully protect users against WF attacks, a WF defense needs to meet multiple criteria. First, it should successfully defend the most powerful known attacks (i.e., those based on DNNs), and reduce their attack success to near zero. Second, it should do so without adding unreasonable overhead to users’ network traffic. Third, it needs to be effective in realistic deployments where users cannot predict the order of packets in a real-time network flow. Finally, a defense should be robust to adaptive attacks designed with full knowledge of the defense (i.e., with source code access).

Earlier in §2.2 we provide a detailed summary of existing WF defenses and their limitations with respect to the above success metrics.

## 4 A New Defense using Adversarial Patches

In this paper, we present *Dolos*, a new WF defense that exploits the inherent weaknesses of deep learning classifiers to provide a highly effective defense that protects network traces in real time, resists a variety of countermeasures, and incurs low overhead compared to existing defenses. In the following, we describe the key concepts behind *Dolos* and its design considerations. We present the detailed design of *Dolos* later in §5.

### 4.1 Background: Adversarial Patches

Our new WF defense is inspired by the novel concept of *adversarial patches* [8] in computer vision.

Adversarial patches are a special form of artifacts, which when added to the input of a deep learning classifier, cause an input to be misclassified. Adversarial patches differ from adversarial perturbations in that patches are both *input-agnostic* and *location-agnostic*, i.e., a patch causes misclassification

\(^2\)Tor bridges are often used to generate incoming packets for WF defenses [26, 36, 50, 58].

when applied to an input, regardless of the value of the input or the location where the patch is applied \(^3\). Thus adversarial patches are “universal,” and can be pre-computed without full knowledge of the input. Existing works have already developed adversarial patches to bypass facial recognition classifiers [67, 73, 80].

In computer vision, an adversarial patch is formed as a fixed size pattern on the image [8]. Figure 3 shows an example of an adversarial patch next to an example of adversarial perturbation. Given knowledge of the target classifier, one can search for adversarial patches under specific constraints such as patch color or intensity. For instance, for a DNN model \(\mathcal{F}\), an targeted adversarial patch \(p_{\text{adv}}\) is computed via the following optimization:

\[
P_{\text{adv}} = \arg\min_{p} \mathbb{E}_{x \in X, l \in L} \text{loss}(\mathcal{F}(\Pi(p, x, l)), y_t)
\]

where \(X\) is the set of training images, \(L\) is a distribution of locations in the image, \(y_t\) is the target label, and \(\Pi\) is the function that applies the patch to a random location of an image. This optimization is performed over all training images in order to make the patch effective across images.

### 4.2 Adversarial Patches as a WF Defense

We propose to defend against WF attacks by adding *adversarial traffic patches* to user traffic traces, causing attackers to misclassify destination websites. To the best of our knowledge, our work is the first to use adversarial patches to defend against WF attacks.

**Trace-agnostic.** This is the key property of adversarial patches and why they are a natural defense against WF attacks. Given a user \(u\) and a website \(W\), one can design a patch that works on any network trace produced when \(u\) visits \(W\). We note that like adversarial perturbations, patches can be computed as the solution to a constrained optimization problem. Empirical studies have not found any limitations in the number of unique patches that can be computed for any targeted misclassification task.

Leveraging this property, the defender can pre-compute, for \(u\), a set of \(W\)-specific adversarial patches. Once \(u\) starts to

\(^3\)We note that while input-dependent patches have been considered [37], they are largely utilized and analyzed in an input agnostic context.
visit the site $W$, the defender fetches a pre-computed patch and injects, in real-time, the corresponding dummy packets into $u$’s live traffic. Furthermore, since patches are built using diverse training data, they are inherently robust against moderate levels of website updates and/or network dynamics. The defender periodically re-computes new patches or when they detect significant changes in website content and/or user networking environments.

4.3 Adversarial Patches for Network Traffic

Here, we describe new design considerations that arise from applying adversarial patches to network traffic traces.

For a specific user/website pair (user $u$, website $W$), the defender first uses some sample traces of $u$ visiting $W$ to compute a patch $p$ for the pair. At run-time, when $u$ initiates a connection to $W$, the defender fetches $p$ and follows the corresponding insertion schedule to add dummy packets into $u$’s Tor traffic. No original packets are dropped or modified.

Therefore, to generate adversarial patches for traffic traces, we follow the optimization process defined by Eq. (1), but change the $\Pi$ function for patch injection. Note that the patches are generated for each specific user and website pair ($u, W$). Another key change is the “perturbation budget” (i.e., the maximum changes to the input), which is now defined as the bandwidth overhead introduced by those dummy packets. Patches for images are often limited by a small perturbation budget (e.g., < 5%), because bigger patches are obvious to the human eye. Patches for traffic traces can support much larger budgets. For reference, Tor had deployed WTF-PAD as a WF defense, which incurs 50+ % bandwidth overhead [55, 65].

Strong Model Transferability of Patches. Here model transferability refers to the well-known phenomenon that ML classifiers trained for similar tasks share similar behaviors and vulnerabilities, even if they are trained on different architectures or training data [82]. Existing work has shown that when applied to an input, an adversarial perturbation or patch computed for a given DNN model will transfer across models [22, 56, 69]. In addition, a perturbed or patched input will also transfer to non-DNN models such as SVM and random forests [14, 22]. The level of transferability is particularly strong for large perturbation sizes [22, 56], as is the case for adversarial patches for network traffic.

Leveraging this strong model transferability, we can build a practical WF patch without knowing the actual classifier used by WF attackers. The defender can compute adversarial patches using local WF models, and they should succeed against attacks using other WF classifiers.

4.4 Proposed: Secret-based Patch Generation

A standard response by WF attackers to our patch-based defenses is to take patches generated by the defense, build and label patched user traces, and use these traces to (re)train an attack classifier to bypass the defense. In the adversarial ML literature, this is termed “adversarial training,” and is regarded as the most reliable defense against adversarial attacks, including adversarial perturbations, adversarial patches, and universal perturbations.

In our experiments, we find that existing WF defenses fail under such attacks. For [21], protection drops to 55%. Noteworthy is the fact that [50], which uses universal perturbations, is particularly vulnerable to this attack. An attacker aware of the defense can compute the universal perturbation themselves, and use it for adversarial training. Our results show that the protection rate of [50] under adversarial training drops dramatically from 92% to 16%.

To resist adaptive attackers using adversarial training, we propose a novel secret-based patch generation mechanism that makes it nearly impossible for the attacker to reproduce the same patch as the defender. Specifically, the defender first computes a user-side secret $S$ based on private keys, nonces, and website-specific identifiers, and then uses it to parameterize the optimization process of patch generation. The result is that different secrets will generate significantly different patches. When applied to the same network trace, the resulting patched traces will also display significantly disjoint representations in both input and feature spaces. Without access to the user-side secret, adversarial training using patches generated by the WF attacker will have little effect, and Dolos will continue to protect users from the WF attack.

5 Dolos

In this section we present the design of Dolos, starting from an overview, followed by detailed descriptions of its two key components: patch generation and patch injection.

5.1 Overview

Consider the task to protect a user $u$’s visits to website $W$. Dolos implements this protection by injecting an adversarial patch $p_{W,T}$ to $u$’s live traffic when visiting $W$, such that when the (defended) network trace is analyzed by a WF attacker, its classifier will conclude that $u$ is visiting $T$ (a website different from $W$). Here $T$ is a configurable defense parameter.

Dolos includes two key steps: patch generation to compute an adversarial traffic patch ($p_{W,T}$) and patch injection to inject a pre-computed patch into $u$’s live traffic as $u$ is visiting $W$. This is also shown in Figure 4.

To generate a patch, Dolos inspects the WF feature space, and searches for potential adversarial patches that can effectively “move” the feature representation of a patched trace of $u$ visiting $W$ close to the feature representation of the (unpatched) traces of $u$ visiting $T$. When these two feature representations are sufficiently similar, WF attacker classifiers
The means that when we apply patches generated with different secrets to the same original trace, the resulting patched traces will be significantly different in both input and WF feature spaces. The secret can be a one way hash of a user’s private key, a time-based nonce, and an optional website specific modifier. This secret allows Dolos to compute multiple, distinct patches based on specific users, destination websites, and time. A defender can periodically recompute patches with updated nonces to prevent any longitudinal attacks that try to identify a common patch across multiple connections to the same website. This controlled randomization prevents attackers from observing the true distribution of the patched traces over time or multiple traces.

**Parameterized Patch Generation.** When generating a patch, Dolos uses a secret $S$ to determine $T$ (the target website) and the exact number of dummy packets to be injected, i.e., the length of the patch $|p_{W,T}|$.

**Choosing $T$:** Dolos collects a large pool of candidate target websites (400,000 in our implementation) from the Internet. To protect user $u$’s visit to $W$, Dolos uses $u$’s secret $S$ to “randomly” select a website from the candidate pool, whose feature representation is far from that of the original trace, i.e., $E_{x \in X_W} \Phi(x)$ is largely dissimilar from $E_{x \in X_T} \Phi(x)$. For our implementation, we first calculate the feature distance ($\ell_2$ norm) between $W$ and each candidate in our large pool, identify the top 75th percentile as a reduced candidate pool for $W$, and use the secret $S$ as a random seed to select one from the
Choosing $|p_{w,T}|$: To further obfuscate the appearance of our patches, we use the same secret $S$ to select the patch length (i.e., the number of dummy packets to be injected into the user traffic). Specifically, given $p_{\text{budget}}$ (the maximum overhead ratio), we “randomly” pick a patch length between $(p_{\text{budget}} - \varepsilon, p_{\text{budget}})$ where $\varepsilon$ is a defense parameter (0.1 in our implementation).

Patch Optimization. When solving the patch optimization problem defined by eq. (2), we use Stochastic Gradient Descent (SGD) [64] by batching samples from $X_W$. We note that in order to apply SGD, we need to relax the constraints on $p_{w,T}$ and allow it to lie in $[-1, 1]^n$, i.e., we allow for continuous values between $-1$ and $+1$ while optimizing. When the optimization ends, we quantize any negative value as $-1$ and any non-negative value as $+1$. This method is widely used to solve discrete optimization problems in domains like natural language processing [54, 61, 76] and malware classification [38], which avoids the intractability of combinatorial optimization [40]. Finally, we note that the optimization also takes into account the patch injection process (e.g., $\Pi(p, x, s)$), which we describe next in §5.3.

Managing Secrets. Note that Dolos manages secrets and their original components (private keys, nonces, website specific identifiers) following the standard private key management recommendations [5]. Secrets are only stored on user’s device and updated periodically.

5.3 Patch Injection

The patch injection component has two goals: 1) making the patch input-agnostic and location-agnostic, in order to deploy our WF defense on live traffic, and 2) obfuscating the patched traces at run-time to prevent attackers from detecting/removing patches from the observed traces (to recover the original trace), or dismantling patches via trace segmentation to reduce its coverage/efficativeness.

Existing solutions (used by adversarial patches for images) do not meet these goals. They simply inject a given patch (as a fixed block) at any location of the trace. Under our problem context, an attacker can easily recognize the fixed pattern by observing the user traces over a period of time. Instead, we propose to combine a segment-based patch injection method with run-time packet-level obfuscation.

Segment-based Patch Injection. A pre-computed patch $p$ is a sequence of dummy packets (+1s and -1s) designed to be injected into the user’s live traffic $x$. We first break $p$ into multiple segments of equal size $M_x$ (e.g., 30 packets), referred to as “mini-patches.” Each mini-patch is assigned to protect a segment of $x$ of size $M_x$ (e.g., 100 packets). We configure the patch generation process to ensure that, within each segment of $x$, the corresponding mini-patch stays as a fixed block. Patches are location-agnostic, so they will produce the same effect regardless of location within the segment. Therefore, given $M_x$ and $M_p$, the injection function $\Pi(p, x, s)$ in Eq. (2) depends on $s$, an injection schedule that defines the randomly chosen location of each mini-patch within $x$’s segments (see Figure 5). $S$ defines all possible sets of mini-patch locations.

An advantage of splitting up the patch into mini-patches is that it protects against attackers trying to infer the website by searching for subsequences of packets. Our results confirm this hypothesis later in §7.1.

Run-time Patch Obfuscation using Packet Flips. When a single patch $p$ is used to protect $u$’s visit to $W$ over some window of time, the same $p$ could appear in multiple patched traces. While our segment-based injection hides $p$ within the patched traces, it does not change $p$. Thus a resourceful attacker could potentially recover $p$ using advanced trace analysis techniques. To further elevate the obfuscation, we apply random “packet flipping” to make $p$ different in each visit to $W$. Specifically, in each visit session, we randomly choose a small set of dummy packets (in $p$) and flip their directions (out to in, in to out). We ensure that this random flipping operation is accounted by the patch generation process (eq. (2)), so that it does not affect the patch effectiveness. Later in §7, we show that this random flipping does deter countermeasures that leverage frequency analysis to estimate $p$.

Deployment Considerations. At run-time, the user and Tor bridge follow a simple protocol to protect traces. As soon as the user $u$ requests a website $W$, Dolos sends the pre-computed patch $p_{w,T}$ (after random flipping) and the current injection schedule $s$ to the Tor bridge through an encrypted and fixed length (padded) network tunnel. Next, the user and the Tor bridge coordinate to send dummy packets to each other to achieve the protection.

6 Evaluation

In this section, we perform a systematic evaluation of Dolos under a variety of WF attack scenarios. Specifically, we evaluate Dolos against i) the state-of-the-art DNN WF attacks whose classifiers use either the same or different feature extractors of Dolos (§6.2), ii) non-DNN WF attacks that use handcrafted features (§6.3). Furthermore, we compare Dolos against existing WF defenses under these attacks (§6.4) and in terms of information leakage, which estimates the number of potential vulnerabilities facing any WF defense (including those not yet exploited by existing WF attacks) (§6.5).

Overall, our results show that Dolos is highly effective against state-of-the-art WF attacks ($\geq94.4\%$ attack protection at a 30% bandwidth overhead). It largely outperforms existing defenses in all three key metrics: protection success rate, bandwidth overhead, and information leakage.

Finally, under a simplified 2-class setting, we show that Dolos is provably robust with a sufficiently high bandwidth overhead. Our theory result and proof, which rely on the the-
ory of optimal transport, are listed in the Appendix.

### 6.1 Experimental Setup

**WF Datasets.** Our experiments use two well-known WF datasets: Sirinam and Rimmer (see Table 1), which are commonly used by prior works for evaluating WF attacks and defenses \([7, 33, 50, 62, 65]\). Both datasets contain Tor users’ website traces (as data) and their corresponding websites (as labels). Sirinam was collected by Sirinam et al. around February 2016 and includes 86,000 traces belonging to 95 websites \([65]\) in the Alexa top website list \([3]\). Rimmer was collected by Rimmer et al. \([62]\) in January 2017, covering 2 million traces for visiting Alexa’s top 900 websites. The two datasets have partial overlap in their labels. Following prior works on WF attacks and defenses, we pad each trace in the datasets into a fixed length of 5000.

| Dataset Name | # of Labels | # of Training Traces | # of Testing Traces |
|--------------|-------------|----------------------|---------------------|
| Sirinam      | 95          | 2M                   | 10K                 |
| Rimmer       | 900         | 257K                 | 257K                |

Table 1: Two WF datasets used by our experiments.

**Dolos Configuration.** Next we describe how we configure Dolos’ feature extractor \(\Phi\), the patch injection parameters, and the user-side secret. We build four feature extractors using two well-known DNN architectures for web trace analysis, Deep CNN (from the DF attack) and ResNet-18 (from the Var-CNN attack), and train them on the above two WF datasets. We also apply standard adversarial patch training \([4, 50, 60]\) to fine-tune these feature extractors for 20 epochs, which helps increase the transferability of our adversarial patches\(^4\). Table 2 lists the resulting \(\Phi\)s and we name them based on the model architecture and training dataset.

| Model Architecture | Training Data \(X\) | Feature Extractor \(\Phi\) |
|--------------------|----------------------|--------------------------|
| Deep CNN (DF)      | Sirinam              | DF_{Sirinam}             |
| ResNet-18 (Var-CNN)| Sirinam              | VarCNN_{Sirinam}         |
| Deep CNN (DF)      | Rimmer               | DF_{Rimmer}              |
| ResNet-18 (Var-CNN)| Rimmer               | VarCNN_{Rimmer}          |

Table 2: The four feature extractors \(\Phi\) used in our experiments, their model architecture and training dataset.

When injecting patches, we set the mini-patch length \(M_p\) to 10 and the trace segment length \(M_t\) to \(M_p/R\), where \(R\) represents the bandwidth overhead of the defense \((0 < R < 1)\). We experiment with different values of \(M_p\) and find that its impact on the defense performance is insignificant. Thus we empirically choose a value of 10. By default, we set the packet flipping rate \(\beta = 0.2\), i.e., at run-time 20% of the dummy packets in each mini-patch will be flipped to a different direction. The impact of \(\beta\) on possible countermeasures is discussed later in §7.1. We use a separate dataset that contains traces from 400,000 different websites as our pool of target websites \([62]\).

Finally, since our patch generation depends on the user-side secret, we repeat each experiment 10 times, each using a randomly formulated user-side secret (per website). We report the average and standard deviation values. Overall, the standard deviations are consistently low across our experiments, i.e., < 1% for protection success rate.

**Attack Configuration.** We consider two types of WF attacks: 1) non-DNN based and using handcrafted features, i.e., k-NN \([74]\), k-IP \([30]\), and CUMUL \([52]\), and 2) DNN-based attacks, i.e., DF \([65]\] and Var-CNN \([7]\). We follow the original implementations to implement these attacks.

Consistent with prior WF defenses \([21, 26, 33, 58, 75]\), we assume that the attacker trains their classifiers using defended traces, i.e., those patched using our defense. To generate and label such traces, the attacker downloads Dolos and runs it on their own traces when visiting a variety of websites. Here the attacker must input some user-side secret to run Dolos, which we refer to as \(S_{attack}\). Since the attacker has no knowledge of the user-side secret \(S_{defense}\) being used by Dolos to protect the current user \(u\), we have \(S_{defense} \neq S_{attack}\). A relevant countermeasure by attackers is to enumerate many secrets when training the attack classifier, which we discuss later in §7.3.

**Intersection Attacks.** We also consider intersection attacks in our evaluation of Dolos. Here the attacker assumes the victim visits the same websites regularly and monitors the victim’s traffic for a longer time period (e.g., days). With these information, the attacker could make better inferences on user’s traces. We test Dolos against the intersection attack used by a previous WF defense \([58]\) and find that the attack is ineffective on Dolos. More details about our experiments and results can be found in the Appendix.

**Evaluation Metrics.** We test Dolos against various WF attacks using the testing traces in the two WF datasets (see Table 1). We evaluate Dolos using three metrics: 1) protection success rate defined as the WF attack’s misclassification rate on the defended traces, 2) bandwidth overhead \(R = \frac{R_{original}}{R_{patch}}\), and 3) information leakage, which measures the amount of potential vulnerability of any WF defense \([17, 42]\). We also examine the computation cost of Dolos. The average time required to compute a patch is 19s on an Nvidia Titan X GPU and 43s on an eight core i9 CPU machine.

### 6.2 Dolos vs. DNN-based WF Attacks

Our experiments consider three attack scenarios.

- **Matching attack/defense:** the attacker and Dolos operate on the same original trace data \(X\) (e.g., Sirinam) and use the same model architecture \(\Phi\) (e.g., DF). Dolos trains its feature extractor \(\Phi\) using model \(\Phi\) and data \(X\), while the
attacker trains its attack classifier using model $F$ and the defended version of $X$.

- **Mismatching attack/defense**: the attacker and Dolos use different $X$ and/or $F$ when building their attack classifier and feature extractor, respectively.

- **Defense effectiveness over time**: Dolos starts to apply a patch $p$ to protect its visits to $W$ since day 0; the attacker runs fresh WF attacks in the subsequent days by training attack classifiers on defended traces freshly generated in each day.

**Scenario 1: Matching Attack/Defense.** Figure 6 plots Dolos’s protection success rate against its bandwidth overhead, for each of the four $(F, X)$ combinations listed in Table 2. The standard deviation values are small ($<1\%$) and thus omitted from the figure for clarity.

We see that Dolos consistently achieves $97\%$ or higher protection rate when the defense overhead $R \geq 30\%$. This result confirms that the adversarial patches, when controlled via user-side secrets, can effectively break WF attacks trained on defended traces. Note that Dolos is even more effective against WF attacks whose classifiers are trained on original (undefended) traces, i.e., $98\%$ protection success rate with a $15\%$ overhead. For the rest of the paper, we use $R = 30\%$ as the default configuration.

**Likelihood of Secret Collisions**: In the above experiments, we randomly select the secret pair $(S_{\text{attack}}, S_{\text{defense}})$ and show that in general, as long as $S_{\text{attack}} \neq S_{\text{defense}}$, Dolos is highly effective against WF attacks. Next, we also run a worst-case analysis that looks at cases where the combination of $S_{\text{attack}}$ and $S_{\text{defense}}$ leads to heavy collision in the WF feature space. That is, the patches generated by $S_{\text{attack}}$ and $S_{\text{defense}}$ will move the feature representation of the original trace to the target feature representations of website $T_{\text{attack}}$ and $T_{\text{defense}}$, respectively, but the two targets are close in the feature space (with respect to the $\ell_2$ distance). Here we ask the question: how “close” do $T_{\text{attack}}$ and $T_{\text{defense}}$ need to be in order to break our defense?

We answer this question in Figure 7 by plotting Dolos’s protection success rate when $T_{\text{attack}}$ is the $N^{th}$ nearest label to $T_{\text{defense}}$ in the feature space ($N \in [1, 40]$). Here we show the result for each of the four $(F, X)$ combinations. We see that as long as $T_{\text{attack}}$ is beyond the top $20^{th}$ nearest neighbors of $T_{\text{defense}},$ Dolos can maintain $>96\%$ protection success rate. Since our pool of target websites is very large (400,000 websites), the probability of an attacker finding a $K_{\text{attack}}$ that weakens our defense is very low ($p_{\text{bad}} \approx \frac{20}{400,000} = 5 \times 10^{-5}$). Later in §7, we show that even when the attacker trains their classifiers on defended traces produced by a large number of secrets, the impact on Dolos is still minimum.

**Scenario 2: Mismatching Attack/Defense.** We now consider Dolos’s protection success rate against different WF attacks. The bold entries are results under matching attack/defense.
consider the more general scenario where the attacker and Dolos use different X and/or P to train their classifiers and feature extractors, respectively. Here we consider two existing DNN-based WF attacks, DF and Var-CNN, trained on Sirinam or Rimmer, and configure Dolos to use one of the four feature extractors listed in Table 2. Using the test data of Sirinam and Rimmer, we evaluate Dolos against these WF attacks (DF and Var-CNN), and list Dolos’s protection success rate in Table 3. As reference, we also include the results of matching attack/defense (scenario 1), marked in bold.

Overall, Dolos remains highly effective (> 94% protection rate) against attacks using different training data and/or model architecture. This shows that our proposed adversarial patches generated from a local feature extractor can successfully transfer to a variety of attack classifiers.

**Scenario 3: Defense Effectiveness Over Time.** Next, we evaluate Dolos against freshly generated attacks over time. Here Dolos computes and deploys a patch p to protect n’s visits to W at day 0; the attacker continues to run WF attacks in the subsequent days, and each day, they train the attack classifier using defended traces generated on the current day. We use this experiment to examine the robustness of Dolos’s patches under web content dynamics and network dynamics, also referred to as concept drift.

Our experiment uses the concept drift dataset provided by Rimmer et al. [62], which was collected along with Rimmer. This new dataset consists of 200 websites (a subset of 900 websites in Rimmer), repeatedly collected over a six week period (0 day, 3 days, 10 days, 14 days, 28 days, 42 days). We run Dolos using each of the four feature extractors to produce a patch at day 0. The attacker uses the Var-CNN classifier and trains the classifier using fresh defended traces generated on day 3, 10, 14, 28 and 42. We see that the protection success rate remains consistent (> 93%) over 42 days.

### 6.3 Dolos vs. non-DNN Attacks

While Dolos targets the inherent vulnerability of DNN-based WF attacks, we show that the adversarial patches produced by Dolos are also highly effective against non-DNN based WF attacks. Here we consider three most-effective non-DNN attacks: k-NN [74], k-PP [30], and CUMUL [52]. Table 2 lists the protection success rate of Dolos under these attacks, using each of the four different feature extractors. Our results align with existing results: adversarial patches designed for DNN models also transfer to non-DNN models [14, 22].

#### 6.4 Comparison with Previous WF Defenses

Table 4 lists the performance of Dolos and four state-of-the-art defenses (WTF-PAD [36], FRONT [26], Mockingbird [58], Blind Adversary [50] as described in §2). We evaluate them against five attacks on the two WF datasets. For Dolos, we use VarCNNRimmer as the local feature extractor.

**WTF-PAD.** WTF-PAD is reasonably effective against traditional ML attacks, but performs poorly against any DNN based attack, i.e., protection success rate drops to 10%. These findings align with existing observations [36, 65].

**FRONT.** FRONT is effective against non-DNN attacks but fails against DNN attacks. In our experiments, FRONT induces larger bandwidth overhead than reported in the original paper [26]. The discrepancy is because FRONT’s overhead is dataset dependent and a separate paper [33] reports the same overhead as ours when applying FRONT to Sirinam.

**Mockingbird.** Mockingbird is effective against non-DNN attacks and reasonably effective against DNN attacks (71% protection success). As stated earlier, the biggest drawback of Mockingbird is that the defense needs the access to the full trace beforehand, making it unrealistic to implement in the real-world.

**Blind Adversary.** We are not able to obtain the source code of Blind adversary at the time of writing. In the original paper, Blind Adversary is evaluated on the same dataset (Rimmer) using same robust training technique. However, the authors report the results for 11% overhead under the whitebox setting. Using the same setting and similar overhead, Dolos achieves 92% protection success rate whereas Blind Ad-

Table 4: Comparing bandwidth overhead and protection success rate of WTF-PAD, FRONT, Mockingbird, Blind Adversary, and Dolos. * we take the number from their original paper [50] as the authors have not released their source code.

| Dataset | Defense Name | Bandwidth Overhead | Protection Success Rate Against WF Attacks |
|---------|--------------|--------------------|-----------------------------------------|
| Sirinam | WTF-PAD      | 54%                | 87% k-NN 56% k-PP 69% CUMUL 10% DF 11% Var-CNN 10% Worst Case |
|         | FRONT        | 80%                | 96% k-PP 68% k-PP 72% CUMUL 31% DF 34% Var-CNN 31% |
|         | Mockingbird  | 52%                | 94% k-PP 89% k-PP 91% CUMUL 69% DF 73% Var-CNN 69% |
|         | Dolos        | 30%                | 98% k-PP 99% k-PP 97% CUMUL 96% DF 95% Var-CNN 95% |
| Rimmer  | WTF-PAD      | 61%                | 84% k-PP 58% k-PP 72% CUMUL 14% DF 11% Var-CNN 11% |
|         | FRONT        | 72%                | 97% k-PP 62% k-PP 68% CUMUL 37% DF 39% Var-CNN 37% |
|         | Mockingbird  | 57%                | 96% k-PP 87% k-PP 90% CUMUL 71% DF 79% Var-CNN 71% |
|         | Blind Adversary | 11% | - - - 76%* - 76% |
|         | Dolos        | 10%                | 95% k-PP 92% k-PP 93% CUMUL 87% DF 92% Var-CNN 92% |
|         | Dolos        | 30%                | 99% k-PP 98% k-PP 98% CUMUL 97% DF 98% Var-CNN 97% |
versary achieves 76% protection.

6.5 Information Leakage Analysis

Recent works [17,42] argue that WF defenses need to be evaluated beyond protection success rate because existing WF attacks may not show the hidden vulnerability of the proposed defense. Li et al. [42] proposes an information leakage estimation framework (WeFDE) that measures a given defense’s information leakage on a set of features. We measure Dolos information leakage following the WeFDE framework.

WeFDE computes the mutual information of trace features between different classes. A feature has a high information leakage if it distinguishes traces between different websites. However, we cannot directly apply such analyzer to measure the leakage of Dolos because Dolos does not seek to make traces from different websites indistinguishable from each other. Attacker can separate the traces defended by Dolos but has no way of knowing which websites the traces belong to.

Thus to measure the information leakage of Dolos, we need to obtain the overall distribution of defended traces agnostic to secrets, i.e., defended traces using all possible secrets. We approximate this distribution using traces generated with a large number of secrets and feed the aggregated traces to WeFDE for information leakage analysis.

We use all websites from Rimmer. For each website, we use DF\textsubscript{Sirinam} and 80 different secrets to generate defended traces. We find that enumerating more than 80 secrets has limited impact on the information leakage results. We aggregate the traces together before feeding into WeFDE. We compare Dolos with three previous state-of-the-art defenses, WTF-PAD, FRONT, and MockingBird. We measure the leakage (bits) on two sets of features: 1) hand crafted features from the WeDFE paper [42], and 2) DNN features from a model trained on the defended traces of a given defense.

Leakage on Hand Crafted Features. We first measure the information leakage on the default set of 3043 hand crafted features from WeFDE. This feature set covers various categories, e.g., packet ngrams, counts, and bursts. Figure 9 shows the empirical cumulative distribution function (ECDF) of information leakage across the features. The curve of Dolos increases much faster than the curves of other defenses. For Dolos, no feature leaks more than 1.7 bits of information, which is lower than the minimum leakage of other defenses.

Leakage on Features Trained on Defended Traces. For each defense, we measure the information leakage on the feature space of Var-CNN models trained on the defended traces. For Dolos, the defended traces used by the attacker are generated by a different secret. Figure 10 shows the ECDF of the leakage across all the features. Overall, this feature set leaks more information than the hand crafted features in Figure 9. Again the curve of Dolos increases faster than the curves of other defenses. The gap between Dolos and other defenses is larger in this set of features showing Dolos is more resilient against models trained on defended traces due to randomness introduced by the secret.

7 Countermeasures

In this section, we explore additional countermeasures that could be launched by attackers with complete knowledge of Dolos. We consider three classes of countermeasures: detecting Dolos patches, preprocessing inputs to disrupt Dolos patches, and boosting WF classifier robustness. Unless otherwise specified, experiments in this section run VarCNN-based attacks on the Rimmer dataset, and the defender uses the DF\textsubscript{Sirinam} feature extractor to generate patches (see §6).

7.1 Detecting Dolos Patches

An attacker can apply data analysis techniques to detect the presence of patches in network traces. Detection can lead to possible identification of patches and their removal.

Frequency Analysis. An attacker who observes multiple visits to the same website by the same user might identify defender’s patch sequences using frequency analysis, if the same patch is applied to multiple traces over a period of time. In practice, this frequency analysis might be challenging because: the location of the patch is randomized, Dolos randomly flips a subset of the dummy packets each time the patch is applied, and packet sequences in patches might blend in naturally with unaltered network traces.

We test the feasibility of this countermeasure. We assume the attacker has gathered network traces from 100 separate visits by the same user to a single website. For each trace, the attacker enumerates all packet sequences with the length of the mini-patch (known to attacker). To address the random flipping, the attacker merges packet sequences that have a Hamming distance smaller than the flipping ratio (known to the attacker). This produces a set of packet sequences for each trace. The sequence of each mini-patch should appear in every set.

As the flip ratio increases, however, packet sequences from the patch start to blend in with common packet sequences found frequently in benign (unpatched) network traces. Patch sequences can thus blend in with normal sequences, making their identification and removal difficult.

For example, for each website in Rimmer, we take 100 original network traces and perform frequency analysis. With a flip ratio of 0.2, an website has on average 45% of its packet sequences showing up in every set as false positives that look like potential patches. An aggressive attacker can remove all such high frequency packet sequences before classifier inference. Removing these high frequency packet sequences means the attacker’s classifier accuracy is reduced down to 7%. We perform this test using different values of flip ratio $\beta$ and show the results in Table 8.
Figure 9: The ECDF of information leakage on hand crafted features from WeFDE.

Figure 10: The ECDF of information leakage on features from models trained on defended traces.

Figure 11: Protection performance drops slightly as attacker trains on traces defended by increasing numbers of secrets.

Table 5: Protection success rate remains high as attacker drops or flips a portion of packets before classification.

Table 6: Protection success rate remains high as attacker trim a portion of packets at the end of each trace before classification.

Table 7: Protection success rate remains high when transferring to increasing more robust models.

Table 8: Impact of flip ratio on frequency analysis attack.

7.2 Preprocessing Network Traces

A simple but effective approach to defeat adversarial patches is to transform the input before using them for both training and inferencing [12, 25]. In the case of WF attacks, we consider 3 possible transformations: i) add “noise” by randomly flipping packets, ii) add “noise” by randomly dropping packets, iii) truncating the network traces after the first \( N \) packets. Note that the attacker is processing the traces locally and does not modify any packets in network.

Our tests show that none of these transformations impact our defense in any meaningful way. Flipping random packets in the trace degrades the classification accuracy of the attacker classifier by 22%, but *Dolos* remains successful > 96% (Table 5). Next, Table 5 shows randomly dropping packets from the trace decreases protection success rate by at most 2%, but more significantly, degrades attacker’s classification accuracy (by 32%). Finally, truncating the trace degrades the attacker’s classification accuracy but *Dolos* protection success remains > 94% (Table 6).

7.3 More Robust Attack Classifiers

Next, we evaluate the feasibility of techniques to improve the robustness of attacker classifiers against adversarial patches.

Training on Multiple Patches. In §6, the attacker trained their classifier on traces protected by patch generated using a single secret, and failed to achieve high attack performance. Here, we consider a more general adversarial training approach, that trains the attacker’s model against patched traces...
generated from multiple distinct secrets. Training against multiple targets gets the model closer to a more complete coverage of the space of potential adversarial patches.

The attacker uses Dolos source code (with DFSirinam feature extractor) to generate defended traces using N randomly selected keys for each website in Rimmer and trains a Var-CNN classifier. On the defender side, the traces is protected using DFSirinam feature extractor but a different key. Figure 11 shows that as the attacker trains against more patched traces generated from different secrets, there is a small gain in robustness by the attacker’s model. At its lowest point, the efficacy of Dolos patches drops to 87%. Across all of our countermeasures tested, this is the most effective.

**Robust Attack Classifier.** In adversarial patch training, a model is iteratively retrained on adversarial patches generated by the model. This technique is similar to but different from training on defended traces, which are generated by the defender’s model. In adversarial patch training, the classifier is iteratively trained on adversarial patches generated on the attacker model such that the classifier is robust to any type of adversarial patches.

We evaluate Dolos against increasingly more robust classifiers on the attacker side. Model robustness directly correlates with the number of epochs trained using adversarial training [41, 45, 71, 77]. In our experiment, the defender uses the DFSirinam feature extractor (adversarially trained for 20 epochs) to generate patches. We test the defense against attack classifier (Var-CNN) with varying robustness (adversarially trained from 20 to 200 epochs). Figure 7 shows the protection success rate remains ≤ 94% against all the robust classifiers and does not trend downwards as the model becomes more robust. This shows that generic adversarial training is less effective than training on defended traces, likely because the latter is more targeted towards specific types of perturbations generated by the defender.

**Training Orthogonal Classifiers.** Another countermeasure by the attacker can be to explicitly avoid the features used by the defender to generate patches, and to find other features for their trace classification. If successful, it would produce a classifier that is largely resistant to the patch. One approach is to build an attack classifier that has orthogonal feature space as the defender’s feature extractor. The attacker adds an additional loss term to model training to minimize the neuron cosine similarity at an intermediate layer of the model. We train such a classifier using Rimmer and Var-CNN model architecture. In our tests, the classifier only achieves 8% normal classification accuracy after 20 epochs of training. This likely shows that there are not enough alternative, orthogonal features that can accurately identify destination websites from network traces.

**Other Countermeasures Against Adversarial Patches.**

There are other defenses against adversarial patches explored in the computer vision domain. However, most of them are limited to small input perturbations (less than 5% of the input) [2, 19, 81]. Others only work on contiguous patches [29, 47, 49]. To the best of our knowledge, there exist no effective defense against larger patches (30% of input) or nonconsecutive adversarial patches induced by Dolos. While it is always possible the community will develop more effective defenses against larger adversarial patches, there exists a proven lower bound on adversarial robustness that increases as the size of perturbation increases [6]. Thus, it is difficult to be robust against large input perturbations without sacrificing classification accuracy.

**8 Conclusion and Limitations**

The primary contribution of Dolos is an effective defense against website fingerprinting attacks (both traditional ML based and DNN-based) that can run in real time to protect users. Our work is the first to apply the concept of adversarial patches to WF defenses.

However, there are questions we have yet to study in detail. First, while most recent defenses and attacks focus on a direction-only threat model and ignore information leakage through time gaps [21, 31, 34, 58, 65, 75], some recent WF attacks [7, 59] also utilize time gaps between packets to classify websites. We believe Dolos can be extended to also defend against attacks utilizing time-gaps, and plan on addressing this task in ongoing work. Second, we have not yet studied Dolos deployed in the wild. Real measurements and tests in the wild may reveal additional considerations, leading to additional fine tuning of our system design.
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A Effectiveness against Intersection Attacks

Intersection attacks are popular attacks against anonymity systems [20,46,78,79]. In the context of website fingerprinting, an intersection attacker assumes the victim visits the same websites regularly and monitors the victim’s network traffic for a longer time period (e.g., every day over multiple days). Using the additional information, the attacker is able to make better inferences on user’s traces. We test Dolos against an intersection attack intersection attack used by a previous defense [58].

For each of the victim’s browsing traces, the attacker logs the top-k results of the attack classifier (top-k is the k output websites that have the highest probabilities that the trace belongs to). If a website consistently appear in the top-k results, then the attacker may believe that this site is in fact the website that the user is visiting. We choose the same attack setup as [58]. We assume attacker observes 5 separate visits to the same website. Then the attacker saves the top-10 labels predicted by the classifier (using Var-CNN attack). The attack is successful if the selected label is the most frequently appeared label within joint list of 50 labels (5 sets of 10 top-10 labels). We test on 20 randomly selected websites from Rimmer. For all cases, the frequency of the correct website is far from the most frequent one (in the best case it ranks number 4 out of 41 websites) and the correct website never appears in all 5 rounds. Thus, we conclude that intersection attacks is not effective against Dolos.

B Theoretical Justification of Defense

We show that Dolos provides provable robustness guarantees when both the attacker and defender use the same fixed feature extractor $\Phi$.

We use recent theoretical results [6,57] on learning 2-class classifiers in the presence of adversarial examples which has shown that as the strength of the attacker (defender in our case) increases, the 0−1 loss incurred by any classifier is lower bounded by a transportation cost between the conditional distributions of the two classes. In the case of image classification, which is the example considered in previous work, the budget is typically too small to observe interesting behavior in terms of this lower bound.

However, since we consider network traffic traces to which much larger amounts of perturbation can be added, we encounter non-trivial regimes of this bound. This implies that with a sufficiently large bandwidth, no classifier used by the attacker will be able to distinguish between traces from the source and target classes. In order to demonstrate this, we make the following assumptions:

1. The attacker is attempting to distinguish if a trace $x$ belongs to the original class $W$ or the target class $T$, with distributions $P_W$ and $P_T$ respectively, both of which may be defended (i.e. adversarially perturbed).

2. The attacker uses a classifier function $F$ acting over the feature space $\Phi(X)$, where $F$ can be any measurable function and $\Phi : X \rightarrow \mathbb{R}^p$ is any fixed feature extractor. The resulting end-to-end classifier is represented by the tuple $(\Phi, F)$.

3. The defender has an $\ell_2$ norm perturbation budget of $\varepsilon_{\Phi}$ in the feature space, matching the choice of $\text{Dist}(\cdot, \cdot)$ in Eq. 1. The feature space budget is related to the input space bandwidth overhead $R$ by a mapping function $M$ that maps balls of radius $R$ in the input space to balls of radius at least $\varepsilon_{\Phi}$ in the feature space.

Given these assumptions, we can now state the following theorem, adapted from Bhagoji et al. [6]:

**Theorem 1** (Upper bound on attacker success). For any pair of classes $W$ and $T$ with conditional probability distributions $P_W$ and $P_T$, and the joint distribution $P$, over $X$, and with a fixed feature extractor $\Phi$, the attack success rate of any classifier $F$ is

$$\text{ASR}(\Phi(F), P, R) \leq \frac{1}{2}(1 + C_{\varepsilon_{\Phi}}(\Phi(P_W), \Phi(P_T))).$$ (3)

**Proof.** The end-to-end classifier has a fixed feature extractor $\Phi$ and a classifier function $F$ that can be optimized over. To determine an upper bound on the attack success rate achievable by a classifier $F$, we have

$$\text{ASR}(\Phi(F), P, R) = \mathbb{E}_{x \sim P} \left[ \min_{y \sim \text{Dist}(\cdot, \cdot)} 1(\Phi(F(x)) = y) \right],$$

$$\leq \mathbb{E}_{\Phi(x) \sim \Phi(P)} \left[ \min_{\Phi(\tilde{x}) \sim \Phi(P)} 1(\Phi(F(\tilde{x})) = y) \right],$$

$$= \text{ASR}(F(\Phi), P(F), \varepsilon_{\Phi}).$$

The $\leq$ arises from a conservative estimate of the distance moved in feature space. Having transformed the attack success rate calculation to one over the feature space, we can now directly apply Theorem 1 from [6], which gives

$$\max_F \text{ASR}(F(\Phi), \varepsilon_{\Phi}) = \frac{1}{2}(1 + C_{\varepsilon_{\Phi}}(\Phi(P_W), \Phi(P_T))).$$

From [6],

$$C(\Phi(P_W), \Phi(P_T)) = \inf_{P_{W,T} \in \Pi(P_W, P_T)} \mathbb{E}_{X_W, X_T \sim P_{W,T}} [1(|\Phi(X_W) - \Phi(X_T)| \geq 2\varepsilon_{\Phi})],$$ (4)

where $\Pi(P_W, P_T)$ is the set of joint distributions over $X_W \times X_T$ with marginals $P_W$ and $P_T$. \qed
Table 9: Protection performance of Dolos using non-robust feature extractor against different WF attacks when transferring to classifiers trained on different datasets and/or architecture.

| Dataset | Defender’s Feature Extractor | Protection Success Rate Against WF Attacks |
|---------|-----------------------------|--------------------------------------------|
|         |                             | k-NN | k-FP | CUMUL | DF   | Var-CNN |
| Sirinam | DFSirinam                   | 96%  | 97%  | 93%   | 95%  | 91%     |
|         | DFRimmer                    | 96%  | 94%  | 97%   | 92%  | 93%     |
|         | VarCNNSirinam               | 94%  | 92%  | 95%   | 93%  | 96%     |
|         | VarCNNRimmer                | 97%  | 96%  | 95%   | 95%  | 94%     |
| Rimmer  | DFSirinam                   | 94%  | 92%  | 95%   | 93%  | 92%     |
|         | DFRimmer                    | 95%  | 94%  | 96%   | 97%  | 91%     |
|         | VarCNNSirinam               | 94%  | 97%  | 98%   | 94%  | 92%     |
|         | VarCNNRimmer                | 96%  | 95%  | 96%   | 95%  | 97%     |

The main takeaway from the above theorem is that the better separated the perturbed feature vectors from the two classes are, the higher the attack success rate will be. Thus, from the defender’s perspective, the bandwidth $R$ has to be sufficient to ensure that the resulting $\varepsilon_\Phi$ leads to low separability.

**Empirical upper bounds.** We compute the feature space distances between 500 different sets of source $W$ and target $T$ websites and plot the maximum attack success rate as the budget $\varepsilon_\Phi$ in the feature space is varied (Figure 12). We use a robust feature extractor trained on the Rimmer dataset to derive this upper bound. With a feature space budget of 2.5, the attack success rate drops to 50%, which for a two-class classification problem implies that no classifier can distinguish between the two classes.

Now, it remains to be established that a reasonable input bandwidth overhead can lead to a feature space budget of 2.5. In Figures 13 and 14, we see that varying over 20 choices of sources with respect to a fixed target and 100 targets for a fixed source, the minimum distance moved in the feature space is larger than 2.5, making it a conservative estimate for $\varepsilon_\Phi$ in Theorem 1.

**Remarks** We note that our analysis here is restricted to the 2-class setting, thus the conclusions drawn may not apply for all source-target pairs. We hypothesize that this explains the lower than 100% protection rate at $R = 0.3$ we observe in §6, since some pairs of classes may not be sufficiently well-separated in feature space. We also note that the analysis used here improves over that of Cherubin [17], where the effectiveness of an attack is only tested against a fixed defense, while we provide optimal bounds in the setting where the attacker and defender can adapt to one another.