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Abstract. Let a countable amenable group $G$ act on a zero-dimensional compact metric space $X$. For two clopen subsets $A$ and $B$ of $X$ we say that $A$ is subequivalent to $B$ (we write $A \preceq B$), if there exists a finite partition $A = \bigcup_{i=1}^{k} A_i$ of $A$ into clopen sets and there are elements $g_1, g_2, \ldots, g_k$ in $G$ such that $g_1(A_1), g_2(A_2), \ldots, g_k(A_k)$ are disjoint subsets of $B$. We say that the action admits comparison if for any clopen sets $A, B$, the condition, that for every $G$-invariant probability measure $\mu$ on $X$ we have the sharp inequality $\mu(A) < \mu(B)$, implies $A \preceq B$. Comparison has many desired consequences for the action, such as the existence of tilings with arbitrarily good Følner properties, which are factors of the action. Also, the theory of symbolic extensions, known for $\mathbb{Z}$-actions, extends to actions which admit comparison. We also study a purely group-theoretic notion of comparison: if every action of $G$ on any zero-dimensional compact metric space admits comparison then we say that $G$ has the comparison property. Classical groups $\mathbb{Z}$ and $\mathbb{Z}^d$ enjoy the comparison property, but in the general case the problem remains open. In this paper we prove this property for groups whose every finitely generated subgroup has subexponential growth.

1. Introduction

The key notion of this paper, the comparison originates in the theory of $C^*$-algebras, but the most important for us “dynamical” version concerns group actions on compact spaces. In this setup it was defined by J. Cuntz (see [7]) and further investigated by M. Rørdam in [26, 27] and by W. Winter in [31]. As in the case of many other properties and notions in dynamical systems, the most fundamental form of comparison occurs in actions of the additive group $\mathbb{Z}$ of the integers. In this context comparison is guaranteed for any action on a zero-dimensional compact metric space, which follows from the classical marker property of such actions (see [4]). See also [5] for more on comparison in $\mathbb{Z}$-actions. For a wider generality, we refer the reader to a recent paper by David Kerr [19], where the notion is defined for other actions including topological and measure-preserving ones. We will focus on a particular case where a countable amenable group acts on a zero-dimensional compact metric space. In fact, this case also plays one of the leading roles in [19].

The main motivation for this paper is the fact that, unlike for $\mathbb{Z}$-actions, in the case of a general countable amenable group acting on a zero-dimensional compact metric space, it is unknown whether comparison necessarily occurs. There is neither a proof, nor a counterexample, although the problem has been attacked by several specialists for several years. Only a few partial results have been obtained,
for instance, it is known (but never published, see [24] and also [30]) that finitely generated groups with a symmetric Følner sequence satisfying Tempelman’s condition (this includes all nilpotent, in particular Abelian, groups) have the comparison property, but beyond this case not much was known. On the other hand, comparison is a very desirable property with many important consequences (see further in this introduction), thus any progress in understanding which actions enjoy comparison (or which groups have comparison for all actions) is valuable.

Our main invention introduced in this paper is a new notion of a correction chain—a kind of pseudoorbit which allows to improve a partially defined map and extend its domain. Using this tool in section 5 we succeed in identifying a large class of groups whose any action on a zero-dimensional compact metric space has comparison. Namely, it is the class of groups whose every finitely generated subgroup has subexponential growth (we call them shortly subexponential groups). This covers all nilpotent and in fact virtually nilpotent groups (which have polynomial growth) but also other, with intermediate growth, the most known example of which is the Grigorchuk group ([16]). By a recent result of Breuillard, Green and Tao [4], our result also covers the above mentioned “Tempelman groups”; they turn out to be virtually nilpotent. Of course, there exist also amenable groups with exponential growth, and for these the problem remains a challenge.

The last section of the paper is devoted to the connection between comparison and the existence of what we call dynamical tilings with arbitrarily good “Følner properties”. Such dynamical tilings, which exist in any aperiodic action of \( \mathbb{Z} \), have numerous applications in ergodic theory and occur under various names (as Kakutani–Rokhlin partitions or clopen tower partitions, etc.) for example in the study of full groups and orbit equivalence of minimal Cantor systems (see [28] for an exposition on this subject). For amenable group actions, for a long time, quasitilings of Ornstein and Weiss (see [22]) have played a crucial role, mainly due to their universal existence in all countable amenable groups, and Lindenstrauss’ Pointwise Ergodic Theorem ([20]) is one of the most important applications. There are many more such applications, see for example [5, 16, 18, 25]. However, the Ornstein–Weiss quasitilings are “algebraic” (i.e., unrelated to any \( \textit{a priori} \) given action).

In [11], it has been proved that in the algebraic case the Ornstein–Weiss quasitilings (with arbitrarily good Følner properties) can be improved to become tilings. Such tilings have already found numerous applications, see e.g. [1, 24, 32, 34]. In fact, the advantage of (algebraic) tilings over (algebraic) quasitilings is visible also in this paper: these tilings are used in the proof of the key Lemma 5.9, where quasitilings would not work.

As mentioned above, it is often desired to have a tiling (or at least a quasitiling) which depends on the \( \textit{a priori} \) given action. In [10] it is proved that dynamical quasitilings with arbitrarily good Følner properties exist as factors in any free action of any countable amenable group. In this version the result has already been used in [13, 14]. In a recent paper [6] we find a different approach: a dynamical tiling (in place of quasitiling) is obtained as a factor of an extension of a given free minimal action. In the same paper, these tilings are applied to establish some kind of stability for generic actions, using the language of \( C^* \)-algebras (see also the survey [32]).
But for many other purposes all the above discussed quasitilings and tilings are insufficient. Dynamical tilings which are factors of a given action are needed for instance to build the theory of symbolic extensions, and neither dynamical quasitilings nor tilings which are factors of some extended action seem to be sufficient. This problem will be discussed in detail in our forthcoming paper [12].

As we have already mentioned, in the general case the existence of a dynamical tiling which is a factor of a given free action (on a zero-dimensional compact metric space) is unknown. In the last section, we tie the existence of such dynamical tilings with the comparison property. In particular, using the result concerning the comparison property of subexponential groups, we prove that if the group is subexponential, then any free action on a zero-dimensional compact metric space factors to dynamical tilings with arbitrarily good Følner properties. We also prove the reversed implication: an action (not necessarily free), which factors to dynamical tilings with arbitrarily good Følner properties, admits comparison.

The authors thank Gabor Szabo for valuable information on the current state of the art in the subject matter.

2. Preliminaries

In this paper, whenever we say “a finite set” we mean a nonempty finite set, and whenever we say “a countable set” we mean either a finite or an infinite countable set. Since we will often consider pairs of subsets of a group $G$ as well as pairs of subsets of a compact space $X$, for easier distinction we will use the convention that in the first case these sets will be denoted using slanted font: $A, B \subset G$, and in the second using straight sans serif font: $A, B \subset X$. Boldface letters $A, B$ are reserved for blocks in symbolic systems, while script $\mathcal{A}, \mathcal{B}$ will be used for families of blocks.

2.1. Amenable groups and their actions. Let $G$ be a countable group.

**Definition 2.1.** A sequence $(F_n)_{n \in \mathbb{N}}$ of finite subsets of $G$ is called a (left) Følner sequence if for any $g \in G$ one has

$$\lim_{n \to \infty} \frac{|gF_n \cap F_n|}{|F_n|} = 1,$$

where $|\cdot|$ denotes the cardinality of a set.

Equivalently, a sequence of finite sets $(F_n)$ is Følner if and only if for every finite set $K \subset G$ and every $\varepsilon > 0$ the sets $F_n$ are eventually $(K, \varepsilon)$-invariant, i.e., satisfy

$$\frac{|KF_n \triangle F_n|}{|F_n|} < \varepsilon$$

($\triangle$ stands for the symmetric difference of sets).

**Definition 2.2.** A countable group possessing a Følner sequence is called amenable.
$G(x) = \{g(x) : g \in G\}$. It is a basic property of amenability (and in fact a condition equivalent to it) that if $G$ is amenable then for any action of $G$ on any compact metric space there exists a Borel probability measure $\mu$ on $X$ invariant under the action in the following sense: if $A \subset X$ is a Borel set then $\mu(A) = \mu(g(A))$ for every $g \in G$. We will briefly call such a measure an invariant measure (skipping the adjectives "Borel" and "probability"). The collection of all invariant measures $\mathcal{M}_G(X)$ endowed with the weak-star topology is a compact convex set whose extreme points are precisely the ergodic measures (i.e., such that each Borel-measurable invariant set has measure either zero or one). If $(F_n)$ is any Følner sequence in $G$ then, for every point $x \in X$, the sequence of atomic measures

$$\frac{1}{|F_n|} \sum_{g \in F_n} \delta_{g(x)}$$

(where $\delta_x$ denotes the point-mass at $x$) accumulates at the set of invariant measures. If this sequence converges to some $\mu$ then $\mu$ is necessarily invariant and we call $x$ a generic point for $\mu$. If $(F_n)$ is tempered, then for every ergodic measure $\mu$ the set of all points generic for $\mu$ has full measure (see [20] for the definition of the notion "tempered" and for the theorem).

The most basic example of an action is the full shift on a finite alphabet. Let $\Lambda$ be a finite set (called the alphabet) and let $\Lambda^G$ be endowed with the product topology, where the set $\Lambda$ is considered discrete. The group $G$ acts on $\Lambda^G$ by the shifts defined as follows: if $x = (x_g)_{g \in G}$ and $h \in G$ then $h(x) = y = (y_g)_{g \in G}$, where, for each $g \in G$, $y_g = x_{gh}$.

By a subshift we will understand the action of $G$ on any nonempty closed shift-invariant subset $X$ of $\Lambda^G$. If $F \subset G$ is finite then any function $B : F \to \Lambda$ is called a block over $F$. With each block $B$ (over any finite $F$) we associate the cylinder

$$[B] = \{x \in \Lambda^G : x|_F = B\}.$$ 

If $F = \{e\}$ (where $e$ denotes the unity of $G$) and $B(e) = \alpha \in \Lambda$ ($B(g)$ denotes the entry of $B$ at the coordinate $g$) then the cylinder $[B]$ will be denoted by $[\alpha]$. We say that a block $B$ (over some $F$) occurs in some $x \in \Lambda^G$ at the position $g$ if $g(x) \in [B]$, equivalently, if $x_{fg} = B(f)$ for every $f \in F$. If we restrict our attention to a subshift $X \subset \Lambda^G$, by the cylinder $[B]$ we will understand what should be formally denoted as $[B] \cap X$. The collection of all cylinders (corresponding to all blocks over all finite sets) is a clopen base of the topology in $X$.

If $G$ acts on two compact metric spaces, $X$ and $Y$, we will say that the action on $Y$ is a topological factor of the action on $X$ if there exists a continuous surjection $\pi : X \to Y$ such that, for every $g \in G$, $g \circ \pi = \pi \circ g$ (where $g$ is understood as a transformation of either $X$ or $Y$).

The property of a group action on a topological space which generalizes that of aperiodicity for $\mathbb{Z}$-actions (i.e., lack of periodic points) is freeness. There are several (not equivalent) definitions of a free group action. We will use the strongest:

**Definition 2.3.** An action $\tau : G \to \text{HOMEO}(X, X)$ is called free if for every $g \in G$

$$\exists x \in X : g(x) = x$$

implies $g = e$.

2.2. Subexponential groups.

**Definition 2.4.** In a group $G$, a set $R$ such that $\bigcup_{n=1}^\infty (R \cup R^{-1})^n = G$ is called a generator of $G$. A group having a finite generator is called finitely generated.
**Definition 2.5.** A finitely generated group $G$ with a generator $R$ has subexponential growth if $|(R \cup R^{-1})^n|$ grows subexponentially, i.e.,

$$\lim_{n \to \infty} \frac{1}{n} \log |(R \cup R^{-1})^n| = 0.$$  

It is very easy to see that subexponential growth of a finitely generated group $G$ implies subexponential growth of $|K^n|$ for any finite set $K \subset G$ and thus does not depend on the choice of a finite generator.

**Definition 2.6.** A countable group $G$ (not necessarily finitely generated) is called subexponential if every its finitely generated subgroup has subexponential growth.

It is a standard fact that a group $G$ is amenable if and only if so is every finitely generated subgroup of $G$. It is also known that finitely generated groups with subexponential growth are amenable [1], hence every subexponential group is amenable. This is why we can omit amenability assumption when dealing with subexponential groups. Examples of subexponential groups are: Abelian, nilpotent and virtually nilpotent groups. These examples have polynomial growth, but there are also examples of countable groups with intermediate growth rates (see [16]). By a recent result [4], all finitely generated groups possessing a symmetric Følner sequence $(F_n)$ satisfying Tempelman’s condition $|F_n \setminus F_{n+1}| \leq C |F_n|$.

**2.3. Upper and lower Banach densities, Banach density advantage.**

**Definition 2.7.** For a subset $B \subset G$ and a finite set $F \subset G$ denote

$$\overline{D}_F(B) = \inf_{g \in G} \frac{|B \cap F g|}{|F|} \quad \text{and} \quad \overline{D}_F(B) = \sup_{g \in G} \frac{|B \cap F g|}{|F|}.$$  

If $(F_n)$ is a Følner sequence then define

$$\overline{D}(B) = \limsup_{n \to \infty} \overline{D}_{F_n}(B) \quad \text{and} \quad \overline{D}(B) = \liminf_{n \to \infty} \overline{D}_{F_n}(B),$$  

which we call the lower and upper Banach density of $B$, respectively.

**Remark 2.8.** The notions of upper and lower Banach density have been studied from several points of view. For example, in [2] the reader will find a different definition. It can be shown that that definition is in fact equivalent to ours.

For two sets $A$ and $B$ of $G$ we define the following quantities

$$\overline{D}_F(B, A) = \inf_{g \in G} \frac{1}{|F|} |(B \cap F g) - (A \cap F g)|, \quad \overline{D}(B, A) = \limsup_{n \to \infty} \overline{D}_{F_n}(B, A).$$  

The latter number will be called the Banach density advantage of $B$ over $A$ (which can be negative, but we will never consider such a case).

We will be using the following elementary fact (see e.g. [11], Lemma 3.4], where it is formulated using the language of quasitilings which in this paper will be introduced later).

**Lemma 2.9.** Let $(A_k)_{k \geq 1}$ and $(g_k)_{k \geq 1}$ be a sequence of subsets of $G$ and a sequence of elements of $G$ such that:

1. the union $\bigcup_{k=1}^{\infty} A_k$ is finite,
(2) \( A = \bigcup_{k=1}^{\infty} A_k g_k \) is a disjoint union.
For each \( k \) let \( B_k \subset A_k \) and let \( B = \bigcup_{k=1}^{\infty} B_k g_k \). Then
\[
\mathcal{D}(B) \geq \mathcal{D}(A) \cdot \inf_k \frac{|B_k|}{|A_k|}.
\]

The following lemma will be repeatedly used in many of our considerations.

**Lemma 2.10.** Let \( F, F_1 \) be finite subsets of \( G \) and let \( A, B \) be some arbitrary subsets of \( G \). If \( F_1 \) is \((F, \varepsilon)\)-invariant then \( \mathcal{D}_{F_1}(B, A) \geq \mathcal{D}_F(B, A) - 4\varepsilon \).

**Proof.** Given \( g \in G \), we have
\[
|B \cap F hg| - |A \cap F hg| \geq \mathcal{D}_F(B, A)|F|,
\]
for every \( h \in F_1 \). This implies that
\[
|\{(f, h) : f \in F, h \in F_1, f hg \in B\}| - |\{(f, h) : f \in F, h \in F_1, f hg \in A\}| \geq \mathcal{D}_F(B, A)|F||F_1|.
\]

This in turn implies that there exists at least one \( f \in F \) for which
\[
|B \cap f F_1 g| - |A \cap f F_1 g| \geq \mathcal{D}_F(B, A)|F_1|.
\]
Since \( f \in F \) and \( F_1 \) is \((F, \varepsilon)\)-invariant (and hence so is \( F_1 g \)), we have
\[
|B \cap f F_1 g| - |B \cap F_1 g| \leq |f F_1 \setminus F_1| \leq 2|F_1 | \setminus F_1 | \leq 2\varepsilon|F_1|,
\]
and the same for \( A \), which yields
\[
|B \cap F_1 g| - |A \cap F_1 g| \geq (\mathcal{D}_F(B, A) - 4\varepsilon)|F_1|.
\]
To end the proof, it remains to apply the infimum over all \( g \in G \) on the left, and divide both sides by \(|F_1|\). \( \square \)

The first two equalities in the lemma below have been proved in [11].

**Lemma 2.11.** The values of \( \mathcal{D}(B) \), \( \mathcal{D}(B) \) and \( \mathcal{D}(B, A) \) do not depend on the choice of the Følner sequence, the limits superior and inferior in the definition are in fact limits, and moreover
\[
\mathcal{D}(B) = \sup_F \mathcal{D}_F(B),
\]
\[
\mathcal{D}(B) = \inf_F \mathcal{D}_F(B),
\]
\[
\mathcal{D}(B, A) = \sup_F \mathcal{D}_F(B, A),
\]
where \( F \) ranges over all finite subsets of \( G \).

**Proof.** We will prove the third equation. Then, plugging in \( A = \emptyset \) we will get the first equation and passing to the complement \( B^c \) we will get the second equation. The inequality \( \limsup_{n \to \infty} \mathcal{D}_{F_n}(B, A) \leq \sup\{ \mathcal{D}_F(B, A) : F \subset G, F \text{ is finite} \} \) is obvious. It remains to show that
\[
\liminf_{n \to \infty} \mathcal{D}_{F_n}(B, A) \geq \sup\{ \mathcal{D}_F(B, A) : F \subset G, F \text{ is finite} \}.
\]
At the same time this will prove the existence of all three limits.

Let \( F \subset G \) be a finite set. Given \( \varepsilon > 0 \), for any \( n \) large enough \( F_n \) is \((F, \varepsilon)\)-invariant, hence Lemma 2.10 implies that \( \liminf_{n \to \infty} \mathcal{D}_{F_n}(B, A) \geq \mathcal{D}_F(B, A) - 4\varepsilon \).
Since \( \varepsilon > 0 \) is arbitrary, it can be ignored. \( \square \)
Corollary 2.12. We have

\[ D(B) - \overline{D}(A) \leq D(B, A). \]

Proof. Fix a Følner sequence \((F_n)\). By the above lemma, we can write

\[
D(B, A) = \lim_{n \to \infty} \inf_{g \in G} \frac{|B \cap F_n g| - |A \cap F_n g|}{|F_n|} \geq \lim_{n \to \infty} \inf_{g \in G} \frac{|B \cap F_n g|}{|F_n|} - \lim_{n \to \infty} \sup_{g \in G} \frac{|A \cap F_n g|}{|F_n|} = D(B) - \overline{D}(A).
\]

\[ \square \]

2.4. Tilings of amenable groups. In this section we will briefly recall the notion of a quasitiling and tiling of a group and we will quote from [11] the result on the existence of tilings, with arbitrarily good Følner properties, of countable amenable groups. These notions and the result will not be used until Section 5, but due to their generality we put them in the preliminaries. Later, in Section 6 we will also introduce the notion of dynamical quasitilings and tilings (and some results on their existence). In contrast to dynamical (quasi)tilings, the (quasi)tilings of this subsection can be regarded as “static” or “algebraic”.

**Definition 2.13.** A quasitiling \( T \) of a group \( G \) is determined by two objects:

1. a finite collection \( S(T) \) of finite subsets of \( G \) containing the unity \( e \), called the shapes;
2. a finite collection \( C(T) = \{ C(S) : S \in S(T) \} \) of disjoint subsets of \( G \), called sets of centers (for the shapes).

The quasitiling is then the family \( T = \{(S, c) : S \in S(T), c \in C(S)\} \). We require the map \((S, c) \mapsto Sc\) to be injective. Hence, by the tiles of \( T \) (denoted by the letter \( T \)) we will mean either the sets \( Sc \) or the pairs \((S, c)\) (i.e., the tiles with defined centers), depending on the context.

Note that every quasitiling \( T \) can be represented in a symbolic form, as a point \( T \in \Delta^G \), with the alphabet \( \Delta = S(T) \cup \{0\} \), as follows: \( T_g = S \iff g \in C(S) \), \( T_g = 0 \) otherwise.

**Definition 2.14.** Let \( \varepsilon \in [0, 1) \) and \( \alpha \in (0, 1] \) and let \( K \subset G \) be a finite set. A quasitiling \( T \) is called

1. \((K, \varepsilon)\)-invariant if all shapes of \( T \) are \((K, \varepsilon)\)-invariant;
2. \(\varepsilon\)-disjoint if there exists a mapping \( T \mapsto T' \) (\( T \in T \)) such that
   - \( T^o \subset T \), \( \frac{|T'|}{|T|} > 1 - \varepsilon \) and
   - \( T \neq T' \implies T^o \cap T'^o = \emptyset \);
3. disjoint if the tiles of \( T \) are pairwise disjoint;
4. \(\alpha\)-covering if \( D(\bigcup T) \geq \alpha \);
5. a tiling if it is a partition of \( G \).

One of the most fruitful facts in ergodic theory (as well as topological dynamics) of amenable group actions is the following fact due to Ornstein and Weiss ([21, Proposition 4]), which can be reformulated as follows:

**Theorem 2.15.** Let \( G \) be a countable amenable group. Then, for any finite set \( K \) and any \( \varepsilon, \delta, \gamma > 0 \), there exists a \((K, \varepsilon)\)-invariant, \((1 - \delta)\)-covering, \(\gamma\)-disjoint quasitiling of \( G \).
The authors of [21] indicate also that it is possible to create disjoint quasitilings as above. In [11] we were able to improve the above and replace the quasitilings by tilings (this seemingly small improvement will become crucial in Section 5).

**Theorem 2.16.** [11] Theorem 4.3 Let $G$ be a countable amenable group. Then, for any finite set $K$ and any $\varepsilon > 0$, there exists a $(K, \varepsilon)$-invariant tiling of $G$.

### 3. The comparison property

The key notions of this paper are given below (see also [19]).

**Definition 3.1.** Let $G$ be a countable amenable group.

1. Let $G$ act on a zero-dimensional compact metric space $X$. For two clopen sets $A, B \subset X$, we say that $A$ is subequivalent to $B$ (and write $A \preccurlyeq B$), if there exists a finite partition $A = \bigcup_{i=1}^{k} A_i$ of $A$ into clopen sets and there are elements $g_1, g_2, \ldots, g_k$ of $G$ such that $g_1(A_1), g_2(A_2), \ldots, g_k(A_k)$ are disjoint subsets of $B$. We say that the action admits comparison if for any pair of clopen subsets $A, B$ of $X$, the condition that for each invariant measure $\mu$ on $X$ we have $\mu(A) < \mu(B)$, implies $A \preccurlyeq B$.

2. If every action of $G$ on any zero-dimensional compact metric space admits comparison then we will say that $G$ has the comparison property.

Clearly, $A \preccurlyeq B$ implies $\mu(A) \leq \mu(B)$ for every invariant measure $\mu$, so comparison is nearly an equivalence between subequivalence and the inequality for all invariant measures.

**Remark 3.2.** Let two clopen sets $A, B$ satisfy $\mu(A) < \mu(B)$ for every invariant measure $\mu$. Because the sets $A, B$ are clopen, the function $\mu \mapsto \mu(B) - \mu(A)$ is continuous, and since it is positive on a compact set, it is separated from zero, i.e.,

$$\inf_{\mu \in M_G(X)} (\mu(B) - \mu(A)) > 0.$$ 

Consider also the following seemingly weaker property:

**Definition 3.3.** The action of a countable amenable group $G$ on a zero-dimensional compact metric space $X$ admits weak comparison if there exists a constant $C \geq 1$ such that for any clopen sets $A, B \subset X$, the condition $\sup_{\mu} \mu(A) < \frac{1}{C} \inf_{\mu} \mu(B)$ (where $\mu$ ranges over all invariant measures) implies $A \preccurlyeq B$.

Clearly, comparison implies weak comparison. We will show that these properties are in fact equivalent.

**Lemma 3.4.** Weak comparison implies comparison.

**Proof.** Suppose the action of a countable amenable group $G$ on a zero-dimensional compact metric space $X$ admits weak comparison with a constant $C$. Let two clopen sets $A, B$ satisfy $\mu(A) < \mu(B)$ for every invariant measure $\mu$. By Remark 3.2

$$\inf_{\mu \in M_G(X)} (\mu(B) - \mu(A)) > \varepsilon$$

for some positive $\varepsilon$. We order the group (arbitrarily) by natural numbers, as $G = \{g_1, g_2, \ldots\}$ (or $G = \{g_1, \ldots, g_n\}$ in case $G$ is finite). We let $A_1 = A \cap g_1^{-1}(B)$, and $B_1 = g_1(A_1)$. For each $k > 1$ (or $1 < k \leq n$ in the finite case) we set inductively

$$A_k = A \setminus \left( \bigcup_{i=1}^{k-1} A_i \right) \cap g_k^{-1} \left( B \setminus \bigcup_{i=1}^{k-1} B_i \right),$$

and $B_k = g_k(A_k)$. By weak comparison,

$$\mu(A_k) < \frac{1}{C} \inf_{\mu} \mu(B),$$

which implies

$$\mu(B_k) > \frac{C}{C+1} \mu(B).$$

This shows that the sequence $(B_k)$ is a tiling, as desired.
and \( B_k = g_k(A_k) \). It is not hard to see that the sets \( A_k \) and \( B_k \) are clopen (some of them possibly empty), disjoint subsets of \( A \) and \( B \), respectively and \( \mu(A_k) = \mu(B_k) \) for each \( k \) and every invariant measure \( \mu \). Consider the remainder sets
\[
A_0 = A \setminus \bigcup_{k=1}^{\infty} A_k \quad \text{and} \quad B_0 = B \setminus \bigcup_{k=1}^{\infty} B_k,
\]
or in the finite case
\[
A_0 = A \setminus \bigcup_{k=1}^{n} A_k \quad \text{and} \quad B_0 = B \setminus \bigcup_{k=1}^{n} B_k.
\]
Clearly, for each invariant measure \( \mu \) we have \( \mu(B_0) \geq \varepsilon \). We claim that \( \mu(A_0) = 0 \). It suffices to consider an ergodic measure. But if \( \mu(A_0) \) was positive, then, by ergodicity, there would exist an \( x \in A_0 \) and \( g = g_k \) (for some \( k \)) such that \( g_k(x) \in B_0 \). This is a contradiction, as, by construction, no orbit starting in \( A_0 \) visits the set \( B_0 \). Now, by countable additivity of the measures, we obtain, for each invariant measure \( \mu \),
\[
\lim_{k \to \infty} \mu\left( A \setminus \bigcup_{i=1}^{k} A_i \right) = 0.
\]
Clearly, the limit is decreasing. Since the measured sets are clopen, the above measure values viewed as functions on the set of invariant measures are continuous, and thus the convergence is uniform. Let \( \delta > 0 \) be strictly smaller than \( \varepsilon \). Then, for \( k \) large enough we have, simultaneously for all invariant measures \( \mu \),
\[
\mu\left( A \setminus \bigcup_{i=1}^{k} A_i \right) \leq \delta < \frac{\varepsilon}{C} \leq \frac{1}{C} \mu\left( B \setminus \bigcup_{i=1}^{k} B_i \right).
\]
By the weak comparison assumption, we get
\[
A \setminus \bigcup_{i=1}^{k} A_i \preccurlyeq B \setminus \bigcup_{i=1}^{k} B_i,
\]
which, together with the obvious fact that \( \bigcup_{i=1}^{k} A_i \preccurlyeq \bigcup_{i=1}^{k} B_i \), completes the proof of \( \Delta \preccurlyeq \Sigma \). \( \square \)

Remark 3.5. The above proof shows also that every finite group \( G = \{g_1, g_2, \ldots, g_n\} \) has the comparison property. For such a group we have \( A_0 = A \setminus \bigcup_{i=1}^{n} A_i \). The fact that \( A_0 \) has measure 0 for all invariant measures implies that it is empty.

Remark 3.6. In the definition of comparison, it suffices to consider only disjoint clopen sets \( A, B \). Indeed, \( \{A \cap B, A \setminus B\} \) is a clopen partition of \( A \), and \( g_0 = e \) sends \( A \cap B \) inside \( B \), so if \( (A \setminus B) \preccurlyeq (B \setminus A) \) then also \( A \preccurlyeq B \). Also note that, for any measure \( \mu \), \( \mu(A) < \mu(B) \) if and only if \( \mu(A \setminus B) < \mu(B \setminus A) \).

It is known that many important countable amenable groups, for instance \( \mathbb{Z}, \mathbb{Z}^d \), have the comparison property. However, the following question remains open:

Question 3.7. Does every countable amenable group have the comparison property?

In this paper we will provide a positive answer in a large class of groups.
4. Banach density interpretation of the comparison property

Now we provide a characterization of the comparison property of a countable amenable group in terms of Banach density advantage for subsets of the group.

4.1. Passing between clopen subsets of $X$ and subsets of $G$. This subsection contains fairly standard tools, often exploited in symbolic dynamics. We include them for completeness and as an opportunity to introduce our notation. We continue to assume that $G$ is a countable amenable group.

4.1.1. First suppose that $G$ acts on a zero-dimensional compact metric space in which we have two disjoint clopen sets $A$ and $B$. Define a map $\pi_{AB} : X \to \{0, 1, 2\}^G$ by the formula

$$(\pi_{AB}(x))_g = \begin{cases} 1 & \leftrightarrow g(x) \in A \\ 2 & \leftrightarrow g(x) \in B \\ 0 & \text{if } (A \cup B)^c, \end{cases}$$

respectively ($g \in G$). As easily verified, $\pi_{AB}$ is continuous and intertwines the action on $X$ with the shift action, in other words, it is a topological factor map onto its image $Y_{AB} = \pi_{AB}(X)$, which is a subshift, in which we can distinguish two natural clopen sets, the cylinders $[1]$ and $[2]$. Notice that $\pi_{AB}^{-1}([1]) = A$ and $\pi_{AB}^{-1}([2]) = B$, hence for every invariant measure $\mu$ on $X$ we have $\mu(A) = \nu([1])$ and $\mu(B) = \nu([2])$, where $\nu = \pi_{AB}^*(\mu)$ is the “pushdown” of $\mu$ onto $Y_{AB}$ given by $\nu(\cdot) = \mu(\pi_{AB}^{-1}(\cdot))$. It is well-known that $\pi_{AB}^*$ is a surjection onto the set $\mathcal{M}_G(Y_{AB})$ (from now on abbreviated as $\mathcal{M}_{AB}$) of all shift-invariant measures on $Y_{AB}$. For each $x \in X$ we define two subsets of $G$,

(4.1) $A_x = \{g : g(x) \in A\} = \{g : (\pi_{AB}(x))_g = 1\} = \{g : g(\pi_{AB}(x)) \in [1]\}$;

(4.2) $B_x = \{g : g(x) \in B\} = \{g : (\pi_{AB}(x))_g = 2\} = \{g : g(\pi_{AB}(x)) \in [2]\}$.

In the above context we can define new notions:

Definition 4.1. We fix in $G$ a Følner sequence $(F_n)$. The terms

$$\underline{D}(B) = \limsup_{n \to \infty} \inf_{x \in X} D_{F_n}(B_x),$$

$$\overline{D}(B) = \liminf_{n \to \infty} \sup_{x \in X} D_{F_n}(B_x),$$

$$\underline{D}(B, A) = \limsup_{n \to \infty} \inf_{x \in X} D_{F_n}(B_x, A_x),$$

will be called the uniform lower Banach density of (visits of the orbits in) $B$, uniform upper Banach density of $B$ and uniform Banach density advantage of $B$ over $A$.

A statement analogous to Lemma 2.11 holds:

Lemma 4.2. The values of $\underline{D}(B)$, $\overline{D}(B)$ and $\underline{D}(B, A)$ do not depend on the choice of the Følner sequence, the limits superior and inferior in the definition are in fact limits, and moreover

$$\underline{D}(B) = \sup_F \inf_{x \in X} D_F(B_x),$$

$$\overline{D}(B) = \inf_F \sup_{x \in X} D_F(B_x),$$

$$\underline{D}(B, A) = \sup_F \inf_{x \in X} D_F(B_x, A_x),$$

with
where \( F \) ranges over all finite subsets of \( G \).

**Proof.** The proof is identical to the proof of Lemma 2.11, with the only difference that Lemma 2.10 applies to the sets \( A_x, B_x \) whenever \( F_n \) is \((F, \varepsilon)\)-invariant, simultaneously for all \( x \in X \). \( \square \)

In a moment we will connect the above notions with the values assumed by the invariant measures on \( X \) on the sets \( A \) and \( B \).

4.1.2. We will now describe the opposite passage: from subsets of \( G \) to clopen subsets of some zero-dimensional compact metric space on which we have a \( G \)-action. Suppose we have two disjoint subsets \( A \) and \( B \) of \( G \). Then they determine an element \( y^{AB} \) of the symbolic space \( \{0, 1, 2\}^G \), given by the rule

\[
y^{AB}_g = \begin{cases} 
1 & \iff g \in A \\
2 & \iff g \in B \\
0 & \iff g \in (A \cup B)^c,
\end{cases}
\]

respectively (\( g \in G \)). The shift-orbit closure of \( y^{AB} \), i.e., the set

\[
Y^{AB} = \overline{\{y^{AB}_g : g \in G\}}
\]

is a subshift, which we will call the subshift associated with the sets \( A, B \). The set of its invariant measures, \( \mathcal{M}_G(Y^{AB}) \), will be abbreviated as \( \mathcal{M}^{AB} \). In this subshift we will distinguish two clopen sets, \( [1] \) and \( [2] \). It is almost immediate to see that if we apply the definitions of the preceding paragraph to the shift action on \( Y^{AB} \) and the above sets \( A, B \) then the factor map \( \pi_{AB} \) is the identity, and \( A_{y^{AB}} = \{g : y^{AB}_g = 1\} = A \) and \( B_{y^{AB}} = \{g : y^{AB}_g = 2\} = B \).

**Proposition 4.3.**

1. Suppose \( G \) acts on a zero-dimensional compact metric space \( X \) in which we are given two disjoint clopen sets, \( A, B \). Then

\[
\inf_{\mu \in \mathcal{M}_G(X)} \mu(B) = D(B) = \inf_{x \in X} D(B_x),
\]

\[
\sup_{\mu \in \mathcal{M}_G(X)} \mu(B) = \overline{D}(B) = \sup_{x \in X} \overline{D}(B_x),
\]

\[
\inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) = \underline{D}(B, A) = \inf_{x \in X} \underline{D}(B_x, A_x).
\]

2. Next suppose that \( A \) and \( B \) are disjoint subsets of \( G \). Consider the cylinders \([1]\) and \([2]\) in the subshift \( Y^{AB} \) associated with these sets. Then

\[
\inf_{\mu \in \mathcal{M}^{AB}} \mu([2]) = \underline{D}(B),
\]

\[
\sup_{\mu \in \mathcal{M}^{AB}} \mu([2]) = \overline{D}(B),
\]

\[
\inf_{\mu \in \mathcal{M}^{AB}} (\mu([2]) - \mu([1])) = \underline{D}(B, A).
\]

**Proof.** In (1) we will only show the last line of equalities. The first line will then follow by plugging in \( A = \emptyset \) and the the second one by considering the complement of \( B \). First suppose that we have sharp inequality \( \inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) > \underline{D}(B, A) \). By Lemma 4.2, there exists an \( \varepsilon > 0 \) such that for every finite set \( F \),
\[
\inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) - \varepsilon > \inf_{x \in X} D_{\varepsilon}(B_x, A_x).
\]
In particular for every set \( F_n \) in an a priori selected Følner sequence, there exists some \( x_n \in X \) and \( g_n \in G \) with
\[
\inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) - \varepsilon > \frac{1}{|F_n|}(|B_{x_n} \cap F_n g_n| - |A_{x_n} \cap F_n g_n|).
\]
Note that \( |B_{x_n} \cap F_n g_n| = |\{ f \in F_n : f g_n(x_n) \in B \}| \) (and analogously for \( A \)), thus the right hand side takes on the form
\[
\frac{1}{|F_n|}(|\{ f \in F_n : f g_n(x_n) \in B \}| - |\{ f \in F_n : f g_n(x_n) \in A \}|).
\]
The function \( \mathcal{W} \mapsto \frac{1}{|F_n|}(|\{ f \in F_n : f g_n(x_n) \in \mathcal{W} \}| \) defined on Borel subsets of \( X \) is equal to the probability measure \( \frac{1}{|F_n|} \sum_{f \in F_n} \delta_{f g_n(x_n)} \). This sequence of measures has a subsequence convergent in the weak-star topology to some \( \mu_0 \in \mathcal{M}_G(X) \).

Since the characteristic functions of the clopen sets \( A, B \) are continuous, we have
\[
\inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) - \varepsilon \geq \mu_0(B) - \mu_0(A),
\]
which is a contradiction. We have proved that \( \inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) \leq D(B, A) \).

The inequality \( D(B, A) \leq \inf_{x \in X} D(B_x, A_x) \) is trivial; both sides differ by changing the order of \( \limsup_n \) and \( \inf_x \), and on the left the infimum is applied earlier.

For the last missing inequality, notice that, given \( \varepsilon > 0 \), there exists an ergodic measure \( \mu_0 \in \mathcal{M}_G(X) \) with \( \mu_0(B) - \mu_0(A) < \inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) + \varepsilon \). There exists a point \( x \in X \) generic for \( \mu_0 \). Then \( y = \pi_{AB}(x) \) is generic for \( \nu_0 = \pi_{AB}(\mu_0) \). This implies that \( \frac{1}{|F_n|} |\{ f \in F_n : f(y) \in [1] \}| \rightarrow \nu_0([1]) = \mu_0(A) \) (and analogously for \( [2] \) and \( B \)). Thus, for each sufficiently large \( n \) we have
\[
\frac{1}{|F_n|} (|\{ f \in F_n : f(y) \in [2] \}| - |\{ f \in F_n : f(y) \in [1] \}|) < \mu_0(B) - \mu_0(A) + \varepsilon.
\]
But \( f(y) \in [1] \iff (\pi_{AB}(x))_f = 1 \iff f(x) \in A \iff f \in A_x \) (and analogously for \( B \)), so we have shown that
\[
\frac{1}{|F_n|} (|B_x \cap F_n| - |A_x \cap F_n|) < \inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) + 2\varepsilon.
\]
Clearly, the left hand side is not smaller than
\[
\inf_{g \in G} \frac{1}{|F_n|} (|B_{y} \cap F_n g| - |A_{y} \cap F_n g|) = D_{\varepsilon}(B_x, A_x).
\]
Passing to the limit over \( n \) and then applying infimum over all \( x \in X \) we obtain
\[
\inf_{x \in X} D(B_x, A_x) \leq \inf_{\mu \in \mathcal{M}_G(X)} (\mu(B) - \mu(A)) + 2\varepsilon.
\]
Since this is true for every \( \varepsilon > 0 \), (1) is proved.

We pass to proving (2). As before, the last equality suffices. From (1) applied to the cylinders \( A = [1] \) and \( B = [2] \) we get
\[
\inf_{\mu \in \mathcal{M}^{AB}} (\mu([2]) - \mu([1])) = D([2], [1]) = \lim_{n \to \infty} \inf_{y \in Y^{AB}} \inf_{g \in G} \frac{1}{|F_n|} (|B_{y} \cap F_n g| - |A_{y} \cap F_n g|).
\]
The above difference \( |B_{y} \cap F_n g| - |A_{y} \cap F_n g| \) depends on the block \( y/F_n g \). Notice that we are considering a transitive subshift with the transitive point \( y^{AB} \) (i.e., whose orbit is dense in the subshift), so every block \( y/F_n g \) (for any \( y \in Y^{AB} \) and any \( g \in G \)) occurs also in \( y^{AB}|_{F_n g'} \) for some \( g' \) (the converse need not be true, unless \( y \) is another transitive point). Thus, for any \( n \), the infimum over
\[ y \in Y^{AB} \] on the right hand side of the formula displayed above is the smallest for \( y = y^{AB} \). Recall that \( A_y^{AB} = A \) and \( B_y^{AB} = B \). We have proved that
\[
\inf_{\mu \in M^{AB}} (\mu([2]) - \mu([1])) = \lim_{n \to \infty} \inf_{g \in G} \frac{1}{|F_n|} (|B \cap F_n g| - |A \cap F_n g|).
\]
The right hand side is precisely \( D(B, A) \).

The following notions are standard in symbolic dynamics. We assume that \( G \) is a countable group (in the remainder of this subsection amenability is inessential).

**Definition 4.4.** Let \( \Lambda \) and \( \Delta \) be some finite sets (alphabets). By a block code we will mean any function \( \Xi : \Lambda^F \to \Delta \), where \( F \) is a finite subset of \( G \) (called the coding horizon of \( \Xi \)).

The Curtis–Hedlund–Lyndon Theorem [17] (which holds for actions of any countable group) states:

**Theorem 4.5.** Let \( X \subset \Lambda^G \) be a subshift (over some finite alphabet \( \Lambda \)). Let \( \Delta \) be a finite set. Then \( \xi : X \to \Delta^G \) is a topological factor map (i.e., a continuous and shift-equivariant map, the image is then a subshift over \( \Delta \)) if and only if there exists a finite set \( F \subset G \) and a block code \( \Xi : \Lambda^F \to \Delta \), such that, for all \( x \in X \) and \( g \in G \) we have the equality
\[
(\xi(x))_g = \Xi(g(x)|F).
\]

The term “block code” refers to both \( \Xi \) and \( \xi \), depending on the context, and \( F \) is called a coding horizon of \( \xi \) (and of \( \Xi \)). Clearly, if \( F \) is a coding horizon of \( \xi \) (and of \( \Xi \)), so is any finite set containing \( F \).

**Definition 4.6.** Let \( X \subset \Lambda^G \) be a subshift. For each \( x \in X \) let \( A_x \subset G \) and let \( \phi_x : A_x \to G \) be some function. For \( X' \subset X \), we will say that the family \( \{\phi_x\}_{x \in X'} \) is determined by a block code if there exists a block code \( \Xi : \Lambda^F \to E \), where \( E \) is a finite subset of \( G \) (and so is \( F \)), such that if we denote
\[
\phi_x(g) = \Xi(g(x)|F),
\]
\((x \in X, g \in G)\), then, for each \( x \in X' \), the mapping from \( A_x \) to \( G \), defined by
\[
a \mapsto \phi_x(a)a,
\]
\((a \in A_x)\), coincides with \( \phi_x \). The elements \( \phi_x(a) \) (belonging to \( E \)) will be called the multipliers of \( \phi_x \).

A simple way of checking, that a family \( \{\phi_x\}_{x \in X'} \) is determined by a block code, is finding a finite set \( F \) such that, for any \( x_1, x_2 \in X' \) and \( a_1 \in A_{x_1}, a_2 \in A_{x_2} \),
\[
a_1(x_1)|F = a_2(x_2)|F \implies \phi_{x_1}(a_1)a_1^{-1} = \phi_{x_2}(a_2)a_2^{-1}.
\]

The following theorem connects the above definition with the relation of subequivalence.

**Theorem 4.7.**
1. Let \( X \subset \Lambda^G \) be a subshift. Consider the pair of disjoint clopen subsets \( A, B \subset X \). Then \( A \not\sim B \) if and only if there exists a family of functions \( \phi_x : G \to G \) determined by a block code, such that for all \( x \in X \), \( \phi_x \) restricted to \( A_x = \{g : g(x) \in A\} \) is an injection to \( B_x = \{g : g(x) \in B\} \).
2. If, moreover, \( X \) is transitive with a transitive point \( x^* \), then the above condition \( A \not\sim B \) is equivalent to the existence of just one function \( \phi_{x^*} \), determined by a block code, whose restriction to \( A_{x^*} \) is an injection to \( B_{x^*} \).
Proof. (1) Firstly suppose that $A \preceq B$. Let $\{A_1, A_2, \ldots, A_k\}$ be the clopen partition of $A$ and let $g_1, g_2, \ldots, g_k$ be the elements of $G$ such that the sets $B_i = g_i(A_i)$ are disjoint subsets of $B$. Let $E = \{g_1, g_2, \ldots, g_k\}$. Consider the mapping $\xi : X \to E^G$ given by the following rule

$$
(\xi(x))_g = \begin{cases} 
g_i & \text{if } g(x) \in A_i, \ i = 1, 2, \ldots, k, 
g_1 & \text{otherwise},
\end{cases}
$$

($g \in G$). Since the sets $A_i$ and $X \setminus A$ are clopen in $X$, the above map is continuous and, as easily verified, it is shift-equivariant. Thus, it is a topological factor map from $X$ into $E^G$. By Theorem [35], there exists a block code $\Xi : \Lambda^F \to E$ (with some finite coding horizon $F$) satisfying, for all $x \in X$ and $g \in G$, the equality

$$(\xi(x))_g = \Xi(g(x)|_F).$$

For each $x \in X$ we define $\varphi_x : G \to E$ by $\varphi_x(g) = (\xi(x))_g$ and $\hat{\varphi}_x : G \to G$ by $\hat{\varphi}_x(g) = \varphi_x(g)g$, i.e., the family of maps $\{\hat{\varphi}_x\}_x$ is determined by the block code $\Xi$.

We need to show that, for every $x \in X$, $\hat{\varphi}_x$ restricted to $A_x$ is an injection to $B_x$. Throughout this paragraph we fix some $x \in X$ and skip the subscript $x$ in the writing of $A_x, B_x, \varphi_x$ and $\hat{\varphi}_x$. For $i = 1, 2, \ldots, k$ let $A_i = A \cap \varphi^{-1}(g_i)$. Clearly, $\{A_1, A_2, \ldots, A_k\}$ is a partition of $A$ and for every $a \in A$ we have:

$$a \in A_i \iff \varphi(a) = g_i \iff (\xi(a))_g = g_i \iff a(x) \in A_i, \ (i = 1, 2, \ldots, k).$$

Further, $a(x) \in A_i$ yields $g_i a(x) \in B_i \subset B$, which implies that $g_i a \in B$. Since $g_i a = \varphi(a) a = \hat{\varphi}(a)$, we have shown that $\hat{\varphi}$ sends $A$ into $B$. For injectivity of the restriction $\hat{\varphi}|_A$, observe that if $a_1 \neq a_2$ and both elements belong to the same set $A_i$ then their images by $\hat{\varphi}$, equal to $g_i a_1$ and $g_i a_2$, respectively, are different by cancellativity. If $a_1 \in A_i$ and $a_2 \in A_j$ with $i \neq j$, then $\hat{\varphi}(a_1)(x) = g_i a_1(x) \in B_i$ and $\hat{\varphi}(a_2)(x) = g_i a_2(x) \in B_j$. Since $B_i$ and $B_j$ are disjoint, the elements $\hat{\varphi}(a_1)$ and $\hat{\varphi}(a_2)$ must be different.

Now suppose that there exist injections $\hat{\varphi}_x : A_x \to B_x$ (for all $x \in X$) determined by a block code $\Xi : \Lambda^F \to E = \{g_1, g_2, \ldots, g_k\} \subset G$, where the elements $g_i$ are written without repetitions, i.e., are different for different indices $i = 1, 2, \ldots, k$. That is, denoting, for each $g \in G$,

$$\varphi_x(g) = \Xi(g(x)|_F),$$

we obtain maps $\varphi_x$ such that $g \mapsto \varphi_x(g)g$ restricted to $A_x$ coincides with $\hat{\varphi}_x$. Now, for each $i = 1, 2, \ldots, k$ we define

$$A_i = A \cap [\Xi^{-1}(g_i)] = \{x \in A : \Xi(x|_F) = g_i\}.$$ 

Clearly, $\{A_1, A_2, \ldots, A_k\}$ is a clopen partition of $A$. Let $x \in A_i$ (for some $i = 1, 2, \ldots, k$). Then $e \in A_x$ and thus $\hat{\varphi}_x(e) \in B_x$, i.e., $\hat{\varphi}_x(e)(x) \in B$. But $\hat{\varphi}_x(e) = \varphi_x(e) = \Xi(x|_F) = g_i$. We have shown that $g_i(A_i) \subset B$.

It remains to show that the sets $g_i(A_i)$ are disjoint. Suppose that for some $i \neq j$ there exists $x \in X$ belonging to both $g_i(A_i)$ and $g_j(A_j)$. This implies that $g_i^{-1}$ and $g_j^{-1}$ both belong to $A_x$, and $\varphi_x(g_i^{-1}) = g_i, \varphi_x(g_j^{-1}) = g_j$. But then

$$\hat{\varphi}_x(g_i^{-1}) = \varphi_x(g_i^{-1})g_i^{-1} = g_i g_i^{-1} = e \quad \text{and} \quad \hat{\varphi}_x(g_j^{-1}) = \varphi_x(g_j^{-1})g_j^{-1} = g_j g_j^{-1} = e,$$

which contradicts the injectivity of $\hat{\varphi}_x$ on $A_x$.

(2) In view of (1), it suffices to show that if a block code $\Xi : \Lambda^F \to E$ determines an injection $\hat{\varphi}_x : A_x \to B_x$, then it also determines (as usual, by the formulas
\( \varphi_x(g) = \Xi(g(x)|F) \) and \( \tilde{\varphi}_x(a) = \varphi_x(a) a \) injections \( \tilde{\varphi}_x : A_x \to B_x \) for all \( x \in X \). Fix some \( x \in X \) and let \( a_1 \neq a_2 \) belong to \( A_x \), i.e., \( a_1(x), a_2(x) \in A \). Since \( x^* \) is a transitive point, a point \( g(x^*) \) (for some \( g \in G \)) is so close to \( x \) that:

\begin{itemize}
  \item[(a)] \( a_1 g(x^*), a_2 g(x^*) \in A \),
  \item[(b)] the blocks \( g(x^*|F_{a_1}|F_{a_2}) \) and \( x|F_{a_1}\cup F_{a_2} \) are equal,
  \item[(c)] \( \forall f \in E_{a_1} \cup E_{a_2} \) \( fg(x^*) \in B \iff f(x) \in B \).
\end{itemize}

By (a), both \( a_1 g \) and \( a_2 g \) belong to \( A_x \). Thus \( \tilde{\varphi}_{x^*}(a_1 g) \) and \( \tilde{\varphi}_{x^*}(a_2 g) \) are different elements of \( B_{x^*} \). But

\[ \tilde{\varphi}_{x^*}(a_1 g) = \varphi_{x^*}(a_1 g) a_1 g \quad \text{and} \quad \tilde{\varphi}_{x^*}(a_2 g) = \varphi_{x^*}(a_2 g) a_2 g, \]

which, after canceling \( g \), yields

\[ \varphi_{x^*}(a_1 g) a_1 \neq \varphi_{x^*}(a_2 g) a_2. \]

On the other hand, by (b), \( x|F_{a_2} = g(x^*|F_{a_1}) \), whence \( a_1(x)|F = a_1 g(x^*)|F \), and

\[ \varphi_x(a_1) = \Xi(a_1(x)|F) = \Xi(a_1 g(x^*)|F) = \varphi_{x^*}(a_1 g), \]

which means that \( \tilde{\varphi}_{x}(a_1) = \varphi_{x^*}(a_1) a_1 = \varphi_{x^*}(a_1 g) a_1 \). Analogously, \( \tilde{\varphi}_{x}(a_2) = \varphi_{x^*}(a_2 g) a_2 \). We have shown that \( \tilde{\varphi}_{x}(a_1) \neq \tilde{\varphi}_{x}(a_2) \), i.e., \( \tilde{\varphi}_x \) restricted to \( A_x \) is injective.

Further, the fact that \( \tilde{\varphi}_{x^*}(a_1 g) \in B_{x^*} \) yields

\[ B \ni \tilde{\varphi}_{x^*}(a_1 g)(x^*) = \varphi_{x^*}(a_1 g) a_1 g(x^*) = \varphi_{x^*}(a_1 g) a_1 g(x^*). \]

Since \( \varphi_{x}(a_1) a_1 \in E_{a_1} \), by (c) we get

\[ B \ni \varphi_{x}(a_1) a_1(x) = \varphi_{x}(a_1)(x), \]

and hence \( \tilde{\varphi}_{x}(a_1) \in B_x \). We have shown that \( \tilde{\varphi}_x \) sends \( A_x \) injectively to \( B_x \). \( \square \)

### 4.2. Banach density comparison property of a group.

**Definition 4.8.** We say that \( G \) has the Banach density comparison property if whenever \( A \subset G \) and \( B \subset G \) are disjoint and satisfy \( D(B, A) > 0 \) then, in the subshift \( Y^{AB} \) there exists an injection \( \tilde{\varphi} : A \to B \) determined by a block code (recall that \( y^{AB} \) is a transitive point in \( Y^{AB} \) and \( A = A_{y^{AB}}, B = B_{y^{AB}} \), so the above condition is the same as that in Theorem 4.7 (2)).

**Remark 4.9.** It is immediate to see that any finite group has the Banach density comparison property.

We can now completely characterize the comparison property of a countable amenable group in terms of the Banach density comparison property.

**Theorem 4.10.** A countable amenable group \( G \) has the comparison property if and only if it has the Banach density comparison property.

**Proof.** The theorem holds trivially for finite groups, so we can restrict to infinite groups \( G \). Assume that \( G \) has the comparison property and let \( A, B \subset G \) be disjoint and satisfy \( D(B, A) > 0 \). Then, by Proposition 4.3 (2), taking in the subshift \( Y^{AB} \) the clopen sets: \( A = [1] \) and \( B = [2] \), we have \( \inf_{y \in A^{AB}} (\mu(B) - \mu(A)) > 0 \). By the assumption, \( A \ll B \). Now, a direct application of Theorem 4.7 (2) completes the proof of the Banach density comparison property.

Let us pass to the proof of the opposite implication. Suppose that a countable amenable group \( G \) having the Banach density comparison property acts on a zero-dimensional compact metric space \( X \), in which we have selected two clopen sets \( A \) and \( B \). We claim that \( \mu \) is a probability measure on \( X \).
and $B$ satisfying, for each invariant measure $\mu$ on $X$, the inequality $\mu(A) < \mu(B)$. By Remark 3.6, we can assume that $A$ and $B$ are disjoint; and by Remark 3.2 we have $\inf_{y \in M_0(X)} (\mu(B) - \mu(A)) > 0$. This translates to $\inf_{y \in M_{AB}} (\nu([2]) - \nu([1])) > 0$ in the factor subshift $Y_{AB}$. By Proposition 4.3 (1) applied to this subshift, we get $D([2], [1]) > 0$.

Since we intend to use the Banach density comparison property and Theorem 1.7 (2), we need to embed $Y_{AB}$ in a transitive subshift $Y$ (over the alphabet $\{0, 1, 2\}$). We also desire a transitive point $y^*$ which satisfies $D(B_{y^*}, A_{y^*}) > 0$. Below we present the construction of such a transitive subshift.

Choose some positive $\gamma < D([2], [1])$. Fix an increasing (w.r.t. set inclusion) Følner sequence $(F_n)$ such that $\bigcup_{n=1}^{\infty} F_n = G$. By choosing a subsequence we can assume that $\sum_{i=1}^{n-1} |F_i| < \frac{1}{2^n} |F_n|$ for every $n$ (in this place we use the assumption that $G$ is infinite). Next, we need to find a sequence of blocks $B_n \in \{0, 1, 2\}^F$ each appearing as $y_n|F_n$ in some $y_n \in Y_{AB}$, such that every $y \in Y_{AB}$ is a coordinatewise limit of a subsequence $B_{n_k}$ of the selected blocks. Finally, we need to find a sequence $g_n$ of elements of $G$ such that the sets $F_n F_n^{-1} F_n g_n$ are disjoint. All the above steps are possible and easy. Once they are completed, $y^*$ is defined by the rule: for each $n$ and $f \in F_n$, we put $y^*|y_n = B_{n_k}(f)$, and for all $g$ outside the union $\bigcup_{n=1}^{\infty} F_n g_n$, we put $y^*|y_n = 2$. We let $Y$ be the closure of the orbit of $y^*$.

The following properties hold:

- $Y > Y_{AB}$,
- $D(B_{y^*}, A_{y^*}) \geq \gamma > 0$.

The first property is obvious by construction: each $y \in Y_{AB}$ is the limit of a sequence of blocks $B_{n_k}$, hence it is also the limit of the sequence of elements $g_{n_k}(y^*)$, and thus it belongs to $Y$.

We need to prove the latter property. By the definition of $D([2], [1])$ in the subshift $Y_{AB}$, there exist arbitrarily large indices $n_k$ such that

$$\{f \in F_{n_k} : y_{fg} = 2\} - \{f \in F_{n_k} : y_{fg} = 1\} \leq |\bigcup_{n=1}^{\infty} F_n g_n|,$$

for all $y \in Y_{AB}$ and $g \in G$. It suffices to show an analogous property for $y^*$.

Fix some $g \in G$ and observe the block $y^*|F_{n_k} g$. The set $F_{n_k} g$ either does not intersect any of the sets $F_n g_m$ with $m \geq n_k$ or intersects one of them (say $F_{m_0} g_{m_0}$ with $m_0 \geq n_k$).

In the first case, the block $y^*|F_{n_k} g$ consists mostly of symbols 2; as all symbols different from 2 appear in $y^*$ only over the intersection of $F_{n_k} g$ with the union of the sets $F_i g_i$ with $i < n_k$, the percentage of such symbols in $y^*|F_{n_k} g$ is at most

$$\frac{1}{|F_{n_k}|} \sum_{i=1}^{n_k-1} |F_i g_i| = \frac{1}{|F_{n_k}|} \sum_{i=1}^{n_k-1} |F_i| \leq \frac{1 - \gamma}{2}.$$ 

Thus, in this case we have

$$\{f \in F_{n_k} : y_{fg} = 2\} - \{f \in F_{n_k} : y_{fg} = 1\} \leq |\bigcup_{n=1}^{\infty} F_n g_n|.$$ 

In the latter case, we have $g \in F_{n_k} F_{n_k}^{-1} g_{m_0}$, hence $F_{n_k} g \subseteq F_{n_k} F_{n_k}^{-1} F_{m_0} g_{m_0} \subseteq F_{m_0} F_{m_0}^{-1} F_{m_0} g_{m_0}$. By disjointness of the sets $F_n F_n^{-1} F_n g_n$, $F_{n_k} g$ does not intersect any set $F_n F_n^{-1} F_n g_n$ (and hence also $F_n g_n$) with $n \neq m_0$. We will compare the block $y^*|F_{n_k} g$ with the block $y_{g_{m_0}}|F_{n_k} g_{m_0}$. We can write

$$F_{n_k} g = (F_{n_k} g \cap F_{m_0} g_{m_0}) \cup (F_{n_k} g \setminus F_{m_0} g_{m_0}).$$
and likewise
\[ F_{n_k}g g_{m_0}^{-1} = (F_{n_k}g g_{m_0}^{-1} \cap F_{m_0}) \cup (F_{n_k}g g_{m_0}^{-1} \setminus F_{m_0}). \]

By the definition of \( y^* \), the block \( y^*[F_{n_k}g \cap F_{m_0}g g_{m_0}] \) is identical to \( y_{m_0}[F_{n_k}g g_{m_0}^{-1} \cap F_{m_0}] \). while \( y[F_{n_k}g \setminus F_{m_0}g g_{m_0}] \) contains just the symbols 2. Thus the difference
\[ |\{ f \in F_{n_k} : y^*_{fg} = 2 \} | - |\{ f \in F_{n_k} : y_{fg} = 1 \} | \]
is not smaller than
\[ |\{ f \in F_{n_k} : (y_{m_0})_{fg g_{m_0}^{-1}} = 2 \} | - |\{ f \in F_{n_k} : (y_{m_0})_{fg g_{m_0}^{-1}} = 1 \} |. \]

Since \( y_{m_0} \in Y_{AB} \), (4.4) implies that the latter expression is at least \( \gamma |F_{n_k}| \). We have proved (4.3) also in this case.

We have proved that \( \underline{D}(B_{\gamma}, A_{\gamma}) \geq \gamma > 0 \). Now, the Banach density comparison property of \( G \) implies that there exists an injection \( \tilde{x} \) from \( A_{\gamma} \) to \( B_{\gamma} \) determined by a block code. Thus, by Theorem 4.1 (2), we get \([1] \leq [2]\) in the transitive subshift \( Y \), and by restriction to a closed invariant set the same holds in \( Y_{AB} \), which, by an application of \( \pi_{AB}^{-1} \), translates to \( A \leq B \) in \( X \).

4.3. Comparison property via finitely generated subgroups.

Lemma 4.11. Let \( G \) act on a zero-dimensional compact metric space \( X \). Let \( A, B \subset X \) be two disjoint clopen sets. Then
\[
\inf_{H} \frac{1}{\mu_{H}} \left( \mu(B) - \mu(A) \right) = \inf_{H'} \frac{1}{\mu_{H'}} \left( \mu(B) - \mu(A) \right) = \inf_{\mu \in \mathcal{M}_{X}} \left( \mu(B) - \mu(A) \right)
\]
where \( H \) ranges over all finitely generated subgroups of \( G \) and \( H' \) ranges over all subgroups of \( G \).

Proof. The inequality \( \leq \) on the left hand side is trivial, while the second inequality \( \leq \) follows easily from the fact that every measure invariant under the action of \( G \) is invariant under the action of \( H' \) for any subgroup \( H' \) of \( G \).

We need to prove the last missing inequality. By Proposition 4.3 (1), we have
\[
\inf_{\mu \in \mathcal{M}_{X}} \left( \mu(B) - \mu(A) \right) = \underline{D}(B, A). \]
Then, for any positive \( \delta \), there exists a finite set \( F \) such that
\[
\frac{1}{|F|} \left( |B_{x} \cap F_{g}| - |A_{x} \cap F_{g}| \right) > \underline{D}(B, A) - \delta
\]
for every \( x \in X \) and all \( g \in G \), in particular for all \( g \in H \), where \( H \) is the subgroup generated by \( F \). Thus, for every \( x \in X \), we have
\[
\inf_{g \in H} \frac{1}{|F|} \left( |B_{x} \cap F_{g}| - |A_{x} \cap F_{g}| \right) \geq \underline{D}(B, A) - \delta.
\]

Since \( F \subset H \) and \( g \in H \), we have \( A_{x} \cap F_{g} = (A_{x} \cap H) \cap F_{g} \). Note that \( A_{x} \cap H \) equals the set \( A_{x} \) defined for the induced action of \( H \) on \( X \) (and analogously for \( B_{x} \)). Thus, the expression on the left hand side above equals \( \underline{D}(B_{x}, A_{x}) \) evaluated for the action of \( H \) on \( X \). Now, Lemma 2.11 implies \( \underline{D}(B_{x}, A_{x}) \geq \underline{D}(B, A) - \delta \) for every \( x \in X \) (where \( \underline{D}(B, A) \) is evaluated for the action of \( H \) on \( X \), and \( \underline{D}(B, A) \) is evaluated for the action of \( G \) on \( X \)), and Proposition 4.3 (1) yields
\[
\inf_{\mu \in \mathcal{M}_{X}} \left( \mu(B) - \mu(A) \right) = \underline{D}(B, A) - \delta = \inf_{\mu \in \mathcal{M}_{X}} \left( \mu(B) - \mu(A) \right) - \delta.
\]

After applying the supremum over \( H \) on the left we can ignore \( \delta \) on the right. \( \square \)

Proposition 4.12. A countable amenable group \( G \) has the comparison property if every finitely generated subgroup \( H \) of \( G \) has it.
Proof. Let $G$ act on a zero-dimensional compact metric space $X$ and let $A, B \subset X$ be two disjoint clopen sets satisfying $D(B, A) > 0$. By the preceding lemma (and by Proposition 4.3 (1) used twice), there exists a finitely generated subgroup $H$ of $G$ such that the inequality $D(B, A) > 0$ holds also if $D$ is evaluated for the action of $H$. By the comparison property of $H$, we get that $A \preceq B$ in this latter action. But this clearly implies the same subequivalence in the action by $G$. □

Remark 4.13. By the proof of Lemma 4.11 if $(H_n)$ is an increasing sequence of subgroups of $G$ such that $G = \bigcup_{n=1}^{\infty} H_n$ then

$$\inf_{\mu \in \mathcal{M}_c(X)} (\mu(B) - \mu(A)) = \lim_{n \to \infty} \inf_{\mu \in \mathcal{M}_{H_n}(X)} (\mu(B) - \mu(A)).$$

Thus, in Proposition 4.12 the assumption can be weakened to the existence of an increasing sequence $(H_n)$ of subgroups of $G$ such that $G = \bigcup_{n=1}^{\infty} H_n$, and every $H_n$ has the comparison property.

Remark 4.14. The converse implication in Proposition 4.12 is a bit mysterious. On the one hand, since there are no examples of countable amenable groups without the comparison property, clearly, there is no counterexample for the implication in question. On the other hand, we failed to deduce the comparison property of a subgroup of $G$ from the comparison property of the group $G$.

5. Comparison property of subexponential groups

This section contains our main result: every subexponential group has the comparison property. The theorem is preceded by a few key definitions and lemmas.

5.1. Correction chains. We now introduce the key tool in the proof of the main result. The term $(\phi, E)$-chain reflects a remote analogy to $(f, \varepsilon)$-chains in topological dynamics. Throughout this subsection, we let $A, B$ denote two disjoint subsets of a countable group $G$.

Definition 5.1. Given a partially defined bijection $\phi : A' \to B'$, where $A' \subset A$ and $B' \subset B$, such that all multipliers $\phi(a)a^{-1}$ belong to a finite set $E \subset G$, by a $(\phi, E)$-chain of length $2n$ (or briefly just a chain) we will mean a sequence $C = (a_1, b_1, a_2, b_2, \ldots, a_n, b_n)$ of $2n$ different elements alternately belonging to $A$ and $B$, such that

for each $i = 1, 2, \ldots, n$, $b_i \in Ea_i$,

and

for each $i = 1, 2, \ldots, n - 1$, $b_i \in B'$, $a_{i+1} \in A'$ and $b_i = \phi(a_{i+1})$ (in particular, $b_n \in Ea_{n+1}$).

The $(\phi, E)$-chains starting at a point $a_1 \in A \setminus A'$ and ending at a point $b_n \in B \setminus B'$ are of special importance, as they allow one to “correct” the mapping and include $a_1$ in the domain and $b_n$ in the range.

Definition 5.2. A $(\phi, E)$-chain $C = (a_1, b_1, a_2, b_2, \ldots, a_n, b_n)$ will be called a $\phi$-correction chain if $a_1 \in A \setminus A'$ and $b_n \in B \setminus B'$. With each $\phi$-correction chain $C$ we associate the correction of $\phi$ along $C$. The corrected map denoted by $\phi^C$ is defined on $A' \cup \{a_1\}$ onto $B' \cup \{b_n\}$, as follows: for each $i = 1, 2, \ldots, n$ we let

$$\phi^C(a_i) = b_i,$$

and for all other points $a \in A'$ we let $\phi^C(a) = \phi(a)$. 
The correction may be visualized as follows (solid arrows in the top row represent the map $\phi$ and in the bottom row they represent $\phi^C$; the dashed arrows represent the “$E$-proximity relation” $b \in Ea$):

\[
\begin{align*}
  a_1 &\rightarrow b_1 \leftarrow a_2 \rightarrow b_2 \leftarrow a_3 \ldots b_{n-1} \leftarrow a_n \rightarrow b_n \\
  \downarrow \\
  a_1 &\rightarrow b_1 \leftarrow a_2 \rightarrow b_2 \leftarrow a_3 \ldots b_{n-1} \leftarrow a_n \rightarrow b_n
\end{align*}
\]

(the dashed arrows become solid, the solid arrows are removed from the map). Notice that $\phi^C$ still has all its multipliers $\phi^C(a)a^{-1}$ in the set $E$.

The problem with the correction chains is that the corresponding corrections of $\phi$ usually cannot be applied simultaneously. The correction chains may collide with each other, i.e., pass through common points and then the corresponding corrections rule each other out. To manage this problem we need to learn more about the possible collisions and then carefully select a family of mutually non-colliding correction chains. The details of this selection are given below.

**Definition 5.3.** Two $\phi$-correction chains collide if they have a common point.

Since the starting points of $\phi$-correction chains belong to $A \setminus A'$, the ending points belong to $B \setminus B'$, other odd points (counting along the chain) belong to $A'$, other even points belong to $B'$, where the above four sets are disjoint, and each even point is tied to the following odd point by the inverse map $\phi^{-1}$, each collision between two $\phi$-correction chains, say $C = (a_1, b_1, a_2, b_2, \ldots, a_n, b_n)$ and $C' = (a'_1, b'_1, a'_2, b'_2, \ldots, a'_m, b'_m)$, is of one of the following three types:

- **common start:** $a_1 = a'_1$,
- **common end:** $b_n = b'_m$,
- all other collisions occur in pairs $(b_i, a_{i+1}) = (b'_j, a'_{j+1})$ for some $1 \leq i < n$ and $1 \leq j < m$.

Of course, two chains may have more than one collision. Note that the definition of a $(\phi, E)$-chain eliminates the possibility of “self-collisions” in one chain.

**Definition 5.4.** Given a $(\phi, E)$-chain $C = (a_1, b_1, a_2, b_2, a_3, \ldots, a_n, b_n)$, the sequence $n(C) = (p_1, q_1, p_2, q_2, \ldots, p_n, q_n, p_n)$, where $p_i = b_ia^{-1}_i$ ($i = 1, 2, \ldots, n$) and $q_i = b_ia^{-1}_i$ ($i = 1, 2, \ldots, n - 1$), will be called the name of $C$.

Notice that the name is always a sequence of elements of $E$, of length $2n - 1$.

**Lemma 5.5.** If two different $\phi$-correction chains have the same name (note that their lengths are then equal) and collide with each other then each of them collides also with a strictly shorter $\phi$-correction chain.

**Proof.** It is obvious that if two $\phi$-correction chains with the same name, say $C = (a_1, b_1, a_2, b_2, a_3, \ldots, a_n, b_n)$, $C' = (a'_1, b'_1, a'_2, b'_2, a'_3, \ldots, a'_n, b'_n)$, have the common start $a_1 = a'_1$ or the common end $b_n = b'_n$, or a common pair $(b_i, a_{i+1}) = (b'_i, a'_{i+1})$ with the same index $i = 1, 2, \ldots, n - 1$, then the chains are equal. The only possible collision between two different $\phi$-correction chains with the same name is that they have a common pair $(b_i, a_{i+1}) = (b'_j, a'_{j+1})$ with $i \neq j$. Let $i_0$ be the smallest index appearing in the role of $i$ or $j$ in the collisions of $C$ with $C'$ and assume that it plays the role of $i$ (with some corresponding $j$). Then

\[(a_1, b_1, a_2, b_2, a_3, \ldots, a_{i_0}, b_{i_0}, a_{i_0+1}, b'_{j+1}, a'_{j+2}, \ldots, a'_n, b'_n)\]
is a $\phi$-correction chain (it has no self-collisions) of length strictly smaller than $2n$, and clearly it collides with both $C$ and $C'$.

We enumerate $E$ (arbitrarily) as $\{g_1, g_2, \ldots, g_k\}$. We define

$$N = \bigcup_{n=1}^{\infty} E^{*2n-1},$$

which means the disjoint union of the $(2n - 1)$-fold Cartesian products of copies of $E$. This set can be interpreted as the collection of all "potential" names of the correction chains of any partially defined bijection from $A$ to $B$ with the multipliers in $E$. The enumeration of $E$ induces the following linear order on $N$:

$$n < n' \iff |n| < |n'| \lor (|n| = |n'| \land n < n'),$$

where $|n|$ denotes the length of $n$ and the last inequality is with respect to the lexicographical order on $E^{*|n|}$.

**Definition 5.6.** A $\phi$-correction chain $C$ is minimal if it does not collide with any other $\phi$-correction chain whose name precedes $n(C)$ in the above defined order on $N$.

**Lemma 5.7.** Minimal $\phi$-correction chains do not collide with each other.

**Proof.** If two $\phi$-correction chains with different names collide, one of them is not minimal. If two $\phi$-correction chains with the same name collide, by Lemma 5.5 none of them is minimal. □

**Lemma 5.8.** Assume that $E$ is a symmetric set containing the unity $e$ and let $a_1 \in A \setminus A'$. If there is a $\phi$-correction chain $C$ of length $2n$, starting at $a_1$, then there exists a minimal $\phi$-correction chain of length at most $2n$ contained in the finite set $E^{s(n)}a_1$ (where $s(n)$ depends only on $|E|$ and $n$).

**Proof.** If $C$ itself is not minimal then it collides with a $\phi$-correction chain $C_1$ with $n(C_1) < n(C)$ in $N$. Clearly, $C_1$ is entirely contained in $E^{2n}a_1$. If $C_1$ is not minimal, then it collides with some $C_2$, whose name precedes that of $C_1$ (and hence also that of $C$). Now, $C_2$ is contained in $E^{2n}a_1$. This recursion may be repeated at most $\sigma_n - 1 = \sum_{i=1}^{n} |E|^{2n} - 1$ times, because this number estimates the number of names preceding $n(C)$. So, before $\sigma_n$ steps are performed, a minimal $\phi$-correction chain must occur. Its length is at most $2n$ and it is entirely contained in $E^{2n}a_1$. □

It is the following lemma, where subexponentiality of the group comes into play.

**Lemma 5.9.** Let $G$ be a subexponential group. Let $T$ be a tiling of $G$ and let $S$ denote the set of all shapes of $T$. Denote $E = \bigcup_{S \in S} SS^{-1}$. Let $A, B$ be disjoint subsets of $G$ satisfying, for some $\varepsilon > 0$ and every tile $T$ of $T$, the inequality

$$|B \cap T| - |A \cap T| > \varepsilon|T|.$$

Let $N \geq 1$ be such that for any $n \geq N$,

$$\frac{1}{n} \log |(E^2)^n| < \log(1 + \varepsilon)$$

(by the subexponentiality assumption, since $E^2$ is finite, such an $N$ exists). Then, for any partially defined bijection $\phi : A' \to B'$ with $A' \subset A$, $B' \subset B$, such that all
multipliers $\phi(a)a^{-1}$ are in $E$, for every point $a_1 \in A \setminus A'$, there exists a $\phi$-correction chain of length at most $2N$, starting at $a_1$ (and ending in $B \setminus B'$).

**Proof.** For each tile $T$ of $T$ we have

$$\frac{|B \cap T|}{|A \cap T|} \geq \frac{\varepsilon|T|}{|A \cap T|} + 1 \geq 1 + \varepsilon$$

(including the case when the denominator equals 0). Clearly, any $T$-saturated finite set $Q$, i.e., being a union of tiles of $T$, also satisfies

$$\frac{|B \cap Q|}{|A \cap Q|} \geq 1 + \varepsilon.$$

For a set $P \subset G$, we define the $T$-saturation $P^T$ of $P$ as the union of all tiles intersecting $P$:

$$P^T = \bigcup \{T \in T : P \cap T \neq \emptyset\}.$$  

Obviously, $P^T \subset EP$.

Consider a point $a_1 \in A \setminus A'$ (if $A \setminus A' = \emptyset$ then the statement of the theorem holds trivially). Let $T$ be the tile of $T$ containing $a_1$, i.e., $T = \{a_1\}^T$. Since $T$ contains $a_1$ (and thus $|A \cap T| \geq 1$), we have $|B \cap T| \geq 1 + \varepsilon$. There exist $(\phi, E)$-chains of length 2 from $a_1$ to every $b \in B \cap T$. Now, there are two options:

- either at least one of these chains is a $\phi$-correction chain (and then the construction is finished),
- or none of these chains is a $\phi$-correction chain, i.e., $B' \cap T = B \cap T$.

In the latter option we have $|B' \cap T| = |B \cap T| \geq 1 + \varepsilon$, i.e., denoting

$$P_1 = \{a_1\} \quad \text{and} \quad Q_1 = T = P_1^T,$$

we have

$$|B' \cap Q_1| \geq 1 + \varepsilon.$$

From now on we continue by induction. Suppose that for some $n \geq 1$ we have defined a $T$-saturated set $Q_n$ such that

1. for every $b \in B \cap Q_n$ there exists a $(\phi, E)$-chain of length at most $2n$ from $a_1$ to $b$,
2. $B \cap Q_n = B' \cap Q_n$ (i.e., there are no $\phi$-correction chains starting at $a_1$ and ending in $Q_n$), and
3. $|B' \cap Q_n| \geq (1 + \varepsilon)^n$.

Then we define $P_{n+1} = \phi^{-1}(Q_n) = \phi^{-1}(B' \cap Q_n)$. Bijectivity of $\phi$ implies that $|P_{n+1}| \geq (1 + \varepsilon)^n$. Let $Q_{n+1}$ denote the $T$-saturation $P_{n+1}^T$. Every point $b \in B \cap Q_{n+1}$ is of the form $g\phi^{-1}(b')$ with $g \in E$ and $b' \in B' \cap Q_n$, and, by (1), $b'$ can be reached from $a_1$ by a $(\phi, E)$-chain of length at most $2n$. Thus there exists a $(\phi, E)$-chain of length at most $2(n + 1)$ from $a_1$ to every $b \in B \cap Q_{n+1}$. There are two options:

- either at least one of these chains is a $\phi$-correction chain (then the construction is finished),
- or $B \cap Q_{n+1} = B' \cap Q_{n+1}$.

Suppose the latter option occurs. Since $Q_{n+1}$ is $T$-saturated, we have

$$|B' \cap Q_{n+1}| = |B \cap Q_{n+1}| \geq (1 + \varepsilon)|A \cap Q_{n+1}| \geq (1 + \varepsilon)|P_{n+1}| \geq (1 + \varepsilon)^{n+1}.$$

Now, (1)–(3) are fulfilled for $n + 1$, so the induction can be continued.
Notice that for each \( n \), \( Q_n \subset EP_n \) and, by symmetry of the set \( E, P_{n+1} \subset EQ_n \). As a consequence, we have \( Q_{n+1} \subset E^{2n+1}a_1 \subset (E^2)^{n+1}a_1 \), and if the latter of the above options occurs, we have

\[
|(E^2)^{n+1}| \geq |Q_{n+1}| \geq |B' \cap Q_{n+1}| \geq (1 + \varepsilon)^{n+1},
\]

which implies that \( n + 1 < N \) by the assumption. So, \( n = N - 2 \) is the last integer for which nonexistence of \( \phi \)-correction chains of length \( 2(n + 1) \) is possible. In the worst case scenario a correcting chain of length \( 2N \) must already exist. \( \square \)

**Remark 5.10.** It is absolutely crucial in the proof that we are using a tiling, not a quasitiling leaving some part of \( G \) uncovered by the tiles. In such case, \( a_1 \) may be uncovered by the tiles, moreover, we would have no control as to how many elements of \( P_{n+1} = \phi^{-1}(Q_n) \) are "lost" in the untiled part of \( G \).

### 5.2. The main result.

**Theorem 5.11.** Every subexponential group \( G \) has the comparison property.

**Proof.** By Proposition 4.12 it suffices to prove the theorem for finitely generated groups \( G \) with subexponential growth, and Theorem 4.10 allows us to focus on the Banach density comparison property. So, let \( G \) be a finitely generated group with subexponential growth. Let \( A, B \subset G \) be disjoint and satisfy \( D(B, A) > 0 \). All we need is, in the subshift \( YA^B \), to construct an injection \( \hat{\phi} : A \to B \) determined by a block code.

By Lemma 2.11 there exists a finite set \( F \subset G \) such that \( D_F(B, A) > 5\varepsilon \) for some positive \( \varepsilon \). By Theorem 2.10 there exists an \((F, \varepsilon)\)-invariant tiling \( T \) of \( G \). We let \( S \) denote the set of all shapes of \( T \). By Lemma 2.10 for every shape \( S \) of \( T \) we have \( D_S(B, A) > \varepsilon \), in particular,

\[
|B \cap T| - |A \cap T| > \varepsilon|T|,
\]

for every tile \( T \) of \( T \). Let \( E = \bigcup_{S \subset S} SS^{-1} \) and say \( E = \{g_1, g_2, \ldots, g_k\} \).

We will build the desired injection \( \hat{\phi} : A \to B \) in a series of steps. The first approximation of \( \hat{\phi} \) is the map \( \phi_1 \) defined on a subset of \( A \) by a procedure similar to that used in the proof of Lemma 2.1. We let \( A_1 = A \cap g_1^{-1}(B) \), and \( B_1 = g_1(A_1) \subset B \) and then, for each \( j = 2, 3, \ldots, k \) we define inductively

\[
A_j = A \setminus \left( \bigcup_{i=1}^{j-1} A_i \right) \cap g_j^{-1} \left( B \setminus \left( \bigcup_{i=1}^{j-1} B_i \right) \right) \quad \text{and} \quad B_j = g_j A_j \subset B.
\]

On each set \( A_j \) (with \( j = 1, 2, \ldots, k \)), \( \phi_1 \) is defined as the multiplication on the left by \( g_j \). We let \( A'_1 = \bigcup_{i=1}^k A_i \subset A \) and \( B'_1 = \bigcup_{i=1}^k B_i \subset B \) denote the domain and range of \( \phi_1 \), respectively. The rule behind the construction of \( \phi_1 \) is as follows: for each \( a \in A \) we first check whether \( g_1 a \in B \) and for those \( a \) for which this is true, we assign \( \phi_1(a) = g_1 a \). For other points \( a \) we check whether \( g_2 a \in B \) and, unless \( g_2 a \) has already been assigned as \( \phi_1(a') \) (for some \( a' \in A \)) in the previous step, we assign \( \phi_1(a) = g_2 a \). And so on: in step \( i \) we assign \( \phi_1(a) = g_i a \) if \( g_i a \in B \), unless \( g_i a \) has already been assigned as \( \phi(a') \) (for some \( a' \in A \)) in steps 1, 2, \ldots, \( i-1 \). We stop when \( i = k \). From this description it is easy to see that \( \phi_1 \) is an injection from \( A'_1 \) into \( B'_1 \). In fact, it is also seen that if \( a_1, a_2 \in A \) and

\[
a_1 (y^AB)|_{E^k} = a_2 (y^AB)|_{E^k},
\]
then either \( \phi_1(a_1)\psi_2^{-1} = \phi_1(a_2)\psi_2^{-1} \) or both values of \( \phi_1(a_1) \) and \( \phi_1(a_2) \) are undefined. Using the criterion \( (13) \) (for a one-element family \( A \)), we conclude that \( \phi_1 \) restricted to its domain \( A'_1 \) is determined by a block code (with the coding horizon \( E^K \)). We remark, that the block code determines some extension of \( \phi_1 \) to the whole group, but we do not care about the values of the code outside \( A'_1 \) and we still treat \( \phi_1 \) as undefined outside \( A'_1 \). If \( A'_1 = A \) (which is rather unlikely in infinite groups), then the proof is finished.

Otherwise we continue the construction involving the correction chains and the associated corrections. By Lemma 5.9, for an appropriate \( N \), every element \( a_1 \in A \setminus A'_1 \) is the start of a \( \phi_1 \)-correction chain of length at most \( 2N \). Next, by Lemma 5.8 within \( E^{s(N)}a_1 \) there is a minimal \( \phi_1 \)-correction chain of length at most \( 2N \). Finally, by Lemma 5.7 all minimal \( \phi_1 \)-correction chains of lengths at most \( 2N \) do not collide with each other. Thus we can perform simultaneous corrections along all \( \phi_1 \)-correction chains of lengths at most \( 2N \). The corrected map will be denoted by \( \phi_2 \). For each \( a \in A \setminus A'_1 \) perhaps we have not yet included \( a \) in the domain \( A'_2 \) of \( \phi_2 \), but we have included in \( A'_2 \) at least one new point from \( E^{s(N)}a \cap (A \setminus A'_1) \). Clearly, \( \phi_2 \) sends \( A'_2 \) into \( B \) and the multipliers of \( \phi_2 \) are contained in \( E \).

We will now argue why \( \phi_2 \) is determined by a block code. Notice that given \( a \in A \), finding all \( \phi_1 \)-correction chains of lengths bounded by \( 2N \) starting at or passing through \( a \) requires examining the values of \( \phi_1 \) at most in the set \( E^{2N}a \). Then, given such a chain, we can decide whether it is minimal or not by examining all \( \phi_1 \)-correction chains of lengths bounded by \( 2N \) which collide with it. For this, viewing the values of \( \phi_1 \) on the set \( E^{4N}a \) suffices. Now suppose that \( a_1, a_2 \in A \) and

\[
a_1(y^{AB})|_{E^{k+4N}} = a_2(y^{AB})|_{E^{k+4N}}.
\]

Since \( E^K \) is the coding horizon for \( \phi_1 \), we have

\[
a_1(\tilde{\phi}_1)|_{E^{4N}} = a_2(\tilde{\phi}_1)|_{E^{4N}},
\]

where \( \tilde{\phi}_1 \) is defined as the symbolic element over the alphabet \( E \cup \{\emptyset\} \) by the rule

\[
(\tilde{\phi}_1)_g = \begin{cases} \phi_1(g)g^{-1} & \text{if } g \in A'_1, \\ 0 & \text{otherwise,} \end{cases}
\]

\((g \in G)\). This implies that \((r_1a_1, s_1a_1, \ldots, r_na_1, s_na_1)\) is a (minimal) \( \phi_1 \)-correction chain if and only if \((r_1a_2, s_1a_2, \ldots, r_na_2, s_na_2)\) is a (minimal) \( \phi_1 \)-correction chain, whenever \( n \leq N \) and all \( r_i \) and \( s_i \) belong to \( E^{2N} \). Hence either both \( a_1 \) and \( a_2 \) lie on minimal \( \phi_1 \)-correction chains of length at most \( 2N \), or both do not. In the latter case, since \( a_1(y^{AB})|_{E^k} = a_2(y^{AB})|_{E^k} \), either \( \phi_2(a_1)\psi_2^{-1} = \phi_1(a_1)\psi_2^{-1} = \phi_2(a_2)\psi_2^{-1} \) or both \( \phi_2(a_1) \) and \( \phi_2(a_2) \) are undefined. In the former case, the lengths and names of the two minimal \( \phi_1 \)-correction chains are the same, moreover \( a_1 \) and \( a_2 \) occupy equal positions in the corresponding chains. This implies that the multipliers \( \phi_2(a_1)\psi_2^{-1} \) and \( \phi_2(a_2)\psi_2^{-1} \) (although different than those for \( \phi_1 \)) will both be defined and equal. So, \( \phi_2 \) is indeed determined by a block code.

The above process can be now repeated: the next map \( \phi_3 \) is obtained by performing simultaneous corrections along all minimal \( \phi_2 \)-correction chains of lengths not exceeding \( 2N \). Again, for every \( a \in A \setminus A'_2 \), at least one point from each set \( E^{s(N)}a \) is included in the domain \( A'_3 \) of \( \phi_3 \) (the intersection \((A \setminus A'_2) \cap E^{s(N)}a \) is nonempty as it contains \( a \), and often \( a \) will be the new point included in \( A'_3 \)). By
the same arguments as before, the map $\varphi_3$ is an injection from $A_3'$ into $B$ determined by a block code (with the coding horizon $E^{k+4N}$), and the multipliers of $\varphi_3$ remain in $E$.

We claim that after a finite number $m$ of analogous steps all points of $A$ will be included in the domain of $\varphi_m$, i.e., $\varphi_m$ will be the desired injection $\tilde{\varphi}$ from $A$ into $B$. Indeed, a point $a \in A \setminus A_1'$ remains outside the domains of all the maps $\varphi_i$ with $i \leq m$ only if the number of all other points (except $a$) in $(A \setminus A_1') \cap E^{s(N)}$ is at least $m-1$ (because in each step at least one new point from this set is included in the domain). This is clearly impossible for $m > |E^{s(N)}|$, hence the desired finite number $m$ exists. By induction, all the maps $\varphi_i$ ($i = 1, 2, \ldots, m$) are determined by block codes (the coding horizon for the code which determines $\tilde{\varphi} = \varphi_m$ is at most the set $E^{k+4Nm}$). This ends the proof. □

5.3. Two questions. As we have already mentioned, the problem whether all countable amenable groups have the comparison property is rather difficult. On the other hand, based on the experience with subexponential groups, one might hope that other additional assumptions might help as well. We formulate two relaxed, yet still open, versions of Question 5.7.

Question 5.12. (1) Do all countable amenable residually finite groups have the comparison property?
(2) Do all countable amenable left (right) orderable groups have the comparison property?

6. Free actions and tilings

In this section we provide an application of comparison to the existence of so-called dynamical tilings with good Følner properties in free actions on zero-dimensional compact metric spaces. At the beginning of the paper, we have explained that the existence of such tilings is very important in the study of some areas, for example, in building the theory of symbolic extension for actions of countable amenable groups. Such tilings are guaranteed to exist in $\mathbb{Z}$-actions, which follows from various versions of marker theorems (see e.g., [3]). But for actions of general countable amenable groups, just like comparison, the existence of dynamical tilings remains an open problem.

Definition 6.1. Let a countable amenable group $G$ act on a zero-dimensional compact metric space $X$ and let $S$ be a finite family of finite subsets of $G$ (containing the unity $e$). We say that the action admits a dynamical quasiltiling with shapes in $S$ if there exists a map $x \mapsto \mathcal{T}_x$, which assigns to every $x \in X$ a quasiltiling $\mathcal{T}_x$ of $G$ with shapes in $S$ (see Definition 2.13), and $x \mapsto \mathcal{T}_x$ is a factor map from $X$ onto a symbolic dynamical system over the alphabet $\Delta = S \cup \{0\}$, where $\mathcal{T}_x$ is viewed as a point in $\Delta^G$ (see the comments below Definition 2.13). We say that a dynamical quasiltiling is $(K, \varepsilon)$-invariant, $\varepsilon$-disjoint, disjoint, $\alpha$-covering, or that it is a dynamical tiling if $\mathcal{T}_x$ has the respective property for every $x$. We will say that the action has the tiling property if, for every finite set $K \subset G$ and every $\varepsilon > 0$, it admits a $(K, \varepsilon)$-invariant dynamical tiling.

The fact that the dynamical quasiltiling $x \mapsto \mathcal{T}_x$ is a topological factor of the action of $G$ on $X$ is equivalent to the conjunction of the following two statements:
(1) for any finite set $F$ of $G$, if $x$ and $x'$ are sufficiently close to each other in $X$, then the set $F$ is tiled by $T_x$ and by $T_{x'}$ in the same way,

(2) for each $g \in G$ we have $T_{g(x)} = \{Tg^{-1} : T \in T_x\}$.

In [110] the following result is proved:

Theorem 6.2. [110] Corollary 3.5] Let a countable amenable group $G$ act freely on a zero-dimensional compact metric space $X$. For any finite set $K \subset G$ and any $\varepsilon > 0$, $\delta > 0$ the action admits a $(K, \varepsilon)$-invariant, disjoint, $(1-\delta)$-covering dynamical quasitiling $x \mapsto T_x$.

We will now demonstrate strong connection between comparison and the tiling property of actions.

Theorem 6.3. Let a countable amenable group $G$ act freely on a zero-dimensional compact metric space $X$. Then the action admits comparison if and only if it has the tiling property. The backward implication holds without assuming that the action is free.

Proof. We need to consider only infinite groups $G$. Firstly we will show that for any finite $K \subset G$ and $1 > \varepsilon > 0$, the free action admits a $(K, \varepsilon)$-invariant dynamical tiling. By Theorem 6.2, the free action admits a $(K, \varepsilon)$-invariant, disjoint, $(1-\delta)$-covering dynamical quasitiling $x \mapsto T_x$, where $\delta > 0$ is so small that $\frac{2\delta}{1-\delta} < \frac{\varepsilon}{|K|}$.

We denote by $S'$ the collection of all shapes used by this quasitiling. We can assume that each shape $S \in S'$ has cardinality so large that the interval $(\frac{2\delta}{1-\delta}|S|, \frac{\varepsilon}{|K|}|S|)$ contains an integer $i_S$ (if this fails, we can choose a $(K', \varepsilon')$-invariant, disjoint, $(1-\delta)$-covering dynamical quasitiling, where $K' \supset K$, and clearly this quasitiling is also $(K, \varepsilon)$-invariant, while its shapes have cardinalities at least $\frac{|K'|}{|K|}$, as large as we wish; here we use infiniteness of $G$). In each shape $S \in S'$ we select (arbitrarily) a subset $B_S$ of cardinality $i_S$. Given $x \in X$, we now observe two subsets of $G$:

$$A_x = G \setminus \bigcup T_x'$$ and $$B_x = \bigcup_{(S, c) \in T_x'} B_S c.$$

Clearly, $D(A_x) = 1 - D(\bigcup T_x') \leq \delta$. Using Lemma 2.10, we easily get $D(B_x) > (1 - \delta) \cdot \frac{2\delta}{1-\delta} = 2\delta$. By Corollary 2.12, $D(B_x, A_x) > \delta$. Define two subsets of $X$:

$$A = \{x : e \in A_x\}$$ and $$B = \{x : e \in B_x\}.$$

By continuity of the assignment $x \mapsto T_x'$, and since one can determine whether $e \in A_x$ (and likewise, whether $e \in B_x$) from the symbolic representation of $T_x'$ (which is a subshift over the alphabet $\Delta' = S' \cup \{0\}$) by viewing the symbols in a bounded horizon $\bigcup_{S \in S'} S^{-1}$ (independent of $x$) around $e$, both sets $A$ and $B$ are clopen (and obviously disjoint). The notation $A_x, B_x$ is now consistent with 4.1, and for the sets $A, B$, respectively, hence, by Proposition 4.3 (1) (the last equality) we obtain $D(B, A) \geq \delta > 0$. The comparison property of the action on $X$ implies that $A \preccurlyeq B$.

Since we prefer to work with a symbolic system in place of the zero-dimensional system $X$, we will now build a symbolic factor $\hat{X}$ of $X$ carrying the minimum information needed to restore both the dynamical quasitiling $x \mapsto T_x'$ and the subequivalence $A \preccurlyeq B$. Let $\{A_1, A_2, \ldots, A_k\}$ and $g_1, g_2, \ldots, g_k$ be, respectively, the clopen partition of $A$ and the associated elements of $G$ as in the definition of
subequivalence. We define a factor map $\pi : X \to \hat{X} \subset \hat{\Delta}^G$, where $\hat{\Delta} = \Delta' \times \{0, 1, \ldots, k, k + 1\}$, as follows:

$$
(\pi(x))_g = \begin{cases} 
((T'_x)_g, i) & \text{if } g(x) \in A_i, \; i = 1, 2, \ldots, k \\
((T'_x)_g, k + 1) & \text{if } g(x) \in B \\
((T'_x)_g, 0) & \text{if } g(x) \notin A \cup B.
\end{cases}
$$

Denote by $\hat{\mathcal{A}}_i = [i, i]$, $\hat{\mathcal{A}} = \bigcup_{i=1}^k [i, i]$ and $\hat{\mathcal{B}} = [k, k + 1]$. Clearly, $\pi^{-1}(\hat{\mathcal{A}}) = A$, $\pi^{-1}(\hat{\mathcal{A}}_i) = A_i$ ($i = 1, 2, \ldots, k$) and $\pi^{-1}(\hat{\mathcal{B}}) = B$, which easily implies that $\hat{\mathcal{A}} \subseteq \hat{\mathcal{B}}$ in the subshift $\hat{X}$, and the subequivalence involves the same elements $g_1, g_2, \ldots, g_k$. Also for any $\hat{x} \in \hat{X}$ all quasitilings $T'_{\hat{x}}$ with $x \in \pi^{-1}(\hat{x})$ coincide. Hence, the subshift $\hat{X}$ admits a dynamical quasitiling $\hat{x} \mapsto T'_{\hat{x}}$, where $T'_x = T'_x$ for any $x \in \pi^{-1}(\hat{x})$.

By Theorem 6.7 (1) (and its proof), there exists a family of injections $\hat{\varphi}_x : \hat{A}_x \to \hat{B}_x$ indexed by $\hat{x} \in \hat{X}$ (according to our convention, $\hat{A}_x = \{g : g(\hat{x}) \in A\}$, $\hat{B}_x = \{g : g(\hat{x}) \in \hat{B}\}$), determined by a block code $\Xi : \hat{\Delta}^F \to E$, where $E = \{g_1, g_2, \ldots, g_k\}$ and $F$ is a finite coding horizon. As easily verified, if $\hat{x} = \pi(x)$ then $A_x = A_x$ and $\hat{B}_x = \hat{B}_x$, thus, for any $x \in X$ we can define injections $\hat{\varphi}_x : A_x \to \hat{B}_x$ simply as $\hat{\varphi}_x$.

Now we are in a position to modify the quasitilings $T'_x$. Given $x \in X$, we define a transformation of the tiles $S \in T'_x$ as follows:

$$
\Phi_x(Sc) = Sc \cup \hat{\varphi}_x^{-1}(BSc) \subset Sc \cup A_x
$$

(recall that $BSc$ is a part of the set $B_x$, so its preimage by $\hat{\varphi}_x$ is a part of $A_x$). We will call the set $\hat{\varphi}_x^{-1}(BSc)$ the added set. We define the center of the new tiles $\Phi_x(Sc)$ as $c$. The shape of the new tile equals

$$
\Phi_x(Sc)c^{-1} = S \cup \hat{\varphi}_x^{-1}(BSc)c^{-1}.
$$

Note that

$$
\hat{\varphi}_x^{-1}(BSc)c^{-1} \subseteq E^{-1}(BSc)c^{-1} \subseteq E^{-1}S,
$$

which is a finite set. Since $S'$ is finite, the set $S$ of all new shapes is also finite. As the quasitiling $T'_x$ is disjoint, $\hat{\varphi}_x$ restricted to $A_x$ is injective, and the image of $A_x$ is contained in $B_x = \bigcup_{S \in E} BSc$, it is clear that the new quasitiling

$$
T_x = \{\Phi_x(Sc) : Sc \in T'_x\}
$$

is a tiling (disjoint and covering $G$ completely).

Further, for any tile $Sc$ of $T'_x$ the added set $\hat{\varphi}_x^{-1}(BSc)$ has cardinality at most $|B_S| = i_S < \frac{1}{2|K|}|S|$. Thus

$$
|K\Phi_x(Sc)| \leq |KSc| + |K| \cdot \frac{\varepsilon}{2|K|}|S| = |KSc| + \frac{\varepsilon}{2}|S|.
$$

We can assume (at the beginning of the proof) that $e \in K$, and then $(K, \hat{\varphi})$-invariance of $S$ is equivalent to the inequality $|KSc| < (1 + \frac{\varepsilon}{2})|S|$. Thus

$$
|K\Phi_x(Sc)| < (1 + \varepsilon)|S| \leq (1 + \varepsilon)|\Phi_x(Sc)|,
$$

and so $\Phi_x(Sc)$ is $(K, \varepsilon)$-invariant. Summarizing, we have constructed a mapping $x \mapsto T_x$ into tilings with a finite set $S$ of $(K, \varepsilon)$-invariant shapes.

We need to show that the assignment $x \mapsto T_x$ is a dynamical tiling, i.e., a topological factor map from $X$ to a subshift over the alphabet $\Delta = S \cup \{0\}$. Of course, it suffices to show that $x \mapsto T_x$ “factors through” $\hat{X}$, i.e., that $T_x$ depends in fact on $\hat{x} = \pi(x)$ and the dependence is via a block code. To do so, we can use
the criterion \([4,3]\), i.e., we need to indicate a finite set \(J \subset G\), such that for any \(x_1, x_2 \in X\) and \(g \in G\),

\[
(6.1) \quad \hat{x}_1|_{Jg} = \hat{x}_2|_{Jg} \implies (T_{x_1})_g = (T_{x_2})_g,
\]

where \(\hat{x}_1 = \pi(x_1)\) and \(\hat{x}_2 = \pi(x_2)\).

We claim that the set \(J = \{e\} \cup FE^{-1}R\) is good, where \(F\) is the finite coding horizon of \(\Xi\) and \(R = \bigcup_{S \in \mathcal{S}} S\). In order to verify this claim assume that with so defined \(J\) the left hand side of \(6.1\) holds for some \(x_1, x_2 \in X\) and \(g \in G\). Since \(g \not\in J\), and the first entries of the pairs which constitute the symbols \((\hat{x}_1)_g\) and \((\hat{x}_2)_g\), equal \((T'_{x_1})_g\) and \((T'_{x_2})_g\), respectively, we have \((T'_{x_1})_g = (T'_{x_2})_g\). If this common entry is \(0\) then \(g\) is not a center of any tile in neither \(T'_{x_1}\) nor \(T'_{x_2}\), and then \(g\) is not a center of any tile in neither \(T_{x_1}\) nor \(T_{x_2}\), i.e., \((T_{x_1})_g = (T_{x_2})_g = 0\).

If the common entry is some \(S \in S'\) then we know that \(g = c\) is a center of some tile in both \(T_{x_1}\) and \(T_{x_2}\), moreover the shapes of these tiles have the common part \(S\) and may differ only in having different added sets. The added sets equal \(\hat{\phi}_{x_1}^{-1}(BSC)\) and \(\hat{\phi}_{x_2}^{-1}(BSC)\), respectively. Since we can replace the subscripts \(x_1, x_2\) correspondingly by \(\hat{x}_1, \hat{x}_2\), we just need to show that

\[
\hat{\phi}_{\hat{x}_1}^{-1}(BSC) = \hat{\phi}_{\hat{x}_2}^{-1}(BSC).
\]

Since \(FE^{-1}Rc \subset Jg\), the left hand side of \(6.1\) implies \(\hat{x}_1|_{FE^{-1}Rc} = \hat{x}_2|_{FE^{-1}Rc}\).

Recall that the family \(\{\hat{\phi}_x\}_{x \in X}\) is determined by a block code with coding horizon \(F\). We deduce that \(\hat{\phi}_{\hat{x}_1}\) agrees with \(\hat{\phi}_{\hat{x}_2}\) on the set \(E^{-1}Rc\), which contains \(E^{-1}Sc\), which contains \(E^{-1}BSC\). But \(E^{-1}BSC\) contains the union \(\hat{\phi}_{\hat{x}_1}^{-1}(BSC) \cup \hat{\phi}_{\hat{x}_2}^{-1}(BSC)\).

Since \(\hat{\phi}_{\hat{x}_1}\) and \(\hat{\phi}_{\hat{x}_2}\) agree on this union, we conclude that \(\hat{\phi}_{\hat{x}_1}^{-1}(BSC) = \hat{\phi}_{\hat{x}_2}^{-1}(BSC)\), which ends the proof of the first implication.

Now we shall show how dynamical tilings can be used to prove comparison. Assume that \(G\) acts on a zero-dimensional compact metric space \(X\) (we do not assume freeness of the action) and that for every finite \(K \subset G\) and \(\varepsilon > 0\) this action admits a dynamical tiling with \((K, \varepsilon)\)-invariant shapes. Let \(A, B\) be disjoint clopen subsets of \(X\) such that \(\mu(B) > \mu(A)\) for all invariant measures \(\mu\) on \(X\). We need to show that \(A \ll B\).

As we have observed in Remark \([3.2]\), the infimum \(\inf_{\mu \in \mathcal{M}(X)} (\mu(B) - \mu(A))\) is positive. Proposition \([4.3]\) (1) implies that

\[
\mathcal{D}(B, A) \geq 6\varepsilon,
\]

for some \(\varepsilon > 0\). By Lemma \([1.2]\) there exists a finite set \(F \subset G\) satisfying, for every \(x \in X\), \(\mathcal{D}_F(B_x, A_x) \geq 5\varepsilon\). By the tiling property, there exists a dynamical tiling \(x \mapsto T_x\) with some set of shapes \(S\) such that each shape \(S \in S\) is \((F, \varepsilon)\)-invariant. Lemma \([2.10]\) implies that for every \(S \in S\) and \(x \in X\), we have

\[
\mathcal{D}_S(B_x, A_x) \geq \mathcal{D}_F(B_x, A_x) - 4\varepsilon > 0,
\]

which yields \(|A_x g^{-1} \cap S| < |B_x g^{-1} \cap S|\) for every \(g \in G\).

Similarly, as in the preceding proof, we will build a symbolic factor \(\tilde{X}\) of \(X\) carrying the minimum information about both the sets \(A, B\) and the dynamical tiling. Namely, we define a factor map \(\pi : X \to \tilde{X} \subset \Delta^G\), where this time \(\Delta = \{0, 1, 2\} \times \Delta\) (as usually, \(\Delta = S \cup \{0\}\) is the alphabet in the symbolic representation
of the dynamical tiling), as follows

\[(\pi(x))_g = \begin{cases} 
(1, S) & \text{if } g \in A_x, Sg \in T_x \\
(2, S) & \text{if } g \in B_x, Sg \in T_x \\
(0, S) & \text{if } g \notin A_x \cup B_x, Sg \in T_x \\
(1, 0) & \text{if } g \in A_x, Sg \notin T_x \\
(2, 0) & \text{if } g \in B_x, Sg \notin T_x \\
(0, 0) & \text{if } g \notin A_x \cup B_x, Sg \notin T_x.
\end{cases}\]

As before, the subshift \(\hat{\chi}\) admits a dynamical tiling \(\hat{x} \mapsto T_{\hat{x}}\), where \(T_{\hat{x}} = T_x\) for any \(x \in \pi^{-1}(\hat{x})\). Denote \(A = [1, \cdot]\) and \(B = [2, \cdot]\). We have \(A = \pi^{-1}(\hat{A})\) and \(B = \pi^{-1}(\hat{B})\).

Thus it suffices to show that \(\hat{A} \preceq \hat{B}\) in \(\hat{X}\). By Theorem 4.7 (1), the proof will be ended once we will have constructed a family of injections \(\hat{\varphi}_x : \hat{A}_x \to \hat{B}_x\) indexed by \(\hat{x} \in \hat{X}\) and determined by a block code.

By the definition of \(\pi\) we have, that if \(\hat{x} = \pi(x)\) then \(A_x = \hat{A}_x\) and \(B_x = \hat{B}_x\), and the inequality \(|A_xg^{-1} \cap S| < |B_xg^{-1} \cap S|\) translates to \(|\hat{A}_xg^{-1} \cap S| < |\hat{B}_xg^{-1} \cap S|\) (for each \(\hat{x} \in \hat{X}\), \(S \in S\) and \(g \in G\)). In other words, in every block \(\hat{g}(\hat{x})\) there are more symbols 2 than 1 (we just consider the first entries in the pairs which constitute the symbols). Since \(S\) is finite and for each \(S \in S\) there are only finitely many blocks \(B \in \Delta^S\), we have globally a finite number of possible blocks \(B\) appearing in the role \(\hat{g}(\hat{x})\) (with \(\hat{x} \in \hat{X}\), \(g \in G\) and \(S \in S\)). For every block \(B\) in this finite collection we select arbitrarily an injection \(\varphi_B : \{s \in S : B(s) = (1, \cdot)\} \to \{s \in S : B(s) = (2, \cdot)\}\), where \(S\) is the domain of \(B\).

Fix some \(\hat{x} \in \hat{X}\) and \(a \in \hat{A}_x\). Let \(Sc\) be the tile of \(T_{\hat{x}}\) containing \(a\) and let \(B = c(\hat{x})|_S\). We define

\(\hat{\varphi}_x(a) = \varphi_B(ac^{-1})c\).

Since \(B(ac^{-1}) = \hat{x}_a = (1, \cdot)\), \(\varphi_B(ac^{-1})\) is defined and satisfies \(B(\varphi_B(ac^{-1})) = (2, \cdot)\), and thus \(\hat{\varphi}_x(ac^{-1})c = (2, \cdot)\), i.e., \(\hat{\varphi}_x(a) \in \hat{B}_x\). Notice that \(\hat{\varphi}_x(a)\) belongs to the same tile of \(T_{\hat{x}}\) as \(a\). Injectivity of so defined \(\hat{\varphi}_x\) is easy. Consider \(a_1 \neq a_2 \in \hat{A}_x\). If both elements belong to the same tile of \(T_{\hat{x}}\), then their images are different by injectivity of \(\varphi_B\), where \(B = c(\hat{x})|_S\). If they belong to different tiles, their images also belong to different tiles, hence are different. The last thing to check is the condition (4.3), which will establish that the family \(\{\hat{\varphi}_x\}_{\hat{x} \in \hat{X}}\) is determined by a block code. We claim that the horizon \(E = \bigcup_{S \in S} SS^{-1}\) is good. Indeed, suppose, for some \(\hat{x}_1, \hat{x}_2 \in \hat{X}\) and \(a_1 \in \hat{A}_{\hat{x}_1}, a_2 \in \hat{A}_{\hat{x}_2}\), that

\(a_1(\hat{x}_1)|_E = a_2(\hat{x}_2)|_E\).

Let \(S_{1c}\) be the (unique) tile of \(T_{a_1(\hat{x}_1)}\) containing the unity \(c\). Then the second entry of the pair constituting the symbol \((a_1(\hat{x}_1))_c\) equals \(S_{1c}\). Since \(c \in \bigcup_{S \in S} S^{-1} \subset E\), by (6.2) we obtain that the second entry of the symbol \((a_2(\hat{x}_2))_c\) also equals \(S_{1c}\), so that \(S_{1c}\) is the (unique) tile of \(T_{a_2(\hat{x}_2)}\) containing \(c\). Further, since \(S_{1c} \subset E\), by (6.2) we have \(a_1(\hat{x}_1)|_{S_{1c}} = a_2(\hat{x}_2)|_{S_{1c}}\) and hence \(ca_1(\hat{x}_1)|_{S_{1c}} = ca_2(\hat{x}_2)|_{S_{1c}}\). That is, these two restrictions define the same block \(B \in \Delta^{S_{1c}}\). This implies that both \(\hat{\varphi}_{\hat{x}_1}(a_1)\) and \(\hat{\varphi}_{\hat{x}_2}(a_2)\) are defined with the help of the same injection \(\varphi_B\), and

\(\hat{\varphi}_{\hat{x}_1}(a_1) = \varphi_B(a_1c_1^{-1})c_1, \quad \hat{\varphi}_{\hat{x}_2}(a_2) = \varphi_B(a_2c_2^{-1})c_2\).
where $c_1$ is the center of the tile of $T_{x_1}$ containing $a_1$ and $c_2$ is the center of the tile of $T_{x_2}$ containing $a_2$. By shift equivariance of the dynamical tiling, we easily see that $c_1 = ca_1$ and $c_2 = ca_2$, which yields

$$\hat{\phi}(a_1)c_1^{-1} = \varphi_B(c^{-1})c = \hat{\phi}(a_2)c_2^{-1}.$$ 

This is exactly the condition (4.3) and the proof is finished. $\square$

Combining Theorem 5.11 with Theorem 6.3 we obtain:

**Corollary 6.4.** If $G$ is a subexponential group then every action of $G$ on a zero-dimensional compact metric space has the tiling property.

We conclude the paper with a question. Let us say that a countable amenable group $G$ has the tiling property if any free action of $G$ on a zero-dimensional compact metric space has the tiling property as in Definition 6.1. In such case, by Theorem 6.3 any free action on a zero-dimensional compact metric space admits comparison. It is easy to see that the tiling property cannot be extended (without modifying the definition) to non-free actions. However, there are a priori no obvious reasons why the comparison property could not be extended. Thus the following question is very natural:

**Question 6.5.** Is it true that if $G$ has the tiling property (which depends on free actions only) then it also has the comparison property (which depends on all actions; of course we restrict our attention to zero-dimensional compact metric spaces).

**References**

[1] George M. Adelson-Velsky and Yu. A. Šreider, *The Banach mean on groups*, Uspehi Mat. Nauk (N.S.) 12 (1957), no. 6(78), 131–136. MR 0094726

[2] Mathias Beiglböck, Vitaly Bergelson, and Alexander Fish, *Sunset phenomenon in countable amenable groups*, Adv. Math. 223 (2010), no. 2, 416–432. MR 2565535

[3] Mike Boyle, *Lower entropy factors of sofic systems*, Ergodic Theory Dynam. Systems 3 (1983), no. 4, 541–557. MR 753922

[4] Emmanuel Breuillard, Ben Green, and Terence Tao, *The structure of approximate groups*, Publ. Math. Inst. Hautes Études Sci. 116 (2012), 115–221. MR 3090256

[5] Julian Buck, *Smallness and comparison properties for minimal dynamical systems*, arXiv:1306.6681 (2013).

[6] Clinton T. Conley, Steve Jackson, David Kerr, Andrew S. Marks, Brandon Seward, and Robin D. Tucker-Drob, *Følner tilings for actions of amenable groups*, arXiv:1704.00699 (2017).

[7] Joachim Cuntz, *Dimension functions on simple $C^*$-algebras*, Math. Ann. 233 (1978), no. 2, 145–153. MR 0467332

[8] Anthony H. Dooley and Guohua Zhang, *Local entropy theory of a random dynamical system*, Mem. Amer. Math. Soc. 233 (2015), no. 1099, vi+106. MR 3244290

[9] Dou Dou, *Minimal subshifts of arbitrary mean topological dimension*, Discrete Contin. Dyn. Syst. 37 (2017), no. 3, 1411–1424. MR 3640558

[10] Tomasz Downarowicz and Dawid Huczek, *Dynamical quasitilings of amenable groups*, arXiv:1705.07365 (2017).

[11] Tomasz Downarowicz, Dawid Huczek, and Guohua Zhang, *Tilings of amenable groups*, J. Reine Angew. Math. (to appear).

[12] Tomasz Downarowicz and Guohua Zhang, *Symbolic extensions theory for amenable group actions*, (under preparation).

[13] Bartosz Frej and Dawid Huczek, *Minimal models for actions of amenable groups*, Groups Geom. Dyn. 11 (2017), no. 2, 567–583. MR 3668052

[14] ________, *Faces of simplices of invariant measures for group actions*, Monatsh. Math. (to appear).
Joshua Frisch and Omer Tamuz, Symbolic dynamics on amenable groups: the entropy of generic shifts, Ergodic Theory Dynam. Systems 37 (2017), no. 4, 1187–1210. MR 3645515

Rostislav I. Grigorchuk, Degrees of growth of finitely generated groups and the theory of invariant means, Izv. Akad. Nauk SSSR Ser. Mat. 48 (1984), no. 5, 939–985. MR 764305

G. A. Hedlund, Endomorphisms and automorphisms of the shift dynamical system, Math. Systems Theory 3 (1969), 320–375. MR 0259881

Wen Huang, Xiangdong Ye, and Guohua Zhang, Local entropy theory for a countable discrete amenable group action, J. Funct. Anal. 261 (2011), no. 4, 1028–1082. MR 2803841

David Kerr, Dimension, comparison and almost finiteness, arXiv:1710.03050 (2017).

Eilon Lindenstrauss, Pointwise theorems for amenable groups, Invent. Math. 146 (2001), no. 2, 259–295. MR 1865397

Donald S. Ornstein and Benjamin Weiss, Ergodic theory of amenable group actions. I. The Rohlin lemma, Bull. Amer. Math. Soc. (N.S.) 2 (1980), no. 1, 161–164. MR 551753

Alan L. T. Paterson, Amenability, Mathematical Surveys and Monographs, vol. 29, American Mathematical Society, Providence, RI, 1988. MR 961261

Maxence Phalempin, Representation of congruent sequences of tilings on amenable groups, Unpublished, Internship report–University of Rennes (2017).

Felix Pogorzelski and Fabian Schwarzenberger, A Banach space-valued ergodic theorem for amenable groups and applications, J. Anal. Math. 130 (2016), 19–69. MR 3574647

Mikael Rørdam, On the structure of simple $\mathcal{C}^*$-algebras tensored with a UHF-algebra. II, J. Funct. Anal. 107 (1992), no. 2, 255–269. MR 1172023

Konstantin Slutsky, Lecture notes on topological full groups of cantor minimal systems, http://homepages.math.uic.edu/~kslutsky/papers/Topological-full-groups.pdf.

Yuhei Suzuki, Almost finiteness for general étale groupoids and its applications to stable rank of crossed products, arXiv:1702.03875 (2017).

Gábor Szabó, Private communication, 2017.

Wilhelm Winter, Decomposition rank and $\mathcal{Z}$-stability, Invent. Math. 179 (2010), no. 2, 229–301. MR 2570118

Ruifeng Zhang, Topological pressure of generic points for amenable group actions, J. Dynam. Differential Equations (to appear).

Dongmei Zheng, Ercai Chen, and Jiahong Yang, On large deviations for amenable group actions, Discrete Contin. Dyn. Syst. 36 (2016), no. 12, 7191–7206. MR 3567838

Faculty of Pure and Applied Mathematics, Wroclaw University of Science and Technology, Wybrzeże Wyspiańskiego 21, 50-370 Wroclaw, Poland
E-mail address: Tomasz.Downarowicz@pwr.edu.pl

School of Mathematical Sciences and Shanghai Center for Mathematical Sciences, Fudan University, Shanghai 200433, China
E-mail address: chiaths.zhang@gmail.com