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Abstract

This paper studies a system of \( m \) variational inequalities with interconnected obstacles in infinite horizon associated to optimal multi-modes switching problems. Our main result is the existence and uniqueness of a continuous solution in viscosity sense, for that system. The proof of the main result strongly relies on the connection between the systems of variational inequalities and reflected backward stochastic differential equations (RBSDEs) with oblique reflection, which will be characterized through a Feynman-Kac’s formula. The main feature of our system of infinite horizon RBSDEs is that its components are interconnected through both the generators and the obstacles.
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1 Introduction

In this paper we study the system: for \( i \in \mathcal{I} := \{1, \ldots, m\} \) and \( x \in \mathbb{R}^k \),

\[
\min \left\{ v^i(x) - \max_{j \in \mathcal{I}^{-i}} \left\{ -g_{ij}(x) + v^j(x) \right\}, rv^i(x) - \mathcal{L}v^i(x) - f_i(x, v^1(x), \ldots, v^m(x), \sigma^\top(x).D_xv^i(x) \right\} = 0,
\]

(1.1)

where \( r \) is a positive discount factor, \( \mathcal{I}^{-i} := \mathcal{I} - \{i\} \). \( g_{ij} \) and \( f_i \) are deterministic continuous functions. \( \mathcal{L} \) is an infinitesimal generator of the form

\[
\mathcal{L} = \frac{1}{2} \sum_{i,j=1}^{m} \sigma_{ij}(x) \frac{\partial^2 \sigma^{\top}(x)}{\partial x_i \partial x_j} + \sum_{i=1}^{m} b_i(x) \frac{\partial \sigma^{\top}(x)}{\partial x_i},
\]

(1.2)

where \( b_i \) and \( \sigma_{ij} \) are continuous functions. Operators \( \mathcal{L} \) occur, for instance, in the context of financial markets where the state variables are described by a \( k \)-dimensional stochastic process \( X := (X_t^x)_{t \geq 0} \) solving the system of stochastic differential equations:

\[
dX_t^x = b(X_t^x)dt + \sigma(X_t^x)dB_t, \quad X_0^x = x, x \in \mathbb{R}^k, t \geq 0.
\]

(1.3)
Here $B := (B_t)_{t \geq 0}$ is a $d$-dimensional Brownian motion. The process $X := (X^\tau_t)_{t \geq 0}$ can, for instance, be the electricity price, functionals of the electricity price, or other factors which determine the price. $L$ is, in the context of (1.3), the infinitesimal generator associated with $X := (X^\tau_t)_{t \geq 0}$.

In the Markovian setting when the randomness stems from the Ito diffusion $X := (X^\tau_t)_{t \geq 0}$ in (1.3), if for $i \in \mathcal{I}$, $f_i$ does not depend on $(y_i)_{i \in \mathcal{I}}$ and $(z_i)_{i \in \mathcal{I}}$, the problem in (1.1) is a system of $m$-variational inequalities with inter-connected obstacles occurring in the context of infinite horizon multi-modes optimal switching problems (OSP). Our main results concern the existence and uniqueness of a solution $(v^1, \ldots, v^m) : x \in \mathbb{R}^k \mapsto (v^1(x), \ldots, v^m(x)) \in \mathbb{R}^m$ in viscosity sense to the system (1.1).

The system (1.1) is connected with the following system of RBSDEs with oblique reflection: for $i \in \mathcal{I}$ and $t \geq 0$, $\forall r \in \mathbb{R}^+$:

$$
\begin{cases}
&e^{-rt}Y^i_{t,x} = \int_t^{\infty} e^{-rs}f_i(X^r_s, Y^1^r_{s,x}, \ldots, Y^m^r_{s,x}, Z^i_{s,x})ds + K^i_{\infty} - K^i_{t,x} \\
&\quad - \int_t^{\infty} e^{-rs}Z^i_{s,x}dB_s; \\
&\lim_{t \to +\infty} e^{-rt}Y^i_{t,x} = 0; \\
&\forall t \geq 0, e^{-rt}Y^i_{t,x} \geq e^{-rt}\max_{j \in \mathcal{I} - i}(Y^j_{t,x} - g_{ij}(X^\tau_s)), \\
&\int_0^{+\infty} e^{-rs}\{Y^i_{s,x} - \max_{j \in \mathcal{I} - i}(Y^j_{s,x} - g_{ij}(X^\tau_s))\}dK^i_{s,x} = 0.
\end{cases}
$$

The main feature of this system, is that its components $(Y^1, \ldots, Y^m)$ are interconnected through both the barriers and the generators. Actually, the dependence of $f_i$ on the whole vector $(Y^1, \ldots, Y^m)$ can be interpreted as a nonzero-sum game problem, where the players’ utilities affect each other.

Note that, in a non Markovian framework this system has already been studied in [8].

Finite horizon OSP has been widely studied during the last decades, since it can be related to many practical applications, for example the problem of valuation investment opportunities, in particular in energy markets. The OSP, called also reversible investment problem, is a particular case of real options where one is concerned with choices faced by businesses. Examples of such decisions include the option to defer, abandon or alter projects, to expand or contract business lines, or to switch inputs or outputs for the company’s production. In the literature concerning the OSP three different approaches have turned out to be useful, two based on stochastic techniques (Snell envelope and reflected backward stochastic differential equations) and one on deterministic methods based on systems of variational inequalities (see e.g. [2, 6, 7, 9, 11, 13] and the references therein).

In the finite horizon framework, the closest paper to ours is the one by Hamadène and Morlais [11] where the authors deal with the existence and uniqueness of solutions in viscosity sense to the following system of variational inequalities: $\forall i \in \mathcal{I}$, $\forall t \leq T$

$$
\begin{cases}
&\min\left\{ v^i(t, x) - \max_{j \in \mathcal{I} - i}\{-g_{ij}(t, x) + v^j(t, x)\}, -\partial_t v^i(t, x) - L v^i(t, x) \\
&\quad - f_i(t, x, (v^1, \ldots, v^m)(t, x), \sigma^\top(t, x), D_x v^i(t, x)) \right\} = 0, \\
&v^i(T, x) = h_i(x).
\end{cases}
$$

This system is the analogue of our system (1.1) in a finite horizon framework.

It is worth noting that in the context of infinite horizon OSP considerably less work seems to be done and the authors are only aware of the works [5, 8].

To briefly outline the setting of OSP let us deal with an example. In conciseness, such a problem consists in finding an optimal management strategy for a production company that can run in $m$,
m ≥ 2, different modes. Denote $\mathcal{I}$ the set of possible production modes. Let $X := (X_t^x)_{t ≥ 0}$ be a vector-valued Markovian stochastic process defined in \([1.3]\), which represents random factors that influence the profitability of the production. Let the running payoff in production mode $i$, at time $t$, be $f_i(X_t^x)$ and let $g_{ij}(X_t^x)$ denote the cost of switching from mode $i$ to mode $j$ at time $t$. A management strategy is a combination of a nondecreasing sequence of stopping times $(\tau_n)_{n ≥ 0}$, and a sequence of random variables $(\zeta_n)_{n ≥ 0}$ taking values in the set $\mathcal{I}$. At time $\tau_n$, in order to maximize the profit of the company, the manager decides to switch the production from the current mode $\zeta_{n-1}$ to $\zeta_n$. A strategy $(\{\tau_k\}_{k ≥ 0}, \{\zeta_k\}_{k ≥ 0})$ can be represented by the function $a : \mathbb{R}^+ \to \mathcal{I}$ defined as

$$a_s \equiv a(s) = \sum_{k ≥ 0} \zeta_k 1_{[\tau_k, \tau_{k+1})}(s),$$

indicating the current state of the facility at time $s$. Using the dynamic programming principle, it is well known that the expected profit yield while in mode $i$, $Y_t^i$, which can be also seen as the value of an optimal switching strategy, can be expressed in terms of Snell envelope as follows (see [5, Proposition 1]):

$$e^{-rt}Y_t^i = \esssup_{(\tau_k, \zeta_k)_{k ≥ 0} \in \mathcal{D}_t} E \left[ \int_t^{+∞} e^{-rs} f_a(X_s) ds - \sum_{n ≥ 1} e^{-r\tau_n} g_{a_{\tau_n-1} a_{\tau_n}}(X_{\tau_n}) | \mathcal{F}_t \right];$$ (1.6)

where $\mathcal{D}_t = \{(\tau_k, \zeta_k)_{k ≥ 0} \text{ such that } \tau_0 = t \text{ and } \zeta_0 = i\}$. When the production of the company is working under a strategy $a$, it generates a total expected profit equal to

$$J(x, a) = E \left[ \int_0^{+∞} e^{-rs} f_a(X_s^x) ds - \sum_{n ≥ 1} e^{-r\tau_n} g_{a_{\tau_n-1} a_{\tau_n}}(X_{\tau_n}) \right].$$ (1.7)

The task in the OSP is to find an optimal management strategy $a^*$ such that

$$J(\delta^*) = Y_0^i = \sup_a J(x, a) = \sup_{(\tau_k, \zeta_k)_{k ≥ 0} \in \mathcal{D}_0} E \left[ \int_0^{+∞} e^{-rs} f_a(X_s^x) ds - \sum_{n ≥ 1} e^{-r\tau_n} g_{a_{\tau_n-1} a_{\tau_n}}(X_{\tau_n}) \right].$$

It was proven in [5] that the optimal value vector $(Y_t^1, \ldots, Y_t^d)$ defined in (1.6) solves the following system of reflected backward stochastic differential equation with oblique reflection: for $i \in \mathcal{I}$ and $t ≥ 0$, $\forall r \in \mathbb{R}^+$:

$$\begin{cases}
  e^{-rt}Y_t^i = \int_t^{+∞} e^{-rs} f_i(X_s^x) ds + K_{∞}^{i,x} - K_t^i - \int_t^{+∞} e^{-rs} Z_s^i dB_s; \\
  \lim_{t \to +∞} e^{-rt}Y_t^i = 0, \\
  \forall t ≥ 0, \quad e^{-rt}Y_t^i \geq e^{-rt} \max_{j \in \mathcal{I}^{-i}} (Y_j^i - g_{ij}(X_t^x)), \\
  \int_0^{+∞} e^{-rs} \{Y_s^i - \max_{j \in \mathcal{I}^{-i}} (Y_s^j - g_{ij}(X_s^x))\} dB_s = 0.
\end{cases}$$ (1.8)

Moreover, the author showed that, if the switching costs satisfy $\frac{1}{r} ≤ g_{ij}(x) ≤ \alpha$ where $\alpha$ is a strictly positive constant, then there exist deterministic continuous functions of polynomial growth $v^1, \ldots, v^m : \mathbb{R}^k \to \mathbb{R}$ such that:

$$\forall x \in \mathbb{R}^k, \quad Y_0^i = v^i(x), \quad i = 1, \ldots, m,$$
where the functions \( v^i, i = 1, \ldots, m \), are unique solutions in viscosity sense of the following system of variational inequalities with inter-connected obstacles: for \( i \in \mathcal{I} \)

\[
\min \left\{ v^i(x) - \max_{j \in \mathcal{I}^{-i}} \{-g_{ij}(x) + v^j(x)\}, rv^i(x) - \mathcal{L}v^i(x) - f_i(x) \right\} = 0. \tag{1.9}
\]

The main result of our paper is the existence and uniqueness of the solution in viscosity sense of the system (1.1) (see Theorem 5.1), which still remains an open problem. The main tool to tackle the system (1.1) and (1.4) are linked through the following relation (see Theorem 3.1), the so-called Feynman-Kac formula:

\[
\forall x \in \mathbb{R}^k, Y_{0,x}^i = v^i(x), i = 1, \ldots, m. \tag{1.10}
\]

In order to prove the main result, we need some results which to the best of our knowledge do not exist in the literature. Indeed, we prove the following auxiliary results:

- **Existence and uniqueness of the solution in viscosity sense of the system (1.1) when**
  \[
  f_i(x, v^1(x), \ldots, v^m(x), \sigma^T(x), D_x v^i(x)) := f_i(x, v^i(x), \sigma^T(x), D_x v^i(x)), \text{ and}
  \]
  \[
  max_{j \in \mathcal{I}^{-i}} \{-g_{ij}(x) + v^j(x)\} := \phi(x) \text{ where } \phi \text{ is a continuous and bounded function (see Appendix A).}
  \]

- **A comparison result for infinite horizon RBSDEs when the generator and the barrier are of the following form** \( f(x, y, z) \) and \( S_t, \forall t \geq 0 \) (see Appendix B).

The main result of the paper is obtained under the following assumptions:

(i) the switching costs are only supposed to be non-negative and satisfy the non free loop condition (see [H3]-ii) below;

(ii) the generators \((f_i)_{i \in \mathcal{I}}\) are merely Lipschitz w.r.t. \((y^1, \ldots, y^m, z^i)\);

(iii) for any \( i \in \mathcal{I}, \forall j \in \mathcal{I}^{-i} \) the mappings \( y^j \mapsto f_i(x, y^1, \ldots, y^{j-1}, y^j, y^{j+1}, \ldots, y^m, z) \) is non-decreasing.

Note that the non free loop condition in (i), which was introduced in [14], is classic in the theory of OSP. Actually, this condition excludes the possibility that one can gain a positive profit by a looping switching strategy at the same time. If this latter is not postulated, then the value function diverges as the decision maker obtains an infinitely large reward by such a looping strategy, which will represent an arbitrage.

The hypothesis (iii) is assumed because it will allow us to obtain the comparison result of sub-solutions and super-solutions of system (1.1) which plays a primordial role in the proof of the main result. Moreover, without assuming it, there will be a lack of regularity of the functions \((v^i)_{i \in \mathcal{I}}\), which are obtained from system of RBSDEs (1.4) via Feynman-Kac’s formula (1.10).

It should be noted that the hypotheses (i) – (iii) were also assumed in the finite horizon framework in [11].

Let us close this introduction by shedding some light on the main contributions of our paper in comparison with the existing works in the literature especially [5] [11] which are the most relevant to the present paper. On the one hand our results extend the ones of [11] to the infinite horizon framework without making any extra assumptions compared to theirs. On the second hand we generalize the work of [5] (see system (1.9)) to the case when \( f_i(x) := f_i(x, y^1, \ldots, y^m, z^i) \) which makes the problem difficult to deal with, and without assuming the boundedness condition on the switching costs. Moreover,
since we assume that the switching costs only satisfy the non free loop condition new difficulties arise. Indeed, it becomes impossible to use methods based on the estimate of number of switchings of the optimal strategy as done in [5].

It should be mentioned that there are other motivations for considering this paper, beyond the objective of unification of the finite and infinite horizon frameworks. One of them is the extension of the Feynman-Kac’s formula (1.10) which could be very helpful in the numerical study of RBSDEs (1.4). Last but not least, the present paper is the first step toward the study of infinite horizon RBSDEs with interconnected bilateral obstacles in a Markovian framework and related PDEs with bilateral interconnected obstacles, which are connected with zero-sum stochastic switching games.

The rest of this paper is organized as follows. In Section 2 we introduce the problem, give the assumptions, and then we define the notion of a viscosity solution for the system (1.1). Section 3 is devoted to the relationship between \((v^i)_{i \in I}\) solution of (1.1) and \((Y^i)_{i \in I}\) solution of (1.4), in the Markovian setting. In section 4 we prove the uniqueness result for the solution of system (1.1), by establishing the classical comparison result. In Section 5, we show that the solution of (1.1) exists and is unique in the class of continuous functions which satisfy a polynomial growth condition. Finally, in the Appendix A we prove the result of existence and uniqueness in viscosity sense for (1.1) when the generator depend only on \(v^i\). In Appendix B we state and prove a comparison theorem for infinite horizon RBSDE.

## 2 Assumptions and problem formulation

Let \(k\) be a fixed integer positive constant, let \(I := \{1, \ldots, m\}\) and let us consider the following functions: for \(i, j \in I\)
\[
\begin{align*}
b(x) & : \mathbb{R}^k \mapsto \mathbb{R}^k; \\
\sigma(x) & : \mathbb{R}^k \mapsto \mathbb{R}^{k \times d}; \\
f_i(x, y^1, \ldots, y^m, z) & : \mathbb{R}^k \times \mathbb{R}^m \times \mathbb{R}^d \mapsto \mathbb{R}; \\
g_{ij}(x) & : \mathbb{R}^k \mapsto \mathbb{R} (i \neq j); \\
h_i(x) & : \mathbb{R}^k \mapsto \mathbb{R}.
\end{align*}
\]

Next, let consider a function \(u(t) : \mathbb{R}^+ \mapsto \mathbb{R}^+\) which is deterministic and bounded such that: \(\int_0^{+\infty} u(t)dt < \infty\) and \(\int_0^{+\infty} u^2(t)dt < \infty\). In what follows we take for simplicity the same function \(u(t)\) in the inequalities below, in addition from now on we denote \(\vec{y} = (y^1, \ldots, y^m)\).

We now consider the following assumptions:

[H1]: The functions \(b\) and \(\sigma\) are of linear growth in \(x\) and Lipschitz continuous w.r.t \(x\), i.e. for any \(t \geq 0\) and \(x, x' \in \mathbb{R}^k\) we have
\[
|b(x) - b(x')| + |\sigma(x) - \sigma(x')| \leq u(t)|x - x'|, 
\]
and
\[
|b(x)| + |\sigma(x)| \leq u(t)(1 + |x|). 
\]

Throughout this paper we assume that assumption [H1] holds.

[H2]: Each function \(f_i\)

(i) is continuous in \(x\) uniformly w.r.t. \((\vec{y}, z)\) and, for any \(x\), the mapping \(x \mapsto f_i(x, 0, \ldots, 0)\) is Borel, belongs to \(\mathcal{M}_r^2\) and of polynomial growth, i.e., there exists a non-negative real constant \(\gamma\) such that
\[
|f_i(x, 0, \ldots, 0)| \leq u(t)(1 + |x|^{\gamma}). 
\]
We denote by \(\Pi^\gamma\) the class of functions with polynomial growth.
(ii) is Lipschitz continuous in \((\vec{g}, z)\) uniformly in \(x\), i.e. \(\forall t \geq 0, \forall (\vec{g}, z) \in \mathbb{R}^{m+d}\) and \(\forall (\vec{g}', z') \in \mathbb{R}^{m+d}\) we have

\[ |f_i(x, \vec{g}, z) - f_i(x, \vec{g}', z')| \leq u(t) (|\vec{g} - \vec{g}'| + |z - z'|). \]  

\[(4.2)\]

(iii) Monotonicity: for any \(j \in \mathcal{I}^{-i} := \mathcal{I} - \{i\}\) the mapping \(y^j \mapsto f_i(x, y^1, \ldots, y^{j-1}, y^j, y^{j+1}, \ldots, y^m, z)\) is non-decreasing whenever the other components \((x, y^1, \ldots, y^{j-1}, y^{j+1}, \ldots, y^m, z)\) are fixed.

[H3]: (i) For any \(i,j \in \mathcal{I}\), \(g_{ij}\) is continuous in \(x\), non-negative, i.e. \(\forall x \in \mathbb{R}^k\) \(g_{ij}(x) \geq 0\), belongs to \(S^2_f\) and of polynomial growth.

(ii) The non-free loop property is satisfied, i.e. \(\forall x \in \mathbb{R}^k\) \(g_{ij}(x) \geq 0\), for any \(i,j \in \mathcal{I}\) and any sequence of indices \(i_1, \ldots, i_k\) such that \(i_1 \neq i_2, i_1 = i_k\) and \(\text{card}\{i_1, \ldots, i_k\} = k - 1\) we have:

\[g_{i_1i_2}(x) + g_{i_2i_3}(x) + \cdots + g_{i_{k-1}i_k}(x) > 0, \quad \forall x \in \mathbb{R}^k.\]

By convention we set \(g_{ii} = 0\), \(\forall i \in \mathcal{I}\).

In this paper we are concerned with the existence and uniqueness in viscosity sense of the solution \((v^1, \ldots, v^m) \colon x \in \mathbb{R}^k \rightarrow (v^1(x), \ldots, v^m(x)) \in \mathbb{R}^m\) of the following system of \(m\) partial differential equations with inter-connected obstacles: for \(i \in \mathcal{I} := \{1, \ldots, m\}\) and \(x \in \mathbb{R}^k\),

\[
\min \left\{ v^i(x) - \max_{j \in \mathcal{I}^{-i}} (-g_{ij}(x) + v^j(x)), rv^i(x) - L v^i(x) \right. \\
- f_i(x, v^1(x), \ldots, v^m(x), \sigma \top(x). D_x v^i(x)) \left. \right\} = 0,
\]

\[(2.5)\]

where \(r\) is a positive discount factor, \(\top\) stands for the transpose and \(L\) is the following infinitesimal generator:

\[
L = \frac{1}{2} \sum_{i,j=1}^m (\sigma \sigma \top)_{ij} x_i \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^m b_i(x) \frac{\partial}{\partial x_i}.
\]

\[(2.6)\]

To proceed we first define the notions of superjets and subjets of a continuous function \(v\).

Definition 2.1. (Subjets and superjets)

Let \(v \in C(\mathbb{R}^k; \mathbb{R})\), \(x\) an element of \(\mathbb{R}^k\) and \(S_k\) the set of \(k \times k\) symmetric matrices. We denote by \(J^{2,+}v(x)\) (resp. \(J^{2,-}v(x)\)), the superjets (resp. the subjets) of \(v\) at \(x\), the set of pairs \((q, M) \in \mathbb{R}^k \times S_k\) such that:

\[v(y) \leq v(x) + \langle q, y - x \rangle + \frac{1}{2} \langle M(y - x), y - x \rangle + o(|y - x|^2)\]

(resp. \(v(y) \geq v(x) + \langle q, y - x \rangle + \frac{1}{2} \langle M(y - x), y - x \rangle + o(|y - x|^2)\)).

We now give the definition of a viscosity solution for the system of PDEs \[(2.5)\].

Definition 2.2. (Viscosity solution to \[(2.5)\])

\((v^1, \ldots, v^m) \in C(\mathbb{R}^k; \mathbb{R}^m)\) is called a viscosity supersolution (resp. subsolution) of \[(2.5)\] if for any \(i \in \mathcal{I}\), \(x \in \mathbb{R}^k\) and \((q, X) \in J^{2,-}v^i(x)\) (resp. \(J^{2,+}v^i(x)\)),

\[
\min \left\{ v^i(x) - \max_{j \in \mathcal{I}^{-i}} (-g_{ij}(x) + v^j(x)), rv^i(x) - \langle b(x), q \rangle \right. \\
- \frac{1}{2} Tr[(\sigma \sigma \top)(x).X] - f_i(x, v^1(x), \ldots, v^m(x), \sigma(x) \top.q) \left. \right\} \geq 0 \quad \text{(resp.} \leq 0).\]

\[(2.7)\]

\((v^1, \ldots, v^m)\) is called a viscosity solution of \[(2.5)\] if it is both a viscosity subsolution and supersolution of \[(2.5)\].
Let $x \in \mathbb{R}^k$ and let $\{X^x_t; t \geq 0\}$ be the solution of the following standard SDE:

$$dX^x_t = b(X^x_t)dt + \sigma(X^x_t)dB_t, \quad X^x_0 = x,$$

(2.8)

where the functions $b$ and $\sigma$ are the ones of [H1]. These properties of $\sigma$ and $b$ imply in particular that $X^x_t$ solution of the standard SDE (2.8) exists and is unique in $\mathbb{R}^k$.

In the following result we collect some properties of $X^x_t$.

**Proposition 2.1.** (see e.g. [17]) The process $X^x$ satisfies the following estimates:

(i) For any $q \geq 2$ there exists $C_q$ such that,

$$E[|X^x_t|^q] \leq C_q e^{C_q t} (1 + |x|^q) \quad \forall t \geq 0. \quad (2.9)$$

(ii) There exists a constant $C$ such that for any $x, x' \in \mathbb{R}^k$ and $T \geq 0$,

$$E[\sup_{0 \leq s \leq T} |X^x_s - X^{x'}_s|^2] \leq C e^{CT} |x - x'|^2. \quad (2.10)$$

In order to tackle the problem of existence of a solution for the system of PDEs (2.5), we first make the link between that solution and solution of systems of RBSDEs with oblique reflection which we will introduce in the next section and discuss its existence and uniqueness.

## 3 RBSDEs and their relationship with PDEs

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a fixed probability space endowed with a $d$-dimensional Brownian motion $B := (B_t)_{t \geq 0}$. $\{\mathcal{F}_t, t \geq 0\}$ is the natural filtration of the Brownian motion augmented by $\mathbb{P}$-null sets of $\mathcal{F}$, and $\mathcal{F}_\infty = \bigvee_{t \geq 0} \mathcal{F}_t$. All the measurability notion will refer to this filtration. Let $|.|$ denote the Euclidean norm for vectors.

For $r \in \mathbb{R}^+$, let us introduce the following spaces:

- $\mathcal{M}^2_r$ is the set of $\mathbb{R}^d$-valued, progressively measurable processes $(Z_t)_{t \geq 0}$ such that

$$\mathbb{E} \left[ \int_0^{+\infty} e^{-rs} |Z_s|^2 ds \right] < +\infty.$$

- $\mathcal{S}^2_r$ is the set of $\mathbb{R}$-valued adapted and continuous processes $(Y_t)_{t \geq 0}$ such that

$$\mathbb{E} \left[ \sup_{t \geq 0} e^{-rt} |Y_t|^2 \right] < +\infty.$$

- $\mathcal{K}^2_r$ is the subset of non-decreasing processes $(K_t)_{t \geq 0} \in \mathcal{S}^2_r$, starting from $K_0 = 0$.

Next, let us introduce the solution of the system of RBSDEs with oblique reflection associated with the deterministic functions $((f_i)_{i \in \mathcal{I}}, (g_{ij})_{i,j \in \mathcal{I}})$ introduced above. The solution consists of $m$ triplets
of processes \(((Y^{i,x}, Z^{i,x}, K^{i,x}))_{i \in I})\), and satisfies: for any \(i \in I\),

\[
\begin{align*}
Y^{i,x}_t & \in \mathcal{S}^2_t, Z^{i,x}_t \in \mathcal{M}^2_t \quad \text{and} \quad K^{i,x}_t \in \mathcal{K}^2_t; \\
e^{-rt}Y^{i,x}_t = & \int_t^{+\infty} e^{-rs} f_i(X^{i,x}_s, Y^{i,x}_s, \ldots, Y^{m,x}_s, Z^{i,x}_s)ds + K^{i,x}_\infty - K^{i,x}_t \\
\int_t^{+\infty} e^{-rs} Z^{i,x}_s dB_s; \\
\lim_{t \to +\infty} e^{-rt}Y^{i,x}_t = & 0, \\
\forall t \geq 0, \quad e^{-rt}Y^{i,x}_t & \geq e^{-rt} \max_{j \in I^{-i}} (Y^{j,x}_t - g_{ij}(X^{j,x}_t)), \\
\text{and } & \int_0^{+\infty} e^{-rs} \{Y^{i,x}_s - \max_{j \in I^{-i}} (Y^{j,x}_s - g_{ij}(X^{j,x}_s))\} dK^{i,x}_s = 0.
\end{align*}
\] (3.1)

This system of RBSDEs with interconnected obstacles (3.1) has been considered by El asri and Ourkiya in [8] where issues of existence and uniqueness of the solution in the non-Markovian framework.

First let us show that the system (3.1) has a solution.

**Theorem 3.1.** Assume that [H2] and [H3] hold. Then the system (3.1) has a solution \(((Y^{i,x}, Z^{i,x}, K^{i,x}))_{i \in I})\). Moreover, there exists deterministic lower semi-continuous functions \(v^{i})_{i \in I}\) of polynomial growth, defined on \(\mathbb{R}^k\), \(\mathbb{R}\)-valued, such that:

\[
\forall i \in I, \forall x \in \mathbb{R}^k, \quad Y^{i,x}_0 = v^{i}(x).
\] (3.2)

**Proof.** First, consider the following BSDEs:

\[
\begin{align*}
\overline{Y}^x \in & \mathcal{S}^2_t, \overline{Z}^x \in \mathcal{M}^2_t \\
e^{-rt}\overline{Y}^x_t = & \int_t^{+\infty} e^{-rs} \max_{i \in I} f_i(X^x_s, \overline{Y}^x_s, \ldots, \overline{Y}^x_s, \overline{Z}^x_s)ds - \int_t^{+\infty} e^{-sr}\overline{Z}^x_s dB_s,
\end{align*}
\] (3.3)

and

\[
\begin{align*}
Y^x \in & \mathcal{S}^2_t, \overline{Z}^x \in \mathcal{M}^2_t \\
e^{-rt}Y^x_t = & \int_t^{+\infty} e^{-rs} \min_{i \in I} f_i(X^x_s, Y^x_s, \ldots, Y^x_s, Z^x_s)ds - \int_t^{+\infty} e^{-rs} Z^x_s dB_s.
\end{align*}
\] (3.4)

Both solutions of (3.3) and (3.4) exist and are unique, thanks to Theorem 4.1 in [16].

Next, we introduce the following sequences of RBSDEs defined recursively by: for any \(i \in I\), \(Y^{i,x,0} = \overline{Y}^x\) and for \(n \geq 1\) and \(t \geq 0\),

\[
\begin{align*}
Y^{i,x,n}_t \in & \mathcal{S}^2_t, Z^{i,x,n}_t \in \mathcal{M}^2_t \quad \text{and} \quad K^{i,x,n}_t \in \mathcal{K}^2_t; \\
e^{-rt}Y^{i,x,n}_t = & \int_t^{+\infty} e^{-rs} f_i(X^{i,x,n}_s, Y^{i,x,n}_s, \ldots, Y^{i,x,n}_s, Z^{i,x,n}_s)ds \\
& + K^{i,x,n}_\infty - K^{i,x,n}_t \quad \text{for} \quad n \geq 1, \\
\lim_{t \to +\infty} e^{-rt}Y^{i,x,n}_t = & 0, \\
e^{-rt}Y^{i,x,n}_t & \geq e^{-rt} \max_{j \in I^{-i}} (Y^{j,x,n-1}_t - g_{ij}(X^{j,x}_t)), \\
\text{and } & \int_0^{+\infty} e^{-rs} \{Y^{i,x,n}_s - \max_{j \in I^{-i}} (Y^{j,x,n-1}_s - g_{ij}(X^{j,x}_s))\} dK^{i,x,n}_s = 0.
\end{align*}
\] (3.5)

The main idea is to show that solutions \(((Y^{i,x,n}, Z^{i,x,n}, K^{i,x,n}))_{i \in I})\) converge to a limit that has the form of RBSDE (3.1). Moreover we know that if such limit exists, then it is unique thanks to Theorem 4.1 in [8].

By an induction argument we show that there exists a unique m-uplet of processes \(((Y^{i,x,n}, Z^{i,x,n}, K^{i,x,n}), i \in I)\): For \(n = 0\), it is true since \(Y^{i,x,0} = \overline{Y}^x\) exists and is unique by the Theorem 4.1 in [16]. Next
the claim is also holds for \( n \geq 1 \) thanks to result of Hamadène et al. ([10], Theorem 3.2.).

Now, we will show by induction that the sequence \((Y^{i,x,n})_{n \geq 1}\) is non-decreasing, for any \( i \in \mathcal{I}. \) For any \( i \in \mathcal{I}: \) for \( n = 0, \) we have that

\[
\min_{i \in \mathcal{I}} f_i(X^{i,x,n}_s, Y^{1,x,0}_s, \ldots, Y^{i-1,x,0}_s, Y^{i,1,x}_s, Y^{i+1,x,0}_s, \ldots, Y^{m,x,0}_s, z) \\
\leq f_i(X^{i,x,n}_s, Y^{1,x,0}_s, \ldots, Y^{i-1,x,0}_s, Y^{i,1,x}_s, Y^{i+1,x,0}_s, \ldots, Y^{m,x,0}_s, z).
\]

Then applying Lebesgue’s dominated converge theorem, we get

\[
Y^{i,x,n} \leq Y^{i,x,n+1}, \quad \forall i \in \mathcal{I}.
\]

As a by product the sequence \((Y^{i,x,n})_{n \geq 1}\) is increasing for any \( i \in \mathcal{I}. \) Now, simply using an induction procedure and the repeated use of the comparison theorem in the same way we did above, leads to

\[
\forall n \geq 1, \forall i \in \mathcal{I}, \quad Y^{i,x,n} \leq Y^{i,x,n+1} \leq \tilde{Y}^x.
\]

So

\[
\mathbb{E}[\sup_{t \geq 0} |Y^{i,x,n}_t|^2] \leq C,
\]

Then \( Y^{i,x,n} \) admits \( \mathbb{P} \)-a.s. a limit denoted \( Y^{i,x}. \) Moreover by Fatou’s lemma, we have

\[
\mathbb{E}[\sup_{t \geq 0} |Y^{i,x}_t|^2] \leq C.
\]

Then applying Lebesgue’s dominated converge theorem, we get

\[
\lim_{n \to +\infty} \mathbb{E} \left[ \int_0^{+\infty} |Y^{i,x,n}_s - Y^{i,x}_s|^2 ds \right] = 0.
\]

Next we will show that the sequence \( Y^{i,x,n} \) is of Cauchy type in \( S^2 \).

Let fix \( \tilde{\Gamma} := (\Gamma^{i,x}, \ldots, \Gamma^{x}) \) in \( S^2_m \) and introduce the operator \( \phi : [S^2_m]^{m} \mapsto [S^2_m], \Gamma \mapsto \tilde{Y} := \phi(\tilde{\Gamma}), \) where \( (\tilde{Y}, \tilde{Z}, \tilde{K}) := (Y^{i,x,n}, Z^{i,x,n}, K^{i,x,n})_{i \in \mathcal{I}} \in [S^2_r \times \mathcal{M}^2_r \times K^2_r]^m \) is the solution to the following RBSDE, \( \forall i \in \mathcal{I} \) and \( \forall t \geq 0, \)

\[
\left\{
\begin{array}{l}
e^{-rt}Y^{i,x,n}_t = \int_t^{+\infty} e^{-rs}f_i(X^{i,x}_s, \tilde{\Gamma}_s, Z^{i,x,n}_s)ds + K^{i,x,n}_t - K^{i,x,n}_s \\
\lim_{t \to +\infty} e^{-rt}Y^{i,x,n}_t = 0,
\end{array}
\right.
\]

\[
\left\{
\begin{array}{l}
e^{-rt}Y^{i,x,n}_t \geq e^{-rt}\max_{j \in \mathcal{I}^{-i}} \{Y^{j,x,n-1}_t - g_{ij}(X^{x}_t)\},
\quad \text{and} \\
\int_0^{+\infty} e^{-rs}(Y^{i,x,n}_s - \max_{j \in \mathcal{I}^{-i}} \{Y^{j,x,n-1}_s - g_{ij}(X^{x}_s)\})dK^{i,x,n}_s = 0.
\end{array}
\right.
\]

which exists and is unique thanks to Theorem 3.2 in [10]. Then \( \phi \) is well defined and is obviously valued in \( [S^2_m]^{m}. \)

The operator \( \phi \) is a contraction on \( [S^2_m]^{m} \) by the following

**Proposition 3.1.** (see e.g. [8]) The operator \( \phi \) is a contraction on the Banach space \( [S^2_r]^{m} \) endowed with the norm \( \| \cdot \|_{2,r} \) defined by:

\[
\|Y\|_{2,r} := \mathbb{E}\left[ \sup_{t \geq 0} e^{-rt} |Y_t|^2 \right]^{\frac{1}{2}}.
\]
We know that by the previous Proposition that the mapping $\phi$ is a contraction in $(S^2)^m$. Moreover, since, we have that:

$$\forall n \geq 1, \forall i \in I, Y^{i,x,n+1} = \phi(Y^{i,x,n}).$$

(3.10)

Then, the claim holds true, and using again Proposition E.1, we have the following:

$$\lim_{n,p \to +\infty} \mathbb{E} \left[ \sup_{s \geq 0} \left| Y^{i,x,n}_s - Y^{i,x,p}_s \right|^2 \right] = 0,$$

(3.11)

and

$$\lim_{n \to +\infty} \mathbb{E} \left[ \sup_{s \geq 0} \left| Y^{i,x,n}_s - Y^{i,x}_s \right|^2 \right] = 0.$$

(3.12)

Applying Itô's formula with $e^{-rt}|Y^{i,x,n}_{t}|^2$, we obtain that for any $t \geq 0$

$$e^{-rt}|Y^{i,x,n}_{t}|^2 + \int_{t}^{+\infty} e^{-rs}(r|Y^{i,x,n}_{s}|^2 + |Z^{i,x,n}_{s}|^2)ds$$

$$= 2 \int_{t}^{+\infty} e^{-rs}Y^{i,x,n}_{s}f_{i}(X^{x}_{s}, Y^{1,x,n-1}_{s}, \ldots, Y^{i-1,x,n-1}_{s}, Y^{i,x}_{s}, Y^{i+1,x,n-1}_{s}, \ldots, Y^{m,x,n-1}_{s}, Z^{i,x,n}_{s})ds$$

$$+ 2 \int_{t}^{+\infty} Y^{i,x,n}_{s}dK^{i,x,n}_{s} - 2 \int_{t}^{+\infty} e^{-rs}Y^{i,x,n}_{s}Z^{i,x,n}_{s}dB_{s},$$

(3.13)

since,

$$dY^{i,x,n}_{s} = -[f_{i}(X^{x}_{s}, Y^{1,x,n-1}_{s}, \ldots, Y^{i-1,x,n-1}_{s}, Y^{i,x}_{s}, Y^{i+1,x,n-1}_{s}, \ldots, Y^{m,x,n-1}_{s}, Z^{i,x,n}_{s}) - rY^{i,x,n}_{s}]ds$$

$$- e^{rs}dK^{i,x,n}_{s} + Z^{i,x,n}_{s}dB_{s}.$$

(3.14)

Then, taking expectation and from [H2] – (ii) we get

$$\mathbb{E}[e^{-rt}|Y^{i,x,n}_{t}|^2] + \mathbb{E} \left[ \int_{t}^{+\infty} e^{-rs}(r|Y^{i,x,n}_{s}|^2 + |Z^{i,x,n}_{s}|^2)ds \right]$$

$$\leq 2\mathbb{E} \left[ \int_{t}^{+\infty} e^{-rs}|Y^{i,x,n}_{s}| \left[ |f_{i}(X^{x}_{s}, 0, \ldots, 0)| + mu(s)|Y^{i,x,n}_{s}| + u(s)|Z^{i,x,n}_{s}| \right]ds \right]$$

$$+ 2\mathbb{E} \left[ \int_{t}^{+\infty} Y^{i,x,n}_{s}dK^{i,x,n}_{s} \right],$$

$$\leq \mathbb{E} \left[ \int_{t}^{+\infty} e^{-rs}[(2u^2(s) + 2mu(s) + 1)|Y^{i,x,n}_{s}|^2 + |f_{i}(X^{x}_{s}, 0, \ldots, 0)|^2 + \frac{1}{2}|Z^{i,x,n}_{s}|^2]ds \right]$$

$$+ 2\mathbb{E} \left[ \sup_{t \geq 0} |Y^{i,x,n}_{t}| \int_{t}^{+\infty} dK^{i,x,n}_{s} \right].$$

For $r \geq 2u^2(s) + 2mu(s) + 1$ and setting $t = 0$, we obtain

$$\mathbb{E} \left[ \int_{0}^{+\infty} e^{-rs}|Z^{i,x,n}_{s}|^2 ds \right] \leq 2\mathbb{E} \left[ \int_{0}^{+\infty} e^{-rs}|f_{i}(X^{x}_{s}, 0, \ldots, 0)|^2 ds + 2\sup_{t \geq 0} |Y^{i,x,n}_{t}| K^{i,x,n}_{+\infty} \right].$$

(3.15)

We now give an estimate to $E[(K^{i,x,n}_{+\infty})^2]$. From (3.5) we have

$$K^{i,x,n}_{+\infty} = -\int_{0}^{+\infty} e^{-rs}f_{i}(X^{x}_{s}, Y^{1,x,n-1}_{s}, \ldots, Y^{i-1,x,n-1}_{s}, Y^{i,x}_{s}, Y^{i+1,x,n-1}_{s}, \ldots, Y^{m,x,n-1}_{s}, Z^{i,x,n}_{s})ds$$

$$+ Y^{i,x,n}_{0} - \int_{0}^{+\infty} e^{-rs}Z^{i,x,n}_{s}dB_{s},$$
and estimates (3.7) and (3.15), we show the following inequalities:

\[ E[(K_{\infty}^{i,x,n})^2] \leq C \left[ 1 + \int_{0}^{+\infty} e^{-rs} |f_i(X_s^x,0,\ldots,0)|^2 ds + \sup_{t \geq 0} |Y_t^{i,x,n}|^2 \right] \]

As a by product, combining estimates (3.7), (3.15) and (3.16), we conclude that

\[ \mathbb{E} \left[ \sup_{t \geq 0} |Y_t^{i,x,n}|^2 + \int_{0}^{+\infty} e^{-rs} |Z_s^{i,x,n}|^2 ds + (K_{\infty}^{i,x,n})^2 \right] \leq C. \quad (3.17) \]

Now we prove that \( Z^{i,x,n} \) is a Cauchy sequence in \( \mathcal{M}_r^2 \). To do so, we apply Itô’s formula to \( e^{-rt} |Y_t^{i,x,n} - Y_t^{i,x,p}|^2 \) and recalling (3.14) to obtain

\[ e^{-rt} |Y_t^{i,x,n} - Y_t^{i,x,p}|^2 + \int_{t}^{+\infty} e^{-rs} \left\{ r |Y_s^{i,x,n} - Y_s^{i,x,p}|^2 + |Z_s^{i,x,n} - Z_s^{i,x,p}|^2 \right\} ds \]

\[ = 2 \int_{t}^{+\infty} e^{-rs} \left\{ f_i(X_s^x, Y_s^{i-1,x,n-1}, Y_s^{i-1,x,p-1}, Y_s^{i+1,x,n-1}, Y_s^{i+1,x,p-1}, Y_s^{m,x,n-1}, Y_s^{m,x,p-1}, Z_s^{i,x,n}, Z_s^{i,x,p}) \right\} ds \]

\[ - f_i(X_s^x, Y_s^{i-1,x,n-1}, Y_s^{i-1,x,p-1}, Y_s^{i+1,x,n-1}, Y_s^{i+1,x,p-1}, Y_s^{m,x,n-1}, Y_s^{m,x,p-1}, Z_s^{i,x,n}, Z_s^{i,x,p}) \right\} ds \]

\[ + 2 \int_{t}^{+\infty} (Y_s^{i,x,n} - Y_s^{i,x,p}) (dK_s^{i,x,n} - dK_s^{i,x,p}) \]

\[ - 2 \int_{t}^{+\infty} e^{-rs} (Y_s^{i,x,n} - Y_s^{i,x,p}) (Z_s^{i,x,n} - Z_s^{i,x,p}) dB_s, \]
and after taking expectations we get

\[
\mathbb{E} \left[ e^{-rt} |Y_t^{i,x,n} - Y_t^{i,x,p}|^2 \right] + \mathbb{E} \left[ \int_t^{+\infty} e^{-rs} \left( |Y_s^{i,x,n} - Y_s^{i,x,p}|^2 + |Z_s^{i,x,n} - Z_s^{i,x,p}|^2 \right) ds \right]
\]

\[
= 2\mathbb{E} \left[ \int_t^{+\infty} e^{-rs} (Y_s^{i,x,n} - Y_s^{i,x,p}) \times \left\{ f_i(X_s^x, Y_s^{1,x,n-1}, \ldots, Y_s^{i-1,x,n-1}, Y_s^{i,x,n}, Y_s^{i+1,x,n-1}, \ldots, Y_s^{m,x,n-1}, Z_s^{i,x,n}) - f_i(X_s^x, Y_s^{1,x,p-1}, \ldots, Y_s^{i-1,x,p-1}, Y_s^{i,x,p}, Y_s^{i+1,x,p-1}, \ldots, Y_s^{m,x,p-1}, Z_s^{i,x,p}) \right\} ds \right]
\]

\[
+ 2\mathbb{E} \left[ \int_t^{+\infty} (Y_s^{i,x,n} - Y_s^{i,x,p})(dK_s^{i,x,n} - dK_s^{i,x,p}) \right],
\]

\[
\leq \mathbb{E} \left[ \int_t^{+\infty} e^{-rs} \{(2u^2(s) + 2mu(s))|Y_s^{i,x,n} - Y_s^{i,x,p}|^2 + \frac{1}{2}|Z_s^{i,x,n} - Z_s^{i,x,p}|^2 \} ds \right]
\]

\[
+ 2\mathbb{E} \left[ \sup_{t \geq 0} |Y_t^{i,x,n} - Y_t^{i,x,p}|^2 \right] \frac{1}{2} \mathbb{E} \left[ (K_s^{i,x,n} - K_s^{i,x,n})^2 \right]
\]

\[
+ 2\mathbb{E} \left[ \sup_{t \geq 0} |Y_t^{i,x,n} - Y_t^{i,x,p}|^2 \right] \frac{1}{2} \mathbb{E} \left[ (K_s^{i,x,p} - K_s^{i,x,p})^2 \right].
\]

Setting \( t = 0 \), and choosing \( r \geq 2u^2(s) + 2mu(s) \), from (3.11) and (3.17), we have that

\[
\lim_{n,p \to +\infty} \mathbb{E} \left[ \int_0^{+\infty} |Z_t^{i,x,n} - Z_t^{i,x,p}|^2 dt \right] = 0.
\]

Thus there exists \( Z^{i,x} \) in \( \mathcal{M}_t^2 \) such that

\[
\lim_{n \to +\infty} \mathbb{E} \left[ \int_0^{+\infty} |Z_t^{i,x,n} - Z_t^{i,x}|^2 dt \right] = 0.
\]

Now we know from (3.5) that

\[
K_t^{i,x,n} = \int_0^t e^{-rs} f_i(X_s^x, Y_s^{1,x,n-1}, \ldots, Y_s^{i-1,x,n-1}, Y_s^{i,x,n}, Y_s^{i+1,x,n-1}, \ldots, Y_s^{m,x,n-1}, Z_s^{i,x,n}) ds
\]

\[
\quad + e^{-rt} Y_t^{i,x,n} - Y_0^{i,x,n} - \int_0^t e^{-rs} Z_s^{i,x,n} dB_s,
\]

we deduce in view of (3.11) and (3.20) that

\[
\lim_{n,p \to +\infty} \mathbb{E} \left[ \sup_{t \geq 0} |K_t^{i,x,n} - K_t^{i,x,p}|^2 \right] = 0.
\]

Then there exists \( K^{i,x} \in \mathcal{K}_t^2 \) since it is clearly increasing and continuous, such that

\[
\lim_{n \to +\infty} \mathbb{E} \left[ \sup_{t \geq 0} |K_t^{i,x,n} - K_t^{i,x}|^2 \right] = 0.
\]

Next taking into account that

\[
\lim_{n \to +\infty} \mathbb{E} \left[ \int_0^{+\infty} e^{-rs} \left| f_i(X_s^x, Y_s^{1,x,n-1}, \ldots, Y_s^{i-1,x,n-1}, Y_s^{i,x,n}, Y_s^{i+1,x,n-1}, \ldots, Y_s^{m,x,n-1}, Z_s^{i,x,n})
\]

\[
- f_i(X_s^x, Y_s^{1,x,p}, \ldots, Y_s^{m,x}, Z_s^{i,x,p}) \right|^2 ds \right] = 0,
\]

(3.25)
we can deduce that the limit $Y_{i,x}$ has the following form: for any $i \in \mathcal{I}$

$$e^{-rs}Y_{i,x} = \int_s^{+\infty} e^{-rs} f_i(X_s, Y_{1,x}, \ldots, Y_{m,x}, Z_{i,x}) ds + K_{i,x} - K_{s,x} - \int_s^{+\infty} e^{-rs} Z_{i,x} dB_s. \quad (3.26)$$

Next in view of RBSDE (3.5), we have $\forall i \in \mathcal{I}$

$$Y_{i,x,n} \geq \max_{j \in \mathcal{I} - i} \{ Y_{j,x,n-1} - g_{ij}(X_x) \}, \quad (3.27)$$

thus passing to the limit when $n$ goes to $\infty$, yields

$$Y_{i,x} \geq \max_{j \in \mathcal{I} - i} \{ Y_{j,x} - g_{ij}(X_x) \}. \quad (3.28)$$

Next, the uniform convergences (3.12) and (3.24) imply that, in view of Helly’s Convergence Theorem (see [15], pp. 370),

$$\int_0^{+\infty} e^{-rs} \{ Y_{i,x} - \max_{j \in \mathcal{I} - i} \{ Y_{j,x} - g_{ij}(X_x) \} \} dK_{i,x} = 0, \quad \forall i \in \mathcal{I}.$$

Finally, we deduce that the limit $(Y_{i,x}, Z_{i,x}, K_{i,x})$ exists and is unique, moreover it solves the RBSDE of the form of (1.4), which is the desired result.

We now show that $(v^i)_{i \in \mathcal{I}}$ are deterministic l.s.c. functions of polynomial growth, such that:

$$\forall i \in \mathcal{I}, \forall x \in \mathbb{R}^k, \quad Y_{i,x}^0 = v^i(x). \quad (3.29)$$

First we know that by Theorem A.1 (see Appendix A) that there exists deterministic continuous function $v^{i,n}$ of polynomial growth, such that:

$$\forall i \in \mathcal{I}, \forall x \in \mathbb{R}^k, \quad Y_{i,x}^{0,n} = v^{i,n}(x), \quad (3.30)$$

In addition, we also know that by Theorem 5.2 in [16], that there exist two deterministic continuous with polynomial growth functions $\bar{v}$ and $\underline{v}$ such that: for any $x \in \mathbb{R}^k$

$$\bar{Y}_x^0 = \bar{v}(x), \quad \text{and} \quad \underline{Y}_x^0 = \underline{v}(x), \quad (3.31)$$

where $\bar{Y}_x^x$ and $\underline{Y}_x^x$ are respectively solutions to BSDEs (3.3) and (3.4).

Next we have that the sequence $(Y_{i,x}^{i,n})_{i \in \mathcal{I}}$ is increasing and satisfies $Y_{i,x}^{i,n} \leq Y_{i,x}^{i,n+1} \leq \bar{Y}_x^x$. Moreover we obtain by using a comparison result Theorem in [10], that $Y_x^x \leq Y_{i,x}^{i,n}$ since $Y_x^x$ is the solution of the BSDE associated with $(\min_{i \in \mathcal{I}} f_i, g_{ij})$. Therefore the sequence $(v^{i,n})_{n \geq 1}$ is non decreasing and satisfies that

$$\underline{v} \leq v^{i,n} \leq \bar{v}, \quad (3.32)$$

which implies that $(v^{i,n})_{n \geq 1}$ converges pointwisely to $v^i$. Consequently $v^i$ is lower semi-continuous on $\mathbb{R}^k$, moreover it is of polynomial growth thanks to (3.32). Finally, we deduce that

$$\forall i \in \mathcal{I}, \forall x \in \mathbb{R}^k, \quad Y_{i,x}^{0,i} = v^i(x). \quad (3.33)$$
4 Uniqueness of the viscosity solution of the PDE \((2.5)\)

In this section we will show the uniqueness of the viscosity solution of \((2.5)\). We first need the following lemma.

**Lemma 4.1.** Let \((v^i(x))_{i \in I}\) be a supersolution of the system \((2.5)\), then there exists \(\lambda_0 > 0\) which does not depend on \(\theta\) such that for any \(\lambda \geq \frac{\lambda_0}{\theta}\) and \(\theta > 0\), the m-uplet \((v^i(x) + \lambda \theta(1 + |x|^2))_{i \in I}\) is a supersolution for \((2.5)\).

**Proof.** Without loss of generality we assume that the functions \(v^1, \ldots, v^m\) are l.s.c.. Let \(i \in I\) be fixed and let \(\varphi \in C^{1,2}\) be such that the function \(\varphi - (v^i + \lambda \theta(1 + |x|^2))\) has a local maximum in \(x\) which is equal to 0. As \((v^i)_{i \in I}\) is a supersolution for \((2.5)\), then we have: \(\forall i \in I\)

\[
\min \left\{ v^i(x) - \max_{j \in I^{-i}} (-g_{ij}(x) + v^j(x)), r(\varphi(x) - \lambda \theta(1 + |x|^2)) \right\} = 0.
\]

which implies that

\[
(v^i(x) + \lambda \theta(1 + |x|^2)) - \max_{j \in I^{-i}} (-g_{ij}(x) + (v^i(x) + \lambda \theta(1 + |x|^2))) = v^i(x) - \max_{j \in I^{-i}} (-g_{ij}(x) + v^j(x)) \geq 0. \tag{4.2}
\]

On the other hand:

\[
\begin{align*}
    r(\varphi(x) - \lambda \theta(1 + |x|^2)) - \frac{1}{2} & \left[ \sigma.\sigma^\top(x)D^2_{xx}(\varphi(x) - \lambda \theta(1 + |x|^2)) \right] - b^\top(x).D_x(\varphi(x) - \lambda \theta(1 + |x|^2)) \\
    & - f_i(x, v^1(x), \ldots, v^m(x), \sigma^\top(x).D_x(\varphi(x) - \lambda \theta(1 + |x|^2))) \geq 0.
\end{align*}
\]

Therefore

\[
\begin{align*}
    r\varphi(x) - \frac{1}{2} & \left[ \sigma.\sigma^\top(x)D^2_{xx}(\varphi(x)) \right] - b^\top(x).D_x\varphi(x) \\
    & - f_i(x, (v^i(x) + \lambda \theta(1 + |x|^2)), i \in I, \sigma^\top(x).D_x\varphi(x)) \\
    \geq & r\lambda \theta(1 + |x|^2) - \frac{1}{2} \lambda \theta \left[ \sigma.\sigma^\top(x)D^2_{xx}(1 + |x|^2) \right] - \lambda \theta b^\top(x).D_x(1 + |x|^2) \\
    & + f_i(x, v^1(x), \ldots, v^m(x), \sigma^\top(x).D_x(\varphi(x) - \lambda \theta(1 + |x|^2))) \\
    & - f_i(x, (v^i(x) + \lambda \theta(1 + |x|^2)), i \in I, \sigma^\top(x).D_x\varphi(x)). \tag{4.3}
\end{align*}
\]

But,

\[
\begin{align*}
    f_i(x, v^1(x), \ldots, v^m(x), \sigma^\top(x).D_x(\varphi(x) - \lambda \theta(1 + |x|^2))) \\
    - f_i(x, (v^i(x) + \lambda \theta(1 + |x|^2)), i \in I, \sigma^\top(x).D_x\varphi(x)) \\
    = m \lambda \theta C_1(1 + |x|^2) - \lambda \theta C_2 \sigma^\top(x).D_x(1 + |x|^2).
\end{align*}
\]

where \(C_1\) and \(C_2\) are bounded by the Lipschitz constant of \(f_i\) w.r.t. \(\vec{y}\) and \(z^i\), which is independent of \(\theta\).

Therefore, taking into account the growth conditions on \(b\) and \(\sigma\), there exists a constant \(\lambda_0 > 0\) which does not depend on \(\theta\) such that if \(\lambda \geq \frac{\lambda_0}{\theta}\), the right-hand side of \((4.3)\) is non-negative. Henceforth, noting that \(i\) is arbitrary in \(I\) together with \((4.2)\), we obtain that \((v^i(x) + \lambda \theta(1 + |x|^2))_{i \in I}\) is a viscosity supersolution for \((2.5)\). \(\square\)
We now establish the comparison principle between supersolutions and subsolutions of (2.5).

**Proposition 4.1.** Let \((u^1, \ldots, u^m)\) and (resp. \((v^1, \ldots, v^m)\)) be a family of u.s.c. viscosity subsolutions (resp. l.s.c. viscosity supersolutions) to (2.5), and satisfying a polynomial growth condition. Then \(\forall i \in I\), \(u^i \leq v^i\).

**Proof.** Let \(\gamma > 0\) such that for any \(i \in I\) we have:

\[
\forall x \in \mathbb{R}^k, \quad |u^i(x)| + |v^i(x)| \leq u(t)(1 + |x|^\gamma).
\]

Next we will divide the proof into two steps.

**Step 1:** To begin with we additionally assume that the functions \(f_i, i \in I\) satisfy:

\[
\forall i \in I, \forall x, y^1, \ldots, y^{i-1}, y^{i+1}, \ldots, y^m, y, y', z \text{ if } y \geq y', then \quad f_i(x, y^1, \ldots, y^{i-1}, y^{i+1}, \ldots, y^m, z) - f_i(x, y^1, \ldots, y^{i-1}, y^{i+1}, \ldots, y^m, z) \leq \lambda(y - y'), \quad (4.4)
\]

where \(\lambda\) is a constant small enough (\(\lambda < -mC + r, C\) being the Lipschitz constant of \(f_i\)).

In order to prove the comparison principle, it suffices to show that for any \(i \in I\), we have:

\[
\forall x \in \mathbb{R}^k, \quad u^i(x) - (v^i(x) + \lambda \theta(1 + |x|^2)) \leq 0,
\]

since in taking the limit as \(\theta \to 0\) we obtain the desired result. We argue by contradiction and suppose that there exists a point \(\bar{x} \in \mathbb{R}^k\) such that for \(i \in I\):

\[
\max_{i \in I} \{u^i(\bar{x}) - w^i(\bar{x})\} > 0,
\]

where \(w^i := v^i(x) + \lambda \theta(1 + |x|^2)\).

We can also assume, without loss of generality, that for every \(i \in I\)

\[
\lim_{|x| \to \infty} (u^i(x) - w^i(x)) = -\infty.
\]

Then, there exists \(R > 0\) such that

\[
\max_{i \in I} \max_{x \in \mathbb{R}^k} \{u^i(x) - w^i(x)\} = \max_{x \in B(0, R)} \{u^i(x) - w^i(x)\} = w^i(\bar{x}) - w^i(\bar{x}),
\]

where \(\bar{x} \in B(0, R)\) and \(B(0, R)\) is the open ball in \(\mathbb{R}^k\) centered in \(0\) and of radius \(R\).

Now let us define \(\tilde{I}\) as:

\[
\tilde{I} := \{j \in I; u^j(\bar{x}) - w^j(\bar{x}) = \max_{k \in I} (u^k(\bar{x}) - w^k(\bar{x}))\}.
\]

As in [14], let us show by contradiction that for some \(k \in \tilde{I}\) we have:

\[
u^k(\bar{x}) > \max_{j \in \tilde{I} - k} (u^j(\bar{x}) - g_{kj}(\bar{x})). \tag{4.5}
\]

Suppose that for any \(k \in \tilde{I}\) we have:

\[
u^k(\bar{x}) \leq \max_{j \in \tilde{I} - k} (u^k(\bar{x}) - g_{kj}(\bar{x})).
\]
then there exists \( l \in \tilde{I}^{-k} \) such that
\[
u^k(\bar{x}) - u^l(\bar{x}) \leq -g_{kl}(\bar{x}).
\]
But \( w^k \) is a supersolution of (2.5), therefore we have
\[
w^k(\bar{x}) - w^l(\bar{x}) \geq -g_{kl}(\bar{x}).
\]
Then
\[
u^k(\bar{x}) - u^l(\bar{x}) \leq -g_{kl}(\bar{x}) \leq w^k(\bar{x}) - w^l(\bar{x}).
\]
It implies that
\[
u^k(\bar{x}) - w^k(\bar{x}) \leq u^l(\bar{x}) - w^l(\bar{x}),
\]
which by definition of \( \tilde{I} \) yields that the previous inequality is an equality. Therefore, \( l \) also belongs to \( \tilde{I} \) and
\[
u^k(\bar{x}) - u^l(\bar{x}) = -g_{kl}(\bar{x}).
\]
Repeating this procedure as many times as necessary and since \( \tilde{I} \) is finite we construct a loop of indices \( i_1, \ldots, i_p, i_{p+1} \) such that \( i_{p+1} = i_1 \ (i_1 \neq i_2) \) and
\[
\forall q \in \{1, \ldots, p\}, \quad u^{i_q}(\bar{x}) - u^{i_{q+1}}(\bar{x}) = -g_{i_qi_{q+1}}(\bar{x}).
\]
Summing these equalities yields
\[
g_{i_1i_2}(\bar{x}) + \cdots + g_{i_pi_{p+1}}(\bar{x}) = 0,
\]
which contradicts Assumption [H3] on \( (g_{ij})_{i,j \in \tilde{I}} \), whence the desired result.

Let us now fix \( j \in \tilde{I} \) that satisfies (4.5). For \( \epsilon > 0 \), let us consider the family of u.s.c. functions
\[
\Phi^j_\epsilon(x, y) = u^j(x) - w^j(y) - \phi_\epsilon(x, y), \quad (x, y) \in \mathbb{R}^k \times \mathbb{R}^k.
\]
where \( \phi_\epsilon(x, y) = \frac{1}{2\epsilon}|x - y|^2 \). Now let \((x_\epsilon, y_\epsilon) \in \bar{B}(0, R)^2\) be such that
\[
\Phi^j_\epsilon(x_\epsilon, y_\epsilon) = \max_{(x, y) \in B(0, R)^2} \Phi^j_\epsilon(x, y),
\]
which exists since \( \Phi^j_\epsilon \) is u.s.c. (\( \bar{B}(0, R) \) is the closure of \( B(0, R) \)). Therefore from the inequality
\[
\Phi^j_\epsilon(x_\epsilon, x_\epsilon) + \Phi^j_\epsilon(y_\epsilon, y_\epsilon) \leq 2\Phi^j_\epsilon(x_\epsilon, y_\epsilon),
\]
we deduce
\[
\frac{1}{\epsilon}|x_\epsilon - y_\epsilon|^2 \leq (u^j(x_\epsilon) - u^j(y_\epsilon)) + (w^j(x_\epsilon) - w^j(y_\epsilon)).
\]
Consequently, \( \frac{1}{\epsilon}|x_\epsilon - y_\epsilon|^2 \) is bounded (thanks to the growth conditions on \( u^j \) and \( w^j \)), and as \( \epsilon \to 0 \), \((x_\epsilon - y_\epsilon)_\epsilon\) converges to 0. By the boundedness of the sequences, one can substract subsequences \((x_{\epsilon_n}, y_{\epsilon_n})_n\) which converges to \((\bar{x}, \bar{x})\) when \( \epsilon \to 0 \), and we have,
\[
\Phi^j_\epsilon(\bar{x}, \bar{x}) = u^j(\bar{x}) - w^j(\bar{x}) \leq \Phi^j_\epsilon(x_\epsilon, y_\epsilon) \leq w^j(x_\epsilon) - w^j(y_\epsilon). \tag{4.6}
\]
Then,
\[
u^j(\bar{x}) - w^j(\bar{x}) \leq u^j(\bar{x}) - w^j(\bar{x}),
\]
since \( u^j \) is u.s.c. and \( w^j \) is l.s.c.. As the maximum of \( u^j - w^j \) on \( \bar{B}(0, R) \) is reached in \( \bar{x} \) then this last inequality is actually an equality. It implies, from the definition of \( \phi_\epsilon \) and (4.6), that the sequence \((x_\epsilon, y_\epsilon)_\epsilon\) converges to \((\bar{x}, \bar{x})\). From which we deduce
\[
\frac{1}{2\epsilon}|x_\epsilon - y_\epsilon|^2 \to 0, \quad \text{as} \ \epsilon \to 0.
\]
Therefore from (4.6) and the fact that $u^j$ is u.s.c. and $w^j$ is l.s.c., we obtain,
\[
\limsup_{\epsilon \to 0} u^j(x_{\epsilon}) - \liminf_{\epsilon \to 0} u^j(y_{\epsilon}) \leq u^j(\bar{x}) - w^j(\bar{x}) \leq \liminf_{\epsilon \to 0} u^j(x_{\epsilon}) - \limsup_{\epsilon \to 0} w^j(y_{\epsilon}).
\]
It imply that
\[
\liminf_{\epsilon \to 0} u^j(x_{\epsilon}) = \limsup_{\epsilon \to 0} u^j(x_{\epsilon}) = u^j(\bar{x}),
\]
and
\[
\liminf_{\epsilon \to 0} w^j(y_{\epsilon}) = \limsup_{\epsilon \to 0} w^j(y_{\epsilon}) = w^j(\bar{x}).
\]
Therefore, we deduce
\[
(u^j(x_{\epsilon}), w^j(y_{\epsilon})) \to (u^j(\bar{x}), w^j(\bar{y})), \text{ as } \epsilon \to 0.
\]
Next, as the functions $(u^k)_{k \in I}$ are u.s.c. and $(g_{jk})_{j,k \in I}$ are continuous, and since the index $j$ satisfies (4.5), then there exists $\rho > 0$ such that for $x \in B(\bar{x}, \rho)$ we have
\[
u^j(x) > \max_{k \in I^{-j}} (u^k(x) - g_{jk}(x)).
\]
But by construction we have $(x_{\epsilon}, u^j(x_{\epsilon})) \to_{\epsilon} (\bar{x}, u^j(\bar{x}))$ and once more since $u^j$ is u.s.c. then for $\epsilon$ small enough we have:
\[
(4.7)
\]
Now, From the definition of $\phi_{\epsilon}$ we have:
\[
\begin{cases}
D_x \phi_{\epsilon}(x, y) = \frac{1}{\epsilon} (x - y), \\
D_y \phi_{\epsilon}(x, y) = \frac{1}{\epsilon} (x - y), \\
D(x, y) = D^2_{x,y} \phi_{\epsilon}(x, y) = \frac{1}{\epsilon} \begin{pmatrix} I & -I \\ -I & I \end{pmatrix},
\end{cases}
\]
where $I$ stands for the identity matrix. Applying the result by Crandall et al. (see e.g. [3], theorem 3.2.) to the function $\Phi_{\epsilon}$ in $(x_{\epsilon}, y_{\epsilon})$, we denote $q = \frac{1}{\epsilon} (x_{\epsilon} - y_{\epsilon})$ and for any $\kappa > 0$ we can find $X, Y \in \mathcal{S}_m$, such that:
\[
\begin{cases}
(q, X) \in J^2_i + u^j(x_{\epsilon}), \\
(q, Y) \in J^2_i - w^j(y_{\epsilon}), \\
- \left( \frac{1}{\kappa} + \|D(x_{\epsilon}, y_{\epsilon})\| \right) I \leq \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq D(x_{\epsilon}, y_{\epsilon}) + \kappa D(x_{\epsilon}, y_{\epsilon})^2.
\end{cases}
\]
As $(u^j)_{i \in I}$ (resp. $(w^j)_{i \in I}$) is a subsolution (resp. supersolution) of (2.5) and taking into account (4.7), we obtain:
\[
r u^j(x_{\epsilon}) - b^T(x_{\epsilon}) q - \frac{1}{2} Tr[(\sigma \sigma^T)(x_{\epsilon})] X - f_j(x_{\epsilon}, (u^j(x_{\epsilon}))_{i \in I}, \sigma^T(x_{\epsilon}) q) \leq 0,
\]
and
\[
r w^j(y_{\epsilon}) - b^T(y_{\epsilon}) q - \frac{1}{2} Tr[(\sigma \sigma^T)(y_{\epsilon})] Y - f_j(y_{\epsilon}, (w^j(y_{\epsilon}))_{i \in I}, \sigma^T(y_{\epsilon}) q) \geq 0,
\]
which implies that
\[
r u^j(x_{\epsilon}) - r w^j(y_{\epsilon}) - (b^T(x_{\epsilon}) - b^T(y_{\epsilon})) q - \frac{1}{2} Tr[(\sigma \sigma^T)(x_{\epsilon})] X - (\sigma \sigma^T)(y_{\epsilon}) Y \\ - f_j(x_{\epsilon}, (u^j(x_{\epsilon}))_{i \in I}, \sigma^T(x_{\epsilon}) q) - f_j(y_{\epsilon}, (w^j(y_{\epsilon}))_{i \in I}, \sigma^T(y_{\epsilon}) q) \leq 0.
\]
Choosing now $\kappa = \epsilon$ in (4.8) we have
\[
D(x_\epsilon, y_\epsilon) + \kappa D(x_\epsilon, y_\epsilon)^2 \leq \frac{3}{\epsilon} \left( I - \frac{1}{2} \right).
\] (4.10)

But, from [H1], (4.8) and (4.10) we get
\[
\frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x_\epsilon)X - (\sigma \sigma^\top)(y_\epsilon)Y] \leq \frac{C}{\epsilon} |x_\epsilon - y_\epsilon|^2,
\] (4.11)
and
\[
(b^\top(x_\epsilon) - b^\top(y_\epsilon)).q + (\sigma^\top(x_\epsilon) - \sigma^\top(y_\epsilon)).q \leq \frac{C}{\epsilon} |x_\epsilon - y_\epsilon|^2,
\] (4.12)
where $C$ is a constant which hereafter may change from line to line.

Next, by plugging into (4.9) we obtain:
\[
r^j(x_\epsilon) - r^j(y_\epsilon) - (f_\epsilon(x_\epsilon, \sigma^\top(x_\epsilon), q) - f_\epsilon(x_\epsilon, \sigma^\top(y_\epsilon), q)) \leq S_\epsilon.
\] (4.13)

where, from (4.11), (4.12) and the convergence to zero of $(x_\epsilon - y_\epsilon)_\epsilon$, we deduce $\limsup_{\epsilon \to 0} S_\epsilon \leq 0$. Next linearizing $f_\epsilon$, which is Lipschitz w.r.t. $(y^i)_\epsilon \in I$, and using hypothesis (4.4) we obtain:
\[
(r - \lambda)(u^j(x_\epsilon) - w^j(y_\epsilon)) - C \sum_{k \in I - j} (u^k(x_\epsilon) - w^k(y_\epsilon)) \leq S_\epsilon.
\]
Thus
\[
(r - \lambda)(u^j(x_\epsilon) - w^j(y_\epsilon)) \leq C \sum_{k \in I - j} (u^k(x_\epsilon) - w^k(y_\epsilon)) + S_\epsilon.
\]
Next taking the limit superior in both hand sides as $\epsilon$, using that $u^k$ (resp. $w^k$) is u.s.c. (resp. l.s.c.) and finally $j \in \hat{I}$ to obtain:
\[
(r - \lambda)(\bar{u}^j(x) - \bar{w}^j(y)) \leq C \sum_{k \in I - j} (\bar{u}^k(x) - \bar{w}^k(y)) + S_\epsilon,
\]
which is contradictory since $\bar{u}^j(x) - \bar{w}^j(y) > 0$ and $r - \lambda > mC$. Thus for any $i \in I$, $u^i \leq \bar{u}^i$

**Step 2: The general case.**

For arbitrary $\lambda \in \mathbb{R}$, if $(u^i)_i \in I$ (resp. $(v^i)_i \in I$) is a subsolution (resp. supersolution) of (2.5) then $\bar{u}^j(x) = e^{\lambda t} u^j(x)$ and $\bar{v}^j(x) = e^{\lambda t} v^j(x)$ is a subsolution (resp. supersolution) of the following system of variational inequalities with oblique reflection: $\forall i \in I$

\[
\min \left\{ \bar{v}^i(x) - \max_{j \in I - i} (-e^{\lambda t} g_{ij}(x) + \bar{v}^j(x)), r \bar{v}^i(x) - \mathcal{L} \bar{v}^i(x) \right\} = 0,
\] (4.14)

Let $\alpha$ be a positive constant. By choosing $r = \alpha + \lambda$, with $\lambda$ small enough we deduce that the function $F_i$ defined as follows
\[
F_i(x, (u^k)_k \in I, z) = -\lambda v^i + e^{\lambda t} f_i(x, e^{-\lambda t} (u^k)_k \in I, e^{-\lambda t} z), \quad \forall i \in I.
\]
satisfies condition (4.4). Thanks to the result stated in Step 1, we obtain $\bar{u}^i \leq \bar{v}^i, i \in I$ from which it follows that $u^i \leq v^i$, for any $i \in I$, which is the desired result. \qed
As a by-product of the previous Proposition 4.1, we classically obtain:

**Corollary 4.1.** The system of variational inequalities with inter-connected obstacles (2.5) has at most one solution in the class $\Pi^g$. And if the solution in $\Pi^g$ exists, it is necessarily continuous.

## 5 Existence of the viscosity solution of the PDE (2.5)

**Theorem 5.1.** Assume that $[H2]$ and $[H3]$ hold. Then the system of variational inequalities with interconnected obstacles (2.5) has a unique continuous solution $(v^i)_{i \in I}$ in the class $\Pi^g$.

**Proof.** Let $(v^i)_{i \in I}$ be the functions constructed in Theorem 3.1 and associated with the solution of the system of RBSDEs with interconnected obstacles (3.1) (the solution of this system of RBSDEs exists and is unique). The functions $v^i$, $i \in I$ belong to $\Pi^g$ and are thus locally bounded. So we have to show that they are viscosity solutions of system (2.5).

Let us show that $(v^i)_{i \in I}$ is a viscosity supersolution of (2.5). First recall that by Theorem 3.1, for any $i \in I$, $v^i$ is l.s.c., i.e.

$$v^i(x) = v^i_n(x) := \lim_{x' \to x} v^i(x').$$

By construction and for any $i \in I$ it holds

$$v^i = \lim_{n \to +\infty} v^{i,n};$$

where $v^{i,n}$, for $n \geq 1$, is defined in (3.30). By Theorem 4.1 (see Appendix A), $v^{i,n}$ is a viscosity solution of the following variational inequality:

$$\min \left\{ v^{i,n}(x) - \max_{j \in I \setminus i} \{-g_{ij}(x) + v^{j,n}(x)\}, rv^{i,n}(x) - \mathcal{L}v^{i,n}(x) - f_i(x, (v^{1,n-1}, ..., v^{i-1,n-1}, v^{i,n}, v^{i+1,n-1}, ..., v^{m,n-1})(x), \sigma^T(x), D_x v^{i,n}(x)) \right\} = 0,$$

Now let us fix $i \in I$, let $x \in \mathbb{R}^k$ and $(q, X) \in J^{2,v^i}(x)$. By (5.1) and Lemma 6.1 in [4], there exist sequences:

$$n_j \to +\infty, \quad x_j \to x, \quad (q_j, X_j) \in J^{2,v^i}_{n_j}(x_j)$$

such that

$$(v^{i,n_j}(x_j), q_j, X_j) \to (v^i(x), q, X).$$

Next from the viscosity supersolution property for $v^{i,n}$ we have:

$$rv^{i,n_j}(x_j) - b^T(x_j).q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^T)(x_j).X_j] - f_i(x, (v^{1,n_j-1}, ..., v^{i-1,n_j-1}, v^{i,n_j}, v^{i+1,n_j-1}, ..., v^{m,n_j-1})(x_j), \sigma^T(x_j).q_j) \geq 0,$$

which implies that:

$$rv^i(x) - b^T(x).q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^T)(x).X] \geq \lim_{j \to +\infty} f_i(x, (v^{1,n_j-1}, ..., v^{i-1,n_j-1}, v^{i,n_j}, v^{i+1,n_j-1}, ..., v^{m,n_j-1})(x_j), \sigma^T(x_j).q_j),$$

$$= \lim_{t \to +\infty} f_i(x, (v^{1,n_j-1}, ..., v^{i-1,n_j-1}, v^{i,n_j}, v^{i+1,n_j-1}, ..., v^{m,n_j-1})(x_j), \sigma^T(x_j).q_j).$$
for a subsequence \((j_l)_{l \geq 0}\). Using the uniform polynomial growth of \(v_{i,n}^i\), \(k \in \mathcal{I}\) there exists a subsequence of \((j_l)_{l \geq 0}\) which we still denote \((j_l)_{l \geq 0}\) such that for any \(k \in \mathcal{I}^{-i}\) the sequence \((v_{k,nj_l}^{i,n_l-1}(x_{j_l}))_{l \geq 0}\) is convergent. Next, using that \(v_{i,n}^i\) is continuous, \(v_{k,n}^k \leq v_{k,n+1}^k\) and due to the l.s.c. property of \(v_k\) then for any \(x \in \mathbb{R}^k\) and \(k \in \mathcal{I}\) (see e.g. [1], p. 91),

\[
v_k^k(x) = v_k^k(x) = \lim_{n \to +\infty} v_{k,n}^k(x^i).
\]

which yields, for any \(k \in \mathcal{I}^{-i}\),

\[
\lim_{l \to +\infty} v_{k,nj_l}^{k,n_l-1}(x_{j_l}) \geq v_k^k(x).
\]

Going back to (5.3) and since \(f_i\) is continuous and for any \(k \in \mathcal{I}^{-i}\), the mapping \(y^k \mapsto f_i(x, y^1, ..., y^m, z)\) is non decreasing when all the other variables \((x, (y_j)_{j \in \mathcal{I}})\) are fixed from which we deduce

\[
rv_i^i(x) - b^\top(x).q - \frac{1}{2} \text{Tr}[\sigma^\top(x).X] - f_i(x, (v_k^k)_{k \in \mathcal{I}, \sigma^\top(x)}.q) \geq 0.
\] (5.4)

On the other hand we know that \(v_i^i(x) \geq \max_{j \in \mathcal{I}^{-i}} \{v_i^j(x) - g_{ij}(x)\}\), then \(v_i^i\) is a viscosity supersolution of (2.5). Finally as \(i\) is arbitrary in \(\mathcal{I}\) then the \(m\)-tuple \((v_i^1, ..., v_i^m)\) is a viscosity supersolution for the system of variational inequalities (2.5).

We now show that \((v_{i,n}^{i,*} := \lim_{x \to x^i} v_i^n(x^i))_{i \in \mathcal{I}}\) is a subsolution of (2.5). Since \(v_{i,n}^i \not\supset v_i^i\) and \(v_{i,n}^i\) is continuous then we have (see e.g. [1], p. 91)

\[
v_{i,n}^{i,*}(x) = \lim_{n \to +\infty} \sup_{x^i} v_{i,n}^i(x) = \lim_{n \to +\infty} v_{i,n}^i(x^i).
\] (5.5)

From the construction of \(v_{i,n}^i\) in (3.30), for any \(i \in \mathcal{I}\) and \(n \geq 0\) we deduce that

\[
v_{i,n}^i(x) \geq \max_{j \in \mathcal{I}^{-i}} \{v_{j,n}^j(x) - g_{ij}(x)\},
\]

which implies in taking the limit, \(\forall i \in \mathcal{I}\) and \(x \in \mathbb{R}^k\)

\[
v_{i,n}^{i,*}(x) \geq \max_{j \in \mathcal{I}^{-i}} \{v_{i,n}^{j,*}(x) - g_{ij}(x)\}.
\] (5.6)

Let us now fix \(i \in \mathcal{I}\) and let \(x \in \mathbb{R}^k\) be such that

\[
v_{i,n}^{i,*}(x) - \max_{j \in \mathcal{I}^{-i}} \{v_{i,n}^{j,*}(x) - g_{ij}(x)\} > 0.
\] (5.7)

Let \((q, X) \in J^2_i v_{i,n}^{i,*}(x)\). By (5.3) and Lemma 6.1 in [4], there exist sequences:

\[
n_j \to +\infty, \quad x_j \to x, \quad (q_j, X_j) \in J^2_i v_{i,n_j}^{i,n_j}(x_j)
\]

such that

\[
(v_{i,n_j}^{i,n_j}(x_j), q_j, X_j) \to (v_{i,n}^{i,*}(x), q, X).
\]

Next from the viscosity supersolution property for \(v_{i,n}^i\) (see (5.2)) for any \(j \geq 0\) we have:

\[
\begin{align*}
\min \left\{ v_{i,n_j}^{i,n_j}(x_j) - \max_{l \in \mathcal{I}^{-i}} \{-g_{il}(x_j) + v_{i,n_j-1}^{i,n_j-1}(x_j)\}, rv_{i,n_j}^{i,n_j}(x_j) + b^\top(x_j).q_j + \frac{1}{2} \text{Tr}[(\sigma^\top(x_j).X_j] \
- f_i(x_j, (v_{1,n_j-1}^1, ..., v_{i-1,n_j-1}^{i-1}, v_{i,n_j}^i, v_{i+1,n_j-1}^{i+1}, ..., v_{m,n_j-1}^m)(x_j), \sigma^\top(x_j).q_j)\right\} \leq 0.
\end{align*}
\] (5.8)
Next the definition of \( v^{l,*} \) implies that
\[
v^{l,*}(x) \geq \lim_{n \to +\infty} \sup v^{l,n_j}(x_j),
\]
therefore by (5.7), there exists \( j_0 \geq 0 \), such that if \( j \geq j_0 \) we have
\[
v^{i,n_j}(x_j) > \max_{l \in I - i} \{-g_l(x_j) + v^{i,n_j-1}(x_j)\}.
\]
Then (5.8) implies that, for any \( j \geq j_0 \)
\[
rv^{i,n_j}(x_j) - b^T(x_j).q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^T)(x_j).X_j] - f_i(x_j, (v^{1,n_j-1}, ..., v^{i-1,n_j-1}, v^{i,n_j}, v^{i+1,n_j-1}, ..., v^{m,n_j-1})(x_j), \sigma^T(x_j).q_j) \leq 0.
\]
Which implies that
\[
rv^{i,*}(x) - b^T(x).q - \frac{1}{2} \text{Tr}[(\sigma \sigma^T)(x).X] \leq \lim_{j \to +\infty} f_i(x_j, (v^{1,n_j-1}, ..., v^{i-1,n_j-1}, v^{i,n_j}, v^{i+1,n_j-1}, ..., v^{m,n_j-1})(x_j), \sigma^T(x_j).q_j).
\]
By the same argument as above (working with an appropriate subsequence, see (5.3)) we deduce that
\[
rv^{i,*}(x) - b^T(x).q - \frac{1}{2} \text{Tr}[(\sigma \sigma^T)(x).X] - f_i(x, (v^{k,*}(x))_{k \in I}, \sigma^T(x).q) \leq 0. \tag{5.9}
\]
which, in combination with (5.6) and since \( i \) is arbitrary, means that \((v^i)_{i \in I}\) is a viscosity subsolution for (2.5). Thus the \( m \)-tuple \((v^i)_{i \in I}\) is a solution for (2.5) and Corollary 4.1 implies that it is continuous and unique. \( \square \)

6 Conclusion

In this paper, we studied a system of \( m \) variational inequalities with interconnected obstacles in infinite horizon (1.1), associated to optimal multi-modes switching problems, for which we proved the existence of a unique continuous solution in viscosity sense which is the main result of the paper. The proof of that latter strongly relies on the link between the systems of variational inequalities and reflected backward stochastic differential equations (RBSDEs) with oblique reflection, which we characterized through a Feynman-Kac’s formula. The main feature of the system of RBSDEs considered in the paper is that its components are interconnected through both the generators and the obstacles.

Let us comment on some extensions and future work. An interesting open problem would be to treat the general case by only assuming that the functions \( f_i, i = 1, ..., m \) are Lipschitz in \((y^1, \ldots, y^m, z^i)\). This would be a challenging problem, since getting rid of the monotonicity assumption [H2](iii) will raise some difficulties related on the one hand to the obtention of the comparison of sub-solutions and super-solutions of system (1.1). On the other hand there will be a lack of regularity of the functions \((v^i)_{i \in I}\) as pointed out in the introduction.

Another open interesting problem is the study of infinite horizon RBSDEs with interconnected bilateral obstacles in a Markovian framework and related PDEs with bilateral interconnected obstacles, which are connected with zero-sum stochastic switching games. It should be noted that this paper is the first step toward the study of these problems.
Appendix A  Auxiliary Results on Viscosity Solutions of Systems of PDEs

Let \( x \in \mathbb{R}^k \) and let \( X^x \) be the solution of the standard SDE \((2.8)\).

Now we are going to introduce the notion of a RBSDE without oblique reflection. Let us introduce the \( m \) triplets of processes \(((\bar{Y}^{i,x}, \bar{Z}^{i,x}, \bar{K}^{i,x}))_{i \in I}\) solution of the following RBSDE: for any \( i \in I \),

\[
\begin{align*}
\bar{Y}^{i,x} \in S^2_r, \bar{Z}^{i,x} \in M^2_r \text{ and } \bar{K}^{i,x} \in K^2_r; \\
e^{-rt}\bar{Y}^{i,x}_t = \int_t^{+\infty} e^{-rs}\bar{f}_i(X^x_s, \bar{Y}^{i,x}_s, \bar{Z}^{i,x}_s) ds + \bar{K}^{i,x}_0 - \bar{K}^{i,x}_t \\
\lim_{t \to +\infty} e^{-rt}\bar{Y}^{i,x}_t = 0, \\
\forall t \geq 0, \quad e^{-rt}\bar{Y}^{i,x}_t \geq e^{-rt}\phi(X^x_t), \\
\text{and } \int_0^{+\infty} e^{-rs}\bar{Z}^{i,x}_s dB_s = 0,
\end{align*}
\]  

(A.1)

where \( \bar{f}_i(x, y, z) : \mathbb{R}^k \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) verifies \([H2] - (i), (ii)\) and \( \phi(x) : \mathbb{R}^k \to \mathbb{R} \) is continuous, belongs to \( S^2_r \) and of polynomial growth.

**Theorem A.1.** For any \( x \in \mathbb{R}^k \), the RBSDE (A.1) admits a unique solution \(((\bar{Y}^{i,x}, \bar{Z}^{i,x}, \bar{K}^{i,x}))_{i \in I}\). Moreover, there exist deterministic continuous functions \((\bar{v}^i)_{i \in I}\) of polynomial growth, defined on \( \mathbb{R}^k \), \( \mathbb{R} \)-valued, such that:

\[
\forall i \in I, \forall x \in \mathbb{R}^k , \bar{Y}^{0,x}_0 = \bar{v}^i(x).
\]  

(A.2)

which is moreover solution in viscosity sense of the following system of \( m \) partial differential equations: For \( i \in I \) and \( x \in \mathbb{R}^k \),

\[
\min \left\{ \bar{v}^i(x) - \phi(x), r\bar{v}^i(x) - \mathcal{L}\bar{v}^i(x) \\
- \bar{f}_i(x, \bar{v}^i(x), \sigma^\top (x) D_x \bar{v}^i(x)) \right\} = 0,
\]  

(A.3)

**Proof.** Existence and uniqueness of the \( m \) triplets of processes \(((\bar{Y}^{i,x}, \bar{Z}^{i,x}, \bar{K}^{i,x}))_{i \in I}\) of (A.1) follow from Theorem 3.2 in [10].

Now we consider the penalized BSDE: for any \( i \in I \) and \( n \geq 1 \)

\[
e^{-rt}\bar{Y}^{i,x,n}_t = \int_t^{+\infty} e^{-rs}[\bar{f}_i(X^x_s, \bar{Y}^{i,x,n}_s, \bar{Z}^{i,x,n}_s) ds + n(\bar{Y}^{i,x,n}_s - \phi(X^x_s))^-] ds \\
- \int_t^{+\infty} e^{-rs}\bar{Z}^{i,x,n}_s dB_s, \quad \forall t \geq 0.
\]  

(A.4)

From the result of Chen [3], for any \( n \), BSDE (A.4) has a unique solution \((\bar{Y}^{i,x,n}, \bar{Z}^{i,x,n})\) in the space \( S^2_r \times M^2_r \).

Next let us define

\[
\bar{K}^{i,x \in I}_{t} = n \int_0^t e^{-rs}(\bar{Y}^{i,x,n}_s - \phi(X^x_s))^- ds.
\]

We now show that
Lemma A.1. (i) There exist a positive constant $C_u$ which depends on $u$, such that the following hold true: for any $i \in \mathcal{I}$ and $n \geq 1$,

\[
E \left[ \sup_{t \geq 0} e^{-rt} [(Y^i_{s,n} - \phi(X_s^x))^2 + n^2 \int_0^{+\infty} e^{-rs} (Y^i_{s,n} - \phi(X_s^x))^2 ds] \right] 
\leq C_u E \left[ \int_0^{+\infty} e^{-rs} \left( |\bar{f}(X_s^x,0,0)|^2 + |Y^i_{s,n}|^2 + |Z^i_{s,n}|^2 \right) ds \right],
\quad (A.5)
\]

(ii) There exist a positive constant $C$ independent of $n$ such that,

\[
E \left[ \sup_{t \geq 0} e^{-rt} |Y^i_{t,n}|^2 + \int_0^{+\infty} e^{-rs} |Z^i_{s,n}|^2 ds + (\bar{K}^i_{s,n})^2 \right] \leq C, \quad \forall n \geq 1 \text{ and } i \in \mathcal{I}. \quad (A.6)
\]

Proof. (i) For $t \geq 0$, $n \geq 1$ and $i \in \mathcal{I}$, equation (A.4) is equivalent to

\[
dY^i_{t,n} = -[\bar{f}(X^x_t, Y^i_{t,n}, \bar{Z}^i_{t,n}) + n(Y^i_{t,n} - \phi(X^x_t)) - rY^i_{t,n}] dt + \bar{Z}^i_{t,n} dB_t,
\quad (A.7)
\]

Applying Itô-Tanaka’s formula for $e^{-rt}[(Y^i_{t,n} - \phi(X^x_t))^2]$ we obtain

\[
d(e^{-rt}[(Y^i_{t,n} - \phi(X^x_t))^2]) = -re^{-rt}[(Y^i_{t,n} - \phi(X^x_t))^2] dt - 2e^{-rt}(Y^i_{t,n} - \phi(X^x_t))^2 dY^i_{t,n}
+ 1_{L_{i,n}}(t)e^{-rt}|\bar{Z}^i_{t,n}|^2 dt;
\quad (A.8)
\]

where for $i \in \mathcal{I}$, $L_{i,n} := \{(s, \omega) \in [0, +\infty) \times \Omega, \text{ such that } Y^i_{t,n} - \phi(X^x_t) < 0\}$. Therefore

\[
2 + (2n - r) \int_t^{+\infty} e^{-rs} [Y^i_{s,n} - \phi(X^x_s)]^2 ds + \int_t^{+\infty} 1_{L_{i,n}}(s)e^{-rs} |Z^i_{s,n}|^2 ds
\]

\[
= 2 \int_t^{+\infty} e^{-rs} (Y^i_{s,n} - \phi(X^x_s))^2 ds - \bar{f}(X^x_t, Y^i_{t,n}, \bar{Z}^i_{t,n})
+ 2 \int_t^{+\infty} e^{-rs} (Y^i_{s,n} - \phi(X^x_s))^2 \bar{Z}^i_{s,n} ds
\quad (A.9)
\]

Then

\[
E \left[ e^{-rt}[(Y^i_{t,n} - \phi(X^x_t))^2] \right] + (2n - r)E \left[ \int_t^{+\infty} e^{-rs} [(Y^i_{s,n} - \phi(X^x_s))^2] ds \right]
\]

\[
+ E \int_t^{+\infty} 1_{L_{i,n}}(s)e^{-rs} |Z^i_{s,n}|^2 ds \leq 2E \int_t^{+\infty} e^{-rs} (Y^i_{s,n} - \phi(X^x_s))^2 ds
+ 2E \int_t^{+\infty} C_u e^{-rs} (Y^i_{s,n} - \phi(X^x_s))^2 \left[ |\bar{f}(X^x_s, Y^i_{s,n}, \bar{Z}^i_{s,n})| + r|Y^i_{s,n}| \right] ds,
\]

\[
\leq 2E \int_t^{+\infty} e^{-rs} (Y^i_{s,n} - \phi(X^x_s))^2 ds + 2C_u E \left[ \int_t^{+\infty} e^{-rs} (|\bar{f}(X^x_s, 0, 0)|^2 + |Y^i_{s,n}|^2 + |Z^i_{s,n}|^2) ds \right]
\]

\[
+ C_u E \left[ \int_t^{+\infty} e^{-rs} [(Y^i_{s,n} - \phi(X^x_s))^2] ds \right]
\quad (A.10)
\]
where $C_u$ is a constant depending on $u$, independent of $n$ and which might hereafter vary from line to line.

Applying Gronwall’s inequality, it follows that

$$
\mathbb{E}
\left[
  e^{-rt}[(\bar{Y}_{t_i,x,n} - \phi(X_t))^2]
\right] 
\leq C_u \mathbb{E}
\left[
  \int_0^{t \wedge \infty}
  e^{-rs}(|\bar{f}_i(X_s, 0, 0)|^2 + |\bar{Y}_{s,x,n}^i|^2 + |\bar{Z}_{s,x,n}^i|^2)
  \, ds
\right],
$$

and

$$
n\mathbb{E}
\left[
  \int_0^{\infty}
  e^{-rs}[(\bar{Y}_{s,x,n}^i - \phi(X_s))^2]
  \, ds
\right] 
\leq C_u \mathbb{E}
\left[
  \int_0^{\infty}
  e^{-rs}(|\bar{f}_i(X_s, 0, 0)|^2 + |\bar{Y}_{s,x,n}^i|^2 + |\bar{Z}_{s,x,n}^i|^2)
  \, ds
\right].
$$

Going back to (A.9) and applying Burkholder-Davis-Gundy’s inequality, we obtain

$$
\mathbb{E}
\left[
  \sup_{t \geq 0} e^{-rt}[(\bar{Y}_{t_i,x,n} - \phi(X_t))^2]
\right] 
\leq C_u \mathbb{E}
\left[
  \int_0^{t \wedge \infty}
  e^{-rs}(|\bar{f}_i(X_s, 0, 0)|^2 + |\bar{Y}_{s,x,n}^i|^2 + |\bar{Z}_{s,x,n}^i|^2)
  \, ds
\right].
$$

On the other hand, from (A.10), we deduce that,

$$
(2n - r)\mathbb{E}
\left[
  \int_0^{t \wedge \infty}
  e^{-rs}[(\bar{Y}_{s,x,n}^i - \phi(X_s))^2]
  \, ds
\right] 
\leq n\mathbb{E}
\left[
  \int_0^{t \wedge \infty}
  e^{-rs}[(\bar{Y}_{s,x,n}^i - \phi(X_s))^2]
  \, ds
\right]
+ \frac{C_u}{n} \mathbb{E}
\left[
  \int_0^{t \wedge \infty}
  e^{-rs}(|\bar{f}_i(X_s, 0, 0)|^2 + |\bar{Y}_{s,x,n}^i|^2 + |\bar{Z}_{s,x,n}^i|^2)
  \, ds
\right].
$$

For $n$ large enough we finally deduce that

$$
n^2\mathbb{E}
\left[
  \int_0^{\infty}
  e^{-rs}[(\bar{Y}_{s,x,n}^i - \phi(X_s))^2]
  \, ds
\right] 
\leq C_u \mathbb{E}
\left[
  \int_0^{\infty}
  e^{-rs}(|\bar{f}_i(X_s, 0, 0)|^2 + |\bar{Y}_{s,x,n}^i|^2 + |\bar{Z}_{s,x,n}^i|^2)
  \, ds
\right].
$$

Next, thanks to (i) we are able to prove (ii). Applying Itô’s formula with $e^{-rt}|\bar{Y}_{t_i,x,n}^j|^2$, we obtain, for any $t \geq 0$

$$
\mathbb{E}e^{-rt}|\bar{Y}_{t,x,n}^i|^2 + \int_t^{t \wedge \infty} e^{-rs}(|\bar{Y}_{s,x,n}^i|^2 + |\bar{Z}_{s,x,n}^i|^2)\, ds
$$

$$
= 2 \mathbb{E} \int_t^{t \wedge \infty} e^{-rs} |\bar{Y}_{s,x,n}^i| |\bar{f}_i(X_s^x, \bar{Y}_{s,x,n}^i, \bar{Z}_{s,x,n}^i) + n(\bar{Y}_{s,x,n}^i - \phi(X_s^x))^-| \, ds
$$

$$
\leq 2 \mathbb{E} \int_t^{t \wedge \infty} e^{-rs} |\bar{Y}_{s,x,n}^i| |\bar{f}_i(X_s^x, 0, 0)| + u(s)(|\bar{Y}_{s,x,n}^i| + |\bar{Z}_{s,x,n}^i|) \, ds
$$

$$
+ 2n \mathbb{E} \int_t^{t \wedge \infty} e^{-rs} |\bar{Y}_{s,x,n}^i| (|\bar{Y}_{s,x,n}^i - \phi(X_s^x)|^-) \, ds,
$$

$$
\leq \mathbb{E} \int_t^{t \wedge \infty} e^{-rs} (2u^2(s) + 2u(s) + e)|\bar{Y}_{s,x,n}^i|^2 + |\bar{f}_i(X_s^x, 0, 0)|^2 + \frac{1}{2}|\bar{Z}_{s,x,n}^i|^2 \, ds
$$

$$
+ n^2 e^{-1} \mathbb{E} \int_t^{t \wedge \infty} e^{-rs} (|\bar{Y}_{s,x,n}^i - \phi(X_s^x)|^-)^2 \, ds.
$$

Standard calculations yield

$$
\mathbb{E}
\left[
  \sup_{t \geq 0} e^{-rt}|\bar{Y}_{t,x,n}^i|^2 + \int_0^{t \wedge \infty} e^{-rs}|\bar{Z}_{s,x,n}^i|^2 \, ds
\right] 
\leq C.
$$
And, from (A.5), we deduce that
\[ n^2 \mathbb{E} \left[ \int_0^{+\infty} e^{-rs} \left( |Y_{s,x,n} - \phi(X_s)|^2 \right) ds \right] \leq C. \]

The proof of Lemma A.1 is now complete. \( \Box \)

Note that if we define
\[ \bar{f}_n(x, y, z) := f_n(x, y, z) + n(y - \phi(x)^r, \]
and by the comparison Theorem (see e.g. [10]) we have, for any \( n \geq 1 \), \( \bar{Y}_{i,x,n} \leq \bar{Y}_{i,x,n+1} \), then \( \bar{Y}_{i,x,n} \) admits \( \mathbb{P} \)-a.s. a limit denoted \( \bar{Y}_{i,x} \). Moreover by Fatou’s lemma, we have
\[ \mathbb{E} [\sup_{t \geq 0} e^{-rt} |\bar{Y}_{i,x} - 2|] \leq C. \]

It then follows by dominated convergence that
\[ \lim_{n \to +\infty} \mathbb{E} \left[ \int_0^{+\infty} e^{-rs} |\bar{Y}_{s,x,n} - \bar{Y}_{s,x}|^2 ds \right] = 0. \] (A.12)

Now let us use Itô’s formula with \( e^{-rt} |\bar{Y}_{i,x,n} - \bar{Y}_{i,x,p}|^2 \) and (A.7). It yields that
\[ e^{-rt} |\bar{Y}_{i,x,n} - \bar{Y}_{i,x,p}|^2 + \int_t^{+\infty} e^{-rs} (|\bar{Y}_{s,x,n} - \bar{Y}_{s,x,p}|^2 + |\bar{Z}_{s,x,n} - \bar{Z}_{s,x,p}|^2) ds \]
\[ = 2 \int_t^{+\infty} e^{-rs} (\bar{Y}_{s,x,n} - \bar{Y}_{s,x,p})(d\bar{K}_{s,x,n} - d\bar{K}_{s,x,p}) \]
\[ + 2 \int_t^{+\infty} (\bar{Y}_{i,x,n} - \bar{Y}_{i,x,p})(d\bar{K}_{i,x,n} - d\bar{K}_{i,x,p}) \]
\[ - 2 \int_t^{+\infty} e^{-rs} (\bar{Y}_{i,x,n} - \bar{Y}_{i,x,p})(\bar{Z}_{i,x,n} - \bar{Z}_{i,x,p}) dB_s. \] (A.13)

Taking expectation in both sides of the last equality yields
\[ \mathbb{E} [e^{-rt} |\bar{Y}_{i,x,n} - \bar{Y}_{i,x,p}|^2] + \mathbb{E} \left[ \int_t^{+\infty} e^{-rs} (|\bar{Y}_{s,x,n} - \bar{Y}_{s,x,p}|^2 + |\bar{Z}_{s,x,n} - \bar{Z}_{s,x,p}|^2) ds \right] \]
\[ \leq 2 \mathbb{E} \left[ \int_t^{+\infty} e^{-rs} |\bar{Y}_{s,x,n} - \bar{Y}_{s,x,p}| (d\bar{K}_{s,x,n} - d\bar{K}_{s,x,p}) \right] \]
\[ + 2 \mathbb{E} \left[ \int_t^{+\infty} (\bar{Y}_{i,x,n} - \phi(X_s))(d\bar{K}_{i,x,n}) \right] \]
\[ + 2 \mathbb{E} \left[ \int_t^{+\infty} (\bar{Y}_{i,x,p} - \phi(X_s))(d\bar{K}_{i,x,n}) \right] \] (A.14)

Noting that
\[ 2 \mathbb{E} \left[ \int_t^{+\infty} (\bar{Y}_{i,x,n} - \phi(X_s))^2 dB_{i,x,n} \right] + 2 \mathbb{E} \left[ \int_t^{+\infty} (\bar{Y}_{i,x,p} - \phi(X_s))^2 dB_{i,x,n} \right] \]
\[ \leq 2 \mathbb{E} \left[ \sup_{t \geq 0} (\bar{Y}_{i,x,n} - \phi(X_s))^2 (d\bar{K}_{i,x,n} - d\bar{K}_{i,x,p}) \right] \]
\[ + 2 \mathbb{E} \left[ \sup_{t \geq 0} (\bar{Y}_{i,x,p} - \phi(X_s))^2 (d\bar{K}_{i,x,n} - d\bar{K}_{i,x,p}) \right], \]
\[ \leq \mathbb{E} \left[ \left( \sup_{t \geq 0} (\bar{Y}_{i,x,n} - \phi(X_s))^2 \right)^2 \right] + \mathbb{E} \left[ ((\bar{K}_{i,x,n} - \bar{K}_{i,x,p})^2 \right) \]
\[ + \mathbb{E} \left[ ((\bar{K}_{i,x,n} - \bar{K}_{i,x,p})^2 \right]. \]
And from (A.6), we have

\[
\mathbb{E} \left[ \int_{0}^{\infty} e^{-rs} (\bar{Y}_{s}^{i,x,n} - \phi(X_{s}^{x}))^{-2} \, ds \right] \leq \frac{C}{n^2}.
\]

Thus, using Fatou’s lemma we deduce that

\[
\mathbb{E} \left[ \int_{0}^{\infty} e^{-rs} (\bar{Y}_{s}^{i,x} - \phi(X_{s}^{x}))^{-} \, ds \right] \leq \lim \inf_{n \to +\infty} \mathbb{E} \left[ \int_{0}^{\infty} e^{-rs} (\bar{Y}_{s}^{i,x,n} - \phi(X_{s}^{x}))^{-} \, ds \right] = 0.
\]

This implies particularly that

\[
\mathbb{E} \left[ \int_{0}^{\infty} e^{-rs} (\bar{Y}_{s}^{i,x} - \phi(X_{s}^{x}))^{-} \, ds \right] = 0.
\]

Note that since \( \bar{Y}_{t}^{i,x} \) (resp. \( \phi(x) \)) is a càdlàg process (resp. continuous) we deduce that \( e^{-rs}(\bar{Y}_{t}^{i,x} - \phi(X_{t}^{x}))^{-} = 0 \) for \( t \geq 0 \) and thus \( e^{-rt} \bar{Y}_{t}^{i,x} \geq e^{-rt} \phi(X_{t}^{x}), \forall t \geq 0 \). Using now Dini’s theorem and the Lebesgue dominated convergence one to obtain:

\[
\lim_{n \to +\infty} \mathbb{E} \left[ (\sup_{t \geq 0} (\bar{Y}_{s}^{i,x,n} - \phi(X_{s}^{x}))^{-})^{2} \right] = 0 \tag{A.15}
\]

Setting, in (A.14), \( t = 0 \) and choosing \( r \geq u^{2}(s) + u(s) + 1 \), from (A.6), (A.12) and (A.15), we get

\[
\lim_{n,p \to +\infty} \mathbb{E} \left[ \int_{0}^{\infty} e^{-rs} (\bar{Z}_{s}^{i,x,n} - \bar{Z}_{s}^{i,x,p})^{2} \, ds \right] = 0 \tag{A.16}
\]

Consequently, the sequence \( (\bar{Z}_{t}^{i,x,n})_{n \geq 1} \) converges in \( \mathcal{M}_{r}^{2} \) to a process which we denote \( \bar{Z}_{t}^{i,x} \).

Now, going back to (A.13), we deduce that

\[
\mathbb{E} \left[ \sup_{t \geq 0} e^{-rt} |\bar{Y}_{t}^{i,x,n} - \bar{Y}_{t}^{i,x,p}|^{2} \right]
\leq 2 \mathbb{E} \left[ \int_{t}^{\infty} e^{-rs} |\bar{Y}_{s}^{i,x,n} - \bar{Y}_{s}^{i,x,p}| |\bar{f}_{i}(X_{s}^{x}, \bar{Y}_{s}^{i,x,n}, \bar{Z}_{s}^{i,x,n}) - \bar{f}_{i}(X_{s}^{x}, \bar{Y}_{s}^{i,x,p}, \bar{Z}_{s}^{i,x,p})| \, ds \right]
+ 2 \int_{t}^{\infty} (\bar{Y}_{s}^{i,x,n} - \bar{Y}_{s}^{i,x,p})(d\bar{K}_{s}^{i,x,n} - d\bar{K}_{s}^{i,x,p})
+ 2 \mathbb{E} \left[ \sup_{t \geq 0} \left| \int_{t}^{\infty} e^{-rs} (\bar{Y}_{s}^{i,x,n} - \bar{Y}_{s}^{i,x,p})(\bar{Z}_{s}^{i,x,n} - \bar{Z}_{s}^{i,x,p}) \, dB_{s} \right| \right]. \tag{A.17}
\]

Then, by applying the Burkholder-Davis-Gundy’s inequality, we get

\[
\lim_{n,p \to +\infty} \mathbb{E} \left[ \sup_{t \geq 0} e^{-rt} |\bar{Y}_{t}^{i,x,n} - \bar{Y}_{t}^{i,x,p}|^{2} \right] = 0, \tag{A.18}
\]

which means that \( (\bar{Y}_{t}^{i,x,n})_{n \geq 1} \) is a Cauchy sequence in \( \mathcal{S}_{r}^{2} \). Consequently \( \bar{Y}_{t}^{i,x} \) is continuous.

From the definition of \( \bar{K}_{t}^{i,x,n} \) and the penalized BSDE (A.4), we have

\[
\lim_{n,p \to +\infty} \mathbb{E} \left[ \sup_{t \geq 0} |\bar{K}_{t}^{i,x,n} - \bar{K}_{t}^{i,x,p}|^{2} \right] = 0. \tag{A.19}
\]

Then, \( (\bar{K}_{t}^{i,x,n})_{n \geq 1} \) converges to \( \bar{K}_{t}^{i,x} \) in \( \mathcal{S}_{r}^{2} \). So \( \bar{K}^{i} \) is an increasing process, moreover it is continuous, then \( \bar{K}^{i} \in \mathcal{K}_{r}^{2} \).
Finally, the uniform convergences (A.18) and (A.19) imply that, in view of Helly’s Convergence Theorem (see [15], pp. 370),
\[
\int_0^{+\infty} e^{-rs}(\bar{Y}_{r,i,x} - \phi(X_{r,i,x})) d\bar{R}_{r,i,x} = 0, \quad \forall i \in \mathcal{I}.
\]

On the other hand we know that by Theorem 5.2. in [16] that there exists deterministic continuous function \( \bar{v}^{i,n} \) of polynomial growth, such that:
\[
\forall i \in \mathcal{I}, \forall x \in \mathbb{R}^k, \bar{Y}_{0,i,x}^{i,n} = \bar{v}^{i,n}(x).
\]
which is moreover solution in viscosity sense of the following parabolic PDE:
\[
r\bar{v}^{i,n}(x) - \mathcal{L}\bar{v}^{i,n}(x) - \bar{f}_i(x, \bar{v}^{i,n}(x), \sigma^T(x)D_x \bar{v}^{i,n}(x)) = 0.
\]
(A.21)

Since the sequence \((\bar{Y}_{i,x}^{i,n})_{i \in \mathcal{I}}\) is increasing and (A.20) imply that \( \bar{v}^{i,n} \leq \bar{v}^{i,n+1} \).
Next for any \( x \in \mathbb{R}^k \), let us set
\[
\bar{v}^{i}(x) = \lim_{n \to +\infty} \bar{v}^{i,n}(x).
\]
Then, it holds that for any \( i \in \mathcal{I} \)
\[
\forall x \in \mathbb{R}^k, \bar{Y}_{i,x}^{i} = \bar{v}^{i}(x).
\]
(A.22)

Lemma A.2. For \( i \in \mathcal{I} \), the function \( \bar{v}^{i} \) is continuous in \( \mathbb{R}^k \).

Proof. It suffices to show that whenever, \( x_n \to x, \quad \mathbb{E}\left[ \sup_{t \geq 0} |\bar{Y}_{t_i,x}^{i,n} - \bar{Y}_{t_i,x}^{i} |^2 \right] \to 0. \)

Now let us use Itô’s formula with \( e^{-\lambda t} |\bar{Y}_{t_i,x}^{i,n} - \bar{Y}_{t_i,x}^{i}|^2 \) and (A.7). It yields, for any \( \lambda \geq r \), that
\[
e^{-\lambda t} |\bar{Y}_{t_i,x}^{i,n} - \bar{Y}_{t_i,x}^{i}|^2 + \int_t^{+\infty} e^{-\lambda s} \{(2r - \lambda)|\bar{Y}_{s,x}^{i,n} - \bar{Y}_{s,x}^{i}|^2 + |\bar{Z}_{s,x}^{i,n} - \bar{Z}_{s,x}^{i}|^2 \} ds
\]
\[
= 2 \int_t^{+\infty} e^{-\lambda s} (\bar{Y}_{s,x}^{i,n} - \bar{Y}_{s,x}^{i}) (\bar{f}_i(X_{s,x}^{i,n}, \bar{Y}_{s,x}^{i,n}, \bar{Z}_{s,x}^{i,n}) - \bar{f}_i(X_{s,x}^{i}, \bar{Y}_{s,x}^{i}, \bar{Z}_{s,x}^{i})) ds
\]
\[
+ 2 \int_t^{+\infty} e^{(r-\lambda)s} (\bar{Y}_{s,x}^{i,n} - \bar{Y}_{s,x}^{i}) (d\bar{R}_{s,x}^{i,n} - d\bar{R}_{s,x}^{i})
\]
\[
- 2 \int_t^{+\infty} e^{-\lambda s} (\bar{Z}_{s,x}^{i,n} - \bar{Z}_{s,x}^{i}) (\bar{Z}_{s,x}^{i,n} - \bar{Z}_{s,x}^{i}) d\bar{B}_s.
\]
(A.23)

Taking expectation in both sides of the last equality yields
\[
\mathbb{E}[e^{-\lambda t} |\bar{Y}_{t_i,x}^{i,n} - \bar{Y}_{t_i,x}^{i}|^2] + \mathbb{E}\left[ \int_t^{+\infty} e^{-\lambda s} \{(2r - \lambda)|\bar{Y}_{s,x}^{i,n} - \bar{Y}_{s,x}^{i}|^2 + |\bar{Z}_{s,x}^{i,n} - \bar{Z}_{s,x}^{i}|^2 \} ds \right]
\]
\[
\leq 2\mathbb{E}\left[ \int_t^{+\infty} e^{-\lambda s} |\bar{Y}_{s,x}^{i,n} - \bar{Y}_{s,x}^{i}||\bar{f}_i(X_{s,x}^{i,n}, \bar{Y}_{s,x}^{i,n}, \bar{Z}_{s,x}^{i,n}) - \bar{f}_i(X_{s,x}^{i}, \bar{Y}_{s,x}^{i}, \bar{Z}_{s,x}^{i})| ds \right]
\]
\[
+ 2\mathbb{E}\left[ \int_t^{+\infty} e^{(r-\lambda)s} (\phi(X_{s,x}^{i,n} - \phi(X_{s,x}^{i})) d(\bar{K}_{s,x}^{i,n} - \bar{K}_{s,x}^{i}) \right],
\]
\[
\leq \mathbb{E}\left[ \int_t^{+\infty} e^{-\lambda s} |\bar{f}_i(X_{s,x}^{i,n}, \bar{Y}_{s,x}^{i,n}, \bar{Z}_{s,x}^{i,n}) - \bar{f}_i(X_{s,x}^{i}, \bar{Y}_{s,x}^{i}, \bar{Z}_{s,x}^{i})|^2 ds \right]
\]
\[
+ \mathbb{E}\left[ \int_t^{+\infty} e^{-\lambda s} \{(2u_2(s) + u(s) + 1)|\bar{Y}_{s,x}^{i,n} - \bar{Y}_{s,x}^{i}|^2 + \frac{1}{2}|\bar{Z}_{s,x}^{i,n} - \bar{Z}_{s,x}^{i}|^2 \} ds \right]
\]
\[
+ 2\mathbb{E}\left[ \sup_{t \geq 0} e^{(r-\lambda)t} |\phi(X_{t,x}^{i,n}) - \phi(X_{t,x}^{i})| (\bar{K}_{t,x}^{i,n} + \bar{K}_{t,x}^{i}) \right].
\]
Arguments already used in the proof of (A.6) lead to

$$
\begin{align*}
\mathbb{E}\left[ \sup_{t \geq 0} e^{-\lambda t} |\overline{Y}_{t}^{i,x} - \overline{Y}_{t}^{i,x}|^2 \right] & \leq \mathbb{E}\left[ \int_{t}^{\infty} e^{-\lambda s} |\mathcal{F}_{s} (X_{s}^{x}, \overline{Y}_{s}^{i,x}, \overline{Z}_{s}^{i,x}) - \mathcal{F}_{s} (X_{s}^{x}, \overline{Y}_{s}^{i,x}, \overline{Z}_{s}^{i,x})|^2 \, ds \right] \\
& \quad + 2\mathbb{E}\left[ \sup_{t \geq 0} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right]^{\frac{1}{p}} \mathbb{E}\left[ (\overline{K}_{+\infty}^{i,x} + \overline{K}_{+\infty}^{i,x})^\frac{\mu}{p} \right]^{\frac{1}{p}},
\end{align*}
$$

(A.24)

with \( p \in [1, 2] \). In the right-hand side of (A.24), the first term converges to 0 as \( x_n \to x \) since \( \mathcal{F}_t \) is continuous and of polynomial growth. Next let us show that,

$$
\mathbb{E}\left[ \sup_{t \geq 0} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right]^{\frac{1}{p}} \to 0 \text{ as } x_n \to x.
$$

For any \( T \geq 0 \), there exists \( C_p \) (a constant depending only on \( p \)) such that,

$$
\begin{align*}
\mathbb{E}\left[ \sup_{t \geq 0} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right] & \leq \mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right] \\
& \quad + \mathbb{E}\left[ \sup_{t \geq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right], \\
& \leq \mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right] + C_p e^{-\frac{\mu}{2}(\lambda-r)T},
\end{align*}
$$

since \( \phi \) belongs to \( S^2_{\mathbb{R}} \). Now for any \( \rho > 0 \) we have:

$$
\begin{align*}
\mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p \right] & = \mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p 1_{\sup_{t \leq T} |X_{t}^{x_n} - X_{t}^x| \leq \rho} \right] \\
& + \mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p 1_{\sup_{t \leq T} |X_{t}^{x_n} - X_{t}^x| > \rho} \right].
\end{align*}
$$

(A.25)

But, since \( \phi \) is continuous, it is uniformly continuous on compact subsets, then there exists \( \pi : \mathbb{R}^k \to \mathbb{R} \) increasing with \( \pi (0) = 0 \), such that:

$$
|\phi (X_{t}^{x_n}) - \phi (X_{t}^x)| \leq \pi (|X_{t}^{x_n} - X_{t}^x|),
$$

we have

$$
\begin{align*}
\mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p 1_{\sup_{t \leq T} |X_{t}^{x_n} - X_{t}^x| \leq \rho} \right] & \leq \mathbb{E}\left[ \pi (|X_{t}^{x_n} - X_{t}^x|) 1_{\sup_{t \leq T} |X_{t}^{x_n} - X_{t}^x| \leq \rho} \right], \\
& \leq \mathbb{E}\left[ \pi (|X_{t}^{x_n} - X_{t}^x|) 1_{\sup_{t \leq T} |X_{t}^{x_n} - X_{t}^x| \leq \rho} \right].
\end{align*}
$$

Using the continuity property (2.10), \( \pi (0) = 0 \) and the Lebesgue dominated convergence theorem to obtain that

$$
\mathbb{E}\left[ \sup_{t \leq T} e^{-p(\lambda-r)t} |\phi (X_{t}^{x_n}) - \phi (X_{t}^x)|^p 1_{\sup_{t \leq T} |X_{t}^{x_n} - X_{t}^x| \leq \rho} \right] \to 0 \text{ as } x_n \to x.
$$

(A.26)
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The second term of \((A.25)\) satisfies:
\[
\mathbb{E} \left[ \sup_{t \leq T} e^{-p(\lambda - r)t} |\phi(X_t^x) - \phi(X_t^x)|^p \right] \\
\leq \mathbb{E} \left[ \sup_{t \leq T} e^{-2(\lambda - r)t} |\phi(X_t^x) - \phi(X_t^x)|^2 \right] \frac{p}{2} \mathbb{E} \left[ 1_{\{\sup_{t \leq T} |X_t^x| + \sup_{t \leq T}|X_t^x| > \rho\}} \right]^{2 - p} \\
\leq \rho^{-\frac{2 - p}{2}} \mathbb{E} \left[ \sup_{t \leq T} e^{-2(\lambda - r)t} |\phi(X_t^x) - \phi(X_t^x)|^2 \right] \frac{p}{2} \mathbb{E} \left[ \sup_{t \leq T} |X_t^x| + \sup_{t \leq T}|X_t^x| \right]^{2 - p},
\]
when \(x_n \to x\). However, from previous results we have,
\[
\limsup_{x_n \to x} \mathbb{E} \left[ \sup_{t \geq 0} e^{-p(\lambda - r)t} |\phi(X_t^x) - \phi(X_t^x)|^p \right] \leq \rho^{-\frac{2 - p}{2}} C_x + \rho e^{-\frac{p}{2}(\lambda - r)T}.
\]
As \(\rho\) and \(T\) are arbitrary, then making \(\rho \to +\infty\) and \(T \to +\infty\) to obtain that,
\[
\lim_{x_n \to x} \mathbb{E} \left[ \sup_{t \geq 0} e^{-p(\lambda - r)t} |\phi(X_t^x) - \phi(X_t^x)|^p \right] = 0. \tag{A.27}
\]
The proof of Lemma [A.2] is now complete. \(\square\)

It remains to show that \((\bar{v}^i)_{i \in \mathcal{I}}\) is exist in viscosity sense. For this, from previous results we have, for each \(x \in \mathbb{R}^k\)
\[
\bar{v}^{i,n}(x) \not\nearrow \bar{v}^i(x), \quad \text{as} \quad n \to +\infty.
\]
Since \(\bar{v}^{i,n}\) and \(\bar{v}^i\) are continuous, it follows from Dini’s theorem that the above convergence is uniform on compacts.

We now show that \(\bar{v}^i\) is a subsolution of \((A.3)\) Let \(x\) be a point at which \(\bar{v}^i(x) > \phi(x)\), and let \((q, X) \in J^{2,+}_{\bar{v}^i}(x)\). From Lemma 6.1 in [4], there exist sequences:
\[
n_j \to +\infty, \quad x_j \to x, \quad (q_j, X_j) \in J^{2,+}_{\bar{v}^{i,n_j}}(x_j)
\]
such that
\[
(q_j, X_j) \to (q, X).
\]
But for any \(j\),
\[
r\bar{v}^{i,n_j}(x_j) - b^T(x_j)q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x_j)X_j] - f_{i,j}(x_j, \bar{v}^{i,n_j}(x_j), \sigma^\top(x_j)q_j) \leq 0.
\]
Then,
\[
r\bar{v}^{i,k_j}(x_j) - b^T(x_j)q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x_j)X_j] \\
- f_{i}(x_j, \bar{v}^{i,n_j}(x_j), \sigma^\top(x_j)q_j) - n_j(\bar{v}^{i,n_j}(x_j) - \phi(x_j))^- \leq 0.
\]
From the assumption that \(\bar{v}^i(x) > \phi(x)\) and the uniform convergence of \(\bar{v}^{i,n}\), it follows that for \(j\) large enough \(\bar{v}^{i,n_j}(x_j) > \phi(x_j)\). Hence, taking the limit as \(j \to +\infty\) in the above inequality yields:
\[
r\bar{v}^i(x) - b^T(x)q - \frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x)X] - f_{i}(x, \bar{v}^i(x), \sigma^\top(x)q) \leq 0.
\]
Then $\bar{v}^i$ is a subsolution of (A.3).

We now show that $\bar{v}^i$ is a supersolution of (A.3). Let $x$ be arbitrary in $\mathbb{R}^k$, and $(q, X) \in J^{2-}\bar{v}^i(x)$. We already know that $\bar{v}^i(x) \geq \phi(x)$. By the same argument as above, there exist sequences:

\[ n_j \to +\infty, \quad x_j \to x, \quad (q_j, X_j) \in J^{2-}\bar{v}^i_{n_j} (x_j) \]

such that

\[ (q_j, X_j) \to (q, X). \]

But for any $j$,

\[ r\bar{v}^{i,n_j}(x_j) - b^\top(x_j).q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x_j).X_j] - \int_{t}^{\infty} f_t(x_j, \bar{v}^{i,n_j}(x_j), \sigma^\top(x_j).q_j) \geq 0. \]

Then,

\[ r\bar{v}^{i,n_j}(x_j) - b^\top(x_j).q_j - \frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x_j).X_j] - \int_{t}^{\infty} f_t(x_j, \bar{v}^{i,n_j}(x_j), \sigma^\top(x_j).q_j) - n_j (\bar{v}^{i,n_j}(x_j) - \phi(x_j))^+ \geq 0. \]

Hence, taking the limit as $j \to +\infty$ in the above inequality yields:

\[ r\bar{v}^i(x) - b^\top(x).q - \frac{1}{2} \text{Tr}[(\sigma \sigma^\top)(x).X] - \int_{t}^{\infty} f_t(x, \bar{v}^i(x), \sigma^\top(x).q) \geq 0. \]

Then $\bar{v}^i$ is a supersolution of (A.3).

**Appendix B  Comparison Theorem of Infinite Horizon RBSDE**

In this section we discuss the comparison theorem of the following infinite horizon RBSDE

\[
\begin{aligned}
Y &\in \mathcal{S}_0^2, \quad Z \in \mathcal{M}_0^2 \text{ and } K \in \mathcal{K}_0^2; \\
Y_t = \xi + \int_t^{+\infty} f(X_s, Y_s, Z_s)ds + K_\infty - K_t - \int_t^{+\infty} Z_sdB_s; \\
\forall \ t \geq 0, \quad &Y_t \geq S_t, \\
\text{and } &\int_0^{+\infty} (Y_s - S_t)dK_s = 0, \\
\end{aligned}
\]

where $\xi \in \mathcal{L}^2 := \{\xi, \xi \text{ is a } \mathcal{F}_\infty\text{-measurable random variable } \xi \text{ s.t. } \mathbb{E}[|\xi|^2] < +\infty\}$ and $f$ is a map from $\mathbb{R}^k \times \mathbb{R} \times \mathbb{R}^d \mapsto \mathbb{R}$ which satisfies to:

[A1]: for any $x \in \mathbb{R}^k$, $f(x, 0, 0)$ belongs to $\mathcal{M}_0^2$.

[A2]: There exist a positive determinisitic function $u(t)$, such that $\forall (x, y_1, z_1) \in \mathbb{R}^k \times \mathbb{R} \times \mathbb{R}^d, i = 1, 2,$

\[
|f(x, y_1, z_1) - f(x, y_2, z_2)| \leq u(t) (|y_1 - y_2| + |z_1 - z_2|), \quad \forall t \geq 0
\]

and $\int_0^{+\infty} u(t)dt < \infty$, $\int_0^{+\infty} u^2(t)dt < \infty$.

Let $\{X_t; t \geq 0\}$ be the solution of the following standard SDE:

\[
\begin{aligned}
dX_t = b(X_t)dt + \sigma(X_t)dB_t; \quad X_0 = x, \quad x \in \mathbb{R}^k, t \geq 0, \\
\end{aligned}
\]

where the functions $b$ and $\sigma$ are the ones of [H1].

We consider a barrier $\{S_t, t \geq 0\}$, which is a continuous progressively measurable real-valued process satisfying

[A3]: $\mathbb{E}[\sup_{t \geq 0} \|S_t^+\|^2] < \infty$ and $\limsup_{t \to +\infty} S_t \leq \xi$, a.s.

Then we have the
Theorem B.1. (see e.g. [10]): Assume $\xi \in L^2$, [A1], [A2] and [A3], then the RBSDE (B.1) associated with $(f, \xi, S)$ has a unique solution $(Y, Z, K)$.

We next prove a comparison theorem

Theorem B.2. Let $(\xi, f, S)$ and $(\xi', f', S')$ be two sets of data, each one satisfying all the assumptions $\xi, \xi' \in L^2$, [A1], [A2] and [A3] (with the exception that the assumption [A3] could be satisfied by either $f$ or $f'$ only), and suppose in addition the following:

(i) $\xi \leq \xi'$,
(ii) $f(x, y, z) \leq f'(x, y, z)$, $\forall (x, y, z) \in \mathbb{R}^k \times \mathbb{R} \times \mathbb{R}^d$,
(iii) $S_t \leq S'_t$, $\forall t \geq 0$.

Let $(Y, Z, K)$ be a solution of the RBSDE with data $(\xi, f, S)$ and $(Y', Z', K')$ a solution of the RBSDE with data $(\xi', f', S')$. Then $Y_t \leq Y'_t$, $\forall t \geq 0$ a.s.

Proof. Let $\bar{Y}_t = Y_t - Y'_t$, $\bar{Z}_t = Z_t - Z'_t$ and $\bar{K}_t = K_t - K'_t$, then $(\bar{Y}, \bar{Z}, \bar{K})$ satisfies

$$\bar{Y}_t = \xi - \xi' + \int_t^{T \wedge \tau} (\alpha_{s} \bar{Y_s} + \beta_{s} \bar{Z_s} + \gamma_{s})ds + (K_{\infty} - K_t) - (K'_{\infty} - K'_t) - \int_t^{T \wedge \tau} \bar{Z_s}dB_s;$$

where

$$\alpha_s = \begin{cases} \frac{f(X_s, Y_s, Z_s) - f(X_s, Y'_s, Z'_s)}{Y_s} & \text{if } \bar{Y_s} \neq 0, \\
0 & \text{otherwise.} \end{cases}$$

$$\beta_s = \begin{cases} \frac{f(X_s, Y'_s, Z'_s) - f(X_s, Y'_s, Z'_s)}{Z'_s} & \text{if } \bar{Z_s} \neq 0, \\
0 & \text{otherwise.} \end{cases}$$

and

$$\gamma_{s} = f(X_s, Y'_s, Z'_s) - f'(X_s, Y'_s, Z'_s).$$

Applying Itô-Tanaka’s formula to $(\bar{Y}_t^+)^2$, we have:

$$d(\bar{Y}_t^+)^2 = 1_{\{\bar{Y}_t > 0\}}[-2\bar{Y}_t^+(\alpha_t \bar{Y}_t + \beta_t \bar{Z}_t + \gamma_t)dt - 2\bar{Y}_t^+d\bar{K}_t + 2\bar{Y}_t^+\bar{Z}_t dB_t + \bar{Z}_t^2 dt].$$

Next, let

$$\Gamma_{t,s} := \exp \left\{ \int_t^s (\alpha_r - \frac{1}{2} \beta_r^2)dr + \int_t^s \beta_r dB_r \right\}, \quad 0 \leq t \leq s,$

be the solution of the following SDE

$$\begin{cases}
  d\Gamma_{t,s} = \alpha_s \Gamma_{t,s} ds + \beta_s \Gamma_{t,s} dB_s; \\
  \Gamma_{t,t} = 1.
\end{cases}$$

By Integration by Parts formula, we obtain

$$(\bar{Y}_t^+)^2 = \Gamma_{t,s}(\bar{Y}_s^+)^2 + 2 \int_t^s 1_{\{\bar{Y}_r > 0\}} \Gamma_{t,r} \bar{Y}_r^+ (\alpha_r \bar{Y}_r + \beta_r \bar{Z}_r + \gamma_r)dr + 2 \int_t^s 1_{\{\bar{Y}_r > 0\}} \Gamma_{t,r} \bar{Y}_r^+ d\bar{K}_r$$

$$- 2 \int_t^s 1_{\{\bar{Y}_r > 0\}} \Gamma_{t,r} \bar{Y}_r^+ \bar{Z}_r dB_r - \int_t^s 1_{\{\bar{Y}_r > 0\}} \Gamma_{t,r} \bar{Z}_r^2 dr - \int_t^s \alpha_r \Gamma_{t,r} (\bar{Y}_r^+)^2 dr$$

$$- \int_t^s \beta_r \Gamma_{t,r} (\bar{Y}_r^+)^2 dB_r - 2 \int_t^s \beta_r \Gamma_{t,r} \bar{Y}_r^+ \bar{Z}_r dr.$$
Since $f(X_s, Y'_s, Z'_s) \leq f'(X_s, Y'_s, Z'_s)$, $\xi \leq \xi'$ and, on $\{Y_t > Y'_t\}$, $Y_t > S'_t$, we have

$$\int_t^s 1\{\bar{Y}_r > 0\} \Gamma_{t,r} \bar{Y}_r^+ d\bar{K}_r \leq 0.$$ 

Then, taking the expectation for $s = +\infty$, we have

$$\mathbb{E}[(\bar{Y}_t^+)^2] + E\left[\int_t^{+\infty} 1\{\bar{Y}_r > 0\} \Gamma_{t,r} Z_r^2 dr\right] \leq \mathbb{E}\left[\int_t^{+\infty} 1\{\bar{Y}_r > 0\} \alpha_r \Gamma_{t,r} (\bar{Y}_r^+)^2 dr\right].$$

Assume now that the Lipschitz condition in the statement applies to $f$. Then

$$\mathbb{E}[(\bar{Y}_t^+)^2] \leq \mathbb{E}\left[\int_t^{+\infty} u(r) \Gamma_{t,r} (\bar{Y}_r^+)^2 dr\right].$$

From Gronwall's lemma, $(Y_t - Y'_t)^+ = 0$, $\forall t \geq 0$.

\[\square\]
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