Abstract: In this study, a methodology to estimate the intertidal bathymetry from multispectral remote sensing images is presented. The technique is based on the temporal variability of the water and the intertidal zone reflectance and their correlation with the tidal height. The water spectral behavior is characterized by high absorption at the infrared (IR) band or radiation with higher wavelengths. Due to tidal cycles, pixels on the intertidal zone have higher temporal variability on the near IR spectral reflectance. The variability of IR reflectivity in time is modeled through a sigmoid function of three parameters, where the inflection parameter corresponds to the pixel elevation. The methodology was tested at the Tagus river estuary in Lisbon, Portugal, and at the Bijagós archipelago, in the West African nation of Guinea-Bissau. Multispectral images from Sentinel-2 satellites were used, after atmospheric corrections from ACOLITE processor and the derived bathymetric model validated with in situ data. The presented method does not require additional depth data for calibration, and the output can generate intertidal digital elevation models at 10 m spatial resolution, without any manual editing by the operator. The results show a standard deviation of 0.34 m at the Tagus tidal zone, with −0.50 m bias, performing better than the Stumpf ratio transform algorithm, also applied to the test areas to derive intertidal bathymetry. This methodology can be used to update intertidal elevation models with clear benefits to monitoring of intertidal dynamics, morphodynamic modeling, and cartographic update.
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1. Introduction

The intertidal area is the interface between the marine and terrestrial environments exposed to daily tides and to extremely dynamic events with different spatial and temporal scales. The intertidal environment is diverse, ranging from tidal mudflats to sandy or rocky beaches, and supports a wide variability of ecosystems well adapted to the tide regime and local morphodynamics [1–4]. The intertidal hydrodynamics and morphology are progressively changing over time mostly due to the rise of the mean sea level in the last centuries, but also due to other severe processes, such as floods or storms [5–8]. Monitoring intertidal areas can provide updated topographic models and predict further impacts on morphodynamics and on ecosystems [9–11].

The most reliable technique for the topo-bathymetric surveying of coastal areas is via acoustic sounders installed onboard ships, but they are extremely expensive and usually time-consuming [12]. In shallow water areas, active Light Detection and Ranging (LIDAR) systems are also an effective means for bathymetry mapping [13]. LIDAR systems are generally installed onboard aircrafts that can operate at night, providing a large sampling of bathymetric data compared to ship-based acoustic
systems [13–15]. LIDAR systems measure depths regularly up to 40 m with accuracy of 10–30 cm [15]. These systems are very useful in shallow waters with reefs or where large ships are excluded but are only appropriate for bathymetric mapping over relatively small geographical areas [15,16]. In order to improve bathymetric models in areas where hydrographic information is sparse or outdated or high dynamic areas where in situ measurements are too expensive, remote sensing techniques are emerging as a strong solution [17]. Bathymetry extraction using multispectral or Synthetic Aperture Radar (SAR) satellite images can be the only viable solution for remote and inaccessible regions [12,18–22]. Recently, with improved synoptic vision and high spatial and temporal resolution of Earth observation satellites, such as Sentinel-2, new techniques for coastal monitoring and bathymetry extraction are emerging [23–26].

The derivation of bathymetry with multispectral remote sensing images can be based on radiative transfer models that incorporate the spectral reflectance proprieties of the water, as defined by [27–29]. This can also be accomplished through empirical algorithms which derive the relationship between the ratio of two water-penetrating wavebands and the bathymetry [30], or even based on water–land contrast combined with a tidal model, known as the waterline method [18]. Compared to the waterline method, it is based on the delineation of the boundary between water and land over SAR or multispectral images [18,19]. The height of the waterline is given by the tide height at the time of the image acquisition, predicted by a hydrodynamic tide model.

Several atmospheric and oceanic parameters such as the wind or the rain, the wave height, algae, or other organic particles concentration can have a direct influence on the water reflectance and consequently on the delineation of the waterline [18]. As a consequence, the accuracy of the waterline position is related to oceanic and atmospheric parameters at the time of image acquisition [18,19]. A recent study has proposed a new approach for mapping intertidal terrain morphology using SAR images as an alternative methodology to the waterline method [19]. This methodology is based on the exploitation of backscattering variability in SAR images and its relation with the tide height along a time series of images. A logistic function is used for modelling the pixel temporal backscattering variability. Other authors have presented a similar approach based on the correlation between the radar pixel intensity over time and the corresponding tidal height [31], proposing a temporal waterline method using the normalized correlation coefficient between the pixel intensity gradient and the tidal state change gradients over a time series of images collected from a ground-based X band marine radar. The maximum coefficient is used to indicate the tidal elevation of the pixel. Recently, to overcome the limitation of the acquisition time of satellite images in intertidal zones, an automated continental scale method for modelling the intertidal extent and topography of Australia’s coastline was presented [23,24]. Based on temporal variability of Normalized Difference Water Index (NDWI), a long time series of satellite images (28/30 years of Landsat observations), assigning for each waterline the corresponding tidal height, was computed. The median tidal height of each interval boundary is used to derive the pixel elevation by linear interpolation.

In this paper, we present a technique based on the logistic regression algorithm to estimate the relation between surface reflectance and the surface elevation using a time series of multispectral images. The method is fully automated and aims to characterize the intertidal zone extent and associated topography. The intertidal zone can be discriminated based on the high temporal variability of NDWI due to daily flux of water. This proposal is based on a pixel-by-pixel temporal variability analysis and on the estimation of the logistic function (sigmoid) parameters that transforms reflectance into elevation. The chart datum is the hydrographic (and bathymetric) reference level for tide heights, depth measurements (also known as soundings), and intertidal elevation [32]. The logistic function parameters are estimated for each pixel, minimizing the cost function defined through the reflectance and tide height data. The final result is a set of georeferenced points, with latitude, longitude, and elevation. These points represent the intertidal zone and can be used to create a Digital Elevation Model (DEM). The principal advantage of this method is that it provides a pixel-by-pixel estimation of
elevation, providing a much higher density of measurements than other waterline methods that have a higher proportion of interpolate pixels [32–35].

The structure of the article is as follows. The study area and data are described in Section 2. The methodology is presented in Section 3. The intertidal model estimation and the validation of the algorithm in two test zones, the Tagus estuary and the Bijagós archipelago, are presented in Section 4. Finally, the conclusions are drawn in Section 5.

2. Study Area and Data Set

2.1. Study Areas

Two study areas with different optical water column characteristics and different geographic and morphological frameworks, were selected to test the bathymetry retrieval algorithm. The two study areas are: the Tagus river estuary, in Lisbon, Portugal, in West Europe, and the Bijagós archipelago, in Guinea-Bissau, in West Africa. The Tagus is the largest river of the Iberian Peninsula, ending in a large tidal estuary covering an area of 320 km². The Tagus estuarine surface is characterized by extensive tidal flats, salt marsh vegetation and mudflats, where 40% of the estuarine area is intertidal [2,5,36] (Figure 1). The depths in the Tagus estuary vary between 2 m in the northern part that includes most mudflats, the middle part with average depths of 7 m, and 46 m in the downstream sections at the main navigation channel [5,36]. The Tagus estuary is mesotidal (tidal range between 2 and 4 m) with a maximum amplitude of 3.9 m and has a semidiurnal tide regime [32,36].

Figure 1. Tagus estuary in Lisbon. Red-green-blue (RGB) composite after atmospheric correction of Sentinel-2B imagery on 13 August 2018. The two orange rectangles identify specific intertidal areas at the Tagus estuary (top right—Alcochete and lower left—Seixal and Azinheiro).
The Bijagós archipelago, located in the Tropical Atlantic Ocean, 12 miles west of Guinea-Bissau mainland, has 88 islands and islets and was classified in 1996 by the United Nations Educational, Scientific, and Cultural Organization (UNESCO) as a biosphere ecological reserve [37,38]. This archipelago, where the continental estuaries and coastal currents from Guinea and the Canaries meet, is characterized by extensive sandbanks, mangroves, intertidal areas, sandy beaches, and shallow water channels [4,37,38]. About 16% of the 10,000 km² belonging to the Bijagós archipelago area is intertidal zone [38] (Figure 2). Bijagós has a semidiurnal tide regime and is also meso-tidal, with maximum amplitudes of 4.3 m [32,36].

![Figure 2. The Bijagós archipelago in Guinea-Bissau. RGB composite after atmospheric correction of Sentinel-2B imagery on 25 April 2018.](image)

### 2.2. Satellite Images

A set of 18 and 19 multispectral images from Sentinel-2 A&B (S2A and S2B), over the Tagus and Bijagós, respectively, were used in this work (Table 1). S2 A&B Level-1C (L1C) products were downloaded from the Sentinel’s Scientific Data Hub [39]. The images are georeferenced in WGS84/UTM 29N (Tagus) and 28N (Bijagós) time zones [40,41]. The images were acquired between March and October 2018 in the Tagus estuary (Table 1a) and between December 2017 and May 2018 in the Bijagós archipelago (Table 1b). Atmospheric correction is considered a critical step for the analyses of multispectral satellite images, especially for multitemporal images and to improve the accuracy of the bathymetric models produced [42–45]. S2 images were processed to Level-2A (L2A) with the ACOLITE free processor developed by the Royal Belgian Institute of Nature Sciences (RBINS) [46]. This atmospheric correction processor, which supports Landsat (5/7/8) and S2 (A/B) images, was designed specifically for aquatic applications, generating output products from several parameters derived from water reflectance [46–50]. The processed ACOLITE products used in this work correspond to the surface reflectance (ρs) in all visible and Near InfraRed (NIR) bands, resampled to 10 m pixel size [46]. The Remote Sensing Reflectance (Rrs) algorithm available in this processor extensively used by the remote sensing community [43,46,49,51,52] is not suitable for intertidal areas once the land pixels are masked out by the algorithm. To decrease inter-pixel variability and some noise in the images, a spatial filter (median—3 × 3 filter) was applied on the different bands. Recent works with S2 images proved that spatial filtering can enhance bathymetric products [45,51,52]. Snap 6.0, Matlab R.2018a, ArcGIS 10.3.1, CARIS 4.4.3, and ACOLITE (version 20190326.0) were used for processing satellite data and image visualization.
Table 1. List of Sentinel-2 A&B images used in this study for intertidal bathymetry extraction. Tide height (m) corresponding to image acquisition time (11:21 UTC). (a) Tagus estuary and (b) Bijagós archipelago.

| Number | Date           | Sensor | Tide Height (m) |
|--------|----------------|--------|-----------------|
| (a)    |                |        |                 |
| 1      | 21 March 2018  | S2A    | 0.72            |
| 2      | 26 March 2018  | S2B    | 2.95            |
| 3      | 05 May 2018    | S2B    | 1.40            |
| 4      | 10 May 2018    | S2A    | 2.97            |
| 5      | 15 May 2018    | S2B    | 1.92            |
| 6      | 19 June 2018   | S2A    | 1.68            |
| 7      | 24 June 2018   | S2B    | 3.15            |
| 8      | 29 July 2018   | S2A    | 1.43            |
| 9      | 03 August 2018 | S2B    | 1.58            |
| 10     | 08 August 2018 | S2A    | 3.35            |
| 11     | 13 August 2018 | S2B    | 0.89            |
| 12     | 18 August 2018 | S2A    | 2.19            |
| 13     | 23 August 2018 | S2B    | 2.89            |
| 14     | 22 September 2018 | S2B | 2.84          |
| 15     | 27 September 2018 | S2A | 1.17          |
| 16     | 07 October 2018 | S2A | 3.02          |
| 17     | 22 October 2018 | S2B | 2.86          |
| 18     | 27 October 2018 | S2A | 0.99          |
| (b)    |                |        |                 |
| 1      | 01 December 2017 | S2A | 2.19          |
| 2      | 06 December 2017 | S2B | 4.08          |
| 3      | 26 December 2017 | S2B | 1.90          |
| 4      | 10 January 2018 | S2A | 1.39          |
| 5      | 15 January 2018 | S2B | 2.90          |
| 6      | 20 January 2018 | S2A | 3.88          |
| 7      | 25 January 2018 | S2B | 1.36          |
| 8      | 30 January 2018 | S2A | 3.07          |
| 9      | 09 February 2018 | S2A | 1.52          |
| 10     | 19 February 2018 | S2A | 3.97          |
| 11     | 01 March 2018   | S2A    | 3.68            |
| 12     | 06 March 2018   | S2B    | 3.59            |
| 13     | 21 March 2018   | S2A    | 4.01            |
| 14     | 31 March 2018   | S2A    | 4.04            |
| 15     | 05 April 2018   | S2B    | 3.35            |
| 16     | 15 April 2018   | S2B    | 3.75            |
| 17     | 25 April 2018   | S2B    | 1.34            |
| 18     | 10 May 2018     | S2A    | 1.46            |
| 19     | 20 May 2018     | S2A    | 4.16            |

2.3. Tide Data

The tide height for Bijagós was extracted from tidal model predictions of the Portuguese Hydrographic Institute (IH—Instituto Hidrográfico) [32]. For the Tagus estuary, the tide height was extracted from a tide gauge located in Lisbon harbor. The tide height tide at the acquisition time of the Sentinel-2 images is presented in Table 1.

Figure 3 shows the tide heights at Tagus estuary (a) and at Bijagós (b). The red dots are plotted according to S2 acquisition time, which in the image dataset corresponds to 11:21 UTC. It is observed that at the Bijagós, most of the images are acquired during high tide. This could be a limitation on the representation of the intertidal model since the acquired images do not cover accurately the intertidal area dynamics. However, this apparent limitation can be overcome by extending the period of the images acquisition, as in studies that have used 30 years of Landsat images [24].
Figure 3. Tidal height variation: (a) Tide height at Tagus estuary from March to October 2018 and (b) Tide height at Bijagós archipelago from December 2017 to May 2018. The red dots represent the Sentinel-2 images dataset (time—11:21 UTC).

2.4. In Situ Data for Validation

In July 2018, a hydrographic survey was conducted in the Tagus estuary at Azinheira area (Figure 4). A high-resolution bathymetric model at 1 m resolution was generated and was selected as reference data set for the Tagus area [53]. The range of depths within this data set is 3.10 m (only covers with high tide values) to −7.19 m maximum depth. Standard chart datum was used as reference as well. This data set was gridded at the S2 resolution (10 m) through the CARIS bathymetric processor.

For the Bijagós archipelago, the only official data available for bathymetric models validation are the information displayed in the nautical charts of Guinea-Bissau and Bijagós archipelago [54]. These official documents are the only available information that can be used as reference data, although the bathymetric information dates back to 1950/1960. According to the International Hydrographic Organization (IHO), 70% of the world coastal areas are not adequately surveyed or a re-survey is urgently required [55]. Guinea-Bissau and the Bijagós archipelago it is not an exception (Figure 5).
3. Methods

Estuarine regions are characterized by a low relief and reduced bottom slope, with several muddy small channels and generally with sparse vegetation [5,36]. The areas exposed to the tidal regime, such as estuaries and beaches, are flooded once or twice a day at different water heights, according to the local tide cycle. The surface exposed to the tidal regime, the intertidal zone, has a variable spectral reflectance in one tidal cycle. The spectral reflectance differences are clearly seen with strong absorption of the infrared radiation in high tides and moderate reflection in low tide. The near infrared reflectance amplitude is a function of vegetation or algae density in the intertidal zone [33,43,51]. The proposed technique is based on the premise that the surface reflectivity variation in the NIR-band, over a time series of multispectral images, is related to the surface elevation and tide height. During one tide cycle, the lower intertidal zone (lower elevations) is covered by water for longer periods than the upper zone.
(higher elevations) which is more exposed to sunlight. Therefore, the lower intertidal zone would have a lower NIR reflectivity over a long period than the upper intertidal zone. Thus, it is reasonable to assume that at intertidal zones, NIR reflectivity is related to the surface elevation.

Regarding the bathymetry extraction, the time series of the multispectral images should be relatively short to prevent any changes in morphology. We assumed that soil roughness and local vegetation do not have significant changes during the time window of this study. The proposed method is divided in four steps: (1) Preprocessing; (2) Intertidal zone pixels selection; (3) Logistic regression; and (4) Derivation of the bathymetric model.

3.1. Preprocessing

The preprocessing phase aims to prepare all chosen or available images of the dataset. First of all, the atmospheric correction is made through the ACOLITE processor in order to convert the L1C top of atmosphere reflectance ($\rho_{TOA}$) into bottom of atmosphere surface reflectance ($\rho_{s}$) [46]. Then all images are reprojected into the UTM/WGS84 respective time zone. The image acquired at the lowest tide is selected as the reference image for the coregistration.

3.2. Intertidal Zone Pixels’ Selection

The first step of the algorithm consists of the identification of the intertidal zone on the multispectral image. For that, the Normalized Difference Water Index (NDWI) is used. The NDWI allows the discrimination of water pixels from land pixels, setting a locally adjusted threshold [56]. The NDWI is based on the normalized ratio between the green and the NIR bands (Equation (1)):

$$NDWI = \frac{Green - NIR}{Green + NIR}$$  \hspace{1cm} (1)

The Temporal Variability (TV) analysis of the NDWI is used to discriminate different soil types and is given by:

$$\sigma(x, y) = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (NDWI_i - \bar{NDWI})^2}$$  \hspace{1cm} (2)

where $\bar{NDWI}$ is the NDWI temporal mean of each pixel $(x, y)$. As the intertidal zone is our area of interest, we used the TV parameter to discriminate 3 different classes of soil occupation—intertidal zone, land (beach berm/dry sand), and water. The intertidal class can be discriminated based on the high TV of the NDWI, as compared to the other two classes. The water class is characterized by a low TV and a high value for the NDWI, when compared with the intertidal zone. The beach berm (land) class has also a low TV, but it is expected that the value for NDWI, contrary to the water class, is smaller than the intertidal zone. The principal and distinguished characteristic of the intertidal zone is a higher TV value. The proposal is to use the TV as a threshold to identify the pixels belonging to the intertidal zone. If there is a slight overlap between classes, the threshold should be selected maximizing the number of intertidal pixels. The selected pixels in the intertidal zone or nearby are considered as candidate pixels for the next phase—the logistic regression analysis. If some overlap between the three classes exists, some water and land pixels will also be considered as candidates. The candidate pixels’ selection aims to reduce the number of pixels to be analyzed in the logistic regression. Therefore, it will always be preferable to have candidate pixels in excess, knowing that some of these pixels are going to be excluded in the logistic regression analysis.

3.3. Logistic Regression

The logistic regression is used to explain the relationship between the intertidal surface reflectance in the NIR spectral band and the tide height and to predict the elevation of the surface relative to the chart datum (hydrographic reference). We have noted that, when properly ordered by the tide
height, the reflectance values at intertidal zones follows a sigmoid curve (Figure 6a). High reflectance is expected for low tides, and low reflectance is expected for high tides. We propose the following function to explain the relation between the height of a pixel and its reflectance:

$$\rho_i(x, y) = \frac{k}{1 + e^{-a(h_t - h_i)}} + \text{LowLim} \quad i = 1, \ldots, M$$

(3)

where for each pixel, \((x, y)\) are the image coordinates, \(h_t\) corresponds to the elevation of the pixel \((x, y)\), \(h_i\) is the tide height, and \(\rho_i\) is the corresponding NIR reflectance. The logistic function is characterized by two parameters: \(a\) and \(k\), where the steepness is correlated with the parameter \(a\). The function will increase if \(a\) is positive and will decrease with tidal height \((h_i)\), when \(a\) is negative. The logistic function superior asymptote is correlated with the \(k\) value. The shape of the logistic function is tuned by these parameters, and they are estimated through adjustment with each pixel reflectance. The \(\text{LowLim}\) in Equation (3), related to the lower asymptote, could be a third parameter to characterize the logistic function. However, this parameter is not related with the shape of the sigmoid and will be neglected in the following analysis. In fact, the correlation between the tide height and the time variable reflectance is described only by the other two parameters. The sigmoid function is shown in Figure 6a for a range of steepness values. According to our experience, the steepness parameter \(a\) must be in the range \(-10\) m\(^{-1}\) to \(-2\) m\(^{-1}\).

![Figure 6. (a) NIR reflectance time series as a function of the tide height (red circles) and adjusted sigmoid function for a range of steepness parameters (from \(-2\) to \(-10\)) and (b) cost function for a range of steepness values.](image-url)

The logistic analysis purpose is to achieve the parameters \(a\) and \(k\) and predict the surface elevation \((h_t)\). The \(a\) parameter can be defined through the tide regime and topography, reducing the number of parameters to be estimated. As the function is not linear, the terrain height \(h_t\) and the parameter \(k\) are obtained by searching in the bi-dimensional space of the minimum solution of the cost function:

$$E = \sum_{i=1}^{M} \left( h_t - h_i + \frac{1}{a} \ln\left( \frac{\rho_i}{k - \rho_i} \right) \right)^2$$

(4)

The number of images in the dataset (\(M\)), the different tide heights registered, and the tide amplitude are factors that contribute to the accuracy of the estimated pixel altitude. The logistic regression is applied to all candidate pixels, and as a result, the cost function and each pixel height are predicted. The two-dimensional problem can be converted to a one-dimensional problem, assuming that \(k\) is the maximum reflectance. Hence, the pixel’s height is predicted by searching in the one-dimensional
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space (local tide range) of the minimum solution of the cost function. The cost function for a range of
steepness values is shown in Figure 6b. We observe that the steepness value is not relevant for the
predicted height. In fact, the predicted height range is 2.51 to 2.60 m, changing the steepness value
from \(-2 \text{ m}^{-1}\) to \(-10 \text{ m}^{-1}\), and the cost function minimum ranges from 0.012 to 0.04 (reflectance).

Regardless of the pixel classification (land, water, intertidal zone), the pixel height is estimated
within the low and high tide of the area. Therefore, a false altitude value could be predicted for pixels
not belonging to intertidal areas. These pixels are not likely to have a sigmoid shape behavior, and the
logistic regression will return a large error. Instead of using a threshold based on the cost function error,
we propose a geometric approach. A shape index of the logistic curve, the saturation index, was used
to detect and select the pixels belonging to the intertidal class. This index allows for discrimination
of the true S-shape logistic function from a flat function that does not reflect the correlation between
reflectance and tide height, expected for intertidal zones. The saturation index is defined as:

\[ \text{sat} = \frac{\rho_{\text{max}} - \rho_{\text{min}}}{\rho_{\text{max}} + \rho_{\text{min}}} \]  

where \(\rho_{\text{max}}\) and \(\rho_{\text{min}}\) are the values for the maximum and minimum asymptotes of the logistic curve,
respectively. The saturation index can be used to remove the pixels with a low correlation between the
reflectance and the tide height.

3.4. Derivation of the Bathymetric Model

The logistic regression output is a 3D point cloud with a set of georeferenced points (latitude,
longitude, and elevation), in reference to the WGS84 geodetic system and, for elevation, in reference
to the local tide system (chart datum) or mean sea level. For the Tagus estuary, the reference level
(hydrographic reference) is 2.08 m below the mean sea level [32]. For the Bijagós archipelago, the
hydrographic reference is 2.54 m below the mean sea level [32]. The 3D point cloud output is then
interpolated using the inverse distance function, generating a regular grid of elevations of the intertidal
surface. The quadrant search method with a 20 m radius (twice the cell resolution) was used to select
the observations. A blank node criterion was applied when we have pixels with more than two
quadrants without observations. The final spatial resolution of the Digital Elevation Model (DEM) is
10 m.

The accuracy of the logistic regression method was assessed using in situ data, hydrographic
surveys [53], and chart depths [54]. The statistical data and error estimation are presented later in
this paper.

3.5. Log-Transformed Ratio Bands Bathymetric Models

The derived intertidal elevation model according to the proposed methodology is also compared
with other methodologies based on satellite multispectral images. There are many techniques, methods,
or methodologies for bathymetry derivation from satellite images, such as the already mentioned
empirical ratio log-transformed algorithm [30] and simple physically-based algorithm [29], as well as
others specific for river bathymetry extraction, such as the Optimal Band Ratio Analysis (OBRA) [57]
or the Multiple Optimal Depth Predictor Analysis (MODPA) [58]. One of the most widely used methods
for satellite-based bathymetry derivation is the ratio transform model [30] [12,17,26,42,43,51,52,59].
This algorithm has good performances in shallow, turbid, and reef waters [23,24,42,51,59]. The model
empirically derived the relationship between the changing ratio of two water-penetrating waveband
pairs and the water depth, independently of the bottom albedo [18,30]. This band-ratio model was
developed using the basic principle of the water body’s absorption level delivered by every band.
The diversity level of the water body’s absorption theoretically will produce the ratio between bands.
The empirical solution results from the natural logarithm ratio of two spectral bands reflectance, and
the ratio produces a linear response with depth [30,42,52]. The model was designed to operate in clear
waters, using a very small number of empirical coefficients and only needing a limited number of in situ measurements for calibration, which makes this methodology simpler to apply [18,42,43].

The model is given by the following expression (Equation (6)):

\[
h(x, y) = m_1 \ln \left( \frac{n \rho_s(\lambda_i)}{n \rho_s(\lambda_j)} \right) - m_0
\]

\[
y = m_1 x - m_0
\]

where \(\rho_s(\lambda_i)\) is the surface reflectance of the blue band, \(\rho_s(\lambda_j)\) the surface reflectance of the red band, and \(m_1\) and \(m_0\) are the tunable constants to linearly transform the bands ratio to depths. The gain factor \((m_1)\) provides the relationship between the ratio and the in situ depth values \((h)\), and the offset \((m_0)\) is the deviation from the zero depth \((h = 0)\). These constants are estimated from the regression line between the logarithm ratio and the in situ measurements (Equation (7)). In Equation (6), \(h\) is the satellite derived depth (in meters) at \((x, y)\) pixel position. \(n\) is a fixed constant applied to ensure positive logarithms under any condition. This constant will also assure that a residual non-linearity in the ratio is removed from depths that are retrievable from satellite and usually take values between 500 and 1500 [30]. We used \(n = 1000\) in this study.

4. Results

4.1. Pre-Processing

The Sentinel-2 images were atmospherically corrected using the ACOLITE software and coregistered to a reference image. The reference image was the image with lowest tide. The reference image for the Tagus estuary was acquired on the 21 March 2018 and at Bijagós on the 25 April 2018. As the risk of image saturation by sun glint effects is too high on the intertidal zone, preliminary tests were made on the identification of the improvement using the sun glint correction [60]. We have verified that that sun glint correction did not improve the results, and in some cases, a degradation on the quality of the images was observed. Thus, no sun glint correction was applied to the Sentinel-2 images. The NDWI index was computed for all images. For each Sentinel-2 multiband image, a subset of two images was used in the algorithm: the NDWI and the NIR (band 8). The problem in using the NIR band is related with the presence of turbidity and seaweed or marine debris on the low intertidal area on the ebb tide. However, the NIR can be effective on the middle or upper intertidal area [35]. The Short Wave InfraRed (SWIR) band shows more problems than the NIR, and the most sensitive to the location of the waterline is the thermal IR [34]. Regarding the suspended organic matter or turbidity in shallow waters, red-edge bands are suitable for monitoring [25,43,51].

4.2. Intertidal Model Estimation

The temporal variability (TV) of the S2 images was computed using the standard deviation of the NDWI. The temporal variability of the NDWI in the northeast of the Tagus estuary and the Formosa, Maio, and Ponta islands at Bijagós, are presented in Figure 7.

As expected, the intertidal area and the agricultural fields display a high TV and hence higher intensity values. The dark pixels are characterized by low NDWI TV and are associated with water surfaces or land. The candidate pixels are pixels selected from the Standard Deviation (STD) TV map (Figure 7) according to the threshold values provided by the analysis of the TV histogram. The NDWI TV for the water, land, and intertidal pixels (3 classes) is presented in Figure 8. The intertidal class is discriminated based on the high NDWI TV, comparatively to the other two classes. The water class is characterized by a low TV and a high value for the NDWI, when compared with intertidal areas. Land class has also a low TV, but it is expected that the value for NDWI, contrary to the water class, will be smaller than the intertidal zone. The principal and distinguished characteristic of the intertidal zone is a higher TV value. The histogram shows well defined classes, and a good choice for intertidal
zone threshold is 0.16 for Tagus estuary and 0.11 for Bijagós. The definition of the threshold for the candidate pixels selection should reduce the pixel omission error at the intertidal zone. The candidate pixels are further analyzed using the saturation index.

Figure 7. Normalized Difference Water Index (NDWI) temporal variability: (a) Alcochete area in Tagus estuary and (b) Formosa, Maio, and Ponta islands at Bijagós archipelagos.

Figure 8. NDWI temporal variability of the three classes: water (blue), intertidal (green), and land (red); (a) Tagus estuary and (b) Bijagós archipelago.

Several intertidal models were computed to assess the algorithm sensitivity to different TV thresholds and saturation index values. The possible combinations of four different threshold values for each test area (0.15, 0.16, 0.17, and 0.18 for Tagus estuary (Table 2a) and 0.10, 0.11, 0.12, and 0.13 for Bijagós (Table 2b)) and three saturation indexes (sat = 0.2, 0.3, and 0.4) were compared with the electronic navigational charts which represent the test areas. The models that fits better the bathymetry represented in these charts were chosen, with the respective constant values (threshold and saturation index—red circles in Table 2). After the intertidal DEM reconstructions tests, we recommended values between 0.2 and 0.4 for saturation index. A reduction of the pixels’ quantity used to generate the DEM has been observed when increasing the TV threshold. Nevertheless, the tests show that the selection of a small TV threshold is not relevant, since the final number of pixels used to generate the bathymetric model is more influenced by the saturation index value (Table 2).
Table 2. Number of intertidal candidate pixels for the logistic regression versus application of threshold and saturation index. (a) Tagus estuary and (b) Bijagós archipelago. Red circles: threshold and saturation index selected to generate the intertidal models. Red rectangles: standard deviation of the intertidal model created after the logistic regression and the comparison with the bathymetric survey in the Tagus estuary and depths extracted from a nautical chart in the Bijagós archipelago.

| Threshold | Candidate pixels | sat = 0.2 | sat = 0.3 | sat = 0.4 |
|-----------|------------------|-----------|-----------|-----------|
| 0.15      | 1130556          | 0.3463    | 0.3456    | 0.3438    |
| **0.16**  | **1029078**      | **0.3413**| **0.3407**| **0.3403**|
| 0.17      | 945951           | 0.3468    | 0.3449    | 0.3436    |
| 0.18      | 873121           | 0.3557    | 0.3536    | 0.3508    |

| Threshold | Candidate pixels | sat = 0.2 | sat = 0.3 | sat = 0.4 |
|-----------|------------------|-----------|-----------|-----------|
| 0.10      | 4445416          | 0.7164    | 0.7172    | 0.7179    |
| **0.11**  | **4131866**      | **0.7177**| **0.7041**| **0.7043**|
| 0.12      | 3895423          | 0.7310    | 0.7157    | 0.7066    |
| 0.13      | 3664775          | 0.7153    | 0.7155    | 0.7158    |

The generated intertidal elevation models for the Tagus estuary and for the Bijagós are presented in Figures 9 and 10, respectively. The maximum and minimum elevations are limited by the highest and the lowest tide recorded in the image data set. A constant tidal height for the entire covered area was assumed, to simplify the calculations. An accurate pixel-wise tide model can be derived and used in the logistic function to improve the estimated pixel height [18,23,24,33,61], but that is beyond the scope of this study. The highest/lowest tide values were, respectively, 4.08 m/1.34 m for the Bijagós and 3.35 m/0.72 m for the Tagus estuary. Satellite images were acquired at 11:21 UTC for both study areas, limiting the measurement of the lowest annual tide, with values that could reach 0.3 m or 0.4 m, for Tagus estuary and Bijagós, respectively [32]. This limitation is not specific to this particular method, since any methodology that uses multitemporal satellite images will be conditioned by the satellite’s passage time [18,19,25,31,33].

In the two test areas, the intertidal elevation model reflects the small-scale morphology of the intertidal zone. All the morphologically relevant elements, such as the channels, dikes, and swamp and muddy areas are represented in the intertidal DEM and in agreement with the local morphodynamics [2,5,36–38]. At the Tagus estuary, the greatest differences were observed along the navigation channel borders, close to the largest bathymetric slopes (Figure 11). Even in the northern area of the Tagus estuary, the generated intertidal elevation model closely follows the updated official cartography available. There are some small differences regarding small silting and displacement of small sandbanks, which are characteristic of this area and occur every year [2,5,36]. The differences previously identified can be attributed to geolocation errors of the image and to the temporal difference between the satellite images and the validation data, especially for the Bijagós area. The areas with the highest elevation gradients are the most sensitive to positioning errors. At Bijagós, even though the bathymetric information dates back to the 1960s [54], the intertidal model generated fits well. Small differences between the model and the chart related to sandbanks and coastline contours are likely to be morphological changes suffered at Bijagós in the last 60 years [38]. However, in the finer details, some discrepancies can be noted. A few small sandbanks have disappeared or have slightly moved,
but not in a significant way. All the small rivers and water streams are well defined and in accordance with the existing cartography for the area [54].

Figure 9. (a) Tagus estuary intertidal model estimated using the logistic regression method and 18 S2 images (red: 3.1 m and dark blue: 0.7 m). The two blue rectangles highlight specific intertidal areas at the Tagus estuary (bottom left—Seixal and Azinheira; top right—Alcochete), (b) zoom on the intertidal model estimated for the Tagus estuary—Seixal and Azinheira areas, and (c) zoom on the intertidal model estimated for the Tagus estuary—Alcochete area.
Figure 10. (a) Bijagós intertidal model estimated from 19 S2 images (red: 4.2 m and dark blue: 1.3 m). The two yellow rectangles highlight different intertidal areas; (b) zoom on the intertidal model estimated for the Bijagós (top right rectangle in (a)—sandy beaches); and (c) zoom on the intertidal model (bottom left rectangle in (a)—mostly mangroves and mudflats [37,38]).

Figure 11. Comparison between derived intertidal model in Tagus estuary and cartographic intertidal area shown in white. Greatest differences are observed along the navigation channel due to intense maritime traffic in the area.
4.3. Logarithm Ratio Model Estimation

An additional intertidal elevation model was estimated for comparative purposes, using the logarithm ratio algorithm [30]. One S2 image was chosen for each site, and a sample of depth values were used to calibrate the model. The criteria for the selection of the images were the radiometric quality of the image and the tide height. Images acquired at high tide are preferred to estimate the intertidal zone. The images acquired on the 8th of August 2018 (3.55 m tide height) and on the 6th of December 2017 (4.08 m tide height) were used in the Tagus estuary and Bijagós, respectively. The model was calibrated with 507 and 78 depth values in both sites, selected from hydrographic survey in the Tagus estuary [53] and from a nautical chart in Bijagós [54]. Further details concerning the bathymetric model derivation with the ratio-transformed methodology [30,43,51] are presented in the Appendix A (Annex A). We confined the range of the calibration depths between 0 and 10 m (Figure A2) because the selected ratio bands presented best results in shallow waters [30,43,51,52].

4.4. Validation of the Models

The accuracy of the derived intertidal digital elevation models was assessed using a bathymetric survey in the Tagus estuary and depths extracted from a nautical chart in the Bijagós archipelago. Additionally, the derived intertidal elevation model was compared with the bathymetric model derived using the logarithm ratio method [30]. In the Tagus estuary, the hydrographic survey was performed by the IH in August 2018 (Azinheira) [53], and at the Bijagós, geolocated depths were selected from official nautical charts dating back to 1968, 1969, 1971, and 1982 [54].

The differences between the derived bathymetric model and the hydrographic surveys were computed, and the errors and accuracy assessments are shown in Tables 3 and 4. The accuracy assessment of the logarithm ratio method-derived [30] elevation model is also presented. The achieved differences are limited to the tidal amplitude of the images time series, that is between 1.34 m and 4.08 m at the Bijagós, and 0.72 m and 3.35 m in the Tagus estuary (Figure 3). For this tidal range, the mean of the residues is −0.51 m and the standard deviation is 0.34 m for the Tagus estuary (Table 3). In the Bijagós the mean of the residues is −0.46 m and the standard deviation is 0.70 m (Table 4). As it was considered a constant tidal height for the entire covered area, these values could be reduced, taking into account that different geographic areas at the Tagus estuary have different tide height values for the same image acquisition time.

| Algorithm          | Sentinel 2 (Images) | N   | Bias (m) | STD (m) | RMSE (m) | Max (m)  | Min (m)  |
|--------------------|---------------------|-----|----------|---------|----------|----------|----------|
| Logarithm Ratio    | 08AUG18 (3.35 m tide height) | 507 | 1.81     | 1.31    | 2.23     | 3.74     | −6.98    |
| Logistic Regression| 18 images (Table 1a)  | 508 | −0.51    | 0.34    | 0.61     | 2.18     | −1.20    |

Table 3. Statistical analysis of the differences between the hydrographic survey at Tagus basin (Azinheira) and the satellite-derived bathymetry (Logarithm Ratio and Logistic Regression). N is the number of samples.

| Algorithm          | Sentinel 2 (Images) | N   | Bias (m) | STD (m) | RMSE (m) | Max (m)  | Min (m)  |
|--------------------|---------------------|-----|----------|---------|----------|----------|----------|
| Logarithm Ratio    | 06DEC2017 (4.08 m tide height) | 78  | 4.84     | 1.26    | 5.00     | −2.21    | −7.54    |
| Logistic Regression| 19 images (Table 1b)  | 66  | −0.46    | 0.70    | 0.90     | 1.70     | −1.50    |

Table 4. Statistical analysis of differences between chart depths in the Bijagós archipelago and the satellite-derived bathymetry (Logarithm Ratio and Logistic Regression). N is the number of samples.
The logarithm ratio model [30] assessment was limited to the tidal amplitude used to validate the logistic regression model. The assessment gives high discrepancies between the predicted model and the ground truth, with an uncertainty of the order of 1.31 m and 1.26 m and a bias of 1.81 m and 4.8 m at the Tagus estuary and the Bijagsó archipelago, respectively. The bias and the uncertainty are higher than the signal (the elevation), meaning that the algorithm is not appropriate for intertidal areas, although largely used for bathymetric prediction in areas with depths between 2 and 12 m [20].

5. Discussion

According to the results of our experiment, the two algorithms are complementary, with the logarithm ratio [30] performing better for depths higher than 2 m and the logistic regression performing better in the intertidal area, and can be properly merged to accurately model the near-shore bathymetry. At the Tagus estuary, the greatest differences were observed along the navigation channel borders, close to the largest bathymetric slopes. Even in the northern area of the Tagus estuary, the generated intertidal elevation model closely follows the updated official cartography available. There are some small differences regarding small silting and displacement of small sandbanks, which are characteristic of this area [2,5,36]. The differences previously identified can be attributed to geolocation errors of the image and to the temporal difference between the surveys and the satellite images. The areas with high elevation gradients are the most sensitive to positioning errors. At Bijagós, even though the bathymetric information dates back to the 1960s, the intertidal model generated fits well. Small differences between the model and the chart related to sandbanks and coastline contours are likely to be morphological changes suffered at Bijagós in the last 50 years. However, the estimated elevation can be improved assuming the spatial variability of the water level in the image. For this purpose, the local tide harmonic constants must be considered [32]. The tide height used in the work was assumed to have equal values across the entire study area, referred to the image acquisition time. The application of a modelled water level taking into account the tidal asymmetry over the Tagus estuarine area may improve the absolute accuracy of the model in future and provide a more realistic spatially varying water level distribution across the estuarine waters [18,31,33,36,61]. Likewise, it must be considered for each image acquisition time if the tide was progressing for a high or low tide situation and/or the presence of neap/spring tide, for a better accuracy of the DEM estimation. As there are no tide gauges at all desired locations, these factors will be considered for future works.

Regarding the fact that that about 70% of the world’s coastal areas are not adequately surveyed or a re-survey is urgently required, such as in Guinea-Bissau (Figure 5) [55], the methodology presented could fill the gap for intertidal areas, since the last surveys at Bijagós are from the 1960s. The application of our method to the Bijagós had presented a standard deviation of 70 cm at 10 m spatial resolution, but we believe that these values are related to the low accuracy of the reference elevation data, and the absolute accuracy of the model can be improved if this area were surveyed in future. The methodology described can also be useful for updating navigation charts, especially in intertidal or estuarine areas which have not been surveyed for many years, such the Bijagós archipelago.

This study has shown the potential of the logistic regression method for intertidal elevation extraction from S2 imagery. Atmospheric correction is crucial for a multitemporal study that uses multispectral images, reducing all the atmospheric effects that could influence the accuracy of the models [44–46,51,52,60]. Even so, the generated models can be affected by other sources of errors. According to [33,61], the vertical error of intertidal models is sensitive to the slope of the tidal flat. For the Tagus estuary area, the greatest differences of the model were observed close to the largest bathymetric slopes. The number of satellite images used also has an impact on the accuracy of the method [33]. The principle of waterline methods is to collect as many satellite images as possible because the tidal conditions are different in almost all of the images [18,31,33,34,61]. For this specific study, the number of images used can improve the accuracy of the DEM, especially if we used one image acquired at the lowest and at highest tide, normally during spring/neap tides, increasing the range of the bathymetric extracted values.
Regarding the novelty and the new findings of this method, the methodology is a pixel-by-pixel estimation for intertidal depths, presenting higher density of measurements than other waterline methods [31,33,61]. It can be applied to SAR (with adaptations to the backscattering) or multispectral images with low manual processing. The principal advantage of this method to be applied on multispectral images, rather than SAR images [19], is that the preprocessing phase of the method is more complex in order to coregister, calibrate, and despeckle SAR images. The logistic regression showed also another disadvantage when applied to SAR images. The DEMs generated have more pixel information gaps at intertidal areas than when applied to multispectral images [62].

Other authors, using different approaches, have reached similar intertidal elevation model accuracy. Regarding the shallow water areas, some retrieval bathymetry models with an accuracy of 0.89 m (0–12 m depth) [20]; 0.62 m with linear band model; and 0.81 m with log-transformed band ratio model, both at 2–6 m depth [42], near our results with the blue/red logarithm ratio model. At intertidal zones, other studies presented better results, such as those using the waterline method principles achieving models with accuracy of 10.9 cm root-mean-squared error, and as in our method, the key to obtaining accurate intertidal models is the number of images that can be used and the accuracy of the reference elevation data [35]. Additionally, other discussed methods had presented similar results. The temporal waterline radar method [31] that provides a map of the elevation of the waterline relative to the tidal reference, has an accuracy that varies from 12 cm to 50 cm, depending on the distance from the radar. The accuracy of the method presented by [23,24] are also similar to our results. They presented the first continental scale application that derives a relative elevation profile and topography of Australia’s vast exposed intertidal zone at 25 m spatial resolution through a combination of global tidal modelling with a 30-year time series archive of spatially and spectrally calibrated Landsat satellite data. The modelled elevations presented an accuracy of 41 cm for sandy beach, 39 cm for tidal flats environments, and least accurate values of 298 cm for rocky shores, reefs, and other complex coastal environments with extreme and variable tidal regimes.

The application of our method to the Bijagós presented a lower performance, but we believe that these values are related to the low accuracy of the chart datum and to the not recently updated hydrographic information of this area. The absolute accuracy of the model can be improved if this area were to be surveyed in future, like the IHO recommends [55]. The methodology described can also be useful for navigation charts updating, especially in intertidal or estuarine areas which have not been surveyed for many years, such the Bijagós archipelago.

6. Conclusions

In this study, an approach based on the logistic regression for deriving the intertidal bathymetry from multispectral images from Sentinel-2 A&B satellites was presented. The approach is based on the temporal variability of the near infrared spectral reflectance on the intertidal zone and the correlation with tide height. A logistic regression was used to model the temporal variability of the pixel’s reflectance and to minimize the cost function, and the pixel’s elevation was estimated. To remove the pixels that were wrongly classified as belonging to the intertidal class, a saturation index was suggested. This methodology can use multispectral images to extract an intertidal topo-bathymetric model automatically, not requiring the intervention of the operator. The atmospheric correction performed with the ACOLITE processor has retrieved surface reflectance values and improved the accuracy of the bathymetric models generated. It was observed that the number of satellite images used has an impact on the accuracy of the method and that the selection of the images must take into account the lowest and at highest tides, in order to increase the intertidal elevation range. The estimated intertidal morphology has a precision of 34 cm in the Tagus estuary and 70 cm in the Bijagós archipelago. The logistic regression method proved to reach better results for the intertidal areas when compared with the ratio transform algorithm, where the precision of the model was 1.32 m and 1.26 m for the Tagus estuary and the Bijagós intertidal zone, respectively. The proposed technique may contribute to generate digital elevation models of different intertidal and estuarine areas, mean sea level rise analysis,
and flood hazard mitigation. Taking into account that there are coastal regions that have never been surveyed, or have not been surveyed for more than 50 years, such as the Bijagós archipelago, either due to financial reasons or because the areas are remote and inaccessible, this method can yearly update the intertidal bathymetric models with clear benefits to the nautical cartographic update.
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Appendix A

ANNEX-A—Logarithm ratio model estimation

The best images in each test area were selected, under no cloud conditions, minimum sun glint, and closest to the lowest tide in the data set, to capture the extent of the intertidal area. All selected images were atmospherically corrected through ACOLITE processor and surface reflectance achieved (L2A images). We applied the equations of the ratio model (Equations (6) and (7)) to the values of the surface reflectance \( \rho_s \) of the blue (B2 (490 nm)—\( \lambda_i \)) and red (B4 (664 nm)—\( \lambda_j \)) bands for each satellite image corrected for atmospheric effects. It is documented that using these specific ratio bands (blue/red) achieves optimal results in shallow waters (\( \leq 5 \) m) \[43,51\]. The authors also stated that for deeper shallow waters (10 m < depth < 18 m), the ratio blue/green performs better \[30,43,51\]. We tried both ratio bands, and we confirmed that the blue/red logarithm ratio performs better at intertidal areas (very shallow waters). We only present results from the bathymetric model generated through the blue/red ratio bands. We estimated bathymetry for several single images through the ratio band algorithm \[30,43,51,52\] in order to be compared with the intertidal models created from the logistic regression approach. The same authors stated that the ratio between blue/green bands presents worse results in shallow waters (\( \leq 3 \) m) \[52\] but optimal results for deeper areas (10 m–18 m). At a first stage, the blue/green ratio was used to create these bathymetric models, but as expected, they retrieved models with a very bad overall precision (STD = 2.15 m for Tagus estuary and STD = 4.27 m for Bijagós). After that, we created the logarithm ratio models through the blue/red ratio bands, and the results were improved \[43,51,52\]. Figure A1 shows the linear regression graphics that support Equations (6) and (7) of the model. The \( m_1 \) and \( m_0 \) are tuned by these linear regressions with the in situ depths. The correlation coefficient between the data sets is high for the Tagus estuary \( (R^2 = 0.79) \). For the Bijagós archipelago, the correlation between the data sets was lower \( (R^2 = 0.54) \), but the data used in this case for the calibration has not been updated since the 1960’s \[54,55\], and this could be a large source of error. Perhaps, the sample of depths used in this study for calibration (N = 500 for Tagus estuary and N = 307 for Bijagós) could be considered exaggerated. In fact, some authors defend that few calibration points were needed to calibrate the model, 5 to 10 \[51\] or 10 control points \[43\], because the model had only two parameters \( (m_1 \text{ and } m_0) \) that required tuning.
Figure A1. Linear regression graphics between in situ measurements (depths in meters) and the logarithm ratio. (a) Tagus estuary—13AUG18 S2A L2A image. (b) Bijagós archipelago—25APR18 S2B L2A image. (Red dashed line: linear regression best fit; red rectangle: correlation coefficient ($R^2$) between data sets and Equation (7) solution).

The logarithm ratio bands bathymetric models created are presented in Figures A2 and A3. These models are not restricted to the tide height at image acquisition time because they are not a derivation of any waterline method. The only limiting conditions are dependence on the surface reflectance values retrieved after atmospheric correction and the tide height of the original image. Figure A2 shows the Tagus estuary bathymetric model (reference image—L2A S2A 08AUG2018), and more or less all the morphodynamics characteristics are represented. Figure A3 shows the bathymetric model for the Bijagós archipelago (reference image—L2A S2B 06DEC2017) and also fits well.

Figure A2. Bathymetric model for the Tagus estuary achieved through the logarithm ratio band algorithm. S2A L2A 08AUG2018 image.
Figure A3. Bathymetric model for the Bijagós archipelago achieved through the logarithm ratio band algorithm. S2A L2A 06DEC2017 image.

The range of the validation data sets covers all the negative soundings for the intertidal area that were not used for calibration proposes. The guarantee of the calibration and validation sample independence is very important in order to maintain the integrity of the model estimation [43,51]. The dimension of the validation data set in $N = 507$ for Tagus estuary and $N = 78$ for Bijagós. The logarithm ratio algorithm retrieved bathymetric models with an acceptable overall precision for the Tagus estuary. The model presented $\text{STD} = 1.31\,\text{m}$, $\text{RMSE} = 2.23\,\text{m}$, and $\text{bias} = 1.81\,\text{m}$. For Bijagós, the model presented lower performance, with $\text{STD} = 1.26\,\text{m}$, $\text{RMSE} = 5.00\,\text{m}$, and $\text{bias} = 4.84\,\text{m}$. These values are inflated by the time difference between the satellite images and the chart depth information. This algorithm, with other applied corrections for turbid and coral reef waters, proved its value in retrieving bathymetric models from shallow waters ($\leq 18\,\text{m}$) with typical errors $\leq 0.4\,\text{m}$ [43], decreasing to $0.22\,\text{m}$ at depths ranging between $0–5\,\text{m}$ [43,51,52]. The ratio band model, with further adaptations, could be appropriate for intertidal bathymetry derivation.
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