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Abstract

We investigate second order elliptic equations

\[ F(\mathcal{H}u) = 0 \]

where the function \( F: S(n) \to \mathbb{R} \) on the space of symmetric \( n \times n \) matrices is assumed to be \textit{sublinear}.

There is very little to be found in the literature devoted particularly to sublinear elliptic operators. When examples of such operators occur, they are often merely treated as members of the larger class of \textit{convex} operators. That class has been thoroughly investigated and many of its aspects are well understood. The main reference is the book [CC95] by Caffarelli and Cabré.

There is, however, something to be said about sublinear operators that do not, in general, apply to convex operators.
**Notation**

\[ \mathbb{R}^{n \times m} \]

\[ \mathbb{R}^n := \mathbb{R}^{n \times 1} \]

\[ X^T \]

\[ S(n) := \{ X \in \mathbb{R}^{n \times n} \mid X^T = X \} \]

\[ O(n) := \{ Q \in \mathbb{R}^{n \times n} \mid Q^T Q = I \} \]

\[ e_i \]

\[ (e_{\pi(1)}, \ldots, e_{\pi(n)})^T \]

\[ P(n) \subseteq O(n) \]

\[ Pr(n) := \{ P \in S(n) \mid PP = P \} \]

\[ \text{diag} \ x := \sum_{i=1}^{n} x_i e_i^T \in S(n) \]

\[ \text{diag} \ X := \sum_{i=1}^{n} X_{ii} e_i \in \mathbb{R}^n \]

\[ \lambda_1(X) \leq \cdots \leq \lambda_n(X) \]

\[ \Lambda(X) := (\lambda_1(X), \ldots, \lambda_n(X))^T \]

\[ \Lambda(X) := \text{diag} \ X \in S(n) \]

\[ \text{tr} \ X := \sum_{i=1}^{n} e_i^T X e_i \]

\[ \langle Y, X \rangle := \text{tr}(Y^T X) \]

\[ \| X \| := \sqrt{\langle X, X \rangle} \]

\[ |X| := \sup_{0 \neq \xi \in \mathbb{R}^n} \frac{\|X\xi\|}{\|\xi\|} \]

The set of \( n \times m \) matrices with real entries. (\( n \) rows, \( m \) columns.)

Euclidean \( n \)-dimensional space.

The transposed of a matrix \( X \).

The set of symmetric \( n \times n \) matrices.

The set of orthogonal \( n \times n \) matrices.

The \( i \)'th standard basis vector of \( \mathbb{R}^n \).

The permutation matrix for a given permutation \( \pi: \{1, \ldots, n\} \to \{1, \ldots, n\} \).

The set of all \( n \times n \) permutation matrices.

The set of \( n \times n \) orthogonal projection matrices.

The diagonal matrix consisting of the entries \( x_i := x^T e_i \) of \( x \in \mathbb{R}^n \).

The vector consisting of the diagonal elements \( X_{ii} := e_i^T X e_i \) of \( X \in \mathbb{R}^{n \times n} \).

The eigenvalues of a matrix \( X \in S(n) \). We also write \( \lambda_{\min}(X) := \lambda_1(X), \lambda_{\max}(X) := \lambda_n(X) \).

The vector in \( \mathbb{R}^n \) containing the eigenvalues of \( X \in S(n) \).

A diagonalization of \( X \in S(n) \).

The trace of a matrix \( X \in \mathbb{R}^{n \times n} \).

Inner product on \( S(n) \).

Norm on \( S(n) \).

The operator norm on \( \mathbb{R}^{n \times n} \).
$X \leq Y$

Partial ordering in $S(n)$. It means $\xi^T X \xi \leq \xi^T Y \xi$ for all $\xi \in \mathbb{R}^n$.

$X < Y$

Means $\xi^T X \xi < \xi^T Y \xi$ for all $\xi \in \mathbb{R}^n$ with $|\xi| = 1$.

$x^\uparrow \in \mathbb{R}^n$

The vector obtained by permuting the components of $x \in \mathbb{R}^n$ so that they are in increasing order.

$\mathbf{1} := (1, \ldots, 1)^T \in \mathbb{R}^n$

The set of convex bodies in $S(n)$.

$\mathcal{K}(n)$

The set of convex bodies in $\mathbb{R}^n$.

$\kappa(n)$

The set of convex bodies in $\mathbb{R}^n$. 
Chapter 1

Introduction

1.1 Summary

The object of study is second order elliptic equations $F(\mathcal{H}u) = 0$ depending only on the Hessian matrix

$$\mathcal{H}u := \left(\frac{\partial^2 u}{\partial x_i \partial x_j}\right)_{i,j=1}^n.$$ 

We say that the equation, or operator, is \textit{sublinear} if the function

$$F: S(n) \to \mathbb{R}$$

on the space of symmetric $n \times n$ matrices is sublinear. That is, for all $X, Y \in S(n)$ and all numbers $t \geq 0$, the following two conditions hold:

\begin{align*}
F(X + Y) &\leq F(X) + F(Y), & \text{(subadditive)} \quad (1.1.1) \\
F(tX) &= tF(X), & \text{(positive homogeneous).} \quad (1.1.2)
\end{align*}

One may easily check that

\begin{align*}
\text{sublinear} &\implies \text{convex}, \\
\text{convex + pos.hom.} &\implies \text{sublinear}.
\end{align*}

By Theorem 6.6 in [CC95], this implies in particular that

A viscosity solution to a sublinear and uniformly elliptic equation is $C^{2,\alpha}$. 

1
Though (1.1.1) and (1.1.2) are restrictive, the family of sublinear operators is still numerous: The Laplacian, $F(\mathcal{H}u) = \Delta u$, as well as any other homogeneous linear equation with constant coefficients, $F(\mathcal{H}u) = \text{tr} (A\mathcal{H}u)$, are obviously members. Nonlinear examples includes the well-known Pucci operator

$$D_{\lambda,A}u := P_{\lambda,A}(\mathcal{H}u) := \max \{ \text{tr} (A\mathcal{H}u) \mid \lambda I \leq A \leq \Lambda I \}, \quad 0 < \lambda \leq \Lambda,$$

(1.1.3)

and the dominative $p$-Laplacian

$$D_p u := F_p(\mathcal{H}u) := \begin{cases} (p - 2)\lambda_{\min}(\mathcal{H}u) + \Delta u, & 1 \leq p \leq 2, \\ (p - 2)\lambda_{\max}(\mathcal{H}u) + \Delta u, & 2 \leq p < \infty, \\ \lambda_{\max}(\mathcal{H}u), & p = \infty \end{cases}$$

(1.1.4)

which was introduced in [Bru18]. In fact, we shall see that there are as many sublinear operators as there are non-empty compact and convex subsets of $S(n)$. That is, every sublinear operator is associated with a unique convex body in $S(n)$ (Theorem 1.2.1). This is the expedient observation on which the theory is built.

In this survey, various properties of the sub- and supersolutions to sublinear elliptic equations $F(\mathcal{H}u) = 0$ will be derived. It is important to bear in mind that the subsolutions and the supersolutions are two qualitatively different classes of functions. For example, if $u$ is a supersolution, then $-u$ is a subsolution (Theorem 2.4.2) but the converse is not true in general. This is in contrast to linear operators – and even the $p$-Laplacian – where the sub- and supersolutions only differ by the sign.

We have chosen to divide the exposition into three main chapters. Chapter 2 contains the most general theory for sublinear elliptic operators, while some natural special cases are investigated in Chapter 3 and Chapter 4. We start off, in Section 2.1, by studying the convex bodies of the two nonlinear examples above; the Pucci operator and the dominative $p$-Laplacian. In Section 2.3, an optimal non-degeneracy condition is provided in order to achieve the comparison principle. In Section 2.4 we are concerned with properties of sums and differences of sub- and supersolutions. Any such property will be called a superposition principle. In particular, we show that a sum of supersolutions is again a supersolution. The result is an important generalization of part 2 of Proposition 5 in [Bru18] as it completes the picture of the superposition principle in the $p$-Laplace equation.

Chapter 3 is devoted to operators possessing a rotational invariance. This symmetry condition enables an identification of sublinear operators with convex bodies in $\mathbb{R}^n$, rather than in $S(n)$. For example, the Pucci operator $D_{\lambda,A}$
corresponds to the cube \( \{ (x_1, \ldots, x_n)^T \mid \lambda \leq x_i \leq \Lambda \} \) in \( \mathbb{R}^n \). Considering its definition (1.1.3), that is no surprise. It is less obvious, perhaps, that the dominative operator corresponds to a certain \((n - 1)\)-simplex. Some work is required in order to prove that the desired properties are preserved by this correspondence between convex bodies of \( S(n) \) and \( \mathbb{R}^n \).

With these preliminary results at hand, it is demonstrated that every rotationally invariant sublinear elliptic operator is bounded below by the dominative \( p \)-Laplacian (for some \( p \in [2, \infty] \) that can be explicitly calculated.) This shows that \( \mathcal{D}_p \) plays the special rôle as the minimal operator of its class. The nesting property (Proposition 5 (4) [Bru18]) yields an immediate but surprising corollary: Every supersolution to a rotationally invariant sublinear elliptic equation is superharmonic.

The stronger notion of uniform ellipticity is assumed in Chapter 4. It turns out that a function is a supersolution to a uniformly elliptic sublinear equation if and only if every member of a class of functions – obtained by a precomposition from a certain set of linear deformations of the domain – is superharmonic. This again leads to the mean value property in Section 1.2 and a result regarding convolutions in Section 4.3. The latter is in some ways the continuous generalization of the superposition principle. It states that a convolution of a supersolution with a non-negative Radon measure is still a supersolution. Of course, some convergence conditions have to be imposed but we have made an effort in order to find the best ones possible.

Section 4.4 is based on the results of [CC95]. We derive the strong comparison principle in uniformly elliptic equations. Although this property is not exclusive to sublinear equations, it is included for the sake of completeness. Another issue is that [CC95] defines sub- and supersolutions to be continuous. In contrast, we only require semi-continuity and our results are thus, in this sense, slightly generalized versions.

Finally, we list some notational conventions used in this survey. By \( \Omega \) we always mean a nonempty open subset of \( \mathbb{R}^n \) where \( n \geq 2 \). Vectors are column vectors, except gradients which are to be read as row vectors, e.g. \( \xi^T \xi \) is a number while \( \xi \xi^T \) is an \( n \times n \) matrix. We refer to Appendix A.3 for the definitions of viscosity solutions and the two kinds of ellipticity. Please be aware of that we mean degenerate elliptic when we talk about “elliptic” equations. The stronger uniform ellipticity will always be explicitly stated.

Also, the word “viscosity” will often be omitted since it is our sole notion of a (sub/super)-solution to an equation.
CHAPTER 1. INTRODUCTION

1.2 The convex body

By introducing the inner product
\[ \langle X, Y \rangle := \text{tr}(XY), \] (1.2.1)
we turn \( S(n) \) into an \( N := \frac{n(n+1)}{2} \)-dimensional Hilbert space. The induced norm is
\[ \|X\| = \sqrt{\langle X, X \rangle} = \sqrt{\text{tr} X^2} = \sqrt{\lambda_1^2 + \cdots + \lambda_n^2} \]
where \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( X \).

Let \( A \subseteq S(n) \) be a nonempty set of symmetric \( n \times n \) matrices. The support function of \( A \) is the function \( F_A : S(n) \to (-\infty, \infty] \) defined by
\[ F_A(X) := \sup_{Y \in A} \langle Y, X \rangle. \] (1.2.2)

Usually, we will only consider bounded subsets \( A \). That ensures that \( F_A \) does not take infinite values for some finite \( X \). Similarly, the nonemptiness makes \( F_A > -\infty \). Note that it is immediate from the definition that \( F_A \) is a sublinear function on \( S(n) \).

To gain some intuition on how support functions work, we observe first that the positive homogenicity uniquely determines \( F_A \) by its values on the unit sphere in \( S(n) \): \( F_A(X) = \|X\|F_A \left( \frac{X}{\|X\|} \right) \). Consider therefore a unit length matrix \( X \). Imagine the line \( \{tX \mid t \in \mathbb{R}\} \) and the hyperplanes in \( S(n) \) which intersect it perpendicularly. They are naturally parametrized by \( t \). Now, let a hyperplane come in from \( t = \infty \) and move it towards \( t = -\infty \) until it hits \( A \). The value of \( F_A \) at \( X \) is thus the corresponding \( t \) -- the signed distance from the origin to the hyperplane.

Our indulgence to these matters is justified by the following classical result: Every sublinear function is a support function. See [Sch14], Theorem 1.7.1 and the foregoing discussion.

Theorem 1.2.1. Let \( F : S(n) \to \mathbb{R} \) be sublinear. Then there exists a compact convex set \( \emptyset \neq K \subseteq S(n) \) such that
\[ F(X) = \sup_{Y \in K} \langle Y, X \rangle = \max_{Y \in K} \langle Y, X \rangle. \]
Moreover, the convex set is unique and is given by
\[ K = \{ Z \in S(n) \mid \langle Z, X \rangle \leq F(X) \ \forall X \in S(n) \}. \]

This theorem in [Sch14], as well as the other results we refer to from this reference, is stated in terms of subsets (and functions) in \( \mathbb{R}^n \). This is, however, insignificant since the inner product \( \langle \cdot, \cdot \rangle \) makes \( S(n) \cong \mathbb{R}^N \).
1.3. BASIC CONVEXITY

We shall call the set $K$ from Theorem 1.2.1 above for the the associated convex body to the operator $F$, and sometimes refer to it as $K_F$. In general, we say that a subset $K \subseteq S(n)$ is a convex body if it is nonempty, convex and compact. Observe that a sublinear function is linear if and only if $K$ is a singleton.

Since we are only interested in elliptic equations, we have to know what restrictions this inflicts on $K$:

**Proposition 1.2.2.** A sublinear operator $F : S(n) \to \mathbb{R}$ is

- degenerate elliptic if and only if each element in $K_F$ is positive semidefinite.
- uniformly elliptic if and only if each element in $K_F$ is positive definite.

See Appendix A.4 for the proof.

1.3 Basic convexity

The convex hull of a subset $A \subseteq S(n)$ is denoted $\text{conv } A$. It is the smallest convex set containing $A$. Equivalently, it is the set of convex combinations of points in $A$:

$$\text{conv } A := \left\{ \sum_{i=1}^{M} \alpha_i Y_i \bigg| M \in \mathbb{N}, \alpha_i \geq 0, \sum_{i=1}^{M} \alpha_i = 1, Y_i \in A \right\}. \quad (1.3.1)$$

As, perhaps, is intuitively clear, a support function does not distinguish a subset from its convex hull:

**Proposition 1.3.1.** Let $A \subseteq S(n)$ be nonempty. Then

$$F_A = F_{\text{conv } A}.$$

**Proof.** Define the set

$$A' := \{ Z \in S(n) \mid \langle Z, X \rangle \leq F_A(X) \quad \forall X \in S(n) \}.$$

Let $Z = \sum_{i=1}^{M} \alpha_i Z_i \in \text{conv } A$ and let $X \in S(n)$. Then

$$\langle Z, X \rangle = \sum_{i=1}^{M} \alpha_i \langle Z_i, X \rangle$$

$$\leq \sum_{i=1}^{M} \alpha_i \sup_{Y \in A} \langle Y, X \rangle$$

$$= \sum_{i=1}^{M} \alpha_i F_A(X) = F_A(X)$$
and $\text{conv } A \subseteq A'$. Thus

$$F_A(X) = \sup_{Y \in A} \langle Y, X \rangle \leq \sup_{Y \in \text{conv } A} \langle Y, X \rangle \leq \sup_{Y \in A'} \langle Y, X \rangle \leq F_A(X)$$

$$F_{\text{conv } A}(X).$$

In light of Proposition 1.3.1 one may wonder if, given a sublinear operator $F(X) = \max_{Y \in K} \langle Y, X \rangle$, there exists a smallest set $A \subseteq K$ such that we still have $\max_{Y \in A} \langle Y, X \rangle = F(X)$ for all $X \in S(n)$.

**Definition 1.1.** Let $K$ be a convex body. A matrix $E \in K$ is an extreme point of $K$ if $K \setminus \{E\}$ is convex. The set of extreme points of $K$ is denoted $\text{ext } K$.

If we define the set

$$K^\circ := \{tY + (1-t)Z \mid 0 < t < 1, Y, Z \in K, Y \neq Z\}, \quad (1.3.2)$$

we also have the alternative definition

$$\text{ext } K = K \setminus K^\circ.$$ 

See Section 1.4 in [Sch14].

Part 2 and 3 from the list below of elementary results in convex geometry, shows that the extreme points indeed is this smallest subset of $K$ that still determines the operator. Knowing the extreme points is important because they constitute a minimal set of data needed to evaluate $F$ at a given Hessian.

**Proposition 1.3.2.** Let $K$ be a convex body and let $A$ be compact. Then

1. $\text{conv } A$ is compact.
2. $\text{conv } \text{ext } K = K$ (Minkowski’s theorem)
3. If $\text{conv } A = K$, then $\text{ext } K \subseteq A$.
4. (Separating hyperplane) If $X \notin K$, then there exists a unique point $Y_0$ on the boundary of $K$ such that $\text{dist}(X, K) = \|X - Y_0\|$ and

$$\langle Y - Y_0, X - Y_0 \rangle \leq 0 \quad \forall Y \in K.$$
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Proof. Part 1 and part 2 is Theorem 1.1.11 and Corollary 1.4.5 in [Sch14], respectively. For part 3, let $\text{conv} \mathcal{A} = \mathcal{K}$ but assume that there is a matrix $E \in \text{ext} \mathcal{K}$ not in $\mathcal{A}$. Then $\mathcal{A} \subseteq \mathcal{K} \setminus \{E\}$ and we get the contradiction $\text{conv} \mathcal{A} \subseteq \mathcal{K} \setminus \{E\}$ since $\mathcal{K} \setminus \{E\}$ is convex.

Part 4 is standard theory: The point $Y_0$ is the metric projection of $\mathcal{K}$ at $X$. The inequality then states that the convex body lies entirely in the half-space defined by the hyperplane through $Y_0$ orthogonal to $X - Y_0$. 

We now present a way to make new sublinear operators from existing ones.

Let $A$ and $B$ be subsets of a vector space. The Minkowski sum of $A$ and $B$ is the set

$$A + B := \{a + b \mid a \in A, b \in B\}.$$ 

A set may also be scaled in an obvious way:

$$cA := \{ca \mid a \in A\}, \quad c \in \mathbb{R}.$$ 

Proposition 1.3.3. Let $F$ and $G$ be sublinear operators and let $\alpha$ and $\beta$ be non-negative constants. Then $H := \alpha F + \beta G$ is a sublinear operator with convex body

$$\mathcal{K}_H = \alpha \mathcal{K}_F + \beta \mathcal{K}_G.$$ 

Furthermore, the function $H(X) := F(-X)$ is sublinear with convex body

$$\mathcal{K}_H = - \mathcal{K}_F := -1 \cdot \mathcal{K}_F.$$ 

Proof. It is easily checked that the functions $\alpha F$ and $\beta G$ are sublinear with convex bodies $\alpha \mathcal{K}_F$, $\beta \mathcal{K}_G$ when $\alpha, \beta \geq 0$. The first claim then follows from Theorem 1.7.5 (a) in [Sch14]. Also, $- \mathcal{K}_F$ is a convex body and

$$H(X) = F(-X) = \max_{Y \in \mathcal{K}_F} \langle Y, -X \rangle = \max_{Y \in \mathcal{K}_F} \langle -Y, X \rangle = \max_{Y \in -\mathcal{K}_F} \langle Y, X \rangle.$$ 

The extreme points are invariant under scaling and shifts.

Proposition 1.3.4. Let $\mathcal{K}$ be a convex body and let $A \in S(n)$ and $\alpha \in \mathbb{R}$. Then

$$\text{ext} \left( \{A\} + \alpha \mathcal{K} \right) = \{A\} + \alpha \text{ext} \mathcal{K}.$$
Proof. The claim is obviously true for \( \alpha = 0 \) since \( 0 \cdot K = 0 \cdot \text{ext } K = \{0\} \) and \( \{A\} + \{0\} = \{A\} \). The set \( K' := \{A\} + \alpha K \) is a convex body by Proposition \[.3.3] \) and

\[
(K')^\circ = \{tY + (1 - t)Z \mid t \in (0, 1), Y \neq Z \in K'\}
= \{t(A + \alpha Y) + (1 - t)(A + \alpha Z) \mid t \in (0, 1), Y \neq Z \in K\}
= \{A + \alpha(tY + (1 - t)Z) \mid t \in (0, 1), Y \neq Z \in K\}
= \{A\} + \alpha K\circ.
\]

It follows that

\[
\text{ext } K' = K' \setminus (K')^\circ
= (\{A\} + \alpha K) \setminus (\{A\} + \alpha K\circ)
= \{A + \alpha Y \mid Y \in K\} \setminus \{A + \alpha Z \mid Z \in K\circ\}
= \{A + \alpha Y \mid Y \in K, A + \alpha Y \neq A + \alpha Z \forall Z \in K\circ\}
= \{A + \alpha Y \mid Y \in K, Y \notin K\circ\}
= \{A\} + \alpha (K \setminus K\circ) = \{A\} + \alpha \text{ext } K.
\]

\( \square \)
Chapter 2

Degenerate ellipticity

2.1 The bodies of Pucci and dominative p-Laplace

For constants $0 < \lambda \leq \Lambda$, define

$$K_{\lambda, \Lambda} := \{ Y \in S(n) \mid \lambda I \leq Y \leq \Lambda I \}.$$  

(2.1.1)

The Pucci operator is then $D_{\lambda, \Lambda} u := P_{\lambda, \Lambda}(Hu)$ where

$$P_{\lambda, \Lambda}(X) = \max_{Y \in K_{\lambda, \Lambda}} \langle Y, X \rangle.$$  

As $\lambda_{\min}(A + B) \geq \lambda_{\min}(A) + \lambda_{\min}(B)$ and $\lambda_{\max}(A + B) \leq \lambda_{\max}(A) + \lambda_{\max}(B)$, we get that $K_{\lambda, \Lambda}$ is a convex subset of $S(n)$. Since it obviously also is nonempty and compact, it follows that $K_{\lambda, \Lambda}$ is the associated convex body of $P_{\lambda, \Lambda}$. A short survey of the Pucci operator is found in Appendix A.4.

Now let $p \in [1, \infty]$ and let $K_p$ denote the associated convex body to the dominative p-Laplacian, $F_p(Hu) = D_p u$. If we define the compact, but non-convex, subset of $S(n)$,

$$E_p := \{ I + (p - 2)\xi \xi^T \mid \xi \in \mathbb{R}^n, \|\xi\| = 1 \}, \quad 1 \leq p < \infty,$$

$$E_{\infty} := \{ \xi \xi^T \mid \xi \in \mathbb{R}^n, \|\xi\| = 1 \},$$

we know that\(^1\)

$$F_p(X) = \max_{Y \in E_p} \langle Y, X \rangle$$

and thus $K_p = \text{conv } E_p$ by Proposition 1.3.2 part 1, Proposition 1.3.3 and the uniqueness of the convex body. We shall see later (Remark 3.1) that $E_p$ is, in fact, the extreme points of $K_p$.

\(^1\)See Remark 1 in [Bru18].
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We claim that

\[ K_{\infty} = \{ Y \in S(n) \mid 0 \leq Y \leq I, \text{ tr } Y = 1 \} . \]

Indeed, let \( Y \in \text{conv} \, \mathcal{E}_{\infty} \). That is, \( Y \) is a convex combination on the form

\[ Y = \sum_{i=1}^{M} \alpha_i \xi_i \xi_i^T \]

where \( |\xi_i| = 1 \). Then

\[ \text{tr } Y = \text{tr} \left( \sum_{i=1}^{M} \alpha_i \xi_i \xi_i^T \right) = \sum_{i=1}^{M} \alpha_i \text{tr} (\xi_i \xi_i^T) = \sum_{i=1}^{M} \alpha_i = 1, \]

and if \( |z| = 1 \), then

\[ z^T Y z = \sum_{i=1}^{M} \alpha_i (z^T \xi_i)^2 \left\{ \begin{array}{ll} \leq 1, & \text{if } 1 \leq p \leq 2, \\ \geq 0. & \text{if } 2 \leq p < \infty \end{array} \right. \]

For the other inclusion, assume that \( Y \in S(n) \) satisfies \( 0 \leq Y \leq I \) and \( \text{tr } Y = 1 \). The symmetric matrix \( Y \) can be written in terms of its eigenvalues and unit length eigenvectors as

\[ Y = \sum_{i=1}^{n} \lambda_i \xi_i \xi_i^T \]

This means that \( 0 \leq \lambda_i \leq 1 \), \( \sum_{i=1}^{n} \lambda_i = 1 \), and \( Y \) is surely a convex combination of points in \( \mathcal{E}_{\infty} \).

We now compute \( K_p \) for \( 1 \leq p < \infty \). Assume first that \( p \geq 2 \). Then

\[ F_p(X) = \text{tr } X + (p - 2) \lambda_{\text{max}}(X) = F_2(X) + (p - 2) F_{\infty}(X) \]

and

\[ K_p = K_2 + (p - 2) K_{\infty} \]

by Propostion 1.3.3. If \( 1 \leq p \leq 2 \), then

\[ F_p(X) = \text{tr } X + (p - 2) \lambda_{\text{min}}(X) = F_2(X) + (2 - p) F_{\infty}(-X) \]

and \( K_p = K_2 + (2 - p)(-K_{\infty}) = K_2 + (p - 2) K_{\infty} \) aslo in this case.

Since \( K_2 \) is just the singleton \( \{ I \} \) it follows that \( K_p \) is nothing but a scaling and a shift of \( K_{\infty} \):

\[ K_p = \{ I \} + (p - 2) K_{\infty}, \quad 1 \leq p < \infty. \quad (2.1.2) \]

Doing the addition, we find that the associated convex body to the domi- native \( p \)-Laplace operator is

\[ K_p = \begin{cases} \{ Y \mid (p - 1)I \leq Y \leq I, \text{ tr } Y = n + p - 2 \}, & \text{if } 1 \leq p \leq 2, \\ \{ Y \mid I \leq Y \leq (p - 1)I, \text{ tr } Y = n + p - 2 \}, & \text{if } 2 \leq p < \infty, \\ \{ Y \mid 0 \leq Y \leq I, \text{ tr } Y = 1 \}, & \text{if } p = \infty. \end{cases} \quad (2.1.3) \]
2.2 BODY CONES AND SOLUTION CONES

We know that \( \lim_{p \to \infty} \frac{1}{p} F_p = F_\infty \), and, indeed, we see that \( \lim_{p \to \infty} \frac{1}{p} K_p = K_\infty \) (in any reasonable sense).

It is also useful to define a sort of \( \infty \)-Pucci operator in the same manner: Allowing \( \lambda \) to go all the way down to zero in (2.1.1), we get
\[
\lim_{\Lambda \to \infty} \frac{1}{\Lambda} P_{\lambda,\Lambda} = P_{0,1} \tag{2.1.4}
\]
since \( c K_{\lambda,\Lambda} = K_{c\lambda,c\Lambda} \) for non-negative constants \( c \). It is defined by the convex body
\[
K_{0,1} = \{ Y \in S(n) \mid 0 \leq Y \leq I \}
\]
and the operator is only degenerate elliptic. Like in the dominative case, the Pucci body can now be decomposed into a scaling and a shift of its \( \infty \)-body: Using that \( K_{a,b} + K_{\lambda,\Lambda} = K_{a+\lambda,b+\Lambda} \) and \( K_{1,1} = \{ I \} \), yields
\[
K_{\lambda,\Lambda} = \lambda \{ I \} + (\Lambda - \lambda) K_{0,1}, \quad 0 \leq \lambda \leq \Lambda. \tag{2.1.5}
\]

Notice that \( K_p \) is the intersection between a Pucci body and a hyperplane in \( S(n) \). For example, when \( 2 \leq p < \infty \),
\[
K_p = K_{1,p-1} \cap \{ \text{tr}\, Y = n + p - 2 \} = \{ I \} + (p - 2) \left( K_{0,1} \cap \{ \text{tr}\, Y = 1 \} \right)
\]
and the operators may be written in a way that make them appear to be very similar:
\[
D_{1,p-1} u = \Delta u + (p - 2) \max_{Y \in K_{0,1}} \text{tr} \,(Y H u), \quad 2 \leq p < \infty.
\]

\[
D_p u = \Delta u + (p - 2) \max_{Y \in K_{0,1}, \text{tr}\, Y = 1} \text{tr} \,(Y H u), \quad 2 \leq p < \infty.
\]

2.2 Body cones and solution cones

Assume that \( F \) and \( G \) are two sublinear operators with associated convex bodies \( K_F \) and \( K_G \). It is obvious from the definition that \( K_F \subseteq K_G \) implies \( F(X) \leq G(X) \) and thus a supersolution of \( G(\mathcal{H} u) = 0 \) is also a supersolution of \( F(\mathcal{H} u) = 0 \). But as we shall see, inclusion of the convex bodies is not a necessary condition to ensure this nesting property of supersolutions: It is the “width” of the convex body as seen from the origin that matters.

**Definition 2.1.** A subset \( C \) of a vector space is a **convex cone** if \( X, Y \in C \) and \( \alpha, \beta \geq 0 \) implies
\[
\alpha X + \beta Y \in C.
\]
The **body cone** of a convex body $\mathcal{K}$ is the closed convex cone

$$C_\mathcal{K} := \{ tZ \mid Z \in \mathcal{K}, \ t \geq 0 \}.$$  

Given a convex cone $C$, we define the **dual cone** as

$$C^\circ := \{ X \in S(n) \mid \langle Y, X \rangle \leq 0 \ \forall Y \in C \}.$$  

Note that for a sublinear operator, $F(X) = \max_{Y \in \mathcal{K}} \langle Y, X \rangle$, we have

$$F(X) \leq 0 \quad \text{if and only if} \quad X \in C_\mathcal{K}^\circ. \quad (2.2.1)$$  

We shall therefore call $C_\mathcal{K}^\circ$ for the **solution cone** of the operator $F$. See Figure 2.1
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Figure 2.1: The body cone $C_\mathcal{K}$ and the solution cone $C_\mathcal{K}^\circ$ to the operator $F$ with associated convex body $\mathcal{K}$. On the boundary of $C_\mathcal{K}^\circ$ we have $F = 0$.

**Lemma 2.2.1.** Let $C_1, C_2$ be closed convex cones. Then

$$C_1 \subseteq C_2 \quad \iff \quad C_2^\circ \subseteq C_1^\circ.$$  

**Proof.** Assume that $C_1 \subseteq C_2$ and that $X \in C_2^\circ$. Then $\langle Y, X \rangle \leq 0$ for all $Y \in C_2$. Thus $\langle Y, X \rangle \leq 0$ for all $Y \in C_1$ and $X \in C_1^\circ$.

The leftward implication then follows from the fact that $C^{\circ\circ} = C$ for closed convex cones $C$. See section 1.6 in [Sch14].

**Theorem 2.2.2** (Nesting property of sub- and supersolutions). Consider two sublinear and degenerate elliptic equations $F(\mathcal{H}w) = 0$ and $G(\mathcal{H}w) = 0$.
in $\Omega \subseteq \mathbb{R}^n$ and let $K_F, K_G$ be the associated convex bodies. Then

$$C_K F \subseteq C_K G \iff G(\mathcal{H}u) \leq 0 \text{ implies } F(\mathcal{H}u) \leq 0$$

in the viscosity sense in $\Omega$.

$$\iff F(\mathcal{H}v) \geq 0 \text{ implies } G(\mathcal{H}v) \geq 0$$

in the viscosity sense in $\Omega$.

**Proof.** We only prove the equivalence of the first and second claim. The proof of the equivalence of the first and third claim is analogous.

Assume that $C_K F \subseteq C_K G$ and that $u$ is a supersolution to $G(\mathcal{H}w) = 0$ in $\Omega$. Let $\phi$ be a test function to $u$ from below at some point $x_0 \in \Omega$ and write $X := \nabla \phi(x_0)$. Then $G(X) \leq 0$. That is, $X \in C_K^0 G \subseteq C_K^0 F$ by (2.2.1) and Lemma 2.2.1. Thus $F(X) \leq 0$ and $u$ is a viscosity supersolution to $F(\mathcal{H}w) = 0$ in $\Omega$.

Now assume that $C_K F$ is not contained in $C_K G$. We have to find a supersolution to $G(\mathcal{H}w) = 0$ that is not a supersolution to $F(\mathcal{H}w) = 0$. By Lemma 2.2.1, $C_K^0 G$ is not contained in $C_K^0 F$ and we may therefore find a matrix $X_0$ such that

$$C_K^0 G \ni X_0 \notin C_K^0 F.$$ 

Let $\phi$ be the quadratic $\phi(x) := \frac{1}{2}x^T X_0 x$ in $\Omega$. Then $\nabla \phi = X_0$ and it follows from (2.2.1) that

$$G(X_0) \leq 0 < F(X_0).$$

The associated convex body to the Laplace operator is the singleton $\{I\}$. The next result is therefore an immediate corollary.

**Corollary 2.2.3.** Every supersolution to a sublinear and degenerate elliptic equation is superharmonic if and only if the associated convex body contains a positively scaled identity matrix.

**Example 2.1** (Nesting property in the dominative $p$-Laplace equation). If $2 \leq p \leq q < \infty$, one may confirm from (2.1.3) that

$$\frac{1}{n} K_2 \subseteq \frac{1}{n + p - 2} K_p \subseteq \frac{1}{n + q - 2} K_q \subseteq K_\infty.$$ 

Thus

$$C_{K_2} \subseteq C_{K_p} \subseteq C_{K_q} \subseteq C_{K_\infty}$$

and Proposition 5 (4) in [Bru18] follows from Theorem 2.2.2.
2.3 Comparison principles

In order to have any hope to prove a comparison principle – which, for example, is needed to show uniqueness in the Dirichlet problem – some kind of non-degeneracy condition of the operator is necessary. (One may think of the sublinear and degenerate elliptic operator $F \equiv 0$ in which every continuous function is a solution to the equation $F(Hu) = 0$.) Uniform ellipticity will do, but it turns out that a much less restrictive requirement on $F$ is sufficient:

$$\exists X \in S(n) \text{ such that } F(X) < 0. \quad (2.3.1)$$

Since $F(0) = 0$, it is clear from ellipticity that such an $X = \sum_{i=1}^{n} \lambda_i \xi_i \xi_i^T$ is not positive semidefinite. That is, $\lambda_1 < 0$. As $\lambda_1 I \leq X$, positive homogeneity and ellipticity gives $-\lambda_1 F(-I) = F(\lambda_1 I) \leq F(X) < 0$. Thus (2.3.1) is equivalent to

$$F(-I) < 0. \quad (2.3.2)$$

Furthermore, if we consider a negative definite matrix $X = \sum_{i=1}^{n} \lambda_i \xi_i \xi_i^T$, $\lambda_n < 0$. Then $X \leq \lambda_n I$ and $F(X) \leq F(\lambda_n I) = -\lambda_n F(-I) < 0$ and (2.3.1) is actually equivalent to

$$X < 0 \implies F(X) < 0. \quad (2.3.3)$$

In terms of the associated convex body of $F$, we shall prove that $F \geq 0$ if and only if the body contains the zero-matrix. That is,

$$\tag{2.3.1} \iff 0 \notin \mathcal{K}. \quad (2.3.4)$$

Proof. If $0 \in \mathcal{K}$ then

$$F(X) = \max_{Y \in \mathcal{K}} \langle Y, X \rangle \geq \langle 0, X \rangle = 0$$

for every $X \in S(n)$.

Assume $0 \notin \mathcal{K}$. Since $\mathcal{K}$ is closed, the distance from 0 to $\mathcal{K}$ is positive. Moreover, by part 4 of Proposition 1.3.2, there is a matrix $Y_0 \in \mathcal{K}$ so that

$$0 < \text{dist}(0, \mathcal{K}) = \|0 - Y_0\|$$

and

$$\langle Y - Y_0, 0 - Y_0 \rangle \leq 0$$

for all $Y \in \mathcal{K}$. Writing the left-hand side as $\|Y_0\|^2 - \langle Y, Y_0 \rangle$, it follows that

$$F(-Y_0) = \max_{Y \in \mathcal{K}} \left(-\langle Y, Y_0 \rangle\right) = -\|Y_0\|^2 < 0.$$
From (2.3.4), we see that the $\infty$-Pucci operator (2.1.4) is the only operator we have encountered so far that does not satisfy the non-degeneracy condition.

The condition (2.3.1) is also optimal in the sense that if it does not hold, then no comparison principle is possible: If (2.3.1) is not true, then every $C^2$ function will be a subsolution. One may therefore compare the subsolution $v(x) = 1 - |x|^2$ to the supersolution $u = 1/2$ in the unit ball to reach a counter example.

In the proof of the comparison principle, we regularize the subsolutions and the supersolutions by sup- and inf-convolutions, respectively. See Definition A.2. Unfortunately, this will not produce $C^2$-functions, but functions that are merely semiconvex and semiconcave. We then employ the classical result of Alexandrov, stating that such functions are twice differentiable almost everywhere.

**Definition 2.2.** A function is said to be **semiconcave** (with concavity constant $\mu \geq 0$) if it at each point in its domain it can be touched above by a paraboloid $\phi$ with $H\phi = \mu I$. A function is semiconvex if its negative is semiconcave.

**Definition 2.3.** A function $u$ in $\Omega$ is **twice differentiable at** $x_0 \in \Omega$ if there exists a $q \in \mathbb{R}^n$ and a $X \in S(n)$ such that

$$u(x) = u(x_0) + q^T(x - x_0) + \frac{1}{2}(x - x_0)^T X (x - x_0) + o(|x - x_0|^2) \quad (2.3.5)$$

as $x \to x_0$. We shall call $q$ and $X$ for the Alexandrov derivatives of $u$ at $x_0$ and even write $q^T = \nabla u(x_0)$, $X = H u(x_0)$.

**Theorem 2.3.1** (Alexandrov). A semiconcave function is twice differentiable at almost every point in open domains.

A very important fact about the Alexandrov derivatives, is that they behave correctly as arguments in an elliptic operator (see Proposition 2.6 in [Koi04]):

**Lemma 2.3.2.** Suppose that $u$ is a supersolution to an elliptic equation $F(x,w,\nabla w, H w) = 0$. If $u$ is twice differentiable at a point $x_0$, that is, there is a $q \in \mathbb{R}^n$ and an $X \in S(n)$ satisfying (2.3.5), then

$$F(x_0, u(x_0), q, X) \leq 0.$$

The analogous result also holds for subsolutions.
We shall make use of Jensen’s Lemma which again relies on the convex envelope and the contact set as defined below.

**Definition 2.4.** Let $D \subseteq \mathbb{R}^n$ be bounded and let $w : D \to \mathbb{R}$. The convex envelope of $w$ is the largest convex function $\Gamma$ defined in the convex hull of $D$ that is smaller or equal to $w$ in $D$:

$$\Gamma(x) := \sup\{c + q^T x \mid c \in \mathbb{R}, q \in \mathbb{R}^n, c + q^T y \leq w(y) \; \forall y \in D\}.$$  

**Definition 2.5.** The contact set $A = A(w)$ is the set of points where a function $w$ agrees with its convex envelope $\Gamma$:

$$A(w) := \{x \in \text{dom}(w) \mid \Gamma(x) = w(x)\}.$$  

**Lemma 2.3.3 (Jensen).** Let $D \subseteq \mathbb{R}^n$ be open and bounded and let $w : \overline{D} \to \mathbb{R}$ be semiconcave. If the minimum of $w$ is not on the boundary, i.e. 

$$\min_{\overline{D}} w < \min_{\partial D} w,$$

then the contact set $A(w)$ has positive measure.

See Appendix in [Koi04].

**Theorem 2.3.4 (Comparison Principle I).** Let $F : S(n) \to \mathbb{R}$ be degenerate elliptic and sublinear and assume that (2.3.1) holds. Assume that $u$ and $v$ are viscosity super- and subsolutions to the PDE

$$F(\mathcal{H}w) = 0 \quad \text{in } \Omega,$$  

respectively. Let $D \subset\subset \Omega$. Then

$$v|_{\partial D} \leq u|_{\partial D} \quad \Rightarrow \quad v \leq u \quad \text{in } D.$$  

**Proof.** Let $v$ be a subsolution and let $u$ be a supersolution. Fix $D \subset\subset \Omega$ and assume $(u - v)|_{\partial D} \geq 0$. For the sake of contradiction, we shall assume that $u - v$ is negative at some point in $D$. Since the function $u - v$ is l.s.c. and non-negative on the boundary, it obtains its minimum in $D$:

$$m := \min_{\partial D} (u - v) = u(\hat{x}) - v(\hat{x}) < 0, \quad \hat{x} \in D.$$  

The function $w := u - v - m$ in $\overline{D}$ then satisfies

$$w \geq 0, \quad w(\hat{x}) = 0, \quad w|_{\partial D} \geq -m > 0.$$
2.3. COMPARISON PRINCIPLES

Let
\[ m_u := \min \limits_{\mathcal{P}} u, \quad M_v := \max \limits_{\mathcal{P}} v. \]

Observe that
\[ M_v - m_u \geq -m > 0. \]

The cut-off functions
\[ \hat{u}(x) := \min \{ u(x), M_v \}, \quad \hat{v}(x) := \max \{ v(x), m_u \} \]

are again super- and subsolutions, respectively (Lemma A.2.4), but now they are bounded in \( \mathcal{P} \):
\[ m_u \leq \hat{u}, \hat{v} \leq M_v. \]

Since \( u \) is less than \( v \) at \( \hat{x} \), we must have \( u(\hat{x}) < M_v \) and \( v(\hat{x}) > m_u \). Thus
\[ \hat{u}(\hat{x}) - \hat{v}(\hat{x}) = u(\hat{x}) - v(\hat{x}) = m. \]

Going through all the cases, we find that
\[ \hat{u} - \hat{v} = \min \{ u, M_v \} - \max \{ v, m_u \} = \begin{cases} u - v \geq m \\ u - m_u \geq 0 \\ M_v - v \geq 0 \\ M_v - m_u \geq 0 \end{cases} \]

and is non-negative on the boundary. Like \( w \), the function \( \hat{w} := \hat{u} - \hat{v} - m \) then satisfies
\[ \hat{w} \geq 0, \quad \hat{w}(\hat{x}) = 0, \quad \hat{w}|_{\partial \mathcal{P}} \geq -m > 0. \]

For \( \epsilon > 0 \), the inf-convolution
\[ \hat{u}_\epsilon(x) := \inf \limits_{y \in \mathcal{P}} \left\{ \hat{u}(y) + \frac{|x - y|^2}{2\epsilon} \right\} \]

and the sup-convolution
\[ \hat{v}_\epsilon(x) := \sup \limits_{y \in \mathcal{P}} \left\{ \hat{v}(y) - \frac{|x - y|^2}{2\epsilon} \right\} \]

are super- and subsolutions in the slightly smaller domain
\[ D_\epsilon := \left\{ x \in D \mid \text{dist}(x, \partial \mathcal{P}) > \sqrt{2\epsilon(M_v - m_u)} \right\}. \]
They satisfy
\[ \hat{u}_\varepsilon \nearrow \hat{u} \quad \text{and} \quad \hat{v}^\varepsilon \searrow \hat{v} \]
pointwise as \( \varepsilon \to 0 \). Moreover, they are semiconcave and semiconvex, respectively, and thus twice differentiable almost everywhere in \( D \). This is Proposition 2.3.1 and Theorem 2.3.1.

By compactness of the boundary and semicontinuity, we can fix \( \varepsilon > 0 \) so small so that
\[ (\hat{u}_\varepsilon - \hat{v}^\varepsilon)|_{\partial D_\varepsilon} \geq \frac{m}{2}. \]

Define \( \hat{w}_\varepsilon := \hat{u}_\varepsilon - \hat{v}^\varepsilon - m \varepsilon \) in \( D_\varepsilon \). Then
\[ \hat{w}_\varepsilon(\hat{x}) \leq \hat{w}(\hat{x}) = 0 \quad \text{and} \quad \hat{w}_\varepsilon|_{\partial D_\varepsilon} \geq -\frac{m}{2} > 0. \]

Let \( \psi \) be the paraboloid
\[ \psi(x) := \frac{\alpha}{2} |x - \hat{x}|^2 \]
where
\[ \alpha := -\frac{m}{2d^2} > 0, \quad d := \text{diam}(D). \]
We see that \( \psi|_{\partial D_\varepsilon} \leq -\frac{m}{4} \). Finally, define the function \( f : D_\varepsilon \to \mathbb{R} \) as
\[ f(x) := \hat{w}_\varepsilon(x) - \psi(x). \]
Again, \( f \) is semiconcave and
\[ f(\hat{x}) \leq 0 \quad \text{and} \quad f|_{\partial D_\varepsilon} \geq -\frac{m}{2} + \frac{m}{4} = -\frac{m}{4} > 0. \]

By Jensen’s lemma (Lemma 2.3.3) the contact set \( \mathcal{A}(f) \) has positive measure. It must therefore be a point \( x_1 \in \mathcal{A} \) where the Alexandrov Hessian matrices
\[ X := \mathcal{H}\hat{u}_\varepsilon(x_1), \quad Y := \mathcal{H}\hat{v}^\varepsilon(x_1) \]
both exist. Also, \( f \) is touched below by a plane at \( x_1 \). This means that
\[
0 \leq \mathcal{H}f(x_1)
= \mathcal{H}\hat{w}_\varepsilon(x_1) - \mathcal{H}\psi
= X - Y - \alpha I
\]
\( \hat{w}_\varepsilon \) is not the inf-convolution of \( \hat{w} \).
and the contradiction follows:

\[
\begin{align*}
0 & \leq F(Y) & \text{since } \hat{v}^e \text{ is a subsolution,} \\
\leq F(X - \alpha I) & \quad \text{by (2.3.6) and ellipticity,} \\
\leq F(X) + \alpha F(-I) & \quad \text{by sublinearity,} \\
\leq \alpha F(-I) & \quad \text{since } \hat{u}_e \text{ is a supersolution,} \\
< 0 & \quad \text{by (2.3.2).}
\end{align*}
\]

\(\square\)

**Theorem 2.3.5** (Comparison Principle II). Let \(F: S(n) \to \mathbb{R}\) be degenerate elliptic and sublinear and assume that the non-degeneracy condition (2.3.1) holds. Consider the equation

\[F(H u) = 0 \quad \text{in } \Omega.\]  

(2.3.7)

Let \(u: \Omega \to (-\infty, \infty]\) be l.s.c and finite on a dense subset. If

\[D \subset \subset \Omega, \quad h \in C(\overline{D}) \text{ is a solution to (2.3.7)} \quad \text{and } h|_{\partial D} \leq u|_{\partial D} \]  

(2.3.8)

implies \(h \leq u\) in \(D\). Then \(u\) is a supersolution to (2.3.7) in \(\Omega\).

**Proof.** We shall assume that \(u\) is not a supersolution. The Theorem is proved if we can find a \(D\) and a \(h\) as in (2.3.8) so that \(h > u\) at some point in \(D\).

As \(u\) is not a supersolution, there is a test functions \(\phi\) touching \(u\) from below at some \(x_0 \in \Omega\),

\[\phi(x_0) = u(x_0), \quad \phi(x) \leq u(x) \quad \text{in, say, } B_r := B(x_0, r) \subset \subset \Omega,\]

with

\[F(H \phi(x_0)) > 0.\]

We may assume that \(\phi\) is a quadratic (Lemma A.2.2). That is, \(H \phi\) is constant.

Define the quadratic \(h_\alpha\) with parameter \(\alpha \geq 0\) as

\[h_\alpha(x) := \phi(x) - \frac{\alpha}{2} |x - x_0|^2.\]

The proof shows that the Theorem can be sharpened. We only need to consider balls \(D\) and quadratics \(h\)
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Now, \( \mathcal{H} h_\alpha = \mathcal{H} \phi - \alpha I \) and \( F(\mathcal{H} h_\alpha) > 0 \) if \( \alpha = 0 \). On the other hand,

\[
F(\mathcal{H} h_\alpha) \leq F(\mathcal{H} \phi) + \alpha F(-I) < 0
\]

for large \( \alpha \) by sublinearity and (2.3.2). Therefore, by continuity, there must be an \( \alpha > 0 \) so that \( F(\mathcal{H} h_\alpha) = 0 \). It follows that

\[
h_\alpha(x_0) = \phi(x_0) = u(x_0), \quad h_\alpha(x) < \phi(x) \leq u(x) \quad \text{at } \partial B
\]

and it is possible to shift \( h_\alpha \) upwards by a small amount so that \( h_\alpha(x_0) > u(x_0) \) even though (2.3.8) still holds.

\[\square\]

2.4 Superposition principles

By subadditivity, the result below is obviously true for \( C^2 \)-functions. But the proof in the viscosity setting seems to require the same machinery as was used in the proof of the comparison principle. There is, however, a shortcut when the equation is uniformly elliptic. See Corollary 4.1.2.

**Theorem 2.4.1.** Let

\[
F(\mathcal{H} w) = 0
\]

be a degenerate elliptic and sublinear equation. If \( u \) and \( v \) are supersolutions in \( \Omega \), then the sum

\[
\sum u + v
\]

is also a supersolution to (2.4.1) in \( \Omega \).

That sub- and supersolutions also are preserved by a non-negative scaling of the function, can easily be verified by using the positive homogeneity of the operator.

One may observe that the theorem is analogous to Theorem 5.8 in [CC95]. However, [CC95] only deals with uniformly elliptic equations and continuous sub- and supersolutions.

**Proof.** Assume first that \( u \) and \( v \) are locally bounded.

It is clear that it suffices to show that every point in \( \Omega \) has a neighborhood where \( u + v \) is a supersolution. To this end, let \( x_0 \in \Omega \). By Proposition A.3.1 part 4, we may choose domains \( D, D' \) and an \( \epsilon' > 0 \) so that \( x_0 \in D \subseteq D' \subseteq \Omega \) and so that (the restricted) infimal convolutions \( u_\epsilon, v_\epsilon \) are supersolutions in \( D \) for every \( 0 < \epsilon < \epsilon' \). Fix \( \epsilon < \epsilon' \). We show that the sum \( u_\epsilon + v_\epsilon \) is a supersolution in \( D \).
Let $\phi$ be a test function touching $u_\epsilon + v_\epsilon$ from below at some point $x_1 \in D$. We may assume that $\phi$ is a quadratic and that the touching is strict (Lemma A.2.2). Choose $R > 0$ so small so that $B_R := B_R(x_1) \subset \subset D$ and so that

$$\phi < u_\epsilon + v_\epsilon \quad \text{in } \overline{B_R \setminus \{x_1\}}.$$ 

By part 1 of Proposition A.3.1, the function

$$w := u_\epsilon + v_\epsilon - \phi$$

is semiconcave in $B_R$. Since it has a strict minimum at $x_1$, it follows from Lemma 2.3.3 that the contact set

$$A(w) = \{x \in B_R \mid \Gamma(x) = w(x)\}$$

with its convex envelope $\Gamma$ has positive measure.

Also, since $u_\epsilon$ and $v_\epsilon$ are semiconcave, they are twice differentiable a.e. in $B_R$ (Theorem 2.3.1). In particular, there must be a point $x_2 \in A(w) \subseteq B_R$ where both the Alexandrov Hessians $X := \mathcal{H}u_\epsilon(x_2)$ and $Y := \mathcal{H}v_\epsilon(x_2)$ exist. Therefore,

$$F(X) \leq 0 \quad \text{and} \quad F(Y) \leq 0$$

by Lemma 2.3.2. Furthermore, in $A(w)$, $w$ is touched below by hyperplanes. This means that $X + Y - \mathcal{H}\phi := \mathcal{H}w(x_2) \geq 0$ and it follows that

$$\mathcal{H}\phi \leq X + Y.$$

Thus

$$F(\mathcal{H}\phi) \leq F(X + Y) \leq F(X) + F(Y) \leq 0$$

by degenerate ellipticity and sublinearity, and $u_\epsilon + v_\epsilon$ is a supersolution in $D$.

We are now able to construct the increasing sequence of supersolutions $(u_{\epsilon/k} + v_{\epsilon/k})$ in $D$. It converges pointwise to $u + v$ (Proposition A.3.1 part 2) and it follows that $u + v$ is a supersolution in $D$ by Lemma A.2.3.

The initial assumption on local boundedness can be removed in the same manner by applying Lemma A.2.3 to the increasing sequence

$$(w_k) \quad \text{where} \quad w_k := \min\{u(x), k\} + \min\{v(x), k\}.$$ 

The sequence converges pointwise to $u + v$ and we have shown that each $w_k$ is a supersolution in $\Omega$ since it is locally bounded by semi-continuity, and since each of the two terms in $w_k$ are supersolutions by Lemma A.2.4.

\[ \square \]
An equation $F(Hw) = 0$ is uniformly elliptic with ellipticity constants $0 < \lambda \leq \Lambda$ if and only if
\[
F(X + Y) \leq F(X) + P_{\lambda, \Lambda}(Y)
\] (2.4.2)
for all $X,Y \in S(n)$. See Proposition A.4.3 in Appendix A.4. Here, $P_{\lambda, \Lambda}$ denotes the Pucci operator. If $F(X) \leq 0$ and $F(Y) \geq 0$, then (2.4.2) implies
\[
P_{\lambda, \Lambda}(Y - X) \geq F(Y) - F(X) \geq 0.
\] (2.4.3)

Our second superposition principle extends the inequality (2.4.3) to the viscosity sense. One may also replace the Pucci operator with an arbitrary sublinear and degenerate elliptic operator $G$. It is a generalization of Theorem 5.3 in [CC95].

**Theorem 2.4.2.** Let $G : S(n) \to \mathbb{R}$ be sublinear and degenerate elliptic, and assume that an operator $Du = F(Hu)$ satisfies the ellipticity condition
\[
F(X + Y) \leq F(X) + G(Y)
\] (2.4.4)
for all $X,Y \in S(n)$. Then $F$ is degenerate elliptic. Moreover, if $u$ is a supersolution and $v$ is a subsolution to $F(Hw) = 0$ in $\Omega$, then $v - u$ is a subsolution to $G(Hw) = 0$ in $\Omega$.

**Remark 2.1.** Note the special case obtained by setting $F$ equal to $G$.

**Remark 2.2.** If $G$ is uniformly elliptic, then $G \leq P_{\lambda, \Lambda}$ for some $0 < \lambda \leq \Lambda$ and $F$ is uniformly elliptic by (2.4.2) as well.

**Proof.** Observe first that if $X \leq Y$ then
\[
F(X) = F(Y + X - Y) \leq F(Y) + G(X - Y) \leq F(Y)
\]
by (2.4.4) and since $X - Y \leq 0$ and $G(X - Y) \leq G(0) = 0$. Thus $F$ is degenerate elliptic.

The rest of the proof is almost identical to the proof of Theorem 2.4.1 and may be omitted. The differences lies in that we use the inequality
\[
G(Y - X) \geq F(Y) - F(X) \geq 0
\]
instead of the sublinearity, and that we also employ the corresponding results for subsolutions in the various lemmas.

\[\square\]
Chapter 3

Rotational invariance

In this chapter, we shall be concerned with operators that are invariant under isometric mappings of the domain:

Definition 3.1. An operator $D u = F(u, \nabla u, \mathcal{H} u)$ is rotationally invariant if

$$D[u \circ T] = (D u) \circ T$$

for every isometry $T: \mathbb{R}^n \to \mathbb{R}^n$.

By the equivalent definition below, one may verify that the $p$-Laplacian, as well as the dominative $p$-Laplacian, and the Pucci operator are all rotationally invariant.

Proposition 3.0.1. An operator $D u = F(u, \nabla u, \mathcal{H} u)$ is rotationally invariant if and only if the function

$$F: \mathbb{R} \times \mathbb{R}^n \times S(n) \to \mathbb{R}$$

satisfies

$$F(s, q, X) = F(s, Qq, QXQ^T)$$

(3.0.1)

for all $(s, q, X) \in \mathbb{R} \times \mathbb{R}^n \times S(n)$ and all $Q \in O(n)$.

Here, $O(n)$ denotes the set of $n \times n$ orthogonal matrices.

Proof. Let $F$ be rotationally invariant and let $(s, q, X) \in \mathbb{R} \times \mathbb{R}^n \times S(n)$ and $Q \in O(n)$. Define $u(x) := s + q^T x + \frac{1}{2} x^T X x$. Then, at $x = 0$, $u = s$, $\nabla u^T = q$ and $\mathcal{H} u = X$. If we set $v(x) := u(Q^T x)$, then $v = u \circ T$ for the isometry $T(x) = Q^T x$ and, at $x = 0$, $T(0) = 0$ and $v = s$, $\nabla v^T = Q q$ and $\mathcal{H} v = Q X Q^T$. 
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It follows that
\[ F(s, q, X) = (Du)(T(0)) \]
\[ = Du(u \circ T)(0), \quad \text{by assumption}, \]
\[ = Dv(0) \]
\[ = F(s, Qq, Q^T XQ). \]

Now assume that (3.0.1) holds and let \( T: \mathbb{R}^n \to \mathbb{R}^n \) be an isometry. It is in the form \( T(x) = Q^T(x - x_0) \) for some \( Q \in O(n) \) and some \( x_0 \in \mathbb{R}^n \).

Let \( u \) be \( C^2 \) and define \( v := u \circ T \). Then \( v(x) = u(T(x)) \), \( \nabla v(x) = \nabla u(T(x))Q^T \) and \( \mathcal{H}v(x) = Q\mathcal{H}u(T(x))Q^T \). Thus
\[ D[u \circ T](x) = Dv(x) \]
\[ = F(v(x), \nabla v^T(x), \mathcal{H}v(x)) \]
\[ = F(u(T(x)), Q\nabla u(T(x)), Q\mathcal{H}u(T(x))Q^T) \]
\[ = F(u(T(x)), \nabla u(T(x)), \mathcal{H}u(T(x))), \quad \text{by assumption}, \]
\[ = (Du)(T(x)). \]

We now return to sublinear operators. First, we show that a symmetry in \( F \) is reflected in a corresponding symmetry in the associated convex body:

If \( T \) is a linear function from \( S(n) \) to \( S(n) \), its \textit{adjoint} \( T^* \) is defined by the formula \( \langle TY, X \rangle = \langle Y, T^*X \rangle \). Of course, \( T \) can be identified with an \( N \times N \) matrix (\( N := \frac{n(n+1)}{2} \)) and \( T^* \) is then the transposed.

Denote the image set of \( T \) on \( K \) by \( T(K) := \{ TY \mid Y \in K \} \).

**Lemma 3.0.2.** Let \( F(X) = \max_{Y \in K} \langle Y, X \rangle \) be a sublinear operator and let \( T \) be a linear and invertible function from \( S(n) \) to \( S(n) \). Then
\[ F \circ T^* = F \quad \iff \quad T(K) = K. \]

**Proof.**
\[ F(T^*X) = \max_{Y \in K} \langle Y, T^*X \rangle \]
\[ = \max_{Y \in K} \langle TY, X \rangle \]
\[ = \max_{T^{-1}Z \in K} \langle Z, X \rangle \]
\[ = \max_{Z \in T(K)} \langle Z, X \rangle \]

which equals the function \( F(X) \) if and only if \( T(K) = K \). This follows from the fact that \( T(K) \) is convex and the uniqueness of the convex body.
Proposition 3.0.3. A sublinear operator is rotationally invariant if and only if the associated convex body $\mathcal{K}$ satisfies

$$\mathcal{K} = \{ Q^TYQ \mid Y \in \mathcal{K} \} \quad \text{for all } Q \in O(n). \tag{3.0.2}$$

Proof. For $Q \in O(n)$ define $T_Q : S(n) \to S(n)$ by

$$T_QY := Q^TYQ.$$ 

Then $T_Q$ is a linear isometry with adjoint (and inverse) $T_Q^*X = QXQ^T$. From Proposition 3.0.1, $F$ is rotationally invariant if and only if $F \circ T_Q^* = F \forall Q \in O(n)$ which again is equivalent to (3.0.2) by Lemma 3.0.2.

### 3.1 Symmetric bodies

Let $\overline{\lambda} : S(n) \to \mathbb{R}^n$ and $\Lambda : S(n) \to S(n)$ be the functions

$$\overline{\lambda}(Y) := (\lambda_1(Y), \ldots, \lambda_n(Y))^T, \quad \Lambda(Y) := \text{diag} \overline{\lambda}(Y),$$

where $\lambda_1(Y) \leq \cdots \leq \lambda_n(Y)$ are the eigenvalues of $Y$ labeled in increasing order. Notice that $\Lambda(Y)$ is a diagonalization of $Y$. That is,

$$\Lambda(Y) = Q^TYQ$$

for some $Q \in O(n)$.

Since

$$F(X) = F(\Lambda(X)),$$

a rotationally invariant operator only depends on the eigenvalues of the argument. $F$ is essentially a function in $\mathbb{R}^n$, and it is reasonable to expect that the dimension of the associated convex body also can be reduced from $\frac{(n+1)n}{2}$ to $n$ without any loss of information. We shall see that the mapping

$$\Phi(\mathcal{E}) := \{ P\overline{\lambda}(Y) \mid P \in \mathcal{P}(n), Y \in \mathcal{E} \}, \tag{3.1.1}$$

from subsets of $S(n)$ to subsets of $\mathbb{R}^n$ provides this identification. Here $\mathcal{P}(n) \subseteq O(n)$ is the set of permutation matrices.

**Definition 3.2.** A subset $\mathcal{E} \subseteq S(n)$ is symmetric if

$$\mathcal{E} = \{ Q^TYQ \mid Y \in \mathcal{E} \} \quad \forall Q \in O(n).$$

A subset $\varepsilon \subseteq \mathbb{R}^n$ is symmetric if

$$\varepsilon = \{ Py \mid y \in \varepsilon \} \quad \forall P \in \mathcal{P}(n).$$

We let $\mathcal{E}(n)$ and $\varepsilon(n)$ denote the set of symmetric subsets of $S(n)$ and $\mathbb{R}^n$, respectively.
We introduce another diagonal operator as well. The function \( \text{diag} : S(n) \rightarrow \mathbb{R}^n \) gives the vector consisting of the diagonal elements of \( Y \):

\[
\text{diag} Y := \sum_{i=1}^{n} Y_{ii} \cdot e_i, \quad Y_{ii} := e_i^T Y e_i.
\]

If \( x \in \mathbb{R}^n \) and \( Y \in S(n) \), notice that \( \text{diag} \text{diag} x = x \), and that

\[
\text{tr}(Y \text{diag} x) = \text{tr} \left( Y \sum_{i=1}^{n} x_i e_i e_i^T \right) = \sum_{i=1}^{n} x_i \text{tr} (Ye_i e_i^T) = \sum_{i=1}^{n} x_i e_i^T Y e_i.
\]

That is,

\[
\langle Y, \text{diag} x \rangle_{S(n)} = \langle \text{diag} Y, x \rangle_{\mathbb{R}^n}.
\]

If \( F : S(n) \rightarrow \mathbb{R} \) is sublinear, we can define a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) as

\[
f(x) := F(\text{diag} x).
\]

It is easy to check that \( f \) inherits the sublinearity from \( F \) and \( f \) is therefore in the form

\[
f(x) = \max_{y \in \kappa} y^T x \tag{3.1.3}
\]

for some unique convex body \( \kappa \subseteq \mathbb{R}^n \) by Theorem 1.2.1. In fact, as

\[
f(x) = F(\text{diag} x)
\]

\[
= \max_{Y \in \mathcal{K}} \langle Y, \text{diag} x \rangle
\]

\[
= \max_{Y \in \mathcal{K}} (\text{diag} Y)^T x,
\]

we get

\[
\kappa = \{ \text{diag} Y \mid Y \in \mathcal{K} \} \tag{3.1.4}
\]

since the right-hand side is compact, and convex by the linearity of \( \text{diag} \).

A symmetry of \( \mathcal{K} \) is equivalent to \( F \) being rotationally invariant by Proposition 3.0.3. And in those cases, as we might suspect, we actually have \( \kappa = \Phi(\mathcal{K}) \). The proof is non-trivial and requires the introduction of some new tools.

Let \( \mathcal{K}(n) \) and \( \kappa(n) \) denote the sets of convex bodies in \( S(n) \) and \( \mathbb{R}^n \), respectively.

**Proposition 3.1.1.** The mapping

\[
\Phi(\mathcal{E}) := \{ P \overrightarrow{\text{diag}}(Y) \mid P \in \mathcal{P}(n), Y \in \mathcal{E} \}
\]
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is a one-to-one correspondence between the symmetric subsets of \( S(n) \) and \( \mathbb{R}^n \). Its inverse is

\[
\Phi^{-1}(\varepsilon) = \left\{ Q\text{diag}(y)Q^T \mid Q \in O(n), y \in \varepsilon \right\}.
\]  

(3.1.5)

Moreover, the restriction of \( \Phi \) to \( \mathcal{E}(n) \cap \mathcal{K}(n) \) is given by

\[
\Phi(\mathcal{K}) = \{ \text{diag} \ Y \mid Y \in \mathcal{K} \}
\]

and is a one-to-one correspondence between the symmetric convex bodies of \( S(n) \) and \( \mathbb{R}^n \).

Notice that \( \Phi \) and \( \Phi^{-1} \) clearly maps sets into symmetric sets.

The main properties of \( \Phi \) are gathered in Theorem 3.1.2 below. Recall the Minkowski sum and scaling of subsets.

**Theorem 3.1.2.** Let \( \mathcal{E}, \mathcal{E}' \in \mathcal{E}(n), \mathcal{K}, \mathcal{K}' \in \mathcal{E}(n) \cap \mathcal{K}(n) \), and let \( \alpha, \beta \in \mathbb{R} \). Then

1. \( \text{ext} \mathcal{K} \in \mathcal{E}(n) \).
2. \( \text{ext} \Phi(\mathcal{K}) = \Phi(\text{ext} \mathcal{K}) \).
3. \( \alpha \mathcal{E} + \beta \mathcal{E}' \in \mathcal{E}(n) \quad \text{and} \quad \alpha \mathcal{K} + \beta \mathcal{K}' \in \mathcal{E}(n) \cap \mathcal{K}(n) \).
4. \( \Phi\left(\alpha \{I\} + \beta \mathcal{E}\right) = \alpha \{I\} + \beta \Phi(\mathcal{E}) \quad \text{and} \quad \Phi(\alpha \mathcal{K} + \beta \mathcal{K}') = \alpha \Phi(\mathcal{K}) + \beta \Phi(\mathcal{K}') \).
5. \( \mathcal{E}' \subseteq \mathcal{E} \quad \Rightarrow \quad \Phi(\mathcal{E}') \subseteq \Phi(\mathcal{E}) \).

Furthermore, every corresponding claim for \( \varepsilon, \varepsilon' \in \varepsilon(n), \kappa, \kappa' \in \varepsilon(n) \cap \kappa(n) \) and \( \Phi^{-1} \) is also true.

Here, \( \{I\} \) is the vector \((1, \ldots, 1)^T \) in \( \mathbb{R}^n \).

The various claims of Proposition 3.1.1 and Theorem 3.1.2 shall be proved in the order of increasing difficulty. We start with part 3 and part 4 of the theorem. No proof of part 5 is needed as it follows directly from the definition. Also, once the proposition is established, the last assertion of the theorem is achieved by a straightforward use of the bijectivity of \( \Phi \). Except, perhaps, the corresponding part 3 which proof is most easily done by a direct calculation.
Proof of part 3 of Theorem 3.1.2. Let $E, E' \in \mathcal{E}(n)$ and let $\alpha, \beta \in \mathbb{R}$. Then for any $Q \in O(n)$,
\[
\{ Q^T Y Q \mid Y \in \alpha E + \beta E' \} = \{ Q^T (\alpha E + \beta E') Q \mid E \in E, E' \in E' \} \\
= \{ \alpha Q^T EQ + \beta Q^T E'Q \mid E \in E, E' \in E' \} \\
= \{ \alpha E + \beta E' \mid E \in E, E' \in E' \} \\
= \alpha E + \beta E'
\]
and $\alpha E + \beta E' \in \mathcal{E}(n)$. The proof regarding symmetric convex bodies follows from this and Proposition 1.3.3.

Proof of part 4 of Theorem 3.1.2. Let $E \in \mathcal{E}(n)$ and let $\alpha, \beta \in \mathbb{R}$. Clearly $\{ I \} \in \mathcal{E}(n)$, and part 3 shows that $E' := \alpha \{ I \} + \beta E \in \mathcal{E}(n)$. Since $\lambda_i(\alpha I + Y) = \alpha + \lambda_i(Y)$, $P \overline{\lambda}(I) = P \mathbb{1} = 1$, and $\overline{\lambda}(\beta E) = \beta P \overline{\lambda}(E)$ where $P \in \mathcal{P}(n)$ is $I$ if $\beta \geq 0$ and reverses the order if $\beta < 0$, we get
\[
\Phi(E') = \{ P \overline{\lambda}(Y) \mid P \in \mathcal{P}(n), Y \in E' \} \\
= \{ P \overline{\lambda}(\alpha I + \beta E) \mid P \in \mathcal{P}(n), E \in E \} \\
= \{ P (\alpha \overline{\lambda}(I) + \overline{\lambda}(\beta E)) \mid P \in \mathcal{P}(n), E \in E \} \\
= \{ \alpha \mathbb{1} + \beta P \overline{\lambda}(E) \mid P \in \mathcal{P}(n), E \in E \} \\
= \alpha \{ \mathbb{1} \} + \beta \Phi(E).
\]

Now let $\mathcal{K}$ and $\mathcal{K}'$ be symmetric convex bodies. Then $\alpha \mathcal{K} + \beta \mathcal{K}'$ is again a symmetric convex body by part 3. From Proposition 3.1.1 (which is not yet proved, but its proof does not depend on this result) we immediately get
\[
\Phi(\alpha \mathcal{K} + \beta \mathcal{K}') = \{ \text{diag } Y \mid Y \in \alpha \mathcal{K} + \beta \mathcal{K}' \} \\
= \{ \text{diag } (\alpha Y + \beta Y') \mid Y \in \mathcal{K}, Y' \in \mathcal{K}' \} \\
= \{ \alpha \text{diag } Y + \beta \text{diag } Y' \mid Y \in \mathcal{K}, Y' \in \mathcal{K}' \} \\
= \alpha \Phi(\mathcal{K}) + \beta \Phi(\mathcal{K}')
\]

Lemma 3.1.3. Let $E, E' \in \mathcal{E}(n)$ and let $P \in \mathcal{P}(n)$. Then
\[
Y \in E \setminus E' \iff P \overline{\lambda}(Y) \in \Phi(E) \setminus \Phi(E').
\]

Proof of Lemma. If $Y \in E$, then $P \overline{\lambda}(Y) \in \Phi(E)$ by definition.
If $P \overline{\lambda}(Y) \in \Phi(E)$, then $\overline{\lambda}(Y) \in \Phi(E)$ by symmetry and $\overline{\lambda}(Y) = \overline{\lambda}(Z)$ for some $Z \in E$ (no permutation since the components of $\overline{\lambda}(Z)$ already are in increasing order). This means that
\[
Q^T Y Q = \Lambda(Y) = \Lambda(Z) = Q'^T Z Q'
\]
for some diagonalizing orthogonal matrices $Q, Q'$ and $Y = Q''^T Z Q'' \in E$. 
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For a convex body $K$, recall the definition (1.3.2) of $K^o$. Since $\text{ext } K = K \setminus K^o$, part 1 of Theorem 3.1.2 is proved by the next Lemma.

**Lemma 3.1.4.** Let $K, E, E' \in E(n)$ where $K$ is a convex body. Then the sets

$K^o, \ E \setminus E', \ \text{conv } E$

are again symmetric in $S(n)$. Moreover, $\Phi(E \setminus E') = \Phi(E) \setminus \Phi(E')$.

**Proof.** Let $Q \in O(n)$. Then

\[
\left\{ Q^T XQ \mid X \in K^o \right\} = \left\{ Q^T (tY + (1-t)Z)Q \mid t \in (0,1), Y \neq Z \in K \right\}
\]

\[
= \left\{ tQ^T YQ + (1-t)Q^T ZQ \mid t \in (0,1), Y \neq Z \in K \right\}
\]

\[
= \left\{ tY + (1-t)Z \mid t \in (0,1), Y \neq Z \in K \right\} = K^o
\]

and thus $K^o \in E(n)$. Next,

\[
\left\{ Q^T YQ \mid Y \in E \setminus E' \right\} = \left\{ Z \mid Q^T ZQ \in E \setminus E' \right\}
\]

\[
= \left\{ Z \mid Z \in E \setminus E' \right\} = E \setminus E'
\]

and $E \setminus E' \in E(n)$. Also,

\[
\left\{ Q^T EQ \mid E \in \text{conv } E \right\} = \left\{ Q^T \sum_i \alpha_i E_i Q \mid E_i \in E \right\}
\]

\[
= \left\{ \sum_i \alpha_i Q^T E_i Q \mid E_i \in E \right\}
\]

\[
= \left\{ \sum_i \alpha_i E_i \mid E_i \in E \right\} = \text{conv } E
\]

and $\text{conv } E \in E(n)$.

Finally, by Lemma 3.1.3 we get

\[
\Phi(E \setminus E') = \left\{ P\overline{\lambda}(Y) \mid P \in \mathcal{P}(n), Y \in E \setminus E' \right\}
\]

\[
= \left\{ P\overline{\lambda}(Y) \mid P\overline{\lambda}(Y) \in \Phi(E) \setminus \Phi(E') \right\}
\]

\[
= \Phi(E) \setminus \Phi(E').
\]

\[\square\]
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To show that \( \Phi : \mathcal{E}(n) \rightarrow \mathcal{E}(n) \) is a bijection, is also relatively straightforward: As for the injectivity, let \( \mathcal{E} \) and \( \mathcal{E}' \) be two different symmetric subsets of \( S(n) \) where, say, \( \mathcal{E} \setminus \mathcal{E}' \) is nonempty. Then \( \Phi(\mathcal{E}) \setminus \Phi(\mathcal{E}') \) is also nonempty by Lemma 3.1.3 and thus \( \Phi(\mathcal{E}) \neq \Phi(\mathcal{E}') \).

Now let \( \mathcal{E} \) be a symmetric subset of \( \mathbb{R}^n \). Define \( \Psi : \mathcal{E}(n) \rightarrow \mathcal{E}(n) \) by (3.1.5) and set \( \mathcal{E} := \Psi(\mathcal{E}) \).

Then

\[
\Phi(\mathcal{E}) = \Phi(\Psi(\mathcal{E})) = \{ P\overline{\lambda}(Y) \mid P \in \mathcal{P}(n), Y \in \Psi(\mathcal{E}) \} = \{ P\overline{\lambda}(Q(\text{diag} y)Q^T) \mid P \in \mathcal{P}(n), Q \in O(n), y \in \mathcal{E} \} = \{ Py \mid P \in \mathcal{P}(n), y \in \mathcal{E} \} = \mathcal{E}.
\]

and we have proven that \( \Phi \) is also surjective. The inverse therefore exists and is given by \( \Phi^{-1}(\mathcal{E}) = \Phi^{-1}(\Phi(\Psi(\mathcal{E}))) = \Psi(\mathcal{E}) \).

**Definition 3.3.** Let \( x, y \in \mathbb{R}^n \) and let \( x^\uparrow, y^\uparrow \in \mathbb{R}^n \) be the vectors with the same components as \( x \) and \( y \), respectively, but permuted so that they are in increasing order. We say that \( y \) majorizes \( x \), written \( x \prec y \), if

\[
\sum_{i=k}^{n} x_i^\uparrow \leq \sum_{i=k}^{n} y_i^\uparrow \quad \forall k = 2, \ldots, n, \quad \text{and} \quad \sum_{i=1}^{n} x_i^\uparrow = \sum_{i=1}^{n} y_i^\uparrow. \tag{3.1.6} \tag{3.1.7}
\]

Notice that, by using (3.1.7), one can replace condition (3.1.6) with \( \sum_{i=1}^{k} x_i^\uparrow \geq \sum_{i=1}^{k} y_i^\uparrow \) for all \( k = 1, \ldots, n-1 \).

Ordering the components maximizes the inner product (Corollary II.4 [Bha97]):

\[
x^T y \leq (x^\uparrow)^T y^\uparrow \tag{3.1.8}
\]

**Lemma 3.1.5** (Schur’s Theorem). Let \( X \in S(n) \). Then

\[
\text{diag} X \prec \overline{\lambda}(X).
\]

We also have a sublinearity of the function \( \overline{\lambda} \) with respect to \( \prec \).
Lemma 3.1.6. Let \( Y, Z \in S(n) \) and let \( t \geq 0 \). Then
\[
\overline{\lambda}(tY) = t\overline{\lambda}(Y), \\
\overline{\lambda}(Y + Z) \prec \overline{\lambda}(Y) + \overline{\lambda}(Z).
\]

Proof. The positive homogeneity is immediate. The second part is a special case of Corollary III.4.2 in [Bha97].

The following observation is also needed:

Lemma 3.1.7. Let \( P \in \mathcal{P}(n) \) and let \( x \in \mathbb{R}^n \). Then
\[
diag(Px) = P(diag x)P^T.
\]

Proof. A permutation matrix is in the form \( P = (e_{\pi(1)}, \ldots, e_{\pi(n)})^T \) for some permutation \( \pi: \{1, \ldots, n\} \to \{1, \ldots, n\} \). If \( x = (x_i) \in \mathbb{R}^n \), then \( Px = (x_{\pi(i)}) \) and \( diag Px = (x_{\pi(i)} \delta_{ij}) \). But the \( ij \)-component of \( P(diag x)P^T \) is also \( e_i^T P(diag x)P^T e_j = e_{\pi(i)}^T(diag x)e_{\pi(j)} = x_{\pi(i)}e_{\pi(i)}e_{\pi(j)} = x_{\pi(i)} \delta_{ij} \).

Definition 3.4. A function \( f : \mathbb{R}^n \to \mathbb{R} \) is Schur-convex if \( x \prec y \) implies \( f(x) \leq f(y) \).

We shall use the following facts. (Theorem II1.10 and Remark II.3.7 in [Bha97])

- \( x \prec y \iff x \in \text{conv}\{Py \mid P \in \mathcal{P}(n)\} \). \hspace{1cm} (3.1.9)

- A convex and symmetric function is Schur-convex. \hspace{1cm} (3.1.10)

By a symmetric function \( f : \mathbb{R}^n \to \mathbb{R} \), we mean a function that does not depend on the order of the components. The point is that \( f \) given by (3.1.2) is Schur-convex whenever \( F \) is rotationally invariant; it is convex by sublinearity, and for any permutation \( P \) we have
\[
f(Px) = F(diag Px) = F(P(diag x)P^T) = F(diag x) = f(x)
\]
by Lemma 3.1.7 and since \( P \in O(n) \).

We are now ready to complete the proof of Proposition 3.1.1. The following claim suffices.
Claim 3.1.1. Let $\mathcal{E} \in \mathcal{E}(n)$. Then

$$\Phi(\mathcal{E}) \subseteq \{\text{diag } Y \mid Y \in \mathcal{E}\}.$$ 

If $\mathcal{K} \in \mathcal{E}(n) \cap \mathcal{K}(n)$, then

$$\Phi(\mathcal{K}) = \{\text{diag } Y \mid Y \in \mathcal{K}\}.$$ 

Moreover, if $\kappa \in \mathcal{E}(n) \cap \mathcal{K}(n)$, then $\Phi^{-1}(\kappa) \in \mathcal{E}(n) \cap \mathcal{K}(n)$.

Proof. Write $\kappa := \{\text{diag } Y \mid Y \in \mathcal{K}\}$. Assume that $y \in \Phi(\mathcal{K})$. i.e., $y = P\lambda(Y)$ for some permutation $P$ and some $Y \in \mathcal{K}$. By symmetry, $\text{diag } \lambda(Y) = \Lambda(Y) \in \mathcal{K}$ and also $\text{diag } P\lambda(Y) = P(\text{diag } \lambda(Y))P^T \in \mathcal{K}$. Therefore

$$y = P\lambda(Y) = \text{diag } P\lambda(Y) \in \kappa,$$

and we have not used the convexity.

Now assume $y \in \kappa$. Define $F := F_\mathcal{K}$ to be the sublinear operator with convex body $\mathcal{K}$ and let $f$ be given by $f(x) = F(\text{diag } x)$. Then $f(x) = \max_{y \in \kappa} y^T x$ by (3.1.4) and, by Theorem 1.2.1, the convex bodies $\kappa$ and $\mathcal{K}$ are

$$\kappa = \{z \in \mathbb{R}^n \mid z^T x \leq f(x) \quad \forall x \in \mathbb{R}^n\},$$

$$\mathcal{K} = \{Z \in S(n) \mid \langle Z, X \rangle \leq F(X) \quad \forall X \in S(n)\}. \tag{3.1.11} \tag{3.1.12}$$

Let $X \in S(n)$. Then

$$\langle \text{diag } y, X \rangle = y^T \text{diag } X$$

$$\leq f(\text{diag } X), \quad \text{by (3.1.11)},$$

$$\leq f(\lambda(X)), \quad \text{by Lemma 3.1.5 and since } f \text{ is Schur-convex},$$

$$= F(\text{diag } \lambda(X))$$

$$= F(\Lambda(X)) = F(X)$$

and $\text{diag } y \in \mathcal{K}$ by (3.1.12).

Since $y = P\lambda(\text{diag } y)$ for some permutation $P$, it follows that $y \in \Phi(\mathcal{K})$. We have proved that

$$\{\text{diag } Y \mid Y \in \mathcal{K}\} =: \kappa = \Phi(\mathcal{K}) := \{P\lambda(Y) \mid P \in \mathcal{P}(n), Y \in \mathcal{K}\}.$$ 

Finally, let $\kappa$ be a symmetric convex body in $\mathbb{R}^n$. We only have to prove that

$$\Phi^{-1}(\kappa) = \{Q(\text{diag } y)Q^T \mid Q \in \mathcal{O}(n), y \in \kappa\}$$
is convex. To this end, let $Y, Y' \in \Phi^{-1}(\kappa)$, let $t \in [0, 1]$, and set $Z := tY + (1 - t)Y'$. Then there are orthogonal matrices $Q, Q'$ and points $y, y'$ in $\kappa$ so that

$$Z = tQ(\text{diag } y)Q^T + (1 - t)Q'(\text{diag } y')Q'^T.$$  

Taking $\lambda$ on both sides, Lemma 3.1.6 yields

$$\lambda(Z) = \lambda(tQ(\text{diag } y)Q^T + (1 - t)Q'(\text{diag } y')Q'^T) \prec t\lambda(Q(\text{diag } y)Q^T) + (1 - t)\lambda(Q'(\text{diag } y')Q'^T)$$

$$= ty^\uparrow + (1 - t)y'^\uparrow.$$  

By (3.1.9), we may write $\lambda(Z)$ as

$$\lambda(Z) = \sum_{i=1}^{M} \alpha_i P_i (ty^\uparrow + (1 - t)y'^\uparrow) = t \sum_{i=1}^{M} \alpha_i P_i y^\uparrow + (1 - t) \sum_{i=1}^{M} \alpha_i P_i y'^\uparrow$$

and $\lambda(Z) \in \kappa$ since $\kappa$ is symmetric and convex.

Since

$$Z = Q'' \Lambda(Z)Q''^T = Q''(\text{diag } \lambda(Z))Q''^T$$

for some $Q'' \in O(n)$, it follows that $Z \in \Phi^{-1}(\kappa)$.  

Lemma 3.1.8. Let $E \in S(n)$ and $e \in \mathbb{R}^n$. Then the orbits

$$\mathcal{E} := \{ Q^T EQ \mid Q \in O(n) \}, \quad \varepsilon := \{ Pe \mid P \in \mathcal{P}(n) \}$$

are the extreme points of their convex hull.

Proof. The following argument apply to both claims: Set $\mathcal{K} := \text{conv } \mathcal{E}$. Then $\text{ext } \mathcal{K} \subseteq \mathcal{E}$ by Proposition 1.3.2. But $\text{ext } \mathcal{K} = \text{ext } \text{conv } \mathcal{E}$ is symmetric by Lemma 3.1.4 and part 1 of Theorem 3.1.2 so $\mathcal{E} \subseteq \text{ext } \mathcal{K}$ since $\mathcal{E}$ is symmetric and obviously is the smallest symmetric set containing any of its subsets.  

Remark 3.1. This simple result enable us to find the extreme points of the dominative body $\mathcal{K}_p$ without computation. From section 2.1 we know that $\mathcal{K}_p$ is the convex hull of the set

$$\mathcal{E}_p := \{ I + (p - 2)\xi \xi^T \mid |\xi| = 1 \}, \quad \mathcal{E}_\infty := \{ \xi \xi^T \mid |\xi| = 1 \}.$$  

Clearly, we can write $\mathcal{E}_\infty = \{ Q^T e_n e_n^T Q \mid Q \in O(n) \}$ and

$$\mathcal{E}_p = \{ Q^T (I + (p - 2)e_n e_n^T) Q \mid Q \in O(n) \},$$

so it follows that $\mathcal{E}_p = \text{ext } \mathcal{K}_p$ by Lemma 3.1.8.
Intuitively, this is partially the reason why $D_p$ is the minimal rotationally invariant operator: Its associated convex body is “generated” by a singleton. Namely, by $E_p := I + (p - 2)e_n e_n^T = \text{diag}(1, \ldots, 1, p - 1)$.

In $\mathbb{R}^n$ we get

$$\varepsilon_p := \Phi(E_p) = \{ P \lambda(E) \mid P \in \mathcal{P}(n), E \in \mathcal{E}_p \} = \{ Pp \mid P \in \mathcal{P}(n) \}$$

where $p = (1, \ldots, p - 1)^T$ for $1 \leq p < \infty$ and $p = e_n$ if $p = \infty$.

It only remains to prove part 2 of Theorem 3.1.2. Namely that

$$\Phi(\text{ext } K) = \text{ext } \Phi(K).$$

**Proof of part 2 of Theorem 3.1.2.** Let $e \in \Phi(\text{ext } K)$. That is, $e = P \lambda(E)$ for some permutation $P$ and some $E \in \text{ext } K$. We want to show that $e \in \text{ext } \Phi(K)$. To this end, let $y, z \in \Phi(K) \setminus \{ e \}$, $0 < t < 1$, and assume for the sake of contradiction that $e = ty + (1 - t)z$. This implies that

$$P \lambda(E) = e = tP' \lambda(Y) + (1 - t)P'' \lambda(Z)$$

for some $P', P'' \in \mathcal{P}(n)$ and $Y, Z \in K$. Taking diag yields

$$E = tQ'^T Y Q' + (1 - t)Q''^T Z Q''$$

for some $Q', Q'' \in O(n)$. This is a convex combination of points in $K$. Since $E$ is an extreme point it follows that

$$E = Q'^T Y Q' = Q''^T Z Q''$$

because if $Q'^T Y Q' \neq Q''^T Z Q''$, then $E \in K^\circ = K \setminus \text{ext } K$.

We now have $P^T e = \lambda(E) = \lambda(Y) = \lambda(Z)$ which means that $y = P' \lambda(Y)$ and $z = P'' \lambda(Z)$ are members of the orbit

$$\varepsilon := \{ Pe \mid P \in \mathcal{P}(n) \}.$$

Set $\kappa := \text{conv } \varepsilon$. If $y \neq z$ we get the contradiction

$$e = ty + (1 - t)z \in \kappa^\circ = \kappa \setminus \text{ext } \kappa = \kappa \setminus \varepsilon$$

by Lemma 3.1.8. It follows that $y = z = e$ and we have proved that $\Phi(K) \setminus \{ e \}$ is convex and that

$$\Phi(\text{ext } K) \subseteq \text{ext } \Phi(K).$$
On the other hand, 

\[ \Phi(K^o) = \Phi(K \setminus \text{ext } K) \]

\[ = \Phi(K) \setminus \Phi(\text{ext } K), \quad \text{Lemma 3.1.4} \]

\[ \supseteq \Phi(K) \setminus \{ \text{diag } E \mid E \in \text{ext } K\}, \quad \text{Claim 3.1.1} \]

\[ = \{ \text{diag } Y \mid Y \in K \setminus \text{ext } K\}, \quad \text{Claim 3.1.1} \]

\[ = \{ \text{diag } Y \mid Y \in K^o\} \]

\[ = \{ \text{diag}(tY + (1-t)Z) \mid t \in (0,1), Y \neq Z \in K\} \]

and

\[ \Phi(K)^o = \{ ty + (1-t)z \mid t \in (0,1), y \neq z \in \Phi(K)\} \]

\[ = \{ t \text{diag } Y + (1-t) \text{diag } Z \mid t \in (0,1), \text{diag } Y \neq \text{diag } Z, Y, Z \in K\} \]

\[ \subseteq \{ \text{diag}(tY + (1-t)Z) \mid t \in (0,1), Y \neq Z \in K\}. \]

Thus \( \Phi(K)^o \subseteq \Phi(K^o) \) and

\[ \Phi(\text{ext } K) = \Phi(K \setminus K^o) \]

\[ = \Phi(K) \setminus \Phi(K^o) \]

\[ \supseteq \Phi(K) \setminus \Phi(K^o) \]

\[ = \text{ext } \Phi(K). \]

\[ \square \]

**Example 3.1** (The bodies of Pucci and dominative \( p \)-Laplace revisited). The extreme points in \( S(n) \) of the dominative body \( K_p \) and the Pucci body \( K_{\lambda,\Lambda} \) are

\[ \mathcal{E}_p = \{ I + (p - 2)\xi\xi^T \mid \xi \in \mathbb{R}^n, |\xi| = 1\} \]

\[ = \{ I \} + (p - 2)\mathcal{E}_\infty, \quad 1 \leq p < \infty, \]

\[ \mathcal{E}_{\lambda,\Lambda} = \{ \lambda I + (\Lambda - \lambda)P \mid P \in Pr(n)\} \]

\[ = \lambda \{ I \} + (\Lambda - \lambda)\mathcal{E}_{0,1}, \quad 0 < \lambda \leq \Lambda, \]

respectively. Here,

\[ \mathcal{E}_\infty = \{ \xi\xi^T \mid \xi \in \mathbb{R}^n, |\xi| = 1\}, \]

and

\[ \mathcal{E}_{0,1} = Pr(n) \]

is the set of symmetric \( n \times n \) projection matrices. See Remark 3.1 and Appendix A.4.
These are all symmetric sets, and by Proposition \[3.1.1\] and Theorem \[3.1.2\] we find that the corresponding extreme points in \(\mathbb{R}^n\) are

\[
\varepsilon_p := \Phi(\mathcal{E}_p) = \{1\} + (p-2)\Phi(\mathcal{E}_\infty),
\]

\[
\varepsilon_{\lambda,A} := \Phi(\mathcal{E}_{\lambda,A}) = \lambda\{1\} + (\Lambda - \lambda)\Phi(\mathcal{E}_{0,1}).
\]

We can then compute the corresponding convex bodies in \(\mathbb{R}^n\) as

\[
\kappa_p := \{1\} + (p-2)\kappa_\infty,
\]

\[
\kappa_{\lambda,A} := \lambda\{1\} + (\Lambda - \lambda)\kappa_{0,1},
\]

where \(\kappa_\infty := \text{conv } \Phi(\mathcal{E}_\infty)\) and \(\kappa_{0,1} := \text{conv } \Phi(\mathcal{E}_{0,1})\).

First, we find that

\[
\varepsilon_\infty := \Phi(\mathcal{E}_\infty) = \{P\lambda(Y) \mid P \in \mathcal{P}(n), Y \in \mathcal{E}_\infty\} = \{Pe_n \mid P \in \mathcal{P}(n)\} = \{e_1, \ldots, e_n\}
\]

which should be viewed as the vertices of the standard \((n-1)\)-simplex \(\Delta^{n-1}\) in \(\mathbb{R}^n\). Next, we have

\[
\varepsilon_{0,1} := \Phi(\mathcal{E}_{0,1}) = \{(\delta_1, \ldots, \delta_n)^T \in \mathbb{R}^n \mid \delta_i = 0 \text{ or } 1\}
\]

which are the vertices of the unit cube \([0, 1]^n\) in \(\mathbb{R}^n\). See Appendix \[A.4\].

This yields \(\kappa_\infty = \Delta^{n-1}\), \(\kappa_{0,1} = [0, 1]^n\) and by a scaling and a translation along the \(1\)-axis, we arrive at the following identifications between our rotationally invariant sublinear operators and their symmetric convex bodies in \(\mathbb{R}^n\).

**Dominative operator** \(\mathcal{D}_p\) \(\leftrightarrow\) \(\{1\} + (p-2)\Delta^{n-1}\).

**Pucci operator** \(\mathcal{D}_{\lambda,A}\) \(\leftrightarrow\) \(\lambda\{1\} + (\Lambda - \lambda)[0, 1]^n\).

See Figure \[3.1\].

### 3.2 The body cone aperture

Given a rotationally invariant elliptic operator with associated convex body \(\mathcal{K}\), we define

\[
\alpha = \alpha(\mathcal{K}) := \min_{Z \in \mathcal{K}} \frac{\text{tr } Z}{\lambda_{\max}(Z)}.
\]
3.2. THE BODY CONE APERTURE

Figure 3.1: The corresponding convex bodies of $D_p$ (gray) and $D_{1,p-1}$ (outlined) in $\mathbb{R}^3$. Figure (a) reveals their position in the first octant. In (b) the bodies are projected onto the hyperplane given by the simplex, i.e., it shows a cross section of the body cones. The dot in the middle is the Laplacian!

For reasons to be explained later, the number $\alpha$ shall be called the **solution cone aperture** of the body.

Note first that $\alpha$ is well-defined whenever $\mathcal{K} \neq \{0\}$. Indeed, as the operator is degenerate elliptic, the associated convex body contains only non-negative matrices. Therefore $\lambda_{\text{max}}(Z) > 0$ when $0 \neq Z \in \mathcal{K}$. Also, $\alpha$ lies in the interval $[1, n]$, because if $Z^*$ is a matrix in $\mathcal{K}$ that minimizes the expression in (3.2.1), then

$$\alpha = \min_{Z \in \mathcal{C}_K} \|Z\| = \min_{\|\xi\| = 1} \max_{\|Y\| = 1} \langle I, Z \rangle = \min_{\|\xi\| = 1} \max \{ |\lambda_1(Y)|, |\lambda_n(Y)| \} \quad (3.2.2)$$

We may also observe that the fraction in (3.2.1) is unchanged by a positive scaling of the body. Thus $\alpha$ only depends on the **body cone** $\mathcal{C}_K$ (Definition 2.1) and not explicitly of $\mathcal{K}$ itself. In fact, if we let

$$|Y| := \max_{|\xi|=1} |Y\xi| = \max \{ |\lambda_1(Y)|, |\lambda_n(Y)| \} \quad (3.2.2)$$

denote the **operator norm** on $S(n)$, then

$$\alpha = \min_{\|Z\|=1} \langle I, Z \rangle. \quad (3.2.3)$$

Using Proposition 3.1.1 we find, after some calculations, that we also have

$$\alpha = \min_{y \in \mathcal{K}} \frac{y^T 1}{y_n^T}. \quad (3.2.3)$$
where \( \kappa = \Phi(\mathcal{K}) \) is the corresponding convex body of the operator in \( \mathbb{R}^n \).

**Definition 3.5.** The body cone aperture of a symmetric convex body \( \mathcal{K} \) is

\[
p = p(\mathcal{K}) := \begin{cases} 
  \frac{n+\alpha-2}{\alpha-1}, & \text{if } 1 < \alpha \leq n, \\
  \infty, & \text{if } \alpha = 1,
\end{cases}
\]

(3.2.4)

where \( \alpha \) is the solution cone aperture given by (3.2.1).

Notice that \( p \) ranges from 2 to \( \infty \) as \( \alpha \) goes from \( n \) down to 1. They are duals in the sense that

\[(\alpha - 1)(p - 1) = n - 1.\]

If we imagine the ray \( \{tI, t \geq 0\} \) to be the “axis” of the cone – which, as we have seen, is not entirely unjustified – one may regard the number \( p \) as a measure of the maximal opening of the body cone. A small \( p \) implies a narrow body cone. In the extreme case \( p = 2 \) (\( \alpha = n \)), we find that \( \lambda_1(Z) = \cdots = \lambda_n(Z) \) for every \( Z \in \mathcal{K} \) and \( C_K = C_{K_2} = \{tI, t \geq 0\} \) is reduced to the axis. At the other end, \( p = \infty \) (\( \alpha = 1 \)), we get \( \lambda_1(Z^*) = \cdots = \lambda_{n-1}(Z^*) = 0 \). This means that \( Z^* \) is a 1-rank matrix and the body cone is as wide as possible for an elliptic operator.

Since the solution cone and the body cone are duals, one shrinks as the other opens and \( \alpha \) is therefore a measure of the aperture of the former.

The choice of using the letter \( p \) for the body cone aperture is explained by the fact that \( p(\mathcal{K}_p) = p \) for \( p \geq 2 \).

### 3.3 The minimal operator

The dominative \( p \)-Laplacian \( D_p u = F_p(\mathcal{H} u) \) satisfies\(^1\)

\[ \Delta_p u \leq |\nabla u|^{p-2} D_p u. \]

Hence the name.

On the other hand, we now show that it provides a lower bound amongst the rotationally invariant sublinear elliptic operators.

**Theorem 3.3.1.** Let \( F: S(n) \to \mathbb{R} \) be a non-trivial\(^2\) rotationally invariant sublinear elliptic operator and let \( p \in [2, \infty] \) be its body cone aperture (3.2.4). Then there exists a constant \( c > 0 \) such that

\[ cF_p(X) \leq F(X) \quad \forall X \in S(n). \]

\(^1\)for \( 2 \leq p \leq \infty \) in the pointwise \( C^2 \)-sense, and if one reads \( \infty - 2 \) as \( 2 \).

\(^2\)We exclude the trivial operator \( F \equiv 0 \), i.e. the case \( \mathcal{K}_F = \{0\} \).
Lemma 3.3.2. For $0 \neq z \in \mathbb{R}^n$, where $z_i \geq 0$, set $\alpha := z^T 1/z_n^T$ and define the vector $p$ in $\mathbb{R}^n$ as

$$p := \begin{cases} (1, \ldots, 1, p - 1)^T, & \text{if } \alpha \neq 1, \\ e_n, & \text{if } \alpha = 1, \end{cases}$$

where $p$ is the dual of $\alpha$. i.e., $(\alpha - 1)(p - 1) = n - 1$.

Write $c := z_n^T > 0$ if $\alpha = 1$ and

$$c := \frac{z^T 1}{p^T 1} > 0$$

otherwise. Then $cp \preceq z$.

Proof. Assume first that $\alpha \neq 1$. Then

$$cp^T 1 = z^T 1.$$

Since

$$c = \frac{z^T 1}{p^T 1} = \frac{\alpha z_n^T}{n + p - 2} = \frac{z_n^T}{p - 1},$$

we get $cp_n = z_n^T$ and thus also

$$\sum_{i=1}^{n-1} z_i^T = \sum_{i=1}^{n-1} cp_i = c(n - 1).$$

We need to show that $\sum_{i=1}^k z_i^T \leq c \sum_{i=1}^k p_i = ck$ for all $k = 1, \ldots, n - 2$. Assume to the contrary that there is a $k = 1, \ldots, n - 2$ so that $\sum_{i=1}^k z_i^T > ck$. Then, $z_k^T > c$ and

$$c(n - 1) = \sum_{i=1}^{n-1} z_i^T$$

$$= \sum_{i=1}^k z_i^T + \sum_{i=k+1}^{n-1} z_i^T$$

$$> ck + \sum_{i=k+1}^{n-1} z_i^T.$$

Thus $\sum_{i=k+1}^{n-1} z_i^T < c(n - k - 1)$ and $z_{k+1}^T < c$. But this is a contradiction since $z_k^T > c$.

If $\alpha = 1$ then $z^T = (0, \ldots, 0, z_n^T)^T$ and $cp = ce_n = z$. \qed
We next observe that (3.1.9) and the transitivity of $\prec$ implies the equivalence
\[ x \prec y \iff \operatorname{conv} \{ Px \mid P \in \mathcal{P}(n) \} \subseteq \operatorname{conv} \{ Py \mid P \in \mathcal{P}(n) \}. \]
(3.3.2)

Proof of Theorem 3.3.1. We intend to show that $cK_p \subseteq K$ for some scaling $c > 0$, where $K_p$ is the dominative body (2.1.3) and where $K$ is the associated convex body to $F$. This will imply that
\[ cF_p(X) = \max_{Y \in K_p} \langle Y, X \rangle \leq \max_{Y \in K} \langle Y, X \rangle = F(X). \]

Write
\[ \alpha = \min_{Y \in K} \frac{\operatorname{tr} Y}{\lambda_{\max}(Y)} = \min_{y \in \kappa} \frac{y^T 1}{y_n^+}. \]
Then $\alpha = z^T 1/z_n^+$ for some $z \in \kappa$ where $\kappa = \Phi(K)$ is the corresponding convex body of the operator in $\mathbb{R}^n$. From Lemma 3.3.2 there is a $c > 0$ so that $c p \prec z$, and it follows that
\[ cK_p = c \operatorname{conv} \{ Pp \mid P \in \mathcal{P}(n) \}, \]
Remark 3.1
\[ = \operatorname{conv} \{ P(cp) \mid P \in \mathcal{P}(n) \} \]
\[ \subseteq \operatorname{conv} \{ Pz \mid P \in \mathcal{P}(n) \}, \quad \text{by Lemma 3.3.2 and (3.3.2),} \]
\[ \subseteq \operatorname{conv} \{ Py \mid P \in \mathcal{P}(n), y \in \kappa \}, \quad \text{since } z \in \kappa, \]
\[ = \operatorname{conv} \kappa = \kappa, \quad \text{by symmetry and convexity.} \]

That is,
\[ cK_p = \Phi^{-1}(cK_p) \subseteq \Phi^{-1}(\kappa) = K \]
by Theorem 3.1.2

The inclusion $cK_p \subseteq K$ implies $C_{K_p} \subseteq C_K$ and Theorem 2.2.2 is thus at disposal. By using the Domination and the Nesting property of the dominative operator (Proposition 5 in [Bru18]), we get

Corollary 3.3.3. Assume that $u$ is a supersolution to a non-trivial rotationally invariant sublinear elliptic equation $F(\mathcal{H}u) = 0$. Let $p = p(K_F) \in [2, \infty]$ be the the body cone aperture (3.2.4). Then the following holds.

1. $u$ is dominative $p$-superharmonic.
2. $u$ is $p$-superharmonic.
3.4 Fundamental solutions

3. $u$ is superharmonic.

In particular,

4. if $p > \|F\|_{L^1}^{-1}$, then $u$ is continuous. (Thm. 16 [Lin12])

5. If $p = \infty$, then $u$ is locally concave.

The initial result that eventually became generalized to Theorem 3.3.1 was part 3 of Corollary 3.3.3. I thank Fredrik Arbo Høeg who found the key ingredient to that proof. Namely, permutations.

3.4 Fundamental solutions

Not only is $cF_p \leq F(\mathcal{K}_F)$, for any rotationally invariant sublinear elliptic $F$. The following shows that there are rays in $S(n)$ at which the two operators are both equal to zero. The points on these rays are Hessians of a most important function.

Recall the fundamental solution to the (dominative) $p$-Laplace equation.

$$w_{n,p}(x) := \begin{cases} \frac{1}{\|x\|^{\frac{n}{p} - 1}}, & p \neq n, \\ -\ln \|x\|, & p = n, \\ -\|x\|, & p = \infty. \end{cases} \quad (3.4.1)$$

**Theorem 3.4.1** (Existence of fundamental solutions). Let $F(\mathcal{H}u) = 0$ be a non-trivial rotationally invariant sublinear elliptic equation and let $p = p(\mathcal{K}_F) \in [2, \infty]$ be the body cone aperture.

Then $w_{n,p}$ is a solution in $\mathbb{R}^n \setminus \{0\}$ and a supersolution in $\mathbb{R}^n$.

**Proof.** First we note that $-\infty < w_{n,p} \leq \infty$ where $x = 0$ is the only possible pole. In any case, there is no test function touching from below at the origin. Therefore, if $w_{n,p}$ is a solution in $\mathbb{R}^n \setminus \{0\}$, then it is automatically a supersolution in $\mathbb{R}^n$.

Writing $w_{n,p}(x) = W_{n,p}(\|x\|)$ yields

$$\mathcal{H}w_{n,p}(x) = W''_{n,p}(r)\hat{x}\hat{x}^T + \frac{W'_{n,p}(r)}{r} (I - \hat{x}\hat{x}^T)$$

$$= r^{-\alpha} \left[ (\alpha - 1)\hat{x}\hat{x}^T - (I - \hat{x}\hat{x}^T) \right], \quad r := \|x\| > 0,$$

where $\alpha = \alpha(\mathcal{K}_F) \in [1,n]$ is the solution cone aperture (3.2.1). Let $\Lambda_\alpha := \text{diag } \overline{\alpha}$ where

$$\overline{\alpha} := (-1, \ldots, -1, \alpha - 1)^T = \alpha e_n - 1.$$
Then $|x|^{-\alpha} \Lambda_\alpha = \Lambda(\mathcal{H}w_{n,p}(x))$ is a diagonal matrix consisting of the eigenvalues of $\mathcal{H}w_{n,p}$. By the rotational invariance and the positive homogeneity,

$$F(\mathcal{H}w_{n,p}(x)) = |x|^{-\alpha} F(\Lambda_\alpha), \quad x \neq 0,$$

and vanishes independently of $x$ if $F(\Lambda_\alpha) = 0$.

Now let $\kappa := \Phi(\mathcal{K})$ be the corresponding convex body in $\mathbb{R}^n$. From Theorem 3.3.1 and using the fact that $F_p(\Lambda_\alpha) = 0$, we have

$$0 \leq F(\Lambda_\alpha) = \max_{Y \in \mathcal{K}} \langle Y, \Lambda_\alpha \rangle = \max_{y \in \kappa} y^T \alpha \in \mathbb{R}^n,$$

where $\alpha$ is the largest eigenvalue among the matrices in the associated convex body $\mathcal{K}$, respectively. Then, obviously, $\kappa \subseteq \mathcal{K}_{\lambda, \Lambda}$ and by Theorem 3.3.1, there is a $c > 0$ and a $p \in [2, \infty]$ so that

$$cD_p u \leq D u \leq D_{\lambda, \Lambda} u.$$
circumscribes the dominative triangle $\Phi(cK_p)$ in such a way that the line passing through the origin and any of the three vertices, is tangent to the sphere. Here $c > 0$ is the constant from Theorem 3.3.1 and $p$ is the body cone aperture of $K$. By a little exercise in geometry, we find that

$$c = \frac{1}{3} \left( 3 - \delta^2 - \delta \sqrt{\frac{3 - \delta^2}{2}} \right), \quad p = \frac{3 - \delta^2 + 2\delta \sqrt{\frac{3 - \delta^2}{2}} + 1}{3 - \delta^2 - \delta \sqrt{\frac{3 - \delta^2}{2}}}. $$

In order to give the explicit representation of $\mathcal{D}u$, we note that

$$\kappa := \Phi(K) = \overline{B(1, \delta)} = 1 + \delta \overline{B(0, 1)}$$

and that $\max_{|y|=1} y^T x = \frac{x^T}{|x|} x = |x|$ for $x \in \mathbb{R}^n$. This yields

$$F(X) = \max_{y \in \text{ext } \kappa} y^T \overline{\lambda}(X)$$

$$= \frac{1}{|x|} \overline{\lambda}(X) + \delta \max_{|y|=1} y^T \overline{\lambda}(X)$$

$$= \text{tr } X + \delta |\overline{\lambda}(X)|,$$

or

$$\mathcal{D}u = \Delta u + \delta \sqrt{\lambda_1^2(\mathcal{H}u) + \lambda_2^2(\mathcal{H}u) + \lambda_3^2(\mathcal{H}u)}. $$

**Example 3.2** (Singleton-generated sublinear operators). As noted in Remark 3.1, the dominative body is generated by a single matrix $E_p = \text{diag} p$. Since $E_p$ only has two different eigenvalues, 1 and $p - 1$, it is the simplest generator that is not just a scaling of the identity matrix. Of course,

$$F_p(X) = p^T \overline{\lambda}(X). $$

An analogous formula also hold for arbitrary singleton-generated operators:
Proposition 3.4.2. Let $A \in S(n)$ and set

$$E := \{ Q^T AQ \mid Q \in O(n) \} \in \mathcal{E}(n), \quad \mathcal{K} := \text{conv} \mathcal{E} \in \mathcal{E}(n) \cap \mathcal{K}(n).$$

Then the support function of $\mathcal{K}$ is the rotationally invariant sublinear operator $F: S(n) \to \mathbb{R}$ given by

$$F(X) = \overline{\lambda}(A)^T \overline{\lambda}(X).$$

Proof. We have $\text{ext} \mathcal{K} = \mathcal{E}$ by Lemma 3.1.8 and $\Phi(\mathcal{E}) = \{ P\overline{\lambda}(A) \mid P \in \mathcal{P}(n) \}$. It follows that

$$F(X) = F(\Lambda(X)) = \max_{Y \in \mathcal{K}} \langle Y, \Lambda(X) \rangle = \max_{Y \in \mathcal{K}} (\text{diag } Y)^T \overline{\lambda}(X) = \max_{y \in \Phi(\mathcal{K})} y^T \overline{\lambda}(X), \quad \text{by Proposition 3.1.1},$$

$$= \max_{y \in \Phi(\mathcal{E})} y^T \overline{\lambda}(X), \quad \text{by Prop. 1.3.1 and Thm. 3.1.2 (2)},$$

$$= \max_{P \in \mathcal{P}(n)} (P\overline{\lambda}(A))^T \overline{\lambda}(X),$$

$$= \overline{\lambda}(A)^T \overline{\lambda}(X), \quad \text{by } 3.1.8.$$ 

Corollary 3.4.3 (von Neumann’s trace inequality). Let $A, B \in S(n)$. Then

$$\text{tr}(AB) \leq \overline{\lambda}(A)^T \overline{\lambda}(B).$$

Proof. Define $\mathcal{K}$ and $F$ as above. Then

$$\langle A, B \rangle \leq \max_{Y \in \mathcal{K}} \langle Y, B \rangle = F(B) = \overline{\lambda}(A)^T \overline{\lambda}(B).$$

In advance, it was not immediately obvious that operators in the form

$$F_a(X) := a^T \overline{\lambda}(X), \quad a = (a_1, \ldots, a_n)^T \in \mathbb{R}^n, \quad a_1 \leq \cdots \leq a_n,$$

are sublinear. It is, however, crucial that $a$ is ordered, i.e., $a = a^\uparrow$. Of course, $F$ is elliptic if and only if $a_1 \geq 0$.

The associated convex body $\mathcal{K}_a$ of a singleton-generated operator $F_a$, $a = \overline{\lambda}(A)$, is flat in the sense that it is a subset of the hyperplane $\{ Y \mid \text{tr } Y = \text{tr } A \}$ in $S(n)$. This is also a consequence of the fact that $F_a(I) = -F_a(-I)$. 


3.4. FUNDAMENTAL SOLUTIONS

The solution cone aperture to \( F_a \) is

\[
\alpha = \min_{Y \in K_a} \frac{\text{tr} Y}{\lambda_{\max}(Y)} = \frac{a_1 + \cdots + a_n}{a_n}
\]

and the body cone aperture is then

\[
p = (n - 1) \frac{a_n}{a_1 + \cdots + a_{n-1}} + 1.
\]

The convex body \( K_a \) contains the scaled dominative body \( cK_p \) where

\[
c = \frac{a_1 + \cdots + a_{n-1}}{n - 1}.
\]

![Figure 3.3:](image)

Figure 3.3: \( 2K_3 \subseteq K_{(1,3,4)} \subseteq K_{1,4} \)

The non-regular hexagon in Figure 3.3 is the corresponding convex body in \( \mathbb{R}^3 \) to the operator

\[
F_{(1,3,4)}(X) = \lambda_1(X) + 3\lambda_2(X) + 4\lambda_3(X).
\]

It is inscribed in the Pucci cube \( \Phi(K_{1,4}) \) and it circumscribes the dominative triangle \( \Phi(cK_p) \). Here, \( p = 2 \cdot \frac{4}{4} + 1 = 3 \) and \( c = \frac{1+3}{2} = 2 \). It follows, for example, that \( -\ln|x| \) is a solution to the equation \( F_{(1,3,4)}(Hu) = 0 \) in \( \mathbb{R}^3 \setminus \{0\} \).

A natural next thing to consider is finitely generated rotationally invariant sublinear operators. They will have a convex body on the form

\[
\text{conv} \bigcup_{i=1}^{M} K_{a_i} = \text{conv} \left\{ Q(\text{diag} \; a_i)Q^T \mid Q \in O(n), \; i = 1, \ldots, M \right\}.
\]

In \( \mathbb{R}^3 \) the corresponding body will be the convex hull of \( M \) hexagons (possibly non-regular, or degenerate like triangles and points) of different sizes situated along the \( 1 \)-axis. We observe that the Pucci cube \( \Phi(K_{1,4}) \) in Figure 3.3 is generated by two points and two triangles:

\[
(1, 1, 1), \quad (1, 1, 4), \quad (1, 4, 4), \quad (4, 4, 4).
\]
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Uniform ellipticity

We now consider sublinear and \textit{uniformly} elliptic equations

\[ F(\mathcal{H}u) = 0. \] (4.0.1)

According to Theorem 1.2.1 and Proposition 1.2.2, the function \( F : S(n) \to \mathbb{R} \) is on the form

\[ F(X) = \max_{Y \in \mathcal{K}} \langle Y, X \rangle = \max_{Y \in \mathcal{K}} \text{tr}(YX) \]

for some nonempty compact and convex subset \( \mathcal{K} \subseteq S(n) \) containing only positive definite matrices – the \textit{associated convex body} to \( F \).

With this stronger notion of ellipticity, more can be said about the operators. This is largely due to the fact that every \( Z \in \mathcal{K} \) now can be assumed to be \textit{invertible}.

As examples, one may again think of the dominative \( p \)-Laplacian, the Pucci operators and the linear operators \( L(X) = \text{tr}(AX) \). But now we must restrict \( p \) to the open interval \((1, \infty)\) and \( A \) must be positive definite.

4.1 Supersolutions and superharmonicity

\textbf{Definition 4.1.} For a function \( u \) in \( \Omega \subseteq \mathbb{R}^n \) and a matrix \( 0 < Z \in S(n) \), we define the function \( u_Z \) as

\[ u_Z(x) := u \left( \sqrt{Z} \ x \right) \] (4.1.1)

in the corresponding domain

\[ \Omega_Z := \left\{ x \in \mathbb{R}^n \mid \sqrt{Z} \ x \in \Omega \right\}. \]
By the square root, we mean the unique symmetric matrix \( \sqrt{Z} > 0 \) satisfying \( \sqrt{Z} \sqrt{Z} = Z \).

**Theorem 4.1.1.** Let \( F(\mathcal{H}u) = 0 \) be a sublinear and uniformly elliptic equation with associated convex body \( K \subseteq S(n) \). Let \( u \) be a function in \( \Omega \subseteq \mathbb{R}^n \). Then

\[
\text{u is a supersolution in } \Omega \iff \text{u}_Z \text{ is superharmonic in } \Omega_Z \text{ for every } Z \in K.
\]

Note the tautology if \( F \) is the Laplacian: \( K = \{I\} \).

**Proof.** We first observe that lower semi-continuity and finiteness on dense subsets are carried over in either direction.

Let \( u \) be a supersolution to (4.0.1) in \( \Omega \) and let \( Z \in K \). Assume that \( \phi \) is a test function to \( u_Z \) from below a point \( x_0 \in \Omega \):

\[
\phi(x_0) = u_Z(x_0) = u \left( \sqrt{Z} x_0 \right), \quad \phi(x) \leq u_Z(x) = u \left( \sqrt{Z} x \right)
\]

for \( x \) near \( x_0 \). Write \( y_0 := \sqrt{Z} x_0 \in \Omega \). Then

\[
\phi_{Z^{-1}}(y_0) = \phi \left( \sqrt{Z}^{-1} y_0 \right) = \phi(x_0) = u(y_0),
\]

and when \( y \) is near \( y_0 \), then \( \sqrt{Z}^{-1} y \) is near \( \sqrt{Z}^{-1} y_0 = x_0 \) and

\[
\phi_{Z^{-1}}(y) = \phi \left( \sqrt{Z}^{-1} y \right) \leq u_Z \left( \sqrt{Z}^{-1} y \right) = u(y).
\]

Thus \( \phi_{Z^{-1}} \) is a test function to \( u \) from below at \( y_0 := \sqrt{Z} x_0 \in \Omega \). This means that

\[
F \left( \mathcal{H} \phi_{Z^{-1}}(y_0) \right) \leq 0.
\]

(4.1.2)

Now, \( \phi(x) = \phi_{Z^{-1}} \left( \sqrt{Z} x \right) \) and

\[
\nabla \phi(x_0) = \nabla \phi_{Z^{-1}}(y_0) \sqrt{Z}, \quad \mathcal{H} \phi(x_0) = \sqrt{Z} \mathcal{H} \phi_{Z^{-1}}(y_0) \sqrt{Z}.
\]

It follows that

\[
\Delta \phi(x_0) = \text{tr} \left( \sqrt{Z} \mathcal{H} \phi_{Z^{-1}}(y_0) \sqrt{Z} \right)
= \text{tr} \left( Z \mathcal{H} \phi_{Z^{-1}}(y_0) \right)
\leq \max_{Y \in K} \text{tr} \left( Y \mathcal{H} \phi_{Z^{-1}}(y_0) \right)
= F \left( \mathcal{H} \phi_{Z^{-1}}(y_0) \right) \leq 0
\]
and we conclude that $u_Z$ is superharmonic in $\Omega_Z$.

For the other direction, assume that $u$ is not a supersolution. Then there exists a test function $\phi$ from below at some point $y_0 \in \Omega$ and a matrix $Z \in \mathcal{K}$ such that

$$0 < F(\mathcal{H}\phi(y_0)) = \max_{Y \in \mathcal{K}} \text{tr}(Y \mathcal{H}\phi(y_0)) = \text{tr}(Z \mathcal{H}\phi(y_0)).$$

As above, $\phi_Z$ will be a test function to $u_Z$ from below at $x_0 := \sqrt{Z}^{-1}y_0 \in \Omega_Z$ and

$$\Delta \phi_Z(x_0) = \text{tr}(Z \mathcal{H}\phi(y_0)) > 0.$$  
Thus there exists a $Z \in \mathcal{K}$ such that $u_Z$ is not superharmonic in $\Omega_Z$. \hfill \Box

Remark 4.1. The proof shows that the Theorem can be strengthened: If $u$ is a supersolution, then $u_Z$ is superharmonic for every $Z \in C_{\mathcal{K}} \setminus \{0\}$. For the other direction, it is sufficient to require that $u_Z$ is superharmonic for every $Z \in \text{ext} \mathcal{K}$.

Of course, Corollary 4.1.2 below follows from the general superposition principle (Theorem 2.4.1). But if one is willing to accept that a sum of superharmonic functions is superharmonic, it is perhaps interesting to see that superposition in the uniformly elliptic case is an immediate consequence of Theorem 4.1.1.

Corollary 4.1.2. Let $F(\mathcal{H}w) = 0$ be a sublinear and uniformly elliptic equation and let $\Omega \subseteq \mathbb{R}^n$. Then

$u$ and $v$ are supersolutions in $\Omega$ \hfill \Rightarrow \hfill u + v$ is a supersolution in $\Omega$.

Proof. Let $\mathcal{K} \subseteq S(n)$ be the associated convex body to the operator. Then $u_Z$ and $v_Z$ are superharmonic for all $Z \in \mathcal{K}$ by Theorem 4.1.1. Since a sum of superharmonic functions is superharmonic, it follows that $(u + v)_Z = u_Z + v_Z$ is superharmonic for all $Z \in \mathcal{K}$ and thus $u + v$ is a supersolution. \hfill \Box

4.2 Mean value

given a positive definite matrix $Z = \sum_{i=1}^n \lambda_i \xi_i \xi_i^T$, a point $y_0 \in \mathbb{R}^n$ and a number $\epsilon > 0$, we define the solid ellipsoid

$$E_Z(y_0, \epsilon) := \left\{ y \in \mathbb{R}^n \mid (y - y_0)^T Z^{-1} (y - y_0) < \epsilon^2 \right\} = \left\{ y \in \mathbb{R}^n : |\sqrt{Z}^{-1} (y - y_0)| < \epsilon \right\} \tag{4.2.1}$$
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in \( \mathbb{R}^n \). The ellipsoid is centered at \( y_0 \) and has semi axes of length \( \epsilon \sqrt{\lambda_i} > 0 \) in the corresponding directions \( \xi_i \).

The integrals below are Lebesgue integrals and notice that every semi-continuous function is measurable by part 3 of Proposition A.1.1. We define \( \frac{1}{|D|} \int_D f \, dx \) where \( |D| \) is the Lebesgue measure of the subset \( D \subseteq \mathbb{R}^n \). That is, \( \frac{1}{|D|} \int_D f \, dx \) is the average, or the mean value, of \( f \) in \( D \). Superharmonic functions are exactly those functions that are larger than its mean value in any ball of its domain:

\[
u \text{ is superharmonic in } \Omega \Longleftrightarrow \nu \not\equiv \infty \text{ is l.s.c. and for each } y_0 \in \Omega \text{ and every } \epsilon > 0 \text{ so that } B(y_0, \epsilon) \subseteq \Omega,
\[
\int_{B(y_0, \epsilon)} u(y) \, dy \leq u(y_0).
\]

The lower part has often been used as a definition of superharmonicity, but it is not trivial that it actually is equivalent to the more modern notion of a viscosity supersolution. See e.g. [JLM01].

**Theorem 4.2.1.** Let \( F(\mathcal{H}u) = 0 \) be a sublinear and uniformly elliptic equation with associated convex body \( \mathcal{K} \subseteq S(n) \). Then

\[
u \text{ is a supersolution in } \Omega \Longleftrightarrow \nu \not\equiv \infty \text{ is l.s.c. and for each } y_0 \in \Omega \text{ and every } \epsilon > 0 \text{ so that } \bigcup_{Z \in \mathcal{K}} \mathcal{E}_Z(y_0, \epsilon) \subseteq \Omega, \text{ we have}
\]

\[
\sup_{Z \in \mathcal{K}} \int_{\mathcal{E}_Z(y_0, \epsilon)} u(y) \, dy \leq u(y_0).
\]

**Proof.** For \( Z \in \mathcal{K} \) the substitution \( y(x) = \sqrt{Z} x \) yields

\[
y \in \mathcal{E}_Z(y_0, \epsilon) \iff x \in B(x_0, \epsilon)
\]

where \( y_0 = \sqrt{Z} x_0 \). Also, the Jacobian determinant is the constant \( \sqrt{\det{Z}} \) and thus the volume of the ellipsoid is

\[
|\mathcal{E}_Z(y_0, \epsilon)| = \sqrt{\det{Z}}|B(x_0, \epsilon)|.
\]
4.2. MEAN VALUE

Therefore, if \( u_Z \) is integrable over the ball,

\[
\int_{E_Z(y_0, \epsilon)} u(y) \, dy = \frac{\sqrt{\det Z}}{|E_Z(y_0, \epsilon)|} \int_{B(x_0, \epsilon)} u(\sqrt{Z} x) \, dx = \int_{B(x_0, \epsilon)} u_Z(x) \, dx.
\]

Since superharmonic functions are locally integrable, this shows that super-

solutions to uniformly elliptic equations are locally integrable as well. See

Theorem 1.25 in [IP70].

Assume that \( u \) is a supersolution to \( F(Hu) = 0 \) in \( \Omega \). Then \( u_Z \) is super-

harmonic in \( \Omega_Z \) for every \( Z \in K \) by Theorem 4.1.1. Thus, for each \( y_0 \in \Omega \) and \( \epsilon > 0 \) small we get that

\[
\int_{E_Z(y_0, \epsilon)} u(y) \, dy = \int_{B(x_0, \epsilon)} u_Z(x) \, dx \leq u_Z(x_0) = u(y_0).
\]

Taking the supremum over \( Z \in K \) yields the conclusion.

Now assume that for each \( y_0 \in \Omega \) and every \( \epsilon > 0 \) sufficiently small,\[
\sup_{Z \in K} \int_{E_Z(y_0, \epsilon)} u(y) \, dy \leq u(y_0). \]

Let \( Z \in K, \ x_0 \in \Omega_Z, \) and write \( y_0 := \sqrt{Z} x_0 \in \Omega \). Then \( \int_{E_Z(y_0, \epsilon)} u(y) \, dy \leq u(y_0) \) and

\[
\int_{B(x_0, \epsilon)} u_Z(x) \, dx = \int_{E_Z(y_0, \epsilon)} u(y) \, dy \\
\leq u(y_0) \\
= u_Z(x_0).
\]

We conclude that \( u_Z \) is superharmonic in \( \Omega_Z \) and \( u \) is a supersolution in \( \Omega \) by Theorem 4.1.1.

For \( C^2 \) functions \( \phi \), a Taylor expansion and the standard identity

\[
\int_{B(0, \epsilon)} x^T A x \, dx = \frac{\epsilon^2}{n + 2} \text{tr} A,
\]

yields the estimate

\[
\int_{B(x_0, \epsilon)} \phi(x) \, dx = \phi(x_0) + \frac{\epsilon^2}{2(n + 2)} \Delta \phi(x_0) + o(\epsilon^2)
\]

as \( \epsilon \to 0 \). The linear term in the expansion vanishes since it is an odd
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function in the ball. It follows that

\[
\sup_{Z \in K} \int_{E_Z(y_0, \epsilon)} \phi(y) \, dy = \sup_{Z \in K} \int_{B(x_0, \epsilon)} \phi_Z(x) \, dx \\
= \sup_{Z \in K} \left( \phi_Z(x_0) + \frac{\epsilon^2}{2(n+2)} \Delta \phi_Z(x_0) + o(\epsilon^2) \right) \\
= \sup_{Z \in K} \left( \phi(y_0) + \frac{\epsilon^2}{2(n+2)} \text{tr} \left( \sqrt{Z} H \phi(y_0) \sqrt{Z} \right) + o(\epsilon^2) \right) \\
= \phi(y_0) + \frac{\epsilon^2}{2(n+2)} F(H \phi(y_0)) + o(\epsilon^2)
\]

and thus

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon^2} \left[ \sup_{Z \in K} \int_{E_Z(y_0, \epsilon)} \phi(y) \, dy - \phi(y_0) \right] = \frac{1}{2(n+2)} F(H \phi(y_0)). \tag{4.2.2}
\]

This is in fact the proof of Theorem 4.2.2 below when applied to the test functions. It is a stronger version of the upward direction of Theorem 4.2.1, for which also the corresponding claim for subsolutions is true.

**Theorem 4.2.2.** Let \( F(Hw) = 0 \) be a sublinear and uniformly elliptic equation with associated convex body \( K \subseteq S(n) \). Let

- \( u: \Omega \to (-\infty, \infty] \) be l.s.c.,
- \( v: \Omega \to [-\infty, \infty) \) be u.s.c.,

and let both be finite on a dense subset. Assume that, for each \( y_0 \in \Omega \),

\[
\sup_{Z \in K} \int_{E_Z(y_0, \epsilon)} u(y) \, dy \leq u(y_0) + o(\epsilon^2), \quad \sup_{Z \in \text{ext } K} \int_{E_Z(y_0, \epsilon)} v(y) \, dy \geq v(y_0) + o(\epsilon^2)
\]

as \( \epsilon \to 0 \). Then \( u \) is a supersolution and \( v \) is a subsolution in \( \Omega \).

Finally, we state Theorem 4.2.3. It is true by Theorem 4.2.2 and the fact that solutions of uniformly elliptic sublinear equations are \( C^{2,\alpha} \).

**Theorem 4.2.3.** Let \( F(Hw) = 0 \) be a sublinear and uniformly elliptic equation with associated convex body \( K \). Assume that \( w \) is a continuous function in \( \Omega \). Then

\[
\sup_{Z \in K} \int_{E_Z(y_0, \epsilon)} w(y) \, dy = w(y_0) + o(\epsilon^2)
\]

as \( \epsilon \to 0 \) for all \( y_0 \in \Omega \)

\[\iff\]

\( w \) is a solution in \( \Omega \).
4.3. CONVOLUTION WITH POSITIVE MEASURES

4.3 Convolution with positive measures

Theorem 4.3.1. Let \( u \) be a supersolution to a sublinear and uniformly elliptic equation in \( \mathbb{R}^n \) and let \( \mu \geq 0 \) be a Radon measure. Define the convolution
\[
w(x) := (u * \mu)(x) = \int_{\mathbb{R}^n} u(x - y) \mu(dy)
\]
and assume that one of the following conditions hold.

1. \( w \not\equiv \infty \) and \( \forall R > 0 \) there exists a \( \mu \)-integrable function \( C_R \) such that \( u^-(x - y) \leq C_R(y) \) for all \( x \in B_R := B(0,R) \).
2. \( w \not\equiv \infty \) and \( u \geq 0 \).
3. \( u \) is a fundamental function, \( u(x) = c|x|^{\frac{p^* - n}{p^* - 1}}, c \geq 0, 2 \leq p < n, \) and \( \int_{|y| \geq 1} |y|^{\frac{p^* - n}{p^* - 1}} \mu(dy) < \infty \).
4. \( w \not\equiv \infty \) and \( \mu \) has compact support.

Then \( w \) is a supersolution in \( \mathbb{R}^n \).

We denote the positive and negative part of a function \( f \) by \( f^+(x) := \max\{f(x), 0\} \geq 0 \) and \( f^-(x) := -\min\{f(x), 0\} \geq 0 \), respectively.

Proof. Assume condition 1. Fix \( R > 0 \). For \( k = 1, 2, \ldots \) write \( B_k := B(0,k) \) and define the functions \( f_k \) in \( B_R \) as
\[
f_k(x) := \int_{B_k} (u^+(x - y) - u^-(x - y) + C_R(y)) \mu(dy).
\]
By assumption, the integrand is non-negative for all \( y \in \mathbb{R}^n \) when \( x \in B_R \). Thus \( (f_k) \) is an increasing sequence converging pointwise in \( B_R \) to
\[
f(x) := \int_{\mathbb{R}^n} (u(x - y) + C_R(y)) \mu(dy) = w(x) + S_R
\]
where \( S_R := \int_{\mathbb{R}^n} C_R(y) \mu(dy) < \infty \). Also, for each \( k \),
\[
\liminf_{x \to x_0} f_k(x) \geq \int_{B_k} \liminf_{x \to x_0} (u(x - y) + C_R(y)) \mu(dy) \\
\quad \geq \int_{B_k} (u(x_0 - y) + C_R(y)) \mu(dy) = f_k(x_0),
\]
by Fatou’s Lemma (Theorem 1.24 [DP70]) and since \( u \) is l.s.c. This means that \( f \) is l.s.c (Proposition A.1.2) and that \( w|_{B_R} \) is as well.
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Next, for $Z$ in the associated convex body, $\epsilon > 0$, and $x_0 \in \mathbb{R}^n$, the mean value property and Fubini’s Theorem yields

$$
\int_{E_{x_0}(x_0, \epsilon)} f(x) \, dx = \int_{E_{x_0}(x_0, \epsilon)} \int_{\mathbb{R}^n} (u(x - y) + C_R(y)) \, d\mu(dy) \, dx
$$

$$
= \int_{\mathbb{R}^n} \int_{E_{x_0}(x_0, \epsilon)} (u(x - y) + C_R(y)) \, dx \, d\mu(dy)
$$

$$
\leq \int_{\mathbb{R}^n} (u(x_0 - y) + C_R(y)) \, d\mu(dy), \quad \text{by Thm 4.2.1}
$$

$$
= f(x_0)
$$

and $f$ is a supersolution in $B_R$ by Theorem 4.2.1. Since $w(x) = f(x) - S_R$ and $R > 0$ was arbitrary, we conclude that $w$ is a supersolution in $\mathbb{R}^n$.

Condition 2 is sufficient by condition 1: Set $C_R(y) \equiv 0$.

Assume condition 3. By part 2, we only need to show that $w \not\equiv \infty$. But that is exactly what is insured by Theorem 3.4 in [dP70].

Assume condition 4. Let $K$ be a compact set containing the support of $\mu$. i.e. $\mu(\mathbb{R}^n) = \mu(K) < \infty$. Since $u$ is l.s.c., it obtains its minimum on compact sets (Proposition A.1.3). Set therefore

$$
C_R(y) := \max_{x \in B_R} u^-(x - y) < \infty.
$$

Then $C_R(y) \geq u^-(x - y)$ for all $x \in B_R$. It is $\mu$-integrable, since for $y \in K$ we have

$$
C_R(y) \leq \max_{z \in \mathbb{R}^n - K} u^-(z) =: M_R < \infty
$$

and thus

$$
\int_{\mathbb{R}^n} C_R(y) \, d\mu(dy) = \int_K C_R(y) \, d\mu(dy) \leq M_R \mu(K) < \infty.
$$

By part 1, it follows that $w$ is a supersolution in $\mathbb{R}^n$.

Corollary 4.3.2. Suppose that $u$ is a supersolution to a sublinear and uniformly elliptic equation in $\mathbb{R}^n$.

1. Let $Z$ be a matrix in the operators associated convex body. Then

$$
w_{Z, \epsilon}(x) := \int_{E_{x_0}(x_0, \epsilon)} u(y) \, dy
$$

is a continuous supersolution in $\mathbb{R}^n$ converging pointwise to $u$ from below as $\epsilon \to 0$.  

2. Let $\delta_\epsilon \in C_0^\infty(\mathbb{R}^n)$ be the standard mollifier and set

$$w_\epsilon(x) := \int_{\mathbb{R}^n} \delta_\epsilon(y) u(x - y) \, dy.$$ 

Then $w_\epsilon$ is a $C^\infty$ supersolution in $\mathbb{R}^n$ that converges almost everywhere to $u$ as $\epsilon \to 0$.

**Proof of 1.** By a change of variables, $w_{Z,\epsilon}$ is continuous by Theorem 2.35 in [dP70] since $u$ is locally integrable. Also $\lim_{\epsilon \to 0} w_{Z,\epsilon}(x) = u(x)$ by Theorem 2.30 in the same reference. Furthermore, $w_{Z,\epsilon}(x) \leq u(x)$ by Theorem 4.2.1 and $w_{Z,\epsilon}$ is a supersolution by part 4 of Theorem 4.3.1 by setting

$$\mu_{Z,\epsilon}(E) := \frac{|E \cap E_Z(0,\epsilon)|}{|E_Z(0,\epsilon)|}.$$ 

**Proof of 2.** $w_\epsilon$ is a supersolution by part 4 of Theorem 4.3.1 by setting $\mu_\epsilon(E) := \int_E \delta_\epsilon(y) \, dy$. The rest of the claims follow from Theorem 1.29 in [dP70].

### 4.4 The strong comparison principle

In Appendix A.4 it is shown that an operator $Dw = F(x, Hw)$ is uniformly elliptic if and only if there exists constants $0 < \lambda \leq \Lambda$ so that

$$F(x, A + B) - F(x, A) \leq P_{\lambda, \Lambda}(B)$$

for all $x \in \mathbb{R}^n$ and all $A, B \in S(n)$.

Assume in addition that $F(x, 0) \equiv 0$. Taking $B = X, A = 0$ and then $B = -X, A = X$, (4.4.1) implies

$$-P_{\lambda, \Lambda}(-X) \leq F(x, X) \leq P_{\lambda, \Lambda}(X)$$

for all $x \in \mathbb{R}^n$ and all $X \in S(n)$. We have proved

**Proposition 4.4.1.** Let $Dw = F(x, Hw) = 0$ be a uniformly elliptic equation with ellipticity constants $0 < \lambda \leq \Lambda$ and where $F(x, 0) \equiv 0$. Denote by $D_{\lambda, \Lambda}w := P_{\Lambda, \Lambda}(Hw)$ the Pucci operator. Then the following hold in the viscosity sense in $\Omega$.

1. If $Dv \geq 0$, then $D_{\lambda, \Lambda}v \geq 0$. 
2. If $D u \leq 0$, then $D_{\lambda, \Lambda}[-u] \geq 0$.

Thus if $w$ is a solution to $Dw = 0$, then both $w$ and $-w$ are subsolutions to $D_{\lambda, \Lambda}w = 0$.

Given $\Omega \subseteq \mathbb{R}^n$, we define the classes

$$S_{\lambda, \Lambda} := \{v \mid v \text{ is a subsolution to } D_{\lambda, \Lambda}w = 0 \text{ in } \Omega\},$$

$$\overline{S}_{\lambda, \Lambda} := \{u \mid -u \text{ is a subsolution to } D_{\lambda, \Lambda}w = 0 \text{ in } \Omega\},$$

$$S_{\lambda, \Lambda} := S_{\lambda, \Lambda} \cap \overline{S}_{\lambda, \Lambda}.$$  \hspace{1cm} (4.4.2)

This is the definition given in [CC95], except that they use some other constants in (4.4.1) and also require the functions to be continuous. (4.4.2) are essential constructions for the derivation of the regularity results, as well as the strong maximum principle, in non-linear uniformly elliptic equations.

![Figure 4.1: The Hessian of a solution $w$ to a uniformly elliptic equation is confined to the region in $S(n)$ marked in gray.](image)

There is a geometric interpretation of these classes, at least for $C^2$ members: Recall the body cone $C_{K_{\lambda, \Lambda}}$ and the dual solution cone $C_{K_{\lambda, \Lambda}}^\circ$ in $S(n)$ to the Pucci operator. We have

$$X \in C_{K_{\lambda, \Lambda}}^\circ \iff P_{\lambda, \Lambda}(X) \leq 0$$

and thus

$$X \in -C_{K_{\lambda, \Lambda}}^\circ \iff P_{\lambda, \Lambda}(-X) \leq 0.$$  \hspace{1cm} (4.4.1)

This means that a $C^2$ function $v$ is a subsolution to the Pucci equation if and only if, at each point, its Hessian lies in the compliment $S(n) \setminus C_{K_{\lambda, \Lambda}}$. Likewise, $-v$ is a subsolution if and only if the Hessian lays in $S(n) \setminus -C_{K_{\lambda, \Lambda}}$.

By Proposition 4.4.1 the Hessian of a $C^2$ solution to a uniformly elliptically
equation \( F(x, \mathcal{H}w) = 0 \) with \( F(x, 0) \equiv 0 \) is therefore trapped between the two solution cones \( C_{\lambda, \Lambda}^0 \) and \( -C_{\lambda, \Lambda}^0 \). See Figure 4.1.

The picture literally complements our survey: As we have investigated supersolutions to sublinear equations \( F(\mathcal{H}w) = 0 \) (or equivalently, subsolutions to superlinear equations \( -F(-\mathcal{H}w) = 0 \)) and thus have been concerned with the double cone \( C_{\lambda, \Lambda}^0 \cup -C_{\lambda, \Lambda}^0 \), Caffarelli and Cabré study its exterior.

We state the strong maximum principle valid for supersolutions to uniformly elliptic equations.

**Proposition 4.4.2** (Caffarelli, Cabré). Let \( u \in \overline{S}_{\lambda, \Lambda} \) in a connected open subset \( \Omega \subseteq \mathbb{R}^n \). Assume that \( u \geq 0 \) and \( u(x_0) = 0 \) for some \( x_0 \in \Omega \). Then \( u \equiv 0 \) in \( \Omega \).

**Proof.** This is Proposition 4.9 in [CC95], except that we now also allow the supersolution to be only lower semi-continuous. We bridge the gap by sup-convolutions.

By the definition of \( \overline{S}_{\lambda, \Lambda} \) and Lemma A.2.4,

\[
v(x) := \max\{-u(x), -1\}
\]

is a locally bounded subsolution to the Pucci equation in \( \Omega \). We have \(-1 \leq v \leq 0\). Assume \( u(x_0) = 0 \), i.e. \( v(x_0) = 0 \), and choose a neighbourhood \( D \) of \( x_0 \) and an \( \epsilon' > 0 \), according to Proposition A.3.2, so that the restricted sup-convolution

\[
v'(x) := \sup_{y \in D} \left\{ v(y) - \frac{|x - y|^2}{2\epsilon} \right\}
\]

is a subsolution in \( D \) for \( 0 < \epsilon \leq \epsilon' \). We know that \( v' \geq v \), but it is easily verified that we also have \( v' \leq 0 \) and \( v'(x_0) = 0 \).

Since \( -v' \in \overline{S}_{\lambda, \Lambda} \) and \( v' \) is continuous, it follows from [CC95] that \( v' \equiv 0 \) in \( D \) and

\[
\max\{-u(x), -1\} = v(x) = \lim_{\epsilon \to 0} v'(x) = 0
\]

as well.

This means that \( u \equiv 0 \) in \( D \), and we have shown that the set

\[
N := \{ x \in \Omega \mid u(x) = 0 \} = \{ x \in \Omega \mid u(x) \leq 0 \},
\]

which is closed in \( \Omega \) by lower semi-continuity (Proposition A.1.1), also is open. That is, \( N = \Omega \).

**Theorem 4.4.3** (The strong comparison principle). Let \( u \) be a supersolution and let \( v \) be a subsolution to a uniformly elliptic equation \( F(\mathcal{H}w) = 0 \) in a connected open subset \( \Omega \subseteq \mathbb{R}^n \). If \( u \geq v \) and \( u(x_0) = v(x_0) \) at some point \( x_0 \in \Omega \) then \( u \equiv v \).
Proof. By Theorem 2.4.2, the function \( v - u \) is a subsolution to the Pucci equation \( P_{\lambda,\Lambda}(Hw) = 0 \) for some ellipticity constants \( 0 < \lambda \leq \Lambda \). Thus

\[ h := u - v = -(v - u) \in \overline{S}_{\lambda,\Lambda} \]

and satisfies \( h \geq 0 \) and \( h(x_0) = 0 \). Therefore \( h \equiv 0 \) and \( u \equiv v \) in \( \Omega \) by Proposition 4.4.2. \( \square \)
Appendix A

Appendix

A.1 Semi-continuity

Definition A.1. A function $u : \Omega \to (-\infty, \infty]$ is lower semi-continuous (l.s.c.) at $x_0 \in \Omega$ if

1. $u(x_0) < \infty$ and given $\epsilon > 0$ there exists a $\delta > 0$ such that $u(x) \geq u(x_0) - \epsilon$ whenever $|x - x_0| < \delta$.

2. $u(x_0) = \infty$ and $\lim_{x \to x_0} u(x) = \infty$.

We say that $u$ is l.s.c. if it is l.s.c. for all $x_0 \in \Omega$.

Likewise, a function $v : \Omega \to [-\infty, \infty)$ is upper semi-continuous (u.s.c.) if $-v$ is l.s.c.

Proposition A.1.1. Let $u : \Omega \to (-\infty, \infty]$. Then the following are equivalent.

1. $u$ is l.s.c.

2. $\liminf_{x \to x_0} u(x) := \lim_{r \to 0} \inf_{x \in B_r(x_0) \setminus \{x_0\}} u(x) \geq u(x_0)$ (A.1.1)

   at each $x_0 \in \Omega$.

3. The suplevelset $\Omega_\alpha := \{x \in \Omega \mid u(x) > \alpha\}$ is open for every $\alpha \in \mathbb{R}$. 
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Proof of 2. Let $u$ be l.s.c. at $x_0$ and assume first that $u(x_0) < \infty$. Let $\epsilon > 0$ and choose $r > 0$ so that $u(x) \geq u(x_0) - \epsilon$ when $|x - x_0| < r$. Then
$$\inf_{x \in B_r(x_0)} u(x) \geq \inf_{x \notin B_r(x_0)} u(x_0) - \epsilon = u(x_0) - \epsilon.$$  
Thus $\liminf_{x \to x_0} u(x) \geq u(x_0) - \epsilon$ for an arbitrary $\epsilon$ and (A.1.1) follows.

Let $M$ be arbitrarily big. Assuming l.s.c. and $u(x_0) = \infty$, choose $r > 0$ so that $u(x) \geq M$ when $|x - x_0| < r$. Then
$$\inf_{x \notin B_r(x_0)} u(x) = \inf_{x \in B_r(x_0)} u(x) = M = M$$
and thus $\liminf_{x \to x_0} u(x) = \infty$.

Now, assume (A.1.1). Let $\epsilon > 0$ and $x_0 \in \Omega$ be given and assume first that $u(x_0) < \infty$. By (A.1.1) we can choose an $r > 0$ so that $\inf_{x \in B_r(x_0)} u(x) \geq u(x_0) - \epsilon$. It follows that
$$u(x_0) - \epsilon \leq \inf_{y \notin B_r(x_0)} u(y) \leq u(x)$$
whenever $0 < |x - x_0| < \delta := r$ and obviously also when $x = x_0$.

Finally, if $u(x_0) = \infty$ then $\liminf_{x \to x_0} u(x) \geq \liminf_{x \to x_0} u(x) \geq u(x_0) = \infty$. ☐

Proof of 3. Assume that $u$ is l.s.c. Let $\alpha \in \mathbb{R}$ and let $x_0 \in \Omega_\alpha$. That is, $u(x_0) = \alpha + \epsilon$ for some $\epsilon > 0$ assuming first that $u(x_0) < \infty$. Then we can choose $\delta > 0$ so that
$$u|_{B_\delta(x_0)} \geq u(x_0) - \epsilon/2 = \alpha + \epsilon/2 > \alpha.$$  
Thus $B_\delta(x_0) \subseteq \Omega_\alpha$ and $\Omega_\alpha$ is open. The same reasoning applies when $u(x_0) = \infty$.

Assume now that $\Omega_\alpha$ is open. Let $x_0 \in \Omega$ where $u(x_0) < \infty$ and let $\epsilon > 0$ be given. Set $\alpha := u(x_0) - \epsilon$. Then $x_0 \in \Omega_\alpha$ and we can choose a ball $B(x_0, \delta) \subseteq \Omega_\alpha$ and thus $|x - x_0| < \delta$ implies $u(x) > \alpha = u(x_0) - \epsilon$.

If $u(x_0) = \infty$, let $\alpha$ be arbitrarily big and choose $B(x_0, \delta) \subseteq \Omega_\alpha$. Then $u(x) \geq \alpha$ when $x$ is close to $x_0$. ☐

Proposition A.1.2. Let $u_i : \Omega \to (-\infty, \infty]$, $i \in \mathcal{I}$ be a nonempty collection of l.s.c. functions. Then the pointwise supremum,
$$u(x) := \sup_{i \in \mathcal{I}} u_i(x),$$
is also l.s.c. in $\Omega$. 


Proof. Let \( x_0 \in \Omega \). Then
\[
\liminf_{x \to x_0} u(x) = \liminf_{x \to x_0} \sup_{i \in I} u_i(x) \\
\geq \liminf_{x \to x_0} u_i(x) \\
\geq u_i(x_0), \quad \text{by (A.1.1)},
\]
for all \( i \in \mathcal{I} \). Thus \( \liminf_{x \to x_0} u(x) \geq \sup_{i \in I} u_i(x_0) = u(x_0) \) and \( u \) is l.s.c. by (A.1.1).

A lower semi-continuous function obtains its minimum on compact sets:

**Proposition A.1.3.** Let \( u : \Omega \to (-\infty, \infty] \) be l.s.c. and let \( \emptyset \neq D \subseteq \Omega \) be closed and bounded. Then \( u \) is bounded below in \( D \) and there exists a \( x^* \in D \) such that
\[
\inf_{x \in D} u(x) = \min_{x \in D} u(x) = u(x^*).
\]

**Proof.** Let \( m := \inf_{x \in D} u(x) \) which may be \(-\infty\). By the property of inf, there exists a sequence \((x_k)\) in \( D \) such that \( u(x_k) \to m \) as \( k \to \infty \). As \( D \) is compact, there is a subsequence – which we again denote by \((x_k)\) – converging to a point \( x^* \in D \). By (A.1.1),
\[
u(x^*) \geq \inf_{x \in D} u(x) = m = \lim_{k \to \infty} u(x_k) \geq \liminf_{k \to \infty} u(x_k) \geq u(x^*).
\]
Thus \( m = u(x^*) > -\infty \).

### A.2 Stability

The results of this section are versions of standard stability results. See for instance Lemma 5 in [Kat15]. However, we have chosen to state the claims in terms of *pointwise* convergence instead of the usual local uniform convergence.

**Lemma A.2.1.** Let \( \Omega \subseteq \mathbb{R}^n \) be open and let \((u_k)\) be an increasing sequence of lower semi-continuous functions converging pointwise to a l.s.c. function \( u \). That is, for all \( x \in \Omega \)
\[
u_k(x) \nearrow u(x) \quad \text{as} \quad k \to \infty
\]
including the case \( u_k(x) \to \infty \) if \( u(x) = \infty \).

Assume further that \( \psi \) is a test-function touching \( u \) strictly from below at some point \( x_0 \in \Omega \):
\[
\psi(x_0) = u(x_0), \quad \psi(x) < u(x) \quad \text{near } x_0.
\]

(A.2.1)
Then there exist a sequence \((x_k)\) of points in \(\Omega\) and a sequence of real numbers \((a_k)\) such that

\[
x_k \to x_0, \quad a_k \to 0
\]
as \(k \to \infty\) and such that, for all \(k\) big enough,

\[
\psi_k(x_k) = u_k(x_k), \quad \psi_k(x) \leq u_k(x) \quad \text{near } x_k
\]

where \(\psi_k := \psi + a_k\).

**Proof.** Fix \(R > 0\) such that \(B_R := B(x_0, R) \subset \subset \Omega\) and such that \(\psi(x) < u(x)\) when \(0 < |x - x_0| \leq R\).

Let \(k \in \mathbb{N}\). By semi-continuity and compactness, we can choose a \(x_k \in \overline{B}_R\) so that

\[
a_k := u_k(x_k) - \psi(x_k) = \min_{\overline{B}_R} \{u_k - \psi\}.
\]

By compactness, there is a subsequence – which we denote again by \((x_k)\) – converging to a point \(x^* \in \overline{B}_R\). Now let \(k \leq l\). Then

\[
0 = u(x_0) - \psi(x_0)
\]

by (A.2.1)

\[
\geq u_l(x_0) - \psi(x_0)
\]

since \(u_l \uparrow u\)

\[
\geq u_l(x_l) - \psi(x_l)
\]

by (A.2.3)

\[
\geq u_k(x_l) - \psi(x_l)
\]

since \(k \leq l\).

The semi-continuity and the pointwise convergence then yields

\[
0 \geq \lim_{k \to \infty} \liminf_{l \to \infty} u_k(x_l) - \psi(x_l)
\]

\[
\geq \lim_{k \to \infty} u_k(x^*) - \psi(x^*)
\]

\[
= u(x^*) - \psi(x^*)
\]

\[
\geq 0
\]

and we have that \(u(x^*) = \psi(x^*)\). But \(x_0\) is the unique touching point of \(u\) and \(\psi\) in \(\overline{B}_R\), so \(x^* = x_0\) and thus \(x_k \to x_0\). By definition, \(\psi_k(x_k) = \psi(x_k) + a_k = u_k(x_k)\) and for \(k\) big enough, \(x_k\) is not on the boundary \(\partial B_R\) and hence \(\psi_k(x) \leq u_k(x)\) in a neighbourhood of \(x_k\) within \(B_R\) by (A.2.3).

Finally, a similar calculation will show that \((a_k)\) is a nonpositive increasing sequence with \(\liminf_{l \to \infty} a_l \geq 0\). Therefore \(a_k \to 0\).

As a tool that sometimes can simplify the situation, we note that it is not necessary to consider the whole class of \(C^2\) test functions when dealing with sub- and supersolutions to a sublinear equation. The strictly touching quadratics suffices:
Lemma A.2.2. A function $u : \Omega \to (-\infty, \infty]$ is a supersolution to the sub-linear elliptic equation $F(\mathcal{H}u) = 0$ if and only if

1. $u$ is lower semi-continuous.
2. $u < \infty$ in a dense subset of $\Omega$
3. If $x_0 \in \Omega$ and a quadratic $\phi$ touches $u$ strictly from below at $x_0$, i.e.
   $$\phi(x_0) = u(x_0), \quad \phi(x) < u(x) \quad \text{for } x \text{ near } x_0,$$
   then
   $$F(\mathcal{H}\phi(x_0)) \leq 0.$$

The analogous result also holds for subsolutions.

Proof. The claim is obvious if $u$ is a supersolution. Assume therefore that 1-3 holds and let $\psi$ be a $C^2$ test function to $u$ from below at some point $x_0 \in \Omega$.

For $\delta > 0$ define the adjusted second order Taylor approximation

$$\phi_\delta(x) := \psi(x_0) + \nabla \psi(x_0)(x - x_0) + \frac{1}{2}(x - x_0)^T \mathcal{H}\psi(x_0)(x - x_0) - \delta |x - x_0|^2.$$

Then

$$\mathcal{H}\phi_\delta = \mathcal{H}\psi(x_0) - \delta I < \mathcal{H}\psi(x_0)$$

and $\phi_\delta(x) < \psi(x) \leq u(x)$ for $x$ near $x_0$. Thus, by assumption, $F(\mathcal{H}\phi_\delta) \leq 0$ and by sublinearity we get that

$$F(\mathcal{H}\psi(x_0)) = F(\mathcal{H}\phi_\delta + \delta I) \leq 0 + \delta F(I).$$

That is

$$F(\mathcal{H}\psi(x_0)) \leq \lim_{\delta \to 0} \delta F(I) = 0$$

and $u$ is a supersolution.

A similar construction yields the result for subsolutions; we get $F(\mathcal{H}\psi(x_0)) \geq -\lim_{\delta \to 0} \delta F(I) = 0$. \qed

Lemma A.2.3. Let $F(\mathcal{H}w) = 0$ be an elliptic equation. Assume that $(u_k)$ is an increasing sequence of supersolutions converging pointwise to a function $u$ in $\Omega$. Then $u$ is also a supersolution provided it is finite on a dense subset.
Proof. It is well known that the limit of an increasing sequence of l.s.c. functions is l.s.c.

Let \( \phi \) be a test function from below to \( u \) at some point \( x_0 \in \Omega \). By Lemma A.2.2 we may assume that \( \phi \) is a quadratic and that the touching is strict. By Lemma A.2.1 there is a \( k \in \mathbb{N} \) and a real number \( a_k \) so that

\[
\phi_k := \phi + a_k
\]
is a test function to \( u_k \) from below at some point \( x_k \in \Omega \). It follows that

\[
F(\mathcal{H}\phi(x_0)) = F(\mathcal{H}\phi_k(x_k)) \leq 0
\]
since \( \mathcal{H}\phi = \mathcal{H}\phi_k \) is constant. \( \square \)

Again, the analogous result also holds for a decreasing sequence of subsolutions.

We conclude this section with a standard result. The proof is quite straightforward and omitted.

Lemma A.2.4. Let \( u_1, u_2 \) be supersolutions and let \( v_1, v_2 \) be subsolutions to an elliptic equation \( F(x, w, \nabla w, \mathcal{H}w) = 0 \). Then

- \( x \mapsto \min\{u_1(x), u_2(x)\} \) is a supersolution, and

- \( x \mapsto \max\{v_1(x), v_2(x)\} \) is a subsolution.

### A.3 sup/inf-convolutions

**Definition A.2.** Let \( D \subset \subset \mathbb{R}^n \) and let \( u: D \to (-\infty, \infty] \) be lower semi-continuous and finite on a dense subset. For \( \epsilon > 0 \) we define the inf-convolution \( u_\epsilon \) of \( u \) as

\[
u_\epsilon(x) := \inf_{y \in D} \left\{ u(y) + \frac{|x - y|^2}{2\epsilon} \right\}.
\]

For an upper semi-continuous function \( v: D \to (-\infty, \infty) \) that is finite on a dense subset we define the sup-convolution \( v^\epsilon \) of \( v \) as

\[
v^\epsilon(x) := \sup_{y \in D} \left\{ v(y) - \frac{|x - y|^2}{2\epsilon} \right\}.
\]

**Proposition A.3.1.** Properties of the inf-convolution.

1. \( u_\epsilon \) is semiconcave with concavity constant \( 1/\epsilon \).
2. \( u_\epsilon \nearrow u \) pointwise as \( \epsilon \to 0 \).

3. \( u_\epsilon \) is locally Lipschitz continuous.

4. Let \( F(\nabla u, \mathcal{H}u) = 0 \) be an elliptic equation and assume that \( u \) is a locally bounded supersolution in \( \Omega \subseteq \mathbb{R}^n \). Then, for each \( x_0 \in \Omega \) there are domains \( x_0 \in D \subseteq D' \subseteq \Omega \) and an \( \epsilon' > 0 \) so that the infimal convolution \( (u|_D)_\epsilon \) is a supersolution in \( D \) whenever \( 0 < \epsilon < \epsilon' \).

Proof of (1). Let \( x_0 \in D \) and let \( y_0 \) be the obtained minimum of the inf-convolution in \( \overline{D} \). That is,

\[
\begin{align*}
  u_\epsilon(x_0) &= \inf_{y \in D} \left\{ u(y) + \frac{|x_0 - y|^2}{2\epsilon} \right\} = u(y_0) + \frac{|x_0 - y_0|^2}{2\epsilon}.
\end{align*}
\]

The quadratic \( \phi(x) := u(y_0) + \frac{|x - y_0|^2}{2\epsilon} \), \( \mathcal{H} \phi = \frac{1}{\epsilon} \), will then touch \( u_\epsilon \) from above at \( x_0 \):

\[
\begin{align*}
  u_\epsilon(x_0) &= \phi(x_0), \\
  u_\epsilon(x) &\leq u(y_0) + \frac{|x - y_0|^2}{2\epsilon} = \phi(x)
\end{align*}
\]

for all \( x \in \overline{D} \). \( \square \)

Proof of (2). Fix \( x \in D \). It is obvious from the definition \((A.2)\) that \( u_\epsilon(x) \leq u(x) \) and that \( u_\epsilon \) is increasing when \( \epsilon \) is decreasing. For \( \epsilon > 0 \) denote the obtained infimum by \( x_\epsilon \). That is,

\[
\begin{align*}
  u_\epsilon(x) &= u(x_\epsilon) + \frac{|x - x_\epsilon|^2}{2\epsilon} \geq u(x_\epsilon). \quad (A.3.1)
\end{align*}
\]

Set

\[
  m := \inf_{y \in D} u > -\infty.
\]

Assume first that \( u(x) < \infty \). Then

\[
\begin{align*}
  u(x) &\geq u_\epsilon(x) = u(x_\epsilon) + \frac{|x - x_\epsilon|^2}{2\epsilon} \geq m + \frac{|x - x_\epsilon|^2}{2\epsilon}. \quad (A.3.2)
\end{align*}
\]

So

\[
|x - x_\epsilon|^2 \leq 2\epsilon (u(x) - m) \to 0
\]
as \( \epsilon \to 0 \). That is, \( x_\epsilon \to x \). By semi-continuity and \((A.3.1)\) we get

\[
\liminf_{\epsilon \to 0} u_\epsilon(x) \geq \liminf_{\epsilon \to 0} u(x_\epsilon) \geq u(x)
\]
and the claim follows.

Now assume \(u(x) = \infty\). Since \(u_\epsilon(x)\) is increasing as \(\epsilon \to 0\), it either goes to infinity or converges to some \(M \in \mathbb{R}\). We assume the latter and aim for a contradiction.

Similarly as above, the bounds (A.3.2) produces the inequality
\[
|x - x_\epsilon|^2 \leq 2\epsilon(M - m)
\] (A.3.3)
and again \(x_\epsilon \to x\). Thus
\[
M = \lim_{\epsilon \to 0} u_\epsilon(x) \geq \lim_{\epsilon \to 0} u(x_\epsilon) = \infty
\]
by (A.3.1) and semi-continuity.

Proof of (3). \(u_\epsilon\) is locally Lipschitz continuous simply because \(u_\epsilon(x) - \frac{1}{2\epsilon}|x|^2\) is concave.

Proof of (4). Let \(x_0 \in \Omega\). Since \(\Omega\) is open we can choose a radius \(R > 0\) so that \(D := B(x_0, R), D' := B(x_0, 2R)\) satisfies \(x_0 \in D \subset D' \subseteq \Omega\).

Denote again the restricted function \(u|_{D'}\) by \(u\). Then
\[
u_\epsilon(x) = \min_{y \in D'} \left\{ u(y) + \frac{|x - y|^2}{2\epsilon} \right\}.
\]
By semi-continuity and since \(u\) is locally bounded above, we can find two numbers \(m < M\) so that
\[
m \leq u \leq M \quad \text{in} \quad D'.
\]
Fix
\[
0 < \epsilon < \epsilon' := \frac{R^2}{2(M - m)}.
\]
Then, as in (A.3.3), for any \(x \in D\) the obtained minimum \(\hat{x} \in D'\) satisfies
\[
|\hat{x} - x| \leq \sqrt{2\epsilon(M - m)} < R
\]
and \(\hat{x}\) lays in the open ball \(D' = B(x_0, 2R)\) since
\[
|\hat{x} - x_0| \leq |\hat{x} - x| + |x - x_0| < R + R.
\] (A.3.4)

Now assume that \(\phi\) is a test-function to \(u_\epsilon\) from below at some point \(x_1 \in D\). Then
\[
\phi(x_1) = u_\epsilon(x_1) = u(\hat{x}_1) + \frac{|x_1 - \hat{x}_1|}{2\epsilon}
\]
for some \(\hat{x}_1 \in D'\),
\[
\phi(x) \leq u_\epsilon(x)
\]
\[
\leq u(y) + \frac{|x - y|}{2\epsilon}
\]
for all \( x \in D \) near \( x_1 \) and for all \( y \in D' \).

Define
\[
\psi(x) := \phi(x + x_1 - \hat{x}_1) - \frac{|x_1 - \hat{x}_1|^2}{2\epsilon}.
\]

Then \( \psi(\hat{x}_1) = u(\hat{x}_1) \). When \( x \in D' \) is near \( \hat{x}_1 \) then \( x + x_1 - \hat{x}_1 \) is near \( x_1 \) and
\[
\psi(x) = \phi(x + x_1 - \hat{x}_1) - \frac{|x_1 - \hat{x}_1|^2}{2\epsilon} \leq u(y) + \frac{|x + x_1 - \hat{x}_1 - y|}{2\epsilon} - \frac{|x_1 - \hat{x}_1|^2}{2\epsilon}.
\]

In particular, for \( y = x \in D' \), \( \psi(x) \leq u(x) \) and \( \psi \) is a test-function to \( u \) at \( \hat{x}_1 \in D' \). Thus
\[
0 \geq F(\nabla \psi(\hat{x}_1), H\psi(\hat{x}_1)) = F(\nabla \phi(x_1), H\phi(x_1)).
\]

Since \( v^\epsilon = -(-v)_\epsilon \), the corresponding properties of sup-convolutions also hold.

**Proposition A.3.2. Properties of the sup-convolution.**

1. \( v^\epsilon \) is semiconvex with convexity constant \( 1/\epsilon \).

2. \( v^\epsilon \searrow u \) pointwise as \( \epsilon \to 0 \).

3. \( v^\epsilon \) is Lipschitz continuous.

4. Let \( F(\nabla u, Hu) = 0 \) be an elliptic equation and assume that \( v \) is a locally bounded subsolution in \( \Omega \subseteq \mathbb{R}^n \). Then, for each \( x_0 \in \Omega \) there are domains \( x_0 \in D \subseteq D' \subseteq \Omega \) and an \( \epsilon' > 0 \) so that the sup-convolution \( (v|_{D'})^\epsilon \) is a subsolution in \( D \) whenever \( 0 < \epsilon < \epsilon' \).

**A.4 Viscosity, ellipticity, and Pucci**

**Definition A.3.** An operator \( Du = F(x, u, \nabla u, Hu) \) is **degenerate elliptic** in \( \Omega \subseteq \mathbb{R}^n \) if \( F \) is an increasing function with respect to the matrix argument. That is,
\[
X \leq Y \quad \Rightarrow \quad F(x, s, q, X) \leq F(x, s, q, Y)
\]
for all \( (x, s, q) \in \Omega \times \mathbb{R} \times \mathbb{R}^n \).
The inequality \( X \leq Y \) is a partial ordering in \( S(n) \) defined by \( \xi^T X \xi \leq \xi^T Y \xi \) for all \( \xi \in \mathbb{R}^n \).

Degenerate ellipticity is a necessary condition in order to make the concept of viscosity solutions consistent with smooth solutions: Consider a degenerate elliptic equation

\[
F(x, w, \nabla w, \mathcal{H} w) = 0. \tag{A.4.1}
\]

**Definition A.4.** We say that \( u : \Omega \to (-\infty, \infty] \) is a viscosity supersolution of the PDE (A.4.1) if

1. \( u \) is lower semi-continuous (l.s.c)
2. \( u < \infty \) in a dense subset of \( \Omega \)
3. If \( x_0 \in \Omega \) and \( \phi \in C^2 \) touches \( u \) from below at \( x_0 \), i.e.

\[
\phi(x_0) = u(x_0), \quad \phi(x) \leq u(x) \quad \text{for } x \text{ near } x_0,
\]

we require that

\[
F(x_0, \phi(x_0), \nabla \phi(x_0), \mathcal{H} \phi(x_0)) \leq 0. \tag{A.4.2}
\]

The viscosity subsolutions \( v : \Omega \to [-\infty, \infty) \) are defined in a similar way: they are upper semicontinuous, the test functions touch from above, and the inequality (A.4.2) is reversed. Finally, a function \( w : \Omega \to \mathbb{R} \) is a viscosity solution if it is both a viscosity supersolution and a viscosity subsolution. Necessarily, \( w \in C(\Omega) \).

For operators of the form \( D u = F(x, \mathcal{H} u) \), we also have the stronger notion of uniform ellipticity:

**Definition A.5.** An operator \( D u = F(x, \mathcal{H} u) \) is uniformly elliptic in \( \Omega \subseteq \mathbb{R}^n \) if there exist constants \( 0 < \lambda \leq \Lambda \) such that for all \( X, A \in S(n) \) with \( A \geq 0 \), and all \( x \in \Omega \) we have

\[
\lambda \operatorname{tr} A \leq F(x, X + A) - F(x, X) \leq \Lambda \operatorname{tr} A.
\]

The inequality on the left shows that uniformly elliptic operators indeed are degenerate elliptic.

**Definition A.6.** Let \( \lambda \) and \( \Lambda \) be two constants such that \( 0 < \lambda \leq \Lambda \). The **Pucci operator** \( \mathcal{D}_{\lambda, \Lambda} u = P_{\lambda, \Lambda}(\mathcal{H} u) \) is the rotationally invariant sublinear operator given by

\[
P_{\lambda, \Lambda}(X) := \max_{Y \in K_{\lambda, \Lambda}} \langle Y, X \rangle
\]
where

\[ K_{\lambda, \Lambda} := \{ Y \in S(n) \mid \lambda I \leq Y \leq \Lambda I \} . \]

We also define the \( \infty \)-Pucci operator \( \mathcal{D}_{0,1} u = P_{0,1}(\mathcal{H}u) \) given by

\[ P_{0,1}(X) := \max_{Y \in K_{0,1}} \langle Y, X \rangle \]

where

\[ K_{0,1} := \{ Y \in S(n) \mid 0 \leq Y \leq I \} . \]

As suggested in the introduction, the corresponding convex body of the Pucci operator is a cube in \( \mathbb{R}^n \). The extreme points (Definition 1.1) should then correspond to the \( 2^n \) vertices of the cube. This can be shown directly, but we have chosen to take a detour in order to shed some light on the underlying features.

Let \( Pr(n) \) denote the set of \( n \times n \) symmetric projection matrices. That is,

\[ Pr(n) = \{ P \in S(n) \mid PP = P \} . \]

One can easily show that every \( P \in Pr(n) \) is on the form

\[ P = \sum_{i=1}^{k} \eta_i \eta_i^T \]

for some \( k = 0, \ldots, n \) and where \( \eta_i \in \mathbb{R}^n \) satisfy \( \eta_i^T \eta_j = \delta_{ij} \). Notice that

\[ \overline{\lambda}(P) = (0, \ldots, 0, 1, \ldots, 1)^T. \quad (A.4.3) \]

Given a matrix \( X = \sum_{i=1}^{n} \lambda_i \xi_i \xi_i^T \in S(n) \) we define the projection matrix \( P_X \in Pr(n) \) as

\[ P_X := \sum_{i=1, \lambda_i \geq 0}^{n} \xi_i \xi_i^T. \]

When applied to \( X \), the projection \( P_X \) decomposes \( X \) into a difference of two non-negative matrices:

\[ X = P_X X + (I - P_X) X = \sum_{\lambda_i \geq 0} \lambda_i \xi_i \xi_i^T - \sum_{\lambda_i < 0} -\lambda_i \xi_i \xi_i^T =: X^+ - X^- . \]

Observe that \( (-X)^+ = X^- \) and \( (-X)^- = X^+ \).
Lemma A.4.1. For each $X \in S(n)$, we have
\[
\max_{P \in Pr(n)} \langle P, X \rangle = \text{tr} X^+ \quad \text{and} \quad \min_{P \in Pr(n)} \langle P, X \rangle = -\text{tr} X^-.
\]

Proof. First we note that if $Y \geq 0$ and $A \leq 0$, then $\langle Y, A \rangle \leq \lambda(Y)^T \lambda(A) \leq 0$ by Corollary 3.4.3. Thus $\langle P, X \rangle \leq \langle P, X^+ \rangle$ for all $P \in Pr(n)$. Also,
\[
\langle P, X^+ \rangle \leq \lambda(P)^T \lambda(X^+) \leq 1^T \lambda(X^+) = \text{tr} X^+
\]
since $X^+ \geq 0$. This means that
\[
\max_{P \in Pr(n)} \langle P, X \rangle \leq \text{tr} X^+.
\]
On the other hand, $P_X \in Pr(n)$ and we therefore also have
\[
\max_{P \in Pr(n)} \langle P, X \rangle \geq \text{tr}(P_X X) = \text{tr} X^+.
\]
The last claim follows from considering the matrix $-X$.

Proposition A.4.2. Let $0 \leq \lambda \leq \Lambda$. The extreme points of $K_{\lambda, \Lambda}$ is
\[
E_{\lambda, \Lambda} := \{\lambda I + (\Lambda - \lambda)P \mid P \in Pr(n)\} \subseteq S(n).
\]

Proof. First we show that $\text{ext } K_{0,1} = Pr(n)$. As suspected,
\[
\Phi(K_{0,1}) = \{P\lambda(Y) \mid P \in \mathcal{P}(n), Y \in K_{0,1}\} = \{P(y_1, \ldots, y_n)^T \mid P \in \mathcal{P}(n), 0 \leq y_1 \leq \cdots \leq y_n \leq 1\} = \{(y_1, \ldots, y_n)^T \in \mathbb{R}^n \mid 0 \leq y_i \leq 1\} = [0, 1]^n
\]
is the unit cube in $\mathbb{R}^n$.

The set of orthogonal projection matrices $Pr(n)$ is clearly symmetric in $S(n)$ (Definition 3.2). By 3.4.3,
\[
\Phi(Pr(n)) = \{P\lambda(Y) \mid P \in \mathcal{P}(n), Y \in K_{0,1}\}
\]
\[
= \left\{P(0, \ldots, 0, \underbrace{1, \ldots, 1}_k)^T \mid P \in \mathcal{P}(n), 0 \leq k \leq n\right\}
\]
\[
= \{(\delta_1, \ldots, \delta_n)^T \in \mathbb{R}^n \mid \delta_i = 0 \text{ or } 1\}
\]
which are the vertices of the cube. That is, $\Phi(Pr(n)) = \text{ext } K_{0,1} = \Phi(\text{ext } K_{0,1})$ by part 2 of Theorem 3.1.2. It follows that $Pr(n) = \text{ext } K_{0,1}$ by the injectivity of $\Phi$. 

\[\square\]
Finally, since the extreme points are invariant under scalings and shifts (Proposition 1.3.4), we get that
\[
E_{\lambda,\Lambda} = \lambda \{I\} + (\Lambda - \lambda) Pr(n) \\
= \lambda \{I\} + (\Lambda - \lambda) \text{ext } K_{0,1} \\
= \text{ext} \left(\lambda \{I\} + (\Lambda - \lambda) K_{0,1}\right) \\
= \text{ext } K_{\lambda,\Lambda}, \tag{2.1.5}
\]
\]

We are now ready to give the “extreme point-representation” of the Pucci operator. It turns out to be a well-known formula. It becomes useful in the proof of the next proposition.

Proposition A.4.3 (Alternative definition of uniform ellipticity). An operator \(\mathcal{D}u = F(x, H u)\) is uniformly elliptic in \(\Omega \subseteq \mathbb{R}^n\) with ellipticity constants \(0 < \lambda \leq \Lambda\) if and only if
\[
F(x, X + Y) \leq F(x, X) + P_{\lambda,\Lambda}(Y) \tag{A.4.5}
\]
for all \(X, Y \in S(n)\) and all \(x \in \Omega\).

Proof. Assume first that (A.4.5) holds and let \(X, A \in S(n), A \geq 0\). Then
\[
F(x, X + A) - F(x, X) \leq P_{\lambda,\Lambda}(A) = \lambda \text{ tr } A
\]
and
\[
\lambda \text{ tr } A = -P_{\lambda,\Lambda}(-A) \leq F(x, X + A) - F(x, X)
\]
by (A.4.3) and \(\mathcal{D}u\) is therefore uniformly elliptic.

Next, assume that \(\mathcal{D}u\) is uniformly elliptic and let \(X, Y \in S(n)\). Then
\[
F(x, X + Y) = F(x, X - Y^- + Y^+) \leq F(x, X - Y^-) + \Lambda \text{ tr } Y^+
\]
and
\[ F(x, X) = F(x, X - Y^- + Y^-) \geq F(x, X - Y^-) + \lambda \text{tr} Y^- . \]

Putting it together yields
\[ F(x, X + Y) \leq F(X) + \Lambda \text{tr} Y^+ - \lambda \text{tr} Y^- \]
which is (A.4.5) by (A.4.4).

Proof of Proposition 1.2.2 from Section 1.2:

Proof. Let \( F(X) = \max_{Y \in K} \langle Y, X \rangle \) be degenerate elliptic and assume for the sake of contradiction that there is a matrix \( Y_0 = \sum_{i=1}^n \lambda_i \xi_i \xi_i^T \in K \) with a negative eigenvalue, \( \lambda_1 < 0 \). But \( 0 \geq -\xi_1 \xi_1^T \), so
\[ 0 \geq F(-\xi_1 \xi_1^T) = \max_{Y \in K} \langle Y, -\xi_1 \xi_1^T \rangle = \max_{Y \in K} -\xi_1^T Y \xi_1 \geq -\xi_1^T Y_0 \xi_1 = -\lambda_1 > 0. \]

Assume now that every matrix in \( K \) is positive semidefinite. Let \( X \leq Z \) and write \( A := X - Z \leq 0 \). By corollary 3.4.3 \( \langle Y, A \rangle \leq 0 \) whenever \( Y \geq 0 \). It follows that
\[ F(X) = F(Z + A) \leq F(Z) + F(A) \leq F(Z) \]
and \( F \) is degenerate elliptic.

By Proposition A.4.3 and since \( F(0) = 0 \), an operator \( F(X) = \max_{Y \in K} \langle Y, X \rangle \) is uniformly elliptic with ellipticity constants \( 0 < \lambda \leq \Lambda \) if and only if
\[ F(X) \leq P_{\lambda, \Lambda}(X) \text{ for all } X \in S(n). \]
But that is again equivalent to the inclusion
\[ K = \{ Z \in S(n) \mid \langle Z, X \rangle \leq F(X) \forall X \in S(n) \} \]
\[ \subseteq \{ Z \in S(n) \mid \langle Z, X \rangle \leq P_{\lambda, \Lambda}(X) \forall X \in S(n) \} \]
\[ = K_{\lambda, \Lambda}. \]
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