Majorana zero modes and parafermions in a quantum wire platform without Rashba spin-orbit coupling
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We propose a platform for engineering chiral Fermions in a hybridized double-quantum-wire setup. When our setup is proximity coupled to an s-wave superconductor it can become a class D topological superconductor exhibiting Majorana zero modes. The goal of this proposal is to expand the group of available materials to those with inversion symmetry, and hence do not possess the strong Rashba spin-orbit interactions which are essential to many other approaches. We discuss how the electron-electron scattering processes which can lead to parafermion modes are tunable in our setup via external strain, electrostatic gates, or magnetic field.

I. INTRODUCTION

Following two insightful theoretical proposals to realize Majorana zero modes (MZMs) in quantum wires with strong Rashba spin-orbit coupling, several experiments have observed zero-bias conductance peaks which provide strong support their existence. Despite the success of this particular proposal, and a large number of subsequent works which propose alternative platforms which might support MZMs, it remains an open question as to which setup will allow experiments to demonstrate the ultimate “smoking-gun” signature of MZMs: braiding of MZMs to reveal their non-Abelian statistics. One of the drawbacks of the Rashba quantum-wire approach is the variable strength of the Rashba coupling amongst materials, and the fact that Rashba spin-orbit coupling terms in the Hamiltonian are forced by symmetry to completely vanish in materials with inversion symmetry.

In this article we propose a scheme for engineering MZMs in a quantum-wire platform which does not rely on inversion symmetry breaking or the appearance of a Rashba spin-orbit coupling term in the low-energy $\vec{k} \cdot \vec{p}$ Hamiltonian. Instead, we make use of the large variability of effective Land $g$-factors in real materials (including negative values) and the orbital-coupling of electrons to external magnetic fields. The effective Land $g$-factor of electrons in Bloch bands of periodic solids has for a long time been known to deviate from the bare value of $g_{\text{bare}} \sim 2$. The interplay of lattice strain, quantum confinement, electron interactions, and atomic spin-orbit coupling can lead to Land $g$-factors nearly two orders of magnitude away from the bare $g$-factor value, and does not require inversion symmetry being broken. A recently proposed method to calculate the effective Land $g$-factors using first-principles codes will help to further exploit this highly-tunable degree of freedom in engineering nanostructure proposals for MZMs.

Our article is organized as follows. In Section II we introduce a model of two tunnel-coupled quantum wires with opposite sign effective Land $g$-factors. We explore the energy spectrum of this setup in an external magnetic field while accounting for both Zeeman-coupling and the orbital-coupling of the electrons to the electron-magnetic gauge field. We find that the combined effect of spin-conserving interwire hopping and a small magnetic field directed along the wires can lead to emergent chiral Fermions, and we derive a low-energy Hamiltonian to describe them. In Section III we consider the effects of interwire and intrawire pairing potentials, which we take to originate from proximity coupling to bulk s-wave superconductors. We analytically construct the wavefunctions of the MZMs which appear at the two ends of the tunnel-coupled wires. We then remove the restriction of small external magnetic fields along the wires and calculate the topological phase diagram of our model using a Pfaffian representation for the invariant. In Section IV we analyze the effect of strong electron-electron interactions by deriving the renormalization group equations.
for the coupling constants that appear in our model, and identify the conditions for parafermionic excitations to appear. Finally in Section V we present our conclusions and discuss the possibility of realizing our proposal using an adatom approach analogous to Ref.\textsuperscript{7,15}.

II. ENGINEERING CHIRAL FERMIONS WITH MAGNETIC FIELDS

In this section we describe how to engineer chiral Fermions in a one-dimensional system which does not rely on either Rashba spin-orbit coupling\textsuperscript{1,2,16}, being on the edge of a topological insulator phase of higher dimension\textsuperscript{17,18}, or magnetic ordering of an artificial lattice of adatoms\textsuperscript{7,19}. We demonstrate that a low-energy subspace of chiral Fermions can emerge in platforms consisting of two quantum wires with opposite sign effective Land g-factors when the wires are under the combined effects of orbital coupling to an external magnetic field, and finite spin-flip interwire electronic hopping. After the identification of the low-energy Hamiltonian governing the chiral Fermions, we add proximity coupling to an s-wave superconductor and discuss the topological phase diagram of the system.

We begin by considering two quantum wires which are sufficiently narrow that only a single (spin-degenerate) subband is occupied in each wire. The two wires extend along the x-direction and are spatially separated at $-y_0$ and $y_0$ in the y-direction (see Fig. 1) and experience finite transverse and in-plane magnetic fields, $B_z$ and $B_x$, respectively. We label the former as wire 1 and the latter as wire 2. Before we consider adding interwire hopping, strong electron-electron interactions, or proximity coupling to superconductors, each wire’s electronic properties are determined by their effective mass, $m_{t(2)}$, and their effective Land factor, $g_{t(2)}^{\text{eff}}$. The single-particle Hamiltonian of an electron in wire $j$ is (at this point) simply given by

$$H_{\text{wire } j} = \frac{1}{2m_j} \left[ p_x - \frac{e}{c} A_x(r_j) \right]^2 - \frac{g^{\text{eff}}_j \mu_B}{\hbar} \vec{S} \cdot \vec{B},$$

where $A_x(r_j)$ is the x-component of the vector potential at the position of an electron in the $j$’th wire. The first term in Eq. (1) is the kinetic energy. It is shifted in momentum due to the orbital-coupling to the transverse magnetic field. The second term is the Zeeman coupling, where $\mu_B = e\hbar/(2m_e c)$ is the Bohr magneton with bare electron mass $m_e$. For simplicity we set effective mass in both wires to be equal, $m_j = m_{t(2)} = m$.

The first important ingredient in our model is that we retain the (often overlooked) orbital-coupling of the electron to the magnetic field. We make the gauge choice $\vec{A} = (-y B_z, -z B_x, 0)$. Because of this orbital-coupling, the minima of the spectrum of $H_{\text{wire } j}$ is shifted towards positive momenta for wire $j = 1$ and towards negative momenta for wire $j = 2$. The second important ingredient in our platform is to use two wires which have opposite sign Land factors, $\text{sgn}(g_1^{\text{eff}}) = -\text{sgn}(g_2^{\text{eff}})$. The transverse magnetic field in the $z$-direction results in Zeeman splitting where the spin-down band in wire 1 is lowered in energy and the spin-up band in wire 2 is lowered in energy. These two bands, which have opposite spin, will form the basis for our low-energy subspace supporting chiral Fermions. At this point our two wires are uncoupled (i.e un-hybridized), and furthermore, the degeneracy between these two bands at $p_x = 0$ needs to be lifted before we can obtain the desired chiral Fermions. We can accomplish both of these goals by taking the wires to be spaced closely enough for there to be a fi-
nite overlap between the electron wavefunctions, which yields an interwire spin-conserving hopping amplitude $t$. The gap opening at $E \sim 10$ near $p_x = \pm m/B_z/A_x$ in Fig. 2(b) demonstrates that this hopping amplitude acts to hybridize electronic wavefunctions of the two wires which have the same spin, but does not hybridize electrons of opposite spin, and therefore does not open a gap at the $p_x = 0$ degeneracy point between the lowest energy bands which are of opposite spin. To allow spin-flip transitions when electrons hop between wires, we add a finite $B_z$ field, after which we observe a finite gap opening between the lowest two energy bands in Fig. 2(c) for $p_x = 0$. When both $t$ and $B_z$ are finite, the resulting second-quantized Hamiltonian is

$$H_{\Delta=0} = \int \psi^\dagger [H_{\Delta=0}] \psi \, dx,$$  

(2)

where $\psi = (\psi_1, \psi_{1\uparrow}, \psi_{2\uparrow}, \psi_{2\downarrow})^T$ and

$$H_{\Delta=0} = \frac{p_x^2 + A_x^2}{2m} - \mu - \frac{A_x p_x}{m} \rho_z + B_z \sigma_z \rho_z + B_x \sigma_x + t \rho_x.$$  

(3)

The Pauli matrices $\sigma$ and $\rho$ act on the spin and wire degrees of freedom, respectively, and we have emphasized that no proximity induced pairing potential has yet been included (i.e. $\Delta = 0$). In Eq. (3) and Fig. 2 the units are chosen such that $e = c = \mu_B = \hbar = 1$ and the Land factors are for simplicity chosen to be equal in magnitude, and can thus be absorbed into the components of the vector $\vec{B}$. When we compare Eq. (3) with the Hamiltonians of quantum wires with Rashba spin-orbit coupling, we observe that the term $(A_x/m)\rho_x \rho_z$ acts like spin-orbit coupling because of the simultaneous presence of the large $B_z \sigma_z \rho_z$ term. Specifically, the latter term acts to lower the energy of the up-spin (down-spin) bands in wire 2 (wire 1), such that states with opposite spin have equal energy but their wavefunction support is now primarily residing in different wires. When only the lowest-lying band is occupied in each wire, this $B_z \sigma_z \rho_z$ Zeeman term enables the $\rho_z$ matrix to effectively act on the spin-channel.

In the lowest energy band, the expectation value of the spin $z$-component, $\langle S_z \rangle$, takes values with $\langle S_z \rangle = \text{sgn}(p_x)$, i.e. momentum states of positive(negative) sign have definite down(up) spin states, as shown in Fig 2(d). This illustrates the formation of chiral Fermions in the isolated lowest energy band. The Fermi energy sits inside the gap between the lowest energy and second-lowest energy bands in Fig. 2 when the chemical potential is tuned via electrostatic gates near the value

$$\mu_{\text{gap}} = \frac{A^2_x}{2} - \sqrt{B^2_z + (B_x + t)^2} + \sqrt{B^2_z + (B_x - t)^2} - \frac{2}{4}.$$  

(4)

Next we want to find an effective Hamiltonian that describes the two lowest energy bands so that we can analyze the topological properties of our model. We rearrange the basis of the $4 \times 4$ Hamiltonian in Eq. (3) into $(\psi_1, \psi_{1\uparrow}, \psi_{2\uparrow}, \psi_{2\downarrow})^T$ such that the upper-left block corresponds to the Hilbert space that we want to project into, namely the lowest two energy bands spanned by the states $(\psi_1, \psi_{2\uparrow})$:

$$H_{\Delta=0} = \begin{bmatrix}
-B_z - \mu + \frac{2}{2m} & 0 & B_x & t \\
0 & -B_z - \mu + \frac{2}{2m} & t & B_x \\
B_x & t & 0 & 2m - \mu + \frac{2}{2m} \\
t & B_x & 2m - \mu + \frac{2}{2m} & 0
\end{bmatrix}.$$  

(5)

Now that we have written the Hamiltonian in a form

$$\bar{H}_{\Delta=0} = \begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix},$$  

(6)

we can apply second-order perturbation theory to project the Hamiltonian onto the low-energy subspace of the two lowest energy bands. This procedure relies on the energy scales of the off diagonal Hamiltonians (i.e. $B_x$ and $t$) being much smaller than the energy scales of the diagonal Hamiltonians (i.e. $\pm B_z - \mu + \frac{1}{2m}(p_x \pm A_x)^2$). The effective Hamiltonian in the low-energy subspace is given by

$$H_{\Delta=0}^{\text{eff}} = H_{11} + H_{12} [H_{22}]^{-1} H_{21},$$  

(7)

which when written out explicitly looks like

$$H_{\Delta=0}^{\text{eff}} = \begin{bmatrix}
-B_z - \mu + \frac{2}{2m} + \frac{B^2_z + \mu^2}{B_z - \mu + (p_x - A_x)^2/2m} & \frac{2B_x t (B_z - \mu + (A_x^2 + p_x^2)/2m)}{(B_z - \mu + (A_x^2 + p_x^2)/2m) (B_z - \mu + (p_x - A_x)^2/2m)} \\
\frac{2B_x t (B_z - \mu + (A_x^2 + p_x^2)/2m)}{(B_z - \mu + (A_x^2 + p_x^2)/2m) (B_z - \mu + (p_x - A_x)^2/2m)} & -B_z - \mu + \frac{2}{2m} + \frac{B^2_z + \mu^2}{B_z - \mu + (p_x + A_x)^2/2m}
\end{bmatrix}.$$  

(8)

The off-diagonal terms in Eq. (8) provide the desired effective coupling between spin-down states whose wavefunction in primarily in the first wire and spin-up states whose wavefunction is primarily in the second wire, which to leading
order creates a gap at $p_x = 0$ which is $\sim t B_z / B_z$. The additional terms appearing on the diagonals $\sim (B_z^2 + t_z^2) / B_z$ can primarily be understood as a small correction to the global zero of energy. We compare the eigenvalue spectra of $H_{\Delta=0}$ and $H_{\Delta=0}^{eff}$ in Fig. 3(a) and Fig. 3(b), respectively, which demonstrates that the projection accurately captures the spectra of the two lowest-lying bands in the energy window around the near-degeneracy at $p_x = 0$.

FIG. 3. (Color online) Plots of the energy spectra vs. momentum which demonstrate that the low-energy Hamiltonian we derived in Eq. (8) accurately reproduces the full four-band spectrum in the region around the lowest energy band. This allows us to analyze the topological transition (i.e. the gap opening and closing around $p_x = 0$) using the more tractable $2 \times 2$ model. Panel (a) is the energy spectrum with finite interwire hopping and in-plane magnetic field including all four bands. All units and parameters are chosen to be same as Figure 2(c). Panel (b) is the energy spectrum of the projected Hamiltonian $H_{\Delta=0}^{eff}$.

III. PROXIMITY INDUCED S-WAVE SUPERCONDUCTIVITY AND EMERGENT MAJORANA ZERO MODES

In this section we will add intrawire and interwire superconducting pairing terms to our Hamiltonian. We take these terms to originate from proximity coupling from an s-wave superconductor on which the two wires are placed (see Fig. 1). And while we do not explicitly consider it in this article, we note that it has been demonstrated that power-law superconducting order generated by interactions native to the quantum wire can, under certain circumstances, still yield Majorana quasi-particles at the wire’s ends. We use the low-energy model derived in the previous section to analytically construct the MZM’s wavefunction in the regime where interwire hopping and in-plane Zeeman energies are small compared to the out-of-plane Zeeman energy. We then relax the condition of small interwire hopping and small in-plane Zeeman coupling and we numerically calculate the topological phase diagram throughout different regions of parameter space using a Pfaffian formulation for the topological invariant.

We begin by adding a momentum independent (i.e. s-wave) intrawire pairing potential, $\Delta_1$, and interwire pairing potential, $\Delta_2$, to obtain our full $8 \times 8$ Bogoliubov-de Gennes (BdG) Hamiltonian:

$$H_{\text{BdG}} = \begin{pmatrix} \frac{p_x^2 + A_x^2}{2m} - \mu & \tau_z \\ \tau_y \frac{A_x p_x}{m} \rho_z - B_z \sigma_z \rho_z - B_z \sigma_x - t \rho_z & \tau_z \end{pmatrix}$$

where our basis is here defined by

$$\psi = (\psi_{1\uparrow}, \psi_{1\downarrow}, \psi_{2\uparrow}, \psi_{2\downarrow}, \psi_{1\uparrow}^\dagger, \psi_{1\downarrow}^\dagger, \psi_{2\uparrow}^\dagger, \psi_{2\downarrow}^\dagger)^T,$$

and where the Pauli matrices $\sigma, \rho$, and $\tau$ act on spin, wire, and particle-hole degrees of freedom, respectively. As in Eq. (3) we have chosen the units here such that $e = c = \mu_B = \hbar = 1$ and the Land factors are equal in magnitude and can be absorbed into the components of the vector $B$ for convenience.

One can define the anti-unitary charge conjugation and time-reversal operators, $C$ and $T$, as $\tau_z K$ and $i \sigma_y K$, respectively, where $K$ is the complex conjugation operator. The former satisfies $[C, \mathcal{H}] = 0$ whereas the latter does not satisfy $[T, \mathcal{H}] = 0$. This is expected as the system contains magnetic field and hence the time reversal invariance is explicitly broken. Since $C^2 = 1$, our Hamiltonian $\mathcal{H}$ belongs to the $D$-class in the tenfold way. In spatial dimension $d = 1$ this class corresponds to a $Z_2$ topological invariant.

A. Majorana zero modes in the low-energy subspace defined by $B_z / B_x \ll 1$

Just as we obtained an effective Hamiltonian describing the low-energy sector of our model in the absence of superconductivity (see section II), we want to identify how $\Delta_1$ and $\Delta_2$ combine with the other parameters of our model to create a single effective pairing potential $\Delta^*$ which acts within the low-energy sector to create Cooper pairs from our chiral Fermions. We again start by reordering the $8 \times 8$ Hamiltonian $H_{\text{BdG}}$ of Eq. (10) into an equivalent matrix $H_{\text{BdG}}$ which acts on the basis

$$\psi_{\text{eff}} = (\psi_{1\uparrow}, \psi_{2\uparrow}, \psi_{1\uparrow}^\dagger, \psi_{2\uparrow}^\dagger, \psi_{1\downarrow}, \psi_{2\downarrow}, \psi_{1\downarrow}^\dagger, \psi_{2\downarrow}^\dagger)^T.$$  (11)

The Hamiltonian is now organized into a block form

$$H_{\text{BdG}} = \begin{bmatrix} H_{\text{BdG}.11} & H_{\text{BdG}.12} \\ H_{\text{BdG}.21} & H_{\text{BdG}.22} \end{bmatrix}$$

and we can again project onto the low-energy subspace by restricting ourselves to the limit in which the energy
scales of the terms in off-diagonal blocks are small compared to the diagonal terms. We again apply Eq. (7) to obtain the $4 \times 4$ BdG Hamiltonian for the low-energy subspace

$$H^{eff}_{\text{BdG}} = H_{\text{BdG,11}} + H_{\text{BdG,12}} \begin{bmatrix} H_{\text{BdG,22}} & -1 \end{bmatrix} - H_{\text{BdG,21}}.$$  

(13)

We refer to Appendix A for the explicit, and rather lengthy, form of the effective BdG Hamiltonian.

We can now begin to analyze the topological phases of the effective model governed by $H^{eff}_{\text{BdG}}$. The presence of a finite $\Delta_2$ guarantees that when the chemical potential is such that only the lowest energy band is occupied (i.e. $\mu \lesssim \Delta_{\text{gap}}$), then there is always a finite gap in this band at the Fermi momentum $\pm p_F$ (i.e. a pairing gap opens where the red dashed-line marking the Fermi energy intersects the lowest energy band in Fig. 3 (b)). And the degeneracy between the lowest two energy bands which appears at $p_x = 0$ when either $B_z = 0$ or $t = 0$, is also gapped by a finite $\Delta_2$. Just as in the proposal using a single quantum wire with strong Rashba spin-orbit interactions, we will demonstrate that a topological phase emerges when the gap at $p_x = 0$ is dominated by the spin-flip interwire hopping term ($\sim t B_z/B_x$) instead of the superconducting pairing term. To demonstrate the emergence of Majorana zero modes (MZM) in the topological phase, we expand $H^{eff}_{\text{BdG}}$ around $p_x \sim 0$ up to linear order to obtain $H^{eff}_{\text{BdG}}(p_x \sim 0)$. Both $H^{eff}_{\text{BdG}}$ and $H^{eff}_{\text{BdG}}(p_x \sim 0)$ have highly complicated forms that are inconvenient to show explicitly; see Appendix A for the details of the projection to and expansion of $H^{eff}_{\text{BdG}}$. The resulting linearized effective Hamiltonian is re-parametrized to have the form

$$H^{eff}_{\text{BdG}}(p_x \sim 0) = \begin{bmatrix} -u^*p_x - \mu^* & t^* & -\mu^* & -\Delta^* \\ t^* & u^*p_x - \mu^* & -\Delta^* & -\mu^* \\ -\Delta^* & \Delta^* & -\mu^* & -\Delta^* \\ -\mu^* & -\mu^* & -\Delta^* & u^*p_x + \mu^* \\ \end{bmatrix}.$$  

(14)

In Appendix A we give explicit definition for the new parameters $\Delta^*$, $t^*$, and $u^*$. These new parameters represent the effective superconducting pairing potential ($\Delta^* \propto \Delta_2 + \ldots$), the effective interwire hopping term combined with a spin-flip ($t^* \propto B_{z//}/B_z + \ldots$) and the effective velocity which imitates the spin-orbit coupling strength in wires with Rashba coupling ($\mu^* \propto A_x/m + \ldots$), respectively. The term $\Delta p_x$ comes from a higher order correction, namely a combination of the intra-wire coupling $\Delta$, and spin-flip term $\Delta_2$, and for the parameter space investigated in this paper it satisfies $\Lambda \lesssim \Delta^*, t^*, u^*$.

With the exception of the terms $\propto \Delta p_x$, all the terms in our effective model Eq. (14) have analogues to the terms which appear in models of single quantum wires with strong Rashba spin-orbit interactions (see e.g. 1). As such, we are motivated to find the analytic form of the Majorana wavefunction using the same procedure: we consider a spatial variation of $t^*$ that generates two regions where the gap at $p_x = 0$ is dominated either by $t^*$ or by $\Delta^*$, and on the boundary between these two regions MZMs emerge. More explicitly, we use periodic boundary conditions and, set $t^* = \Delta^* + ax$ for a small connected interval around $x = 0$ and $t^* = \Delta^* + a(l/2-x)$ for a second small connected interval around $x = l/2$. These two small intervals divide the circle of length $l$ into two regions with $t^* > \Delta^*$ and $t^* < \Delta^*$ where $t^*$ is not varying. The necessity for the second interval stems from considering periodic boundary conditions, wherein the value of $t^*$ should match at 0 and $l$. As a result we can easily demonstrate that a MZM is bound to the small interval where $t^*$ linearly varies. The zero energy MZM eigenvalue is found by setting $\mu^* = 0$ and squaring the effective Hamiltonian

$$[H^{eff}_{\text{BdG}}(p_x \sim 0)]^2 = \begin{bmatrix} \epsilon & i a u^* & \beta & i a \Lambda \\ -i a u^* & \epsilon & i a \Lambda & -\beta \\ -\beta & -i a \Lambda & \epsilon & -i a u^* \\ -i a \Lambda & -\beta & i a u^* & \epsilon \end{bmatrix}.$$  

(15)

where

$$\epsilon = \Delta^2 + t^2 + u^2 p_x^2 + \Lambda^2 + \frac{1}{2}$$  

(16)

and $\beta = 2t^* \Delta^* - 2p_x^2 u$. The terms $i a u^*$ and $i a \Lambda$ come from the fact that the coupling $t^*$ now has a spatial dependence, and due to the commutator $[x, p] = i$ these extra terms emerge. To identify the zero energy modes we diagonalize Eq. (15) with a unitary transformation defined by the rotation matrix

$$U = \frac{1}{2}(i \sigma_x + \tau_y - i \sigma_y \tau_z - \sigma_y \tau_x)$$

$$= \begin{bmatrix} \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{bmatrix}. $$

(17)

After diagonalizing the Hamiltonian, two out of the four diagonal terms have the form of a simple harmonic oscillator, namely $(u^* + \Lambda)^2 p_x^2 + a^2 x^2 = a(u^* + \Lambda)$, whereas the other two diagonal elements have more complicated forms and are not of interest to us. The corresponding eigenvalues are simply given by $E^2 = 2a(u^* + \Lambda)(n + 1/2) \pm (u^* + \Lambda)a$. Depending on the sign of $a$, one or the other of the diagonals have a $n = 0$ mode with zero energy. For any sign choice we always have two intervals in which one of the diagonals accommodate the MZM. Although we keep the additional term $\Delta p_x$ in Eq. (14), it does not affect the qualitative nature of the zero modes. This effective term corresponds to a spin-triplet p-wave superconducting pairing term and only appears in the MZM wavefunction as a modification of the effective spin-orbit coupling term $u^*$. Quantitatively it increases (decreases) the spread of the MZM wavefunction for $\Lambda > 0 (\Lambda < 0)$ as can be seen below.
The explicit form of the MZM can be found by applying the inverse transformation $U^{-1}$ on the eigenvectors of diagonalized matrix. Let $a > 0$ and consider the MZM at $x = 0$, which corresponds to the eigenvector $(01 00)^T$ in the diagonalized basis. Applying the inverse transformation gives the following Majorana operator,

$$\gamma = \gamma^\dagger = 1/2(-\psi_{1\downarrow} - i\psi_{2\uparrow} - \psi_{1\uparrow}^\dagger + i\psi_{2\downarrow}^\dagger)$$  \hspace{1cm} (18)

which satisfies the defining property of a Majorana mode. The spatial extend of the MZM is given by the well-known $n = 0$ solution of the simple harmonic oscillator $\Psi(x) \propto \exp(-ax^2/(2u^2 - 2a))$.

**B. Majorana Zero Modes for $B_x/B_z \gtrsim 1$**

In the last section we have identified the conditions for the emergence of MZMs when our low-energy model is valid (i.e. when the energy scales associated with spin-conserving interwire hopping and in-plane Zeeman coupling are much smaller than the out-of-plane Zeeman coupling energy scale). We can now ask whether or not a topological phase yielding emergent MZMs can exist outside of the parameter space where the low-energy model is valid. By numerically evaluating the $Z_2$ topological invariant by using a Pfaffian representation\cite{2,25}, we will answer this question in the affirmative.

We follow the procedure of Ref.\cite{2} and look at the Pfaffian of the skew-symmetric matrix $\mathcal{H}_{BdG}$, which has the same set of eigenvalues. The Pfaffian of a skew-symmetric matrix gives the square root of the determinant, which can be thought of as multiplication of half of the eigenvalues.\cite{26} The change in sign of the Pfaffian indicates a gap opening and closing transition leading to band inversion has occurred. This allows one to build a topological invariant by comparing the signs of the Pfaffian at $p_x = 0$ and $p_x \to \infty$.\cite{25} The system is in the topological superconducting phase and supports end-state MZMs when the Pfaffian has opposite signs at these given points,

$$\text{Pf}[\mathcal{H}_{BdG}(p_x = 0)\tau_x] \times \text{Pf}[\mathcal{H}_{BdG}(p_x \to \infty)\tau_x] = -1,$$

and is in the trivial superconducting phase when the left-hand side of Eq. (19) equals $+1$. We calculated the Pfaffian for different $p_x$ values by applying a freely available numerical package.\cite{27} We found that for a finite pairing potential $\Delta_z$ and for $\mu \sim \mu_{\text{gap}}$ the Pfaffian is positive definite as $p_x \to \infty$. Hence, it is sufficient to look at only the sign of $\text{Pf}[\mathcal{H}(p_x = 0)\tau_x]$. This can be calculated analytically and is given by

$$\text{Pf}[\mathcal{H}_{BdG}(p_x = 0)\tau_x] = \frac{A_s^8}{16m^4} - \frac{A_s^6\mu}{2m^2}$$

$$- \frac{A_s^4}{2m^2}(B_z^2 + B_z^2 + t^2 - \Delta_1^2 - \Delta_2^2 - 3\mu^2)$$

$$+ \frac{2A_s^2}{m}(B_z^2 + B_z^2\mu - 2t\Delta_1\Delta_2 + t^2\mu)$$

$$- \frac{2A_s^2}{m}(\mu(\Delta_1^2 + \Delta_2^2 + \mu^2))$$

$$+ \left(2B_z^2(t^2 - \Delta_1^2 + \Delta_2^2 - \mu^2)ight)$$

$$+ B_z^2 + B_z^2 + 2B_z^2(B_z^2 - t^2 - \Delta_1^2 - \Delta_2^2 - \mu^2)$$

$$+ [(\Delta_1^2 + \Delta_2^2 + (t - \mu)^2)(\Delta_1^2 - \Delta_2^2)^2 + (t + \mu)^2]]$$ \hspace{1cm} (20)
In Fig. 4 we present the topological phase diagram of our system obtained using the Pfaffian formulation of the topological invariant. As the parameter space is vast, we limit our illustrations to cross-sections of this space that yield some important characteristics. In all panels of Fig. 4 the coupling $A_x$ is scaled by $A_x \rightarrow A_x \sqrt{m}$ and the chemical potential is set to $\mu = \mu_{\text{gap}} + \delta \mu$ where the first term is defined in Eq. (4), and the second term describes variations. The yellow (green) regions are where the system is trivial (topological) and on the boundary between these regions a gap closing and reopening takes place at $p_x = 0$ as the system undergoes a topological phase transition.

The four panels of Fig. 4 reveal a number of interesting results for us to discuss. Fig. 4(a) confirms the presence of the topological phase which we previously discovered in Section III wherein we derived an effective low-energy $4 \times 4$ BdG Hamiltonian which was valid in the limit of small $B_x$ and $t$. It is reassuring that the MZMs are also found when the topological invariant is calculated by calculating the Pfaffian of the full $8 \times 8$ BdG Hamiltonian. Note that the thin horizontal yellow line in Panel (a) and Panel (b) is nothing other than a symptom of our choice to fix $\Delta_2 = 0.1\Delta_1$ and $\Delta_2$ must be finite for the gap in the lowest energy band (away from $p_x = 0$) to be finite. In Fig. 4(b) we consider a large interwire spin-conserving hopping term, $t = B_z$, which is outside of the regime of validity for the low-energy model we derived using second-order perturbation theory, but yet a topological phase transition is still present. This is likely due to the fact that, although our perturbation theory for the low energy subspace breaks down and we cannot use $H_{\text{BdG}}^{eff}$, the physics of the topological phase transition is still governed by a competition between two gapping sources of the near-degeneracy at $p_x = 0$, and indeed the topologically non-trivial region in Fig. 4(b) still satisfies $2\Delta_2 \lesssim tB_x/B_z$. We find in Fig. 4(c) that when $B_x < 2B_z$ the interwire pairing potential should be less than the intrawire pairing potential for a non-trivial phase to emerge; $\Delta_2 < \Delta_1$ is indeed the case in almost all real world systems. Finally in Fig. 4(d) we demonstrate that there is an almost constant window for varying the chemical potential, i.e. $\delta \mu \neq 0$, which can be interpreted as some measure of the gap in units of $\Delta_2$. This range appears to be linearly proportional to the relative strength of $t$ but independent of $B_z$. Also we observe that the topological phase persists for even large values of in-plane Zeeman coupling, $B_x/B_z > 1$.

IV. EMERGENT PARAFERMION MODES

Ever since Kane, Mukhopadhyay and Lubensky demonstrated that electron-electron interactions in a two-dimensional-array of tunnel-coupled quantum wires can yield fractionally-charged excitations analogous to the anyonic excitations appearing in fractional quantum Hall phases of two-dimensional electron gases, numerous studies have applied the same approach for generating topological phases and fractionalized quasiparticles. In this section we incorporate electron-electron interactions into our model using bosonization techniques. We then discuss how, and for which specific regions of our model’s parameter space, these interactions generate parafermionic excitations in place of the Majorana zero modes which appear in the non-interacting system.

We begin by considering our model, Eq. (3), when the density of electrons has been tuned by external electrostatic gates so that only the lowest energy band in Fig. 2(c) is occupied. More specifically, we set the chemical potential such that the Fermi energy lies below the gap separating the lowest and second-lowest energy bands. We restrict ourselves to considering electron-electron interactions whose strength, $U$, is much less than the energy difference, $\Delta E_{\text{band}}$, of the lowest energy band between its two degenerate band minima and the gap to the second band. When the temperature is also significantly less than this bandwidth ($k_B T \ll \Delta E_{\text{band}}$) the effective Hilbert space of our model is then reduced to the electronic states within the lowest energy band which are within a small energy window near the four Fermi points $\pm k_F \pm A_{\text{Fermi}}$. We can approximate the dispersion of the lowest energy band (when the chemical potential is close to the doubly-degenerate band-edge) as two parabola, $(p_x \pm A_x)^2/(2m)$, and introduce a Fermi wavevector to define the density of electrons in each parabola, $k_F = \rho_{\pm=1,2}/\pi$. Because of the chirality of the Fermions in the lowest energy band (see Figure 2 (d)), the states in the two parabola have opposite spin. The resulting model’s non-interacting dispersion is then identical to Ref. 16. Using the standard bosonization scheme we linearize the spectrum at the four points, $\pm k_F \pm A_x$, which gives us two right-movers and two left-movers, one for each spin channel (see Fig. 6 in Appendix A).

In terms of the traditional spin-resolved charge-density and current-density fields, $\vec{\nabla}\phi_{\uparrow(\downarrow)}$ and $\vec{\nabla}\theta_{\downarrow(\uparrow)}$ respectively, the low-energy Hamiltonian can be written as

$$H_B \bigg|_{k_A \neq 3k_F} = \sum_{i=C,S} \int \frac{dx}{2\pi} \left[ u_i \kappa_{\theta_i} (\nabla \theta_i)^2 + \frac{u_i^2}{\kappa_{\phi_i}} (\nabla \phi_i)^2 \right] \quad (21)$$

where $\theta_{C(S)} = (\theta_{\uparrow} \pm \theta_{\downarrow})/\sqrt{2}$ and $\phi_{C(S)} = (\phi_{\uparrow} \pm \phi_{\downarrow})/\sqrt{2}$. The definitions for the velocities $u_i$, and Luttinger parameters, $\kappa_i$, can be found in Ref. 35. Note that in Eq. (21) we have not yet accounted for any proximity-induced superconducting pairing terms. And although Eq. (21) accounts for most types of electron-electron scattering processes, it neglects any terms which cannot be written as quadratic powers of the $\theta$ and $\phi$ fields.

Electron interaction terms which cannot be written as quadratic powers of the $\theta$ and $\phi$ fields will generally appear in the Hamiltonian as cosines acting on linear combinations of these fields. Sources of these terms include spin-flip scattering, Umklapp backscattering, superconducting pairing processes, and $(N>2)$-particle scattering...
processes. Whether or not these terms lead to spontaneous formation of gaps at the Fermi energy can be determined from a renormalization group analysis\textsuperscript{35}. Following Ref.\textsuperscript{16} we include the following 3-body backscattering term
\begin{equation}
O_{3\text{-body}}^{BS} = g_{3\text{-body}}^{BS} \left[ \psi_{L\uparrow} \uparrow \psi_{R\downarrow} (\psi_{L\downarrow} \uparrow \psi_{R\uparrow} + \psi_{L\uparrow} \downarrow \psi_{R\downarrow}) + \text{h.c.} \right] \tag{22}
\end{equation}
which requires special parameters of the model in order to be momentum conserving. In our case we can enforce a momentum conservation condition \((k_A = 3k_F)\) by adjusting either the total electron density (as in the case of Ref.\textsuperscript{16}), or by adjusting the distance separating the two wires, \(y_0\), or the magnitude of the external field, \(B_z\).

One can also consider the effect of spin-flip interwire hopping \(t^*\) in Eq. (14), which gives the following term
\begin{equation}
O_{t^*} = 2t^* \sum_{\tau,\tau'=R,L} \left[ \psi_{\tau,\sigma} \uparrow \sigma \psi_{\tau'-\sigma} e^{-i(6 + \tau - \tau')k_Fx} + \text{h.c.} \right] \tag{23}
\end{equation}
where \(\tau,\tau' = +1\) for \(R(L)\), and \(\sigma = +1\) for \(\uparrow (\downarrow)\) in the exponent. This term is suitable within the assumptions made in Section III where we derived a low-energy non-interacting Hamiltonian for the subspace spanned by the two lowest-energy bands. When written in the bosonization language we obtain eight integrals over terms \(\cos(\varphi_{\tau' - \sigma} - \varphi_{\tau,\sigma} - \sigma(6 + \tau - \tau')k_Fx)\). This term averages to zero when the integral over \(x\) is carried out because the \(\varphi\) fields vary much slower then \(k_Fx\).

Next we will incorporate the effects of superconducting pairing terms which are enabled by placing our double-wire setup in proximity to an s-wave superconductor. From Eq. (14) we identify a term proportional to \(\Delta^*\) which looks like a spin-singlet s-wave pairing potential, and a term proportional to \(\Delta_{\text{triplet}}\) which looks like a spin-triplet p-wave pairing potential. For the latter we obtain the following term
\begin{equation}
O_{\text{triplet}}^{SC} = \Lambda \sum_{\tau,R,L} \left[ \psi_{\tau,\sigma} \uparrow \sigma \psi_{\tau',\sigma} e^{-i(3\sigma - \tau - \tau')k_Fx} + \text{h.c.} \right] \tag{24}
\end{equation}
where we again note that \(\Lambda\) now denotes the renormalized parameter which is appropriate to the energy scale at which linearization of the non-interacting spectrum has been taken. When written in the bosonization language, now we obtain four integrals over terms \(\cos(2\varphi_{\tau,\sigma} + 2(3\sigma - \tau')k_Fx)\) which again averages to zero when the integral over \(x\) is carried out. Turning our attention to the spin-singlet s-wave pairing term we find
\begin{equation}
O_{\text{singlet}}^{SC} = 2\Delta^* \sum_{\tau,R,L} \left[ \psi_{\tau,\sigma} \uparrow \sigma \psi_{\tau',\sigma} e^{-i(1 + \tau' - \tau)k_Fx} + \text{h.c.} \right] \tag{25}
\end{equation}
Out of the four terms in this sum only two of them have vanishing exponential, when \(\tau = -\tau'\), and must therefore be analyzed within the renormalization group analysis we pursue below. Similar to \(\Lambda\) which appears in Eq. (24), \(\Delta^*\) here represents the renormalized value of the parameter which appears in Eq. (14). Finally, in addition to the 3-body term given in Eq. (22), we also consider a momentum conserving 3-body scattering process which includes superconducting pairing
\begin{equation}
O_{3\text{-body}}^{SC} = g_{3\text{-body}}^{SC} \left[ \psi_{L\downarrow} \uparrow \psi_{R\uparrow} (\psi_{L\uparrow} \uparrow \psi_{R\downarrow}) + \psi_{L\uparrow} \uparrow \psi_{R\downarrow} \psi_{R\uparrow} + \text{h.c.} \right] \tag{26}
\end{equation}
We can write Equations (22), (25) and (26) in the bosonization framework using \(\psi_{(R/L)(\uparrow/\downarrow)} \sim e^{i\varphi_{(R/L)(\uparrow/\downarrow)}}\) and the transformation
\begin{equation}
\begin{pmatrix}
\varphi_C \\
\varphi_S \\
\theta_C \\
\theta_S
\end{pmatrix} = \begin{pmatrix}
\frac{1}{2} - \frac{1}{2} & - \frac{1}{2} & \frac{1}{2} & - \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & - \frac{1}{2} & - \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & - \frac{1}{2} & - \frac{1}{2}
\end{pmatrix} \begin{pmatrix}
\varphi_L^\uparrow \\
\varphi_R^\downarrow \\
\varphi_R^\uparrow \\
\varphi_L^\downarrow
\end{pmatrix} . \tag{27}
\end{equation}
We obtain in the new basis
\begin{equation}
\begin{aligned}
O_{3\text{-body}}^{BS} & = g_{3\text{-body}}^{BS} \cos(3\varphi_C - \varphi_S) \\
O_{3\text{-body}}^{SC} & = g_{3\text{-body}}^{SC} \cos(3\varphi_S + \varphi_C)
\end{aligned} \tag{28}
\end{equation}
and we can now write down explicitly the full Hamiltonian which governs the phase diagram of our double-wire system when in proximity to an s-wave superconductor,
\begin{equation}
\mathcal{H}_{B+SC} |_{k_A = 3k_F} = \sum_{i=\uparrow,\downarrow} \int_{\mathbb{R}} \frac{dx}{2\pi} \left[ u_i \kappa_i (\nabla \theta_i)^2 + \frac{u_i}{\kappa_i} (\nabla \varphi_i)^2 \right] + \int_{\mathbb{R}} \left[ O_{3\text{-body}}^{BS} + O_{3\text{-body}}^{SC} \right] . \tag{29}
\end{equation}

We want to demonstrate that the ground-state wavefunction of this Hamiltonian can possess parafermionic excitations in certain circumstances (i.e. in the strongly correlated regime). The first condition for obtaining parafermion zero modes is for the spectrum to be fully gapped. The terms in the first line of Eq. (29) describe a gapless and translationally invariant system with linearly-dispersive charge and spin excitations. However, each cosine term in the second line of Eq. (29) will try to pin the combination of fields which appear in its arguments to the value \(\pi \text{ mod } 2\pi\), and when the coupling constants for these terms, \(g_{3\text{-body}}^{BS}, g_{3\text{-body}}^{SC}, \Delta^*, \Delta_{\text{triplet}}\), are sufficiently large, the charge and/or spin excitation spectrum can become gapped. Whether or not this happens depends on the material-specific values of the coupling constants \(g_{3\text{-body}}^{BS}, g_{3\text{-body}}^{SC}, \Delta^*, \Delta_{\text{triplet}}\), and whether they grow (i.e. are relevant operators) as we follow the renormalization group flow to long wavelengths. We follow the discussion in Ref.\textsuperscript{16,36,37}, and we aim simply to argue that the fully gapped state which can support parafermions is not precluded.
Since $O_{3-body}^{BS}$ and $O_{3-body}^{SC}$ do not commute with each other, only one or the other can be good quantum numbers of the system, but neither one can fully gap both the charge and spin excitations of the system on their own. The terms $O_{3-body}^{BS}$ and $O_{3-body}^{SC}$ however, do commute and as we shall show below, they fully gap the bulk excitation spectrum while simultaneously creating emergent parafermionic zero modes at the ends of the wires. Since the bare values of the model (i.e. the value of $(g_{3-body}^{BS}, \Delta^*, g_{3-body}^{SC})$) get renormalized as we consider lower-energy and longer-wavelength scales, we must find which interaction grows during the process. To do this we calculate the scaling dimensions for each interaction in terms of Luttinger interaction parameters $(\kappa_S, \kappa_C)$ for the spin and charge channels. As is common for the sine-Gordon equation, the scaling dimensions of the operators, $(O_{3-body}^{BS}, O_{sing.}^{SC}, O_{3-body}^{SC})$, directly lead to the one-loop renormalization group equations for the coupling constants, $(g_{3-body}^{BS}, \Delta^* g_{3-body}^{SC})$, respectively. We find the scaling dimensions to be

$$\gamma_{3-body}^{BS} = \frac{(9 \kappa_C + \kappa_S^2)}{2}, \quad \gamma_{3-body}^{SC} = \frac{\kappa_C^2 + \kappa_S}{2}, \quad \gamma_{3-body}^{Sing.} = \frac{\kappa_C^2 + 9 \kappa_S}{2}$$

These demonstrate that it is not possible for a system to have parameters $\kappa_C$ and $\kappa_S$ which simultaneously make $\gamma_{3-body}^{BS} < 1$ and $\gamma_{3-body}^{SC} < 1$, which is required for these interactions to both flow to large coupling values regardless of how arbitrarily small the initial bare values of the coupling constants, $(g_{3-body}^{BS}, \Delta^* g_{3-body}^{SC})$, are assumed to be. If one of $(O_{3-body}^{BS}, O_{3-body}^{SC})$ is relevant, then the other is irrelevant in the renormalization group sense. Luckily, we are dealing with finite length wires, and therefore even if an operator is irrelevant in the RG sense, if it starts with a large enough bare value then it may still remain fairly large at the length scales similar to the wire length, and can thus still gap the bulk system.

Now we can consider what zero modes exist at the boundary in the case of a finite-length system in the strong-coupling limit where $O_{3-body}^{BS}$ and $O_{3-body}^{SC}$ pin the combination of fields in the argument of their cosines to $\pi \mod 2\pi$. We make the following transformation of fields

$$\begin{align*}
\Psi_1 &= \frac{1}{2} (\theta_C - 3 \phi_C + \theta_S - 3 \phi_S) \\
\Psi_2 &= \frac{1}{2} (\theta_C + 3 \phi_C - \theta_S - 3 \phi_S) \\
\Psi_3 &= \frac{1}{2} (\theta_C + 3 \phi_C + \theta_S + 3 \phi_S) \\
\Psi_4 &= \frac{1}{2} (\theta_C - 3 \phi_C - \theta_S + 3 \phi_S)
\end{align*}$$

such that the interactions simplify to

$$\begin{bmatrix}
O_{3-body}^{BS} \\
O_{3-body}^{SC}
\end{bmatrix}
= \begin{bmatrix}
g_{3-body}^{BS} \cos (\Psi_1 - \Psi_2) \\
g_{3-body}^{SC} \cos (\Psi_3 + \Psi_4)
\end{bmatrix}.$$  

To uncover the presence of parafermionic zero modes at the ends of the wire governed by Eq. (32) we apply the open boundary conditions via the well-known unfolding scheme. In the spinless single-band quantum wire case, open boundary conditions demand that $\varphi_L(x) = \varphi_R(-x)$ for $0 \leq x \leq l$, which in turn allows us to double the size of the wire $[0, l] \rightarrow [-l, l]$ while unfolding either the right or left movers into the new extended part. Therefore, the finite length wire with two fields can be described after unfolding by a wire of doubled length in which each half contains only right-movers or only left-movers. We use this fact to enforce the following boundary conditions in our own setup,

$$\Psi_1(x) = \Psi_3(-x), \quad \Psi_2(x) = \Psi_4(-x) \quad 0 \leq x \leq l.$$  

Using this identification we can define two fields in total for the extended wire

$$\Phi_{R(L)}(x) = \begin{cases}
\Psi_{1(2)}(x) & 0 \leq x \leq l \\
\Psi_{3(4)}(-x) & -l \leq x \leq 0
\end{cases}$$

Comparing with Eq. (32) reveals that the two interactions which are required to fully gap the bulk of the double-wire setup each live within only one half of the unfolded setup of double the length (see Figure 5). Because each half of the wire is gapped by a different interactions, zero energy modes can possibly emerge at the boundary. This is the interacting version of the statement that a system governed by the massive Dirac Hamiltonian supports zero energy modes where the sign of the mass changes.

![FIG. 5. (Color online) Schematic representation of the unfolding scheme. Using the open boundary conditions allows unfolding one of the right or left mover fields into the virtually extended part of the wire (hallow). The process effectively doubles the size of the system. As a result interactions are confined within opposite regions and opens gaps of different nature. At the interfaces, which are the ends of the original wire, localized parafermion zero modes emerge(yellow).](image_url)
\[ \pi^2 [\hat{m}, \hat{n}] = 9[\phi_C, \phi_S] + 3([\phi_C, \theta_C] - [\theta_S, \phi_S]) - [\theta_S, \theta_S] = i3\pi \implies [\hat{m}, \hat{n}] = i3 \frac{\pi}{4\pi} \]

We then define the operator \( \alpha = \exp[i2\pi(\hat{m} + \hat{n})/3] \) which commutes with the Hamiltonian at the boundary of two regions, i.e., an infinitesimally small region where the Hamiltonian contains only the quadratic in \( \theta_C \) and \( \phi_C \) terms. Moreover we have \( \alpha^3 = 1 \) which satisfies the required condition for 3-parafermion operators. Hence, in the neighborhoods of the interface between the regions gapped by \( O_{3-\text{body}}^{\text{SC}} \) and gapped by \( O_{3-\text{body}}^{\text{BS}} \), we establish the existence of emergent parafermion zero modes in our particular setup.

We conclude this section with a brief discussion of how the parameters of our specific setup can be best chosen to yield parafermions. The most important condition is to meet the momentum conservation condition \( k_A = 3k_F \). When \( k_A - 3k_F = \delta \) the interaction strength \( g_{3-\text{body}}^{\text{BS}} \) is reduced by a factor \( \sim \exp(-6\ell) \) where \( \ell \) is the length of the wires. Strain and external fields can impact the effective value of the Land \( g \)-factors, which together with the magnetic field strength determines \( k_A \), as discussed in Section III. Since \( O_{3-\text{body}}^{\text{SC}} \) and \( O_{3-\text{body}}^{\text{BS}} \) cannot simultaneously be made relevant in an RG sense, it is important that at least one of them has a large bare coupling constant. \( g_{3-\text{body}}^{\text{SC}} \) and \( g_{3-\text{body}}^{\text{BS}} \), respectively. These coupling constants are \( \sim \Delta^* V_{2k_F} \) and \( \sim (tB_z/B_0)^2 V_{2k_F}^2 \), respectively, where \( V_{2k_F} \) is the Fourier transformation of the electron-electron interaction in one-dimension evaluated at \( q = 2k_F \). In general, unless the number of electrons per unit cell approaches an integer, the interaction physics of the system will be described by a long-range Coulomb interaction rather than an on-site Hubbard interaction.  

Parafermions emerge in the strong-coupling limit, it is necessary for the electron density to be small. Electrostatic gating of the double-wire system is a possible route to satisfying both \( k_A - 3k_F = \delta \) and that the system lives in the strong-coupling limit, \( k_F \propto r_S^{-1} \ll 1 \). Besides satisfying the momentum conservation condition for the scattering processes \( O_{3-\text{body}}^{\text{SC}} \) and \( O_{3-\text{body}}^{\text{BS}} \), one or the other must have a large bare coupling constant. In the event that it is not possible to identify a material with strong bare values of \( g_{3-\text{body}}^{\text{SC}} \) and \( g_{3-\text{body}}^{\text{BS}} \), it seems more important that \( \kappa_C \) is chosen such that \( g_{3-\text{body}}^{\text{BS}} \) is assumed to be the larger one. In this case it is possible that \( g_{3-\text{body}}^{\text{BS}} \) is significantly greater than \( \Delta^* \), which is important because \( O_{3-\text{body}}^{\text{BS}} \) does not commute with \( O_{3-\text{body}}^{\text{SC}} \).

And even if it starts from a small bare coupling, \( g_{3-\text{body}}^{\text{SC}} \) can still flow to strong coupling faster than \( \Delta^* \) for choices of \( \kappa_C \) such that \( \kappa_C^{-1} + \kappa_S > \kappa_C^{-1} + 9\kappa_S < 1 \).

V. SUMMARY AND DISCUSSION

We have proposed a platform for Majorana zero modes and parafermions in tunnel-coupled quantum wires where Rashba spin-orbit coupling is either small or completely absent. The latter scenario is always realized in systems with an inversion symmetric Hamiltonian. As a first step, in section II we demonstrated that one-dimensional chiral Fermions can appear in a highly tunable setup which consists of two tunnel-coupled quantum wires with opposite sign Land g-factors. We demonstrated that the cooperative effect of interwire spin-conserving tunneling and a small magnetic field along the direction of the wire leads to an effective low-energy Hamiltonian describing electrons whose spin orientation flips for opposite momentum states (i.e. chiral Fermions).

Before commenting on the effect of proximity induced superconductivity or strong correlations, let’s discuss the realistic values of parameters for our model. For definiteness we consider the quantitative values used to obtain Fig. 2 (c), which clearly demonstrates chiral Fermions in the lowest energy of the four bands. Assuming a modest value for the perpendicular magnetic field, \( B_z \sim 10 \text{T} \), we have the following expression for the interwire separation distance, \( y_0 = \sqrt{|\mathbf{g}|^2|m|^2} \). Here \( m^* \) is the ratio of the effective mass to the bare electron mass, and \( g^* \) is the ratio of the effective Land factor to the bare value in either wire (for simplicity we assume they have equal and opposite effective g-factors). As mentioned in the introduction, the effective g-factor depends on many influences (strain, confinement, many-body interactions, atomic spin-orbit interactions), but can vary by almost two orders of magnitude from the bare value. In addition to the possibility to experimentally realize our platform with quantum wires, nanotubes, nanoribbons, and lithographically defined 1D channels on two-dimensional electron gases, we believe our model could also be realized using tunnel-coupled 1D chains of adatoms.

In section III we described how the presence of an s-wave superconducting pairing potential in our model’s Hamiltonian leads to emergent Majorana zero modes. Zero-bias conductance peaks in recent experiments on proximity coupled quantum wires with strong Rashba spin-orbit interactions have provided strong evidence for Majorana zero modes, and our proposal opens the possibility for observing these non-Abelian quasiparticles in a wider class of materials (i.e. those without broken inversion symmetry). One notable weakness of our model is the dependence on interwire superconducting pairing. This type of pairing is still possible, however, when the
size of Cooper pairs in the superconductor is larger than the interwire separation distance. Moreover, it has recently been demonstrated that interwire pairing can exceed intrawire pairing in the presence of strong interactions. Enhancing the magnitude and penetration depth of the proximity-inducing superconducting pairing-gap remains an ongoing engineering problem with wide interest. An adatom approach can also be beneficial to finally observing in an experimental setting the interaction-induced fractionalization of the Majorana zero mode into the parafermion. For example, if constructed using the tightly-bound d- or f- atomic-orbitals with significantly larger electron-electron interaction energy scales compared to the semiconductor based 1D materials from which most quantum wires are built.
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Appendix A: Projection from \( \mathcal{H}_{BdG} \) to \( \mathcal{H}_{BdG}^{eff} \) and Linearized Spectrum

In this Appendix we give details of the projection from the \( 8 \times 8 \) full Hamiltonian \( \mathcal{H}_{BdG} \) to \( 4 \times 4 \) effective low-energy description \( \mathcal{H}_{BdG}^{eff} \) using a similar methodology as used for obtaining (7). First we again start by rearranging the terms in \( \mathcal{H}_{BdG} \) into \( 4 \times 4 \) blocks given in Eq. (12) where matrices \( \mathcal{H}_{BdG,11} \) and \( \mathcal{H}_{BdG,22} \) corresponds to the bases \( (\psi_{11}, \psi_{21}, \psi_{11}', \psi_{21}')^T \) and \( (\psi_{12}, \psi_{22}, \psi_{12}', \psi_{22}')^T \) respectively. In this rearrangement explicit form of \( \mathcal{H}_{BdG} \) is given in Eq. (A1).

We apply second order perturbation the theory again and by using \( \mathcal{H}_{BdG}^{eff} = \mathcal{H}_{BdG,11} + \mathcal{H}_{BdG,12} \left[ \mathcal{H}_{BdG,22} \right]^{-1} \mathcal{H}_{BdG,21} \) and obtain an effective \( 4 \times 4 \) Hamiltonian given in Eq. (A2). The terms of the resulting Hamiltonian are far too complicated to be shown here but the form of \( \mathcal{H}_{BdG}^{eff} \) is given in Eq. (A2), where \( \xi_{\pm} \) are given by \( (p_x \pm A_x)^2 - \mu, E_i(i = 1, 2, 3, 4) \) are the corrections to the diagonal dispersions and \( C_i, C'_i(i = 1, 2, 3) \) are corrections to the coupling terms. We note that this form is not quite what we expected as in Eq (14). Namely the couplings in upper-left and lower-right diagonals are not equal to each other, i.e. the terms \( E_i \) are all different and we do not have \( C_i = C'_i \). These terms are slightly off, yet the differences between them turn out to be of higher order in \( p_x \) and the picture gets better once we linearize around \( p_x = 0 \) up to first order. Linearizing at this point we obtain Eq. (A3).
\[ \mu^* = \frac{2m (A_x^2 (t^2 - \Delta_i^2) + 2m (B_z (t^2 - \Delta_i^2) + \Delta_i^3 \mu - \mu t^2 + 2\Delta_1 \Delta_2 t))}{4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)} + \frac{2m B_z^2 (A_x^2 + 2m (B_z - \mu))}{4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)} + \frac{A_x^2}{2m} - B_z - \mu \] (A4)

\[ u^* = \frac{4mA_x (\Delta_i^2 - t^2)}{4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)} + \frac{8m (2mA_x (B_z - \mu) + A_x^4) (A_x^2 (t^2 - \Delta_i^2) + 2m (B_z (t^2 - \Delta_i^2) + \Delta_i^3 \mu - \mu t^2 + 2\Delta_1 \Delta_2 t))}{(4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} - \frac{4mA_x B_z^2 (4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 - \Delta_2^2 + \mu^2))}{(4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} + \frac{A_x}{m} \] (A5)

\[ t^* = \frac{4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)}{4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)} \] (A6)

\[ \Lambda = \frac{8mA_x B_z (4mA_x^2 (\Delta_1 B_z - \Delta_1 \mu - \Delta_2 t) + \Delta_1 A_x^4)}{(4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} + \frac{8mA_x B_z (4m^2 (-2B_z (\Delta_1 \mu + \Delta_2 t) + \Delta_1 B_z^2 + \Delta_1 \mu^2 - \Delta_1 \Delta_2^2 + 2\Delta_2 \mu t))}{(4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} \] (A7)

\[ \Delta^* = \Delta_2 + \frac{8mA_x p_x (2mA_x^2 (2\Delta_1 t B_z - \Delta_2 B_z^2 + \Delta_2^2 \Delta_2 - 2\Delta_2 t^2 - 2\Delta_1 \mu t) + \Delta_1 t A_x^4)}{(4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} + \frac{8mA_x p_x (4m^2 (-2B_z (\Delta_2 B_z^2 - \Delta_2^2 \Delta_2 + 2\Delta_2 t^2 + 2\Delta_2 \mu t) + \Delta_1 t B_z^2 + \Delta_2 \mu B_z (B_z - \Delta_i^2) + \Delta_2 \mu t^2 + \Delta_1 t (\mu^2 - \Delta_2^2))]}{(4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} - \frac{4m (m (-2\Delta_1 t B_z - \Delta_2^2 \Delta_2 + \Delta_2^2 t^2 + 2\Delta_2 \mu t) - \Delta_1 t A_x^4)}{4mA_x^2 (B_z - \mu) + A_x^4 + 4m^2 (-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)} \] (A8)

The linearized effective Hamiltonian \( \mathcal{H}_{eff}^{(f)} \) has almost the desired form (14) except the modified pairing potentials \( \Delta^* \) and \( \Delta^* \). All other couplings are equal to each other up to first order. The list of the explicit form of all couplings in terms of our original parameters in Eq. (10) is given in Eq. (A4)-(A10).

Focusing on the effective pairing potentials we realize that the only difference between them is the first two terms having opposite signs. Note that these terms also have a \( p_x \) dependence which is not considered in our model at all. To finally justify our effective model we note that this projection assumes that \( B_z \) is the largest energy scale in the model. Therefore, comparing the denomina-
we can focus on energies smaller than the gap, say present. Choosing an appropriate chemical potential is shown where also the second lowest energy level is start with the band structure in Fig. 3(b). In Fig. 6 gent parafermion modes. For demonstrative purposes we linearized around four Fermi points to yield the emer-

\[ \Delta^* = \Delta_2 + \frac{-8mA_x p_x (2mA_z^2 (2\Delta_1 t B_z - \Delta_2 B_z^2 + \Delta_3^2) - \Delta_2 t^2 - 2\Delta_1 \mu t) + \Delta_1 t A_x^2)}{(4mA_z^2 (B_z - \mu) + A_x^2 + 4m^2(-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} \]

\[ - \frac{8mA_x p_x (4m^2 (-B_z (\Delta_2 B_z^2 - \Delta_1^2 t^2 + 2\Delta_1 \mu t) + \Delta_1 t B_z^2 + 2\Delta_2 \mu B_z^2 - \Delta_3^2) + \Delta_2 \mu t^2 + \Delta_1 t (\mu^2 - \Delta_3^2)))}{(4mA_z^2 (B_z - \mu) + A_x^2 + 4m^2(-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2))^2} \]

\[ - \frac{4m \mu t B_z + \Delta_2 - \Delta_3 Z_2 + \Delta_2 f^2 + 2\Delta_1 \mu t - \Delta_1 t A_z^2)}{4mA_z^2 (B_z - \mu) + A_x^2 + 4m^2(-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2) \times 4\Delta_2 m^2 B_z^2} \]

\[ + \frac{4mA_z^2 (B_z - \mu) + A_x^2 + 4m^2(-2\mu B_z + B_z^2 + \Delta_2^2 + \mu^2)}{4\Delta_2 m^2 B_z^2} \]

Finally, we address how the lowest energy band is linearized around four Fermi points to yield the emergent parafermion modes. For demonstrative purposes we start with the band structure in Fig. 3(b). In Fig. 6 (a) the spectrum zoomed around the lowest energy band is shown where also the second lowest energy level is present. Choosing an appropriate chemical potential we can focus on energies smaller than the gap, say \( E (-2.5, -1) \) as in Fig. 6(b). Then we observe that the spectrum reduces to two disjoint parabolas that are populated by chiral Fermions, see Section II. Finally, employing the bosonization scheme we linearize at four Fermi points given by \( \pm k_A \pm k_F = \pm 4k_F, \pm 2k_F \), since we choose \( k_A = 3k_F \); see Section IV. This scheme results in two right and two left mover modes of opposite spin states as shown in Fig. 6 (c). Treating these modes within bosonization allows adding the interactions into the picture which is the essential ingredient in order to observe the emergent parafermion modes.

\[ \textbf{FIG. 6.} \text{(Color online) Evolution of the lowest lying band given in Fig. 3(b) as we zoom into smaller energy ranges. (a) Choosing an appropriate chemical potential allows us to stay away from the intersection points of the two parabola. (b) Focusing on the energies below chemical potential the spectrum reduces to two disjoint parabolas where there are four Fermi Points at } \pm 4k_F \pm 2k_F. \text{ (c) Linearizing at the Fermi points we obtain two right and two left movers of opposite spin.} \]
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