1. Introduction

Predictive control is based on discrete or sampled models of processes. The term “Model Predictive Control” denotes a class of control methods having a set of common properties: a mathematical model of the control system that is used for prediction of the future controlled output, known future trajectory of the required quantity, calculation of sequence of future control actions involving minimization of a proper cost function (usually quadratic) together with future trajectories of control increments and control deviation. Only the first proposed control action is performed and the whole minimization procedure is repeated in the next sampling period again. Usability of predictive control algorithms is quite wide and quality of control is usually higher than in the case of PID-controllers. They are applicable to unstable, multidimensional processes or processes with transport delay or nonlinear systems and compensate effects of measurable and non-measurable failures [1]. The air pressure system is also such a system since a proper algorithm must be used to control the pressure in air pressure system. To make a design of the predictive controller possible the existing air pressure system must be identified first using methods for system identification.

2. Air pressure system

The compressor is a small 12V powered device. A pneumatic piston is added at the compressor, whereby the output parameter (pressure) is changing. To decrease the air pressure continuously could be possible using a special electronic operating valve. In our system the electromagnetic valve works with discrete control (open/close) to decrease the pressure in air pressure system. An air tank increases the space for air in the pneumatic system.
Consider a process described by the following state description:

\[ x(t + 1) = f(x(t), u(t)), y(t) = g(x(t)). \]  (2-1)

The method consists of searching states and outputs of transform functions, for example:

\[ z(t + 1) = Ax(t) + Bu(t), y(t) = Cz(t). \]  (2-2)

This method has two disadvantages: - Functions

\[ z(t) = h(x(t)) \]  and \[ u(t) = \rho(x(t), v(t)). \]  (2-3)

can be created for few possibilities.

- Constraints, which are usually linear, are transformed to non-linear.

Linearization is used in cases where the model can be linearized by adequate transformation and constraints are considered to be non-linear. Objective function is usually transformed to nonlinear, because it was quadratic in \( u(t) \), but not always in \( v(t) \). When linear constraints are approximated and objective function was left quadratic the quadratic program for each sample point is the only solution. Linear transform is the only option when both states and input are not deviated from the operation mode. It means that control actions must be closed into their linearized values to preserve the stability. The system robustness can be sacrificed for computational simplicity [2].

### 3. Creating the Model Predictive controller

The predictive controller was created in Simulink environment in MATLAB. Models of the Air Pressure system and compressor were obtained through identification of real equipment. The predictive controller uses the quadratic cost function [4]:

\[
J(N_u, N_y) = \sum_{i=1}^{N_u} \delta(i)[\hat{y}(t+i|t) - w(t+i)]^2 + \sum_{i=1}^{N_y} \lambda(i)[\Delta u(t+i-1)]^2
\]  (3-1)

where \( \hat{y}(t+i|t) \) is the predicted output based on the present available information, \( w(t+i) \) is the sequence of reference trajectory and \( \Delta u(t+i-1) \) is the computed future actions. The parameter \( N_u \) is the prediction horizon and \( N_y \) is the control horizon. The coefficients \( \delta(i) \) and \( \lambda(i) \) are sequences of weights that consider the future behaviour (usually constant values or exponential sequences).

The prediction horizon was set to 100 and the control horizon to 10. The constraints on manipulated variables were set according to Fig. 2. The control interval was set to 0.3s. These parameters were determined after experimental tuning of the controller in MATLAB environment. The Model Predictive controller was compared with the PID controller.

The control variables were shifted about 4.5V according to Fig. 3.

![Fig. 2 Sets of the constraints](image)

![Fig. 3 Shift of control variables](image)
3.1. Simulations in MATLAB environment

The presented simulation results are obtained for the required value of pressure 2.2 kPa (blue/black line). The first graph in Fig. 5 shows the pressure inside the Air Pressure system (green/silver values). In the second graph we can see the control values and the last graph shows that the output valve was not switched on.

The second simulation results are obtained for the required value of 2 kPa using the PID controller. The first graph in Fig. 6 shows the pressure inside the Air Pressure system. In the second graph we can see the control values and the last graph shows that the output valve was switched on to decrease air pressure in the system.

![Fig. 4 Closed-loop control of Pressure System using the Predictive Controller](image)

![Fig. 5 Simulation results for MPC controller](image)

![Fig. 6 The results for PID controller](image)

3.2. Stability and non-linear MPC

The efficient solution of the optimal control problem is important for any application of non-linear MPC to real processes, but stability of the closed loop is also of crucial importance. Even in the case that the optimization algorithm finds a solution, this fact
does not guarantee closed-loop stability (even with perfect model match). Several contributions have appeared in recent years, analyzing the regulator problem in a state space framework. The main proposals are the following:

- Infinite horizon. This solution consists of an increase of control and the Prediction horizon to infinity.
- A final limitation. These solutions consist of the final horizon and ensuring stability by adding a state terminal constraint of the form:

  \[ x(k + P) = x_s, \]  

  (3-2)

- Dual control. This idea defines a region around the final state inside which the system could be driven to the final state by means of a linear state feedback controller. The constraint is:

  \[ x(t + P) \in \Omega. \]  

  (3-3)

The Nonlinear MPC algorithm is used outside this area. The control program switches to the previous calculated linear strategy once the state exceeds \( \Omega \) [1].

In our work we used the model linearization. Also, the guarantee of system stability consists of increasing the prediction horizon to a high value.

4. Conclusion

The control quality of predictive controller excessively depends on the tuned values of horizons, constraints and weight matrices as the practical realization showed. The experimental solutions were presented. We made the comparison between PID and MPC controllers. The controller with fixed structure has less accurate result as the MPC controller. Presented MPC controller can be used as a basis for controlling of various real systems.
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