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Abstract—Point cloud segmentation is a fundamental task in 3D. Despite recent progress on point cloud segmentation with the power of deep networks, current learning methods based on the clean label assumptions may fail with noisy labels. Yet, class labels are often mislabeled at both instance-level and boundary-level in real-world datasets. In this work, we take the lead in solving the instance-level label noise by proposing a Point Noise-Adaptive Learning (PNAL) framework. Compared to noise-robust methods on image tasks, our framework is noise-rate blind, to cope with the spatially variant noise rate specific to point clouds. Specifically, we propose a point-wise confidence selection to obtain reliable labels from the historical predictions of each point. A cluster-wise label correction is proposed with a voting strategy to generate the best possible label by considering the neighbor correlations. To handle boundary-level label noise, we also propose a variant “PNAL-boundary” with a progressive boundary label cleaning strategy. Extensive experiments demonstrate its effectiveness on both synthetic and real-world noisy datasets. Even with 60% symmetric noise and high-level boundary noise, our framework significantly outperforms its baselines, and is comparable to the upper bound trained on completely clean data. Moreover, we cleaned the popular real-world dataset ScanNetV2 for rigorous experiment. Our code and data is available at https://github.com/pleaseconnectwifi/PNAL.
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1 INTRODUCTION

Deep neural networks (DNNs) have witnessed considerable success in 3D point cloud segmentation in recent years. Owing to their powerful learning ability, once high-quality annotations are provided, DNNs-based point segmentation methods can achieve remarkable performance. However, such strong learning capacity is a double-edged sword, as it can also over-fit label noise and degrade performance if annotations are inaccurate.

In fact, compared to 2D image annotations [1, 2], clean labels for 3D data are more difficult to obtain. It is mainly because: 1) the point number to annotate is often very massive, e.g., million scale when annotating a typical indoor scene in ScanNetV2 [3]; 2) the annotation process is inherently more complex, requiring annotators’ expertise and additional knowledge, e.g., constantly changing the view, position, and scale to understand the underlying 3D structure. As a result, even the commonly used 3D scene dataset ScanNetV2 [3], which is already a version after refining the label from the ScanNet, has a large portion of label noise. To demonstrate, we divide real-world noisy labels into two main categories: instance-level label noise, where the whole instance has been mislabeled, as shown in the first row of Fig. 1, and boundary-level label noise, where the boundary between instances is inaccurately labeled, as shown in the second row of Fig. 1.

Based on the foregoing considerations, research into robust learning with noisy labels for 3D point cloud segmentation is urgently needed. However, to the best of our knowledge, there hasn’t been any previous research on point cloud segmentation with noisy labels. The majority of research on learning with noisy labels focuses on image recognition, and they will fail when directly applied to point cloud segmentation. For example, among the most popular methods, sample selection methods [4, 5, 6, 7, 8] assume that the noise rate of all samples is a known constant value but the noise rates are often unknown and variable. Robust loss function methods [9, 10] cannot achieve consistent noise robustness to large noise rates. Whereas label correction methods [7, 11, 12] are designed to correct for image-level label noise, the point cloud segmentation task requires to correct point-level noises. Considering that the point labels within each instance are strongly correlated, it is suboptimal to directly apply these methods to each point independently without considering the local correlation.

We make the first attempt to empower the point cloud segmentation model with resistance to different types of real-world annotation noise. By presenting a novel point noise-adaptive learning (PNAL) framework, we take the lead in solving the instance-level point cloud label noise problem. We also design a variant of PNAL, called PNAL-boundary, to resist boundary-level label noise in point
cloud and combine both PNAL and PNAL-boundary to solve the mixture of instance-level and boundary-level noises. Specifically, to cope with unknown, possibly heavy, and varying noise rates, we designed a point-level confidence selection mechanism, which obtains reliable labels based on the historical predictions of each point without requiring a known noise rate. Next, in order to fully utilize the local correlation among labels, we propose a label correction process performed at the cluster-level. This is done by the proposed voting strategy that tries to merge reliable labels from relevant points to provide the best possible label for each point cluster, with a computationally efficient implementation. As a result, the proposed PNAL framework is able to clean point labels concurrently by gradually investigating the majority of points in the complete dataset.

However, applying PNAL directly to data with boundary-level label noise can result in incorrect label correction on interior points. So we extend it to PNAL-boundary, which is able to correct the point labels near the underlying boundary while keeping clean labels of inner points intact. As the groundtruth border is unknown, a progressive boundary cleaning strategy is introduced to PNAL-boundary for updating boundary regions iteratively with predicted point labels.

Our method has been qualitatively and quantitatively validated on both synthetic noisy label dataset generated from the standard large-scale 3D indoor spaces (S3DIS) [13] and real-world noisy dataset ScanNetV2 [3]. For a more rigorous evaluation, we refine the validation set of ScanNetV2 by manually correcting the noisy labels. Experiments on instance-level, boundary-level, and mixture noisy settings show that our framework achieves better performance and time efficiency than adapting existing noisy label correction works (SCE [10], GCE [9], SELFIE [7]) to the 3D point cloud segmentation task, and is even comparable to the upper bound trained on completely clean data.

To summarize, our contributions are fourfold.

- To the best of our knowledge, this is the first work investigating noisy labels on point cloud data, which has a wide and urgent need for 3D applications where the volume of data is growing drastically.
- A novel noise-rate blind framework PNAL is proposed to handle spatially variant noise rates in point cloud. It consists of point-level confidence selection, cluster-level label correction with voting mechanism, and can be easily applied to different network architectures.
- In addition to addressing instance-level label noise with the standard PNAL, we propose a variant, i.e., PNAL-boundary, which can deal with boundary-level label noise using a novel progressive boundary cleaning strategy. And we further combine PNAL and PNAL-boundary to solve a mixture of both instance-level and boundary-level label noise.
- We re-labeled the validation set of ScanNetV2 by correcting noises and will make it public to facilitate both point cloud segmentation and noise label learning.

# 2 RELATED WORK

## 2.1 Point Cloud Segmentation

Given a point cloud, the task of semantic segmentation is to divide it into subsets based on the semantic meaning of the points. Among the related works, point-based networks have recently gained more and more attention. These methods act directly on disordered, irregular, and unstructured point clouds, so that directly applying standard CNNs is not feasible. For this reason, the pioneering work PointNet [14] was proposed to learn per-point features using cascaded multi-layer perceptrons. It uses cuboidal blocks of fixed arbitrary size to cut the rooms in the scene datasets into blocks when processing datasets. Inspired by PointNet, a series of point-based networks have been recently proposed and widely used today [15], [16], [17], [18]. In general, following the practice of PointNet, these approaches use...
octrees [19], kd-trees [20] or clustering [21] to decompose room scenes into blocks. Although these methods have achieved great success in point cloud segmentation, they are based on the clean label assumptions. Once noisy labels exist, their strong learning capacity will make them over-fit inaccurate annotations and thus cause performance degradation.

2.2 Image Recognition With Noisy Labels
Most existing noisy label correction methods are designed for the image recognition task, which can be broadly classified into four categories. First, methods with noise-robust layers [22], [23], [24] are intended to model a label transition matrix \( T \). Based on the estimated \( T \), they adjust the output of the network to a more confident label. However, such methods assume a strong correlation between certain labels, which limits the method usages. The second approach is to design a loss that is robust to noisy labels [25], [26], generalized cross entropy (GCE) [9], symmetric cross entropy (SCE) [10], which are popular and easily adaptable to existing architectures. They are originally proposed for classification, but most of them are applicable to segmentation if used pixel-wisely. A recent work [27] proposes to apply the reverse cross entropy [10] for the foreground-instance sub-task and a standard cross entropy (CE) loss for the foreground-background in instance segmentation. A major limitation is that they cannot handle heavy noisy labels. Third, loss adjustment methods [7], [11], [12], [28], [29], [30], [31] reduce the negative impact of noisy labels by adjusting the loss of all training samples. In general, while these methods are fully exploring the training data, they take the risks of false correction. Among them, [30], [31] are the latest methods that try to solve the noisy label problem on binary segmentation. Forth, sample selection methods [4], [5], [6], [7], [8], [32] select true-labeled samples from noisy data to avoid false correction, but they take the risk of discarding usable samples and require either a true noise rate or a fully clean validation set.

Despite their success in handling noisy labels for image recognition, applying the above-mentioned methods to point cloud segmentation will fail because point cloud data has a different representation and spatially-variant unknown noise rates. We take the first step to address label noise in point cloud segmentation. Our approach is an extension and hybrid of sample selection and loss correction methods. Unlike sample selection methods, no noise rate is required in our method. And unlike loss correction methods that correct all samples, we correct labels of point clusters according to confidence considering their locally similar region.

2.3 Edge Detection and Image Segmentation With Noisy Lables
Besides solving noisy labels in image recognition, some methods also consider inaccurate boundary labels for edge detection and image segmentation tasks. For edge detection, the boundary-level label noise problem that occurs frequently for professional annotation is even more severe for crowd-sourcing labels, as first reported by [33]. They thus propose an edge detector that helps to align the noisy edge annotations with the true boundaries. Based on it, [34] propose a new thinning layer and NMS loss on edge detection networks to produce thin and precise edges. The major limitation of these frameworks is that they assume the noise rate is small. Also, they cannot deal with instance-level label noise, and are limited to the domain of 2D images. More importantly, such approaches only perform edge detection instead of semantic segmentation, which makes them not applicable to the task of point cloud segmentation on their own.

Boundary label noise also occurs in the domain of medical image segmentation and binary object detection [35], [36], [37], and several attempts [30], [38], [39], [40], [41], [42] have been made to tackle this problem by extending different learning methodology with noisy labels. However, they only focus on binary segmentation instead of multi-class segmentation in this task, and most of them require a true noise rate. Our proposed framework can handle multi-class scenario without the need of noise rate.

3 Problem Description
In this section, we define instance-level label noise and boundary label noise problem in point cloud segmentation, according to our observations on popular real-world datasets.

We define the task of multi-class point cloud semantic segmentation with noisy labels. Formally, we denote point cloud data as \( X \in \mathbb{R}^{N \times C} \) of \( N \) points with \( C \) features of coordinates and RGB values possibly, and its semantic label as \( Y \), and \( M \) as the class number. Our target is to train a model \( f_\theta(X) \) robust to both instance-level and boundary-level label noise in the training set.

3.1 Instance-Level Label Noise Problem
For real-world datasets such as ScanNet [3] and ScanNetV2, instance-level mislabeling can be frequently observed. According to our observations, while the semantic label of an instance might be wrong, we seldom encounter incorrect instance partitioning. For example, a table may be labeled as a sofa, but we seldom see a table that is partially labeled as a sofa. This implies that our method should correct the noise at the instance level. However, the ground truth instance information may not available, and predicting object instances itself is a challenging task. Alternatively, we create a cluster based noise correction method, where each cluster consists of a local patch of points. The main assumption is that points in a cluster are considered to belong to the same instance.

3.2 Boundary-Level Label Noise Problem
Besides the instance-level label noise problem, another challenging issue is the problem of label noise near the true boundary between objects. For example, as shown in the second row of Fig. 1, the points whose real category is wall may be mislabeled as a door, when its position is close to the true boundary between the wall and the door. For the crowd-sourced ScanNetV2 dataset with annotations, where quality control is a challenge, the boundary label noise spreads across the entire dataset. According to our experiments, the boundary noise labels can have a serious impact.
on the model performance, even though they represent a very small fraction of the overall number of point clouds. Generally, there are significant differences in geometry and color distribution between the points located near the ground truth boundary edges of adjacent objects. It enables the granularity of clustering methods to be coarse-grained at the inner areas of the objects and become fine when closer to the real boundaries, and can thus be naturally used to refine the coarse boundary labels. This inspired us to design a cluster-based boundary noisy label correction approach.

### 3.3 Point Cluster

As analyzed above, both instance-level and boundary-level label noise indicate it is better to be corrected based on clusters instead of points. We therefore generate point clusters with off-the-shelf clustering algorithms. In experiments, we mainly use the DBSCAN [43]. DBSCAN is a density-based clustering algorithm that does not require the specification of the cluster number in the data, unlike k-means. DBSCAN can find arbitrarily shaped clusters, and this characteristic makes DBSCAN very suitable for LiDAR point cloud data. In the experiment we also tried another clustering method GMM. Note that the feature used in the clustering methods includes not only point positions, but also the corresponding RGB color attribute. During training, we correct the label on a cluster level. Based on the experiments described in Section 6.5.1, we demonstrate that our method is robust to the granularity of cluster to a certain range and insensitive to clustering methods. We denote the point cloud and its label in a cluster $C_i$ as $(X_C, Y_C), 1 \leq i \leq k$, and $k$ is the number of clusters.

## 4 Methodology

In this section, for the proposed PNAL for instance-level label noise and the PNAL-boundary for boundary label noise, we first introduce the shared pipeline of the two, and then introduce their different part respectively.

### 4.1 Pipeline Overview

Our training procedure for both PNAL and PNAL-boundary is divided into two stages, a warm-up stage introduced in Section 4.2 and a noise-cleaning stage introduced in Sections 4.3.1, 4.3.2 and 4.5. The warm-up stage is the same for both frameworks, which is illustrated in the upper (light blue) part in Fig. 2. We first train the network on all samples by default manner for $E_{\text{warm-up}}$ epochs, where $E_{\text{warm-up}}$ denotes the number of epochs for this stage. The warm-up stage motivates the network to learn the easy data, which are largely consistently labeled correct data.

In the PNAL pipeline, we further train the network with our proposed noise-cleaning stage, as shown in the lower (sky blue) region in Fig. 2. The main idea is to identify the potential noisy label based on the behavior of the network prediction and update the selected data label to a more reliable label. From the observation that the ground truth label is often corrupted on an instance-level, we encourage to correct data labels in a group-wise manner. That we propose to first cluster point cloud into small patches and then update point label patch-by-patch. Point cloud in one patch is set to the same semantic label. Besides, we predict the new label of each cluster through a voting strategy.

In the PNAL-boundary, pipeline for its noise cleaning stage is slightly different from the PNAL’s, as illustrated in Fig. 3. To progressively correct the coarsely annotated boundary labels while protecting the correct non-boundary labels, we propose a new progressive boundary cleaning strategy, as introduced in Section 4.5.

### 4.2 Warm-Up Stage

According to the study of memorization effects [44], deep neural networks are prone to learn clean, easy samples first, and then other noisy samples gradually, even in the presence of noisy labels. Therefore, in the warm-up stage, we adopt no strategies and train the network with a common cross-entropy loss. The detailed formula of $L_{\text{Loss}_{\text{warm-up}}}$ is:

$$L_{\text{Loss}_{\text{warm-up}}} = -\frac{1}{B} \sum_{i=1}^{B} \sum_{m=0}^{M} q(m | X_i) \log p(m | X_i),$$

where $B$ is the number of samples inside a mini-batch, $p(m | X_i)$ denotes classification confidence of each class $m \in \{1, ..., M\}$, and $q(m | X_i) \in \{0, 1\}^{N \times M}$ is one-hot encoded label.

The warm-up stage power the network with easily learned data samples. However, if trained with a large number of epochs for the warm-up stage, the network will tend to fit noisy labels. Let $E_{\text{clean}}$ denotes the number of epochs for the noise-cleaning stage. In noise-cleaning stage of training, remarkably, no hyperparameters such as noise rate are required. We observe that, the precision of both the replaced labels and the correctly fixed labels increases gradually as the training step progresses, and label replacement eventually expands to almost the entire training set, as analyzed in 6.6. Moreover, through our analysis in 6.5.1 on $E_{\text{warm-up}}$, too much warm-up causes the model fitting more noisy data, which affects the performance when the noise rate is large. Meanwhile, the optimal $E_{\text{warm-up}}$ setting is not sensitive to the noise rate. At different noise rates, we can derive the following relationship between the optimal $E_{\text{warm-up}}$ and $E_{\text{clean}}$.

$$E_{\text{warm-up}} = \frac{1}{5} E_{\text{clean}}.$$

### 4.3 Noise Cleaning Stage

#### 4.3.1 Point-Level Confidence Selection

In this part, we aim to select reliable samples from each mini-batch and obtain the confidential labels for these samples that can be corrected with high probability.

Previous studies of sample selection [4], [7] adopt the widely used loss-based separation which tries to construct clean set $C$ by selecting $(1 - \tau) \times 100\%$ of low-loss instances, where $\tau$ is the noise rate. While significant improvements have been achieved in these works, such an approach faces two key problems. First, it is not appropriate to assume that the noise rate is available and constant on the 3D point cloud. Second, it would exclude $C_b$ which tends to produce high losses, making it difficult for hard cleans to participate.
in the network update. To address the above weaknesses of the loss-based sample selection methods, instead of selecting clean samples, we propose to directly select the reliable samples without knowing the noise rate.

Inspired by the bootstrapping [11], we develop a confidence point selection method for dynamically selecting reliable samples and target labels without requiring explicit noise rate. Instead of using predicted class probabilities to generate regression targets, a new criterion, inspired by SELFIE [7], is designed based on history prediction. In detail, a sample with consistently predicted label is regarded as the reliable sample, and its most frequently predicted label is the reliable label, as defined below:

**Definition 1.** A point \( x_n \) is a reliable sample if the predictive confidence \( F(x_n; q) \) satisfies

\[
F(x_n; q) = (1/\lambda) \text{entropy} (P(m \mid x; q)),
\]

where \( \lambda = -\log (1/M) \) is a normalization term for normalizing to [0,1]. We denote the predicted label of the sample point \( x \) at time \( t \) as \( \hat{m}_t = f_{\theta_t}(x) \). Then, the label history of the sample \( x \) that stores the predicted labels of the previous \( q \) warm-up times is \( H_x(q) = \{\hat{m}_1, \ldots, \hat{m}_q\} \), where \( q \) is history length. Next, as given in Eq. (4), \( P(m \mid x; q) \) is the probability of the label \( m \in \{1, \ldots, M\} \) estimated as the label of the sample point \( x \).

\[
P(m \mid x; q) = \frac{\sum_{m \in H_x(q)} \left[ \hat{m} = m \right]}{|H_x(q)|},
\]

where \( \left[ \cdot \right] \) is the Iverson bracket notation. Then we denote the set of reliable samples as \( X_{\text{reliable}} \). Finally, we define the reliable label as \( \hat{m}_n^\star \), where \( \arg \max_m P(m \mid x_n; q) \).

Specifically, our method differs from SELFIE in three significant ways. First, our method is noise-rate blind, to handle spatially variant noise-rate problem in point cloud. Second, our confidence selection mechanism is point-level, and our label correction process is done on cluster level with the help of a novel voting strategy, in order to consider local relationship between point labels. Note that the reliable label in selection stage may not be the label won for correction process. Last but not least, our detailed implementation has to be much more computationally efficient,
to allow for point-level selection and cluster-level correction.

### 4.3.2 Cluster-Level Label Correction

The label correction process is to selectively replace the label with the best possible label in locally similar regions. Ideally, the local similarity region is defined by the ground-truth instance. However, since instance labels may not be available in practice, we use cluster as an alternative. From each cluster \( C_i \) (\( 1 \leq i \leq k \)), as given in Eq. (5), the ones containing reliable samples will be selected for the label correction in subsequent steps.

\[
\{ C_i \mid \exists x_n : x_n \in X_{\text{reliable}} \land x_n \in X_{C_i} \},
\]  

where \( n \in \{1, \ldots, N \} \). Next, for each of these clusters, e.g., \( C_{i'} \), we will replace the label \( Y_{C_i} \) with a best label locally. The goal label can be found by the proposed voting strategy according to the overall label occurrences within the cluster. We use \( occ_{i}^n \) to denote the occurrence number of reliable samples with \( m_n^i = m \).

\[
\begin{align*}
occ_{i}^n & = \sum_{n=1}^{N} [m_n^i = m \land x_n \in X_{C_i}] \\
& = \sum_{n=1}^{N} [m_n^i = m \land x_n \in X_{C_i}],
\end{align*}
\]

where \([\cdot]\) is the Iverson bracket. Then, occurrences for each class are formed as a vector \( occs_{i} = (occ_{i}^1, \ldots, occ_{i}^N) \), and we can find the top occurrence by \( occs_{i}^{\text{top}} = \max_{1 \leq m \leq M} occs_{i}^m \). A winner label is randomly chosen from \( \{ m \mid occs_{i}^m \geq occs_{i}^{\text{top}} \} \) to overwrite the label of this cluster. Note that, in a special case of \( \gamma = 1 \), the winner label in this cluster will be from the top reliable labels \( \{ m \mid occs_{i}^m = occs_{i}^{\text{top}} \} \). According to our ablation study, \( \gamma = 1 \) achieves the best performance. Note that the original label may not be mislabeled or different from the winner label. And the labels may be repeatedly overwritten during the training process.

### 4.4 Instance-Level Label Cleaning

In the noise cleaning pipeline of PNAL framework, we first feed the latest output of the backbone network into the point-level confidence selection, where each points will enqueue into the prediction history and marked as reliable or unreliable. Then, for each points equally, we perform cluster-level label correction, and iteratively replace the ground truth labels. Finally, we update the backbone network with these replaced labels by a cross-entropy loss, and the samples whose label has never been replaced are not involved in the gradient calculation.

### 4.5 Boundary-Level Label Cleaning

The noise cleaning pipeline for PNAL-boundary is slightly different from PNAL. The former is guided by the prior of the boundary label noise. To describe the boundary label noise, we first define the boundary points. The boundary points are the points at the real boundary between objects of different classes. When segmentation annotations are really clean, the boundary points can be obtained by finding the points that more than one classes exist in its nearest neighbors’ labels. According to our observation on real-world datasets, the label noise often occurs at a certain range near the true boundary, i.e., eroded or dilated labels can be found among the points \( X_{\text{boundary}} \) which belongs to the nearest neighbors of the true boundary points (including boundary points themselves). The erosion or dilation pattern for label noise is highly random, and the point’s noise level decreases as its distance to the boundaries increases. Thus, different from symmetrical or asymmetrical pattern of instance-level label noise, a specific morphological algorithm should be designed to model the boundary label noise, as described in Section 5.2.2. Guided by the observation, our correction method should focus on cleaning the labels of the true boundary points and the points near the true boundary, while preserving the non-boundary (inner) point labels.

As discussed earlier, in an ideal situation, we only correct point labels near the true boundary and protect the inner labels. However, from the given ground-truth label which is noisy near the boundary, we cannot find the true boundary. Thus, we propose a progressive boundary correction strategy. The key idea is to adopt label correction for the most recent boundary points extracted from the latest label which is progressively updated as training goes, while protecting the label for inner points. In detail, in the first epoch of the noise cleaning stage, we obtain the set of boundary and neighbor points \( X_{\text{boundary}} \) by the \( k \)-nearest neighbors based on the initial noisy ground truth, and the rest points are inner points. According to our ablation study, \( k = 20 \) achieves the best performance. Note that \( X_{\text{boundary}} \neq X_{\text{boundary'}} \) because the ground truth label in our training set is noisy. In the following epochs, unlike the noise cleaning stage of PNAL, we adopt different strategies for boundary-neighbor points and inner points. First, we perform point-level confidence selection for all points. Second, for boundary and neighbor points \( X_{\text{boundary}} \), we perform cluster-level label correction within itself, i.e., the reliable samples are selected from boundary and neighbor points:

\[
\{ C_i \mid \exists x_n : x_n \in X_{\text{boundary}} \land x_n \in X_{\text{reliable}} \land x_n \in X_{C_i} \}.
\]

For inner points \( X - X_{\text{boundary'}} \), we stop replacing its ground truth label. Then, the ground truth is updated by the labels of the corrected boundary points and all of the inner points. Finally, the network will be updated by the replaced labels. The gradient calculation excludes boundary points whose labels have never been replaced. For each epoch, in addition to correcting the ground truth label iteratively, we also obtain the new boundary and neighbor points according to the latest cleaned ground truth. The number of neighbors \( k \) to encountered within each correction is limited to a certain range, in order to minimize incorrect modifications to the real inner points. According to our ablation, \( k = 20 \) achieves the best performance.

**Connection With Instance-Level Cleaning.** We note that the instance-level and boundary-level cleaning pipeline have the following connections. First, they share the two-stage learning pipeline for training, i.e., a warm-up followed by a noise cleaning stage. Second, they both perform Point-Level Confidence Selection to select reliable samples and Cluster-Level Label Correction for label correction in the noise cleaning stage. Moreover, it will be shown in following experiment (i.e., Table 2) that the PNAL framework also works for boundary-level label noise to some extent.
5 DATASETS AND NOISE SETTINGS

To demonstrate the effectiveness of our proposed method, we conduct experiments on two datasets, ScanNetV2 [3] and S3DIS [13]. ScanNetV2 is a popular 3D real-world dataset with label noise. S3DIS is a commonly used scene dataset with much cleaner labels, which can be considered as clean data. There we can artificially build noisy datasets from S3DIS with various noise settings.

5.1 ScanNetV2

The ScanNetV2 3D segmentation dataset contains 1,513 annotated rooms with 21 semantic elements in total. According to the scan annotation pipeline for ScanNetV2 [3], [45], a normal-based graph cut image segmentation method [46] is first utilized to get a basic, pre-segmentation. These provide a reliable reference to an object instance, however, the class label can be carelessly mislabeled in practice. Also, since the rooms are distributed to different annotators, inconsistent labels can be found even for the same object with different placements in the same scene. These observations match our assumption about the noise pattern in point cloud segmentation that mislabeling occurs at the object-instance-level. And we noticed that the noisy label problem also exists even in its validation sets. Since this issue has never been mentioned in other studies, we manually correct such noise labels of all scenes from the validation sets of ScanNetV2 for more accurate evaluation. Note that we did not perform evaluation on the benchmark test split, due to its unknown noise rate and unavailable annotation.

5.2 S3DIS

S3DIS contains point clouds of 272 rooms in 6 large-scale indoor scenes in three buildings with 12 semantic elements. The instance label is borrowed from [47] which are manually annotated. Compared to ScanNetV2, the S3DIS dataset has a much smaller amount of scenes, less scene complexity, and fewer classes, and the errors occurring in class labels are clearly less than the former. Therefore, we treat the S3DIS dataset as a completely clean dataset, i.e., the noise rate is 0.

5.2.1 Instance-Level Label Noise

We generate an instance-level noisy dataset from S3DIS by randomly changing the point label at an object-instance level, guided by our noise pattern assumption. Following previous work on image classification with noisy data, we model the noisy dataset with two noise types: symmetric and asymmetric. For symmetric noise, the point label is modified to other labels with equal probability at instance level. Also, we found that some class pairs are easily mislabeled as each other in the real-world noisy ScanNetV2, such as door and wall, while some pairs are not that confusable, such as wall and desk. Based on this, we create asymmetric noisy S3DIS datasets, mimicking the way in real-world. In particular, we identify the easily misclassified label pairs, including door-wall, board-window, sofa-chair, and randomly flip the label inside each label pair with a probability of $r_{\text{pair}}$. To note that ours setting is different from previous work on image noisy labels. On point cloud data with only 12 semantic classes, it is inappropriate and unrealistic, to define another confusable class for all classes. Therefore, for classes without pairs, we follow the symmetrical noise setting, to achieve a specified value of the overall noise rate $\tau$. We will show results in the supplemental file following the asymmetric noise setting in previous works on image.

5.2.2 Boundary-Level Label Noise

To quantify the noise level that PNAL-boundary can handle, we also simulate the boundary label noisy dataset from S3DIS. Inspired by our observations on real-world noisy datasets in Section 4.5, we model the label noise on semantic boundary as an erosion or dilation operation on labels. It is highly random, and the point’s noise level decreases as its distance to the boundaries increases. In detail, to produce datasets with various noise levels, we randomly choose a ratio $\alpha$ of scans from the training data to perform morphological noise generation shown in Algorithm 1 with noise level controlled by $\beta$.

```
**Algorithm 1. Morphological Label Noise Generation**

**Input:** Point_Positions \( \{X \in \mathbb{R}^{N \times 3}\} \), Label \( \{Y\} \), Sample_Noise_level \( \{\beta\} \)

**Output:** Morphological_Noisy_Label \( \{Y'\} \)

1: initialize \( Y' \leftarrow Y \)
2: while count_point\((Y' \neq Y) < \text{threshold_point}(\beta) \)
3: \( y \leftarrow \text{random_sample}(\text{get_unique_elements}(Y)) \)
4: \( i \leftarrow \text{random_sample}(\text{get_index}(Y == y)) \)
5: nearest_neighbors_indices \( \{nn\} \leftarrow \text{knnsearch}(X, X, k = 80 \text{neighbors}) \)
6: if any \( (Y_{\text{on}} \neq Y_i) \) then
   /* point i is at the boundary, so do label noise to neighbors */
7: \( \text{distance_point_to_neighbor} \leftarrow \text{dneighbor} \leftarrow \text{distances}(X, X_{\text{on}}) \)
8: \( \text{average_distance} \leftarrow \text{mean}(\text{dneighbor}) \)
9: mask_to_flip_label \( \{\text{mask}\} \leftarrow \text{distance_related_random_sample}(\text{dneighbor}, \text{davg}, \beta) \)
10: \( Y_{\text{on}}[\text{mask}] \leftarrow Y_i \)
11: \( \text{end} \)
12: \( \text{end} \)
13: return \( Y' \)
```

6 EXPERIMENTS

6.1 Implementation Details

The DBSCAN algorithm is used for point cloud segmentation in this study, if not specifically stated, with $\varepsilon = 0.018$. For the real-world noisy dataset ScanNetV2 and artificially created noisy dataset S3DIS, room scenes are divided into room blocks of size $1.0 \times m$ and stride $0.5 \times m$. We random sample 4096 points for each room block during training. We report the results in terms of overall accuracy (OA) and...
mean intersection over union (mIoU) with DGCNN [48], PointNet2 [49], and SparseConvNet [50] as backbones. Without special notation, all experiments are conducted with DGCNN as backbone. For symmetric noise, we conduct experiments on noise rates \( \tau \in \{20\%, 40\%, 60\%, 80\%\} \). For asymmetric noise, we test on a large noise rate \( \tau = 60\% \). \( \tau_{\text{pair}} = 40\% \). For boundary noise, we conduct experiments on dataset noise rates \( \alpha \in \{0.5, 1.0\} \) and sample noise rate \( \beta \in \{0.3, 0.5, 0.7\} \). All the results on S3DIS are tested on the clean 6th-Area. We train a total of 30 epochs, including the warm-up stage and clean-noise stage. The history length is set to 4.

6.2 Baselines

Note that we are the first handling noisy label on point cloud segmentation. We try our best to adapt previous works and create the following baselines: CE, GCE [9], SCE [10] and SELFIE [7]. The first three methods can be naturally applied to the point cloud segmentation as point level guidance. To adopt SELFIE, we apply the original implementation of image-level SELFIE point-wisely. We experimentally find that the optimal warm-up threshold is 5. The other settings are the same as in their paper.

6.3 Performance Comparison on S3DIS

6.3.1 Instance-Level Label Noise

Table 1 shows the performance of baselines and PNAL under different backbones, noisy rates and noise types. Consistent with our observations on real-world noisy dataset ScanNetV2, we designed the “mixed asymmetric noise” in Table 1 as a combination of both asymmetric (noise rate \( \tau_{\text{pair}} = 40\% \)) and symmetric noise (noise rate \( \tau = 60\% \)). The presence of asymmetric noise is due to the similarity among the confusing categories. And symmetric noise exists because of the wrong category selection during the labeling process, i.e., as shown in Fig. 1, where the floor is labeled as a chair. Thus, the annotator introduces noise not only in the confusing classes, but also in the other classes, with random annotation errors.

Different from the “mixed asymmetric noise” (\( \tau_{\text{pair}} = 40\%, \tau = 60\% \)) setting, which is a combination of asymmetric and symmetric noise, here we add more experiments on pure asymmetric noise following the similar setting in the previous image noisy label learning works. In other words, we only randomly flip the label with a probability \( \tau \) between our identified easily misclassified label pairs, including door-wall, board-window, and sofa-chair, while the labels of the other classes remain unchanged.

The first five rows show the results with DGCNN backbone. In the case of DGCNN+CE, its performance drops quickly by 11.86% at 20% noise rate alone, by 23% at 60% symmetric noise rate, by 30.58% at mixed asymmetric noise, and by 11.79% at 40% pure asymmetric noise rate compared to the result on clean training data. This shows that label noise hurts the training process severely. The decline on pure asymmetric noise is not as dramatic as with mixed symmetric noise, because noises in this traditional asymmetric setting are only present in the easily confusing classes, which are a small percentage of the whole data.

For the second and third row, we observe that previous noise-robust methods SCE and GCE perform no better or worse than CE at 0% and 20% noise rates, and only 1.19% and 5.77% improvement at 60% symmetric noise rate. They fail to work and even produce worse results on pure asymmetric noise. These are expected since these methods work with small or constant noise rates, while point cloud training suffers from extreme noise rate variation. And they do not consider the label correlation of local regions, so it is difficult to achieve optimal results.

In the fourth row, the noise correction method SELFIE helps improve the performance over the CE results by 13.35% at 60% symmetric noise rate, by 18.66% at mixed asymmetric noise, and by 5.82% at 40% pure asymmetric noise. While these improvements are quite significant compared to SCE and GCE, the proposed PNAL can produce much better results even than SELFIE. We attribute this to the noise-blind design and local region correlation modeling.

Compared to the DGCNN+SELFIE framework, DGCNN+PNAL shows a further improvement of more than 4.11% for all noise settings. It is worth noting that SELFIE requires a noise rate and takes more than 10 hours per epoch on average, while DGCNN+PNAL takes only 3 hours and 51 minutes. We owe this to the noise-blind pipeline, and the voting design that takes into account the label correlation of local regions. Furthermore, our method significantly improves result by 10.63%, 16.46%, 18.46%, 25.91%, 23.34%, 9.85% at 20%, 40%, 60%, 80% symmetric noise, mixed asymmetric noise and 40% pure asymmetric noise, respectively. Consistently, our performance improves significantly by 13.77%, 14.75%, 22.17%, 25.04%, 25.54%, and 8.79% with PointNet2 as backbone, as shown in the last two rows.

**TABLE 1**

OA Comparison of Different Methods on Artificially Created Noisy S3DIS

| Methods          | 0%     | Symmetric Noise (\(\tau\)) | Mixed Asymmetric Noise | Pure Asymmetric Noise (\(\tau\)) |
|------------------|--------|-----------------------------|------------------------|----------------------------------|
|                  | 20%    | 40%                         | 60%                    | 80%                              |
| DGCNN[48]+CE     | 0.8692 | 0.7506                      | 0.6732                 | 0.6390                           |
| DGCNN[48]+SCE[10]| 0.7768 | 0.7524                      | 0.7230                 | 0.6509                           |
| DGCNN[48]+GCE[9] | 0.7067 | 0.7003                      | 0.6997                 | 0.6967                           |
| DGCNN[48]+SELFIE[7]* | 0.8673 | 0.8158                      | 0.7914                 | 0.7725                           |
| DGCNN[48]+PNAL   | 0.8686 | 0.8569                      | 0.8378                 | 0.8236                           |
| PointNet2[49]+CE | 0.8898 | 0.7008                      | 0.6796                 | 0.5850                           |
| PointNet2[49]+PNAL | 0.8852 | 0.8385                      | 0.8271                 | 0.8067                           |

*The tops with different backbones are shown in bold.*

---
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Fig. 4, we further compare the predictions of the baseline and the proposed PNAL on the S3DIS test set. When both were trained on our mixed asymmetric noise, PNAL produced more reasonable results than the baseline method.

6.3.2 Boundary-Level Label Noise

Table 2 shows the performance of baselines, PNAL and PNAL-boundary under boundary label noise with different dataset noise rates $\alpha$, sample noise rates $\beta$, and with different backbones. To make a more detailed comparison of the model performance in the boundary and inner areas separately, we further calculate the overall accuracy in the boundary and inner areas, i.e. $A@\text{edge}$ and $A@\text{in}$. Based on the calculation of the overall accuracy of each test-set point cloud sample $X$ as $OA(X) = \frac{|\{u(X)\}|}{|X|}$, we have the boundary and inner accuracy defined as:

$$OA@\text{edge} = OA(X_{\text{boundary}}),$$
$$OA@\text{in} = OA(X - X_{\text{boundary}}),$$

(8)

where $X - X_{\text{boundary}}$ is the point set of inner area.

The first six rows show the results with DGCNN backbone. In the case of DGCNN+CE, its performance drops quickly by 9.90% at 0.5 dataset noise and 0.3 sample noise rate, and by 21.33% at 1.0 dataset noise and 0.7 sample noise, compared to the result on clean training data. This shows that the boundary label noise also hurts the training process severely. We observe that previous noise-robust methods SCE and GCE perform no better or worse than CE at low noise rates ($\alpha = 0.5$ and $\beta \leq 0.5$), and only 1.45% and 0.67% improvement at the highest noise rate of $\alpha = 1.0$ and $\beta = 0.7$. The SELFIE at the highest noise rate improves the performance by 1.92%. We can draw similar conclusions as in the instance-level label noise that these methods work on small boundary noise, but cannot obtain optimal results on extreme noise rates. Compared to the DGCNN+SELFIE framework, the DGCNN+PNAL framework that proposed for instance label noise shows an improvement of about 3% for all noise settings.

After adopting the PNAL-boundary, we can observe a further improvement over PNAL framework of 5.3% on average. Respectively, our PNAL-boundary significantly improves the overall accuracy by 9.60%, 12.43%, 20.06%, 18.58%, 19.54%, 19.77% at each noise level. At the highest noise rate, the improvement on edge accuracy (from 0.4848 to 0.6993) even exceeds the improvement on inner accuracy (from 0.6767 to 0.8729) by 1.83%, which demonstrates its robustness to boundary label noise. Consistently, our performance improves by 14.70%, 17.01%, 20.51%, 20.55%, 20.46%, 20.20% with PointNet2 as backbone, as shown in the last two rows.

| Methods                  | $\alpha = 0.5$ | $\alpha = 0.7$ | $\alpha = 1.0$ | $\beta = 0.3$ | $\beta = 0.5$ | $\beta = 0.7$ |
|--------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| DGCNN+CE                 | 0.7702         | 0.7512         | 0.7394         | 0.7396         | 0.7498         | 0.7627         | 0.6614         | 0.4825         | 0.6831         | 0.6670         | 0.4853         | 0.6864         | 0.6539         | 0.4848         | 0.6767         |
| DGCNN+SCE[10]            | 0.7634         | 0.7569         | 0.7298         | 0.7538         | 0.7531         | 0.7019         | 0.5175         | 0.7244         | 0.7021         | 0.5250         | 0.7237         | 0.7006         | 0.5149         | 0.7231         | 0.6704         | 0.4936         | 0.6918         |
| DGCNN+GCE[9]             | 0.7009         | 0.5010         | 0.7251         | 0.6992         | 0.5002         | 0.7233         | 0.6988         | 0.5121         | 0.7215         | 0.6984         | 0.5248         | 0.7196         | 0.6871         | 0.5022         | 0.7095         | 0.6626         | 0.4920         | 0.6833         |
| DGCNN+SELFIE[7]          | 0.8223         | 0.6863         | 0.8394         | 0.7933         | 0.6205         | 0.8146         | 0.7575         | 0.5459         | 0.7831         | 0.7462         | 0.5310         | 0.7722         | 0.7150         | 0.5108         | 0.7397         | 0.6751         | 0.4910         | 0.6974         |
| DGCNN+PNAL               | 0.8426         | 0.6971         | 0.8608         | 0.8342         | 0.6630         | 0.8553         | 0.7981         | 0.5926         | 0.8256         | 0.8010         | 0.6315         | 0.8219         | 0.7857         | 0.5802         | 0.8107         | 0.6992         | 0.5053         | 0.7227         |
| DGCNN+PNAL-boundary      | 0.8662         | 0.7206         | 0.8845         | 0.8639         | 0.7203         | 0.8820         | 0.8620         | 0.7085         | 0.8812         | 0.8622         | 0.7161         | 0.8806         | 0.8600         | 0.7028         | 0.8795         | 0.8536         | 0.6993         | 0.8729         |
| PointNet2[49]+CE         | 0.7332         | 0.5332         | 0.7575         | 0.7083         | 0.5176         | 0.7314         | 0.6675         | 0.4880         | 0.6893         | 0.6700         | 0.5072         | 0.6899         | 0.6694         | 0.4901         | 0.6912         | 0.6661         | 0.4896         | 0.6875         |
| PointNet2+PNAL-boundary  | 0.8802         | 0.7389         | 0.8980         | 0.8784         | 0.7448         | 0.8953         | 0.8726         | 0.7261         | 0.8910         | 0.8755         | 0.7295         | 0.8938         | 0.8740         | 0.7170         | 0.8937         | 0.8681         | 0.7166         | 0.8871         |

The tops with different backbones are shown in bold.

Fig. 4. From left to right: Scenes in S3DIS testset, clean GTs, predictions of DGCNN+CE, and DGCNN+PNAL.
6.3.3 Mixed Label Noise

To further investigate our framework quantitatively, we adopt a mixed label noise generation approach to more closely mimic real-world noise. We combined two noise models, i.e., creating instance-level label noise first and then boundary label noise, and generated the mixed noise manually on the S3DIS dataset. For each noise type, we use the noise rates of different levels, i.e., different instance-level symmetric noise rates $\tau$ and boundary noise rates $\alpha$ and $\beta$. To cope with the mixed noise, our method first applies the PNAL framework to train 30 epoches and then the PNAL-boundary framework for 10 epoches. The results are as shown in Table 3. Despite the extreme mixed noise conditions in the last row, i.e., 80% instance-level symmetric noise and $\alpha = 1.0$, $\beta = 0.7$ boundary noise, our method consistently boosts the performance by more than 20%. We also analyze the visualization of the label correction process on the mixed noise in Section 6.6.3.

6.4 Experiments on Real-World Noisy ScanNetV2

6.4.1 Statistics of Noisy Label on ScanNetV2

For a better understanding of the instance-level label noise issue on the ScanNetV2 dataset, we leverage manual inspection to check the whole ScanNetV2 validation set. For each scene, there were at least two human inspectors and the scene is counted as mislabeled when they both agreed that instance-level noisy class labels exist in the scene. As shown in Table 4, 228 scenes out of 312 (73.3%) suffer from instance-level label noise issue. Therefore, even though ScanNetV2 is already a re-labeled version of ScanNet, the label noise issue is widely present in its validation set. This further proves the existence and significance of the noisy labeling problem and the urgency of the need for a noise-robust framework.

6.4.2 Performance of ScanNetV2

We report the results of PNAL and PNAL-boundary framework on ScanNetV2 validation set with SparseConvNet [50] as the backbone network. We note that the ScanNetV2 has both instance-level and boundary-level label noise on both training and validation splits.

Table 5 shows the performances of PNAL framework on ScanNetV2 validation set with SparseConvNet as the backbone network. Although the results of our method do not show a great advantage, we believe this is due to the fact that there are still mislabels in the validation set of ScanNetV2. Therefore, we show some results of PNAL framework from the validation set in the first 7 rows of Fig. 5, where PNAL gets more reasonable results than the baseline method and even than GT.

For a more rigorous comparison, we further tested on the fully relabeled clean validation data mentioned before, and reported the results in Table 5. Our method achieves significant performance gain, which demonstrates the effectiveness of our method on the real-world noisy dataset. In contrast, the performance of the baseline SparseConvNet degrades, indicating its overfitting of the label noise, which affects the performance on fully clean data.

As ScanNetV2 validation set also suffers from boundary noise, while high quality data with accurate boundaries are time consuming to re-annotate, instead of quantitative experiments, we show some example results from the validation set. Note that, the fully relabeled clean validation data mentioned before focuses on instance-level label noise, and we keep boundary-level noisy labels untouched. Our method first applies the PNAL framework to train 30 epoches and then the PNAL-boundary framework for 10 epoches, and the baseline is trained for 40 epoches. The results are as shown in the last 4 rows of Fig. 5, where ours gets more reasonable results than the baseline method and even than GT. Specifically, for the 8-th and 9-th rows, both instance-level and boundary-level label noise exists in the given labels, and our pipelines correct both of them properly. These visualization results further illustrate the existence and complexity of real-world label noises. Specifically, the GT labeling error in the second and fourth rows are from confusing category pairs “photos versus walls” and “shower curtains versus curtains”, which fit the asymmetric noise pattern. For the first and third row, unlike the aforementioned noise types, their labeling error pattern are sample-related, called instance- and label-dependent noises. Owing to its complexity, modeling this kind of noise has not been extensively investigated yet. In the future, studying more diverse label noises in point cloud segmentation would be a great research direction.

6.5 Ablation Study

6.5.1 Ablation on PNAL

Component Ablation Study.

All the results in Table 6 are on 60% symmetric noise. The first column reports the results of PNAL with GT instance
Fig. 5. From left to right: Scenes in ScanNetV2 validation set, GT labels given by ScanNetV2, predictions of [50], and predictions of [50]+ours. Ours get more reasonable labels than GT labels with both instance-level (in red boxes) and boundary-level (in orange boxes) label noise.
instead of clustering for label correction, which represents the upper limit of our results. Compared with it, the cluster-based results in the last column have only a small drop, which can illustrate the feasibility of using cluster as an alternative to GT instance label. In the second column, we omit the cluster-level voting step and perform label correction point-wisely, without considering the label consistency between nearby points. The results show a 2.25% decrease over our full method, demonstrating the effectiveness of our proposed cluster-level label correction. In the third and fourth columns, we try different values of $\gamma$, where $\gamma = 1$ is the most greedy case, i.e., the winner label is the top reliable label. We observe no significant performance drop with different $\gamma$ values, implying our method is not sensitive to the choice of $\gamma$. We use $\gamma = 4$ in our setting. In the fifth column, we adjust the history length $q$ to 8, and note that $E_{\text{warm-up}}$ is also increased to 8, due to the constraint of $q$. We can observe a significant decrease in performance. More analysis is given in the next paragraph.

Robustness to $E_{\text{warm-up}}$. Table 7 reports the results of our method at different $E_{\text{warm-up}}$ under symmetric noise of different noise rates (20%, 40%, 60%). Our performances are optimal and robust, with $E_{\text{warm-up}} = 5$ as we recommend, for all noise rates, demonstrating that $E_{\text{warm-up}}$ is not sensitive to noise rate variations. The larger the noise rate, the larger the performance drop can be observed if $E_{\text{warm-up}}$ increases. We can conclude that the larger the $E_{\text{warm-up}}$, the more noisy data the network fits, which can make noise-cleaning difficult on data with large noise rates. Comparing the result in the second row with the fifth column in Table 6, we found that although increasing the history length brings a performance decrease, this mainly comes from the effect of the increased $E_{\text{warm-up}}$.

Robustness to Clustering Methods and Granularity. In Table 8, the first three columns report the results of PNAL under different clustering granularities ($\epsilon$ is 0.015, 0.018, 0.021), and the last two columns report the results of ours under other type of clustering (GMM, spectral). They show close results, which demonstrates that our method is robust to a certain range of cluster granularities and is not sensitive to the clustering method used.

Iterative Cleaning. In Table 9, we report the results of iteratively applying PNAL within the total 30 training epochs, where the prediction from the previous iteration is used to train new models and perform cleaning in the next iteration. Each column shows different schedules, i.e., at which epochs we start a new iteration. The iteration start at epochs 15 gives a similar performance compared to ours default setting, while the ones iterated more frequently show a performance decline, which may be due to inadequate learning and cleaning.

6.5.2 Ablation on PNAL-Boundary

Component Ablation Study. All the results in Table 10 are on $a = 1.0, \beta = 0.7$ boundary label noise. The first column reports the results of PNAL-boundary without the progressive boundary correction. Instead of obtaining new boundary and neighbor points from the latest cleaned ground truth, here we obtain the boundary and neighbor points from the initial ground truth label. Compared with our progressive way, the non-progressive way has a small drop, which can illustrate the feasibility of progressive boundary correction based on the latest cleaned ground truth.

Robustness to $k$. In this study, we show the robustness of PNAL-boundary on the number of nearest neighbors of the progressive boundary correction, which is denoted as $k$. This parameter controls the range of boundary points whose ground-truth label can be corrected within each.

---

**Table 6**

OA Comparison on 60% Symmetric Noise S3DIS Dataset

| Metric  | GT Instance | w/o Voting | $\gamma=1$ | $\gamma=2$ | $q=8$ | DGCNN +PNAL |
|---------|-------------|------------|------------|------------|--------|--------------|
| OA      | 0.8287      | 0.8011     | 0.8110     | 0.8209     | 0.7704 | 0.8236       |

**Table 7**

The OA of PNAL at Different $E_{\text{warm-up}}$ and Noise Rates

| Noise Rate $\tau$ | 20% | 40% | 60%       |
|-------------------|-----|-----|-----------|
| $E_{\text{warm-up}} = 5$ | 0.8569 | 0.8378 | 0.8236 |
| $E_{\text{warm-up}} = 8$ | 0.8422 | 0.8247 | 0.7851 |
| $E_{\text{warm-up}} = 11$ | 0.8343 | 0.8009 | 0.7812 |

**Table 8**

The OA of Our Method at Different Granularity of Clusters and Different Clustering Methods

| Clustering          | DBSCAN | DBSCAN | DBSCAN | GMM spectral |
|---------------------|--------|--------|--------|--------------|
| Methods             | $\epsilon=0.015$ | $\epsilon=0.018$ | $\epsilon=0.021$ |
| OA                  | 0.8206 | 0.8236 | 0.8159 | 0.8178 | 0.8162 |

**Table 9**

The OA of Our Method in an Iterative Manner

| Iteration Start at epochs | 7, 14, 21 | 10, 20 | 15 |
|---------------------------|-----------|--------|----|
| OA                        | 0.8054    | 0.8115 | 0.8263 |

**Table 10**

OA Comparison on $a = 1.0, \beta = 0.7$ Boundary Label Noise S3DIS

| Metric | w/o Progressive | k=10 | k=20 | k=30 |
|--------|-----------------|------|------|------|
| OA     | 0.8187          | 0.8493 | 0.8536 | 0.8445 |
| @edge  | 0.6405          | 0.6894 | 0.6993 | 0.6731 |
| @in    | 0.8407          | 0.8692 | 0.8729 | 0.8658 |

---

Fig. 6. The percentages of points with replaced label (denoted as Correction) and the percentage of correctly corrected points (denoted as True Correction). The correction gradually explores the entire dataset.
epoch. In the second, third and forth columns in Table 10, we adjust \( k \) to 10 and 30. We use \( k = 20 \) in our default setting. Results show a little performance drop with a different \( k \), implying our method is not sensitive to the choice of \( k \). Also, we find that the performance drops when \( k \) increases. It may be due to the incorrect correction of the non-boundary point, when the range of boundary points is too large.

6.6 Analysis of Correction Process

6.6.1 Instance-Level Label Noise

The first row of Fig. 7 shows the visualization of the label correction process by the PNAL during training. We can find that as the training goes, the overall labeling errors in the training set tends to decrease and gradually approaches the clean ground-truth label. Typically, label errors with large areas (e.g., floors, walls, ceilings) are corrected first. As training proceeds, PNAL gradually explores the entire dataset and tries to correct difficult and small objects. As given in Fig. 6, the percentage of points with replaced label increases from 0.936 to 0.992, while the percentage of correctly corrected points is close to 0.8 from the beginning of the noise-cleaning stage and then gradually increases to 0.865. It also shows that the PNAL correction process spreads to the whole training set as the training proceeds. To note that we take the case of correcting to the original label into account.

6.6.2 Boundary-Level Label Noise

The second row of Fig. 7 shows the visualization of the label correction process by the PNAL-boundary during training. We can find that, as the training goes, the proposed PNAL-boundary framework corrects the coarsely annotated boundary labels to align with the real boundary between the wall and the board in a coarse-to-fine manner. For most of the inner points, their labels are protected from false corrections.

6.6.3 Mixed Label Noise

Fig. 8 shows the visualization of the label correction process on mixed boundary and instance label noise by the our frameworks during training. The first 30 epoches are trained with PNAL framework and the last 10 epoches are with PNAL-boundary. In the first 30 epochs, as the training goes, the PNAL framework corrects the large areas first (e.g., wall), and then small objects (e.g., big table, small table, chair), which is consistent with our previous observations. However, false correction appears at not only boundary, but also inner points (e.g., the smaller item on the table is labeled as table at 29 epoch). In the last 10 epoches, the proposed PNAL-boundary framework corrects the coarsely annotated boundary labels to align with the real boundary between the wall and the board in a coarse-to-fine manner. While the labels of the inner points are protected from false corrections, however, we can find that the true corrections are also limited to a certain range. For example, the smaller item (in black color) on the table, which has been incorrectly relabeled as table (in desert color) by PNAL, cannot be fully corrected by PNAL-boundary in a limited steps.

7 CONCLUSION

In this study, we propose a novel point cloud segmentation framework PNAL and its variant PNAL-boundary, to cope with the point cloud labeling noise problem at both instance and boundary levels. Unlike existing methods that focus on image classification, PNAL and PNAL-boundary are noise-rate blind, in order to deal with the unique noise-rate variation problem in point cloud. We propose point-wise confidence selection, cluster-wise label correction and voting strategies to generate the best possible labels considering the correlation labels in local similar points ysq for instance-level label noise. For boundary label noise, we propose a progressive boundary label cleaning strategy. In addition, we re-labeled the validation set of a popular but noisy real-world scene point cloud dataset to make it clean, for rigorous experiment and for future research. Experiments demonstrate the effectiveness
and robustness of our method on real-world noisy data and artificially created noisy public data. For future directions, as the boundary detection models trained on boundary-noisy labels tend to produce thicker boundaries, as reported in [34], it would be a possible to utilize boundary detection models to select possible noisy labeled boundaries from thick predictions for further cleaning.
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