Comparison of Field and Laboratory Wet Soil Spectra in the Vis-NIR Range for Soil Organic Carbon Prediction in the Absence of Laboratory Dry Measurements
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Abstract: Spectroscopy has demonstrated the ability to predict specific soil properties. Consequently, it is a promising avenue to complement the traditional methods that are costly and time-consuming. In the visible-near infrared (Vis-NIR) region, spectroscopy has been widely used for the rapid determination of organic components, especially soil organic carbon (SOC) using laboratory dry (lab-dry) measurement. However, steps such as collecting, grinding, sieving and soil drying at ambient (room) temperature and humidity for several days, which is a vital process, make the lab-dry preparation a bit slow compared to the field or laboratory wet (lab-wet) measurement. The use of soil spectra measured directly in the field or on a wet sample remains challenging due to uncontrolled soil moisture variations and other environmental conditions. However, for direct and timely prediction and mapping of soil properties, especially SOC, the field or lab-wet measurement could be an option in place of the lab-dry measurement. This study focuses on comparison of field and naturally acquired laboratory measurement of wet samples in Visible (VIS), Near-Infrared (NIR) and Vis-NIR range using several pretreatment approaches including orthogonal signal correction (OSC). The comparison was concluded with the development of validation models for SOC prediction based on partial least squares regression (PLSR) and support vector machine (SVMR). Nonetheless, for the OSC implementation, we use principal component regression (PCR) together with PLSR as SVMR is not appropriate under OSC. For SOC prediction, the field measurement was better in the VIS range with \( R^2_{CV} = 0.47 \) and RMSEPcv = 0.24, while in Vis-NIR range the lab-wet measurement was better with \( R^2_{CV} = 0.44 \) and RMSEPcv = 0.25, both using the SVMR algorithm. However, the prediction accuracy improves with the introduction of OSC on both samples. The highest prediction was obtained with the lab-wet dataset (using PLSR) in the NIR and Vis-NIR range with \( R^2_{CV} = 0.54/0.55 \) and RMSEPcv = 0.24. This result indicates that the field and, in particular, lab-wet measurements, which are not commonly used, can also be useful for SOC prediction, just as the lab-dry method, with some adjustments.
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1. Introduction

Soils are significant natural resources for the survival of humanity. Substantially more carbon is stockpiled in the world’s soils than is present in global vegetation and atmosphere combined [1]. Studies have shown over the years that the conservation of soil organic carbon (SOC) concentrations...
is strongly linked to biological activity and agricultural productivity [2]. Maintaining SOC contents above critical limits for specific ecological and climatic zones will help to protect soil resources and maintain crop yields, thus contributing to global food security [3]. Prediction of SOC in the soil is, therefore, essential because there is always an improvement in soil health as well as the alleviation of climate change whenever SOC content increases [4].

Soil spectroscopy under proximal soil sensing, developed some decades ago, has been used as a useful tool by more researchers in recent years to complement traditional soil analysis [5,6]. Spectroscopy, being the analysis of the interaction of visible-infrared wavelengths with soil properties, also provides information on soil particle size and thus information on the soil matrix. Another attractive feature of spectroscopy is that spectra can be recorded, at points or by imaging, from different platforms; by proximal sensing in the field, in the laboratory using sampled material, or from remote sensing platforms with multi- and hyperspectral capabilities. Compared with analytical laboratory approaches, its measurement is more cost-effective because it is quicker and can use a single spectral measurement to infer multiple soil properties [5–7]. In laboratory and field environments, the spectroscopy technique is increasingly used to predict numerous soil constituents based on their diagnostic spectral features and approaches to statistical regression [8].

Prediction of soil organic carbon using visible near-infrared (Vis-NIR) spectroscopy under laboratory-controlled conditions has produced the most accurate results (high analytical precision) in comparison to field and remote sensing platforms [9–11]. Under laboratory conditions, external factors such as moisture and environmental conditions that could influence the spectrum are manipulated and are subject to greater control, e.g., spectral noise and atmospheric attenuation. However, steps such as collection, grinding, sieving, and drying of soil, which are vital during this process, make it slower in comparison to field measurements [12,13].

The laboratory domain has become well acknowledged ahead of using the field and other applications. However, direct and timely prediction and mapping of soil properties, especially SOC, can preferably be accomplished by field spectroscopy measurement [14]. Some researchers have even shown the field measurement producing better results than under the laboratory-controlled approach. For example, working with an exceedingly disturbed savannah-like environment, Nocita et al. [15] detected good field predictions of SOC comparative to the same soil samples verified under laboratory conditions. Also, Stevens et al. [16] demonstrated that field measurements could be as accurate as laboratory measurements by comparing the efficiency of the laboratory, field, and airborne spectroscopy to predict SOC using PLSR. They concluded that the RMSE of the field spectral prediction was similar to that of the Walkley and Black method, and that airborne spectroscopy was inaccurate.

Similarly, understanding the impact of different soil components under field conditions is not extensively known. Nevertheless, for the assessment of the applicability of laboratory studies to the natural system, field conditions remain a fundamental requirement [17]. However, natural variability issues must be taken into consideration when sampling materials in the field, as the field environment can display subtle and complex variability. Soil samples obtained from the field can also undergo chemical reactions if special safeguard measures are not applied. For example, an increase in soil pH as a result of CO₂ degassing is because the atmospheric condition and that of the soil atmosphere differ. These changes in atmospheric condition also affect redox-sensitive elements such as Fe, Cr, Hg, Cu, etc., upon their exposure, especially within a depleted oxygen environment [17].

Another form of dataset using the spectroscopy approach (aside field and laboratory dry data) is laboratory wet data. Ideally, for this form of dataset, the sample is collected from the field and then the spectral measurement is taken immediately upon reaching the laboratory. For the wet sample to remain in its natural state, proper and orderly transportation from the field to the laboratory must be ensured. The laboratory wet spectral measurements have also received some considerable attention over the years by researchers, but rather in an artificial form, through a process called rewetting [18–20]. However, in its natural acquired state, it has received relatively less attention. According to Barnard et al. [21] and Bailey et al. [22], when rewetting dry soil, a large pulse of CO₂ is emanated from the soil instantly,
known as the ‘Birch Effect’, named after “H.F. Birch” who experienced a high mineralization effect in East African soils after the rewetting process [23]. According to Bailey et al. [22], these outcomes can cause a considerable decline in soil carbon stabilization and may even affect its predictability outcome. According to Sparks [17], introducing water to the soil can also create a solution–solid or solution–gas reaction that may result in an unstable solution–soil equilibrium if the reaction time is either too short or too long. This shows that the addition of water to dry soil under laboratory conditions may put the soil under undesirable conditions even before prediction. Artificially generated wet samples (mostly used for experiments) may differ somewhat from the natural collected wet samples due to the rewetting approach.

The first stage of Vis-NIR spectra-based multivariate calibration is often data preprocessing. The intention for this is that Vis-NIR spectra often constitute a subset of the features including noise, scattering of light and variances in spectroscopic path length, which are unrelated to the responses. The variation in the predictor that is unrelated to response can disrupt the multivariate modeling, leading to an inaccurate prediction. Some of these pretreatment methods end up removing relevant information from the predictor, especially multiple signal correction (MSC) and standard normal variate (SNV) [24]. This could either cause an enhancement or have a weakening effect [25]. Orthogonal signal correction (OSC) was firstly introduced by Wold et al. [24] for NIR spectra correction and later on as an improvement to its performance; numerous algorithms have since been published. The key concept of OSC technique is based on eliminating the variation that is not related to the parameter for estimation. This method is achieved through the removal of nonrelevant information of the response in the matrix. Therefore, only information orthogonal to the response is omitted. This is made by ensuring that the removed portion is mathematically orthogonal to the response, or as near as possible to being orthogonal. In some cases, the OSC method can also remove nonlinear relationships between the response and the predicted variables [24]. Though the method often converges fast, it still needs 5–10 repetitions [26].

The aim of this work is to compare field and naturally acquired lab-wet spectral datasets, in their raw and pretreatment state, and also to verify the impact on the prediction accuracy by the introduction of OSC. We will determine which of these datasets could be more suitable in the absence of a lab-dry measurement or when a quicker analysis is required. This will be accomplished by the use of Vis-NIR spectra and their ranges.

2. Materials and Methods

2.1. Study Area

Field spectral data (FSD) were measured in May 2019 on a (not recently ploughed) 22 ha agricultural field located at Nová Ves nad Popelkou (50°31’ N; 15°24’ E), central Bohemian region, with a mean altitude of 185 m a.s.l (Figure 1). The areas are primarily rural and devoted to winter and spring cereals and characterized by dissected relief with side valleys and toe-slopes. The total number of measurement and sampling points over the field was 130. The area chosen was representative of the soils capes that were homogenous and comparable in terms of terrain characteristics, land management, and the climatic conditions [27]. According to the World Reference Base (WRB) for soil resources (IUSS Working Group WRB, 2014), soils of this regions are characterized mainly as Cambisols on sedimentary rocks.
2.2. Soil Sampling and Spectral Measurement

The field spectral measurement was taken instantly in the field using an ASD Field Spec III Pro FR spectroradiometer (ASD Inc., Denver, CO, USA) across the 350–2500 nm wavelength range. The spectroradiometer spectral resolution was 2 nm for the region of 350–1050 nm and 10 nm for the region of 1050–2500 nm. Measurements from four different positions around each of the 130 sampling points were taken, and the average value was used for further analysis. The measurement and sampling points (130) were created before the field visit (Figure 1) and were located in the field using a GeoXM (Trimble Inc., Sunnyvale, CA, USA) receiver with an accuracy of 1 m. The spectrometer was standardized using the approach of Shi et al. [28]. Samples for laboratory analysis were collected from each of those positions (depth 0–20 cm) while the field measurement was underway. Composite samples (approximately 150 to 200 g of soil) were placed into a well-labeled bag and transported to the laboratory for further analysis. Immediately upon reaching the laboratory, spectra readings were taken using the same spectrometer used for the field measurement again in four replicates and the average value used as the lab-wet dataset. The samples were then air-dried, gently crushed, and sieved (≤2 mm) before analyzing for SOC (ISO 11464:2006).

2.3. Spectra Pretreatment and Prediction Model Development

Before modeling, lab-wet and field data were preprocessed. The original spectral range is 350–2500 nm; however, the noisy portions between 350–399 nm were eliminated, leaving the range of 400–2500 nm before spectra pretreatments. Murray [29] stated that removing outliers improves prediction accuracy. Therefore, the outliers from both datasets were removed using a local outlier factor (LOF) algorithm procedure proposed by Breunig et al. [30]. The LOF is a measure that looks at a certain point’s neighbours to figure out its density and then compares it with the density of other points and uses its local approach to better detect outliers within the neighborhoods. The field data

Figure 1. Location of sampling area in the Czech Republic (A), location of Czech Republic within Europe (B) and location of sampling points at Nová Ves nad Popelkou (C).
set was used as the reference data for the removal of outliers, meaning that the removed outliers from the field dataset were the same outliers as removed from the lab-wet dataset. In all, a total of seven outliers were removed from each dataset. With the exception of the orthogonal signal correction (OSC) (using the Unscramble Software, Version X11, CAMO, Oslo, Norway), all other pretreatment methods used were calculated with R software (R Development Core Team, Vienna, Austria, 2015). This pretreatment includes Savitzky-Golay (SG) filtering, discrete wavelet transformation (DWT), multiplicative scatter correction (MSC), standard normal variate (SNV), correction by the maximum reflectance (CMR), continuum removal (CR), first and second-order derivative (D1 and D2 respectively), as well as logarithmic transformation (Log(1/R)). We used the sgolayfilt algorithm from the signal R package for the SG filtering (adjusted for second-order polynomial fit with 30 smoothing points). For more detail about the pretreatment, the packages used can be found in [31–34].

The PLSR and SVMR predictive models built using five fold leave-group-out cross validation (which was repeated 100× to give more reliable results) were fitted separately, using either raw unsmoothed or smoothed spectra. The models were then adjusted using nine other signal transforms (SG, D1, D2, SNV, log(1/R), DWT, MSC, CR and CMR) with the exception of OSC. All transformations (except SG) were applied in two ways, i.e., the input data were either raw reflectance spectra or smoothed SG spectra and DWT. This was done in the visible (VIS; 400–800), near-infrared (NIR; 800–2500), and the whole Vis-NIR (400–2500) spectral region. In all, there were 24 different output models to be tested for each of the two datasets. Due to insignificant changes and identical performance, only transforms computed from raw spectra are shown, since they were better than using SG in more instances. Almost all the signal transformations were plotted in Figure 2 to visualize differences between different preprocessing methods. However, the reflectance and absorbance plot were separated for visual assessment of variation in the spectra and also their similarities (Figure 3). For the OSC, which is sensitive to the nonlinear algorithm, its assessment was done using PLSR and principal component regression (PCR), not SVMR because SVMR is a nonlinear algorithm. OSC was also done in three spectral regions, just as the nine other signal transformations.

![Figure 2](image-url)

**Figure 2.** Spectra transforms for both field and lab-wet dataset based on eight different pretreatment methods used.

For a detailed comparison of obtained spectra (lab-wet and field), that is, to determine the stable part of the spectra (the part not affected by moisture), the part that differs, and the part with no
meaningful information, many options were explored without any significant success. Finally, we used three different combinations to analyze the datasets: median filter smoothing (MFS) with segment size of 7, spectroscopic transformation-absorbance (STA) and gap-segment second derivative (GSD) having a gap size of 6, and a segment size of 25 (Unscramble Software, Version X11, CAMO, Oslo, Norway). The order was MFS–STA–GSD.

Figure 3. Spectra transforms showing field (left: A,B) and lab-wet (right: C,D) reflectance (top: A,C) and absorbance (bottom: B,D) features.

3. Results

3.1. SOC Descriptive Statistics

Table 1 is a summary statistic for SOC characteristic of soil sample in the study area, consisting of standard deviation (SD), coefficient of variation (CV), minimum, maximum, mean value, skewness and range. The statistical distributions of SOC at the study area were positively skewed with a mean value of 1.44 and a CV of 23%. These values usually indicate that the area has a medium to semi-high SOC content.

| Property       | Mean (n = 130) | Median | SD  | SV  | Kurtosis | Skewness | Range | Min | Max | CV(%) |
|----------------|---------------|--------|-----|-----|----------|----------|-------|-----|-----|-------|
| SOC content (%)| 1.44          | 1.44   | 0.33| 0.11| 2.41     | 0.57     | 2.33  | 0.60| 2.93| 23.00 |

SD: standard deviation, CV: coefficient of variation,

3.2. Basic Comparison of Field And Lab-Wet Spectra

Figure 3 shows the reflectance and absorbance plot from the raw data for each dataset, which was done to explore the patterns and structure of the generated spectra. The key spectral characteristics of a range of soil samples can be perceived from its mean score spectrum, which indicates the average reflectance as well as absorbance in each spectral band for the entire sample sets and the band-specific spectral variance crosswise the total spectral region.

3.3. Detailed Comparison of Field and Lab-Wet Transformed Spectra

As shown by this work (Figure 4), the stable range for lab-wet spectra is from 818 nm to 1320 nm and from 1528 to 1748 nm. For field, it is located between 826 nm and 1324 nm and between 1514 and 1746 nm. This section is categorized as a region that is not influenced by moisture. The concave shape between 450 and 850 nm suggests the presence of crystalline iron [35]. This is also in agreement with Dematte et al. [36] as they stated that soil minerals containing iron, such as hematite and goethite,
result in concave shapes in the visible region of the spectrum. Nevertheless, spectra regions below 820 nm do not show any significant information for either dataset due to noise. However, this is not a justification that this range will not be suitable for prediction, but rather should be interpreted on a case-by-case basis. For example, Islam et al. [37] and Fystro [38] achieved a significantly better result for both Australian and Norwegian soils by using the visible region (350–700 nm) for prediction of SOC. This study also shows that both lab-wet and field spectra between the range of 2000 and 2400 nm display more irregular and unstable patterns, which could be attributed to the relatively low level of incoming radiation for the acquired spectra in the field resulting from the high noise rate. For the lab-wet spectra, this could just be noise or maybe other factors which, for this work, will be very difficult to explain. Poor absorption at 2265 nm for both lab-wet and field suggests the presence of gibbsite [39]. According to research by Howari et al. [40], the absorption characteristics at 990 nm are due to the presence of NaCl, while NaHCO$_3$ shows the absorption characteristics at 1470 nm, 1990 nm and 2170 nm. Absorption at 1400 nm is typically due to vibrations of water molecules and OH groups.

![Spectral response after median filter smoothing (MFS) + spectroscopic transformation-absorbance (STA) + gap-segment second derivative (GSD) transformation for lab-wet (A) and field (B) spectra datasets (highlighting their various spectra features).](image-url)
The spectrum shown in Figure 4 also illustrates one significant disparity between the field and lab-wet datasets. While the lab-wet dataset displays its peak absorbance value at 1862 nm, the field dataset shows its peak at a shifted wavelength of 1864 nm. Peak shifts are expected due to the effect of temperature change that a sample can sometimes undergo. This could say something about both the physics and chemistry of the determined samples. It may be a risky attempt to remove/mask it because one does not know whether the procedure will end up with the removal of a real and existing signal. Another peak between 1320 and 1528 nm is at the same wavelength of 1375 nm in both field and lab-wet datasets.

However, a concern about the application of field and lab-wet spectra remains because their reflectance may be heavily influenced by moisture content, though Vis-NIR spectroscopy can effectively measure samples with moisture content. Therefore, using any of them as a replacement to the dry spectra may be seen as a wrong decision, because predictive ability and accuracy of Vis-NIR measurement is negatively affected by moisture [41–43]. Despite this, some studies have shown that the field spectra can be more effective than lab-dry measurement for SOC prediction, and Reeves et al. [44] even stated that in the absence of lab-dry measurement, the field spectra should be considered as the most appropriate spectral measurement.

3.4. Comparing Field and Lab-Wet Spectra Predictive Capabilities without OSC

PLSR and SVMR, together with several pretreatment methods, were initially used to compare the prediction accuracy for both field and lab-wet spectral datasets. Leave-group-out cross validation was considered more appropriate because of its design to give more reliable results by means of five fold cross validation (which is repeated 100x). The results show (Tables 2 and 3) that for field data, PLSR gave a better prediction in almost all spectral ranges, particularly in the VIS region with $R^2_{CV} = 0.42$ and RMSEP$_{CV} = 0.26$. But this output was made possible with only three out of several pretreatment methods used, namely MSC, SNV and log(1/R). However, PLSR was outperformed by SVMR also in the VIS region with $R^2_{CV} = 0.47$ and RMSEP$_{CV} = 0.24$. For the lab-wet dataset, its best prediction accuracy was achieved with SVMR employing log (1/R) transformation shown by $R^2_{CV} = 0.44$ and RMSEP$_{CV} = 0.25$ in the Vis-NIR region. Nonetheless, MSC and SNV also provide some improved outcomes relative to other pretreatment procedures used. This shows that the prediction from field spectra was better in the visible range while that from the lab-wet spectra was better in the Vis-NIR range. This implies that $R^2_{CV}$ decreased from field-based (VIS) to lab-wet measurements (vis-NIR) (Table 2), while $R^2_{CV}$ increased from lab-wet-based (VIS) to field-based (Vis-NIR) (Table 3).

| Pre-Treatment | Field PLSR | VIS | NIR | VIS-NIR |
|---------------|------------|-----|-----|---------|
|               | $R^2_{CV}$ | RMSEP$_{CV}$ | $R^2_{CV}$ | RMSEP$_{CV}$ | $R^2_{CV}$ | RMSEP$_{CV}$ |
| Raw           | 0.36       | 0.27          | 0.33       | 0.28      | 0.36       | 0.27          |
| SG            | 0.35       | 0.27          | 0.33       | 0.28      | 0.35       | 0.27          |
| DWT           | 0.36       | 0.27          | 0.33       | 0.28      | 0.35       | 0.27          |
| D1            | 0.36       | 0.27          | 0.3        | 0.28      | 0.3        | 0.28          |
| D2            | 0.21       | 0.3           | 0.17       | 0.31      | 0.19       | 0.3           |
| MSC           | 0.42       | 0.26          | 0.27       | 0.29      | 0.3        | 0.28          |
| SNV           | 0.42       | 0.26          | 0.26       | 0.29      | 0.28       | 0.29          |
| LOG           | 0.42       | 0.26          | 0.36       | 0.27      | 0.4        | 0.26          |
| CR            | 0.28       | 0.29          | 0.2        | 0.3       | 0.22       | 0.3           |
| CMR           | 0.4        | 0.26          | 0.26       | 0.29      | 0.29       | 0.29          |
### Table 2. Cont.

| Treatment | Methods | VIS-R2cv | VIS-RMSEPcv | NIR-R2cv | NIR-RMSEPcv | VIS-NIR-R2cv | VIS-NIR-RMSEPcv |
|-----------|---------|----------|-------------|----------|-------------|--------------|-----------------|
| Raw       | 0.35    | 0.27     | 0.27        | 0.29     | 0.3          | 0.29         |
| SG        | 0.33    | 0.27     | 0.27        | 0.29     | 0.31         | 0.28         |
| DWT       | 0.37    | 0.27     | 0.28        | 0.29     | 0.32         | 0.28         |
| D1        | 0.33    | 0.29     | 0.24        | 0.32     | 0.26         | 0.31         |
| D2        | 0.07    | 0.45     | 0.22        | 0.31     | 0.25         | 0.3          |
| MSC       | 0.42    | 0.26     | 0.19        | 0.32     | 0.19         | 0.32         |
| SNV       | 0.41    | 0.26     | 0.13        | 0.35     | 0.18         | 0.33         |
| LOG       | 0.47    | 0.24     | 0.31        | 0.28     | 0.37         | 0.27         |
| CR        | 0.24    | 0.29     | 0.23        | 0.29     | 0.26         | 0.29         |
| CMR       | 0.36    | 0.27     | 0.17        | 0.32     | 0.19         | 0.32         |

### Table 3.

Statistics of the five fold leave-group-out cross validation for lab wet spectra using both PLSR and SVMR on different preprocessing methods. The results were calculated as mean values from one hundred independent leave-group-out cross-validation runs.

| Treatment | Methods | VIS-R2cv | VIS-RMSEPcv | NIR-R2cv | NIR-RMSEPcv | VIS-NIR-R2cv | VIS-NIR-RMSEPcv |
|-----------|---------|----------|-------------|----------|-------------|--------------|-----------------|
| Raw       | 0.32    | 0.28     | 0.24        | 0.29     | 0.26        | 0.29         |
| SG        | 0.33    | 0.28     | 0.24        | 0.29     | 0.27        | 0.29         |
| DWT       | 0.33    | 0.28     | 0.23        | 0.29     | 0.26        | 0.29         |
| D1        | 0.29    | 0.28     | 0.21        | 0.31     | 0.26        | 0.29         |
| D2        | 0.08    | 0.33     | 0.20        | 0.30     | 0.22        | 0.30         |
| MSC       | 0.41    | 0.26     | 0.23        | 0.30     | 0.27        | 0.29         |
| SNV       | 0.41    | 0.26     | 0.22        | 0.30     | 0.26        | 0.29         |
| LOG       | 0.39    | 0.26     | 0.26        | 0.29     | 0.34        | 0.27         |
| CR        | 0.34    | 0.27     | 0.17        | 0.31     | 0.29        | 0.29         |
| CMR       | 0.37    | 0.27     | 0.21        | 0.30     | 0.27        | 0.29         |

### 3.5. Comparing Field and Lab-Wet Spectra Predictive Capabilities with OSC Approach

Regarding orthogonal signal correction (OSC), as compared to the other pretreatment algorithms, PLSR or PCR modeling after the OSC correction yield improved results (Table 4). For instance, the prediction accuracy for field spectra increased (for both PLSR and PCA), especially in the Vis-NIR range using PLSR with $R_{CV}^2 = 0.52$ and $RMSEP_{CV} = 0.25$. However, it fell short of the lab-wet dataset in the NIR and vis-NIR region (using PLSR) with $R_{CV}^2 = 0.54/0.55$ and $RMSEP_{CV} = 0.24/0.24$, which was the overall best prediction for the entire study. PCR and PLSR are related techniques,
and their prediction errors are comparable in most situations. However, PLSR is desired by analysts because it relates response and predictor variables so that the model describes more of the response variance with fewer parameters; also, it could become more interpretable, and the algorithm becomes computationally faster. Each of these approaches can cope with data containing a large number of strongly collinear predictor variables [45].

Table 4. Statistics for SOC prediction from field and lab-wet spectra using both PLSR and PCR based on orthogonal signal correction (OSC).

| Dataset | Modelling Method | VIS |  |  | NIR |  | VIS-NIR |  |
|---------|------------------|-----|---|---|-----|---|---------|---|
|         |                  | $R^2_{cv}$ | RMSEP$_{cv}$ | $R^2_{cv}$ | RMSEP$_{cv}$ | $R^2_{cv}$ | RMSEP$_{cv}$ |
| Field   | PLSR             | 0.42 | 0.27 | 0.51 | 0.25 | 0.52 | 0.25 |
|         | PCR              | 0.45 | 0.27 | 0.49 | 0.25 | 0.49 | 0.25 |
| Lab-wet | PLSR             | 0.45 | 0.26 | 0.54 | 0.24 | 0.55 | 0.24 |
|         | PCR              | 0.45 | 0.26 | 0.42 | 0.27 | 0.43 | 0.27 |

4. Discussion

4.1. Comparison of Field and Lab-Wet Spectra

The spectra measured in the field slightly differ from those measured in the laboratory wet conditions, which may be caused by differences in environmental conditions, mainly soil water content, as anticipated, such as soil moisture generally increasing spectral absorption (or decreasing reflectance) of soil compared to dry samples [46]; water replacing the air within soil voids, causing an increase in the forward scattering of light and increasing the absorption of soil at each wavelength [47,48]. The spectra (Figure 3) display similar shapes except for differences in amplitude across the entire range. For example, considering the wavelengths close to 1400 nm and 1900 nm, two obvious features occur because there are either free water or water absorbance bands. The absorption bands can differ slightly and be sharp or wide depending on the dynamics and minerals involved [49]. The absorbance order (Figure 3B,D) assigned to the presence of moisture content was: lab-wet > field, which according to Bishop [50] is attributed to the fundamental widening and bending vibrations of water and hydroxyl bonds. For instance, in overtone regions, water will absorb energy, which can be attributed to water retention forces changing from capillary forces to adsorptive ones. Knadel et al. [51] reported comparable results, too. For the reflectance (Figure 3A,C), it was contrary to that of the absorbance since the order was lab-wet < field, with the internal reflections of reflected radiation being in a water layer covering the soil. However, it was challenging to understand why the reflectance for the lab-wet was lower than for the field since both datasets were expected to have the same moisture content. According to Haubrock et al. [52], the upper surface and the lower parts vary from each other, so that spectrum analysis from the soil surface does not provide details on the properties of lower soil layers.

In this regard, and based on Figures 3 and 4, it could also indicate that our lab-wet samples have been somewhat affected with respect to transportation to the laboratory, because there may have been a certain amount of trapped heat causing variability in moisture content that we might have failed to notice. Variation in moisture content is one of the most significant effects confronting both field and naturally acquired lab-wet samples for NIR spectral prediction [42]. The lab-wet sample is influenced mainly only by moisture content because most of the other conditions that affect spectral measurement are manipulated in the laboratory. Nevertheless, field NIR reflectance measurements are susceptible to external environmental factors, such as temperature, soil moisture and soil structural factors, transient changes in weather conditions during measurement, noise, vegetation cover, illumination sources and variations in illumination due to clouds and wind. One significant concern associated with the lab-wet measurement has been the appropriate method of transportation to the laboratory. How long before they approach the laboratory and for measurement of the sample to commence, is an area of concern.
Sometimes, when the soil is being taken to the laboratory, the samples in the bags appear to 'sweat' as water condensation occurs, and the sample surface may be 'artificially' weathered. This could have also influenced the lab-wet prediction accuracy within this analysis, since for an effective lab-wet dataset, the samples should be in their natural state. Further study is needed; however, for this time around, ensuring an effective means of transportation should be paramount so that variations in the moisture content are taken care of entirely.

In certain circumstances, the spectral response sequence associated mostly with a given parameter may overlap with the response pattern of another factor and thus hinder the estimation effect of that given factor. Therefore, it’s necessary to understand the physical activity component as well as the environmental conditions of the soil [53]. Some of these components may have direct/indirect bearing on soil spectra, especially within the Vis-NIR region of the soil, in a particular way [54]. For example, according to Adar et al. [55], some absorption features may overlap in such a way that the absorption spectra related to one soil component can be masked, twisted or moved to another position where other soil components may differ. One instance is spectral variation resulting from changes in iron oxide content that can nullify differences in absorption due to organic matter [56]. The NIR spectra contain a combination of diffuse and specular reflectance. Depending on the chemical nature of the sample itself, different wavelengths of the incident light also experience different absorption of the sample. In most cases, this signal may represent our area of interest, so it could be critical to measure it. In some cases, the particle size of the component along the path length may cause a diversion of light at different angles, depending on wavelength, leading to scattering effects, which is a major cause of variation in the Vis-NIR region. Scattering effects can be both additive and multiplicative, which can produce a baseline effect, displacement of the spectrum along the vertical axis, and also modify the local slope of the spectrum [57,58].

4.2. Spectra Pretreatment and Prediction Models

Aside from the log(1/R) transformation, MSC and SNV also show some improved results, especially in the visible range for both field and lab-wet data. This is an indication that the light scatter effect, and the baseline displacement of the spectrum, was one of the main factors affecting the spectroradiometer signal in the visible region [59]. For example, based on Tables 2 and 3, the reason why the prediction accuracy for both field and lab-wet data was better using MSC and SNV than other pretreatment methods (except for log(1/R)) could be attributed to the above-mentioned effect, which was minimized by the use of these pretreatment methods on both datasets. In Vis-NIR region, for instance, the prediction accuracy (using MSC and SNV) reduces especially for the lab-wet (SVMR) data. This is an indication that the above-mentioned effect was not dominant in that region or that it was masked by other components, making its minimization challenging (notably for the lab-wet dataset). Martens et al. [60] proposed that excluding certain parts of the spectral axis that do not represent any necessary information (baseline) would go a long way towards improving the accuracy of the prediction. This makes good spectroscopic sense, however, detecting these parts, particularly for the Vis-NIR signal, is difficult. That is why, typically, the pretreatment is applied across the entire spectra [59].

The reason why the prediction accuracy for the field was better than that of the lab-wet in visible range but less accurate than the lab-wet in the Vis-NIR region using the log transformation, could be attributed to the dominance of nonlinearity responses for both datasets, or more nonlinearity appearing in the visible region than in the Vis-NIR, or less in the visible than Vis-NIR region. According to Minasny et al. [41], the presence of soil moisture does have a substantial, complex and nonlinear impact on reflectance spectra. Therefore, the transformation of reflectance to absorbance using log(1/R) helps to highlight the edges of the absorption characteristics and helps to attain linearization between the spectra and the SOC content [61]. This implies that most of the factors in the absorbance spectra that could have an influence on the spectral measurement were minimized to some extent to improve
prediction. This makes linearization a crucial step for regression models, as many linear modeling responses are easier with nonlinear responses [62].

The use of nine preprocessing methods, i.e., SG, DWT, D1, D2, MSC, SVN, log(1/R), CR and CMR, resulted in a mixed output (better or worse) compared to raw spectra, while the use of SG and DWT, in combination with the above-mentioned pretreatment, did not show any significant improvement compared to using those pretreatments on the raw data alone (Tables 2 and 3); their results are therefore not included in this paper. With this in mind, it is no surprise that log transformation is one of the most common transformations in SOC spectroscopic estimation. This reinforces the need for at least eight or more components to achieve a reasonable estimate, as also reported, for example, by Moron and Cozzolino [63] and Mouazen et al. [64]. The spectral range along the path from 350 to 2500 nm can differ due to several factors causing disparity, and the more the disparity, the less accurate the results. Reducing or eliminating some of the most dominant disparity could improve the accuracy of predictions, as shown in this work. According to the findings shown in this analysis, the OSC of NIR spectra seems to be a successful strategy to boost multivariate calibration models. The findings suggest that the OSC approach also eliminates details from the Vis-NIR data that are not required between the response and predicted variable, and ends up with improved prediction accuracy. This implies that though some pretreatment often removes unrelated attributes from the dataset, that process may end up with the removal of important information. Therefore, in certain instances, the prediction is also positively or negatively affected, as shown by this study (both in lab-wet and field datasets) using several pretreatment methods (Tables 2 and 3). This is also in agreement with Wold et al. [24]. Without OSC, the highest prediction accuracy for lab-wet and field data was $R^2_{CV} = 0.44$ and RMSEP$_{CV} = 0.25$ and $R^2_{CV} = 0.47$ and RMSEP$_{CV} = 0.24$, respectively, and with OSC, lab-wet was $R^2_{CV} = 0.55$ and RMSEP$_{CV} = 0.24$ and field was $R^2_{CV} = 0.52$ and RMSEP$_{CV} = 0.25$. In order to use OSC for filtering the signal matrix, a response vector is necessarily required. Similarly, spectra used for the characterization of soil properties such as SOC may appear noisy, and filtering would be warranted. Though OSC has been useful for signal correction for NIR in other analyses, it is rarely used for spectral analyses involving SOC. Despite the improvement brought to the prediction accuracy for both field and lab-wet data by its introduction, further investigation is still needed, such as using it on a larger amount of data, a different type of soil, location, soil variability and many more. This study also shares an opposite view to that of Reeve et al. [44] suggesting that the field spectra should be the most suitable spectral measurement in the absence of laboratory-dry measurement. This is because the lab-wet data with OSC give a slightly better result than the field data. Nevertheless, this should be a case-by-case evaluation (between lab-wet and field spectrum measurement).

Quantifying uncertainty is important for a number of reasons. Measuring uncertainty is needed for the testing of scientific hypotheses [65]. This can improve accuracy by allowing logical combinations of several information sources, such as repeated measurements, other sensors or background knowledge. For example, changes in external environmental conditions during field spectra measurement and ensuring that wet samples do not absorb additional moisture during transport are areas of concern. This particular field is really challenging for SOC prediction, because very poor results have been reported over the years, particularly with laboratory dry spectra measurement [66]. It is important to verify the source of uncertainty from which the sample is collected. Although the $R^2$ value was not so high for this analysis, it was considered one of the best, based on the history of related research in this area. We believe a detailed analysis of uncertainty about low predictive accuracy is required for this field. This research has now produced results on field and wet spectra measurement in relation to the already existing lab-dry measurement.

5. Conclusions

In this study, the performance of lab-wet and field spectra measurement was evaluated and compared to determine the most appropriate approach without lab-dry measurement. Soil spectra measurement in the field or in wet conditions may carry exclusive and imperative information
about several soil properties still in their natural state. The lab-dry measurement remains the most appropriate for prediction of SOC and some other soil properties. However, field and especially lab-wet measurements can be useful for SOC prediction with the help of pretreatment approaches. Nevertheless, moisture content remains the most challenging effect confronting both lab-wet and field measurements. Obtaining a procedure that would enable predicting soil properties using measurements taken under field conditions or on wet sample could save valuable time needed otherwise for soil sample collection and drying.

The OSC-PLSR method was proven during this study to be the best spectra pretreatment and modeling approach for SOC content estimation via Vis–NIR when dealing with both field and especially lab-wet spectral datasets. OSC-PLSR provided the most accurate result using the lab-wet dataset compared to the nine other tested spectra preprocessing methods, i.e., SG smoothing, DWT, D1, D2, MSC, SNV, CR, Log(1/R) and CMR. Without OSC, log(1/R), MSC, and SNV methods (using SVMR) were better in prediction accuracy based on the field spectra prediction accuracy in the visible region, and concurrently MSC and SNV in the visible region and log(1/R) in the Vis-NIR region on the lab-wet spectra data.

This research reveals many similarities between field and lab-wet spectra measurements with a few variations. The prediction accuracy for lab-wet data was better than for the field spectra, especially with the introduction of OSC (both in NIR and Vis-NIR regions), unlike the use of the other pretreatment approaches.

Due to unknown interactions between soil chromophores, it is difficult to determine the most important wavelengths to describe the composition of the soil. Nonetheless, for quantitative analysis of soil spectra, the optimal bandwidth and number of channels can be very dependent on the soil heterogeneity and the properties to be studied. In addition, further data treatment for lab-wet spectroscopy would be required in order to compete with lab-dry methods, in particular by reducing or removing the effect of moisture. Although the lab-wet data was marginally better than field spectra (Vis-NIR, OSC), and obtained the highest predictive accuracy based on this analysis, this paper proposes that, in the absence of a lab-dry measurement, both datasets may be appropriate, because field spectral measurement was also better in the visible region for all pretreatments, including the OSC. Further study is still needed, especially using a lab-wet data with a proper transportation system to the laboratory.
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