Manipulation and amplification of the Casimir force through surface fields using helicity
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We present both exact and numerical results for the behavior of the Casimir force in $O(n)$ systems with a finite extension in one direction when the system is subjected to surface fields that induce helicity in the order parameter. We show that for such systems the Casimir force in certain temperature ranges is of the order of $L^{-2}$, both above and below the critical temperature, $T_c$, of the bulk system. An example of such a system would be one with chemically modulated bounding surfaces, in which the modulation couples directly to the system’s order parameter. We demonstrate that, depending on the parameters of the system, the Casimir force can be either attractive or repulsive. The exact calculations presented are for the one dimensional $XY$ and Heisenberg models under twisted boundary conditions resulting from finite surface fields that differ in direction by a specified angle and the three dimensional Gaussian model with surface fields in the form of plane waves that are shifted in phase with respect to each other. Additionally, we present exact and numerical results for the mean field version of the three dimensional $O(2)$ model with finite surface fields on the bounding surfaces. We find that all significant results are consistent with the expectations of finite size scaling.
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I. INTRODUCTION

Casimir forces result from, and provide insight into, the behavior of a medium confined to a restricted space, canonically the region between two plane, parallel surfaces. In the case of the electromagnetic Casimir force, the medium is the vacuum, and the underlying mechanism is the set of quantum zero point or temperature fluctuations of the electromagnetic field. The now widely-investigated critical Casimir force (CCF) results from the fluctuations of an order parameter and more generally the thermodynamics of the medium supporting that order parameter in the vicinity of a critical point. In fact, the free energy of a confined medium can mediate a Casimir force at any temperature provided its excitations are long-range correlated ones. This fact, along with the wide range of options for a mediating substance opens up a range of possibilities for the study and exploitation of the Casimir force arising from a confined medium.

One of the principal influences on the Casimir force is the nature of the bounding surface. With respect to the CCF, published investigations have been focused, almost exclusively, on systems belonging to the Ising universality class. On a basic level, based on the behavior of coupling in the vicinity of the surface, there are three universality classes—extraordinary (or normal), ordinary and surface-bulk (or special), ones \cite{1–3}. Experimental investigations into the influence of surface universality classes on the Casimir force have been reported in \cite{4–10}. Most of them focus on the behavior of colloids in a critical solvent. They probe the dependence of the force between boundaries on temperature, the concentration of the components of the solvent and the relative preference of the surfaces of the colloids for the components of the solvent. For example, in \cite{14} the critical thermal noise in a solvent medium consisting of a binary liquid mixture of water and 2,6-lutidine near its lower consolute point is shown to lead to attractive or repulsive forces, depending on the relative adsorption preferences of the colloid and substrate surfaces with respect to the two components of the binary liquid mixture. On the theoretical side, the influence of the surface fields has been studied on the case of two dimensional Ising model via exact calculation \cite{11–14}, using the variational formulation due to Mikheev and Fisher \cite{15} \cite{16}, with the help of density-matrix renormalization-group numerical method \cite{17} \cite{20}, via conformal invariance \cite{21} \cite{22}, Monte Carlo methods \cite{24}, and numerically using bond propagation algorithms \cite{29}. The three dimensional Ising model has been studied with Monte Carlo methods in \cite{24} \cite{30}, mean-field type calculations \cite{31} \cite{36} and renormalized local functional theory \cite{37}. In general, it has been shown that the Casimir force depends on the strength of the surface fields $h_1$ and $h_2$ and that it can change sign as the magnitudes of the surface field, the thickness of the films, and the temperature of the system are varied.

For the general case of $O(n)$ systems there is no similarly thorough classification \cite{38}. References \cite{39} \cite{47} report on studies of the Casimir force in liquid crystals, and \cite{48} \cite{54} describe investigations for $^4$He and $^3$He–$^4$He mixtures. In the case of Helium films, however, it is generally accepted that the boundary conditions are determined, in the region where the liquid behaves as a quantum liquid, by its quantum nature and, thus, cannot be easily influenced by modification of bounding surfaces, in that there are no surface fields that couple to the order parameter in such systems. In that respect liquid crystals seem much more readily adjustable, and in particular more amenable...
to the influence of boundary conditions. For example, in Ref. [39] it is shown that director fluctuations in nematics induce long-range interactions between walls, which are attractive with symmetric boundary conditions, but may become repulsive with mixed ones. In smectics such forces are longer ranged than van der Waals ones.

In [41] the authors concluded that in the case of finite surface coupling, the fluctuation-induced forces for nematics are weaker than in the strong anchoring limit. In the example of three-dimensional lattice XY model with nearest neighbor interaction, it has been shown [55] that the Casimir force depends in a continuous way on the parameter $\alpha$ characterizing the so-called twisted boundary conditions when the angle between the vector order parameter at the two boundaries is $\alpha$ where $0 < \alpha \leq \pi$. The effect is essential; depending on $\alpha$ the force can be attractive or repulsive. By varying $\alpha$ and/or the temperature $T$ one can control both the sign and the magnitude of the Casimir force in a reversible way. Furthermore, when $\alpha = \pi$, an additional phase transition, which occurs only in finite systems, has been discovered, associated with the spontaneous symmetry breaking of the direction of rotation of the vector order parameter through the body of the system.

In the current article we show that the strength and the mutual orientation of surface fields—as well as structuring on the surface via chemical or other alterations that can be described in terms of surface fields—lead to interesting and substantial modification in the behavior of the force between the confining surface. Such modification includes the change of the sign of the force, as well as non-monotonic behavior, appearance of multiple minima, of a longitudinal Casimir force, and also an amplification of the force in regions with strong helicity effects. We will demonstrate the above with the example of few models: the one dimensional XY and Heisenberg models, the three dimensional Gaussian model and the three dimension $O(2)$ XY model.

We start with the one-dimensional XY and Heisenberg models.

II. 1D CONTINUUM SYMMETRY MODELS WITH BOUNDARY FIELDS

Here we consider two one-dimensional models with continuous $O(n)$ spin symmetry: XY ($n = 2$) and Heisenberg ($n = 3$) chains of $N$ spins with ferromagnetic interaction $J$ between nearest-neighbor spins, the boundary fields $H_1$ and $H_2$ of which are at an angle $0 \leq \psi \leq \pi$ with respect to each other. Obviously, such systems do not exhibit spontaneous ordering at non-zero temperatures given their low dimension and the short range nature of the interactions between spins, as has been shown to follow rigorously from the Mermin-Wagner theorem [30]. Nevertheless, they possess an essential singular point at $T = 0$ and will, in that limit, support spontaneous order. We will demonstrate that when the boundary fields are non-zero the Casimir force, $F_{\text{Cas}}$, of these systems displays very rich and interesting behavior. We also show that near $T = 0$ the force has a scaling behavior and that, depending on the angle between the boundary fields and the value of the temperature scaling variable $x \sim Nk_BT/J$, this force can be attractive or repulsive. More precisely, we will establish that:

i) For low temperatures, when $x = \mathcal{O}(1)$ and

$$N \gg J \left( \frac{1}{H_1} + \frac{1}{H_2} \right)$$  \hspace{1cm} (2.1)

the leading behavior of the Casimir force can be written in the form

$$\beta F_{\text{Cas}}(T, N, H_1, H_2) = N^{-1}X(\psi, x),$$  \hspace{1cm} (2.2)

with $x$ a scaling variable and $X$ a universal scaling function. Equation (2.2) implies that, under constraint Eq. (2.1), $X_{\text{Cas}}$ depends only on the scaling variable $x$ defined in (2.1) and the angle $\psi$. The latter parameter effectively describes the boundary conditions on the system. Note that, unlike the Ising model, the boundary conditions depend here continuously on one parameter—in our notation $\psi$.

ii) When $x \to 0+$ the scaling function of the Casimir force becomes positive, i.e., the force turns repulsive provided that $\psi \neq 0$. In that case $X_{\text{Cas}} \sim x^{-1}$ and, thus, the overall $N$-dependence of the force is of the order of $N^{-2}$.

iii) When $x \gtrsim 1$ the scaling function has a sign that depends on the sign of $\cos(\psi)$: for $0 < |\psi| < \pi/2$ the force will be attractive, while for $\pi/2 < |\psi| < \pi$ it will be repulsive. For $x \gg 1$ the force decays exponentially to zero.

iv) For any $\psi$ such that $0 < |\psi| < \pi/2$ the Casimir force changes from attractive to repulsive when the temperature decreases from a moderate value to zero for fixed system size, $N$.

v) When $\psi = 0$ the force is attractive for any value of the scaling variable $x$.

These 1d models have been studied analytically in the case of free (frequently termed “open” or Dirichlet) and periodic boundary conditions [27,41], but we are not aware of any investigation of them in the presence of boundary fields, which are responsible for the effects of interest in this article.

A. The 1d XY model

We consider a system with the Hamiltonian

$$\mathcal{H} = -J \sum_{i=1}^{N-1} S_i \cdot S_{i+1} - H_1 S_1 - H_N S_N$$  \hspace{1cm} (2.3)
where $S_i$, with $S_i^2 = 1$ and $S_i \in \mathbb{Z}^2$, $i = 1, \ldots, N$, are $N$ spins arranged along a straight line. The Hamiltonian can be written in the form

$$
\mathcal{H} = -J \sum_{i=1}^{N-1} \cos(\varphi_{i+1} - \varphi_i) - H_1 \cos(\psi_1 - \varphi_1) - H_N \cos(\psi_N - \varphi_N),
$$

where the angles $\psi_1, \psi_2$ and $\varphi_1, \ldots, \varphi_N$ are measured with respect to the line of the chain which is taken to be, say, the x axis. The free energy $-\beta F_N$ of this system is given by

$$
\exp(-\beta F_N) = \int_0^{2\pi} \exp(-\beta \mathcal{H}) \prod_{i=1}^{N} d\varphi_i / 2\pi.
$$

Performing the requisite calculations (see Appendix [A]), one obtains

$$
\beta F_{\text{Cas}} = \frac{2 \sum_{k=1}^{\infty} \exp[k(\psi_1 - \psi_2)] \log \left[ \frac{ \sum_{n=0}^{\infty} I_n(K) I_0(h_1) I_0(h_N) - \sum_{n=0}^{\infty} I_n(h_1) I_0(K) I_0(h_N) }{ \sum_{n=0}^{\infty} I_n(h_1) I_0(h_1) I_0(h_N) } \right]} { 1 + 2 \sum_{k=1}^{\infty} \exp[k(\psi_1 - \psi_2)] \left[ \frac{ \sum_{n=0}^{\infty} I_n(h_1) I_0(K) I_0(h_N) - \sum_{n=0}^{\infty} I_n(h_1) I_0(h_1) I_0(h_N) }{ \sum_{n=0}^{\infty} I_n(h_1) I_0(h_1) I_0(h_N) } \right] }.
$$

From here on we will be interested in the behavior of the system in the limit $\beta \gg 1$, i.e., when $T \to 0$. Obviously, when $\beta \gg 1$ from Eq. (2.7) one has $h_1 \gg 1$, $h_N \gg 1$ and $K \gg 1$, which means that in Eq. (2.9) one uses the large argument asymptote of $I_k(z)$ for $z \gg 1$. We will use the asymptote in the form reported in [62]

$$
I_k(z) = \frac{e^{z-k^2/2z}}{\sqrt{2\pi z}} \left[ 1 + \frac{1}{8z} + O \left( \frac{z^2}{z^4} \right) \right] + \frac{1}{2} k^2 (h_{\text{eff}}^{-1} + x) \right],
$$

Retaining only the first term in the above expansion, one obtains

$$
\beta F_{\text{Cas}}(x) = \frac{1}{N_{\text{eff}}} X_{\text{Cas}}(\psi, x, h_{\text{eff}})
$$

where

$$
X_{\text{Cas}} = -x \sum_{k=1}^{\infty} k^2 \cos(k \psi) \exp \left[ -\frac{x}{2} k^2 (h_{\text{eff}}^{-1} + x) \right]
$$

and

$$
x \equiv \frac{N_{\text{eff}}}{K}, \quad h_{\text{eff}}^{-1} = h_1^{-1} + h_2^{-1}, \quad N_{\text{eff}} = N - 1.
$$

Here, $x$ is the scaled version of the reduced temperature variable, which in systems with a non-zero transition temperature takes the form $x = \nu^2 L$, with $t$ the reduced temperature $\propto T - T_c$, $L$ the characteristic size of the finite system and $\nu$ the correlation length exponent. Recall that with an effective transition temperature of $T = 0$ and $K \propto 1/T$, the definition in (2.12) is consistent with this definition under the assumption that $\nu = 1$. One obtains

$$
\exp(-\beta F_N) = \sum_{k=-\infty}^{\infty} \exp(i k \psi) I_k(h_1) I_k(K) I_k(h_N) I_k(N-1) - I_k(h_1) I_k(K) I_k(h_N) I_k(N-1) \right],
$$

where

$$
\psi \equiv (\psi_1 - \psi_N), K \equiv \beta J, h_1 \equiv \beta H_1, h_N \equiv \beta H_N.
$$

Note that the free energy depends only on the difference in angles, $(\psi_1 - \psi_N)$, and not on $\psi_1$ and $\psi_N$ separately. For the Casimir force in the system, i.e., for the finite size part of the total force, see Eq. (A8), one then has the exact expression

$$
\beta F_{\text{Cas}}(\psi, x, h_{\text{eff}}) = -\frac{x}{2(2x + h_{\text{eff}}^{-1})} \sum_{n=0}^{\infty} \frac{(2n + \psi N)^2}{2(2x + h_{\text{eff}}^{-1})} \exp \left[ -\frac{(2n + \psi N)^2}{2(2x + h_{\text{eff}}^{-1})} \right].
$$

Under the assumption that the constraint (2.1) is fulfilled and given the asymptotic behavior of $X_{\text{Cas}}$ from Eqs. (2.11) and (2.13), we derive

$$
X_{\text{Cas}}(\psi, x, h_{\text{eff}}) = \left\{ \begin{array}{ll}
-\frac{1}{2} + \frac{x}{2} \psi^2 + \cdots, & x \to 0^+ \\
-\frac{1}{2} \cos(\psi) \exp(-x/2), & x \to 1.
\end{array} \right.
$$

From Eq. (2.13) one can also derive an expression for the low $T$ behavior of the system that retains the dependence on $H_1$ and $H_2$. The result is

$$
\beta F_{\text{Cas}} = -\frac{1}{2} \frac{1}{(J/H_1 + J/H_N + N - 1) \left( J/H_1 + J/H_N + N - 1 \right)^2}.
$$

This result can be also directly derived by realizing that the ground state of the system is a spin wave such that...
angle $\psi = \psi_1 - \psi_N$.

Equations (2.11), (2.13), (2.14) and (2.15) confirm the validity of the statements i)-iv) in the first part of this section. For example, Eq. (2.11) demonstrates that when $\psi = 0$ the force is attractive for any value of the scaling variable $x$; Eq. (2.14) then confirms this behavior for small and large values of the scaling variable $x$.

The behavior of the scaling function $X_{\text{Cas}}(\psi, x)$ for different values of $\psi$ as a function of the scaling variable $x$ is shown in Fig. 1. Fig. 2 shows a 3D plot of this function for $x \in [0, 10]$ and $\psi \in [-\pi, \pi]$.

### B. The 1d Heisenberg model

The Hamiltonian of the system is again given by Eq. (2.3) with the conditions that now the $N$ spins $S_i$, $i = 1, \ldots, N$, again arranged along a straight line, are three-dimensional vectors $S_i \in \mathbb{Z}^3$, $i = 1, \ldots, N$.

As shown in Appendix B the free energy of the system is given by the exact expression

$$
\exp(-\beta F_N) = \left(\frac{\pi}{2K}\right)^{(N-1)/2} \frac{\pi}{2\sqrt{h_1 h_N}} \sum_{n=0}^{\infty} (2n + 1) P_n(\cos \psi_h) I_{n+1/2}(h_1) I_{n+1/2}(h_N) \left[ I_{n+1/2}(K) \right]^{N-1}
$$

$$
= \frac{\sinh h_1 \sinh h_N}{h_1 h_N} \left[ \frac{\sinh K}{K} \right]^{N-1} \left\{ 1 + \sum_{n=1}^{\infty} (2n + 1) P_n(\cos \psi_h) \frac{I_{n+1/2}(h_1)}{I_1/2(h_1)} \frac{I_{n+1/2}(h_N)}{I_1/2(h_N)} \left[ \frac{I_{n+1/2}(K)}{I_1/2(K)} \right] \right\},
$$

(2.16)

where $\psi_h$ is the angle between the vectors $H_1$ and $H_N$ and we have used that $I_{1/2}(x) = \sqrt{2/(\pi x)} \sin(x)$. Here $I_{n+1/2}(x)$ is the modified Bessel function of the first kind of half-integer index, $P_n(x)$ is the Legendre polynomial of degree $n$ and $K$, $h_1$ and $h_N$ are defined in accord with Eq. (2.17).

$$
K = \beta J, h_1 = \beta H_1, h_N = \beta H_N.
$$

(2.17)

When $h_1 \to 0$ and $h_N \to 0$ the system considered becomes the one with Dirichlet boundary conditions, a case that was studied by M. E. Fisher in [57]. Taking into account that $I_{n+1/2}(x) = (2^{n+1/2} \Gamma(n + 3/2))^{-1} x^{n+1/2} + O(x^{3/2+n})$ and that $P_0(x) = 1$, one concludes that only the term with $n = 0$ will contribute to the free energy in
The representation of the scaling variable \( x \) is shown in Fig. 3 while Fig. 4 shows a different values of \( \psi \). Explicitly, for the behavior of the Casimir force for the model, assuming it to be in the form of a spin wave. The dependence of the ground energy of the 1d Heisenberg model as for the \( \psi \) and the angle \( \psi \), that parametrizes the boundary conditions on the system, exactly as set forth in Eq. (2.2). The representation of \( \psi \) given by

\[
\exp(-\beta F_N) = \left( \frac{\pi}{2K} \right)^{(N-1)/2} \left[ I_{1/2}(K) \right]^{N-1} \tag{2.18}
\]

where the scaling variable \( x \), as well as \( h_{\text{eff}} \), are as defined in Eq. (2.12) while the scaling function \( X_{\text{Cas}} \) is

\[
X_{\text{Cas}}(\psi, x, h_{\text{eff}}) = -1 + \frac{h_{\text{eff}}^{-1}}{h_{\text{eff}} + x} + \frac{x(1 - \cos \psi)}{\left( h_{\text{eff}}^{-1} + x \right)^2} + x \frac{\coth \left( \frac{1}{h_{\text{eff}} + x} \right) - 1}{\left( h_{\text{eff}}^{-1} + x \right)^2}, \tag{2.22}
\]

which follows from Eq. (B16). One can also derive the first three terms in that expansion by considering the \( N \) dependence of the ground energy of the 1d Heisenberg model, assuming it to be in the form of a spin wave. Explicitly, for the behavior of the Casimir force for \( T \to 0 \) from Eq. (2.22) one obtains

\[
\beta F_{\text{Cas}} = \frac{1}{(J/H_1 + J/H_N + N - 1)} + K \frac{1 - \cos \psi}{(J/H_1 + J/H_N + N - 1)^2}. \tag{2.23}
\]

The behavior of the scaling function \( X_{\text{Cas}}(\psi, x) \) for different values of \( \psi \) as a function of the scaling variable \( x \) is shown in Fig. 3 while Fig. 4 shows a 3D plot of this function for \( x \in [0, 10] \) and \( \psi \in [-\pi, \pi] \). Thus, for the overall behavior of the Casimir force as a function of \( \psi \) one arrives at the same set of conclusions for the Heisenberg model as for the \( XY \) model as a function of \( \psi \), as summarized in statements i)-v).

III. THE 3D GAUSSIAN MODEL

Here, we focus on a system with scalar spins. This means that, strictly speaking, there is no helicity. However, the surface fields that influence the order parameter will have sinusoidal variation along the film boundaries, conforming to the behavior of the individual components of a field that induces helical order in a multi-component system. We therefore expect that the results to be de-
and conditions are imposed in the $z$ axes, while missing neighbor (Dirichlet) boundary conditions are expressed as follows:

$x$-periodic boundary conditions are applied along the $x$ direction and by $\Delta_x$ in $x$ direction. Here $r = (x, y), k = (k_x, k_y)$ and $\Delta = (\Delta_x, \Delta_y)$. Periodic boundary conditions are applied along the $x$ and $y$ axes, while missing neighbor (Dirichlet) boundary conditions are imposed in the $z$ direction. These boundary conditions are expressed as follows:

$$S_{1,y,z} = S_{M+1,y,z}, \quad S_{x,1,z} = S_{x,N+1,z} \quad (3.2)$$

and

$$S_{x,y,0} = 0 \quad \text{and} \quad S_{x,y,L+1} = 0. \quad (3.3)$$

Given those the boundary conditions, the Hamiltonian derived and discussed in this section will be germane to corresponding behavior in such a system. We consider a planar discrete system containing $L$ two-dimensional layers with a Hamiltonian

$$-\beta H = \sum_{x=1}^{M} \sum_{y=1}^{N} \left\{ K^\parallel \sum_{z=1}^{L} S_{x,y,z} (S_{x+1,y,z} + S_{x,y+1,z}) + K^\perp \sum_{z=1}^{L-1} S_{x,y,z} S_{x,y,z+1} + h_1 S_{x,y,1} \cos (k_x x + k_y y) + h_L S_{x,y,L} \cos (k_x (x + \Delta_x) + k_y (y + \Delta_y)) - s \sum_{z=1}^{L} S_{x,y,z}^2 \right\} \quad (3.1)$$

in Eq. (3.1) can be rewritten in the form

$$-\beta H = \sum_{x=1}^{M} \sum_{y=1}^{N} \sum_{z=1}^{L} S_{x,y,z} \left\{ K^\parallel (S_{x+1,y,z} + S_{x,y+1,z}) + K^\perp S_{x,y,z+1} + \delta_{1,z} h_1 \cos (k.r) + \delta_{L,z} h_L \cos (k.(r + \Delta)) - s S_{x,y,z} \right\} \quad (3.4)$$

Since we will be considering the limit $M, N \to \infty$ we can always take the wave vector components $k_x$ and $k_y$ to coincide with $(2\pi p)/M$ and $(2\pi q)/N$ for some $p = 1, \cdots, M$ and $q = 1, \cdots, N$, respectively. In Eqs. (3.1) and (3.4) one has

$$K^\parallel = \beta J^\parallel, \quad \text{and} \quad K^\perp = \beta J^\perp, \quad (3.5)$$

where $J^\parallel$ and $J^\perp$ are the strengths of the coupling constants along and perpendicular to the $L$ layers of the system. The parameter $s > 0$ on the right hand side of (3.4) is subjected to the constraint that it has a value that ensures the existence of the partition function of the system. It is easy to check that $2K^\parallel + K^\perp - s = \beta (2J^\parallel + J^\perp) - s = 0$ determines the critical temperature $\beta_c$ of the bulk model, i.e., one has

$$\beta_c = s/(2J^\parallel + J^\perp). \quad (3.6)$$
For the model defined above the Casimir force acting on the bounding planes at $z = 1$ and $z = L$ has both orthogonal, $\beta F^{(1)}_{\text{Cas}}$, and lateral, $\beta F^{(\parallel,\alpha)}_{\text{Cas}}$, $\alpha = x$ or $\alpha = y$, components, which can be written in the form

$$\beta F_{\text{Cas}}^{(\perp)} = L^{-3} \left( \frac{J_{\perp}}{J} \right) X_{\text{Cas}}^{(\perp)}(x_t, x_k, x_1, x_L),$$

(3.7)

where $(\cdots)$ stands for either $(\perp)$ or $(\parallel, \alpha)$, with $\alpha = x$ or $\alpha = y$. Here

$$x_1 = \sqrt{LK_{\perp}} \frac{h_1}{K_{\perp}}, \quad x_L = \sqrt{LK_{\perp}} \frac{h_L}{K_{\perp}},$$

(3.8)

are the field-dependent scaling variables, $x_t$ is the temperature-dependent one with

$$x_t = L \sqrt{2 \left( \frac{\beta_c}{\beta} - 1 \right) \left[ \frac{2}{J_{\perp}} + \frac{1}{J_{\parallel}} \right]}, \quad x_k = \sqrt{\frac{J_{\parallel}}{J}} L k,$$

(3.9)

with $k = \sqrt{h_x^2 + h_y^2}$ is the scaling variable related to the surface modulation. When $h_1 = O(1)$ and $h_L = O(1)$ we will see that $F^{(\perp)}_{\text{Cas}}$ has a field dependent contribution which, in this regime, will provide the leading contribution to the force of the order of $L^{-2}$.

The Hamiltonian [3.4] can be easily diagonalized in a standard way—see Appendix [3.5. The resulting free energy of the system, $F$, is

$$F = \Delta F_0 + \Delta F_h,$$

(3.10)

where

$$-\beta \Delta F_0 = \frac{1}{2} M N L \ln \pi$$

(3.11)

and

$$-\frac{1}{2} \sum_{i=1}^{L} \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ s - K_{\parallel} \left[ \cos \left( \frac{2\pi m}{M} \right) + \cos \left( \frac{2\pi n}{N} \right) \right] - K_{\perp} \cos \left( \frac{\pi l}{L + 1} \right) \right]$$

is the field independent part of the free energy and $\Delta F_h$, the field dependent contribution, is

i) when $p \neq M$ or $q \neq N$:

$$-\beta \Delta F_h = \frac{M N}{8(L+1) \times} \sum_{i=1}^{L} \sin^2 \left( \frac{\pi l}{L+1} \right) \left[ \frac{h_x^2 + h_y^2}{L^2} - 2h_L h_1 (-1)^l \cos(k \Delta) \right]$$

where $k = (k_x = 2\pi p/M, k_y = 2\pi q/N)$, and $\Delta = (\Delta_x, \Delta_y)$, and

ii) when $p = M$ and $q = N$:

$$-\beta \Delta F_h = \frac{M N}{2(L+1) \times} \sum_{l=1}^{L} \sin^2 \left( \frac{\pi l}{L+1} \right) \left[ h_1 - h_L (-1)^l \cos(2\pi (\Delta_x + \Delta_y)) \right]^2$$

Note that there is a fundamental difference between the sub-cases in Eqs. (3.12) and (3.13): while in the first sub-case $i)$ the average field applied on the surfaces is zero when specially averaged, in the second sub-case $ii)$ it is a constant. In the last sub-case one can think of $h_L$ as a constant field acting on the second surface being twisted in direction with respect to the constant field $h_1$ applied to the first one with a twist governed by $\Delta_x$ and $\Delta_y$.

Obviously

$$s - K_{\parallel} \left[ \cos \left( \frac{2\pi m}{M} \right) + \cos \left( \frac{2\pi n}{N} \right) \right] - K_{\perp} \cos \left( \frac{\pi l}{L + 1} \right)$$

(3.14)

for $\beta < \beta_c$. The above implies that the statistical sum of the infinite system exists for all $\beta < \beta_c$. The statistical sum of the finite system exists, however, under the less demanding constraint that

$$(\beta_c/\beta - 1) \left[ 2 J_{\parallel} + J_{\perp} \right] + J_{\parallel} \left[ 1 - \cos \left( \frac{\pi l}{L + 1} \right) \right] > 0$$

(3.15)

In the remainder we will assume that the constraint given by Eq. (3.15) is fulfilled for all temperatures considered here.

For the contribution of the field-independent term to the transverse Casimir force

$$\beta \Delta F^{(0, \perp)}_{\text{Cas}} = -\frac{\partial}{\partial L} (\beta \Delta f_0),$$

(3.16)

with

$$\Delta f_0 = \lim_{M,N \to \infty} \frac{\Delta F_0}{M N},$$

(3.17)

it is demonstrated in Appendix [3.6] that

$$\beta \Delta F^{(0, \perp)}_{\text{Cas}} = \frac{1}{2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \delta [\coth((1 + L) \delta) - 1] \frac{d \theta_1 d \theta_2}{(2\pi)^2},$$

(3.18)

where $\delta = \delta(\theta_1, \theta_2) / (\beta_c/\beta - 1) \left( 1 + 2 J_{\parallel} / J_{\perp} \right)$ is given by the expression

$$\cosh \delta = 1 + \left( \frac{\beta_c}{\beta} - 1 \right) \left( 1 + 2 J_{\parallel} / J_{\perp} \right) \left( 2 - \cos \theta_1 - \cos \theta_2 \right).$$

The result in Eq. (3.18) is an exact expression for $\beta \Delta F^{(0, \perp)}_{\text{Cas}}$; no approximations have been made. Since $\coth(x) > 1$ for $x > 0$ one immediately concludes that $\Delta F^{(0, \perp)}_{\text{Cas}} < 0$, i.e., it is an attractive force, for all values of $L$. In order to obtain scaling and, thus, the scaling form of $\Delta F^{(0, \perp)}_{\text{Cas}}$ we have to consider the regime $L \gg 1$. Obviously, then Casimir force will be exponentially small.
if δ is finite. For the scaling behavior of the force—see Appendix C—one obtains
\[ \beta \Delta F_{\text{Cas}}^{(0, \perp)} = L^{-3} \left( \frac{J^\perp}{J^\parallel} \right) X_{\text{Cas}}^{(0, \perp)}(x_t) \] (3.20)
where \( X_{\text{Cas}}^{(0, \perp)}(x_t) \) is the universal scaling function
\[ X_{\text{Cas}}^{(0, \perp)}(x_t) = \frac{1}{8\pi} \left\{ \text{Li}_3(e^{-2x_t}) + 2x_t \text{Li}_2(e^{-2x_t}) \right\} \] (3.21)
and the scaling variable \( x_t \) is
\[ x_t = L \sqrt{2 \left( \frac{\beta_c}{\beta} - 1 \right) \left( 1 + 2 \frac{J^\parallel}{J^\perp} \right)} \] (3.22)
in accord with Eq. (C34). It is easy to show that \( X_{\text{Cas}}^{(0, \perp)}(x_t) \) is a monotonically increasing function of \( x_t \). The behavior of \( X_{\text{Cas}}^{(0, \perp)}(x_t) \) is visualized in Fig. 5.

![Graph](image)

**FIG. 5.** (Color online) The scaling function \( X_{\text{Cas}}^{(0, \perp)}(x_t) \) as a function of the temperature dependent scaling variable \( x_t \). The horizontal line marks the Casimir amplitude \( X_{\text{Cas}}^{(0, \perp)}(0) = -\zeta(3)/(8\pi) \).

At the critical point one has \( x_t = 0 \) and then one immediately obtains the well known Casimir amplitude for the Gaussian model under Dirichlet boundary condition
\[ X_{\text{Cas}}^{(0, \perp)}(x_t = 0) = -\frac{\zeta(3)}{8\pi} \] (3.23)
It is easy to show that
\[ X_{\text{Cas}}^{(0, \perp)} \sim \begin{cases} -\frac{1}{8\pi} \exp(-2x_t) [1 + 2x_t (1 + x_t)], & x_t \gg 1 \\ -\frac{1}{8\pi} \zeta(3) + \frac{1}{8\pi} x_t^2 (6 - 4x_t + x_t^2), & x_t \to 0. \end{cases} \] (3.24)

For the field component of the transverse Casimir force
\[ \beta \Delta F_{\text{Cas}}^{(h, \perp)} = -\frac{\partial}{\partial L} (\beta \Delta f_h) \] (3.25)
where
\[ \Delta f_h = \lim_{M,N \to \infty} \frac{\Delta F_h}{MN} \] (3.26)
one derives, see Eqs. (C22) and (C23) in Appendix C:

i) if \( p \neq M \) or \( q \neq N \):
\[ \beta \Delta F_{\text{Cas}}^{(h, \perp)} = \frac{\lambda \sinh(\lambda)}{32K^\perp} \times \left\{ [h_1^2 + h_2^2 - 2h_L h_1 \cos(k_D)] \csc h \left[ 1 + \frac{L}{2} \lambda \right] \\
- [h_1^2 + h_2^2 + 2h_L h_1 \cos(k_D)] \sec h \left[ 1 + \frac{L}{2} \lambda \right] \right\}. \] (3.27)

and

ii) if \( p = M \) and \( q = N \):
\[ \beta \Delta F_{\text{Cas}}^{(h, \perp)} = \frac{\lambda \sinh(\lambda)}{32K^\perp} \times \left\{ [h_1 - h_L \cos 2\pi (\Delta_x + \Delta_y)] \csc h \left[ 1 + \frac{L}{2} \lambda \right] \\
- [h_1 + h_L \cos 2\pi (\Delta_x + \Delta_y)] \sec h \left[ 1 + \frac{L}{2} \lambda \right] \right\}. \] (3.28)

Here we have introduced the helpful notation
\[ \cosh \lambda = \Lambda \] (3.29)
for the case when \( \Lambda \geq 1 \) and
\[ \cos \lambda = \Lambda \] (3.30)
in the opposite case when \( \Lambda \leq 1 \). Note that
- when \( h_1 = O(1) \), \( h_L = O(1) \) and
\[ w = L\lambda/2 \] (3.31)
is such that \( w = O(1) \), the Casimir force is of the order of \( O(L^{-2}) \) despite the fact that the system is at a temperature above the bulk critical one.

- If \( h_1 \) and \( h_L \) are such that the field-dependent scaling variables \( x_1 = O(1) \) and \( x_L = O(1) \), see Eq. (3.28), then, in terms of \( w \), the Casimir force \( \beta \Delta F_{\text{Cas}}^{(h, \perp)} \) reads
\[ \beta \Delta F_{\text{Cas}}^{(h, \perp)} = L^{-3} \left( \frac{J^\perp}{J^\parallel} \right) X_{\text{Cas}}^{(h, \perp)}(w, x_1, x_L) \] (3.32)
where the scaling function \( X_{\text{Cas}}^{(h, \perp)}(w, x_1, x_L) \) is

i) if \( p \neq M \) or \( q \neq N \):
\[ X_{\text{Cas}}^{(h, \perp)}(w, x_1, x_L) = \frac{1}{8} w^2 \times \left\{ [x_1^2 + x_L^2 - 2x_1 x_L \cos(k_D)] \csc h w \\\n- [x_1^2 + x_L^2 + 2x_1 x_L \cos(k_D)] \sec h w \right\}, \] (3.33)
and
\( ii) \) if \( p = M \) and \( q = N \)
\[
X_{\text{Cas}}^{(h,\perp)}(w, x_1, x_L) = \frac{1}{8}w^2 \quad (3.34)
\]
\[
\times \left\{ \left[ x_1 - x_L \cos 2\pi(\Delta_x + \Delta_y) \right]^2 \csc h^2 w - \left[ x_1 + x_L \cos 2\pi(\Delta_x + \Delta_y) \right]^2 \sech^2 w \right\}.
\]

The latter expression implies that in the regime considered here the field-dependent part of the force if of order of \( L^{-3} \), as it is the field-independent part of it.

The asymptotic behavior of \( \Delta F_{\text{Cas}}^{(h,\perp)} \) for \( w \gg 1 \) can be easily obtained from Eqs. (C24) and (C25). The result is
\[
\beta \Delta F_{\text{Cas}}^{(h,\perp)}(L) \simeq -\frac{2w^2}{K^\perp} e^{-2w} h_1 h_L
\]
\[
\times \left\{ \cos (k, \Delta) \right\}, \quad \begin{cases} p \neq M \text{ or } q \neq N, \quad (3.35) \\
\cos 2\pi(\Delta_x + \Delta_y), \quad p = M, q = N.
\end{cases}
\]
which implies that in this limit the transverse component of the force is exponentially small in \( L \) and attractive or repulsive depending on the product \( h_1 h_L \cos (k, \Delta) \) or \( h_1 h_L \cos 2\pi(\Delta_x + \Delta_y) \).

For the field contribution to the longitudinal component of the Casimir force along the \( \alpha \) axis, where \( \alpha = x, y \), one has
\[
\beta \Delta F_{\text{Cas}}^{(h,\alpha)}(L) = -\frac{\partial}{\partial \alpha} \Delta f_h. \quad (3.36)
\]
Thus, from Eqs. (C22) and (C23) one derives
\( i) \) if \( p \neq M \) or \( q \neq N \):
\[
\beta \Delta F_{\text{Cas}}^{(h,\alpha)}(L) = -\frac{h_1 h_L}{4K^\perp} k_\alpha \sin (k, \Delta) \frac{\sinh(\lambda)}{\sinh(\lambda + 1)} \quad (3.37)
\]
and
\( ii) \) if \( p = M \) and \( q = N \)
\[
\beta \Delta F_{\text{Cas}}^{(h,\alpha)}(L) = -\frac{\pi \sin [2\pi(\Delta_x + \Delta_y)]}{2K^\perp} h_L
\]
\[
\times \left\{ \frac{h_1}{\sinh(\lambda + 1)} \lambda - \frac{\sinh(\lambda)}{\tanh(\lambda + 1)} \right\}.
\]

When \( L \gg 1 \) the above simplifies to
\( i) \) if \( p \neq M \) or \( q \neq N \):
\[
\beta \Delta F_{\text{Cas}}^{(h,\alpha)}(L) \simeq -\frac{k_\alpha}{2K^\perp} \sinh(\lambda) e^{-(L+1)\lambda} h_1 h_L \sin (k, \Delta) \quad (3.39)
\]
and
\( ii) \) if \( p = M \) and \( q = N \)
\[
\beta \Delta F_{\text{Cas}}^{(h,\alpha)}(L) \simeq -\frac{\pi h_1^2}{4K^\perp} \sin [4\pi(\Delta_x + \Delta_y)] \left\{ \lambda - \sinh(\lambda) \right\}
\]
\[
-\frac{\pi}{K^\perp} \sinh(\lambda) e^{-(L+1)\lambda} h_1 h_L \sin [2\pi(\Delta_x + \Delta_y)].
\]

Note that in the first sub-case the \( L \gg 1 \) limit of the lateral force is zero, in the second sub-case, when the average value of the external field on the upper surface is not zero the lateral force tends to a finite, well defined limit which is proportional to the surface area of the system. Obviously, this force has the meaning of a local purely surface force.

Subtracting from \( \Delta F_{\text{Cas}}^{(h,\alpha)} \) its \( L \)-independent part we obtain the lateral force that will act on the upper surface due to the presence of the lower one if we act in lateral direction on the upper one. In the case \( p = M \) and \( q = N \) one obtains
\[
\beta \delta F_{\text{Cas}}^{(h,\alpha)}(L) \equiv \beta \left[ \Delta F_{\text{Cas}}^{(h,\alpha)}(L) - \lim_{L \to \infty} \Delta F_{\text{Cas}}^{(h,\alpha)}(L) \right]
\]
\[
= -\frac{\pi h_1}{2K^\perp} \sin [2\pi(\Delta_x + \Delta_y)] \sinh(\lambda) \left\{ h_1/\sinh[(L+1)\lambda] \right\}
\]
\[
+ h_L \cos [2\pi(\Delta_x + \Delta_y)] [1 - \coth(L+1)\lambda]. \quad (3.41)
\]
In the other sub-case when \( p \neq M \) and \( q \neq N \) one has that
\[
\beta \delta F_{\text{Cas}}^{(h,\alpha)}(L) \equiv \beta \Delta F_{\text{Cas}}^{(h,\alpha)}(L).
\]
In scaling variables for \( \beta \delta F_{\text{Cas}}^{(h,\alpha)}(L) \) one has
\[
\beta \delta F_{\text{Cas}}^{(h,\alpha)}(L) = L^{-3} \left( \frac{J^\perp}{J^\parallel} \right) X_{\text{Cas}}^{(h,\alpha)}(w, x_1, x_L), \quad (3.42)
\]
where
\( i) \) if \( p \neq M \) or \( q \neq N \):
\[
X_{\text{Cas}}^{(h,\alpha)} = -\pi x_1 x_L p_\alpha \sin (k, \Delta) \frac{\omega}{\sinh[2\omega]}, \quad (3.43)
\]
where \( p_\alpha = p \) for \( \alpha = x, \) and \( p_\alpha = q \) for \( \alpha = y \).
\( ii) \) if \( p = M \) and \( q = N \):
\[
X_{\text{Cas}}^{(h,\alpha)} = \frac{1}{H^\perp} \sinh[2\omega]. \quad (3.44)
\]

Eq. (3.42) implies that in the scaling regime the longitudinal Casimir force is of the same order of magnitude as the orthogonal component of the force.

Let us now clarify the physical meaning of the regimes \( \omega = O(1) \) and \( \omega \gg 1 \) in terms of the temperature \( T \). Taking into account Eq. (C9) one has
\[
\Lambda = 1 + \left( \frac{\beta c}{\beta} - 1 \right) \left[ \frac{2J^\parallel}{J^\perp} + 1 + \frac{2J^\parallel}{J^\perp} \left[ \sin^2 \frac{k_x}{2} + \sin^2 \frac{k_y}{2} \right] \right], \quad (3.45)
\]
where \( k_x = 2\pi p/M, \) \( k_y = 2\pi q/N, \) as well as all the other terms in the sum determining \( \Lambda \) are dimensionless. We again have to consider two sub-cases:
\( i) \) if \( p \neq M \) or \( q \neq N \).

In this case, in order to have \( \lambda \) small, one needs to have \( \beta/\beta_c \to 1, \) and \( k_\alpha \to 0, \alpha = x, y. \) Under this conditions one has
\[
\lambda \simeq \sqrt{1 + \left( \frac{\beta c}{\beta} - 1 \right) \left[ \frac{2J^\parallel}{J^\perp} + 1 + \frac{2J^\parallel}{J^\perp} \left[ \frac{k_x^2 + k_y^2}{2} \right] \right]}, \quad (3.46)
\]
Then

$$\omega = \frac{1}{2} \sqrt{x_t^2 + x_k^2},$$  \hspace{1cm} (3.47)$$

where \(x_t\) and \(x_k\) are defined in Eq. (3.9). From Eq. (3.47) it is clear that in order to have \(\omega = O(1)\) one needs to have simultaneously \(x_t = O(1)\) and \(x_k = O(1)\). Taking into account that \(\nu = 1/2\) for the Gaussian model, one has that \(x_t^2\) is in its expected form \(a_t(L)^{1/\nu}\), with \(t = (T - T_c)/T_c\). The condition \(x_k = O(1)\) implies that in order to encounter the regime \(\omega = O(1)\) one needs to have a modulation with a wave vector \(k \lesssim L^{-1}\) which includes, e.g., the \(k = 0\) case. If \(x_k \gg 1\) one will have, even at the critical point \(\beta = \beta_c\) that \(\omega \gg 1\) and, according to Eq. (3.35), that the field contributions into the Casimir force will be exponentially small then.

\(i)\) if \(p = M\) and \(q = N\).

As it is clear from Eq. (3.45), this sub-case reduces to the previously considered one with \(k_x = k_y = 0\). The last implies that, then, \(\omega = x_t/2\).

When \(\omega = O(1)\), from Eqs. (3.27) and (3.28) with \(h_1 = O(1)\) and \(h_L = O(1)\) one has that \(\Delta F_{\text{Cas}}^{(h,\perp)} = O(L^{-2})\), i.e., the longitudinal force in this case is in an order of magnitude \(\text{larger}\) in \(L\) than the usual transverse Casimir force, which is of the order of \(O(L^{-3})\).

The behavior of the function \(X_{\text{Cas}}^{(h,\perp)}(w,x_1,x_L)\) is visualized in Fig. 6 if \(\omega \neq M\) or \(q \neq N\) and in Fig. 7 if \(p = M\) and \(q = N\).

We observe, inspecting the legends, that the maximal values of the function \(X_{\text{Cas}}^{(h,\perp)}(w,x_1,x_L)\) are in this case smaller than in previous case shown in Fig. 6.

Let us turn now to the behavior of the total orthogonal Casimir force \(F_{\text{Cas}}^{(\perp)}\). From Eqs. (3.10), (3.16), (3.17), (3.20), (3.25) and (3.32) one has

$$F_{\text{Cas}}^{(\perp)} = \Delta F_{\text{Cas}}^{(h,\perp)} + \Delta F_{\text{Cas}}^{(0,\perp)},$$  \hspace{1cm} (3.48)$$

and

$$\beta F_{\text{Cas}}^{(\perp)} = L^{-3} \left( \frac{J^+}{J} \right) X_{\text{Cas}}^{(\perp)}(x_t,x_k,x_1,x_L).$$  \hspace{1cm} (3.49)$$

The behavior of the scaling function of the total orthogonal Casimir force \(X_{\text{Cas}}^{(\perp)}(x_1,x_k,x_1,x_L)\) is depicted in Figs. 8 and 10 for the case when \(p \neq M\) or \(q \neq N\) and in the Figs. 11 for the case \(p = M\) and \(q = N\) with \(x_k = 0\). Let us note that in the case \(i)\) the function \(X_{\text{Cas}}^{(\perp)}(x_1,x_k,x_1,x_L)\) is symmetric about \(x_1\) and \(x_L\), while in the case \(ii)\) that is not so. The last implies that when \(x_1 \neq x_L\) in the case \(ii)\) we have to consider separately the sub-case \(x_1 \gg x_L\) and \(x_1 \ll x_L\).

Figs. 8 and 11 show the behavior of the force for for equal values of the field scaling variables \(x_1 = x_L\). When they are not equal this behavior is visualized in Figs. 9 and 10 for the case \(i)\) and in Figs. 12, 13 and 14 for the case \(ii)\). Figs. 9 and 12 represent the situation when \(x_1 \gg x_L\), namely \(x_1 = 10 x_L\), while Figs. 10 and 13 represent the results for the case when \(x_1 = x_L = 1\).

The comparison of these figures with Figs. 6 and 7 shows, as it might be expected from the data presented in Fig. 5, that the contribution of \(X_{\text{Cas}}^{(0,\perp)}(x_1)\) to the overall behavior of the force is quite small, at least in the depicted cases.

Let us now consider the behavior of the longitudinal Casimir force. We first note that it does not have a contribution that is field-independent. Thus, the scaling function, which characterizes this force, is given by Eq. (3.43) and Eq. (3.44). Because of the term \(\sin(k_L)\), multiplying the expression for the force in the first case, and to \(\sin[2\pi(\Delta_x + \Delta_y)]\), in the second case, the scaling function
FIG. 8. (Color online) The scaling function $X_{\text{Cas}}^{(\perp)}(x_t, x_k, x_1, x_L)$ as a function of $x_t \in (0, 10]$ and $k \Delta \in [0, 2\pi]$ for $x_k = 0.1, x_1 = x_L = 1$. As we see, $X_{\text{Cas}}^{(\perp)}$ can be both positive and negative, depending on the values of its arguments.

FIG. 9. (Color online) The scaling function $X_{\text{Cas}}^{(\perp)}(x_t, x_k, x_1, x_L)$ as a function of $x_t \in (0, 10]$ and $k \Delta \in [0, 2\pi]$ for $x_k = 0.1, x_1 = 10x_L = 1$. As we see, the scaling function in that case is predominantly positive.

FIG. 10. (Color online) The scaling function $X_{\text{Cas}}^{(\perp)}(x_t, x_k, x_1, x_L)$ as a function of $x_t \in (0, 10]$ and $k \Delta \in [0, 2\pi]$ for $x_k = 0.1, x_1 = x_L = 1$. As we see, the scaling function in that case can be both positive and negative, depending on the values of its arguments.

FIG. 11. (Color online) The scaling function $X_{\text{Cas}}^{(\perp)}(x_t, x_k, x_1, x_L)$ as a function of $x_t \in (0, 10]$ and $k \Delta \in [0, 2\pi]$ for $x_k = 0.1, x_1 = x_L = 1$. As we see, $X_{\text{Cas}}^{(\perp)}$ can be both positive and negative, depending on the values of its arguments.

$X_{\text{Cas}}^{(h, \alpha)}$ can be both positive and negative, independently on the values of $x_1$ and/or $x_L$.

IV. THE 3D MEAN-FIELD XY MODEL

A. With infinite surface fields

In Ref. [55] the XY model characterized by the functional

$$\mathcal{F}[\text{m}; t, L] = \int_{-L/2}^{L/2} dz \left\{ \frac{b}{2} \left| \frac{d\text{m}}{dz} \right|^2 + \frac{1}{2} at |\text{m}|^2 + \frac{1}{4} g |\text{m}|^4 \right\},$$

(4.1)

has been studied in the presence of what have been termed twisted boundary conditions.

Switching to polar coordinates,

$$\text{m}(z) = (\Phi(z) \cos \varphi(z), \Phi(z) \sin \varphi(z)), \quad (4.2)$$

these boundary conditions can conveniently be defined by requiring that

$$\varphi(\pm L/2) = \pm \alpha/2, \quad \Phi(\pm L/2) = \infty, \quad (4.3)$$

i.e., the moments at the boundaries are twisted by an angle $\alpha$ relative to one another. It has been shown that
Here the Casimir force has the form
\[ \beta F_{\text{Cas}}(t, L) = \frac{b}{\hat{g}} L^{-1} X_{\text{Cas}}^{(\alpha)}(x_t), \] (4.4)
where \( \hat{a} = a/b, \hat{g} = g/b, x_t = \hat{a} t L^2 \) and
\[ X_{\text{Cas}}^{(\alpha)}(x_t) = \begin{cases} X_0^1[p^2 - (1 + \tau)], & x_t \geq 0 \\ X_0^1[p^2 - (1 + \tau/2)^2], & x_t \leq 0 \end{cases}. \] (4.5)

Here
\[ \tau = x_t/X_0^2, \quad X_0 = \int_{1}^{\infty} \frac{dx}{\sqrt{(x-1)[x^2 + x(1 + \tau) + p^2]}}, \] (4.6)
\[ X_0 = \int_{1}^{\infty} dx \frac{dx}{\sqrt{(x-1)[x^2 + x(1 + \tau) + p^2]}}, \] (4.7)
and \( p \) is to be determined for any fixed value of \( x_t \) so that the twisted spins at the boundary make the prescribed angle \( \alpha \). Let
\[ x_{\pm} = \frac{1}{2} \left[ -\tau + 1 \pm \sqrt{(\tau + 1)^2 - 4p^2} \right] \] (4.8)
be the roots of the quadratic term in the square brackets in the denominator of (4.7). There are two subcases: it A) the roots are real, and B) the roots are complex conjugates of each other.

A) The roots \( x_{\pm} \) are real. Then
\[ X_0 = \frac{2}{\sqrt{1-x_-}} K \left[ \sqrt{\frac{x_+ - x_-}{1-x_-}} \right] \] (4.9)
and
\[ \alpha = \frac{\sqrt{|x_- x_+| X_0}}{x_-} \left\{ 1 \right. - \frac{2}{X_0 \sqrt{1-x_-}} \Pi \left[ \frac{x_-}{x_- - 1} \sqrt{\frac{x_+ - x_-}{1-x_-}} \right] \}. \] (4.10)

We note that
\[ \tau = -1 - x_- - x_+, \quad p = \sqrt{|x_- x_+|}. \] (4.11)
B) The roots \( x_{\pm} \) are complex.
The model described immediately above constrains the spins at the surface of the film to point in particular directions. The physical realization of such a system is much more likely to be one in which the spins at the surfaces are under the influence of finite surface fields. Here, we consider a model for such a system. In order to do so, we employ the approach utilized in Section II of [55], in which the spin system occupies sites on a lattice that is infinite in extent in two directions and that consists of a finite number of layers (here labeled 1 to L) in the third dimension. We impose surface fields that couple in the standard way to the spins on the leftmost layer, labeled 1, and the rightmost layer, labeled L. The magnitude of each of those fields is h_n, and the angle between them is \( \alpha \). In our mean field approach, the free energy is minimized by adjusting the expectation value of the amplitude and direction of the spins in each layer.

The physical realization of such a system is much more likely to be one in which the spins at the surface of the film to point in particular directions. The Casimir force follows from the difference between the free energies with \( L \) and \( L + 1 \) layers; because of the numerical nature of the free energy results, we are unable to take the derivative with respect to film thickness, as in Section II.

We find that the Casimir force is consistent with the following scaling form

\[
F_{\text{Cas}} = L^{-4} f(tL^2, h_c L) \tag{4.18}
\]

Where

\[
x(\beta, \omega) = \frac{1}{2} \alpha^2 \left[ |x_1| + 4 \sqrt{2} |x_1| + \frac{1}{2} \left( 48 - 3 \alpha^2 \right) \right], \tag{4.16}
\]

When \( x_t \to -\infty \). According to Eq. (4.4), the last implies that in this regime

\[
\beta F_{\text{Cas}}(t, L) \approx \frac{1}{2} \alpha^2 \frac{b}{g} |x_1|^4 L^{-4} = \frac{1}{2} \frac{ab}{g} \alpha^2 |t| L^{-2}, \tag{4.17}
\]

i.e., its leading behavior is of the order of \( L^{-2} \) there due to the existence of helicity within the system.

**B. With finite surface fields**

The model described immediately above constrains the spins at the surface of the film to point in particular directions. The physical realization of such a system is much more likely to be one in which the spins at the surfaces are under the influence of finite surface fields. Here, we consider a model for such a system. In order to do so, we employ the approach utilized in Section II of [55], in which the spin system occupies sites on a lattice that is infinite in extent in two directions and that consists of a finite number of layers (here labeled 1 to L) in the third dimension. We impose surface fields that couple in the standard way to the spins on the leftmost layer, labeled 1, and the rightmost layer, labeled L. The magnitude of each of those fields is \( h_n \), and the angle between them is \( \alpha \). In our mean field approach, the free energy is minimized by adjusting the expectation value of the amplitude and direction of the spins in each layer.
where \( t \) is the bulk reduced temperature. Furthermore, for small enough \( h_c \) and \( t \) higher than the value at which the film orders spontaneously, the function \( f \) on the right hand side of (4.18) has the form

\[
f(tL^2, h_c L) = f_0(tL^2) + f_1(tL^2) (h_c L)^2 + O((h_c L)^4) \tag{4.19}
\]

Because of this, it is possible to envision for small \( h \), the behavior of the Casimir force that one encounters in the Gaussian model.

Figure 18 is a plot of the scaled Casimir force versus the scaled reduced temperature and scaled surface fields for two values of the film thickness, \( L \). The perspective highlights the departure from the behavior in (4.19) that occurs when the temperature is sufficiently far below the bulk critical temperature that the moments in the film order spontaneously. The films in question consists of \( L = 50 \) and \( L = 100 \) layers, and the angle between the two surface fields is \( \alpha = \pi/3 \). As is clear from the figure, the difference between the two plots is quite small.

As indicated in Fig. 18, \( L = 50 \) is sufficiently large that the difference between the function and the scaling limit is quite small. Figure 19 illustrates the dependence of the scaled Casimir force on the scaled surface field amplitude, \( h \), \( L \). The number of layers in the two films are \( L = 50 \) and \( L = 100 \), and \( \alpha \), the angle between the surface fields, is \( \pi/3 \). The difference between the two plots is barely discernible, indicating that the difference between the scaling function for \( L = 50 \) and the infinite \( L \) limit is quite small.

![FIG. 18. (Color online) Scaled Casimir force, \( L^4F_{\text{Cas}} \), as a function of the scaled reduced temperature, \( tL^2 \) and scaled surface field amplitude, \( h \), \( L \). The number of layers in the two films are \( L = 50 \) and \( L = 100 \), and \( \alpha \), the angle between the surface fields, is \( \pi/3 \). The difference between the two plots is barely discernible, indicating that the difference between the scaling function for \( L = 50 \) and the infinite \( L \) limit is quite small.](image)

As for temperatures at and above the bulk critical temperature \( (t \geq 0) \) the second term in the right hand side of (4.19) is the leading non-zero contribution to that expansion. This is consistent with the amplification of the Casimir force that one finds in the Gaussian model—see Section III. However, such amplification only occurs when there is spontaneous ordering in the film. Figure 20 shows the scaled Casimir force as a function of the scaled surface field for \( tL^2 = 5 \) and \( tL^2 = -5 \), above and below the bulk transition but above the threshold for film ordering. This plot illustrates the saturation of the Casimir force when the reduced temperature is above the threshold for film ordering, \( tL^2 = -\pi^2 \). The Casimir force changes sign as \( L \) increases for fixed

\[
\alpha, t, h \text{, This is displayed in Fig. 21. We also note that the force changes sign for moderate values of } L. \text{ It can readily be established that the overall behavior of the Casimir force is in accord with Eq. (4.19), see, for instance, Fig. 20.}

If spontaneous ordering is possible, then amplification of the Casimir force does occur. Figure 22 plots the newly
scaled Casimir force \( L^2 F_{\text{Cas}} \) against system size \( L \), illustrating the enhanced force amplitude as a function of system size, \( L \), expressed in terms of the scaled variable \( tL^2 \). Here, the reduced temperature is fixed at \( t = -0.05 \), while the surface field amplitudes are set to 0.05, \( \alpha = \pi/3 \) and the system size varies from \( L = 2 \) to \( L = 3,000 \). The behavior displayed is a direct result of the energy stored in the helical spin configuration, a response to the surface fields that are tilted with respect to each other. Of additional interest in this plot is the variation of the Casimir force for smaller values of \( L \), shown in the inset. Note the change in the sign of the Casimir force. A Casimir force going as \( L^{-2} \) is consistent with the energy associated with a helicity modulus, which is natural given that the XY system supports such a modulus in the regime in which it spontaneously orders. In this case the surface fields play the essential role of enforcing a helical structure on the order parameter when spontaneous ordering occurs.

The enhanced Casimir force is consistent with the scaling form of \( 4.18 \). Figure 23 displays the dependence of the scaled Casimir force \( L^4 F_{\text{Cas}} \) on the scaled variable \( tL^2 \). An important feature of this plot is its linear dependence on the scaled reduced temperature when it is sizable and negative. This leads to an overall \( L \) dependence going as \( L^{-2} \). Another significant property of the critical Casimir force plotted in Fig. 23 is its change in sign in the vicinity of the bulk critical point. In this sense, the Casimir force is tunable—and can be changed from attractive to repulsive—through a variation in temperature.

Finally, Fig. 24 displays the dependence of the scaled Casimir force, \( L^4 F_{\text{Cas}} \), on scaled reduced temperature, \( tL^2 \) and scaled surface field amplitude, \( h_sL \) for a variety of values of the angular difference, \( \alpha \), between the two surface fields. As shown in the plots, when \( \alpha \) increases from 0 to \( \pi \) the minimum of the force becomes shallower and the region of parameters \( tL^2 \) and \( h_sL \) in which the force is repulsive expands. We also note that the amplitude of the force for any fixed combination of the parameters \( tL^2 \) and \( h_sL \) is a monotonically increasing function of \( \alpha \). The force is attractive in the whole region of \( h_sL \) and \( tL^2 \) values only for \( \alpha = 0 \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure21}
\caption{(Color online) Scaled Casimir force, \( L^2 F_{\text{Cas}} \), as a function of \( L \), for fixed values of temperature \( t = 0.001 \), helicity \( \alpha = \pi/3 \) and value of the surface field amplitude \( h_s = 0.1 \).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure22}
\caption{(Color online) Illustrating the \( L \) dependence of the Casimir force for a negative value of reduced temperature, \( t = -0.05 \) with surface field amplitude \( h_s = 0.05 \) and \( \alpha = \pi/3 \). The plot is generated by varying the film thickness \( L \) for fixed values of \( t \), \( h_s \) and \( \alpha \). The large graph shows how \( L^2 F_{\text{Cas}} \) varies over an extended range of film thicknesses \( L \), and the inset shows the \( L \) dependence over a much smaller range.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure23}
\caption{(Color online) The scaled Casimir force, \( L^4 F_{\text{Cas}} \), as a function of the scaled variable \( tL^2 \). The thickness of the film is \( L = 50 \), the surface field amplitudes have been set to 0.01 and the angle between them, \( \alpha \), is \( \pi/3 \).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure24}
\caption{(Color online) The scaled Casimir force, \( L^4 F_{\text{Cas}} \), on scaled reduced temperature, \( tL^2 \) and scaled surface field amplitude, \( h_sL \) for a variety of values of the angular difference, \( \alpha \), between the two surface fields.}
\end{figure}

V. DISCUSSION AND CONCLUDING REMARKS

The Casimir force has provided an unexpectedly rich and varied set of phenomena for study and potential exploitation. In this paper, we have attempted to demonstrate that interactions between the bounding system and
the media that supports the Casimir force allow for the possibility of utilizing those interactions, here parameterized as surface fields, to control—and in certain cases greatly amplify—that force. Our focus has been the critical Casimir force, but a number of our results extend far beyond the critical regime. We find that the angle between surface fields can significantly affect the magnitude and the sign of the Casimir force, that variations in temperature can also have such an effect, and that the strength of the critical Casimir force can undergo substantial amplification as a consequence of the application of surface fields. Such fields represent a useful and likely accurate quantification of the action of modifications of the structure or composition of bounding surfaces in the medium giving rise to the Casimir force. Thus, the results presented here could well be utilized or expanded upon to motivate experimental investigations of the effects of surface patterning on the Casimir force.

The key findings reported here are twofold. First, the combination of helicity and surface fields allows for the manipulation of both the sign and the amplitude of the Casimir force. In certain circumstances—particularly when the system supports helicity in the bulk—the force can be greatly amplified in magnitude. The second finding is that the expressions describing the Casimir force are consistent with the expectations of finite size scaling, as embodied in Eqs. (2.11), (2.20), (3.20), (3.32), (3.42), (4.4) and (4.18).

One possible setting for an experimental study might be a nematic liquid crystal film. Here, the order parameter is quadrupolar, rather than dipolar as in the case of the XY or Heisenberg models, but the continuous symmetry with respect to rotation of the order parameter is nevertheless in the same general class as in the systems considered here. In fact, a class of Liquid Crystal Display (LCD) devices operates on the basis of inducing of a helical structure in liquid crystalline films [63]. It is also possible that the results reported here are applicable to the case of a liquid Helium film in the superfluid state in which a temperature gradient exists between the substrate on which the film has condensed and that gas phase bordering its free surface. Such a temperature gradient induces flow in the superfluid component, which entails a rotation of the superfluid wave function in the complex plane [64, 65].

The models investigated here are unlikely to be directly

FIG. 24. (Color online) Scaled Casimir force, $L^4 F_{\text{Cas}}$, as a function of the scaled reduced temperature, $tL^2$ and scaled surface field amplitude, $h_s L$. The number of layers in the film is $L = 50$. The values of $\alpha$, the angle between the surface fields are, reading left to right and then top to bottom are $\mathbf{a}$: 0, $\mathbf{b}$: $\pi/2$, $\mathbf{c}$: $2\pi/3$ and $\mathbf{d}$: $\pi$.
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Appendix A: Calculation of the free energy for the 1d XY model with boundary fields

The simplest way we are aware of for calculation of the free energy of the 1d XY model is based on the identities

\[ \beta F_{\text{tot}} = \ln I_0(K) + \frac{2}{1 + 2} \sum_{k=1}^{\infty} \cos [k(\psi_1 - \psi_2)] \log \left[ \frac{I_k(K)}{I_0(K)} \right] \left[ \frac{I_k(h_1)}{I_0(h_1)} \right] \left[ \frac{I_k(h_2)}{I_0(h_2)} \right] \left[ \frac{I_k(h_N)}{I_0(h_N)} \right] \]

wherefrom one immediately derives the expression (2.8) for the Casimir force given in the main text.

Using the Poisson identity

\[ \sum_{k=\infty}^\infty \exp (ika - k^2b) = \sqrt{\frac{\pi}{b}} \sum_{n=\infty}^\infty \exp \left[ -\frac{(2\pi n + a b)^2}{4b} \right] \]

one can derive expressions for the scaling function of the Casimir force convenient for values of the scaling variable \( x \) ranging from moderate to large values of \( x \) and one convenient for small values of \( x \).

Appendix B: Calculation of the free energy for the 1d Heisenberg model with boundary fields

Let us write the vectors in Eq. (2.3) in spherical coordinates supposing the spin chain to be along the \( x \) axis. One has

\[ H_1 = H_1 \{ \sin \varphi_1 \cos \theta_1, \sin \varphi_1 \sin \theta_1, \cos \varphi_1 \} \]

\[ H_N = H_N \{ \sin \varphi_N \cos \theta_N, \sin \varphi_N \sin \theta_N, \cos \varphi_N \} \]

\[ S_i = \{ \sin \varphi_i \cos \theta_i, \sin \varphi_i \sin \theta_i, \cos \varphi_i \}, i = 1, \ldots, N. \]
Then for the scalar products one obtains

\[ H_1, S_1 = H_1 \left[ \sin \varphi_1^h \sin \varphi_1 \cos (\theta_1^h - \theta_1) + \cos \varphi_1^h \cos \varphi_1 \right] \equiv H_1 \cos \psi_1, \]
\[ H_N, S_N = H_N \left[ \sin \varphi_N^h \sin \varphi_N \cos (\theta_N^h - \theta_N) + \cos \varphi_N^h \cos \varphi_N \right] \equiv H_N \cos \psi_N, \]
\[ S_i, S_{i+1} = \sin \varphi_i \sin \varphi_{i+1} \cos (\theta_i - \theta_{i+1}) + \cos \varphi_i \cos \varphi_{i+1} \equiv \cos \psi_i, \]

(B2)

where the angle \( \phi_i, i = 1, \ldots, N - 1 \) is between the spins \( S_i \) and \( S_{i+1} \), and the angles \( \psi_1 \) and \( \psi_N \) are between the vectors \( H_1 \) and \( S_1 \), and the vectors \( H_N \) and \( S_N \), respectively.

The free energy \(-\beta F_N\) of this system is

\[ \exp (-\beta F_N) = \int \prod_{i=1}^{2N} \frac{d\theta_i}{4\pi} \int_0^{2\pi} d\varphi_i \sin \varphi_i \exp (-\beta \mathcal{H}), \]

(B3)

where the normalization is over the solid angle \( 4\pi \) because

\[ \int_0^{2\pi} d\theta \int_0^{\pi} d\varphi \sin \varphi = 4\pi. \]

(B4)

In order to perform the integrations we use the expansion

\[ e^z \cos \theta = \sqrt{\frac{\pi}{2z}} \sum_{n=0}^{\infty} (2n+1) I_{n+1/2}(z) P_n(\cos \theta) \]

(B5)

combined with the addition theorem for the spherical harmonics \(66, 67\)

\[ P_n(\cos \phi) = \frac{4\pi}{2n+1} \sum_{m=-n}^{n} Y_{n,m}^*(\varphi, \psi) Y_{n,m}(\varphi, \psi) \]

(B6)

where \( I_{n+1/2}(z) \) is the modified Bessel function of the first kind, \( P_n(x) \) is the Legendre polynomial of degree \( n \) and \( Y_{n,m}(\phi, \theta) \) is the spherical harmonic. We remind the orthogonality relation that holds for the spherical harmonics

\[ \int_0^{\pi} \sin \phi d\phi \int_0^{2\pi} d\theta \sin \varphi \left[ Y_{i,m_1}(\varphi, \psi) Y_{i,m_2}^*(\varphi, \psi) \right] = \delta_{i_1,i_2} \delta_{m_1,m_2}. \]

(B7)

From Eq. (B3) we obtain

\[ \exp (-\beta F_N) = \int \prod_{i=1}^{2N} \frac{d\theta_i}{4\pi} \int_0^{2\pi} d\varphi_i \sin \varphi_i \]

(B8)

\[ \times e^{h_1 \cos \psi_1} \left( \prod_{i=1}^{N-1} e^{h \cos \phi_i} \right) e^{h_N \cos \psi_N}, \]

where \( K, h_1 \) and \( h_N \) are defined in accord with Eq. (2.17).

Now we have to take into account that, according to Eqs. (B5) and (B6),

(B9)

(B10)

(B11)

with \( i = 1, \ldots, N - 1 \). Inserting the above expression into Eq. (B8) one can easily perform the integration over \( \varphi_i \) and \( \theta_i \), \( i = 1, \ldots, N \) taking into account the orthogonality relations Eq. (B7). One derives that \( n_1 = n_2 = \cdots = n_N = n \) and \( m_1 = m_2 = \cdots = m_N = m \) and, thus, from Eq. (B8) we obtain
\[ \exp(-\beta F_N) = (4\pi)^N \sqrt{\frac{\pi}{2h_1}} \sqrt{\frac{\pi}{2h_N}} \left( \sqrt{\frac{\pi}{2K}} \right)^{N-1} \]

\[ \sum_{n=0}^{\infty} I_{n+1/2}(h_1)I_{n+1/2}(h_N) \left[ I_{n+1/2}(K) \right]^{N-1} \sum_{m=-n}^{n} Y_{n,m}(\varphi_1,h_1)Y_{n,m}^*(\varphi_N,h_N) \]

\[ = \left( \frac{\pi}{2K} \right)^{(N-1)/2} \frac{\pi}{2\sqrt{h_1h_N}} \sum_{n=0}^{\infty} (2n+1)P_n(\cos\psi_h) I_{n+1/2}(h_1)I_{n+1/2}(h_N) \left[ I_{n+1/2}(K) \right]^{N-1}, \]

where, in the last line, we have again used the addition theorem for the spherical harmonics Eq. (B6). In Eq. (B13) \( \psi_h \) is the angle between the vectors \( \mathbf{H}_1 \) and \( \mathbf{H}_N \) where

\[ \cos \psi_h = \sin \varphi_h \sin \varphi_N \cos (\theta_1 - \theta_N) + \cos \varphi_h \cos \varphi_N. \]  

From Eq. (B13) and Eq. (2.16) for the total pressure exerted by the end points on the system one derives

\[ \beta F_{\text{tot}} \equiv -\frac{\partial}{\partial N}[\beta F_N] = \ln \left( \frac{\sinh K}{K} \right) + \sum_{n=1}^{\infty} (2n+1)P_n(\cos\psi_h) \ln \left( \frac{I_{n+1/2}(h_1)I_{n+1/2}(h_N)}{I_{1/2}(h_1)I_{1/2}(h_N)} \right) \left[ \frac{I_{n+1/2}(K)}{I_{1/2}(K)} \right]^{N-1}. \]

From here one derives the exact result for the Casimir function reported in Eq. (2.19) in the main text. From it one can extract the corresponding scaling behavior reported in Eq. (2.22) which is convenient for evaluation of the behavior of the force for moderate and large values of the scaling variable \( x \). Here we present the corresponding derivation of the representation convenient for extracting the behavior of the force for small values of the scaling variable. Let us start by considering the sum

\[ S(\psi_h,h_1,h_N,K) \equiv \sum_{n=1}^{\infty} (2n+1)P_n(\cos\psi_h) \left( \frac{I_{n+1/2}(h_1)I_{n+1/2}(h_N)}{I_{1/2}(h_1)I_{1/2}(h_N)} \right) \left[ \frac{I_{n+1/2}(K)}{I_{1/2}(K)} \right]^{N-1} \]

\[ \approx \sum_{n=1}^{\infty} (2n+1)P_n(\cos\psi_h) \frac{e^{h_1-(n+1/2)^2/(2h_1)}}{\sqrt{2\pi h_1 I_{1/2}(h_1)}} \frac{e^{h_N-(n+1/2)^2/(2h_N)}}{\sqrt{2\pi h_N I_{1/2}(h_N)}} \left[ \frac{e^{K-(n+1/2)^2/(2K)}}{\sqrt{2\pi K I_{1/2}(K)}} \right]^{N-1} \]

\[ \approx \sum_{n=1}^{\infty} (2n+1)P_n(\cos\psi_h) \frac{\exp \left[ -\frac{1}{2} (n+1/2) \left( \frac{1}{h_1} + \frac{1}{h_N} + \frac{N-1}{K} \right) \right]}{\exp \left[ -\frac{1}{2} (1/2)^2 \left( \frac{1}{h_1} + \frac{1}{h_N} + \frac{N-1}{K} \right) \right]} \]

\[ \approx \sum_{n=1}^{\infty} (2n+1)P_n(\cos\psi_h) \frac{I_{n+1/2}(\frac{1}{h_{\text{eff}}+x})}{I_{1/2}(\frac{1}{h_{\text{eff}}+x})} = \sum_{n=0}^{\infty} (2n+1)P_n(\cos\psi_h) \frac{I_{n+1/2}(\frac{1}{h_{\text{eff}}+x})}{I_{1/2}(\frac{1}{h_{\text{eff}}+x})} - 1 \]

\[ = \sqrt{\frac{2}{\pi \left( h_{\text{eff}}+x \right) I_{1/2}(\frac{1}{h_{\text{eff}}+x})}} \left( 1 - \frac{1}{h_{\text{eff}}+x} \right) \exp \left[ \frac{\cos \psi_h}{h_{\text{eff}}+x} \right] - 1 = \frac{1}{\sinh \left( \frac{1}{h_{\text{eff}}+x} \right)} \left( 1 - \frac{1}{h_{\text{eff}}+x} \right) \exp \left[ \frac{\cos \psi_h}{h_{\text{eff}}+x} \right] - 1. \]

**Appendix C: Calculation of the free energy for the 3d Gaussian model**

In the current appendix we will outline some technical steps needed to obtain the free energy of the Gaussian model under the considered boundary conditions.
Performing the Fourier transform

\[ S_{x,y,z} = \frac{1}{\sqrt{M}} \sum_{m=1}^{M} \left[ \cos \left( \frac{2\pi}{M} m x \right) + \sin \left( \frac{2\pi}{M} m x \right) \right] \times \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \left[ \cos \left( \frac{2\pi}{N} n y \right) + \sin \left( \frac{2\pi}{N} n y \right) \right] \times \sqrt{\frac{2}{L+1}} \sum_{l=1}^{L} \sin \left( \frac{\pi}{L+1} l z \right) \hat{S}_{m,n,l} \] (C1)

in Eq. (3.4), one can easily diagonalize the Hamiltonian. Then, performing the integrations over \( S_{m,n,l} \), \( m = 1, \ldots, M \), \( n = 1, \ldots, N \) and \( l = 1, \ldots, L \) one immediately obtains Eqs. (3.11) and (3.12) for the field-independent and field-dependent parts of the free energy reported in the main text. In what follows we explain how to perform the summations in these terms. We start with the term that depends on the applied surface fields.

1. Evaluation of the field dependent term

Taking \( L \), for definiteness, to be odd number, we start by rewriting Eq. (3.11) in the form

\[ \Delta F_h = \Delta F_{h,\text{odd}} + \Delta F_{h,\text{even}}, \] (C2)

where

i) if \( p \neq M \) or \( q \neq N \):

\[ -\beta \Delta F_{h,\text{even}} = \frac{MN}{8(L+1)K^\perp} S_{\text{even}}(\Lambda, L) \times \] (C3)

\[ \left[ h_1^2 + h_2^2 + 2h_L h_1 \cos(k,\Delta) \right], \]

and

\[ -\beta \Delta F_{h,\text{odd}} = \frac{MN}{8(L+1)K^\perp} S_{\text{odd}}(\Lambda, L) \times \] (C4)

\[ \left[ h_1^2 + h_2^2 + 2h_L h_1 \cos(k,\Delta) \right], \]

ii) if \( p = M \) and \( q = N \):

\[ -\beta \Delta F_{h,\text{even}} = \frac{MN}{8(L+1)K^\perp} S_{\text{even}}(\Lambda, L) \times \] (C5)

\[ \left[ h_1 - h_L \cos 2\pi(\Delta_x + \Delta_y) \right]^2, \]

and

\[ -\beta \Delta F_{h,\text{odd}} = \frac{MN}{8(L+1)K^\perp} S_{\text{odd}}(\Lambda, L) \times \] (C6)

\[ \left[ h_1 + h_L \cos 2\pi(\Delta_x + \Delta_y) \right]^2. \]

In the above expressions

\[ S_{\text{even}}(\Lambda, L) = \sum_{l=1}^{(L-1)/2} \frac{\sin^2 \left( \frac{\pi l}{L+1} \right)}{\Lambda - \cos \left( \frac{\pi l}{L+1} \right)}, \] (C7)

\[ S_{\text{odd}}(\Lambda, L) = \sum_{l=1}^{(L-1)/2} \frac{\sin^2 \left( \frac{\pi (2l+1)}{L+1} \right)}{\Lambda - \cos \left( \frac{\pi (2l+1)}{L+1} \right)}, \] (C8)

and

\[ \Lambda = 1 + \left( \frac{\beta_e}{\beta} - 1 \right) \left[ \frac{2J^\parallel}{J} + 1 \right] \]

\[ + \frac{J^\parallel}{J} \left[ 2 - \cos \left( \frac{2\pi p}{M} \right) - \cos \left( \frac{2\pi q}{N} \right) \right]. \] (C9)

It is easy to show that

\[ S_{\text{even}}(\Lambda, L) = \frac{1}{2} (L-1)\Lambda + (1 - \Lambda^2) \tilde{S}_{\text{even}}(\Lambda, L) \] (C10)

and that

\[ S_{\text{odd}}(\Lambda, L) = \frac{1}{2} (L+1)\Lambda + (1 - \Lambda^2) \tilde{S}_{\text{odd}}(\Lambda, L) \] (C12)

where

\[ \tilde{S}_{\text{odd}}(\Lambda, L) = \sum_{l=1}^{(L-1)/2} \frac{1}{\Lambda - \cos \left( \frac{\pi (2l+1)}{L+1} \right)} \] (C13)

The summations in Eq. (C11) and Eq. (C13) can be performed using the identities

\[ \cosh nx - \cos ny = 2^{n-1} \prod_{k=0}^{n-1} \left[ \cosh x - \cos \left( y + \frac{2\pi k}{n} \right) \right] \] (C14)

and

\[ \cos nx - \cos ny = 2^{n-1} \prod_{k=0}^{n-1} \left[ \cos x - \cos \left( y + \frac{2\pi k}{n} \right) \right]. \] (C15)

With the help of the variable \( \lambda \), introduced in Eq. (3.29) and Eq. (3.30), for the sums \( \tilde{S}_{\text{even}}(\Lambda, L) \) and \( \tilde{S}_{\text{odd}}(\Lambda, L) \) we obtain

\[ \tilde{S}_{\text{even}}(\Lambda, L) = \frac{\Lambda}{1 - \Lambda^2} \] (C16)

\[ + \frac{1}{2} (1 + L) \coth \left[ \frac{1}{2} (1 + L) \lambda \right] \cosh(\lambda), \quad \Lambda \geq 1. \]

and

\[ \tilde{S}_{\text{odd}}(\Lambda, L) = \frac{\Lambda}{1 - \Lambda^2} \] (C17)

\[ - \frac{1}{2} (1 + L) \cot \left[ \frac{1}{2} (1 + L) \lambda \right] \csc(\lambda), \quad \Lambda \leq 1. \]
for \( \hat{S}^{\text{even}}(\Lambda, L) \), while for the sum \( \hat{S}^{\text{odd}}(\Lambda, L) \) one has

\[
\hat{S}^{\text{odd}}(\Lambda, L) = \frac{1}{2} (1 + L) \frac{\tanh \left[ \frac{1}{2} (1 + L) \lambda \right]}{\sinh \lambda}, \Lambda \geq 1, \quad (C18)
\]

and

\[
\hat{S}^{\text{odd}}(\Lambda, L) = \frac{1}{2} (1 + L) \frac{\tan \left[ \frac{1}{2} (1 + L) \lambda \right]}{\sin \lambda}, \Lambda \leq 1. \quad (C19)
\]

Obviously, the two pairs Eq. (C16) and Eq. (C17), and Eq. (C18) and Eq. (C19) represent a continuation from real to purely complex values of \( \lambda \). Because of that, in the remainder we will report only one of the corresponding representations concerning the sums.

From Eq. (C10) and Eq. (C16) one obtains

\[
\hat{S}^{\text{even}}(\Lambda, L) = L + \frac{1}{2} \left\{ \Lambda - \coth \left[ \frac{L + 1}{2} \lambda \right] \sinh[\lambda] \right\}, \quad (C20)
\]

whereas from Eq. (C12) and Eq. (C18) one derives

\[
\hat{S}^{\text{odd}}(\Lambda, L) = L + \frac{1}{2} \left\{ \Lambda - \tanh \left[ \frac{L + 1}{2} \lambda \right] \sinh[\lambda] \right\}. \quad (C21)
\]

Using the above expressions and taking into account Eqs. (C2) - (C6) for \( \Delta f_h \), see Eq. (3.26), one obtains

i) if \( p \neq M \) or \( q \neq N \):

\[
-\beta \Delta f_h = \frac{1}{16K^\perp} \left\{ [h_1^2 + h_L^2 - 2h_1h_1 \cos(k, \Delta)] 
\times \left[ \Lambda - \coth \left[ \frac{L + 1}{2} \lambda \right] \sinh[\lambda] \right] + [h_1^2 + h_L^2 + 2h_1h_1 \cos(k, \Delta)] \sinh\left[ \frac{L + 1}{2} \lambda \right] \sinh[\lambda] \right\}, \quad (C22)
\]

ii) if \( p = M \) and \( q = N \)

\[
-\beta \Delta f_h = \frac{1}{16K^\perp} \left\{ [h_1 - h_L \cos 2\pi(\Delta_x + \Delta_y)]^2 \right. 
\times \left[ \Lambda - \coth \left[ \frac{L + 1}{2} \lambda \right] \sinh[\lambda] \right] 
+ [h_1 + h_L \cos 2\pi(\Delta_x + \Delta_y)]^2 \sinh\left[ \frac{L + 1}{2} \lambda \right] \sinh[\lambda] \right\}, \quad (C23)
\]

Note that in deriving the above expression no approximations have been made - it is an exact result.

If \( L\lambda \gg 1 \) from the above one immediately obtains

i) if \( p \neq M \) or \( q \neq N \):

\[
-\beta \Delta f_h \approx \frac{1}{8K^\perp} \left\{ \Lambda - \sinh[\lambda] \right\} \{h_1^2 + h_L^2 \} 
+ \frac{1}{2K^\perp} \sinh[\lambda] e^{-(L+1)\lambda} h_1h_1 \cos(k, \Delta), \quad (C24)
\]

and

\[
\begin{align*}
-\beta \Delta f_h & \approx \frac{1}{8K^\perp} \left\{ \Lambda - \sinh[\lambda] \right\} \{h_1^2 + \cos 2\pi(\Delta_x + \Delta_y)h_L^2 \} \\
& + \frac{1}{2K^\perp} \sinh[\lambda] e^{-(L+1)\lambda} h_1h_L \cos(2\pi(\Delta_x + \Delta_y)),
\end{align*}
\]

wherefrom one derives the surface part \( \Delta f_{hs}^{(s)} \) of the field-dependent term in the free energy

i) if \( p \neq M \) or \( q \neq N \):

\[
-\beta \Delta f_{hs}^{(s)} = \frac{1}{8K^\perp} \left\{ \Lambda - \sinh[\lambda] \right\} \{h_1^2 + h_L^2 \}. \quad (C25)
\]

and

ii) if \( p = M \) and \( q = N \)

\[
-\beta \Delta f_{hs}^{(s)} = \frac{1}{8K^\perp} \left\{ \Lambda - \sinh[\lambda] \right\} \times \{h_1^2 + \cos 2\pi(\Delta_x + \Delta_y)h_L^2 \}. \quad (C26)
\]

From Eqs. (C22) and (C23) one can determine both the transverse and the longitudinal field contribution to the components of the Casimir force. The corresponding results are reported in the main text.

### 2. Evaluation of the field independent term

We are interested in the \( L \)-dependent behavior of the field-independent part of the statistical sum of the system, see Eq. (3.17), where \( \Delta F_0 \) is given by Eq. (3.11). It is easy to see that

\[
-\beta \Delta F_0 - \frac{1}{2} L \ln \frac{\pi}{K^\perp} = -\frac{1}{2} \frac{1}{(2\pi)^2} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 \quad (C27)
\]

\[
= -\frac{1}{2} \frac{1}{(2\pi)^2} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 S_0 \left( \frac{\beta c}{\beta}, \frac{J}{J^\perp}, L, \theta_1, \theta_2 \right)
\]

where

\[
S_0 \left( \frac{\beta c}{\beta}, \frac{J}{J^\perp}, L, \theta_1, \theta_2 \right) = \frac{1}{2} \frac{1}{(2\pi)^2} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 S_0 \left( \frac{\beta c}{\beta}, \frac{J}{J^\perp}, L, \theta_1, \theta_2 \right)
\]

and we have used Eq. (3.6).

The expression in Eq. (C28) can be evaluated in several ways. Let us briefly sketch one of them. By doing so we will also obtain an expression for the free energy that has not been derived before and which are valid not only for large, but for any positive value of \( L \).
Using the identity in Eq. (C14) one can show that

\[ S_0 \left( \frac{\beta_c}{J} \frac{J^I}{J^\perp}, \theta_1, \theta_2 \right) = -L \ln 2 + \ln \left[ \frac{\sinh(1 + L)\delta}{\sinh \delta} \right], \]  

(C30)

where \( \delta \) is defined in Eq. (3.19). For the contribution of the field-independent term to the transverse Casimir force \( \beta \Delta F_{\text{Cas}}^{(0, \perp)} \), see Eq. (3.16), from Eq. (28) and Eq. (C30) one derives Eq. (3.18) given in the main text. In order to derive the scaling form of \( \Delta F_{\text{Cas}}^{(0, \perp)} \) we have to consider the regime \( L \gg 1 \). Obviously, then Casimir force will be exponentially small if \( \delta \) is finite. In order to avoid that, one needs \( \delta \rightarrow 0 \) so that \( (L + 1)\delta = O(1) \). When \( \delta \) goes to zero, however, both \( (\beta_c/J - 1)(1 + 2J^I/J^\perp) \rightarrow 0 \) and \( \theta_1, \theta_2 \rightarrow 0 \). Then, from Eq. (3.19) one obtains

\[ \delta^2 = 2 \left( \frac{\beta_c}{J} - 1 \right) \left( 1 + 2 \frac{J^I}{J^\perp} (\theta_1^2 + \theta_2^2) \right). \]  

(C31)

Passing to polar coordinates, from Eq. (3.18) one obtains, up to exponentially small in \( L \) corrections

\[ \beta \Delta F_{\text{Cas}}^{(0, \perp)} = -\frac{1}{2} \int_{\delta_{\text{min}}}^{\infty} x^2 \coth((1 + L)x) - 1 \frac{dx}{2\pi} \]  

(C32)

where

\[ \delta_{\text{min}} = \sqrt{2 \left( \frac{\beta_c}{J} - 1 \right) \left( 1 + 2 \frac{J^I}{J^\perp} \right)}. \]  

(C33)

Noting that

\[ x_t = L \delta_{\text{min}}, \]  

(C34)

using that

\[ \coth x = 1 + 2 \sum_{k=1}^{\infty} e^{-2kx} \]  

(C35)

and performing the integration in Eq. (C32), one derives Eqs. (3.20) and (3.21) given in the main text. From Eq. (C32) and taking into account the definition (C34) one immediately concludes that \( \lambda_{\text{Cas}}^{(0, \perp)}(x_t) \) is a monotonically increasing function of \( x_t \).
