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Abstract

Deep neural networks are commonly used for medical purposes such as image generation, segmentation, or classification. Besides this, they are often criticized as black boxes as their decision process is often not human interpretable. Encouraging the latent representation of a generative model to be disentangled offers new perspectives of control and interpretability. Understanding the data generation process could help to create artificial medical data sets without violating patient privacy, synthesizing different data modalities, or discovering data generating characteristics. These characteristics might unravel novel relationships that can be related to genetic traits or patient outcomes. In this paper, we give a comprehensive overview of popular generative models, like Generative Adversarial Networks (GANs), Variational Autoencoders (VAEs), and Flow-based Models. Furthermore, we summarize the different notions of disentanglement, review approaches to disentangle latent space representations and metrics to evaluate the degree of disentanglement. After introducing the theoretical frameworks, we give an overview of recent medical applications and discuss the impact and importance of disentanglement approaches for medical applications.
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Introduction

Medical image analysis is a key concept for diagnosing diseases and creating or evaluating individual patients’ treatment plans. For that purpose, deep neural networks are already used for image generation, classification, or segmentation tasks [Goodfellow et al., 2014; Simonyan and Zisserman, 2015; Ronneberger et al., 2015]. While being successful, there are still some drawbacks. Often a huge amount of labeled, clean and complete data is needed, prediction processes of neural networks are often difficult to follow, shortcut learning distorts predictions and generalization tasks are cumbersome, to only mention a few challenges. But deep learning models themselves can help to overcome these issues. With generative models, synthetic medical data sets could be created, offering access to faithful and task-specific data sets without violating patients’ privacy and avoiding elaborated and error-prone manual data labeling. Furthermore, a human interpretable latent space representation gives rise to various opportunities. Next to automatically generating labeled data, it allows find-
identifying patterns in the data that can be used to characterize and quantify normal and pathological changes. In turn, these patterns can be related to genetic traits, patient outcomes and used to guide therapy. Furthermore, generative models can be used to deal with missing data and create different modalities from given scans. These predicted scans, here denoted as virtual images, could offer a time-efficient way to obtain more information about the patient’s condition, without exposing the patient to further radiation and the stress of the image acquisition. While these challenges are partially addressed successfully by deep generative neural networks, a major drawback remains. The decision process is often intractable and, therefore, neural networks are often criticized as black boxes [Egger et al., 2021] or, as we envision it, as Gordian Knot, which could be solved exploring and disentangling the data representation hidden in the internal states of the neural networks. A key concept, therefore, is a human interpretable and manageable latent space representation of generative models. More technically, this is described as disentanglement. This term lacks a uniform definition, but, in general, it is about controlling the semantic changes in the data, with respect to their internal representation in the network. In recent years, there has been a surge of interest in this area of research. A highly recommended tutorial by Liu et al. [2021a] and a publication of Locatello et al. [2020] give a good overview. Nevertheless, this field is growing so fast and offers many possibilities, thus, we also give an overview and focus more on medical applications. In general, we would like to address the following questions:

1. What is a disentangled representation of a generative model?
2. Which methods exist to encourage a disentangled latent representation?
3. What is the added value for medical applications?
4. How to evaluate the degree of disentanglement?
5. What future medical applications can benefit from disentanglements?

We start with an introduction of our used notation and abbreviations. Then we introduce the ideas of the most popular generative models: Generative Adversarial Networks (GANs) [Goodfellow et al., 2014], Variational Autoencoders (VAEs) [Kingma and Welling, 2014] and Flow-based Models [Dinh et al., 2015]. Next, we give an overview of several theoretical definitions of disentanglement, consider different methods trying to achieve this, and give an overview of metrics to evaluate the degree of disentanglement. In the end, we systematically review medical applications of disentangled representations.

### Notation

In the following tables we give an overview about the used notations and abbreviations in this paper. Equations are numbered only when they are referenced.

| Symbol | Description |
|--------|-------------|
| $X, Z$ | random variables |
| $x, z$ | values of the random variables $X, Z$ |
| $x^{(i)}, i=1..N$ | $i$-th data point, where $N$ denotes the number of samples |
| $\mathcal{X}$ | set of all data points |
| $p(X)$ | distribution of the random variable $X$ |
| $p(x)$ | short notation for the evaluated density function of the distribution of the random variable $X$, $P(X = x)$ |
| $p_\theta, q_\phi$ | true distribution/model distribution, the index denotes the parameters describing the distribution, e.g. for a normal distribution $\theta$ would contain mean and variance |
| $E_{z \sim q(Z)} p(z)$ | expected value of the density $p(z)$ where $z$ is sampled from $q(Z)$ |
| $Z$ | latent space |
| $d$ | latent space dimension |
| $z_i$ | $i$-th dimension of the latent space vector |
| $K$ | ground truth space dimension |
| $g$ | ground truth vector |
| $\text{enc, dec}$ | encoder, decoder |
| $D, G$ | discriminator and generator network |
1 Generative Models

Machine learning methods can be divided into two types: generative and discriminative methods. Discriminative models yield good results for image classification or segmentation tasks [Ronneberger et al., 2015]. These models directly predict the probability that a given data point \( x \) belongs to a class \( y \), thus \( p(y|x) \). Unlike standard classification or segmentation networks, the goal of generative models is not to produce some label or prediction from an input \( x \). Instead, they learn to model the distribution of the inputs themselves, \( p(X) \). The approximated distribution \( q(X) \approx p(X) \) can then be used to create new data samples, perform generative classification, outlier detection, and more. To be able to model such a complex and high-dimension distribution, almost all generative models make use of the so-called reparametrization trick. This means, instead of parameterizing \( q(X) \) directly, it is expressed in terms of a parameterized transformation \( f_\theta \) between \( q(X) \) and the latent space \( Z \), which has a known latent distribution \( p(Z) \) prescribed. The goal of training is then to find such a transformation, represented by the network, that \( q(X) \) that is obtained from transforming the latent distribution is as close as possible to the true distribution \( p(X) \). In this context the following nomenclature is usually applied:

- **\( p(Z) \) — prior distribution:**
  If we do not know anything about the data we want to know how likely is the unobserved variable value \( z \)? Hence, it describes the distribution of the latent space \( Z \) without consideration of the data, thus before knowing anything about the data \( X \).

- **\( p(X|Z) \) — likelihood distribution:**
  The likelihood \( p(X|Z) \) describes the distribution of \( X \) if we already know \( Z \). This means how likely is a value \( x \) if we assume \( Z \) to have a specific value?

- **\( p(Z|X) \) — posterior distribution:**
  The posterior \( p(Z|X) \) is the distribution of \( Z \), if we know \( X \).

- **\( p(X) \) — evidence distribution:**
  \( p(X) \) is the data distribution, which is denoted as evidence.

In general, three types of generative models are used in practice:

- Generative Adversarial Networks (GANs);
- Variational Autoencoder (VAEs);
- Flow-based Models.

Their latent code can also be used for downstream tasks in the context of representation learning or transfer learning.

1.1 Generative Adversarial Network

A Generative Adversarial Network (GAN) consists of two neural networks, a generator, and a discriminator, see Figure 1. Given an input image the discriminator should return the probability that this input is a
sample from the true data distribution or not. This is done by maximizing:

$$\max_D \log(D(x)) + \log(1 - D(\hat{x}))$$

where \(x\) are real data and \(\hat{x}\) is generated by the model. Thus, by maximizing this term real data \(x\) gets a high probability \(D(x)\) and generated data \(\hat{x}\) get a low probability \(D(\hat{x})\). This enables us for unseen data to decide whether they are from the same distribution or not. But we want to be able to generate new samples from this distribution, not only decide if existing samples are probably drawn from the same distribution or not. Therefore, the second network, the generator \(G\), is needed. This network generates the data \(G(z) = \hat{x}\) from a latent space input \(z \in \mathcal{Z}\) and tries to fool the discriminator network. Thus, it learns to generate data points \(\hat{x}\) which have a high probability to be a sample from the data distribution. Therefore, \(G\) learns to generate samples from a distribution \(q(x)\) which approximates the true data distribution \(p(X)\). This is done by minimizing:

$$\min_G \log(1 - D(G(z)))$$

As the name Generative Adversarial Network implies, training these both networks together results in an adversarial optimization process, also denoted as minmax game, which includes the expected value about all training data points:

$$V(D, G) = \min_G \max_D \mathbb{E}_{x \sim p(x)}[\log(D(x))] + \mathbb{E}_{z \sim p(z)}[\log(1 - D(G(z)))]$$

This minmax game is equivalent to minimize the Jensen-Shannon-Divergence of the real data distribution \(p(X)\) and their approximation from the generator network \(q(X)\), see Appendix 7.3. While these GAN approaches receive really good image quality for the generation of new samples, they suffer from training instabilities. This can be avoided by replacing the Jensen-Shannon-Divergence with the Wasserstein metric [Arjovsky et al., 2017].

An often applied extension of the GAN network is the CycleGAN [Zhu et al., 2017]. This network is used for a specific kind of image generation, known as image-to-image translation, e.g. translation of a *summer* landscape to its *winter* version. Therefore, CycleGAN consists of two generators and two discriminators.

### 1.2 Variational Autoencoder

Like Generative Adversarial Networks, Variational Autoencoders consist of two jointly trained neural networks, the encoder, and the decoder. The encoder maps the input data \(x^{(i)}\) onto a latent space representation, which is taken to be the expected value of the posterior distribution \(p(Z|X = x^{(i)})\). A sample from this distribution is the input for the decoder which returns the expected value of the likelihood distribution \(p(X|Z = z)\). A combination of these two density functions describing these distributions builds a lower bound of the value of the density function of the evidence distribution:

$$\log(p(x^{(i)})) \geq \mathbb{E}_{z \sim q_{\phi}(Z|x^{(i)})} \left( \log(p_{\theta}(x^{(i)}|z)) \right) - KL(q_{\phi}(Z|x^{(i)})||p(Z))$$

This bound is known as ELBO (Evidence Lower Bound). The first term on the right-hand side is often referred to as a kind of a reconstruction error and the second term is the Kullback-Leibler-Divergence, a measure for the difference of the two distributions. The derivation of (1) and the definition of the Kullback-Leibler-Divergence can be found in the Appendix 7.2.

This bound is maximized for every data point with respect to the distribution describing parameters \(\theta\) and \(\phi\). Therefore, the resulting loss function \(L(\theta, \phi)\) is de-
fined as:

\[ L(\theta, \phi) := \sum_{i=1}^{N} \mathbb{E}_{z \sim q_\phi(Z|x^{(i)})} \left( -\log(p_\theta(x^{(i)}|z)) \right) + K \text{KL}(q_\phi(Z|x^{(i)})||p(Z)) \]  

(2)

Thereby, to sample from the distribution \( p(Z|x) \), Kingma and Welling [2014] introduced a reparameterization trick. For the univariate Gaussian case, a sample \( z' \) is taken as:

\[ z' = z + \sigma \epsilon \]

where \( \epsilon \sim \mathcal{N}(0,1) \), \( \sigma \) is the variance of \( p(Z|x) \) and \( z \) the output of the encoder.

1.3 Normalizing Flows

Normalizing flows follow a similar approach as VAEs: They learn a bi-directional mapping between data space and latent space in order to parameterize the data distribution \( p_\theta(X) \). The main difference is that the network \( f \) representing this transformation is exactly invertible (a diffeomorphism to be precise), and has a tractable Jacobian determinant. Therefore, the encoder and decoder can be represented by the same network, see Figure 3, which can simply be inverted depending on whether decoding or encoding is required. Separate complementary encoder and decoder networks are no longer needed. This has both profound theoretical and practical implications.

The effective differences come from the fact that the invertibility and the Jacobian determinant avoid the problem of \( p_\theta(X) \) being intractable to compute exactly. This greatly simplifies the loss function and training procedure, and avoids the artifacts associated with VAEs, as explained below. To provide some necessary mathematical background, the Jacobian matrix \( f \) is a matrix containing the partial derivatives of all network output dimensions with respect to all input dimensions:

\[ J_{ij} = \frac{\partial f_i}{\partial x_j} \]  

(3)

For a bijective function \( f \), the number of input dimensions will be equal to the number of output dimensions, so \( f \) will be a square matrix. While computing this matrix for standard neural networks is prohibitively expensive, most existing invertible network architectures provide the determinant \( \det J \) for a low computational cost or for free, due to specialized architectures. Using the Jacobian determinant, the density \( p_\theta(x) \) expressed by the model can be computed from the prescribed latent distribution \( p(Z) \), generally a standard normal, by simple application of the change-of-variables formula:

\[ p_\theta(x) = p(z = f_\theta(x)) |\det J(x)| \]  

(4)

With the model’s probability being able to be computed exactly, it is also possible to perform exact maximum likelihood training, which cannot be done with other generative models:

\[ \mathcal{L}(\theta) := \sum_{i} -\log p_\theta(x^{(i)}) \]  

(5)

The maximum likelihood loss has been used and studied extensively for many classical methods and can be shown to match the model’s density \( p_\theta(x) \) to the true data distribution \( \hat{p}(x) \). To generate new samples at test time, random latent vectors \( z^* \) can be sampled from the latent distribution, and be transformed back to the data space by inverting the network: \( x_{\text{generated}} = f_\theta^{-1}(z^*) \).

Comparing the objective in Equation (5) to the corresponding VAE loss in Equation (2), it is clear that
the training procedure of normalizing flows is significantly simpler. It does not require the ELBO approximation, there is no reconstruction loss term – perfect reconstruction is guaranteed at all times due to invertibility. This is not only conceptually more elegant and direct, but also has practical advantages, such as avoiding blurry generated images seen in VAEs due to the reconstruction part of the loss, or the mode-mixing artifacts that stem from the Gaussian posteriors in standard VAEs (explained in greater theoretical detail e.g. by Bousquet et al. [2017]). Compared to GANs, normalizing flows do not suffer from the typical problem of mode collapse: with the maximum likelihood loss, the model is penalized strictly for missing even small modes of the training data distribution, an important property for medical and scientific applications, where unlikely or rare cases are often the ones of interest. Furthermore, normalizing flows allow likelihood estimation in addition to generation, and do not require careful tuning and balancing of the generator and discriminator. Of course, the advantages described above also come at a cost, which is mostly of technical nature: invertible neural networks are more restricted in their architecture, generally have more parameters, and require longer to train. The most common invertible architectures used today are Real-NVP [Dinh et al., 2016] or GLOW [Kingma and Dhariwal, 2018], both using so-called affine coupling blocks which repeatedly perform affine transformations on subsets of the variables; the i-ResNet [Behrmann et al., 2019], which is regularized ResNet that has to be inverted at test-time using a numerical procedure; and FFJORD [Grathwohl et al., 2018], which is a specialized version of neural ODEs [Chen et al., 2018a] for normalizing flows.

2 Definition of Disentanglement

In the following, we will concentrate on image data for simplicity, but several other data modalities can be considered.

Assuming an image can be generated by a set of semantic meaningful features, like color, objects, shapes, etc. If these factors of variations would be captured in the latent space representation in a separate, thus disentangled, and interpretable way, the image generation process becomes understandable and controllable. The factors of variations are often denoted as generating factors and their numerical realizations are denoted as ground truth factors. E.g. in the dSprites data set [Matthey et al., 2017], which contains synthetic images of simple shaped objects, see Section 4.2, a factor of variation is the orientation of an object. Its numerical realization, thus the ground truth factor, is a value in the range of $[0, 2\pi]$. But how to check if a representation fulfills this property? Manually observing the change of the output of a generative model, while changing parts of the latent space representation is ineffective and subjective. Thus, before evaluating, if a representation is disentangled, a technical characterization has to be introduced. Different researchers have attempted to formalize the idea of a disentangled representation. Current investigations on a characterization are based on the comparison of the ground truth factors and the latent space representation, see Figure 4. As there is no agreement upon a definition, we shortly summarize three approaches to characterize a disentangled representation, even if several more exist [Higgins et al., 2018].

Disentanglement, Completeness, Informativeness

[Eastwood and Williams, 2018] and [Ridgeway and Mozer, 2018] simultaneously and independently introduced three characteristics of disentangled representations, denoted as disentanglement, completeness and informativeness $^1$:

1. Disentanglement: One factor of the latent representation is only influenced by a change in one generative factor.

$^1$Ridgeway and Mozer [2018] denoted these characteristics as modularity, compactness and explicitness.
2. **Completeness**: One generative factor is only sensitive to a change in one latent code dimension.

3. **Informativeness**: The amount of information captured by the latent code representation about the factors of variation.

Also Sepliarskaia et al. [2021] denote these three properties as the characteristics to define a disentangled representation. Thereby, the completeness characteristic is sometimes assumed to be not as important as the other ones, see Section 6.

### Informativeness, Separability, Interpretability

The authors Do and Tran [2021] suggest a slightly different notion of disentanglement, based on information theory, with three criteria:

1. **Informativeness**: The mutual information between the data $x$ and a latent code $z_i$ should be high, where $z_i$ could contain more than one dimension.

2. **Separability and Independence**: The multivariate mutual information between data $x$ and two factors $z_i$ and $z_j$ should be zero. This means that $z_i$ and $z_j$ do not contain any redundant information about $x$.

3. **Interpretability**: The entropy of $z_i$, the entropy of $g_k$, which denotes a ground truth factor, and the mutual information between $z_i$ and $g_k$ should be the same.

### Consistency and Restrictiveness

The authors of [Shu et al., 2020] describe the properties a disentangled representation should fulfill as:

1. **Consistency**: When one latent factor is fixed, the corresponding factor of variation does not change in the output.

2. **Restrictiveness**: While changing one latent factor and leaving all others fixed, only the corresponding factor of variation changes in the output.

All these definitions are characterizations of completely disentangled representations, with respect to certain known ground truth factors. Furthermore, these ground truth factors are assumed to be independent of each other. In practice, underlying factors of variation are often correlated and unknown. And even for known ground truth factors, the realizations can be different [Duan et al., 2019], e.g. the factor of variation describing the rotation can be represented with different numerical values and dimensions, see Figure 4. This is problematic for evaluating the degree of disentanglement, even if ground truth factors are known, see Section 4.

### 3 Disentanglement Approaches

Considering the latent space representations of GAN, VAE, or Flow-based methods, there exist model-agnostic and model-dependent attempts to encourage the latent space representation to be disentangled:

1. Training the model as usual and change the resulting latent space representation [Esser et al., 2020; Ren et al., 2021].
2. Modify the model loss function, with a:

- Model-agnostic approach [Peebles et al., 2020];
- Model-dependent modification [Higgins et al., 2017; Kim and Mnih, 2019; Chen et al., 2016].

As sometimes only specific factors want to be disentangled, another popular strategy is:

3. Train two networks simultaneously, one to learn one part of the factors of interest and another one to learn the remaining part [Ben-Cohen et al., 2019], which often needs some kind of supervision. Furthermore, the basic ideas to achieve a disentangled representation vary by the network's architecture, as we will see in the following section.

### 3.1 Unsupervised Models

The best known disentanglement models are $\beta$-VAE [Higgins et al., 2017] and InfoGAN [Chen et al., 2016], but several more exist. We divide the reviewed models into VAE-based, GAN-based, Flow-based, and model agnostic disentanglement approaches. An overview of all models and a timeline of the publications can be found in Figure 5 and Table 1.

#### 3.1.1 VAE-based Approaches

$\beta$-VAE

The $\beta$-VAE, introduced by [Higgins et al., 2017], is a Variational Autoencoder whose loss function is slightly modified with a parameter $\beta > 1$. This parameter gives more weight to the Kullback-Leibler-Divergence term in the original ELBO, see Equation (1), and therefore, the new loss function is defined as:

$$L(\theta, \phi) := \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{z \sim q(\mathbf{x}^{(i)})} \left( - \log(p(\mathbf{x}^{(i)} | z)) \right) + \beta KL(q_{\phi}(\mathbf{z}^{(i)}) || p(\mathbf{z}))$$

As the prior distribution $p(\mathbf{z})$ is usually assumed to be a factorized standard normal distribution, thus, $p(\mathbf{z}) = \prod_{i=1}^{d} p(Z_i)$, where all $p(Z_i)$ are standard normal distributions of the $i$-th dimension of a latent space representation. This modification should encourage the latent space factors $Z_i$ to become independent, as the Kullback-Leibler-Divergence encourages the posterior $q(Z|x^{(i)})$ to get closer to this distribution. While this approach successfully encourages the latent space to be disentangled the reconstruction of images gets worse. Up to the authors of [Kim and Mnih, 2019] this phenomenon appears because the Kullback-Leibler-Divergences contains the mutual information between $X$ and $Z$, as it can be decomposed as follows:

$$\frac{1}{N} \sum_{i=1}^{N} KL(q_{\phi}(\mathbf{z}^{(i)}) || p(\mathbf{z})) = I(X, Z) + KL(q_{\phi}(\mathbf{z}) || p(\mathbf{z}))$$

where $I(X, Z)$ denotes the mutual information between the random variables $X$ and $Z$, see Appendix 7.1, and:

$$q_{\phi}(\mathbf{z}) = \frac{1}{N} \sum_{i=1}^{N} q_{\phi}(\mathbf{z}|\mathbf{x}^{(i)})$$

Thus, weighting the KL term more decreases the mutual information between $X$ and $Z$, and the latent space representation $\mathbf{z}$ cannot store as much information about $X$ as before. They assume the second part to be responsible for the success of the $\beta$-VAE, with respect to the degree of disentanglement, and
that the decreased mutual information is the reason for the reduction of the reconstruction quality. Therefore, they introduce a model avoiding the decrease of the mutual information, the FactorVAE.

### FactorVAE

The FactorVAE [Kim and Mnih, 2019] is also a Variational Autoencoder with a modified loss function. As mentioned before the authors want to avoid a decreasing reconstruction quality while encouraging a disentangled latent space representation, see Section 3.1.1. They want the posterior distributions to become independent without penalizing the mutual information between the latent space representation \( z \) and the data input \( x \). Therefore, they use the normal ELBO, see Equation (1), while adding a regularization term and, thus, obtain the following loss function:

\[
L(\theta, \phi) = \frac{1}{N} \sum_{i=1}^{N} \left[ \mathbb{E}_{q_{\phi}(Z|x^{(i)})}(-\log p_{\theta}(x^{(i)})) + \gamma KL(q_{\phi}(Z|x^{(i)})||\bar{q}(Z)) \right] + \frac{1}{N} \sum_{i=1}^{N} KL(q_{\phi}(Z|x^{(i)})||\bar{q}(Z))
\]

where \( x^{(i)}, i = 1, \ldots, N \) denotes a data point, \( \gamma \) a constant and \( N \) the number of samples and:

\[
\bar{q}(Z) := \prod_{j=1}^{d} q_{\phi}(Z_{j})
\]

with the latent space dimension \( d \) and \( q_{\phi}(Z_{j}) = \frac{1}{N} \sum_{i=1}^{N} q_{\phi}(Z_{j}|x^{(i)}) \). The term \( KL(\frac{1}{N} \sum_{i=1}^{N} q_{\phi}(Z|x^{(i)})||\bar{q}(Z)) \) is known as Total Correlation.

As it is difficult to sample from complex distributions \( \bar{q}(x) \) or \( \frac{1}{N} \sum_{i=1}^{N} q_{\phi}(Z|x^{(i)}) \) the authors try a different approximation approach, using the density ratio trick. To compute the Total Correlation they introduce a discriminator \( D \) returning the probability that the input \( z \) was an sample from \( \frac{1}{N} \sum_{i=1}^{N} q_{\phi}(Z|x^{(i)}) \) or \( \bar{q}(Z) \). They also introduce a metric, which we denote as Factor metric, see Section 4.

### \( \beta \)-TCVAE

In [Chen et al., 2018b], they follow the same idea as Kim and Mnih [2019] assuming that the Total Correlation is the source of a disentangled representation. Hence, they introduce a uniformly distributed random index variable \( n \in \{1, 2, \ldots, N\} \) with respect to the data points \( x^{(n)} \) of the entire data set. Then posterior \( q(Z|x^{(n)}) = q(Z|n) \) stays the same. The joint distribution of \( Z \) and \( n \) is given as:

\[
q(Z, n) = q(Z|n)p(n) = \frac{1}{N} q(Z|n)
\]

Then they decompose the expected value of the Kullback-Leibler-Divergence with respect to the dis-

---

### Table 1  Timeline: Generative Models and Metrics.

The timeline considers the first online version we found, not correlated with the version which we cited.

| Model                | Year | Metric or Technique          |
|----------------------|------|------------------------------|
| InfoGAN              | 2016 | Z-diff                       |
| \( \beta \) VAE      | 2017 | Z-min Var                    |
| FactorVAE            | 2018 | DMI, SAP                     |
| TCVAE                | 2019 | MIG, DCI                     |
| Implicit Autoencoder |       | PPL                          |
| StyleGAN             |       |                              |
| InfoGAN-CR           | 2019 | UDR                          |
| GIN                  | 2020 | MMT                          |
| Hessian Penalty      |       | CIFC                         |
| DisCo                | 2021 |                              |
| GlowIn               |       |                              |
distribution $p(n)$ into three terms:

$$\mathbb{E}_{n \sim p(n)}[KL(q(Z|n)||p(Z))] = KL(q(Z, n)||q(Z)p(n))$$

$$+ KL(q(Z)|| \prod_{j=1}^{d} q(Z_j))$$

$$+ \sum_{j=1}^{d} KL(q(Z_j)||p(Z_j))$$

With this decomposition, they claim to achieve an equivalent loss function as in [Kim and Mnih, 2019], while using the distribution of $n$ allows them to train the model with their mini-batch weight sampling technique, while in [Kim and Mnih, 2019] they need to train a discriminator jointly with the VAE to compute the Total Correlation.

The authors performed various experiments with a different weighting of all three terms of the Kullback-Leibler-Divergence decomposition. They obtained the best results by only weighting the second term more, thus, the Total Correlation. They also introduce a metric to measure the degree of disentanglement, which they denote as Mutual Information Gap, see Section 4.

In general, an advantage of the VAE approaches is the training stability, but their generated samples are often blurry. Thus, the image quality is often low. Other VAE-based disentanglement approaches are presented in [Mathieu et al., 2019], [Kim et al., 2019] and [Kumar et al., 2018].

### 3.1.2 GAN-based Approaches

It has often been proposed that VAE approaches attempt better disentangling results than GAN-based methods, thus, there has been more attention to VAEs at the beginning. But up to Lin et al. [2020] this was only caused by unfavorable training parameters and meanwhile, GAN approaches yield as good results as VAEs.

**InfoGAN**

The *InfoGAN* [Chen et al., 2016] model uses a normal GAN structure, but divides the latent code representation into two parts, $z$ and $c$. The part $z$ should contain all useful information, while $c$ only contains noise. This is encouraged by maximizing the mutual information between the output of the generator $G(z, c)$ and the latent code $z$. Therefore, to the usual minimax game of a GAN, a regularizer term is added:

$$V(D, G) - \lambda I(G(c, z), c)$$

where $I$ denotes the mutual information and $V(D, G)$ the GAN loss function, see Section 1.1.

**StyleGAN**

The authors of [Karras et al., 2019] introduce a GAN architecture with a modified generator network. Instead of the latent space representation, which is usually the input for a generator, the network gets a constant as input. The latent space representation is used differently, by a mapping network that transforms the latent space variable $z$ onto a variable $w$ in an auxiliary space $W$. Linear transformations of $w$ are integrated into the convolution layers of the generator. These layers also get noise variables as input. This separation should enable the network to create stochastic variations in the output from the noise variable and different styles from the transformations of $w$. The authors claim that the transformation of the latent space onto an auxiliary space is useful because the latent space input has to follow the distribution of the training data. If several attributes are missing in the data or low represented they are not represented in the latent space. To avoid sampling these 'illicit' samples the latent space is kind of curved and hence is unavoidably entangled. The transformation onto $W$ should undo this curvature and offer a more linear structure. Further research on this architecture can be found in [Karras et al., 2020] and [Lang et al., 2021].

**InfoGAN-CR**

Like in InfoGAN, for the InfoGAN-CR approach, introduced by Lin et al. [2020], the latent space representation is split into noise and informative latent factors. Like in the normal GAN approach, the architecture consists of a generator and a discriminator. But it also contains an extra discriminator $H$, called contrastive regularizer. This discriminator gets two input images $x'$ and $x''$. These inputs are generated from latent space vectors which share the same fixed
value of dimension \(i\), thus, \(z'_i = z''_i\). Then the discriminator is trained to identify \(i\), the index of the fixed factor. This works as follows:

They sample an index \(i\) from the set of all possible dimensions \(I = \{1, \ldots, k\}\) where \(k\) is the dimension of the latent space \(z\), the part without noise. Then two latent space representations \(z^1\) and \(z^2\) are created and their contrastive gap is computed as:

\[
\min_{j \in I \setminus \{i\}} |z^1_j - z^2_j|.
\]

Next, they create two images \(x^1\) and \(x^2\) from \(z^1\) and \(z^2\) with the image generator from the standard GAN approach. These two images are fed into the discriminator \(H\) which tries to identify which code was shared.

### 3.1.3 Combination of VAE and GAN

**Implicit Autoencoder**

The implicit autoencoder [Makhzani, 2019] consists of the architecture of a Variational Autoencoder but uses an additional discriminator network, see Figure 6. The author argues that normal Variational Autoencoder can only learn factorized posteriors and conditional likelihoods. Avoiding this he introduces a Variational Autoencoder that learns implicit distributions. They denote a distribution as implicit if not parameters like expected value or variance of a density function are computed but a function which generation samples of this distribution, as it is done with a generator of a GAN model. Here the encoder \(\text{enc}\) gets the data input \(x\) and a noise vector \(\epsilon\), thus, \(\hat{z} = \text{enc}(x, \epsilon)\). Then the decoder gets \(z\) and a noise vector \(n\) as input, thus, \(x' = d(z, n)\). This separation into \(z\) and noise enables the network to only save the content information in the latent space variable \(z\) and generate stochastical variation (style) with the noise vector, which allows a weak form of disentanglement of this information. The discriminator \(D\) learns to distinguish between positive samples \((x, \hat{z})\) and negative samples \((x', \hat{z})\).

### 3.1.4 Flow-based Approaches

**General Incompressible-Flow Networks**

Sorrenson et al. [2020] make both theoretical and practical contributions: firstly, they derive the exact conditions under which disentanglement is possible and identifiable. Hereby, they formally equate the task of disentanglement to nonlinear Independent Component Analysis (nonlinear ICA) Hyvärinen and Oja [2000]. The authors find that the task only has an identifiable solution as long as additional information is given along with the data, such as class labels, which has to fulfill certain theoretical assumptions. From their theory, they develop a new type of normalizing flow called General Incompressible-Flow Network (GIN), which is to perform identifiable disentanglement in the sense of nonlinear ICA.

**GLOWin**

Sankar et al. [2021] take a straight-forward approach to disentanglement with normalizing flows: Essentially, they train a standard GLOW normalizing flow (see Section 1.3), and simply apply the disentanglement factor loss introduced by Esser et al. [2020] to the latent space. Due to the high number of dimensions and the specifics of the network architecture (namely skip connections), the factor loss is only applied to a subset of latent dimensions deemed most semantically relevant. The authors evaluate their method on the BraTS 2019 dataset of brain MRI scans [Menze and et al., 2014], demonstrating meaningful results on real-world medical image data.

In general, VAE approaches mostly try to achieve disentanglement by encouraging the distribution \(q(z|x)\) to be factorized, while most GAN approaches try to achieve disentanglement by maximizing the mutual information between the latent code and the generator output. Flow-based Models often try to use the theory of Independent Component Analysis (ICA) [Jutten and Herault, 1991; Hyvärinen and Oja, 2000]
to decompose the input into its independent components.

### 3.1.5 Model-Independent Approaches

It is also possible to disentangle latent space representations of pretrained models, independent of their architecture, like in [Esser et al., 2020]. Two other possible methods of model-independent techniques are Hessian Penalty [Peebles et al., 2020] and DisCo [Ren et al., 2021].

#### Hessian Penalty

The authors of [Peebles et al., 2020] describe their understanding of disentanglement as a connection between the latent space representation and the generated output. They assume a representation to be disentangled if the change of the output - while varying one latent dimension - is independent of the remaining fixed factors, see Figure 7. To achieve this, they present an approach that could be used for any generative model, by adding a regularization term to an arbitrary loss function. Therefore, remembering the iterative model, by adding a regularization term to an arbitrary loss function, which encourages the generator or decoder of a model as a function that

\[ \text{Hessian Penalty} \]

\[ \text{Disentanglement via Contrast} \]

The authors of [Ren et al., 2021] assume that for any generative model, disentangled directions already exist in its latent space. That means they assume that

\[ L_H(G) = \max_i L_H(G_i) \]

where \( L_H(G) = \sum_{i=1}^d \sum_{j \neq i} H^2_{ij} \). The authors introduce a simple way to approximate the Hessian matrices as they prove the relation:

\[ L_H(G) = \text{Var}_\nu(v^T Hv) \]

where \( \text{Var}_\nu \) denotes the variance about the Rademacher vectors \( \nu \), which entries are -1 or +1 with equal probability. The variance can be approximated with empirical estimation, which still requires the computation of the Hessian matrix \( H \) of the generator \( G \). This can be done with a finite difference approximation:

\[ v^T Hv \approx \frac{1}{\epsilon^2} (G(z + \epsilon \nu) - 2G(z) + G(z - \epsilon \nu)) \]

where \( \epsilon > 0 \) is a hyperparameter influencing the accuracy of the estimation of the second derivative and \( z \) is the latent space input to the generator \( G \).

#### Disentanglement via Contrast

The authors of [Ren et al., 2021] assume that for any generative model, disentangled directions already exist in its latent space. That means they assume that
The directions $r$ contain the semantic meaningful change information. Thus, moving the latent space representation into this direction results in an interpretable change in the image. For instance, a three-dimensional latent vector would not be moved along an axis by adding a unit vector $e^i = [e^i_1, e^i_2, \ldots, e^i_d]^T$, $e^i_k = 1$ if $i = k$, otherwise $e^i_k = 0$, $i, k \in \{1, 2, \ldots, d\}$, like:

$$
\begin{bmatrix}
  z_1 \\
  z_2 \\
  \vdots \\
  z_d
\end{bmatrix}
+ \epsilon
\begin{bmatrix}
  e^1_1 \\
  e^2_1 \\
  \vdots \\
  e^d_1
\end{bmatrix}
\text{ but by }
\begin{bmatrix}
  z_1 \\
  z_2 \\
  \vdots \\
  z_d
\end{bmatrix}
+ \epsilon
\begin{bmatrix}
  r_1 \\
  r_2 \\
  \vdots \\
  r_d
\end{bmatrix}
$$

where the vector $r = [r_1, \ldots, r_d]^T$ is the direction and the scalar $\epsilon$ describes the length of the shift, see Figure 8. To find these directions they introduce their Disentanglement via Contrast (DisCo) approach, where they use Contrastive Learning on pretrained models. They introduce a Navigator $A$ searching the latent space for semantically meaningful directions. They sample one direction $r$ and a latent vector $z$ from the pretrained model. Then they feed the latent vector $z$ and a shift of this vector $z = z + A(r, \epsilon)$ in direction $r$ into the pretrained generator. Thus, they obtain two images, which, if $r$ is a disentangled direction only differ in a semantic meaningful aspect. These two images are then fed into two weight shared encoders, which return lower dimensional representations. The difference between these representations is one data point in the Variation Space and should be a disentangled representation. To train this model they sample three latent vectors $z$, $z^+$, and $z^-$. The vectors $z$ and $z^+$ need

to obtain a second sample within the same direction, while $z^-$ needs a sample from a different direction, see Figure 8. Therefore, they receive six different images:

$$G(z), G(z'), G(z^+), G(z'^+), G(z^-), G(z'^-)$$

where $G$ is the generator or decoder from the pretrained model, which stays fixed. For a disentangled direction, the change in the image between $G(z)$ and $G(z')$ should contain the same semantic change as between $G(z^+)$ and $G(z'^+)$. This should encourage positive pairs, which are images from different perspectives or augmented images, to be close together in the latent space representation and negative pairs, which are completely distinct images, to be apart.

### 3.2 Identifiable Problem

In [Khemakhem et al., 2020], they claim that, in general, the so-called reparametrization trick of the generative models, thus, using a latent space distribution, comes along with the drawback that these models are unidentifiable. In the context of generative models, this means that different distributions $p(X|z)$ can be learned, while still fitting the data distribution as described in the following. In general, a deep latent variable model learns a joint distribution:

$$p_\theta(x, z) = p_\theta(x|z)p_\theta(z)$$

such that it fits the data distribution:

$$p_\theta(x) = \int p_\theta(x, z) dz$$

The problem with unidentifiable models is that the distribution of $p_\theta(x, z)$ could attempt different forms, while still fitting the distribution $p_\theta(x)$, see Figure 9. Thus, the model distribution does not need to approximate a ground truth distribution in the latent space but could take any form. Hence, to be able to identify the latent space distribution, they want a model to satisfy:

$$\forall (\theta, \theta') : p_\theta(x) = p_{\theta'}(x) \Rightarrow \theta = \theta'$$

where $\theta$ is a vector of parameters. They want this to be true except for simple transformations, like permutations or signed scaling. They combine the theory of non-linear Independent Component Analysis
with Variational Autoencoders to create an Identifiable Variational Autoencoder, denoted as iVAE, which requires a conditional factorization of the latent prior distribution and thus, a kind of supervised model. Locatello et al. [2018] showed that for a general unsupervised model with a factorized prior $p(z)$, it is not possible to identify which representation is learnt. That means, assuming a model that learns a disentangled representation of the data, their exist an equivalent model which learns an entangled representation, while both models still fit the data distribution $p(x)$. But they also point out that this theoretical result does not mean that learning a disentangled representation is impossible in practice, as inductive biases on models and data can be made. In [Willetts and Paige, 2021], for example, they introduced a clustering technique for the latent space to avoid the need for labels. They showed empirically that this leads to a latent space distribution that is identifiable.

4 Evaluation

As there is no explicit definition of a disentangled representation, measuring disentanglement is not consistent and still challenging. Different metrics measure different aspects of a disentangled representation, as described by Sepliarskaia et al. [2021]. They categorize the metrics into three groups, differentiating if they measure disentanglement, completeness or informativeness, with respect to the disentanglement definition of Eastwood and Williams [2018], see Section 2. Furthermore, they examine the behavior of different metrics and they reveal some failure modes, see Table 2. Up to them several metrics are not correctly scaled. This means that there exist representations completely fulfilling the measured property but achieving a low score and vice versa. Another way to classify metrics is presented in [Zaidi et al., 2020]. Here the metrics are separated into three classes, see Table 2, up to their way to evaluate the latent space representation:

1. Intervention-based: compare latent space representations resulting from subsets of data generated with one fixed ground truth factor.

2. Predictor-based: measure the performance of a regressor or classifier, trained to predict ground truth factors from the latent space representation.

3. Information-based: use information theory concepts to evaluate the latent space representation.

Also, Locatello et al. [2020] analyzed the agreement of several metrics and observed systematic differences among their correlation. But this is not the only difficulty while measuring the degree of disentanglement. Some metrics are architecture-dependent. The $\beta$-VAE metric [Higgins et al., 2017], for example, needs an encoder structure to return a disentanglement score, which is not given in most GAN-based approaches. Furthermore, most metrics are only available for data sets, where ground truth factors are known. Only a few approaches try to measure the degree of disentanglement for unsupervised models, e.g. [Zhou et al., 2021]. Therefore, we separate the metrics as unsupervised and supervised, up to their need of ground truth factors. It is also worth
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Figure 10: We classified the disentanglement metrics in the following way: Supervised Metrics require the ground truth factors, Unsupervised Metrics do not need the ground truth factors. If the metrics are listed under Hyperparameter, regressors or classifiers have to be trained.

mentioning that some metrics need to train classifiers or regressors to return a score and thus depend on the performance of these models. Hence, we also mention if the metrics need hyperparameter to be tuned or not, see Figure 10.

Remark:

As image reconstruction quality is often lower for models with disentangled representations, evaluation of such an approach is often combined with an image quality metric, like in [Lin et al., 2020] with the Interception Score (IS), Frechet inception distance (FID), Peak signal-to-noise-ratio (PSNR), structural similarity index (SSIM), Contrast-to-noise ratio (CNR), Equivalent number of looks (ENL), Conditional Generation Accuracy (CGAcc) [Havaei et al., 2021].

4.1 Supervised Metrics

We denote metrics that need the ground truth factors to be known as supervised metrics.

Z-diff

The Z-diff metric, or $\beta$-VAE metric [Higgins et al., 2017], was one of the first approaches to evaluate a representation with respect to its disentanglement behavior. The author’s idea is that for a disentangled model the latent space representation of images generated by ground truth factors with one fixed value should obtain the same value, see Figure 11.

To evaluate the degree of disentanglement, one dimension of the ground truth vector $g$ after the other is fixed and all remaining dimensions are chosen randomly. Then, multiple images $x$ and their corresponding latent space representation $z$ are generated. For a disentangled representation the dimension held fixed in the ground truth factor should be the same in the latent representation. Thus, the difference between the latent space representation and the ground truth factor $|g - z|$ is one data point for a classifier, with the fixed factor as the label. For a disentangled representation the difference $|g - z|$ should be zero at the dimension of the fixed factor. The disentanglement score is then defined as the error rate of the classifier. But this metric has a failure mode, as a classifier could classify all points correctly even if one dimension is not disentangled, thus giving a score of one to a not completely disentangled representation.

$$g = \begin{bmatrix} 1 \\ 0.4 \\ 2.6 \end{bmatrix} \quad \text{dec} \quad \begin{bmatrix} z = \frac{1}{3} \end{bmatrix}$$

$$\hat{g} = \begin{bmatrix} 1 \\ 0.9 \\ 3 \end{bmatrix} \quad \text{dec} \quad \begin{bmatrix} \hat{z} = \frac{1}{3} \end{bmatrix}$$

Figure 11: Taking two ground truth vectors $g$ and $\hat{g}$ with one fixed dimension and randomly chosen remaining values, generate two images and receive their latent space representation $z$ and $\hat{z}$. The difference of them is a data point for the classifier.

---

3We follow the nomenclature of [Zaidi et al., 2020] and [Do and Tran, 2021].
Table 2: Metrics: Z-diff, Z-min Var, Mutual Information Gap (MIG), Disentanglement-Compactness-Explicitness (DIC), Separated Attribute Predictability (SAP), Manifold Topology Metric (MTM) and Perceptual Path Length (PPL), Cross Image Feature Consistency (CIFC) error and Unsupervised Disentanglement Ranking (UDR).

| Metric       | Scaled to [0,1] | Designed to Measure | Measure Principles [Zaidi et al., 2020] | Failure Mode Detected [Sepliarskaia et al., 2021] | Supervised |
|--------------|----------------|---------------------|----------------------------------------|-------------------------------------------------|------------|
| Z-diff       | ×              | Disentanglement     | Intervention-based                      | ✓                                                | ✓          |
| Z-min Var    | ×              | Disentanglement     | Intervention-based                      | ✓                                                | ✓          |
| SAP          | ✓              | Compactness         | Prediction-based                        | ✓                                                | ✓          |
| MIG          | ✓              | Compactness         | Information-based                       | ×                                                | ✓          |
| DCI          | ✓              | Disentanglement, Compactness, Explicitness | Prediction-based | ✓                                                | ✓          |
| PPL          | ×              | Latent space structure | -                                      | -                                                | ×          |
| UDR          | ×              | Model Parameter Setting | -                                      | -                                                | ×          |
| MTM          | ×              | Latent space structure | -                                      | -                                                | ×          |
| CIFC         | ×              | Content/style separation | -                                      | -                                                | ×          |

**Z-min Variance (Z-min Var)**

The Z-min Variance metric, or FactorVAE metric, introduced in [Kim and Mnih, 2019] corresponds to the Z-diff metric but tries to avoid the failure mode. They also keep one dimension of the ground truth vector \(g\) fixed, generate batches of samples and their latent space representation. Then, after taking the difference \(|g - z|\), they choose the dimension with the lowest variance and create a data point for a classifier with the dimension and the ground truth factor as label.

**Separated Attribute Predictability (SAP)**

Computation of the SAP score [Kumar et al., 2018] consists of two steps:

1. Construct a score matrix \(S\):

   For every combination of a ground truth factors \(g_i, i = 1,...,K\) with a dimension of the latent space representation \(z_j, j = 1,...,d\) a score \(s_{ij}\) is computed as the \(R^2\) score of a regressor \(5\), which is a statistical measure of the quality of the regressors prediction. The scores \(s_{ij}\), which are ranged between zero and one are the entries of the matrix \(S\).

2. Compute gaps:

Then, for every column, they compute the difference between the highest and second-highest value. A large gap refers to a disentangled connection between the corresponding ground truth factor and latent space dimension. The mean of these differences is then the total SAP score.

---

\(^4\)We follow the nomenclature of [Zaidi et al., 2020].

\(^5\)Or a decision tree for categorical factors [Zaidi et al., 2020].
Mutual Information Gap (MIG)

The Mutual Information Gap is a metric introduced in [Chen et al., 2018b]. To measure the degree of disentanglement the mutual information between every dimension of the latent code factor $z_i$ and the ground truth factor $g_j$ is computed:

$$I_{ij} = I(z_i, g_j) \quad i = 1, \ldots, D \quad j = 1, \ldots, K$$

where $I$ denotes the mutual information, see Appendix 7.1. This measures how much information about $g_j$ is stored in $z_i$. For a disentangled representation only $g_i$ and $z_i$ should have high mutual information, all others should be zero. To check this, the highest and the second-highest mutual information is taken into account. The difference between them is computed and normalized by the sum of the mutual information between all factors and latent representations. Therefore, this metric gives a score between zero and one while one is the best score.

Disentanglement, Completeness, Informativeness (DCI)

The DCI 6 metric, introduced by Eastwood and Williams [2018], consists of three separate scores, measuring disentanglement, completeness and informativeness, see Section 2. To apply this metric, the ground truth factors need to be known. Then, the following steps can be executed:

- Train the model $M$ which should be evaluated on a artificial data set with known ground truth factors $g$, e.g. dSprites.
- Receive the latent code $z$ for each sample $x$ in the data set, that means first create $x$ by the image generation part of the synthetic data set $G(g) = x$, and then create $z$ by $M(x) = z$.
- Train $K$ regressors $f_j, j = 1, \ldots, K$ to predict ground truth factor $g_j$ given the latent code $z$, thus

$$f_j : \mathbb{R}^d \rightarrow \mathbb{R} \quad \text{with} \quad f_j(z) = g_j, j = 1, \ldots, K$$

where $K$ is the dimension of the ground truth vector and $d$ the dimension of the latent space vector.

Therefore, using LASSO or Random Forest as linear regressors, as suggested by the authors, for every ground truth factor $g_j$, an approximation is given as:

$$g_j \approx b - z^T w, \quad j = 1, \ldots, K$$

For simplicity we assume the bias term $b$ to be zero. Then the absolute value of the weights $w$ of the approximation can be used as entries of the following importance matrix:

$$\begin{bmatrix}
  g_1 \\
  \vdots \\
  g_K
\end{bmatrix} \approx \begin{bmatrix}
  r_{11} & \cdots & r_{1K} \\
  \vdots & \ddots & \vdots \\
  r_{K1} & \cdots & r_{KK}
\end{bmatrix} \begin{bmatrix}
  z_1 \\
  \vdots \\
  z_d
\end{bmatrix}$$

(6)

Scaling the weights to a range between zero and one by:

$$P_{ij} = \frac{r_{ij}}{\sum_{k=1}^{K} r_{ik}}.$$ 

This is interpreted as a measure of importance of $z_i$ to predict $g_j$. Then, the disentanglement score is defined as:

$$D_i = 1 - H_K(P_i), \quad \text{where} \quad H_K(P_i) = - \sum_{k=1}^{K} P_{ik} \log K P_{ik}. $$

For example, if all entries of the first column in (6) would have the same value then $z_1$ would be equally important to predict $g_j, j = 1, \ldots, K$. Hence, $P_{ij}$ would be $\frac{1}{K}$ for all $j = 1, \ldots, K$. Then, as $\log_K(\frac{1}{K}) = -1$, we get $H_K(P_1) = 1$. Thus, the disentanglement score $D_i$ for the first latent space code $z_1$ is equal to zero and, therefore, not disentangled.

The individual scores for all dimensions of the latent code are concatenated to one overall disentanglement score, computed as:

$$D = \sum_{i=1}^{d} \rho_i D_i \quad \text{where} \quad \rho_i = \frac{\sum_{j=1}^{K} r_{ij}}{\sum_{k=1}^{K} \sum_{j=1}^{K} r_{kj}}.$$

The same is done for the completeness score, but not with the columns but with the rows:

$$\bar{P}_{ij} = \frac{r_{ij}}{\sum_{k=0}^{K} r_{kj}} \quad \text{and} \quad C_i = 1 - H_K(\bar{P}_{ij}).$$

---

6This abbreviation was introduced in [Locatello et al., 2018].
where
\[ H_K(\tilde{P}_j) = -\sum_{k=0}^{K-1} \tilde{P}_{jk} \log \tilde{P}_{jk} \]

The last part of the metric is the informativeness score. This is defined as the average of the prediction error of the regressor. The value of all three scores is scaled, thus, gives values between 0 and 1, where 1 is the best and 0 the lowest score.

### 4.2 Synthetic Data Sets

As supervised metrics need the ground truth factors to be known, to evaluate the disentanglement performance of a model, synthetic data sets are necessary. Two populate data sets are:

**dSprites and 3D shapes**

The dSprites data set [Matthey et al., 2017] is an often-used synthetic data set to evaluate disentanglement performance of generative models [Lin et al., 2020; Kim and Mnih, 2019]. This data set consists of 2D images of objects generated from six ground truth factors: Color, shape, scale, rotation, position (with x and y coordinate). All possible combinations of these factors are considered once, resulting in 737280 images. The 3D shapes data set [Burgess and Kim, 2018] contains images of 3D shapes generated from six independent ground truth factors: Floor color, wall color, object color, scale, shape, orientation. Like in the dSprites data set, all possible combinations of these ground truth factors are considered once, resulting in 480000 images in total.

### 4.3 Unsupervised Metrics:

We denote metrics that do not need the knowledge of the ground truth as unsupervised.

**Perceptual Path Length (PPL)**

The metric introduced in [Karras et al., 2019] is called Perceptual Path Length and is based on the idea that images that are only slightly different should have a latent space representation close to each other, thus, the path between them, lying in the latent space, should be short. This metric was introduced with the StyleGAN, to measure the disentanglement performance of models without an encoder structure. The basic structure is the following: Take two samples of the latent space \( z_1 \) and \( z_2 \) and choose two points by interpolation between them, thus, choosing these points from the path through the latent space between them. Generate two images from these two points and compute a distance between these two images with a metric \( d \), measuring the perceptual difference between the images. A short path is better, thus, a low score is desirable:

\[
L = \mathbb{E}(d(G(\text{ser } p(z_1, z_2, t)), G(\text{ser } p(z_1, z_2, t + \epsilon))))
\]

where \( z_1 \) and \( z_2 \) are sampled randomly from \( p(z) \) and \( t \) from a uniform distribution \( U(0,1) \), \( G \) denotes the model generator and \( \text{ser } p \) the spherical interpolation operator:

\[
\text{ser } p((z_1, z_2), t) = \frac{\sin((1 - t)\theta)}{\sin(\theta)} z_1 + \frac{\sin(t\theta)}{\sin(\theta)} z_2
\]

where \( \theta \) is the angle between \( z_1 \) and \( z_2 \). The spherical interpolation is used for normalized representations as the resulting interpolated points are again normalized. For not normalized input linear interpolation can be used.

**Unsupervised Disentanglement Ranking (UDR)**

Duan et al. [2019] emphasize the challenges of supervised evaluation of disentangled representations. To avoid the usage of fixed ground truth factors and to offer a way to select a good hyperparameter setting for a model, they introduce their Unsupervised Disentanglement Ranking (UDR). This system is based on the assumption that disentangled representations from a model are similar to each other up to a certain degree, while entangled ones are completely different. They claim disentangled representations of a model to be alike, despite:

- **Permutations**: Representations are similar, expect for the order of the information encoding dimensions.
- **Sign**: Only the absolute value of the representation is important.

\(^7\)They concentrated on VAEs.
- **Subsetting**: Does not matter how many dimensions encode an factor.

To evaluate if two representations are similar, apart from these three aspects, Higgins et al. [2021] compute a score for two representations as follows:

1. Compute the informativeness matrix $R$ like for the DCI score [Eastwood and Williams, 2018], using a LASSO regressor $^8$. Considering such a matrix makes the score insusceptible for permutations.

2. Taking the absolute value of all these entries makes the score robust against different signs.

3. To address the subset aspect they divide the score by the number of informative latent dimensions, whereby they describe a latent dimension as informative, if the posterior distribution $q(z_i|x)$ diverges from the prior $p(z_i)$ and otherwise as un-informative:

   $$I_{KL}(a) = \begin{cases} 1 & KL(q_{\phi}(z_{a}|x)||p(z_{a})) > 0.01 \\ 0 & \text{otherwise} \end{cases}$$

   The number of informative latents for model $a$ and accordingly for model $b$ are defined as:

   $$d_a = \sum_{i=1}^{d} I_{KL}(z_i) \quad \text{and} \quad d_b = \sum_{j=1}^{d} I_{KL}(z_j)$$

They want to assign a score not only to the model itself but also to its hyperparameter settings. Therefore, they choose $H$ hyperparameter setting for a model. Then, all models are trained with $S$ different initial states, resulting in $H \times S$ trained models. Next, for each of the $S$ models within a hyperparameter setting, $P \leq S$ other models within this setting are chosen and pairwise compared. This pairwise comparison is done by computing the $UDR_{a,b}$ score for two models $a$ and $b$ with the same hyperparameter setting but different initialization is computed as:

$$UDR_{a,b} = \frac{1}{d_a + d_b} \left[ \sum_{j=1}^{d} r_j^2 I_{KL}(z_j) + \frac{d}{\sum_{i=1}^{d} R(i,j)} \right]$$

where $R(i,j)$ is the entry of the informativeness matrix $R$ at row $i$ and column $j$, $r_i = \max_j R(i,j)$ and $r_j = \max_i R(i,j)$.

**Manifold Topology Metric (MTM)**

A new unsupervised metric is introduced by Zhou et al. [2021] and we denote it here with MTM. They built their metric upon the manifold hypotheses. According to this hypothesis, the data lie on a manifold which the generative model tries to approximate. They set up a disentanglement score by comparing the topology of the submanifolds conditioned on a latent dimension $z_i$. They measure the similarity of the submanifolds that are created by $p(x|z_i = v)$ where $z_i$ is the $i$-th dimension of the latent space representation and $v$ is a value that is changed to create a set

---

$^8$The authors of [Higgins et al., 2021] also introduce a non-parametric informativeness matrix with the Spearman Correlation.
of data points. They assume if the generative model is disentangled, then these submanifolds have different topologies. To identify the topology of the submanifolds they use a graph structure, see Figure 12.

**Cross Image Feature Consistency (CIFC) error**

Havaei et al. [2021] introduce a metric to measure how a latent representation that consists of two parts separately contains the information of two factors. The separation of these factors, which they denote as content and style, has to be consistent across all instances, and the representations should not share information about the input. To measure these aspects they introduce the Cross Image Feature Disentanglement (CIFC) error. Therefore, they take to images and compute their content and style representation. Then they mix these representations, thus, the content representation from the first image is combined with the style representation of the second one and the style representation of the first one is combined with the content representation of the second one. Then two new images are generated from these mixed representations. These new images are again encoded into their content and style representation and the representations are mixed again. For perfect disentangled and information preserving representations, the images which are generated from these second mixed representations would be the original input, thus their encoding should be the same as the first one and thus the difference between these encodings is taken as the basis for the score, which is the expected value of this difference about all images in the test data set.

5 **Medical Applications**

Deep Neural Networks (DNNs) are commonly used in healthcare, e.g. for image segmentation, classification, reconstruction, or image synthesis [Ronneberger et al., 2015; Wang et al., 2020; Li et al., 2021] and several other applications [Nensa et al., 2019].

The added value of a disentangled representation for medical purposes can be multifaceted:

- **Downstreaming Tasks**: Especially in healthcare, annotated data is raw and labor-intensive. Therefore, pretraining models in an unsupervised fashion with unlabeled data and specifying on a few annotated data is a popular approach. This process could benefit from disentangled representations, as task specification could be done faster.

- **Interpretability**: For clinical usage DNNs need to be reliable and trustworthy. Understanding the decision process and outgrowing the black box characteristic is necessary. Furthermore, models for medical purposes are often trained and tested on data from the same hospital. Applying these models to data from different hospitals often comes along with poor results [Zech et al., 2018]. A disentangled representation could help to detect learned shortcuts.

- **Synthetic Data Generation**: With a controllable image generation process, task-specific synthetic data could be created and analyzed, reducing the need for annotated data.

- **Digital Signatures**: Comparable to the radiomics approach [Gillies et al., 2016], a disentangled latent space representation could be used to characterize or classify tumors, avoiding the need for handcrafted features.

These are just a few possible applications, but in fact interests in medical applications of disentanglement seem to increase, see Figure 13. Therefore, we review existing medical applications of disentanglement.

**Search Criteria:**

The reviewed papers are the results found on PubMed in the period 01/01/2017 to the 01/13/2022 with the search term *Disentanglement* restricted to title and abstract. The number of resulting papers has been 219. Screening title and abstract for including machine learning issues reduced them to 79. Concentrating on medical applications and generative models reduced the number to 27 papers. However, we add five papers from other sources, see Figure 14. Furthermore, we would like to mention that different disentanglement approaches appeared with our search string, e.g. [Robinson et al., 2021] but do not consider generative models according to our notion. We give an overview about the results in the following Table 3.
Table 3: Compact overview of all reviewed studies, showing the used data sets and if these are publicly available or not, and the modalities of the data sets. Further, the table shows the underlying network architectures of the studies and what kind of supervision, e.g. supervised, unsupervised, weakly-supervised or self-supervised, etc., was applied. Finally, the table provides the information about the disentanglement factor for all reviewed works and what kind of metrics have been used for evaluation.

| Study / Application | Data | Modality | Supervision | Network-Architecture | Disentangled Factor | Metrics |
|---------------------|------|----------|-------------|---------------------|---------------------|---------|
| [Higgins et al., 2021] | Face Data Set | grayscaled images | self-supervised | β-VAE | complete | UDR score Human Raters |
| [Ouyang et al., 2021] | NCANDA, BraTS2020, Zero-Dose | MRI, MRI/PET | self-supervised | Autoencoder-based | anatomy and modality | PSNR SSIM |
| [Fei et al., 2021] | BraTS2015 | MRI | self-supervised | GAN-based | modality shared and specific code | NRMSE PSNR SSIM |
| [Zhao et al., 2021] | Synthetic Data Set, ADNI1, Alcohol Data Set | MRI | self-supervised | Autoencoder-based | brain age | - |
| [Liu et al., 2021b] | BraTS2018 | MRI | self-supervised | GAN-based, Autoencoder | modality shared and specific code | IS PSNR SSIM |

9 Some methods consider multiple organs, but we classify them only under one application.
10 We only mention Data Sets relevant for medical context. Sometimes only subsets, modifications or combinations of the mentioned data sets are used. If no footnote is adapted, the data sets are private or provided by the authors of the listed application.
11 If the authors do not explicitly mention, if they use a supervised method or not, we denote every method using labels in any way (survival prediction, conditioning, etc.) as supervised. Except for methods which only need modality labels.
12 We only mention the basic structure. Most networks use combinations of several networks and complex architectures.
13 We denote the disentanglement as complete if the method considers the whole latent representation, otherwise we mention the explicit factors.
14 We only mention disentanglement or image quality metrics.
15 Combination of CelebA [Liu et al., 2015], Chicago Face Database [Ma et al., 2015], CVL [Peer, 1999], FERET [Phillips et al., 1998], MR2 [Strohminger and et al., 2016], PEAL [Gao and et al., 2008]
16 [Zhao et al., 2020]
17 [Menze and et al., 2015]
18 Alzheimer’s Disease Neuroimaging Initiative: http://adni.loni.usc.edu/
19 [Menze and et al., 2014]
| [Hu et al., 2021] | UNC/UMN Baby Connectome Project Data Set | MRI | supervised | Adversarial Autoencoder | modality shared and specific code | age identity noise | - |
|--------------------|-----------------------------------------|-----|------------|-------------------------|----------------------------------|-------------------|-----|
| [Hu et al., 2020]   | UNC/UMN Baby Connectome Project Data Set | MRI | supervised | Autoencoder-based       |                                    |                   | - |
| [Xia et al., 2020]  | ISLES BraTS2018 Cam-CAN                | MRI | (semi-) supervised unsupervised | CycleGAN Autoencoder          | pathology info from healthy       | Human Raters     | - |
| [Zhao et al., 2019] | Brain Data Set                         | MRI | supervised | VAE-based Regression    | age factor                        | rMSE              | - |

### Lung

| [Havaei et al., 2021] | LIDC-IDRI HAM10000 | CT RGB images | supervised | GAN-based (Cycle - and Bidirectional-GAN) | content and style | CIFC FID IS CGAcc | - |
| [Xiu et al., 2021]    | COVID-19 Data Set InP Framingham Study SEER SLEEP | CT | supervised | VAE-based Regression | complete | - |
| [Toda et al., 2021]   | Lung Cancer Data Set | CT | supervised | InfoGAN-based | lesion shape | FID | - |
| [Song et al., 2020]   | Lung Cancer Data Set | CT | self-supervised | BigBiGAN | complete | Compare to Radiomics | - |

---

20 [Howell and et al., 2019]
21 [Maier et al., 2015]
22 [Taylor et al., 2017]
23 Measure Identity, Healthiness and Deformation Correction of the pseudo-healthy images.
24 [Armato III et al., 2011]
25 [Tschanz et al., 2011]
26 [Mitchell et al., 2010]
27 [Ries et al., 2007]
28 [Quan et al., 1997]
| Reference | Data Set | Imaging Modality | Annotation Type | Learning Method | Evaluation Metric |
|-----------|----------|------------------|----------------|----------------|------------------|
| Chen and Batmanghelich, 2020 | COPD Data Set | CT | weakly-supervised | VAE-based | complete | MIG |
| Gyawali et al., 2021 | SimECG SimECG-torso ECG Data Set | ECG | unsupervised | β-VAE-based | complete | β-VAE metric |
| Gyawali et al., 2019 | ECG Data Set | ECG | unsupervised | Autoencoder-based LSTM Regression | inter-subject variation | - |
| Van Steenkiste et al., 2019 | MIT-BIH Arrhythmia Data Set | ECG | unsupervised | β-VAE | independent base beats | - |
| Kleesiek et al., 2021 | Liver Data Set LiTS | CT | unsupervised | Implicit Autoencoder-based | digital signatures | Human Rater |
| Yang et al., 2019 | LiTS | CT MRI | supervised | GAN-based Autoencoder | anatomy and modality information | - |
| Ben-Cohen et al., 2019 | Liver Data Set | CT | supervised | Autoencoder-based | specific and unspecific factors | - |
| Shen et al., 2021 | BraTS2018 ProstateX | MRI | supervised | GAN-based | skeleton and flesh | NRMSE SSIM PSNR |

29 [Moody and Mark, 2001]  
30 [Bilic et al., 2019]  
31 [Christ et al., 2017]  
32 [Litjens et al., 2014]
| Reference                      | Dataset                  | Data Type       | Methodology          | Technique                  | Evaluation Metrics |
|-------------------------------|--------------------------|-----------------|----------------------|----------------------------|--------------------|
| [Yu and Welch, 2021]          | Tabula Muris $^{33}$      | RNA-seq         | self-supervised      | VAE/GAN combination        | complete           |
|                               | Sci-Plex $^{34}$         |                 |                      |                            |                    |
|                               | Pancreatic Endocrinogenesis $^{35}$ |                 |                      |                            |                    |
| [Kompa and Coker, 2020]       | Cancer Atlas $^{36}$      | RNA-seq         | (semi-) supervised, unsupervised | VAE/GAN combination        | domain information |
|                               |                          |                 |                      |                            |                    |
| [Bica et al., 2020]           | Zebrafish Cells $^{37}$   | RNA-seq         | unsupervised         | VAE-based                  | complete           |
|                               | Human Cells $^{38}$       |                 |                      |                            |                    |
|                               | Human Pancreatic cells $^{39}$ |                 |                      |                            |                    |
| **Other Medical Applications**|                          |                 |                      |                            |                    |
| [Moghadam et al., 2022]       | Mitosis Atypia Data Set $^{40}$ | whole slide images | supervised | GAN-based | color and structural |
|                               | Camelyon16 $^{41}$        |                 |                      |                            |                    |
|                               | DigestPath $^{42}$        |                 |                      |                            |                    |
| [Yao et al., 2022]            | HaCAT $^{43}$             | CLSM            | unsupervised         | GAN-based                  | content and style  |
| [Lee et al., 2021]            | Deep Lesion Data Set $^{44}$ | CT              | unsupervised         | CycleGAN-based             | metal artifact artifact free |
|                               | Spineweb $^{45}$          |                 |                      |                            |                    |
|                               | Dental CT Data Set        |                 |                      |                            |                    |

$^{33}$ [Consortium and et al., 2018]
$^{34}$ [Srivatsan et al., 2020]
$^{35}$ [Bastidas-Ponce et al., 2019]
$^{36}$ [Ramos et al., 2020] [Weinstein et al., 2013]
$^{37}$ [Athanasiadis et al., 2017]
$^{38}$ [Velten and et al., 2017]
$^{39}$ [Muraro et al., 2016]
$^{40}$ [Roux et al., 2014]
$^{41}$ [Bejnordi et al., 2017]
$^{42}$ [Li et al., 2019]
$^{43}$ [Kromp et al., 2020]
$^{44}$ [Yan et al., 2018]
$^{45}$ http://spineweb.digitalimaginggroup.ca/
| [Huang et al., 2021] | Clinical Data Sets | OCT | unsupervised | GAN-based | noise and content | CNR EPI MSR ENL |
|---------------------|-------------------|-----|--------------|-----------|-------------------|-----------------|
| [Kalinin et al., 2021] | Protein Data Set | AMF | supervised | VAE-based | particle rotation | - |
| [Zhang et al., 2020] | CASIA-B USF FVG | Videos (RGB image sequence) | supervised | Autoencoder + LSTM | appearance, canonical, and pose features | - |
| [Liao et al., 2020] | Deep Lesion Data Set | CT | unsupervised | GAN-based Autoencoder | content and artifact information | PSNR SSIM |
| [Polykovskiy et al., 2018] | ZINC Database | SMILE | semi-supervised | Conditional Adversarial Autoencoder | protein properties | Mutual Information (not MIG) |

46 [Abbasi et al., 2018]  
47 [Justusson, 1981]  
48 [Yu et al., 2006]  
49 [Sarkar et al., 2005]  
50 Zinc12; University of California, San Francisco, http://zinc. docking.org/subsets/clean-leads.
Development of publication numbers

| Year | Number |
|------|--------|
| 2016 | 87     |
| 2017 | 103    |
| 2018 | 137    |
| 2019 | 146    |
| 2020 | 177    |
| 2021 | 225    |

*Figure 13: Numbers of publications on PubMed.gov over the last years with respect to the search string "disentangle generative model within the full text."*

We organized the reviewed papers according to the organs they considered. Some of them considered more than one, but we just separate them by one of the applications.

**Brain**

**Neuron Activity**

The inferotemporal (IT) cortex of the human brain has a crucial role for the recognition of faces. In this area of the brain, faces seem to be represented by a low-dimensional neural code [Higgins et al., 2021].

To understand how such a representation is learned, Higgins et al. [2021] compare the response of neurons in the IT cortex of macaques, while presenting images of faces to them, with the latent space representation of a $\beta$–VAE \(^{51}\), trained on the same data set of faces. They observed that some dimensions of the latent space representation disentangled information like hairstyle, age face shape, or smile and could explain the activity of some neurons, being sensitive to these variations. Furthermore, they showed that this disentangled representation contained less information than the encoding of other models, but offers an interpretable representation, which could be a way to comprehensive networks avoiding the black box characteristic.

**Multi-Modal Brain Analysis**

Ouyang et al. [2021] introduce a network to disentangle anatomical and modality information. There-
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\(^{51}\)They also apply other generative models.
approaches like this, but the disentanglement has not been checked. They give the example that both representations could contain exactly the same information and the decoder could reconstruct the input from both. To avoid this they introduce a similarity loss. They assume that the anatomical latent representation for different modalities should be similar while the modality representation should vary between the modalities. Therefore, they encourage the cosine distance (the angle between two vectors) between the anatomical representations to be small and the one between the different modality representations to be high.

**Synthetic MRI Modality Generation**

For Magnetic Resonance (MR) images, different contrast acquisitions show different aspects, important for diagnosis. While taking all scans is time-consuming, often some image modalities are missing. The work of Fei et al. [2021] addresses this problem, by predicting missing MR image modalities of brain scans. Therefore, a GAN model with two additional networks is introduced. The input of the GAN generator is a latent representation, received of the concatenation of the information shared by all MRI modalities and the specific information of the missing modality. As the missing modality is not available during test time, a Local Adaptive Fusion (LAF) module is introduced to create a pseudo target. This network, with the disentanglement of shared and specific information, is claimed to generate higher quality images than the compared GAN models.

**Brain Age**

Zhao et al. [2021] want to analyze the effect of aging on the brain considering longitudinal MR images. Therefore, they introduce a model called Longitudinal Self-Supervised Learning (LSSL). This network consists of an Autoencoder combined with a cosine loss in the latent space, where they separate the brain age from the remaining latent representation. They can apply self-supervised disentanglement because they assume that the age of the brain is the most relevant factor influencing the brain morphology of a patient among the longitudinal scans while other factors like e.g. gender do not change over time. To disentangle the age factor, they take the difference between the latent representations of two scans of a patient at different times as a direction in the latent space. This direction represents a change in the image, which is only allowed in the direction $\tau$, which is learned while training and represents the disentangled age factor.

**Generating MRI Modalities**

Liu et al. [2021b] want to generate missing Magnetic Resonance (MR) modalities and apply these synthetic images to improve tumor segmentation tasks. They test their network on BrATs 18, with four MR image modalities. Given one modality they predict the three other modalities and connect them all as input for a standard segmentation network. To disentangle the modality information in the latent representation of the generator network, they train an encoder to be invariant to different modalities, by using different modalities as input resulting in a similar latent space representation, while the decoder gets additional information about the modality which should be generated. With the disentanglement strategy, they attempted better generated image quality than the compared baseline methods. Furthermore, the usage of these generated images for the segmentation task improved the Dice score compared to segmentation performance with synthetic images generated by other networks.

**Infantil Brain Age Prediction**

The authors of [Hu et al., 2021] modify an adversarial Autoencoder (AAE) [Makhzani et al., 2016], which they denote as disentangled multimodal adversarial Autoencoder (DMM-AAE), to predict the brain age of children of the age between birth and two years. They use multimodal input, consisting of sMR images and fMR images, and also offer an imputation strategy for missing modalities. They separate the latent space into information that all scans have in common and into scan-specific information. The latent space representations are then combined as input for a regressor to predict the age of the child. Fusion models of fMR and sMR images often end up with worse results than models using only sMRI. The authors claim that their disentanglement strategy helps to combine the information from both modalities and results in a better MAE, than AAE without this strategy.
Infant functional connectome Fingerprinting

The authors of [Hu et al., 2020] introduce a Triplet Autoencoder to investigate if children’s brains do have functional connections that are uniquely for every individual such as a fingerprint. Therefore, they used MRI scans of the brain of children. The latent space representation is disentangled into an age, an identity, and a noise part. The age part is computed by regression, the identity by reconstruction, and the noise by adversarial learning. The network is denoted as Triplet Autoencoder because it needs three data points as input, two from the same patient at different times and one from another patient.

Pseudo Healthy Images

The authors of [Xia et al., 2020] want to generate pseudo-healthy images from pathological scans. This means they want to predict how the image would look like if the patient would be healthy. Therefore, they want to disentangle pathological and anatomical factors by training three networks together: a segmentor (U-Net [Ronneberger et al., 2015]) to detect pathological tissue, a generator to generate healthy images, and a reconstructor. For the inference process, only the generator and segmentor are needed. This is a supervised method but they also provide a semi-supervised approach. They evaluate the image quality by human raters and tested their network on three data sets: Ischemic Stroke Lesion Segmentation challenge 2015, Multimodal Brain Tumor Segmentation Challenge 2018 (BraTS) [Menze and et al., 2014] and the Cambridge Centre for Ageing and Neuroscience (Cam-CAN) data set [Taylor et al., 2017].

Age Prediction from Structural MR Images

The authors of [Zhao et al., 2019] want to predict the age of patients based on their structural Magnetic Resonance (MR) images. Therefore, they combine a Variational Autoencoder with a supervised regressor and disentangle the age factor in the latent space representation. The MR image is the input for both, the Variational Autoencoder and the regressor. The output of the latter is taken as a condition on the latent space of the VAE. This approach enabled a more precise prediction compared to a standard feed-forward regressor network and, through the disentangled age factor in the latent space, offers a way to visualize developmental schemes of the brain appearance by generating images with the Variational Autoencoder.

Lung

CT Images and Dermatoscopic Images

Havaei et al. [2021] introduce a GAN-based network applied to generate CT or dermatoscopic images. Thereby, they disentangle the latent space into content and style and control these factors while image generation. They denote the factors of variations conditioned on e.g. a class label as content and the conditioning independent factors of variations as style and denote their model as Dual Regularized Adversarial Inference (DRAI). They apply their model on CT scans of the Lung Image Database Consortium image collection (LIDC-IDRI) [Armato III et al., 2011] and onto Human Against Machine (HAM10000) [Tschandl et al., 2018] including dermatoscopic images of seven types of skin lesions. They showed that this disentanglement approach achieved more control over the generated image and that their network achieves a better disentanglement score than extensions of an InfoGAN [Chen et al., 2016] among others.

COVID-19 Mortality Prediction

Medical data sets are often unbalanced, e.g. tumor size, compared to the whole body volume or mortality rates compared to survival probability. In [Xiu et al., 2021], the authors denote these cases as low-prevalence scenarios and address them with different examples like the mortality rate of COVID-19 patients, using data from the Duke University Health System (DUHS). They hypothesize that rare events are represented by extreme values of the latent factors and, thus, heavy-tailed distributions should be considered. To predict the mortality probability of COVID-19 patients, they combine a Variational Autoencoder framework, the extreme value theory, and a regressor, which helps to disentangle the influence of each latent dimension on the output likelihood. They denote their network as Variational Inference with Extremals (VIE) and claim to achieve better generalization and interpretability compared to regressors like LASSO.
Synthetic CT Image Generation

The authors of [Toda et al., 2021] use a modified version of an InfoGAN [Chen et al., 2016] and a WassersteinGAN [Arjovsky et al., 2017] to generate synthetic images of lung cancer lesions. They denote their approach as a semi-conditional InfoGAN because they add a third input to the generator, an additional vector including the information of the histological type of the lesion which should be generated. Then, they compare the results of a classifier pretrained on the generated data from the InfoGAN or on the generated data from the WassersteinGAN and then finetuned on the original data. In general, the classification accuracy improved for both variants, compared to a classifier without pretraining. Unfortunately, all of the latent code variables of the InfoGAN contain information about the chest wall, which limits the effect of the factor controlled image generation. The authors hypothesize that this is up to the fact that most of the training data include the chest wall and their limited latent space dimension. Nevertheless, they can control the size of the generated lesion.

Survival of Patients with Lung Cancer

The Authors of [Song et al., 2020] analyze CT scans from patients with non–small cell lung cancer (NSCLC), to figure out characteristics of patients who could benefit from a specific therapy. They use a BigBiGAN [Donahue and Simonyan, 2019] based network to extract semantic meaningful latent representations. They apply a regression method to extract semantic meaningful features to give a score to a patient to separate them into two groups with respect to their survival probability. With this meaningful latent representation, the results indicate better predictions of survival compared to a previous radiomics approach [Song et al., 2018], without the need for handcrafted features.

COPD Severity

In [Chen and Batmanghelich, 2020] the authors want to find signs for the severity of COPD disease of a patient in its Computed Tomography (CT) scans. Therefore, they introduce a weakly supervised approach of a Variational Autoencoder, where two scans are labeled with a binary label or a real-valued label describing the degree of similarity of the scans. In the latent space representation of the VAE, they want to identify factors that are related to the severity of the disease. They separate the latent representation into two parts, one to capture the information of interest and one for the remaining. Then, like in β-VAE, they regularize the Kullback-Leibler-Divergence in the ELBO, see equation (1), but only for the distribution of the latent representation part which captures the relevant information. The ground-truth factors are not available for the real world COPD data set and, thus, most metrics are inapplicable. Therefore, they apply a regressor on the latent space representation to predict several factors, relevant for COPD severity. They evaluated the prediction of the regressor with the $R^2$ score and the Cohen's kappa coefficient, achieving the best results compared to β-VAE Factor VAE and TCVAE.

Heart

Anatomical Factor Disentanglement

Electrocardiogram (ECG) signals are influenced by several factors like conduction properties of the heart, electrode positioning or heart anatomy. In the paper of Gyawali et al. [2021], they were able to disentangle five factors of variations of the anatomy of the heart. Therefore, they use a Variational Autoencoder where they generate the latent space distribution with an Indian Buffet Process [Griffiths and Ghahramani, 2011] instead of a factorized Gaussian and therefore denote their network as IBP-VAE. They encourage the disentangling of the latent space like in β-VAE by giving more weight to the Kullback-Leibler-Divergence. Furthermore, they introduce a synthetic data set of ECG signals generated from several factors that enable them to evaluate their model on that data set with the β-VAE metric. They analyze the effect of the disentangled representation on a downstream task. They train a classifier to localize the origin of ventricular activation, predicting one of 10 anatomical segments of the left ventricle (LV) of the heart. The IBP-VAE achieved better results than the compared Convolutional Neural Network (CNN).
Ventricular Activation Origin

Gyawali et al. [2019] want to predict the location of the origin of ventricular tachycardia (VT) from time-series ECG data. To deal with this sequential data, they introduce a network that consists of a Recurrent Neural Network, LSTM or GRU, followed by a sequential Autoencoder, whose latent space representation is separated into two parts. One part should catch the information about the location of the ventricular activation, while the other part should represent patient-individual variations. This separation is achieved by applying a contrastive loss in the latent space.

ECG Beat Classification

[Van Steenkiste et al., 2019] applied the $\beta$-VAE network onto ECG signals, to create a human interpretable embedding that can be used to classify the heartbeats as normal or paced. They compared the $\beta$-VAE to a normal Autoencoder. As an Autoencoder is not a generative model, traveling along the axis of the latent embedding often results in invalid outputs. For the latent space embedding of the $\beta$-VAE, they found two meaningful and human interpretable dimensions, while the remaining dimensions were not significantly relevant for the reconstruction. The meaningful dimensions encode basic shapes of a beat, which combinations can represent any beat. Therefore, they claim that classifiers, using this interpretable embedding are no longer a black box.

Liver

Liver Patch Generation

In [Kleesiek et al., 2021] they apply an implicit Autoencoder [Makhzani, 2019] to patches from Computed Tomography (CT) scans of liver lesions. In the latent code representation, which they denote as digital signatures of the lesions, they are able to control the spatial location and the tumor encoding information. Manipulating the latent code by replacing the tumor code part from a patch with a lesion, with the one from a patch without lesion and vice versa let them generate synthetic data. Furthermore, interpolation between the tumor code part of a patch with lesion and one without lesion and vice versa gives them the opportunity to control the appearing or disappearing of a lesion. Additionally, they train classifiers on the latent code, predicting if the input patch shows a liver lesion or not, supporting their hypothesis that the latent code can be seen as digital signatures of a lesion, offering an alternative to popular radiomics approaches [Gillies et al., 2016].

Liver Segmentation

The authors of [Yang et al., 2019] introduce a network denoted as Domain-Agnostic Learning with Anatomy-Consistent Embedding (DALACE) with the goal of a representation that is invariant to different modalities but contains anatomical structure information. This means they want to disentangle the anatomy and the modality variation in the latent space representation. They apply their model to a domain adaptation task and a domain agnostic learning task. For the domain adoption, they train the network on Computed Tomography (CT) scans with liver segmentation masks and Magnetic Resonance (MR) images without annotations, while the test procedure is only done with MR images. For the domain agnostic learning task, they train the network on CT scans with liver segmentation masks and multiphase MR images without annotations, testing only on multiphase MR images. For both tasks, the Dice score increased if the disentanglement modules have been removed. In their network they use a Domain Agnostic Module consisting of two discriminators, distinguishing between real MR or CT images and generated ones, and an Anatomy Preserving Module, consisting of a U-Net segmentation module and a discriminator. They compare their methods to several baselines, including CycleGAN [Zhu et al., 2017] and gain better results, according to Dice scores.

Liver Lesion Classification

Ben-Cohen et al. [2019] claim to be the first ones applying disentanglement to medical images. They create synthetic images used for data augmentation to improve the classification process of liver lesions in Computed Tomography (CT) scans. Therefore, they separate specific and unspecific factors of liver lesions. This means they separate individual characteristics of the lesions and general information like background. This is done by first training a convolutional classifier. For the second training step, this classifier is held
fixed and an adversarial classifier is trained, whose output is concatenated with the output of the first classifier. This concatenated vector is the input for a generator, reconstructing the original scan. With this separation of the generator’s input, they can create new synthetic data by replacing either the specific latent representation part with one from another scan or the unspecific one. They then include their synthetic data in the training process to improve the classification prediction.

Prostate

Missing MRI Modalities

The authors of [Shen et al., 2021] use a GAN-based network with a disentanglement modification to separate the information which they denote as skeleton and flesh, independent of the modality. They want to generate missing modalities as well as segmentation prediction. The network consists of a content encoder getting all modalities as input, to learn the shared anatomical information, while every modality is used separately for its own style encoder, capturing the modality-specific information. They compare their results to images generated from other GAN-based methods, claiming to achieve better image quality according to relevant details. They assume that this is achieved by a better content code, which is necessary to maintain the anatomical structures of medical scans. They test the network on the data sets BraTS [Menze and et al., 2014] and ProstateX [Litjens et al., 2014], which both contain MR images.

Cell Data

Drug Treatment Response

Tumor cells behave differently from normal cells, which is a cause of different gene expressions. To distinguish gene expressions of normal and mutated cells, the authors of Yu and Welch [2021], introduce a combination of a Variational Autoencoder (VAE) and a Generative Adversarial Network (GAN) to sample from a disentangled representation without violating data generation quality, as it usually occurs in VAEs. They apply their network to single-cell gene expression data and want to predict their response to drug treatment. Therefore, they first train a $\beta$-TCVAE model to learn a disentangled representation. Then they use the latent space representation of a cell, given by the encoder of the VAE, as additional input for the generator of a conditional GAN. With this approach, they are able to identify latent space dimensions controlling different aspects of cellular identity and predict unseen combinations of cell states.

Analyze Cancer Genome Atlas

In the work of Kompa and Coker, 2020], the authors apply a Unified Disentanglement Network (UFDN) [Liu et al., 2014] to the Cancer Genome Atlas (TCGA) [Ramos et al., 2020]. They want to achieve a disentangled latent space representation of the cancer gene expression data to be able to interpolate between cancer types. Therefore, a standard Variational Autoencoder architecture is trained with different types of input data. The network (UFDN) learns to distinguish input domains by a discriminator applied to the latent space of the VAE, while an additional discriminator of the output of the VAE ensures high decoding quality. They applied the model to two classification tasks. The model achieved comparable results like a Random Forest and, up to the authors, additionally offers a biologically relevant latent space representation of the Cancer Genome Atlas data.

Cell Characterization

In Bica et al., 2020], the authors investigate the characterization of cells using gene expression data. They introduce DiffVAE, a Variational Autoencoder that can be used to model and analyze the differentiation of cells using single-cell RNA-seq data, and a Graph-DiffVAE. They analyze zebrafish single-cell data [Athanasiadis et al., 2017] and human pancreatic cells [Muraro et al., 2016]. The DiffVAE is an MMD-VAE, this means the Kullback Leibler Divergence in the loss function is replaced with the maximum mean discrepancy (MMD) divergence between $q(z)$ and $p(z)$. Up to the authors, the latent space disentanglement is encouraged by assuming $p(z)$ as a normal distribution with a diagonal covariance matrix. They introduce a pipeline that includes a clustering mechanism of the latent representation of the DiffVAE. They detect important genes for each cluster and are able to map from clusters to cell types, and compare their model to a Variational Autoencoder.
(VAE), an Autoencoder (AE), and Principal Component Analysis (PCA) with respect to the cluster performance, where the clustering of the latent space representations of DiffVAE achieved the highest adjusted rand score (ARI).

Other Medical Applications

Histopathological Images

For histopathological images, color differences make it challenging to analyze them with DNNs. To address this Moghadam et al. [2022] introduce two GAN-based networks which use disentanglement strategies to separate structural factors which are uniform between data sets and colors which are specific for each data set. The first network is designed for one-to-one tasks while the second one is designed for many-to-many tasks.

CT Artifact Reduction

Inspired by the success of β-VAE, Lee et al. [2021] introduced a parameter β in a CycleGAN [Zhu et al., 2017], to remove noise resulting from metal artifacts from CT scans, which is known as metal artifact reduction (MAR). They want to disentangle the artifact information from the artifact-free information. They want to learn the distribution of artifact-free images and images with artifacts. Therefore, they apply a generator to transform an artifact-free image to an artifact image and vice versa with another generator. Weighting the first generator more in the loss function, than the second one, disentangles the metal artifact from the generation process and makes the MAR more efficient. Also, in the work of [Liao et al., 2020], the authors consider artifact reduction, by introducing a network denoted as Artifact Disentanglement Network (ADN). They want to disentangle the information about the artifacts, e.g. from hip prostheses, from the content information, e.g. anatomical information, in the latent space representation. Reconstructing Computed Tomography (CT) images without the artifact factor in the latent space, reduces artifact influence on the CT scans. They compare a group of CT scans with artifacts, with a group of CT scans without artifacts. The network consists of several encoders, two encoders get the artifact image as input, one learns the artifact factor representation and the other one learns the content representation. They compare their unsupervised method to CycleGAN [Zhu et al., 2017] and other unsupervised approaches, but also to supervised approaches like a U-Net [Ronneberger et al., 2015]. Among the unsupervised setting, their network achieved higher image quality than the compared baselines.

Nuclei Segmentation

To analyze three-dimensional cell cultures, one of the basic requirements is to identify individual cells or cell nuclei, which is denoted as nuclei segmentation. To address this challenge the authors of [Yao et al., 2022] introduce a GAN-based network which they denote as Aligned Disentangled Generative Adversarial Network. Within this network, they separate the content representation, which means the spatial structure of the nuclei, from the style representation, which means the rendering of the structure.

Optical Coherence Tomography Images Noise Reduction

The authors of [Huang et al., 2021] introduce a GAN-based network, called Disentangled Representation and Generative Adversarial Network (DRGAN), to clean and denoise Optical Coherence Tomography (OCT) images. To train the model they need images without noise, which can be obtained by taking multiple image acquisitions from the same position and average over them. For the test prediction, they only need the noisy image. They disentangle the content and noise information by training separate encoder and generator networks because they assume that a noisy image can be separated into noise and content, while a clean image only consists of content. They use a loss function inspired by CycleGAN [Zhu et al., 2017] and compare their results to several GAN-based methods, achieving a high level of noise reduction.

Protein Self-Assembly

The authors of [Kalinin et al., 2021] analyze the structural development in systems of interacting anisotropic particles. They analyze the particle dynamics during the protein self-assembly process. Therefore, they use an ensemble approach. That means they train several convolutional networks,
here modifications of a U-Net [Ronneberger et al., 2015], in parallel to predict a segmentation map of atomic force microscopy (AFM) data. Then the output of this ensemble is used as the input of a rotationally invariant Variational Autoencoder (rVAE) [Bepler et al., 2019]. In the latent space of the rVAE, they could disentangle the particle rotation from other factors of variation.

**Gait Recognition**

The authors of [Zhang et al., 2020] analyze RGB videos for analyzing human gait. They claim that existing methods either suffer from artifacts like clothing or carried things or have high computational costs. Therefore, they introduce an Autoencoder combined with an Long Short-Term Memory (LSTM), where they want to disentangle the latent space into appearance, canonical, and pose features. They claim that with this disentanglement strategy they outperform state-of-the-art networks.

**Drug Discovery**

The authors Polykovskiy et al. [2018] modified an adversarial Autoencoder [Makhzani et al., 2016] with two supervised disentanglement approaches to generate new molecules with specific properties for drug discovery. Therefore, they want to disentangle the latent space from some properties of the proteins like solubility or simple synthesis possibility. They denote the first disentanglement approach as predictive disentanglement, where they minimize the mutual information between the properties and the latent space. The second approach is denoted as joint disentanglement where a discriminator learns to separate pairs of the latent representation with the properties from pairs from noise. For the final model, they combine these two approaches and are able to generate novel molecules with favorable scaffolds.

6 **Discussion**

Disentanglement approaches offer a great potential to overcome the black box characteristics of DNNs, important for reliable medical applications. But while being promising, several challenges remain to be addressed:

**Real-World Applications**

With the results from our review with the search string *Disentanglement*[Title/Abstract] restricted to the period 01/01/2017 to 01/13/2022 on PubMed, we showed that the concept of disentangled representations is widespread. Several methods applied disentanglement strategies to improve the performance of their networks or to gain control about different factors of variation. A huge range of data modalities is already considered. Imaging data are most strongly represented, led by MR and CT scans. But also applications to PET, OCT, and whole slide images are present, as well as several other data modalities like ECG or Cell-data. In the reviewed studies, one of the most popular disentanglement strategies is to include a priori knowledge about the data into the training process and separate the latent space representation into two parts, like into content and style. But also methods without this bias, like in [Higgins et al., 2021], found their way to medical context. Furthermore, an often applied use case in the reviewed medical applications is to use the disentangled latent space representation for regression tasks to predict a factor of interest. But also other applications important for medical context, like image denoising, missing modality handling and improving classification tasks through synthetic data usage benefit from the disentanglement idea. Finally, to the best of our knowledge, some of the technical disentanglement approaches have not yet been applied to medical data, e.g. Hessian Penalty [Peebles et al., 2020] or [Lin et al., 2020], thus, there is potential for further studies. Future challenges will still be to disentangle latent representations with as little a priori knowledge of the data as possible while still being identifiable.

**Generalization**

The authors of [Montero et al., 2021] analyzed three classes of Variational Autoencoders (VAEs) for their generalization performance. Up to them, disentangled representations increases interpretability of a network and improve sample efficiency in some downstreaming tasks but do not boost generalization performance. They assume that disentangled representations are necessary, but not sufficient for the generalization task. Thus, future research could explore if disentanglement combined with other biases
can improve the generalization performance and other generative models, like GANs and Flow-based models, with a disentanglement approach could be analysed for their generalization performance. Furthermore, [Montero et al., 2021] only tested on synthetic data sets like dSprites and 3D shapes, thus, even if generalization performance could be improved there, generalization performance for medical data will probably be further challenging.

Independence and Compactness

Different realizations of ground truth factor can exist [Duan et al., 2019]. The request for compact representations may offer a smaller set of possible solutions but may not be the best representation. In [Ridgeway and Mozer, 2018] they note the example that an angle $\theta \in [0, 360]$, describing the orientation of an object, could be represented by $\sin(\theta)$ and $\cos(\theta)$ reflecting the natural characteristics of the orientation while not being compact. They also argue that a compact representation could lead to local optima while training up to a constrained solution space while allowing more dimensions in the latent code for one factor would offer different equivalently good optima. Interestingly, Higgins et al. [2021] observed that the corespondents of a subset of neurons to the full amount of neurons measured with the Disentanglement score of Eastwood and Williams [2018], was not one, which means that more neurons correspond to single information. Therefore, learning independently distributed dimensions may not be the way a human brain learns and latent space representations should be organized. For some medical applications one could ask if independence between the latent dimensions is necessary. Imagine a representation with the factors of variation: Gender, Chest size and Pelvis size. If gender would be female, the latent space dimensions representing chest size and pelvis size follow a different distribution, as if the gender would be male or divers. Thus, these dimensions would not be independent, but this representation would offer more control to generate realistic images. Hence, future research should concentrate on a uniform definition that is clearly describing the necessary and requested properties of disentangled latent representations.

Model-agnostic Approaches

In [Lin et al., 2020] they tried the FactorVAE [Kim and Mnih, 2019] regularizer on their InfoGAN-CR approach and compare it to their model without this regularizer, which obtained a better disentanglement score, with respect to the FactorVAE metric on the dSprites dataset. On the other hand, they trained a FactorVAE on dSprites and for the last batches they add the CR-regularizer, but the disentanglement score did not improve. Thus, they hypothesize that GAN and VAE models need different disentangling approaches, doubting the idea of a model-agnostic disentanglement approach. Further research could explore if different architectures really need different disentanglement strategies, and if so, which strategy works best for which network, or if one fundamental disentanglement paradigm exists. Such an paradigm would revolutionize this field, but requires a deep understanding of the theoretical background.

Evaluation

The evaluation of a disentangled representation is a challenging task. Most metrics need ground truth factors to be computed. The possibility of different realizations of ground truth factor affects these measurements [Duan et al., 2019] and, hence, supervised metrics may not catch the real degree of a disentangled representation. Apart from this, nearly all metrics contain some failure modes, as [Sepliarskaia et al., 2021] showed, thus, results should be used carefully. And also the need of hyperparameter optimization or the architecture-dependence of some metrics make results hard to compare. Therefore, future challenges will be the development of model-independent, unsupervised and hyperparameter-free metrics. Especially in healthcare, the focus should be on unsupervised ways for evaluation, as ground truth information is often not available.

7 Conclusion

We presented several technical approaches for disentanglement networks and review medical applications found on PubMed. According to our search string we mainly found VAE- and GAN-based models applied for medical purposes, but no Flow-based
models. The most disentanglement approaches tried to separate content and style and boost network performance or improved interpretability of the latent space, helping to overcome the black box characteristic of the networks. To conclude, we

- provided an overview of current medical imaging works, where disentanglement plays the key role;
- conducted a comprehensive introduction and background foundation of disentanglement;
- introduced common metrics used in disentanglement;
- extracted challenges and future work in the field of medical disentanglement.
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Appendix:

7.1 Information theory

Entropy

The Entropy of a discrete random variable $X$ is defined by

$$H(X) = \sum_{x \in \mathcal{X}} p(x) \log(p(x))$$

where $p$ is the probability mass function. It can be analogously defined for continuous random variables with a density function $p$:

$$H(X) = \int_{\mathcal{X}} p(x) \log(p(x)) \, dx$$

The Entropy of a random variable $X$ measures its uncertainty. This means, equally distributed random variables have a high entropy as every state is equally likely. Otherwise, a random variable like:

$$X = \begin{cases} 1 & \text{with probability 0.99} \\ 0 & \text{with probability 0.01} \end{cases}$$

has a low entropy as it is kind of reliable that the value of the random variable will be one.

Mutual Information:

For two discrete random variables $X$ and $Y$, jointly distributed with respect to the joint probability mass function $p(x, y)$ the mutual information is given as:

$$I(X, Y) = \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log \left( \frac{p(x, y)}{p(y)p(x)} \right)$$

This can analogously be defined for continuous variables with density function:

$$I(X, Y) = \int_{\mathcal{X}} \int_{\mathcal{Y}} p(x, y) \log \left( \frac{p(x, y)}{p(y)p(x)} \right) \, dx \, dy$$

The mutual information between two random variables measures how much information they share.
7.2 Kullback-Leibler-Divergence

The Kullback-Leibler Divergence is a measure for the difference between two distributions. Even if it is not a real metric, as it is not symmetric, it is a popular tool to compare distributions. For two distributions \( p(X) \) and \( q(X) \) of continuous random variable \( X \), it is defined as:

\[
D_{KL}(p(X)||q(X)) = \int_{-\infty}^{\infty} p(x) \log \left( \frac{p(x)}{q(x)} \right) dx
\]

where \( p(x) \) and \( q(x) \) are the density functions of \( p(X) \) and \( q(X) \). For discrete probability distributions \( p(X) \) and \( q(X) \) it is defined as:

\[
D_{KL}(p(X)||q(X)) = - \sum_{x \in X} p(x) \log \left( \frac{p(x)}{q(x)} \right)
\]

Derivative of the ELBO:

\[
\log(p(x^{(i)})) = \int_{Z} p(z|x^{(i)}) \log(p(x^{(i)})) dz
= E_{z \sim p(Z|x^{(i)})} \log(p(x^{(i)}))
= E_{z \sim p(Z|x^{(i)})} \log \left( \frac{p(z|x^{(i)})}{p(z|x^{(i)})} \right)
= E_{z \sim p(Z|x^{(i)})} \log \left( \frac{p(z|x^{(i)})}{q(z|x^{(i)})} \right)
= E_{z \sim p(Z|x^{(i)})} \log \left( \frac{p(z|x^{(i)})}{q(z|x^{(i)})} \right) + E_{z \sim p(Z|x^{(i)})} \log \left( \frac{q(z|x^{(i)})}{p(z|x^{(i)})} \right)
= E_{z \sim p(Z|x^{(i)})} \log \left( \frac{p(z|x^{(i)})}{q(z|x^{(i)})} \right) + \log \left( \frac{q(z|x^{(i)})}{p(z|x^{(i)})} \right)
\]

Thus, playing this minimax game is a optimization of the Jensen-Shannon-Divergence:

\[
JSD(p(X), q(X)) = \frac{1}{2} D_{KL}(p(X)||q(X)) + \frac{1}{2} D_{KL}(q(X)||p(X))
\]

for two probability distributions \( p(X) \) and \( q(X) \).

7.4 Wasserstein-1 metric, Earth-Mover-Distance

The Wasserstein metric of two distributions \( p(X) \) and \( q(X) \) of a random variable \( X \) is defined as:

\[
W(p(X), q(X)) = \inf_{\gamma \in \Pi(p(X),q(X))} E_{(x,y) \sim \gamma} ||x - y||
\]

where \( \Pi(p(X), q(X)) \) denotes the set of all possible joint distributions of the marginal distributions \( p(X) \) and \( q(X) \) [Arjovsky et al., 2017].

7.3 Generative Adversarial Network

The discriminator \( D \) of a GAN should learn a distribution representing the probability that the input is a sample from \( p(X) \) compared to \( q(X) \). Thus:

\[
D(x) = \frac{p(x)}{p(x) + q(x)}
\]

Thus, the terms of the minimax game can be written as:

\[
E_{x \sim p(X)} \left[ \log(D(x)) \right] + E_{z \sim p(Z)} \left[ \log(1 - D(G(z))) \right]
= E_{x \sim p(X)} \left[ \log \left( \frac{p(x)}{p(x) + q(x)} \right) \right] + E_{z \sim p(Z)} \left[ \log(1 - \frac{p(G(z))}{p(G(z)) + q(G(z))}) \right]
= \log \left( \frac{1}{2} \right) E_{x \sim p(X)} \left[ \log \left( \frac{p(x)}{\frac{1}{2}(p(x) + q(x))} \right) \right]
+ \log \left( \frac{1}{2} \right) E_{z \sim p(Z)} \left[ \log \left( 2 - \frac{p(G(z))}{\frac{1}{2}(p(G(z)) + q(G(z)))} \right) \right]
= - \log(4) \left( E_{x \sim p(X)} \left[ \log \left( \frac{p(x)}{\frac{1}{2}(p(x) + q(x))} \right) \right] \right)
\]

Therefore, playing this minimax game is a optimization of the Jensen-Shannon-Divergence:

\[
JSD(p(X), q(X)) = \frac{1}{2} D_{KL}(p(X)||q(X)) + \frac{1}{2} D_{KL}(q(X)||p(X))
\]