ABSTRACT

Speech recognition on smart devices is challenging owing to the small memory footprint. Hence small size ASR models are desirable. With the use of popular transducer-based models, it has become possible to practically deploy streaming speech recognition models on small devices [1]. Recently, the two-pass model [2] combining RNN-T and LAS modules has shown exceptional performance for streaming on-device speech recognition.

In this work, we propose a simple and effective approach to reduce the size of the two-pass model for memory-constrained devices. We employ a popular knowledge distillation approach in three stages using the Teacher-Student training technique. In the first stage, we use a trained RNN-T model as a teacher model and perform knowledge distillation to train the student RNN-T model. The second stage uses the shared encoder and trains a LAS rescorer for student model using the trained RNN-T+LAS teacher model. Finally, we perform deep-finetuning for the student model with a shared RNN-T encoder, RNN-T decoder, and LAS rescorder. Our experimental results on standard LibriSpeech dataset show that our system can achieve a high compression rate of 55% without significant degradation in the WER compared to the two-pass teacher model.

Index Terms— speech recognition, on-device, online, streaming ASR, model compression, knowledge distillation

1. INTRODUCTION

Nowadays, various smart devices such as smart speakers, mobile phones, health care devices, surveillance devices, smart-watches, and many more have become a part of daily life. Since most of these devices are small in size, it is difficult to have a reasonable-sized keyboard. Moreover, speech is a more natural way to interact with these devices. Hence there is a growing need to deploy speech recognition models on small devices. Further, it is desirable to have streaming output (or online output) to improve user’s experience. Recently, there has been tremendous research interest in the field of speech recognition for on-device online streaming scenarios [1–2].

Most smart devices have a low memory footprint. Deploying large size Automatic Speech Recognition (ASR) models is infeasible on such devices. Hence, many applications transfer the user’s speech data to the large server, processes the spoken sentence, and then revert back with the proper response. However, this protocol incurs high latency due to data transfer time between the device and the server. Furthermore, transferring user’s data online may create data privacy concerns. Hence it is desirable to have the ASR model operating on-device.

End-to-End (E2E) approaches have achieved comparable performances to the traditional systems by having a single E2E model instead of separate components [3]. These approaches includes Connectionist Temporal Classification (CTC) [2], Attention-based Encoder-Decoder (AED) [10], and Recurrent Neural Network Transducer (RNN-T) [1] based models. The AED models need the complete audio beforehand to start decoding the audio, making AED models unsuitable for streaming purposes. The RNN-T and CTC models can be deployed for streaming scenarios due to their frame-synchronous output nature. RNN-T model is preferred over CTC because it has token-dependency modeling with a prediction network. Additionally, CTC also has a strong assumption of output tokens to be independent, which makes RNN-T more preferable over CTC networks. However, RNN-T models consume significant memory as it contains transcription, prediction, joint networks and have higher decoding latency because of framewise predictions.

Online speech recognition task demands both smaller model size and lower latency for small memory footprint devices, necessitating the need for model compression techniques for such models to be deployable for streaming purposes. Knowledge distillation [11–13] is a popular approach for compression of neural models. It refers to the idea of model compression by training a smaller model (student), step-by-step, with the help of an already trained bigger model (teacher). The student model can be trained to replicate the outputs of the teacher model at different levels. The student model with fewer parameters tries to mimic the teacher model’s behavior (with a large number of parameters).
Knowledge distillation (KD) has been successfully employed in many speech recognition tasks. Authors in [14] improve performance of a Convolutional Neural Network (CNN) [15] with the help of ensemble of VGG [16] and LSTM [17,18] as the teacher models. KD has also been helpful in attention-based models for Neural Machine Translation (NMT) task [19] and maximum mutual information-based training [20]. Recently, authors in [21] also use KD for E2E speech translation task. In [22], KD is used for distilling knowledge from the bidirectional to unidirectional CTC models. Authors in [23] compare the performance of sequence-level and frame-level KD losses for CTC models. In [24], an efficient strategy to transfer knowledge from the offline RNN-T model to streaming one is proposed. Recently, authors in [25] propose a simple and efficient approach for KD with RNN-T models, which requires less memory overhead during training, leading to faster convergence.

In this paper, we propose a three-stage approach for compressing a two-pass streaming ASR model using KD. In the first stage, we perform KD to train a student RNN-T model using a trained teacher RNN-T model [25]. The second stage trains an additional Listen, Attend, and Spell (LAS) [26] module with an RNN-T encoder. Finally, in the third stage, we finetune the model by combining the RNN-T encoder, the RNN-T decoder, and the LAS module. With the proposed approach, we achieve 55% of compression without significant degradation in performance. We also conduct various experimental analyses to study the effect of KD in different stages of the proposed approach.

2. TWO-PASS E2E MODEL

The two-pass model [2] consists of the RNN-T and the LAS modules. Each of the modules is described in the following sections.

2.1. Recurrent Neural Network Transducer

The RNN-T is an encoder-decoder sequence-to-sequence prediction model that is widely used for end-to-end streaming speech recognition systems [27]. The RNN-T model comprises the transcription, prediction, and a joint network. The RNN-T training aims at minimizing the negative log posterior probability as given by the following equation:

$$L_{RNN-T} = - \ln P(y^*|x)$$  \hspace{1cm} (1)

where $y^*$ is a target sequence and $x$ is input sequence. The probability $P(y^*|x)$ is computed using $T \times U$ probability lattice, where $T$ denotes the input sequence length and $U$ is the output sequence length [27]. Each node in the lattice outputs a probability distribution $P(k|t,u)$ over target vocab including a blank symbol $\phi$, where $k$ represents the output label. The RNN-T model can be represented with the following set of equations:

$$h_t = LSTM(x_t, h_{t-1})$$
$$g_u = LSTM(y_u, g_{u-1})$$
$$z_{t,u} = V^T \tanh(W_h h_t + U g_u)$$
$$P(k|t,u) = \text{softmax}(z_{t,u})$$  \hspace{1cm} (2)

Equation (2) correspond to the outputs from the transcription, prediction and joint networks (in order). The $P(y|x)$ is calculated by summing over all possible alignments $a$.

$$P(y|x) = \sum_{a \in B^{-1}(y)} P(a|x)$$ \hspace{1cm} (3)

where $B$ is a function that removes blank symbols from alignments. Summing over all possible alignments is intractable, and hence forward-backward algorithm is used to compute the same. More information on the RNN-T model can be found in [27].

2.2. Two-pass model with RNN-T and LAS

As shown in Fig. 1, the two-pass ASR model consists of an additional encoder layer on top of the shared RNN-T encoder. It also has a LAS decoder in addition to RNN-T components. The LAS module is used to improve the streaming ASR output from RNN-T. Training two-pass model [2] is not trivial because of its known issue of non-converging loss. The training of the two-pass model is carried out in three stages [2] as follows:

1. Train RNN-T model (Section 2.1) [27].
2. Train additional two-pass components with cross-entropy loss using pre-trained shared RNN-T encoder, which remains frozen.
3. Deep-finetune the entire network using RNN-T and LAS loss.
3. PROPOSED TWO-PASS MODEL COMPRESSION

Knowledge distillation is used for compression by using a teacher model, where another student model, smaller in size, is trained to mimic the teacher model. To mimic the teacher model, KL-Divergence between the probability distribution of teacher and student model is used as distillation loss which is combined with original training loss using some trade-off. Similar to training two-pass model, KD with two-pass models is also not trivial. Motivated from the training procedure of the two-pass model, the following is the proposed three-stage approach used for compression of the two-pass model as shown in Fig. 2.

3.1. Stage-1: KD training

In the first stage, we train a student RNN-T model using KD from the trained RNN-T teacher model, which is kept frozen as shown in Fig. 2a. As discussed in Section 2.1, the RNN-T loss is computed by summing over all possible alignments. Thus KL-Divergence between probability distributions of teacher and student model can be given by:

$$L_{distill} = \sum_{t,u} \sum_k P^T(k|t,u) \ln \frac{P^T(k|t,u)}{P^S(k|t,u)}$$  \hspace{1cm} (4)

where $P^T$ and $P^S$ are probability distributions of teacher and student RNN-T models at time step $t$. As we can see, distillation loss computation requires an additional memory size of $O(T \times U \times K)$ per utterance which is too expensive and impractical. Hence the $K$ dimensional probability distribution is reduced to three dimensions by only taking in account conditional probabilities of $y_{u+1}$, $\phi$ and remainder tokens at any lattice node $(t, u)$. The corresponding transition probabilities are as follows [25]:

$$P_y(t, u) = P(y_{u+1}|t, u) = y(t, u)$$
$$P_\phi(t, u) = P(\phi|t, u) = \phi(t, u)$$
$$P_r(t, u) = 1 - P_y(t, u) - P_\phi(t, u)$$  \hspace{1cm} (5)

Thus distillation loss can be defined as KL-Divergence between probability distributions of teacher and student model as follows:

$$L_{distill} = \sum_{t,u} \sum_{l \in \{y, \phi, r\}} P^T_l(t,u) \ln \frac{P^T_l(t,u)}{P^S_l(t,u)}$$  \hspace{1cm} (6)

The overall loss in the Stage-1 of the knowledge distillation training is given by a linear combination of $L_{RNN-T}$ and $L_{distill}$ as follows:

$$L_{first} = \beta L_{distill} + (1 - \beta) L_{RNN-T}$$  \hspace{1cm} (7)

where $\beta$ represents the distillation loss weight.

3.2. Stage-2: KD training

As shown in Fig. 2b in Stage-2 KD training, a LAS rescoring module is added to the RNN-T encoder obtained from Stage-1 training. The RNN-T encoder of the student model is kept frozen, and only the parameters of LAS rescoring model are updated during backpropagation. The teacher model is kept frozen during KD training.

The distillation loss in the Stage-2 KD training is given by KL-Divergence between two-pass LAS rescoring’s probability distribution of teacher and student models as follows:

$$L'_{distill} = \sum_{t} \sum_{k} P^T_2(k|t) \ln \frac{P^S_2(k|t)}{P^S_2(k|t)}$$  \hspace{1cm} (8)

Fig. 2: The proposed three-stage approach for compressing the two-pass ASR model. Blocks colored in orange are kept frozen during training. (a) Stage-1: KD teacher-student training is used to trained the student RNN-T model. Coarsed KL-Divergence represents distillation loss given in Equation (7). (b) Stage-2: An LAS rescorer is added to the RNN-T encoder and trained using KD. (c) Stage-3: The two-pass student model is deep-finetuned.
where $P_T^T$ and $P_T^S$ are second pass LAS rescorer’s probability distributions of teacher and student model respectively at each time step $t$ over target vocab $k$ including a blank symbol. The total loss for the Stage-2 training is given by

$$L_{\text{second}} = \gamma L_{\text{distill}} + (1 - \gamma) L_{\text{LAS}}$$

(9)

where $\gamma$ is a tunable hyperparameter which manages trade-off between these two losses.

### 3.3. Stage-3: Deep finetuning

As shown in Fig. 2c, in the third stage, we combine the RNN-T encoder (shared), the RNN-T decoder, and the LAS rescorer. Deep-finetuning is performed on this model. The combined loss for training used in the Stage-3 is given by

$$L_{\text{combined}} = \lambda L_{\text{RNN-T}} + (1 - \lambda) L_{\text{LAS}}$$

(10)

where $\lambda$ is a tunable hyperparameter which is set to 0.5 in our trainings throughout this work.

Evaluation can be done via “2nd beam search” mode or “rescoring” mode [2]. In this paper, we use the “rescoring” mode for evaluation. In rescoring mode, we run LAS decoder on the top-K hypotheses predicted by the RNN-T decoder in teacher-forcing mode [2] with attention on additional encoder layer output to rescore the beams. We then pick the beam with the highest score from the LAS module. From this point onwards, we will use the term LAS rescorer for the additional second pass module, comprising of an additional LSTM layer followed by LAS decoder, as also shown in Fig. 1.

### 4. EXPERIMENTAL SETUP

#### 4.1. Dataset, features, and augmentation

We train our models on the standard LibriSpeech dataset [28] containing 960 hours of training speech data and evaluate on test-clean and test-other datasets containing 2620 and 2939 utterances, respectively. We use Tensorflow 2 Keras API to build the complete training pipeline. The target vocab contains around 10K Byte Pair Encoding (BPE) [29] units and are embedded in 621-dimensional space for the teacher model and 390-dimensional space for the smaller model. We use 40 dimensional Mel Frequency Cepstral Coefficients (MFCCs) [30] computed from a 25 msec window and shifted every 10 msec as an input to the encoder network. We use a popular SpecAugment [31] technique for data augmentation during training. The beam size of 8 is used for decoding. For two-pass models, evaluation is done in rescoring mode.

#### 4.2. RNN-T model

As discussed in Section 3.1, the RNN-T model has three components, transcription network, prediction network, and joint network. It is an encoder-decoder framework where the transcription network acts as an encoder, and the prediction network coupled with the joint network acts as a decoder. The transcription network consists of 6 unidirectional LSTM layers. We use max-pooling of 2 in the first three layers, with an overall factor of 8, to reduce the training time and latency of the model. We use dropout [32] of 0.2 after each layer except the first one. To ensure proper convergence, we gradually add layers in the initial stages of training starting from 2 layers [33]. The prediction network comprises an embedding layer followed by one LSTM layer, which acts as a conditional Language Model (LM) model. The joint network consists of two dense layers, one each for transcription and prediction output, respectively. It also consists of an additional dense layer to project the features into vocab space which acts as logits for RNN-T loss calculation. The initial learning rate of $5 \times 10^{-4}$ is used with Adam optimizer [34], which is decayed exponentially by a factor of 0.9 after every 20K steps. Student RNN-T model is trained with the same hyperparameters with an additional distillation loss linearly combined with the RNN-T loss as given in Equation (7).

#### 4.3. Two-pass model

The two-pass model contains an additional LAS rescorer and is trained in three stages as discussed in Section 2.2. The first stage model is trained with architecture details similar to Section 3.2. In the second stage, the shared encoder, i.e., the transcription network of the RNN-T model is frozen and is used to train the additional encoder and LAS rescorer as mentioned in Section 3.2. The additional encoder layer consists of one unidirectional LSTM layer. The LAS rescorer consists of an embedding layer and one unidirectional LSTM layer. It uses a 4-headed dot attention layer [35]. The learning rate strategy used to train the second stage is similar to the RNN-T model.

#### 4.4. Notations used

We denote the large model, which is also used as the teacher model as $T$. We also train a smaller size model compared to $T$, which is represented by $M$. Note that both $T$ and $M$ models are trained independently without using knowledge distillation, as explained in Section 2. The student model represented by $S$ is trained with the proposed distillation approach as explained in Section 3. We compare the performances of the teacher model ($T$) and the smaller model ($M$), with that of the student model ($S$).

Table 1 shows the notations used to denote different models along with the corresponding model sizes in terms of the number of parameters. The training stage number for different models are mentioned as a subscript. For the Stage-1 training, the RNN-T teacher model is denoted by $T_1$, the smaller RNN-T model is denoted by $M_1$, and the student model which is trained from $T_1$ with the loss given in Equation (7) is denoted by $S_1$. For Stage-2 of the proposed approach, the teacher model $T_2$ is trained using a pre-trained
model $T_1$ and the smaller model $M_2$ is trained using a pre-trained model $M_1$. Similarly, the student model in Stage-2 trained with the loss given in Equation 9 is denoted by $S_2$. In Stage-3 training of the proposed approach, the two-pass models minimizes combined loss given in Equation 10 are denoted by $T_3$, $M_3$, and $S_3$.  

5. RESULTS

In this section, we demonstrate the effectiveness of the proposed compression approach on the LibriSpeech dataset.

### 5.1. Performance of proposed approach

Table 2 reports the performance of different models in terms of Word Error Rate (WER) and Sentence Error Rate (SER) for the test-clean and test-other parts of the LibriSpeech dataset, respectively. The WER/SER mentioned are slightly higher compared to other offline systems or those using external language model. We not only report the final performance after completing the three KD stages but also report the performances in the intermediate stages, i.e., after Stage-1 and Stage-2 KD training. This gives a detailed overview of the changes in the performances.

It can be seen from the Table 2 that the smaller models $M_1$, $M_2$, and $M_3$ shows significantly degraded performance compared to models $T_1$, $T_2$, and $T_3$ respectively. This clearly shows that directly reducing the number of parameters may have an adverse effect on WER performance.

It can be seen from Table 2 that the $S_1$ RNN-T model achieves around 8% relative improvement in WER over same-sized model $M_1$, by using distillation loss with teacher model $T_1$ on the test-clean part. While going from $T_1$ to $M_1$, a relative degradation of 10% in WER with respect to the model $T_1$ is observed due to 55% reduced parameters. Since this gap is high, the model $M_1$ is not usable. After applying knowledge distillation with teacher-student training (using Teacher model $T_1$), our student model $S_1$ performs comparable to the teacher model $T_1$ with minor degradation in WER while maintaining a high compression rate of 55% compared to $T_1$. A similar trend can be observed for the test-other part.

In the second stage, it can be seen that directly reducing the number of parameters ($M_2$) results in degradation in performance for test-clean by 13.7% (relative) while with the proposed KD approach with model $S_2$ this degradation is reduced to 7.5% relative while maintaining the same compression rate. This shows that KD training is also helpful even in the case of an attention-based decoder where the student model has the flexibility to attend to different parts. A similar trend can also be observed for the test-other part. This further confirms that the knowledge distillation indeed helps to transfer the teacher’s knowledge.

In the third stage, we combine different modules to form a two-pass model. The two-pass models have degradation of 12.26% in WER (relative) when model size is directly reduced to 55% from $T_3$ to $M_3$. With deep-finetuning, the student model $S_3$ shows performance even better than the Teacher model ($T_3$) while having a model size that is 36% less than the Teacher model ($T_3$). This shows that the proposed KD training approach is indeed helpful in compressing the two-pass model without loss in WER performance.

Furthermore, we also conduct an experiment where we first trained the two-pass teacher model completely as given in Section 2.2. The modules from the fully trained two-pass
Table 3: WERs(%) / SERs(%) for student RNN-T model $S_1$ with different values of $\beta$.

| $\beta$ value | test-clean | test-other |
|---------------|------------|------------|
|               | WER        | SER        | WER        | SER        |
| $0.0$         | 7.52       | 61.53      | 20.03      | 84.79      |
| $1 \times 10^{-4}$ | 7.47       | 61.41      | 20.17      | 84.28      |
| $1 \times 10^{-3}$ | 7.25       | 60.42      | 19.30      | 84.14      |
| $1 \times 10^{-2}$ | 6.92       | 59.08      | 18.83      | 82.58      |
| $1 \times 10^{-1}$ | 7.07       | 60.38      | 18.87      | 83.29      |
| $1.0$         | 10.02      | 71.56      | 21.92      | 87.96      |

Table 4: WERs(%) / SERs(%) for the case when distillation is omitted from the Stage-2 in the proposed approach. The KD is performed in the Stage-2 for the models $S_2$ and $S_3$, whereas it not performed for the models denoted by $S_2'$ and $S_3'$.

| Model-ID | test-clean | test-other |
|----------|------------|------------|
|          | WER        | SER        | WER        | SER        |
| $T_2$    | 5.80       | 53.63      | 16.79      | 79.62      |
| $S_2$    | 6.19       | 54.81      | 17.82      | 81.18      |
| $S_2'$   | 6.24       | 55.95      | 17.77      | 81.35      |
| $T_3$    | 5.87       | 53.55      | 16.92      | 80.16      |
| $S_3$    | 5.92       | 52.82      | 17.52      | 80.81      |
| $S_3'$   | 5.81       | 52.67      | 17.27      | 79.72      |

5.2. Tuning hyperparameter $\beta$ in Stage-1

As discussed in Section 2.2, $\beta$ is a hyperparameter used for distillation loss in Stage-1 training of the proposed approach. We found that this hyperparameter needs to be appropriately tuned to achieve good performance. Hence, we analyzed the performance of model $S_1$ under different values of $\beta$. The performance on model $S_1$ when trained with different values of $\beta$ is shown in Table 3. It can be seen that extreme values of $\beta$ result in performance degradation. Optimal performance is seen at $1 \times 10^{-2}$, which is also used in this work.

5.3. Ablation study on knowledge distillation in Stage-2

We conducted an experiment to study the effect of knowledge distillation in the Stage-2 of the proposed approach. In this experiment we consider two different variants of student model as follows: (i) Distillation is performed in Stage-2 (denoted by $S_2$ and $S_3$), similar to Section 5.1 and (ii) No distillation is performed in Stage-2 (denoted by $S_2'$ and $S_3'$).

The results of this experiments are shown in Table 3. In Stage-2, the models with and without distillation performed comparably. In Stage-3, it can be observed that the student model that has trained using knowledge distillation in the second stage (i.e., $S_3$) shows consistent improvement. This improvement is only slightly better than the model when distillation is not performed (i.e., $S_3'$) in the second stage training. This could be attributed to the fact that the second-pass mainly focuses on re-scoring the predicted first pass hypotheses instead of re-decoding them. Hence, its performance is limited by the first-pass decoder.

5.4. Reducing parameters for two-pass student model

Since our student model $S_3$ performs slightly better than teacher model $T_3$, we also conduct an experiment where we reduce the model size of $S_3$ further from 36% to 55% compared to the $T_3$ model. This is done by reducing the size of the LAS module of the student model in Stage-2 and Stage-3. These student model with LAS size smaller than $T_2$ and $T_3$ are denoted by $SS_2$ and $SS_3$ respectively.

The results obtained with this experiment are given in Table 5. It can be observed that the smaller student model $SS_3$ performs comparable to model $S_3$ and shows degradation of only 3% (relative) while achieving a significant compression rate of 55% compared to the teacher model $T_3$. This is a reasonable compromise in the performance with an impressive gain achieved in the compression rate of 55%, which is good enough for medium to high-end mobile devices.

6. CONCLUSION

In this paper, we propose a model compression technique for the two-pass streaming ASR model using knowledge distillation. The proposed approach reduces the two-pass model size by 36% while slightly improving the WER as compared to the teacher model. Further, with the proposed approach, our smaller student model is able to achieve a high compression rate of 55% compared to the two-pass teacher model while performing comparable to the teacher model in terms of WER. Needless to mention, the two-pass student model with the proposed compression approach has shown significantly better performance than that of the smaller two-pass model trained independently. We also perform detailed analyses of the proposed approach in different stages. In future, we plan to extend our approach and perform a comparative study with the low-rank approximation methods.
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