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Abstract

Consider a tree network $T$, where each edge acts as an independent copy of a given channel $M$, and information is propagated from the root. For which $T$ and $M$ does the configuration obtained at level $n$ of $T$ typically contain significant information on the root variable? This problem arose independently in biology, information theory and statistical physics.

• For all $b$, we construct a channel for which the variable at the root of the $b$-ary tree is independent of the configuration at level 2 of that tree, yet for sufficiently large $B > b$, the mutual information between the configuration at level $n$ of the $B$-ary tree and the root variable is bounded away from zero. This is related to certain secret-sharing protocols.

• We improve the upper bounds on information flow for asymmetric binary channels (which correspond to the Ising model with an external field) and for symmetric $q$-ary channels (which correspond to Potts models).

• Let $\lambda_2(M)$ denote the second largest eigenvalue of $M$, in absolute value. A CLT of Kesten and Stigum (1966) implies that if $b|\lambda_2(M)|^2 > 1$, then the census of the variables at any level of the $b$-ary tree, contains significant information on the root variable. We establish a converse: if $b|\lambda_2(M)|^2 < 1$, then the census of the variables at level $n$ of the $b$-ary tree is asymptotically independent of the root variable. This contrasts with examples where $b|\lambda_2(M)|^2 < 1$, yet the configuration at level $n$ is not asymptotically independent of the root variable.

1 Introduction

Consider a process in which information flows from the root of a tree $T$ to other nodes of $T$. Each edge of the tree acts as a channel on a finite alphabet $\mathcal{A} = \{1, \ldots, k\}$. Denote by $\mathbf{M}_{i,j}$ the transition probability from $i$ to $j$, and by $M$ the random function (or channel) which satisfies for all $i$ and $j$ that $P[M(i) = j] = \mathbf{M}_{i,j}$. Let $\lambda_2(M)$ denote the eigenvalue of $M$ which has the second largest absolute value ($\lambda_2(M)$ may be negative or non-real). At the root $\rho$ one of the symbols of $\mathcal{A}$ is chosen according to some initial distribution. We denote this (random) symbol by $\sigma_\rho$. This symbol is then propagated in the tree as follows. For each vertex $v$ having as a parent $v'$, we let $\sigma_v = M_{v',v}(\sigma_{v'})$, where the $\{M_{v',v}\}$ are independent copies of $M$. Equivalently, for a vertex $v$, let
Let $v'$ be the parent of $v$, and let $\Gamma(v)$ be the set of all vertices which are connected to $\rho$ through paths which do not contain $v$. Then the process satisfies:

$$\mathbf{P}[\sigma_v = j|\{\sigma_w : w \in \Gamma(v)\}] = \mathbf{P}[\sigma_v = j|\sigma_{v'}] = M_{v',j}. \quad (v)$$

It is very natural to study this process in the context of biology, statistical physics and communication theory. See [10], [22] and the references there for more background.

Let $d(\cdot, \cdot)$ denote the graph-metric distance on $T$, and $L_n = \{v \in V : d(\rho, v) = n\}$ be the $n$'th level of the tree. For $v \in V$ and $e = (v, w) \in E$ we denote $|v| = d(\rho, v)$ and $|e| = \max\{|v|, |w|\}$. We denote by $\sigma_n = (\sigma(v))_{v \in L_n}$ the symbols at the $n$'th level of the tree. We let $c_n = (c_n(1), \ldots, c_n(k))$ where

$$c_n(i) = \#\{v \in L_n : \sigma(v) = i\}.$$  

In other words, $c_n$ is the census of the $n$'th level. Note that both $(\sigma_n)_{n=1}^\infty$ and $(c_n)_{n=1}^\infty$ are Markov chains.

For distributions $P$ and $Q$ on the same space the total variation distance between $P$ and $Q$ is

$$D_V(P, Q) = \frac{1}{2} \sum_{\sigma} |P(\sigma) - Q(\sigma)|. \quad (1)$$

**Definition 1.1.** The reconstruction problem for $T$ and $M$ is **solvable** if there exist $i, j \in A$ for which

$$\lim_{n \to \infty} D_V(P_n^i, P_n^j) > 0, \quad (2)$$

where $P_n^\ell$ denotes the conditional distribution of $\sigma_n$ given that $\sigma_\rho = \ell$.

**Definition 1.2.** The reconstruction problem for $T$ and $M$ is **census-solvable** if there exist $i, j \in A$ for which

$$\lim_{n \to \infty} D_V(P_n^{(c)i}, P_n^{(c)j}) > 0, \quad (3)$$

where $P_n^{(c)\ell}$ denotes the conditional distribution of $c_n$ given that $\sigma_\rho = \ell$.

Assume that $\mathbf{P}[\sigma_\rho = i] > 0$ for every $i \in A$. Then the following conditions are equivalent, see e.g. [22]:

- The reconstruction problem for $T$ and $M$ is not solvable.
- The configurations $\sigma_n$ are asymptotically independent of $\sigma_\rho$, i.e., $\lim_{n \to \infty} I(\sigma_\rho, \sigma_n) = 0$, where $I$ is the mutual information operator.
- The sequence $(\sigma_n)_{n=1}^\infty$ has a trivial tail $\sigma$-field.
- The distribution of $\{\sigma_v\}_{v \in T}$ is an extremal Gibbs measure.
Similar conditions apply to census-solvability, where \( \{c_n\} \) replace \( \{\sigma_n\} \). Note that if the reconstruction problem is census-solvable it is also solvable.

The reconstruction problem was first studied in statistical physics for the Ising model on the tree, in the equivalent form as a question regarding the extremality of the free Gibbs measure for this model. See [24], [13], [8], [14], [15] and [19]. Reference [10] contains extensive background on this problem for the Ising model. In these papers the reconstruction problem for the Ising model on trees was solved. Writing \( \lambda_2(M) \) for the second eigenvalue of \( \begin{pmatrix} 1 - \epsilon & \epsilon \\ \epsilon & 1 - \epsilon \end{pmatrix} \) (that is, \( \lambda_2(M) = 1 - 2\epsilon \)), the reconstruction problem is solvable for the \( b \)-ary tree \( T_b = (V_b, E_b) \) if and only if \( b\lambda_2^2(M) > 1 \). An analogous threshold for general trees was established in [10].

A few combinatorial questions arise naturally in the context of these tree processes (see also [2], [3] and [4]). In Section 2 we discuss the following question. For a channel \( M \) we ask does there exist any \( b \) such that the reconstruction problem is solvable for the infinite \( b \)-ary tree \( T_b \) and the channel \( M \)? In Theorem 2.1 we present a criteria for deciding this problem for a channel \( M \). Using this criteria we construct a channel with the following properties:

**Example 1.1.** Write \( M^h \) for the \( h \)'th iteration of the channel \( M \). Then for all \( h > 1 \) there exists a channel \( M \) such that

- \( M^h(j) \) has the same distribution for all \( j \in A \).
- For all \( h' < h \) there exist \( i \) and \( j \) such that \( M^{h'}(i) \) and \( M^{h'}(j) \) have different distributions.
- When \( b \) is large the reconstruction problem is solvable for the tree \( T_b \) and the channel \( M \).

This is a generalization of an example which appeared in [21] and [22]. In Section 3 we give more delicate constructions which are related to secret-sharing protocols (see [24]).

**Theorem 1.2.** Let \( b > 1 \) be an integer and \( T \) be the 2-level \( b \)-ary tree. There exist a channel \( M \) such that for any initial distribution, \( \sigma_r \) and \( \sigma_\partial \) are independent (where \( \sigma_\partial \) is the configuration at the leaves of the 2-level \( b \)-ary tree), yet when \( B \) is sufficiently large, the reconstruction problem for the channel \( M \) and the \( B \)-ary tree \( T_B \) is solvable.

It is tempting to try to find thresholds for the reconstruction problem which depend only on \( b \) and \( \lambda_2(M) \). For binary symmetric channels the threshold for reconstruction is \( b\lambda_2^2(M) = 1 \) (this is also the threshold for census-reconstruction for general channels: see theorems 1.4 and 1.5 below).

In [22] it is shown that for some natural generalizations of the binary symmetric channel, the threshold \( b\lambda_2^2(M) = 1 \) is not the threshold for reconstruction. In particular, it is shown that for the Potts model (the \( q \)-ary symmetric channel), where the transition matrix is:

\[
M = \begin{pmatrix} 1 - (q - 1)\delta & \delta & \ldots & \delta \\ \delta & 1 - (q - 1)\delta & \delta & \ldots \\ \vdots & \ldots & \ddots & \vdots \\ \delta & \ldots & \delta & 1 - (q - 1)\delta \end{pmatrix},
\]

if \( b\lambda_2(M) = b(1 - q\delta) > 1 \) and \( q \) is sufficiently large, then the reconstruction problem is solvable. Similar results hold for asymmetric binary channels. On the other hand, it is well known, see e.g.
that for both families the reconstruction problem is unsolvable if $0 \leq b\lambda_2(M) \leq 1$. In Section 4 we improve the bound $b\lambda_2(M) \leq 1$ by proving:

**Proposition 1.3.** Let $M$ be the matrix (4). Then the reconstruction problem for $T_b$ and $M$ is unsolvable when

$$b^2 \frac{(1-q\delta)^2}{1 -(q-2)\delta} \leq 1.$$ 

(5)

Similar results hold for asymmetric binary channels. The proofs are based on a reduction to symmetric binary channels on general trees which were analyzed in [10].

In sections 5, 6 and 7 we consider census reconstruction and show that the threshold for census reconstruction is $b|\lambda_2(M)|^2 = 1$. From [17] it follows that if $b|\lambda_2(M)|^2 > 1$, then the reconstruction problem is census solvable. We extend this result to general trees by proving:

**Theorem 1.4.** Let $T$ be an infinite tree and write $br(T)$ for the branching number of the tree. Let $M$ be a channel such that $br(T)|\lambda_2(M)|^2 > 1$, then the reconstruction problem is solvable for $T$ and $M$.

The results of [17] also plays a crucial role in proving:

**Theorem 1.5.** The reconstruction problem for the $b$-ary tree and the channel $M$ is not census-solvable if $b|\lambda_2(M)|^2 < 1$.

We conjecture that the result of Theorem [17] should hold also when $b|\lambda_2(M)|^2 = 1$, but we have verified this only for the following channels:

**Theorem 1.6.** Let $M$ be the $q$ state Potts model, or the asymmetric Ising model, and suppose that $b\lambda_2^2(M) \leq 1$, then the reconstruction problem is unsolvable for the $b$-ary tree and the channel $M$.

In Section 8 we discuss some open problems.

Some of the results in this paper concern general trees. For an infinite tree $T$ many of its probabilistic properties are determined by the branching number $br(T)$. This is the supremum of the real numbers $\lambda \geq 1$, such that $T$ admits a positive flow from the root to infinity, where on every edge $e$ of $T$, the flow is bounded by $\lambda^{-|e|}$. Here $|e|$ denotes the number of edges, (including $e$) on the path from $e$ to the root; $br(T)^{-1}$ is the critical probability for Bernoulli percolation on $T$. See [18] and [10] for equivalent definitions of $br(T)$ in terms of percolation, cutset sums and electrical conductance. We note that for the regular tree $T_b$ we have $br(T_b) = b$.

## 2 Distinguishing states by tree networks

Let $M$ be a channel on an alphabet $\mathcal{A}$ of size $k$ with $\lambda_2(M) = 0$. Looking at the Jordan form of $M$ we see that $\text{rank}(M^k) = 1$, and therefore $M^k(i)$ has the same distribution for all $i \in \mathcal{A}$. Moreover, by Theorem [1.5] it follows that for all $b$, the reconstruction problem is not census solvable for the channel $M$ and the tree $T_b$. Does this mean that the reconstruction problem is unsolvable for $T_b$ and the channel $M$? In this section we answer this question.
Definition 2.1. Let $M$ be a channel on $A$ and consider the minimal equivalence relation $\sim$ on $A$ which satisfies: If $i$ and $j$ satisfy for all $\ell$,
\[
\sum_{e' \sim \ell} M_{i,e'} = \sum_{e' \sim \ell} M_{j,e'},
\]
then $i \sim j$. If $i \sim j$, we say that $i$ and $j$ are indistinguishable. Otherwise, we say that $i$ and $j$ are distinguishable.

The motivation for this definition is that if $M_{i,\ell} = M_{j,\ell}$ for all $\ell$, then after one application of the random function $M$, one cannot distinguish between the hypotheses that $i$ was the input and the hypotheses that $j$ was the input.

Theorem 2.1. If the states $i$ and $j$ are indistinguishable, then there exists $N$ such that for all $n \geq N$ and for all infinite rooted trees $T$:
\[
D_V(P_n^i, P_n^j) = 0.
\]
On the other hand, for every channel $M$, there exists $b$, such that for the tree $T_b$:
\[
\inf_{n \geq 1, i \sim j} D_V(P_n^i, P_n^j) > 0.
\]

Example 2.2. Let $\{Z_i\}_{i=1}^\infty$ be an i.i.d sequence of variables such that $P[Z_i = 0] = 1 - P[Z_i = 1] = p$ where $0 < p < 1$. Let $h \geq 1$ and consider the channel $M$ defined by the markov chain $Y_i = (Z_i, \ldots, Z_{i+h})$. Thus $M$ has state space $\{0,1\}^{h+1}$ with the product $(p,1-p)$ probability measure. It is easily seen that all the states of $M$ are indistinguishable. Therefore by Theorem 2.1 there exists $N$ such that for all trees and all $n \geq N$, it holds that $D_V(P_n^i, P_n^j) = 0$ (one can take $N = h$).

Example 1.1. Let $\{Z_i\}_{i=1}^\infty$ be as in Example 2.2. Set
\[
Y_i = \max_{0 \leq j \leq h} \{Z_i = \cdots = Z_{i+j} = 1\}.
\]
It is easily seen that $Y_i$ defines a channel $M$ on the space $\{0, \ldots, h\}$. Moreover, it is clear that for all $\ell$ the variables $\{Z_i\}_{i \geq \ell+h+1}$ and $\{Y_i\}_{i \leq \ell}$ are independent. Therefore $\{Y_i\}_{i \geq \ell+h+1}$ and $\{Y_i\}_{i \leq \ell}$ are independent. It follows that the variables $M^{h+1}(j)$ have the same distribution for all $j$. Thus $\text{rank}(M^{h+1}) = 1$, and $\lambda_2(M) = 0$. Writing $M$:
\[
M = \begin{pmatrix}
p & p(1-p) & p(1-p)^2 & \cdots & (1-p)^h \\
1 & 0 & \cdots & \cdots & 0 \\
0 & 1 & 0 & \cdots & \cdots \\
\cdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & p & 1-p
\end{pmatrix},
\]
we see that all the states of $M$ are distinguishable. Therefore by Theorem 2.1, when $b$ is sufficiently large we have for the tree $T_b$ that $\inf_{n \geq 1, i \sim j} D_V(P_n^i, P_n^j) > 0$. Note that the channel above is obtained by lumping the channel of example 2.2. This is a generalization of a channel appearing in [21]; see also [20].
Remarks:

- Theorem 2.1 implies that if for a channel $M$ all the states are indistinguishable, then $\lambda_2(M) = 0$.
- Suppose that the channel $M$ is reversible and has $\lambda_2(M) = 0$. Then looking at the diagonal form of $M$, it follows that $\text{rank}(M) = 1$. In particular, all the states of $M$ are indistinguishable.

Proof of Theorem 2.1: The first claim is easy. We define a new equivalence relation between states in $A$. We let $i$ and $j$ be equivalent if there exists an $N$ such that for all trees and all $n \geq N$ we have $D_V(P_n^i, P_n^j) = 0$. It is clear that this is indeed an equivalence relation and that it satisfies (9). The proof of the first claim follows.

For the proof of the second claim let $\mathcal{A}'$ be the set of equivalence classes for $\sim$. Let $M'$ be the channel on $\mathcal{A}'$ defined as follows. For $i', j' \in \mathcal{A}'$ we choose $i \in i'$ and define

$$P[M'(i') = j'] = \sum_{j \in j'} P[M(i) = j].$$

(9)

It is clear that (9) does not depend on the choice of $i$. Moreover, it is clear that for any tree $T$, we may couple the $M$ tree process and the $M'$ tree process in such a way that for all $v$ in $T$ we have that $\sigma_v \in \sigma_v'$. In particular, it follows that for all trees and all $i \in i'$ and $j \in j'$:

$$D_V(P_n^{i'}, P_n^{j'}) \leq D_V(P_n^i, P_n^j).$$

Therefore, in order to prove the second claim it suffices to show that there exists a $b$ such that for the tree $T_b$ and the channel $M'$ we have,

$$\inf_{i,j \in \mathcal{A}',n} D_V(P_n^i, P_n^j) > 0.$$ (10)

The crucial property of $M'$ we will exploit is that for all $i \neq j \in \mathcal{A}'$ we have $(M_n^i, \epsilon) \neq (M_n^j, \epsilon)$. Thus in order to simplify the presentation of the proof, we will assume that the channel $M$ on the alphabet $A$ satisfies $(M_n^i, \epsilon) \neq (M_n^j, \epsilon)$ for all $i \neq j \in A$.

We are going to show that for every $\epsilon > 0$, there exits $b = b(\epsilon)$, and a recursive algorithm, which given the symbols at the $n$’th level of $T_b$, reconstruct the symbol at the root with probability at least $1 - \epsilon$ (uniformly for all initial distributions of the root). This implies (see [22]) that (10) holds.

We let $\delta = \min_{i,j} |(M_n^i, \epsilon) - (M_n^j, \epsilon)|_\infty$, and assume that $\epsilon < \delta/8$. By standard results in the theory of large deviations (see e.g. [4]), there exits a positive constant $C$ such that for all $i$, if $X_i$ is the empirical distribution vector of $b$ independent trials with distribution $M_n^i$, then,

$$P[|X_i - bM_n^i|_\infty > b\delta/8] \leq \exp(-Cb\delta).$$

(11)

Similarly, if $X$ is the sum of $b$ i.i.d. $\{0,1\}$ variables, each of which has the value $1$ with probability $\epsilon$ and the value $0$ with probability $1 - \epsilon$, then,

$$P[|X - b\epsilon| > b\delta/8] \leq \exp(-Cb\delta).$$

(12)

We now choose $b$ such that $\exp(-Cb\delta) \leq \epsilon/2$, and apply the following recursive algorithm in order to reconstruct the symbol at the root of the tree:
• For each vertex \( v \), construct the empirical distribution vector \( X_v \) of the reconstructed values for the children of that vertex.

• Reconstruct at \( v \) the value \( i \), where \( i \) minimizes the distance \( |X_v - bM_{i,\ell}|_\infty \).

It now follows by induction, that the probability of correct reconstruction is at least \( 1 - \epsilon \). Indeed if this is true for all the children of \( v \), then by (12), with probability at least \( 1 - \epsilon/2 \), for at least \( (1 - \delta/4)b \) of the children we reconstructed the correct value. Thus by (11), with probability at least \( 1 - \epsilon \), the vector \( X_v \) satisfies \( |X_v - bM_{i,\ell}|_\infty < b\delta/2 \) where \( i \) is the symbol at \( v \). It now follows that we reconstruct the correct value with probability at least \( 1 - \epsilon \). \[\blacksquare\]

3 The distinguishing power of tree networks

Let \( M \) be a channel on \( A \) and let \( T \) be a tree which consists of 2 nodes, the root \( r \) and an additional vertex \( v \) (the 1-ary 1-level tree). Suppose that \( I(\sigma_r, \sigma_{\partial T}) = 0 \), where \( \partial T \) are the vertices in the boundary of the tree \( T \) (in this case \( v \)), and \( I \) is the mutual information operator. The assumption \( I(\sigma_r, \sigma_{\partial T}) = 0 \) is equivalent to \( \text{rank}(M) = 1 \). Therefore, all the states of \( M \) are indistinguishable and the reconstruction problem for \( T_b \) and the channel \( M \) is unsolvable for all \( b \).

On the other hand, let \( T \) be the 2-level 1-ary tree. Example 1.1 is a channel \( M \) such that for the tree \( T \) we have \( I(\sigma_r, \sigma_{\partial T}) = 0 \), yet the reconstruction problem for \( T_b \) is solvable when \( b \) is sufficiently large.

It is natural to ask similar question for other finite trees \( T \): Suppose that the channel \( M \) satisfies for any initial distribution \( I(\sigma_r, \sigma_{\partial T}) = 0 \), does this imply that the reconstruction problem for \( T_b \) is unsolvable for all \( b \)?

Arguing as before, it is clear that this is the case if there exists a vertex in \( \partial T \) which is at distance 1 from the root. We show that these are the only trees for which the 0-information condition implies non-reconstruction for all \( b \).

In the following theorem we give a construction related to secret-sharing protocols [24].

**Theorem 1.2** Let \( b > 1 \) be an integer and \( T \) be the 2-level \( b \)-ary tree. There exists a channel \( M_b \) such that for any initial distribution \( I(\sigma_r, \sigma_{\partial T}) = 0 \), yet when \( b \) is sufficiently large, the reconstruction problem for the channel \( M_b \) and \( T_b \) is solvable.

**Definition 3.1.** Let \( \mathcal{F} \) be a finite field with \( q > b + 2 \) elements. Let \( x_1, \ldots, x_{b+1} \) be a fixed set of non-zero element of \( \mathcal{F} \). We define a channel on the state space

\[
\mathcal{F}^b[x] = \{ f(x) : f(x) \in \mathcal{F}[x], \deg f \leq b \}.
\]

Given \( f \), take \( I \) to be a uniform variable in the set \( \{1, \ldots, b+1\} \), then take \( M(f) \) to be \( g \in \mathcal{F}^b[x] \) which satisfy \( g(0) = f(x_I) \) with probability

\[
\left| \{ g \in \mathcal{F}^b[x] : g(0) = f(x_I) \} \right|^{-1} = q^{-b}.
\]
Proposition 3.1. Let \( \{x_1, \ldots, x_{b+1}\} \) be a set of elements of \( \mathcal{F} \). There is a one to one mapping from \( \mathcal{F}^{b}[x] \) to \( \mathcal{F}^{b+1} \) defined by

\[
f \rightarrow (f(x_1), \ldots, f(x_{b+1})).
\]

The inverse map is defined by the interpolation polynomial:

\[
(y_1, \ldots, y_{b+1}) \rightarrow f(x) = \sum_{i=1}^{b+1} \frac{\prod_{j \neq i} (x - x_j)}{\prod_{j \neq i} (x_i - x_j)} y_i.
\]

Lemma 3.2. Let \( T \) be the 2-level b-ary tree. Then for any initial distribution, \( I(\sigma_r, \sigma_b) = 0 \).

Proof. We show that for all \( f \in \mathcal{F}^b[x] \) and \( h = (h_{i,j})_{i,j=1}^{b} \in (\mathcal{F}^b[x])^b \) it holds that

\[
P[\sigma_B = h | \sigma_r = f] = \sum_{a_1, \ldots, a_b \in \mathcal{F}} P[\forall i, \sigma_{v_i}(0) = a_i | \sigma_r = f] \prod_{j=1}^{b} P[\forall j, \sigma_{w_{i,j}} = h_{i,j} | \sigma_{v_i}(0) = a_i].
\]

Note that Lemma 3.1 implies that if \( x_1, \ldots, x_j \) is set of nonzero elements and \( 1 \leq j \leq b \), then the uniform distribution measure on \( \mathcal{F}^b[x] \) satisfies for all \( y_1, \ldots, y_j, a \in \mathcal{F} \) that

\[
P[\forall 1 \leq i \leq j, f(x_i) = y_i | f(0) = a] = q^{-j}.
\]

Thus the probability at the right hand side of (15):

\[
P[\forall j, \sigma_{w_{i,j}}(0) = h_{i,j}(0) | \sigma_{v_i}(0) = a_i].
\]

does not depend on \( a_i \). Now the claim follows. \[\blacksquare\]

Lemma 3.3. Let \( \{x_1, \ldots, x_{b+1}\} \) be a fixed set of non-zero element in \( \mathcal{F} \). For an element \( f \in \mathcal{F}^{b}[x] \) satisfying \( f(x_k) = y_k \) for \( 1 \leq k \leq b+1 \) and a permutation \( \pi \in S_{b+1} \) we define \( f_{\pi} \) to be the element of \( \mathcal{F}^b[x] \) which satisfy

\[
f_{\pi}(x_{\pi(k)}) = y_k.
\]

Moreover, for \( a, b \in \mathcal{F} \) define:

\[
n_{a,b} = \left| \{(f, \pi) \in \mathcal{F}^b[x] \times S_{b+1} : f(0) = a, f_{\pi}(0) = b\} \right|.
\]
We then have for all \( a \neq b, c \neq d \) that
\[
n_{a,b} = n_{c,d}, \quad n_{a,a} = n_{c,c}.
\] (18)

Moreover, for all \( a \neq b \),
\[
n_{a,a} > n_{a,b}.
\] (19)

**Proof.** We note that if \( c \in F \), and \( f \in F^b[x] \), then \((f + c)_{\pi} = f_{\pi} + c\). Similarly, if \( 0 \neq d \in F \), then \((df)_{\pi} = df_{\pi}\). Thus, for all \( a, b \) we have \( n_{a+c,b+c} = n_{a,b} \) and \( n_{d,a,db} = n_{a,b} \). Relations (18) now follows.

Looking at (14) one sees that the elements of \( F^b[x] \) which satisfy \( g(0) = a \) are exactly those elements which satisfy the equation
\[
\sum_{i=1}^{b+1} c_i g(x_i) = a,
\]
where \( c_i \) are some none zero constants.

Thus the elements \( g \) of \( F^b[x] \) which satisfy \( g(0) = a \) and \( g_{\pi}(0) = b \) are exactly those elements of \( F^b[x] \) which satisfy the equations
\[
\sum_{i=1}^{b+1} c_i g(x_i) = a,
\] (20)
and
\[
\sum_{i=1}^{b+1} c_{\pi(i)} g(x_i) = b.
\] (21)

Note that by Proposition 3.1, the number of solutions of these equations, \( s_{\pi}(a,b) \), in \( F^b[x] \) is the same as the number of solutions of these equation over \( F \) in the variables \( g(x_1), \ldots, g(x_{b+1}) \). It now follows that for every permutation \( \pi \neq 1 \) and \( a \neq b \):
\[
s_{\pi}(a,b) \leq s_{\pi}(a,a).
\] (22)
Moreover, when \( \pi = 1 \),
\[
0 = s_{\pi}(a,b) < s_{\pi}(a,a) = q^b.
\] (23)

Now,
\[
n_{a,b} = \sum_{\pi \in S_{b+1}} s_{\pi}(a,b) < \sum_{\pi \in S_{b+1}} s_{\pi}(a,a) = n_{a,a},
\]
as needed. ■
Lemma 3.4. Let \( f, g \in \mathcal{F}^b[x] \). Then \( f \) and \( g \) are indistinguishable in the sense of definition 2.1 if and only if \( f = g_\pi \) for some \( \pi \in S_{b+1} \).

Proof. We will write \( f \sim_1 g \) to denote that \( f \) and \( g \) are indistinguishable, and \( f \sim_2 g \) when there exist \( \pi \in S_{b+1} \) such that \( f = g_\pi \). It is clear that if \( f \sim_2 g \), then \( f \sim_1 g \).

On the other hand, suppose that \( f \not\sim_2 g \). We will show that there exist an \( h \in \mathcal{F}^b[x] \) such that

\[
\sum_{h' \sim_2 h} P[M(f) = h'] \neq \sum_{h' \sim_2 h} P[M(g) = h].
\]  

This would imply that indeed \( \sim_1 = \sim_2 \) (see definition 2.1). We may write

\[
\sum_{\pi \in S_{b+1}} P[M(f) = h_\pi] \neq \sum_{\pi \in S_{b+1}} P[M(g) = h_\pi].
\]  

Writing \( n_f(a) = |\{1 \leq j \leq b + 1 : f(x_j) = a\}| \), we may write the left hand side of (25) as:

\[
\frac{1}{(b+1)q^b} \sum_{\pi \in S_{b+1}} n_f(h_\pi(0)).
\]  

Summing over all \( h \in \mathcal{F}^b[x] \) with \( h(0) = a \) in (26) we obtain:

\[
\frac{n_{a,a}n_f(a) + \sum_{b \neq a} n_{a,b}n_f(b)}{(b+1)q^b} = \frac{(n_{a,a} - n_{a,a+1})n_f(a) + (b+1)n_{a,a+1}}{(b+1)q^b}.  
\]  

(by (18) we may write \( n_{a,a+1} \) for \( n_{a,b} \) when \( a \neq b \). Thus:

\[
\sum_{h : h(0) = a, \pi \in S_{b+1}} P[M(f) = h_\pi] = \frac{(n_{a,a} - n_{a,a+1})n_f(a) + (b+1)n_{a,a+1}}{(b+1)q^b} > \frac{(n_{a,a} - n_{a,a+1})n_g(a) + (b+1)n_{a,a+1}}{(b+1)q^b} = \sum_{h : h(0) = a, \pi \in S_{b+1}} P[M(g) = h_\pi].
\]  

where we have used the fact that by (19) \( n_{a,a} > n_{a,a+1} \). It now follows that there exists an \( h \) for which (25) holds.

Proof of Theorem 1.2: Fix \( b \) and let \( T \) be the 2-level \( b \)-ary tree. Let \( M \) be the channel defined at definition 3.1. Lemma 3.1 implies that for any initial distribution \( I(\sigma_r, \sigma_d) = 0 \).

On the other hand by Lemma 3.4, the channel \( M \) satisfies that \( f \) and \( g \) are indistinguishable for \( M \) if and only if \( g = f_\pi \) for some \( \pi \). It follows by Theorem 2.1 that when \( B \) is sufficiently large the reconstruction problem for \( T_B \) is solvable (moreover, when \( B \) is sufficiently large we may reconstruct \( \{f_\pi\}_{\pi \in S_{b+1}} \) the equivalence class of \( f \), with probability close to 1).
4 Improved bounds for Potts models

In this section we will focus on the following two families of channels:

- The asymmetric binary channels. These channels have the states space \{0, 1\} and the matrices:
  \[
  M = \begin{pmatrix}
  1 - \delta_1 & \delta_1 \\
  1 - \delta_2 & \delta_2
  \end{pmatrix},
  \]
  with \(\lambda_2(M) = \delta_2 - \delta_1\).

- The symmetric channels on \(q\) symbols. These have the state space \{1, \ldots, q\} and the matrices:
  \[
  M = \begin{pmatrix}
  1 - (q - 1)\delta & \delta & \cdots & \delta \\
  \delta & 1 - (q - 1)\delta & \delta & \cdots \\
  \vdots & \vdots & \ddots & \vdots \\
  \delta & \cdots & \delta & 1 - (q - 1)\delta
  \end{pmatrix},
  \]
  with \(\lambda_2(M) = 1 - q\delta\).

The reconstruction problem is unsolvable for (29) when \(|b\lambda_2(M)| \leq 1\) and unsolvable for (30) when \(0 \leq b\lambda_2(M) \leq 1\) (see Propositions 3 and 4 in [22]). On the other hand, Proposition 5.1 implies that when \(b\lambda_2^2(M) > 1\) the reconstruction problem for these channels is solvable. Moreover, the main results of [22] states that the reconstruction problem for (29) is solvable when \(b\lambda_2(M) > 1\) and \(\delta_1\) is sufficiently small; Similarly, the reconstruction problem for (30) is solvable when \(b\lambda_2(M) > 1\) and \(q\) is sufficiently large. In this section we improve the existing bounds for non-reconstruction by showing that:

**Proposition 4.1.** Let \(M\) be defined by the transition matrix (29). Then the reconstruction problem for \(T_b\) is unsolvable when
\[
\frac{b(\delta_2 - \delta_1)^2}{\delta_2 + \delta_1} \leq 1.
\]  
Similarly, the reconstruction problem for a general tree \(T\) is unsolvable if
\[
br(T) \frac{(\delta_2 - \delta_1)^2}{\delta_2 + \delta_1} < 1.
\]

**Proposition 1.3.** Let \(M\) be the channel (30). Then the reconstruction problem for \(T_b\) is unsolvable when
\[
\frac{b(1 - q\delta)^2}{1 - (q - 2)\delta} \leq 1.
\]  
Similarly, the reconstruction problem for a general tree \(T\) is unsolvable if
\[
br(T) \frac{(1 - q\delta)^2}{1 - (q - 2)\delta} < 1.
\]

Propositions 1.3 and 4.1 follow from the following theorem.
Theorem 4.2. Let $M$ be a channel and let $i, j$ be two states such that for all $k \notin \{i, j\}$ it holds that $M_{i,k} = M_{j,k}$, and there exist $0 \leq \epsilon \leq 1$ and $\beta \geq 0, \gamma \geq 0$ such that

$$
\begin{pmatrix}
M_{i,i} & M_{i,j} \\
M_{j,i} & M_{j,j}
\end{pmatrix} = \alpha \begin{pmatrix} 1 - \epsilon & \epsilon \\ \epsilon & 1 - \epsilon \end{pmatrix} + \begin{pmatrix} \beta & \gamma \\ \beta & \gamma \end{pmatrix}.
$$

(35)

If $T_b$ is the $b$-ary tree and $\alpha(1 - 2\epsilon)^2 \leq 1$, then $\lim_{n \to \infty} D_V(P_i^n, P_j^n) = 0$. Similarly, if $T$ is a general tree with $\text{br}(T)\alpha(1 - 2\epsilon)^2 < 1$, then $\lim_{n \to \infty} D_V(P_i^n, P_j^n) = 0$.

Proof of Proposition 4.1: If $\delta_1 + \delta_2 \leq 1$ write:

$$
\begin{pmatrix} 1 - \delta_1 & \delta_1 \\ 1 - \delta_2 & \delta_2 \end{pmatrix} = (\delta_1 + \delta_2) \begin{pmatrix} \frac{\delta_1}{\delta_1 + \delta_2} & \frac{\delta_1}{\delta_1 + \delta_2} \\ \frac{\delta_2}{\delta_1 + \delta_2} & \frac{\delta_2}{\delta_1 + \delta_2} \end{pmatrix} + \begin{pmatrix} 1 - \delta_1 - \delta_2 & 0 \\ 1 - \delta_1 - \delta_2 & 0 \end{pmatrix}
$$

and the proposition follows from Theorem 4.2. Otherwise, write

$$
\begin{pmatrix} 1 - \delta_1 & \delta_1 \\ 1 - \delta_2 & \delta_2 \end{pmatrix} = \begin{pmatrix} \delta_1' & 1 - \delta_1' \\ \delta_2' & 1 - \delta_2' \end{pmatrix}
$$

where $\delta_1' + \delta_2' < 1$, and use a similar decomposition. ■

Proof of Proposition 1.3: For all $i \neq j$ we have

$$
\begin{pmatrix}
M_{i,i} & M_{i,j} \\
M_{j,i} & M_{j,j}
\end{pmatrix} = (1 - (q-2)\delta) \begin{pmatrix} \frac{1-(q-1)\delta}{1-(q-2)\delta} & \delta \\ \frac{1-(q-2)\delta}{1-(q-2)\delta} & \frac{1-(q-1)\delta}{1-(q-2)\delta} \end{pmatrix}.
$$

(36)

and the proposition follows from Theorem 4.2. ■

Proof of Theorem 4.2: Assume that the label of the root is chosen to be $i$ or $j$ with probability $1/2$ each and let $X$ denote this random label. For a set $W$, we denote by $\tilde{Y}_W$ the random labeling of the vertices of $W$, and $\tilde{Y}_n = \tilde{Y}_{L_n}$. We will show that

$$
\lim_{n \to \infty} I(X, \tilde{Y}_n) = 0,
$$

(37)

where $I$ is the mutual information operator, i.e., $I(X, Y) = H(X) + H(Y) - H(X, Y)$ where $H$ is the entropy operator (see [7] for more background). Equation (37) is equivalent to $\lim_{n \to \infty} D_V(P_i^n, P_j^n) = 0$, see e.g. [22].

We will split the proof into three main steps.

Step 1 [10]: If $M$ is the binary symmetric channel,

$$
M = \begin{pmatrix} 1 - \epsilon & \epsilon \\ \epsilon & 1 - \epsilon \end{pmatrix},
$$

(38)

then for a general tree $T$ and a set $W$,

$$
I(X, \tilde{Y}_W) \leq \sum_{w \in W} (1 - 2\epsilon)^{|w|}.
$$

(39)
This is Theorem 1.3 in [10].

**Step 2:** We will show that it suffices to prove the theorem assuming that

\[
\begin{pmatrix}
M_{i,i} & M_{i,j} \\
M_{j,i} & M_{j,j}
\end{pmatrix}
= \alpha \begin{pmatrix}
1 - \epsilon & \epsilon \\
\epsilon & 1 - \epsilon
\end{pmatrix}
\]  \hspace{1cm} (39)

instead of (35). Indeed, assume that the theorem is true under the condition (39). Now let \( M \) be a channel which satisfies (35). Consider the following auxiliary channel \( N \). The channel has the state space \( A' = A \cup \{i^*, j^*\} \) and the following transition matrix \( N \):

1. For all \( \ell \not\in \{i, j\} \) and all \( \ell' \in A \), set \( N_{\ell,\ell'} = M_{\ell,\ell'} \).
2. \[
\begin{pmatrix}
N_{i,i} & N_{i,j} \\
N_{j,i} & N_{j,j}
\end{pmatrix}
= \alpha \begin{pmatrix}
1 - \epsilon & \epsilon \\
\epsilon & 1 - \epsilon
\end{pmatrix}.
\]
3. \[
\begin{pmatrix}
N_{i,i^*} & N_{i,j^*} \\
N_{j,i^*} & N_{j,j^*}
\end{pmatrix}
= \begin{pmatrix}
\beta & \gamma \\
\beta & \gamma
\end{pmatrix}.
\]
4. For all \( \ell \), set \( N_{i^*,\ell} = N_{i,\ell} \) and \( N_{j^*,\ell} = N_{j,\ell} \).

It is clear that if the original channel \( M \) satisfied the conditions of Theorem 4.2, then the channel \( N \) satisfies these conditions with (39) replacing (35). By our assumption this implies that \( \lim_{n \to \infty} I(X, \hat{Y}_n) = 0 \), where \( \hat{Y}_n \) is the labeling of level \( n \) for \( N \).

Writing \( \hat{Y}_n \) for the labeling of level \( n \) for \( M \), we note that \( \hat{Y}_n \) may be obtained from \( \hat{Y}_n \) by replacing each occurrence of \( i^* \) by \( i \) and each occurrence of \( j^* \) by \( j \). By the Data Processing Lemma (see e.g. [7]) it now follows that

\[
I(X, \hat{Y}_n) \leq I(X, \hat{Y}_n) \to 0,
\]
as needed.

**Step 3:** We the theorem assuming that (39) holds. We begin by introducing two random variables \( Z \) and \( Y \). Recall that path\((v)\) is the path from \( \rho \) to \( v \). We let:

\[
Z = \{(v, \sigma_v) : \exists w \in \text{path}(v), \sigma_w \not\in \{i, j\}\},
\]  \hspace{1cm} (40)

and given a set \( W \), let

\[
Y_W = \{(v, \sigma_v) : v \in W, \forall w \in \text{path}(v), \sigma_w \in \{i, j\}\},
\]  \hspace{1cm} (41)

We denote \( Y_{L_n} \) by \( Y_n \). Roughly speaking, \( Y_n \) contains all information on the \( i \to j \) and \( j \to i \) process from the root to level \( n \); \( Z \) contains all information which is independent of this process.
By the Data Processing Lemma

$$I(X, \bar{Y}_n) \leq I(X, (Y_n, Z)).$$ \hspace{1cm} (42)

Since for all $\ell \notin \{i, j\}$ it holds that $M_{i,\ell} = M_{j,\ell}$, it follows that $Z$ is independent of $X$. We therefore obtain

$$I(X, (Y_n, Z)) = H(X) + H(Y_n, Z) - H(X, Y_n, Z) = H(X|Z) + H(Y_n|Z) - H(X, Y_n|Z) = E_z I(X, Y_n|Z = z).$$ \hspace{1cm} (43)

We will show that for almost all $z$,

$$\lim_{n \to \infty} I(X, Y_n|Z = z) = 0.$$ \hspace{1cm} (44)

Since $0 \leq I(X, Y_n|Z = z) \leq 1$ for all $z$, this would imply the theorem by (43) and (42). By the Data Processing Lemma, in order to prove (44), it suffices to prove that for a.e. $z$ there exist cutsets $W_n$ for which

$$\lim_{n \to \infty} I(X, Y_{W_n}|Z = z) = 0.$$ \hspace{1cm} (45)

(Recall that $W$ is a cutset if $W$ intersects every infinite path emanating from $\rho$; If $W_n$ is a cutset, then and if for all $v \in W_n$ we have $\ell \leq |v| \leq \ell'$, then by the Data Processing Lemma it follows

$$I(X, Y_{\ell'}) \leq I(X, Y_{W_n}) \leq I(X, Y_{\ell}),$$

so (44) is equivalent to (45).

The key observation is noting that given $Z = z$ we have a broadcast process with the binary symmetric channel (37) on the tree

$$T_z = \{v : \forall w \in \text{path}(v), \sigma_w \in \{i, j\}\}.$$ 

Therefore by Step 1, in order to prove (45) it suffices to show that for a.e. $z$, there exist cutsets $W_n$ such that

$$\lim_{n \to \infty} \sum_{w \in W_n} (1 - 2\epsilon)^{2|w|} = 0.$$ \hspace{1cm} (46)

However, for a general tree $T$, we have $\text{br}(T_z) = \text{abr}(T)$ for a.e. $z$. So if $\text{abr}(T)(1 - 2\epsilon)^2 < 1$, then (46) hold for a.e. $z$ for appropriate $W_n$’s. Equation (46) holds for $T_d$ when $b\alpha(1 - 2\epsilon)^2 = 1$ by [19, Theorem 3].

5 \hspace{0.5cm} $\text{br}(T)|\lambda_2|^2 > 1$ implies reconstruction

The following proposition is a consequence of the results of [17].

**Proposition 5.1.** Suppose that $b|\lambda_2(M)|^2 > 1$, then the reconstruction problem is census solvable.
In this section we prove an extension of the proposition to general trees.

**Theorem 1.4.** Let $T$ be an infinite tree and $M$ a channel such that $\text{br}(T) |\lambda_2(M)|^2 > 1$, then the reconstruction problem for $M$ on $T$ is solvable.

In order to prove this theorem we are going to bound from below $D_{\chi^2}(P^{(c,i)}(X),P^{(c,j)}(X))$ where

$$D_{\chi^2}(P, Q) = \frac{1}{2} \sum_{\sigma} \frac{2(P(\sigma) - Q(\sigma))^2}{P(\sigma) + Q(\sigma)},$$

(47)

is the $\chi^2$ distance.

**Lemma 5.2.**

$$D_{\chi^2}^2 \leq D_V \leq D_{\chi^2}.$$  

(48)

**Proof.** The first inequality in (48) follows when we use the estimate:

$$\frac{2|P(\sigma) - Q(\sigma)|}{P(\sigma) + Q(\sigma)} \leq 2,$$

while the second follows from Cauchy-Schwartz when we write:

$$\frac{1}{2} |P(\sigma) - Q(\sigma)| = \frac{|P(\sigma) - Q(\sigma)|}{\sqrt{2(P(\sigma) + Q(\sigma))}} \sqrt{\frac{P(\sigma) + Q(\sigma)}{2}}.$$

We prove Theorem 1.4 by constructing linear estimators of the root variable for finite trees and then evaluating the first and second moments of these estimators.

Abbreviate $\lambda = \lambda_2(M)$, and take $v$ to be a right eigenvector (that is, $Mv = \lambda v$) with $|v|^2 = 1$. We use the notion of flows and view the tree as an electrical network. We refer the reader to [8] and [10] for definitions and more background. For a finite tree $T$, we consider $T$ as an electrical network, where we assign the edge $e$ the resistance

$$R(e) = (1 - |\lambda|^2)|\lambda|^{-2|e|}.$$

For a vertex $x$, we let $c_x = e_i$ if the label of $x$ is $i$, i.e. if $\sigma_x = i$.

We say that a set of vertices $W$ is an anti-chain if no vertex in $W$ is a descendant of another.

**Lemma 5.3.** Let $T$ be a finite tree, $W$ an anti-chain in $T$, and $\mu$ a unit flow from $\rho$ to $W$. Consider the estimator

$$S_{\mu} = \sum_{x \in W} \frac{\mu(x)c_x \cdot v}{|x|^2 \lambda}. $$

(49)

Then for all $\ell \in A$,

$$E^{\ell}||S_{\mu}||^2 = e_\ell \cdot v,$$

(50)

and there exist a constant $0 < c(M) < 1$ which depends on $M$ only such that

$$c(M)(1 + R_{\text{eff}}(\rho \leftrightarrow W)) \leq \min_{\mu} \max_{l} E^{\ell}||S_{\mu}||^2 \leq \max_{\mu} \min_{l} E^{\ell}||S_{\mu}||^2 \leq (1 + R_{\text{eff}}(\rho \leftrightarrow W)).$$

(51)
Proof. If \( x \) is at level \( n \), then

\[
E_n^i[c_x] = e_iM^n.
\] (52)

It follows from (52) that for every column vector \( v \) we have

\[
E_n^i[c_x \cdot v] = e_iM^n v.
\] (53)

If we take \( v \) to be a vector such that \( v \) is an eigenvalue of \( M \) which corresponds to \( \lambda = \lambda_2(M) \), we obtain,

\[
E_n^i[c_x \cdot v] = \lambda^n e_i \cdot v.
\] (54)

Now (50) follows by linearity.

We let \( \text{path}(x) \) be the path from \( \rho \) to \( x \) (more generally let \( \text{path}(x, y) \) be the path from \( x \) to \( y \)). We let \( x \wedge y \), be the meeting point of \( x \) and \( y \), that is, the vertex farthest from the root \( \rho \) on \( \text{path}(x) \cap \text{path}(y) \). We have:

\[
E^\ell[| (c_x \cdot v) (c_y \cdot v) |] = \sum_i P^\ell[c_x \wedge y = e_i] E[|(c_x \cdot v)(c_y \cdot v)| \mid c_x \wedge y = e_i]
\]

\[
= \sum_i P^\ell[c_x \wedge y = e_i] |e_i \cdot v|^2 |\lambda|^d(x,y) \leq |\lambda|^d(x,y).
\] (55)

Therefore,

\[
E^\ell[|S_\mu|^2] \leq \sum_{x,y} \frac{\mu(x)\mu(y)}{|\lambda||x||y|} E^\ell[|(c_x \cdot v)(c_y \cdot v)|] \leq \sum_{x,y} \frac{\mu(x)\mu(y)}{|\lambda|^2 |x \wedge y|}.
\] (56)

Since

\[
\frac{1}{|\lambda|^2 u} = 1 + \sum_{e \in \text{path}(u)} R(e),
\]

if follows that for all \( \ell \),

\[
E^\ell[|S_\mu|^2] \leq (1 + \sum_e R(e) \sum_{x,y \in W} 1_{e \in \text{path}(x \wedge y)} \mu(x)\mu(y)) = (1 + \sum_e R(e)\mu^2(e)).
\] (57)

When we take the minimum in (57) we obtain,

\[
\min_\mu \max_\ell E^\ell[|S_\mu|^2] \leq \min_\mu \left( 1 + \sum_e R(e)\mu^2(e) \right) = \left( 1 + \mathcal{R}_{\text{eff}}(\rho \leftrightarrow W) \right),
\] (58)

where the equality in (58) is Thompson’s principle (see Doyle and Snell [8]). Equation (58) is the left hand side inequality in (51). The proof of the other inequality in (51) follows in a similar way.
Proof of Theorem 1.4: Since $|\lambda|^2 \text{br}(T) > 1$ it follows that

$$\mathcal{R}_{\text{eff}}(\rho \leftrightarrow \infty) = \sup_n \mathcal{R}_{\text{eff}}(\rho \leftrightarrow L_n) < \infty. \quad (59)$$

We consider linear estimators as in Lemma 5.3 and note that if $v$ is an eigenvector as in Lemma 5.3, then

$$\tilde{C}(M) = \max_{i,j} |e_i \cdot v - e_j \cdot v| > 0. \quad (60)$$

We fix a level $n$, take $i$ and $j$ such that we obtain the maximum in (60), and consider a linear estimator as in Lemma 5.3 for $W = L_n$, such that the upper bound in (51) holds. We obtain that

$$\left| \sum_{\sigma} S_\mu(\sigma)(P^i_n[\sigma] - P^j_n[\sigma]) \right| \geq \tilde{C}(M). \quad (61)$$

On the other hand, by Cauchy-Schwartz we obtain that

$$\left( \sum_{\sigma} S_\mu(\sigma)(P^i_n[\sigma] - P^j_n[\sigma]) \right)^2 \leq \sum_{\sigma} |S_\mu(\sigma)|^2 (P^i_n[\sigma] + P^j_n[\sigma]) \sum_{\sigma} \frac{(P^i_n[\sigma] - P^j_n[\sigma])^2}{P^i_n[\sigma] + P^j_n[\sigma]}$$

$$\leq 4(1 + \mathcal{R}_{\text{eff}}(\rho \leftrightarrow L_n))D^2_{\chi^2}(P^i_n, P^j_n). \quad (62)$$

Combining (61) and (62) we obtain that for all $n$

$$D^2_{\chi^2}(P^i_n, P^j_n) \geq \frac{\tilde{C}(M)^2}{4(1 + \mathcal{R}_{\text{eff}}(\rho \leftrightarrow L_n))}. \quad (63)$$

So the theorem follows by Lemma 5.2. \hfill \blacksquare

Proof of Proposition 5.1: For the $b$-ary tree $T_b$ we have $\text{br}(T_b) = b$. Moreover, the flow $\mu$ which minimizes $\sum_e R(e)\mu^2(e)$ in (58) is the flow which satisfies $\mu(e) = b^{-|e|}$. This implies that we may take $S_n$ to be

$$S_n = \frac{c_n \cdot v}{d_n \lambda^n}. \quad (64)$$

In particular $S_n$ is a function of $c_n$. Now, arguing as in the proof of Theorem 1.4 we see that there exist $i, j$ for which $D_V(P^{(c),i}_n, P^{(c),j}_n)$ is bounded away from 0 for all $n$. \hfill \blacksquare

6 Census reconstruction fails when $b|\lambda_2|^2 < 1$

In this section we prove non-reconstruction when $b|\lambda_2|^2 < 1$. The proof relies on the Kesten-Stigum theorem \cite{17}. The following is an immediate consequence of Theorem 2.3 of \cite{17}:

Kesten-Stigum CLT \cite{17}: Let $M$ be a transition matrix such that $b|\lambda_2(M)|^2 < 1$ and let $\pi$ be the stationary distribution for $M$, i.e., the normalized left eigenvector for the eigenvalue 1. Then for any vector $v$ of $M$ which is orthogonal to $\pi$, and for all $j \in \mathcal{A}$,

$$\frac{\langle c^n_j, v \rangle}{b^{n/2}} \to \mathcal{N}(0, \sigma), \quad (64)$$
where \( \mathcal{N} \) denotes a normal random variable and \( \sigma \) does not depend on \( j \). Moreover, the convergence rate may be bounded in term of \( |v|_2 \) only.

An immediate consequence is:

**Proposition 6.1.** For all \( i, j \) and \( \epsilon > 0 \), one may couple \( c^i_n \) and \( c^j_n \) in such a way that,

\[
\lim_{n \to \infty} P[|c^i_n - c^j_n| > \epsilon b^{n/2}] = 0.
\]

**(65)**

**Proof.** If follows from the Kesten Stigum theorem that

\[
\frac{c^\ell_n - \pi b^n}{b^{n/2}} \to \mathcal{N}
\]

where \( \mathcal{N} \) is a normal variable which does not depend on \( \ell \). The claim follows, as for all \( \delta > 0 \) we can couple both \( c^i_n \) and \( c^j_n \) with the same normal variable \( b^{n/2} \mathcal{N} \) in such a way that

\[
P[|c^\ell_n - b^{n/2} \mathcal{N}| > \epsilon b^{n/2}] < \delta,
\]

for both \( \ell = i \) and \( \ell = j \). ■

**Theorem 1.5.** If \( b|\lambda_2(M)|^2 < 1 \), then the reconstruction problem is not census solvable for the \( b \)-ary tree and the channel \( M \).

The proof is easier when all the entries of \( M \) are strictly positive, in which case the following lemma is trivial.

**Lemma 6.2.** Let \( M \) be irreducible and aperiodic, then there exists an \( h \) such that for all \( i \) and \( j \) all \( n \geq h \) and all \( v \),

\[
P[c^i_n = v] > 0 \iff P[c^j_n = v] > 0.
\]

**(66)**

**Proof.** Since \( (M_{i,j})^k_{i,j=1} \) is irreducible and aperiodic it follows that there exists an \( \ell \) such that the matrix \( M^\ell \) is strictly positive. Thus, for every two states \( i \) and \( j \) we may construct a \( \ell \) level tree such that the root of the tree is labeled by \( i \) and all of the leaves are labeled by \( j \). Let \( h = \ell(k + 4) \) and \( n \geq h \). Suppose that \( P[c^i_n = v] > 0 \). Then there exists a labeling of the tree of \( n \) levels which has \( i \) at the root and \( \sigma \) at level \( n \), and such the census of \( \sigma \) is \( v \). We will prove the lemma by constructing a labeling where the root is labeled by \( j \), level \( n \) is labeled by \( \tau \), and the census of \( \tau \) is \( v \).

We denote by \( x_1, \ldots, x_{b^{n-\ell}} \) the vertices at level \( n - \ell \). For \( x_i \) we define \( c(x_i) \) to be the census of the subtree rooted at \( x_i \) for the labeling \( \sigma \). Let \( u = (u_1, \ldots, u_k) \) be a non-negative vector which satisfies \( \sum u_i = b^\ell \). Define \( c(\sigma, u) = |\{t : c(x_t) = u\}| \). Note that if \( c(\sigma, u) > 0 \) then there exists a labeling of the \( \ell \) levels tree, denoted \( \tau(u) \), which has \( u \) as its census and such that the label of the root for this labeling is \( \sigma_{\rho}(u) \).

Since

\[
v - \sum_u \left(c(\sigma, u) \mod b^\ell\right) u = 0 \mod b^\ell,
\]
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it follows that
\[ v = b^\ell w + \sum_u \left( c(\sigma, u) \mod b^\ell \right) u, \]
for some integer valued vector \( w \).

Note that if for root value \( j \), we could label \( \sum_u \left( c(\sigma, u) \mod b^\ell \right) u \) of the vertices of level \( n - \ell \) by labels \( \sigma_\rho(u) \) with multiplicity \( c(\sigma, u) \mod b^\ell \), then we are done. Since using these vertices, it is possible to build the \( b^\ell w \) part of the census. Now using the other vertices at level \( n - \ell \) it is possible to build the \( b^\ell w \) part of the census (whatever labels these vertices have).

Note that
\[ \sum_u \left( c(\sigma, u) \mod b^\ell \right) \leq b^\ell | \{ u : \forall i, u_i \geq 0, \sum_{i=1}^k u_i = b^\ell \} | \leq b^\ell b^{k \ell} = b^{(k+1)\ell}. \]

Therefore by assigning \( b^{(k+1)\ell} \) of the vertices at level \( n - 2\ell \) the task of producing the prescribed labels at level \( n - \ell \) we obtain the required result.

\[ \square \]

**Proof of Theorem 1.5.** We take \( h \) such that (66) holds for \( n \geq h \). We may write:
\[ c_{n+h}^j = \sum_{i=1}^k S_i^j(c_n^i(i)), \quad (67) \]
where \( S_i^j \) is a random walk on \( \mathbb{Z}^k \) which satisfy:
\[ \mathbb{P}[S_i^j(t+1) = S_i^j(t) + v] = \mathbb{P}[c_h^j = v]. \]

By (66), all the \( S_i^j \) are random walks with the same support.

By the local CLT it follows that if \( |c_n^j - c_n^i| < \epsilon \sqrt{b^\ell} \), it is possible to couple \( c_{n+h}^j \) and \( c_{n+h}^i \) with probability \( f(\epsilon) \) where \( f(\epsilon) \to 0 \) as \( \epsilon \to 0 \). Now the result follows from Proposition 6.1.

\[ \square \]

## 7 Census reconstruction for Potts models fails at criticality

In section 6 we presented a proof that \( b|\lambda_2|^2 < 1 \) implies that the reconstruction problem is not census-solvable. We believe that this result is also valid when \( b|\lambda_2|^2 = 1 \). In this section we prove that this is the case when \( M \) is the \( q \) state Potts model or the Ising model with external field.

**Theorem 1.6.** Let \( M \) be the \( q \) state Potts model, or the asymmetric Ising model, and suppose that \( b\lambda_2^2(M) \leq 1 \), then the reconstruction problem is unsolvable.

**Proof.** We prove the theorem for the 3-state Potts model, the general proof being similar. It is convenient to denote the states of the channel by \(-1, 0 \) and \( 1 \). We show that for all \( i, j \in \{-1, 0, 1\} \) there exist a coupling such that \( \mathbb{P}[c_n^i = c_n^j] \to 1 \) as \( n \to \infty \). By symmetry, it suffices to find such...
coupling for \(c_{n}^{1}\) and \(c_{n}^{-1}\). We denote by \(\sigma^{+}\) the coloring with 1 at the root, and \(\sigma^{-}\) for the coloring with \(-1\) at the root.

During all the steps of the coupling we require that for all \(v\) we have \(\sigma^{-}_{v} = 0\) iff \(\sigma^{+}_{v} = 0\). The main step in proving the existence of the required coupling is given in the following lemma.

**Lemma 7.1.** There exists \(p^{*} > 0\) such that: Given \((\sigma_{v})_{|v| \leq n}\) and \((\tau_{v})_{|v| \leq n}\) which are coupled in such a way that \(\sigma_{v} = 0\) iff \(\tau_{v} = 0\), there exits \(N \geq n\) and a coupling procedure for \((\sigma_{v})_{|v| \leq N}\) and \((\tau_{v})_{|v| \leq N}\) such that \(\sigma_{v} = 0\) iff \(\tau_{v} = 0\) and such that \(P[c_{N}^{\sigma} = c_{N}^{\tau}] \geq p^{*}\) (where \(c_{N}^{\sigma}\) and \(c_{N}^{\tau}\) are the \(\sigma\) and \(\tau\) level \(N\) census vectors respectively).

By iterating Lemma 7.1, the coupling probability \(P[c_{n}^{1} = c_{n}^{-1}]\) may be made arbitrarily close to 1 for large \(n\).

**Proof of Lemma 7.1:** At level \(n\) there are two types of vertices: those for which \(\sigma_{v} = \tau_{v}\), and those for which \(\sigma_{v} = -\tau_{v} \in \{-1, 1\}\). For all the vertices \(w\) whose ancestors \(v\) at level \(n\) satisfy \(\sigma_{v} = \tau_{v}\), we let \(\sigma_{w} = \tau_{w}\).

Denote the vertices \(v\) at level \(n\) which satisfy \(\sigma_{v} = -\tau_{v} \in \{-1, 1\}\) by \(v_{1}, \ldots, v_{\ell}\). Let \(T\) be the graph which consists of the subtrees rooted at \(v_{1}, \ldots, v_{\ell}\).

We think of \(T\) as drawn in the plan, and denote the vertices of level \(m\) by \(v_{1}^{m}, \ldots, v_{\ell}^{m}\). We will slightly abuse the notation by redefining \(c_{m}^{\sigma}(i) = |\{j : 1 \leq j \leq \ell b^{n-m}, \sigma(v_{j}^{m}) = i\}|, \ c_{m}^{\tau}(i) = |\{j : 1 \leq j \leq \ell b^{n-m}, \tau(v_{j}^{m}) = i\}|\). (68)

Note that \(c_{m}^{\sigma} = c_{m}^{\tau}\) in the old definition if and only if it does in the new one.

We define \(X_{m}^{\sigma} = c_{m}^{\sigma}(1) - c_{m}^{\sigma}(-1)\) and \(X_{m}^{\tau} = c_{m}^{\tau}(1) - c_{m}^{\tau}(-1)\). Note that if a coupling of \(\sigma\) and \(\tau\) satisfies \(\sigma_{v} = 0\) iff \(\tau_{v} = 0\), then we have \(c_{m}^{\sigma} = c_{m}^{\tau}\) if and only if \(X_{m}^{\sigma} = X_{m}^{\tau}\).

We define the coloring of \(T\) as a dynamic process starting at the root, running level by level from left \((v_{1}^{m})\) to right \((v_{\ell}^{m})\). Writing \(v'\) for the parent of \(v\), we let

\[
S^{\sigma}(v_{1}^{m}) = (b\theta)^{-m} X_{n}^{\sigma} + \sum_{n \leq k < m} (b\theta)^{-k} \sum_{j \leq \ell b^{n-k}} (\sigma(v_{j}^{k}) - \theta \sigma(v_{j}^{k})),
\]

\[
S^{\sigma}(v_{1}^{m}) = (b\theta)^{-m} X_{m}^{\sigma} + \sum_{n \leq k < m} (b\theta)^{-k} \sum_{j \leq \ell b^{n-k}} (\sigma(v_{j}^{m}) - \theta \sigma(v_{j}^{m})),
\]

where we formally define \(\sigma_{v'} = 0\). We define \(S^{\tau}\) similarly. Note that all the terms in (69) except the first one, have mean zero, and therefore both \(S^{\sigma}\) and \(S^{\tau}\) are martingales. Also,

\[
S^{\sigma}(v_{1}^{m}) = (b\theta)^{-m} X_{m}^{\sigma}, \quad S^{\tau}(v_{1}^{m}) = (b\theta)^{-m} X_{m}^{\tau}.
\]

The coupling consists of a few steps, during all of which we require that for all \(v\) we have \(\sigma_{v} = 0\) iff \(\tau_{v} = 0\).

1. **Reflection until we reach \(N\) such that:**

\[
-\sqrt{bN}C_{1} \leq X_{N}^{\sigma} = -X_{N}^{\tau} \leq C_{1} \sqrt{bN}.
\]

We label the vertices level by level, left to right using the rule \(\sigma_{v} = -\tau_{v}\), until we reach \(v_{1}^{N}\) with \(|S^{\sigma}(v_{1}^{N})| \leq (1 + \theta)(b\theta)^{-N}\) and \(N\) large. From lemma 7.2 below, it follows that such a
vertex exits a.s. Now \( X_N^+ - (b\theta)^N S^\sigma(v_N^+) \) is a sum of \( \ell b^{N-n} - i \) independent variables with values \(-1, 0, 1\) and expected value 0. It therefore follows by the CLT that with probability going to 1 as \( C_1 \to \infty \) we have \( |X_N^+| \leq C_1 \sqrt{b^N} \). Therefore, by continuing the definition \( \sigma(v_N^+) = -\tau(v_N^+) \) for \( i < j \leq b^{N-n} \), we obtain \((71)\). We let \( Y_{N+1}^+(i, j) \) be the number of vertices in the \( \sigma \) labeling which are at level \( N+1 \), of type \( j \) and have a type \( i \) parent. All these variables are binomial and
\[
E[Y_{N+1}^+(i, j) | c_N^\sigma] = (b(1 - \theta)/3 + \delta_{i,j} b\theta) c_N^\sigma(i).
\] 

(72)

2. Labeling the 0's of level \( N + 1 \): We label all vertices of level \( N + 1 \) with \( \sigma(v_j^{N+1}) = \sigma(v_j^{N+1}) = 0 \) independently with probability
\[
P[\sigma(v_j^{N+1}) = 0 | \sigma(v_j^{N+1})] = P[\tau(v_j^{N+1}) = 0 | \tau(v_j^{N+1})].
\]
We thus achieve that \( c_{N+1}^\sigma(0) = c_{N+1}^\tau(0) \).
By the CLT it follows that with probability going to 1 as \( C_3 \to \infty \),
\[
|Y_{N+1}^\sigma(i, 0) - E[Y_{N+1}^\sigma(i, 0) | c_N^\sigma]| \leq C_3 \sqrt{b^{N+1}},
\]
and therefore for \( j \neq 0 \),
\[
|E[Y_{N+1}^\sigma(i, j) | c_N^\sigma, Y_{N+1}^\sigma(i, 0) - E[Y_{N+1}^\sigma(i, j) | c_N^\sigma]| \leq C_3 \sqrt{b^{N+1}}.
\] 

(73)

3. Labeling some of the \( \pm 1 \) of level \( N + 1 \). Let \( i_0 \) be the maximizer of \( c_N^\sigma(i) \). For \( i \neq i_0 \) we label all vertices \( v \) at level \( N + 1 \) which have a parent of type \( i \) and satisfy \( \sigma(v) \neq 0 \) by \( \pm 1 \) using the reflecting coupling \( \sigma(v) = -\tau(v) \). By the CLT it follows that with probability going to 1 as \( C_4 \to \infty \) we have for \( i \neq i_0 \) and all \( j \)
\[
|Y_{N+1}^\sigma(i, j) - E[Y_{N+1}^\sigma(i, j) | c_N^\sigma, Y_{N+1}^\sigma(i, 0)] | \leq C_5 \sqrt{b^{N+1}}.
\] 

(74)

4. Local CLT for the final coupling. We now want to label the remaining vertices with \( \pm 1 \) to achieve \( X_{N+1}^\sigma = X_{N+1}^\tau \). We note that \( Z^\sigma = Y^\sigma - Y^\sigma(i_0, 1) - Y^\sigma(i_0, 1) \) are sum of i.i.d. \( \pm 1 \) random variables and therefore satisfy the local CLT. Moreover, by \((72)\), it follows that with high probability each of the \( Z^\alpha \) and control the sum of at least \( \ell b^{N+1-n}(1 - \theta)/6 \) such variables. In order that \( X_{N+1}^\sigma = X_{N+1}^\tau \) we need that \( \sum_i Y^\sigma(i, 1) - Y^\sigma(i, 1) = \sum_i Y^\tau(i, 1) - Y^\tau(i, 1) \).
By \((72)\),\((73)\) and \((74)\) it follows that for \( i \neq i_0 \) and with probability going to 1 as \( C_5 \to \infty \),
\[
|Y^\sigma(i, 1) - Y^\tau(i, 1)| - b\theta c_N^\sigma(i) \leq C_5 \sqrt{b^{N+1}}.
\]

(75)

Similarly, by \((72)\) and \((73)\)
\[
|E[Y^\sigma(i_0, 1) - Y^\sigma(i_0, 1) | c_N^\sigma, Y_{N+1}^\sigma(i, 0)] - b\theta c_N^\sigma(i_0)| \leq C_5 \sqrt{b^{N+1}}
\]

(76)

Now by \((76)\),\((73)\),\((74)\) and the fact that until now we used reflection, it follows that \( Z^\sigma + W^\sigma = Z^\tau + W^\tau \) where \( W^\sigma \) are random variables which satisfies \( W^\sigma = -W^\tau \) and with probability going to 1 as \( C_6 \to \infty \), \( |W^\sigma - W^\tau - \mathbb{E}[Z^\sigma] - \mathbb{E}[Z^\tau]| \leq C_6 \sqrt{b^{N+1}} \). By the local CLT, it follows with probability \( p^* > 0 \) we may couple \( Z^\sigma \) and \( Z^\tau \) in order to achieve \( X_N^\sigma = X_N^\tau \).
Lemma 7.2. A.s. $S^\sigma$ changes signs infinitely often.

Proof. We prove that $X_n^\sigma$ changes sign infinitely often a.s. By the Borel-Cantelli lemma it suffices to prove that for all $n$ and all $\sigma(v)_{|v| \leq n}$ there exists $m \geq n$ such that $P[X_m^\sigma > 0 | \sigma(v)_{|v| \leq n}] \geq 1/4$. However, by the Kesten-Stigum theorem \cite{17}, there exits some $a_m \to \infty$ such that given $\sigma(v)_{|v| \leq n}$, $X_m/a_m$ converges to a non-degenerate normal random variable with expected value 0. So when $m$ is large, $P[X_m^\sigma > 0 | \sigma(v)_{|v| \leq n}] \geq 1/4$ as needed. ■

8 Unsolved problems

8.1 Critical values

Except for symmetric binary channels there are no interesting families of channels for which the critical value for reconstruction is known.

Problem 1. For the 3 symbols Potts model \cite{30} find the critical value for reconstruction.

The same question applies to asymmetric binary channels, and to proper colorings (which correspond to the zero temperature anti-ferromagnetic Potts model). Proper colorings of trees were studied in \cite{2}; The corresponding transition matrix is

$$M = \begin{pmatrix}
0 & (q-1)^{-1} & (q-1)^{-1} & \ldots & (q-1)^{-1} \\
(q-1)^{-1} & 0 & (q-1)^{-1} & \ldots & \vdots \\
\vdots & \ldots & \ddots & \ddots & \vdots \\
(q-1)^{-1} & \ldots & (q-1)^{-1} & 0
\end{pmatrix}. \tag{77}
$$

A simple coupling argument (see \cite{2}) shows that if $b \leq q - 1$, then the reconstruction problem is unsolvable for colorings of $T_b$. On the other hand, applying standard coupon-collector estimates recursively (similarly to Theorem 2.1), it is easy to see that if $b \geq (1 + \epsilon) q \log q$ and $q$ is large, then the reconstruction problem is solvable. By Proposition 5.1 and Theorem 1.5, the census reconstruction problem is solvable if $b > (q-1)^2$, and unsolvable if $b < (q-1)^2$.

Problem 2. For fixed $q$, for which $b$ is the reconstruction problem solvable for the channel \cite{73}?

8.2 Soft inputs - Robust phase transitions

We like to mention briefly the notion of "robust" phase transition which first appeared in \cite{23}. Consider the usual reconstruction problem, but suppose that the data at the boundary is given with some additional noise. The proofs that if $b \lambda_2(M) > 1$ the reconstruction problem is (census) solvable are immune to this noise. However, this may not be the case for the reconstruction problem. Indeed, we suspect that adding this additional noise (assuming it is fixed but sufficiently strong) will shift the phase transition to the point $b \lambda_2(M) = 1$. A similar phenomena was proven in \cite{23} for the phase transition of uniqueness. For $n$ and $m$, we denote by $\sigma_{n,m}$ the configuration which is obtained from $\sigma_n$ by applying the random function $M^m$ independently on each of the symbols in $\sigma_n$. We denote by $P_{n,m}^\ell$ the conditional distribution on $\sigma_{n,m}$ given that $\sigma_p = \ell$. We then
Conjecture 1. For all $M$ and $b$, such that $b\lambda_2^2(M) < 1$, there exists $m$ such that

$$\sup_{i,j} \lim_{n \to \infty} D_V(P_{n,m}^i, P_{n,m}^j) = 0.$$ 

8.3 Monotonicity

For Potts models (4), it is easy to see that if the reconstruction problem is solvable for $q$ and $\epsilon$ and $q' < q$, then the reconstruction problem is also solvable for $q'$ and $\epsilon$. We expect that for fixed $\lambda = \lambda_2(M)$, reconstruction is easier when $q$ is larger.

Conjecture 2. Consider two symmetric channels $M_1$ and $M_2$ (as in (4)) on $q_1$ and $q_2$ symbols respectively, where $q_1 < q_2$. If $\lambda_2(M_1) = \lambda_2(M_2)$ and the reconstruction problem is solvable for $M_1$, then it is also solvable for $M_2$.

This is obvious when $q_2$ is a multiple of $q_1$. Using the reconstruction criteria for the binary symmetric channel on 2 symbols, it is easy to prove the conjecture when $q_1 = 2$.
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