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Abstract

We consider the quantum problem of a particle in either a spherical box or a finite spherical well confined by a circular cone with an apex angle $2\theta_0$ emanating from the center of the sphere, with $0 < \theta_0 < \pi$. This non-central potential can be solved by an extension of techniques used in spherically-symmetric problems. The angular parts of the eigenstates depend on azimuthal angle $\varphi$ and polar angle $\theta$ as $P^m_i(\cos \theta) e^{im\varphi}$ where $P^m_i$ is the associated Legendre function of integer order $m$ and (usually noninteger) degree $l$. There is an infinite discrete set of values $\lambda = \lambda_i^m (i = 0, 1, 3, ...)$ that depend on $m$ and $\theta_0$. Each $\lambda_i^m$ has an infinite sequence of eigenenergies $E_i(\lambda_i^m)$, with corresponding radial parts of eigenfunctions. In a spherical box the discrete energy spectrum is determined by the zeros of the spherical Bessel functions. For several $\theta_0$ we demonstrate the validity of Weyl’s continuous estimate $N_W$ for the exact number of states $N$ up to energy $E$, and evaluate the fluctuations of $N$ around $N_W$. We examine the behavior of bound states in a well of finite depth $U_0$, and find the critical value $U_*(\theta_0)$ when all bound states disappear. The radial part of the zero energy eigenstate outside the well is $1/r^{\lambda+1}$, which is not square-integrable for $\lambda \leq 1/2$. $(0 < \lambda \leq 1/2)$ can appear for $\theta_0 > \theta_c \approx 0.726\pi$ and has no parallel in spherically-symmetric potentials. Bound states have spatial extent $\xi$ which diverges as a (possibly $\lambda$-dependent) power law as $U_0$ approaches the value where the eigenenergy of that state vanishes.

1. Introduction

Closed form solutions of the non-relativistic Schrödinger equation for a single particle are useful for intuitive understanding of quantum mechanics [1]. Unfortunately, exact solutions are not very common. Even in one dimension (1D) the list of ‘simple,’ analytically solvable, potentials is rather short: it includes the trivial cases of ‘particle in a box’ or finite-depth square well potential, harmonic oscillator, and a list of moderate length of additional potentials [2–4], or potentials that can be reduced to such simple potentials by appropriate transformations (see, e.g., [5] and references therein). In higher dimensions, ‘exactly solvable’ problems are usually reduced to a sequence of 1D problems, such as separation of the $d$-dimensional ‘particle in a rectangular box’ problem into $d$ 1D problems in Cartesian coordinates, or similar separation of a $d$-dimensional harmonic oscillator into 1D oscillators. (In exceptional cases not amenable to variable separation, alternative methods based on supersymmetry or shape invariance exist [6, 7].) For central potentials, such as Coulomb interaction, or ‘spherical box’ or finite spherical well, the simplification is achieved by separating the radial equation from the angular part, while the angular part in $d \geq 3$ can also be separated into several differential equations corresponding to various angles such as the polar angle $\theta$ and the azimuthal angle $\varphi$ in three dimensions (3D) [5].

In this work we consider a particle either confined in a 3D spherical box or placed in a finite depth spherical well. In both cases the allowed space is also confined by a rigid cone of apex angle $2\theta_0$ with the apex located at the center of the sphere. The resulting potential is not spherically-symmetric, i.e. non-central, but it can be solved using a slight extension of central potential methods which would be used in the absence of the confining cone. The angle $\theta_0$ is a dimensionless parameter that can qualitatively modify the solutions of Schrödinger equation and introduce some features the are absent in the central potential cases.
Besides the pedagogical value of this particular quantum problem as well as applicability to small quantum systems with similar geometry, it is also related to several classical problems: (a) When $i\partial / \partial t$ in the Schrödinger equation is replaced by $\partial / \partial t$, it resembles a diffusion equation, with quantum potential $V(r)$ proportional to particle production or absorption rate at position $r$, while a combination of other constants is proportional to a diffusion constant; it is one of the simpler forms of the Fokker-Planck equation [8]. (b) For long ideal polymers the partition function $Z$ satisfies an equation resembling the Schrödinger equation [9] with time replaced by imaginary $iN$, where $N$ is the number of monomers, and the quantum potential $V$ replaced by the potential of the polymer problem divided by $k_B T$ (cf., [10]). (Sequence of the instantaneous monomer positions $r(i)$, where $i$ is the monomer number, can also be viewed as a time sequence $r(t)$ of a diffusing particle, thus mapping the polymer problem onto a diffusion problem.) In the polymer problem the usual dependence of the quantum state with energy $E$ on time $\sim e^{-E N}$ is replaced by the polymer length dependence $\sim e^{-b N}$, and therefore it is dominated by the ground state. The presence or absence of bound states in the quantum problem corresponds to the presence or absence of adsorption in the polymer problem [10, 11].

The 3D problems that are not spherically symmetric are usually not exactly solvable. However, a particular class of non-central potentials that has the form [12, 13]

$$V(r, \theta, \varphi) = U(r) + \frac{f(\theta)}{r^2} + \frac{g(\varphi)}{r^2 \sin^2 \theta}$$ (1)

can be separated in a form resembling central potentials. In classical physics, such a Hamiltonian has three constants of motion [14], while in Schrödinger equation the parts dependent of $\theta$ and $\varphi$ have the form that is naturally present when the equation is written in spherical coordinates, and the resulting equation separates into an azimuthal ($\varphi$-dependent) part that has a possibly non-integer eigenvalue $m$, which appears in the eigenvalue equation for the polar ($\theta$-dependent) part with possibly non-integer eigenvalue $\lambda$. Of course, separation of the Schrödinger equation into three one dimensional equations does not by itself make it exactly solvable, but for a certain collection of potentials it is possible to express the solutions via known functions and even provide algebraic expressions for the eigenvalues [12, 13]. For central potentials the angular parts have integer eigenvalues $m$ and $\lambda = \ell$, and the angular functions are spherical harmonics $Y_{\ell m}(\theta, \varphi)$.

In this work we consider a potential without azimuthal dependence ($g(\varphi) = 0$), thus leaving that part of eigenfunction in the standard form ($e^{im\varphi}$ with integer $m$) familiar from central potentials [1]. The polar part of the potential represents the confinement of a particle inside an infinite circular cone

$$f(\theta) = \begin{cases} 0, & \theta < \theta_0, \\ \infty, & \text{otherwise.} \end{cases}$$ (2)

Such a potential does not introduce additional energy scales, but forces the polar part of the eigenfunction to vanish for $\theta = \theta_0$. For the particular case of $\theta_0 = \pi/2$ it represents a repulsive plane. By itself, the infinite conical surface is length scale-free and represents an interesting case for many physical problems described by a Laplacian in the presence of a conical boundary, such as as problems of heat conduction or diffusion near cones [15], or polymers attached to conical probes [16–19], or Casimir forces experienced by conical conductors [20], or diffraction of electromagnetic [21–24] and acoustic [25] waves by conical surfaces.

If the apex of the confining cone is placed in the center of a spherical box or a finite spherical well of radius $a$, then the angle $\theta_0$ controls the length scale $ab_0$ and therefore strongly influences the eigenstates of the system. However, a change in $\theta_0$ does not modify the angular part of the Schrödinger equation, but only imposes boundary conditions on that part of the wavefunction.

In section 2 we demonstrate the variable separation in Schrödinger equation for a particle in a spherical box, and show how $\theta_0$ dependence of the angular constants and the energy eigenvalues. We also study the structure of eigenvalue bunches that are created, and the behavior of the eigenvalues for $\theta_0$ near $\pi$ or $0$. In section 3 we verify the validity of a continuous function that estimates the number of states up to a certain energy $E$, and study the deviations of the exact results from the continuous estimates. Similar techniques are used in section 4 to study a particle in a finite spherical well. Special attention is paid to the presence or absence of bound states. In section 5 we examine the properties of zero-energy eigenstates that appear for special values of the well depth and show that for large $\theta_0$ some eigenstates are not normalizable. We show that, when the decreasing well depth approaches the condition where eigenenergy of a particular state vanishes, the spatial extent of the eigenfunction diverges with an exponent that may depend on $\theta_0$. In section 6 we compare some our results with analogous properties of spherically-symmetric potentials, and also discuss the application of our results to polymer adsorption.
2. Infinite potential well

As a simplest example of a central potential confined by a conical surface, we consider a quantum particle of mass $m$ in a 3D spherical box (infinite potential well) of radius $a$ bounded by a cone with apex angle $2\theta_0$, such that the complete potential can be written as

$$V(r) = \begin{cases} 0, & r < a, \theta < \theta_0 \\ \infty, & \text{otherwise} \end{cases}$$

(3)

where the radius $r$ and polar angle $\theta$ are the spherical coordinates. An example of such confining space is represented in figure 1. It is convenient to work with dimensionless variables, where distances are measured in the units of sphere radius $a$, while the energies are measured in the units of $\frac{\hbar^2}{2ma^2}$. The time-independent Schrödinger equation [1] in these dimensionless variables is

$$(-\nabla^2 + V)\psi = E\psi,$$

(4)

where $E$ is the energy eigenvalue and $\psi$ is the eigenfunction. In the absence of a confining cone, a spherical box is a textbook example [1] of a confined particle. In the presence of a cone, we follow a similar path of solving the equation by separation of variables, which in spherical coordinates leads to

$$-\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \psi}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \psi}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 \psi}{\partial \varphi^2} + V\psi = E\psi.$$

(5)

As in the case of a central potential the solution can be separated into a product of radial, polar and azimuthal functions $\psi(r, \theta, \varphi) = R(r)\Theta(\theta)\Phi(\varphi)$. Since, the potential in equation (2) is independent of $\varphi$, the azimuthal part of the eigenstate satisfies the same equation as in the case of central potentials

$$-\frac{d^2\Phi}{d\varphi^2} = m^2\Phi,$$

(6)

which is satisfied by the functions $\Phi_m(\varphi) = e^{im\varphi}$ with $m = 0, \pm 1, \pm 2, \ldots$. These are eigenstates of the $z$ component of the angular momentum since the potential is invariant under rotations around $z$ axis.

The equation for the polar function $\Theta(\theta)$ coincides with the usual equation used for a central potential, since the restricting cone in equation (2) only influences the boundary conditions ($\Theta(\theta_0) = 0$) but does not otherwise affect the differential equation. The function $\Theta(\theta)$ obeys the general Legendre equation, in the variable $x = \cos \theta$, which in terms of polar angle $\theta$ has the form

Figure 1. Spherical box (infinite potential well) of radius $a$ bounded by a cone with apex angle $2\theta_0$ (orange volume), with the symmetry axis along the Cartesian $z$ axis.
Figure 2. Dependence of polar eigenvalues (degrees) $\lambda^m_i$ for various azimuthal eigenvalues $m$ of a particle in a spherical box, confined by a cone of apex angle $2\theta_0$, on $w = \cos \theta_0$. Four lowest line bundles are shown (from bottom to top) $l = 0$ (black), $i = 1$ (red), $i = 2$ (blue) and $i = 3$ (green). The leftmost point of each bundle corresponds to the integer degree $\lambda^0 = i = \ell'$. For $w \geq -1$ each bundle splits into $i = \ell'$ separate lines for $m = 0, 1, \ldots, i = \ell'$ with (top to bottom in each bundle) $m = 0$ depicted as solid lines, $m = 1$—dashed lines, $m = 2$—dot-dashed lines, and $m = 3$—dotted line. When the cone becomes a plane ($w = 0$) then the lowest line $\lambda^0_i$ corresponds to integer degree and order $(1,0)$, the second lowest line is $\lambda^1_i$ at $w = 0$ geometry corresponds to $(2,1)$, while the third lowest point (intersection of $\lambda^1_i$ and $\lambda^2_i$ lines) corresponds to $(3,0)$ and $(3,2)$. The order $m$ remains constant along each of the lines, while the degree $\lambda$ changes.

\[
\left[ \frac{1}{\sin \theta} \frac{d}{d\theta} \left( \frac{\sin \theta}{\sin^2 \theta} \right) - \frac{m^2}{\sin^2 \theta} \right] \Theta = -\lambda (\lambda + 1) \Theta,
\]

where the eigenvalue $-\lambda (\lambda + 1)$ is expressed in terms of the constant $\lambda$ called the degree of the equation. In the absence of a confining cone, the degree of this equation has integer values $\lambda = \ell'$, with $\ell' \geq |m|$, and the eigenfunctions are given by the associated Legendre polynomials of $\cos \theta$ of order $m$ and degree $\ell'$, $\Theta(\theta) = P^m_{\ell'} (\cos \theta)$, and as a result the entire angular part of the eigenfunction is a spherical harmonic $Y^m_{\ell'} \propto P^m_{\ell'} (\cos \theta) e^{im\phi}$ [1]. While the order $m$ explicitly appears in equation (7), it only influences the shape of the eigenfunction, but does not affect the integer degrees $\ell'$, and the angular part as well as the energy of the entire eigenstate remains $(2\ell' + 1)$-fold degenerate. This is not the case in the presence of a confining cone: The associated Legendre polynomial solutions of equation (7) are replaced by the associated Legendre functions $P^m_{\ell'} (\cos \theta)$. For each integer $m$ this equation has an infinite set of (usually non-integer) degrees $\lambda^m_i (i = 0, 1, 2, \ldots)$, such that the function vanishes on the boundary ($P^m_{\ell'} (\cos \theta_0) = 0$).

As the angle of the cone changes, and the value of $w = \cos \theta_0$ varies between $-1$ and $1$, the geometry of confinement changes between almost unconfined well with an excluded ‘needle’ along the negative $z$ axis for $w = -1$, to an excluded cone along the negative $z$ axis ($-1 < w < 0$), to confinement by a plane, i.e., particle confined in the $z > 0$ hemisphere ($w = 0$), and to a particle confined inside a cone along the positive $z$ axis ($0 < w < 1$). If $w$ is changed continuously, the degree $\lambda^m_i$ also changes continuously as depicted in figure 2. For $w = -1$ we essentially have an unconstrained particle in a spherical box and $\lambda^m_i = i$ for $i \geq 1$, $\lambda^m_i = 0$ for $i = 0$, 1, 2, ..., independently of the values of $m$, as long as $i \geq |m|$. These are the $\ell'$ values of the spherical harmonics, and each $\lambda^m_{i,\ell'} = \ell'$ is degenerate $2\ell' + 1$ times. This degeneracy is lifted once $w$ becomes larger than $-1$, except for two-fold degeneracy for $m = 0$ for $+m$ and $-m$ pairs, since $m$ appears only as $m^2$ in equations (6) and (7). All $\lambda$s monotonically increase with $w$ eventually diverging in the $w \to 1$ limit. Thus every value of $\lambda (w = -1)$ splits into $i + 1$ branches $\lambda^m_i$ corresponding to different $|m|$s. (We will refer to each such group of lines as a bundle.)

The divergence of the $\lambda^m_i$ lines in $w \to 1$ limit in figure 2 can be inferred from the properties of the zeros (roots) $\theta^{'0}_j (j = 1, 2, \ldots)$ of $m = 0$ Legendre functions $P^0_\ell (\cos \theta)$ in the open interval $(0, \pi)$ of $\theta$, i.e. the solutions of $P^0_\ell (\cos \theta^{'0}_j) = 0$. (For $\ell' < \lambda \leq \ell' + 1$ there are $\ell' + 1$ such roots.) In fact, all the curves in figure 2 have been constructed by choosing fixed $\lambda$ and fixed $m$ an finding all the roots, when every root belongs to a different curve in the figure, and then tracing the curves by gradually varying $\lambda$. For integer $\lambda$s only a discrete set of $\theta^{'0}_j$ can be accommodated, but for general $\lambda$s the roots can have any value. This statement can also be inverted to say that any value of $\theta^{'0}_j$ can be a root corresponding to an infinite sequence of $\lambda^0_i$s or any vertical line in figure 2 intersects infinity of $\lambda^0_i$ curves. Several tight bounds on the roots are known—see, e.g., [26] and references therein. They can be used to produce large-$\lambda$ approximation $\lambda^0_i \approx \pi a_i/\theta_0$, with $i + 1/2 < a_i < i + 1$, where the bounds on $a_i$ are derived from the bounds on the position of $(i + 1)$th root. (Strictly speaking, the bounds on the roots in [26]...
have been derived for integer $\lambda$s, but for small $\theta_0$ and large $\lambda$ they can be used for noninteger $\lambda$s. Since for small $\theta_0$, we can approximate $\theta_0 \approx \sqrt{2(1 - w)}$, and the functional dependence of the branches becomes $\lambda^\ell_\pm \approx \pi \theta_0 \sqrt{2(1 - w)}$, thus explaining the divergences seen in figure 2. The bounds on the coefficients $a_i$ also ensure that the different branches $\lambda^\ell_\pm$ do not intersect. (Non-intersection of $\lambda^\ell_\pm$ lines is also ensured by the fact, that an intersection would create a multiple root of $P^\ell_\lambda$, thus contradicting the known fact that all their roots are simple.)

From the definition of associated Legendre functions $P^\ell_\lambda$ via derivatives of regular ($m = 0$) Legendre functions $P_\lambda$, or from standard recurrence relations between the functions [27], one finds that

$$P^{m+1}_\lambda = - \sqrt{1 - x^2} \frac{dP^m_\lambda}{dx} + \frac{mx}{\sqrt{1 - x^2}} P^m_\lambda. \tag{8}$$

At two consecutive zeros (simple roots) of $P^m_\lambda$, the second terms on the right-hand side of equation (8) vanish, while the first terms (the derivatives) have opposite signs, and therefore $P^{m+1}_\lambda$ will have opposite signs at those points. Thus, the zeros of $P^{m+1}_\lambda$ lie between the zeros of $P^m_\lambda$. Consequently, the branch of $\lambda^m_\pm$ in figure 2 will be locked between branches $\lambda^{m-1}_\pm$ and $\lambda^{m+1}_\pm$ if they both exist, and will not intersect with them. Thus $m = 1$ branches will be between $m = 0$ branches, and $m = 2$ branches will be between $m = 1$ branches, etc. (However, $m = 2$ branch can intersect $m = 0$ branch, as can be seen in the intersection of $\lambda^2_\pm$ and $\lambda^0_\pm$ lines in figure 2.)

Nevertheless, it means that lines $\lambda^m_\pm$ with any $m$ diverge as $1/\sqrt{1 - w}$ for $w \rightarrow 1$, i.e. have the same divergence as $m = 0$ branches. At every integer level $\lambda = \ell$, the horizontal line in figure 2 will cut $\ell = m$ branches with that particular $m$, since this is the number of zeros of $P^m_\ell$ in the open interval $(-1, 1)$ of $w$. (This excludes zero extra at $w = -1$). For a noninteger $\lambda$ between some $\ell$ and $\ell + 1$, the number of such intersections is $\ell - m + 1$.

The eigenfunctions must vanish on the cone boundaries, even in the limit where the excluding cone becomes needle-like along the negative $z$ axis and, eventually, just a line for $w \rightarrow -1$. For $m = 0$ the polar eigenfunction of an unrestricted sphere $P^0_\ell$ vanishes at $\theta = \pi$ and therefore $P^0_\ell$ naturally approaches $P^0_\ell$ as $\theta_0$ approaches $\pi$. Consequently, all $m \equiv 0$ curves in figure 2 approach $w = -1$ points linearly. This is not the case for $m = 0$, where $P^0_\ell$ does not vanish at $\theta = \pi$, and differs from $P^0_\ell$ with $\cos \theta_0 = 0$ for $w = \cos \theta_0 = -1 + \epsilon$, with $0 < \epsilon \ll 1$. As $w$ approaches $-1$ the restricted and unrestricted solutions become almost identical everywhere except for a very narrow region around the negative $z$ axis, that remains present although its volume vanishes. This behavior is reflected in the fact that the $\lambda^m_{\ell, \epsilon}$ approaches its limiting value $\ell$ almost vertically: From the asymptotic forms of $P^m_\ell$ near the singularity [28] one finds that for $w$ close to $-1$, the eigenvalue $\lambda^m_{\ell, \epsilon} \approx \ell - 1/\ln(1 + w)$.

To gain some intuition into the behavior of the curves in figure 2 we examine the relations between the eigenstates of unconfined particles in a spherical box ($w = -1$) and particles confined in a hemisphere ($w = 0$). We note, that $\lambda$s are integers and with significant degeneracy for $w = -1$, but also for $w = 0$ the $\lambda$s are integers, and there is some degeneracy due to intersections of different branches. In the former case the polar eigenvalues $\ell = 0, 1, \ldots$ are degenerate $2\ell + 1$ times, since for each $\ell$ we have $m = 0, \pm 1, \ldots, \pm \ell$. Spherical harmonics $Y^m_\ell$ can also be used to build the eigenstates of a hemisphere. We note that equality $P^m_\ell \equiv \cos \theta_0 = 0$ is valid when $\ell$ and $m$ have opposite parity. Thus almost half of the eigenfunctions of an unrestricted sphere vanish on the plane $\theta_0 = \pi/2$ (or $z = 0$) and can be used as a set of angular functions for hemisphere. We have eigenfunctions and eigenvalues with $(\ell, m) = (1, 0), (2, \pm 1), (3, 0), \ldots$. The seeming reduction in the number of the eigenstates reflects the decrease in the volume of the system. We can now observe how the lowest branch that begins with $\lambda^0_0(w = -1) = 0$, which corresponds to $(\ell, m) = (0, 0)$ state of the complete sphere, increases with increasing $w$ and reaches $\lambda^1_0(w = 0) = 1$, which corresponds to $(\ell, m) = (1, 0)$ eigenstate of the hemisphere. Similarly, the $m = 1$ branch of $\lambda^1_1(w = -1) = 1$ which corresponds to $(\ell, m) = (1, 1)$ of a complete sphere increases and reaches value $\lambda^1_1(w = 0) = 2$, which corresponds to $(\ell, m) = (2, 1)$ eigenstate of the hemisphere. The $m = 0$ branch that also begins at $\lambda^0_0(w = -1) = 1$, which corresponds to $(\ell, m) = (1, 0)$ of a complete sphere reaches value $\lambda^1_0(w = 0) = 3$, which corresponds to $(\ell, m) = (3, 0)$ eigenstate of the hemisphere. At $w = 0$ the latter branch intersects $m = 2$ branch that started at $\lambda^2_2(w = -1) = 2$ and reached $\lambda^2_2(w = 0) = 3$, which corresponds to $(\ell, m) = (3, 2)$ eigenstate of the hemisphere, and therefore completes the eigenstate mentioned before with $m = 0$. Thus, increase in $w$ causes ‘reordering’ of the eigenstates. There are additional intersections of different branches, corresponding to a variety of cone angles $\theta_0$. Those, however, are accidental degeneracies of unrelated states.

The line intersections in figure 2 described in the previous paragraph are in line with the theorem [29] that two associated Legendre functions $P^m_\ell(w)$ and $P^m_{\ell'}(w)$ with integer degrees and orders and $|m| \neq |m'|$ have no common zeros with exception of the case when $\ell$ and $m$ have opposite parity, as well as $\ell$ and $m'$ have opposite parity, in which case they have common zeros at $w = 0$. This exactly describes the intersections at $w = 0$ in figure 2. At the same time, it means that there can be no other intersections at integer $\lambda$s. Indeed, the accidental intersection of $\lambda^1_3$ and $\lambda^2_3$ lines in figure 2 appears at non-integer $\lambda$ slightly larger than 3.
The radial part \( R(r) \) of the eigenfunctions of equation (5) is a solution of the equation
\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + \frac{\lambda(\lambda + 1)}{r^2} R = [U - U(r)]R,
\]
where the radial component \( U(r) \) of the potential \( V(r) \) vanishes inside the well, and only manifests by the boundary condition \( R(r = 1) = 0 \). This is correct both in the absence and the presence of the confining cone. We note that the equation only depends on the polar eigenvalue \( \lambda \) but not on \( m \), although the actual value of \( \lambda \) may depend on \( m \). This equation is solved by the spherical Bessel functions \( j_\lambda(\sqrt{E}r) \), so that the complete eigenfunctions are \( \psi(r, \theta, \phi) \propto j_\lambda(\sqrt{E}r)P_\alpha^m(\cos \theta)e^{im\phi} \). By imposing the boundary condition \( j_\lambda(\sqrt{E}) = 0 \), we find the energy spectrum of the system
\[
E_n(\lambda) = \alpha_n^2(\lambda),
\]
where \( \alpha_n(\lambda) \) is the \( n \)th zero of \( j_\lambda(x) \). Figure 3 shows part of the energy spectrum as function of \( \cos \theta_0 \) for different values of \( n \), \( \lambda \) and \( |m| \). Since the eigenenergies directly depend only on \( \lambda \), the figure 3 slightly resembles figure 2. In particular degeneracies (accidental or not) seen in figure 2 are ’reproduced’ in the energy lines. To facilitate comparison of these two figures, we employed the same coloring and line-type scheme for the graphs: the energy line types and colors are identical to lines types and colors used to described \( \lambda \)s for which those energies were calculated. However, since every specific value of \( \lambda \) produces an infinite series of roots \( \alpha_n(\lambda) \), with \( n = 1, 2, \ldots \), every single line in figure 2 produces many lines in figure 3. They are distinguished in figure 3 by line thickness where \( n = 1 \) corresponds to the thickest lines, and the thickness decreases with increasing \( n \). Besides the energy degeneracies originating in the degeneracies of \( \lambda \), there are additional accidental degeneracies when roots of different order belonging to different \( \lambda \)s coincide. Due to simple relation between the energies and \( \lambda \), these effects are mimicked in the energy spectrum.

Since for large \( \lambda \) the first root \( \alpha_1(\lambda) \sim \lambda^{\frac{1}{2}} \) [30], the ground state energy will (due to equation (10)) diverge in the \( w \to -1 \) limit as \( (\lambda_0^{\frac{1}{2}})^2 \sim 1/\theta_0^2 \sim 1/(1 - w) \). The same conclusion can be reached from Heisenberg’s uncertainty principle, since for small \( \theta_0 \) the confining dimension in the sphere of radius \( a \) constrained by the cone is \( a/\theta_0 \) leading to uncertainty in momentum of order \( h/ a \theta_0 \), which corresponds in our dimensionless units to energy \( E \sim 1/\theta_0^2 \).

3. Weyl relations in a confined infinite well

As can be seen in figure 3 the eigenenergies corresponding to a particular branch increase with increasing confinement, and the number of eigenstates \( N(E) \) with energies below a certain value \( E \) decreases. The exact \( N(E) \) in a box of an arbitrary shape is a step–wise function, which jumps upwards by an integer amount whenever an eigenenergy is encountered. The size of the jump is the degeneracy of that energy level. For more than a
The subject has been extensively studied for a particle in a square, and is given by $p = \alpha_1 E^{d/2} + \alpha_2 E^{(d-1)/2} + \alpha_3 E^{(d-3)/2} + \ldots$. (For an overview see [31–33].) The expression for $N_{W}$ is rather general and requires surprisingly little information about the system. However, some uncertainty exists both regarding the exact conditions for the validity of such expressions and the behavior of the remainder

$$r(E) \equiv N(E) - N_{W}(E).$$

The fact that density of states per unit volume in 3D system exists independently of the overall shape of the system, i.e., the leading term in the number of states $N$ is proportional to the system volume $V$, was implicit in the calculations of black body radiation or counting mechanical oscillatory modes in a solid already in the late 19th and early 20th centuries. Similar problem appears in the statistics of the eigenenergies of Schrödinger equation for a particle in a box. Mathematically, this is a scalar Laplacian eigenvalue problem of determining the number of eigenstates up to a certain value $E$. (It is related, but not identical, to nonscalar problems, such as classical electromagnetic or elastic waves, where $E$ is replaced by squared wavevector.) It has been formally proven by Weyl that to the leading order $N$ is proportional to the system volume $V$. In our dimensionless variables this number of states (for a scalar problem in 3D) is $T_1 = (V/\pi^2)E^{1/2}$. Our choice of unit length scale $a$ does not affect the formula, because a choice of different length scale $a$, modifies values of $V$ and $E$, while making no change in the coefficient of the formula. Similarly, the change in the shape of the box does not influence this expression. In our examples of the sphere- and hemisphere-shaped boxes the unit length defined as the radius of the sphere, and the system volumes will be $V_{S} = 4\pi/3$ and $V_{H} = 2\pi/3$, respectively.

For finite systems boundaries introduce subleading corrections to the total number of states. The corrections depend on the type of boundary conditions (b.c.) imposed on the wavefunction, such as function vanishing on the boundary (Dirichlet b.c.), or normal derivative of the function vanishing on the boundary (Neumann b.c.), or linear combination of the function and its normal derivative vanishing (Robin b.c.) [35] conditions. In 1913 Weyl conjectured [36] that for smooth bounding surfaces the correction to the number of eigenstates in the Laplacian problem with Dirichlet b.c. is proportional to the surface area $S$ and is given by $T_2 = -S/(16\pi)E$. (The coefficient in this expression depends on b.c. [35] and, in particular, for Neumann b.c. it is the same expression but with an opposite sign.) In our examples of sphere- and hemisphere-shaped boxes the surface areas are $S_{S} = 4\pi$ and $S_{H} = 3\pi$, respectively.

Even smaller correction originates from the shape (‘curvature’) of the surface, and is given by $T_3 = (C/6\pi^2)E^{1/2}$. The differentiable parts of the surface where two main radii of curvature $R_1$ and $R_2$ can be defined contribute to $C$ the integral of mean curvature $\int dS \left(1/R_1 + 1/R_2\right)$. If the surface contains sharp wedges, then their contribution depends on the wedge angle [31], and in particular 90° wedges contribute to $C$ amount $(3\pi/8)\mathcal{L}$, where $\mathcal{L}$ is the total length of such wedges. In our examples for a spherical box we have only the curvature term: since the mean curvature of the sphere of unit radius is 1, the total curvature contribution is $C_{S} = 4\pi$. For the hemisphere the nonvanishing curvature contributes $2\pi$, while the 90° edge of length $2\pi$ contributes another $3\pi^2/4$, leading to total $C_{H} = 2\pi + 3\pi^2/4$. 


By combining the volume, surface area and ‘curvature’ terms of Weyl function we get the following expression for the number of states \[ \mathcal{N}_W(E) = T_1 + T_2 + T_3 + ... = \frac{V}{8\pi^2}E^{3/2} - \frac{S}{16\pi}E + \frac{C}{6\pi^2}E^{1/2} + o(E^{1/2}), \]

(12)

In the specific cases of sphere and hemisphere, these can be written as

\[ \mathcal{N}_{W(\Omega)} = \frac{2}{9\pi}E^{3/2} - \frac{1}{4}E + \frac{2}{3\pi}E^{1/2} + ... \]

(13)

\[ \mathcal{N}_{W(\&\#x27571;)} = \frac{1}{9\pi}E^{3/2} - \frac{3}{16}E + \left(\frac{1}{3\pi} + \frac{1}{8}\right)E^{1/2} + ... \]

(14)

The validity of these expressions is demonstrated in figure 4(a) which has been obtained by numerically enumerating the total number of states for each energy \( E \). The figure presents the exactly measured \( \mathcal{N}(E) \) both for the sphere and the hemisphere and compares the exact results with Weyl functions in equations (13) and (14). Each of the latter equations are shown in three approximate forms: solid line depicts only the first Weyl terms, the dashed line depicts first two Weyl terms, and the dotted line depicts three terms While two-term lines represent strong improvement in the correspondence with measured \( \mathcal{N} \) over the single-term lines, the three-term lines are barely distinguishable from two-term lines in figure 4(a). Moreover, the fluctuations of the remainder \( r(E) \) defined in equation (11) increase with \( E \), and their departure from the continuous curves is larger than the third term correction to \( \mathcal{N}_W \). (A meaningful comparison and validation of the third term can be done only if the exact stepwise curve \( \mathcal{N} \) is smoothed by an averaging procedure [31].) The extent of fluctuations can be characterized by a bound \( |r(E)| < cE^2 \), where \( c \) and \( \beta \) are some constants. For a cubic box there exist some theoretical bounds on \( \beta \), but no such bounds are known for a spherical box. By numerically examination the \( r(E) \) graphs in the range \( E < 4000 \), we note that all data points of a sphere fit under a curve with \( \beta = 1/2 \), and \( c \approx 3.2 \), while for the hemisphere we have the same \( \beta \) with twice smaller \( c \). (However, these numbers are just the ‘ballpark’ estimates of a ‘random’ function in a limited energy range.)

As explained in the previous section the eigenstates of a complete sphere and a hemisphere can be represented by integer \( l \) and the energies become independent of \( m \). Therefore both the exact \( \mathcal{N}_\Theta \) and their Weyl approximations \( \mathcal{N}_W \) are simply related. For a complete sphere each \( \ell \) state is \( 2\ell + 1 \) times degenerate, while in hemisphere the parity of \( \ell \) and \( m \) must be opposite, and therefore each \( \ell \) state is degenerate \( \ell \) times. Let \( \mathcal{N}_\ell(E) \) be a number of zeroes of the spherical Bessel function \( j_\ell(x) \) up to certain maximal value \( x = \sqrt{E} \), which via relation (10) is the number of distinct eigenenergies, up to energy \( E \). (This function ignores the degeneracies of the energies.) Then

\[ \mathcal{N}_\Theta(E) = \sum_\ell (2\ell + 1)\mathcal{N}_\ell(E), \]

(15)
\[ \mathcal{N}_0(E) = \sum_{\ell} \mathcal{N}_\ell(E). \] (16)

(The summation over \( \ell \) is finite since starting with some \( \ell \) there are no more eigenstates with energies lower than \( E \).) It is known [30] that for large \( \ell \) the density of zeros of spherical Bessel function \( j_\ell \) approaches a constant: \( \rho(x) = (1/x)(1 + (\ell + 1/2)^2/x^2)^{1/2} \) for \( x > \ell + 1/2 \). Consequently, for a given \( \ell \) the number of roots up to energy \( E \) will be (to the leading order and neglecting prefactors) \( \mathcal{N}_\ell(E) \sim \sqrt{\frac{2}{\pi E}} - \ell \). Both \( \mathcal{N}_0(E) \) and \( \mathcal{N}_\ell(E) \) in equations (15) and (16) include \( \sum_{\ell} \mathcal{N}_\ell(E) \sim \int E d\ell' \ell \sqrt{\frac{2}{\pi (E - \ell)}} \sim E^{3/2} \), thus explaining the leading terms in the Weyl relations.

It is interesting to consider the difference between the number of states in a sphere and twice the number of states in a hemisphere. From equations (15) and (16) \( \mathcal{N}_0(E) - 2\mathcal{N}_0(E) = \sum_{\ell} \mathcal{N}_\ell(E). \) Not surprisingly, this difference cancels out the terms proportional to volume, and we can expect to have the leading term proportional to \( E \). Indeed from the approximate value of \( \mathcal{N}_0 \) we find that \( \sum_{\ell} \mathcal{N}_\ell(E) \sim \int E d\ell' \ell \sqrt{\frac{2}{\pi (E - \ell)}} \sim E \).

Analogously, by subtracting Weyl functions of these systems we get \( \mathcal{N}_0(E) - 2\mathcal{N}_0(E) = \frac{1}{8}E^2 - \frac{1}{4}E^{3/2} \). Figure 4(b) depicts the exact difference between the numbers of states by a step-wise solid line. This result is compared with the difference obtained from Weyl expressions truncated at the second term (dashed line) and including also the third term (dotted line). We note an excellent agreement between the exact results and the predictions of Weyl functions. Such clarity of the result is a consequence of very small remainders.

4. Finite spherical well bounded by a cone

It is well known in quantum mechanics that purely attractive potential in \( d = 1 \) always has a bound state [37], and for a sufficiently deep well it may have many bound states. (There is also a slightly more relaxed criterion guaranteeing the presence of bound states [38–40] Similar situation also exists in 2D, where the bound state can always be found [41]. If space dimension \( d \) is considered as continuous variable, it can be shown that this property disappears when \( d > 2 \) [42]. In particular, in 3D the presence or absence of the bound state depends on the shape and depth of the binding potential. However, for potentials that have repulsive parts, such as infinite barriers, the bound states are not necessarily present, and 3D case may resemble lower-dimensional situations.

In this section we consider a finite spherical well of radius \( a = 1 \) with depth \( U_0 \) below zero potential outside the well, measured in the same dimensionless units as in section 2. The finite well is bounded by a circular cone with an apex angle \( 2\theta_0 \) such that

\[ V(r) = \begin{cases} -U_0, & r < 1, \theta < \theta_0, \\ 0, & r > 1, \theta < \theta_0, \\ \infty, & \text{otherwise.} \end{cases} \] (17)

This system admits both bound \( (E < 0) \) and unbound \( (E > 0) \) eigenstates, and we will examine the transitions between them for various well depths and apex half-angles \( \theta_0 \). Since the problem permits the same variable separation as in the infinite well case discussed in section 2 the angular (polar and azimuthal) dependence of both bound and unbound states inside and outside the spherical well are determined by the cone and are identified by the same \( \lambda_\ell^m \)'s corresponding to a particular \( \theta_0 \) that were depicted in figure 2 and explained in detail in section 2.

The radial component of the wavefunctions \( R(r) \) also satisfies the same equation (9) as for infinite potential well described in section 2 but with the radial part of the potential

\[ U(r) = \begin{cases} -U_0, & r < 1, \\ 0, & r > 1. \end{cases} \] (18)

Within the regions that the potential is constant (either \( -U_0 < E < 0 \)), the radial part of the wavefunction is proportional to \( j_\ell(\kappa r) \), with \( \kappa = \sqrt{E + U_0} \) inside the well, while \( n_\ell \) is dismissed since it diverges at the origin, and \( \kappa_\ell(qr) \), with \( q = \sqrt{-E} \)
outside the well, while \( i_\lambda \) is dismissed since it diverges at \( r \to \infty \). Thus the wavefunction has the form

\[
\psi_{\lambda m}(r) \propto P_\lambda^m(\cos \theta) e^{i m \varphi},
\]

where \( P_\lambda^m(\cos \theta) \) is a spherical Bessel function. Since the radial part of the Schrödinger equation is a second-order differential equation with a potential which is a step function at \( r = 1 \), both the wave function and its derivative must by continuous at \( r = 1 \), although the slope of the derivative changes at \( r = 1 \) leading to a finite jump in the second derivative, and therefore

\[
\frac{k j'_\lambda(k) j_\lambda(k) - q k j'_\lambda(q) j_\lambda(q)}{k j_\lambda(k) j_{\lambda+1}(k) - k j_{\lambda+1}(k) j_\lambda(k)} = \frac{q^2 j_{\lambda+1}(q) j_\lambda(q) - q j_{\lambda+1}(q) j'_\lambda(q)}{k j_{\lambda+1}(q) j_\lambda(q) - k j_\lambda(k) j_{\lambda+1}(q)},
\]

which is exactly the 2D continuity relation for a circular well contained by a sector, but with a shift \( \lambda \to \lambda + 1/2 \).

For every \( \lambda^n \)'s there can be several, one or no bound eigenenergy solutions of equations (20) or (21). As the well becomes shallower \( (U_0 \text{ decreases}) \) the number of bound states also decreases, until only one bound eigenstate corresponding to \( \lambda = \lambda_0^n \) remains with some eigenenergy \( E_0 < 0 \). When the well depth decreases to some critical \( U_c \) the bound states disappear altogether. When \( E_0 \to 0 \), then \( q \to 0 \), and the right hand side of equation (21) approaches \( (\lambda + 1/2) \), while in the left hand side \( k \to \sqrt{U_c} \). The relation for critical depth of the well is

\[
\frac{\sqrt{U_c} j'_{\lambda+1/2}(k) j_{\lambda+1/2}(k)}{k j_{\lambda+1/2}(k) j'_{\lambda+1/2}(k)} = -(\lambda + 1/2),
\]

which by using recurrence relations between Bessel functions and their derivatives reduces to

\[
j_{\lambda-1/2}(k) = 0, \quad j_{\lambda-1}(k) = 0,
\]

with \( k = \sqrt{U_c} \). Thus \( U_c \) is simply the square of the first zero of these functions. As can be seen in figure 2 for each \( \theta_0 \) \( (w = \cos \theta_0) \) there exists an infinite sequence of \( \lambda_0^n \)'s. Since, \( U_c \) represents the case when the last remaining (ground) eigenstate has zero energy, we must use the lowest \( \lambda = \lambda_0^0 \) and therefore

\[
U_c = \alpha_n^2 (\lambda_0^0 - 1).
\]

(To compare this result with the 2D case, see equation (16) in [10].) Figure 5(a) depicts the dependence of the critical depth \( U_c \) on the cone apex half-angle \( \theta_0 \). For small \( \theta_0 \) the confinement is strong and large \( U_c \) is required. Indeed, for large \( \lambda_0 \) the first root of \( j_1 \) is approximately \( \lambda_0 \) and therefore \( U_c \approx \lambda^2 \approx 1/\theta_0^2 \). As \( \theta \to \pi \) the critical depth drops to the critical value of an unconstrained spherical well. Equations (22) and (23) relied solely on the assumption that the energy of the eigenstate vanishes and were not specific to the case of single remaining bound state. We might consider situations when a vanishing energy eigenstate appears for deeper wells, when additional negative energy bound states are still present. For each \( \lambda_0^n \) there is an infinite amount of such well depths corresponding to different zeros of the same Bessel function:

\[
U_0^{(m,n)} = \alpha_n^2 (\lambda_0^m - 1).
\]

The critical \( U_c \) in equation (24) is just the smallest depth in the infinite sequence of values in equation (25).

5. Critical exponents

The radial part of the wavefunction of a bound state is characterized by energy \( E < 0 \) and the corresponding \( q = \sqrt{-E} \) outside the well is described by \( \kappa_\lambda(qr) \), where the polar constant (degree) \( \lambda = \lambda_0^m \), while the energy \((or q)\) is obtained from one of the solutions of equation (20). For \( qr \gg 1 \), the function \( \kappa_\lambda(qr) \sim 1/q e^{-r/qr} \), i.e., it has a typical decay (localization) length \( \xi \equiv 1/q = 1/\sqrt{-E} \). As the energy of a specific eigenstate approaches 0 the length \( \xi \to \infty \). Eigenstates with zero binding energy for several potential types have been studied in [44, 45], and became parts of textbooks (see, e.g., [1]). For the \( E = 0 \) eigenstate the radial part of the eigenfunction becomes
where the continuity condition at \( r = 1 \) in equation (20) is the same as in equations (20)–(23). If we are considering the single surviving bound state, then \( \lambda = \lambda_0^0, \quad k = \sqrt{U_c}, \) which is given by the critical value \( U_c \) defined in equation (24). This case plays an especially important role, because in the analogy between quantum states and ideal polymers, the state of long polymer is dominated by the ground state of the quantum problem, and whether this state is bound or not determines whether the polymer is adsorbed or not to the attractive potential area. (See section 6.) However, the argument presented here can also be applied for deeper potentials \( U_0 \) that support several bound states, for each case of the depth \( U_0 = U_c(n^{(m,n)}) \) as defined in equation (25) for which a zero energy state appears. For simplicity, below we will mostly consider only a well slightly deeper than \( U_c \) and admitting a single bound state.

The normalization of the ground state requires the radial integration \( \int r^2 |\psi|^2 \, dr \). If the radial part \( R(r) \) of the eigenstate behaves at large distances as \( 1/r^{\lambda+1} \), the integral will only converge for \( \lambda > 1/2 \). Figure 5(b) redraws the lowest branch \( \lambda_0^0 \) of figure 2 as a function of \( \theta_0 \). There is an entire region of this branch where \( \lambda = \lambda_0^0 \) corresponding to \( \theta > \theta_0 > \theta_c \approx 0.726 \pi \). In that region the normalization cannot be performed, and these \( E = 0 \) energy states can be categorized as unbound states. Figure 6(a) depicts such a non-normalizable state for \( U_0 = U_c \) at large \( \theta_0 \). Interestingly enough, \( E = 0 \) states corresponding to other branches of \( \lambda \) spectrum always have \( \lambda_0^m \geq 1 \) and therefore are normalizable. For deep \( U_0 \) there may be other eigenstates corresponding to \( \lambda_0^0 \) and higher order zeros of \( \lambda \) of Bessel function, which also cannot be normalized at these angles. The bound state

\[
R(r) \propto \begin{cases} 
 f_0(\lambda), & r < 1, \\
1/r^{\lambda+1}, & r > 1,
\end{cases}
\tag{26}
\]

Figure 5. (a) The critical depth of the well \( U_c = \alpha^2 (\lambda_0^0 - 1) \) (see text) as a function of the cone apex half-angle \( \theta_0 \). (b) The ground-state angular degree \( \lambda_0^0 \) as a function of the cone apex half-angle \( \theta_0 \). The special value \( \lambda_0^0 = 1/2 \) is shown by a dashed line.

Figure 6. Probability density function \( |\psi(r, \theta, \phi = 0)|^2 \) (not normalized) for \( \theta_0 = \pi/6 \approx 0.524 \pi \). The horizontal plane of the graph represents \( \theta, r \) coordinate plane, i.e., a cut through \( x - z \) plane of Cartesian coordinates. The excluded cone is represented by the darker area of the plane. Two cases with two different eigenergies are shown: (a) \( E = 0 \) eigenstate for \( U_0 = U_c \approx 4.740 \), corresponding to \( \lambda_0^0 \approx 0.335 \) with \( \psi \) that decays as a power law \( \sim 1/r^{1.355} \) outside the sphere, and therefore is not square-integrable. (b) Bound eigenstate with \( E \approx -7.613 \) corresponding to the second zero of Bessel function for \( U_0 = 40 \approx 8.44 U_c \) and the same \( \lambda_0^0 \), that decays exponentially for large distances. While this is the second state of \( \lambda_0^0 \), it is the sixth lowest state overall.
depicted in figure 6(b) corresponds (for large $U_0$) to the second zero of Bessel function for the same $\lambda_0^0$ is the eigenstate in figure 6a. The fact that it is the second zero can be seen in the single oscillation that forms the wavefunction inside the well. If $U_0$ is decreased, at some point the eigenenergy of this state will reach zero and it will resemble the behavior of the state in figure 6(a) but with larger $k$ in the $r < 1$ region. Similar type of normalizability problem exists in 2D problem of a sector confining a circle. However, in 2D the borderline $\theta_c$ corresponds to the sector becoming a straight line, while in our case the special angle of $\theta_5$ has no 'special' geometrical meaning.

For $U_0 > U_c$, the ground state has finite $q$ and $\xi$ which we expect to vanish and diverge, respectively, as $U_0 \rightarrow U_c$. When $dU \equiv U_0 - U_c \ll U_0$, then $E$ is also small and we can expand both sides of equation (20) in these small quantities to find the dependence of $E$ on $dU$, and therefore the dependence of $\xi$ on $dU$. We denote the left hand side of equation (20) by $G_{\lambda_0^0}(k) \equiv k_f^0(k) f_{\lambda_0^0}(k)$, and right hand side by $G_{\eta_0^0}(q) \equiv q c^0_{\eta_0^0}(q/k_0(q))$. The expansion of the left hand side is given by [43]

$$G_{\lambda_0^0}(k) = G_{\lambda_0^0}(\sqrt{U_c + \delta U + E}) \approx -\lambda - 1 - \frac{1}{2}(E + \delta U),$$

while the form of the expansion of the right hand side depends on the value of $\lambda$ [43]:

$$G_{\eta_0^0}(q) = G_{\eta_0^0}(\sqrt{-E}) \approx \frac{2}{\lambda} + \frac{1}{2}(-E) \ln(-E), \quad \lambda > \frac{1}{2},$$

$$G_{\eta_0^0}(q) = G_{\eta_0^0}(\sqrt{-E}) \approx -\lambda - 1 - \frac{2^{-2\lambda} \pi}{\cos(\pi\lambda)^{\frac{1}{2}}(\lambda + \frac{1}{2})}(-E)^{\lambda + \frac{1}{2}}, \quad 0 \leq \lambda < \frac{1}{2}.$$

By equating $G_{\lambda_0^0} = G_{\eta_0^0}$ we extract the dependence of $-E$ on $\delta U$, and consequently the $\delta U$-dependence of $\xi$, in the form $\xi \sim \delta U^{-\nu}$:

$$\xi \sim \begin{cases} \delta U^{-\frac{1}{2}}, & \text{for } \lambda > \frac{1}{2}, \\ [\ln(\delta U)]^{\frac{1}{\delta U}} & \delta U^{-\frac{1}{2}}, & \text{for } \lambda = \frac{1}{2}, \\ \delta U^{-\frac{1}{\lambda + 1}}, & \text{for } 0 \leq \lambda < \frac{1}{2}. \end{cases}$$

(29)

For small angles $\theta_0$ (large $\lambda$) the critical exponent controlling the $\delta U$-dependence of $\xi$ is $\nu = 1/2$. However for large enough angles $\theta_0 > \theta_c$, the exponent $\nu = 1/(2\lambda + 1)$ becomes angle $\theta_0$-dependent and reaches 1 when $\theta_0 \rightarrow \pi$. Note that the transition between angle-dependent and angle-independent regimes occurs when at $\theta_0 = \theta_c$ when $\lambda = 1/2$.

The above derivation could be repeated also in the situation when $U_0$ approaches any of the $U_{\eta_0^0}^{(i,m,n)}$ defined in equation (25), and the equation (29) is valid with $\delta U \equiv U_0 - U_{\eta_0^0}^{(i,m,n)}$. However, the only $\lambda$ capable of having values below $1/2$ is $\lambda_0^0$. Therefore, the usual value of the exponent is $\nu = 1/2$, with exception of the cases of $\theta_0 > \theta_c$ and $\lambda_0^0 < 1/2$, corresponding to various order zeros, i.e., $U_0^{(0,0,n)}$ with $n = 1, 2, ...$.

6. Discussion

Some of the results derived in our work resemble the regular solutions of a particle in a spherical box or a particle in a finite potential well in the absence of the cone. However, in the spherically-symmetric case the degree $i$ is integer, and many of the effects described in this work are absent. For instance, the discussion of $E = 0$ eigenstates in [44, 45] omits the trivial $\ell = 0$ case, and proceeds to discuss $\ell \geq 1$ case, when the interesting effects and the qualitative change in the behavior, such as lack of integrability of the $E = 0$ state, appears for noninteger $\lambda \leq 1/2$.

In the mapping between the quantum and the ideal polymer problems [5] the quantum potential is replaced by the actual potential divided by $k_BT$. The probability density of the end-point of an $N$-monomer polymer is given by a superposition of the $r$-dependent quantum eigenstates multiplied by $e^{-\xi E}$, where $E$ is energy of a particular state and the exponent replaces the time-dependent oscillatory term of the quantum mechanics. For large $N$ the state with the smallest $E$ will dominate the density distribution and its localization length $\xi$ will be the spatial extent of the polymer. Since $\xi$ is finite only for the bound quantum states, the absence or presence of the polymer adsorption is related to the existence of the bound state. The effective depth of the ‘polymer potential’ is varied by changing $T$, and when $T$ approaches the critical adsorption temperature $T_a$, the effective value $U$ of the quantum problem approaches $U_c$ and $\delta U \sim (T_a - T)$. In this situation equation (29) can be re-written in the...
form

\[
\xi \sim \begin{cases} 
(T_a - T)^{-\frac{1}{2}}, & \text{for } \lambda > \frac{1}{2}, \\
|\ln(T_a - T)|^{\frac{1}{2}} (T_a - T)^{-\frac{1}{2}}, & \text{for } \lambda = \frac{1}{2}, \\
(T_a - T)^{-\frac{1}{\pi - 1}}, & \text{for } 0 \leq \lambda < \frac{1}{2},
\end{cases}
\]  

(30)

which makes it an interesting thermal phase transition for very long polymers, with possibly cone apex angle-dependent critical exponent. Since the behavior of the ideal polymer is dominated by the ground state, equation (30) can be used only for \( \lambda = \lambda_0 \) and only in the neighborhood of \( U_0 \), which is related to the first zero of the Bessel function as in equation (24). The behavior of real polymers in good solvents, where the monomers strongly repel each other, follows the behavior of the ideal polymers only qualitatively. Even when the quality of the solvent is decreased and effectively cancels out the monomer repulsion in so-called ‘θ’-solvents [46], the correspondence to ideal polymers is only approximate. Moreover, for a very long polymer the adsorption in a finite-volume spherical well is geometrically impossible. However, the polymers of moderate stiffness (such as DNA) have a broad range of length-scales where the rigidity can be neglected, while the mutual repulsion of the monomers is still very weak, that emulates long ideal polymers [47], and therefore can exhibit the transition effects.
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