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Abstract. The aim of this paper is to discuss the existence and multiplicity of solutions for the following fractional \( p \)-Kirchhoff type problem involving the critical Sobolev exponent and discontinuous nonlinearity:

\[
M \left( \iint_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \right) (-\Delta)^s_p u = \lambda |u|^{p^*_s - 2} u + f(x, u) \quad \text{in} \quad \mathbb{R}^N,
\]

where \( M(t) = a + bt^{\theta-1} \) for \( t \geq 0, \ a \geq 0, b > 0, \theta > 1 \), \( (-\Delta)^s_p \) is the fractional \( p \)-Laplacian with \( 0 < s < 1 \) and \( 1 < p < N/s \), \( p^*_s = Np/(N - ps) \) is the critical Sobolev exponent, \( \lambda > 0 \) is a parameter, and \( f : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R} \) is a function.

Under suitable assumptions on \( f \), we show that there exists \( \lambda_0 > 0 \) such that the above equation admits at least one nontrivial nonnegative solution provided \( \lambda < \lambda_0 \) by using the nonsmooth critical point theory for locally Lipschitz functionals. Furthermore, for any \( k \in \mathbb{N} \), there exists \( \Lambda_k > 0 \) such that the above equation has \( k \) pairs of nontrivial solutions if \( \lambda < \Lambda_k \). The main feature is that our paper covers the degenerate case, that is the coefficient of \( (-\Delta)^s_p \) may be zero at zero. Moreover, the existence results are obtained when \( f \) is discontinuous. Thus, our results are new even in the semilinear case.

1. Introduction and main results. In this paper we are concerned with the existence and multiplicity of solutions for a critical elliptic equations involving the fractional \( p \)-Laplacian. More precisely, we consider

\[
M \left( \iint_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \right) (-\Delta)^s_p u = \lambda |u|^{p^*_s - 2} u + f(x, u) \quad \text{in} \quad \mathbb{R}^N,
\]

where the Kirchhoff term \( M(t) = a + bt^{\theta-1} \) for \( t \geq 0, \ a \geq 0, b > 0, \theta > 1 \), \( N > sp \) with \( s \in (0, 1) \), and \( (-\Delta)^s_p \) is the fractional \( p \)-Laplacian which (up to normalization
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factors) may be defined for any \( x \in \mathbb{R}^N \) as
\[
(-\Delta)^s \varphi(x) = 2 \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{|\varphi(x) - \varphi(y)|^{p-2}(\varphi(x) - \varphi(y))}{|x-y|^{N+ps}} dy
\]
along any \( \varphi \in C_0^\infty(\mathbb{R}^N) \), where \( B_\varepsilon(x) \) denotes the ball in \( \mathbb{R}^N \) centered at \( x \) with radius \( \varepsilon \). In particular, \((-\Delta)^s_p\) becomes the fractional Laplacian \((-\Delta)^s\) as \( p = 2 \), and \((-\Delta)^s_p\) reduces to the standard \( p \)-Laplacian as \( s \uparrow 1 \) in the limit sense of Bourgain–Brézis–Mironescu, as shown in [9]. For more details about the fractional Laplacian, we refer to [17, 33, 41, 49] and the references therein.

In the last years, a great attention has been paid to the study of fractional and non-local problems involving critical nonlinearities. For example, a Brézis-Nirenberg type result for fractional Laplacian in bounded domain with homogeneous Dirichlet boundary datum is given in [44], see also [36] for related results for fractional \( p \)-Laplacian and the references cited there for further results. Nonexistence results for nonlocal equations involving critical and supercritical nonlinearities can be found in [43]. The multiplicity of solutions for critical fractional Laplacian equations is an interesting and difficult problem. For example, a multiplicity result for fractional Laplacian problems in \( \mathbb{R}^N \) is obtained in [5] by using the mountain pass theorem and the direct method in variational methods, where one of two superlinear nonlinearities could be critical or even supercritical. Infinitely many solutions for a critical Kirchhoff type problem involving a fractional operator are obtained in [22] by using a suitable truncation argument combined with Krasnoselskii’s genus theory, see also [32, 42] for more results in this direction. In [46], Wang and Xiang considered a superlinear fractional Choquard equation with fractional magnetic operators and critical exponent and obtained infinitely many solutions by critical point theory. It is worth mentioning that the interest in nonlocal fractional problems goes beyond the mathematical curiosity. Indeed, this type of operators arises in a quite natural way in many different applications, such as, continuum mechanics, phase transition phenomena, population dynamics, minimal surfaces and game theory, see for example [3, 11, 17, 27] and the references therein. The literature on non-local operators and their applications is quite large, here we just quote a few, see [34, 35, 49] and the references therein. For the basic properties of fractional Sobolev spaces, we refer the readers to [17, 33].

Recently, Fiscella and Valdinoci in [20] proposed a stationary Kirchhoff variational equation which models the nonlocal aspect of the tension arising from nonlocal measurements of the fractional length of the string. More precisely, they established a model given by the following formulation:
\[
\begin{cases}
M \left( \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} dxdy \right)(-\Delta)^s u = \lambda f(x, u) + |u|^{2^*_s - 2} u & \text{in } \Omega \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]
where \( M(t) = a + bt \) for all \( t \geq 0 \), here \( a > 0, b \geq 0 \). Note that \( M \) is this type, problem (2) is called non-degenerate if \( a > 0 \) and \( b \geq 0 \), while it is named degenerate if \( a = 0 \) and \( b > 0 \), see [42] for some physical explanations about non-degenerate Kirchhoff problems. Hence problem (2) is non-degenerate. For some motivation in the physical background for the fractional Kirchhoff model, we refer to [20, Appendix A]. In [47], Xiang et al. investigated the existence of solutions for Kirchhoff type problem involving the fractional \( p \)-Laplacian via variational methods, where
the nonlinearity is subcritical and the Kirchhoff function is non-degenerate. By using the mountain pass theorem and Ekeland’s variational principle, the authors in [48] studied the multiplicity of solutions to a nonhomogeneous Kirchhoff type problem driven by the fractional \( p \)-Laplacian, where the nonlinearity is convex-concave and the Kirchhoff function is degenerate. Using the same methods as in [48], Pucci et al. in [41] obtained the existence of multiple solutions for the nonhomogeneous fractional \( p \)-Laplacian equations of Schrödinger-Kirchhoff type in the whole space. Indeed, the fractional Kirchhoff problems have been extensively studied in recent years, for instance, we also refer to [12, 40] about non-degenerate Kirchhoff type problems and to [4, 21, 42] about degenerate Kirchhoff type problems for the recent advances in this direction.

When \( s = 1, a = 1 \) and \( b = 0 \), problem (1) reduces to the following equation
\[
-\Delta_p u = \lambda |u|^{p^* - 2} u + f(x, u) \quad \text{in } \mathbb{R}^N,
\]
where \(-\Delta_p u = -\text{div}(|\nabla u|^{p-2} \nabla u)\) is the \( p \)-Laplacian operator and \( f \) is a discontinuous nonlinearity. In [45], Shang studied problem (3) by using variational methods and obtained the existence and multiplicity of solutions. In [1], Alves and Bertone got two nonnegative solutions for the following equation
\[
-\Delta_p u = H(u - a)|u|^{p^* - 2} u + \lambda h(x) \quad \text{in } \mathbb{R}^N,
\]
where \( H \) is the Heaviside function, i.e. \( H(t) = 0 \) if \( t \leq 0 \), \( H(t) = 1 \) if \( t > 0 \). For more results on such kinds of discontinuous nonlinearity problems, we refer the readers to [2] and the references cited there.

Motivated by above cited papers, we will study the existence and multiplicity of solutions for problem (1) involving the fractional \( p \)-Laplacian in \( \mathbb{R}^N \) and discontinuous nonlinearity. To the best of our knowledge, there is no result in the literature on problem (1). Certainly, such a setting raises extra difficulties due to the lack of compactness and the nonlocal nature of the \( p \)-fractional Laplacian, as well as the presence of discontinuous nonlinearity. For this purpose, we shall use the principle of concentration compactness of P.L. Lions in fractional Sobolev spaces.

Let
\[
S = \inf_{u \in D^{s,p}((\mathbb{R}^N) \setminus \{0\})} \frac{\|u\|_{p^*}^p}{\|u\|_{p^*}^{p^*}},
\]
which is positive by the fractional Sobolev inequality. Here and throughout this paper, we shortly denote by \( \| \cdot \|_q \) the norm of \( L^q(\mathbb{R}^N) \) for any \( q \in (1, \infty) \). Recently, Brasco et al. in [8] obtained that there exists a radially symmetric nonnegative decreasing minimizer \( U = U(r) \) for \( S \). The authors also showed that \( U \) is a weak
solution of (4) and satisfies
\[\|U\|^p = |U|_{p*}^{p*} = S^{N/p}.\]

Set
\[f(x,t) = \lim \text{ess inf}_{\delta \to 0^+} f(x,s), \quad \overline{f}(x,t) = \lim \text{ess sup}_{\delta \to 0^+} f(x,s).\]

In this paper, we assume \(f : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}\) is a measurable function satisfying:

1. \(f(x,t) = 0\) if \(t \leq 0\) for all \(x \in \mathbb{R}^N\) and for all \(t \in \mathbb{R}\), there exist the limits:
\[f(x,t+\delta) = \lim_{\delta \to 0^+} f(x,t+\delta), \quad f(x,t-\delta) = \lim_{\delta \to 0^+} f(x,t-\delta);\]

2. \(|f(x,t)| \leq c_1(x) + c_2(x)|t|^{q-1}, \quad \forall (x,t) \in \mathbb{R}^N \times \mathbb{R}, \quad c_1(x), c_2(x) \geq 0,\]
\[c_1 \in L^{\frac{p^*}{2}}(\mathbb{R}^N), \quad c_2 \in L^{\frac{p^*}{q-1}}(\mathbb{R}^N), \quad \theta_p < q < p^*_s;\]

3. There exists a positive constant \(\sigma \in (p,p^*_s)\) such that \(\min \{f(x,t) : (x,t) \in \Omega\} \geq \sigma F(x,t) > 0\) for all \(t \in \mathbb{R}\setminus \{0\}\) and a.e. \(x \in \mathbb{R}^N\), where \(F(x,t) = \int_0^t f(x,\tau)\,d\tau;\)

4. There exist an open non-empty subset \(\Omega \subset \mathbb{R}^N\), \(C_0 > 0\) and \(q_1 \in (\theta_p,p^*_s)\) such that
\[F(x,t) \geq C_0|t|^{q_1} \quad \text{for all } (x,t) \in \Omega \times \mathbb{R}.\]

A simple example of \(f\) which satisfies (1) is given by
\[f(x,t) = C(x)\text{sgn}(t-a_0)|t|^{q-1},\]
where \(C(x) \in C^\infty_0(\Omega)\) with positive minimum and \(\Omega \subset \mathbb{R}^N\) is bounded, \(\text{sgn}\) denotes the sign function, \(a_0 > 0, \theta_p < q < p^*_s\) and \(t^+ = \max\{0,t\}\).

Define \(g(t) := \frac{\theta_p}{\theta_p - S^{-\theta_p/p}p^{\theta_p} - c_1} S^{-q/p} - c_2\) for all \(t \geq 0\). Since \(p^*_s > \theta_p\) by \(\theta < N/(N+sp)\) and \(q > \theta_p\), we deduce that there exists \(\rho > 0\) such that \(g(\rho) > 0\). Based on this fact, we further assume that
\[|c_1| \frac{p^*}{r^*_p - 1} \leq g(\rho) \left(\frac{\theta_p}{\theta_p - S^{-\theta_p/p}p^{\theta_p}}\right)^{-\frac{r^*_p - 1}{\theta_p}} S^p \left(\frac{h}{2}\right)^{-\frac{\theta_p}{\theta_p - s},} \quad (5)\]
which will be used later.

Note that by assumption (f1), it is easy to see that
\[\overline{f}(x,t) = \max\{f(x,t-0), f(x,t+0)\}, \quad f(x,t) = \min\{f(x,t-0), f(x,t+0)\}.\]

We give the definition of weak solutions for problem (1).

**Definition 1.1.** We say that \(u \in D^{s,p}(\mathbb{R}^N)\) is a (weak) solution of problem (1) if there exists \(\tilde{w}(x) \in [f(x,u),\overline{f}(x,u)]\) a.e. in \(\mathbb{R}^N\) such that
\[(a + b||u||^{(q-1)p}) \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+ps}}
\[= \int_{\mathbb{R}^N} |u|^{p^* - 2} u\varphi\,dx + \int_{\mathbb{R}^N} \tilde{w}\varphi\,dx, \quad \forall \varphi \in D^{s,p}(\mathbb{R}^N).\]

Now we can state the first result as follows.
Theorem 1.2. Assume that $f$ satisfies $(f_1)-(f_4)$ and $c_1$ satisfies (5). Then there exists $\lambda_0 > 0$ such that problem (1) admits at least one nontrivial nonnegative solution for all $\lambda \in (0, \lambda_0)$.

One of the main motivations is to consider a particular and relevant case associated to problem (1) given by

$$(a + b\|u\|^{(\theta - 1)p})(-\Delta)^s_p u = \lambda |u|^{p^*_s - 2} u + \tilde{f}(x,u)$$

(6)

where $\tilde{f}(x,u) = \begin{cases} f(x,u) & \text{if } u \neq \Theta, \\ [0, h(x)|u|^{q - 2}u] & \text{if } u = \Theta, \end{cases}$

and $f(x,u) = h(x)H(u - \Theta)|u|^{q - 2}u$, $H$ is the Heaviside function, $\lambda$ and $\Theta$ are positive real parameters, $\theta p < q < p^*_s$ and $h : \mathbb{R}^N \to [0, \infty)$ is a nonnegative measurable function.

We are in a position to state the second result of our paper as follows:

Theorem 1.3. Let $\theta p < q < p^*_s$, $h \geq 0$ and $h \in L^{\frac{p^*_s}{p^*_s - q}}(\mathbb{R}^N)$. Then there exists $\lambda_0 > 0$ such that for any $\lambda \in (0, \lambda_0)$ and all $\Theta > 0$ problem (6) possesses a nontrivial nonnegative solution in $D^{s,p}(\mathbb{R}^N)$.

To study the multiplicity result, we need the following assumption:

(\text{f}'_1) \quad f(x,0) = 0$ and there exist the limits:

$$f(x,t + 0) = \lim_{\delta \to 0^+} f(x,t + \delta), \quad f(x,t - 0) = \lim_{\delta \to 0^+} f(x,t - \delta).$$

Theorem 1.4. Assume that $f$ satisfies $(f_1)$ and $(f_2)-(f_5)$ and $c_1$ satisfies (5). Then for each $k > 0$ there is $\lambda_k > 0$ such that problem (1) has at least $k$ pairs of nontrivial solutions for all $\lambda \in (0, \lambda_k)$.

Finally, let us simply describe the main approach to obtain Theorem 1.2. The proof relies on some results of convex analysis since the functional $I_\lambda$ associated to problem (1) is locally Lipschitz. To get critical points for $I_\lambda$, we use a version of the mountain pass theorem for locally Lipschitz functional. It is worth stressing that the major difficulties in this paper are as follows: first of all, because we are working with the fractional $p$-Laplacian, which is not linear and local, the growth of the nonlinear part is critical. Secondly, arguments involved the case that $f(x,t)$ is continuous with respect to $t$ (the classical case) could not be used easily in our context. In particular, we establish a new estimate which is a crucial ingredient to prove that the energy functional verifies the nonsmooth Palais-Smale condition at some levels.

This paper is organized as follows. In Section 2, we first recall some basic properties of generalized gradient of locally Lipschitz functionals and the concentration compactness lemma in fractional Sobolev spaces $D^{s,p}(\mathbb{R}^N)$. In Section 3, using the mountain pass theorem combined with the principle of concentration compactness in $D^{s,p}(\mathbb{R}^N)$, we first establish the existence of one nontrivial and nonnegative solutions for problem (1) with a suitable range of positive parameter $\lambda$. Then using the symmetric mountain pass theorem, we obtain the multiplicity of solutions for problem (1).
2. Preliminaries. Throughout this paper, for any set $A \subset \mathbb{R}^N$, $|A|$ is the Lebesgue measure of $A$. Set $u^\pm = \max\{\pm u, 0\}$. Denote by $o(1)$ a real vanishing sequence, and let $C$ be various positive constants.

Let us now recall some definitions and properties of generalized gradient of locally Lipschitz functionals, which will be used later and can be found in [15]. Let $X$ be a Banach space, $X^*$ be its topological dual and $\langle \cdot, \cdot \rangle$ be the duality. A functional $I : X \to \mathbb{R}$ is said to be locally Lipschitz if for all $u \in X$ there exists a neighborhood $U$ of $u$ and a constant $K > 0$ depending on $U$ such that

$$|I(u) - I(v)| \leq K\|u - v\|, \quad \forall u, v \in U.$$  

For a locally Lipschitz functional $I$, the directional derivative at $u \in X$ in the direction $v \in X$ is defined by

$$I^0(u; v) = \limsup_{\gamma \to 0, \delta \to 0} \frac{I(u + \gamma + \delta v) - I(u + \gamma)}{\delta}.$$  

It is easy to know that $I^0(u; v)$ is subadditive and positively homogeneous. Moreover, there is a $k > 0$ such that $|I^0(u; v)| \leq k\|v\|$ for all $v \in X$, that is, for each $u \in X$, the functional $I^0(u; \cdot)$ is a continuous on $X$.

The generalized gradient of $I$ at $u$ is defined as

$$\partial I(u) = \{\omega \in X^* : I^0(u; v) \geq \langle \omega, v \rangle, \forall v \in X\}.$$  

Then, for each $v \in X$, $I^0(u; v) = \sup\{\langle \omega, v \rangle : \omega \in \partial I(u)\}$. A point $u \in X$ is a critical point of $I$ if $0 \in \partial I(u)$. If $u \in X$ is a local minimum or maximum, then $0 \in \partial I(u)$.

The solutions of (1) are exactly the critical points of the functional given by

$$I_\lambda(u) = \frac{a}{p} \|u\|^p + \frac{b}{\theta p} \|u\|^\theta p - \frac{\lambda}{p^*_s} \|u\|^{p^*_s} - \int_{\mathbb{R}^N} F(x, u) dx, \quad \forall u \in D^{s,p}(\mathbb{R}^N).$$  

We say that $I_\lambda$ satisfies the nonsmooth $(PS)_c$ condition on $X$, if any sequence $\{u_n\}_n \subset X$ such that $I_\lambda(u_n) \to c$ and $m(u_n) = \min\{\|\omega\|_{(D^{s,p}(\mathbb{R}^N))_c} : \omega \in \partial I_\lambda(u_n)\}$ → 0 as $n \to \infty$, possesses a convergent subsequence. To prove our main results, we need the generalizations of the mountain pass theorem [14] and of the symmetric mountain pass theorem [23].

**Theorem 2.1.** (see [14]) Let $X$ be a reflexive Banach space, $I : X \to \mathbb{R}$ is locally Lipschitz functional which satisfies the nonsmooth $(PS)_c$ condition, $I(0) = 0$ and there are $\rho, \alpha > 0$ and $\epsilon \in X$ with $\|\epsilon\| > \rho$, such that

$$I(u) \geq \alpha \quad \text{if} \quad \|u\| = \rho \quad \text{and} \quad I(\epsilon) \leq 0.$$  

Then there exists $u_0 \in X$ such that $0 \in \partial I(u_0)$ and $I(u_0) = c$, where

$$c = \inf_{\gamma \in \Gamma} \max_{\tau \in [0, 1]} I(\gamma(\tau))$$  

and

$$\Gamma = \{\gamma \in C([0, 1], X) : \gamma(0) = 0, \gamma(1) = \epsilon\}.$$  

**Theorem 2.2.** (see [23]) Let $X$ be a reflexive Banach space, $I : X \to \mathbb{R}$ is even locally Lipschitz functional satisfying the nonsmooth $(PS)_c$ condition. Let $X^+, X^- \subset X$ be closed subspace of $X$ with codim$X^+ \leq \dim X^- < \infty$ and suppose $X = X^+ + X^-$. Also suppose that there holds:

1. $I(0) = 0$,
2. there exist $\rho, \alpha > 0$ such that $I(u) \geq \alpha$ if $\|u\| = \rho$ for all $u \in X^+$. 


(3) there is $R > 0$ such that $\forall u \in X^-, I(u) \leq 0$ if $\|u\| \geq R$.

Then for each $j$, $1 \leq j \leq k = \dim X^- - \text{codim} X^+$, the numbers
\[ c_j = \inf_{h \in \Gamma} \sup_{u \in X_j} I(h(u)), \]
are critical. Moreover, $c_k \geq c_{k-1} \geq \cdots \geq c_1 \geq \alpha$, where
\[ \Gamma = \{ h \in C(\mathbb{X}, \mathbb{X}) : h \text{ is odd, } h(u) = u \text{ if } u \in X^- \text{ and } \|u\| \geq R \}, \]
and $X_1 \subset X_2 \subset \cdots \subset X_k = X^-$ are fixed subspaces of dimension $\dim X_j = \text{codim} X^+ + j$.

In [50], Xiang et al. established the principle of concentration compactness in $D^{s,p}(\mathbb{R}^N)$, which can be regarded as a fractional counterpart of the principle of concentration compactness in classical Sobolev space $W^{1,p}(\mathbb{R}^N)$. Now, we recall the fractional concentration-compactness principle, which will be the keystone that enables us to verify that $I_\lambda$ satisfies the nonsmooth $(PS)_c$ condition.

Let $C_c(\mathbb{R}^N) = \{ u \in C(\mathbb{R}^N) : \text{supp } u \text{ is a compact subset of } \mathbb{R}^N \}$ and denote by $C_0(\mathbb{R}^N)$ the closure of $C_c(\mathbb{R}^N)$ with respect to the norm $|\eta|_\infty = \sup_{x \in \mathbb{R}^N} |\eta(x)|$. As well known, a finite measure on $\mathbb{R}^N$ is a continuous linear functional on $C_0(\mathbb{R}^N)$. Now we give a norm for measure $\mu$
\[ \|\mu\| = \sup_{\mu \in C_0(\mathbb{R}^N), |\eta|_\infty = 1} |(\mu, \eta)|, \]
where $(\mu, \eta) = \int_{\mathbb{R}^N}\eta d\mu$.

**Definition 2.3.** Let $\mathcal{M}(\mathbb{R}^N)$ denote the finite nonnegative Borel measure space on $\mathbb{R}^N$. For any $\mu \in \mathcal{M}(\mathbb{R}^N)$, $\mu(\mathbb{R}^N) = \|\mu\|$ holds. We say that $\mu_n \rightharpoonup \mu$ weakly* in $\mathcal{M}(\mathbb{R}^N)$, if $(\mu_n, \eta) \rightarrow (\mu, \eta)$ holds for all $\eta \in C_0(\mathbb{R}^N)$ as $n \rightarrow \infty$.

**Theorem 2.4.** (see [50]) Let $\{u_n\}_n \subset D^{s,p}(\mathbb{R}^N)$ with upper bound $C > 0$ for all $n \geq 1$ and
\[ u_n \rightarrow u \text{ weakly in } D^{s,p}(\mathbb{R}^N), \]
\[ \int_{\mathbb{R}^N} \frac{|u_n(x) - u_0(y)|^p}{|x - y|^{N+sp}} dy \rightharpoonup \mu \text{ weakly* in } \mathcal{M}(\mathbb{R}^N), \]
\[ |u_n(x)|^{p^*_s} \rightharpoonup \nu \text{ weakly* in } \mathcal{M}(\mathbb{R}^N). \]

Then
\[ \mu = \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} dy + \sum_{j \in J} \mu_j \delta_{x_j} + \check{\mu}, \quad \mu(\mathbb{R}^N) \leq C^p, \]
\[ \nu = |u|^{p^*_s} + \sum_{j \in J} v_j \delta_{x_j}, \quad \nu(\mathbb{R}^N) \leq S^{p^*_s}C^p, \]
where $J$ is at most countable, sequences $\{\mu_j\}_j, \{v_j\}_j \subset [0, \infty), \{x_j\}_j \subset \mathbb{R}^N$, $\delta_{x_j}$ is the Dirac mass centered at $x_j$, $\mu$ is a non-atomic measure,
\[ \nu(\mathbb{R}^N) \leq S^{-p^*_s/p} \mu(\mathbb{R}^N)^{p^*_s/p}, \]
\[ v_j \leq S^{-p^*_s/p} \mu_j^{p^*_s/p} \quad \forall j \in J, \]
and $S > 0$ is the best constant of $D^{s,p}(\mathbb{R}^N) \hookrightarrow L^{p^*_s}(\mathbb{R}^N)$.

The following lemma is fundamental to prove Theorem 2.4.
Lemma 2.5. (see [50]) Assume \( \{u_n\}_n \subset D^{s,p}(\mathbb{R}^N) \) is the sequence given by Theorem 2.4 and let \( x_0 \in \mathbb{R}^N \) fixed and let \( \varphi \in C_0^\infty(\mathbb{R}^N) \) such that \( 0 \leq \varphi \leq 1; \varphi \equiv 1 \) in \( B(0,1), \varphi \equiv 0 \) in \( \mathbb{R}^N \setminus B(0,2) \) and \( |\nabla \varphi| \leq 2 \). Set \( \varphi_{\varepsilon,0}(x) = \varphi((x-x_0)/\varepsilon) \) for all \( x \in \mathbb{R}^N \). Then

\[
\lim_{\varepsilon \to 0} \limsup_{n \to \infty} \int_{\mathbb{R}^N} \frac{|u_n(x)|^p|\varphi_{\varepsilon,0}(x) - \varphi_{\varepsilon,0}(y)|^{p}}{|x-y|^{N+ps}} \ dx \ dy = 0.
\]

Evidently, Theorem 2.4 does not provide any information about the possible loss of mass at infinity for a weakly convergent sequence. The following theorem expresses this fact in quantitative terms.

Theorem 2.6. (see [50]) Let \( \{u_n\}_n \subset D^{s,p}(\mathbb{R}^N) \) be a bounded sequence such that

\[
\int_{\mathbb{R}^N} \frac{|u_n(x)|^{p} - u_n(y)|^p}{|x - y|^{N+ps}} \ dy \to \mu \quad \text{weakly * in } \mathcal{M}(\mathbb{R}^N),
\]

\[
|u_n|^p \to \nu \quad \text{weakly * in } \mathcal{M}(\mathbb{R}^N),
\]

and define

\[
\mu_{\infty} = \lim_{R \to \infty} \limsup_{n \to \infty} \int_{\{x \in \mathbb{R}^N: |x| > R\}} \int_{\mathbb{R}^N} \frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} \ dy \ dx,
\]

and

\[
\nu_{\infty} = \lim_{R \to \infty} \limsup_{n \to \infty} \int_{\{x \in \mathbb{R}^N: |x| > R\}} |u_n|^p \ dx.
\]

Then the quantities \( \mu_{\infty} \) and \( \nu_{\infty} \) are well defined and satisfy

\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} \ dy \ dx = \int_{\mathbb{R}^N} d\mu + \mu_{\infty},
\]

and

\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^p \ dx = \int_{\mathbb{R}^N} d\nu + \nu_{\infty}.
\]

Moreover, the following inequality holds

\[
S_{\infty}^{p/p^*} \leq \mu_{\infty}.
\]

3. Proofs of Theorems 1.2–1.4. Before giving the proof of main results, let us first show that the functional \( \mathcal{I}_\lambda \) is a locally Lipschitz functional. Set

\[
\Phi(u) = \frac{a}{p} \|u\|^p + \frac{b}{\theta p} \|u\|^\theta p - \frac{\lambda}{p^*_s} \int_{\mathbb{R}^N} |u|^{p^*_s} \ dx
\]

and

\[
\Psi(u) = \int_{\mathbb{R}^N} F(x,u) \ dx
\]

for all \( u \in D^{s,p}(\mathbb{R}^N) \). Then \( \mathcal{I}_\lambda(u) = \Phi(u) - \Psi(u) \).

Lemma 3.1. Assume \( f \) satisfies (f2). Then \( \Psi(u) \) is locally Lipschitz in \( D^{s,p}(\mathbb{R}^N) \). Moreover, if \( \omega \in \partial\Psi(u) \), then \( \omega \in [F(x,u), F(x,u)] \) a.e. in \( \mathbb{R}^N \).
Proof. Let \( u, v \in D^{s,p}(\mathbb{R}^N) \). It follows from (f_2), the mean value theorem and Hölder’s inequality that

\[
|\Psi(u) - \Psi(v)| \leq \int_{\mathbb{R}^N} \left| \int_{\mathbb{R}^N} f(x,t)dt \right| dx \\
\leq \int_{\mathbb{R}^N} \left| \int_{\mathbb{R}^N} |c_1(x) + c_2(x)|t|^{q-1}|dt \right| dx \\
\leq \left( |c_1| \frac{p^*_v}{p^*_v-1} + \max_{w \in U} |w(x)|^{\frac{q-1}{p^*_v-1}} |c_2| \frac{p^*_v}{p^*_v-q} \right) |u-v|_{p^*_v},
\]

where \( w(x) = \tau v(x) + u(x) \) with \( \tau \in (0, 1) \). Using the embedding \( D^{s,p}(\mathbb{R}^N) \hookrightarrow L^{p^*_v}(\mathbb{R}^N) \), we get that there is a neighborhood \( U \subset D^{s,p}(\mathbb{R}^N) \) of \( u, v \) such that

\[
|\Psi(u) - \Psi(v)| \leq S^{-\frac{1}{q}} \left( |c_1| \frac{p^*_v}{p^*_v-1} + \max_{w \in U} |w(x)|^{\frac{q-1}{p^*_v-1}} |c_2| \frac{p^*_v}{p^*_v-q} \right) \|u-v\|,
\]

Hence, \( \Psi(u) \) is locally Lipschitz in \( D^{s,p}(\mathbb{R}^N) \).

By the definition of the directional derivative, there exist functions \( v \in C_0^\infty(\mathbb{R}^N) \), \( h_n \to 0 \) in \( D^{s,p}(\mathbb{R}^N) \) and \( \delta_n \downarrow 0 \) such that

\[
\Psi^0(u) = \lim_{n \to \infty} \frac{\Psi(u + h_n + \delta_n v) - \Psi(u + h_n)}{\delta_n} \\
= \lim_{n \to \infty} \int_{\mathbb{R}^N} \frac{F(x,u+h_n+\delta_nv) - F(x,u+h_n)}{\delta_n} dx \\
= \lim_{n \to \infty} \left( \int_{\{v>0\}} G_n(v(x))dx + \int_{\{v\leq0\}} G_n(v(x))dx \right),
\]

where

\[
G_n(v(x)) = \frac{F(x,u+h_n+\delta_nv) - F(x,u+h_n)}{\delta_n},
\]

and \( \{ v > 0 \} := \{ x \in \mathbb{R}^N : v(x) > 0 \} \). Since \( h_n \to 0 \) in \( D^{s,p}(\mathbb{R}^N) \), up to a subsequence, we may assume that \( h_n \to 0 \) a.e. in \( \mathbb{R}^N \). By \( h_n \to 0 \) in \( D^{s,p}(\mathbb{R}^N) \), we have \( h_n \to 0 \) in \( L^{p^*_v}(\mathbb{R}^N) \). Thus, there is \( h \in L^{p^*_v}(\mathbb{R}^N) \) such that \( |h_n(x)| \leq h(x) \) a.e. in \( \mathbb{R}^N \).

First, we consider \( v(x) > 0 \) for all \( x \in \mathbb{R}^N \). Then

\[
\limsup_{n \to \infty} G_n(v(x)) \leq \overline{f}(x,u(x)+0)v(x) \quad \text{a.e. in } \mathbb{R}^N.
\]

Observe that the mean value theorem yields

\[
|G_n(v(x))| \leq \frac{1}{\delta_n} \int_{u+h_n}^{u+h_n+\delta_nv} (c_1(x) + c_2(x)|t|^{q-1})dt \\
\leq C(c_1(x) + c_2(x)|u|^{q-1} + c_2|h_n|^{q-1} + |\delta_nv|^{q-1})|v| \\
\leq C(c_1(x) + c_2(x)|u|^{q-1} + c_2|h|^{q-1} + |v|^{q-1})|v| \leq L^1(\mathbb{R}^N).
\]

Thus, by Fatou’s lemma, one can deduce that

\[
\limsup_{n \to \infty} \int_{\{v>0\}} G_n(v(x))dx \leq \int_{\{v>0\}} \overline{f}(x,u(x)+0)v(x)dx.
\]

Similarly,

\[
\limsup_{n \to \infty} \int_{\{v\leq0\}} G_n(v(x))dx \leq \int_{\{v\leq0\}} \overline{f}(x,u(x)-0)v(x)dx.
\]
Therefore, we arrive at the following inequality
\begin{equation}
\Psi^0(u) \leq \int_{\{v \geq 0\}} v\bar{f}(x,u)dx + \int_{\{v < 0\}} v\bar{f}(x,u)dx.
\end{equation}

Let $\omega \in \partial \Psi(u) \subset L^{p^*_\infty}(\mathbb{R}^N)$. Next we prove that
\[
\bar{f}(x,u) \leq \omega \leq \underline{f}(x,u) \quad \text{a.e. in } \mathbb{R}^N.
\]

Arguing by contradiction, we assume that there is a set $A \subset \mathbb{R}^N$ with $|A| > 0$ such that
\[
\omega(x) < \underline{f}(x,u) \text{ in } A.
\]
Taking $v = -\chi_A(x)$ in (7) and using the definition of the generalized gradient, we obtain
\[
-\int_A \omega(x)dx = \int_{\mathbb{R}^N} \omega(x)v(x)dx \leq -\int_A \underline{f}(x,u)dx,
\]
which contradicts (8). Thus, $\underline{f}(x,u) \leq \omega(x)$ a.e. in $\mathbb{R}^N$. Similarly, we can obtain $\omega(x) \leq \bar{f}(x,u)$ a.e. in $\mathbb{R}^N$. Therefore, the proof is complete. \hfill \Box

It is easy to see that $\Phi(u) \in C^1(D^{s,p}(\mathbb{R}^N), \mathbb{R})$, this, together with Lemma 3.1, implies that $\mathcal{I}_\lambda$ is a locally Lipschitz functional. Thus, we have $\omega \in \partial \mathcal{I}_\lambda(u)$ if and only if there exists $\varpi(x) \in [\underline{f}(x,u), \bar{f}(x,u)]$ a.e. in $\mathbb{R}^N$ such that
\begin{equation}
\langle \omega, \varphi \rangle = (a + b\|u\|^{(\theta-1)p}) \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))(|\varphi(x) - \varphi(y)|^{(\theta-1)p}) dx dy - \lambda \int_{\mathbb{R}^N} |u|^{p^*_s} u \varphi dx - \int_{\mathbb{R}^N} \varpi \varphi dx, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^N)
\end{equation}

By the definition of $D^{s,p}(\mathbb{R}^N)$, we know that (9) holds for any $\varphi \in D^{s,p}(\mathbb{R}^N)$.

**Lemma 3.2.** Assume that $\theta < N/(N - sp)$, $a > 0$ and $b > 0$. Suppose $f$ satisfies $(f_2)$ and $(f_3)$. Then $\mathcal{I}_\lambda$ satisfies the nonsmooth $(PS)_c$ condition provided that $c < \lambda(1 - \frac{1}{\theta p} - \frac{1}{\theta p^*_s})^{p^*_s/(p^*_s - \theta p)}$.

**Proof.** Let $\{u_n\}_n \subset D^{s,p}(\mathbb{R}^N)$ be such that $\mathcal{I}_\lambda(u_n) \to c$ and $m(u_n) = \min\{\|\omega\|_{X^*} : \omega \in \partial \mathcal{I}_\lambda(u_n)\} \to 0$ as $n \to \infty$. Here $X^* = (D^{s,p}(\mathbb{R}^N))^*$.

We first show that $\{u_n\}_n$ is bounded in $D^{s,p}(\mathbb{R}^N)$. Let $\omega_n \in \partial \mathcal{I}_\lambda(u_n)$ such that $\|\omega_n\|_{X^*} = m(u_n) = o(1)$. By (9), we have
\[
\langle \omega_n, u_n \rangle = a\|u_n\|^p + b\|u_n\|^{\theta p} - \lambda \int_{\mathbb{R}^N} |u_n|^{p^*_s} dx - \int_{\mathbb{R}^N} \varpi u_n dx,
\]

where $\varpi_n(x) \in [\underline{f}(x,u_n), \bar{f}(x,u_n)]$ a.e. in $\mathbb{R}^N$. From $(f_3)$, we get
\[
\varpi_n u_n \geq \sigma F(x,u_n).
\]

Hence, we deduce
\[
C(1 + \|u_n\|) \geq \mathcal{I}_\lambda(u_n) - \frac{1}{\sigma} \langle \omega_n, u_n \rangle \geq a \left( \frac{1}{p} - \frac{1}{\sigma} \right) \|u_n\|^p + b \left( \frac{1}{\theta p} - \frac{1}{\sigma} \right) \|u_n\|^{\theta p},
\]
which together with $\sigma > \theta p > p$ implies that $\{u_n\}_n$ is bounded in $D^{s,p}(\mathbb{R}^N)$. Thus, up to a subsequence, there exists a nonnegative function $u \in D^{s,p}(\mathbb{R}^N)$ such that $u_n \to u$ in $D^{s,p}(\mathbb{R}^N)$, $u_n \to u$ in $L^{p^*_s}_{\text{loc}}$ for $\sigma \in [1, p^*_s)$, and $u_n \to u$ a.e. in $\mathbb{R}^N$.

By Theorem 2.4, up to a subsequence, there exists a (at most) countable set $J$, a
Using the Hölder inequality and Lemma 2.5, we deduce
\[
\int_{\mathbb{R}^N} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{N+ps}} dy \to \mu = \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x-y|^{N+ps}} dy + \sum_{j \in J} \mu_j \delta_{x_j} + \tilde{\mu} \quad (10)
\]
and
\[
|u_n|^p \to \nu = |u|^p + \sum_{j \in J} \nu_j \delta_{x_j} \quad (11)
\]
in the measure sense, where \( \delta_{x_j} \) is the Dirac measure concentrated \( x_j \). Moreover,
\[
\nu_j \leq S^{-p^*_j/p} \mu_j^{p^*_j/p} \quad \forall j \in J,
\]
and \( S > 0 \) is the best constant of the embedding \( D^{s,p}(\mathbb{R}^N) \hookrightarrow L^{p^*_j}(\mathbb{R}^N) \).

Next we claim that \( J = \emptyset \). Suppose by contradiction that \( J \neq \emptyset \). Fix \( j \in J \). For \( \varepsilon > 0 \), choose \( \varphi_{\varepsilon,j} \in C_0^\infty(\mathbb{R}^N) \) such that
\[
\varphi_{\varepsilon,j} = 1 \text{ for } |x-x_j| \leq \varepsilon; \quad \varphi_{\varepsilon,j} = 0 \text{ for } |x-x_j| \geq 2\varepsilon,
\]
and \( |\nabla \varphi_{\varepsilon,j}| \leq 2/\varepsilon \). Obviously, \( \varphi_{\varepsilon,j} u_n \in D^{s,p}(\mathbb{R}^N) \). Replacing \( u_n \) with \( \varphi_{\varepsilon,j} u_n \) in \( \langle \omega_n, u_n \rangle \) we have
\[
\langle \omega_n, \varphi_{\varepsilon,j} u_n \rangle = \left( a + b \| u_n \|_{(\theta-1)p} \right) \langle \langle u_n, u_n \varphi_{\varepsilon,j} \rangle \rangle - \lambda \int_{\mathbb{R}^N} |u_n|^{p^*_j} \varphi_{\varepsilon,j} dx + \int_{\mathbb{R}^N} \nabla_n \varphi_{\varepsilon,j} u_n dx, \quad (13)
\]
where
\[
\langle \langle u_n, u_n \varphi_{\varepsilon,j} \rangle \rangle :=
\int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^{p^*_j-2}(u_n(x) - u_n(y)) (\varphi_{\varepsilon,j}(x) u_n(x) - \varphi_{\varepsilon,j}(y) u_n(y))}{|x-y|^{N+ps}} dxdy.
\]
Using the Hölder inequality and Lemma 2.5, we deduce
\[
\lim_{\varepsilon \to 0} \limsup_{n \to \infty} \left| M \left( \| u_n \|^p \right) \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^{p^*_j-2}(u_n(x) - u_n(y)) (\varphi_{\varepsilon,j}(x) - \varphi_{\varepsilon,j}(y)) u_n(x)}{|x-y|^{N+ps}} dxdy \right| 
\leq C \lim_{\varepsilon \to 0} \limsup_{n \to \infty} \left( \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{N+ps}} dxdy \right)^{(p-1)/p}
\times \left( \int_{\mathbb{R}^{2N}} \frac{|(\varphi_{\varepsilon,j}(x) - \varphi_{\varepsilon,j}(y)) u_n(x)|^p}{|x-y|^{N+ps}} dxdy \right)^{1/p}
\leq C \lim_{\varepsilon \to 0} \limsup_{n \to \infty} \left( \int_{\mathbb{R}^{2N}} \frac{|(\varphi_{\varepsilon,j}(x) - \varphi_{\varepsilon,j}(y)) u_n(x)|^p}{|x-y|^{N+ps}} dxdy \right)^{1/p} = 0. \quad (14)
\]
By (10) and (11), we have
\[
\lim_{\varepsilon \to 0} \lim_{n \to \infty} \left( a + b \|u_n\|^{(\theta-1)p} \right) \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{N+ps}} \varphi_{\varepsilon,j}(y) dy dx \\
\geq \lim_{\varepsilon \to 0} \lim_{n \to \infty} \left( a \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{N+ps}} \varphi_{\varepsilon,j}(y) dy dy \\
+ b \left( \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{N+ps}} \varphi_{\varepsilon,j}(y) dy dx \right) \theta \right)
\geq b \mu^\theta_j,
\]
and
\[
\lim_{\varepsilon \to 0} \lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^{p^*_s} \varphi_{\varepsilon,j} dx = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} |u|^{p^*_s} \varphi_{\varepsilon,j} dx + \nu_j = \nu_j.
\]
By (f_2) and \( u_n(x) \in \{f(x, u_n), f(x, u_n)\} \), we obtain
\[
|u_n(x)| \leq c_1(x) + c_2(x) |u_n|^{q-1} \text{ for a.e. } x \in \mathbb{R}^N.
\]
It follows from the boundedness of \( \{u_n\} \) that \( \{u_n\} \) is bounded in \( L^{p^*_s} (\mathbb{R}^N) \).
Hence there exists \( \varpi \in L^{p^*_s} (\mathbb{R}^N) \) such that
\[
\varpi_n \to \varpi \text{ weakly in } L^{p^*_s} (\mathbb{R}^N)
\]
and \( \varpi \in \{f(x, u), f(x, u)\} \). Thus,
\[
\lim_{\varepsilon \to 0} \lim_{n \to \infty} \int_{\mathbb{R}^N} \varpi \varphi_{\varepsilon,j} u_n dx = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \varpi \varphi_{\varepsilon,j} u dx = 0.
\]
It follows from (13)–(17) that
\[
\lambda \nu_j \geq b \mu^\theta_j.
\]
Combining this inequality with (12), we obtain
\[
\nu_j \geq \left( \frac{b \theta^\theta}{\lambda} \right)^{\frac{p^*_s}{p^*_s - p}}.
\]
For \( R > 0 \), assume \( \psi_R \in C^\infty_0 (\mathbb{R}^N) \) satisfies \( \psi_R \in [0, 1] \), \( \psi_R(x) = 1 \) for \( |x - x_j| \leq R \), \( \psi_R(x) = 0 \) for \( |x - x_j| > 2R \), and \( |\nabla \psi_j| \leq 2/R \). By (10) and (11), we obtain
\[
c = \lim_{n \to \infty} \left( I_\lambda (u_n) - \frac{1}{\theta p} \langle \omega_n, u_n \rangle \right) \\
\geq \lim_{R \to \infty} \lim_{n \to \infty} \left( \left( \frac{a}{p} - \frac{a}{\theta p} \right) \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{N+ps}} \psi_R(x) dy dx + \left( \frac{a}{p} - \frac{a}{\theta p} \right) \mu_j \\
+ \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \int_{\mathbb{R}^N} |u_n|^{p^*_s} \psi_R dx - \left( 1 - \frac{a}{p} \right) \int_{\mathbb{R}^N} F(x, u_n) dx \right) \\
\geq \lim_{R \to \infty} \left( \left( \frac{a}{p} - \frac{a}{\theta p} \right) \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^p}{|x-y|^{N+ps}} \psi_R(x) dy dx + \left( \frac{a}{p} - \frac{a}{\theta p} \right) \mu_j \\
+ \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \int_{\mathbb{R}^N} |u|^{p^*_s} \psi_R dx + \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \nu_j \right) \\
\geq \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \nu_j.
\]
This together with (18) implies that
\[ c \geq \lambda \left( \frac{1}{\theta} - \frac{1}{p_*} \right) \left( \frac{bS^\theta}{\lambda} \right)^{\frac{1}{p_*-p}}. \]
which is a contradiction. Hence the claim holds.

Let \( R > 0 \), we define
\[
\mu_\infty = \lim_{R \to \infty} \limsup_{n \to \infty} \int_{\{x \in \mathbb{R}^N : |x| > R\}} \int_{\mathbb{R}^N} \frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} dy dx,
\]
and
\[
\nu_\infty = \lim_{R \to \infty} \limsup_{n \to \infty} \int_{\{x \in \mathbb{R}^N : |x| > R\}} |u_n|^{p_*} dx.
\]
It follows from Theorem 2.6 that \( \mu_\infty \) and \( \nu_\infty \) are well defined and satisfy
\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u_n(x) - u_n(y)|^p}{|x - y|^{N+ps}} dy dx = \int_{\mathbb{R}^N} d\mu + \mu_\infty, \tag{19}
\]
and
\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^{p_*} dx = \int_{\mathbb{R}^N} d\nu + \nu_\infty. \tag{20}
\]
Assume that \( \chi_R \in C^\infty(\mathbb{R}^N) \) satisfies \( \chi_R \in [0, 1] \) and \( \chi_R(x) = 0 \) for \( |x| < R \), \( \chi_R(x) = 1 \) for \( |x| > 2R \), and \( |\nabla \chi_R| \leq 2/R \). By Theorem 2.6, we have
\[
\mu_\infty = \lim_{R \to \infty} \limsup_{n \to \infty} \int_{\mathbb{R}^N} \frac{|u_n(x) - u_n(y)|^p|\chi_R(x)p|}{|x - y|^{N+ps}} dy dx \tag{21}
\]
and
\[
\nu_\infty = \lim_{R \to \infty} \limsup_{n \to \infty} \int_{\mathbb{R}^N} |u_n(x)\chi_R(x)|^{p_*} dx. \tag{22}
\]
Moreover, we have
\[
S_{\mu_\infty}^{p/p_*} \leq \mu_\infty. \tag{23}
\]
Since \( ||u_n||^p \) and \( |u_n|^{p_*} \) are bounded, up to a subsequence, we can assume that \( ||u_n||^p \) and \( |u_n|^{p_*} \) are both convergent. Then by (19) and (20), we obtain
\[
\lim_{n \to \infty} ||u_n||^p = \int_{\mathbb{R}^N} d\mu + \mu_\infty \tag{24}
\]
and
\[
\lim_{n \to \infty} |u_n|^{p_*} = \int_{\mathbb{R}^N} d\nu + \nu_\infty. \tag{25}
\]
It follows from \( \langle \omega_n, \chi_R u_n \rangle \to 0 \) as \( n \to \infty \) that
\[
\begin{align*}
&\left( a + b||u_n||^{(p-1)p} \right) \left[ \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p|\chi_R(x)p|}{|x - y|^{N+ps}} dxdy \\
&+ \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^{p-2}(u_n(x) - u_n(y))u_n(y)(\chi_R(x) - \chi_R(y))}{|x - y|^{N+ps}} dxdy \right] \\
&= \lambda \int_{\mathbb{R}^N} |u_n|^{p_*} \chi_R dx + \int_{\mathbb{R}^N} \omega_n u_n \chi_R dx + o(1). \tag{26}
\end{align*}
\]
Using a similar discussion as in [50], we get
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^{p-2}(u_n(x) - u_n(y))u_n(y)(\chi_R(x) - \chi_R(y))}{|x-y|^{N+ps}} \, dx \, dy = 0.
\]
Hence we deduce from (21), (24), (26) and (27) that
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \left( a + b \|u_n\|^{(\theta-1)p} \right) \int_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y)|^p \chi_R(x)}{|x-y|^{N+ps}} \, dx \, dy
\leq \left( a + b \mu_\infty \right) \mu_\infty
\leq b \mu_\infty, \tag{28}
\]
thanks to the fact that \( \theta > 1 \). By (f2) and \( \varpi_n \in [\mathcal{F}(x, u_n), \mathcal{F}(x, u_n)] \), it is easy to see that
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \int_{\mathbb{R}^N} \varpi_n \chi_R u_n \, dx = \lim_{R \to \infty} \int_{\mathbb{R}^N} \varpi \chi_R u \, dx = 0. \tag{29}
\]
Therefore, we conclude from (26)–(29) and (22) that \( b \mu_\infty \leq \lambda \nu_\infty \), which together with (23) yields \( \nu_\infty = 0 \) or
\[
\nu_\infty \geq \frac{bS^\theta}{\lambda^{\frac{p^*_s}{p^*_s - p}}} \tag{30}
\]
Assume that (30) holds. Then
\[
c = \lim_{n \to \infty} \left( I_\lambda(u_n) - \frac{1}{\theta p} \langle \omega_n, u_n \rangle \right)
\geq \lim_{n \to \infty} \left( \left( \frac{a}{p} - \frac{a}{\theta p} \right) \|u_n\|^p + \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \int_{\mathbb{R}^N} |u_n|^{p^*_s} \, dx - \left( 1 - \frac{\sigma}{\theta p} \right) \int_{\mathbb{R}^N} F(x, u_n) \, dx \right)
\geq \left( \frac{a}{p} - \frac{a}{\theta p} \right) \int_{\mathbb{R}^N} d\mu + \left( \frac{a}{p} - \frac{a}{\theta p} \right) \mu_\infty + \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \int_{\mathbb{R}^N} d\nu + \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \nu_\infty
\geq \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \nu_\infty.
\]
It follows from (30) that
\[
c \geq \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( bS^\theta \right)^{\frac{p^*_s}{p^*_s - p}} \tag{31}
\]
which is a contradiction. Hence \( \nu_\infty = 0 \). In view of \( J = \emptyset \) and (25), we have
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^{p^*_s} \, dx = \int_{\mathbb{R}^N} |u|^{p^*_s} \, dx.
\]
Now we show that $u_n \to u$ in $D^{s,p}(\mathbb{R}^N)$. To this aim, we first assume that $d := \inf_{n \geq 1} \|u_n\| > 0$.

For any $w, v \in D^{s,p}(\mathbb{R}^N)$, we define

$$[w, v] = \int_{\mathbb{R}^{2N}} \frac{|w(x) - w(y)|^{p-2}(w(x) - w(y))(v(x) - v(y))}{|x - y|^{N+ps}} dxdy.$$ 

Since $(\omega_n, u_n - u) \to 0$ as $n \to \infty$, we have

$$
\left(a + b\|u_n\|^{(\theta-1)p}\right) [u_n, u_n - u] - \lambda \int_{\mathbb{R}^N} |u_n|^{p^*_s - 2} u_n (u_n - u) dx
- \int_{\mathbb{R}^N} \nabla_n (u_n - u) dx = o(1). \tag{32}
$$

Thus,

$$
\left(a + b\|u_n\|^{(\theta-1)p}\right) ([u_n, u_n - u] - [u, u_n - u]) + \left(a + b\|u_n\|^{(\theta-1)p}\right) [u, u_n - u]
= \int_{\mathbb{R}^N} \left(|u_n|^{p^*_s - 2} u_n - |u|^{p^*_s - 2} u\right) (u_n - u) dx + \int_{\mathbb{R}^N} \nabla_n (u_n - u) dx + o(1).
$$

Because $\{u_n\}$ is bounded and $u_n \to u$ in $D^{s,p}(\mathbb{R}^N)$, we deduce

$$
\lim_{n \to \infty} \left(a + b\|u_n\|^{(\theta-1)p}\right) [u, u_n - u] = 0. \tag{33}
$$

From $(f_2)$, we have

$$
\left|\int_{\mathbb{R}^N} \nabla_n (u_n - u) dx\right| \leq \int_{\mathbb{R}^N} c_1(x) |u_n - u| dx + c_2(x) |u_n - u|^q dx.
$$

Note that for each measurable subset $A \subset \mathbb{R}^N$ there holds

$$
\int_A c_1(x) |u_n - u| dx \leq \left(\int_A c_1(x) |u_n|^{p^*_s} dx\right)^{\frac{p^*_s - 1}{p^*_s}} \|u_n\|_{p^*_s} \leq C \left(\int_A c_1(x) |u_n|^{p^*_s} dx\right)^{\frac{p^*_s - 1}{p^*_s}},
$$

which yields that $\{c_1(x) |u_n - u|\}$ is equi-integrable in $\mathbb{R}^N$. By $u_n \to u$ a.e. in $\mathbb{R}^N$, one has $c_1(x) |u_n - u| \to 0$ a.e. in $\mathbb{R}^N$. Thus, Vitali’s convergence theorem yields that

$$
\lim_{n \to \infty} \int_{\mathbb{R}^N} c_1(x) |u_n - u| dx = 0.
$$

Similarly, since $c_2(x)$ is in $L^{\frac{p^*_s}{p^*_s - 1}}(\mathbb{R}^N)$, one can obtain

$$
\lim_{n \to \infty} \lim_{m \to \infty} \int_{\mathbb{R}^N} c_2(x) |u_n - u|^q dx = 0.
$$

Hence, we get

$$
\lim_{n \to \infty} \int_{\mathbb{R}^N} \nabla_n (u_n - u) dx = 0. \tag{34}
$$

A similar discussion gives that

$$
\lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^{p^*_s - 2} u_n u dx = \int_{\mathbb{R}^N} |u|^{p^*_s} dx. \tag{35}
$$
Therefore, we conclude from (31) and (32)–(35) that
\[
\lim_{n \to \infty} \left( a + b\|u_n\|^{(\theta-1)p} \right) (\|u_n\| - \|u\| + \|u_n - u\|) = 0,
\]
this together with \( d := \inf_{n \geq 1} \|u_n\| > 0 \) and \( b > 0 \) implies that
\[
\lim_{n \to \infty} (\|u_n\| - \|u\| + \|u_n - u\|) = 0. \tag{36}
\]

Let us now recall the well-known Simon inequalities:
\[
|\xi - \eta|^p \leq \begin{cases} 
2^{p-2} \left( |\xi|^{p-2} - |\eta|^{p-2} \right) \cdot (\xi - \eta) & \text{for } p \geq 2 \\
C_p'' \left( |\xi|^{p-2} - |\eta|^{p-2} \right) \cdot (\xi - \eta)^{p/2} & \text{for } 1 < p < 2 
\end{cases}
\tag{37}
\]
for all \( \xi, \eta \in \mathbb{R}^N \), where \( C_p' \) and \( C_p'' \) are positive constants depending only on \( p \).

If \( p > 2 \), then it follows from (37) that
\[
\iint_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y) - u(x) + u(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \leq C_p' \left( \|u_n - u\| - |u_n - u| \right) \to 0,
\]
as \( n \to \infty \). Hence \( u_n \to u \) in \( D^{s,p}(\mathbb{R}^N) \).

It remains to consider the case \( 1 < p < 2 \). To this aim, from (37) we have
\[
\iint_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y) - u(x) + u(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \\
\leq C_p'' \left( \|u_n - u\| - |u_n - u| \right)^{p/2} \\
\times \left\{ \iint_{\mathbb{R}^{2N}} \frac{|u_n(x) - u_n(y) + u(x) - u(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \right\}^{(2-p)/2} \\
\leq C \left( \|u_n - u\| - |u_n - u| \right)^{p/2} \\n\rightarrow 0,
\]
as \( n \to \infty \). Hence \( u_n \to u \) in \( D^{s,p}(\mathbb{R}^N) \). In conclusion, we get \( u_n \to u \) strongly in \( D^{s,p}(\mathbb{R}^N) \) as \( n \to \infty \).

Finally, we consider the case \( \inf_n \|u_n\|_{D^{s,p}(\mathbb{R}^N)} = 0 \). Then either 0 is an accumulation point of the sequence \( \{u_n\}_n \) and so there exists a subsequence of \( \{u_n\}_n \) strongly converging to \( u = 0 \), or 0 is an isolated point of the sequence \( \{u_n\}_n \) and so there exists a subsequence, still denoted by \( \{u_n\}_n \), such that \( \inf_n \|u_n\| > 0 \). In the first case we are done, while in the latter case we can processed as above. \( \square \)

**Lemma 3.3.** Assume that \((f_2)\) and (5) hold. Then for any \( \lambda \in (0, 1) \) there exist \( \alpha \) and \( \rho > 0 \) such that \( \mathcal{I}_\lambda(u) \geq \alpha \) for all \( u \in D^{s,p}(\mathbb{R}^N) \) with \( \|u\| = \rho \).

**Proof.** For any \( u \in D^{s,p}(\mathbb{R}^N) \), by \((f_2)\) and the fractional Sobolev inequality, one has
\[
\mathcal{I}_\lambda(u) = \frac{a}{p} \|u\|^p + \frac{b}{\theta p} \|u\|^{\theta p} - \frac{\lambda}{p_s} \int_{\mathbb{R}^N} |u|^p \, dx - \int_{\mathbb{R}^N} F(x, u) \, dx \\
\geq \frac{b}{\theta p} \|u\|^{\theta p} - \frac{\lambda}{p_s} S^{-\frac{p_s}{p_s - \theta}} \|u\|^{p_s} - \|c_1\| \frac{p_s}{p_s - \theta} \|u\|^{p_s} - \|c_2\| \frac{p_s}{p_s - \theta} \|u\|^{q_p} \\
\geq \frac{b}{\theta p} \|u\|^{\theta p} - \frac{1}{p_s} S^{-\frac{p_s}{p_s - \theta}} \|u\|^{p_s} - \|c_1\| \frac{p_s}{p_s - \theta} S^{-\frac{p_s}{p_s - \theta}} \|u\|^q - \|c_2\| \frac{p_s}{p_s - \theta} S^{-\frac{p_s}{p_s - \theta}} \|u\|^q, \tag{38}
\]
thanks to the fact that $\lambda < 1$. By Young’s inequality, for any $\varepsilon > 0$ we obtain

$$|c_1| \frac{p^*_s}{p^*_s - 1} S^{-\frac{q}{p}} \|u\| \leq \varepsilon \frac{\|u\|^\theta p}{\theta p} + \varepsilon^{-\frac{1}{\theta p - 1}} \left( S^{-\frac{q}{p}} |c_1| \frac{p^*_s}{p^*_s - 1} \right)^\frac{\theta p}{\theta p - 1}.$$ 

Putting this inequality with $\varepsilon = b/2$ into (38), we deduce

$$I_\lambda(u) \geq \frac{b}{2\theta p} \|u\|^\theta p - \frac{1}{p^*_s} S^{-\frac{q}{p}} \|u\|^p S^{-\frac{q}{p}} \|u\|^q - |c_2| \frac{p^*_s}{p^*_s - 1} \|\|u\|^q.$$ 

Define $g(t) := \frac{b}{2\theta p} t^{\theta p} - \frac{1}{p^*_s} S^{-\frac{q}{p}} t^{p} - |c_2| \frac{p^*_s}{p^*_s - 1} S^{-\frac{q}{p}} t^q$ for all $t \geq 0$. Since $p^*_s > \theta p$ by $\theta < N/(N - sp)$ and $q > \theta p$, we deduce that there exists $\rho > 0$ such that $\max_{t \geq 0} g(t) = g(\rho) > 0$. Then for any $\lambda \in (0, 1)$, by (5) we get

$$I_\lambda(u) \geq g(\rho) - \frac{b}{2} \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( S^{-\frac{q}{p}} |c_1| \frac{p^*_s}{p^*_s - 1} \right)^\frac{\theta p}{\theta p - 1}.$$ 

Thus we complete the proof.

Put $\varphi \in C_0^\infty(\Omega)$ such that $\|\varphi\| = 1$ and $\int_\Omega |\varphi|^q_1 dx > 0$. Then, we have

**Lemma 3.4.** If $(f_4)$ is satisfied. Then there exist $\lambda_0 \in (0, 1)$ and $t_0 > 0$ such that $I_\lambda(t_0 \varphi) < 0$ for all $\lambda \in (0, \lambda_0)$ and $\|t_0 \varphi\| > \rho$, where $\rho$ is the number given in Lemma 3.3. Moreover, for any $\lambda \in (0, \lambda_0)$, we have

$$\sup_{t \geq 0} I_\lambda(t \varphi) < \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( \frac{bs^\theta}{\lambda} \right)^{\frac{p^*_s}{p^*_s - 1} \theta p}.$$ 

**Proof.** By $(f_4)$, we get

$$F(x, t) \geq C_0 |t|^{q_1} \text{ for all } (x, t) \in \Omega \times \mathbb{R}.$$ 

Then, for any $t \geq 1$,

$$I_\lambda(t \varphi) = \frac{a}{p} t^p + \frac{b}{\theta p} t^{\theta p} - \lambda \frac{t^{p^*_s}}{p^*_s} \int_{\mathbb{R}^N} |\varphi|^{p^*_s} dx - \int_{\mathbb{R}^N} F(x, t \varphi) dx$$

$$\leq \frac{a}{p} t^p + \frac{b}{\theta p} t^{\theta p} - C_0 \int_{\Omega} |t \varphi|^{q_1} dx.$$ 

Since $q_1 > \theta p > p$ and $\int_\Omega |\varphi|^{q_1} dx > 0$, there exists $t_0 \geq 1$ sufficiently large such that $I_\lambda(t_0 \varphi) < 0$ and $\|t_0 \varphi\| > \rho$, where $\rho$ is given by Lemma 3.3.

Define $J(t) := \frac{a}{p} t^p + \frac{b}{\theta p} t^{\theta p} - C_0 t^{q_1} \int_{\Omega} |\varphi|^{q_1} dx$. Then $I_\lambda(t \varphi) \leq J(t)$. Hence, we obtain

$$\sup_{t \geq 0} I_\lambda(t \varphi) \leq \sup_{t \geq 0} J(t).$$

It is easy to verify that there exists $t_1 > 0$ such that $\sup_{t \geq 0} J(t) = J(t_1) \in (0, \infty)$, since $q_1 > \theta p \geq p$. Thus, there exists $\lambda_0 \in (0, 1)$ such that

$$\sup_{t \geq 0} J(t) < \lambda_0 \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( \frac{bs^\theta}{\lambda_0} \right)^{\frac{p^*_s}{p^*_s - 1} \theta p}.$$
Therefore, for any \( \lambda \in (0, \lambda_0) \), we can deduce the desired conclusion. This completes the proof. \( \square \)

**Proof of Theorem 1.2.** Obviously, \( I_{\lambda}(0) = 0 \). By Lemmas 3.2–3.4 and Theorem 2.1, there exists \( \lambda_0 \in (0, 1) \), for all \( \lambda \in (0, \lambda_0) \), we can find a \( u \in D^{s,p}(\mathbb{R}^N) \) such that \( I_{\lambda}(u) = c > 0 \) and \( 0 \in \partial I_{\lambda}(u) \). Thus, \( u \) is a nontrivial solution of (1). That is, there exists \( \varpi(x) \in [f(x, u, \mathcal{F}(x, u)) \) such that

\[
(a + b\|u\|^{(q-1)p}) \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y)) (\varphi(x) - \varphi(y))}{|x - y|^{N+ps}} dxdy = \lambda \int_{\mathbb{R}^N} |u|^{ps-2}u \varphi dx + \int_{\mathbb{R}^N} \varpi \varphi dx, \ \forall \varphi \in D^{s,p}(\mathbb{R}^N),
\]

for all \( \varphi \in D^{s,p}(\mathbb{R}^N) \).

Next we show that \( u \) is a nonnegative solution. Taking \( \varphi = -u^- \) in (39) and using assumption \((f_1)\), we have

\[
(a + b\|u\|^{(q-1)p}) \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y)) (-u^- (x) + u^- (y))}{|x - y|^{N+ps}} dxdy = \lambda \int_{\mathbb{R}^N} |u^-|^{ps} dx.
\]

From above identity together with the following facts:

\[
|\xi^- - \eta^-|^p \leq |\xi - \eta|^p - (\xi^- + \eta^-)
\]

and \( |\xi^- - \eta^-| \leq |\xi - \eta| \), for all \( \xi, \eta \in \mathbb{R} \), we obtain

\[
(a + b\|u^-\|^{(q-1)p}) \int_{\mathbb{R}^{2N}} \frac{|u^- (x) - u^- (y)|^p}{|x - y|^{N+ps}} dxdy \leq \lambda \int_{\mathbb{R}^N} |u^-|^{ps} dx. \tag{40}
\]

In view of the definition of \( S \), we deduce

\[
(a + b\|u^-\|^{(q-1)p}) \int_{\mathbb{R}^{2N}} \frac{|u^- (x) - u^- (y)|^p}{|x - y|^{N+ps}} dxdy \leq \lambda S^{-\frac{ps}{p'}} \|u^-\|^{ps}.
\]

Moreover, by \( a \geq 0 \) and \( b > 0 \), we get

\[
b\|u^-\|^p \leq \lambda S^{-\frac{ps}{p'}} \|u^-\|^{ps},
\]

from which it is easy to see that

\[
\|u^-\| \geq \left( \frac{b}{\lambda S^{-\frac{ps}{p'}}} \right)^{\frac{1}{1-rac{ps}{p}}}.
\]

On the other hand, by (39) one has

\[
a\|u\|^p + b\|u\|^p = \lambda \int_{\mathbb{R}^N} |u|^{ps} dx + \int_{\mathbb{R}^N} \varpi(x) u dx.
\]

It follows from this equality and \((f_3)\) that

\[
c = I_{\lambda}(u) = a \left( \frac{1}{p} - \frac{1}{\sigma} \right) \|u\|^p + b \left( \frac{1}{\theta p} - \frac{1}{\sigma} \right) \|u\|^{\theta p} + \lambda \left( \frac{1}{\sigma} - \frac{1}{p^*_s} \right) \int_{\mathbb{R}^N} |u|^{ps} dx + \int_{\mathbb{R}^N} \left[ \frac{1}{\theta} \varpi(x) u - F(x, u) \right] dx \geq b \left( \frac{1}{\theta p} - \frac{1}{\sigma} \right) \|u\|^{\theta p} + \lambda \left( \frac{1}{\sigma} - \frac{1}{p^*_s} \right) \int_{\mathbb{R}^N} |u|^{ps} dx. \tag{41}
\]
Notice that
\[ b\|u^−\|^{\theta p} \leq \lambda \int_{\mathbb{R}^N} |u^−|^{p^*_s} dx, \]
due to (40). Then by (41) we obtain
\[ c \geq b \left( \frac{1}{\theta p} - \frac{1}{\sigma} \right) \|u\|^{\theta p} + \left( \frac{1}{\sigma} - \frac{1}{p^*_s} \right) b\|u\|^{\theta p} \]
\[ \geq b \left( \frac{1}{\theta p} - \frac{1}{\sigma} \right) \|u^−\|^{\theta p} + \left( \frac{1}{\sigma} - \frac{1}{p^*_s} \right) b\|u^−\|^{\theta p} \]
\[ = \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \frac{bS^0}{\lambda} \theta p, \]
which contradicts the fact that \( c < \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( \frac{bS^0}{\lambda} \right)^{p^*_s/(p^*_s - \theta p)} \). Hence, \( u^− = 0 \).
This means that \( u \) is a nontrivial nonnegative solution of (1).

Proof of Theorem 1.3. Let \( f(x, u) = h(x)H(u - \Theta)|u|^{q-2}u \). Then \( f \) has only one discontinuity point \( \Theta \). Thus, by Theorem 1.2, we obtain that \( u \in D^{s,p}(\mathbb{R}^N) \) is a nontrivial nonnegative solution of problem (6).

Let \( X = D^{s,p}(\mathbb{R}^N) \). Since \( X \) is a separable and reflexive Banach space, there exist \( \{e_n\}_{n=1}^{\infty} \subset X \) and \( \{e^*_m\}_{m=1}^{\infty} \subset X^* \) such that
\[ \langle e^*_m, e_n \rangle = \begin{cases} 1, & \text{if } n = m \\ 0, & \text{if } n \neq m, \end{cases} \]
and
\[ X = \text{span}\{e_n : n = 1, 2, \cdots\}, \quad X^* = \text{span}\{e^*_m : m = 1, 2, \cdots\}. \]
For \( k = 1, 2, \cdots \), we set
\[ X_k = \text{span}\{e_k\}, \quad Y_k = \bigoplus_{j=1}^{k} X_j, \quad Z_k = \bigoplus_{j=k}^{\infty} X_j. \]

Proof of Theorem 1.4. It follows from \( (f_5) \) and Lemma 3.1 that \( \mathcal{I}_\lambda \) is an even locally Lipschitz functional. By Lemma 3.2, we know that \( \mathcal{I}_\lambda \) satisfies the nonsmooth \((PS)_c\) condition for any \( c < \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( \frac{bS^0}{\lambda} \right)^{p^*_s/(p^*_s - \theta p)} \). We take \( X^- = Y_k \) and \( X^+ = X \), by Lemma 3.3, there exist \( \rho, \alpha > 0 \) such that \( \mathcal{I}_\lambda(u) \geq \alpha \) for all \( u \in X^+ \) with \( \|u\| = \rho \). Using a similar discussion as in Lemma 3.4, we obtain
\[ \mathcal{I}_\lambda(u) \to -\infty \quad \text{as } \|u\| \to \infty, \quad u \in X^-, \]
and there exists \( \Lambda_k \in (0, 1) \) such that for all \( \lambda \in (0, \Lambda_k) \)
\[ c_k = \inf_{h \in \Gamma} \sup_{u \in Y_k} \mathcal{I}_\lambda(h(u)) < \lambda \left( \frac{1}{\theta p} - \frac{1}{p^*_s} \right) \left( \frac{bS^0}{\lambda} \right)^{p^*_s/(p^*_s - \theta p)}, \]
where
\[ \Gamma = \{ h \in C(X, X) : h \text{ is odd}, h(u) = u \text{ if } u \in X^- \text{ and } \|u\| \geq R \}. \]
Obviously, \( \mathcal{I}_\lambda(0) = 0 \). Thus, by Theorem 2.6, we obtain that problem (1) has \( k \) pairs of nontrivial solutions. Therefore, the proof is complete.
Acknowledgment. We would like to thank Professor Giovanni Molica Bisci for useful discussions and valuable suggestions.

REFERENCES

[1] C. O. Alves and A. M. Bertone, A discontinuous problem involving the $p$–Laplacian operator and critical exponent in $\mathbb{R}^N$, *Electron. J. Differential Equations*, 2003 (2003), 1–10.

[2] C. O. Alves, A. M. Bertone and J. V. Goncalves, A variational approach to discontinuous problems with critical Sobolev exponents, *J. Math. Anal. Appl.*, 265 (2002), 103–127.

[3] D. Applebaum, Lévy processes–from probability to finance quantum groups, *Notices Amer. Math. Soc.*, 51 (2004), 1336–1347.

[4] G. Autuori, A. Fiscella and P. Pucci, Stationary Kirchhoff problems involving a fractional elliptic operator and a critical nonlinearity, *Nonlinear Anal.*, 125 (2015), 699–714.

[5] G. Autuori and P. Pucci, Elliptic problems involving the fractional Laplacian in $\mathbb{R}^N$, *J. Differential Equations*, 255 (2013), 2340–2362.

[6] A. Azzollini, A note on the elliptic Kirchhoff equation in $\mathbb{R}^N$ perturbed by a local nonlinearity, *Commun. Contemp. Math.*, 17 (2015), 1450039, 5 pp.

[7] B. Barrios, E. Colorado, R. Servadei and F. Soria, A critical fractional equation with concave-convex power nonlinearities, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 32 (2015), 875–900.

[8] L. Brasco, S. Mosconi and M. Squassina, Optimal decay of extremal functions for the fractional Sobolev inequality, *Calc. Var. Partial Differential Equations*, 55 (2016), Art. 33, 32 pp.

[9] L. Brasco, E. Parini and M. Squassina, Stability of variational eigenvalues for the fractional $p$–Laplacian, *Discrete Contin. Dyn. Syst.*, 36 (2016), 1813–1845.

[10] H. Brézis and L. Nirenberg, Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents, *Comm. Pure Appl. Math.*, 36 (1983), 437–477.

[11] L. Caffarelli, Nonlocal diffusions, drifts and games, *Nonlinear Partial Differential Equations*, 136 (2014), 513–530.

[12] M. Caponi and P. Pucci, Existence theorems for entire solutions of stationary Kirchhoff fractional $p$–Laplacian equations, *Ann. Mat. Pura Appl.*, 195 (2016), 2099–2129.

[13] J. Chabrowski, On multiple solutions for the non-homogeneous $p$–Laplacian with a critical Sobolev exponent, *Differ. Integral Equations*, 8 (1995), 705–716.

[14] K. C. Chang, Variational methods for nondifferentiable functionals and their applications to partial differential equations, *J. Math. Anal. Appl.*, 80 (1981), 102–129.

[15] F. H. Clarke, Generalized gradients and applications, *Trans. Amer. Math. Soc.*, 205 (1975), 247–262.

[16] A. Coti-Zelisko and N. K. Tavoularis, Best constants for Sobolev inequalities for higher order fractional derivatives, *J. Math. Anal. Appl.*, 295 (2004), 225–236.

[17] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, *Bull. Sci. Math.*, 136 (2012), 521–573.

[18] L. D’Onofrio, A. Fiscella and G. Molica Bisci, Perturbation methods for nonlocal Kirchhoff-type problems, *Fractional Calculus and Applied Analysis*, 20 (2017), 829–853.

[19] G. M. Figueiredo, Existence of a positive solution for a Kirchhoff type problem with critical growth via truncation argument, *J. Math. Anal. Appl.*, 401 (2013), 706–713.

[20] A. Fiscella and E. Valdinoci, A critical Kirchhoff type problem involving a nonlocal operator, *Nonlinear Anal.*, 94 (2014), 156–170.

[21] A. Fiscella and P. Pucci, $p$–fractional Kirchhoff equations involving critical nonlinearities, *Nonlinear Anal. Real World Appl.*, 35 (2017), 350–378.

[22] A. Fiscella, Infinitely many solutions for a critical Kirchhoff type problem involving a fractional operator, *Differ. Integral Equations*, 29 (2016), 513–530.

[23] L. Gasinski and N. S. Papageorgiou, *Nonsmooth Critical Point Theory and Nonlinear Boundary Value Problems*, Chapman and Hall/CRC, Boca Raton, 2005.

[24] J. V. Goncalves and C. O. Alves, Existence of positive solutions for $m$-Laplacian equations in $\mathbb{R}^N$ involving critical exponents, *Nonlinear Anal.*, 32 (1998), 53–70.

[25] Y. He, G. B. Li and S. J. Peng, Concentrating bound states for Kirchhoff type problems in $\mathbb{R}^3$ involving critical Sobolev exponents, *Adv. Nonlinear Stud.*, 14 (2014), 483–510.

[26] X. M. He and W. M. Zou, Ground states for nonlinear Kirchhoff equations with critical growth, *Ann. Mat. Pura Appl.*, 193 (2014), 473–500.

[27] N. Laskin, Fractional quantum mechanics and Lévy path integrals, *Phys. Lett. A*, 268 (2000), 298–305.
[28] S. H. Liang and S. Y. Shi, Soliton solutions to Kirchhoff type problems involving the critical growth in $\mathbb{R}^N$, *Nonlinear Anal.*, **81** (2013), 31–41.

[29] P. L. Lions, The concentration-compactness principle in the calculus of variations, the limit case, Part I, *Rev. Mat. Iberoam.*, **1** (1985), 145–201. [Erratum in Part II, *Rev. Mat. Iberoam*, **1** (1985), 45–121].

[30] J. Liu, J. F. Liao and C. L. Tang, Positive solutions for Kirchhoff-type equations with critical exponent in $\mathbb{R}^N$, *J. Math. Anal. Appl.*, **429** (2015), 1153–1172.

[31] J. Mawhin and M. Willem, *Critical Point Theory and Hamilton Systems*, Springer Verlag, Berlin, 1989.

[32] G. Molica Bisci, V. Rădulescu and R. Servadei, *Variational Methods for Nonlocal Fractional Equations*, Encyclopedia of Mathematics and its Applications, 162, Cambridge University Press, Cambridge, 2016.

[33] G. Molica Bisci and D. Repovš, Higher nonlocal problems with bounded potential, *J. Math. Anal. Appl.*, **420** (2014), 167–176.

[34] G. Molica Bisci and V. Rădulescu, Ground state solutions of scalar field fractional for Schrödinger equations, *Calc. Var. Partial Differential Equations*, **54** (2015), 2985–3008.

[35] S. Mosconi, K. Perera, M. Squassina and Y. Yang, The Brézis-Nirenberg problem for the fractional $p$–Laplacian, *Calc. Var. Partial Differential Equations*, **55** (2016), Art. 105, 25 pp.

[36] G. Palatucci and A. Pisante, Improved Sobolev embeddings, profile decomposition, and concentration compactness for fractional Sobolev spaces, *Calc. Var. Partial Differential Equations*, **50** (2014), 799–829.

[37] P. Piersanti, P. Pucci, Entire solutions for critical $p$–fractional Hardy Schrödinger Kirchhoff equations, *Publ. Mat.*, **62** (2018), 3–36.

[38] P. Pucci and S. Saldi, Critical stationary Kirchhoff equations in $\mathbb{R}^N$ involving nonlocal operators, *Rev. Mat. Iberoam.*, **32** (2016), 1–22.

[39] P. Pucci, M. Q. Xiang and B. L. Zhang, Existence and multiplicity of entire solutions for fractional $p$–Kirchhoff equations, *Adv. Nonlinear Stud.*, **17** (2017), 611–640.

Received April 2017; revised January 2018.

E-mail address: xiangmingqi_hit@163.com
E-mail address: zhangbinlin2012@163.com