CHORDAL-TSSOS: A MOMENT-SOS HIERARCHY THAT EXPLOITS TERM SPARSITY WITH CHORDAL EXTENSION
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Abstract. This work is a follow-up and a complement to [44] for solving polynomial optimization problems (POPs). The chordal-TSSOS hierarchy that we propose is a new sparse moment-SOS framework based on term-sparsity and chordal extension. By exploiting term-sparsity of the input polynomials we obtain a two-level hierarchy of semidefinite programming relaxations. The novelty and distinguishing feature of such relaxations is to obtain quasi block-diagonal matrices obtained in an iterative procedure that performs chordal extension of certain adjacency graphs. The graphs are related to the terms arising in the original data and not to the links between variables. Various numerical examples demonstrate the efficiency and the scalability of this new hierarchy for both unconstrained and constrained POPs. The two hierarchies are complementary. While the former TSSOS [44] has a theoretical convergence guarantee, the chordal-TSSOS has superior performance but lacks this theoretical guarantee.

1. Introduction

Consider the polynomial optimization problem (POP):

\[(Q) : \quad f^* = \inf_x \{ f(x) : x \in K \},\]

where \(f(x) \in \mathbb{R}[x] = \mathbb{R}[x_1, \ldots, x_n]\) is a polynomial and \(K \subseteq \mathbb{R}^n\) is the basic semialgebraic set

\[K := \{ x \in \mathbb{R}^n : g_j(x) \geq 0, j = 1, \ldots, m \},\]

for some polynomials \(g_j(x) \in \mathbb{R}[x], j = 1, \ldots, m\). The so-called moment-SOS hierarchy [20] (where SOS stands for sum of squares) is a powerful approach based on certain specific positivity certificates of real algebraic geometry. It results in solving a hierarchy of semidefinite program (SDP) relaxations of (Q) whose associated monotone sequence of optimal values converges to \(f^*\) from below; in fact the convergence is even finite generically [33]. However, in view of the present status of SDP solvers, the moment-SOS hierarchy does not scale well and is so far limited to problems of modest size.

To address the issue of scalability, an important research direction is to define alternative relaxations of (Q) with cheaper computational cost and still with good convergence properties. One possibility is to define hierarchies of relaxations of (Q) based on other positivity certificates. Such alternative positivity certificates
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are in general weaker but their implementation is much easier as it results in LP-relaxations (e.g., as in DSOS [1]), second-order cone relaxations (e.g., as in SDSOS [1]), or cheaper SDP-relaxations (e.g. as in BSOS [22]).

Another possibility is to address sparsity often present in the description of large-scale instances of (Q). One classical approach is to consider so-called correlative sparsity patterns, developed in [21, 45]. This is represented by the correlative sparsity pattern (csp) graph which grasps the links between variables. Concretely, the nodes of a csp graph correspond to the variables and there is an edge between two nodes (variables) if and only if these two variables appear in the same term of the objective polynomial $f$ or appear in the same polynomial $g_j$ involved in the description of $K$. One then partitions the variables into blocks according to the maximal cliques of the chordal extension of the csp graph to obtain a moment-SOS hierarchy for (Q) with quasi block-diagonal SDP matrices. If each maximal clique has a small size, this will significantly reduce the computational cost. This approach has been successively applied for solving optimal powerflow problems [17], roundoff error bound analysis [26, 27], or more recently to approximate the volume of sparse semialgebraic sets [41].

Nevertheless many POPs that are fairly sparse do not fulfill the correlative sparsity pattern. For instance, if $f$ has a term involving all variables or some constraint $g_j$ (e.g. $||x||^2$) involves all variables, then the correlative sparsity pattern fails. Besides, even if a POP admits a correlative sparsity pattern, some maximal clique of the csp graph may still have a big size (like over 20 variables), which makes the resulting SDP problem still hard to solve.

However, instead of exploiting sparsity from the perspective of variables, one can also exploit sparsity from the perspective of terms as described in [43, 44]. This is the route followed in this paper.

**Novelty with respect to** [44]. In [44], we exploit the term-sparsity occurring in the description of (Q) so as to define a sparsity-adapted version of the moment-SOS hierarchy, which scales much better with the size of the initial problem (Q). Roughly speaking, the sparsity considered in [44] can be also represented by a graph, which is called a term-sparsity pattern (tsp) graph. But unlike the csp graph, the nodes of a tsp graph correspond to monomials (not variables) and the edges of the graph grasp the links between monomials in the SOS representation of positive polynomials. In [44], we design an iterative procedure to enlarge the tsp graph in order to iteratively exploit the term-sparsity in (Q). Each iteration consists of two steps: (i) a support-extension operation and (ii) a block-closure operation on adjacency matrices.

We first propose to replace the second step from [44] by a chordal-extension operation. In doing so we obtain a sequence

$$G_1 \subseteq G_2 \subseteq \cdots \subseteq G_r,$$

of graphs where “$G_i \subseteq G_{i+1}$” means that $G_i$ is a subgraph of $G_{i+1}$. The main difference with [44] is that (ii) now consists of performing an (approximately) minimal chordal extension instead of performing completion of the connected components of each graph. Then combining this iterative procedure with the standard moment-SOS hierarchy results in a two-level moment-SOS hierarchy with quasi block-diagonal SDP matrices. When the size of blocks is small, then the associated SDP relaxations are drastically much cheaper to solve.
To some extent, the term-sparsity (focusing on monomials) is finer than the correlative sparsity (focusing on variables). If a POP is sparse in the sense of correlative sparsity, which means that the csp graph is not complete, then it must be sparse in the sense of term-sparsity, which means that the tsp graph is not complete, while the converse is not necessarily true. So the basic idea for solving large-scale POPs is as follows: first apply correlative sparsity to obtain a coarse decomposition in terms of variables with cliques, and second apply term-sparsity to the cliques that still have a big size.

**Contribution.** We provide a new sparse moment-SOS framework based on term-sparsity and chordal graphs, following the route of our previous paper [44]. It is in deep contrast to the approach based on the sole correlative sparsity and provides a new item in the arsenal of sparsity-exploiting techniques for moment-SOS hierarchies of POPs. More precisely:

- We provide an iterative procedure that exploits term-sparsity in POPs. The case of unconstrained polynomial optimization is treated in §3 and the case of constrained polynomial optimization is treated in §4. It results in a two-level moment-SOS hierarchy that we call the chordal-TSSOS hierarchy (as the “TSSOS” terminology was used in our prior work [44]). The resulting SDP has quasi block-diagonal SDP matrices, which is the crucial feature of the chordal-TSSOS hierarchy.

- In §5 we provide a computational cost estimate for the first step of the chordal-TSSOS hierarchy via a careful analysis of the structure of tsp graphs.

- In §6 we provide various numerical experiments to illustrate that POPs with significantly large size (up to 200 variables) and without correlative sparsity, can be solved by our chordal-TSSOS hierarchy.

We emphasize that in all numerical examples tested in this paper (except the Broyden banded function from [45]), the usual correlative sparsity pattern is dense or almost dense and so yields no or little computational savings (or cannot even be implemented). Concerning Broyden banded functions, even though both tsp and csp apply, tsp still yields blocks whose size is smaller than those obtained with csp, and thus results in lower computational cost for the corresponding SDPs.

Therefore the chordal-TSSOS hierarchy should be considered as a complement to TSSOS [44] rather than just a variant. Indeed on the one hand, TSSOS has a guaranteed convergence property with good efficiency reported in [44] when compared to other hierarchies. On the other hand, while chordal-TSSOS lacks theoretical convergence guarantee, in practice it has superior performance (and with finite convergence in many cases). Hence a user should start with chordal-TSSOS and possibly turns to TSSOS if the convergence does not take place.

### 2. Notation and Preliminaries

#### 2.1. SOS polynomials

Let $\mathbf{x} = (x_1, \ldots, x_n)$ be a tuple of variables and $\mathbb{R}[\mathbf{x}] = \mathbb{R}[x_1, \ldots, x_n]$ be the ring of real $n$-variate polynomials. For a subset $\mathcal{A} \subseteq \mathbb{N}^n$, we denote by $\text{conv}(\mathcal{A})$ the convex hull of $\mathcal{A}$. A polynomial $f \in \mathbb{R}[\mathbf{x}]$ can be written as $f(\mathbf{x}) = \sum_{\mathbf{\alpha} \in \mathcal{A}} f_{\mathbf{\alpha}} \mathbf{x}^{\mathbf{\alpha}}$ with $\mathcal{A} \subseteq \mathbb{N}^n$ and $f_{\mathbf{\alpha}} \in \mathbb{R}, \mathbf{x}^{\mathbf{\alpha}} = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$. The support of $f$ is defined by $\text{supp}(f) = \{ \mathbf{\alpha} \in \mathcal{A} \mid f_{\mathbf{\alpha}} \neq 0 \}$, and the Newton polytope of $f$ is defined as $\text{New}(f) = \text{conv}(\{ \mathbf{\alpha} : \mathbf{\alpha} \in \text{supp}(f) \})$. We use $|\cdot|$ to denote the cardinality of a set.

For a finite set $\mathcal{A} \subseteq \mathbb{N}^n$, let $\mathbf{x}^{\mathcal{A}}$ be the $|\mathcal{A}|$-dimensional column vector consisting of elements $\mathbf{x}^{\mathbf{\alpha}}, \mathbf{\alpha} \in \mathcal{A}$ (fix any ordering on $\mathbb{N}^n$). For a positive integer $r$, the set of
$r \times r$ symmetric matrices is denoted by $S^r$ and the set of $r \times r$ positive semidefinite (PSD) matrices is denoted by $S^r_+$. Let us denote by $\langle A, B \rangle \in \mathbb{R}$ the trace inner-product, defined by $\langle A, B \rangle = \text{Tr}(A^T B)$.

Given a polynomial $f(x) \in \mathbb{R}[x]$, if there exist polynomials $f_1(x), \ldots, f_t(x)$ such that

$$f(x) = \sum_{i=1}^{t} f_i(x)^2,$$

then we say that $f(x)$ is a sum of squares (SOS) polynomial. Clearly, the existence of an SOS decomposition of a given polynomial provides a certificate for its global nonnegativity. For $d \in \mathbb{N}$, let $\mathbb{N}^d_0 := \{ \alpha = (\alpha_i) \in \mathbb{N}^n \mid \sum_{i=1}^{n} \alpha_i \leq d \}$. Assume that $f \in \mathbb{R}[x]$ is a polynomial of degree $2d$. If we choose the standard monomial basis $x^{\mathbb{N}^d_0}$, then the SOS condition (1) is equivalent to the existence of a PSD matrix $Q$, which is called a Gram matrix [6], such that

$$f(x) = (x^{\mathbb{N}^d_0})^T Q x^{\mathbb{N}^d_0}.$$

When $f$ is sparse, the size of the corresponding SDP problem (2) can be reduced by computing a smaller monomial basis. In fact, the set $\mathbb{N}^d_0$ in (2) can be replaced by the integer points in half of the Newton polytope of $f$, i.e., by

$$\mathcal{B} = \frac{1}{2} \cdot \text{New}(f) \cap \mathbb{N}^n \subseteq \mathbb{N}^d_0.$$

See [38] for a proof. We refer to this as the Newton polytope method. For convenience, we abuse notation in the sequel and denote by $\mathcal{B}$ instead of $x^\mathcal{B}$ a monomial basis.

For a polynomial $f(x) = \sum_{\alpha \in \mathcal{B}} f_\alpha x^\alpha$ with supp$(f) = \mathcal{A}$, let $\mathcal{B}$ be a monomial basis. For any $\alpha \in \mathcal{B} + \mathcal{B} := \{ \beta + \gamma \mid \beta, \gamma \in \mathcal{B} \}$, associate it with a $(0,1)$-binary matrix $A_{\alpha} \in S^{|\mathcal{B}|}$ such that $[A_{\alpha}]_{\beta \gamma} = 1$ iff $\beta + \gamma = \alpha$ for all $\beta, \gamma \in \mathcal{B}$. Then $f$ is an SOS polynomial iff there exists $Q \in S^{\mathcal{B}}_+$ such that the following coefficient matching condition holds:

$$\langle A_\alpha, Q \rangle = f_\alpha \text{ for all } \alpha \in \mathcal{B} + \mathcal{B},$$

where we set $f_\alpha = 0$ if $\alpha \notin \mathcal{A}$.

### 2.2. Moment-SOS relaxations for POPs

With $y = (y_\alpha)$ being a sequence indexed by the standard monomial basis $\{x^\alpha\}$ of $\mathbb{R}[x]$, let $L_y : \mathbb{R}[x] \to \mathbb{R}$ be the linear functional

$$f = \sum_{\alpha} f_\alpha x^\alpha \mapsto L_y(f) = \sum_{\alpha} f_\alpha y_\alpha.$$

Given a monomial basis $\mathcal{B}$, the moment matrix $M_{\mathcal{B}}(y)$ associated with $\mathcal{B}$ and $y$ is the matrix with rows and columns indexed by $\mathcal{B}$ such that

$$M_{\mathcal{B}}(y)_{\beta \gamma} := L_y(x^\beta x^\gamma) = y_{\beta + \gamma}, \quad \forall \beta, \gamma \in \mathcal{B}.$$

If $\mathcal{B}$ is the standard monomial basis $\mathbb{N}^d_0$, we also denote $M_{\mathcal{B}}(y)$ by $M_d(y)$.

Consider the unconstrained polynomial optimization problem:

$$(P_0): \quad \lambda^* := \inf \{ f(x) : x \in \mathbb{R}^n \}$$
with \( f(x) \in \mathbb{R}[x] \) of degree \( 2d \). Let \( \mathcal{B} \) be a monomial basis. The moment SDP relaxation of \((P_0)\) is ([20])

\[
\lambda_{\text{sos}} := \inf \left\{ L_\mathcal{B}(f) : \begin{array}{l}
M_\mathcal{B}(y) \succeq 0,
y_0 = 1
\end{array} \right\}.
\]

(6)

The dual SDP problem of (6) is

\[
\sup \left\{ \lambda : \begin{array}{l}
\langle Q, A_\alpha \rangle + \lambda \delta_{0\alpha} = f_\alpha, \quad \forall \alpha \in \mathbb{N}_2^n,
Q \succeq 0
\end{array} \right\}.
\]

(7)

\((P)^*\):

Suppose \( g = \sum_\alpha g_\alpha x^\alpha \in \mathbb{R}[x] \) and let \( y = (y_\alpha) \) be given. For a positive integer \( d \), the localizing matrix \( M_d(gy) \) associated with \( g \) and \( y \) is the matrix with rows and columns indexed by \( \mathbb{N}_d^n \) such that

\[
M_d(gy)_{\beta\gamma} := L_\mathcal{B}(gx^\beta x^\gamma) = \sum_\alpha g_\alpha y_\alpha + \beta + \gamma, \quad \forall \beta, \gamma \in \mathbb{N}_d^n.
\]

Consider the constrained polynomial optimization problem:

\[
(Q_0) : \quad \lambda^* := \inf_{x} \{ f(x) : x \in K \},
\]

where \( f(x) \in \mathbb{R}[x] \) is a polynomial and \( K \subseteq \mathbb{R}^n \) is the basic semialgebraic set

\[
K = \{ x \in \mathbb{R}^n : g_j(x) \geq 0, \quad j = 1, \ldots, m, \}
\]

for some polynomials \( g_j(x) \in \mathbb{R}[x], j = 1, \ldots, m \).

Let \( d_j := \lceil \deg(g_j) / 2 \rceil, j = 1, \ldots, m \) and let \( d \geq \max\{ \lceil \deg(f) / 2 \rceil, d_1, \ldots, d_m \} \) be a positive integer. Then the Lasserre’s hierarchy indexed by \( d \) of primal moment SDP relaxations of \((Q_0)\) is defined by ([20]):

\[
\lambda_d := \inf \left\{ L_\mathcal{B}(f) : \begin{array}{l}
M_d(y) \succeq 0,
M_{d-d_j}(g_jy) \succeq 0, \quad j = 1, \ldots, m,
y_0 = 1
\end{array} \right\}.
\]

(10)

\((Q_d)\):

We call \( d \) the relaxation order.

Set \( g_0 := 1 \) and \( d_0 := 0 \). For each \( j \), writing \( M_{d-d_j}(g_jy) = \sum_\alpha D_j^\alpha y_\alpha \) for appropriate \((0,1)\)-binary matrices \( \{ D_j^\alpha \} \), we can write the dual of (10) as

\[
\sup \left\{ \lambda : \begin{array}{l}
\sum_{j=0}^m (Q_j, D_j^\alpha) + \lambda \delta_{0\alpha} = f_\alpha, \quad \forall \alpha \in \mathbb{N}_2^n,
Q_j \succeq 0, \quad j = 0, \ldots, m
\end{array} \right\},
\]

(11)

\((Q_d)^*\):

where \( \delta_{0\alpha} \) is the usual Kronecker symbol.

2.3. **Chordal graphs and sparse matrices.** We introduce some basic notions from graph theory. An **undirected** graph \( G(V, E) \) or simply \( G \) consists of a set of nodes \( V \) and a set of edges \( E \subseteq \{ \{v_i, v_j\} : (v_i, v_j) \in V \times V \} \). Note that we admit self-loops (i.e. edges that connect the same node) in the edge set \( E \). If \( G \) is a graph, we also use \( V(G) \) and \( E(G) \) to indicate the set of nodes of \( G \) and the set of edges of \( G \), respectively. For two graphs \( G, H \), we say that \( G \) is a **subgraph** of \( H \) if \( V(G) \subseteq V(H) \) and \( E(G) \subseteq E(H) \), denoted by \( G \subseteq H \). For a graph \( G(V, E) \),
a cycle of length \( k \) is a set of nodes \( \{v_1, v_2, \ldots, v_k\} \subseteq V \) with \( \{v_i, v_{i+1}\} \in E \) and \( \{v_i, v_1\} \in E \) for \( i = 1, \ldots, k - 1 \). A chord in a cycle \( \{v_1, v_2, \ldots, v_k\} \) is an edge \( \{v_i, v_j\} \) that joins two nonconsecutive nodes in the cycle.

A graph is called a chordal graph if all its cycles of length at least four have a chord. Chordal graphs include some common classes of graphs, such as complete graphs, line graphs and trees, and have applications in sparse matrix theory. Note that any non-chordal graph \( G(V, E) \) can always be extended to a chordal graph \( \overline{G}(V, \overline{E}) \) by adding appropriate edges to \( E \), which is called a chordal extension of \( G(V, E) \). A clique \( C \subseteq V \) of \( G \) is a subset of nodes where \( \{v_i, v_j\} \in E \) for any \( v_i, v_j \in C \). If a clique \( C \) is not a subset of any other clique, then it is called a maximal clique. It is known that maximal cliques of a chordal graph can be enumerated efficiently in linear time in the number of nodes and edges of the graph. See for example [4, 8, 11] for the details.

Given a graph \( G(V, E) \), a symmetric matrix \( Q \) with row and column indices labeled by \( V \) is said to have sparsity pattern \( G \) if \( Q_{\beta\gamma} = Q_{\gamma\beta} = 0 \) whenever \( \{\beta, \gamma\} \notin E \). Let \( S_G \) be the set of symmetric matrices with sparsity pattern \( G \). The PSD matrices with sparsity pattern \( G \) form a convex cone
\[
S_+^{|V|} \cap S_G = \{Q \in S_G \mid Q \succeq 0\}. \tag{12}
\]

Given a maximal clique \( C \) of \( G(V, E) \), we define a matrix \( P_C \in \mathbb{R}^{|C| \times |V|} \) as
\[
(P_C)_{i\beta} = \begin{cases} 
1, & \text{if } C(i) = \beta, \\
0, & \text{otherwise}.
\end{cases} \tag{13}
\]
where \( C(i) \) denotes the \( i \)-th node in \( C \), sorted in the ordering compatibly with \( V \). Note that \( Q_C = P_C Q P_C^T \in S^{|C|} \) extracts a principal submatrix \( Q_C \) defined by the indices in the clique \( C \) from a symmetry matrix \( Q \), and \( Q = P_C^T Q_C P_C \) inflates a \( |C| \times |C| \) matrix \( Q_C \) into a sparse \( |V| \times |V| \) matrix \( Q \).

When the sparsity pattern graph \( G \) is chordal, the cone \( S_+^{|V|} \cap S_G \) can be decomposed as a sum of simple convex cones, as stated in the following theorem.

**Theorem 2.1** ([42], Theorem 9.2). Let \( G(V, E) \) be a chordal graph and assume that \( C_1, \ldots, C_t \) are all of the maximal cliques of \( G(V, E) \). Then a matrix \( Q \in S_+^{|V|} \cap S_G \) if and only if there exist \( Q_k \in S_+^{|C_k|} \) for \( k = 1, \ldots, t \) such that \( Q = \sum_{k=1}^t P_{C_k}^T Q_k P_{C_k} \).

Given a graph \( G(V, E) \), let \( \Pi_G \) be the projection from \( S^{|V|} \) to the subspace \( S_G \), i.e., for \( Q \in S^{|V|} \),
\[
\Pi_G(Q)_{\beta\gamma} = \begin{cases} 
Q_{\beta\gamma}, & \text{if } \{\beta, \gamma\} \in E, \\
0, & \text{otherwise}.
\end{cases} \tag{14}
\]

We denote by \( \Pi_G(S_+^{|V|}) \) the set of matrices in \( S_G \) that have a PSD completion, i.e.,
\[
\Pi_G(S_+^{|V|}) = \{\Pi_G(Q) \mid Q \in S_+^{|V|}\}. \tag{15}
\]

One can check that the PSD completable cone \( \Pi_G(S_+^{|V|}) \) and the PSD cone \( S_+^{|V|} \cap S_G \) form a pair of dual cones in \( S_G \). Moreover, for a chordal graph \( G \), the decomposition result for the cone \( S_+^{|V|} \cap S_G \) in Theorem 2.1 leads to the following characterization of the PSD completable cone \( \Pi_G(S_+^{|V|}) \).
Theorem 2.2 ([42], Theorem 10.1). Let $G(V, E)$ be a chordal graph and assume that $C_1, \ldots, C_t$ are all of the maximal cliques of $G(V, E)$. Then a matrix $Q \in \Pi_G(S_{+}^{|V|})$ if and only if $Q_k = P_{C_k}Q P_{C_k}^T \succeq 0$ for $k = 1, \ldots, t$.

For more details about sparse matrices and chordal graphs, the reader may refer to [42].

3. The chordal-TSSOS Hierarchy: Unconstrained case

In this section, we describe an iterative procedure to exploit term-sparsity for the primal (6) and dual (7) SDP relaxations of unconstrained POPs.

For a polynomial $f(x) = \sum_{\alpha \in \mathcal{A}} f_\alpha x^\alpha \in \mathbb{R}[x]$ with $\text{supp}(f) = \mathcal{A}$ (assuming $0 \in \mathcal{A}$), let $\mathcal{B}$ be a monomial basis. In the following, we will consider graphs with $V := \mathcal{B}$ as set of nodes. Suppose $G(V, E)$ is such a graph. We define the support of $G$ by

$\text{supp}(G) := \{ \beta + \gamma \mid \{ \beta, \gamma \} \in E \}$.

We further define two operations on $G$: support-extension and chordal-extension. The support-extension of $G$, denoted by $SE(G)$, is the graph with set of nodes $\mathcal{B}$ and with the edge set $E(\text{SE}(G)) := \{ \{ \beta, \gamma \} \mid \beta + \gamma \in \text{supp}(G) \}$.

Example 3.1. Consider the following graph $G(V, E)$ with

$V = \{ x_1, x_2, x_3, x_2x_3, x_1x_3, x_1x_2 \}$ and $E = \{ \{x_2x_3\}, \{x_2, x_1x_3\} \}$.

Then $E(\text{SE}(G)) = \{ \{x_2x_3\}, \{x_2, x_1x_3\}, \{x_2, x_3\}, \{x_1, x_2x_3\}, \{x_3, x_1x_2\} \}$. See Figure 1 for the support-extension $\text{SE}(G)$ of $G$.

**Figure 1.** The support-extension $\text{SE}(G)$ of $G$

Any specific chordal-extension of $G$ is denoted by $\overline{G}$.

Example 3.2. Consider the following graph $G(V, E)$ with $V = \{x_1, x_2, x_3, x_4, x_5, x_6\}$ and $E = \{ \{x_1, x_2\}, \{x_2, x_3\}, \{x_3, x_4\}, \{x_4, x_5\}, \{x_5, x_6\}, \{x_6, x_1\} \}$. See Figure 2 for the chordal-extension $\overline{G}$ of $G$.

Remark 3.3. For a graph $G(V, E)$, the chordal extension of $G$ is usually not unique. A chordal extension with the least number of edges is called a minimum chordal extension. Finding a minimum chordal extension of a graph is an NP-hard problem in general. Fortunately, several heuristic algorithms, such as the minimum degree ordering, are known to efficiently produce a good approximation [2, 3, 13]. In this paper, we actually use an approximately minimum chordal extension for a graph.
In the following, we assume that for graphs $G, H$ with same set of nodes, if $E(G) \subseteq E(H)$, then $E(\overline{G}) \subseteq E(\overline{H})$. This assumption is reasonable since any chordal extension of $H$ must be also a chordal extension of $G$.

Let $f(x) \in \mathbb{R}[x]$ with $\text{supp}(f) = \mathcal{A}$ and $\mathcal{B}$ a monomial basis with $r = |\mathcal{B}|$. We define $G_0(V, E_0)$ to be the graph with $V = \mathcal{B}$ and

$$E_0 = \{\{\beta, \gamma\} \mid \beta + \gamma \in \mathcal{A} \cup (2\mathcal{B})\},$$

where $2\mathcal{B} = \{2\beta \mid \beta \in \mathcal{B}\}$. We call $G_0$ the term-sparsity pattern (tsp) graph associated with $f$.

For $k \geq 1$, we recursively define a sequence of graphs $\{G_k(V, E_k)\}_{k \geq 1}$ by

$$(16) \quad G_k := \text{SE}(G_{k-1}).$$

If $f$ is sparse, by replacing $M_{\mathcal{A}}(y) \succeq 0$ with the weaker condition $M_{\mathcal{A}}(y) \in \Pi_{G_k}(\mathbf{S}_+^r)$ in (6), we obtain a sparse moment SDP relaxation of $(P_0)$ (5) for each $k \geq 1$:

$$(17) \quad (P^k) : \quad \lambda_k := \inf \{ L_y(f) : \quad \text{s.t.} \quad M_{\mathcal{A}}(y) \in \Pi_{G_k}(\mathbf{S}_+^r), \quad y_0 = 1 \}. $$

We call $k$ the sparse order. By construction, we have $G_k \subseteq G_{k+1}$ for all $k \geq 1$ and therefore the sequence of graphs $\{G_k(V, E_k)\}_{k \geq 1}$ stabilizes after a finite number of steps.

**Theorem 3.4.** The sequence $\{\lambda_k\}_{k \geq 1}$ is monotone nondecreasing and $\lambda_k \leq \lambda_{\text{sos}}$ for all $k$.

**Proof.** By construction, each maximal clique of $G_k$ is a subset of some maximal clique of $G_{k+1}$. Thus by Theorem 2.2, we have that $(P^k)$ is a relaxation of $(P^{k+1})$ (and also a relaxation of $(P)$). This yields the desired conclusions. \qed

As a consequence, we have the following hierarchy of lower bounds for the optimum of the original problem $(P_0)$:

$$(18) \quad \lambda^* \geq \lambda_{\text{sos}} \geq \cdots \geq \lambda_2 \geq \lambda_1.$$
We say that (17) (and its associated sequence (18)) is the chordal-TSSOS hierarchy for (P_0).

Unlike for the block moment-SOS hierarchy developed in [44] (which will be referred to as the block-TSSOS hierarchy in this paper), in theory there is no guarantee that the hierarchy of lower bounds \( \{\lambda_k\}_{k \geq 1} \) converges to the value \( \lambda_{\text{sos}} \). The following is an example.

**Example 3.5.** Consider the polynomial
\[
f = x_1^2 - 2x_1x_2 + 3x_2^2 - 2x_1^2x_2 + 2x_1^2x_2 - 2x_2x_3 + 6x_3^2 + 18x_2^2x_3 - 54x_2x_3^2 + 142x_2^2x_3^2.
\]
A monomial basis computed by the Newton polytope method is \( \{1, x_1, x_2, x_1x_2, x_2x_3\} \). Figure 3 shows the tsp graph \( G_0 \) (without dashed edges) and its chordal-extension \( G_1 \) (with dashed edges) for \( f \). The graph sequence \( \{G_k\}_{k \geq 1} \) stabilizes at \( k = 1 \). Solving the SDP problem (P_1) associated with \( G_1 \), we obtain \( \lambda_1 = -0.00355 \) while we have \( \lambda_{\text{sos}} = \lambda^* = 0 \).

**Figure 3.** The tsp graph \( G_0 \) and its chordal-extension \( G_1 \) for Example 3.5

![Figure 3](image)

Each node has a self-loop which is not displayed. The dashed edges are added in the process of the chordal-extension.

**Remark 3.6.** Even though there is no theoretical guarantee that the sequence of optimal solutions of the chordal-TSSOS hierarchy converges to the optimal solution of the corresponding dense moment-SOS relaxation for (P_0), in practice finite convergence takes place in many cases as we shall see in numerical experiments. Besides, by mixing the chordal-TSSOS hierarchy with the block-TSSOS hierarchy in [44], we can easily ensure convergence.

For each \( k \geq 1 \), the dual SDP problem of (17) is

\[
(P^k)^* : \begin{cases} 
\sup \lambda \\
\text{s.t. } \langle Q, A_\alpha \rangle + \lambda \delta_{0\alpha} = f_\alpha, \quad \forall \alpha \in \text{supp}(G_k), \\
Q \in S_r, \cap S_{G_k},
\end{cases}
\]

where \( A_\alpha \) is defined by (4).

**Proposition 3.7.** For each \( k \geq 1 \), there is no duality gap between \( (P^k) \) and \( (P^k)^* \).

**Proof.** This easily follows from Proposition 3.1 of [20] for the dense case and Theorem 2.2. \( \square \)

**Comparison with SDSOS [1].** The following definition of SDSOS polynomials has been introduced and studied in [1]. A symmetric matrix \( Q \in S^r \) is diagonally dominant if \( Q_{ii} \geq \sum_{j=1}^r |Q_{ij}| \) for \( i = 1, \ldots, r \) and is scaled diagonally dominant if there exists a positive definite \( r \times r \) diagonal matrix \( D \) such that \( DQD \) is diagonally dominant. We say that a polynomial \( f(x) \in \mathbb{R}[x] \) is a scaled diagonally dominant...
sum of squares (SDSOS) polynomial if it admits a Gram matrix representation (2) with a scaled diagonally dominant Gram matrix $Q$. We denote the set of SDSOS polynomials by $SDSOS$.

Following [1], by replacing the nonnegativity condition in $(P_0)$ with the SDSOS condition, one obtains the SDSOS relaxation of $(P)$ and $(P_0)$:

$\text{(SDSOS)}: \quad \lambda_{sdos} := \sup_{\lambda} \{ \lambda : f(x) - \lambda \in SDSOS \}.$

**Theorem 3.8.** With the above notation, $\lambda_1 \geq \lambda_{sdos}$.

**Proof.** Let $f \in \mathbb{R}[x]$ with $\mathcal{A} = \text{supp}(f)$ and $\mathcal{B}$ a monomial basis with $r = |\mathcal{B}|$. Assume that $f \in SDSOS$, i.e., $f$ admits a scaled diagonally dominant Gram matrix $Q \in \mathbb{S}^n_+$ indexed by $\mathcal{B}$. We then construct a Gram matrix $\tilde{Q}$ for $f$ by

$$\tilde{Q}_{e \beta} = \begin{cases} 0, & \text{if } \beta + \gamma \notin \mathcal{A} \cup 2\mathcal{B}, \\ Q_{e \beta}, & \text{otherwise}. \end{cases}$$

It is easy to see that we still have $f = (x^\mathcal{B})^T \tilde{Q} x^\mathcal{B}$. Note that we only replace off-diagonal entries by zeros in $Q$ and replacing off-diagonal entries by zeros does not affect the scaled diagonal dominance of a matrix. Hence $Q$ is also a scaled diagonally dominant matrix. Moreover, we have $\tilde{Q} \in \mathbb{S}^n_+ \cap \mathbb{S}_{G_0}$ by construction. It follows that $(SDSOS)$ is a relaxation of $(P_1)^*$. Hence $\lambda_1 \geq \lambda_{sdos}$. $\square$

The next result states that $\lambda_1 = \lambda_{sos}$ always holds in the quadratic case.

**Theorem 3.9.** Suppose that the objective function $f \in \mathbb{R}[x]$ in $(P_0)$ is a quadratic polynomial. Then $\lambda_1 = \lambda_{sos}$.

**Proof.** Assume $\text{supp}(f) = \mathcal{A}$. Since $f$ is quadratic, we take $\mathcal{B} = \{e_0, e_1, \ldots, e_n\}$ as a monomial basis, where $e_0 = 0$ and $\{e_i\}_{i=1}^n$ is the standard basis of $\mathbb{R}^n$. Let $G_0$ be the tsp graph associated with $f$. We only need to prove that if $f$ admits a PSD Gram matrix, then $f$ admits a Gram matrix in $\mathbb{S}^n_{G_0}$. Suppose that $Q = [q_{ij}]_{i,j=0}^n$ is a PSD Gram matrix of $f$ indexed by $\mathcal{B}$. Note that for all $i,j$, if $\{e_i, e_j\} \notin E(G_0)$, then we have $e_i + e_j \notin \mathcal{A}$, which implies $q_{ij} = 0$. It follows that $Q \in \mathbb{S}_{G_0}$ as desired. $\square$

4. THE CHORDAL-TSSOS HIERARCHY: CONSTRAINED CASE

In this section, we describe an iterative procedure to exploit term-sparsity for the primal-dual moment-SOS hierarchy (10)-(11) of the constrained POP $(Q_0)$ defined in (8)-(9). Let

$$\mathcal{A} = \text{supp}(f) \cup \bigcup_{j=1}^m \text{supp}(g_j).$$

Let $d_j := \lceil \deg(g_j)/2 \rceil, j = 1, \ldots, m$ and $d := \max\{\lceil \deg(f)/2 \rceil, d_1, \ldots, d_m\}$. Fix a relaxation order $d \geq d$ in Lasserre’s hierarchy (10). Let $g_0 = 1$, $d_0 = 0$ and $\mathcal{B}_{j,d} = \mathbb{N}^{d-d_j}_{j-d}$ be the standard monomial basis for $j = 0, \ldots, m$. We define a graph

$$G^{(0)}_{0,d}/V_{0,d}E^{(0)}_{0,d}$$

with $V^{(0)}_{0,d} = \mathcal{B}_{0,d}$ and

$$E^{(0)}_{0,d} = \{ \{\beta, \gamma\} \mid \beta + \gamma \in \mathcal{A} \cup (2\mathcal{B}_{0,d}) \}.$$

We call $G_0$ the term-sparsity pattern (tsp) graph associated with $(Q_0)$. 
For $k \geq 1$, we recursively define a sequence of graphs \( \{ G_{j,d}^{(k)}(V_{j,d}, E_{j,d}^{(k)}) \}_{k \geq 1} \) with $V_{j,d} = \mathcal{B}_{j,d}$ for $j = 0, \ldots, m$ by

\begin{equation}
G_{0,d}^{(k)} := \text{SE}(G_{0,d}^{(k-1)}) \quad \text{and} \quad G_{j,d}^{(k)} := F_{j,d}^{(k)}, \quad j = 1, \ldots, m,
\end{equation}

where $F_{j,d}^{(k)}$ is the graph with $V(F_{j,d}^{(k)}) = \mathcal{B}_{j,d}$ and

\begin{equation}
E(F_{j,d}^{(k)}) = \{ (\beta, \gamma) \mid (\text{supp}(g_j) + \beta + \gamma) \cap \text{supp}(G_{0,d}^{(k-1)}) = \emptyset \}, \quad j = 1, \ldots, m.
\end{equation}

Let $r_j := (n^j - d_{j,d})$. Therefore by replacing $M_{d-j}(y_j) \geq 0$ with the weaker condition $M_{d-j}(y_j) \in \mathcal{S}^{(k)}_+$ for $j = 0, \ldots, m$ in (10), we obtain the following sparse SDP relaxation of (Q$_d^{(k)}$) and (Q$_0$) for each $k \geq 1$:

\begin{equation}
\lambda_{d}^{(k)} := \inf \{ L_y(f) : \begin{array}{l}
M_j(y) \in \Pi_{G_{0,d}^{(k)}}(\mathcal{S}^{(k)}_+), \\
M_{d-j}(y_j) \in \Pi_{G_{j,d}^{(k)}}(\mathcal{S}^{(k)}_+), \quad j = 1, \ldots, m, \\
y_0 = 1 \end{array} \}.
\end{equation}

We call $k$ the sparse order. By construction we have $G_{j,d}^{(k)} \subseteq G_{j,d}^{(k+1)}$ for all $j, k$. Therefore, for every $j$, the sequence of graphs $\{ G_{j,d}^{(k)} \}_{k \geq 1}$ stabilizes after a finite number of steps.

**Theorem 4.1.** For fixed $\hat{d} \geq d$, the sequence $\{ \lambda_{d}^{(k)} \}_{k \geq 1}$ is monotone nondecreasing and $\lambda_{d}^{(k)} \leq \lambda_{d}^{(1)}$ for all $k$ (with $\lambda_{d}^{(1)}$ as in (10)).

**Proof.** By construction, for all $j, k$, each maximal clique of $G_{j,d}^{(k)}$ is a subset of some maximal clique of $G_{j,d}^{(k+1)}$. Hence by Theorem 2.2, (Q$_d^{(k)}$) is a relaxation of (Q$_d^{(k+1)}$) (and also a relaxation of (Q$_d^{(1)}$)). Therefore, $\{ \lambda_{d}^{(k)} \}_{k \geq 1}$ is monotone nondecreasing and $\lambda_{d}^{(k)} \leq \lambda_{d}^{(1)}$ for all $k$. \qed

**Theorem 4.2.** For fixed $k \geq 1$, the sequence $\{ \lambda_{d}^{(k)} \}_{d \geq \hat{d}}$ is monotone nondecreasing.

**Proof.** The conclusion follows if we can show that $G_{j,d}^{(k)} \subseteq G_{j,d+1}^{(k)}$ for all $j, d$ since by Theorem 2.2 this implies that (Q$_d^{(k)}$) is a relaxation of (Q$_d^{(k+1)}$). Let us prove $G_{j,d}^{(k)} \subseteq G_{j,d+1}^{(k)}$ by induction on $k$. For $k = 1$, from (20), we have $E_{0,d}^{(0)} \subseteq E_{0,d+1}^{(0)}$, which implies that $G_{j,d}^{(1)} \subseteq G_{j,d+1}^{(1)}$ for $j = 0, \ldots, m$. Now assume that $G_{j,d}^{(k)} \subseteq G_{j,d+1}^{(k)}$, $j = 0, \ldots, m$ hold for a given $k \geq 1$. Then from (21) and (22) and by the induction hypothesis, we have $G_{j,d}^{(k+1)} \subseteq G_{j,d+1}^{(k+1)}$ for $j = 0, \ldots, m$, which completes the induction and the proof. \qed
Combining Theorem 4.1 and Theorem 4.2, we have the following two-level hierarchy of lower bounds for the optimum of $(Q_0)$:

\[
\begin{align*}
\lambda_{d}^{(1)} & \leq \lambda_{d}^{(2)} \leq \cdots \leq \lambda_{d} \\
\lambda_{d+1}^{(1)} & \leq \lambda_{d+1}^{(2)} \leq \cdots \leq \lambda_{d+1} \\
& \vdots \vdots \vdots \\
\lambda_{d}^{(1)} & \leq \lambda_{d}^{(2)} \leq \cdots \leq \lambda_{d} \\
& \vdots \vdots \vdots \\
& \vdots \vdots \vdots \\
\end{align*}
\]

The array of lower bounds (24) (and its associated SDP-relaxations (23)) is what we call the chordal-TSSOS moment-SOS hierarchy (in short chordal-TSSOS hierarchy) associated with $(Q_0)$.

For each $k \geq 1$, the dual of $(Q_{d}^{k})$ is

\[
(Q_{d}^{k})^*: \sup \lambda \text{ s.t. } \sum_{j=0}^{m} (Q_j, D_{\alpha}^j) + \lambda \delta_{0\alpha} = f_{\alpha}, \forall \alpha \in \bigcup_{j=0}^{m} (\text{supp}(g_j) + \text{supp}(G_{j,d}^{(k)})],
\]

\[
Q_j \in S_{r_j}^{r_j} \cap S_{G_{j,d}^{(k)}}, \quad j = 0, \ldots, m,
\]

where $D_{\alpha}^j$ is defined in Sec. 2.1.

**Proposition 4.3.** Let $f \in \mathbb{R}[x]$ and $K$ be as in (9). Assume that $K$ has a nonempty interior. Then there is no duality gap between $(Q_{d}^{k})$ and $(Q_{d}^{k})^*$ for any $\hat{d} \geq d$ and $k \geq 1$.

**Proof.** By the duality theory of convex programming, this easily follows from Theorem 4.2 of [20] for the dense case and Theorem 2.2. □

**Remark 4.4.** As in the unconstrained case, there is no theoretical guarantee that the sequence of optimal values $\{\lambda_{d}^{(k)}\}_{k \geq 1}$ of the chordal-TSSOS hierarchy converges to the optimal value $\lambda_{d}$ of the corresponding dense moment-SOS relaxation for $(Q_0)$. However, as observed in our numerical experiments, finite convergence takes place in many cases. Moreover, theoretical convergence is guaranteed if one mixes the current “clique-based” chordal-TSSOS hierarchy with the “block-based” TSSOS hierarchy from [44].

**Remark 4.5.** As in Theorem 3.9, for quadratically constrained quadratic problems, we always have $\lambda_{1}^{(1)} = \lambda_{1}$.

**Remark 4.6.** Our above treatment easily extends to include equality constraints.

**Obtaining a possibly smaller initial monomial basis $\mathcal{B}$.** The chordal-TSSOS hierarchy depends on the chosen initial monomial basis $\mathcal{B}$ and therefore its choice can have a significant impact on the overall efficiency of the hierarchy. For instance for unconstrained POPs, the Newton polytope method usually provides a monomial basis smaller than the standard monomial basis. However, this method does not
apply to constrained POPs. Here as an optional pre-treatment of POPs, we provide an iterative procedure which not only enables us to obtain an initial monomial basis \(B\) smaller than the one given by the Newton polytope method for unconstrained POPs in many cases, but can also be applied to constrained POPs. It sometimes leads to an initial monomial basis \(B\) smaller than an obvious choice.

We start with the unconstrained case. Let \(f \in \mathbb{R}[x]\) with \(A = \text{supp}(f)\) and \(B\) the monomial basis given by the Newton polytope method. Set \(B_0 := \emptyset\). For \(p \geq 1\), we iteratively define a sequence of monomial sets \(\{B_p\}_{p}^{\infty}\) by

\[
B_p := \{\beta \in B \mid \exists \gamma \in B \text{ s.t. } \beta + \gamma \in A \cup 2B_{p-1}\}.
\]

Consequently, we obtain an increasing chain of monomial sets:

\[
B_1 \subseteq B_2 \subseteq B_3 \subseteq \cdots \subseteq B.
\]

Clearly, the above chain will stabilize in finite steps. Each \(B_p\) can serve as a candidate monomial basis. Particularly, we have

**Proposition 4.7.** Let \(f \in \mathbb{R}[x]\) and \(B_* = \cup_{p \geq 1} B_p\). If \(f \in \text{SDSOS}\), then \(f\) is an SDSOS polynomial in the monomial basis \(B_*\).

**Proof.** Let \(B\) be the monomial basis given by the Newton polytope method with \(r = |B|\). If \(f \in \text{SDSOS}\), then there exists a scaled diagonally dominant Gram matrix \(Q \in \mathbb{S}_r^+\) indexed by \(B\) such that \(f = (x^B)^T Q x^B\). Let \(s = |B_*|\). We then construct a Gram matrix \(\tilde{Q} \in \mathbb{S}_s^+\) indexed by \(B_*\) for \(f\) as follows:

\[
\tilde{Q}_{\beta \gamma} = \begin{cases} 
Q_{\beta \gamma}, & \text{if } \beta + \gamma \in A \cup 2B_* \\
0, & \text{otherwise}
\end{cases}
\]

One can easily check that we still have \(f = (x^{B_*})^T \tilde{Q} x^{B_*}\). Let \(\hat{Q}\) be the principal submatrix of \(Q\) by deleting the rows and columns whose indices are not in \(B_*\), which is also a scaled diagonally dominant matrix. By construction, \(\hat{Q}\) is obtained from \(Q\) by replacing certain off-diagonal entries by zeros. Since replacing off-diagonal entries by zeros does not affect the scaled diagonal dominance of a matrix, \(\hat{Q}\) is also a scaled diagonally dominant matrix. It follows that \(f\) is an SDSOS polynomial in the monomial basis \(B_*\). \(\square\)

**Remark 4.8.** By Proposition 4.7, if we use the monomial basis \(B_*\) for \((P^k)\) (17) and \((P^k)^*\) (19), we still have the hierarchy of optimal values:

\[
\lambda^* \geq \lambda_{sos} \geq \cdots \geq \lambda_2 \geq \lambda_1 \geq \lambda_{sdsos}.
\]

This method enables us to obtain a monomial basis which may be strictly smaller than the monomial basis given by the Newton polytope method as the following example shows.

**Example 4.9.** Consider the polynomial \(f = 1 + x + x^8\). The monomial basis given by the Newton polytope method is \(B = \{1, x, x^2, x^3, x^4\}\). By the above iterative procedure, we compute that \(B_1 = \{1, x, x^4\}\) and \(B_2 = \{1, x, x^2, x^4\}\). It turns out that \(B_2\) can serve as a monomial basis to represent \(f\) as an SOS.

For the constrained case we use notation of Sec. 4. Fix a relaxation order \(\hat{d}\) and a sparse order \(k\) of the chordal-TSSOS hierarchy. Then each iteration breaks into two steps.
Algorithm 1 \texttt{GenerateBasis}

\textbf{Input:} $\mathcal{A}$ and an initial monomial basis $\mathcal{B}$
\textbf{Output:} An increasing chain of potential monomial bases $\{\mathcal{B}_p\}_{p \geq 1}$

1: Set $\mathcal{B}_0 := \emptyset$;
2: Let $p = 0$;
3: while $p = 0$ or $\mathcal{B}_p \neq \mathcal{B}_{p-1}$ do
4: $p := p + 1$
5: Set $\mathcal{B}_p := \emptyset$;
6: for each pair $\{\beta, \gamma\}$ of $\mathcal{B}$ do
7: \hspace{1em} if $\beta + \gamma \in \mathcal{A} \cup 2\mathcal{B}_{p-1}$ then
8: \hspace{2em} $\mathcal{B}_p := \mathcal{B}_p \cup \{\beta, \gamma\}$
9: \hspace{1em} end if
10: end for
11: end while
12: return $\{\mathcal{B}_p\}_{p \geq 1}$;

For Step 1, let the maximal cliques of $G_{j,d}^{(k)}$ be $C_{j,1}^{(k)}, C_{j,2}^{(k)}, \ldots, C_{j,l_j}^{(k)}$ for $j = 0, \ldots, m$. Let

\begin{equation}
\mathcal{F} = \text{supp}(f) \cup \bigcup_{j=1}^{m} (\text{supp}(g_j) + \bigcup_{i=1}^{l_j} (C_{j,i}^{(k)} + C_{j,i}^{(k)})).
\end{equation}

Then call the Algorithm \texttt{GenerateBasis} with $\mathcal{A} = \mathcal{F}$ and $\mathcal{B} = \mathcal{B}_{0,d}$ to generate a new monomial basis $\mathcal{B}'_{0,d}$.

For Step 2, with the new monomial basis $\mathcal{B}'_{0,d}$, we compute a new sparsity pattern graph $(G_{j,d}^{(k)})'$ for $j = 0, \ldots, m$. Then go back to Step 1.

Continue the iterative procedure until $\mathcal{B}'_{0,d} = \mathcal{B}_{0,d}$.

5. Computational cost discussion

In this section, we provide an estimate for the computational cost associated with the chordal-TSSOS relaxation of POPs with sparse order $k = 1$. For ease of exposition we only consider the unconstrained case (19) and use the standard monomial basis $\mathcal{B} = \mathbb{N}_d^2$.

Let $f \in \mathbb{R}[x]$ be of degree $2d$ and $G_0$ the tsp graph associated with $f$. Let $\{G_k\}_{k \geq 1}$ be defined by (16). By Theorem 2.1, the complexity of (19) depends on two factors: the size of maximal cliques of $G_k$ and the number of equality constraints, i.e., $|\text{supp}(G_k)|$. Since we rely on an approximately minimum chordal extension, only a small number of edges are added to $G_0$ in the process of obtaining $G_1$ from the chordal extension of $G_0$. In this case, the complexity of (19) for $k = 1$ depends mainly on the size of maximal cliques of $G_0$ and $|\text{supp}(G_0)|$.

For any $\alpha = (\alpha_i) \in \mathbb{N}^n$, we call $\alpha \pmod{2} = (\alpha_i \pmod{2}) \in \{0,1\}^n$ the sign type of $\alpha$. We say that $\alpha$ is even if the sign type of $\alpha$ is 0 and is odd otherwise.

\textbf{Proposition 5.1.} Let $G_0(V, E_0)$ be the tsp graph associated with $f$. Then for any $\beta, \gamma \in V$ with the same sign type, $\{\beta, \gamma\} \in E_0$.

\textbf{Proof.} It is immediate from the definition. \hfill \Box
Proposition 5.1 implies that the nodes of $G_0$ with the same sign type form a clique of $G_0$.

**Proposition 5.2.** Let $C$ be a subset of $\mathbb{N}_d^0$ such that the elements of $C$ have the same sign type. Then $|C| \leq \binom{n+\lceil \frac{d}{2} \rceil}{\lceil \frac{d}{2} \rceil}$.

**Proof.** Let $y = (y_1, \ldots, y_n)$ be a set of variables and $s$ be the sign type of the elements in $C$. It follows that any $\alpha \in C$ is a nonnegative integer solution of the following system:

$$
\begin{aligned}
y_1 + y_2 + \cdots + y_n &\leq d, \\
y \pmod{2} &= s.
\end{aligned}
$$

Define $\bar{y} = (\bar{y}_1, \ldots, \bar{y}_n)$ by

$$
\bar{y}_i = \begin{cases} y_i, & \text{if } y_i \pmod{2} = 0, \\ y_i^{-1}, & \text{if } y_i \pmod{2} = 1. \end{cases}
$$

Let $o$ be the number of subscripts $i$ such that $s_i = 1$. Then the nonnegative integer solution of (28) is in a one-to-one correspondence to the nonnegative integer solution of the following system:

$$
\bar{y}_1 + \bar{y}_2 + \cdots + \bar{y}_n \leq \left\lfloor \frac{d-o}{2} \right\rfloor.
$$

Since the number of nonnegative integer solutions to (29) is $\binom{n+\left\lceil \frac{d-o}{2} \right\rceil}{\left\lceil \frac{d-o}{2} \right\rceil}$, we conclude that the number of nonnegative integer solutions to (28) is also $\binom{n+\left\lceil \frac{d-o}{2} \right\rceil}{\left\lceil \frac{d-o}{2} \right\rceil}$. Therefore, we have $|C| \leq \binom{n+\left\lceil \frac{d-o}{2} \right\rceil}{\left\lceil \frac{d-o}{2} \right\rceil}$ as $o$ is a nonnegative integer. \hfill \Box

Combining Proposition 5.1 and Proposition 5.2, we conclude that the size of any clique of $G_0$ whose nodes have the same sign type is no more than $\binom{n+\lceil \frac{d}{2} \rceil}{\lceil \frac{d}{2} \rceil}$.

Suppose $G(V,E)$ is a graph with $V = \mathcal{B}$. We say that an edge $\{\beta, \gamma\} \in E$ is even if $\beta + \gamma$ is even and is odd if $\beta + \gamma$ is odd. In other words, an even edge connects two nodes of the same sign type and an odd edge connects two nodes of different sign types. From the definition of $G_0$, odd edges of $G_0$ correspond to odd vectors in $\text{supp}(f)$. If $f$ is sufficiently sparse such that the odd edges of $G_0$ are not too many, then because of the above discussion, the maximal size of maximal cliques of $G_0$ is close to $\binom{n+\lceil \frac{d}{2} \rceil}{\lceil \frac{d}{2} \rceil}$.

It is known that for a chordal graph, the number of maximal cliques is less than the number of nodes $[9]$. Therefore, the number of maximal cliques of $G_0$ is bounded by $\binom{n+d}{d}$.

By construction, we have $|\text{supp}(G_0)| = |\text{supp}(f) \cup 2\mathcal{B}| \leq |\text{supp}(f)| + \binom{n+d}{d}$.

**Example 5.3.** Consider the polynomial $f = 1 + x_1^4 + x_2^4 + x_3^4 - x_1^2 x_2^2 - x_2^2 x_3^2 - x_1 x_2 x_3$. See Figure 4 for the tsp graph $G_0$ of $f$. There are 6 maximal cliques for $G_0$, which are of size $4, 2, 2, 1, 1, 1$ respectively.

On the other hand, for the dense SDP relaxation (7) of (19), there is only one SDP matrix which is of size $\binom{n+d}{d}$ and the number of equality constraints is $\binom{n+2d}{2d}$.

Thus we have the following table for the computational cost of the sparse (with the sparse order $k = 1$) and dense SDP relaxations of (19).
The green edges are even and the red edges are odd. Each node has a self-loop which is not displayed.

We illustrate the above discussion by an explicit example.

**Example 5.4.** For \( n \geq 1 \), let

\[
(30) \quad f_n = \sum_{i=1}^{n} (x_i^2 + x_i^4) + \sum_{i=1}^{n} \sum_{k=1}^{n} (x_i - x_k)^4.
\]

The tsp graph \( G_0 \) for \( f_n \) (see Figure 5) has 1 maximal clique of size \( n + 1 \) (involving the nodes \( 1, x_1, \ldots, x_n \)), \( \frac{n(n-1)}{2} \) maximal cliques of size 3 (involving the nodes \( x_i^2, x_j^2, x_ix_j \) for each pair \( \{i, j\}, i \neq j \)) and \( n \) maximal cliques of size 1 (involving the node \( x_i \) for each \( i \)). Note that \( G_0 \) is already a chordal graph. So we have \( G_1 = G_0 \).
The computational cost for the sparse (with the sparse order $k = 1$) and dense SDP relaxations of $f_n$ with $n$ is displayed in Table 2. In the column ‘#clique’, $i \times j$ means $j$ cliques of size $i$.

**Table 2.** Computational cost comparison for the sparse and dense SDP relaxations of $f_n$

|        | Sparse          | Dense          |
|--------|-----------------|----------------|
| #clique | $3 \times \frac{n(n-1)}{2}, 1 \times n, (n+1) \times 1$ | $(\frac{n+2}{2}) \times 1$ |
| #equality constraint | $\frac{3n(n-1)}{2} + 2n + 1$ | $(\frac{n+4}{4})$ |

6. Numerical experiments

In this section, we present numerical results of the proposed chordal-TSSOS hierarchies (17)-(19) and (23)-(25) for both unconstrained and constrained POPs, respectively. Our tool, named TSSOS, is implemented in Julia, and constructs instances of the dual SDP problems (19) and (25), then relies on MOSEK to solve them. TSSOS also implements the block moment-SOS hierarchy developed in [44]. In the following subsections, we compare the performance of TSSOS with the one of GloptiPoly [14] to solve the primal moment problem (10) of the dense hierarchy, and Yalmip [24] to solve its dual SOS problem (11). As for TSSOS, GloptiPoly and Yalmip rely on MOSEK to solve SDP problems.

Our TSSOS tool is available on the website: https://github.com/wangjie212/TSSOS.

All numerical examples were computed on an Intel Core i5-8265U@1.60GHz CPU with 8GB RAM memory and the WINDOWS 10 system.

The notation that we use are listed in Table 1.

**Table 3.** The notation

|        |                  |
|--------|-----------------|
| $n$    | the number of variables |
| $2d$   | the degree |
| $s$    | the number of terms |
| $d$    | the relaxation order of Lasserre’s hierarchy |
| $k$    | the sparse order of the (block-) chordal-TSSOS hierarchy |
| bs     | the size of initial monomial bases |
| rbs    | the size of reduced monomial bases |
| mc     | whose $k$-th entry is the maximal size of maximal cliques (blocks) obtained from the (block-) chordal-TSSOS hierarchy at sparse order $k$ |
| opt    | whose $k$-th entry is the optimum obtained from the (block-) chordal-TSSOS hierarchy at sparse order $k$ |
| time   | whose $k$-th entry is the time (in seconds) of computing the solution of the (block-) chordal-TSSOS hierarchy at sparse order $k$ |
| 0      | a number whose absolute value is less than $1e-5$ |
| -      | out of memory |
6.1. Unconstrained polynomial optimization problems. We first present the numerical results for randomly generated polynomials of two types. The first type is of the SOS form. More concretely, we consider the polynomial

\[ f = \sum_{i=1}^{t} f_i^2 \in \text{randpoly1}(n, 2d, t, p), \]

constructed as follows: first randomly choose a subset of monomials \( M \) from \( x^{2d} \) with probability \( p \), and then randomly assign the elements of \( M \) to \( f_1, \ldots, f_t \) with random coefficients between \(-1\) and \(1\). We generate 18 random polynomials \( F_1, \ldots, F_{18} \) from 6 different classes, where

\[ F_1, F_2, F_3 \in \text{randpoly1}(8, 8, 30, 0.1), \]
\[ F_4, F_5, F_6 \in \text{randpoly1}(8, 10, 25, 0.04), \]
\[ F_7, F_8, F_9 \in \text{randpoly1}(9, 10, 30, 0.03), \]
\[ F_{10}, F_{11}, F_{12} \in \text{randpoly1}(10, 12, 20, 0.01), \]
\[ F_{13}, F_{14}, F_{15} \in \text{randpoly1}(10, 16, 30, 0.003), \]
\[ F_{16}, F_{17}, F_{18} \in \text{randpoly1}(12, 12, 50, 0.01). \]

For these polynomials, we first compute a monomial basis using the Newton polytope method (3) and then reduce the monomial basis using the methods introduced in Sec. 4. Table 4 displays the numerical results on these polynomials. Note that the time spent to compute a monomial basis is included in the running time to solve the SDP (19) for \( k = 1 \). This explains why the total running time is less important at \( k = 2 \) for \( F_2, F_3 \) and \( F_4 \).

In Table 5, we compare the performance of TSSOS, GloptiPoly and Yalmip on these polynomials. We present the performance of TSSOS for both “chordal” and “block” approaches. In Yalmip, we turn the option “sos.newton” on to compute a monomial basis by the Newton polytope method. For TSSOS, we only present the results of the first three chordal-TSSOS hierarchy since for all instances except \( F_3 \), the sequence of graphs \( \{G_k\}_{k \geq 1} \) stabilizes in three steps.

As the tables illustrate, TSSOS is significantly faster than GloptiPoly and Yalmip. In addition, TSSOS scales much better than GloptiPoly and Yalmip. GloptiPoly can only handle polynomials with \( n = 8, d = 8 \) and Yalmip can only handle polynomials with \( n \leq 10, d \leq 12 \) due to the memory constraint, while TSSOS can easily handle all of these polynomials. Moreover, one can see that the chordal-TSSOS hierarchy performs much better than the block-TSSOS hierarchy.

The second type of randomly generated problems are polynomials whose Newton polytopes are scaled standard simplices. More concretely, we consider polynomials defined by

\[ f = c_0 + \sum_{i=1}^{n} c_i x_i^{2d} + \sum_{j=1}^{s-n-1} c'_j x^{\alpha_j} \in \text{randpoly2}(n, 2d, s), \]

constructed as follows: we randomly choose coefficients \( c_i \) between 0 and 1, as well as \( s - n - 1 \) vectors \( \alpha_j \) in \( \mathbb{N}^{2d-1}_{\geq 0} \setminus \{0\} \) with random coefficients \( c'_j \) between \(-1\) and \(1\). We generate 18 random polynomials \( G_1, \ldots, G_{18} \) from 6 different classes, where

\[ G_1, G_2, G_3 \in \text{randpoly2}(8, 8, 15), \]
\[ G_4, G_5, G_6 \in \text{randpoly2}(9, 8, 20), \]
Table 4. The results for randomly generated polynomials of type I

|   | $n$ | $2d$ | $s$ | $bs$ | $rbs$ | $mc$ | opt | time  |
|---|-----|------|-----|------|-------|------|-----|-------|
| $F_1$ | 8   | 8    | 64  | 106  | 49    | 4    | 0   | 0.24  |
| $F_2$ | 8   | 8    | 102 | 122  | 76    | 6.6  | 0,0 | 0.34, 0.08 |
| $F_3$ | 8   | 8    | 104 | 150  | 95    | 6.8, 11 | 0,0 | 0.36, 0.05, 0.08 |
| $F_4$ | 8   | 10   | 103 | 202  | 75    | 5.5  | 0,0 | 0.58, 0.04 |
| $F_5$ | 8   | 10   | 85  | 201  | 70    | 4    | 0   | 0.53  |
| $F_6$ | 8   | 10   | 111 | 128  | 60    | 7    | 0   | 0.38  |
| $F_7$ | 9   | 10   | 101 | 145  | 66    | 5    | 0   | 0.50  |
| $F_8$ | 9   | 10   | 166 | 178  | 81    | 5    | 0   | 0.72  |
| $F_9$ | 9   | 10   | 161 | 171  | 78    | 8    | 0   | 0.79  |
| $F_{10}$ | 10  | 12   | 271 | 223  | 94    | 8    | 0   | 2.2   |
| $F_{11}$ | 10  | 12   | 253 | 176  | 88    | 9    | 0   | 1.6   |
| $F_{12}$ | 10  | 12   | 261 | 204  | 94    | 8    | 0   | 1.8   |
| $F_{13}$ | 10  | 16   | 370 | 1098 | 125   | 9    | 0   | 15    |
| $F_{14}$ | 10  | 16   | 412 | 800  | 139   | 9    | 0   | 14    |
| $F_{15}$ | 10  | 16   | 436 | 618  | 146   | 9    | 0   | 12    |
| $F_{16}$ | 12  | 12   | 488 | 330  | 187   | 8    | 0   | 8.4   |
| $F_{17}$ | 12  | 12   | 351 | 264  | 150   | 8    | 0   | 5.7   |
| $F_{18}$ | 12  | 12   | 464 | 316  | 179   | 8    | 0   | 7.4   |

Table 5. Comparison with GloptiPoly and Yalmip for randomly generated polynomials of type I

|   | time  |
|---|-------|
| TSSOS | chordal | block | GloptiPoly | Yalmip |
| $F_1$ | 0.24 | 1.7 | 306 | 10 |
| $F_2$ | 0.34 | 4.6 | 348 | 13 |
| $F_3$ | 0.36 | 8.8 | 326 | 19 |
| $F_4$ | 0.58 | 4.8 | - | 92 |
| $F_5$ | 0.53 | 4.2 | - | 72 |
| $F_6$ | 0.38 | 5.2 | - | 22 |
| $F_7$ | 0.50 | 3.2 | - | 44 |
| $F_8$ | 0.72 | 6.5 | - | 143 |
| $F_9$ | 0.79 | 5.9 | - | 109 |

|   | time  |
|---|-------|
| TSSOS | chordal | block | GloptiPoly | Yalmip |
| $F_{10}$ | 2.2 | 12 | - | 474 |
| $F_{11}$ | 1.6 | 9.2 | - | 147 |
| $F_{12}$ | 1.8 | 12 | - | 350 |
| $F_{13}$ | 15 | 36 | - | - |
| $F_{14}$ | 14 | 305 | - | - |
| $F_{15}$ | 12 | 207 | - | - |
| $F_{16}$ | 8.4 | 61 | - | - |
| $F_{17}$ | 5.7 | 17 | - | - |
| $F_{18}$ | 7.4 | 22 | - | - |

$G_7, G_8, G_9 \in \text{randpoly2}(9, 10, 15),$

$G_{10}, G_{11}, G_{12} \in \text{randpoly2}(10, 8, 20),$

$G_{13}, G_{14}, G_{15} \in \text{randpoly2}(11, 8, 20),$

$G_{16}, G_{17}, G_{18} \in \text{randpoly2}(12, 8, 25).$

Table 6 displays the numerical results on these polynomials. It happens that the second (or the third) sparse hierarchy spends less time than the first one because it
involves less maximal cliques than the first one while the sizes of maximal cliques are close.

In Table 7, we compare the performance of TSSOS, GloptiPoly and Yalmip on these polynomials. We present the performance of TSSOS for both “chordal” and “block” [44] approaches. In Yalmip, we turn the option “sos.congruence” on to take sign-symmetries into account, which allows one to handle slightly more polynomials than GloptiPoly. For TSSOS, we only present the results of the first three chordal-TSSOS hierarchy since it always converges to the same optimum with the dense moment-SOS relaxation in three steps.

Again as the tables illustrate, TSSOS is significantly faster than GloptiPoly and Yalmip. Also, TSSOS scales much better than GloptiPoly and Yalmip. GloptiPoly can only handle polynomials with \( n = 8, \ d = 8 \) and Yalmip can only handle a portion of polynomials with \( n \leq 11, \ d \leq 10 \) due to the memory constraint, while TSSOS can easily handle all of these polynomials. Moreover, one can see that the chordal-TSSOS hierarchy performs much better than the block-TSSOS hierarchy.

**Table 6.** The results for randomly generated polynomials of type II

| \( n \) | \( 2d \) | \( s \) | bs | rbs | mc | opt | time |
|------|------|------|----|-----|----|-----|------|
| \( G_1 \) | 8 | 8 | 15 | 495 | 235 | 21.23, 28 | -0.5758, -0.5758, -0.5758 | 0.36, 0.21, 0.28 |
| \( G_2 \) | 8 | 8 | 15 | 495 | 328 | 31.33, 37 | -34.69, -34.69, -34.69 | 0.51, 0.57, 1.7 |
| \( G_3 \) | 8 | 8 | 15 | 495 | 258 | 21.23, 31 | -0.7073, -0.7073, -0.7073 | 0.31, 0.23, 0.36 |
| \( G_4 \) | 9 | 8 | 20 | 715 | 415 | 31.41, 127 | -80.17, -801.7, -801.7 | 1.0, 1.8, 184 |
| \( G_5 \) | 9 | 8 | 20 | 715 | 342 | 28.31, 40 | -0.8064, -0.8064, -0.8064 | 0.63, 0.45, 1.1 |
| \( G_6 \) | 9 | 8 | 20 | 715 | 340 | 25.43, 61 | -1.698, -1.698, -1.698 | 0.76, 1.4, 3.6 |
| \( G_7 \) | 9 | 10 | 15 | 2002 | 1254 | 38.41, 55 | -1.295, -1.295, -1.295 | 6.6, 5.2, 15 |
| \( G_8 \) | 9 | 10 | 15 | 2002 | 894 | 26.28, 40 | -0.6622, -0.6622, -0.6622 | 5.0, 1.8, 3.5 |
| \( G_9 \) | 9 | 10 | 15 | 2002 | 888 | 28.31, 31 | 0.5180, 0.5180, 0.5180 | 4.9, 1.4, 2.3 |
| \( G_{10} \) | 10 | 8 | 20 | 1001 | 454 | 31.36, 42 | -0.4895, -0.4895, -0.4895 | 1.2, 0.73, 0.92 |
| \( G_{11} \) | 10 | 8 | 20 | 1001 | 414 | 26.33, 60 | 0.1732, 0.1798, 0.1867 | 1.1, 0.87, 60 |
| \( G_{12} \) | 10 | 8 | 20 | 1001 | 387 | 23.37, 52 | 0.4943, 0.4943, 0.4943 | 1.0, 1.2, 2.4 |
| \( G_{13} \) | 11 | 8 | 20 | 1365 | 299 | 21.22, 22 | -3.963, -3.963, -3.963 | 1.7, 0.26, 0.30 |
| \( G_{14} \) | 11 | 8 | 20 | 1365 | 412 | 27.33, 42 | -2.184, -2.184, -2.184 | 1.8, 0.68, 3.3 |
| \( G_{15} \) | 11 | 8 | 20 | 1365 | 458 | 27.30, 37 | 0.0588, 0.0588, 0.0588 | 1.9, 0.59, 0.76 |
| \( G_{16} \) | 12 | 8 | 25 | 1820 | 744 | 39.58, 81 | -758.6, -688.0, -688.0 | 4.1, 5.8, 73 |
| \( G_{17} \) | 12 | 8 | 25 | 1820 | 694 | 37.51, 76 | -40.89, -40.22, -40.22 | 3.7, 3.7, 31 |
| \( G_{18} \) | 12 | 8 | 25 | 1820 | 581 | 31.40, 48 | -14.27, -14.27, -14.27 | 2.9, 1.3, 1.8 |

The Broyden banded function ([45]) is defined by

\[
 f_{BB}(x) = \sum_{i=1}^{n} (x_i (2 + 5x_i^2)) + 1 - \sum_{j \in J_i} (1 + x_j)x_j, 
\]

where \( J_i = \{ j \mid j \neq i, \max(1, i - 5) \leq j \leq \min(n, i + 1) \} \). Table 8 displays the results of Broyden banded functions for the chordal-TSSOS hierarchy and SparsePOP [46] (SparsePOP uses SeDuMi as an SDP solver). The optimum is always 0. So we only provide the data of running time. For this example, since TSSOS and
Table 7. Comparison with GloptiPoly and Yalmip for randomly generated polynomials of type II

|                 | TSSOS |         |         | TSSOS |         |         |
|-----------------|-------|---------|---------|-------|---------|---------|
|                 | chordal | block | time  | chordal | block | time  |
| $G_1$           | 0.36   | 8.5    | 346    | 31    | 1.2    | 13     |
| $G_2$           | 0.51   | 2.6    | 447    | 24    | 8.0    | 86     |
| $G_3$           | 0.31   | 1.0    | 257    | 6.0   | 1.0    | 66     |
| $G_4$           | 1.0    | 40     | -      | -     | 1.7    | 13     |
| $G_5$           | 0.63   | 24     | -      | 363   | 1.8    | 37     |
| $G_6$           | 0.76   | 31     | -      | 141   | 1.9    | 36     |
| $G_7$           | 6.6    | 24     | -      | 322   | 10     | 693    |
| $G_8$           | 5.0    | 28     | -      | 233   | 7.4    | 333    |
| $G_9$           | 4.9    | 21     | -      | 249   | 2.9    | 393    |

SparsePOP use different SDP solvers, the running time is not comparable directly. We thereby also provide the number of SDP variables involved in TSSOS and SparsePOP respectively. This example shows that even though both tsp and csp apply to a POP, it still happens that the tsp leads to a smaller size of cliques than the csp and thus saves more computational effort for the corresponding SDPs.

Table 8. The results for Broyden banded functions

|       | n=6 | n=7 | n=8 | n=9 | n=10 |
|-------|-----|-----|-----|-----|------|
| mc    | TSSOS | 15 | 18 | 19 | 22 | 22 |
|       | SparsePOP | 84 | 120 | 120 | 120 | 120 |
| #SDP variables | TSSOS | 2792 | 3588 | 4555 | 5247 | 6697 |
|       | SparsePOP | 7056 | 14400 | 28800 | 43200 | 57600 |
| time  | TSSOS | 0.10 | 0.12 | 0.15 | 0.18 | 0.25 |
|       | SparsePOP | 2.0 | 9.0 | 20 | 30 | 42 |

In the final part of this section, we present the numerical results for the following two functions:

- The modified generalized Rosenbrock function
  \[ f_{\text{mgR}}(\mathbf{x}) = 1 + \sum_{i=1}^{n} (100(x_i - x_{i-1})^2 + (1 - x_i)^2) + \sum_{i=1}^{n} \sum_{j=i+1}^{n} x_i^2 x_j^2, \]
  which is obtained from the generalized Rosenbrock function by adding monomials terms leading to a complete csp graph, thus yielding dense SDP relaxations.

- The modified chained singular function
  \[ f_{\text{mcs}}(\mathbf{x}) = \sum_{i \in J} ((x_i + 10x_{i+1})^2 + 5(x_{i+2} - x_{i+3})^2 + (x_{i+1} - 2x_{i+2})^4 + 10(x_i - 10x_{i+3})^4 + \sum_{i=1}^{n} \sum_{j=i+1}^{n} x_i^2 x_j^2, \]
with \( J = \{1, 3, 5, \ldots, n - 3\} \) which is obtained from the chained singular function by adding the same monomial terms as above.

The results for modified generalized Rosenbrock and chained singular functions are displayed in Table 9 and Table 10, respectively. As the tables illustrate, the chordal-TSSOS hierarchy can handle these functions with variables up to 200 while the block-TSSOS hierarchy can handle these functions with variables no more than 100 due to the memory constraint.

### Table 9. The results for modified generalized Rosenbrock functions

| \( n \) | chordal mc | chordal opt | chordal time | block mc | block opt | block time |
|-------|----------|-------------|--------------|---------|----------|-----------|
| 10    | 11       | 8.45        | 0.03         | 28,56   | 8.45,8.45| 0.06,0.32 |
| 20    | 21       | 18.35       | 0.12         | 58,211  | 18.35,18.35| 1.2,50   |
| 30    | 31       | 28.25       | 0.34         | 88,466  | 28.25,−   | 9,−       |
| 40    | 41       | 38.15       | 0.87         | 118,821 | 38.15,−   | 42,−      |
| 50    | 51       | 48.05       | 2.5          | 148,1276| 48.05,−   | 146,−     |
| 60    | 61       | 57.95       | 4.1          | 178,1831| 57.95,−   | 382,−     |
| 70    | 71       | 67.85       | 9.5          | 218,2486| 67.85,−   | 786,−     |
| 80    | 81       | 77.75       | 22           | 248,3241| 77.75,−   | 4467,−    |
| 90    | 91       | 87.65       | 28           | 278,4096| −,−       | −,−       |
| 100   | 101      | 97.55       | 46           | 308,5051| −,−       | −,−       |
| 120   | 121      | 117.35      | 105          | 368,7261| −,−       | −,−       |
| 140   | 141      | 137.15      | 243          | 428,9871| −,−       | −,−       |
| 160   | 161      | 156.95      | 504          | 488,12881| −,−       | −,−       |
| 180   | 181      | 176.75      | 820          | 548,16291| −,−       | −,−       |
| 200   | 201      | 196.55      | 1792         | 608,20101| −,−       | −,−       |

### 6.2. Constrained polynomial optimization problems.

Now we present the numerical results for constrained polynomial optimization problems. We first consider six randomly generated polynomials \( H_1, \ldots, H_6 \) of type II as objective functions \( f \) and minimize them over the two following semialgebraic sets: the unit ball

\[
K = \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid g_1 = 1 - (x_1^2 + \cdots + x_n^2) \geq 0\},
\]

and the unit hypercube

\[
K = \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid g_1 = 1 - x_1^2 \geq 0, \ldots, g_n = 1 - x_n^2 \geq 0\}.
\]

The results for the unit ball case are displayed in Table 11 and the results for the unit hypercube case are displayed in Table 12 (only the results of the first three chordal-TSSOS hierarchy are displayed). We compare the performance of the chordal-TSSOS hierarchy with that of GloptiPoly. It can be seen that for each instance TSSOS is significantly faster than GloptiPoly without compromising accuracy.

Next we present the numerical results of the following two functions over the unit ball.
Table 10. The results for modified chained singular functions

| n  | chordal | TSSOS | block | time  | mc    | opt  | time  |
|----|---------|-------|-------|-------|-------|------|-------|
|    |         | mc    | opt   | time  | mc    | opt  | time  |
| 10 | 11      | -0.0003 | 0.06  | 24.56  | -0.0006 | -0.0007 | 0.07, 0.42 |
| 20 | 21      | -0.0013 | 0.11  | 49.211 | -0.0006 | -0.0007 | 0.77, 78  |
| 30 | 31      | -0.0004 | 0.37  | 74.466 | -0.0002 | -         | 3.9, -    |
| 40 | 41      | -0.0007 | 0.85  | 99.821 | -0.0001 | -         | 15, -     |
| 50 | 51      | -0.0021 | 2.1   | 124.1276 | -0.0006 | -         | 45, -     |
| 60 | 61      | -0.0021 | 4.7   | 149.1831 | -0.0002 | -         | 112, -    |
| 70 | 71      | -0.0030 | 7.6   | 174.2486 | -0.0005 | -         | 282, -    |
| 80 | 81      | -0.0040 | 19    | 199.3241 | -0.0002 | -         | 670, -    |
| 90 | 91      | -0.0034 | 23    | 224.4096 | -0.0004 | -         | 1768, -   |
| 100| 101     | -0.0038 | 37    | 249.5051 | -         | -         | -         |
| 120| 121     | -0.0014 | 88    | 274.7261 | -         | -         | -         |
| 140| 141     | -0.0011 | 199   | 299.9871 | -         | -         | -         |
| 160| 161     | -0.0015 | 390   | 324.12881 | -         | -         | -         |
| 180| 181     | -0.0057 | 682   | 349.16291 | -         | -         | -         |
| 200| 201     | -0.0083 | 1126  | 374.20101 | -         | -         | -         |

- The Broyden tridiagonal function

\[ f_{Bt}(x) = ((3 - 2x_1)x_1 - 2x_2 + 1)^2 + \sum_{i=1}^{n-1} ((3 - 2x_i)x_i - x_{i-1} - 2x_{i+1} + 1)^2 + ((3 - 2x_n)x_n - x_{n-1} + 1)^2. \]

- The generalized Rosenbrock function

\[ f_{gR}(x) = 1 + \sum_{i=1}^{n} (100(x_i - x_{i-1}^2)^2 + (1 - x_i)^2). \]

Since the constraint of unit balls involves all of the variables, the csp graph for these problems is clearly complete. The results for generalized Rosenbrock functions are displayed in Table 13 and the results for Broyden tridiagonal functions are displayed in Table 14. The relaxation order is 2. We present the performance of TSSOS for both “chordal” and “block” approaches. As the tables illustrate, again the chordal-TSSOS hierarchy performs much better than the block-TSSOS hierarchy.

7. Conclusions and outlooks

In this paper, we continue to exploit the term-sparsity pattern (tsp) graph for a POP, as a follow-up of our previous work [44]. Through the support-extension and chordal-extension operations, we iteratively enlarge this tsp graph to obtain a chordal-TSSOS two-level hierarchy for POPs. Various numerical examples demonstrate the efficiency and the scalability of this new hierarchy for unconstrained and constrained POPs.

There are still many questions leaving for further investigations:
Table 11. The results for minimizing randomly generated polynomials of type II over unit balls

| (n,2d,s) | \( \hat{d} \) | k | mc | TSSOS opt | TSSOS time | GloptiPoly opt | GloptiPoly time |
|----------|-----|---|----|----------|------------|--------------|--------------|
| \( H_1 \) (6,8,10) | 4   | 1 | (28,7) | 0.20    | 8.0 | 0.1362 | 0.1362 |
|  | 2   | (32,12) | 0.32 | 5.52 | |
|  | 3   | (37,20) | 0.86 | 0.86 | |
|  | 5   | 1 | (29,28) | 0.91 | 0.91 | |
|  | 2 | (35,30) | 3.0 | 3.0 | |
|  | 3 | (48,45) | 9.0 | 9.0 | |
| \( H_2 \) (7,8,12) | 4   | 1 | (36,8) | 0.36 | 0.36 | 0.1373 | 0.1373 |
|  | 2 | (36,10) | 0.52 | 0.52 | 34 | 34 |
|  | 3 | (38,15) | 1.6 | 1.6 | |
|  | 5 | 1 | (36,26) | 1.9 | 1.9 | |
|  | 2 | (45,36) | 3.9 | 3.9 | |
|  | 3 | (59,49) | 34 | 34 | |
| \( H_3 \) (8,8,15) | 4   | 1 | (45,9) | 0.75 | 0.75 | 0.1212 | 0.1212 |
|  | 2 | (45,10) | 1.3 | 1.3 | 225 | 225 |
|  | 3 | (53,25) | 2.0 | 2.0 | |
|  | 5 | 1 | (45,45) | 5.3 | 5.3 | |
|  | 2 | (45,45) | 7.5 | 7.5 | |
|  | 3 | (59,46) | 94 | 94 | |
| \( H_4 \) (9,6,15) | 3   | 1 | (10,10) | 0.15 | 0.15 | 0.8704 | 0.8704 |
|  | 2 | (10,10) | 0.22 | 0.22 | 16 | 16 |
|  | 3 | (55,10) | 0.25 | 0.25 | |
|  | 4 | 1 | (55,13) | 1.3 | 1.3 | |
|  | 2 | (55,13) | 2.0 | 2.0 | |
|  | 3 | (56,19) | 2.8 | 2.8 | |
| \( H_5 \) (10,6,20) | 3   | 1 | (12,11) | 0.22 | 0.22 | 0.5966 | 0.5966 |
|  | 2 | (13,11) | 0.42 | 0.42 | 48 | 48 |
|  | 3 | (19,16) | 0.95 | 0.95 | |
|  | 4 | 1 | (66,13) | 2.5 | 2.5 | |
|  | 2 | (66,23) | 10 | 10 | |
|  | 3 | (75,44) | 88 | 88 | |
| \( H_6 \) (11,6,20) | 3   | 1 | (12,12) | 0.28 | 0.28 | 0.1171 | 0.1171 |
|  | 2 | (15,12) | 0.30 | 0.30 | 115 | 115 |
|  | 3 | (16,13) | 0.60 | 0.60 | |
|  | 4 | 1 | (78,14) | 4.4 | 4.4 | |
|  | 2 | (78,15) | 4.7 | 4.7 | |
|  | 3 | (78,13) | 7.5 | 7.5 | |

In this table, the first entry of mc is the maximal size of maximal cliques corresponding to the moment matrix \( M_{\hat{d}}(y) \) and the second entry of mc is the maximal size of maximal cliques corresponding to the localizing matrix \( M_{d-d_1}(g_1y) \).
Table 12. The results for minimizing randomly generated polynomials of type II over unit hypercubes

| (n, 2d, s) | \( \hat{d} \) | k | mc | TSSOS opt | GloptiPoly opt | TSSOS time | GloptiPoly time |
|-----------|-------|---|---|-------------|---------------|-------------|----------------|
| \( H_1 \) (6,8,10) | 4 | 1 | (28,8) | 0.33 | 0.4400 | 19 |
| | 2 | (32,12) | 0.86 | -0.4400 | 237 |
| | 3 | (37,19) | 1.4 |
| | 1 | (29,28) | 1.7 |
| | 2 | (35,30) | 6.1 |
| | 3 | (48,45) | 16 |
| \( H_2 \) (7,8,12) | 4 | 1 | (36,9) | 0.80 | 0.1289 | 101 |
| | 2 | (36,10) | 0.94 |
| | 3 | (38,13) | 1.9 |
| | 1 | (36,36) | 3.6 |
| | 2 | (45,36) | 6.8 |
| | 3 | (59,49) | 61 |
| \( H_3 \) (8,8,15) | 4 | 1 | (45,10) | 1.0 | -0.1465 | 433 |
| | 2 | (45,11) | 2.0 |
| | 3 | (53,22) | 24 |
| | 1 | (45,45) | 9.6 |
| | 2 | (59,45) | 13 |
| | 3 | (59,50) | 112 |
| \( H_4 \) (9,6,15) | 3 | 1 | (10,10) | 0.27 | 0.1199 | 27 |
| | 2 | (10,10) | 0.30 |
| | 3 | (10,10) | 0.32 |
| | 1 | (55,11) | 2.1 |
| | 2 | (55,13) | 2.8 |
| | 3 | (56,19) | 4.0 |
| \( H_5 \) (10,6,20) | 3 | 1 | (12,11) | 0.38 | -0.2813 | 69 |
| | 2 | (13,12) | 0.50 |
| | 3 | (19,13) | 0.70 |
| | 1 | (66,14) | 4.4 |
| | 2 | (66,23) | 15 |
| | 3 | (75,44) | 80 |
| \( H_6 \) (11,6,20) | 3 | 1 | (12,12) | 0.47 | -0.2316 | 211 |
| | 2 | (15,12) | 0.61 |
| | 3 | (16,13) | 0.76 |
| | 1 | (78,13) | 7.5 |
| | 2 | (78,15) | 9.9 |
| | 3 | (78,13) | 13 |

In this table, the first entry of mc is the maximal size of maximal cliques corresponding to the moment matrix \( M_{\hat{d}}(y) \) and the second entry of mc is the maximal size of maximal cliques corresponding to the localizing matrices \( M_{d-d_j}(g_j y), j = 1, \ldots, n \).
Table 13. The results for generalized Rosenbrock functions

| n  | chordal | TSSOS | block |
|----|---------|-------|-------|
|    | k      | mc    | opt   | time | k      | mc    | opt   | time |
| 10 | 1      | (11,2)| 8.35  | 0.05 | 1      | (28,10)| 8.35  | 0.22 |
|    |        |       |       |      | 2      | (56,10)| 8.35  | 0.32 |
| 20 | 1      | (21,2)| 18.25 | 0.19 | 1      | (58,20)| 18.25 | 8.2  |
|    |        |       |       |      | 2      | (211,20)| 18.25 | 45   |
| 30 | 1      | (31,2)| 28.15 | 0.49 | 1      | (88,30)| 28.15 | 203  |
|    |        |       |       |      | 2      | (466,30)| -     | -    |
| 40 | 1      | (41,2)| 38.05 | 1.3  | 1      | (118,40)| -     | -    |
|    |        |       |       |      | 2      | (821,40)| -     | -    |
| 50 | 1      | (51,2)| 47.95 | 4.0  | 1      | (148,50)| -     | -    |
|    |        |       |       |      | 2      | (1276,50)| -     | -    |
| 60 | 1      | (61,2)| 57.85 | 6.6  | 1      | (178,60)| -     | -    |
|    |        |       |       |      | 2      | (1831,60)| -    | -    |
| 70 | 1      | (71,2)| 67.75 | 18   | 1      | (218,70)| -     | -    |
|    |        |       |       |      | 2      | (2486,70)| -     | -    |
| 80 | 1      | (81,2)| 77.65 | 26   | 1      | (248,78)| -     | -    |
|    |        |       |       |      | 2      | 3241,80)| -     | -    |
| 90 | 1      | (91,2)| 87.55 | 50   | 1      | (278,90)| -     | -    |
|    |        |       |       |      | 2      | 4096,90)| -     | -    |
| 100| 1      | (101,2)| 97.45 | 85   | 1      | (308,100)| -    | -    |
|    |        |       |       |      | 2      | 5051,100)| -    | -    |
| 120| 1      | (121,2)| 117.25| 186  | 1      | (368,120)| -    | -    |
|    |        |       |       |      | 2      | 7261,120)| -    | -    |
| 140| 1      | (141,2)| 137.05| 448  | 1      | (428,140)| -    | -    |
|    |        |       |       |      | 2      | 9871,140)| -    | -    |
| 160| 1      | (161,2)| 156.85| 841  | 1      | (488,160)| -    | -    |
|    |        |       |       |      | 2      | 12881,160)| -    | -    |
| 180| 1      | (181,2)| 176.65| 1495 | 1      | (548,180)| -    | -    |
|    |        |       |       |      | 2      | 16291,180)| -    | -    |

In this table, the first entry of mc is the maximal size of maximal cliques corresponding to the moment matrix $M_d(y)$ and the second entry of mc is the maximal size of maximal cliques corresponding to the localizing matrix $M_{d-d_1}(g_1y)$.

1) When relying on the dense moment-SOS hierarchy, one can extract the global optimizers under certain flatness conditions of the moment matrix [15]. A similar procedure exists for the sparse moment-SOS hierarchy based on correlative sparsity [21, 18]. It is worth looking for a similar condition when relying on our chordal-TSSOS hierarchy.

2) We have the freedom to choose a specific chordal extension. The size of maximal cliques, the convergence and the convergence rate of the chordal-TSSOS hierarchy highly depend on this choice. In [44], we have studied the block-TSSOS hierarchy which differs from the chordal-TSSOS hierarchy by selecting the chordal-extension operation instead of the completion of connected components. This choice
Table 14. The results for Broyden tridiagonal functions

| n  | chordal | TSSOS | block |
|----|---------|-------|-------|
|    | k      | mc    | opt   | time | k    | mc    | opt   | time |
| 10 | 1 (13,5) | 5.15  | 0.07 | 1 (38,11) | 5.15 | 0.20 |
|    | 2 (13,5) | 5.15  | 0.08 | 2 (66,11) | 5.15 | 0.32 |
| 20 | 1 (23,5) | 15.04 | 0.37 | 1 (78,21) | 15.04 | 11   |
|    | 2 (23,7) | 15.04 | 0.50 | 2 (231,21) | 15.04 | 73   |
| 30 | 1 (33,5) | 25.01 | 1.2  | 1 (118,31) | 25.01 | 174  |
|    | 2 (33,7) | 25.01 | 2.1  | 2 (496,31) | 25.01 | -    |
| 40 | 1 (43,5) | 35.00 | 3.6  | 1 (158,41) | -    | -    |
|    | 2 (43,7) | 35.00 | 7.8  | 2 (861,41) | -    | -    |
| 50 | 1 (53,5) | 44.99 | 9.0  | 1 (198,51) | -    | -    |
|    | 2 (53,7) | 44.99 | 21   | 2 (1326,51) | -    | -    |
| 60 | 1 (65,5) | 54.99 | 18   | 1 (238,61) | -    | -    |
|    | 2 (65,7) | 54.99 | 48   | 2 (1891,61) | -    | -    |
| 70 | 1 (73,5) | 64.99 | 41   | 1 (278,71) | -    | -    |
|    | 2 (73,7) | 64.99 | 138  | 2 (2556,71) | -    | -    |
| 80 | 1 (83,5) | 74.99 | 67   | 1 (318,81) | -    | -    |
|    | 2 (83,7) | 74.99 | 240  | 2 (3321,81) | -    | -    |
| 90 | 1 (93,5) | 84.99 | 110  | 1 (348,91) | -    | -    |
|    | 2 (93,7) | 84.99 | 193  | 2 (4186,91) | -    | -    |
|100 | 1 (103,5) | 94.98 | 188  | 1 (378,101) | -    | -    |
|    | 2 (103,7) | 94.98 | 299  | 2 (5151,101) | -    | -    |
|120 | 1 (123,4) | 114.98 | 374  | 1 (458,121) | -    | -    |
|    | 2 (123,8) | 114.98 | 864  | 2 (7381,121) | -    | -    |

In this table, the first entry of mc is the maximal size of maximal cliques corresponding to the moment matrix $\hat{M}(y)$ and the second entry of mc is the maximal size of maximal cliques corresponding to the localizing matrix $\hat{M}_{d-d_1}(g_1 y)$.

leads to a maximal chordal-extension. In this paper, we mainly focus on an (approximately) minimal chordal extension. Usually, this extension provides maximal cliques of size smaller than the maximal chordal extension, at the cost of losing theoretical convergence guarantees. However, as [40] recently suggests, the minimal chordal extension is not always optimal. To the best of our knowledge, people paid little attention to chordal extensions that are not (approximately) minimal. Therefore it is a future task to explore more general choices of chordal extensions as well as to look for an optimal one for specific POPs.

3) The chordal-TSSOS hierarchy can be easily combined with other techniques for handling large-scale POPs, e.g., correlative sparsity [45] or structured subsets [31]. We plan to do it in a follow-up paper.
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