Abstract—Deep convolutional neural networks (CNNs) are the deep learning model of choice for performing object detection, classification, semantic segmentation and natural language processing tasks. CNNs require billions of operations to process a frame. This computational complexity, combined with the inherent parallelism of the convolution operation make CNNs an excellent target for custom accelerators. However, when optimizing for different CNN hierarchies and data access patterns, it is difficult for custom accelerators to achieve close to 100% computational efficiency. In this work, we present Snowflake, a scalable and efficient accelerator that is agnostic to CNN workloads, and was designed to always perform at near-peak hardware utilization. Snowflake is able to achieve a computational efficiency of over 91% on modern CNN models. Snowflake, implemented on a Xilinx Zynq XC7Z045 SoC is capable of achieving a peak throughput of 128 G-ops/s and a measured throughput of 100 frames per second and 120 G-ops/s on the AlexNet CNN model, 36 frames per second and 116 G-ops/s on the GoogLeNet CNN model and 17 frames per second and 122 G-ops/s on the ResNet-50 CNN model. To the best of our knowledge, Snowflake is the only implemented system capable of achieving near-peak hardware utilization. Snowflake is able to achieve a computational efficiency of over 91% on modern CNN models. In this work, we present the SnowFlake CNN accelerator, which was designed with the primary goal of optimizing computational efficiency. We target computational efficiency because efficiency and bandwidth requirement are the two factors that affect throughput. For bandwidth-bound CNN layers, a variety of compression techniques have been presented which significantly reduce the size of these layers [12], [13], [14], [15]. However, if the computations within a network do not map efficiently to the resources available in the system, computational efficiency will decrease. This is true for both uncompressed CNN models and models employing weight compression. Thus, maximizing computational efficiency is the motivation behind our design. We show that our design makes it difficult for custom architectures to achieve high computational efficiency while processing a network. In this context, we define computational efficiency as the ratio of measured performance to peak performance. Alternatively, computational efficiency can also be expressed as a ratio of actual frames processed (actual fps) to the theoretical maximum number of frames that can be processed (peak fps). Most custom accelerators can either achieve high computational efficiency in some layers of a network but lower efficiency in other layers or have high efficiency for a particular CNN model but lower efficiencies for others.

I. INTRODUCTION

Deep convolutional neural networks (CNNs) have emerged as the deep learning model of choice for object detection, classification, semantic segmentation, natural language and speech processing tasks. The success of deep learning can be attributed to two factors. The first is the increasingly large amount of computational power available in general purpose processors and the second is the availability of large datasets to train these networks. Early CNNs were designed for comparatively simpler tasks such as classification of digits [8]. More challenging tasks such as being able to classify thousands of different categories and pixel-wise labeling required deeper CNNs. Over the past decade, the computational power necessary to train large networks in a reasonable amount of time was made available to researchers by means of general purpose graphics processing units (GP GPUs). This in turn resulted in a large number of CNN models with different network architectures, each one giving significantly better accuracy than its predecessor [9]. Recent CNN models are claimed to have better accuracy at performing classification in certain datasets than humans [10], [11], [4].

The high computational complexity of modern CNNs coupled with the inherent parallelism of the convolution operator has resulted in a large number of custom accelerators that are more energy efficient than general purpose processors. However, the highly varied data access patterns in CNNs makes it difficult for custom architectures to achieve high computational efficiency while processing a network. In this work, we present the SnowFlake CNN accelerator, which was designed with the primary goal of optimizing computational efficiency. We target computational efficiency because efficiency and bandwidth requirement are the two factors that affect throughput. For bandwidth-bound CNN layers, a variety of compression techniques have been presented which significantly reduce the size of these layers [12], [13], [14], [15]. However, if the computations within a network do not map efficiently to the resources available in the system, computational efficiency will decrease. This is true for both uncompressed CNN models and models employing weight compression. Thus, maximizing computational efficiency is the motivation behind our design. We show that our design is able to achieve a computational efficiency of 95% and can process networks in real time. Our design is scalable and can be used in a variety of systems from low powered embedded devices to large scale servers.

II. RELATED WORK

A variety of CNN accelerator designs have been proposed in recent years. Eyeriss is an ASIC implementation and uses a 12 × 14 grid of processing elements to accelerate CNN processing. The grid is fed by a 108 KB scratchpad buffer. Eyeriss provides two performance figures for their design, one that includes DRAM load latency and one that does not. A case is made for the latter that DRAM latency is easy to optimize and hence can be ignored. Based on these two performance figures, Eyeriss achieves a computational
efficiency on AlexNet of 68.8% if DRAM load latency is included or 76.7% if DRAM latency is ignored. On VGG (model D), Eyeriss achieves a computational efficiency of 31.8% if DRAM latency is included or 36.5% if DRAM latency is ignored. DianNao is an ASIC accelerator that focuses on optimizing memory accesses [16]. It is difficult to make a direct comparison with DianNao as they benchmark select layers of multiple networks while we benchmark entire networks. On the layers run on DianNao, they achieve 84.8% efficiency when running a layer and reach a peak of 90.8% towards the end of a layer’s processing for a short period. The DianNao accelerator was improved and presented as ShiDianNao [17]. A direct comparison with ShiDianNao is also difficult to make as they process smaller CNN models with layers that have a tens of kilobytes of weights and maps data and tens to hundreds of million operations per frame. By comparison, Snowflake is designed to accelerate networks with several megabytes of weights and maps data and billions of operations per frame. The designs described in [18] and [19] are FPGA-based accelerators capable of achieving 73.3% and 80.3%, respectively. By comparison, Snowflake achieves a maximum computational efficiency of 94% on AlexNet.

III. CNN OVERVIEW

CNNs are feed-forward hierarchical models. The levels of hierarchy in a CNN are called the layers of the network. A typical CNN model contains several layers. Each layer has three dimensional inputs called feature maps. The outputs of one layer become the inputs to the next.

Figure 1 shows the operation performed in one layer of a CNN. The layer shown in the figure has \( iC \) input maps of width \( iW \) and height \( iH \) each. There are as many three dimensional convolutional kernels as output maps, which in figure 1 is equal to \( oC \). Each three dimensional kernel has dimensions \( iC \times kH \times kW \). The elements of the convolutional kernels are called weights. An output map is computed by first performing two dimensional convolution on each input map. The resulting \( iC \) two dimensional outputs are added together by performing pixel-wise addition into a single two dimensional output feature map. This process is repeated by another three dimensional kernel \( oC \) times to produce all the output feature maps. This operation is shown in equation 1.

\[
\text{ofm}(x, y, z_o) = \sum_{i=1}^{iC} \sum_{k=1}^{kH} \sum_{l=1}^{kW} \text{ifm}(x+k_x, y+k_y, z_i) \times w(x, y, z_i, z_o)
\]  

(1)

where \( \text{ofm}(x, y, z_o) \) and \( \text{ifm}(x+k_x, y+k_y, z_i) \) are the output and input feature maps, respectively, and \( w(x, y, z_i, z_o) \) are the four dimensional weights of the layer.

Some convolutional layers are followed by a downsampling operation. This serves to reduce the computational complexity in the network and provide translational invariance to the input. The most commonly used downsampling operation is called spatial max pooling. Max pooling performs the max operation over a two dimensional \( P \times P \) window and produces a single output pixel. If the window has a stride of \( s \) in both dimensions, it results in a downsampling of the feature maps by a factor of \( s^2 \). Some networks use average pooling instead of (or along with) max pooling.

Finally, regardless of whether pooling was applied or not, each convolutional layer is followed by a non-linearity. Early CNN models used the hyperbolic tangent function for the non-linearity. More recently, the rectified linear unit (ReLU) has become the non-linear function of choice, primarily because it facilitates faster training of CNN models [20]. ReLU sets negative inputs to zero and keeps non-negative inputs unchanged.

The outputs of the last convolutional layer are provided to a classifier. The first layer of the classifier converts these inputs to a vector and uses a matrix of weights to produce an output vector. A classifier can have multiple such layers. The classifier can be thought of as a convolutional layer with \( 1 \times 1 \) convolutional kernels. The classifier is commonly also referred to as a fully connected (FC) layer because the input vector’s elements are fully connected to all output vector elements by way of weights. FC layers are usually bandwidth dependent because they have comparatively lower computational complexity and have no data reuse in the weights, which make up the bulk of input data for the layer. In this paper, we primarily focus on the convolutional, max pooling and non-linear layers because they make up the majority of computations in a CNN. FC layers can be accelerated by using the same microarchitecture. However, a faster memory or compression techniques are often necessary to speed up the computation time required by these layers [14].

A. Characteristics of CNN models

CNNs are an active area of research and layer characteristics vary widely from one model to the next. From the point of view of compute, convolutional layers can be classified into three categories - conventional layers, inception modules and residual modules.

a) Conventional layers: Conventional layers are of the type found in the Alex-Net [1] and VGG [21] models. These layers are similar to the layer shown in figure 1 with \( iC \) input maps, \( oC \) output maps and \( oC \) three dimensional kernels, each of which has dimensions \( iC \times kH \times kW \).

b) Inception Modules: Inception modules were introduced in the GoogLeNet model [2]. The major difference between Inception modules and conventional layers is that Inception modules use different kernel sizes on the same
input maps volume. An inception module requires a three dimensional input of dimensions $iC \times iH \times iW$, just like conventional layers. However, it first applies three different groups of $iC \times 1 \times 1$ kernels on this volume to produce three different branches of output map volumes. Two of these volumes have two differently sized kernels applied to them - the first has $3 \times 3$ kernels applied and the second uses $5 \times 5$. The depth of the kernels is equal to the number of maps in that branch. Finally, the original input volume with $iC$ input maps has max pooling applied to it. The output of the max pooling layer then undergoes a $1 \times 1$ convolution. This results in four separate output volumes which are then appended to produce the final output of the Inception module.

c) Residual modules: Residual modules were introduced in [4]. Residual modules have two forward paths. The first path is similar to a conventional layer. The input volume can have a large number of input maps - up to 2048 have been experimented with in [4]. A layer called $1 \times 1$ reduce uses this large volume as input and produces fewer output maps - up to 512. These are then convolved with a larger kernel, typically $3 \times 3$. A $1 \times 1$ expand is performed on the output of this layer. The expand operation does the inverse of reduce by using a smaller number of maps as inputs and produces a larger number of outputs. At this stage the second path of the residual modules is used. This second path contains the volume that was used as input to the first path (and, by extension, the residual module). The number of output maps produced as the output of the first path is equal to its inputs. The second path is then added using element-wise addition to the output of the first path to produce the output of the residual module.

IV. DATA ORGANIZATION

Efficient data organization in memory is crucial for achieving peak performance. This section will describe the layout of maps and weights data in memory and help understand the motivation behind certain design decisions of the Snowflake microarchitecture. Snowflake organizes data in the form of traces. A trace is defined as a contiguous region in memory that an instruction performs an operation on.

The primary motivation behind the concept of traces is to hide latencies of non-compute instructions behind compute cycles. By hiding the latencies of branches, true dependencies and memory loads and stores, Snow-flake is able to achieve close to peak performance. Due to the nature of a layer’s inputs, there are three dimensions along which we can iterate first to produce an output value. Two of the three dimensions, the width and height of the kernel, are usually identical and only vary in whether data is accessed row-major or column-major. These dimensions are also usually the shorter of the three. The largest kernel size is found in AlexNet’s layer 1 [1] and is $11 \times 11$. By comparison, the third dimension, the depth of the input volume, can be as large as 2048 [4]. In fact, apart from the first layer whose depth is 3, other layers have a depth of 32 or more [1], [2], [3], [4], [11]. Data organized in this depth-minor format results in the longest trace. Based on the figure [1] if $iC = 256$ and $kW = kH = 3$, the trace length for this layer will $256 \times 3 = 768$. To produce one output element, $kH = 3$ such traces will be required. In the event that a single functional unit processes this trace, it will take 768 cycles to complete one trace. If a single instruction can keep this functional unit busy for 768 cycles, the instruction pipeline can proceed with other instructions necessary to prepare the second trace instruction while the functional unit is processing the first trace. The concept of traces can be extended to other compute instructions like max pool and non-compute instructions like loads and stores. This is the primary latency hiding technique used by Snowflake. In Snowflake, instructions that operate on traces are called vector instructions. The longest and shortest trace lengths for some popular CNN models are shown in Table I.

| Model     | Naive implementation | Depth-minor |
|-----------|----------------------|-------------|
|           | Longest trace | Shortest trace | Longest trace | Shortest trace |
| AlexNet   | 11    | 3     | 1152        | 33          |
| VGG-D     | 3     | 3     | 1536        | 9           |
| GoogLeNet | 7     | 1     | 1024        | 21          |
| ResNet-50 | 7     | 1     | 2048        | 21          |

V. MICROARCHITECTURE

Due to the large number of multiply-accumulate (M-AC) operations involved in a CNN, Snowflake’s design goal was primarily to accelerate these operations. Other operations include comparisons for performing maxpool-ing and activation functions. We describe the ReLU activation function in this paper. Functions like sigmoid and hyperbolic tangent can be added as piece-wise linear models as was done in [22], [23].

The Snowflake microarchitecture has two primary components - the control core which is responsible for generating instructions and the compute core which is responsible for processing a model’s layers.

A. Control Core

The control core is similar to the five stage RISC pipeline with certain modifications made to fit Snowflake’s application specific nature. The control core provides vector instructions to the compute core.

a) Instruction Fetch: The instruction fetch stage contains the instruction cache and a program counter (PC) register. Snowflake’s design makes it very good at hiding latencies of non-compute instructions. As a result, we did not require the use of techniques such as loop unrolling to improve throughput. This results in a very small code footprint. In our tests, the longest branch was always to an instruction within 512 instructions from the branch instruction. Snowflake’s instructions are 32 bits wide. This required a minimum instruction cache size of 2 KB. The instruction cache was double buffered so as to overlap the latency of fetching the next instruction stream, resulting in a 4 KB instruction cache.
B. Compute Core

The compute core is responsible for processing the billions of operations required in the forward pass of a CNN model. The compute core is made up of multiple compute clusters and has a hierarchical structure, as shown in figure 2. Each compute cluster contains four compute units (CUs) and a memory interface. The compute units contain four vector multiply-accumulate (vMAC) units, each with 16 MAC units, one vector max pool (vMAX) unit, the trace decoders and a scratchpad memory called the maps buffer.

a) Trace Decoders: The trace decoders receive vector instructions from the control core. Vector instructions from the control core are pushed into a FIFO queue and are issued when their trace decoder is ready to receive an instruction. These instructions have the start address of the trace in the maps buffer, the length of the trace and the ID of the consumer. Based on the consumer ID, the instruction is forwarded to the appropriate trace decoder. The decoders increment the start address and request a line from the maps buffer, once per cycle, until the length of the trace is reached. At this point, the next trace instruction is fetched and the process continues. The control core is responsible for having the next vector instruction available before the current one is complete.

b) MAC Trace Decoder: The MAC trace decoder fetches cache lines from the maps buffer and forwards them to the vMACs. It also provides addresses to index into the weights buffers inside each vMAC. This decoder is also responsible for signaling the vMACs to output the result accumulated in their internal accumulate registers. This signal is sent along with the last address of the final trace of the computation.

c) MAX Trace Decoder: The MAX trace decoder fetches cache lines from the maps buffer and forwards them to the vMAX functional unit. Similar to the MAC trace decoder, it signals the vMAX unit to output the compared result after the final comparison.

d) Trace Move Decoder: The trace move decoder is responsible for moving a trace from the maps buffer of one CU to the maps buffer of another CU (CU trace move) or storing a trace to memory (memory trace move). In case of a CU trace move, the destination CU has to be within the same cluster as the source CU. The logic implementing these two functions shares access to the maps buffer. If both types of trace move instructions are issued, the decoder will alternate between the two functions every cycle.

All three trace decoders continue processing their vector instructions, allowing the control core to proceed with scalar instructions that prepare the next set of vector instructions. Strictly speaking, the trace decoders enable Snowflake to execute and commit vector instructions out of order with respect to scalar instructions. Correctness is maintained because of the guarantee that a scalar instruction never reads data produced by a vector instruction. This allows the control core to have a much simpler design than pipelines with speculative execution. Scalar (vector) instructions execute and commit in order with respect to other scalar (vector) instructions.

1) Vector Multiply-Accumulate Units: A compute unit’s multipliers and adders are tied together into a multiply-accumulate (MAC) unit, as shown in figure 2. The multipliers work on 16-bit operands and the 32-bit result is connected to both the adder’s own output and a scratch-pad called the maps buffer.

a) Instruction Decode: The instruction decode stage is similar to the decode stage of the traditional RISC pipeline. This stage also performs a check for true data dependencies and stalls the fetch of further instructions until the dependent instruction commits.

c) Instruction Dispatch: The instruction dispatch stage reads the source operands from a register file. The dispatch stage also has hardware to keep track of the number of loads issued to the on-chip buffers of the compute core. This is necessary in order to prevent a vector instruction from reading data from these buffers while a load is pending, thus preventing read-after-write hazards through these buffers.

d) ALU: The ALU supports a subset of operations available in most other ALUs. It contains a multiplier, an adder and a comparator. It should be noted that the ALU is not directly involved in processing a CNN layer, which is where CNN processing occurs. For example, the adder in the ALU is utilized to increment the address of the compute core’s buffers from where the next trace is to be read.

e) Register File: The register file contains thirty two 32-bit registers and is dual ported. Data produced by the ALU is written to the register file if it has a write-back signal associated with it. Up to two source operands are read from the register file in the dispatch stage of the instruction pipeline.

MAC units are organized in a group of 16 called a vector MAC unit (vMAC), as shown in figure 3. In the figure, \( M \) is a maps operand and \( W \) is a weights operand. The \( (x, y, z) \) coordinates are as shown in figure 1 while \( oC \) corresponds to the multiple three dimensional kernels that produce the output volume. The figure shows the two types of parallelism that can be exploited in Snowflake. The coordinates that vary across the MACs in a vMAC are shown in black. The coordinates that stay constant are shown in gray. Figure 3 shows inter-output parallelism, where the output \( O \) across the MACs has the same row and column location in the output volume but each MAC produces a different output map. This mode of computation is called the independent mode (INDP) because every MAC works to produce an output independent of the others. In the INDP mode, each MAC gets the same input maps operand. The cache line containing the operand is fetched from the maps buffer based on the address provided by the MAC trace...
Fig. 2: Snowflake has a hierarchical design and is composed of multiple compute clusters. Each cluster is composed of four compute units. Each compute unit contains four vMAC functional units and vMAX functional units, a maps buffer, weights buffers and trace decoders.

decoder. The operand is selected using the word address. Theoretically, one word from a cache line of 16 can be selected by means of a multiplexer in a single cycle. However, to reduce hardware complexity, a shift register is used. The shift register shifts the cache line every cycle until the requested word is at the front of the register. It is then broadcast to all MACs. If the layer is irregular, this can result in a drop in computational efficiency. For example, if the fifth word in a cache line is requested, there will be four cycles of latency before the MACs are supplied with the operand they need to continue processing the layer. However, due to the spatial locality inherent in the input maps volume, there is a high probability that the sixth word in the same line is the next one requested. This would be available the following cycle, and from then on until the next trace, there would be no latency. This type of irregularity is only encountered in layers with input maps that are not a multiple of 16. Another inefficiency while using the INDP mode can result because of the fact that in INDP mode every MAC within the vMAC receives an input from the maps volume that has the same row and column index but is from a different input map. The coordinates of the outputs are shown in gray because they are not independent from each other. All outputs produced by the MACs in this mode are partial results belonging to the same final output. Since the MACs work together to produce a single output, this mode is called the cooperative mode (COOP) of computation. The partial results are accumulated together using a reduce operation that is performed by a separate adder. This adder, called the gather adder, is shown in figure 2. The partial results from the vMAC are latched into a shift register which feeds one partial result per cycle to one of the gather adder’s inputs. The output from the gather adder is truncated to 16 bits and written back to the maps buffer. The address to write to is provided with the trace instruction. The COOP mode adds certain restrictions on what type of layers can be processed at peak efficiency. The gather adder requires 16 cycles to reduce the partial results produced by the MACs. If the MACs take fewer than 16 cycles to process a result, they would still need to wait until 16 cycles have passed before producing the next set of partial products. This requirement implies that the sum of the lengths of all traces required to produce an output.
using COOP mode should be 256. This restriction prevents layers that have 128 input maps and 1 × 1 convolution kernels from achieving peak efficiency using COOP mode. Such layers however can be run using the INDP mode at peak efficiency if there are at least 64 output maps. In either computation mode, the gather adder is also used to add the bias to the output.

The decision to have 16 MAC units per vMACs was made because of the restrictions imposed by the gather adder and the common characteristics of CNN layers. The gather adder requires as many cycles as MACs in a vMAC to add bias to (INDP) or reduce (COOP) the outputs of the MACs. Secondly, having the number of MACs equal to a power of two is necessary to optimally map the input maps to the MACs because the number of input maps is usually a power of two [1]. Increasing the number of MACs in a vMAC to 32 would result in the MACs in COOP mode processing the input traces twice as fast, while doubling the number of partial results the gather adder has to reduce. Inception and bottleneck modules frequently have 1 × 1 convolutions with 256 or 512 input maps which would require the INDP mode if the number of MACs within a vMAC was 32 or higher. With INDP mode, however, there is the restriction that the number of output maps has to be greater than the number of MACs within a CU, which is not the case for these Inception and bottleneck modules. This would result in decreased efficiency.

On the other hand, decreasing the number of MACs per vMAC to 8 or lower holds no advantage based on the network topologies we have seen so far. It would double the latency available to the gather adder in each vMAC while also doubling the number of results produced per CU. However, it would also double the number of gather adders resulting in additional hardware that is unnecessary given the current trends in CNN model architecture. Theoretically, a single gather adder could be shared by two vMACs, thereby keeping the hardware cost the same as a 16 MAC vMAC, but this would require extra routing and control logic while providing little benefit.

2) Vector Maxpool Units: Four 16-bit comparators are grouped together into a vector Maxpool (vMAX) unit. The vMAX unit processes 16 words at a time. Each comparator is provided four words and requires 4 cycles to process the words. Hence, a 3 × 3 maxpool window requires $3 \times 3 \times 4 = 36$ cycles to complete and produces 16 words.

Since the vMACs can write data back to the maps buffer, processing of a maxpool layer can proceed without requiring access to main memory. The control core can issue vector instructions to the vMACs and vMAX functional units simultaneously, thereby allowing Snow-flake to hide the maxpool processing latency behind the MAC operations. The results from the vMAX units are stored back to the maps buffer.

3) Scratchpad Memory: The scratchpad memory within a CU is split into two parts - the maps buffer and weights buffers. There are as many weights buffers as MACs within the design. Each MAC has a weights buffer connected to one of its inputs, and there are as many weights buffers as MACs within the design. The organization of the maps buffer is shown in figure 4. The maps buffer has a 1024-bit write port and four banks, each with 256-bit read ports called lanes. vMACs consume an entire 256-bit cache line in one cycle if they are operating in COOP mode. They require up to 16 cycles to consume a line if operating in INDP mode.

Data is written to the maps buffer from memory, the vMACs, the maxpool comparators or from another CU’s maps buffer. The maximum bit width is 1024 but there are enable
signals at a 64-bit granularity. This is to allow data from the vMACs, which for COOP mode is 64 bits, to be written back.

All three trace decoders can access the maps buffer every cycle. The fourth port is used to access a third operand and can be used to access the bypassed connections in residual modules or for previously computed partial results. The MAC trace decoder gets priority to read from the buffer. Its read request to any lane is always granted. The read for the other decoders is granted only if they do not access the same lane as the MAC decoder. The trace move decoder’s access is shared by its memory-move and CU-move functions. If both memory- and CU-move instructions are issued, they alternate accesses to the buffer. The read request from the decoders is given to the source lane. The lane is identified by using the lower two bits of the read address. Cache lines read from the lanes are directed towards their requestors.

C. Instruction Set

Snowflake instructions are 32 bits wide and are designed around the concept of traces introduced in section[9]. Instructions have a 4-bit operand code and most instructions use a fifth bit called the mode bit. The mode bit is used to distinguish behavior within a particular instruction. Snowflake’s instructions are divided into four types - data move, compute, branch and memory access instructions. Some types have both scalar and vector instructions. Both scalar and vector instructions use the general purpose registers as the source. Scalar instructions also use the registers as the destination. The destination for all vector instructions is the maps buffer.

Apart from the general purpose registers, there are a set of registers, one per CU that control the write-back address for the MAC and MAX instructions. Since the MAC and MAX values are produced in a strided pattern, the write-back addresses can be computed by a base address and offset pair. Every MAC trace instruction that results in a write-back increments the base address by the offset. The address value is sent along with the vector instruction to the trace decoders. This eliminates the need for a dedicated store instruction. Data is moved into these registers by a data move instruction.

1) Data Movement Instructions: The scalar data move instructions (MOV) move data from the immediate field into a register (mode 0) or from one register to another (mode 1). In mode 1, MOV instructions also include a 5-bit shift field that allows the value in the source register to be left-shifted by up to 32.

Vector data move instructions are of two types. The first is a trace move (TMOV) which moves a trace of up to 4096 words from the maps buffer of one CU to the maps buffer of another CU. The second is a vector move (VMOV) that moves one 256-bit cache line from the maps buffer to the registers that feed the multiply-accumulate units.

2) Compute Instructions: Scalar compute instructions are the addition and multiplication instruction. For both instructions, mode 0 uses one source operand and an immediate value while mode 1 uses two source operands.

The vector compute instructions are the MAC and MAX instructions. One of the source registers of the MAC instruction contains the start address of the maps trace while the second source register contains the start address of the weights trace. The immediate value provides the length of the trace. Mode 0 for the MAC instruction signals the vMACs to operate in INDP mode while mode 1 is for COOP mode. For the MAX instruction, only one source register is used which provides the start address for the maps trace. MAX instructions do not require access to the weights buffers and only have one computation mode.

3) Branch Instructions: There are three branch instructions - branch if greater than, branch if less than or equal to and branch if equal to. The two source registers provide the two values to be compared. The immediate value contains the offset from the current PC at which to branch to. A comparator in the ALU of the control core resolves the branch and the program counter is updated if the branch is taken.

A branch instruction is followed by four branch delay slots. The decision to include branch delay slots was taken to avoid more complicated techniques like branch prediction. Branch delay slots also avoid the need to include logic that flushes the stages of the control core in the event that a branch is taken. Finally, most commonly encountered branches in a CNN layer can make use of at least 3 of the four delay slots.

4) Memory Access Instructions: Memory access instructions are loads and stores, both of which are vector instructions. In the load instruction, one source register contains the start address of the trace in memory. The second source register contains two fields. The lower 23 bits contain the start address of the weights or maps buffer where the trace that is fetched is to be stored. The upper 9 bits are used to identify the destination buffer. 4 of the bits specify the CU while the other 5 specify the buffer ID within a CU. The store instruction writes a trace from the maps buffer to memory. In the store instruction, the first source register contains the memory address where the first word in the trace it to be stored. The second source register contains the maps buffer address of the trace and bits for selecting the target CU within the compute cluster. The immediate value in the instruction specifies the trace length.

VI. Results

A. System Specifications

We implemented Snowflake with 4 CUs (1 compute cluster) on the Xilinx Zynq XC7Z045 device. The Zynq is an SoC that contains an FPGA and two ARM cortex-A9 processors on the same die. The platform used was the ZC706 development board. This board has the Zynq device, 1 GB of DDR3 memory that is shared by the ARM cores and the FPGA. The characteristics of the system used in our experiments is shown in table II. The ARM cores are not involved in the processing of the layers. They are used to write the instruction stream to the shared DDR3 and initialize Snowflake with the PC pointing to the first instruction in this instruction stream. From
there, Snowflake’s control core takes over and is responsible for processing the model.

TABLE II: System specifications of the implemented Snowflake system.

| Platform | ZC706 |
|----------|-------|
| Device   | Xilinx Zynq XC7Z045 |
| Processor| 2x ARM Cortex A9 |
| Memory   | 1 GB DDR3 |
| Memory B/W | 4.2 GB/s |
| MAC Units| 256 |
| Accelerator Frequency | 250 MHz |
| Peak Performance | 128 G-ops/s |
| Power Consumption | 9.5 W |

The 4 CU Snowflake system contains a 128 kB maps buffer and four vMACs, each with a 16 kB weights buffer. This results in a total on-chip memory of 768 kB.

B. Experimental Results

We benchmarked Snowflake’s performance on a benchmark suite consisting of AlexNet [1], GoogLeNet [2] and ResNet-50 [4]. We chose these models because each contains a different type of layer hierarchy. AlexNet is made up entirely of conventional layers, GoogLeNet contains Inception modules and ResNet-50 has residual modules. We did not feel the need to include VGG as a benchmark because its layers are similar to AlexNet’s layers 3-5 and the network itself has a high computational complexity despite having a lower accuracy than both GoogLeNet and ResNet-50 [2], [4].

1) AlexNet: In table III we show layer-wise performance and efficiency for AlexNet. INDP mode is used for layer 1 and COOP mode is used for the other layers. The inefficiency in layer 1 comes from the irregularity of the $3 \times 11 \times 11$ kernels. These kernels result in a trace length of 33 which is not a multiple of the cache line size. This results in unaligned accesses which incur a delay when shifting the line to fetch the requested word. This delay does not exist in COOP mode which results in an efficiency close to 100% for layers 2-5.

TABLE III: Layer-wise breakdown of performance on AlexNet.

| Layer # | Ops (M-ops) | Theor. Time (ms) | Actual Time (ms) | Perf. (G-ops/s) | Eff. % |
|---------|-------------|-----------------|-----------------|-----------------|-------|
| 1       | 139         | 1.09            | 1.56            | 87.4            | 69.87 |
| 2       | 409         | 3.19            | 3.22            | 127.0           | 99.07 |
| 3       | 202         | 1.59            | 1.59            | 127.0           | 99.07 |
| 4       | 269         | 2.10            | 2.16            | 126.3           | 97.22 |
| 5       | 179         | 1.40            | 1.42            | 125.2           | 98.59 |
| **Total** | **1198.00** | **9.36**        | **9.95**        | **120.3**       | **94.07** |

The layer-wise bandwidth requirements for AlexNet are shown in figure 5. AlexNet requires an average bandwidth of 1.53 GB/s. Layer 1 has the lowest bandwidth requirement at 0.27 GB/s. This is because all weights fit in the weights buffers and all maps fit in the maps buffers. This does not require tiling either the weights or the maps volumes and is the best-case bandwidth possible. Layer 4 has the highest bandwidth requirement. In layers 2-5, the input maps volume is split into three tiles. The weights are cycled through the accelerator thrice. This accounts for the higher bandwidth in layers 3-5. For layer 2, the size of the weights volume is about half the size for the next layer but the time required to process this layer is double. As a result, the bandwidth is a quarter of the bandwidth required for the next three layers.

We also ran the five convolutional layers in AlexNet end-to-end. Throughput for the end-to-end run was similar to the sum of the layer-wise runs. This is made possible by efficiently double buffering the input maps volume and the instructions which removes any configuration latency between the layers. The FC layers were not included in the benchmarks. However, FC layers can be viewed as $1 \times 1$ convolutional layers and usually do not have any irregularity. As a result, given enough bandwidth, Snowflake can accelerate these layers at 100% efficiency. Bandwidth required for the first FC layer in AlexNet is the best-case bandwidth possible. Layer 4 has the highest bandwidth requirement. In layers 2-5, the input maps volume is split into three tiles. The weights are cycled through the accelerator thrice. This accounts for the higher bandwidth in layers 3-5. For layer 2, the size of the weights volume is about half the size for the next layer but the time required to process this layer is double. As a result, the bandwidth is a quarter of the bandwidth required for the next three layers.

2) GoogLeNet: The first two layers of GoogLeNet are conventional layers and the rest are Inception modules. In table IV we present the results of layer- and module-wise runs on GoogLeNet. It should be noted that layer 2 is comprised of two parts, the first is a $1 \times 1$ convolutional layer whose input and output channels are 64. The second is a $3 \times 3$ convolutional layer with 192 output maps. On GoogLeNet, average computational efficiency was 91.5%. Layer 1 had the lowest efficiency at 73.6% and layer 2 had the highest efficiency of 97.3%. Similar to AlexNet’s layer 1, GoogLeNet’s inefficiency for layer 1 comes from irregularity in the $3 \times 7 \times 7$ kernels. On the other hand, layer 2 is highly regular and requires 703 M-ops which is 22% of the entire computational
complexity of the model. For GoogLeNet’s inception modules, the lowest efficiency was 86.7% for module 3a and the highest efficiency was 95.3% for 3b and 5b. Inception 3a has 192 input maps and four branches. Recall that inception modules first reduce the input maps volume to multiple smaller volumes using $1 \times 1$ convolutional kernels to create multiple branches. The modules then use larger kernels on these branches. For inception 3a, the $1 \times 1$ reduce happens on 192 input maps. For such a layer, the trace length is 192 which is less than the 256 necessary to operate in COOP mode. 192 input maps are not irregular and always result in aligned accesses. However, one of the branches produces 16 output maps while another produces 96. For INDP mode to operate at peak efficiency, a multiple of 64 output maps are necessary. This results in the former branch operating at 25% efficiency and the latter branch operating at 75% efficiency. This accounts for the drop in efficiency for inception 3a. GoogLeNet’s average efficiency of 91.5% translates to a throughput of 113.2 G-ops/s, a processing latency of 27.75 ms and a frame rate equal to 36 frames per second.

**TABLE IV: Layer- and module-wise performance on the GoogLeNet model.**

| Layer # | Ops (M-ops) | Theor. Time (ms) | Actual Time (ms) | Perf. (G-ops/s) | Eff. % |
|--------|-------------|-----------------|-----------------|----------------|-------|
| Layer 1 | 236         | 1.84            | 2.50            | 94.4           | 73.7% |
| Layer 2 | 756         | 5.49            | 5.64            | 134.0          | 97.3% |
| Inception 3a | 256 | 2.25          | 2.59            | 98.9           | 86.9% |
| Inception 3b | 609 | 4.98          | 5.22            | 116.6          | 95.4% |
| Inception 4a | 147 | 1.28          | 1.45            | 101.5          | 88.3% |
| Inception 4b | 176 | 1.49          | 1.69            | 104.0          | 88.2% |
| inception 4c | 214 | 1.66          | 1.87            | 114.4          | 88.8% |
| inception 4d | 237 | 1.92          | 2.03            | 116.8          | 94.6% |
| Inception 4e | 340 | 2.68          | 2.84            | 119.7          | 94.4% |
| Inception 5a | 112 | 0.78          | 0.83            | 134.9          | 94.0% |
| Inception 5b | 141 | 1.04          | 1.09            | 129.7          | 95.4% |
| **Total** | **3224** | **25.41**       | **27.75**       | **116.2**      | **91.6%** |

GoogLeNet has an average pool layer that follows Inception module 5b. This layer converts the $1024 \times 7 \times 7$ output volume of Inception 5b into a $1024 \times 1 \times 1$ vector. This vector is then provided as an input to a 1024-to-1000 FC layer. Average pooling can be viewed as a convolution with a kernel whose weights are equal to a value that is the inverse of the average pooled area. For GoogLeNet’s average pool layer, this value is $1 \div 49 = 0.02$. The average pool layer has low computational complexity - it requires only 98,000 operations to produce the output and a theoretical run time of 0.7 microseconds. As a result, it has a very high bandwidth requirement which reduces its performance on Snowflake. Average pool has a theoretical efficiency of 100% but is reduced to 23.3% in our benchmark run due to this high bandwidth requirement. However, due to its low computational complexity, its low efficiency has a negligible effect on the efficiency and performance of the entire network.

3) **ResNet-50**: ResNet’s 50 layer version has the highest computation cost among the three benchmarks. The first layer in this model is identical to GoogLeNet’s first layer. The remaining layers are the bottleneck modules. The results of module-wise runs on ResNet-50 are shown in table V. Each conv_x module in the table has a bottleneck module replicated multiple times.

**TABLE V: Layer- and bottleneck module-wise performance on ResNet-50.**

| Layer # | Ops (M-ops) | Theor. Time (ms) | Actual Time (ms) | Perf. (G-ops/s) | Eff. % |
|--------|-------------|-----------------|-----------------|----------------|-------|
| conv_1 | 232         | 1.81            | 2.76            | 84.1           | 65.7% |
| conv_2 | 1165        | 9.10            | 9.37            | 124.4          | 97.2% |
| conv_3 | 1887        | 14.51           | 14.93           | 124.4          | 97.2% |
| conv_4 | 2388        | 18.66           | 20.55           | 116.2          | 97.0% |
| conv_5 | 1235        | 9.65            | 10.63           | 116.2          | 97.0% |
| **Total** | **6879** | **53.72**       | **56.25**       | **122.3**      | **95.5%** |

Each bottleneck module within a conv_x module is identical. As a result, these were run only once. Additionally, conv_2 and conv_3 similar in terms of the hierarchy of the bottleneck modules. Due to this, we benchmarked the more computationally expensive conv_3 and the performance for conv_2 was extrapolated from this run. Similarly, conv_4 and conv_5 are hierarchically similar and conv_5 was benchmarked while the performance for conv_4 is an extrapolation. As is the case for the input layer of the first two benchmarks, ResNet’s first layer is also irregular and has a lower efficiency. However, the bottleneck modules are all highly regular and have a large number of input maps, especially in conv_3 to conv_5. This results in high throughput for these modules. As a result, the efficiency of the entire network is 95.5%. Snowflake is able to process ResNet-50 at a throughput of 17.7 frames per second.

C. Performance Comparison

We compare our performance to other recent works in literature in table VI. Eyeriss is an ASIC implementation [26] and has a grid of $14 \times 12$ MAC units. Eyeriss has a computational efficiency of 69% and 36% for AlexNet and VGG, respectively. While Eyeriss does run-length encoding of the input and output maps, they decompress the input maps volume before processing them in the grid. Computational efficiency numbers are not directly available in [26]. However, the paper does provide the means to compute both peak and measured performance. Peak performance is computed as $2 \times \text{numPEs} \times \text{clock}$. The factor of 2 comes from counting one multiply-accumulate as two operations. Measured performance is computed by dividing operations for the model by the latency. Eyeriss provides two metrics for latency. Total latency is defined as the measured latency to process a layer. Processing latency is defined as total latency less time taken to fetch maps from DRAM and write outputs back to DRAM. As such, it is a simulated metric. However, they claim to be able to optimize this by better controlling DRAM traffic at negligible cost. In the interest of fairness, we have considered the simulated processing latency metric for performance numbers.

Zhang et.al. [27] use a 32-bit floating point accelerator. While this paper lists the number of MAC units as 2280, we do not directly use the same method as above because a
floating point MAC unit requires 5 fixed point MAC units, as listed in the paper. Thus, we divide the above number by 5 to get 448 as the number of floating point MAC units available in the design. We then use the above equation along with a frequency of 100 MHz to get 89.6 G-ops/s as the peak performance. The paper states measured performance as 61.6 G-ops/s which results in an efficiency of 69%.

Caffeine is an accelerator implemented in the newer Xilinx Ultrascale FPGA architecture using the KU060 device [18]. The accelerator contains 1058 MAC units clocked at 200 MHz which results in a peak performance of 423.2 G-ops/s. However, Caffeine provides peak performance of 365 G-ops/s. For consistency, we have used the former value of peak performance. Using the provided value of 310 G-ops/s as measured performance for convolutional layers, we compute a computational efficiency of 72%. If the value for peak performance provided in the paper is considered, it results in an efficiency of 84% which is still lower than the efficiency achieved by Snowflake.

The accelerator by Qiu, et al. [19] is an FPGA-based implementation and is able to achieve 80% efficiency on VGG16. The paper does not provide peak performance and this metric was computed using the same formula as Eyeriss. Measured performance is available and, like Eyeriss, is also split into performance with DRAM access latency and performance without DRAM access latency. Again, we consider the higher number that does not include DRAM access latency. It should be noted that Snowflake’s performance and efficiency do take DRAM access latency into account. We consider this a fair comparison because Snowflake is able to completely hide DRAM latency behind the layer’s processing by efficient use of traces and double buffering. Thus, our performance and efficiency with and without DRAM latency are the same.

The hardware convolution engine (HWCE) presented in [28] is implemented on the same Zynq device as Snowflake. The paper provides values for both peak and measured performance. Based on these, we computed efficiency for the HWCE as 88%.

Compared to these, Snowflake is able to achieve 94% for AlexNet, 91% for GoogLeNet and 95% for ResNet-50. Our lowest efficiency is still 3 percentage points above the next best result (HWCE) and is measured on a significantly more complex CNN model (AlexNet vs. GoogLeNet). Using a model to model comparison, Snowflake’s efficiency is 6 percentage points higher than the HWCE.

It should also be noted that none of these designs run GoogLeNet or any of the ResNet models as a benchmark. In fact, to the best of our knowledge, no implemented CNN accelerator has used GoogLeNet or ResNet-50 as a benchmark, despite both being more recent models than AlexNet or VGG. The Neurostream accelerator [29] provides numbers for newer models including GoogLeNet and ResNet but is a simulated design. They also require a significantly higher bandwidth of 32 GB/s. Finally, Neurostream’s efficiency is obtainable when processing images in batch mode which is unsuitable for workloads that require low latency such as autonomous driving. Performance and efficiency when using a batch of 1 are not listed in the paper.

Snowflake is also able to achieve a higher clock frequency than the other designs. To the best of our knowledge, no FPGA-based implementation has achieved a clock frequency of 250 MHz.

VII. FUTURE WORK AND CONCLUSION

This paper presented an efficiency and model agnostic CNN accelerator architecture called Snowflake. We implemented Snowflake on a Xilinx Zynq XC7Z045 device using 256 MAC units at 250 MHz. Snowflake was able to achieve a throughput of 100 frames per second and 120 G-ops/s on AlexNet and 36.4 frames per second and 116.4 G-ops/s on GoogLeNet.

The Zynq XC7Z045 device has 900 MAC units. Scaling Snowflake up by using three compute clusters, we will be able to utilize 768 MAC units. Assuming an accelerator frequency of 250 MHz, Snowflake will be able to achieve a peak performance of 384 G-ops/s. Snowflake can be scaled further on larger FPGAs by increasing the number of clusters. If batch processing is used, computational efficiency will remain constant as the current system. Such a system can be used for server-based workloads where latency is not as important as throughput.
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