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Abstract—Object storage solutions potentially address long-standing performance issues with POSIX file systems for certain I/O workloads, and new storage technologies offer promising performance characteristics for data-intensive use cases.

In this work, we present a preliminary assessment of Intel's Distributed Asynchronous Object Store (DAOS), an emerging high-performance object store, in conjunction with non-volatile storage and evaluate its potential use for HPC storage. We demonstrate DAOS can provide the required performance, with bandwidth scaling linearly with additional DAOS server nodes in most cases, although choices in configuration and application design can impact achievable bandwidth. We describe a new I/O benchmark and associated metrics that address object storage performance from application-derived workloads.

Index Terms—scalable object storage, next-generation I/O, storage class memory, non-volatile memory, numerical weather prediction, DAOS

I. INTRODUCTION

Storage performance is increasingly important for large-scale applications. This is coupled with the rise in application categories where ingestion or production of large amounts of data is common, machine learning being an obvious example. As systems scale to ever larger sizes, and a subset of applications require ever large amounts of I/O bandwidth or metadata performance, there is a significant challenge to improve the capabilities of the data storage technologies being utilised for I/O operations.

Object stores, on one hand, are a candidate to address long-standing scalability issues in POSIX file systems for large-scale parallel I/O applications where an intensive use of metadata operations is required, for example if operating with small-sized data files, of the order of KiBs up to a few MiBs. These scalability issues stem from constraints imposed by POSIX file system semantics, namely metadata prescriptiveness (per-file creation date, last-access date, permissions, etc.), and excessive consistency assurance [1]. Object stores provide alternative, less restrictive, semantics to POSIX file systems and, since they have been designed from scratch, unbound from existing file system implementations or standards, many of them have been able to follow radically different approaches.

Non-volatile memory (NVM), on the other hand, is a form of memory that offers a promising trade-off in data-intensive use-cases, with the potential to be used as NVRAM (also known as storage class memory, SCM) where performance and functionality is similar (albeit slower) to DRAM, and also heavily used in high-performance storage devices, such as NVMe drives.

The Distributed Asynchronous Object Store (DAOS) [2] is an emerging high-performance object store which features full user-space operation; use of a RAFT-based consensus algorithm for efficient, distributed, transactional indexing; and efficient byte-addressable access to NVM devices. It is being developed by Intel, and it has gained traction over the past years after consistently scoring leading positions in the I/O 500 benchmark [3].

In this paper we investigate exploiting such technologies to provide I/O functionality for applications, considering generic benchmarking on one side to evaluate what can be achieved, but also with a focus on large-scale Numerical Weather Prediction (NWP) on the other side, to evaluate whether these technologies could be a good replacement for the current HPC storage system at the European Centre for Medium-Range Weather Forecasts (ECMWF), and potentially for other applications, users, and centres.

We present a preliminary suitability and performance assessment of DAOS in conjunction with non-volatile storage hardware, conducted as a proof-of-concept, decoupled from the complex software stack currently used at the ECMWF, but specially designed to mimic the I/O characteristics. A research HPC system that is composed of nodes with 3 TiB of Intel’s Optane Data Centre Persistent Memory Modules (DCPMMs) has been employed to run benchmarks and measure performance, with a number of software approaches investigated, including using the DAOS C API directly.
II. RELATED MATERIAL

There has been recent research in object store developments and deployments for high-performance I/O, including CEPH [4] and CORTX Motr [5]. However, these have so far seen less adoption for very intensive data creation or processing workloads in large-scale HPCs. DAOS, which is part of what we evaluate in this paper, is one of the first production-ready object storage technologies targeting HPC, with excellent results in recent IO-500 benchmarks [6].

The meteorological community has investigated using custom object stores for I/O operations [7], including evaluating such object store approaches using NVM technologies [8]. These investigations have demonstrated the performance and functionality benefits NVM and object storage can provide for NWP simulation I/O and data processing. When ported directly to SCM, these object stores have achieved up to 70 GB/s write bandwidth when used with SCM on a reduced set of I/O server nodes, providing confidence that SCM can be used to accelerate object storage technologies. However, direct porting relies on custom management of objects in NVM, which entails a high development and maintenance overhead and potentially limited usability for those adopting such approaches. Domain-agnostic NVM-capable object stores like DAOS simplify the use of NVM in production environments and enable implementation of high-performance user-facing tools, including domain-specific object stores, file system interfaces, programming language interfaces, and administrative tools.

Others have explored creating ad-hoc file systems on compute nodes with SCM or NVMe devices to exploit the local storage whilst providing the familiar file system interface applications are generally designed to use [9] [10] [6]. Further work has been undertaken to integrate such file systems with batch schedulers and other tools [11]. These all demonstrate the potential benefits to exploiting in-node storage for HPC applications, and the benefits to localising I/O compared to traditional parallel file systems. However, they do not provide object-centric interfaces that have been demonstrated to be beneficial for both functionality and performance for application domains such as NWP. They are still restricted to providing I/O through block-based file system approaches, which place limitations on achievable I/O performance for small I/O operations or for searching and extracting data within a large data set.

Very recent work by the authors has investigated the generic I/O performance of DAOS and Lustre on non-volatile memory systems, and has demonstrated that Lustre and DAOS can both achieve excellent I/O performance using high-performance storage hardware. However, Lustre struggles to handle the large volumes of metadata operations required to achieve high I/O bandwidth under intensive I/O workloads with small data transfer sizes. This highlights some of the potential benefits that object storage software can provide as opposed to traditional HPC file systems when looking at object-like I/O operations [12].

The work presented in this paper builds on previous research in the areas of exploiting object storage and NVM technologies for HPC I/O. However, we are looking at the requirements of production deployment, and performance in a contended and continuous system environment, with a focus on extreme-scale I/O performance. Our research introduces a new framework for benchmarking of high-performance object stores for NWP, and significantly advances the understanding of the place of DAOS in the storage landscape for HPC systems as well as explores the features, configurations, and challenges such an object store presents for large-scale parallel I/O and for the design of I/O functionality for such applications.

III. DAOS

The Distributed Asynchronous Object Store (DAOS) is an open-source high-performance object store designed for massively distributed NVM. It provides a low-level key-value storage interface on top of which other higher-level APIs, also provided by DAOS, are built. Features include transactional non-blocking I/O, fine-grained I/O operations with zero-copy I/O to SCM, end-to-end data integrity, and advanced data protection. The OpenFabrics Interfaces (OFI) library is used for low-latency communications over a wide range of network back-ends.

DAOS is deployable as a set of I/O processes or engines, generally one per physical socket in a server node, each managing access to NVM devices associated with the socket. Graphical examples of how engines, storage devices, and network connections can be arranged in a DAOS system, can be found at [13].

An engine partitions the storage it manages into targets to optimize concurrency, each target being managed and exported by a dedicated group of threads. DAOS allows reserving space distributed across targets in pools, a form of virtual storage. A pool can serve multiple transactional object stores called containers, each with their own address space and transaction history.

Upon creation, objects are assigned a 128-bit unique identifier, of which 96 bits are user-managed. Objects can be configured for replication and striping across pool targets by specifying their object class. An object configured with striping is stored by parts, distributed across targets, enabling concurrent access analogous to Lustre file striping.

IV. WEATHER FIELD I/O

NWP is used as an exemplar application as it is a HPC use case that has significant I/O requirements, that represent production I/O workloads, and has varied I/O patterns, enabling us to evaluate a range of I/O performance implications from these varied approaches. Additionally, due to the typically small size of data units being accessed, the application benefits from an object-like I/O approach to enable both efficient I/O operations from the production applications and easy data post-processing and querying for forecast generation, research, and analysis.

At the ECMWF, our exemplar weather forecasting centre, the NWP model is run 4 times a day in 1-hour time-critical
windows using 2500 compute nodes. During each of these windows, 40 TiB of weather forecast data are generated and written by the model into the HPC storage system, and immediately read by post-processing tasks to generate derived products.

The data is generated by all model processes in a distributed manner, and it is sent through the low-latency interconnect to I/O servers, where it is aggregated. For the duration of a simulation, approximately 250 additional HPC nodes are devoted to running I/O server instances. After aggregation and data encoding, these servers forward the data to the HPC storage system.

Another 250 additional HPC nodes are devoted to running the post-processing tasks, after each step of the simulation, which read the generated output from the storage to then create derived data products.

In the described context, the I/O servers do not interact directly with the file system API. They do so via an intermediate domain-specific object store, the FDB5 [8], which is entirely software-defined. Such an object store saves any client software from implementing custom management of concurrent storage and indexing of weather fields in the file system, and enables object semantics for weather field access via a concise API.

The weather fields are the unit of data output by the model, and contain data for 2-dimensional slices covering the whole Earth surface for a given weather variable at a given time. They currently range between 1 and 5 MiB in size. Upon storage of a field, an indexing key must be provided together with the field data. A key is a set of field-specific key-value pairs that uniquely identify a field. Upon retrieval, the corresponding key has to be provided, and the field data is returned.

A. Challenges

With prospects of increasing simulation resolution and diversity of parameters modelled and output, it is expected shortly the volume of forecast data generated will reach approximately 180 TiB per time-critical window, and up to 700 TiB per time-critical window in the near future.

Therefore, the pressure on the HPC storage system will increase significantly, requiring higher throughput to maintain the time-critical and operational aspects of the service. Exploration and adoption of novel storage technologies will be key for a satisfactory implementation of the upcoming resolution increases.

B. Field I/O benchmark and object functionality

A pair of C functions have been developed to perform writing and reading of weather fields to and from a DAOS object store, using the DAOS C API. They have been developed based on the design of FDB5, the domain-specific object store already employed within the ECMWF, so that the same type of operations as in operational workflows is carried out. The diagram in Fig. 1 shows the different DAOS concepts and APIs involved in the field I/O functions.

![Diagram of DAOS concepts and APIs involved in the weather field I/O functions developed.](image)

At the top level a DAOS Key-Value object, in its own container, acts as a main index allowing location of the data belonging to a same model run or forecast. That index maps the most-significant part of the key identifying a field (e.g., ‘‘class’: ‘od’, ‘date’: ‘20201224’’) to another DAOS container, at the lower layer. In that container is another Key-Value object that acts as a forecast index, enabling location of the data of the fields comprising a forecast. That index maps the least-significant part of the field key to a further DAOS container and a DAOS Array in that container where the data of the indexed weather field is stored.

How the developed functions perform field writes and reads using these concepts and objects is described, in a very simplified way, in Algorithms 1 and 2, respectively.

**Algorithm 1: field write**

**Inputs:** field key, field data

open main container

query most significant part of field key from Key-Value

if not found then

create forecast index and store containers

register forecast index container in main Key-Value

end

open forecast store container

write field data into new Array

open index container

update forecast Key-Value

When the field write function is called, with the binary field and its key as parameters, the most-significant part of the key is retrieved from the main Key-Value. If it exists, the indexed references to the forecast containers are retrieved and the containers are opened. If they do not exist, creation of a new pair of forecast index and store containers is attempted, with container IDs computed as md5 sums of the most-
significant part of the key so that any concurrent processes attempting creation of the same pair of containers will avoid creation of inaccessible containers. Immediately after creation, the forecast containers are opened and the ID of the forecast store container is stored in a special entry in a newly created Key-Value in the forecast index container. Next, a reference to the forecast index container is indexed in the main Key-Value, using the most-significant part of the field key as key. Then, the binary field is written into an Array in the forecast store container, with a new object ID, and a reference to it is indexed in the forecast index Key-Value, using the least-significant part of the field key as key.

Note that when a field is written with a key that already exists in the overall store, a new Array object is created and indexed, and the previously existing one is de-referenced. No read-modify-write is performed upon re-write, and the functions do not delete de-referenced objects by design.

When the field read function is called, with the key of a field the parameter, the most-significant part of the key is looked up in the main Key-Value. If it exists, the indexed reference to the forecast containers are retrieved and the containers are opened. Next, the least-significant part of the key is retrieved from in the forecast index Key-Value. If that is present, the indexed references to the forecast store container and Array are retrieved. Finally, the forecast store container is opened and the Array is read.

For the NWP applications we are investigating, the separation of the different Key-Values and Arrays in different containers is motivated by the need to avoid contention for the same container or indexing Key-Value object during intensive I/O workloads. This separation also allows the implementation of the different parts of the object store with different storage back-ends or on different systems.

V. METHODOLOGY

To assess the performance of DAOS, different I/O workloads have been generated and run in a research HPC system using the well-known IOR [14] benchmark and the field I/O functions. The performance of DAOS and the benchmarks in the HPC has been analysed based on different throughput definitions discussed in subsequent sections.

A. IOR

IOR is a community-developed I/O benchmark which relies on MPI to run and coordinate parallel processes performing I/O operations against a storage system. It includes back-ends to operate with various popular storage systems, including DAOS.

IOR has been employed in this analysis with the intent to measure the throughput an application could achieve if it were programmed to operate in a traditional parallel, bulk synchronous I/O manner. That is, running a number of parallel client processes which use the high-level DAOS Array API to write or read data from a DAOS object store, all of them starting each I/O operation simultaneously, and waiting for each other to finish.

For the tests in this analysis, the IOR benchmark has been run in segments mode. IOR is invoked with a set of parameter values which instruct each client process to perform a single I/O operation, transferring its full data size. This is with the intent to assess the performance of a hypothetical optimised parallel application which is designed to minimise the number of I/O operations interacting with the storage. Processes in such applications issue a single transfer operation comprising all the data parts they manage, in contrast to an equivalent, non-optimised application where processes issue a transfer or even an open and a close operation for each data part.

Unless the storage is not optimised to handle large transfers or objects, this benchmark mode should give an idea of what is the maximum, ideal throughput the storage can deliver. This mode has been implemented by setting both the −b and −t IOR parameters to the size of each data part managed by each process, and −n to the number of data parts managed by each process. The −i parameter has been set to 1, and the −F flag (file per process) has been enabled. Each process performs the following during the benchmark execution: a) initial barrier, b) pre-I/O barrier, c) object create/open of size t * s bytes, d) transfer (write or read) of t * s bytes, e) object close, f) post-I/O barrier, g) post-I/O processing and logging, h) final barrier.

B. Field I/O

To gain insight on how DAOS performs in the previously outlined NWP I/O server use case, we use our custom field I/O benchmark, which mimics operational NWP I/O workflows. Here, parallel processes perform a sequence of field I/O operations using the functions previously described in the Weather field I/O section, with no synchronisation. Pool and container connections in a process are cached once initialised.

In contrast to the IOR benchmark in segments mode, the processes in this benchmark perform multiple I/O operations of smaller sizes, one for each data part. Each field I/O operation involves an Array open, transfer and close, and usually involves a few operations with Key-Value objects. We also do not enforce I/O synchronisation, as in IOR.

---

Algorithm 2: field read

**Inputs:** field key

**Outputs:** field data

open main container
query most significant part of field key from Key-Value
if not found then
    fail
end

open forecast index container
query least significant part of field key from Key-Value
if not found then
    fail
end

open store container
read field data from Array
Fig. 2 shows a schematic representation of the processes and sequence of field I/O operations involved in an example benchmark run.

The field I/O benchmark has been configured in three different modes for this evaluation:

- **full**: the fully-functional field I/O functions are used as described in Weather field I/O.
- **no containers**: the use of container layers in the field I/O functions is disabled with the intent to analyse any potential issues in the use of container layers. The functions create and operate with all DAOS Key-Values and Array objects in the main container.
- **no index**: the use of indexing Key-Value objects and container layers in the field I/O functions is disabled with the intent to compare with results from other benchmark modes and assess the overhead of field indexing. To preserve the ability to locate previously written fields, the field I/O functions map the field identifiers to DAOS Array object IDs by calculating a md5 sum of the identifiers. The arrays are stored and read directly from the main container.

By default, in modes with indexing enabled, each parallel process writes and reads fields indexed in its own forecast index Key-Value and therefore there should be little contention for the different objects within DAOS. The benchmark, however, can be configured to have a single shared forecast index Key-Value among all processes, inducing high contention on that Key-Value object.

The Field I/O benchmark is maintained and documented in a publicly accessible open-source Git repository [15].

### C. Access patterns

The IOR and field I/O benchmarks, in each of their modes, can be further adjusted and employed as part of larger workflows to generate specific combinations of I/O workload of interest, hereafter referred to as access patterns. Two access patterns used in this analysis are described next.

- **A (unique writes then unique reads)**: This access pattern has two phases. Each client process performs a number of writes to new objects in the storage (single transfer to single object for IOR in segments mode). Once all writer processes have finished, a second phase begins, where another process set of the same size and distribution is executed performing an equivalent number of reads from the objects generated in the write phase. The access pattern ends when all second-phase processes terminate. This access pattern is designed to provide a situation where there is no contention for same fields and when there is only either write or read workloads in operation at any one time, analogous to a single large-scale application utilising the object store, or to systems where the predominate I/O patterns are only one I/O phase (writing or reading).

- **B (repeated writes while repeated reads)**: This access pattern starts with a setup phase to populate the storage with data, where half of the client processes (and thereby half the client nodes) perform a single write to a new object. Once all writer processes have terminated, the main phase begins. Half the client processes perform a number of re-writes to designated objects; simultaneously, the other half of the client processes perform the same number of reads from their designated objects. The access pattern ends when all main-phase processes terminate. This access pattern has only been implemented with the field I/O benchmark as IOR does not allow coordination between a set of writers and a set of readers. It aims to mimic situations where one or more large-scale applications issue simultaneous writes and reads of the same objects or fields. This is the equivalent of the I/O behaviour of actual NWP and product generation workloads, or to systems with mixed applications of varying I/O workloads.

In this access pattern, when run with Field I/O in full or no containers modes with a forecast index Key-Value per process, there is no contention in Array writes or reads, but there is some contention in each forecast index Key-Value between reader and writer processes on the same object. When run in no index mode, the same degree of contention occurs at the Array level.

### D. Parameter variation

The access patterns presented can be configured not only to run with the different benchmarks and modes, but also to use a range of parameter values. The following list summarises these parameters and the values tested in this paper.

- **number of DAOS server nodes**: 1, 2, 4, 8, 10, 12, 14, 16
- **number of client nodes**: 0.5x, 1x, 2x and 4x the amount of server nodes
- **number of processes per client node**: 1, 3, 4, 6, 8, 9, 12, 18, 24, 36, 48, 72, 96
- **number of iterations or data parts per proc.**: 100, 2000
- **object class**: S1 (no striping), S2 (striping across two targets) and SX (striping across all targets)
- **object size**: 1, 5, 10, 20 and 50 MiB
E. Throughput definitions

To quantify, compare, and discuss the performance delivered by the storage, a set of metric and throughput definitions are introduced here and applied in the Results section. During execution, the IOR and Field I/O benchmarks report timestamps for various events. Each timestamp is reported together with an identifier of the client node, process and iteration or I/O they belong to, as well as the event name. We record timestamps for: execution start, I/O start, object open start, object open end, data write/read start, data write/read end, object close start, object close end, I/O end, and execution end.

In Field I/O, I/O start is recorded immediately before calling the field write or read functions. In IOR it is equivalent to object open start.

The following derived metrics are calculated where relevant from the timestamps.

- **single iteration parallel I/O wall-clock time**: calculated as the maximum I/O end minus the minimum I/O start for a given I/O iteration across all parallel processes. This metric is only valid in benchmarks where I/O is synchronised.

- **total parallel I/O wall-clock time**: calculated as the maximum I/O end of the last I/O iteration minus the minimum I/O start of the first I/O iteration across all parallel processes. This metric is calculated separately for the write and read phases of the described access patterns, and is valid for synchronised and non-synchronised benchmarks. In the example in Fig. 2, the metric would be calculated as \( t_f(IO8) - t_0(IO1) \).

With these derived metrics, the throughput is calculated in two different ways, outlined below. Information such as I/O size and number of parallel processes is available at analysis time and is used as input for the calculation of these throughputs.

- **synchronous bandwidth**: the sum of the sizes of the I/O operations for an iteration across all parallel processes, divided by the single iteration parallel I/O wall-clock time. The averaged result across all iterations is the synchronous bandwidth, only applicable to synchronous benchmarks (i.e. IOR).

\[
sync. bw. = \frac{1}{n} \sum_{i=1}^{n} \frac{\sum_{j=1}^{m} size(IO_{ij})}{\max_j\{t_f(IO_{ij})\} - \min_j\{t_0(IO_{ij})\}}
\]

\(n = \#\text{iterations}, m = \#\text{processes}\)

IOR internally calculates the synchronous bandwidth following this definition.

- **global timing bandwidth**: the sum of the I/O sizes across all I/O operations in the workload and divided by the total parallel I/O wall-clock time.

\[
global \text{ timing } bw. = \frac{\sum_{i=1}^{n} size(IO_{i})}{t_f(IO_n) - t_0(IO_1)}
\]

\(n = \#\text{I/O operations}\)

It is calculated separately for the write and read phases of the described access patterns. The value of this bandwidth is inversely proportional to global parallel I/O wall-clock time. If a benchmark performs any work between I/O iterations this will impact the global timing bandwidth measure as it will increase the total parallel I/O wall-clock time.

F. Asynchronous I/O distribution

When running patterns A or B with Field I/O, the distribution of I/O operations should be analysed and taken into account at benchmark configuration time to ensure the resulting distribution is representative of the desired access pattern. To characterise the overall distribution of I/Os, the following offsets can be measured for a benchmark run:

- **initial I/O offset** (of \(f_0\)): measured separately for the write and read phases of an access pattern, calculated as the last first-iteration I/O start time minus the first I/O start time across all processes, as shown in Fig. 2.

- **final I/O offset** (of \(f_f\)): measured separately for the write and read phases of an access pattern, calculated as the last I/O end time minus the first last-iteration I/O end time.

- **phase start offset** (po\(f_0\)): calculated as the absolute value of the difference between the first I/O start time of the write and read phases, only applicable to access pattern B.

- **phase end offset** (po\(f_f\)): calculated as the absolute value of the difference between the last I/O end time of the write and read phases, only applicable to access pattern B.

For the most accurate results, we should ensure of \(f_0\) and po\(f_0\) are not large relative to the total parallel I/O wall-clock time by adjusting access pattern configuration.

of \(f_f\) may account for a large portion of the total parallel I/O wall-clock time as, for example, the storage may process operations from the various parallel processes in an unbalanced manner. Similarly, po\(f_f\) may account for a large portion of the total duration of I/O (write and read) of a pattern B run, for example, as the storage may process write and read operations in an unbalanced manner.

Outside these offset time spans, there are as many in-flight I/O operations as parallel processes at any point in time during the benchmark run.

VI. RESULTS

Results obtained are discussed next, including selected system and DAOS configurations, and bandwidth calculations for the different benchmarks and access patterns.

A. Experiment environment

The benchmarks we present have been conducted using the NEXTGenIO system [16], which is a research HPC system composed of dual-sOCKET nodes with Intel Xeon Cascade Lake processors. Each socket has six 256 GiB first-generation Intel’s Optane DCPMMs configured in AppDirect interleaved mode. Each processor is connected with its own network adapter to a low-latency OmniPath fabric. Each of these adapters has a maximum bandwidth of 12.5 GiB/s. The fabric is configured in dual-rail mode, that is, two separate OmniPath switches interconnect first-socket adapters and second-socket adapters separately, respectively.
The HPC system nodes use CentOS7 as the operating system, with DAOS v2.0.1. For the majority of the tests, two DAOS engines have been deployed in each node used as DAOS server, one on each socket using the associated fabric interface and interleaved SCM devices, with 12 targets per engine.

1) Fabric provider: The OFI PSM2 fabric provider implements Remote Direct Memory Access (RDMA) over an Omni-Path fabric, of particular interest in the HPC system employed. However, use of PSM2 in DAOS is not yet production-ready, impeding dual-engine per node, dual-rail DAOS deployments.

Due to this, OFI’s TCP provider has been used for the majority of the test runs in the analysis. TCP’s use of operating system sockets instead of RDMA has an impact in transfer bandwidth between nodes, which is further detailed in IOR results and in the High-performance network section.

2) Process pinning: The process pinning strategy has been found to have substantial impact in I/O performance, with up to 50% reduction in performance when DAOS server engines were not optimally pinned across processors in a node, and up to 90% reduction when benchmark client processes were not optimally pinned. For best performance, each DAOS engine has been configured to pin engine processes to a single socket, and target the attached fabric interface. This has been achieved via the pinned_numa_node DAOS server configuration item. On the client side, processes have been distributed in a balanced way across sockets in each client node.

B. IOR results

In this test set, the IOR benchmark in segments mode has been run (access pattern A) with the intent to analyse the maximum write and read performance a client application can achieve.

In our initial experiment we deployed DAOS on a single server node, with one or two engines, each running on a socket of the node and using the corresponding fabric adapter (ib0 and ib1, respectively). The IOR client processes have been pinned to one or two sockets (or interfaces) in one or two client nodes, as detailed in Table I. The segment count has been set to 100.

A segment size of 1 MiB has been motivated by the current weather field size at the exemplar weather centre. This segment size results in objects of 100 MiB in size being written or read by IOR. Striping has been disabled (OzS1) to avoid complexity in network behaviour for the initial tests. The number of processes per client node has been set to 24, 48, 72 and 96 after verifying with several other IOR tests that process counts in that range usually resulted in higher benchmark bandwidths. Each test has been repeated 9 times for the range of client processes, and the maximum synchronous bandwidth obtained among the 36 repetitions is reported in Table I for both the write and read phases.

With a single server engine using one interface and a set of client processes using a single client interface on the first socket of the corresponding nodes (first row of the table; 1 client node), the maximum write bandwidth reaches 3 GiB/s and, for read, 4.2 GiB/s. When using multiple client sockets and interfaces against a single server engine on the first socket and interface (last column of first row and second row), the maximum write bandwidth still saturates at 3 GiB/s whereas the maximum read bandwidth reaches up to 7.7 GiB/s.

For the test in the last row of the table, with two DAOS engines deployed in a server node, and using both interfaces on a single client node (last row; 1 client node), the maximum write bandwidth reaches up to 5.5 GiB/s. For read, the maximum bandwidth remains at 7.5 GiB/s on a single client node, whereas it reaches up to 9.5 GiB/s with two client nodes (a total of 4 network interfaces). This indicates that more client interfaces than server interfaces are necessary to saturate server interface bandwidth for read, which is likely to be the deployment configuration of DAOS for production systems.

To further analyse the bandwidth increase when more engines and interfaces are employed, the same access pattern with identical parameters has been run with different numbers of server and client nodes, using both processors and network interfaces on each node. Using as many client nodes as server nodes has been pursued for all tested configurations to effectively make use of the available bandwidth theoretically provided by the server interfaces, and, where possible, configurations with twice or four times as many client nodes have been tested to explore if, as suggested by results in Table I, these result in higher bandwidths. A few special configurations have also been tested, for instance with less client nodes than server nodes (e.g. 2 server nodes and 1 client node), or with slightly less than double the server nodes (e.g. 10 server nodes and 18 client nodes) to explore bandwidth behaviour in unbalanced configurations. Fig. 3 shows, for each combination of server and client node count, the mean synchronous bandwidth obtained across all repetitions for the best performing number of client processes per client node.

For a single dual-engine server, the bandwidth achieved per engine is of approximately 2.5 GiB/s for write and 5 GiB/s for read. As the number of servers increases, the bandwidths increase linearly at a rate of approximately 2.5 GiB/s write and 3.75 GiB/s read for every additional engine.

It is worth noting that configurations with twice as many client nodes generally deliver best performance, both for write and for read. Setups with a substantially higher ratio (e.g. four times as many) of client nodes do not show significant increases in performance, and configurations with a slightly lower ratio show a substantial decrease in performance.

Above 8 server nodes, the scaling rate seems to decrease slightly even if using twice as many client nodes, as seen in the bandwidth results for the setup with 10 server nodes and

| server nodes | engines per server node | processes per client node | bandwidth (GiB/s) |
|--------------|-------------------------|--------------------------|------------------|
| 1            | 1 (ib0)                 | 1 (ib0)                  | 3.0w / 4.2r      |
| 1            | 1 (ib0)                 | 2                        | 3.0w / 7.4r      |
| 1            | 2                       | 2                        | 3.5w / 7.5r      |
| 1            | 2                       | 2                        | 3.5w / 9.5r      |

TABLE I: Access Pattern A, IOR Segments, 1 Server Node
20 client nodes.

The fact that the increase in read bandwidth per engine is not equal to the bandwidth achieved with a single engine is possibly due to the fact that multiple engines on both sockets in different nodes may contend to communicate through a single interface on one socket. Nonetheless, the linear increase in bandwidth with increasing engines is encouraging.

C. High-performance network

Due to the limitations encountered with the PSM2 fabric provider, we have not been able to benchmark DAOS with the highest-performance network functionality. However, it is possible to deploy DAOS with PSM2 using a single engine per server and only one socket used per client node. This restricts the usable network, processing, memory, and storage resources within nodes, but does allow comparison of TCP and PSM2 configurations of DAOS and an assessment of the impact of using a lower-performance network configuration.

We benchmarked a configuration using 4 DAOS server nodes, and up to 16 client nodes, which we tested with a number of different process counts (4, 8, 12, and 24 processes per client node). We used IOR in segments mode with the same configuration as used previously.

Fig. 4 compares both read and write performance when using the IOR benchmark with the different communication mechanisms. It is evident that PSM2 does provide higher performance than TCP, especially when scaling up the number of processes per client node. PSM2 demonstrates 10% to 25% higher bandwidth than TCP, and can also provide higher performance at lower node counts. However, it can be observed that the DAOS performance using PSM2 follows the same general patterns as with TCP communications and, whereas we expect the former would result in larger absolute bandwidths by up to a 25%, we consider their behaviour at scale would be similar.

D. Field I/O results

We ran the Field I/O benchmark with the intent to analyse the order of magnitude and behaviour of bandwidths obtained with the field I/O functions rather than simple segment transfers; how the different field I/O modes scale; and how bandwidth behaves in access pattern B with an I/O workload similar to operational workloads.

For the rest of the tests in this paper, both sockets and network interfaces have been used on each of the nodes employed for the benchmark runs, with two DAOS engines deployed on each server node and client processes pinned to both sockets on each client node.

1) Selection of client node and process count: As a first parameter exploration and selection exercise, and with the intent to reduce the test parameter domain, we have run access pattern A with Field I/O, employing two server nodes and different amounts of client nodes (1, 2, 4 and 8) and processes counts (values listed in Parameter variation).

The number of I/O operations per client process has been set to 2000 to reduce the effect of any process start-up delays in bandwidth measurements. The Array object size has been set to 1 MiB, again motivated by the NWP use case.

The Key-Value objects have been configured with striping across all targets (OC_SX), and no striping (OC_S1) has been configured for the Array objects. This configuration was chosen on the assumption that Key-Values can be accessed by multiple process at a time for these benchmarks and could therefore benefit from striping across targets, whereas Arrays are never accessed by more than one process simultaneously.

Benchmark runs have been repeated 10 times. The average global timing bandwidths are shown in Fig. 5.

The results show that, both for write and read, using double the amount of client nodes as server nodes is a good trade-off, reaching high bandwidths without employing the largest amount of resources, and 36 or 48 processes per client node usually result in the best performance. Further variations of the experiments have shown that these results apply as well to pattern B and other server counts, and therefore these configuration values have been used for most of the benchmark runs reported below.

2) Scalability of the Field I/O modes: Access patterns A and B have been run with all modes of the Field I/O benchmark, configured for maximum contention on the indexing Key-Values. DAOS has been deployed on varying numbers of server nodes (1 to 8). Benchmarks have been repeated 10 times, using double the amount of client nodes, 36 and 48 processes per client node, and the same values for object class, object size and repetitions as above. The averaged results for the best configurations are shown in Fig. 6.

We can see from Fig. 6 that the bandwidths obtained in the mode without indexing are of the same order of magnitude and often slightly higher than those observed with IOR. This is likely due to the fact that Field I/O operations...
Fig. 4: IOR segments benchmark using 4 DAOS server nodes and a range of IOR client nodes, comparing TCP vs PSM2 network.

are spread over the duration of the benchmark run, rather than being dispatched simultaneously at every iteration as in IOR, allowing the storage to absorb them gradually. Also, the large object and transfer sizes involved in IOR may impact IOR bandwidths, although further experiments in object size are required to confirm this observation. In the full and no containers modes the bandwidths are generally lower than in the mode without indexing and IOR, as expected, due to the increased complexity and number of storage operations.

The graphs demonstrate that bandwidth scales as the number of server nodes is increased, even with the high degree of contention, with all Field I/O implementations and access patterns, with a slightly better scaling in access pattern B.

Note that in access pattern B the writers and readers run simultaneously, and therefore the write and read bandwidths should be aggregated as an approximate measurement of overall application throughput. It can be observed, if calculating the aggregated bandwidths, that there is no substantial performance degradation in access pattern B compared to pattern A, which is another encouraging result for the DAOS object store with I/O patterns such as the NWP use case.

The simplified mode of the Field I/O functions without indexing (no indexing Key-Values or containers) scales better than the two other implementations, at a rate of approximately 2.5 GiB/s for write and 3 GiB/s for read, per engine, in access pattern A. This scaling rate is similar to that observed with the IOR benchmarks, and demonstrates the capability of DAOS to perform and scale well even when, in contrast to IOR segments, separate I/O operations are issued for the different data parts managed by the client processes. In access pattern B, the increase in aggregated bandwidth for that mode is of approximately 2 GiB/s per engine, which we consider to be strong performance given the read/write contention.

For the modes with indexing, we observe the use of DAOS containers does not have a substantial impact in Field I/O performance in this scenario. These modes scale up to 4 server nodes at a rate of approximately 1.5 GiB/s of write and read bandwidth per engine for pattern A, and 2 GiB/s of aggregated bandwidth per engine in pattern B, however the scaling rate decreases beyond 4 server nodes down to 0.5 GiB/s of aggregated bandwidth per engine.

The results shown so far have been obtained with Field I/O configured with a single shared forecast indexing Key-Value, inducing very high contention. This is however a very pessimistic scenario, and such a degree of contention is unlikely to occur in operational workloads. The complete test set has been re-run with lower contention, where each client process uses its own forecast index Key-Value, to mimic an optimistic usage scenario. The results, obtained for up to 16 server nodes, are shown in Fig. 7.

The same benchmark configuration as in the runs with high contention have been applied, also using double the amount of client nodes where possible. Due to resource limits, only 20, 14 and 16 client nodes have been used for runs with 12, 14 and 16 server nodes, respectively. These special configurations have been represented with hollow dots in the figure and, whilst the bandwidths they show are probably not as high as they would be if using double as many client nodes, they indicate a lower bound for the scalability curves at high server node counts.

The encouraging results for access pattern A show that the Field I/O implementation without containers scales remarkably well along with the mode without indexing. The full mode performs significantly worse, although it reaches higher bandwidths than in pattern A with high contention.

For access pattern B, the mode without indexing scales at a rate of approximately 2 GiB/s of aggregated bandwidth per additional engine. The full mode does not scale beyond 4 server nodes. The poor performance obtained with this mode suggests that there may be issues with the use or implementation of containers at scale, which needs further exploration.

The mode without containers in pattern B stands out, scaling at a rate of approximately 3.2 GiB/s of aggregated bandwidth per additional engine. With this mode, employing 12 server nodes, a total aggregated application bandwidth of approximately 80 GiB/s is achieved. These encouraging results demonstrate the potential of object storage and DAOS for HPC applications that can exploit such I/O patterns.
Fig. 6: Global timing write and read bandwidth results for access pattern A (unique writes then unique reads) and B (repeated writes while repeated reads) with the Field I/O benchmark, with high contention on the Key-Value objects.

Fig. 7: Global timing write and read bandwidth results with the Field I/O benchmark, with low contention on the Key-Value objects. Hollow dots show configurations where less than twice as many client nodes as server nodes were employed.

For comparison, our reference weather forecasting centre currently uses a Lustre file system, with approximately 300 Lustre Object Storage Target (OST) nodes, each with 10 spinning disks of 2 TiB. It provides a file-per-process IOR bandwidth of up to 165 GiB/s, and a sustained application bandwidth in the order of 50 GiB/s during a typical model and product generation execution, accounting for both the write and read workload.

3) I/O distribution results: I/O offsets have been measured for all Field I/O scalability runs, as described in Asynchronous I/O distribution.

Due to the Field I/O benchmark being configured to synchronise processes at the start and perform a large number of I/O iterations per process, $off_0$ and $po_0$ have been measured to consistently range between 0% and 2% of the total parallel I/O wall-clock time, for all access patterns, Field I/O modes and server node counts.

The measured values for $off_f$ have been found to range between 10% and 50% both for write and read phases in runs of access pattern A with different Field I/O modes and at different scales. For access pattern B, $off_f$ ranged between 20% and 90%. Values for $po_f$ measured across all runs of access pattern B ranged between 0% and 20%.

The large $off_f$ values suggest that I/O operations within a phase were processed in an unbalanced manner. This could be due to the synchronisation mechanism implemented in Field I/O ($off_0$ values are not always 0%), enabling some processes to initially undertake I/O with low contention from other processes, or due to how DAOS handles I/O requests.

On the other hand, lower $po_f$ values, together with low $off_0$ and $po_0$ values, indicate that the I/O operations in the experiments were distributed as intended according to the desired access patterns.

4) Object class and size: We also investigated the effect of object granularity and different striping configurations for the Field I/O objects. Fig. 8 shows bandwidth results from runs of access pattern A with Field I/O in its mode without containers, with object sizes 1, 5, 10, 20 and 50 MiB, and object configurations ranging from no striping (OC_S1) to striping all objects across all targets (OC_SX). Field I/O has been configured to run with no contention in the indexing Key-Values.

All tests have been run with a fixed configuration of 2 server nodes and 4 client nodes, with 36 processes per client node and 100 I/O operations per client process. Benchmarks are repeated 10 times for a range of client process counts. The results for the 10 repetitions have been averaged, with the average bandwidth for the highest performing number of client processes per client node shown for each combination of object class and I/O size tested.

It can be observed that, whilst all object class configurations result in similar performance, increasing Array object sizes from 1 to 5 MiB or 10 MiB has a substantial benefit in I/O performance for both write and read. This is a positive result for the NWP use case, which indicates that as higher-resolution data is used in the future, scaling will improve rather than deteriorate.

For configurations with no or some striping (OC_S1 and OC_S2) on the Array objects, the bandwidth plateaus or drops slightly beyond 10 MiB. This suggests that the IOR benchmarking, where we used 100 MiB objects, may not provide optimal results, although further benchmarking is required to confirm that. In configurations with maximum striping (OC_SX) on the Array objects, the read performance is consistently lower than with other configurations for all object sizes, and the write performance is similar at small object sizes but declines substantially beyond 10 MiB. This
is not surprising as striping is usually beneficial when parallel processes operate with shared objects, but DAOS objects are not shared in the Field I/O modes with indexing and without contention.

We note that all other Field I/O benchmark runs in this paper have been configured to use non-striped 1 MiB Arrays and maximum striping for the Key-Values, which Fig. 8 demonstrates is one of the best-performing configurations.

The bandwidths for access pattern B when varying object class and size, not included here, show similar behaviour, with the difference being that write and read bandwidths range from 5 to 9 GiB/s. Re-running the benchmark with larger amounts of server and clients nodes also showed similar behaviour, with no decline in write performance beyond 10 MiB, and a more notable decline in read performance beyond 10 MiB.

VII. CONCLUSIONS

DAOS has been demonstrated to provide object storage functionality meeting the demands of the weather field store currently in use for time-critical operations at the ECMWF, our exemplar weather forecasting centre. For this study, a weather field I/O benchmark has been developed and employed to evaluate if DAOS provides the required levels of consistency, functionality, and stability.

The performance of DAOS in conjunction with NVM has been tested in the NEXTGenIO research HPC system using the well-known IOR benchmark and the developed field I/O benchmark in a variety of modes and access patterns. The results demonstrate the capability of DAOS to scale linearly in throughput in applications for storage and indexing of weather fields or other relatively small data objects.

The aggregated bandwidth achieved in such applications increases at a rate of up to 3.2 GiB/s per additional socket with SCM in the HPC system. Using up to 12 server nodes and 20 client nodes, the aggregated bandwidth reaches up to 80 GiB/s, using a sub-optimal object size. For comparison, we used a 300-node Lustre file system at our reference weather centre, which provides an aggregated bandwidth on the order of 50 GiB/s during a typical operational run.

These encouraging results, although qualified by a limited number of server and client nodes, indicate that a small DAOS system with non-volatile storage, on the order of a few tens of nodes, could perform as well as the HPC storage currently used for operations at the ECMWF, and suggest DAOS has the potential to support the next generation of weather models that will generate significantly larger amounts of data and require much larger I/O bandwidth and more intensive metadata operations.

The demonstration of strong I/O performance using a standard IOR configuration benchmarking DAOS also demonstrates that applications not adopting object store approaches or semantics are still likely to obtain good performance on a DAOS storage system, highlighting the applicability of DAOS for general HPC storage in future systems.

We note that our configuration of deploying DAOS entirely on SCM, rather than a combination of SCM and NVMe devices, may have had a positive impact on the performance DAOS achieved, but speculate that some of this benefit has been reduced by the network fabric restrictions (TCP rather than a higher-performance fabric provider) that the benchmarking has been undertaken with.

The introduced Field I/O framework opens a new area of benchmarking of high-performance object stores to assess their potential to enable I/O for next-generation NWP models. As part of this framework, we have formalised a network bandwidth measurement, global timing bandwidth, that we think more accurately represents the bandwidth achievable by mixed workloads on a shared I/O system. We consider that such benchmarking metrics will be important for ensuring user experience matches vendor deployments and procurement objectives for future I/O systems.

This preliminary assessment has showcased an example of what performance characteristics and design and configuration issues may be encountered when migrating from a high-performance distributed file system with traditional storage hardware to a high-performance object store with NVM storage, as well as the implementation of a domain-specific object store. It has shown the implementation of domain-specific object stores can result in performance benefits in certain I/O scenarios, and has helped investigate the specific requirements and the design of appropriate data layouts to use DAOS for such object stores.
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