1. Introduction

Coronal seismology is a more recent branch of solar physics that combines the measurement of temporal and spatial signatures of magnetohydrodynamic (MHD) waves and oscillations together with their theoretical modelling in different magnetic structures to infer coronal mean plasma properties. In the particular case of coronal loops, the fast sausage mode and the standing mode are the most commonly studied due to their compressibility, which facilitates observations (Nakariakov & Ofman 2001; Andries et al. 2005; Arregui et al. 2007; Van Doorsselaere et al. 2011a).

Sausage modes modelled as axisymmetric perturbations of magnetic cylinders are known to be compressible MHD fast modes that perturb the plasma inside the loop in the radial direction, causing a symmetric contraction and a widening of the tube without any distortion of its axis (Edwin & Roberts 1983). These modes have characteristic periods of $\sim 5 - 10$ s and decaying times of few periods. They are generally found associated with flaring loops in active solar regions (e.g. Zaitsev & Stepanov 1989; Asai et al. 2001; Nakariakov et al. 2003; Stepanov et al. 2004; Srivastava et al. 2008; Van Doorsselaere et al. 2011b). In fact, Aschwanden et al. (2004) showed that the existence of trapped sausage modes, prescribed by their cutoff, requires the host loop to have a high electron density, which can only occur in flaring loops. The work by Nakariakov et al. (2012) has important seismological implications for the diagnosis of plasmas in flaring loops using sausage oscillations. They showed that in the linear regime, an initial perturbation results in either a leaky or a trapped regime of sausage oscillation, depending upon whether the longitudinal wavenumber is smaller or greater than a specific cutoff value, respectively. Also, if the wave damping caused by the leakage is not high enough, the oscillations may be detectable for several cycles. This is the case particularly in dense and thick flaring loops, where the lifetime of high radial sausage harmonics could be sufficiently long and these leaky oscillations could be responsible for observed quasi-periodic pulsations (QPP, Nakariakov et al. 2005; Pascoe et al. 2007; Lim et al. 2020).

Zaitsev & Stepanov (1989) proposed that a modulation of hard X-ray and white-light emission from a loop footpoint can occur due to the change in the loop radius and the consequent change of the mirror ratio, which causes the periodic precipitation of non-thermal electrons at flaring loops. Moreover, from QPP in hard X-ray and microwave time profiles, Asai et al. (2001) proposed that a modulation can be produced by variations of macroscopic magnetic structures, for instance, the oscillations of coronal loops. In analysing a flaring loop in microwaves, Inglis et al. (2008) showed that the whole loop oscillates with the same period and almost in phase, producing either a MHD sausage mode or a periodic regime of magnetic reconnection. In addition, periodic variations of the thermal emission intensity in the extreme ultraviolet (EUV) and soft X-ray bands were associated with density perturbations and a Doppler shift of the emission lines, leading to the detection of sausage modes (Tian et al. 2016). Furthermore, Jess et al. (2010), and Nakariakov et al. (2018) presented interesting observational examples of the excitation of MHD oscillations in a coronal loop by a microflare.
These observations are in line with our motivation to simulate the excitation of sausage modes by deposition of energy pulses of short duration (we call them impulsive excitations because the duration of the pulse is a small fraction of the period of oscillation).

Slow magnetoacoustic modes are more commonly excited throughout the corona. In loops, they are generally thought off as standing longitudinal modes with periods on the order of several minutes and with decaying times of few periods (e.g. Nakariakov et al. 2000, 2019; Wang et al. 2003, 2005). Numerous observations have revealed that these oscillations can be triggered by hot impulsive flares or a smaller brightening located somewhere in the loop, for instance, close to a loop footpoint or near to the apex (De Moortel et al. 2002a,b; Costa & Stenborg 2004; Mariska 2006). Numerical simulations emulate the impulsive flares by pulses of energy depositions that trigger numerical features resembling slow magnetosonic standing waves (e.g. Selwa et al. 2005, 2007; Ogrodnoczky & Murawski 2007; Fernández et al. 2009; Ogrodnoczky et al. 2009).

To study the capability of producing sausage modes, we examined different energy release scenarios that resemble the action of microflares. To that end, we began our analysis from the action of an impulsive local deposition and continued on to impulsive global energy depositions capable of exciting a pattern of coupled modes. With regard to a local deposition of energy, we refer to an energy perturbation that initially circumscribed in a small region inside the loop and produces a disequilibrium in the loop interior. With regard to global energy depositions, consistently, we refer to an energy perturbation that initially covers the whole loop and produces its disequilibrium with the external coronal plasma. The quantitative description of these models is given below.

2. The model

The basic model starts with the ideal MHD equations that describe the macroscopic behaviour of a compressible, ideal, fully ionised plasma. The ideal MHD equations in its conservative form and in CGS units are written as:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{1}
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot \left( \rho \mathbf{u} \mathbf{u} - \frac{1}{4\pi} \rho \mathbf{B} \mathbf{B} \right) + \nabla p + \nabla \left( \frac{B^2}{8\pi} \right) = \mathbf{0}, \tag{2}
\]

\[
\frac{\partial E}{\partial t} + \nabla \cdot \left[ E + \mathbf{u} \cdot \mathbf{B} + \left( \frac{B^2}{8\pi} \right) \right] = 0, \tag{3}
\]

\[
\frac{\partial B}{\partial t} + \nabla \cdot (\mathbf{uB} - \mathbf{BE}) = 0, \tag{4}
\]

where no gravitational terms are considered, \( \rho \) indicates the plasma density, \( p \) the thermal pressure, \( \mathbf{u} \) the velocity, \( \mathbf{B} \) the magnetic field, and \( E \) is the total energy (per unit volume) given by

\[
E = \rho \epsilon + \frac{1}{2} \rho \mathbf{u}^2 + \frac{B^2}{8\pi},
\]

where \( \epsilon \) is the internal energy.

In addition to the MHD equations, the divergence-free condition of the magnetic field, that is,

\[
\nabla \cdot \mathbf{B} = 0,
\]

must be fulfilled.

To complete the set of MHD equations, a closure relation among the thermodynamic variables must be imposed. We assume a calorically perfect gas for which \( p = 2\rho k_B T / m_i = (\gamma - 1) \rho \epsilon \), where \( k_B \) is the Boltzmann constant, \( T \) the plasma temperature, \( m_i \) the proton mass (assuming that the plasma is fully ionised hydrogen), and \( \gamma = 5/3 \) is the specific heat relation.

2.1. Equilibrium configuration

The equilibrium configuration consists of a straight cylinder surrounded by the solar corona and a chromosphere at its ends. We impose an axial symmetry around \( r = 0 \) and we use a 2.5D simulation (in cylindrical coordinates), allowing us to save computational time, which could be raised to a 3D simulation by removing the azimuthal symmetry (see Fig. 1). To achieve the overall equilibrium setup, the different initial plasma parameter values are given in Table 1.

In the model, the magnetic field is taken to be in the \( z \)-direction, \( \mathbf{B} = (0, 0, B_z) \) and the environment is motionless (\( \mathbf{u} = \mathbf{0} \)). Under these conditions and using Eq. (2), it can be seen that the equilibrium is obtained if

\[
p_i + \frac{B_z^2}{8\pi} = p_0 + \frac{B_0^2}{8\pi},
\]

where the sub-index \( l \) states for loop parameters and the sub-index \( 0 \) for coronal parameters. The initial state variables profile can be seen in Fig. 2. The \( \beta \) parameter is defined by \( 8\pi p / B^2 \). In flaring coronal loops, oscillations can occur either with \( \beta > 1 \) (e.g. Shibasaki 2001) or with \( \beta < 1 \), as reported by Nakariakov et al. (2003), which is the case that we take as reference in this work. In order to control the value of \( \beta < 1 \) inside the loop, appropriate temperature, magnetic fields, and density are chosen. Under this assumption, the simulated plasma structures are hotter and denser than the surrounding medium, which is consistent with the known properties of flaring coronal loops.

2.2. Perturbations

To analyse the modes that are capable of being excited in the loop structure, we perturb the initial equilibrium state with an axisymmetric perturbation. Firstly, we investigate the conditions that would lead to the excitation of a sausage mode. Thus, we start perturbing the equilibrium with a localised deposition of energy injected at different loop heights, emulating the energy deposition of typical microflares: \( 1.5 \times 10^{27} \) erg and \( 3.5 \times 10^{26} \) erg. For this purpose, we confined the energy deposition to a sphere
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of radius R = 1 Mm, localised in the center of the loop (r = 0 Mm, z = 17 Mm), with radius, Rz = 3 Mm, and length, L = 25 Mm (Nakariakov et al. 2003). These scales determine the effectiveness of the linear excitation of different harmonics, as shown in Nakariakov et al. (2005), Pascoe et al. (2007); and Lim et al. (2020).

We also modify the equilibrium, yielding a global perturbation to the system. In this case, the size of the perturbation is the size of the loop. This type of perturbation can be attributed to an energy injection at the loop bases occurring in a flaring region. When a flare occurs, a large amount of energy is released in few seconds. The heat is conducted along the whole loop and – due to the anisotropic heat conduction rate that inhibits conduction across the magnetic field lines – the loop absorbs energy beyond its environment energy content, leading to an imbalance with regard to the surrounding medium. When the conduction characteristic time is larger than the characteristic radiative cooling time, we assume that the excess of heat at the loop interior with respect to its environment can be interpreted as a global perturbation or a global deposition of energy.

The thermal conduction time is
τ
cond
= \frac{3nk_0L^2}{k_0T^{5/2}} ,
(6)

and the radiative cooling time is
τ
rad
= \frac{3k_0T}{n\Lambda(T)} ,
(7)

where n is the number density, L is a characteristic length, k_0 \approx 10^{-6} \text{erg K}^{-7/2} \text{cm}^{-1} \text{s}^{-1} is the heat conduction coefficient along the magnetic field and \Lambda(T) is the radiative loss function (10^{-21} \text{erg cm}^{-3} \text{s}^{-1} for T \sim 10 \text{MK}) (Aschwanden 2005).

We note that for a flaring region with T = 40 MK and a short loop length of L = 25 Mm with a number density of n = 5 \times 10^{10} \text{cm}^{-3} (Nakariakov et al. 2003), the conductive and radiative characteristic times are \tau_{cond} = 20 \text{s}, and \tau_{rad} = 20000 \text{s}, respectively. Thus, \tau_{cond} < \tau_{rad}; given a typical energy perturbation, the heat content cannot be retained along the whole loop because the radiation proceeds to cool it down. In this case, a local perturbation is responsible for the oscillating pattern.

We analyse the signatures that these perturbations produce when tube modes are excited and describe their characteristic Fourier transforms (FT). A slow, mostly longitudinal tube mode has the characteristic of having the phase where the axial velocity is increased (v_r) correlated with an increase of the axial magnetic field component (B_z) and a decrease of the density, and vice versa. On the other hand, the phase where the sausage mode symmetrically contracts the tube (R is decreasing) is correlated with an increase of the axial magnetic field component (B_z; the field lines are closer) and an increase of the density, and vice versa. Hence, the FT signature of a slow tube mode is associated with a density peak at the slow frequency, correspondingly with a peak in the radial velocity (v_r) and the magnetic field (B_z) components, at the same frequency. The FT signature of the sausage mode is associated with a density peak at the fast frequency correspondingly with a peak in the axial velocity (v_r) and the magnetic field (B_z) components at the same frequency.

In most observations, the elementary bursts seem to arise from a single flaring loop than from several of them, resulting not from a sequence of energy-release processes but, rather, from a single deposition in a determined one (Zaitsev & Stepanov 1989). However, the perturbation could take some time, meaning that the driver could be time-dependent, which could also be important for the excitation of MHD modes (Goddard et al. 2019). In this work, we chose to trigger the numerical experiments with an instantaneous deposition of energy.

2.3. Numerical code

In order to evaluate the plasma behaviour, the MHD Eqs. (1)–(4) are numerically solved in a cylindrical grid of co-located finite volumes. We perform 2.5D simulations, considering axial symmetry of the model with the z-direction parallel to the axis of the magnetic loop and neglecting the loop curvature.

Table 1. System initial equilibrium values.

| Density [g cm^{-3}] | Temperature [MK] | \text{Loop} | Chromosphere/Corona | Chromosphere/Loop |
|----------------------|------------------|-------------|---------------------|-------------------|
| 1.66 \times 10^{-15} | 1.000            | 2.890       | 0.010               | 0.0289            |
| 8.33 \times 10^{-14} | 60               | 51          | 60                  | 51                |
| 1.66 \times 10^{-13} | 0.002            | 0.38        | 0.002               | 0.38              |
| 8.33 \times 10^{-12} |                  |             |                     |                   |

Fig. 2. Initial parameters as a function of the transverse coordinate. The solid line is the density (g cm^{-3}), the dashed line is the magnetic field B_z (in G), and the dot-dashed line is the temperature (MK). For clarity, the density and the magnetic field were divided by a factor 1.2 \times 10^{-14} and 10, respectively.
The simulations are carried out using the FLASH Code (Fryxell et al. 2000), an open-source, publicly available suite of high-performance simulation tools developed at the Center for Astrophysical Thermonuclear Flashes (Flash Center) of the University of Chicago. This code, currently in its fourth version, uses the finite volume method with Godunov-type schemes to solve the high energy compressible MHD equations on regular grids. For our simulations, we chose the unsplit staggered mesh (USM) solver available in FLASH, which uses a second-order directionally unsplit scheme with a MUSCL-type reconstruction. This solver implements a more consistent treatment of the magnetic field since its formulation is based on the constrained transport method and the corner transport upwind method, which avoids the generation of non-physical magnetic field divergence (Lee & Deane 2009). To solve the interface Riemann problems, we set the HLLD solver among the available options.

Cylindrical 2D square grids are used to represent the physical domain of $[0, 35] \, \text{Mm} \times [0, 35] \, \text{Mm}$ with a discretisation of $350 \times 350$ cells, obtaining a resolution of $\sim \frac{0.1 \times 0.1}{\text{Mm}^2}$. Boundary conditions are set as follows: at the right lateral end outflow, conditions (zero-gradient) are applied for all the variables allowing waves to leave the domain without reflection. At the left lateral ($r = 0 \, \text{Mm}$), a mirroring boundary condition is set for the vector fields in order to represent the cylindrical symmetry in the $\phi$ variable. At the bottom ($z = 0 \, \text{Mm}$) and at the top ($z = 35 \, \text{Mm}$) of the simulation, we implement line-tied boundary conditions to emulate the behaviour of the dense chromosphere, which extends 5 Mm from each end.

### 3. Results and discussion

In this section, we present the results for the two scenarios considered in this study, namely, the localised energy depositions and the global instantaneous energy deposition, with the aim of evaluating what kind of perturbations can feasibly be developed at each of them. Furthermore, we analyse the influence of the plasma features in the dynamic of the oscillations.

#### 3.1. Localised energy depositions

An instantaneous pulse of $1.5 \times 10^{27}$ erg in a sphere of radius $R = 1 \, \text{Mm}$, temperature $8 \, \text{MK}$ and $n = 10^{10} \, \text{cm}^{-3}$, resembles the energy deposition released by a typical microflare (Aschwanden 2005). This perturbation produces a spherical shock wave which becomes highly collimated in the $r$-direction by the action of the loop magnetic field over the period of evolution. Along the $z$-direction, the magnetic field plays the role of being the waveguide of a fundamentally hydrodynamic shock (Fernández et al. 2009). A pair of opposite slow shock fronts develop and when the chromosphere is reached, they are mainly reflected inside the loop.

In addition, a fast shock wave front pops out in the radial direction, reaching the coronal environment through the loop’s boundary\(^1\). In the following, we chose the apex (i.e. the middle point in the cylinder) and the base of the loop as the locations for the local energy depositions to perform numerical experiments that emulate the action of typical microflare events.

\(^1\) The loop parameters are such that linear perturbations would lead to trapped modes (Nakariakov et al. 2003) (see Eq. (5) of that paper), however, as the perturbations we are working with are non-linear, the trapped mode condition is not valid and the energy can leak through the loop boundary.

\fig{3}{Density evolution at different times. The minimum and maximum values chosen highlight the shock wave fronts. The points $p_1$, $p_2$, and $p_3$ mark the positions where the perturbation measure is performed.}

\fig{4}{Density time evolution in three different points at the loop apex for the apex energy deposition.

#### 3.1.1. At the apex

In this case, the pulse is located at the center of the loop $r = 0 \, \text{Mm}$, $z = 17.5 \, \text{Mm}$. Figure 3 shows a snapshot of the numerical domain and the evolution for three different times $t_1 = 0.5 \, \text{s}$, $t_2 = 5 \, \text{s}$, $t_3 = 30 \, \text{s}$; we note the evolution of the shock front, initiated as a sphere which becomes collimated in the $z$-direction due to the magnetic field orientation. We chose three loop positions to measure the space and time action of the perturbations on the plasma properties: $r = (0.2, 1.5, 2.8) \, \text{Mm}$ with $z = 20 \, \text{Mm}$, indicated as $p_1$, $p_2$, and $p_3$, respectively, in the right panel of the figure (see $t_3$).

Figure 4 shows the density evolution at the mentioned three loop positions. In the $r$-direction, two symmetric slow shock wave fronts develop and travel in opposite directions, channeled by the loop magnetic structure (also seen in Fig. 3). Behind each shock wave, a rarefaction wave, travelling in the opposite direction and emptying the medium, is excited. The density behind the slow shock falls up to $\sim 4 \times 10^{-14} \, \text{g cm}^{-3}$ near the apex location (see Fig. 3, see also Fernández et al. 2009). This is clearly seen for $p_1$ in Fig. 4. This shock pattern is damped at later times, meaning that due to successive encounters of the fronts with the
chromosphere surface, part of the shock energy is transferred to the dense chromospheric plasma. However, the density is weakly perturbed for the other point locations ($p_2$ and $p_3$), because the energy deposition is concentrated around the loop axis due to the magnetic field collimation (see in Fig. 3 that points $p_2$ and $p_3$ are not reached by the vacuum region). The stationary pattern established has a periodicity of $\sim 100$ s.

To calculate the FT near the loop apex, we chose to measure the significant $p_1$ signal and evaluate it for the MHD variables: density ($\hat{\rho}$), pressure ($\hat{p}$), radial velocity ($\hat{v}_r$), longitudinal velocity ($\hat{v}_z$), radial magnetic field ($\hat{B}_r$), and longitudinal magnetic field ($\hat{B}_z$). For reference, the slow-mode resonant cylinder frequencies are: $\nu_{res,1} = 0.00492 \text{ Hz}$, $\nu_{res,2} = 0.00984 \text{ Hz}$ and $\nu_{res,3} = 0.01476 \text{ Hz}$. When the pulse source is located at the chromospheric base, the rarefaction wave and the corresponding voided region do not initially perturb the apex and, therefore, the background density ($\sim 8.2 \times 10^{-13} \text{ g cm}^{-3}$) is not modified.

The other shock, which travels into the inner chromosphere, is energized every 100 s (frequency I). The coupling with its footpoint energy deposition measured at $p_1 = (0.2, 20) \text{ Mm}$. The FTs. Figure 5 displays the $p_1$ FT for the different variables. Two main peaks are clearly distinguished considering all the variables: (I) $\nu = 0.01 \text{ Hz}$ (period time $t = 100$ s) and (II) $\nu = 0.075 \text{ Hz}$ (period time $t = 13.3$ s). The major peak of the density $\hat{\rho}$ occurs at frequency I. The $\rho$-component of the density and the magnetic field present a peak at frequency I, which is characteristic of slow modes. Comparing the shock speed ($\sim 379 \text{ km s}^{-1}$) with the local sound speed ($\sim 283 \text{ km s}^{-1}$) and the Alfvén speed ($\sim 499 \text{ km s}^{-1}$), we can see that this shock pattern corresponds to a slow magnetosonic shock. Also, the period is of the slow-mode type ($\sim 100$ s). The $\nu$-component of the velocity has also a peak at the fast frequency II. However, the amplitude of $\hat{B}_z$ at this frequency is not intense enough to produce a fast mode. Also, the magnetic field $\nu$-component signal does not differ from the noise level. Thus, the whole picture suggests that the local pulse triggers a mode pattern of mainly two coupled frequencies that is strongly dominated by the slow one.

3.1.2. At the footpoint

Figure 6 shows the density evolution near the apex, that is, for $p_1$, $p_2$, and $p_3$, when the pulse is located close to the chromospheric base of the loop at $r = 0 \text{ Mm}$, $z = 5.5 \text{ Mm}$. A similar shock pattern behaviour is obtained with a time delay in the appearance of the shock front, that is, the shock front takes some time to reach the $p_i$ apex positions from the chromospheric location, where the perturbation is triggered. As in the apex case, a shock pattern is measured for $p_1$. When the pulse source is located at the chromospheric base, the rarefaction wave and the corresponding voided region do not initially perturb the apex and, therefore, the background density ($\sim 8.2 \times 10^{-13} \text{ g cm}^{-3}$) is not modified.

As before, Fig. 7 shows the FT for $p_1$, near the loop apex for the density, pressure, velocity, and magnetic field. The pulse excites a main shock that travels during 100 s from the chromospheric base into the coronal part of the loop towards the other loop end, where it rebounds. The repetition of this process produces a cycle of positive (upwards) and negative (downwards) values of the $\nu$-component of the velocity every 200 s. The other shock, which travels into the inner chromosphere, is mostly absorbed by these denser plasma layers and only a very small fraction of the wave can rebound. In the figure, we see a main peak of $\hat{v}_z$ at $\nu = 0.005 \text{ Hz}$, which is associated with this principal process. The density and the magnetic field intensity $\hat{B}_z$ are enhanced every 100 s (frequency I). The coupling with its first harmonics ($\nu = 0.005 \text{ Hz}$) are also seen in the respective FTs.

We note that the $\nu$-component of the velocity and the magnetic field are not distinguished from a noise signal. In this case, the whole picture suggests that the local pulse can only trigger a slow shock pattern due to its proximity to the chromosphere, where the line-tied condition is fulfilled, that is, the magnetic
field tension is stronger and, thus, the $r$-component of the perturbation is relatively weak.

To conclude this first analysis, we remark that the increase of the pulse energy located in different positions of the loop (up to $3.7 \times 10^{28}$ erg) is derived in similar signal patterns, where the enhanced fast component (for almost the entire loop) is less important than the slow one. Therefore, we find that a dominant fast mode cannot be obtained through a local deposition of energy. In other words, it is not possible to develop a sausage mode when local energy depositions are applied.

3.2. Global instantaneous energy depositions

As noted in the previous section, using a local deposition of energy resembling a typical microflare (e.g. $1.5 \times 10^{27}$ erg and $3.7 \times 10^{28}$ erg) is not capable of generating a significant sausage mode perturbation. In this section, taking into account the characteristic time considerations discussed in Sect. 2.2, we explore whether sausage modes can be excited in the scenario of a global instantaneous energy deposition of the same amount as in the local case. Firstly, we inject $1.5 \times 10^{27}$ erg throughout the loop, producing an imbalance between the loop and the corona. This extra energy is obtained by increasing the loop temperature up to 5.4 MK. The initial disequilibrium produces a shock wave that travels out of the loop, leaking part of its energy into the corona. Then the internal loop density starts to oscillate, as can be seen in Fig. 8. A new pattern of oscillations is obtained throughout the loop, without shock waves and with a small period (13.3 s). The oscillation amplitudes at points $p_1$ and $p_2$ are much larger than those for $p_3$. The perturbations are modulated by a lower frequency and are damped while they evolve over time due to the above-mentioned leakage. The initial imbalance also produces a rarefaction wave that travels radially towards the loop axis, slightly decreasing its inner density. This is stabilised in about 1000 s.

Figure 9 displays the FT for the density ($\hat{\rho}$), pressure ($\hat{p}$), radial velocity ($\hat{v}_r$), axial velocity ($\hat{v}_z$), radial magnetic field ($\hat{B}_r$), and axial magnetic field ($\hat{B}_z$) at $p_1$. Contrary to the local deposition cases, in this global one, the main peak of the $\hat{p}$ FT signal occurs at the fast frequency $\Omega$ and a much less intense peak occurs at the slow frequency $\Omega$. We note that the fast frequency $\Omega$ is also the main peak for both $\hat{v}_r$ and $\hat{B}_r$, corresponding to a fast magnetosonic mode. Thus, the global instantaneous case, for the same energy content as the local cases, excites a coupled mode pattern that is mainly determined by a dominant fast magnetosonic mode and a weak slow mode, as can be seen, for example, in the FT signal of $\hat{\rho}$, $\hat{v}_r$, and $\hat{B}_r$ at frequency $\Omega$.

Figure 10 is the same as Fig. 9, both measuring the variables at the footpoint location $r = 0.2$ Mm and $z = 5.2$ Mm. If we compare Fig. 9 with Fig. 10, we see that due to the line-tied property, the fast mode vanishes at the chromospheric base (Nakariakov et al. 2003).

3.3. Importance of the $\beta$ parameter in the excitation of sausage modes

The excitation of sausage modes requires the medium capability to regularly compress and restore the magnetic field lines. Hence, the thermal pressure must be comparable to the magnetic pressure and tension in order to balance the resistance of the magnetic field. As the $\beta$ parameter measures the relative importance between thermal and magnetic energy, it seems an adequate parameter for an analysis of the capability of loop systems to excite sausage modes. Thus, we performed several numerical experiments to accomplish this task. Table 2 shows the $\beta$ parameter and energy values used for the different cases. The reference case is the global case of the previous subsection.
In this experiment, we increase the $\beta$ parameter from 0.4 to 0.7, keeping the same energy for the global perturbation than in the reference case ($E = 1.5 \times 10^{27}$ erg). In comparing Fig. 9 with Fig. 11, we observe that an increase in the $\beta$ parameter leads to a notable increment in the FT amplitudes of all the MHD variables. The FT amplitudes of the density, pressure, velocity, and the longitudinal magnetic field component grow by a factor between 5 and 8 for both the slow and the fast frequencies. According to, for example, Zaitsev & Stepanov (1982), this growth could be due to the increase in the temperature or the decrease in the magnetic field (see Eq. (6) of that paper).

### Table 2. Temperature, magnetic field, $\beta$ parameter, and energy values for the different cases.

| Cases | Reference | Case I | Case II |
|-------|-----------|--------|---------|
| $T$ [MK] | 3.1 | 4.3 | 4.1 |
| $B$ [G] | 51 | 45 | 58 |
| $\beta$ | 0.4 | 0.7 | 0.4 |
| Energy [$10^{27}$ erg] | 1.5 | 1.5 | 37 |

Fig. 11. Fourier amplitude comparison for the “imbalance” at the apex for the case with energy, $E = 1.5 \times 10^{27}$ erg, and parameter, $\beta = 0.7$. The vertical lines correspond to the resonant frequencies: $v_{res,1}$ (solid line), $v_{res,2}$ (dashed line), and $v_{res,3}$ (dot-dashed line).

3.3.1. Case I: Enhanced $\beta$ parameter (same energy)

In this experiment, we increase the $\beta$ parameter from 0.4 to 0.7, keeping the same energy for the global perturbation than in the reference case ($E = 1.5 \times 10^{27}$ erg). In comparing Fig. 9 with Fig. 11, we observe that an increase in the $\beta$ parameter leads to a notable increment in the FT amplitudes of all the MHD variables. The FT amplitudes of the density, pressure, velocity, and the longitudinal magnetic field component grow by a factor between 5 and 8 for both the slow and the fast frequencies. According to, for example, Zaitsev & Stepanov (1982), this growth could be due to the increase in the temperature or the decrease in the magnetic field (see Eq. (6) of that paper).

To analyse the effect of the increase of $\beta$, in Fig. 12 we plot the evolution of the total energy (blue line), the magnetic energy (green line), and the internal energy (orange line) for both $\beta$ cases at $p_1$. We note that the amplitude of the oscillation is increased when $\beta$ is augmented and it oscillates around the initial total energy value. Thus, different $\beta$ values lead to different amplitude responses. As the reference case and case I have almost the same slow and fast frequencies, with a difference of 4%, it seems that the major amplitude response of case I is due to the smaller magnetic field value – associated with the less rigid behaviour of the magnetic field lines – and also to the larger temperature value, leading to a larger capability to bend the magnetic field lines of the loop system. The oscillatory pattern and the energy distribution between modes can also be analysed in detail from the FTs shown in Fig. 13. As seen in the figure, a similar behaviour is observed, for instance, in the FT amplitudes of the slow and the fast frequencies for the total, magnetic, and internal energies, which strongly increase when the $\beta$ parameter is augmented. In addition, we can see that, as expected, the slow-mode energy content is mainly attributed to the contribution of the internal energy, almost independently of the value of the $\beta$ parameter, while the energy distribution of the fast mode directly depends on the initial relation between the magnetic and the internal energy, that is, it directly depends on the $\beta$ parameter. As a final result, we can say that this experiment shows that the rise in the value of the $\beta$ parameter in the global case strongly increases the FT amplitudes of all the variables for both the slow and the fast modes. Hence, while $\beta$ approaches one, namely, in the coronal regions of relatively high values of $\beta$, the sausage modes are more easily excited.

To compare the relative importance between the fast and the slow components, we show in Table 3 the rate between the fast FT peak and the slow FT peak of the density for each case. For the reference case, the rate between the fast and slow mode is
In the local energy deposition analysis, we found that for energy levels on the order of typical microflares, the local pulse triggers a mode pattern mainly of two coupled frequencies that is strongly dominated by the slowest one. A pair of two opposite slow shocks are detected travelling along the magnetic field lines due to the strong collimation until it reaches the chromospheric surface, where the shocks rebound producing the oscillatory motion. This is in agreement with Fernández et al. (2009), who suggested that in order to detect an internal loop slow mode, a density contrast produced by a shock wave is required. This shock pattern, strongly collimated along the loop axis, is the main feature (of typical slow speeds and slow periods) that characterises every local energy deposition where fast mode signatures are weak enough; this indicates that sausage modes are not detected in this scenario.

In the analysis of the global energy deposition, we show that a pattern of coupled modes is obtained, in which the fast magnetosonic one is dominant; this indicates that the sausage mode can feasibly be developed for a global deposition of energy. These results suggest that the rarity of fast sausage modes is due to the requirement that the heat conduction effect must be dominant in this model. Such a requirement is almost exclusively achieved in active flaring regions where the temperature is high enough and the loop length is short.

Knowing that global energy deposition can produce sausage modes, we explore the influence of the parameter $\beta$ and the effect of the energy level in the strength of the fast signal. For low $\beta$ parameters, the magnetic forces dominate the plasma dynamics and the magnetic field resists the compression generated, for instance, by fast transverse modes, which is what happens in the corona where the sausage modes are rarely observed. For larger $\beta$ parameters, which can occur when the thermal energy overcomes the magnetic field resistance, we found that the fast signal is increased almost to the same extent as the slow one. On the other hand, the increment of the energy level that keeps the $\beta$ parameter constant produces a substantial rise of the fast signal over the increase in the slow one. These effects are not detected when either the $\beta$ parameter or the energy level are increased in the local energy deposition scenario, which reinforces the hypothesis that a global energy deposition is needed to obtain a sausage mode.

With respect to the strong damping of sausage modes, it is clear that having used an ideal MHD model, this process is not associated with dissipation mechanisms. This is in agreement with the fact that the corona is a highly conductive medium, where the resistivity can be neglected. Our experiments show that the damping of modes is due to the coupling and the transfer of energy between modes, absorption at the chromospheric bases, and leakage across the boundaries of the loops.
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