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Abstract The global paleointensity database for 65–200 Ma was analyzed using a modified suite of paleointensity quality criteria (Q_{PI}) such that the likely reliability of measurements is assessed objectively and as consistently as possible across the diverse data set. This interval was chosen because of dramatic extremes of geomagnetic polarity reversal frequency ranging from greater than 10 reversals per million years in the Jurassic hyperactivity period (155–171 Ma) to effectively zero during the Cretaceous Normal Superchron (CNS; 84–126 Ma). Various attempts to establish a relationship between the strength of Earth’s magnetic field and the reversal frequency have been made by previous studies, but no consensus has yet been reached primarily because of large uncertainties in paleointensity estimates and sensitivity of these estimates to data selection approaches. It is critical to overcome this problem because the evolution of the dipole moment is a first order constraint on the behavior of the geodynamo. Here we show that conventional statistical tests and Bayesian changepoint modeling consistently indicate the strongest median/average virtual dipole moment during the CNS. In addition, the CNS and Jurassic hyperactivity period are characterized by the highest and lowest percentage of virtual dipole moments exceeding the overall median for the 65- to 200-Ma interval, respectively. These observations suggest that the superchron dynamo was able to generate stronger fields than the dynamo operating in the frequently reversing regime. While the precise mechanism remains unclear, our results are compatible with the hypothesis that field strength and reversal rate variation are controlled by changes in core-mantle boundary thermochemical conditions.

1. Introduction

Data on the long-term variations of Earth’s magnetic field, including those of geomagnetic polarity reversal frequency, secular variation magnitude, and paleointensity, are crucial for understanding the geodynamo and planetary evolution (e.g., Aubert et al., 2010; Biggin et al., 2012). The continuous chronology of polarity reversals has been reliably established for the last ~170 Ma from seafloor marine magnetic anomalies and magnetostratigraphic studies (e.g., Ogg, 2012; Opdyke & Channell, 1996), and numerous reversals have been identified in older rocks back to the Neoarchean (e.g., Biggin et al., 2008; Pavlov & Gallet, 2005; Strik et al., 2003). These data indicate that the frequency of reversals has varied widely, from periods during which no reversal occurred for tens of millions of years (superchrons), to periods when the reversal frequency exceeded that observed for the last 10 Ma by factor of 2-3 (e.g., Ogg, 2012). Interpretations of the geomagnetic reversal record however remain controversial. While some studies postulated that the geodynamo could have produced the observed frequency variation in a purely stochastic manner (e.g., Hulot & Gallet, 2003; Jonkers, 2003, 2007; Lowrie & Kent, 2004), a contrasting view posits that the variation has been primarily controlled by changes in the boundary conditions, most importantly, the heat flow across the core-mantle boundary (CMB) (e.g., Jones, 1977; Larson & Olson, 1991; Lhuillier et al., 2013; McFadden & Merril, 1984).
A full understanding of the geodynamo mechanisms requires a holistic approach in which the geomagnetic reversal record is considered together with the long-term data on the field strength (paleointensity) and secular variation (e.g., Hulot & Gallet, 2003). However, despite continuing effort, some first-order questions about the long-term history of geomagnetic field remain open. One such question is whether the long-term variations of geomagnetic reversal frequency, secular variation, and field strength are intrinsically related or whether they have varied independently throughout geological history. Some numerical geodynamo models exhibit an inverse relationship between geomagnetic reversal frequency and paleointensity (e.g., Aubert et al., 2010; Driscoll & Olson, 2011; Glazmaier et al., 1999; Olson et al., 2010; Olson & Amit, 2015), whereas other models allow different scenarios (e.g., Driscoll & Olson, 2009). Model outcomes are also sensitive to the boundary conditions and model parameters, which are currently not well constrained (e.g., Driscoll & Olson, 2009; Olson & Amit, 2015).

In the absence of strict theoretical constraints, empirical paleomagnetic data become a principal source of information about the geodynamo. However, existing paleointensity data do not allow us to make unambiguous conclusions about the relationship between field strength and reversal frequency. Prior analyses of the results obtained from bulk volcanic rocks that dominate the global paleointensity database (earth.liv.ac.uk/pint/) appear to not support any correlation between geomagnetic reversal frequency and paleointensity (e.g., Heller et al., 2002; Ingham et al., 2014; Prévot & Perrin, 1992; Selkin & Tauxe, 2000). While paleointensity values consistently lower than the average value for the last 180 Ma are common during periods of high reversal rate (Sprain et al., 2016; Tarduno & Cottrell, 2005; Tauxe et al., 2013), the values significantly exceeding the average are rare during the Cretaceous normal polarity superchron (CNS; e.g., Prévot et al., 1990; Garcia et al., 2006; Zhu et al., 2008). The abundance of low paleointensities in the Mesozoic led to a controversial dipole low (MDL) hypothesis (Prévot et al., 1990) which validity has remained a controversial topic (e.g., Dodd et al., 2015; Goguitchaichvili et al., 2002; Tarduno & Cottrell, 2005). These observations led to the conclusions that the geodynamo processes governing the field intensity variations and geomagnetic reversals are decoupled (e.g., Prévot & Perrin, 1992; Selkin & Tauxe, 2000) or ambiguous (Biggin & Thomas, 2003; Ingham et al., 2014).

In contrast to whole rock data, paleointensity determinations from single silicate crystals that contain single-domain magnetic inclusions (Cottrell & Tarduno, 2000) suggest the inverse relationship with reversal frequency, consistently indicating high field strengths during the CNS (Cottrell et al., 2008; Tarduno et al., 2001, 2002, 2006) and low field strengths during periods of high reversal frequency (Bono & Tarduno, 2015; Tarduno & Cottrell, 2005). Albeit based on a limited number of data points, the long-term trend revealed by single crystal data suggests that the mechanisms controlling the field intensity and stability are intrinsically linked (e.g., Tarduno et al., 2006).

Early paleointensity analyses of submarine basaltic glass (SBG) concluded that the field strength during the CNS was of weak to average strength (e.g., Pick & Tauxe, 1993; Selkin & Tauxe, 2000). These results have later been augmented by studies that yielded higher field intensities for the CNS (Tauxe, 2006; Tauxe & Staudigel, 2004). However, the SBG-based paleointensity values for the superchron are more variable, and most of them are significantly lower than those derived from single silicate crystals (Tarduno et al., 2006; Tauxe & Yamazaki, 2007).

In a recent statistical analysis of the paleointensity database for the last 200 Ma, which combined the data from all paleointensity carrier types, Ingham et al. (2014) did not find any significant correlation between the reversal frequency and field intensity. However, the authors pointed out that the deficiencies of the existing paleointensity database did not allow constraining the true history of the geodynamo with confidence. Furthermore, their analysis confirmed that the single crystal approach produces paleointensities significantly different from those using more conventional whole-rock methods.

The discrepancies in the histories of geomagnetic field intensity derived from different remanence carriers warrant further development and refinement of the paleointensity database to advance our understanding of the relationship between the long-term behavior of paleointensity, reversal frequency, and secular variation of the field. However, determination of paleointensity represents a much more difficult task than determination of paleomagnetic directions. While the latter can be achieved even if only a small part of the primary magnetization vector is retained in the rock, the former requires a much more complete preservation of magnetic remanence. In addition, there is a plethora of factors, including natural and laboratory
alteration, the presence of nonideal magnetic carriers and magnetizations, and others that are likely to result in paleointensity biases (e.g., Dunlop et al., 2005; Fabian, 2009; Levi, 1977; Paterson, 2013; Smirnov et al., 2017; Smirnov & Tarduno, 2003, 2005; Yamamoto et al., 2003). These biases may be responsible for the disagreement on the long-term paleointensity trends inferred from the whole rock, SBG, and single silicate crystals data sets, thus leading to controversial conclusions about the mechanisms governing the long-term behavior of the geomagnetic field (e.g., Smirnov et al., 2017; Tarduno & Smirnov, 2004). To unravel long-term trends in paleointensity behavior, the effects of these biases need to be minimized by subjecting the paleointensity data to efficient reliability criteria (e.g., Biggin & Paterson, 2014).

Here we present the results of our effort to update and refine the global paleointensity database (PINT) for the 65- to 200-Ma period, using a revised set of paleointensity quality criteria (Q_{PI}; cf. Biggin & Paterson, 2014). The age interval selected for this endeavor encompasses the wide range of geomagnetic reversal frequencies, from the period of no reversals during the CNS to intermediate reversal rate, to the period of extremely frequent reversals in the late Jurassic (the Jurassic hyperactive period, JHAP). The updated Q_{PI}-PINT database has been analyzed to investigate the relationship between the reversal frequency and strength of Earth’s magnetic field. The results of these analyses and their implications for understanding the geodynamo are discussed.

2. The Paleointensity Database (Q_{PI}-PINT) for 65–200 Ma

We started our analysis with an exhaustive literature search, which yielded 796 site mean paleointensity estimates from 75 individual studies, expressed as virtual or virtual axial dipole moments (collectively referred to as VDMs hereinafter; supporting information Table S1 and Figures 1 and 2). Compiled VDMs for the chosen time interval include 61 data points from six studies published since the release of 2012 Q_{PI}-PINT database, used in the most recent analysis of paleointensity data for the Mesozoic (Ingham et al., 2014). The majority of the selected VDMs (n = 586) are obtained using variants of the double-heating Thellier method (Thellier & Thellier, 1959), whereas the remaining VDMs are obtained with the van Zijl method (n = 2; van Zijl et al., 1962a, 1962b), different modifications of the Wilson method (n = 77; Wilson, 1961), variants of the Shaw method (n = 179; Shaw, 1974; Tsunakawa et al., 1997, Yamamoto et al., 2003), the microwave method (n = 36; Hill & Shaw, 1999), or the multispecimen parallel differential method (n = 15; Dekkers & Bohnel, 2006). These numbers include site-mean VDMs measured using combinations of two or more paleointensity techniques. Most VDMs (n = 654) are obtained from whole rock samples, 123 from submarine basaltic glass (e.g., Juarez et al., 1998; Tauxe et al., 2013), and 19 from single silicate crystals (e.g., Tarduno et al., 2006). The age distribution of selected data is uneven, with 627 and 169 VDMs representing the Cretaceous and Jurassic periods, respectively (Figure 2a). The VDM values range from 0.5 to 25.3 \times 10^{22} \text{Am}^2 with a median of 4.2 \times 10^{22} \text{Am}^2 (Figures 2a and 2b).

We have subjected each selected VDM to a set of paleointensity quality criteria, largely following the Q_{PI} suite proposed by Biggin and Paterson (2014). Each criterion has been assigned a "pass" (1) or a "fail" (0) value (supporting information Table S1) based on the conditions described below. A pass has been given only if explicit positive evidence for the required condition was available. In the absence of such direct evidence, the criterion has been deemed as failed.

2.1. Age

This criterion requires that the age of the rock sequence is reliably determined using radiometric or stratigraphic methods with an error not exceeding 10% of the nominal age. In addition, to ensure the age of remanence, convincing evidence is required that the primary remanence component is used for paleointensity determination (e.g., directional data from the paleointensity experiment confirming isolation of the characteristic remanence). Overall, 403 VDMs have passed this criterion.

2.2. DIR

This criterion, which was not included in the original suite proposed by Biggin and Paterson (2014), requires that a VDM is associated with a well-defined paleomagnetic direction, calculated as mean of a minimum of five individual samples directions with attendant Fisher (1953) precision parameter \(k \geq 50\). These minimal threshold values for the number of samples and within-site precision are commonly used in paleomagnetic studies of secular variation for discriminating the site-mean directions that can be reasonably deemed to be
reliable (e.g., Johnson et al., 2008; Biggin et al., 2008; Cromwell et al., 2018; Doubrovine et al., 2019). If only a 95% cone of confidence ($\alpha_{95}$) was provided, $k$ was calculated using the equation:

$$k = \left(\frac{140}{\alpha_{95}}\right)^2 / N,$$

where $N$ is the number of samples used to calculate the site-mean direction.

We note that well-defined paleomagnetic directions can be potentially used for assessing whether a paleointensity estimate represents a stable polarity or transitional field. In our study, we did not attempt to use the directional data for assessing the transitional nature of the field but instead used the interpretations provided in the original publications. This criterion was met by 243 VDMs.

### 2.3. STAT

This criterion requires that a site-mean VDM is based on at least five individual estimates per site and that the ratio of standard deviation to the mean value does not exceed 25%, following adjustment for the number of specimens used (Paterson et al., 2010). This requirement reflects the expectation that paleointensity determinations from the same site must not be significantly different. A large within-site scatter indicates that the estimates from some or all the samples may be inaccurate, hence reducing the reliability of the site-mean VDM. Overall, 123 site-mean VDMs have met this criterion.

### 2.4. TRM

This criterion requires that the remanence component used for paleointensity determination is a thermoremanent magnetization (TRM). As evidence for TRM, we have accepted microscopy observation indicating a primary igneous texture (e.g., homogeneous titanomagnetite grains) and the absence of indicators of the processes that could have resulted in a non-TRM remanence acquisition (e.g., hydrothermal alteration/precipitation, or low-temperature oxidation). If no microscopy data have been available, we assigned TRM = 0.

The TRM criterion has been applied at the formation level (i.e., microscopy data from representative units have been applied to all the results from the formation). Likewise, unambiguous evidence for a non-TRM remanence has been used to set the TRM = 0 for the entire formation. For example, we have assigned both TRM and total Q_P to zero for all VDMs from the Deccan Traps because their magnetic remanence has been shown to be a CRM due to a post emplacement hydrothermal activity (Kono, 1974).
The TRM criterion has been satisfied by 121 VDMs. The low number primarily reflects the absence of microscopic analyses. As a caveat, we note that certain non-TRM remanences (e.g., thermochemical remanent magnetization) may not be recognizable even with microscopy data. Bearing this in mind, we have assigned TRM = 0 to all the VDMs obtained from plutonic rocks due to a high potential for exsolution in magnetic grains to occur below blocking temperatures.

2.5. ALT

This criterion requires that a paleointensity estimate is not substantially biased by physicochemical alteration during the experiment. We have accepted an estimate if it passed the alteration screening based on rigorous alteration check procedures (e.g., partial TRM checks (Coe et al., 1978) or monitoring of magnetic

---

**Figure 2.** Paleointensity data for 65–200 Ma (supporting information Table S1). (a) The site-mean VDMs based on bulk rocks (grey circles), submarine basaltic glass (blue triangles), and single silicate crystals (red diamonds). The light blue curve shows the average reversal frequency calculated with a 5-Ma sliding window. The geomagnetic polarity timescale (Ogg, 2012) shows the normal/reversed polarity as black/white bars. (b) A histogram and empirical CDF of the VDMs shown in (a). (c) A histogram of the total paleointensity quality ($Q_{PI}$) score for the entire database. CDF = cumulative density function; VDM = virtual dipole moment.
properties (e.g., Haag et al., 1995) as judged in the original paleointensity publication. Overall, 416 VDMs have satisfied this criterion.

2.6. MD

The MD criterion addresses a fundamental requirement of the Thellier method that the paleointensity signal should ideally be carried by noninteracting single-domain magnetic grains. The presence of strong interactions and/or multidomain-like behavior of magnetic grains results in nonlinear Arai plots leading to an intrinsic paleointensity bias that becomes more significant with the increasing grain size (Levi, 1977; Paterson, 2011; Smirnov et al., 2017; Xu & Dunlop, 2004). We have assigned MD = 1 if the absence of a significant MD bias was explicitly demonstrated by the pTRM-tail check (Riisager & Riisager, 2001) and/or the Thellier-IZZI (Tauxe & Staudigel, 2004) procedures. Alternatively, as a measure of MD contribution, we have used the fraction (f) of NRM replaced with laboratory TRM for the linear segment of Arai plot used to calculate paleointensity (Coe et al., 1978). The MD = 1 value has been assigned to a site-mean VDM if f was equal or greater than 70% for at least half of the intensity estimates. The VDMs obtained using a domain-state independent method such as the low-temperature demagnetization-double heating Shaw or Wilson methods (e.g., Muxworthy, 2010; Yamamoto et al., 2003) have been assigned MD = 1 by default. Overall, 396 VDMs have met the MD criterion.

2.7. ACN

This criterion assesses the effects of three different rock magnetic phenomena—the anisotropy of TRM, cooling rate effect, and nonlinear TRM acquisition—any of which, if present, may result in a substantial paleointensity bias. A site-mean VDM has passed this criterion only if the study explicitly assessed all three effects and all the necessary corrections were applied. However, while the cooling rate correction is often addressed in paleointensity studies, the other two effects are usually considered to be negligible in lava flows and, hence, are hardly ever discussed. Consequently, only 37 VDMs have satisfied this criterion requirement.

2.8. TECH

The criterion requires that a site-mean paleointensity estimate is an average of results obtained by two or more paleointensity methods. Importantly, the methods must be different in their physical principles and/or experimental protocol (e.g., the Thellier versus Wilson method) rather than be different variants of the same method (e.g., the Coe-modified versus IZZI (In-field · Zero field · Zero field · In-field) variants of the Thellier method). This criterion has been met by 100 VDMs.

2.9. LITH'

In the original formulation, this criterion required that a site-mean estimate is an average of results from more than one lithology or from samples of the same lithology showing different unblocking behavior (Biggin & Paterson, 2014). In the present analysis, we have used a stricter approach assigning LITH' = 1 only when the paleointensity estimates are obtained from different lithologies (e.g., baked host rock versus a baking body). Only 13 VDMs have satisfied the LITH' criterion.

2.10. MAG

This criterion requires that specimen-level paleointensity data are publically available so that they can be reanalyzed (Biggin et al., 2015). Currently, 138 VDMs from four studies meet this criterion. While we have assessed this criterion and retained it in our data sets, we have not used it to calculate the final reliability score for our analyses below because, while the availability of raw data can increase confidence in their results, this criterion does not assess the quality of paleointensity determination.

The final QPI score for each site-mean VDM, calculated as a sum of the individual criteria scores, ranged from 0 to 7 (out of the maximum of 9; supporting information Table S1 and Figure 2c).

3. Time Variation of Earth's Dipole Moment

3.1. Data Selection

We analyzed the updated QPI-PINT database to investigate the long-term behavior of paleointensity and its relationship with the geomagnetic reversal frequency between 200 and 65 Ma. Selected paleointensity data were divided into five time intervals: the early to middle Jurassic (EARLY, 200–171 Ma), the JHAP (171–
155 Ma), the late Jurassic–early Cretaceous (MID, 155–126 Ma), the CNS (126–84 Ma), and the late Cretaceous (LATE, 84–65 Ma; Figure 3). The divisions have been selected to represent different reversal frequency regimes (i.e., low or effectively zero during the CNS, medium 1–3 reversals/Myr during the EARLY, LATE, and MID periods, and high frequency, exceeding ~11 reversals/Myr during the JHAP), but they are not based on any implied physical mechanism or statistical characteristics of the reversal process.

For our analysis, we excluded the VDMs unequivocally identified as based on non-TRM remanence, affected by laboratory alteration, and/or reported to represent a transitional field. The refined database contains 623 VDMs (subset 1) including 481 from whole rock samples, 123 from SBG, and 19 from single silicate crystals (Figure 3a), with the Qπ values ranging from 0 to 7 (supporting information Table S2 and Figures 3c and 4). The selected VDMs range from 0.5 to 19.9 × 10^{22} Am^2, with a median M_{65-200} Ma = 4.1 × 10^{22} Am^2 (Figures 3a and 3b). The filtering did not result in preferential removal of low or high VDMs (Figure 3b), but most of the removed data were characterized by low Qπ scores (0–2; Figure 3c). Interestingly, the filtering affected only paleointensity data sets obtained from whole rock samples. The nonparametric two-sample Kolmogorov–Smirnov (KS) test (Sheskin, 2004) indicates that the distributions of the initial and refined data sets are indistinguishable (KS statistic = 0.0254, p = 0.98; cf. Figure 3b).

In order to select a subset of more reliable data with a higher likelihood of representing the true field behavior, we utilized two approaches. In the first approach (a Qπ cutoff), we accepted only data for which the Qπ score exceeds a certain cutoff value. Higher cutoff values should result in selection of more reliable data, reducing the effect of undesirable biases. However, the reduced size of the data set limits the ability of the statistical analyses to properly identify differences between the time periods. As a compromise, we used Qπ ≥ 3 as the minimum acceptable cutoff, which divides the total data set into two nearly equal data sets (N_{Qπ ≤ 2} = 296 and subset 2 with N_{Qπ ≥ 3} = 327). Subset 3 represents VDMs with minimum Qπ ≥ 4 cutoff.

The blanket Qπ cutoff approach, however, does not account for the type and relative importance of the individual Qπ criteria contributing to the total score. As a result, the accepted data may still be influenced by biases. For example, a VDM with the Qπ = 3 score based on the AGE, TECH, and LITH criteria must be considered less reliable than a VDM with the same score based on the TRM, ALT, and MD criteria, because the former paleointensity determination does not incorporate the alteration checks and may represent a paleointensity estimate biased due to the presence of MD effects. To ensure this is not the case in our analyses, we further define a prioritized set of Qπ criteria whereby VDMs that fail any one of AGE, ALT, STAT, MD, and TRM are excluded.

Arguably, the most reliable data set based on all five prioritized criteria contains only 20 data points (from 14 single crystal, five whole rock, and one SBG sites) with no data representing the LATE and EARLY intervals and only a single VDM within the JHAP. In order to compare the paleointensity behavior between the different intervals, the overall reliability needs to be traded for a larger data set by relaxing the chosen requirements. Due to our conservative approach to evaluate the TRM criterion, many VDMs with TRM = 0 may in fact be based on a thermal remanence. Thus, we feel that removing this criterion has the least effect on the selected data reliability. However, the size of the accepted data set still remains very small (45 VDMs) with one and two data points within the LATE and JHAP periods, respectively. Of the remaining four prioritized criteria, we consider AGE and ALT the most critical to retain because they ensure that the accepted data are reliably dated and not affected by the experimental alteration. Hence, in our analyses, we used the two remaining possible prioritized combinations, AGE + ALT + STAT and AGE + ALT + MD (subsets 4 and 5, respectively).

First, we considered the combined data set (subset 1) that includes data obtained from all paleointensity carriers. In addition, in view of the apparent discrepancies between the characteristics of data sets obtained from different paleointensity recorders, we analyzed the corresponding data subsets separately in order to evaluate their properties and relative reliability.

### 3.2. Combined Paleointensity Data Set

The CNS interval for SUBSET 1 is characterized by the highest median VDM value (4.8 × 10^{22} Am^2) and by a relatively large scatter (the interquartile range, IQR—the difference between third and first quartiles) of VDMs (Table 1 and Figure 3d). In contrast, the JHAP has the lowest median (2.5 × 10^{22} Am^2) and IQR values (Table 1 and Figure 3d). To quantify the variation of paleointensities between the selected intervals, we
Figure 3. Paleointensity data for 65–200 Ma after removal of the VDMs based on non-TRM remanence, affected by laboratory alteration, or representing transitional field (subset 1, see text; supporting information Table S2). (a) The site-mean VDMs based on bulk rocks (grey circles), submarine basaltic glass (blue triangles), and single silicate crystals (red diamonds). The light blue curve shows the average reversal frequency calculated with a 5-Ma sliding window. The geomagnetic polarity timescale (Ogg, 2012) shows the normal/reversed polarity as black/white bars. (b) Histogram and empirical CDF of the VDMs shown in (a) (dark grey) and for the entire database ($N = 796$, light grey). (c) Bar plot of the total paleointensity quality (QPI) score for the VDMs shown in (a) ($N = 623$, dark grey) and for the entire database ($N = 796$, light grey). (d) Box plot for data within the selected time bins (EARLY: 200–171 Ma; the Jurassic hyperactivity period, JHAP: 171–155 Ma; MID: 155–126 Ma; the Cretaceous Normal Superchron, CNS: 126–84 Ma; and LATE: 84–65 Ma). Horizontal lines are medians, color boxes show the interquartile range, error bars show the full range excluding outliers (black crosses). Outliers are defined as being more than ±1.5 interquartile range outside of the box. The outliers were not excluded from the analyses. Blue open diamonds indicate the average reversal rate for the selected time bins. Red open squares show the percentage ($P\%$) of VDM values exceeding the overall 65– to 200-Ma median for individual time bins (see text). CDF = cumulative density function; VDM = virtual dipole moment.
calculated the percentage of VDMs (P%) within each interval that exceed the overall median value for the 65- to 200-Ma period (M_{65–200 Ma}), of the respective selected data set. For the subset 1, the median, IQR, and P% values are inversely correlated with the average interval reversal rate (the number of reversals per interval/ the interval length; Table 1 and Figure 3d). To assess the field variability, we used the ratio of IQR to median VDM value:

\[ V\% = 100\% \times \frac{Q_3 - Q_1}{\text{VDM Median}} \]

with a notion that the same VDM scatter (expressed as the IQR) may correspond to a low or high field variability depending on the characteristic (in our case, median) field strength.

The CNS and MID intervals have the highest VDM variability V\% (70.8% and 95.1%, respectively), whereas the LATE and EARLY periods are characterized by the lowest V\% values (55% and 48.8%, respectively; Table 1). It is noteworthy that the maximum variability for the MID interval data reflects coexistence of two very different data distributions: relatively low, less scattered VDMs at the beginning of the interval (M_{133–155 Ma} = 2.9 \times 10^{22} \text{ Am}^2, IQR_{133–155 Ma} = 1.7 \times 10^{22} \text{ Am}^2, V\%_{133–155 Ma} = 41.5\%) and stronger, more scattered VDMs (M_{126–133 Ma} = 5.7 \times 10^{22} \text{ Am}^2, IQR_{126–133 Ma} = 4.6 \times 10^{22} \text{ Am}^2, V\%_{126–133 Ma} = 111.6\%) during ~<10 Ma immediately prior to the commencement of the CNS (Figure 3a). However, this paleointensity behavior is defined only by the VDMs from whole rock samples in the currently available paleointensity database (supporting information Figure S1). The MID interval contains no single crystal data and only two VDMs measured from SBG samples (Figure 3a and supporting information Table S2).

Application of the Q_{PI} ≥ 3 cutoff (subset 2) removes a higher relative percentage of low (<3 \times 10^{22} \text{ Am}^2) VDMs and results in a noticeable decrease in the number of data points for the JHAP (n = 10) and EARLY (n = 16) periods (Figure 5a). The resulting data set (n = 328; range: 0.7 to 19.9 \times 10^{22} \text{ Am}^2; M_{65–200 Ma} = 4.9 \times 10^{22} \text{ Am}^2) appears statistically distinct from the subset 1 (KS statistic = 0.1266, p = 0.002; Figures 5a–5c). The CNS and MID intervals contain the highest (M_{CNS} = 5.3 \times 10^{22} \text{ Am}^2, M_{MID} = 4.8 \times 10^{22} \text{ Am}^2) and substantially variable VDM values (V\%_{CNS} = 73.6\%, V\%_{MID} = 85.4\%), whereas data within the JHAP has the lowest and least scattered values (M_{JHAP} = 3.7 \times 10^{22} \text{ Am}^2, V\%_{JHAP} = 43.2\%; Table 1 and Figure 5d). As for subset 1, the maximum VDM variability for the MID interval reflects the presence of two distinct data populations during the early (M_{133–155 Ma} = 2.2 \times 10^{22} \text{ Am}^2, IQR_{133–155 Ma} = 1.8 \times 10^{22} \text{ Am}^2, V\%_{133–155 Ma} = 35.7\%) and late (M_{126–133 Ma} = 6.2 \times 10^{22} \text{ Am}^2, IQR_{126–133 Ma} = 4.4 \times 10^{22} \text{ Am}^2, V\%_{126–131 Ma} = 89.3\%) parts of the MID interval (Figure 5a). Both the subset 1 and Q_{PI}-screened SUBSET 2 data show negative correlation between the median VDMs, IQR, V%, and P% values and the average reversal rate (Table 1 and Figure 5d).

A further increase of the Q_{PI} cutoff to Q_{PI} ≥ 4 (subset 3) results in reduction of the data set to N = 199, with the JHAP and EARLY intervals now containing 10 and 6 data points, respectively (Figure 6a and Table 1).
Table 1

Summary of Paleointensity Data and the Average Reversal Rate for the Selected Time Intervals (See Text)

| Interval | Age (Myr) | RF (Myr⁻¹) | N | M (10⁻¹² Am²) | Q₁ (10⁻¹² Am²) | Q₃ (10⁻¹² Am²) | Q₁-Q₁ (10⁻¹² Am²) | P% | V%/Cq |
|----------|-----------|------------|---|--------------|---------------|---------------|-----------------|----|-------|
| Subset 1. All Carriers, N = 623, Mₐ₅₋₂₀₀ Ma = 4.1 × 10⁻¹² Am² | | | | | | | | | |
| LATE | 74.5 | 0.8 | 68 | 4 | 2.9 | 5.1 | 2.2 | 41 | 55.0/0.28 |
| CNS | 105.0 | 0 | 285 | 4.8 | 3.6 | 7 | 3.4 | 61 | 70.8/0.32 |
| MID | 140.5 | 2.7 | 127 | 4.1 | 2.5 | 6.4 | 3.9 | 49 | 95.1/0.44 |
| JHAP | 163.0 | 10.8 | 87 | 2.5 | 2 | 3.6 | 1.6 | 14 | 64.0/0.29 |
| EARLY | 185.5 | 3.0 | 56 | 4.3 | 3.6 | 5.7 | 2.1 | 58 | 48.8/0.23 |
| | | | | | | | | | |
| Subset 2. All Carriers, QPI ≥ 3, N = 327, Mₐ₅₋₂₀₀ Ma = 4.9 × 10⁻¹² Am² | | | | | | | | | |
| LATE | 74.5 | 0.8 | 46 | 3.6 | 2.6 | 5.1 | 2.5 | 28 | 69.4/0.32 |
| CNS | 105.0 | 0 | 186 | 5.3 | 3.9 | 7.8 | 3.9 | 55 | 73.6/0.33 |
| MID | 140.5 | 2.7 | 69 | 4.8 | 3.3 | 7.4 | 4.1 | 48 | 85.4/0.38 |
| JHAP | 163.0 | 10.8 | 10 | 3.7 | 2.6 | 4.2 | 1.6 | 10 | 43.2/0.24 |
| EARLY | 185.5 | 3.0 | 16 | 4.3 | 3.5 | 6.8 | 3.3 | 50 | 76.7/0.32 |
| | | | | | | | | | |
| Subset 3. All Carriers, QPI ≥ 4, N = 198, Mₐ₅₋₂₀₀ Ma = 4.9 × 10⁻¹² Am² | | | | | | | | | |
| LATE | 74.5 | 0.8 | 41 | 3.2 | 2.5 | 4.9 | 2.4 | 32 | 75.0/0.32 |
| CNS | 105.0 | 0 | 113 | 5.5 | 4.1 | 8.3 | 4.2 | 64 | 76.4/0.34 |
| MID | 140.5 | 2.7 | 28 | 3.5 | 2 | 5.9 | 3.9 | 32 | 111.4/0.49 |
| JHAP | 163.0 | 10.8 | 10 | 3.7 | 2.6 | 4.2 | 1.6 | 10 | 43.2/0.24 |
| EARLY | 185.5 | 3.0 | 6 | 4.7 | 3.8 | 5.1 | 1.3 | 33 | 27.7/0.15 |
| | | | | | | | | | |
| Prioritized Subset 4. All carriers, AZ if AGE + ALT + STAT = 0. N = 71, Mₐ₅₋₂₀₀ Ma = 6.1 × 10⁻¹² Am² | | | | | | | | | |
| LATE | 74.5 | 0.8 | 2 | | | | | | |
| CNS | 105.0 | 0 | 51 | 7.2 | 4.8 | 12.1 | 7.3 | 55 | 101.4/0.43 |
| MID | 140.5 | 2.7 | 13 | 5.1 | 3.3 | 9 | 4.7 | 38 | 92.2/0.42 |
| JHAP | 163.0 | 10.8 | 2 | | | | | | |
| EARLY | 185.5 | 3.0 | 6 | 4.7 | 4.7 | 6.2 | 1.5 | 33 | 31.9/0.14 |
| | | | | | | | | | |
| Prioritized Subset 5. All carriers, AZ if AGE + ALT + MD = 0. N = 173, Mₐ₅₋₂₀₀ Ma = 6.1 × 10⁻¹² Am² | | | | | | | | | |
| LATE | 74.5 | 0.8 | 42 | 3.3 | 2.5 | 4.9 | 2.4 | 31 | 72.7/0.32 |
| CNS | 105.0 | 0 | 101 | 5.9 | 4.3 | 9.2 | 4.9 | 66 | 83.1/0.36 |
| MID | 140.5 | 2.7 | 18 | 3.3 | 1.9 | 3.6 | 1.7 | 11 | 51.5/0.31 |
| JHAP | 163.0 | 10.8 | 10 | 3.7 | 2.6 | 4.2 | 1.6 | 10 | 43.2/0.23 |
| EARLY | 185.5 | 3.0 | 2 | | | | | | |

Note. Age indicates midpoints of associated time bins, RF is average reversal frequency for the selected time interval, N is the number of VDMs within the interval, M is the median VDM value, Q₁, Q₃, and Q₃-Q₁ are the first and third quartile and the interquartile range, respectively. P% is the percent of VDMs within the interval that exceed the median value (Mₐ₅₋₂₀₀ Ma) for the 200- to 65-Ma interval. V% is field variability calculated as a ratio of interquartile range to median VDM in percent (see text). Cq is the quartile coefficient of dispersion. The Pearson correlation coefficient, r, describes correlation between the given parameter and the average reversal rate. AZ = auto zero. Critical r = 0.88 (N = 5).

Subset 3 is statistically similar to subset 1 (KS statistics = 0.097, p = 0.106), with VDMs ranging from 0.7 to 17.3, and the median VDM Mₐ₅₋₂₀₀ Ma = 4.7 × 10⁻¹² Am² (Figure 6b). The CNS contains the highest median VDM value Mₐ₅₋₂₀₀ Ma = 5.5 × 10⁻¹² Am², whereas the JHAP is characterized by the median VDM similar to those for the periods of moderate reversal rate (Table 1 and Figure 6d). The difference between the paleointensity signals during the early MID interval (M₁₃₃₋₁₅₅ Ma = 2.1 × 10⁻¹² Am², IQR₁₃₃₋₁₅₅ Ma = 1.7 × 10⁻¹² Am², V%₁₃₃₋₁₅₅ Ma = 37.1%) and the late MID interval (M₁₂₆₋₁₃₃ Ma = 7.6 × 10⁻¹² Am², IQR₁₂₆₋₁₃₃ Ma = 4.0 × 10⁻¹² Am², V%₁₂₆₋₁₃₃ Ma = 85.1%) results in the maximum VDM variability (V%ₚ = 111%) for this interval. The IQR, V%, and P% values remain inversely correlated with the interval average reversal rate (Table 1 and Figure 6d).

The two prioritized combinations, subsets 4 (AGE + ALT + STAT) and 5 (AGE + ALT + MD), result in much smaller data sets (n = 71 and n = 173, respectively) with as few as two data points within each time interval (Table 1 and Figures 7 and 8). Both data sets reveal the strongest correlation between the P% values and the average reversal rate. Although the median VDM value for the
Figure 5. Selected paleointensity data for 65–200 Ma with the total $Q_p \geq 3$ score (subset 2). (a) The site-mean VDMs. (b) Histogram and empirical CDF of the VDMs shown in (a; $N = 326$, dark grey) and for the refined database ($N = 623$, light grey). (c) Bar plot showing the percentage of remained VDMs with respect to the entire refined data set ($N = 623$). (d) Box plot for data within the selected time bins. Colors and symbols are similar to those in Figure 3 caption. CDF = cumulative density function; VDM = virtual dipole moment.
Figure 6. Selected paleointensity data for 65–200 Ma with the total $Q_{PI} \geq 4$ score (subset 3). (a) The site-mean VDMs. (b) Histogram and empirical CDF of the VDMs shown in (a) (N=198, dark grey) and for the refined database (N = 623, light grey). (c) Bar plot showing the percentage of VDMs with total $Q_{PI} \geq 4$ with respect to the refined data set based on all paleointensity carriers (N = 623). (d) Box plot for data within the selected time bins. Colors and symbols are similar to those in Figure 3 caption. CDF = cumulative density function; VDM = virtual dipole moment.
Figure 7. Paleointensity data set based on VDMs selected using the prioritized $Q_{PF}$ approach with AGE + ALT + STAT combination of criteria (subset 4). (a) The site-mean VDMs. (b) Histogram and empirical CDF of the VDMs shown in (a) ($N = 71$, dark grey) and for all selected data ($N = 623$, light grey). (c) Bar plot showing the percentage of the selected VDMs values with respect to the refined data set based on all paleointensity carriers ($N = 623$). (d) Box plot for data within the selected time bins. Note that the LATE and JHAP periods contain only two data points each. Median VDM value is actually an average value, calculated from the two data points. Colors and symbols are similar to those in Figure 3 caption. CDF = cumulative density function; VDM = virtual dipole moment.
Figure 8. Paleointensity data set based on VDMs selected using the prioritized QPI approach with AGE + ALT + MD combination of criteria (subset 5). (a) The site-mean VDMs. (b) Histogram and empirical CDF of the VDMs shown in (a; N = 173, dark grey) and with respect to the refined data set based on all paleointensity carriers (N = 623, light grey). (c) Bar plot showing the percentage of selected VDMs values with respect to the refined data set based on all paleointensity carriers (N = 623). (d) Box plot for data within the selected time bins. Colors and symbols are similar to those in Figure 3 caption. CDF = cumulative density function; VDM = virtual dipole moment.
JHAP appears comparable to those for the periods of the moderate reversal rates (for the subset 4), the P% values are consistently the highest and lowest for the CNS and JHAP, respectively (Table 1). In both cases, the greatest field variability (V%) is observed for the CNS whereas the JHAP is characterized by the lowest variability (Table 1).

In addition to our analysis of geomagnetic field strength variations using the combined data set, we considered the paleointensity data yielded by different paleomagnetic recorders. A detailed description of these analyses is given in supporting information. Overall, despite some Q_P reliabilities differences between data sets derived from different paleointensity recorders, analyses of these data sets yielded a similar relationship between geomagnetic field strength and average reversal rate, supporting the inverse correlation between the two geomagnetic field properties.

A considerable reduction in data set size with strengthening the acceptance criteria, to the point when only two VDMs characterize a time interval, brings forth a reasonable question: whether the remaining data are sufficient to usefully represent the geomagnetic field strength within such poorly populated time bins? In order to check the robustness of our analyses, we also performed a Bayesian changepoint analysis on select data sets, following the procedure described in Ingham et al. (2014). The advantages of this method are that it can be applied to irregularly spaced data with no or poorly estimated errors, allowing us to quantify the number and positions of significant changes within a data series. Following the formulations of changepoint modelling problem of Ingham et al. (2014); see also Gallagher et al., 2011, and references therein), a regression model for paleointensity data (VDMs) is defined as a piecewise function, with the paleointensity model value changing at specific ages (changepoints) and being constant between the consecutive changepoints. The model parameters include the number of changepoints (n) within the time interval of a data series, locations of changepoints, paleointensities for each of the adjacent time intervals bounded by consecutive changepoints, and the error standard deviation (σ) quantifying the level of noise in the data series. The posterior distribution of model parameters is sampled using an iterative Bayesian method based on a transdimensional, reversible jump Markov chain Monte Carlo technique, which generates a large collection of models (typically 10^3–10^6) approximating the posterior distribution of model parameters. This ensemble of models, which can be considered as a random sample drawn from the posterior distribution, is then used to define the average regression model for the time interval of interest, its 95% confidence limits, and ages corresponding to the most significant changes in paleointensity. A detailed description of this method has been published in the studies of Gallagher et al. (2011) and Ingham et al. (2014), and we refer the reader to these papers for more information.

Similarly, to Ingham et al. (2014), we used uniform prior distributions for the model parameters in our changepoint analysis. The prior ranges for model paleointensity values were set to the full range of VDM values for each analyzed data set. For the changepoint locations, we used a discrete approach (e.g., Gallagher et al., 2011), in which the possible locations were confined to an interval defined by the age limits of data in each particular data set at 1-Ma increments, and each unique configuration for a fixed number of changepoints n was assigned equal probability defined by the number of distinct configurations, that is, \( p = n! (K - n)! / K! \), where K is the number of all possible changepoint locations. For the error standard deviation (σ), the prior range was set between 2.0 and 3.5 × 10^{22} Am², and for the number of changepoints, a uniform discrete prior distribution between n = 0 and 40 was used.

The input scale parameters for the proposal distributions associated with model perturbations involving a change of changepoint location, paleointensity value and data noise level were optimized to achieve the acceptance rates for proposed models in the range of 10% to 30%. Several test runs with 10^5 iterations were performed for each data set to fine tune the acceptance rates and to ensure that the Markov chain Monte Carlo sampler was converging to a stable state of sampling from the posterior distribution. For all analyzed sets of data, the log-likelihood function increased rapidly within the first few tens of thousand iterations and then remained stable with no systematic trend, indicating that the convergence was reached. The final run was then performed with 10^5 burn-in iterations (which were discarded) followed by 10^6 iterations used to define the average model.

The outcomes of the Bayesian changepoint analyses on data subsets 1 and 2 are presented in Figures 9a and 9b. The paleointensity model based on subset 1 indicates a noticeable decrease in average paleointensity from 4.8 to 2.8 × 10^{22} Am² at approximately 171 Ma, coincident with the onset of the JHAP (Figure 9a).
Figure 9. Mean paleointensity models calculated from Markov chain Monte Carlo simulations (solid blue lines) with associated 95% bounds (dashed lines) and frequency and position of data changepoints (red lines) for (a) data subset 1, (b) subset 2, and (c) VDMs selected using the Ingham et al. (2014) approach.

VDM = virtual dipole moment.
The changepoint was detected in roughly 20% of models. Another significant change of dipole moment was observed at ~133 Ma, when average VDM increased from 2.8 to 5.0 \times 10^{22} \text{ Am}^2. These changes were detected by almost every sampled model (Figure 9a). Two spikes in the mean model VDM were observed at 117 and 95 Ma, suggesting substantial changes in paleointensity.

In order to assess the statistical significance of observed paleointensity changes, the Pearson correlation coefficient $r$ was calculated between the average geomagnetic reversal frequency and model paleointensity data, calculated as mean values for 5, 10, and 15 Myr nonoverlapping windows. The resultant $r$ values ($r_{5\text{Myr}} = -0.510$, $r_{10\text{Myr}} = -0.591$, and $r_{15\text{Myr}} = -0.626$) indicate a statistically significant at 0.05 level inverse correlation between the two field properties (critical $r$ coefficient values are $-0.374$, $-0.514$, and $-0.602$ for data series with a time window width of 5, 10, and 15 Myr, respectively).

The changepoint model based on subset 2 yielded similar results (Figure 9b). Although no significant changepoint in paleointensity signal has been detected in the vicinity of the JHAP, the mean paleointensity model indicates a gradual decrease in average VDM between 200 and 134 Ma. A sharp spike in field intensity at ~133 Ma is revealed by a changepoint detected in 70% of sampled models with associated increase in average VDM from 3.8 to 5.0 \times 10^{22} \text{ Am}^2. Two additional spikes in the mean model VDM at 117 and 95 Ma are similar to those observed for the model based on the subset 1 data and can be attributed to VDMs obtained from single silicate crystals. Finally, the mean paleointensity model indicates a change in paleointensity revealed by 25% of sampled models at ~86 Ma (Figure 9b). The decrease in paleointensity from 5.0 to 4.3 \times 10^{22} \text{ Am}^2 is associated with the end of the CNS. Similar to the outcome of the subset 1 analysis, the calculated correlation coefficients ($r_{5\text{Myr}} = -0.505$, $r_{10\text{Myr}} = -0.575$, and $r_{15\text{Myr}} = -0.638$) indicate that observed paleointensity trends are inversely correlated with the geomagnetic reversal frequency at a 0.05 significance level.

Finally, the Bayesian changepoint analysis was applied to the data set filtered using the Ingham et al. (2014) selection approach (Figure 9c). A significant drop in paleointensity from ~6.2 to 4.4 \times 10^{22} \text{ Am}^2 was detected by approximately 25% of models at ~181 Ma. The model paleointensity signal displays a gradual decrease in average VDM between 181 and 134 Ma, followed by a sharp increase in intensity from 3.1 to 5.6 \times 10^{22} \text{ Am}^2 at 133 Ma. The entire Cretaceous is characterized by rather stable field intensity with the exception of a peak in mean VDM at ~105 Ma, followed by a stable intensity of ~5.9 \times 10^{22} \text{ Am}^2. Although paleointensity trends are visually similar to those detected with analyses of subsets 1 and 2, the Pearson correlation coefficients are less conclusive. While the first of the data set representing 5-Myr increment is still characterized by significant anticorrelation between average paleointensity and reversal rate ($r_{5\text{Myr}} = -0.497$, $r_{\text{crit}} = -0.374$), the other data sets do not show any statistically significant inverse correlation between the two field properties ($r_{10\text{Myr}} = -0.529$, $r_{\text{crit}} = -0.532$ and $r_{15\text{Myr}} = -0.583$, $r_{\text{crit}} = -0.602$).

| Data Set | Wilcoxon statistic | P value | Null hypothesis |
|----------|--------------------|---------|-----------------|
| CNS vs JHAP (155-171 Ma) | 9.25 | 2.2 \times 10^{-20} | Reject at 0.05 significance level |
| Subset 1, All Data, N = 623 | 3.23 | 0.001 | Reject at 0.05 significance level |
| Subset 3, Q_{ij} ≥ 4, N = 198 | 3.69 | 0.0002 | Reject at 0.05 significance level |
| Subset 4, AGE ALT, STAT, N = 71 | 6.35 | 2.2 \times 10^{-10} | Reject at 0.05 significance level |
| Subset 5, AGE ALT, MD N = 173 | 2.62 | 4.4 \times 10^{-20} | Reject at 0.05 significance level |
| Data Set | Wilcoxon statistics | P value | Null hypothesis |
| CNS Versus Pre-CNS (126–200 Ma) | 6.24 | 4.4 \times 10^{-20} | Reject at 0.05 significance level |
| Subset 1, All Data, N = 623 | 3.14 | 0.002 | Reject at 0.05 significance level |
| Subset 3, Q_{ij} ≥ 4, N = 198 | 4.69 | 2.7e-6 | Reject at 0.05 significance level |
| Subset 4, AGE ALT, STAT, N = 71 | 2.97 | 0.003 | Reject at 0.05 significance level |
| Subset 5, AGE ALT, MD N = 173 | 6.35 | 2.2 \times 10^{-10} | Reject at 0.05 significance level |

Note: The null hypothesis is that medians of the two distributions are statistically indistinguishable.
Figure 10. Paleointensity data set based on VDMs selected using the Ingham et al. (2014) approach. (a) The site-mean VDMs. Colors and symbols are similar to those in Figure 3 caption. (b) A bar plot showing the amount of remaining VDMs values ($N = 202$, dark grey) with respect to the initial data set based on all paleointensity carriers ($N = 799$, light grey). (c) Box plot for data within the selected time bins Figure information is similar to that for the Figure 3. VDM = virtual dipole moment.
4. Discussion and Conclusions

In comparison to the previous works that considered the long-term behavior of geomagnetic field strength (e.g., Biggin et al., 2012; Heller et al., 2002; Ingham et al., 2014; Tarduno & Smirnov, 2004; Tauxe & Yamazaki, 2007), the novel aspect of our investigation consists in application of a rigorous approach to estimate the reliability of paleointensity data using a revised suite of Q_P criteria (cf., Biggin & Paterson, 2014). Our analysis of the 65- to 200-Ma paleointensity database reveals systematic changes in the paleointensity behavior with respect to the average reversal rate (e.g., Figures 2 and 3), most importantly, an inverse correlation between the geomagnetic paleointensity and reversal frequency. This correlation is expressed by the consistently strongest median VDM values observed for the CNS, and the low median VDM values observed for the JHAP. In addition, the highest and lowest percentages (P%) of the data exceeding the overall (65–200 Ma) median VDM value appear to be characteristic properties of the CNS and JHAP, respectively, although in some instances the difference between the median VDMs for the JHAP and the periods of moderate reversal rate becomes subtle (e.g., Figure 5). Interestingly, the data indicate that while the intensity range and variability of the field are both inversely correlated with the reversal rate, the minimum intensity envelope has a much weaker correlation (Figures 2 and 3 and Table 1). We note, however, that Pearson correlation coefficients in most cases indicate relatively weak inverse correlations between the median VDM values and average reversal frequency that are not always statistically significant. This is largely due to a low number of time intervals (N = 5). A simple statistical comparison of paleointensity signals for the CNS and JHAP using a nonparametric Wilcoxon rank sum test for equal medians indicates that median VDMs during the CNS are consistently greater than those during the JHAP (at the 5% significance level). This observation is independent of data selection approaches (Table 2). We further note that the P% values are characterized by much stronger inverse correlation with average reversal rate. The Bayesian changepoint analyses conducted on selected data sets (subsets 1 and 2) indicate inverse correlation between the mean VDM values and reversal rate. These analyses also support our observation that a significant increase in paleointensity preceded the onset of the superchron by a few millions of years.

While the long-term trends in paleointensity behavior we identified are, in many ways, similar to those revealed by the prior studies (see section 1), an important new observation is that the observed paleointensity trends are independent of the rigor and combinations of the used reliability criteria and are supported by a variety of statistical tests. This indicates that these observations are robust and that the detected paleointensity trends likely represent characteristic features of the Mesozoic geomagnetic field.

Overall, our analyses suggest that the nonreversing CNS dynamo was capable of generating a field reaching stronger intensities whereas the frequently reversing JHAP dynamo could not produce strong field intensities. The consistently weak geomagnetic field intensity during the JHAP indicated by our analyses is in agreement with the decreased amplitude of the Late Jurassic marine magnetic anomalies that correspond to the age of the Site 801 basalts (e.g., McElhinny & Larson, 2003; Tarduno & Cottrell, 2005). Our results seem to support a view that the apparent low field strength during the MDL may reflect a low-field bias due to rock magnetic effects, and, instead, that the real “MDL” is reduced to an interval of high reversal frequency in the late Jurassic at ~150 to 170 million years ago (Goguitchaichvili et al., 2002; Smirnov et al., 2017; Tarduno & Cottrell, 2005).

In addition to the robust field features discussed above, our analyses hint at two other potentially important features in the field behavior. First, a sharp change in the character of data at ~133 Ma (e.g., Figure 3 and supporting information Figure S8a) suggests an interesting possibility that the geodynamo transitioned from a regime producing a less variable and weak field, to a regime able to generate significantly stronger and more variable intensities typical for the CNS, about 10 Myr before the onset of the superchron. However, this observation is entirely based on whole rock data, and while the data sets after the Q_P ≥ 3 and Q_P ≥ 4 cutoffs reveal the same basic features, both prioritized approaches reduce the scatter for the CNS and late MID intervals by removing both very low and very high VDMs (Figures 7 and 8 and supporting information Figure S4 and Table S3). Moreover, the AGE + ALT + MD approach reduces the VDM range for the entire MID interval to a level comparable with the JHAP values (Figure 8 and supporting information Figure S4d and Table S3). Thus, whether a dramatic change in geodynamo regime preceded the start of CNS by several millions of years remains inconclusive. More high-quality paleointensity data, obtained with experiments designed to
maximize the overall technical quality and reliability of data, are required to assess whether this observation is robust.

Second, the data for the first 10–15 Myr of the LATE interval, mostly represented by the VDMs derived from SBG, hint that the “CNS” geodynamo regime producing a more variable field able to reach high intensities could have continued for ~10–15 Myr after the cessation of CNS (Figure 3a and supporting information Figures S5a and S8b). Unfortunately, this observation also remains highly tentative because the application of the $Q_{Pt}$ ≥ 3 cutoff removes all the SBG data from the early LATE interval (supporting information Figure S6).

Interestingly, the SBG data with high $Q_{Pt}$ scores contain substantially fewer low VDMs for the CNS and exhibit a much stronger inverse correlation between the intensity and variability of VDMs and the reversal rate (supporting information Figure S6).

However, it is noteworthy that while the data sets obtained from different recorders have the strongest and weakest VDMs for the CNS and JHAP, respectively, the field variability for the CNS suggested by the single crystal data ($V\% = 10.9\%$) is several times lower than the variability suggested by the whole rock and SBG data (e.g., Figure 3 and Table 1). Unfortunately, the limited number of single crystal data for the Jurassic does not allow estimating the field variability for that period. However, the plagioclase data from the ~56-Ma Nintoku Seamount (The Ocean Drilling Program (ODP) Site 1205) representing a time of moderate reversal rate, indicate nearly three times higher field variability than that of the CNS data (Tarduno & Cottrell, 2005).

Thus, in contrast to the whole rock and SBG data, the single crystal data may suggest a more stable field for the superchron in comparison with a time of moderate reversal frequency, consistent with the hypothesis about an inverse correlation between the field stability and reversal rate.

While it is conceivable that the field intensity and variability could have varied throughout the CNS, a less variable field during the superchron indicated by the single crystal data is qualitatively consistent with the analyses of PSV based on paleomagnetic directional data that indicate a more antisymmetric (axial dipole dominated) and stable geodynamo for the CNS (e.g., McFadden et al., 1991; Tarduno et al., 2001, 2002; Biggin, van Hinsbergen, et al., 2008; Doubravine et al., 2019). However, the question whether the inconsistency in the field strength variability inferred from different paleointensity recorders represents the true field behavior, or it reflects intrinsic differences in the carriers' ability to record and preserve the paleointensity signal, is outside of the scope of this paper. We refer the reader to the plentiful literature relevant to this topic (e.g., Bowles et al., 2011; Draeger et al., 2006; Fabian, 2009; Ferk et al., 2012; Heller et al., 2002; Smirnov et al., 2017; Smirnov & Tarduno, 2003, 2005; Tarduno et al., 2006; Tarduno & Smirnov, 2004; Tauxe, 2006; Tauxe et al., 2013; Tauxe & Yamazaki, 2007; Xu & Dunlop, 2004; Yamamoto, 2006; Yamamoto et al., 2003).

The use of modified $Q_{Pt}$ reliability criteria in our investigation helped us to demonstrate the robustness of the general trends in the behavior of geomagnetic field strength. However, it is important to note that different data selection approaches have been used in paleointensity research and that the choice of the selection criteria may dramatically affect the outcomes of the analyses of paleointensity database. For example, Ingham et al. (2014) who did not find any statistically significant correlation between the field strength and reversal rate, restricted their final data set to the VDMs obtained using the Thellier-Thellier and microwave families of paleointensity methods with pTRM checks as well as the low-temperature demagnetization-double heating Shaw method. Their selection approach excluded nearly 75% of the site-mean VDMs initially selected for our analysis. In addition, Ingham et al. (2014) accepted evidently biased data such as those based on non-TRM remanence (e.g., Kono, 1974; Sherwood et al., 1993). We note however that, for the 65- to 200-Ma period, most VDMs excluded from our analyses as intrinsically unreliable (i.e., based on non-TRM remanence and/or affected by laboratory alteration) were also excluded by the Ingham et al. (2014) data selection approach. It should also be borne in mind that a significant cause of the difference in the conclusions of that study and the present may be simply that several important studies (e.g., Tauxe et al., 2013; Dodd et al., 2015; Sprain et al., 2016) were published too recently for their results to be included in Ingham's version of the PINT database.

The Ingham et al. (2014) data selection applied to our updated paleointensity database results in a preferential removal of low $Q_{Pt}$ VDMs, leaving a total of 202 accepted VDMs for 65–200 Ma. The data set, however, exhibits a cardinally different VDM versus time behavior than that seen from the data filtered with the $Q_{Pt}$ suite (Figure 10). While the JHAP is still characterized by the lowest median VDM value, the Cretaceous is characterized by a very weak positive correlation between the median VDM and the average reversal rate,
with the strongest field reached during the MID interval. We feel that the observed discrepancy between the outcomes of Ingham et al.’s (2014) and our analyses stems from omitting a large class of VDMs on the basis of paleointensity method and from using some reportedly biased VDMs in the former. This observation is further supported by the outcomes of our Bayesian changepoint analyses, which indicate a number of significant changes in average paleointensity signal with stronger field during the CNS, compared to the other time intervals (Figures 9a and 9b). The Bayesian approach also suggests a weaker field during the JHAP as indicated by mean paleointensity signal when the subset 1 was used. However, this observation remains somewhat tentative as this change in average VDM for the JHAP disappears when subset 2 was used for the changepoint modeling. Albeit somewhat different, the outcomes of Bayesian analyses based on subsets 1 and 2, both reveal the statistically significant inverse correlation between the reversal frequency and paleointensity during 65- and 200-Ma time interval. In contrast, this analysis, applied to the data selected using the Ingham et al. (2014) approach, yielded discrepant results indicating neither no statistically significant correlation between the two geomagnetic field properties.

A natural question arises at this point—how should the relative effectiveness of the QPI suite or any other set of selection criteria be judged? In the absence of theoretical constraints, such a judgment cannot be based on our expectations about the long-term field strength behavior (in fact, reliable paleointensity data are the critical prerequisite to constrain theoretical and numerical models). The reliability of paleointensity data should be assessed based on careful consideration of the mechanisms of acquisition and preservation of the primary magnetization as well as on the analyses of the potential for natural and experimental alteration, and statistical bias. We feel that the modified QPI criteria suite assesses all these factors in an adequate and systematic manner to provide a consistent approach for quantifying our confidence in the reliability of the data. We note, however, that even the comprehensive QPI suite cannot address all possible data reliability issues, for example, related to rock magnetic biases such as a potential thermochemical remanence (TCRM)-related bias. In addition, some QPI criteria leave room for subjective interpretation (e.g., AGE, TRM, or LITH).

In our effort to refine the paleointensity database for the 65- to 200-Ma period, we attempted to maximize the objectiveness of data quality assessment and selection. This entailed very lengthy reading and discussion sessions that ensured that published data were treated consistently according to a consensus methodology. Overall, the results of our analyses lend first-order support to the inverse correlation of geomagnetic field strength with the frequency of geomagnetic reversals. This observation, in turn, suggests that variations of these quantities on a scale of tens to hundreds of millions of years during the Mesozoic were likely controlled by the same geodynamic processes. The similarity of this time scale with that of the overall mantle convection may indicate that perturbations of the thermochemical conditions across the core-mantle boundary plays an important role in controlling the overall geodynamo efficiency. However, deciphering shorter-term variations of the geomagnetic field intensity is hampered by the low resolution and uneven distribution of data in the current paleointensity database. Therefore, we stress that acquisition of new paleointensity data with experiments designed to maximize data reliability is crucial for better understanding of the geomagnetic field evolution and for robust geodynamo modeling. These new studies, however, must aim to be as rigorous as possible by reporting the broad range of supporting data and rock-magnetic investigations that strengthen our confidence in paleointensity estimates, as embodied by, for example, the QPI criteria.

Acknowledgments

This paper is an output of the eighth Nordic Paleomagnetism Workshop, held in Leiruhakkí, Iceland, from 30 September to 7 October 2017. All the data used in our analyses have been taken from published literature and are available via open access databases such as the global paleointensity database (PINT, http://earth.liv.ac.uk/pint/), Magnetic Information Consortium (MagIC, https://www2.earthref.org/MagIC), as well as in the supporting information tables. We thank Maxwell Brown, Trond Torsvik, and Lauri Pesonen for organizing the workshop. E. K. and P. D. thank the Research Council of Norway for the support through its Centers of Excellence funding scheme: project 646 number 223272 (CEED). GAP acknowledges funding from a Natural Environment Research Council (NERC) Independent Research Fellowship (NE/P01726/1) and NSFC grant 41574063. A. J. B. acknowledges funding from the Leverhulme Trust (RL-2016-080) and A. J. B. and C. J. S. from NERC (NE/P00170X/1). A. S. acknowledges travel support from the Center for Earth Evolution and Dynamics, University of Oslo, Norway. We also thank Mark Dekkers, Avto Goguitchaichvili, and two anonymous reviewers for their thoughtful comments, suggestions, and constructive criticism that helped to improve the quality of this study.

References

Aubert, J., Tarduno, J. A., & Johnson, C. L. (2010). Observations and models of the long-term evolution of Earth’s magnetic field. Space Science Reviews, 155, 337–370. https://doi.org/10.1007/s11214-010-9684-5
Biggin, A. J., & Paterson, G. A. (2014). A new set of qualitative reliability criteria to aid inferences on paleomagnetic dipole moment variations through geological time. Frontiers in Earth Sciences, 2, 21–29.
Biggin, A. J., Piispa, E. J., Pesonen, L. J., Holme, R., Paterson, G. A., Veikkolainen, T., & Tauxe, L. (2015). Paleomagnetic field intensity variations suggest Mesoproterozoic inner-core nucleation. Nature, 526(7572), 245–248. https://doi.org/10.1038/nature15523
Biggin, A. J., Steinberger, B., Aubert, J., Sutte, N., Holme, R., Torsvik, T. H., et al. (2012). Possible links between long-term geomagnetic variations and whole-mantle convection processes. Nature Geosciences, 5(8), 526–533. https://doi.org/10.1038/NGEO1521
Biggin, A. J., Strik, G., & Langerere, C. G. (2008). Evidence for a very long term trend in geomagnetic secular variation. Nature Geosciences, 1(6), 395–398. https://doi.org/10.1038/ngeo1818
Biggin, A. J., & Thomas, D. N. (2003). Analysis of long-term variations in the geomagnetic polar field intensity and evaluation of their relationship with global geodynamics. Geophysical Journal International, 152(2), 392–415. https://doi.org/10.1046/j.1365-246X.2003.01849.x
Biggin, A. J., van Hinsbergen, D. J. J., Langereis, C. G., Straathof, G. B., & Deenen, M. H. L. (2008). Geomagnetic secular variation in the Cretaceous Normal Superchron and in the Jurassic. Physics of the Earth and Planetary Interiors, 169(1-4), 3-19. https://doi.org/10.1016/j.pepi.2008.07.004

Bonifay, R. K., & Tarduno, J. A. (2015). A stable Ediacaran Earth recorded by single silicate crystals of the ca. 565 Ma Sept-Iles intrusion. Geology, 43(2), 131–134. https://doi.org/10.1130/G36247.1

Bowles, J., Gee, J. S., Burgess, K., & Cooper, R. (2011). Timing of magnetite formation in basaltic glass: Insights from synthetic analogs and relevance for geomagnetic paleointensity analysis. Geochemistry, Geophysics, Geosystems, 12, Q00001. https://doi.org/10.1029/2010GC003404

Coe, R. S., Grommé, C. S., & Mankinen, E. A. (1978). Geomagnetic paleointensities from radiocarbon-dated lava flows on Hawaii and the question of the Pacific nondipole low. Journal of Geophysical Research, 83(B8), 1740–1756. https://doi.org/10.1029/JB083iB08p1740

Cottrell, R. D., & Tarduno, J. A. (2000). In search of high-fidelity geomagnetic paleointensities: A comparison of single plagioclase crystal and whole rock Thellier-Thellier analyses. Journal of Geophysical Research, 105(B3), 579–594.

Dobbins, J. T., Adatte, T., Cullen, J., & Hossain, A. (2004). A new high-resolution Pacific paleointensity dataset. Journal of Geophysical Research, 109, B07206. https://doi.org/10.1029/2003JB002506

Dodd, S. C., Muxworthy, A. R., & Nioi, C. M. (2015). Paleointensity determinations from the Etendeka province, Namibia, support a low-field strength trend leading up to the Cretaceous normal superchron. Geochemistry Geophysics Geosystems, 16, 785–797. https://doi.org/10.1002/2014GC005707

Doumbrovine, P. V., Velkolainen, T., Pesonen, L. J., Piipa, E. J., Slim, O., Smirnov, A. V., et al. (2019). Latitude dependence of geomagnetic paleopole and its relation to the frequency of magnetic reversals: Observations from the Cretaceous and Jurassic. Geochemistry, Geophysics, Geosystems, 20, 1240–1279. https://doi.org/10.1029/2018GC007863

Draeger, U., Prévot, M., Poidras, T., & Riisager, J. (2006). Single-domain chemical, thermochemical and thermal remanences in a basaltic rock. Geophysical Journal International, 166(1), 12–32. https://doi.org/10.1111/j.1365-246X.2006.02862.x

Driessen, W., & Olson, P. (2005). Effects of bursary and rotation on the polarity reversal frequency of gravitationaly driven numerical dynamos. Geophysical Journal International, 178(3), 1337–1350. https://doi.org/10.1111/j.1365-246X.2009.04234.x

DriScoll, P., & Olson, P. (2011). Superchron cycles driven by variable core heat flow. Geophysical Research Letter, 38, L09304. https://doi.org/10.1029/2011GL046808

Dunlop, D. L., Zhang, B. X., & Özdemir, O. (2005). Linear and nonlinear Thellier paleointensity behavior of natural minerals. Journal of Geophysical Research, 110, B01103. https://doi.org/10.1029/2004JB003095

Fabian, K. (2009). Thermochemical remanence acquisition in single-domain particle ensembles: A case for possible overestimation of the geomagnetic paleointensity. Geochemistry, Geophysics, Geosystems, 10, Q06Z03. https://doi.org/10.1029/2009GC002420

Ferk, A., Denton, J. S., Leonhardt, R., Tuffen, H., Koch, S., Hess, K. U., & Dingwell, D. B. (2012). Paleointensity on volcanic glass of varying hydration states. Physics of Earth and Planetary Interiors, 208, 25–37.

Fisher, R. A. (1953). Dispersion on a sphere. Proceedings of the Royal Society of London. Series A, Mathematical and Physical Sciences, 217, 295–305.

Gallagher, K., Bodin, T., Sambrdie, M., Weiss, D., Kylander, M., & Large, D. (2011). Inference of abrupt changes in noisy geochronol records using transdimensional changepoint models. Earth Planetary Science Letters, 311(1-2), 182–194. https://doi.org/10.1016/j.epsl.2011.09.015

Garcia, A. S., Thomas, D. N., Liss, D., & Shaw, J. (2006). Low geomagnetic field intensity during the Kiaman superchron: Thellier and microwave results from the Great Whin Sill intrusive complex, northern United Kingdom. Geophysical Research Letters, 33, L16308. https://doi.org/10.1029/2006GL026729

Glazmaier, G. A., Cox, R. S., Honge, L., & Roberts, P. H. (1999). The role of the Earth’s mantle in controlling the frequency of geomagnetic reversals. Nature, 401(6756), 885–890. https://doi.org/10.1038/44776

Goguitchaichvili, A., Alva, A. M., & Gaur, R. (2006). Single-crystal apatite (U-Th)/He thermochronology of the Cretaceous superchron. Physics of Earth and Planetary Interiors, 166(4), 257–262. https://doi.org/10.1016/j.pepi.2006.03.006

Hagg, M., Dunn, J. R., & Fuller, M. (1995). A new quality check for absolute paleointensities of the Earth magnetic field. Geophysical Research Letters, 22(24), 3545–3552. https://doi.org/10.1029/95GL03333

Heller, R., Merrill, R. T., & McFadden, P. L. (2002). The variation of intensity of Earth’s magnetic field with time. Physics of Earth and Planetary Interiors, 131(3-4), 237–249. https://doi.org/10.1016/S0031-9201(02)00038-9

Hill, M. J., & Shaw, J. (1999). Paleointensity results for historic lavas from Mt. Etna using microwave demagnetization/remagnetization in a modified Thellier type experiment. Geophysical Journal International, 139(2), 583–590. https://doi.org/10.1046/j.1365-246X.1999.00980.x

Huot, G., & Gallet, Y. (2003). Do superchrons occur without paleomagnetic warming? Earth and Planetary Science Letters, 210(1-2), 191–201. https://doi.org/10.1016/S0012-821X(03)00130-4

Ingham, E., Heslop, D., Roberts, A. P., Hawkins, R., & Sambrdie, M. (2014). Is there a link between geomagnetic reversal frequency and paleointensity? A Bayesian approach. Journal of Geophysical Research: Solid Earth, 119, 5290–5304. https://doi.org/10.1002/2014JB010947

Johnson, C. L., Constable, C. G., Tauxe, L., Barendregt, R., Brown, L. L., & Coe, R. S., et al. (2008). Recent investigations of the 0–5 Ma geomagnetic field recorded by lava flows. Geochemistry Geophysics Geosystems, 9, Q04032. https://doi.org/10.1029/2007GC001696

Jones, G. M. (1977). Thermal interaction of the core and the mantle and long-term behavior of the geomagnetic field. Journal of Geophysical Research, 82(11), 1703–1709. https://doi.org/10.1029/JB082i11p1703

Jonkers, A. R. T. (2003). Long-range dependence in the Cenozoic reversal record. Physics of the Earth and Planetary Interiors., 135(4), 253–266. https://doi.org/10.1016/S0031-9201(03)00036-0

Jonkers, A. R. T. (2007). Discrete scale invariance connects geodynamo timescales. Geophysical Journal International., 171(2), 581–593. https://doi.org/10.1111/j.1365-246X.2007.03551.x

Juarez, M. T., Tauxe, L., Gee, J. S., & Pick, T. (1998). The intensity of the Earth’s magnetic field over the past 160 million years. Nature, 394(6696), 878–881. https://doi.org/10.1038/29746

Kono, M. (1974). Intensities of the Earth’s magnetic field about 60 My ago determined from the Deccan Trap basalts. India. Journal of Geophysical Research, 79(8), 1135–1141. https://doi.org/10.1029/JB079i008p01135
Levi, S. (1977). Effect of magnetite particle-size on paleointensity determinations of the geomagnetic-field. *Physics of Earth and Planetary Interiors.*, 1(34), 245–259. https://doi.org/10.1016/0012-821X(77)90107-8

Lhuillier, F., Hulot, G., & Gallet, Y. (2013). Statistical properties of reversals and chron in numerical dynamos and implications for the geodynamic. *Physics of Earth and Planetary Interiors.*, 220, 19–36. https://doi.org/10.1016/j.pepi.2013.04.005

Lowe, W., & Kent, D. V. (2004). Geomagnetic polarity timescales and reversal frequency regimes. In J. E. T. Channell, et al. (Eds.), *Timescale of the Paleomagnetic Field (dedicated to N. D. Opdyke)*, Geophysical Monograph Series (Vol. 145, pp. 117–129). Washington, D. C: American Geophysical Union.

McElhinny, M. W., & Larson, R. L. (2003). Jurassic dipole low defined from land and sea data, EOS, 84(37), 362–366. https://doi.org/10.1029/2003EO370003

McFadden, P. L., Merrill, R. T., McElhinny, M. W., & Lee, S. H. (1991). Reversals of the Earth's magnetic field and temporal variations of the dynamo families. *Journal of Geophysical Research,* 96(B3), 3923–3933. https://doi.org/10.1029/90JB02275

McFadden, P. L., & Merrill, R. T. (1984). Lower mantle convection and geomagnetism. *Journal of Geophysical Research,* 89(B5), 3354–3362. https://doi.org/10.1029/JB089IB05p03354

Muxworthy, A. R. (2010). Revisiting a domain-state independent method of palaeointensity determination. *Physics of Earth and Planetary Interiors.*, 179(1-2), 21–31. https://doi.org/10.1016/j.pepi.2010.01.003

Ogg, J. G. (2012). Geomagnetic polarity time scale. In *The Geologic Time Scale* (pp. 85–113). Boston: Elsevier. https://doi.org/10.1016/B978-0-444-59425-9.00005-6

Olson, P., & Amit, H. (2015). Mantle superplumes induce geomagnetic superchrons. *Frontiers in Earth Science, 3(38).* https://doi.org/10.3389/feart.2015.00308

Olson, P. L., Roe, S. R., Driscoll, P. E., Glatzmaier, G. A., & Roberts, P. H. (2010). Geodynamic reversal frequency and heterogeneous core-mantle boundary heat flow. *Physics of Earth and Planetary Interiors,* 180(1-2), 66–79. https://doi.org/10.1016/j.pepi.2010.02.010

Opdyke, N. D., & Channell, J. E. T. (1996). *Magnetic stratigraphy.* (p. 346). London: Academic Press.

Paterson, G. A. (2011). A simple test for the presence of multidomain behavior during reversals experiments. *Journal of Geophysical Research, 116, B10104.* https://doi.org/10.1029/2011JB008369

Paterson, G. A. (2013). The effects of anisotropic and non-linear theromomagnetan magnetizations on Thellier-type paleointensity data. *Geophysical Journal International, 193(2),* 694–710. https://doi.org/10.1093/gji/ggt033

Paterson, G. A., Heslop, D., & Muxworthy, A. R. (2010). Deriving confidence in paleointensity estimates. *Geochimie Geophys Geosystems, 11,* Q07Z18. https://doi.org/10.1029/2010GC003071

Pavlov, V., & Gallet, Y. (2005). A third superchron during the Early Paleozoic. *Episodes,* 28(2), 78–84.

Pick, T., & Tauxe, L. (1993a). Geomagnetic paleoestidensities during the Cretaceous normal superchron measured using submarine basaltic glass. *Nature, 366(6452),* 238–242. https://doi.org/10.1038/366238a0

Prévot, M., Derder, M. E. M., McWilliams, M., & Thompson, J. (1990). Intensity of the Earth's magnetic field: Evidence for a Mesozoic dipole low. *Earth and Planetary Science Letters, 97(1-2),* 129–139. https://doi.org/10.1016/0012-821X(90)90104-6

Prévot, M., & Perrin, M. (1992). Intensity of the Earth's magnetic field since Precambrian from Thellier-type paleointensity data and inferences on the thermal history of the crust. *Geophysical Journal International, 108(2),* 613–620. https://doi.org/10.1111/j.1365-246X.1992.tb04640.x

Riisager, P., & Riisager, J. (2001). Detecting multidomain magnetic grains in Thellier paleointensity experiments. *Physics of Earth and Planetary Interiors,* 125(1-4), 111–117. https://doi.org/10.1016/S0031-9201(01)00236-9

Selkin, P., & Tauxe, L. (2000). Long term variations in paleointensity. *Philosophical Transactions of the Royal Society series A, 358(1768),* 1065–1088. https://doi.org/10.1098/rsta.2000.0574

Shaw, J. (1974). A new method of determining the magnitude of the paleomagnetic field: Application to five historic lavas and five archaeological samples. *Geophysical Journal of the Royal Astronomy Society,* 76, 637–651.

Shenwood, G., Shaw, J., & Malik, R. (1993). The strength of the geomagnetic field during the Cretaceous Quiet Zone: Paleointensity results from Indian and Italian lavas. *Journal of Geomagnetism and Geoelectricity,* 45, 339–360.

Sheskin, D. J. (2004). *Handbook of parametric and nonparametric statistical procedures.* (3rd ed., Chapman & Hall/CRC). https://doi.org/10.4324/9780203489536

Smirnov, A. V., Kulakov, E. V., Foucher, M. S., & Bristol, K. E. (2013). Intrinsic paleointensity bias and the long-term history of the geomagnetic field: Evidence for alteration and attendant low field bias. *Earth and Planetary Science Letters,* 360, 571–585. https://doi.org/10.1016/S0012-821X(12)00112-3

Smirnov, A. V., & Tarduno, J. A. (2005). Thermochemical remanent magnetization in Precambrian rocks: Are we sure the geomagnetic field was weak? *Journal of Geophysical Research, 110, B06103.* https://doi.org/10.1029/2004JB003445

Sprain, C. J., Feinberg, J. M., Geissman, J. W., Strauss, B., & Brown, M. C. (2016). Paleointensity during periods of rapid reversal: A case study from the Middle Jurassic Sharwood Shales Formation, western Nevada. *Geological Society of America Bulletin, 128,* 223–238.

Strick, G., Blake, T. S., Zegers, T. E., White, S. H., & Langereis, C. G. (2003). Palaeomagnetism of flood basalts in the Pilbara Craton, Western Australia: Late Archaean continental drift and the oldest known reversal of the geomagnetic field. *Journal of Geophysical Research, 108(B12),* 2551. https://doi.org/10.1029/2003JB002475

Tarduno, J. A., & Cottrell, R. D. (2005). Dipole strength and variation of the time-averaged reversing and nonreversing geodynamics based on Thellier analyses of single plagioclase crystals. *Journal of Geophysical Research, 110, B11101.* https://doi.org/10.1029/2005JB003970

Tarduno, J. A., Cottrell, R. D., & Smirnov, A. V. (2001). High geomagnetic field intensity during the mid-Cretaceous from Thellier analyses of single plagioclase crystals. *Science, 291(5509),* 1779–1783. https://doi.org/10.1126/science.1075719

Tarduno, J. A., Cottrell, R. D., & Smirnov, A. V. (2002). The Cretaceous superchron geodynamics: Observations near the tangent cylinder. *Proceedings of National Academy of Science, 99(22),* 14020–14025. https://doi.org/10.1073/pnas.222373499

Tarduno, J. A., Cottrell, R. D., & Smirnov, A. V. (2006). The paleomagnetism of single silicate crystals: Recording geomagnetic field strength during mixed polarity intervals, superchrons, and inner core growth. *Reviews of Geophysics, 44,* RG1002. https://doi.org/10.1029/2005RG000189

Tarduno, J. A., & Smirnov, A. V. (2004). The paradox of low field values and the long-term history of the geomagnetic. In J. E. T. Channell et al. (Eds.), *Timescale of the Paleomagnetic Field (dedicated to N. D. Opdyke)*, Geophysical Monograph Series (Vol. 145, pp. 75–94). Washington, D. C: American Geophysical Union. https://doi.org/10.1029/145GM06
Tauxe, L. (2006). Long-term trends in paleointensity: The contribution of DSDP/ODP submarine basaltic glass collections. *Physics of the Earth and Planetary Interiors*, 156(3-4), 223–241. https://doi.org/10.1016/j.pepi.2005.03.022

Tauxe, L., Gee, J. S., Steiner, M. R., & H. Staudigel H. (2013). Paleointensity results from the Jurassic: New constraints from submarine basaltic glasses of ODP Site 801C. *Geochemistry Geophysics Geosystems*, 14, 4718–4733. https://doi.org/10.1002/ggge.20282

Tauxe, L., & Staudigel, H. (2004). Strength of the geomagnetic field in the Cretaceous normal superchron: New data from submarine glass of the Troodos Ophiolite. *Geochemistry, Geophysics, Geosystems*, 5, Q02H06. https://doi.org/10.1029/2003GC000635

Tauxe, L., & Yamazaki, T. (2007). Paleointensities. In M. Kono (Ed.), *geomagnetism. Treatise on Geophysics* (Vol. 5, pp. 509–563). Amsterdam: Elsevier.

Thellier, E., & Thellier, O. (1959). Sur l’intensite de champ magnetique terrestre dans le passe historique et geologique. *Annales Geophysique*, 15, 285–378.

Tsunakawa, H., Shimura, K. & Yamamoto, Y. (1997). Application of double heating technique of the Shaw method to the Brunhes epoch volcanic rocks (abstract), in Proceedings of 8th Scientific Assembly IAGA 1997 Abstract book pp. 85 Uppsala.

van Zijl, J. S. V., Graham, K. W. T., & Hales, A. L. (1962a). The palaeomagnetism of the Stormberg lavas of South Africa 1: Evidence for a genuine reversal of the Earth’s field in Triassic–Jurassic times. *Geophysical Journal of the Royal Astronomy Society*, 7(1), 23–39. https://doi.org/10.1111/j.1365-246X.1962.tb02250.x

van Zijl, J. S. V., Graham, K. W. T., & Hales, A. L. (1962b). The palaeomagnetism of the Stormberg lavas of South Africa 2: The behaviour of the magnetic field during a reversal. *Geophysical Journal of the Royal Astronomy Society*, 7(2), 169–182. https://doi.org/10.1111/j.1365-246X.1962.tb00366.x

Wilson, R. L. (1961). Palaeomagnetism in Northern Ireland, Part I, The thermal demagnetization of natural magnetic moments in rocks. *Geophysical Journal International*, 5, 45–58.

Xu, S., & Dunlop, D. J. (2004). Thellier paleointensity theory and experiments for multidomain grains. *Journal of Geophysical Research, 109*, B07103. https://doi.org/10.1029/2004jB003024

Yamamoto, Y. (2006). Possible TCRM acquisition of the Kilauea 1960 lava, Hawaii: Failure of the Thellier paleointensity determination inferred from equilibrium temperature of the Fe-Ti oxide. *Earth Planets Space*, 58, 1033–1044.

Yamamoto, Y., Tsunakawa, H., & Shibuya, H. (2003). Paleointensity study of the Hawaiian 1960 lava: Implications for possible causes of erroneously high intensities. *Geophysical Journal International*, 153(1), 263–276. https://doi.org/10.1046/j.1365-246X.2003.01909.x

Zhu, R., Pan, Y., He, H., Qin, H., & Ren, S. (2008). Paleomagnetism and 40Ar/39Ar age from a Cretaceous volcanic sequence, Inner Mongolia, China: Implications for the field variation during the Cretaceous normal superchron. *Physics of the Earth and Planetary Interiors*, 169(1-4), 59–75. https://doi.org/10.1016/j.pepi.2008.07.025