Sensitivity analysis of a simplified precipitation-runoff model to estimate water availability in Southern Portuguese watersheds
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\textbf{Abstract}

The water availability estimation in large regions is a relevant procedure to define broad water resources management policies but may prove difficult due to the lack of data and uncertainty related to regional hydrological and hydrogeological characterization. BALSEQ, a daily sequential water budget model, was applied in a set of twenty-two watersheds in southern Portugal, aiming to understand the possible relations between the model parameters and watershed characteristics that may allow assembling calibration functions for non-monitored watersheds. A sensitivity analysis was conducted by comparing BALSEQ results with measured surface flow, focusing specifically on the fraction of the potential maximum retention (φ) and the maximum amount of water available in the soil for evapotranspiration (AGUT) parameters and the underlying hydrogeological conceptual model that ultimately controls the surface-groundwater interactions. The overall results did not allow to identify clear relations that permit extrapolation to other regions without data as the sensitivity analysis procedures returned similar results for wide intervals of parameters for the majority of watersheds. The results confirmed that the groundwater discharge is an important component for the total measured surface flow and that the φ parameter should not be overlooked when calculating direct runoff. Poor adjustments between the model results and measured flow were observed in watersheds with a low Surface flow – Rainfall ratio.

\textbf{Riassunto}

La stima della disponibilità idrica nelle grandi regioni è una procedura importante nella definizione di una politica di gestione delle risorse idriche ad ampio spettro, ma può rivelarsi difficile a causa della mancanza di dati e dell’incertezza sulla relativa caratterizzazione idrologica ed idrogeologica regionale. BALSEQ, un modello di bilancio idrico sequenziale giornaliero, è stato implementato in una serie di ventidue bacini idrografici nel sud del Portogallo, con l’obiettivo di comprendere le possibili relazioni tra i parametri del modello e le caratteristiche dei bacini idrografici che possono consentire l’assemblaggio di funzioni di calibrazione per quei bacini idrografici che non sono monitorati. È stata condotta un’analisi di sensibilità confrontando i risultati di BALSEQ con il deflusso superficiale misurato, concentrandosi in particolare sulla frazione della potenziale ritenzione massima (φ) e la quantità massima di acqua disponibile nel suolo per i parametri di evapotraspirazione (AGUT) e il modello concettuale idrogeologico sottostante che controlla infine le interazioni tra superficie e falda.

I risultati complessivi non hanno permesso di identificare relazioni chiare che consentano l’estrapolazione ad altre regioni prive di dati, in quanto le procedure di analisi di sensibilità hanno restituito risultati simili per ampi intervalli di parametri per la maggior parte dei bacini idrografici. I risultati hanno confermato che il contributo delle acque sotterranee è una componente importante per il deflusso superficiale complessivo misurato e che il parametro φ non deve essere trascurato nel calcolo del ruscellamento superficiale. Sono stati osservati scarsi aggiustamenti complessivi tra i risultati del modello e il flusso misurato in bacini idrografici con un basso rapporto flusso superficiale - precipitazioni.
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Introduction

The characterisation of surface runoff and aquifer recharge is a fundamental procedure in water resources and watershed management (Sophocleous 2002). Surface water availability one of the main factors for the successful implementation of alternative water management techniques such as managed aquifer recharge (MAR) (Dillon et al. 2009; Maliva 2014; Page et al. 2018; Alam et al. 2021), daily characterization of the behaviour of different hydrological components may be of relevance for watershed management, including the definition of solutions to mitigate the effects of extreme events, such as floods, while increasing groundwater storage. The precise recharge calculation is also an essential process to characterize and manage the exploitable volume of groundwater (Oliveira, 2006).

For this kind of characterization in large regions, where lack of data is common, the use of simplified surface-runoff models may be an acceptable solution as they require fewer input data if compared to large datasets essential in more complex models (Jeon et al. 2014). The Soil Conservation Service Curve Number (CN) based models consider the main watershed characteristics, such as soil type and land use, while allowing the estimation of surface runoff from rainfall (USDA-NRCS 2004). Direct runoff is defined and may be relevant in the calibration of other parameters such as the initial abstractions relation \( I_a = \varphi S \), being \( I_a \) the initial abstraction, \( S \) the maximum potential retention, and \( \varphi \) a fraction of \( S \). Although \( \varphi \) is often set equal to 0.2 (USDA NRCS 2004), several authors suggest that it varies from location to location (Ling et al. 2019) and that such value may not be adequate for certain regions (Portela et al. 2000) as it tends to overestimate the initial rainfall losses or abstractions. This suggests that the calibration of that parameter can be of relevance when applying CN based models. For Portugal mainland, Correia (1984) concluded that the assumption of \( \varphi = 0.2 \) was not verified, suggesting that it could be lower.

The main objective of this study, which is part of a broader work to characterise water availability, is to evaluate the sensitivity of a simplified precipitation-runoff model and explore possible relations between intrinsic watershed characteristics and the evaluated input parameters to define calibration functions for similar ungauged watersheds.

Study area

The study area is the southern region of Portugal, characterised by high seasonal variability of rainfall (Trigo and DaCamara 2000; Durão et al. 2010; Gassert et al. 2015) and prone to extended periods of drought (Santos et al. 2010), which are expected to become increasingly recurrent (Oliveira 2007). The region includes two of the most important Portuguese river basins, Guadiana and Sado, with the presence of major surface water storage infrastructures on which most economic activities depend.

The area is mainly composed of low permeability metamorphic and eruptive rocks (77%) with permeable sedimentary and karstic formations mainly located near the south coastline. Water scarcity phenomena connected to seasonal tourism and agricultural pressures require a robust integrated and effective management of water resources (Portuguese Environmental Agency (APA) 2020). On the opposite way, the region is also prone to flash flood events (Ramos and Reis 2002), related to the low permeability rocks, coupled with intense and time-concentrated rainfall episodes.

Figure 1 shows the study area and the selected set of 22 watersheds, numbered from north to south. The selection of watersheds relied on the availability of surface flow data and that no surface water reservoirs existed when the river flow measurements were conducted (watersheds under natural conditions).

Objectives and Methods

Sequential water budget model description

The model used, BALSEQ, was developed by Lobo Ferreira (1981). It is one of the several daily sequential water budget models and has been widely applied, mainly for the evaluation of groundwater recharge, in Portugal in diverse hydrogeological settings – from sedimentary basins (Oliveira and Lobo Ferreira 1999; Leitão et al. 2001), to predominantly fractured lithologies (Oliveira et al. 1997) and volcanic regions (Novo et al. 1994) – but also in India (Chachadi et al. 2001; Chachadi et al. 2005) and Brazil (Leitão et al. 2017; Costa et al. 2019).

One of BALSEQ’s main advantages is that it estimates a set of hydrological components using information that is usually easily available. BALSEQ inputs are daily rainfall (\( P \)), potential evapotranspiration (PET), Soil Conservation Service Curve Number (CN) and the maximum amount of water available in the soil for evapotranspiration (AGUT). The main outputs are direct runoff (\( E_d \)) and soil deep infiltration (\( I_p \)). Considering a soil control volume, the model assumes that inflow water is exclusively due to the infiltration, given by rainfall minus direct runoff. The flow is purely vertical. Side outflow from the control volume and surface water extraction are not considered. Variables related to water fluxes are expressed in mm. It uses the Soil Conservation Service (SCS) formulation to calculate direct runoff (\( E_d \)), based on the CN parameter (USDA-NRCS 2004), according to the following equations:

\[
E_d = \left( \frac{P - I_a}{P - I_d} \right) \cdot S
\]

\[
CN = \frac{1000}{\frac{S}{25.4}} + S = \left( \frac{1000}{CN} - 10 \right) \cdot 25.4
\]

\[
I_a = \varphi S
\]

where \( I_a \) are the initial abstractions (mm), \( S \) is the potential maximum retention (mm) and \( \varphi \) is the fraction of \( S \), defined as 0.2 based on the study by the SCS of a set of watersheds in the USA. By combining equations (2) and (3) and introducing...
the result achieved in equation (1) it is possible to address the variation of the generated direct runoff as a function of \( \phi \), as expressed by equation (4):

\[
E_d = \frac{25.4}{P} \left( \frac{1000 \phi_0 + 10\phi}{25.4} + \frac{1000 - 1000\phi}{CN} - 10 + 10\phi \right)^2
\]

As \( \phi \) increases \( I_a \) will also increase resulting in a decrease of \( E_d \). Figure 2 shows the theoretical behaviour of the computed \( E_d \) for different rainfall values and \( \phi \) for \( CN = 80 \).

The formulation for \( E_d \) given by equation (4) was included in the BALSEQ model (Fig. 3), replacing the original formula defined by SCS. The daily deep infiltration \( (I_p) \) is calculated by equation (5):

\[
I_p = P - E_d - AET - \Delta A_i
\]

where \( AET \) is the actual evapotranspiration and \( \Delta A_i \) is the variation of water within the control volume during each day. The difference between \( P \) and \( E_d \) corresponds to the \( I_s \) (surface infiltration), the amount of water that enters the soil control volume. Given that \( CN \) values are extracted for regular antecedent moisture conditions (AMC II) – which may not be the most adequate approach for the studied area given it often experiences long dry periods followed by intense rain episodes – the model was adjusted to consider dry (CNI) and wet (CNIII) antecedent conditions (Chow et al. 1988) – equation (6) and (7).

\[
CN_I = \frac{4.2CN_\mu}{10 - 0.085CN_\mu}
\]

\[
CN_{wa} = \frac{23CN_\mu}{10 + 0.13CN_\mu}
\]
Figure 4 shows the behaviour of BALSEQs' main outputs – direct runoff, $E_d$, and deep infiltration, $I_p$ – for different values of AGUT and $\varphi$, using rainfall, evapotranspiration, and CN for the watershed of 9 – Entradas. For the same rainfall episode, if $\varphi$ is increased, the $E_d$ decreases (Fig. 2) while the amount of water that enters the control volume increases. Since the AGUT parameter controls the amount of water that is retained in the soil, higher AGUT results in the decrease of the amount of water that exits the control volume to recharge the aquifer ($I_p$).

The model was implemented in a Python 3 script and run at a daily scale starting at the beginning of each hydrological year – October 1st – assuming that $A_1 = 0$.  

\[ E_d = \frac{25.4 \times P}{25.4 + 1000 \times \frac{\varphi}{CN} + 10} \]  

\[ I_p = 0 \]  

$P$ = daily rainfall  
$PET$ = daily potential evapotranspiration  
$CN$ = SCS curve number  
$\varphi$ = fraction of initial abstractions  
$E_d$ = direct runoff  
$I_p$ = soil infiltration  
$A_1$ = water stored in the soil at the end of the day  
$H_1$ = water stored in the soil throughout the day  
$AET$ = actual evapotranspiration  
AGUT = maximum amount of water in soil available for evapotranspiration  

AGUT = $(fc \times wp) \times Rd$  
$fc$ = soil field capacity  
$wp$ = wilting point  
$Rd$ = root depth  

$I_p$ = deep infiltration  

Note: all variables related to water fluxes are expressed in mm  

Fig. 4 - Variation of $E_d$ and $I_p$ BALSEQ components for different inputs.  
Fig. 4 - Variazione delle componenti BALSEQ $E_d$ ed $I_p$.  

Fig. 3 - Approach implemented in adapted BALSEQ model.  
Fig. 3 - Approccio implementato nel modello BALSEQ.
Preparation of input data and hydrogeological models

The daily rainfall dataset was assembled from rainfall series collected and published by the Portuguese National Water Resources Information System (https://snirh.apambiente.pt/) for 191 rain gauge stations within the study area. A sub-set of stations was selected for each watershed, using proximity criteria, from which average rainfall series was computed using Inverse Distance Weighting (IDW) based on a 1 km cell-sized grid. The average PET series was generated using the Thiessen polygons method from a dataset assembled from data made available by regional agricultural authorities and the Portuguese Environmental Agency (Supplementary Materials, Tab. 5). The daily values of surface flow (SF) were extracted from the Portuguese National Water Resources Information System for each of the 22 selected watersheds.

The extension of assembled meteorological input series varied from 4 to 24 hydrological years depending on the length of surface flow (SF) dataset. Table 1 summarizes the studied watersheds characteristics, average meteorological data and SF, as well as a SF-Rainfall ratio. The stations used for generating rainfall, PET and SF series for each watershed are presented in Supplementary Materials (Tab. 6 to Tab. 13).

AGUT is computed based on three different parameters – soil field capacity (fc), wilting point (wp) and root depth (Rd) – associated with the soil use/occupation mapped by CORINE Land Cover Inventory (CLC, in https://land.copernicus.eu/pan-european/corine-land-cover) and soil type maps. Root depth, even in annual average terms, is, e.g., highly dependent not only on the vegetation type but also on pedologic or geologic characteristics; moreover, it changes seasonally with the vegetation natural cycles. It is, therefore, a parameter highly susceptible to calibration. Vermeulen et al. (1993), Oliveira et al. (1997) and Oliveira (2004/2006) established fc, wp and Rd for different types of soil and land use. An adaptation of Rd was conducted to adjust Rd to Lithosols (100 mm), in line with the pedologic characteristics of the study area.

CN was calculated based on the maps generated for southern Portugal presented in Martins et al. (2021), from which the soil and land use dataset was adopted to calculate AGUT. These maps resulted from the implementation of the method presented by Vermeulen et al. (1993) and adapted by Oliveira et al. (1997) and Oliveira (2004/2006), which assigned the CN value considering: (1) the soil type derived from the Portuguese soil classification maps and (2) the land-use description based on CLC. Spatial weighted AGUT (AGUTp) and CN (CNp), were calculated for each watershed (Tab. 1), i.e., a single average value computed from all AGUTs and CNs weighted by the area of occurrence.

To consider the effect of the exchanges that occur between surface and subsurface, simulations were conducted assuming different contributions of the deep infiltration, Ip, to the total computed flow (E_{total} = E_d + x\%Ip, being x a percentage of Ip) considering different conceptual models (CM) based on hydrogeological characteristics (Fig. 5). After the recharge process, calculated with BALSEQ, it is assumed that the water will flow in the saturated zone and sometimes discharge to the surface. For the studied watersheds, this discharge may occur almost completely inside the watershed, in the case of underlying less permeable formations (fractured massifs), where x\%Ip assumes a value close to 100, or, in the case of more permeable watersheds, may discharge outside the watershed limit, x\%Ip is closer to 0.
Tab. 1 - BALSEQ input hydro-meteorological data.
Tab. 1 - Valori idrometeorologici BALSEQ di input.

| Watershed          | Area (km²) | P (mm/y) | PET (mm/y) | SF (mm/y) | SF-R ratio | Starting year | # of years | CNp  | AGUTp (mm) |
|--------------------|------------|----------|------------|-----------|------------|---------------|------------|------|-------------|
| 1 - Monte do Pisão  | 227.5      | 812.7    | 1239.7     | 208.6     | 26%        | 1983          | 7          | 74.5 | 314.7 *     |
| 2 - Ponte Alcalé    | 127.3      | 532.1    | 1100.7     | 74.7      | 14%        | 1985          | 9          | 68.0 | 182.8 *     |
| 3 - Herdade das Pancas | 57.1     | 672.6    | 1224.8     | 172.9     | 26%        | 1981          | 9          | 75.8 | 274.5 *     |
| 4 - Flor da Rosa    | 330.1      | 695.4    | 1222.6     | 199.4     | 29%        | 1941          | 24         | 75.2 | 134.9 *     |
| 5 - Ponte de Vale Joana | 180.0   | 532.8    | 1207.7     | 82.4      | 15%        | 2001          | 7          | 74.8 | 129.0 **    |
| 6 - Ponte São Domingos | 146.8   | 647.0    | 1297.7     | 164.3     | 25%        | 1982          | 7          | 75.6 | 170.6 *     |
| 7 - Monte da Arregota | 98.4     | 524.5    | 1296.1     | 96.6      | 18%        | 1981          | 9          | 81.0 | 240.6 *     |
| 8 - Alberona        | 169.9      | 508.8    | 1296.1     | 108.5     | 21%        | 1970          | 21         | 83.7 | 136.1 *     |
| 9 - Entradas        | 51.2       | 530.1    | 1239.7     | 120.3     | 23%        | 1971          | 22         | 84.4 | 108.8 *     |
| 10 - Vascão         | 409.0      | 695.4    | 1222.6     | 199.4     | 29%        | 1941          | 24         | 75.2 | 134.9 *     |
| 11 - Monte dos Fortes | 283.2    | 839.2    | 1606.6     | 248.9     | 30%        | 1980          | 13         | 77.9 | 0.5 *       |
| 12 - Ponte Pereiro  | 50.0       | 718.3    | 1066.5     | 346.7     | 48%        | 2001          | 6          | 78.1 | 284.0 **    |
| 13 - Monte dos Pachecos | 394.2    | 728.0    | 1510.2     | 324.8     | 43%        | 1962          | 21         | 78.6 | 75. *       |
| 14 - Vidigal        | 18.8       | 663.9    | 1496.8     | 167.9     | 25%        | 1998          | 9          | 83.1 | 223.3 *     |
| 15 - Quinta Passagem | 100.5    | 708.3    | 1545.8     | 185.3     | 26%        | 2000          | 7          | 79.1 | 47.2 **     |
| 16 - Curral de Boieiros | 61.4     | 747.9    | 1546.7     | 256.2     | 34%        | 1984          | 11         | 77.7 | 3.4 *       |
| 17 - Ponte Mesquita | 117.6      | 798.9    | 1545.8     | 256.2     | 34%        | 1998          | 9          | 83.1 | 223.3 *     |
| 18 - Bodega         | 133.2      | 744.8    | 1604.3     | 229.7     | 31%        | 1975          | 14         | 78.2 | 8.2 *       |
| 19 - Ponte Rodoviaria | 325.4    | 725.1    | 1524.0     | 90.4      | 12%        | 1980          | 14         | 80.5 | 82.5 *      |
| 20 - Coiro da Burra | 35.8       | 834.3    | 1613.2     | 236.7     | 28%        | 1985          | 4          | 81.1 | 124.3 *     |
| 21 - Sítio Igreja   | 33.9       | 679.3    | 1612.9     | 36.9      | 5%         | 1996          | 9          | 81.3 | 150.2 *     |
| 22 - Rio Seco       | 63.5       | 728.0    | 1609.8     | 97.9      | 13%        | 1995          | 12         | 82.3 | 141.7 *     |

Sensitivity analysis procedures

Two different simulation procedures were used for the evaluation of the model sensitivity based on the variation of parameters (Tab. 2). The first procedure aimed to understand the impact of variation of φ using fixed spatial weighted CN (CNp) and fixed spatial weighted AGUT (AGUTp), with different x%Ip considered in the calculation of E$_{total}$.

Five I$_p$ percentages were used 0% (i.e., no deep infiltration), 20%, 50%, 80% and 100%, and 21 values of φ (from 0 to 0.8 with an increment of 0.04). The second procedure aimed to understand the coupled impact of varying AGUT and φ using fixed CNp. This procedure only considered three different percentages of I$_p$: 20%, 50% and 100%. Sensitivity to different CN was not studied as it is assumed that it is supported by empirical data (Ponce et al. 1996).

Tab. 2 - BALSEQ inputs considered in the sensitivity analysis conducted.
Tab. 2 - Valori BALSEQ di input considerati per l’analisi di sensitività.

| Sensitivity analysis designation | Variables considered in simulations | # of simulations conducted for each watershed |
|--------------------------------|------------------------------------|---------------------------------------------|
| [1] Sensitivity of the parameters φ and percentage of I$_p$ for fixed CNp and AGUTp | CNp [1] | AGUTp [1] | x% I$_p$ | 0, 20, 50, 80, 100 * [5] | 105 |
| [2] Sensitivity of the parameters φ, percentage of I$_p$ and AGUT for fixed CNp | CNp [1] | AGUTp [1] | x% I$_p$ | 0, 20, 50, 80, 100 * [5] | 1575 |

Δ – Increments; * – parameters subject to variation in each simulation; [x] – number of elements
The adjustment between computed surface flow ($E_{total}$) and measured surface flow (SF) was evaluated using the Nash-Sutcliffe model efficiency coefficient, computed by equation (8):

$$NSE = 1 - \frac{\sum_{i=1}^{n} (X_{i}^{obs} - X_{i}^{sim})^2}{\sum_{i=1}^{n} (X_{i}^{obs} - X_{i}^{mean})^2}$$

where $n$ is the number of observations, $X_{i}^{obs}$ is the $i$th observed/measured value, $X_{i}^{sim}$ is the $i$th simulated/calculated value and $X_{i}^{mean}$ is the mean of the observed data. The NSE ranges between $\infty$ and 1 (1 corresponds to the better adjustment and model performance). NSE <= 0 means that the mean observed value is a better predictor than the simulated value, meaning unacceptable performance (Moriasi et al. 2007). Other measures of accuracy were computed for the performance analysis of all watersheds, specifically, the root mean square error, RMSE, and the percentage of bias, PBIAS (Moriasi et al. 2015; Hofstra et al. 2008). The analysis of the results showed that RMSE variation for different pairs of AGUT and $\varphi$ was similar to the one of NSE, as exemplified in the heatmaps of Figure 16 included in Supplementary Materials based on 22 – Rio Seco watershed and $I_p$ 50%. Although the evaluation of PBIAS is not directly comparable with the one of the other two measures, the PBIAS of the best-coupled values of AGUT and $\varphi$ proved to be acceptable, i.e., within a narrow range of variation around 0 (Fig. 16). However, only the results from NSE are shown as it provides a precise interpretable scale for characterising the behaviour of the models (best performance for values of NSE between 1 and 0.5).

**Impact of using the spatial weighted CN (CNp)**

Computation of $E_d$ using spatial weighted CN of the watershed instead of calculating $E_d$ for each association of CN/AGUT and averaging the $E_d$ for the area of the watershed can result in the underestimation of the average of $E_d$, due to the non-linearity of the SCS Direct Runoff equation (Oliveira 2004, 2006; Beven 2012). Errors can result from the simplification of adopting a spatial weighted CN in the simulations conducted in each watershed. The two approaches were applied to 9 – Entradas watershed: (1) Direct runoff from spatial weighted CN (Avg. CN) and (2) spatial weighted direct runoff from each CN/AGUT (Avg. $E_d$). Figure 6 shows monthly and yearly results, confirming that in the first approach $E_d$ is slightly underestimated, with an average difference between the computed $E_d$ of 5% between the approaches and a coefficient of correlation, $r$, of 0.9999 and 0.9994 for monthly and yearly results, respectively. It was therefore assumed that it is acceptable to use the average CN.

**Results and Discussion**

**Hydrogeological conceptual models of the studied watersheds**

The hydrological behaviour of the watersheds in terms of surface-subsurface water fluxes is influenced by several factors.
### Watershed Percentage of area

| No. | Watershed          | Percentage | Geol. | Dom. Geol. |
|-----|--------------------|------------|-------|------------|
| 00  | Monte Pisão        | 15%        | E     | E + M + S  |
| 02  | Ponte Algalé       | 81%        | E     | E + S + K  |
| 03  | Herdade das Pancas | 12%        | E     | E + S + K  |
| 04  | Flor da Rosa       | 62%        | E     | E + S + K  |
| 05  | Ponte de Vale Joana| 0%         | S     | E + S + K  |
| 06  | Ponte São Domingos | 0%         | S     | E + S + K  |
| 07  | Monte da Arregota  | 11%        | E     | E + S + K  |
| 08  | Albernoa           | 0%         | S     | E + S + K  |
| 09  | Entradas           | 100%       | E     | E + S + K  |
| 10  | Vascão             | 100%       | E     | E + S + K  |
| 11  | Monte dos Fortes   | 0%         | S     | E + S + K  |
| 12  | Ponte Pereiro      | 10%        | E     | E + S + K  |
| 13  | Monte dos Pachecos | 0%         | S     | E + S + K  |
| 14  | Vidigal            | 2%         | E     | E + S + K  |
| 15  | Quinta Passagem    | 5%         | E     | E + S + K  |
| 16  | Curral de Boieiros | 0%         | S     | E + S + K  |
| 17  | Ponte Mesquita     | 2%         | E     | E + S + K  |
| 18  | Bodega             | 0%         | S     | E + S + K  |
| 19  | Ponte Rodoviária   | 3%         | E     | E + S + K  |
| 20  | Coiro da Burra     | 0%         | S     | E + S + K  |
| 21  | Sítio Igreja       | 0%         | S     | E + S + K  |
| 22  | Rio Seco           | 13%        | E     | E + S + K  |

Note: In red are overall computed NSE below zero (bad adjustment), while in black bold are represented the best results for that watershed (in rosso sono presentati gli NSE calcolati al di sotto di zero (adattamenti negativi), mentre in grassetto nero sono rappresentati i migliori risultati per ciascun bacino).
group, eleven watersheds resulted in adjusted $\phi < 0.2$ and four with values varying between 0.2 and 0.44. In CM-b the better adjustment was observed for maximum $\phi$ (0.8) and 100% $I_p$.

In the three predominantly sedimentary watersheds (CM-c), 21 – Sítio Igreja showed better adjustment for 0% $I_p$, 22 – Rio Seco for 20% $I_p$, and 20 – Coiro da Burra 80% $I_p$, with adjusted $\phi$ varying from 0.04 (20 – Coiro da Burra) to 0.8 (21 – Sítio Igreja). It is not clear how to derive a specific $I_p$ for this group, from which the hydraulic heterogeneity of the sedimentary rocks can result in different behaviour in terms of infiltration.

For CM-d watersheds, 17 – Ponte Mesquita showed better adjustment for 0% $I_p$ ($\phi = 0.8$) and 15 – Quinta Passagem ($\phi = 0$) and 19 – Ponte Rodoviária ($\phi = 0.8$) for 20% $I_p$.

12 – Ponte Pereiro (CM-a) showed NSE < 0 for all simulations and 17 – Ponte Mesquita (CM-d) followed by 21 – Sítio Igreja (CM-c) showed the worst results for NSE (-38.9 for 100% and -20.22 for 100%, respectively).

Figure 7 compares average $E_{\text{total}}$ and $E_d$ by measured surface flow, by watershed, for the more adequate percentages of $I_p$ given the established conceptual model (Tab. 3) – a = 100% $I_p$, b = 80% $I_p$, c = 0% $I_p$, and d = 20% $I_p$. For all watersheds and particularly for CM-a it is possible to observe the increase of $r$ computed between $E_d$ and $E_{\text{total}}$ confirming the importance of the $I_p$ component to the total surface flow budget. That is similar to the CM-d group, in line with the established assumptions of the conceptual model. It must be noted that both CM-c and CM-d include a small number of watersheds not allowing the extraction of relevant correlation.

Adjusted $\phi$ was plotted against CNp, AGUTp and yearly average rainfall to evaluate possible relations that may allow extrapolating to other watersheds – Supplementary Materials, Fig. 19a to Fig. 19c, respectively – and no relations were detected ($r < 0.7$).

**Sensitivity of the parameters $\phi$, percentage of $I_p$ and AGUT for fixed CNp**

Concerning this sensitivity analysis, we opted to use three percentages of $I_p$ to (1) assume that at least 20% of the SF corresponds to $I_p$, following the premise that baseflow receives an important contribution from groundwater which is common in semi-arid areas and (2) reduce the number of simulations to be conducted.

Table 4 summarizes the results of the conducted simulations, presenting the pair of parameters (optimized AGUT – AGUTp) – and adjusted $\phi$ for each $I_p$ that showed the best adjustment considering the maximum computed NSE for the monthly data. Figure 8 compares the computed AGUTp with AGUTp by watershed and represents the distribution of the adjusted $\phi$ parameter. All results for the conducted simulations, including spatial distribution, are presented in the Supplementary Materials section (Fig. 20 to Fig. 33).

The optimized AGUT (AGUTp) is generally lower for CM-a and CM-b when compared with CM-c and CM-d. For CM-a and CM-b the expected increase in AGUTp as a result of increasing $I_p$ is lower if compared with CM-c and CM-d. This confirms the assumptions of the established conceptual models, considering that increased AGUTp results in lower $I_p$, which in predominantly sedimentary watersheds (CM-c) and watersheds with a significant presence of karstic areas (CM-d) the discharge may occur outside the watershed bounds (hence, the lower contribution of the $I_p$ in the $E_{\text{total}}$). Considering the model used, lower AGUTp means less water stored in the soil and higher $I_p$. This is coherent with the assumption that in watersheds with low permeability rocks (CM-a and CM-b), higher $I_p$ is relevant in $E_{\text{total}}$, even if a different percentage of $I_p$ may have to be considered if other rocks may influence the infiltration. This is the case of CM-b (5 – Ponte de Vale Joana) which has >20% of the area composed of sedimentary rocks, therefore the more adequate $I_p$ may be lower than 100%. Some exceptions are observed within the CM groups. CM-a, 11 – Monte dos Fortes shows a relatively high AGUTp (400 mm) for 100% $I_p$. In CM-c, 20 – Coiro da Burra shows lower AGUTp for different $I_p$, if compared with other watersheds in the same group. This may be associated with increased average yearly rainfall and lower SF, having the higher SF-Rainfall ratio in the group.

In CM-d, 17 – Ponte Mesquita presents the better adjustment for the highest AGUTp considered (500 mm), having the lowest SF-Rainfall ratio of the dataset. Concerning CMs, in CM-a, for 100% $I_p$, the adjusted $\phi$ is lower than 0.24,
with exception of 3 - Herdade de Pancas. This watershed shows no substantial difference in terms of dominant lithologies, rainfall or SF in comparison with other watersheds in the same group and, shows similar NSE values for a broad spectrum of φ (Supplementary Materials – Fig. 21).

| Watershed            | CM  | AGUTp | 20%Iₚ | Adj. φ | NSEₘₐₓ | AGUTp | Adj. φ | NSEₘₐₓ | 50%Iₚ | Adj. φ | NSEₘₐₓ | 100%Iₚ | Adj. φ | NSEₘₐₓ |
|----------------------|-----|-------|--------|--------|--------|-------|--------|--------|-------|--------|--------|-------|--------|--------|
| 1 - Monte do Pisão   | a   | 314.70| 160    | 0.00   | 0.74   | 180   | 0.16   | 0.86   | 280   | 0.00   | 0.84   |       |        |        |
| 2 - Ponte Algalé     | a   | 182.80| 100    | 0.00   | 0.55   | 140   | 0.00   | 0.85   | 200   | 0.00   | 0.92   |       |        |        |
| 3 - Herdade das Pancas| a   | 274.50| 100    | 0.00   | 0.57   | 120   | 0.00   | 0.79   | 160   | 0.48   | 0.93   |       |        |        |
| 4 - Flor da Rosa     | a   | 139.40| 80     | 0.00   | 0.52   | 100   | 0.00   | 0.74   | 140   | 0.24   | 0.89   |       |        |        |
| 5 - Ponte de Vale Joana| b  | 129.00| 80     | 0.00   | 0.33   | 80    | 0.80   | 0.62   | 120   | 0.80   | 0.73   |       |        |        |
| 6 - Monte São Domingos | a  | 170.60| 80     | 0.00   | 0.62   | 100   | 0.00   | 0.78   | 140   | 0.08   | 0.86   |       |        |        |
| 7 - Monte da Arregota| a   | 240.60| 60     | 0.00   | 0.56   | 80    | 0.00   | 0.77   | 100   | 0.04   | 0.84   |       |        |        |
| 8 - Albernoa         | a   | 136.10| 60     | 0.00   | 0.6    | 80    | 0.80   | 0.82   | 100   | 0.08   | 0.97   |       |        |        |
| 9 - Entradas         | a   | 108.80| 60     | 0.00   | 0.55   | 80    | 0.04   | 0.77   | 100   | 0.24   | 0.91   |       |        |        |
| 10 - Vascão          | a   | 8.10  | 20     | 0.00   | 0.41   | 20    | 0.00   | 0.64   | 40    | 0.00   | 0.83   |       |        |        |
| 11 - Monte dos Fortes| a   | 0.50  | 100    | 0.00   | 0.9    | 120   | 0.12   | 0.94   | 80    | 0.00   | 0.88   |       |        |        |
| 12 - Ponte Pereiro   | a   | 284.00| 20     | 0.00   | -0.04  | 20    | 0.00   | 0.07   | 100   | 0.04   | 0.8   |       |        |        |
| 13 - Monte dos Pachecos| a   | 7.50  | 20     | 0.00   | 0.45   | 80    | 0.00   | 0.62   | 100   | 0.04   | 0.8   |       |        |        |
| 14 - Vidigal         | a   | 223.30| 100    | 0.00   | 0.15   | 100   | 0.80   | 0.32   | 140   | 0.24   | 0.34   |       |        |        |
| 15 - Quinta Passagem | d   | 47.20 | 100    | 0.00   | 0.49   | 260   | 0.00   | 0.55   | 300   | 0.00   | 0.6   |       |        |        |
| 16 - Curral de Boieiros| a | 3.40 | 20     | 0.00   | 0.84   | 60    | 0.00   | 0.89   | 80    | 0.04   | 0.81   |       |        |        |
| 17 - Ponte Mesquita  | d   | 147.00| 500    | 0.80   | 0.47   | 500   | 0.80   | 0.09   | 500   | 0.72   | -1.89  |       |        |        |
| 18 - Bodega          | a   | 8.20  | 80     | 0.00   | 0.67   | 100   | 0.04   | 0.78   | 140   | 0.80   | 0.87   |       |        |        |
| 19 - Ponte Rodoviária| d   | 82.50 | 180    | 0.60   | 0.62   | 280   | 0.80   | 0.85   | 400   | 0.80   | 0.75   |       |        |        |
| 20 - Coiro da Burra  | c   | 124.30| 160    | 0.08   | 0.64   | 180   | 0.20   | 0.73   | 220   | 0.72   | 0.89   |       |        |        |
| 21 - Sítio Igreja    | c   | 130.20| 240    | 0.80   | 0.22   | 500   | 0.80   | 0.02   | 500   | 0.80   | -0.19  |       |        |        |
| 22 - Rio Seco        | c   | 141.70| 280    | 0.44   | 0.58   | 320   | 0.72   | 0.73   | 500   | 0.52   | 0.64   |       |        |        |

Note: In red are overall computed NSE below zero (bad adjustment), while in black bold are represented the best results for that watershed.
Nota: in rosso sono presentati i NSE calcolati al di sotto di zero (adattamenti negativi), mentre in grassetto nero sono rappresentati i migliori risultati per ciascun bacino.
The majority of watersheds show acceptable adjustment, with exception of 17 – Ponte Mesquita and 21 – Sítio Igreja having low NSE and, as expected, with better adjustments if compared with previous sensitivity analysis.

The measured yearly surface flow (SF) is compared with $E_{\text{total}}$ in Figure 9, using adjusted $\varphi$ and AGUTo for each watershed for the preestablished percentage of $I_p$ for the conceptual model where each watershed was grouped (a = 100%$I_p$, c = 20%$I_p$, and d = 50%$I_p$). Although an acceptable coefficient of correlation ($r = > 0.7$) is observed for all watersheds and each CM, achieving better results if compared with the previous sensitivity analysis (Fig. 7), it must be noted that BALSEQ generally overestimates $E_{\text{total}}$ when analysing the results at this time scale.

**Fig. 9 - Computed $E_{\text{total}}$ vs measured surface flow (SF) for different $I_p$.**

Possible relations were explored between watershed characteristics: average annual rainfall vs adjusted $\varphi$, average annual rainfall vs AGUTo, CNp vs adjusted $\varphi$ and AGUTo vs AGUTp - Supplementary Materials, Fig. 34a to Fig. 34d, respectively. No clear relationship can be attained due to the low correlation (CM-a) and a low number of watersheds in CM groups (CM-c and CM-d). In AGUTo vs AGUTp for CM-a, 11 – Monte dos Fortes was excluded which increased correlation but did not allow to achieve significance ($r < 0.7$).

**Detailed analysis of the BALSEQ response for the watersheds with the best and the worst adjustments for adjusted $\varphi$ and AGUTo simulations**

Looking into the results in detail, 11 – Monte dos Fortes had the best adjustment in the dataset (NSE$_{\text{max}} = 0.94$ for AGUTo = 120 mm and $\varphi = 0.12$) while 17 – Ponte Mesquita showed the worst results (NSE$_{\text{max}} = -1.89$, for AGUTo = 500 mm and $\varphi = 0.72$).

**11 – Monte dos Fortes watershed**

The results of simulations for 11 – Monte dos Fortes has many acceptable solutions (NSE > 0.5) for a broad spectrum of values of both $\varphi$ and AGUTo (Supplementary Materials – Fig. 24). In Figure 10 it is possible to observe that the model reproduces the behaviour of the measured flow following the rainfall occurrence and generally severe peaks in measured flow well reproduced, with minor deviation of computed values in smaller flow episodes. For the computed adjusted $\varphi$, no general differences are observed between the response of the model to rainfall with different values of AGUTo in different $I_p$. It is important to note that this watershed shows a relevant SF Rainfall ratio of 30%.

Considering the 50% $I_p$, which is not the expected percentage of $I_p$ for the CM established for this watershed, Figure 11 shows the monthly results of the model for different pairs of AGUTo and $\varphi$ ([120, 0.12], [120, 0.8], [240, 0.2] and [500, 0.8]). High [AGUTo, $\varphi$] pair (500, 0.8) shows a relevant underestimation of $E_{\text{total}}$, while the other pairs show similar results between themselves and NSE$_{\text{max}} > 0.7$. For this watershed, AGUT variation took a more significant impact on the results if compared with the variation of $\varphi$.

**Fig. 10 - $E_{\text{total}}$ variation through time for 11 – Monte dos Fortes.**

**Fig. 10 - Variazione di $E_{\text{total}}$ nel tempo per 11 – Monte dos Fortes.**
17 – Ponte Mesquita watershed

17 – Ponte Mesquita shows the lowest SF-Rainfall ratio of the dataset (4%), which may explain the poor adjustment for almost all AGUT/φ (Supplementary Materials – Fig. 30). The maximum NSE value computed was 0.4 (20% Ip). The better adjustment refers to AGUTo of 500 mm and φ of 0.8.

Figure 12 shows that due to the low surface flow measured, possibly related to subsurface losses (40% of the area are karstic rocks), the model will rely on high values of φ and AGUTo, which lower the E_d and increase the I_p, ultimately lowering E_total (for the lowest I_p considered in the simulations – 20%). This is also observed in 21 – Sítio Igreja results (SF Rainfall ratio of 5%) although they belong to different CM groups – cf. Supplementary Materials (Fig. 32).

Figure 13 and Figure 14 show the computed model results for monthly E_total with 20%, and different φ with the same AGUTo and different AGUTo with the same φ, respectively. It is possible to observe, with AGUTo = 500 mm, that lower
φ results in higher computed E_{total} as expected, decreasing as φ increases. With a maximum value of φ considered in the simulations (0.8) the decrease of AGUTo results in a decrease of E_{total}. This confirms that BALSEQ should be used carefully in areas with low SF and with relevant karstic regions or highly permeable sedimentary formations. In the simulations conducted it is perceptible that in the referred watersheds better adjustments could be achieved if x\%I_p was closer to 0.

**Comparison of results between the two procedures for sensitivity analysis**

Comparing the two approaches of sensitivity analysis ([1] static AGUT, variable I_p and φ vs [2] variable AGUT, I_p and φ) for the whole dataset, and looking specifically at the maximum NSE and the adjustments between different x\%I_p, it is possible to observe that the increase of I_p resulted in an increase in the number of watersheds with NSE_{max} > 0.5 (Fig. 15). The tuning of AGUT from the initially computed value resulting from the methods initially established in Vermeulen et al. (1993) may be relevant to achieve more accurate results.

**Conclusions**

The overall results show that it may be difficult to reach the clear conclusion that the parameter φ, defined as 0.2, is overestimated and inadequate for the studied region, but they confirm the assumptions of Correia (1984) and Portela et al. (2000) that this parameter should not be overlooked when applying the SCS E_{S} calculation method outside the area for which it was defined.

No clear relations were identified between the φ parameter and the watershed characteristics, such as yearly averaged rainfall, CN or between optimized AGUT and CN (both reflect the soil type and land use), even if this evaluation is conducted for groups of watersheds with the same conceptual model that considers the different contribution that deep infiltration can have in the total flow (E_{total} = E_d + x\%I_p or E_{total} = x\%I_p for karstic areas where x is low, and E_d is negligible). By not being possible to identify clear relations between the studied variables it is therefore not possible to define a model to extrapolate an adjusted φ to other ungauged watersheds. The results seem to express that the variation of φ and AGUT occur under the influence of other phenomena not considered in BALSEQ inputs and that may influence the hydrological behaviour of the watershed, particularly the influence, at local scale, of the exchanges between surface and groundwater in geologically heterogeneous watersheds. Also, AGUT is computed based on the root depth of vegetation, which is itself a parameter that varies throughout the year, particularly in agricultural regions. In future simulations, a seasonal varying of AGUT – similar to varying CN given antecedent moisture conditions – can be developed and integrated into the model.

The main problem with the adopted sensitivity analysis procedures is directly related to the model returning similar results for a large set of different parameters considered. For the simulation results with AGUTp (cf. Supplementary Materials, Fig. 17), the variation of φ shows little effect in NSE values, even for different percentages of I_p in certain watersheds. In this method, for I_p below 20\%, there is a better adjustment (maximum NSE) for lower values of φ.
For the simulations with varying AGUT (cf. Supplementary Materials, Fig. 20 to Fig. 32), it is possible to identify intervals of optimized AGUT values in many of the studied watersheds but, again, low differences in NSE are observed with variation of $\varphi$. The exception is 17 – Ponte Mesquita and 21 – Sitio Igreja, watersheds, with low SF–Rainfall ratio and different conceptual models, where acceptable adjustments are computed only in a constrict interval of AGUT and $\varphi$, both high, to handle low values of SF.

Although it was not possible to correlate intrinsic characteristics of the watersheds with adjusted parameters, it was possible to understand that, if the BALSEQ model is to be applied in a large geologically heterogeneous region, it should be considered that the total flow results from the conjugation of direct runoff and an important contribution of the $I_p$ (above 50% in many parts of the region). The appreciation of the adjustments may deter the use of the BALSEQ model for the evaluation of extreme events, as it may not keep up with peaks of flow (at monthly scale) specifically in some watersheds where the SF–Rainfall ratio is low, which evidence critical losses due possibly to deep infiltration. As BALSEQ always calculates $E_d$, the model must be used with caution when comparing with SF from watersheds with important karstic influence near the gauging station, or sedimentary watersheds where infiltration is significant and does not contribute to the groundwater discharge within its bounds (e.g., discharges to the sea). Also, BALSEQ overestimates the $E_{total}$ for the predefined CMs’ $x\%I_p$, which may indicate that the used approach is oversimplistic.

Studies at a regional scale must cope with increased degrees of uncertainty related, e.g., with mapping of initial parameters such as CN or AGUT but also with rainfall and PET series. The simulations at these scales may lack the detail for the implementation required (e.g., MAR methods) giving a more general overview of the water availability. It must be considered that the considered data was not for a common period of analysis, which only allowed for the comparison among average values which may integrate meteorological anomalies (e.g., a long period of drought or rainfall variability). We suggest that further synchronous studies are conducted in small geologically and pedologically homogeneous watersheds located within the study region, gathering complete SF, rainfall and PET series coupled with soil characterization, which ultimately may help to define a model of calibration to be applied in non-monitored regions.
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