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Rare-event simulation techniques, such as importance sampling (IS), constitute powerful tools to speed up challenging estimation of rare catastrophic events. These techniques often leverage the knowledge and analysis on underlying system structures to endow desirable efficiency guarantees. However, black-box problems, especially those arising from recent safety-critical applications of AI-driven physical systems, can fundamentally undermine their efficiency guarantees and lead to dangerous under-estimation without diagnostically detected. We propose a framework called Deep Probabilistic Accelerated Evaluation (Deep-PrAE) to design statistically guaranteed IS, by converting black-box samplers that are versatile but could lack guarantees, into one with what we call a relaxed efficiency certificate that allows accurate estimation of bounds on the rare-event probability. We present the theory of Deep-PrAE that combines the dominating point concept with rare-event set learning via deep neural network classifiers, and demonstrate its effectiveness in numerical examples including the safety-testing of intelligent driving algorithms.

Key words: rare-event simulation, importance sampling, black-box systems, neural network, large deviations, dominating points
1. Introduction

Rare-event simulation techniques have constituted a powerful toolbox to speed up challenging estimation of rare catastrophic events. From a Monte Carlo standpoint, rare-event estimation is difficult because, by definition, the probability of landing such an event is tiny, which necessitates an enormous amount of simulation runs to observe one “hit” and obtain meaningful information. Statistically, this difficulty manifests as a high variance-to-squared-mean ratio (i.e., the so-called relative error; L’ecuyer et al. 2010), and rare-event simulation techniques, cast under the umbrella of so-called variance reduction (Bucklew 2013), have been substantially studied over the years to reduce these errors. These techniques range from importance sampling (IS) (Juneja and Shahabuddin 2006, Blanchet and Lam 2012) to multi-level splitting (Glasserman et al. 1999, Villén-Altamirano and Villén-Altamirano 1994). In many interesting problems, they can be shown to improve estimation efficiency by orders of magnitudes, thus forming a powerhouse to handle these challenging Monte Carlo problems.

While powerful, it is also well-known that, to endow desirable theoretical efficiency guarantees from variance reduction, one often requires knowledge and careful analysis on the underlying model structure (Juneja and Shahabuddin 2006, Dean and Dupuis 2009). This is particularly so in rare-event estimation, because powerful methods that give substantial theoretical improvements, such as IS, could also greatly harm performances if not properly configured to suit the considered system process (a “double-edged sword” so to speak) (Glasserman and Wang 1997). The high-level issue is that just increasing the frequency of hits on the rare-event set alone does not necessarily produce a better estimate than naive Monte Carlo. In order to be statistically valid, one also needs to enforce the output estimator to be unbiased which, in turn, could blow up the variance if the estimator is poorly constructed. On the other hand, general-purpose methods, such as cross-entropy (De Boer et al. 2005) and subset sampling (Au and Beck 2001), are advantageously versatile and do not require detailed model knowledge or analysis, but with the price that full theoretical guarantee is not provided and efficiency is empirically verified.

Our goal in this paper is to study an approach that gives theoretical efficiency guarantees for rare-event estimation driven by black-box models. Let us qualify our claim. By “black-box” here we mean the system logic is not known or too complicated to support analytical tractability, but the input distribution in the simulation model is known and can be modified to observe outputs (thus allowing for techniques such as IS). This relaxes the traditional requirement on precise system knowledge in using provably efficient variance reduction methods. To this end, while one may attempt to use existing general-purpose algorithms, we show that, when applied in such black-box settings, these algorithms could result in dangerous under-estimation of rare-event probabilities.
without diagnostically detected. We highlight that this is an issue that goes beyond theoretical
interest - By not bearing a theoretical efficiency guarantee, the large statistical error could be
hidden from empirical results and standard diagnostic checks, thus potentially trapping the user
into making big mistakes without knowing it. Our approach, in some sense, aims to convert these
general-purpose methods that lack guarantees and risk undetected under-estimation, into ones that
have rigorous guarantees and subsequently avoid the perils.

1.1. Motivation

Rare-event estimation has appeared ubiquitously in risk analysis and management across many
disciplines such as queueing systems [Sadowsky 1991, Kroese and Nicola 1999, Blanchet et al.
2009, Blanchet and Lam 2014, Blanchet and Mandjes 2009, Szechtman and Glynn 2002, Ridder
2009, Dupuis et al. 2009], finance [Glasserman 2004, Glasserman et al. 2008, Glasserman and Li
2005, Nyquist 2017], insurance [Asmussen and Albrecher 2010, Asmussen 1985, Collamore 2002]
and reliability [Heidelberger 1995, Rubino and Tuffin 2000, Tuffin 2004, Nicola et al. 1993, 2001].

While efficiency-guaranteed black-box variance reduction algorithms investigated in this paper are
expected to be applicable in many of these applications, our main motivation comes from the recent
vigorous surge of safety-critical intelligent physical systems. The unprecedented deployment of these
systems on many real-world applications comes with the need for safety validation and certification
[Kalra and Paddock 2016, Koopman and Wagner 2017, Uesato et al. 2018]. For systems that
interact with humans and are potentially safety-critical – which can range from medical systems
to self-driving cars and personal assistive robots – it is imperative to rigorously assess their risks
before their full-scale deployments. The challenge, however, is that these risks are often associated
precisely with how AI reacts in rare and catastrophic scenarios, which presents rare-event problems
that involve sophisticated AI-driven system dynamics.

To react to this challenge, one could attempt to employ traditional test methods which, unfortu-
nately, fall short of addressing the black-box nature of these problems. In the self-driving context, for
instance, the goal of validation is to ensure the AI-enabled system reduces human-level accident rate
(in the order of 1.5 per 10^8 miles of driving), thus delivering enhanced safety promise to the public
(Evan 2016, Kalra and Paddock 2016, NTSB 2016). Formal verification, which mathematically
analyzes and verifies autonomous design, lacks the analytic tractability to formulate failure cases or
consider all execution trajectories when applied to complex models [Clarke et al. 2018]. Automated
scenario selection approaches generate test cases based on domain knowledge [Wegener and Bühler
2004] or adaptive searching algorithms (such as adaptive stress testing; Koren et al. 2018), which is
more implementable but falls short of rigor. Test matrix approaches, such as Euro NCAP [NHTSA
2007], use prepopulated test cases extracted from crash databases, but they only contain historical
human-driver information. The closest analog to the latter for self-driving vehicles is “naturalistic tests”, which means placing them in real-world environments and gathering observations. This method, however, is economically prohibitive because of the rarity of the target conflict events (Zhao et al. 2017, Arief et al. 2018, Claybrook and Kildare 2018, O’Kelly et al. 2018).

Because of all these limitations, two potential lines of approaches to test intelligent physical systems have been recently proposed. First is simulation-based tests to validate complex black-box designs (Corso et al. 2020). This approach operates by integrating the target intelligent algorithm into an interacting virtual simulation platform that models the surrounding environment. By running enough Monte Carlo sampling of this (stochastic) environment, one hopes to observe catastrophic conflict events and subsequently conduct statistical analyses. This approach is flexible and scalable, as it hinges on building a virtual environment instead of physical systems, and provides a probabilistic assessment on the occurrences and behaviors of safety-critical events (Koopman and Wagner 2018). Second is selective experimental scenario testing on real physical grounds, where the scenarios are suitably randomized to capture the uncertainties in actual road driving. Experiments have been designed to be conducted on the proving ground (Zhao and Peng 2018), in the public streets (Arief et al. 2018), and with mixed reality settings (Feng et al. 2018).

Nonetheless, similar to the challenge encountered by naturalistic tests, because of their rarity, safety-critical events are seldom observed in the simulation or physical-test-ground experiments. This therefore leads to rare-event estimation in a Monte Carlo or “pseudo” Monte Carlo setting, with sophisticated system logic or rare-event boundaries lacking analytical tractability, thus motivating our investigation.

1.2. Overview of our Framework

Connecting to our introduction earlier, we aim to study an approach to obtain efficient rare-event estimators for black-box problems by endowing versatile samplers with theoretical guarantees. On a high level, our approach comprises a two-stage framework, where the first stage is a set-learning phase to gather information about the black-box rare event, while the second stage runs an efficient IS based on the collected knowledge. To endow statistical guarantees in this “learning-to-reduce-variance” approach, our framework utilizes three key ingredients:

1. **Relaxed efficiency certificate:** We shift the estimation of target rare-event probability to an upper (and lower) bound, in a way that supports the integration of learning errors into variance reduction without giving up estimation correctness.

2. **Set-learning with one-sided error:** We design learning algorithms based on deep neural network classifier to create outer (or inner) approximations of rare-event sets. This classifier has a special property that, under a geometric property called orthogonal monotonicity, it exhibits zero false negative rates.
3. **Deep-learning-based IS:** With the deep-learning based rare-event set approximation, we search the so-called *dominating points* in rare-event analysis to create IS that achieves the relaxed efficiency certificate.

We call our framework consisting of the three ingredients above *Deep Probabilistic Accelerated Evaluation (Deep-PrAE)*, where “accelerated evaluation” follows terminologies in recent approaches for the safety-testing of autonomous vehicles (Zhao et al. 2016, Huang et al. 2018). In the set-learning step in Deep-PrAE, the samples fed into our deep classifier can be generated by any general-purpose algorithms including the cross-entropy (CE) method (De Boer et al. 2005, Rubinstein and Kroese 2013) and particle approaches such as adaptive multi-level splitting (AMS) (Au and Beck 2001, Cérou and Guyader 2007, Webb et al. 2018). Deep-PrAE turns these samples into an IS with the relaxed efficiency certificate against undetected under-estimation. Our approach is robust in the sense that it provides a tight bound for the target rare-event probability if the underlying classifier is expressive enough, while it still provides a correct, though conservative, bound if the classifier is weak. To our best knowledge, such type of guarantees and robustness features is the first of its kind in the rare-event simulation literature. We envision our work to lay the foundation for further improvements to design certified methods for evaluating more sophisticated intelligent designs via rare-event simulation.

In the following, Section 2 first describes the statistical risks in black-box rare-event estimation, starting from a review of the established rare-event estimation literature, and then leading the discussion into the under-estimation peril for black-box problems. Section 3 presents in detail our Deep-PrAE framework to address the peril and its underpinning mechanism and guarantees. Then, Section 4 demonstrates and compares our framework with existing baselines in several experiments, including the safety testing of an intelligent driving model. Additional materials and all proofs are provided in the Appendix.

### 2. Statistical Challenges in Black-Box Rare-Event Simulation

We first review some basics on Monte Carlo (Section 2.1) and the standard challenges in rare-event simulation (Section 2.2). We then discuss variance reduction including IS (Section 2.3) and the related large deviations literature (Section 2.4). With these backgrounds in place, we describe, as the key message of this section, the main statistical risk when applying existing variance reduction schemes to tackle black-box systems (Sections 2.5 and 2.6).

Our evaluation goal is a rare-event probability \( \mu = P(X \in S_\gamma) \), where \( X \) is a random vector in \( \mathbb{R}^d \) and distributed according to \( p \). \( S_\gamma \) denotes the rare-event set. In a safety testing task for instance, \( X \) could denote a stochastic environment, and \( S_\gamma \) a safety-critical set on the interaction between the considered physical system and the environment. The “rarity” parameter \( \gamma \in \mathbb{R} \) is considered a
large number, with the property that as $\gamma \to \infty$, $\mu \to 0$ (Think of, e.g., $S_\gamma = \{x : g(x) \geq \gamma\}$ for some risk function $g$ and exceedance threshold $\gamma$).

2.1. Monte Carlo Efficiency

Suppose we use a Monte Carlo estimator $\hat{\mu}_n$ to estimate $\mu$, by running $n$ simulation runs in total. Since $\mu$ is tiny, the error of a meaningful estimation must be measured in relative term, i.e., we would like

$$P(|\hat{\mu}_n - \mu| > \epsilon \mu) \leq \delta$$

where $\delta$ is some confidence level (e.g., $\delta = 5\%$) and $0 < \epsilon < 1$.

Suppose that $\hat{\mu}_n$ is unbiased and is an average of $n$ i.i.d. simulation runs, i.e., $\hat{\mu}_n = (1/n) \sum_{i=1}^n Z_i$ for some random unbiased output $Z_i$. We define the relative error $RE = Var(Z_i)/\mu^2$ as the ratio of variance (per-run) and squared mean. The Markov inequality gives that

$$P(|\hat{\mu}_n - \mu| > \epsilon \mu) \leq \frac{Var(\hat{\mu}_n)}{\epsilon^2 \mu^2} = \frac{Var(Z_i)}{n \epsilon^2 \mu^2}$$

so that

$$\frac{Var(Z_i)}{n \epsilon^2 \mu^2} \leq \delta$$

ensures (1). Equivalently,

$$n \geq \frac{Var(Z_i)}{\delta \epsilon^2 \mu^2} = \frac{RE}{\delta \epsilon^2}$$

is a sufficient condition to achieve (1). So, when $RE$ is large, the required Monte Carlo size is also large. As a remark, note that replacing the second $\mu$ with $\hat{\mu}_n$ in the left hand side of (1) does not change the condition fundamentally, as either is equivalent to saying the ratio $\hat{\mu}_n/\mu$ should be close to 1. Also, note that we focus on the nontrivial case that the target probability $\mu$ is non-zero but tiny; if $\mu = 0$, then no non-zero Monte Carlo estimator can achieve a good relative error.

2.2. Challenges in Naive Monte Carlo

Consider naive Monte Carlo, which means we let $Z_i = \mathbb{1}(X_i \in S_\gamma)$ where $\mathbb{1}(\cdot)$ denotes the indicator function, and $X_i$ is an i.i.d. copy of $X$. Since $Z_i$ follows a Bernoulli distribution, $RE = (1 - \mu)/\mu$. Thus, when $\mu$ is tiny, the sufficient condition for $n$ to attain (1) scales at least linearly in $1/\mu$.

This demanding condition is a manifestation of the difficulty in hitting $S_\gamma$. In the standard large deviations regime [Dembo and Zeitouni 2010, Dupuis and Ellis 2011] where $\mu$ is exponentially small in $\gamma$, the required Monte Carlo size $n$ would grow exponentially in $\gamma$.

To be clearer, we mention that the observation above is in fact tight (i.e., not because we have used a potentially loose Markov inequality). This can be seen by analyzing $n\hat{\mu}_n$ as a binomial variable. To be more specific, we know that $P(|\hat{\mu}_n - \mu| > \epsilon \mu) = P(|n\hat{\mu}_n - n\mu| > \epsilon n \mu)$ and that $n\hat{\mu}_n$
takes values in \(\{0,1,\ldots,n\}\). Therefore, if \(n\mu \to 0\), then \(P(|\hat{\mu}_n - \mu| > \varepsilon \mu) \to 1\), and hence (1) does not hold. Moreover, the following provides a concrete general statement that an \(n\) that grows only polynomially in \(\gamma\) would fail to estimate \(\mu\) that decays exponentially in \(\gamma\) with enough relative accuracy, of which (1) fails to hold is an implication.

**Proposition 1 (Failure of Naive Monte Carlo).** Suppose that \(\mu = P(X \in S_\gamma)\) is exponentially decaying in \(\gamma\) and \(n\) is polynomially growing in \(\gamma\). Define \(\hat{\mu}_n = (1/n) \sum_{i=1}^{n} \mathbb{1}(X_i \in S_\gamma)\). Then for any \(0 < \varepsilon < 1\),

\[
\lim_{\gamma \to \infty} P(|\hat{\mu}_n - \mu| > \varepsilon \mu) = 1.
\]

### 2.3. Variance Reduction

The severe burden when using naive Monte Carlo motivates techniques to drive down \(RE\).

First we introduce the following notion:

**Definition 1 (Efficiency Certificate).** We say an estimator \(\hat{\mu}_n\) satisfies an **efficiency certificate** to estimate \(\mu\) if it achieves (1) with \(n = \tilde{O}(\log(1/\mu))\), for given \(0 < \varepsilon, \delta < 1\).

In the above definition, \(\tilde{O}(\cdot)\) denotes a polynomial growth in \(\cdot\). If \(\hat{\mu}_n\) is constructed from \(n\) i.i.d. samples, then the efficiency certificate can be attained with \(RE = \tilde{O}(\log(1/\mu))\). In the large deviations regime, the sample size \(n\) used in a certifiable estimator is reduced from exponential in \(\gamma\) in naive Monte Carlo to polynomial in \(\gamma\).

We have used the term “efficiency certificate” to denote an estimator that achieves (1) with \(n = \tilde{O}(\log(1/\mu))\). In the rare-event literature, such an estimator is known as “logarithmically efficient” or “weakly efficient” \([\text{Juneja and Shahabuddin 2006}, \text{Blanchet and Lam 2012}]\). We use a new terminology of “certificate” here because of the convenience when we introduce the “relaxed” efficiency notion in Section 3 and also in the actual safety testing of a physical system a methodology or system indeed needs to be “certified” to be safe. We comment that there are other related efficiency criteria (e.g., \([\text{Juneja and Shahabuddin 2006}, \text{L’ecuyer et al. 2010}]\), including bounded relative error that is satisfied if the relative error is bounded from above as \(\gamma \to \infty\) and is a stronger condition than the efficiency certificate that we use.

To achieve efficiency certificate like Definition 1, Importance sampling (IS) stands as a prominent technique by sampling from an alternative distribution that puts more emphasis on the rare event region \([\text{Siegmund 1976}, \text{Glynn and Iglehart 1989}]\). IS generates \(X\) from another distribution \(\tilde{p}\) (called IS distribution), and outputs \(\hat{\mu}_n = (1/n) \sum_{i=1}^{n} L(X_i) \mathbb{1}(X_i \in S_\gamma)\) where \(L = dp/d\tilde{p}\) is the likelihood ratio, or the Radon-Nikodym derivative, between \(p\) and \(\tilde{p}\). Via a change of measure, it is easy to
see that \( \hat{\mu}_n \) is unbiased for \( \mu \). The key is to carefully choose \( \tilde{p} \) to control the RE, which involves increasing the probability of hitting rare event and also ensuring that the likelihood ratio is properly bounded over the rare event region. The choice of \( \tilde{p} \) is studied extensively in the IS literature; see the surveys [Bucklew (2004), Juneja and Shahabuddin (2006), Blanchet and Lam (2012)]. In particular, a vast literature on IS design is based on large deviations theory (Budhiraja and Dupuis 2019), which leads to the notion of dominating points (Sadowsky and Bucklew 1990, Dicker and Mandjes 2005) that we will utilize heavily in this paper, and also subsolution approaches and Lyapunov inequalities (Dupuis et al. 2009, Blanchet et al. 2012a). In settings involving heavy tails where the large deviations is of sub-exponential type, common schemes include mixture-based IS with mixing “big jumps” (Blanchet and Glynn 2008, Blanchet and Liu 2008, Chen et al. 2019, Blanchet et al. 2012b, Murthy et al. 2014, Hult and Svensson 2012) and conditional Monte Carlo (Asmussen and Kroese 2006).

### 2.4. Large Deviations and Dominating Points

Unfortunately, in black-box settings where complete model knowledge and analytical tractability are unavailable, the classical IS methodology described above faces severe challenges. To explain this, we first present how efficiency certificate can be obtained based on the concept of large deviations and dominating points.

From now on, we consider input \( X \in \mathbb{R}^d \) with density function \( f \). We define \( \lambda(s) = \log \mathbb{E} e^{s^T X}, s \in \mathbb{R}^d \) as the cumulant generating function of \( X \) and \( I(y) = \sup_{s \in \mathbb{R}^d} \{ y^T s - \lambda(s) \}, y \in \mathbb{R}^d \) as the so-called rate function, given as the Legendre transform of \( \lambda(s) \). First, we make some assumptions on \( \lambda(s) \), which imply useful properties of \( I(y) \).

**Assumption 1.** \( \lambda(s) \) satisfies the following conditions:

1. \( \lambda(s) \) is a closed proper convex function;
2. \( \mathcal{D}(\lambda) := \{ s \in \mathbb{R}^d : \lambda(s) < \infty \} \) has non-empty interior including \( 0 \);
3. \( \lambda(s) \) is strictly convex and differentiable on \( \mathcal{D}(\lambda)^\circ \);
4. \( \lim_{n \to \infty} \| \nabla \lambda(s_n) \|_2 = \infty \) for any sequence \( \{ s_n \}_{n=1}^\infty \) in \( \mathcal{D}(\lambda)^\circ \) converging to a boundary point of \( \mathcal{D}(\lambda) \).

Assumption 1 is standard in large deviations and applies to most light-tailed distributions (Dembo and Zeitouni 2010). To facilitate understanding, if we take multivariate Gaussian distribution \( N(m, \Sigma) \) as an example, then by definition \( \lambda(s) = m^T s + \frac{1}{2} s^T \Sigma s \) and \( I(y) = \frac{1}{2} (y - m)^T \Sigma^{-1} (y - m) \), and it is easy to verify that all the conditions in Assumption 1 hold. From Assumption 1 we have the following:

**Lemma 1.** Under Assumption 1, \( I(y) \) has the following properties:
1. $\mathcal{D}(I) := \{ y \in \mathbb{R}^d : I(y) < \infty \}$ has non-empty interior;
2. $I(y)$ is strictly convex and differentiable on $\mathcal{D}(I)^\circ$;
3. $I(y) \geq 0$ with $I(y) = 0$ if and only if $y = \nabla \lambda(0)$;
4. For any $y \in \mathcal{D}(I)^\circ$, there exists a unique $s = s_y \in \mathcal{D}(\lambda)^\circ$ such that $\nabla \lambda(s_y) = y$ and $I(y) = s_y^T y - \lambda(s_y)$.

With these, we introduce the concept of dominating set:

**Definition 2 (Dominating Set).** Suppose that Assumption 1 holds and $0 < \inf_{y \in S_\gamma} I(y) < \infty$. We call $A_\gamma \subset S_\gamma$ a dominating set for $S_\gamma$ associated with the distribution $p$ if
1. For any $x \in S_\gamma$, there exists at least one $a \in A_\gamma$ such that $s_a^T(x - a) \geq 0$ where $s_a$ is as defined in Lemma 1;
2. For any $a \in A_\gamma$, $A_\gamma \backslash \{a\}$ does not satisfy the above condition.

Moreover, we call any point in $A_\gamma$ a dominating point.

The dominating set comprises the “corner” cases where the rare event occurs (Sadowsky and Bucklew 1990). In other words, each dominating point $a$ encodes, in a local region, the most likely scenario should the rare event happen, and this typically corresponds to the highest-density point in this region. Locality here refers to the portion of the rare-event set that is on one side of the hyperplane cutting through $a$ (see Figure 1(a)). For instance, in the example of multivariate Gaussian $N(m, \Sigma)$, we get $s_a = \Sigma^{-1}(a - m)$ and then $s_a^T(x - a) \geq 0$ implies that $(x - m)^T \Sigma^{-1}(x - m) \geq (a - m)^T \Sigma^{-1}(a - m)$. That is, $a$ minimizes the rate function $I$ or equivalently, maximizes the density function over $S_\gamma \cup \{x : s_a^T(x - a) \geq 0\}$.

Intuitively, to increase the frequency of hitting the rare-event set (and subsequently to reduce variance), an IS would translate the distributional mean to the global highest-density point in the rare-event set. The delicacy, however, is that this is insufficient to control the variance, due to the “overshoots” arising from sampling randomness. In order to properly control the overall variance, one needs to divide the rare-event set into local regions governed by dominating points, and using a mixture IS distribution that accounts for all of them.

The above delicacy is well-known in the literature (e.g., Glasserman and Wang 1997), and here we provide an intuitive explanation. Roughly speaking, for $X \sim p$ and a rare-event set $S_\gamma$, we have $P(X \in S_\gamma) \approx e^{-I(a^*)}$ where $a^* = \arg \min_{y \in S_\gamma} I(y)$ and $\approx$ is up to some factor polynomial in $I(a^*)$ (see, e.g., Theorem 1 in the sequel). Thus, to obtain an efficiency certificate, IS estimator given by $Z = L(X)1(X \in S_\gamma)$, where $X \sim \tilde{p}$ and $L = dp/d\tilde{p}$, needs to have $\text{Var}(Z) \leq \tilde{E}[Z^2] \approx e^{-I(a^*)}$ where $\text{Var}(\cdot)$ and $\tilde{E}[:]$ denote the variance and expectation under $\tilde{p}$. Note that the last equality relation
cannot be improved, as otherwise it would imply that $\overline{\text{Var}}(Z) = \tilde{E}[Z^2] - (\tilde{E}[Z])^2 < 0$. Now consider an IS with likelihood ratio $L(x) = e^{\lambda(s^*) - s^T x}$ where $s^* := s_{a^*}$, giving

$$\tilde{E}[Z^2] = \tilde{E}[L(X)^2 1(X \in S_\gamma)] = e^{-2(s^* a^* - \lambda(s^*))} \tilde{E}[e^{-2s^T(x-a^*)} 1(X \in S_\gamma)]$$

(2)

If the “overshoot” $s^T(x - a^*)$, i.e., the remaining term in the exponent of $L(x)$ after moving out $I(a^*) = s^T a^* - \lambda(s^*)$, satisfies $s^T(x - a^*) \geq 0$ for all $x \in S_\gamma$, then the expectation in the right hand side of (2) is bounded by 1, and an efficiency certificate is achieved. This, however, is not true for all points in the set $S_\gamma$ (which motivates the notion of dominating sets and points in Definition 2). For instance, if $S_\gamma$ is convex, then, noting that $s_y = \nabla I(y)$, we get that $a^*$ gives a singleton dominant set since $s^T(x - a^*) \geq 0$ for all $x \in S_\gamma$ is precisely the first order optimality condition of the involved
optimization. In general, if we can decompose $S_\gamma = \bigcup_j S_j^\gamma$ where $S_j^\gamma \subset \{ x : s^T \alpha_j (x - a_j) \geq 0 \}$ for a dominating point $a_j \in A_\gamma$, then each $S_j^\gamma$ can be viewed as a “local” region where the dominating point $a_j$ is the highest-density, or the most likely point such that the rare event occurs.

Next, to present an efficient IS using dominating sets, we first introduce an additional geometric notion that we call orthogonal monotonicity:

**Definition 3 (Orthogonal monotonicity).** We call a set $S \subset \mathbb{R}^d_+$ orthogonally monotone if for any two points $x, x' \in \mathbb{R}^d_+$, we have $x \leq x'$ (where the inequality is defined coordinate-wise) and $x \in S$ implies $x' \in S$ too.

Definition 3 when applied to a rare-event set means that any point that is more “extreme” than a point in the set must also lie inside it. This is an intuitive assumption that holds for interesting safety-critical settings (see Section 4) and will be used heavily in Section 3. For now, its main use is to facilitate the design of a certifiable IS. To proceed, we make the following assumptions on the rare-event set $S_\gamma$:

**Assumption 2.** Denote $a^* = \arg\min_{y \in S_\gamma} I(y)$ and $s^* = s_{a^*}$. Suppose that

1. $S_\gamma$ is orthogonally monotone;
2. $0 < I(a^*) < \infty$;
3. As $\gamma \to \infty$, $s_i^*$ at most grows polynomially in $\gamma$ for any $i = 1, \ldots, d$;
4. There exists a constant $\varepsilon > 0$ such that $f^*(x) := f(x)e^{s^T x - \lambda(s^*)}$ has a uniform lower bound for $a^* \leq x \leq a^* + \varepsilon 1$ which at most decays polynomially in $\gamma$.

Under the above assumptions, the dominating set approach gives a certifiable IS as follows:

**Theorem 1 (Certifiable IS).** Suppose Assumptions 1 and 2 hold. Also suppose that $A_\gamma$ is the dominating set for $S_\gamma$ associated with the distribution $p$. Then we can decompose $S_\gamma = \bigcup_j S_j^\gamma$ where $S_j^\gamma$’s are disjoint, $a_j \in S_j^\gamma$ and $S_j^\gamma \subset \{ x : s^T \alpha_j (x - a_j) \geq 0 \}$ for $a_j \in A_\gamma$. Moreover, for any constants $\alpha_j$’s such that $\alpha_j > 0, \forall j$ and $\sum_j \alpha_j = 1$, the IS distribution $f(x) \sum_j \alpha_j e^{s^* \alpha_j x - \lambda(s^*)}$ achieves an efficiency certificate in estimating $\mu = P(X \in S_\gamma)$, i.e., if we let $Z = \mathbb{1}(X \in S_\gamma)L(X)$ where $L$ is the corresponding likelihood ratio, then $\tilde{E}[Z^2]/\tilde{E}[Z]^2$ is at most polynomially growing in $\gamma$.

The dominating point concept and mixture-type IS described in Theorem 1 have been known in the literature (e.g., Sadowsky and Bucklew 1990, Dieker and Mandjes 2006). Nonetheless, our setting bears some technical distinction in that we focus on the geometry of the rare-event set instead of using a scaling regime for the Gärtner-Ellis Theorem (Gärtner 1977, Ellis 1984), the latter requiring the rare-event set to scale proportionately with the rarity parameter. To support the generality of Theorem 1, we provide several examples in Appendix EC.1 to show the validity of Assumption 2 for various common input probability distributions.
2.5. Perils of Black-Box Variance Reduction Algorithms

Theorem 1 has presented a mixture IS that possesses efficiency guarantees by including all the dominating points in the mixture. The main risk in black-box settings, however, lies in what happens when the mixture IS misses any of the dominating points. The latter can occur since in black-box settings we may not have full information or analytical capability to locate all these points.

We stipulate that, in the case that the mixture IS could miss dominating points, the resulting estimate may be utterly unreliable for two reasons. First is that its RE can be arbitrarily large or the efficiency certificate can fail to hold, a consequence intuited naturally from our discussion in Section 2.4. Second, more importantly, this poor performance can be empirically hidden and leads to a systematic under-estimation of the rare-event probability without being detected. In other words, in a given experiment, we may observe a reasonable empirical relative error (i.e., sample variance over squared sample mean), yet the estimate is much lower than the correct value. Thus, a user could be trapped into making a big mistake in the rare-event probability estimation, but not knowing it.

We support our claim above with the following example. To connect to Theorem 1, the example is constructed under Assumption 2, where the orthogonal monotonicity assumption is slightly generalized to the case where there is a “modal point” (in this case the origin) and the set is orthogonally monotone in each quadrant.

**Theorem 2 (Perils of under-estimation).** Suppose we estimate $\mu = P(X \geq \gamma \text{ or } X \leq -k\gamma)$ where $X \sim p = N(0, 1)$ and $0 < k < 3$. We choose $\tilde{p} = N(\gamma, 1)$ as the IS distribution to obtain $\hat{\mu}_n$.

To be specific, we generate $X_1, \ldots, X_n$ i.i.d. from $\tilde{p}$, compute $Z_i = 1(X_i \geq \gamma \text{ or } X_i \leq -k\gamma)L(X_i)$ for each $i$ where $L(x) = e^{-\gamma x + \frac{1}{2}\gamma^2}$, and set $\hat{\mu}_n = \frac{1}{n} \sum_{i=1}^{n} Z_i$. Then

1. $\tilde{E}[Z^2_i]/E[Z^2_i]$ grows exponentially in $\gamma$.
2. If $n$ is polynomial in $\gamma$, we have $\tilde{P}\left(\left|\hat{\mu}_n - \Phi(\gamma)\right| > \varepsilon \Phi(\gamma)\right) = O\left(\frac{1}{n^2}\right)$ for any $\varepsilon > 0$ where $\Phi(\gamma) = P(X \geq \gamma) < \mu$, and

\[
\tilde{P}\left(\frac{1}{n} \sum_{i=1}^{n} Z_i^2 > \frac{1+\varepsilon}{(1-\varepsilon)^2} \frac{e^{2\gamma} \Phi(2\gamma)}{\Phi^2(\gamma)}\right) = O\left(\frac{\gamma}{n\varepsilon^2}\right)
\]

for any $0 < \varepsilon < 1$ where $\frac{e^{2\gamma} \Phi(2\gamma)}{\Phi^2(\gamma)} = \Theta(\gamma)$.

Theorem 2 gives several implications. First of all, in the considered setting there are two dominating points $\gamma$ and $-k\gamma$ but the IS design only considers the first one. As a result, efficiency certificate fails to hold. Mathematically (evident from the proof), this happens because there could exist “unlucky” scenario where the sample falls into the rare-event set, so that $1(X \in S_\gamma) = 1$, while the likelihood ratio $L(X)$ explodes, which leads to a tremendous estimation variance.
Though Part 1 is undesirable, the real risk, however, is revealed in Part 2 of Theorem 2. The first half of Part 2, namely $\hat{P}(|\hat{\mu}_n - \Phi(\gamma)| > \varepsilon \Phi(\gamma)) = O(\frac{1}{n\varepsilon^2})$, shows that the estimate concentrates (with deviation probability growing only polynomially in $\gamma$) at a value that can be severely under the correct one, especially when $k < 1$. On the other hand, the empirical relative error, captured by $\frac{1}{n} \sum_{i=1}^{n} Z_i^2$, is also small with high probability (both the relative error magnitude and deviation probability are polynomial in $\gamma$). This means the empirical result would suggest a convergence supported confidently by a small relative error, when in reality the user could have committed a significant under-estimation mistake.

We mention that, mathematically, Part 2 of Theorem 2 arises because all samples most likely land on the neighborhood of the solely considered dominating point. If the missed dominating point is a significant contributor to the rare-event probability, then the empirical performance would look as if the rare-event set is smaller, leading to a systematic under-estimation. Note that this phenomenon occurs even if the estimator is unbiased, which is guaranteed by IS by default.

### 2.6. Existing Black-Box Algorithms

With this, we now explain why using black-box variance reduction algorithms can be dangerous – in the sense of not having an efficiency certificate and, more importantly, the risk of an unnoticed systematic under-estimation.

In the literature, there are two lines of techniques that apply to black-box problems. The first line is the CE method (De Boer et al. 2005, Rubinstein and Kroese 2013), which uses a sequential optimization approach to iteratively solve for the optimal parameter in a parametric class of IS distributions. The objective in this optimization sequence is to minimize the Kullback–Leibler divergence between the IS distribution and the zero-variance IS distribution (the latter is theoretically known to be the conditional distribution given the occurrence of the rare event, but is unimplementable as it requires knowing the rare-event probability itself). Specifically, assume we are interested in estimating $P(g(X) > \gamma)$ and a parametric class $p_{\theta}$ is considered. The cross-entropy method adaptively chooses $\gamma_1 < \gamma_2 < \ldots < \gamma$. At each intermediate level $k$, we use the updated IS distribution $p_{\theta_k}$, designed for simulating $P(g(X) > \gamma_k)$, as the sampling distribution to draw samples of $X$ that sets up an empirical optimization, from which the next $\theta_{k+1}$ is obtained. While flexible and easy to use, the efficiency of CE depends crucially on the expressiveness of the parametric class $p_{\theta}$ and the parameter convergence induced by the empirical optimization sequence. There are good approaches to determine the parametric classes (e.g., Botev et al. 2016), and also studies on the efficiency of IS distributions parametrized by empirical optimization (Tuffin and Ridder 2012). However, it is challenging to obtain an efficiency certificate for CE that requires iterative empirical optimization in the common form depicted above. Insufficiency on either the choice of the
parametric class or the parameter convergence may lead to the undetectable under-estimation issue (e.g., as in Theorem 2).

under-estimation (see Appendix E)

The second line of methods is the multi-level splitting or subset simulation (Au and Beck 2001, Cérou and Guyader 2007), a particle method in lieu of IS, which decomposes the rare-event estimation problem into estimating a sequence of conditional probabilities. We adaptively choose a threshold sequence $\gamma_1 < \gamma_2 < \ldots < \gamma_K = \gamma$. Then $P(g(x) > \gamma)$ can be rewritten as $P(g(x) > \gamma) = P(g(x) > \gamma_1) \prod_{k=2}^{K} P(g(x) > \gamma_k | g(x) > \gamma_{k-1})$. AMS then aims to estimate $P(g(x) > \gamma_1)$ and $P(g(x) > \gamma_k | g(x) > \gamma_{k-1})$ for each intermediate level $k = 2, \ldots, K$. In standard implementation, these conditional probabilities are estimated using samples from $p(g(x) > \gamma_k | g(x) > \gamma_{k-1})$ through variants of the Metropolis-Hasting (MH) algorithms.

Theoretical studies have shown some nice properties of AMS, including unbiasedness and asymptotic normality (e.g., see Cérou et al. 2019). However, the variance of the estimator depends on the mixing property of the proposal distribution in the MH steps (Cérou and Guyader 2016). Under ideal settings when direct sampling from $P(g(x) > \gamma_k | g(x) > \gamma_{k-1})$ is possible, it is shown that AMS is “almost” asymptotically optimal (Guyader et al. 2011). However, to our best knowledge, there is yet any study on provable efficiency of rare-event estimators with consideration of both AMS and MH sampling. In practice, to achieve a good performance, AMS requires a proposal distribution in the MH algorithm that can efficiently generate samples with low correlations.

Finally, we also mention there are other variants of CE and AMS. The former include enhanced CE such as Markov chain IS (Botev et al. 2013, 2016, Grace et al. 2014), neural network IS (Müller et al. 2019) and nonparametric CE (Rubinstein 2005).

The latter include RESTART which works similarly as subset simulation and splitting but performs a number of simulation retrials after entering regions with a higher importance function value (Villén-Altamirano 2010). Despite their versatility, these methods encounter similar challenges as standard CE and AMS in satisfying an efficiency certificate in black-box settings described above.

3. The Deep Probabilistic Accelerated Evaluation Framework

We propose the Deep-PrAE framework to overcome the challenges faced by black-box variance reduction algorithms presented in Sections 2.5 and 2.6. We first give an overview of the approach and our target guarantees (Section 3.1). Then we present our resulting IS and accompanying properties (Section 3.2).

3.1. Overview and Guarantees

Our framework comprises two stages: First is to learn the rare-event set from a first-stage sample batch, by viewing set learning as a classification task. These first-stage samples can be drawn from
any rare-event sampling methods including CE and AMS. Second is to apply an efficiency-certified IS on the rare-event probability over the learned set. Algorithm 1 shows our main procedure. The key to achieving an ultimate efficiency certificate lies in how we learn the rare-event set in Stage 1, which requires two properties:

1. **Small one-sided generalization error:** “One-sided” generalization error here means the learned set is either an outer or an inner approximation of the unknown true rare-event set, with probability 1. Converting this into a classification, this means the false negative (or positive) rate is exactly 0. “Small” here then refers to the other type of error being controlled.

2. **Decomposability:** The learned set is decomposable according to dominating points in the form of Theorem 1, so that an efficient mixture IS can apply.

---

**Algorithm 1: Deep-PrAE to estimate** $\mu = P(X \in S_\gamma)$.

**Input:** Black-box evaluator $I(\cdot \in S_\gamma)$, initial Stage 1 samples $\{(\tilde{X}_i, Y_i)\}_{i=1,...,n_1}$, Stage 2 sampling budget $n_2$, input density function $f(x)$.

**Output:** IS estimate $\hat{\mu}_{n_2}$.

1. **Stage 1 (Set Learning):**
   2. Train classifier with positive decision region $S_\gamma^\kappa = \{x : \hat{g}(x) \geq \kappa\}$ using $\{(\tilde{X}_i, Y_i)\}_{i=1,...,n_1}$;
   3. Replace $\kappa$ by $\hat{\kappa} = \max\{\kappa \in \mathbb{R} : (S_\gamma^\kappa)^c \subset \mathcal{H}(T_0)\}$;

2. **Stage 2 (Mixture IS based on Searched dominating points):**
   3. Start with $\hat{A}_\gamma = \emptyset$;
   4. **While** $\{x : \hat{g}(x) \geq \hat{\kappa}, s_{x_j}^T(x-x_j^*) < 0, \forall x_j^* \in \hat{A}_\gamma\} \neq \emptyset$ **do**
   5. Find a dominating point $x^*$ by solving the optimization problem
      $$x^* = \arg\min_x I(x)$$
      s.t. $\hat{g}(x) \geq \hat{\kappa},$
      $$s_{x_j}^T(x-x_j^*) < 0, \forall x_j^* \in \hat{A}_\gamma$$
      and update $\hat{A}_\gamma \leftarrow \hat{A}_\gamma \cup \{x^*\}$;
   6. **End**
   7. Sample $X_1,...,X_{n_2}$ from the mixture distribution $f(x)\sum_{a \in \hat{A}_\gamma}(1/|\hat{A}_\gamma|)e^{s_a^T x - \lambda(s_a)}$.
   8. Compute the IS estimator $\hat{\mu}_{n_2} = (1/n_2)\sum_{i=1}^{n_2} L(X_i)\mathbb{1}(X_i \in \hat{S}_\gamma^\kappa)$, where the likelihood ratio
      $$L(X_i) = 1/(\sum_{a \in \hat{A}_\gamma}(1/|\hat{A}_\gamma|)e^{s_a^T X_i - \lambda(s_a)})$$.

The first property ensures that, even though the learned set can contain errors, the learned rare-event probability is either an upper or lower bound of the truth. This requirement is important
as it is difficult to translate the impact of generalization errors into rare-event estimation errors. By Theorem 2, we know that any non-zero error implies the risk of missing out on important regions of the rare-event set, undetectably. The one-sided generalization error allows a shift of our target to valid upper and lower bounds that can be correctly estimated, which is the core novelty of Deep-PrAE.

To this end, we introduce a new efficiency notion:

**Definition 4 (Relaxed efficiency certificate).** We say an estimator \( \hat{\mu}_n \) satisfies an upper-bound relaxed efficiency certificate to estimate \( \mu \) if
\[
P(\hat{\mu}_n - \mu < -\epsilon \mu) \leq \delta \quad \text{with} \quad n \geq \tilde{O}(\log(1/\mu)),
\]
for given \( 0 < \epsilon, \delta < 1 \).

Compared with the efficiency certificate in (1), Definition 4 is relaxed to only requiring \( \hat{\mu}_n \) to be an upper bound of \( \mu \), up to an error of \( \epsilon \mu \). An analogous lower-bound relaxed efficiency certificate can be seen in Appendix EC.3. From a risk quantification viewpoint, the upper bound for \( \mu \) is more crucial, and the lower bound serves to assess an estimation gap. The following provides a handy certification:

**Proposition 2 (Achieving relaxed efficiency certificate).** Suppose \( \hat{\mu}_n \) is upward biased, i.e.,
\[
\bar{\mu} := E[\hat{\mu}_n] \geq \mu.
\]
Moreover, suppose \( \hat{\mu}_n \) takes the form of an average of \( n \) i.i.d. simulation runs \( Z_i \), with
\[
RE = \frac{\text{Var}(Z_i)}{\mu^2} = \tilde{O}(\log(1/\mu)).
\]
Then \( \hat{\mu}_n \) possesses the upper-bound relaxed efficiency certificate.

Proposition 2 stipulates that a relaxed efficiency certificate can be attained by an upward biased estimator that has a logarithmic relative error with respect to the biased mean.

Proposition 3 shows an extension of Proposition 2 to two-stage procedures, where the first stage determines the upward biased mean.

**Proposition 3 (Extended relaxed efficiency certificate).** Suppose constructing \( \hat{\mu}_n = \hat{\mu}_{n_2}(D_{n_1}) \) consists of two stages, with \( n = n_1 + n_2 \): First we sample \( D_{n_1} = \{\tilde{X}_1, \ldots, \tilde{X}_{n_1}\} \), where \( \tilde{X}_i \) are i.i.d. (following some sampling distribution), and given \( D_{n_1} \), we construct
\[
\hat{\mu}_{n_2}(D_{n_1}) = \frac{1}{n_2} \sum_{i=1}^{n_2} Z_i
\]
where \( Z_i \) are i.i.d. conditional on \( D_{n_1} \) (following some distribution). Suppose \( \hat{\mu}_n \) is conditionally upward biased almost surely, i.e.,
\[
\bar{\mu}(D_{n_1}) := E[\hat{\mu}_n|D_{n_1}] \geq \mu,
\]
and the conditional relative error given \( D_{n_1} \) in the second stage satisfies
\[
RE(D_{n_1}) := \frac{\text{Var}(Z_i|D_{n_1})}{\bar{\mu}(D_{n_1})^2} = \tilde{O}(\log(1/\bar{\mu}(D_{n_1}))).
\]
If \( n_1 = \tilde{O}(\log(1/\mu)) \) (such as a constant number), then \( \hat{\mu}_n \) possesses the upper-bound relaxed efficiency certificate.

This upward biased mean, in turn, can be obtained by learning an outer approximation for the rare-event set, giving:
Certifiable Deep Importance Sampling

Corollary 1 (Set-learning + IS). Consider estimating \( \mu = P(X \in S_\gamma) \). Suppose we can learn a set \( \overline{S}_\gamma \) with any number \( n_1 \) of i.i.d. samples \( D_{n_1} \) (drawn from some distribution) such that \( \overline{S}_\gamma \supset S_\gamma \) with probability 1. Also suppose that there is an efficiency certificate for an IS estimator for \( \overline{\mu}(D_{n_1}) := P(X \in \overline{S}_\gamma) \). Then a two-stage estimator where a constant \( n_1 \) number of samples \( D_{n_1} \) are first used to construct \( \overline{S}_\gamma \), and \( n_2 = \tilde{O}(\log(1/\overline{\mu}(D_{n_1})) \) samples are used for the IS in the second stage, achieves the upper-bound relaxed efficiency certificate.

To execute the procedure in Corollary 1, we need to learn an outer approximation of the rare-event set. To this end, consider set learning as a classification problem. Suppose we have collected \( n_1 \) Stage 1 samples \( \{(\tilde{X}_i, Y_i)\}_{i=1}^{n_1} \), where \( Y_i = 1 \) if \( \tilde{X}_i \) is in the rare-event set \( S_\gamma \), and 0 otherwise. Here, it is beneficial to use Stage 1 samples that have sufficient presence in \( S_\gamma \), which can be achieved via any black-box variance reduction methods. We then consider the pairs \( \{(\tilde{X}_i, Y_i)\} \) where \( \tilde{X}_i \) is regarded as the feature and \( Y_i \) as the binary label, and construct a classifier, say \( \hat{g}(x) : \mathbb{R}^d \to [0, 1] \), from some hypothesis class \( G \) that (nominally) signifies \( P(Y = 1 | X = x) \). The learned rare-event set \( \overline{S}_\gamma \) is taken to be \( \{x : \hat{g}(x) \geq \kappa\} \) for some threshold \( \kappa \in \mathbb{R} \).

The outer approximation requirement \( \overline{S}_\gamma \supset S_\gamma \) means that all true positive (i.e., 1) labels must be correctly classified, or in other words, the false negative (i.e., 0) rate is zero, i.e.,
\[
P(X \in \overline{S}^c_\gamma, Y = 1) = 0 \tag{3}
\]

Typically, achieving such a zero “Type I” misclassification rate is impossible for any finite sample except in degenerate cases. However, this is achievable under orthogonal monotonicity in Definition 3. To facilitate discussion, suppose from now on that the rare-event set is known to lie entirely in the positive quadrant \( \mathbb{R}^d_+ \), so in learning the set, we only consider sampling points in \( \mathbb{R}^d_+ \) (analogous development can be extended to the entire space). Note that, even with such a monotonicity property, the boundary of the rare-event set can still be very complex. The key is that, with orthogonal monotonicity, we can now produce a classification procedure that satisfies (3). In fact, the simplest approach is to use what we call an orthogonally monotone hull:

Definition 5 (Orthogonally monotone hull). For a set of points \( D = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d_+ \), we define the orthogonally monotone hull of \( D \) (with respect to the origin) as \( \mathcal{H}(D) = \bigcup_i \mathcal{R}(x_i) \), where \( \mathcal{R}(x_i) \) is the rectangle that contains both \( x_i \) and the origin as two of its corners.

In other words, the orthogonally monotone hull consists of the union of all the rectangles each wrapping each point \( x_i \) and the origin 0. Now, denote \( T_0 = \{\tilde{X}_i : Y_i = 0\} \) as the non-rare-event sampled points. Evidently, if \( S_\gamma \) is orthogonally monotone, then \( \mathcal{H}(T_0) \supset S_\gamma^c \) (where complement is with respect to \( \mathbb{R}^d_+ \)), or equivalently, \( \mathcal{H}(T_0)^c \supset S_\gamma \), i.e., \( \mathcal{H}(T_0)^c \) is an outer approximation of the rare-event set \( S_\gamma \). Figure 1(b) shows this outer approximation (and also the inner counterpart). Moreover, \( \mathcal{H}(T_0)^c \) is the smallest region (in terms of set volume) such that (3) holds, because any smaller region could exclude a point that has label 1 with positive probability.
3.2. Learning-Based Importance Sampling

With the above developments, we now consider two approaches to construct IS based on the learned rare-event set, one via a direct creation of an orthogonally monotone hull, and another via neural networks to construct rare-event approximating boundaries.

3.2.1. Lazy-Learner IS. Consider an estimator for $\mu$ where, given the $n_1$ samples in Stage 1, we build the mixture IS depicted in Theorem 1 to estimate $P(X \in H(T_0)^c)$ in Stage 2. Since $H(T_0)^c$ takes the form $(\bigcup_{i:Y_i=0}\mathcal{R}(\tilde{X}_i))^c$, it has a finite number of dominating points, which can be found by a sequential algorithm (similar to the one that we will discuss momentarily). We call this the "lazy-learner" approach. Its problem, however, is that $H(T_0)^c$ tends to have a very rough boundary. This generates a large number of dominating points, many of which are unnecessary in that they do not correspond to any "true" dominating points in the original rare-event set $S_\gamma$ (see the middle of Figure 1(d)). This in turn leads to a large number of mixture components that degrades the IS efficiency, as the RE bound in Theorem 1 scales linearly with the number of mixture components.

3.2.2. Deep-Learning-Based IS. Our main approach is a deep-learning alternative that resolves the statistical degradation of the lazy learner. We train a neural network classifier, say $\hat{g}$, using all the Stage 1 samples $\{(\tilde{X}_i, Y_i)\}$, and obtain an approximate non-rare-event region $(S_\gamma^\hat{\kappa})^c = \{x : \hat{g}(x) < \hat{\kappa}\}$, where $\kappa$ is say 1/2. Then we adjust $\kappa$ minimally away from 1/2, say to $\hat{\kappa}$, so that $(S_\gamma^\hat{\kappa})^c \subset H(T_0)$, i.e., $\hat{\kappa} = \max\{\kappa \in \mathbb{R} : (S_\gamma^\kappa)^c \subset H(T_0)\}$. Then $S_\gamma^\hat{\kappa} \supset H(T_0)^c \supset S_\gamma$, so that $S_\gamma^\hat{\kappa}$ is an outer approximation for $S_\gamma$ (see Figure 1(c), where $\hat{\kappa} = 0.74$). Stage 1 in Algorithm 1 shows this procedure. With this, we can run mixture IS to estimate $P(X \in S_\gamma^\hat{\kappa})$ in Stage 2.

The execution of this algorithm requires the set $S_\gamma^\hat{\kappa} = \{x : \hat{g}(x) \geq \hat{\kappa}\}$ to be in a form susceptible to Theorem 1 and the search of all its dominating points. When $\hat{g}$ is a ReLU-activated neural net, the boundary of $\hat{g}(x) \geq \hat{\kappa}$ is piecewise linear and $S_\gamma^\hat{\kappa}$ is a union of polytopes, and Theorem 1 applies. Finding all dominating points is done by a sequential “cutting-plane” method that iteratively locates the next dominating point by minimizing $I(x)$ over the remaining portion of $S_\gamma^\kappa$ not covered by the local region of any previously found points $x_j^*$. These optimization sequences can be solved via mixed integer program (MIP) formulations for ReLU networks (Tjeng et al. 2017, Huang et al. 2018).

3.2.3. Implementation via Mixed Integer Programming. We provide further details on implementing Algorithm 1. In particular, we present how to solve the optimization problem

$$x^* = \arg\min_x I(x) \quad \text{s.t.} \quad \hat{g}(x) \geq \hat{\kappa}, \quad s_{x_j^*}^T(x - x_j^*) < 0 \quad \forall x_j^* \in \hat{A}_\gamma$$

(4)
to obtain the next dominating point in the sequential cutting-plane approach in Stage 2. Moreover, we also present how to tune

\[ \hat{\kappa} = \max\{\kappa \in \mathbb{R} : (S_\kappa^c) \subset \mathcal{H}(T_0)\} \]  

(5)
in Stage 1.

Problem (4) can be reformulated into a mixed integer program (MIP), in the case where \( \hat{g}(x) \) is trained via a ReLU-activated neural net classifier, which is used in our deep-learning-based IS. Note that the objective is convex and second set of constraints is linear in (4). If we can convert the first constraint \( \hat{g}(x) \geq \gamma \) into linear mixed integer constraints, then the resulting formulation is a convex MIP with linear constraints, which can be solved much more efficiently than general nonlinear MIP with specialized algorithms (e.g., in the Gaussian case, this becomes a quadratic MIP) (Bonami et al. 2012). Focusing on the first constraint, the neural net structure \( \hat{g}(x) \) in our approach (say with \( n_g \) layers) can be represented as \( \hat{g}(x) = (\hat{g}_{n_g} \circ \ldots \circ \hat{g}_1)(x) \), where each \( \hat{g}_i(\cdot) \) denotes a ReLU-activated layer with linear transformation, i.e. \( \hat{g}_i(\cdot) = \max\{LT(\cdot), 0\} \), with \( LT(\cdot) \) denoting a certain linear transformation in the input. In order to convert \( \hat{g}(\cdot) \) into an MIP constraint, we introduce \( M \) as a practical upper bound for \( x_1, \ldots, x_n \) such that \( |x_i| < M \). The key step is to reformulate the ReLU function \( y = \max\{x, 0\} \) into

\[
\begin{align*}
    y &\leq x + M(1 - z) \\
y &\geq x \\
y &\leq Mz \\
y &\geq 0 \\
z &\in \{0, 1\}.
\end{align*}
\]

For simple ReLU networks, the size of the resulting MIP formulation depends linearly on the number of neurons in the neural network. In particular, the number of binary decision variables is linearly dependent on the number of ReLU neurons, and the number of constraints is linearly dependent the total number of all neurons (here we consider the linear transformations as independent neurons).

The MIP reformulation we discussed can be generalized to many other popular piecewise linear structures in deep learning. For instance, linear operation layers, such as normalization and convolutional layers, can be directly used as constraints; some non-linear layers, such as ReLU and max-pooling layers, introduce non-linearity by the “max” functions. A general reformulation for the max functions can be used to convert these non-linear layers to mixed integer constraints. More concrete, the equality defined by a max operation \( y = \max\{x_1, x_2, \ldots, x_n\} \) can be converted into

\[ y \leq x_i + 2M(1 - z_i), i = 1, \ldots, n \]
\[ y \geq x_i, \ i = 1, \ldots, n \]
\[ \sum_{i=1,\ldots,n} z_i = 1 \]
\[ z_i \in \{0,1\}. \]

Next, we illustrate how to tune \( \hat{\kappa} \) to achieve (5). This requires checking, for a given \( \kappa \), whether \((S_\gamma^c)^c \subset H(T_0)\). Then, by discretizing the range of \( \kappa \) or using a bisection algorithm, we can leverage this check to obtain (5).

We use an MIP to check \((S_\gamma^c)^c \subset H(T_0)\). Recall that \( H(T_0) = \bigcup_{i:Y_i=0}{x \in \mathbb{R}^d : x \leq \tilde{X}_i} \). We want to check if \( \{x \in \mathbb{R}^d : \hat{g}(x) \leq \kappa\} \) for a given \( \kappa \) lies completely inside the hull, where \( \hat{g}(x) \) is trained with a ReLU-activated neural net. This can be done by solving an optimization problem as follows. First, we rewrite \( H(T_0) \) as \( \{x \in \mathbb{R}^d : \min_{i=1,\ldots,n} \max_{j=1,\ldots,d} \{x^j - \tilde{X}^j_i\} \leq 0\} \), where \( x^j \) and \( \tilde{X}^j_i \) refer to the \( j \)-th components of \( x \) and \( \tilde{X}_i \) respectively. Then we solve

\[
\max_{x \in \mathbb{R}^d} \min_{i=1,\ldots,n} \max_{j=1,\ldots,d} \{x^j - \tilde{X}^j_i\}
\]

subject to \( \hat{g}(x) \leq \kappa \)
\( x \geq 0 \) \hspace{1cm} (6)

If the optimal value is greater than 0, this means \( \{x \in \mathbb{R}^d : \hat{g}(x) \leq \kappa\} \) is not completely inside \( H(T_0) \), and vice versa. Now, we rewrite (6) as

\[
\max_{x \in \mathbb{R}^d, \beta \in \mathbb{R}} \beta
\]

subject to \( \max_{j=1,\ldots,d} \{x^j - \tilde{X}^j_i\} \geq \beta \forall i = 1, \ldots, n \)
\( \hat{g}(x) \leq \kappa \)
\( x \geq 0 \) \hspace{1cm} (7)

We then rewrite (7) as an MIP by introducing a large real number \( M \) as a practical upper bound for all coordinates of \( x \):

\[
\max_{x \in \mathbb{R}^d, \beta \in \mathbb{R}} \beta
\]

subject to \( \max_{j=1,\ldots,d} \{x^j - \tilde{X}^j_i\} \geq \beta \forall i = 1, \ldots, n \)
\( \sum_{j=1,\ldots,d} z_{ij} \geq 1 \forall i = 1, \ldots, n \)
\( z_{ij} \in \{0,1\} \forall i = 1, \ldots, n, j = 1, \ldots, d \)
\( \hat{g}(x) \leq \kappa \)
\( x \geq 0 \) \hspace{1cm} (8)

Note that the set of points \( T_0 \) to be considered in constructing \( H(T_0) \) can be reduced to its “extreme points”. More concretely, we call a point \( x \in T_0 \) an extreme point if there does not exist any other point \( x' \in T_0 \) such that \( x \leq x' \). We can eliminate all points \( x \in T_0 \) such that \( x \leq x' \) for another \( x' \in T_0 \), and the resulting orthogonal monotone hull would remain the same. If we carry out this elimination, then in (7) we need only consider \( \tilde{X}_i \) that are extreme points in \( H(T_0) \), which can reduce the number of integer variables needed to add. In practice, we can also randomly remove points in \( T_0 \) to further reduce the number of integer variables. This would not affect the correctness of our approach, but would increase the conservativeness of the final estimate.
3.2.4. Efficiency Guarantees. Regardless of the expressiveness of the ReLU networks presented above, Algorithm 1 enjoys the following guarantee:

**Theorem 3** (Relaxed efficiency certificate for deep-learning-based mixture IS).
Suppose $\mathcal{S}_\gamma$ is orthogonally monotone, and $\mathcal{S}_\gamma^\kappa$ satisfies the same conditions for $\mathcal{S}_\gamma$ in Theorem 2. Then Algorithm 1 attains the upper-bound relaxed efficiency certificate by using a constant number of Stage 1 samples.

Figure 1(d) shows how our deep-learning-based IS achieves superior efficiency compared to other alternatives. CE can miss a dominating point (1) and result in systematic under-estimation. The lazy-learner IS, on the other hand, generates too many dominating points (64) and degrades efficiency. Algorithm 1 finds the right number (2) and approximate locations of the dominating points.

Moreover, whereas the upper-bound certificate is guaranteed in our design, in practice, the deep-learning-based IS also appears to work well in controlling the conservativeness of the bound, as dictated by the false positive rate $P(X\in\mathcal{S}_\gamma^\kappa, Y = 0)$. Here we will provide a finite-sample bound on the false positive rate to support this phenomenon. We assume the use of a sampling distribution $q$ in generating independent Stage 1 samples. Suppose that $f_0$ is the output of a neural network with 2 neurons in the output layer, and denote them as $f_{0,1}, f_{0,2}$. Let $\mathcal{F} := \{f_0\}$ denote the corresponding function class. Let the loss function evaluated at the $i$-th sample be $\ell(f_0(\tilde{X}_i), Y_i)$. For example, the cross-entropy loss is given by $-\sum_i \gamma(Y_i = 0) \log e^{f_{0,1}(X_i)} + (1 - \gamma(Y_i = 1)) \log e^{f_{0,1}(X_i)}$. We compute the empirical minimizer of risk, which is $\hat{f} := \arg\min_{f \in \mathcal{F}} \{R_{n_1}(f) := \frac{1}{n_1} \sum_{i=1}^{n_1} \ell(f(\tilde{X}_i), Y_i)\}$.

For each function $f_\kappa \in \mathcal{F}$, define function $g_\kappa$ as $g_\kappa := f_{\kappa,1} - f_{\kappa,0}$. In this approach, the learned rare-event set would be given by $\tilde{\mathcal{S}}_\gamma^\kappa := \{x : g_\kappa(x) \geq \kappa\}$, and to make sure that $\mathcal{S}_\gamma \subset \tilde{\mathcal{S}}_\gamma^\kappa$, we would replace $\kappa$ by $\hat{\kappa} = \min\{g_\kappa(x) : x \notin \mathcal{H}(T_0)\}$ as in Step 1 of Algorithm 1.

We introduce several notations. Let $R(f_\kappa) := E_{X \sim q}(\ell(f_\kappa(X), 1(\tilde{X} \in \mathcal{S}_\gamma)))$ denote the true risk function. Let $f^* = \arg\min_{f \in \mathcal{F}} R(f)$ denote the true risk minimizer within function class $\mathcal{F}$. Define $g^* = f_{1}^* - f_0^*$ accordingly and let $\kappa^* := \min_{x \in \mathcal{S}_\gamma} g^*(x)$ denote the true threshold associated with $f^*$ in obtaining the smallest outer rare-event approximation. Then we have the following result.

**Theorem 4** (Conservativeness of neural-network-generated set approximation).
Suppose that the density $q$ has bounded support $K \subset [0, M]^d$ and $0 < q_1 \leq q(x) \leq q_\kappa$ for any $x \in K$. Also suppose that there exists a function $h$ such that for any $f_\kappa \in \mathcal{F}$, if $g_\kappa(x) \geq \kappa$, we have $\ell(f_\kappa(x), 0) \geq h(\kappa) > 0$ (for the cross entropy loss, this happens if we know that $f_\kappa$ has a bounded range). Then, for the set $\tilde{\mathcal{S}}_\gamma^\kappa$, with probability at least $1 - \delta$,

$$P_{X \sim q}(X \in \tilde{\mathcal{S}}_\gamma^\kappa, X \in \mathcal{S}_\gamma^\kappa) \leq \left(h(\kappa^* - t(\delta, n_1)\sqrt{dLip(g^*) + \|g^* - \hat{g}^*\|_\infty})\right)^{-1} \left(R(f^*) + 2\sup_{f_\kappa \in \mathcal{F}}|R_{n_1}(f_\kappa) - R(f_\kappa)|\right).$$
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Here $\text{Lip}(g^*)$ is the Lipschitz parameter of $g^*$, and $t(\delta, n_1) = 3 \left( \frac{\log(n_1 q_1) + d \log M + \log \frac{1}{\delta}}{n_1 q_1} \right)^{\frac{1}{3}}$.

Theorem 4 reveals a tradeoff between overfitting (measured by $\sup_{f_\theta \in \mathcal{F}} |R_{n_1}(f_\theta) - R(f_\theta)|$ and $\|\hat{g} - g^*\|_\infty$) and underfitting (measured by $R(f^*) = \inf_{f_\theta \in \mathcal{F}} R(f_\theta)$). If the function class $\mathcal{F}$ is not rich (which happens when the neural network does not have enough neurons/layers), then the underfitting error may be big because of the lack of expressive power. On the other hand, if $\mathcal{F}$ contains too many functions, then the overfitting error will be large. In Appendix EC.2, we give related results on the sharp estimates of the quantities in Theorem 4 for deep neural networks, the corresponding bounds for standard empirical risk minimization (which is viewed as an intermediate step towards showing Theorem 4) and the lazy learner, as well as results to interpret Theorem 4 under the original distribution $p$.

To close this section, we point out the connections and distinctions of some works in the literature that relate to our orthogonal monotonicity notion and IS construction approach. First, Wu et al. (2018), Legriel et al. (2010) approximate the Pareto frontier of a monotone function. While the boundary of an orthogonally monotone set looks similar to the Pareto frontier, our recipe (outer/inner approximation using piecewise-linear-activation NN) is designed to minimize the number of dominating points while simultaneously achieve the relaxed efficiency certificate for rare-event estimation. Such a guarantee is novelly beyond these previous works.

Second, a recent work Deo and Murthy (2021) proposes an elegant IS method based on the self-similarity property of the optimal IS distribution to achieve logarithmic efficiency. They require the imposition of a risk function that is so-called asymptotically homogeneous and has a known order of growth. Compared to Deo and Murthy (2021), we do not introduce risk functions or impose any accompanying analytical assumptions, but we require light-tailedness and the geometric premise that the rare-event set is orthogonally monotone. Our paper is connected to Deo and Murthy (2021) in that under their asymptotic homogeneity condition, we have, in our notation, $x \in \mathcal{S}_\gamma$ implies $tx \in \mathcal{S}_\gamma$ for any $t > 1$ in $\mathbb{R}$ when $x$ is large enough in a suitable sense. Orthogonal monotonicity implies more points than $tx$ to be included in $\mathcal{S}_\gamma$. At the same time, our algorithm is parameter-free in that it does not utilize a risk function nor its growth properties.

4. Numerical Experiments

In this section, we present four experiments: a 2-dimensional rare event (shown in Figure 4), complement of a 5-dimensional ball, random walk excursion, and safety testing of intelligent driving model. These experiments are chosen to demonstrate how our proposed framework works and gains insights under various settings. The first experiment is low-dimensional (visualizable) yet with extremely rare target set, while the second one is very challenging for classical approaches due to its
infinitely many dominating points. The third example is a classical setting in rare-event simulation which allows an analytic approach to design IS. Finally, the last experiment exemplifies a potential use-case of our method for safety evaluations of complex models. The codes and environment settings for the experiments are available at https://github.com/safeai-lab/Deep-PrAE/.

4.1. Example 1: A 2D Example

We first consider a linear combination of sigmoid functions

\[ g(x) = \|\theta_1 \psi(x - c_1 - \gamma) + \theta_2 \psi(x - c_2 - \gamma) + \theta_3 \psi(x - c_3 - \gamma) + \theta_4 \psi(x - c_4 - \gamma)\| \]

where \( \theta, c \) are some constant vectors and \( \psi(x) = \frac{\exp(x)}{1 + \exp(x)} \). A point \( x \) is a rare-event if \( g(x) > \gamma \), where we take \( \gamma = 1.8 \) in Figure 1. We estimate \( \mu = P(X \in \mathcal{S}_\gamma) \) where \( X \sim N([5,5]^T, 0.25I_{2\times2}) \), and \( \gamma \) ranging from 1.0 to 2.0. The target rare-event probability is microscopically small (e.g., \( \gamma = 1.8 \) gives \( \mu = 4.1 \times 10^{-24} \)) and serves to investigate our performance in ultra-extreme situations. We use a total number of samples \( n = 30,000 \) (\( n_1 = 10,000 \) for Stage 1 and \( n_2 = 20,000 \) for Stage 2) and use the CE samples as our Stage 1 samples.

We implement and compare the estimated probabilities and the REs of deep-learning-based IS for the upper bound (Deep-PrAE UB) and lazy-learner IS (LL UB). We also show the corresponding lower-bound estimator (Deep-PrAE LB and LL LB) and benchmark with the cross entropy method (CE), adaptive multilevel splitting (AMS), and naive Monte Carlo (NMC). For CE, we run a few variations testing different parametric classes and report two in the following figures: CE that uses a single Gaussian distribution (CE Naive), representing an overly-simplified CE implementation, and CE with Gaussian Mixture Model with \( k \) components (CE GMM-\( k \)), representing a more sophisticated CE implementation. For Deep-PrAE, we use the samples from CE Naive as the Stage 1 samples. We also run a modification of Deep-PrAE (Deep-PrAE Mod) that replaces \( \mathcal{S}_{\hat{\gamma}} \) by \( \mathcal{S}_\gamma \) in the last step of Algorithm 1 as an additional comparison.

Figure 2 shows the rare-event set and its approximations for various \( \gamma \)'s. The Deep-PrAE boundaries seem tight in most cases, attributed to both the sufficiently trained NN classifier and the bisection algorithm implemented for tuning \( \hat{\kappa} \) after the NN training. Figure 3 compares all approaches to the true value, which we compute via a proper mixture IS with 50,000 samples assuming the full knowledge of \( \mathcal{S}_\gamma \). It shows several observations. First, Deep-PrAE and LL (both UB and LB) always provide valid bounds that contain the truth. Second, the UB for LL is more conservative than Deep-PrAE in up to two orders of magnitudes, which is attributed to the overly many (redundant) dominating points. Correspondingly, the RE of LL UB is tremendously high, reaching over 500% when \( \gamma = 2.0 \), compared to around 40% for Deep-PrAE UB, Deep-PrAE LB, and LL LB. Third, CE Naive, which finds only one dominating point, consistently under-estimates the truth by about 50%, yet it gives an over-confident RE, e.g., < 5% when \( \gamma < 2 \). This shows a systematic undetected under-estimation issue when CE is implemented overly-naively. AMS
also underestimates the true value by 30%-40%, while CE GMM-2 and Deep-PrAE Mod perform empirically well. Figure 4 summarizes the zoomed-in performances of CE Naive, CE GMM-2, AMS, and Deep-PrAE Mod in terms of percentage error, which is the difference between the estimated and true probability as a percentage of the true value. It shows that while CE performs well when the IS parametric class is well-chosen (CE GMM-2), a poor CE parametric class (CE Naive) as well as AMS could under-estimate. Yet our Deep-PrAE, despite using samples from a poor CE class in Stage 1, can recover valid results: Deep-PrAE provides a valid UB, and Deep-PrAE Mod gives an estimate as good as the good CE class.

![Image](image.png)

Figure 2: The contour of $p$, rare-event set $S_\gamma$ (dark reddish region), outer- and inner- approximation boundaries (black lines) and Deep-PrAE UB and LB decision boundaries (white lines) for some $\gamma$ values in Example 1.

### 4.2. Example 2: Complement of a Ball

In this example, our target rare-event set is $S_\gamma = \{x \in \mathbb{R}^5 : \|x\|_2 \geq \gamma\}$, the complement of a 5-dimensional ball of radius $\gamma$. The interesting aspect of this example is that the target rare-event set
has infinitely many dominating points (any points in its circumference), making it extremely hard to design efficient IS using tools from the existing literature. We study how estimators from CE constructed using GMM with $k = 25, 50$ and $75$ components and Deep-PrAE using $h = 10, 15$ and $20$ hidden nodes perform in terms of RE and correctness. The original distribution is $p = N(0, 0.5I_{5 \times 5})$. 
Figure 5: 2-dimensional slices depicting the rare-event set $S_\gamma$ and Deep-PrAE outer-approximation for various rarity levels $\gamma$ in Example 2.

Figure 5 shows the 2-dimensional slices of the space centered at the origin with the rare-event set $S_\gamma$ and the outer approximations obtained by Deep-PrAE Stage 1. We show the estimated probabilities and REs for $\gamma = 4.75$ across different samples sizes in Figure 6 and across rarity levels in Figure 7.

We see from Figure 6 (left) that CE estimators, supposed to be unbiased, underestimate the target value. Meanwhile, Deep-PrAE estimators designed to overestimate the target indeed provide valid upper bounds. Again, CE underestimation issues are likely to be undetected had we not been able to compare the estimated probabilities with the target value, especially since all the REs are already relatively small signaling a confident estimation with number of samples $> 20,000$ (from Figure 6 (right)). In Figure 7 for rarity level $\gamma$ ranging from 4.0 to 6.0, we see that both the CE under-estimation and misleadingly high confidence issues persist. Across CE estimators, we see
that increasing the number of components helps reduce the under-estimation gap and RE to some extent. Meanwhile, across Deep-PrAE, increasing the number of hidden nodes helps reduce the conservativeness of the estimators.

We also observe that the number of dominating points found using Deep-PrAE increases significantly in the number of hidden nodes $h$. We have 49 dominating points for $h=10$, 80 for $h=15$, and 153 for $h=20$, thus implying that Deep-PrAE tends to construct more complex IS proposal with more complex architecture. Comparing Deep-PrAE-10 and CE-50 that use IS proposals with roughly the same complexity (49-component vs 50-component GMM), we see that CE-50 suffers from under-estimation while Deep-PrAE-10 obtains an upper-bound with a much lower RE, highlighting the superiority of the proposed method.

4.3. Example 3: Random Walk

In this example, our goal is to estimate the excursion probability of a $T$-step random walk $\mu = P(\max_{t=1,\ldots,T} S_t > \gamma)$, where $S_t = \sum_{i=1}^t X_i$, $X_i$ for $i=1,\ldots,T$ are i.i.d. following distribution $p$, and the rarity parameter is the cross level $\gamma$. We use $T=10$, $p = N(0,\sigma^2 I_T \times T)$, and $\gamma = 11$.

Figure 8 compares the estimators and REs obtained using NMC and Deep-PrAE with various Stage 1 sample sizes ($n_1$). We set the maximum total sample size for any of the Deep-PrAE estimators to be $n = 30,000$, and the Stage 2 sample size is $n_2 = n - n_1$. In the figure, we show the sample sizes for NMC and Deep-PrAE separately due to their significant difference in magnitude.
Figure 7: Estimated rare-event probability and empirical relative error for various rarity levels $\gamma$ in Example 2

and usage: NMC sample size in the bottom $x$-axis (all used to drive down estimator variance) and Deep-PrAE sample size in the top $x$-axis (used for both $n_1$ and $n_2$ with different proportions). The starting $x$-value of Deep-PrAE estimator curve marks the portion of sample budget used for $n_1$ while the rest used for $n_2$. Therefore, high variances occur at the beginning of each curve, which then saturate as larger $n_2$ is allocated to drive down the variance.

We observe that all Deep-PrAE estimators output valid upper bounds for the target probability, up to 2.5 times larger than the target value, with much better relative errors (all converge to less than 5% with total sample size $n = 3 \times 10^4$) compared to NMC which has a relative error of 15% when sample size $n = 10^6$). We also observe that allocating more samples to Stage 1 (using $n_1 = 17.5 \times 10^3$ and $n_2 = 12.5 \times 10^3$) leads to less conservative estimate and more confident estimation in this example. However, it is expected that when $n_1$ increases too much further, then there could be a deterioration in performances because of a strained $n_2$.

4.4. Example 4: Intelligent Driving Example

In this example, we evaluate the crash probability of car-following scenarios involving a human-driven lead vehicle (LV) followed by an autonomous vehicle (AV). The AV is controlled by the Intelligent Driver Model (IDM), widely used for autonomy evaluation and microscopic transportation simulation (Treiber et al. 2000, Wang et al. 2018, Orzechowski et al. 2019), that maintains a safety distance while ensuring smooth ride and maximum efficiency. The states of the AV are
\( s_t = [x_{\text{follow}}, x_{\text{lead}}, v_{\text{follow}}, v_{\text{lead}}, a_{\text{follow}}, a_{\text{lead}}]_t \) which are the position, velocity and acceleration of the AV and LV respectively. The throttle input to the AV is defined as \( w_t \) which has an affine relationship with the acceleration of the vehicle. Similarly, the randomized throttle of the LV is
Certifiable Deep Importance Sampling

represented by $u_t$. With a car length of $L$, the distance between the LV and AV at time $t$ is given by $r_t = x_{\text{lead},t} - x_{\text{follow},t} - L$, which has to remain below the crash threshold for safety. We consider an evaluation horizon $T = 60$ seconds and draw a sequence of 15 Gaussian random actions at a 4-second epoch, leading to a 15-dimensional LV action space. A (rare-event) crash occurs at time $t \leq T$ if the longitudinal distance $r_t$ between the two vehicles is negative, with $\gamma$ parameterizing the AV maximum throttle and brake pedals. This rare-event set is analytically challenging (see Zhao et al. 2017 for a similar setting). We describe the dynamics in more detail below. Figure 9 gives a pictorial overview of the interaction.

![Figure 9: The states $s_t$ and input $u_t$ of the self-driving safety-testing simulation. $w_t$ denotes the throttle input of the AV from the IDM.](image)

**4.4.1. LV Actions.** The LV action contains human-driving uncertainty in decision-making modeled as Gaussian increments. For every $\Delta t$ time-steps, a Gaussian random variable is generated with the mean centered at the previous action $u_{t-\Delta t}$. We initialize $u_0 = 10$ (unitless) and $\Delta t = 4$ sec, which corresponds to zero initial acceleration and an acceleration change in the LV once every 4 seconds.

**4.4.2. Intelligent Driver Model (IDM) for AV.** The IDM is governed by the following equations (the subscripts “follow” and “lead” defined in Figure 9 is abbreviated to “f” and “l” for conciseness):

\[
\begin{align*}
\dot{x}_f &= v_f \\
\dot{x}_l &= v_l \\
\dot{v}_f &= \max \left( a(1 - \left( \frac{v_f}{v_0} \right)^{\delta} - \left( \frac{s^*(v_f, \Delta v_f)}{s_f} \right)^2, -d \right) \\

s^*(v_f, \Delta v_f) &= s_0 + v_f\bar{T} + \frac{v_f\Delta v_f}{2\sqrt{ab}} \\

s_f &= x_l - x_f - L \\
\Delta v_f &= v_f - v_l,
\end{align*}
\]

The parameters are presented in Table 1. The randomness of LV actions $u_t$’s propagates into the system and affects all the simulation states $s_t$. The IDM is governed by simple first-order kinematic equations for the position and velocity of the vehicles. The acceleration of the AV is the
Table 1: Parameters of the Intelligent Drivers Model (IDM)

| Parameters                        | Value   |
|-----------------------------------|---------|
| Safety distance, $s_0$            | 2 m     |
| Speed of AV in free traffic, $v_0$| 30 m/s  |
| Maximum acceleration of AV, $a$   | $2\gamma$ m/s$^2$ |
| Comfortable deceleration of AV, $b$| 1.67 m/s$^2$ |
| Maximum deceleration of AV, $d$   | $2\gamma$ m/s$^2$ |
| Safe time headway, $\overline{T}$| 1.5 s   |
| Acceleration exponent parameter, $\delta$ | 4 |
| Car length, $L$                   | 4 m     |

decision variable where it is defined by a sum of non-linear terms which dictate the “free-road” and “interaction” behaviors of the AV and LV. The acceleration of the AV is constructed in such a way that certain terms of the equations dominate when the LV is far away from the AV to influence its actions and other terms dominate when the LV is in close proximity to the AV.

4.4.3. Rarity Parameter $\gamma$. Parameter $\gamma$ signifies the range invoked by the AV acceleration and deceleration pedals. Increasing $\gamma$ implies that the AV can have sudden high deceleration and hence avoid crash scenarios better and making crashes rarer. In contrast, decreasing $\gamma$ reduces the braking capability of the AV and more easily leads to crashes. For instance, $\gamma = 1.0$ corresponds to AV actions in the range $[5,15]$ or correspondingly $a_{\text{follow},t} \in [-2,2]$, and $\gamma = 2.0$ corresponds to $a_{\text{follow},t} \in [-4,4]$. Figure 10 shows the approximate rare-event set by randomly sampling points and evaluating the inclusion in the set, for the two cases of $\gamma = 1.0$ and $\gamma = 2.0$. In particular, we slice the 15-dimensional space onto pairs from five of the dimensions. In all plots, we see that the crash set (red) are monotone, thus supporting the use of our Deep-PrAE framework. Although the crash set is not located in the “upper-right corner”, we can implement Deep-PrAE framework for such problems by simple re-orientation.

4.4.4. Sample Trajectories. Figure 11 shows two examples of sample trajectories, one successfully maintaining a safe distance, and the other leading to a crash. In Figure 11(e)-(h) where we show the crash case, the AV maintains a safe distance behind the LV until the latter starts rapidly decelerating (Figure 11(h)). Here the action corresponds to the throttle input that has an affine relationship with the acceleration of the vehicle. The LV ultimately decelerates at a rate that the AV cannot attain and its deceleration saturates after a point which leads to the crash.

4.4.5. Results and Discussion. Figure 12 shows the performances of competing approaches, using $n = 10,000$. For CE, we use a single Gaussian (CE Naive) and a large number of mixtures (CE GMM-64). Deep-PrAE and LL (UB and LB) appear consistent in giving upper and lower bounds for the target probability, and Deep-PrAE produces tighter bounds than LL ($10^{-2}$ vs $10^{-6}$
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(a) Case $\gamma = 1.0$
(b) Case $\gamma = 2.0$

Figure 10: Slice of pairs of the first 5 dimensions of LV action space. For any $(u_i, u_{i'})$ shown, $u_j, j \not\in \{i, i'\}$ is fixed at a constant value. Blue dots = non-crash cases, red dots = crash cases.

Figure 11: Autonomous Car Following Experiment Trajectories. Figures (a) - (d) represent a simulation episode without a crash occurring where the AV follows the LV successfully at a safe distance. Figures (e) - (h) represents a simulation episode where crash occurs at $t = 23$ seconds due to the repeated deceleration of the LV.

in general. LL UB has 5,644 dominating points when $\gamma = 1$ vs 42 in Deep-PrAE, and needs 4 times more time to search for them than Deep-PrAE. Moreover, the RE of Deep-PrAE is 3 times lower than LL across the range (in both UB and LB). Thus, Deep-PrAE outperforms LL in both tightness, computation speed, and RE. CE Naive and AMS seem to give a stable estimation, but evidence
Figure 12: Results in Example 4: intelligent driving example. Naive Monte Carlo failed in all cases and hence not shown.

shows they are under-estimated: Deep-PrAE Mod and CE GMM-64 lack efficiency certificates and thus could under-estimate, and the fact that their estimates are higher than CE Naive and AMS suggests both CE Naive and AMS are under-estimated. Lastly, NMC fails to give a single hit in all cases (thus not shown on the graphs). Thus, among all approaches, Deep-PrAE stands out as giving reliable and tight bounds with low RE.

To conclude, our investigation shows evidence of the practical benefits of using Deep-PrAE for rare-event estimation. It generates valid bounds for the target probability with low RE and improved efficiency. The use of classifier prediction helps reduce the computational effort from running more simulations. For example, to assess whether the AV crash rate is below $10^{-8}$ for $\gamma = 1.0$, only 1000 simulation runs would be needed by Deep-PrAE UB or LB to get around 1% RE, which takes about 400 seconds in total. This is in contrast to 3.7 months for naive Monte Carlo.

5. Discussion and Future Work

In this paper, we proposed a robust certifiable approach to estimate rare-event probabilities in black-box settings that arise in safety-critical applications. The proposed approach designs efficient IS distribution by combining the dominating point machinery with deep-learning-based rare-event set learning. We study the theoretical guarantees and present numerical examples. The
key property that distinguishes our approach with existing black-box rare-event simulation methods is our correctness guarantee. Leveraging on a new notion of relaxed efficiency certificate and the orthogonal monotonicity assumption, our approach avoids the perils of undetected under-estimation as potentially encountered by other methods.

We discuss some key assumptions in our approach and related prospective follow-up works. First, the orthogonal monotonicity assumption appears an important first step to give new theories on black-box rare-event estimation beyond the existing literature. Indeed, we show that even with this assumption, black-box approaches such as CE and splitting can suffer from the dangerous pitfall of undiagnosed under-estimation, and our approach corrects for it. The real-world values of our approach are: (1) We rigorously show why our method has better performances in the orthogonally monotone cases; (2) For tasks close to being orthogonal monotonic (e.g., the IDM example), our method is empirically more robust; (3) For non-orthogonally-monotone tasks, though directly using our approach does not provide guarantees, we could potentially train mappings to latent spaces that are orthogonally monotone. Further work also includes relaxing notions from orthogonal monotonicity to attain efficiency guarantees. We believe such type of geometric assumptions comprises a key ingredient towards a rigorous theory for black-box rare-event estimation that warrants much further developments.

Second, the dominating point search algorithm in our approach requires information on the cumulant generating function as well as its Legendre transform. For many multivariate distributions, such information is unavailable or hard to analyze. To this end, we can consider, for instance, fitting a GMM with a sufficiently large number of components. These extensions will again be left for future work. Finally, the tightness of the upper bound depends on the sample quality. An ideal method in Stage 1 would generate samples close to the rare-event boundary to produce good approximations. Cutting the Stage 1 effort by, e.g., designing iterative schemes between Stages 1 and 2, will also be a topic for future investigation.
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Appendix

EC.1. Examples of Applying Theorem 1

Example EC.1 (One-dimensional Gamma distribution). Suppose $X \sim \text{Gamma}(\alpha, \beta)$ where $\alpha, \beta > 0$. The density function is

$$f(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha - 1} e^{-\beta x}, x > 0.$$  

We have that

$$\lambda(s) = \begin{cases} -\alpha \log(1 - s/\beta) & s < \beta; \\ \infty & s \geq \beta. \end{cases}$$

In the one dimensional case, we consider $S_\gamma = [a^*, \infty)$ where $a^* > \alpha/\beta$ such that $S_\gamma$ is orthogonally monotone and $0 < I(a^*) < \infty$. We have that $s^* = \beta - \alpha/a^*$. The dominating set is $\{a^*\}$ by definition and the IS distribution is defined by density function $f^*(x) = \frac{1}{\Gamma(a^*)} (a^*/\alpha)^\alpha x^{\alpha - 1} e^{-a^* x}$. That is, the IS distribution is exactly $\text{Gamma}(\alpha, \alpha/a^*)$, where we move the mean value from $\alpha/\beta$ to $a^*$. If $a^* \leq x \leq a^* + \varepsilon$, then $f^*(x) \geq f^*(a^* + \varepsilon) = \frac{1}{\Gamma(a^*)} (a^*/\alpha)^\alpha (a^* + \varepsilon)^{\alpha - 1} e^{-a^* (a^* + \varepsilon)}$. If $a^* \to \infty$ at most polynomially in $\gamma$, then this lower bound is also polynomial in $\gamma$. We could easily verify that Assumption 1 and 2 hold and hence the efficiency certificate is achieved.

Example EC.2 (Multivariate Gaussian distribution). Suppose that $X \sim N(m, \Sigma)$ where $m \in \mathbb{R}^d$ and $\Sigma \in \mathbb{R}^{d \times d}$ is positive definite. We have that $\lambda(s) = m^T s + \frac{1}{2} s^T \Sigma s$ and $I(y) = \frac{1}{2} (y - m)^T \Sigma^{-1} (y - m)$. Then $a^* = \arg \min_{y \in S_\gamma} (y - m)^T \Sigma^{-1} (y - m)$. We assume that $S_\gamma$ is orthogonally monotone and also $m \notin S_\gamma$ such that $I(a^*) > 0$. We have that $s^* = \Sigma^{-1} (a^* - m)$. Then $f^*(x) = 

\frac{(2\pi)^{-\frac{d}{2}} |\Sigma|^{-\frac{1}{2}}} \exp \left\{-\frac{1}{2} (x - a^*)^T \Sigma^{-1} (x - a^*) \right\}$, which is the density function of $N(a^*, \Sigma)$. Moreover, if $a^* \leq x \leq a^* + \varepsilon 1$, then we can find a constant $\varepsilon' > 0$ such that $f^*(x) > \varepsilon'$. Thus, as long as the components of $s^*$ at most grow polynomially in $\gamma$, the efficiency certificate is guaranteed.

Example EC.3 (Gaussian mixture distribution). Suppose that $X \sim \sum_{i=1}^{k} \pi_i N(m_i, \Sigma_i)$ where $m_i \in \mathbb{R}^d$, $\Sigma_i \in \mathbb{R}^{d \times d}$ is positive definite, $\pi_i > 0$ and $\sum_{i=1}^{k} \pi_i = 1$. Similarly, we assume that $S_\gamma$ is orthogonally monotone and $m_i \notin S_\gamma, \forall i$. Suppose that $a_{ij}$’s are the dominating points for $S_\gamma$ associated with the distribution $N(m_i, \Sigma_i)$. Denote $a^{(i)} := \arg \min_{a_{ij}} (a_{ij} - m_i)^T \Sigma_i^{-1} (a_{ij} - m_i)$ and $s^{(i)} := a^{(i)}$. We also assume that the components of $s^{(i)}$ at most grow polynomially in $\gamma$. From Example EC.2, we know that if the input distribution is $N(m_i, \Sigma_i)$, then the IS distribution $\sum_j \alpha_{ij} N(a_{ij}, \Sigma_i)$ achieves the efficiency certificate for any $\alpha_{ij}$’s such that $\alpha_{ij} > 0, \forall j$ and $\sum_j \alpha_{ij} = 1$. Now we consider the input distribution $p = \sum_{i=1}^k \pi_i N(m_i, \Sigma_i)$. We will show that the IS distribution
\[ \hat{p} = \sum_{i=1}^{k} \pi_i \sum_j \alpha_{ij} N(a_{ij}, \Sigma_i) \] achieves the efficiency certificate. First, we know that the likelihood ratio function is
\[
L(x) = \frac{\sum_{i=1}^{k} \pi_i (2\pi)^{-d/2} |\Sigma_i|^{-1/2} \exp \left\{ -\frac{1}{2} (x - m_i)^T \Sigma_i^{-1} (x - m_i) \right\} \sum_{i=1}^{k} \pi_i \sum_j \alpha_{ij} (2\pi)^{-d/2} |\Sigma_i|^{-1/2} \exp \left\{ -\frac{1}{2} (x - a_{ij})^T \Sigma_i^{-1} (x - a_{ij}) \right\}}
\]
and hence
\[
L^2(x) \leq k \sum_{i=1}^{k} \left( \frac{\sum_{i=1}^{k} \pi_i \sum_j \alpha_{ij} \exp \left\{ -\frac{1}{2} (x - a_{ij})^T \Sigma_i^{-1} (x - a_{ij}) \right\} \exp \left\{ -\frac{1}{2} (x - m_i)^T \Sigma_i^{-1} (x - m_i) \right\}}{\sum_{i=1}^{k} \pi_i \sum_j \alpha_{ij} \exp \left\{ -\frac{1}{2} (x - a_{ij})^T \Sigma_i^{-1} (x - a_{ij}) \right\}} \right)^2.
\]
Note that \( \frac{\exp \left\{ -\frac{1}{2} (x - m_i)^T \Sigma_i^{-1} (x - m_i) / 2 \right\}}{\sum_{i=1}^{k} \pi_i \sum_j \alpha_{ij} \exp \left\{ -\frac{1}{2} (x - a_{ij})^T \Sigma_i^{-1} (x - a_{ij}) / 2 \right\}} \) is the likelihood ratio function between \( N(m_i, \Sigma_i) \) and \( \sum_j \alpha_{ij} N(a_{ij}, \Sigma_i) \). Following the proof of Theorem 1, we get that
\[
\tilde{E} \left[ I(X \in S_\gamma) \left( \frac{\exp \left\{ -\frac{1}{2} (X - m_i)^T \Sigma_i^{-1} (X - m_i) / 2 \right\}}{\sum_{i=1}^{k} \pi_i \sum_j \alpha_{ij} \exp \left\{ -\frac{1}{2} (X - a_{ij})^T \Sigma_i^{-1} (X - a_{ij}) / 2 \right\}} \right)^2 \right] \leq \left( \sum_{i=1}^{k} \frac{1}{\alpha_{ij}^2} \right) \exp \left\{ -\frac{1}{2} (a^{(i)} - m_i)^T \Sigma_i^{-1} (a^{(i)} - m_i) \right\}.
\]
Thus we have that
\[
\tilde{E}[I(X \in S_\gamma) L^2(X)] \leq k \left( \sum_{i=1}^{k} \sum_j \frac{1}{\alpha_{ij}^2} \right) \exp \left\{ -\frac{1}{2} \min_i (a^{(i)} - m_i)^T \Sigma_i^{-1} (a^{(i)} - m_i) \right\}.
\]
Moreover, we know that (also see the proof for details)
\[
\tilde{E}[I(X \in S_\gamma) L(X)] = P(X \in S_\gamma) = \sum_{i=1}^{k} \pi_i P(N(m_i, \Sigma_i) \in S_\gamma) \sim \exp \left\{ -\frac{1}{2} \min_i (a^{(i)} - m_i)^T \Sigma_i^{-1} (a^{(i)} - m_i) / 2 \right\}
\]
where \( \sim \) is up to polynomial factor in \( \gamma \). Combining the results, we get that this IS distribution achieves the efficiency certificate.

**Example EC.4 (Multivariate Laplace distribution).** Suppose that \( X = \sqrt{\bar{W}} Y \) where \( Y \sim N(0, I_d) \) and \( W \sim Exp(1) \) is independent of \( Y \). It is known that the density function is
\[
f(x) = \frac{2}{(2\pi)^{d/2}} \frac{1}{2^{\nu/2}} K_\nu(\sqrt{2x^T x})
\]
where \( \nu = (2 - d) / 2 \) and \( K_\nu \) is the modified Bessel function of the second kind. We have that
\[
\lambda(s) = \begin{cases} 
-\log(1 - \frac{1}{2} s^T s) & s^T s < 2; \\
\infty & s^T s \geq 2.
\end{cases}
\]
We assume that $S, \gamma$ is orthogonally monotone and $0 \notin S, \gamma$. By solving $\nabla \lambda(s^*) = a^*$, we get that

$$s^* = \frac{\sqrt{2a^*T a^* + 1} - 1}{a^*T a^*} a^*.$$

Then

$$f^*(x) = f(x) \exp\{s^T x - \lambda(s^*)\} = \frac{2}{(2\pi)^{d/2}} \left(\frac{x^T x}{2}\right)^{\nu/2} K_\nu(2x^T x) \exp\left\{\frac{\sqrt{2a^*T a^* + 1} - 1}{a^*T a^*} a^*T x\right\} \frac{\sqrt{2a^*T a^* + 1} - 1}{a^*T a^*}.$$

We assume that $a_i^* \to \infty$ polynomially in $\gamma$ for any $i$. For $a^* \leq x \leq a^* + \epsilon_1$, we have that $a^*T a^* \leq x^T x \leq (a^* + \epsilon_1)^T (a^* + \epsilon_1)$ and $a^*T x \geq a^*T a^*$. Thus, we have that

$$\left(\frac{x^T x}{2}\right)^{\nu/2} \geq \left\{\frac{a^*T a^*}{(a^* + \epsilon_1)^T (a^* + \epsilon_1)}\right\}^{\nu/2}$$

and

$$K_\nu(2x^T x) \exp\left\{\frac{\sqrt{2a^*T a^* + 1} - 1}{a^*T a^*} a^*T x\right\} \geq K_\nu(2(a^* + \epsilon_1)(a^* + \epsilon_1)) \exp\left\{\frac{\sqrt{2a^*T a^* + 1} - 1 - \sqrt{2(a^* + \epsilon_1)^T (a^* + \epsilon_1)}}{a^*T a^*}\right\}.$$ 

Here we use the fact that $K_\nu(x) \approx e^{-x}/\sqrt{x}$ as $x \to \infty$ where $\approx$ is up to constant factor. Since we have assumed that $a_i^*$ is polynomial in $\gamma$, we only need to show that

$$\exp\left\{\frac{\sqrt{2a^*T a^* + 1} - 1 - \sqrt{2(a^* + \epsilon_1)^T (a^* + \epsilon_1)}}{a^*T a^*}\right\}$$

does not decay exponentially fast in $\gamma$. In fact, we have that

$$\sqrt{2a^*T a^* + 1 - 2(a^* + \epsilon_1)^T (a^* + \epsilon_1)} = \frac{1 - 4a^*T \epsilon}{\sqrt{2a^*T a^* + 1} + \sqrt{2(a^* + \epsilon_1)^T (a^* + \epsilon_1)}}$$

and the lower bound converges to a constant. Moreover, it is implied that the components of $s^*$ do not grow exponentially fast in $\gamma$. Therefore, all the required assumptions are satisfied.

**EC.2. Conservativeness of Standard ERM and Lazy Learner**

As in the setup of Theorem 4, suppose that Stage 1 samples are drawn from $q$. Suppose we use empirical risk minimization (ERM) to train $\hat{g}$, i.e., $\hat{g} := \arg\min_{g \in \mathcal{G}} \{R_{n_1}(g) := \frac{1}{n_1} \sum_{i=1}^{n_1} \ell(\hat{X}_i, Y_i)\}$ where $\ell$ is a loss function and $\mathcal{G}$ is the considered hypothesis class. Correspondingly, let $R(g) := E_{X \sim q} \ell(g(X), I(X \in S,))$ be the true risk function and $g^* := \arg\min_{g \in \mathcal{G}} R(g)$ its minimizer. Also let $\kappa := \min_{x \in \mathcal{S}, g^*(x)}$ be the true threshold associated with $g^*$ in obtaining the smallest outer rare-event set approximation. Then we have the following result.
Theorem EC.1 (Conservativeness of ERM-generated set approximation). Consider \( \overline{S}^k \) obtained in Algorithm 1 where \( \hat{g} \) is trained from an ERM. Suppose the density \( q \) has bounded support \( K \subset [0,M]^d \) and \( 0 < q_i \leq q(x) \leq q_u \) for any \( x \in K \). Also suppose there exists a function \( h \) such that for any \( g \in G \), \( g(x) \geq \kappa \) implies \( \ell(g(x),0) \geq h(\kappa) > 0 \). (e.g., if \( \ell \) is the squared loss, then \( h(\kappa) \) could be chosen as \( h(\kappa) = \kappa^2 \)). Then, with probability at least \( 1 - \delta \),

\[
P_{X \sim q}(X \in \overline{S}^k \setminus S_{\gamma}) \leq \frac{R(g^*) + 2 \sup_{g \in G} |R_{n_1}(g) - R(g)|}{h(\kappa^* - t(\delta,n_1)) \sqrt{d} \text{Lip}(g^*) - \|\hat{g} - g^*\|_{\infty}}.
\]

Here, \( \text{Lip}(g^*) \) is the Lipschitz parameter of \( g^* \), and \( t(\delta,n_1) = 3 \left( \frac{\log(n_1 q_1)}{d \log M + d \log \frac{1}{\delta}} \right)^{\frac{1}{2}} \).

A question is how to give a more refined bound for the false positive rate based on Theorem EC.1 and Theorem 4 that depends on explicit constants of the classification model or training process. This would involve theoretical results for deep neural networks that are under active research. Let us examine the terms appearing in Theorem EC.1 and give some related results. In machine learning theory, the term \( \sup_{g \in G} |R_{n_1}(g) - R(g)| \) is often bounded by the Rademacher complexity of the function class (some results about the Rademacher complexity for neural networks are in [Harvey et al. 2017, Cao and Gu 2019]). The convergence of \( \|\hat{g} - g^*\|_{\infty} \) to 0 as \( n_1 \rightarrow \infty \) is implied by the convergence of the parameters, which is in turn justified by the empirical process theory ([van der Vaart and Wellner 1996]). A bound for \( \text{Lip}(g^*) \) could be potentially derived by adding norm constraints to the parameters in the neural network ([Anil et al. 2019]). On the other hand, if we let the network size grow to infinity, the class of neural networks can approximate any continuous function ([Lu et al. 2017]), and hence \( R(g^*) \) can be arbitrarily small when the neural network is complex enough. However, if we restrict the choices of networks, for instance by the Lipschitz constant, then no results regarding the sufficiency of its expressive power for arbitrary functions are available in the literature to our knowledge, and thus it appears open how to simultaneously give bounds for \( \text{Lip}(g^*) \) and \( R(g^*) \). Future investigations on the expressive power of restricted classes of neural networks would help refining our conservativeness results further.

We provide a corresponding result to quantify the conservativeness of the lazy-learner IS in terms of the false positive rate. Recall that the lazy learner constructs the outer approximation of the rare-event set using \( \mathcal{H}(T_0)^c \), which is the complement of the orthogonal monotone hull of the set of all non-rare-event samples. The conservativeness is measured concretely by the set difference between \( \mathcal{H}(T_0)^c \) and \( S_{\gamma} \), for which we have the following result:

Theorem EC.2 (Conservativeness of lazy learner). Suppose that the density \( q \) has bounded support \( K \subset [0,M]^d \), and \( 0 < q_i \leq q(x) \leq q_u \) for any \( x \in K \). Then, with probability at least \( 1 - \delta \),

\[
P_{X \sim q}(X \in \mathcal{H}(T_0)^c \setminus S_{\gamma}) \leq M^{d-1} q_u \left( \frac{\sqrt{d}}{2} \right)^{d-1} w_{d-1} t(\delta,n_1)
\]
\[ \sqrt{\frac{e}{\pi (d-1)}} \left( \frac{1}{2} \pi e \right)^{\frac{d-1}{2}} q_d t(\delta, n_1) (1 + O(d^{-1})). \]

Here \( t(\delta, n_1) = 3 \left( \frac{\log(n_1 q_1) + d \log M + \log \frac{1}{\delta} n_1 q_1}{M} \right)^{\frac{1}{2}}, \) \( w_d \) is the volume of a \( d \)-dimensional Euclidean ball of radius 1, and the last \( O(\cdot) \) is as \( d \) increases.

Theorems EC.1 and EC.2 are stated with respect to \( q \), the sampling distribution used in the first stage. We explain how to translate the false positive rate results to under the original distribution \( p \). In the discussion below, we will consider Theorem EC.1 (and Theorem EC.2 can be handled similarly). In this case, our target is to give an upper bound to \( P_{X \sim p}(X \in S^c \setminus S_\gamma) \) based on the result of Theorem EC.1.

If the true input distribution \( p \) does not have a bounded support, we can first choose \( M \) to be large to make sure that \( P_{X \sim p}(X \notin [0, M]^d) \) is small compared to the probability of \( S_\gamma \). We argue that we do not need \( M \) to be too large here. Indeed, if \( p \) is light tail (e.g., a distribution with tail probability exponential in \( M \)), then the required \( M \) grows at most polynomially in \( \gamma \).

Having selected \( M \), and with the freedom in selecting \( q \) in Stage 1, we could make sure that in \([0, M]^d\), \( q(x) \) is bounded away from 0 (e.g., we can choose \( q \) to be the uniform distribution over \([0, M]^d\)). Then, by Theorem EC.1 and a change of measure argument, we can give a bound for \( P_{X \sim p}(X \in [0, M]^d, X \in S^c \setminus S_\gamma) \). Finally, we bound the false positive rate with respect to \( p \) by
\[ P_{X \sim p}(X \in \mathcal{H}(T_0)^c \setminus S_\gamma) \leq P_{X \sim p}(X \notin [0, M]^d) + P_{X \sim p}(X \in [0, M]^d, X \in \mathcal{H}(T_0)^c \setminus S_\gamma). \]

**EC.3. Lower-Bound Efficiency Certificate and Estimators**

In Section 3 we described an approach that gives an estimator for the rare-event probability with an upper-bound relaxed efficiency certificate. Here we present analogous definitions and results on the lower-bound relaxed efficiency certificate. This lower-bound estimator gives an estimation gap for the upper-bound estimator. Moreover, by combining both of them, we can obtain an interval for the target rare-event probability.

The lower-bound relaxed efficiency certificate is defined as follows (compare with Definition 4):

**Definition EC.1.** We say an estimator \( \hat{\mu}_n \) satisfies a lower-bound relaxed efficiency certificate to estimate \( \mu \) if \( P(\hat{\mu}_n - \mu > \epsilon \mu) \leq \delta \) with \( n \geq \tilde{O}(\log(1/\mu)) \), for given \( 0 < \epsilon, \delta < 1 \).

This definition requires that, with high probability, \( \hat{\mu}_n \) is a lower bound of \( \mu \) up to an error of \( \epsilon \mu \).

We have the following analog to Proposition 2:

**Corollary EC.1.** Suppose \( \hat{\mu}_n \) is downward biased, i.e., \( \bar{\mu} := E[\hat{\mu}_n] \leq \mu \). Moreover, suppose \( \hat{\mu}_n \) takes the form of an average of \( n \) i.i.d. simulation runs \( Z_i \), with \( RE = Var(Z_i)/\bar{\mu}^2 = \tilde{O}(\log(1/\bar{\mu})) \).
Then \( \hat{\mu}_n \) possesses the lower-bound relaxed efficiency certificate.
This motivates us to learn an inner approximation of the rare-event set in Stage 1 and then in Stage 2, we use IS as in Theorem 1 to estimate the probability of this inner approximation set. For the inner set approximation, like the outer approximation case, we use our Stage 1 samples \{((\tilde{X}_i, Y_i))\}_{i=1,...,n_1} to construct an approximation set \(\mathcal{S}_\gamma\) that has zero false positive rate, i.e.,

\[
P(X \in \mathcal{S}_\gamma, Y = 0) = 0. \tag{EC.1}
\]

To make sure of (EC.1), we again exploit the knowledge that the rare event set \(\mathcal{S}_\gamma\) is orthogonally monotone. Indeed, denote \(T_1 := \{\tilde{X}_i : Y_i = 1\}\) as the rare-event sampled points and for each point \(x \in \mathbb{R}^d_+\), let \(Q(x) := \{x' : x' \geq x\}\). We construct \(J(T_1) := \cup_{x \in T_1} Q(x)\) which serves as the “upper orthogonal monotone hull” of \(T_1\). The orthogonal monotonicity property of \(\mathcal{S}_\gamma\) implies that \(J(T_1) \subset \mathcal{S}_\gamma\). Moreover, \(J(T_1)\) is the largest choice of \(\mathcal{S}_\gamma\) such that (EC.1) is guaranteed. Based on this observation, in parallel to Section 3, depending on how we construct the inner approximation to the rare-event set, we propose the following two approaches.

**Lazy-Learner IS (Lower Bound).** We now consider an estimator for \(\mu\) where in Stage 1, we sample a constant \(n_1\) i.i.d. random points from some density, say \(q\). Then, we use the mixture IS depicted in Theorem 1 to estimate \(P(X \in J(T_1))\) in Stage 2. Since \(J(T_1)\) takes the form \(\cup_{x \in T_1} Q(x)\), it has a finite number of dominating points, which can be found by a sequential algorithm. But as explained in Section 3, this leads to a large number of mixture components that degrades the IS efficiency.

**Deep-Learning-Based IS (Lower Bound).** We train a neural network classifier, say \(\hat{g}\), using all the Stage 1 samples \{((\tilde{X}_i, Y_i))\}, and obtain an approximate rare-event region \(\mathcal{S}_\gamma^\kappa = \{x : \hat{g}(x) \geq \kappa\}\), where \(\kappa\) is say \(1/2\). Then we adjust \(\kappa\) minimally away from \(1/2\), say to \(\hat{\kappa}\), so that \(\mathcal{S}_\gamma^\kappa \subset J(T_1)\), i.e.,

\[
\hat{\kappa} = \min\{\kappa \in \mathbb{R} : \mathcal{S}_\gamma^\kappa \subset J(T_1)\}.
\]

Then \(\mathcal{S}_\gamma^\kappa\) is an inner approximation for \(\mathcal{S}_\gamma\) (see Figure 1(c), where \(\hat{\kappa} = 0.83\)). Stage 1 in Algorithm 2 shows this procedure. With this, we can run mixture IS to estimate \(P(X \in \mathcal{S}_\gamma^\kappa)\) in Stage 2.

As we can see, compared with Algorithm 1, the only difference is how we adjust \(\kappa\) in Stage 1. And similar to Theorem 3, we also have that Algorithm 2 attains the lower-bound relaxed efficiency certificate:

**Theorem EC.3 (Lower-bound relaxed efficiency certificate).** Suppose \(\mathcal{S}_\gamma\) is orthogonally monotone, and \(\mathcal{S}_\gamma^\kappa\) satisfies the same conditions for \(\mathcal{S}_\gamma\) in Theorem 1. Then Algorithm 2 attains the lower-bound relaxed efficiency certificate by using a constant number of Stage 1 samples.

Finally, we investigate the conservativeness of this bound, which is measured by the false negative rate \(P(X \notin \mathcal{S}_\gamma^\kappa, Y = 1)\). Like in Section 3, we use ERM to train \(\hat{g}\), i.e., \(\hat{g} := \arg\min_{g \in \mathcal{G}} \{R_{n_1}(g) := \frac{1}{n_1} \sum_{i=1}^{n_1} \ell(g(\tilde{X}_i), Y_i)\}\) where \(\ell\) is a loss function and \(\mathcal{G}\) is the considered hypothesis class. Let \(g^*\) be the
### Algorithm 2: Deep-PrAE to estimate $\mu = P(X \in S_\gamma)$ (lower bound).

**Input:** Black-box evaluator $I(\cdot \in S_\gamma)$, initial Stage 1 samples $\{(\tilde{X}_i, Y_i)\}_{i=1,...,n_1}$, Stage 2 sampling budget $n_2$, input density function $f(x)$.

**Output:** IS estimate $\hat{\mu}_n$.

1. **Stage 1 (Set Learning):**
   - Train classifier with positive decision region $S^\kappa_\gamma = \{x: \hat{g}(x) \geq \kappa\}$ using $\{(\tilde{X}_i, Y_i)\}_{i=1,...,n_1}$.
   - Replace $\kappa$ by $\hat{\kappa} = \min\{\kappa \in \mathbb{R}: S^\kappa_\gamma \subset J(T_1)\}$.

2. **Stage 2 (Mixture IS based on Searched dominating points):**
   - The same as Stage 2 of Algorithm 1.

---

true risk minimizer as described in Section 3. For inner approximation, we let $\kappa^* := \max_{x \in S_c} g^*(x)$ be the true threshold associated with $g^*$ in obtaining the largest inner rare-event set approximation.

Then we have the following result analogous to Theorem EC.1.

**Theorem EC.4 (Lower-bound estimation conservativeness).** Consider $S^\kappa_\gamma$ obtained in Algorithm 2 where $\hat{g}$ is trained from an ERM. Suppose the density $q$ has bounded support $K \subset [0, M]^d$ and $0 < q_L \leq q(x) \leq q_u$ for any $x \in K$. Also suppose there exists a function $h$ such that for any $g \in \mathcal{G}$, $g(x) \leq \kappa$ implies $\ell(g(x), 1) \geq h(\kappa) > 0$. (e.g., if $\ell$ is the squared loss, then $h(\kappa)$ could be chosen as $h(\kappa) = (1 - \kappa)^2$). Then, with probability at least $1 - \delta$,

\[
P_{X \sim q}(\tilde{X} \in \overline{S}^\kappa_\gamma \setminus S_\gamma) \leq \frac{R(g^*) + 2 \sup_{g \in \mathcal{G}} |R_{n_1}(g) - R(g)|}{h(\kappa^* + t(\delta, n_1) \sqrt{d} \text{Lip}(g^*) + \|g - g^*\|_{\infty})}.
\]

Here, $\text{Lip}(g^*)$ is the Lipschitz parameter of $g^*$, and $t(\delta, n_1) = 3 \left(\frac{\log(n_1 q_L) + d \log(M) + \log \frac{1}{\delta}}{n_1 q_L}\right)^{\frac{1}{3}}$.

---

### EC.4. Proofs

**EC.4.1. Proofs for the Dominating Point Methodologies**

**Proof of Proposition 1** Since $\mu$ is exponentially decaying in $\gamma$ while $n$ is polynomially growing in $\gamma$, we know that $\lim_{\gamma \to \infty} n_\mu = 0$. Since $n\hat{\mu}_n$ takes values in $\{0, 1, \ldots, n\}$, we get that $P(|\hat{\mu}_n - \mu| > \varepsilon \mu) = P(|n\hat{\mu}_n - n\mu| > \varepsilon n\mu) \to 1$ as $\gamma \to \infty$.

**Proof of Lemma 1** See Rockafellar (1970).

**Proof of Theorem 1** For simplicity, we denote $s_j := s_{a_j}$. We know that the likelihood ratio function

\[
L(x) = \frac{1}{\sum_j \alpha_j \exp\{s_j^T x - \lambda(s_j)\}} \leq \frac{1}{\alpha_j \exp\{s_j^T x - \lambda(s_j)\}}, \forall j.
\]
First, we develop an upper bound for the second moment of the IS estimator.

\[
\hat{E}[Z^2] = \sum_j \hat{E}[I(X \in \mathcal{S}_j) L^2(X)] \\
\leq \sum_j \hat{E}[I(X \in \mathcal{S}_j) \exp\{\lambda s_j - 2s_j^T a_j\}] \\
\leq \sum_j \frac{1}{\alpha_j} \exp\{\lambda s_j - 2s_j^T a_j\} \\
= \sum_j \frac{1}{\alpha_j} \exp\{-2I(a_j)\} \\
\leq \left(\sum_j \frac{1}{\alpha_j}\right) \exp\{-2I(a^*)\}.
\]

Next, we develop a lower bound for \(\hat{E}[Z] = P(X \in \mathcal{S})\). Since \(\mathcal{S}_\gamma\) is orthogonally monotone, we get that \(\{x \in \mathbb{R}^d : x \geq a^*\} \subset \mathcal{S}_\gamma\). We have also assumed that \(f^*(x) := f(x) \exp\{s^T x - \mu(s^*)\} \geq \epsilon'(a^*)\) for any \(a^* \leq x \leq a^* + \epsilon 1\) where \(\epsilon > 0\) is a constant and \(\epsilon'(a^*) > 0\) at most decays polynomially in \(\gamma\). Then we have that

\[
\hat{E}[Z] \geq P(a^* \leq X \leq a^* + \epsilon 1) \\
= \int_{a^* \leq x \leq a^* + \epsilon 1} \exp\{\mu(s^*) - s^T x\} f^*(x) dx \\
\geq \exp\{\mu(s^*) - s^T a^* \epsilon'(a^*)\} \int_{a^* \leq x \leq a^* + \epsilon 1} \exp\{-s^T (x - a^*)\} dx \\
= \exp\{-I(a^*)\} \epsilon'(a^*) \prod_{i=1}^d \frac{1 - \exp\{-s_i^* \epsilon\}}{s_i^*}.
\]

Again, the orthogonal monotonicity implies that \(s_i^* \geq 0, \forall i = 1, \ldots, d\). If \(s_i^* = 0\), then we naturally use \(\epsilon\) to substitute \(\frac{1 - \exp\{-s_i^* \epsilon\}}{s_i^*}\). Since \(s_i^*\) at most grows polynomially in \(\gamma\), finally we get that \(\hat{E}[Z^2]/\hat{E}[Z]^2\) at most grows polynomially in \(\gamma\). Thus we have proved the efficiency certificate.

**Proof of Theorem 2** We know that \(\hat{E}[Z] = \tilde{\Phi}(\gamma) + \tilde{\Phi}(k\gamma)\). Moreover,

\[
\hat{E}[Z^2] = e^{\gamma^2} (\tilde{\Phi}(2\gamma) + \tilde{\Phi}((k - 1)\gamma)).
\]

If \(0 < k \leq 1\), then \(\hat{E}[Z] = O\left(e^{-k^2 \gamma^2/2}/\gamma\right)\) and \(\hat{E}[Z^2] = O\left(e^{\gamma^2}\right)\) as \(\gamma \to \infty\). If \(1 < k < 3\), then \(\hat{E}[Z] = O\left(e^{-\gamma^2/2}/\gamma\right)\) and \(\hat{E}[Z^2] = O\left(e^{(1-(k-1)^2)/2)\gamma^2}/\gamma\right)\) as \(\gamma \to \infty\). In both cases, we get that \(\hat{E}[Z^2]/\hat{E}[Z]^2\) grows exponentially in \(\gamma\).

On the other hand, we denote \(Z'_i = I(X_i \geq \gamma)L(X_i)\) and we note that \(\hat{E}[Z'] = \tilde{\Phi}(\gamma), \hat{E}[Z'^2] = e^{\gamma^2} \tilde{\Phi}(2\gamma), \hat{E}[Z'^4] = e^{6\gamma^2} \tilde{\Phi}(4\gamma)\). We know that

\[
\tilde{\Phi}\left(\left|\sum_{i=1}^n Z'_i - \Phi(\gamma)\right| > \epsilon\Phi(\gamma)\right) \\
\leq \tilde{\Phi}(\exists i : X_i \leq -k\gamma) + \tilde{\Phi}\left(\left|\sum_{i=1}^n Z'_i - \Phi(\gamma)\right| > \epsilon\Phi(\gamma)\right).
\]
Clearly $\hat{P}(\exists i: X_i \leq -k\gamma) = 1 - (1 - \Phi((k + 1)\gamma))^n = O(n\Phi((k + 1)\gamma))$, which is exponentially decreasing in $\gamma$ as $n$ is polynomial in $\gamma$. Moreover, by Markov’s inequality,

$$\hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 - \Phi(\gamma) > \varepsilon \Phi(\gamma)\right) \leq \frac{\hat{E}[Z^2]}{n\varepsilon^2 \Phi^2(\gamma)} = \frac{e\gamma^2 \Phi(2\gamma)}{n\varepsilon^2 \Phi^2(\gamma)} = \Theta\left(\frac{\gamma}{n\varepsilon^2}\right).$$

Thus $P(|\hat{\mu}_n - \Phi(\gamma)| > \varepsilon \Phi(\gamma)) = O\left(\frac{\gamma}{n\varepsilon^2}\right)$. Similarly, we also know that

$$\hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 \geq \frac{1 + \varepsilon}{(1 - \varepsilon)^2} e^{-\gamma} \Phi(2\gamma)\right) \leq \hat{P}(\exists i: X_i \leq -k\gamma) + \hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 > \frac{1 + \varepsilon}{(1 - \varepsilon)^2} e^{-\gamma} \Phi(2\gamma)\right)$$

$$\leq \hat{P}(\exists i: X_i \leq -k\gamma) + \hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 > (1 + \varepsilon)e^{-\gamma} \Phi(2\gamma)\right) + \hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 < (1 - \varepsilon)\Phi(\gamma)\right)$$

$$= \hat{P}(\exists i: X_i \leq -k\gamma) + \hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 - e^{-\gamma} \Phi(2\gamma) > \varepsilon e^{-\gamma} \Phi(2\gamma)\right) + \hat{P}\left(\frac{1}{n}\sum_{i=1}^{n} Z_i^2 - \Phi(\gamma) > \varepsilon \Phi(\gamma)\right)$$

$$\leq \hat{P}(\exists i: X_i \leq -k\gamma) + \frac{\hat{E}[Z^4]}{n\varepsilon^4 e^{-2\gamma} \Phi^2(2\gamma)} + \frac{\hat{E}[Z^2]}{n\varepsilon^2 \Phi^2(\gamma)}$$

$$= \Theta\left(\frac{\gamma}{n\varepsilon^2}\right).$$

EC.4.2. Proofs for the Relaxed Efficiency Certificate

Proof of Proposition 3 We have

$$P(\hat{\mu}_n - \mu < -\varepsilon \mu) \leq P(\hat{\mu}_n - \bar{\mu} < -\varepsilon \bar{\mu})$$

since $\bar{\mu} \geq \mu$ and $1 - \varepsilon > 0$. Note that the Markov inequality gives

$$P(\hat{\mu}_n - \bar{\mu} < -\varepsilon \bar{\mu}) \leq \frac{\hat{V}ar(Z_i)}{n\varepsilon^2 \bar{\mu}^2}$$

so that

$$n \geq \frac{\hat{V}ar(Z_i)}{\delta \varepsilon \bar{\mu}^2} = \frac{RE}{\delta \varepsilon^2} = \tilde{O}\left(\log \frac{1}{\bar{\mu}}\right) = \tilde{O}\left(\log \frac{1}{\mu}\right)$$

achieves the relaxed efficiency certificate.

Proof of Proposition 4 The proof follows from that of Proposition 3 with a conditioning on $D_{n_1}$. We have

$$P(\hat{\mu}_n - \mu < -\varepsilon \mu | D_{n_1}) \leq P(\hat{\mu}_n - \bar{\mu}(D_{n_1}) < -\varepsilon \bar{\mu}(D_{n_1}) | D_{n_1})$$

since $\bar{\mu}(D_{n_1}) \geq \mu$ almost surely and $1 - \varepsilon > 0$. Note that the Markov inequality gives

$$P(\hat{\mu}_n - \bar{\mu}(D_{n_1}) < -\varepsilon \bar{\mu}(D_{n_1}) | D_{n_1}) \leq \frac{\hat{V}ar(Z_i|D_{n_1})}{n_2 \varepsilon^2 \bar{\mu}(D_{n_1})^2}$$
so that
\[ n_2 \geq \frac{\text{Var}(Z_i | D_{n_1})}{\delta^2 \overline{p}(D_{n_1})^2} = \frac{\text{RE}(D_{n_1})}{\delta^2} = \tilde{O} \left( \log \left( \frac{1}{\overline{p}(D_{n_1})} \right) \right) = \tilde{O} \left( \log \frac{1}{\mu} \right) \]
almost surely. Thus,
\[ n = n_1 + n_2 \geq \tilde{O} \left( \log \frac{1}{\mu} \right) \]
achieves the relaxed efficiency certificate.

**Proof of Corollary 1** Follows directly from Proposition 3, since \( \mathcal{S}_\gamma \supset \mathcal{S}_\gamma \) implies \( \mu(D_{n_1}) \geq \mu \) almost surely.

**Proof of Theorem 3** We have assumed that \( \tilde{\mathcal{S}}_{\hat{\kappa}} \gamma \) satisfies the assumptions for \( \mathcal{S}_\gamma \) in Theorem 1.

Then following the proof of Theorem 1, we obtain the efficiency certificate for the IS estimator in estimating its mean. Theorem 3 is then proved by directly applying Corollary 1.

**EC.4.3. Proofs for Conservativeness**

Recall that \( T_0 = \{ \tilde{X}_i : Y_i = 0 \} \) where the samples are generated as in Algorithm 1. By some combinatorial argument, we can prove the following lemma which says that with high probability, each point in \( \mathcal{S}_\gamma \) that has sufficient distance to its boundary could be covered by \( \mathcal{H}(T_0) \).

**Lemma EC.1.** Suppose that the density \( q \) has bounded support \( K \subset [0, M]^d \), and for any \( x \in K \), suppose that \( 0 < q_l \leq q(x) \leq q_u \). Define \( B_t := \{ x \in \mathcal{S}_\gamma : x + t_1 \delta d \times 1 \in \mathcal{S}_\gamma \} \). Then with probability at least \( 1 - \delta \), we have that \( B_t(\delta, n_1) \subset \mathcal{H}(T_0) \). Here \( t(\delta, n_1) = 3 \left( \frac{\log(n_1 q_l) + d \log M + \log \frac{1}{\delta} n_1 q_l}{n_1 q_l} \right)^{1/2} \).

**Proof of Lemma EC.1** The basic idea is to construct a finite number of regions, such that when there is at least one sample point in each of these regions, we would have that \( B_t \subset \mathcal{H}(T_0) \). Then we could give a lower bound to the probability of \( B_t \subset \mathcal{H}(T_0) \) in terms of the number of regions and the volume of each of these regions.

By dividing the first \( d - 1 \) coordinates into \( \frac{M}{\delta} \) equal parts, we partition the region \( [0, M]^d \) into rectangles, each with side length \( \delta \), except for the \( d \)-th dimension (the \( \delta \) here is not exactly the \( \delta \) in the statement of the lemma, since we will do a change of variable in the last step). To be more precise, the rectangles are given by
\[ Z_j = \left( \prod_{i=1}^{d-1} [j_i - 1) \delta, j_i \delta] \right) \times [0, M]. \]
Here \( j \in J \) and \( J \) is defined by
\[ J := \{ j = (j_1, \cdots, j_{d-1}), j_i = 1, 2, \cdots, \frac{M}{\delta} \}. \]

Denote by \( J_0 \) the set which consists of \( j \in J \) such that there exist a point in \( B_{2\delta} \) whose first \( d - 1 \) coordinates are \( j_1 \delta, j_2 \delta, \cdots, j_{d-1} \delta \) respectively, i.e., \( J_0 = \left\{ j \in J : B_{2\delta} \cap \left( \prod_{i=1}^{d-1} \{ j_i \delta \} \times [0, M] \right) \neq \emptyset \right\} \).

For all \( j \in J_0 \), let \( p_j \) be the point such that
i) $p_j \in B_\delta$

ii) The first $d-1$ coordinates of $p_j$ are $j_1 \delta, j_2 \delta, \ldots, j_{d-1} \delta$ respectively

iii) $p_j$ has $d$-th coordinate larger than $-\delta + \sup_{p \text{ satisfies } i, ii} (d$-th coordinate of $p)$.

From the definition of $J_0$ and the fact that $B_\delta \supset B_{2\delta}$, $p_j$ is guaranteed to exist. We claim that $B_{2\delta} \cap Z_j \subset \mathcal{R}(p_j)$, where $\mathcal{R}(p_j)$ is the rectangle that contains 0 and $p_j$ as two of its corners. Clearly, from the definition of $Z_j$, for any point $x \in B_{2\delta} \cap Z_j$, its first $d-1$ coordinates are smaller than $j_1 \delta, j_2 \delta, \ldots, j_{d-1} \delta$ respectively. For the $d$-th coordinate, suppose on the contrary that there exists $x \in B_{2\delta} \cap Z_j$ with $d$-th coordinate greater than the $d$-th coordinate of $p_j$. Since $x \in Z_j$, the first $d-1$ coordinates of $x$ are at least $(j_1 - 1) \delta, (j_2 - 1) \delta, \ldots, (j_{d-1} - 1) \delta$, so we have that $x + \delta 1_{d \times 1} \geq p_j + \delta e_d$.

Since $x \in B_{2\delta}$, we know that $x + 2\delta 1_{d \times 1} \in S_\gamma$. Hence by the previous inequality and the orthogonal monotonicity of $S_\gamma$, $p_j + \delta e_d + \delta 1_{d \times 1} \in S_\gamma$. By definition of $B_\delta$, this implies $p_j + \delta e_d \in B_\delta$. This contradicts iii) in the definition of $p_j$. By contradiction, we have shown that each point in $B_{2\delta} \cap Z_j$ has $d$-th coordinate smaller than the $d$-th coordinate of $p_j$. So the claim that $B_{2\delta} \cap Z_j \subset \mathcal{R}(p_j)$ for any $j \in J_0$ is proved.

Then we consider those $j$ such that $j \in J - J_0$. For any point $x \in Z_j$, the first $d-1$ coordinates of $x + \delta 1_{d \times 1}$ are at least $j_1 \delta, j_2 \delta, \ldots, j_{d-1} \delta$ respectively. Since $j \notin J_0$, we have that $x + \delta 1_{d \times 1} \notin B_{2\delta}$. This implies $x + 3\delta 1_{d \times 1} \notin S_\gamma$, or $x \notin B_{3\delta}$. So we have shown that for any $j \notin J_0$, $B_{3\delta} \cap Z_j = \emptyset$. This implies $B_{3\delta}$ has a partition given by $B_{3\delta} = \bigcup_{j \in J} (B_{3\delta} \cap Z_j) = \bigcup_{j \in J_0} (B_{3\delta} \cap Z_j)$. Notice that $B_{3\delta} \subset B_{2\delta}$, from the result in the preceding paragraph, we conclude that $B_{3\delta} \subset \bigcup_{j \in J_0} \mathcal{R}(p_j)$.

For each $j \in J_0$ and the constructed $p_j$, consider the region

$$G_j := \{ x \in S_\gamma' : x \geq p_j \}.$$ 

Observe that, if there exists a sample point in $T_0$ that lies in $G_j$, then we have $p_j \subset \mathcal{H}(T_0)$ which implies $\mathcal{R}(p_j) \subset \mathcal{H}(T_0)$. Since $p_j \in B_\delta$ and $S_\gamma$ is orthogonally monotone, we have that $G_j$ contains the rectangle which contains $p_j$ and $p_j + \delta 1_{d \times 1}$ as two of its corners, so $\text{Vol}(G_j) \geq \delta^d$. Hence the probability that $\mathcal{R}(p_j) \subset \mathcal{H}(T_0)$ has a lower bound given by

$$P(\mathcal{R}(p_j) \subset \mathcal{H}(T_0)) \geq P(T_0 \cap G_j \neq \emptyset) \geq 1 - (1 - \delta^d q_1)^{n_1} \geq 1 - e^{-n_1 q_1 \delta^d}.$$ 

Notice that $|J_0| \leq \left(\frac{M}{\delta}\right)^{d-1}$, by union bound we have that

$$P\left(\bigcup_{j \in J_0} \mathcal{R}(p_j) \subset \mathcal{H}(T_0)\right) \geq 1 - \frac{M^{d-1}}{\delta^{d-1}} e^{-n_1 q_1 \delta^d}.$$ 

Since we have shown that $B_{3\delta} \subset \bigcup_{j \in J_0} \mathcal{R}(p_j)$, this implies

$$P(B_{3\delta} \subset \mathcal{H}(T_0)) \geq 1 - \frac{M^{d-1}}{\delta^{d-1}} e^{-n_1 q_1 \delta^d}.$$ 

Based on this inequality, it is not hard to check that for $t(\delta, n_1) = 3 \left(\frac{\log(n_1 q_1) + d \log M + \log \frac{1}{\delta}}{n_1 q_1}\right)^{\frac{1}{2}}$, we have that $P(B_t(\delta) \subset \mathcal{H}(T_0)) \geq 1 - \delta$. 
We will compare the numerator and denominator of the RHS of (EC.2) with their counterparts for the choice of \( \hat{g} \) stated in the theorem.

Here \( \text{Vol}_B \) is at least 1.

By Markov inequality and the definition of \( \text{Vol}_B \), it suffices to show that \( \text{Vol}(S_\gamma \setminus B_t) \) is bounded by \( \frac{1}{\sqrt{d}} \) for a distance of \( t(\delta, n_1) \sqrt{d} \). So the volume of \( S_\gamma \setminus B_t \) is bounded by

\[
t(\delta, n_1) \sqrt{d}, \text{Vol}_{d-1}(\text{projection of the boundary of } S_0 \text{ in direction } 1_{d \times 1})
\]

\[
\leq t(\delta, n_1) \sqrt{d}, \text{Vol}_{d-1}(\text{projection of } [0, M]^d \text{ in direction } 1_{d \times 1})
\]

Here \( \text{Vol}_{d-1} \) means computing volume in the \( d-1 \) dimensional space. Notice that \( [0, M]^d \) is contained in a ball with radius \( \frac{M \sqrt{d}}{2} \), we have that

\[
\text{Vol}_{d-1}(\text{projection of } [0, M]^d \text{ in direction } 1_{d \times 1}) \leq M^{d-1} \left( \frac{\sqrt{d}}{2} \right)^{d-1} \text{Vol}_{d-1}.
\]

Combining the preceding two inequalities, we have proved the inequality in the theorem. Next we show the equality in the theorem. Indeed, when \( d \) is large, we have asymptotic formula \( \text{Vol}_{d-1} \left( \frac{2 \pi}{d} \right)^{\frac{d}{2}} (1 + O(d^{-1})) \). Plugging this into the RHS above, we will obtain the asymptotic bound as stated in the theorem.

**Proof of Theorem EC.1**

By Markov inequality and the definition of \( h, \hat{S}_\gamma^c \), we know that

\[
P_{X \sim q}(X \in \hat{S}_\gamma^c, X \in S_\gamma^c) = P_{X \sim q}(\hat{g}(X) \geq \hat{\kappa}, X \in S_\gamma^c) \leq \frac{R(\hat{g})}{h(\hat{\kappa})}.
\]  

(CE.2)

We will compare the numerator and denominator of the RHS of (EC.2) with their counterparts for the true minimizer \( g^* \). For the numerator, since \( \hat{g} \) is the empirical risk minimizer, we have that

\[
R(\hat{g}) \leq R_{n_1}(\hat{g}) + \sup_{g_0 \in G} |R_{n_1}(g_0) - R(g_0)| \leq R_{n_1}(g^*) + \sup_{g_0 \in G} |R_{n_1}(g_0) - R(g_0)|
\]

\[
\leq R(g^*) + 2 \sup_{g_0 \in G} |R_{n_1}(g_0) - R(g_0)|.
\]

(CE.3)

For the denominator, from the definition of \( \hat{S}_\gamma^c \), it is not hard to verify that, in Algorithm 1, our choice of \( \hat{\kappa} \) is given by \( \hat{\kappa} = \min\{\hat{g}(x) : x \in \mathcal{H}(T_0)^c\} \). By lemma EC.1, we have that with probability at least \( 1 - \delta \), \( B_t(\delta, n_1) \subset \mathcal{H}(T_0) \), which implies that with probability at least \( 1 - \delta \),

\[
\hat{\kappa} \geq \min\{\hat{g}(x) : x \in B_t(\delta, n_1)\} \geq \min\{g^*(x) : x \in B_t(\delta, n_1)\} - \|\hat{g} - g^*\|_\infty
\]

\[
\geq \min\{g^*(x) : x \in S_\gamma\} - t(\delta, n_1) \sqrt{d} \text{Lip}(g^*) - \|\hat{g} - g^*\|_\infty
\]

\[
= \kappa^* - t(\delta, n_1) \sqrt{d} \text{Lip}(g^*) - \|\hat{g} - g^*\|_\infty.
\]
Putting the preceding two inequalities into the Markov inequality (EC.2), and notice that $h$ is non-decreasing by its definition, the theorem is proved.

**Proof of Theorem 4** The proof goes the same way as the proof of Theorem EC.1. We only need to replace $g$ and $g_{\theta}$ with $f$ and $f_{\theta}$ in (EC.3) (Note that (EC.2) still holds because of our assumption that $g_{\theta}(x) \geq \kappa \Rightarrow \ell(f_{\theta}(x), 0) \geq h(\kappa)$).