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Abstract

Artificial neural network has achieved the state-of-art performance in fault detection on the Tennessee Eastman process, but it often requires enormous memory to fund its massive parameters. In order to implement online real-time fault detection, three deep compression techniques (pruning, clustering, and quantization) are applied to reduce the computational burden. We have extensively studied 7 different combinations of compression techniques, all methods achieve high model compression rates over 64% while maintain high fault detection accuracy. The best result is applying all three techniques, which reduces the model sizes by 91.5% and remains a high accuracy over 94%. This result leads to a smaller storage requirement in production environments, and makes the deployment smoother in real world.
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I. INTRODUCTION

Artificial Neural Network (ANN) is a powerful technique that can classify input data into predefined categories. ANN has been successfully deployed in an enormous amount of real-life applications with superior results, including computer vision [1], natural language processing [2], autonomous driving [3]. For a classification problem, input data is processed through a series of weight matrices, bias vectors, and nonlinear activation functions. Following by a classifier, ANN eventually calculates a likelihood score for each category. During training, ANN maximizes the likelihood of the true category (or minimize the negative of this likelihood) for taring data sets via variants of stochastic gradient decent methods. In terms of the inference, we run the forward path and classify testing data to the category with the highest probability score. Even though ANN has shown great success in many fields, sometimes the enormous model size caused by a large number of weights can result in overwhelming computational burden (e.g. taking huge memory and being very power demanding). In certain application scenarios that have memory or energy consumption limitations, such as mobile platform or browser-based systems, a smaller size ANN with high accuracy is not only necessary but also hold in high demand.

Deep compression is a powerful technique for reducing the size of an ANN while remaining high accuracy. There are three techniques can be used to achieve this goal: pruning, clustering, and quantization. Pruning is the process of removing relatively insignificant weights from weight matrices. Since the matrices can be stored in the sparse matrix data type, the removal of any item in one matrix directly reduces its size. Clustering, also known as weight sharing, is the process of using the same value for multiple weights. Since one reference can be used for several weights using this technique, it can reduce the storage space for storing weights. At last, quantization is the technique of storing weights in data types with lower precision in exchange for smaller space in storage. By combing those three techniques, we are able to reduce the size of ANN while maintaining a similar accuracy.

Fault detection, as an essential step of industrial production to ensure efficiency and safety, has been an active field of research for past years. As the complexity of production increases dramatically due to more advanced technologies, deep learning has become an increasingly popular candidate for fault detection applications due to its potential in handling complex systems, including a large amount of measurements and many failure types for processes. In this paper, we focus on the Tennessee Eastman process, a representative case for fault detection and diagnostic. The Tennessee Eastman process is a typical industrial process that consists of five main process units. It has 52 measurements and 21 fault types as defined by Downs and Vogel in [4]. Moreover, as a widely used case for fault detection, the usage of ANN to diagnose fault has been proved to have satisfying results. To achieve the best accuracy, instead of using a single ANN to classify the fault type, the result in [5] uses different ANNs for different fault types and achieves 97.73% average accuracy. However, this method requires one deep learning model for each fault type, which requires large storage space and computational efforts in total. Tennessee Eastman process requires
the online detection ability with low latency. Thus, the ANN pruning is an ideal candidate for reducing the computational burden, speeding up the online inference time, as well as maintaining the classification accuracy.

In this paper, deep compression of artificial neural networks (ANN) is used for the fault detection on Tennessee Eastman chemical process to enable faster online inferences with high accuracy. Sections II and III introduce the basics of deep learning and deep compression. Section IV discusses the details of deep learning architecture and deep compression results for fault detection of TN Eastman chemical processes. Finally, Section V summarizes this paper.

II. DEEP LEARNING

An ANN usually has 4 different types of layer: input layer, hidden layer, softmax layer, and output layer. Input layer is a weight matrix designed to pass the input data into the ANN through a linear mapping. In Hidden layers, the input information is transformed through a matrix multiplication and an activation function: 

\[
h_1 = \sigma(W_1x + b_1), \quad h_i = \sigma(W_i h_{i-1} + b_i), \quad i = \{2, 3, 4, ..., k\},
\]

where \(x \in \mathbb{R}^{n_x}\) is the vector of input data, \(h_i \in \mathbb{R}^{n_{h_i}}\) is the \(i^{th}\) hidden layer representation, \(W_i \in \mathbb{R}^{n_{h_i} \times n_{h_{i-1}}}\) and \(b_i \in \mathbb{R}^{n_{h_i}}\) are weights and bias for connecting the \(i^{th}\) and \((i-1)^{th}\) hidden representations, \(k\) is the number of hidden layers, and \(\sigma\) is a nonlinear activation function that introduces nonlinearity into the neural network. Specifically, ReLU activation function, \(\sigma(x) = max(0, x)\), is used in this paper. The last fully-connected hidden layer does not impose the activation function. Then, a softmax layer calculates the score/probability of each class via 

\[
f_{y_i} = \frac{e^{f_{y_i}}}{\sum_j e^{f_j}},
\]

where \(f_{y_i}\) is the score of the correct category, and \(f_j\) is the score of the \(j^{th}\) category. Finally, the loss is calculated based on the true label and regularization. The objective of the network is to minimize the loss and maximize the accuracy of both training and testing datasets.

\[
\text{Fig. 1. ANN Structure}
\]

III. DEEP COMPRESSION

Neural networks usually require enormous memory to fund their massive parameters. In this section, three deep compression techniques are discussed to reduce the model size and keep high accuracy.
A. Pruning

Network pruning utilizes the connectivity between neurons. Small weights under a predefined threshold are removed to reduce the model size. As shown in Figure 2, the left figure is the original weights matrix. After pruning with a threshold 0.1, the pruned weights are illustrated in the right figure. The sparsity of the matrix reduces model size, and can speed up the calculation with hardware optimizations.
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Fig. 2. The left figure is the original weight matrix, and the right figure is the matrix after pruning with a threshold 0.1. Highlighted weights are removed.

B. Clustering

Clustering is a technique that groups weights with close values. First, weights are divided into a fixed number of groups. Second, values in the same group will be reset as the same value and thus all weights in the same group can be referenced to the same address to reduce model size. In Figure 3, the left top figure is a weight matrix before clustering.Weights in this original matrix are grouped into 6 groups, and all weights in the same group are each assigned with a same value. The gradient of each weight is calculated through back-propagation and the gradient of each group is the sum over all elements. Finally, weights are updated through the cluster groups. Clustering essentially minimizes the amount of references needed for a model, and thus reduces the storage requirement of this model.
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Fig. 3. An illustration of the gradient update for clustered weights: the top left figure is the original weight matrix colored according to clustered groups; the top middle figure is the corresponding group indices; the bottom left figure is the gradient of the weight matrix; the bottom middle figure is the grouped gradients according to the centroids; the bottom right figure shows the sum of gradients of each group; and the top right figure represent the final gradient update of clusters.
C. Quantization

In ANN, weights are usually stored in a high precision format such as float64 or float32, which consumes a relatively large space. In the quantization process, the precision used to store weights is degraded in the exchange for a lower space consumption. In Figure 4, weights in the left figure are stored in one decimal, while the right figure reduces the storage requirement via rounding off the decimal value.

![Quantization](image)

Fig. 4. The left figure is the weight matrix before quantization; the right figure is the weight matrix after quantization.

IV. FAULT DETECTION FOR THE TENNESSEE EASTMAN CHEMICAL PROCESS

The Tennessee Eastman process is a benchmark for fault detection [5]. Based on a baseline ANN structure, various combinations of deep compression techniques are applied to reduce the model size and achieve a high accuracy.

A. Tennessee Eastman Process Description

As summarized in Table I, the Tennessee Eastman process provides 52 measurements and 21 different fault types (including "no fault" as faultNumber 0) in its dataset. Moreover, Chiang [6] and Zhang [7] pointed out that due to the absence of observable change in the mean, variance and the higher order variances in the data, we do not have enough information to detect Fault 3, 9, and 15. Therefore, this paper follows the common rule to exclude the three faults above for the consideration, resulting in 18 classification types (including "no failure" as faultNumber 0).

| Fault Number | Process Variable | Type          |
|--------------|------------------|---------------|
| faultNumber 1 | A/C feed ratio, B composition constant (stream 4) | Step          |
| faultNumber 2 | B composition, A/C ratio constant (stream 4) | Step          |
| faultNumber 3 | D feed temperature (stream 2) | Step          |
| faultNumber 4 | Reactor cooling water inlet temperature | Step          |
| faultNumber 5 | Condenser cooling water inlet temperature | Step          |
| faultNumber 6 | A feed loss (stream 1) | Step          |
| faultNumber 7 | C header pressure loss - reduced availability (stream 4) | Step          |
| faultNumber 8 | A, B, C feed composition (stream 4) | Random variation |
| faultNumber 9 | D feed temperature (stream 2) | Random variation |
| faultNumber 10 | C feed temperature (stream 4) | Random variation |
| faultNumber 11 | Reactor cooling water inlet temperature | Random variation |
| faultNumber 12 | Condenser cooling water inlet temperature | Random variation |
| faultNumber 13 | Reaction kinetics | Slow drift |
| faultNumber 14 | Reactor cooling water valve | Sticking |
| faultNumber 15 | Condenser cooling water valve | Sticking |
| faultNumber 16 | Unknown | Unknown |
| faultNumber 17 | Unknown | Unknown |
| faultNumber 18 | Unknown | Unknown |
| faultNumber 19 | Unknown | Unknown |
| faultNumber 20 | Unknown | Unknown |

TABLE I
FAULT TYPES IN THE TE PROCESS
B. Baseline Artificial Neural Network Models

In Tennessee Eastman process measurements, one entry in the dataset might correspond to multiple fault types. Following the state-of-art method in [5], we construct and train 18 different ANNs to detect each of the 18 fault types. In baseline, each ANN has 6 layers in the structure of \(52 - 64 - 256 - 128 - 256 - 128 - 64 - 2\). The input layer dimension is 52, which corresponds to the 52 measurement. The output layer has a dimension of 2, which corresponds to the 2 possible outcomes (fault or no fault). The resulting 18 models are served as the baseline for comparison with compressed models.

C. Deep Compression Results

In this section, all 7 different combinations of pruning, clustering, and quantization are applied to the 18 ANNs. First, each of the three compression techniques is applied individually to exam the performance. Then, each two of the compression techniques applied to the original 18 ANNs. At Last, all three techniques are applied to the original ANNs to compare the compression rate and accuracy change.

The compression results of ANNs obtained by applying each of the three techniques individually are shown in Table II, III, and IV. As shown in Table II, when only pruning is applied, the average compressed rate is 64.0% , and the average accuracy change is -0.5% for all 18 different types of fault labels. This result is promising considering the average accuracy only changed slightly, while the average model size is significantly reduced by 64.0%. Table III shows the compression result after clustering only, which achieves 76.0% average compressed rate and only -1.2% average accuracy change. This method is the best among combinations that only apply a single compression technique. Table IV presents the result after only quantization, which achieves an average compression rate of 72.0%, and an average accuracy change of -7.8%.

![Table II: Compression Results with Pruning](image)

| Fault | ANN Size (bytes) | ANN Acc (%) | Compressed Size (bytes) | Compressed Acc (%) | Compressed Rate (%) | Acc Change (%) |
|-------|-----------------|-------------|-------------------------|--------------------|-------------------|---------------|
| 0     | 486924          | 94.4        | 175207                  | 94.4               | 64.0              | 0.0           |
| 1     | 487120          | 99.4        | 175235                  | 95.3               | 64.0              | -4.1          |
| 2     | 486833          | 96.1        | 174988                  | 99.6               | 64.1              | 0.0           |
| 3     | 486931          | 96.1        | 175159                  | 94.4               | 64.0              | -1.7          |
| 4     | 486901          | 95.2        | 175354                  | 95.3               | 64.0              | 0.1           |
| 5     | 486753          | 95.6        | 174983                  | 99.8               | 64.1              | 4.2           |
| 6     | 486914          | 99.8        | 174765                  | 99.8               | 64.1              | 0.0           |
| 7     | 486992          | 97.9        | 175556                  | 98.5               | 64.0              | 6.0           |
| 8     | 486789          | 95.3        | 175412                  | 95.3               | 64.0              | 0.0           |
| 9     | 486782          | 94.4        | 175086                  | 94.4               | 64.0              | 0.0           |
| 10    | 486737          | 95.3        | 175564                  | 95.3               | 64.0              | 0.0           |
| 11    | 487124          | 97.6        | 175382                  | 97.3               | 64.0              | -0.3          |
| 12    | 486838          | 96.4        | 175283                  | 99.1               | 64.0              | 2.7           |
| 13    | 486819          | 97.1        | 175111                  | 95.3               | 64.0              | 1.8           |
| 14    | 486844          | 96.8        | 175266                  | 96.8               | 64.0              | 0.0           |
| 15    | 486999          | 96.4        | 175400                  | 92.0               | 64.0              | -4.4          |
| 16    | 486816          | 95.3        | 175605                  | 94.4               | 64.0              | -0.9          |
| 17    | 486884          | 97.6        | 175296                  | 94.4               | 64.0              | -3.2          |
| Average |                 |             |                         |                    | 64.0              | -0.5          |

![Table III: Compression Results with Clustering](image)

| Fault | ANN Size (bytes) | ANN Acc (%) | Compressed Size (bytes) | Compressed Acc (%) | Compressed Rate (%) | Acc Change (%) |
|-------|-----------------|-------------|-------------------------|--------------------|-------------------|---------------|
| 0     | 486924          | 94.4        | 117313                  | 94.4               | 75.9              | 0.0           |
| 1     | 487120          | 99.4        | 117725                  | 99.1               | 75.8              | -0.3          |
| 2     | 486833          | 99.6        | 116267                  | 99.4               | 76.0              | -0.2          |
| 3     | 486931          | 96.1        | 110857                  | 94.4               | 75.8              | -1.7          |
| 4     | 486901          | 95.2        | 116922                  | 94.4               | 76.0              | -0.8          |
| 5     | 486753          | 95.6        | 115861                  | 99.6               | 76.2              | -4.0          |
| 6     | 486914          | 99.8        | 114344                  | 94.4               | 76.5              | -5.4          |
| 7     | 486992          | 97.9        | 115685                  | 94.9               | 76.2              | -3.0          |
| 8     | 486789          | 95.3        | 116442                  | 94.4               | 76.1              | -0.9          |
| 9     | 486782          | 94.4        | 117599                  | 94.4               | 75.8              | 0.0           |
| 10    | 486737          | 95.3        | 117798                  | 94.4               | 75.8              | -0.9          |
| 11    | 487124          | 97.6        | 115934                  | 94.7               | 76.2              | -2.9          |
| 12    | 486838          | 96.4        | 117672                  | 94.4               | 75.8              | -2.0          |
| 13    | 486819          | 97.1        | 116671                  | 94.4               | 76.0              | -2.7          |
| 14    | 486844          | 96.8        | 118284                  | 96.3               | 75.7              | -0.5          |
| 15    | 486999          | 96.4        | 116166                  | 94.7               | 76.1              | -1.7          |
| 16    | 486816          | 95.3        | 117600                  | 94.4               | 75.8              | -0.9          |
| 17    | 486844          | 97.6        | 117014                  | 94.5               | 76.0              | -3.1          |
| Average |                 |             |                         |                    | 76.0              | -1.2          |
Next, a comprehensive study of applying two compression techniques are conducted. Table IV shows that when utilizing both clustering and pruning, the average compressed rate increases to 87.3%, and the average accuracy change is only -1.9%. Moreover, the compression result is consistent among all fault types. The variance of compressed rate and accuracy change are respectively 0.16 and 1.72, which shows that there are few fluctuations in compression rate and accuracy change, thus the average compression rate and average accuracy change are reliably representative. Table V shows the compression result with both pruning and quantization. The average compression rate is 88.1%, which is about the same as the result in Table IV. But the average accuracy change drops to -5.3%, which is the largest drop among methods that apply two compression techniques. Table VI presents the compression result with both clustering and pruning. The average accuracy change is -1.8%, which is close to the average accuracy change in Table IV. The compression rate is 82.2%, which is 5.1% smaller than the result in Table VI. In general, applying two compression techniques achieves better results than only applying one single technique.

TABLE IV
COMPRESSION RESULTS WITH QUANTIZATION

| Fault | ANN Size (bytes) | ANN Acc (%) | Compressed Size (bytes) | Compressed Acc (%) | Compressed Rate (%) | Acc Change (%) |
|-------|------------------|-------------|-------------------------|--------------------|---------------------|---------------|
| 0     | 486924           | 94.4        | 137620                  | 94.4               | 71.7                | 0.0           |
| 1     | 487120           | 99.4        | 137030                  | 95.9               | 71.9                | -3.5          |
| 2     | 486853           | 99.6        | 137482                  | 98.8               | 71.8                | -0.8          |
| 3     | 486931           | 96.1        | 136678                  | 94.4               | 71.9                | -1.7          |
| 4     | 486901           | 95.2        | 137766                  | 94.4               | 71.7                | -0.8          |
| 5     | 486753           | 95.6        | 137140                  | 99.5               | 71.8                | 3.9           |
| 6     | 486914           | 99.8        | 136784                  | 13.7               | 71.9                | -86.1         |
| 7     | 486992           | 97.9        | 137008                  | 94.8               | 71.9                | -3.1          |
| 8     | 486780           | 95.3        | 137479                  | 94.4               | 71.7                | -0.8          |
| 9     | 486872           | 94.4        | 137911                  | 94.4               | 71.7                | -0.9          |
| 10    | 486737           | 95.3        | 137582                  | 94.4               | 71.7                | -0.9          |
| 11    | 487124           | 97.6        | 137075                  | 95.5               | 71.9                | -2.1          |
| 12    | 486838           | 96.4        | 137428                  | 94.4               | 71.7                | -2.5          |
| 13    | 486619           | 97.1        | 137064                  | 82.9               | 71.8                | -14.2         |
| 14    | 486844           | 96.8        | 137421                  | 95.8               | 71.8                | -1.0          |
| 15    | 486899           | 96.4        | 137109                  | 96.1               | 71.8                | -0.3          |
| 16    | 486816           | 95.3        | 137560                  | 94.4               | 71.7                | -0.9          |
| 17    | 486844           | 97.6        | 137238                  | 95.0               | 71.8                | -2.6          |
| Average|                |             |                         |                    |                    | -7.8          |

TABLE V
COMPRESSION RESULTS WITH PRUNING AND CLUSTERING

| Fault | ANN Size (bytes) | ANN Acc (%) | Compressed Size (bytes) | Compressed Acc (%) | Compressed Rate (%) | Acc Change (%) |
|-------|------------------|-------------|-------------------------|--------------------|---------------------|---------------|
| 0     | 486924           | 94.4        | 62014                   | 94.4               | 87.3                | 0.0           |
| 1     | 487120           | 99.4        | 61788                   | 95.3               | 87.3                | -4.1          |
| 2     | 486853           | 99.6        | 63234                   | 95.3               | 87.0                | -4.3          |
| 3     | 486931           | 96.1        | 61941                   | 94.4               | 87.3                | -1.7          |
| 4     | 486901           | 95.2        | 62078                   | 95.3               | 87.3                | 0.1           |
| 5     | 486753           | 95.6        | 62995                   | 95.3               | 87.0                | -0.3          |
| 6     | 486914           | 99.8        | 62065                   | 95.3               | 87.3                | -4.5          |
| 7     | 486992           | 97.9        | 60908                   | 95.3               | 87.4                | -2.6          |
| 8     | 486780           | 95.3        | 60772                   | 95.3               | 87.5                | 0.0           |
| 9     | 486782           | 94.4        | 61664                   | 94.4               | 87.3                | 0.0           |
| 10    | 486737           | 95.3        | 62178                   | 95.3               | 87.2                | 0.0           |
| 11    | 487124           | 97.6        | 61671                   | 95.3               | 87.3                | -2.3          |
| 12    | 486838           | 96.4        | 62292                   | 95.3               | 87.2                | 0.0           |
| 13    | 486819           | 97.1        | 61002                   | 95.3               | 87.5                | -1.8          |
| 14    | 486844           | 96.8        | 62443                   | 92.1               | 87.2                | -4.7          |
| 15    | 486899           | 96.4        | 60988                   | 94.4               | 87.5                | -2.0          |
| 16    | 486816           | 95.3        | 60709                   | 94.4               | 87.5                | -0.9          |
| 17    | 486844           | 97.6        | 61086                   | 94.4               | 87.5                | -3.2          |
| Average|                |             |                         |                    |                    | -1.9          |
Finally, we exam the performance of applying all three compression techniques. Table VIII shows that the average compressed rate increases to 91.5% while the average accuracy change remains relatively small at -1.8%. The variances of the compressed rates and accuracy changes are only 0.14 and 1.83, correspondingly, which shows the consistency of the performance among all fault types. Compare to results of applying two techniques in Table V, Table VI, and Table VII, this method achieves the best compressed rate with no extra loss in accuracy, which indicates applying all three techniques is better than only applying two techniques for fault diagnosis in the TE process. Compared to the results of applying only one compression technique in Table II, III, and IV, although average accuracy change decreases slightly, applying all three techniques still achieves accuracies higher than 94% for all fault types. At the same time, the compressed rate 91.5% is significantly higher than 76%, the best result of applying only one technique.

The results of all 7 different combination of compression techniques are summarized in Figure 5. It is clear that applying all three techniques achieves the highest compressed rate, as well as maintains a high average accuracy above 94%. Thus, it is ideal to utilize all three compression techniques for the fault diagnosis in the TE process.
| Fault | ANN Size (bytes) | ANN Acc (%) | Compressed Size (bytes) | Compressed Acc (%) | Compressed Rate (%) | Acc Change (%) |
|-------|-----------------|-------------|-------------------------|-------------------|--------------------|---------------|
| 0     | 486924          | 94.4        | 41391                   | 94.4              | 91.5               | 0.0           |
| 1     | 487120          | 99.4        | 41264                   | 94.4              | 91.5               | -5.0          |
| 2     | 486853          | 99.6        | 42833                   | 94.4              | 91.5               | -5.2          |
| 3     | 486931          | 96.1        | 41320                   | 94.4              | 91.5               | -1.7          |
| 4     | 486901          | 95.2        | 42055                   | 95.3              | 91.4               | 0.1           |
| 5     | 486753          | 95.6        | 42466                   | 95.5              | 91.3               | -0.1          |
| 6     | 486914          | 99.8        | 41165                   | 95.3              | 91.5               | -4.5          |
| 7     | 486992          | 97.9        | 40674                   | 95.3              | 91.6               | -2.6          |
| 8     | 486789          | 95.3        | 40523                   | 95.3              | 91.7               | 0.0           |
| 9     | 486782          | 94.4        | 41471                   | 94.4              | 91.5               | 0.0           |
| 10    | 486737          | 95.3        | 41642                   | 95.3              | 91.4               | 0.0           |
| 11    | 487124          | 97.6        | 41741                   | 95.3              | 91.4               | -2.3          |
| 12    | 486838          | 96.4        | 42006                   | 95.3              | 91.4               | -1.1          |
| 13    | 486819          | 97.1        | 40762                   | 95.3              | 91.6               | -1.8          |
| 14    | 486844          | 96.8        | 42055                   | 95.3              | 91.4               | -1.5          |
| 15    | 486899          | 96.4        | 40559                   | 94.4              | 91.7               | -2.0          |
| 16    | 486816          | 95.3        | 40741                   | 94.4              | 91.6               | -0.9          |
| 17    | 486844          | 97.6        | 40543                   | 94.4              | 91.7               | -3.2          |

Average | 91.5 | -1.8

TABLE VIII

COMPRESSION STATISTICS WITH PRUNING, CLUSTERING, AND QUANTIZATION

Fig. 5. The left plot shows compressed rates of all fault types over 7 different combinations of compression techniques, where P = pruning, C = clustering, and Q = quantization. The right plot shows the average accuracy over all fault types with 7 different combinations of compression techniques. Results of different compression methods are colored consistently in two plots.

V. CONCLUSION

This paper studies deep compression techniques for fault diagnosis on the Tennessee Eastman process. In respond to the demand of fast online detection for industrial processes, three compression techniques (pruning, clustering, and quantization) are applied to reduce model size and computational complexity. We have examined a comprehensive list of 7 different combinations of compression techniques. All methods achieve high model compression rates over 64% while maintaining high fault detection
accuracy. The best candidate for fault detection on the Tennessee Eastman chemical process is applying all three techniques, which reduces model sizes by 91.5% and remains a high accuracy over 94%. This result leads to smaller storage requirement in production environment, and makes the deployment smoother in real world.
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