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I consider the natural infinitary variations of the games Wordle and Mastermind, as well as their game-theoretic variations Absurdle and Madstermind, considering these games with infinitely long words and infinite color sequences and allowing transfinite game play. For each game, a secret codeword is hidden, which the codebreaker attempts to discover by making a series of guesses and receiving feedback as to their accuracy. In Wordle with words of any size from a finite alphabet of $n$ letters, including infinite words or even uncountable words, the codebreaker can nevertheless always win in $n$ steps. Meanwhile, the mastermind number $m$, defined as the smallest winning set of guesses in infinite Mastermind for sequences of length $\omega$ over a countable set of colors without duplication, is uncountable, but the exact value turns out to be independent of ZFC, for it is provably equal to the eventually different number $\mathfrak{d}(\neq^*)$, which is the same as the covering number of the meager ideal $\text{cov}(\mathcal{M})$. I thus place all the various mastermind numbers, defined for the natural variations of the game, into the hierarchy of cardinal characteristics of the continuum.
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INFINITE WORDLE

In the popular game of Wordle, going viral daily online, the codebreaking player aims to discover a secret codeword by making a series of guesses at it, receiving feedback at each stage concerning the accuracy of the letters in those guesses. Specifically, after each guessword is placed, as in Figure 1, correct letters are highlighted in green and wrongly placed letters in yellow (limited by the total number of occurrences of that letter), while the remaining incorrect letters appear in gray. The standard game is played with five-letter words from a common English dictionary, but of course there are natural generalizations to longer words and other languages.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{wordle_ex.png}
\caption{A play of Wordle.}
\end{figure}
I should like to consider the generalization of Wordle to dictionaries having much longer (perhaps imaginary) words and more generous alphabets of symbols.

Ultimately I shall place my main focus on infinite Wordle, in which we play infinitely long words, that is, infinite sequences of letters chosen from a fixed countable alphabet $\Sigma$, using a fixed nonempty dictionary $\Delta \subseteq \omega \Sigma$ specifying exactly the set of allowed codewords and guesswords. One can similarly consider Wordle with uncountable words or indeed words indexed by any fixed index set $I$ with a corresponding dictionary $\Delta \subseteq \Sigma^I$.

For any word length, whether finite or infinite, the game begins with a hidden codeword $w$ chosen from the dictionary, and the player then makes a series of candidate guesswords $s_0, s_1, s_2, \ldots$, getting the Wordle feedback information for each guessword as to which letters are correctly placed, which letters are correct but misplaced, and which letters of the guessword cannot be made correct by rearrangement of the incorrect letters. To make things definite for the case where the guessword has repeated letters, we first color the correctly placed letters green, and then, amongst the misplaced letters, the first $k$ of them should be labeled yellow if there are indeed $k$ additional such letters appearing elsewhere in the codeword; all other letters remain gray. In this way, the player can learn information about how many instances of a misplaced letter might occur in the codeword. The codeword and all guesswords must be chosen from the fixed dictionary $\Delta$ of allowed words. In the infinite case, it may be natural to consider transfinite play, with guesses $s_\alpha$ at ordinal stage $\alpha$, not necessarily finite.

Wordle is not a game of perfect information, precisely because the codeword is hidden—if the codeword were known openly, the player could of course win on the first guess. What we mean by a Wordle strategy, therefore, is a guessing procedure that tells the codebreaker what word to guess next as a function of the feedback information received for the previously placed guesswords; such a strategy is winning, if for any codeword, the strategy leads at some stage to that word being placed as the guessword.

To my way of thinking, the main initial question for these long-form Wordle variations is—how long will it take the codebreaker to win?

**Question 1.1.** In long-form Wordle with a dictionary of extremely long words, perhaps millions of letters in each word, will it also generally take the codebreaker a long time to win? In infinite Wordle, would it be unreasonable for the codebreaker to expect to win always at some finite stage? If words have some fixed uncountable size $\kappa$, can we express the length of the optimal winning times in terms of $\kappa$?

Let me draw out the answer, which I had initially found suprising. The first thing to notice is that in some trivial cases, for example, with the complete dictionary containing all possible sequences of letters as allowed words, the codebreaker can win fairly quickly, even when the words are infinite. Namely, by placing the constant-letter words in an alphabet of size $n$, beginning for example with AAAAA...A and then BBBBB...B and so on, the codebreaker can learn the true value of every cell in $n$ steps. Indeed, she need only use $n - 1$ constant-letter words, since any letter place not yet indicated in green explicitly will be known to be the only remaining letter, and so the correct guess can be made at stage $n$. The conclusion is that with the complete dictionary on an alphabet of size $n$, the codebreaker can win within $n$ steps, even with extremely long or infinite words. This observation pours cold water on the expectation that extremely long words necessarily require a long play to win. But perhaps the dictionary does not allow these constant-letter words; could a devious dictionary prevent this easy win and somehow require very long play?

Consider the variation of Wordle known as Nerdle, in which the “words” are exactly the valid mathematical equations that can be expressed using the symbols 1234567890+-×/=. This is actually an instance of Wordle in the generality I defined it, because we have simply specified a particular dictionary, the valid equations, over a particular alphabet of symbols, the symbols of basic arithmetic. The standard Nerdle rules call for equations of length 8 (and also stipulate that there should be no operations appearing to the right of the equality sign), but let us consider equations of longer arbitrary fixed length, as in the sample play here:
Indeed, I propose that we consider Nerdle with significantly longer equations, perhaps millions of symbols in each equation or more. Will it take a correspondingly long time to win? The surprising answer is no! Regardless of how long the equations are, the codebreaker can always win within fifteen guesses.

**Theorem 1.2.** In the game of Nerdle played with equations of any fixed size, even with equations of millions of symbols or more, the codebreaker can win within fifteen guesses.

**Proof.** Let the codebreaker play any valid equation as the first guess. Perhaps some of the tiles turn green, while others remain yellow or gray. As a second guess, let the codebreaker place an equation that agrees on all the green tiles, but uses a new symbol on every non-green tile. Why is there a valid equation like that? Because the true codeword equation has this feature. With this second guess, perhaps some additional tiles turn green. For the third guess, therefore, let the codebreaker again place an equation that agrees on all the green tiles and at each non-green tile uses a new symbol not yet seen on that tile. Why is there an equation like that? Because the true codeword equation has that property. Continue in this way at each stage, placing an equation that agrees on all the green tiles, and uses a new symbol not yet seen at each non-green tile.

The main observation is that this strategy will find the true equation within fifteen stages, since at each stage, the remaining non-green tiles use a new symbol not yet appearing in that position. But there are only fifteen symbols in the alphabet, 1234567890+−×∕=, and so this can happen at most fifteen times. So the codebreaker will win with at most fifteen guesses, regardless of the length of the equations. □

Of course the argument has nothing to do with Nerdle as opposed to Wordle. The point is that all that matters is the total number of symbols in the alphabet—the word length is ultimately unimportant, and it is simply not true that much longer words will necessarily require a much larger number of guesses to win. The proof works with Wordle for words of any size, even infinite Wordle, even if the words are uncountable.

**Theorem 1.3.** In the game of Wordle using words of any given size (including infinite words, even uncountable words) over a finite alphabet of \( n \) letters, and any fixed nonempty dictionary, the codebreaker has a strategy that will win within \( n \) steps. Furthermore, there is such a strategy for which successive guesses remain consistent with all previous feedback color information, and also one that uses only the green feedback information.

**Proof.** Let the codebreaker propose any initial guessword \( s_0 \) from the dictionary. The green feedback tells her which of these letters is correct. As a second guess, let the codebreaker place a word \( s_1 \) that agrees in exactly those green cells, and uses a new letter in all the non-green cells (and also conforms with all the yellow information). Why is there such a codeword? Because the true codeword itself is like that. And so on. At each stage, she will have some information about which letters are correct, and which places have not yet been seen to be correct, and she should place a next word that agrees with all the green cells and for each non-green cell uses a new letter not yet seen in that cell. There is such a word, because the true codeword is like that. After \( n - 1 \) steps, she will thereby have complete information about the codeword, since for every place, either she has seen a green letter in that place, or she has seen \( n - 1 \) non-green letters in that place, and so there is only one remaining possibility consistent with that information. So the codebreaker will be able to win by stage \( n \). (Note: this same argument was also discovered independently by Lokshtanov and Subercaseaux [2, Lemma 3].) □

In the infinite case, the result here applies for example to infinite Wordle with trinary words of length \( \omega_1 \) using any dictionary \( \Delta \subseteq \omega \{0, 1, 2\} \)—any such game can be won within three guesses.

To what extent does the phenomenon extend to Wordle with infinite alphabets? In the general case of an alphabet \( \Sigma \) with at least two letters, then there will be uncountably many infinite words in the word space \( \omega \Sigma \), and of course the
dictionary $\Delta$ might be likewise uncountable. In the special case of a countable dictionary, however, then the codebreaker can play so as to win at a finite stage of play.

**Observation 1.4.** In infinite Wordle with a dictionary of only countably many words, the codebreaker can play so as always to win at a finite stage of play.

*Proof.* This observation was also made by Toby Ord. The codebreaker can simply fix an enumeration of the dictionary and play the words in that order. Since the true codeword is one of the words in the dictionary, eventually there will come a stage of play at which the guessword is fully correct.

The countability of the dictionary is not a necessary condition for winning at finite stages, however, in light of the earlier arguments with the full dictionary over a finite alphabet. Let us next consider the case of a countably infinite alphabet, but where every word in the dictionary uses only finitely many letters.

**Theorem 1.5.** If $\Delta$ is an infinite Wordle dictionary on a countable alphabet $\Sigma$ and every word in the dictionary uses only finitely many letters, then the codebreaker has a strategy that will always win at some finite stage of play.

*Proof.* There are only countably many finite subalphabets $\Sigma_0 \subseteq \Sigma$, and for each such subalphabet, Theorem 1.3 provides a strategy to win in $|\Sigma_0|$ many steps, if the codeword should happen to come from that subalphabet. So let the codebreaker simply attempt all those strategies one after the other. Since the codeword must arise from one such finite subalphabet, eventually the codebreaker will be making an attempt for the relevant subalphabet, and will therefore win by the conclusion of that series of stages.

A more general observation is the following:

**Theorem 1.6.** If an infinite Wordle dictionary $\Delta$ can be expressed as a countable union $\Delta = \bigcup \Delta_n$ of dictionaries $\Delta_n \subseteq \omega \Sigma$, and for each $\Delta_n$ the codebreaker has a strategy always winning at a finite stage, then the codebreaker has a strategy to win with $\Delta$ always at a finite stage.

*Proof.* The codebreaker can interleave the strategies. Namely, at stage $2^n(2k + 1)$ let the codebreaker place the $k$th guess in the $\Delta_n$ strategy, consulting the feedback from the earlier stages $2^n(2k' + 1)$ for $k' < k$. In this way, every strategy will become part of the ultimate play, but the true codeword is in some $\Delta_n$, and so that part of the play will win at some finite stage.

In the general case of an arbitrary dictionary on an infinite alphabet, it may seem natural to allow the game play to proceed transfinitely, with the codebreaker playing a candidate guess word $s_\alpha$ at ordinal stages $\alpha$. When the argument of Theorem 1.3 is applied with an infinite alphabet, then at any given countable stage, one might still have some non-green squares, since the strategy of that proof only calls for the next guess to agree on all the green tiles and use a new not-yet-used-in-that-place symbol on the non-green tiles. But at a countable ordinal stage, this won’t necessarily yet determine the correct letter for such a place, since there could be several letters left, even if we have already used infinitely many. Nevertheless, when the alphabet $\Sigma$ is countable, I claim, then regardless of the dictionary, the codebreaker can win by $\omega$ at the latest.

**Theorem 1.7.** For any dictionary in infinite Wordle with words of length $\omega$ over a countable alphabet, there is a uniform countable sequence of guesswords that will enable the codebreaker in infinite Wordle to correctly guess the codeword at stage $\omega$ or earlier.

*Proof.* For each letter position, there are only countably many letters that could appear in that position. For each such letter/position combination, if there is a word in the dictionary with that letter appearing in that position, then let the codebreaker simply select one such word with that feature. This will altogether form a list of countably many guesswords, which the codebreaker can guess in sequence. By stage $\omega$, the codebreaker will therefore know of each position which letter appears in it (and this requires only the green feedback information, not the yellow), and therefore has complete knowledge of the codeword at stage $\omega$. 


We can alternatively mount a modified version of the argument of Theorem 1.3 here. Namely, the codebreaker could make any first guess \( s_0 \). Some of the places may now show green. Since the codeword is correct for exactly these places, we can restrict attention to the dictionary words that agree with those green letters, and display different letters in all other places. Furthermore, for the first non-green cell, there will be a word like that whose letter in that cell is earliest in the enumeration of the alphabet. So play such a word as \( s_1 \). Similarly at any finite stage, the codebreaker should play a word from the dictionary that agrees with all the places currently known to be green, and at the leftmost non-green cell, has the smallest possible letter among all such words. In this way, we shall eventually come to know the letter in that leftmost cell, and so after \( \omega \) many steps we shall know all the cells. So we can guess the correct codeword at stage \( \omega \). This idea shows that there is a winning strategy with the added attractive feature that successive guesses all conform with the feedback information known at that stage, and furthermore, the guesses made at finite stages converge bit-wise to the true codeword, which is the limit of those guesses.

**Question 1.8.** For which dictionaries \( \Delta \subseteq \omega \Sigma \) in a countably infinite alphabet \( \Sigma \) can the codebreaker have a strategy always to discover the codeword at a finite stage of play?

I am not quite sure of the answer. I have given some sufficient conditions, and let me prove now that in the complete dictionary over an infinite alphabet, the codebreaker cannot force a win at a finite stage of play.

**Theorem 1.9.** In infinite Wordle with the complete dictionary \( \Delta \) having all words of length \( \omega \) using an infinite alphabet \( \Sigma \), the codebreaker has no strategy of guesswords that will ensure a win at a finite stage of play.

**Proof.** Suppose toward contradiction that the codebreaker has a strategy enabling her to find any given codeword in finitely many steps. Let me exhibit a codeword and a play of the game using that codeword, which accords with the strategy, but does not find it at any finite stage of play. To do this, I shall embark on a play of the game without fixing a specific codeword in advance, but rather I shall make increasing promises about it as the play unfolds. The codeword I ultimately create will use its letters each exactly once, and these letters will include every letter appearing in any of the guesswords during the play of the game, while remaining consistent with all the answers provided during the play.

The strategy begins with a guessword \( s_0 \). Let me mark the first appearance of every letter yellow, except if a letter appears cofinitely often, that is, on all but a finite number of positions; in this case, for that letter, I shall mark one of those occurrences green. At some finite stage of play, there have been finitely many guesswords \( s_0, s_1, \ldots, s_n \), with the new guessword \( s_n \) just placed. Assume inductively that I have made only finitely many green promises so far about definite locations of letters in the codeword, together with the ongoing yellow promises that every letter will appear exactly once. If it happens at stage \( n \) that there is a letter that has now for the first time been mentioned in the guesses up to this stage at all but finitely many places, then this letter must appear infinitely often in \( s_n \) at places in which it did not appear earlier, and I may select one of those places to mark green. Notice that there can be at most \( n + 1 \) many letters with this property, since each position has had at most this many letters mentioned so far, and so I shall make only finitely many green promises at this stage for this reason. Next, for the leftmost cell about which I have not yet committed myself, I may select a letter not yet appearing in that position and not yet promised for green at another location, and promise to myself that the codeword will have that letter in that position. Finally, for the next letter about which I have not yet determined its place, then there must be infinitely many places for which it has not yet appeared at that position in any of the guesswords so far (since otherwise we handled it above), and I may promise to myself that the codeword will have that letter in that place. All other letters in \( s_n \) are marked yellow for the first occurrence, unless I have already made a commitment about that letter in the other dealings.

In this way, the promises I make about the ultimate codeword will remain consistent with the answers I have given, while revealing only finitely many definite bits of the codeword at any stage. Since I made sure for each cell eventually to commit to a particular letter for that cell and for every letter to commit to a particular place for that letter, the promises will converge ultimately to a unique codeword. Thus, the overall play is coherent with respect to that codeword, but the strategy did not succeed at any finite stage in discovering it.
2 | INFINITE ABSURDLE

The proof technique used in the proof of Theorem 1.9 suggests a competitive process between the codebreaking player and a codemaker striving to delay the win as long as possible. And indeed, this is the precisely the pattern of game play of the extremely interesting variation of Wordle known as Absurdle, a two-player variation played between the codebreaker and a codemaking player called the absurdist. Namely, the codebreaker plays Wordle as usual, while the absurdist gives the Wordle feedback as the game proceeds, but does not commit to a definite codeword in advance. Rather, the absurdist can in effect change his mind about what the codeword is as play proceeds, provided that the new codeword remains consistent with all previous feedback answers. It may be best to imagine that the absurdist is thinking at each stage of a set of possible codewords, each of them consistent with the answers given thus far, and he is striving to provide answers to new queries in such a way that gives as little information as possible. Play proceeds transfinitely, and the codebreaker wins if the guessword is the only word in the dictionary consistent with the answers given so far or if at some stage of play there is no codeword in the dictionary that is consistent with all answers given thus far.

Precisely because there is no longer a hidden codeword, Absurdle is a game of perfect information, and thus the entire theory of games of perfect information comes into force. The case of infinite Absurdle played with countable words on a countable alphabet and play of length $\omega$ fits well into the set-theoretic analysis of determinacy for games on the real numbers. Let us say that the codebreaker wins at a finite stage by achieving the all-green-tiles feedback answer; but also she wins after infinite play if there is no codeword consistent with all the information that the absurdist had provided. The absurdist wins if play proceeds infinitely without ever giving all-green tiles as feedback at any stage, yet there remains a codeword in the dictionary consistent with all the color feedback information that had been given. So we can view this as a game of length $\omega$ played on the real numbers, as in the context of determinacy questions for games on $\mathbb{R}$.

Question 2.1. For which dictionaries can the codebreaker win in infinite Absurdle? For which dictionaries can the codebreaker win always at a finite stage of play?

These seem to be subtle questions of set theory, and I do not have a complete answer. Meanwhile, much of our earlier analysis of infinite Wordle carries over to Absurdle.

Theorem 2.2. 1. In infinite Absurdle with any dictionary over a finite alphabet of size $n$, the codebreaker can win in $n$ steps.

2. In infinite Absurdle with any countable dictionary, the codebreaker has a strategy to ensure winning in the game of length $\omega$.

3. In infinite Absurdle with any dictionary over a countable alphabet and transfinite play, there is a strategy for the codebreaker to win at stage $\omega$ or earlier.

4. In infinite Absurdle with the dictionary of all words on a countably infinite alphabet, there is no strategy ensuring that the codebreaker will win at a finite stage of play—the absurdist can win the game of length $\omega$.

5. The dictionaries for which the codebreaker has a winning strategy to win at a finite stage in infinite Absurdle is closed under countable unions.

Proof. These claims are proved just as in Theorem 1.3, Observation 1.4, Theorem 1.7, Theorem 1.9, and Theorem 1.6. The point is that from the codebreaker’s perspective, every game of infinite Wordle might as well be a game of infinite Absurdle, since every play of Absurdle is a legal play of Wordle. Indeed, from the codebreaker’s perspective, every play of Absurdle is a worst-case play of Wordle.

3 | INFINITE MASTERMIND

Wordle can be seen as a variation of an older game known as Mastermind, a more difficult and subtle game for the codebreaker, because information is provided only about the number of correct bits in a guessword, rather than specifically about their location.¹ Mastermind is played between two players, the codemaker, who creates a secret codeword sequence of colors chosen from a fixed set $\Sigma$ of available colors, and the codebreaker, who strives to discover the codeword by propos-

¹Mastermind itself is a variation of the earlier game Cows and Bulls, which is essentially the two-color case.
ing a series of candidate guesswords, receiving feedback about each of them concerning its accuracy. In Figure 2, the codemaker has placed the secret codeword in the box at the bottom, hidden from view, and the candidate guesswords of the codebreaker proceed from the top, winning at the fifth guess. For each candidate guessword, the Mastermind feedback is provided with the indicators at left—black indicators count the number of fully correct pegs of the right color in the right position; gray indicators count the number of remaining pegs that could become correct if the incorrect pegs were to be suitably rearranged in the best possible way; and empty indicator holes thus count the number of erroneous pegs, which would remain incorrect after any such rearrangement. As I had mentioned, therefore, the Mastermind indicators give information merely about the number of correct and incorrect pegs, with no direct information about which specific pegs are correct or could become correct with rearrangement, although this further location information can sometimes be inferred, and successfully making these inferences is an important strategic element of the game. The standard finite version of the game has codewords of length four, with six colors available as illustrated by Figure 2, although interesting varieties of the game result by varying these parameters.

Let us consider the natural infinitary versions of Mastermind, where we allow infinitely long codewords and guesswords, and play proceeds through a possibly infinite sequence of guesswords, perhaps transfinitely. In the main case, we shall consider codewords of length $\omega$, with colors taken from a fixed countable set $\Sigma$ of available colors. The game is interesting to consider already with only two colors, but there could be any finite number or infinitely many colors. To play the game, the codemaker selects a hidden codeword $\omega \in \omega \Sigma$, an infinite sequence of the allowed colors. The codebreaker proposes successive candidate guesswords $s \in \omega \Sigma$, and after each guess receives the Mastermind feedback, three indicators: the correctness count $\kappa$, which is the number of bits (whether finite or infinite) that are fully correct in the guessword; the rearrangement count $\varphi$, which is the number of bits that could become correct with a suitable rearrangement of the incorrect bits; and the inherent error count $\varepsilon$, which is the number of bits that must remain incorrect in any such permutation.\footnote{This formulation of the feedback in infinite Mastermind makes what seems to me the most natural choice from several reasonable alternatives, regarding differences that do not arise in the finite case. In particular, the rearrangement permutations here must act only on the incorrect pegs—one is not allowed to move correct pegs around in attempt to free up additional pegs of a color that had occurred infinitely. Notice also that the permutation formulation of the error count is not quite the same as what would arise by allowing injective partial rearrangement functions.} Thus, the Mastermind indicator feedback consists of the three cardinal numbers $(\kappa, \varphi, \varepsilon)$, whether finite or countably infinite. For any given codeword and guessword, it is not difficult to see that there is a permutation of the incorrect pegs in the guessword which simultaneously minimizes the number of resulting incorrect pegs while also maximizing the number of correct pegs (minimizing and maximizing the cardinals, not necessarily the sets). The three indicator cardinals $(\kappa, \varphi, \varepsilon)$ thus correspond respectively to the information provided in ordinary finite Mastermind by the number of small black indicators, the number of gray indicators, and the number of empty indicator holes. Notice that the cardinal sum $\varphi + \varepsilon$ is the total number of incorrect bits in the guessword. A guessword with feedback $(\omega, 0, 0)$ therefore means that there are infinitely many correct bits and no incorrect bits, and so this is exactly the case where the guessword is identical to the codeword—the codebreaker has won.

In finite Mastermind, there are two standard variations depending on whether the color sequences are allowed to repeat colors or not. In the infinitary context, it will turn out that the no-duplication variation is much harder for the codebreaker to win and exhibits some very subtle connections with set-theoretic independence, which I explore in §7. But first, let us treat the duplication-allowed variation.

We might naturally allow the game to proceed transfinitely, with the codebreaker making guesses $s_\alpha$ at every ordinal stage $\alpha$. How many stages of guessing will be required? The codebreaker could definitely win with the crude strategy of
attempting to guess in turn every single possible codeword. She could enumerate all possible codewords in a well-ordered sequence and simply guess them one after the other until the winning feedback was achieved. But in fact, there is a much quicker method—if there are only countably many colors, then the codebreaker can always win by stage \( \omega \), I claim, making the winning guess at stage \( \omega \) at the latest.

**Theorem 3.1.** In infinitary Mastermind with a countable set of colors and duplication of colors allowed in guesswords, the codebreaker can discover the codeword always by stage \( \omega \), and furthermore, she can do this using the same countable sequence of guesswords at all the finite stages, regardless of feedback.

**Proof.** This argument can be seen as an infinite Mastermind analogue of Theorem 1.7 for infinite Wordle. I shall describe a certain countable collection of guesswords, which the codebreaker can put forth at the finite stages, and the answers to those questions will uniquely determine the codeword, which can then be played at stage \( \omega \), if the codebreaker hasn’t already hit upon it during play. Specifically, the codebreaker shall inquire systematically about every possible constant-color sequence, as well as every possible nearly-constant color sequence, a sequence that is constant except for one off-color peg. Since there are only countably many colors and countably many positions, she may inquire about all these constant and nearly constant sequences in countably many stages of play.

Let us observe a little about the meaning of the Mastermind response to a constant-color sequence. I claim the response will have the form \((\alpha,0,\varepsilon)\), where \(\alpha\) is precisely the number of pegs in the codeword having that color and \(\varepsilon\) is the number of pegs in the codeword having some other color. The rearrangement count \(\varphi\) must be 0 for a constant-color guessword because there is no way to rearrange the sequence so as to achieve any additional correct pegs, since the sequence remains unchanged by rearranging. In this way, the codebreaker shall come to know the number of pegs of each color in the true codeword.

Similarly, let us consider the feedback indicator response to a nearly-constant guessword, a sequence that is constant except for exactly one off-color bit. Suppose, for example, that \(s\) has constant value red except for a blue peg in position \(n\), and that we already know that blue occurs at least once in the codeword. If the Mastermind response to this inquiry has the form \((\alpha,\varphi,\varepsilon)\), then I claim the codebreaker may deduce that the codeword must indeed have a blue peg in position \(n\), for otherwise that bit would have been incorrect, but we could have made a rearrangement of it to become correct, by placing the blue peg where it belongs, and so the rearrangement count wouldn’t have been 0. If alternatively, the Mastermind response is \((\alpha,\varphi,\varepsilon)\) with a positive rearrangement count \(\varphi > 0\), then I claim that we may deduce that the codeword does not have a blue peg in position \(n\), since if it did, that peg would have been included amongst the correct bits and so the permutation of the remaining bits would be rearranging only red pegs, changing nothing, and so \(\varphi\) couldn’t have been nonzero.

Thus, by inspecting the answers to the constant sequences, the codebreaker comes to know which colors occur in the codeword, and by inspecting the answers to all the various nearly constant sequences, the codebreaker comes to know in exactly which position a given color occurs. Thus, in knowing the answers to all the inquires made at the finite stages of play, the codebreaker is in a position to know the codeword with certainty at stage \( \omega \), as claimed. \(\square\)

A modification of the strategy shows that the codebreaker can play so that the guesswords formed at finite stages converge to the true codeword. Namely, whenever the true color of a cell becomes known, then the codebreaker can just place the correct color into that cell henceforth, but otherwise continue with the constant and nearly constant sequences. In this way, the true codeword will be the limit of the guesswords made at the finite stages.

Let me define that a set \( S \) of Mastermind guesswords is a winning set, if every codeword is uniquely determined by the Mastermind feedback answers to those guesswords. Such a set can be used to win Mastermind at stage \(|S|\), and the proof of Theorem 3.1 shows that indeed there is a countable winning set of guesswords for duplication-allowed infinite Mastermind, allowing the codebreaker to win at stage \( \omega \). I shall prove next that this is optimal in the sense that there is no infinite Mastermind analogue to Theorem 1.3; that is, although the codebreaker can win infinite Wordle for a finite alphabet at some finite stage of play, there is no such strategy to win infinite Mastermind at a finite stage of play.

**Theorem 3.2.** In infinite Mastermind with at least two colors, whether or not duplication of colors is allowed, there is no strategy ensuring that the codebreaker can win at some finite stage of play.

**Proof.** Consider any strategy for the codebreaker, telling her which guesswords to form at each finite stage on the basis of the answers to the earlier guesswords. Since there are only countably many possible Mastermind answers \((\alpha, \varphi, \varepsilon)\) to any
4 | NO-DUPLICATION MASTERMIND

Let us consider a little more carefully the no-duplication variation of infinite Mastermind, in which codewords and guesswords must be sequences of distinct colors from the color set $\Sigma$, with no duplication of colors allowed within any word. I shall use the notation $\omega\Sigma$ to refer to the set of all $\omega$-sequences over the color set $\Sigma$ and $\omega\Sigma^*$ to refer to the set of injective sequences, that is, sequences of distinct colors, with no duplication of colors.

In the no-duplication case, the standard Mastermind feedback $(\kappa, \varphi, \varepsilon)$ for a codeword $w$ on guessword $s$ simplifies a little. The correctness count $\kappa$ is the number of colors placed into the correct position, and the rearrangement count $\varphi$ is the number of colors appearing in $s$, but in the wrong position with respect to $w$. For no-duplication color words, the inherent error count $\varepsilon$ will have finite value $n$ if and only if there are exactly $n$ colors of $w$ not appearing in $s$ and exactly $n$ colors of $s$ not appearing in $w$, since a permutation can align these two sets, while making the other colors match. In particular, the inherent error is 0 if and only if the two sequences use exactly the same colors. If the colors of the guessword are contained within those of the codeword or conversely, then the inherent error count $\varepsilon$ will either be 0 or $\omega$, depending on whether they use exactly the same colors; even one missing or extra color will cause an error in the permutation that propagates infinitely.

In the no-duplication variation, it turns out that the codebreaker can no longer win with a countable sequence of guesswords.

**Theorem 4.1.** In no-duplication infinite Mastermind, for no countable ordinal $\gamma$ does the codebreaker have a strategy to win by stage $\gamma$. In particular, there is no countable winning set of guesswords.

**Proof.** Let me first treat the easier case of an uncountable color space $\Sigma$. Consider any fixed strategy for the codebreaker and any countable ordinal $\gamma$, and let $\langle s_\alpha \mid \alpha < \gamma \rangle$ be the resulting play of the game occurring when the Mastermind feedback at every stage is $(0, 0, \omega)$, meaning that every guessword $s_\alpha$ is held to have a zero correctness count $\kappa = 0$, a zero rearrangement count $\varphi = 0$, and an infinite inherent error count $\varepsilon = \omega$. Notice that any codeword sequence consisting entirely of colors not appearing in any $s_\alpha$ would give these answers. Since $\gamma$ is countable and therefore at most countably many colors appear altogether in the guesswords $s_\alpha$, it follows from the uncountability of $\Sigma$ that there are many codewords still available that do not use any of those colors. All such codewords will give those $(0, 0, \omega)$ answers for this play, and so the strategy has not succeeded in distinguishing them by stage $\gamma$.

A subtler case occurs, of course, when $\Sigma$ is countably infinite. Again fix any strategy for the codebreaker and any countable ordinal $\gamma$. Let $\langle s_\alpha \mid \alpha < \gamma \rangle$ be the play of the game according to this strategy, where the Mastermind feedback given to $s_\alpha$ now has an infinite correctness count $\kappa = \omega$, an infinite rearrangement count $\varphi = \omega$, and an inherent error count $\varepsilon$ that is either 0 or $\omega$, depending on whether $s_\alpha$ uses every color or not, respectively. We now construct distinct codewords $c$ and $d$ that give rise to these answers and are thus not distinguished by the strategy before $\gamma$. The codewords $c$ and $d$ will be suitably generic codewords that use every color of $\Sigma$ exactly once, while having infinitely many points of agreement with each guessword $s_\alpha$ and infinitely many points of disagreement. Since $\gamma$ is a countable ordinal, we may re-enumerate the guesswords in a countable sequence $\langle s_\alpha_n \mid n < \omega \rangle$. We shall construct $c$ and $d$ by building them up by finite approximations. Namely, at each stage $n$ in this construction process (which is not the same as the game process) we extend the finite approximations so as to ensure additional points of agreement and disagreement with the earlier $s_\alpha_k$ for $k < n$. It follows that $c$ and $d$ will ultimately have infinite correctness and rearrangement counts, and the inherent error count will be 0, if every color appears in $s_\alpha$, and otherwise it will be $\omega$, as discussed above. Thus, the strategy did not distinguish $c$ and $d$ by stage $\gamma$, and so it did not win by that stage.

The genericity argument would also have worked in the uncountable color space case, if we had given feedback $(\omega, \omega, \omega)$, since generically we could produce many codewords having infinitely many points of agreement with each $s_\alpha$, infinitely many points of disagreement, and infinitely many totally new colors not appearing in any $s_\alpha$. 

5 | SIMPLIFIED MASTERMIND

Let me consider next a variation I call simplified Mastermind, where the feedback information on guessword $s$ with codeword $w$ consists of just two cardinals—the correctness and incorrectness counts.

\[
\text{correctness count: } \| s = w \| = \text{def } |\{ n \mid s(n) = w(n)\}|,
\]
\[
\text{incorrectness count: } \| s \neq w \| = \text{def } |\{ n \mid s(n) \neq w(n)\}|.
\]

In simplified Mastermind we thus entirely omit the issue of rearrangements and the number of bits that could become correct by rearrangement. We might also simplify further by considering the correctness-only variation, providing only the correctness count $\| s = w \|$ at each stage, or similarly for the incorrectness-only variation. All of the simplified variations of the game, of course, are harder for the codebreaker to win than unsimplified Mastermind, because less information is provided. Indeed, in simplified Mastermind, it is not possible to discover the codeword by stage $\omega$ or indeed at any countable ordinal stage, as was possible for duplication-allowed infinite Mastermind in Theorem 3.1.

**Theorem 5.1.** In simplified infinite Mastermind with at least two colors, whether or not duplication is allowed, for no countable ordinal $\gamma$ does the codebreaker have a strategy to win by stage $\gamma$. In particular, there is no countable winning set in simplified infinite Mastermind.

*Proof.* We mount a genericity argument as in the proof of Theorem 4.1. Suppose that the codebreaker has a strategy directing her how to play at countable ordinal stages. Let us consider the resulting play of the game $\langle s_\alpha \mid \alpha < \gamma \rangle$ by following this strategy, where at every stage of play the simplified Mastermind feedback indicates infinitely many points of agreement and infinitely many points of disagreement, that is, giving feedback $(\omega, \omega)$. I shall produce two distinct codewords $c$ and $d$ both giving rise to those answers for that sequence, showing that the strategy cannot have won by stage $\gamma$. Since $\gamma$ is countable, we can enumerate the guesswords in a countable sequence $\langle s_{\alpha_n} \mid n < \omega \rangle$. We now build $c$ and $d$ in stages of finite approximations, starting with different colors, and then extending those at each stage $n$ so as to provide additional points of agreement and points of disagreement with all earlier $s_{\alpha_k}$ for $k \leq n$. In the limit, we have thus produced distinct sequences $c$ and $d$ having infinite agreement and infinite disagreement with each $s_{\alpha_n}$, as claimed. So the strategy did not separate these two codewords by stage $\gamma$. It follows immediately that there can be no winning countable set of guesswords, since such a set would enable the codebreaker to win at stage $\omega$.

Theorem 5.1 shows that there can be no winning strategy for the codebreaker in simplified infinite Mastermind that wins uniformly by some countable ordinal stage. Nevertheless, if the continuum hypothesis holds, then the codebreaker could simply enumerate all possible codewords in order type $\omega_1$ and systematically place them as guesswords; for any given codeword, this strategy will win at the countable stage at which that codeword appears in the enumeration. So the difference is that the codebreaker cannot win uniformly by some fixed countable ordinal stage, even though it is consistent with ZFC that she has a strategy to win (non-uniformly) always at some countable ordinal stage. The CH connection begins to reveal the set-theoretic aspects of infinite Mastermind, which I shall explore more fully in §7.

6 | MADSTERMIND

Let us consider next an Absurdle-like variation of Mastermind, which I call Madstermind, played between the madster and the codebreaker. The madster plays the role of the Mastermind codemaker, giving Mastermind feedback to the guesswords at each stage, while the codebreaker makes her guesses, but there is no requirement for the madster to commit to a particular secret codeword in advance. Rather, like the absurdist in Absurdle, the madster can keep changing his mind about what the codeword might be, although throughout the play at every stage the answers must altogether be consistent with some codeword. Just as in Absurdle, it is as though the madster is thinking of a set of possible codewords, and then providing feedback answers so as to give away as little information as possible. The codebreaker wins at a finite stage of play with a guessword declared entirely correct—the madster should do this only if this is the only word remaining consistent with earlier answers—but the codebreaker can also win after infinite play, if there is no codeword consistent with all the information given during play. The madster aims to survive to $\omega$ with some possible
codeword still in his pocket, consistent with all the answers he had given. This is now a two-player game of perfect information.

**Theorem 6.1.** In infinite Madstermind with at least two colors and duplication allowed, the madster has a winning strategy—he can play so as to survive through all finite stages, while yet retaining a codeword at \( \omega \) consistent with all those answers.

**Proof.** This argument employs once again the genericity idea used in the proofs of Theorems 4.1 & 5.1. Suppose the colors include red and blue. The madster will aim to play always in accordance with the idea that the ultimate codeword will have infinitely many red pegs and infinitely many blue pegs, but no other colors, and furthermore, that those colors will appear in the codeword in a highly generic manner. As play unfolds, the madster will gradually commit in his mind to a finite initial segment of this ultimate codeword, but otherwise keep his options open except for the commitment to genericity. Thus, if a guessword has infinitely many red pegs or infinitely blue pegs, then since a generic codeword would find infinitely many places of agreement with those points, he will answer with the correctness count of \( \kappa = \omega \), promising to himself to commit to particular instances of those agreement pegs in his later finite approximations. If the guessword has infinitely many red or blue and is not cofinite in either of these, then since generically there will also be many points of disagreement, he will answer with the rearrangement count of \( \varphi = \omega \), since these incorrect points can be rearranged so as to become correct. He has thus promised to find particular instances of such disagreement in his later finite approximations. If a guessword is cofinitely red or blue, then the madster can extend his finite approximation to cover the finite portion, and then answer with feedback \((\omega, n, \omega)\), where the rearrangement count \( \varphi = n \) is determined by the finite part of the guessword, since incorrect red or blue colors in that part of the guessword will be able generically to be placed correctly, but no others; the inherent error count \( \varepsilon = \omega \) is infinite for a cofinite guessword, since every rearrangement will still be cofinite and hence have infinitely many incorrect bits. Finally, if a guessword uses colors other than red or blue, these will always count toward the inherent error count \( \varepsilon \).

At each stage, the madster extends the finite commitment so as to fulfill a few more of the promises made at earlier stages, and in this way, he will answer at every stage that is consistent with the ultimate codeword he is gradually revealing. Since no guessword will ever be declared fully correct by this procedure, the madster will survive to \( \omega \) and win the play. \( \square \)

Of course, in light of Theorem 3.1, the madster cannot survive longer than stage \( \omega \) for the duplication-allowed version of Madstermind, since the codebreaker can play so as to know the codeword at that stage. In the no-duplication variation, however, then we can generalize Theorem 4.1 to show that the madster can survive through any countable ordinal stage.

**Theorem 6.2.** The madster has a winning strategy in no-duplication infinite Madstermind that does not lose at any countable ordinal stage.

**Proof.** This is essentially what the proof of Theorem 4.1 shows. If the color space \( \Sigma \) is uncountable, he should answer every guessword with \((0, 0, \omega)\), and as in the proof of Theorem 4.1 for any countable ordinal \( \gamma \) there will be a codeword at stage \( \gamma \) that is consistent with all these answers. If alternatively the color space is countable, then he can answer every guessword with \((\omega, \omega, \varepsilon)\), where the inherent error count \( \varepsilon \) is either 0 or \( \omega \), depending on whether the guessword uses all the colors or not, and again the argument of Theorem 4.1 shows that for any countable ordinal stage \( \gamma \), there will be codewords consistent with those answers. \( \square \)

7 | **THE MASTERMIND NUMBERS**

The mastermind number \( m \), I define, is the size of the smallest winning set for no-duplication infinite Mastermind using words of length \( \omega \) over a countably infinite color set.\(^3\) The duplication-allowed mastermind number \( m^* \), in contrast, is

---

\(^3\)The mastermind number \( m \) should not be confused with the Martin number \( m(\mathbb{P}) \) for a forcing notion \( \mathbb{P} \), defined to be size of the smallest family of dense sets admitting no generic filter, although it will turn out as a consequence of Theorem 7.5 that the mastermind number is the same as the Martin axiom number for the forcing to add a Cohen real \( m = m(\mathbb{C}) \).
the size of the smallest winning set for duplication-allowed infinite Mastermind using words of length \( \omega \) over a countably infinite color set. In the case of finitely many colors, we denote the corresponding number by \( m^{*,n} \). These latter numbers, however, are settled by Theorem 3.1 to have value \( m^* = m^{*,n} = \aleph_0 \), whereas in the no-duplication case, Theorem 4.1 shows that \( m \) is uncountable, and of course it has size at most continuum.

\[
m^* = m^{*,n} = \aleph_0 < \aleph_1 \leq m \leq \mathfrak{c}.
\]

In this section, I should like to reveal the fundamentally set-theoretic nature of the mastermind number \( m \) as a cardinal characteristic of the continuum, whose exact value, it turns out, is independent of \( \mathsf{ZFC} \). I take as a goal to relate the mastermind number to the other familiar cardinal characteristics of the continuum, and by the end of the paper, we shall have a complete account of it.

**Theorem 7.1.** If Martin’s axiom holds, then the mastermind number is the continuum \( m = \mathfrak{c} \).

**Proof.** This amounts to a generalization of the genericity ideas used in the proof of Theorem 4.1. Suppose we have a set \( S \) of guesswords with size less than continuum, \( |S| < \mathfrak{c} \). The forcing to add two Cohen reals, in the form of sequences of distinct colors from the fixed countable set of colors, is certainly c.c.c., and there will be \( |S| \cdot \omega \) many dense sets that will ensure that those two Cohen reals are distinct, use all the colors, and have the infinite-agreement/infinite-disagreement property with the respect to the guesswords \( s \in S \). So by Martin’s axiom, there are indeed such generic codewords, and the proof of Theorem 4.1 shows that they will each give rise to the same Mastermind feedback to those guesswords, and so the given set of guesswords does not distinguish all possible codewords. So it is not winning, and thus every winning set must have size continuum. \( \square \)

What the proof actually shows is that the mastermind number is at least as large as the Martin number for Cohen forcing \( m(C) \), the minimal size of a family of dense sets in Cohen forcing for which there is no generic function meeting them all.

**Theorem 7.2.** The mastermind number is at least as large as the Martin number \( m(C) \) for the forcing \( C \) to add a Cohen real.

\[
m(C) \leq m.
\]

**Proof.** We view Cohen forcing \( C \) as adding an injective function \( g : \omega \to \omega \) by initial segment. The argument of Theorem 7.1 shows that for any set \( S \) of guesswords, if \( |S| < m(C) \), then we will find sequences \( c \) and \( d \) that it does not separate. So the size of the smallest winning set must be at least \( m(C) \). \( \square \)

Let me next define the simplified mastermind number \( m_{*,s} \), which is the size of the smallest winning set in simplified no-duplication infinite Mastermind, using words of length \( \omega \) over a countably infinite color set \( \Sigma \), with feedback consisting of the correctness and incorrectness counts. We also have the corresponding further simplified mastermind numbers \( m_{*,s} \) and \( m_{*,s} \), for the sizes of the smallest winning sets in correctness-only and incorrectness-only simplified infinite Mastermind, respectively. Precisely because the simplified games are at least as hard for the codebreaker, as they provide less information at each stage, we can easily observe:

\[
m \leq m_{*,s} \leq m_{*,s}.
\]

For the game variation in which duplication of colors in a word is allowed, let me define the corresponding duplication-allowed simplified mastermind numbers \( m_{*,s}^*, m_{*,s}^*, \) and \( m_{*,s}^* \), which are the sizes of the smallest winning sets in the various duplication-allowed simplified Mastermind games. We similarly observe:

\[
m^* \leq m_{*,s}^* \leq m_{*,s}^*.
\]

And similarly for the case with finitely many colors, with \( m^{*,n}, m^{*,n}_{*,s}, \) and so on.
I shall now aim to relate all these numbers to other better-known cardinal characteristics. The *eventually different* number $b(\neq^*)$ is the size of the smallest family of functions $S \subseteq {}^\omega \omega$ such that for every $\omega \in {}^\omega \omega$ there is some $s \in S$ that is eventually different from $\omega$, meaning that $s$ and $\omega$ agree on only finitely many bits, $\|s = \omega\| < \omega$. This is well known to be equal to the covering number $b(\neq) = \text{cov}(\mathcal{M})$, as proved for example in [1, Theorem 2.4.1]. The covering number is also equal to the Martin number $m(C)$ for the forcing $C$ to add a Cohen real.

**Theorem 7.3.** The duplication-allowed simplified Mastermind numbers, with a countable infinity of colors, are both equal to the eventually different number and therefore also equal to the covering number of the meager ideal and the Martin number for Cohen forcing.

$$m^*_{\omega^*, \omega^*} = m^* = b(\neq^*) = \text{cov}(\mathcal{M}) = m(C).$$

**Proof.** We have already observed above that $m^*_{\omega^*, \omega^*} \leq m^*$, so let me prove next that $m^* \leq b(\neq^*)$. Suppose that $D \subseteq {}^\omega \omega$ is an eventually different family, a family of functions such that every function is eventually different from an element of $D$, and let $D^*$ be the collection of all finite variations of members of $D$. I claim that $D^*$, which has the same size as $D$, is a correctness-only simplified Mastermind winning set of guesswords. To see this, consider any codeword $\omega$. Let $s$ be in the family $D$ and eventually different from $\omega$. The agreement count $\|s = \omega\|$, therefore, is finite—it is some finite number $k$. By considering the agreement of $\omega$ with the finite variations of $s$, changing on one coordinate only, we can notice when the agreement changes to $k + 1$ or $k - 1$ and thereby come to know which color appears at that coordinate in $\omega$. So $\omega$ is determined by its correctness counts on the finite variations of $s$, changing on one coordinate only, and thereby we can see that $\omega$ is eventually different from $\omega$. Thus, $\omega$ has infinite correctness and incorrectness counts with every element of $S$, and so $D^*$ is a winning correctness-only simplified Mastermind guessing set of the same size as $D$, which establishes $m^* \leq b(\neq^*)$.

We can complete a cycle of inequalities by proving $b(\neq^*) \leq m^*_{\omega^*, \omega^*}$. Suppose that $S$ is a winning duplication-allowed simplified Mastermind guessing set. For each $s \in S$, let $\tilde{s}$ be some other color sequence that has no bits of agreement with $s$, and let $\tilde{S}$ be the set obtained from $S$ by adding all these new sequences. I claim that $\tilde{S}$ is an eventually different set. To see this, suppose that a codeword $\omega$ is not eventually different from any element of $\tilde{S}$. In particular, it must have infinite agreement with every element of $S$, meaning $\|\omega = s\| = \omega$ for all $s \in S$ and also infinite agreement with $\tilde{s}$. But since $s$ and $\tilde{s}$ have no agreement at all, $\omega$ must have infinite disagreement with $s$, meaning $\|\omega \neq s\| = \omega$. Thus, $\omega$ has infinite correctness and incorrectness counts with every element of $S$. But in this case, every finite variation of $\omega$ would also have those infinite counts, and this would contradict the assumption that $S$ was winning for simplified Mastermind, since $S$ would not separate $\omega$ from its finite variations. So $\tilde{S}$ is an eventually different family, with the same size as $S$, and consequently $b(\neq^*) \leq m^*_{\omega^*, \omega^*}$.

The eventually different number $b(\neq^*)$, as I had mentioned, is the same as the covering number $\text{cov}(\mathcal{M})$. It is easy to see that $\text{cov}(\mathcal{M}) \leq b(\neq^*)$, since from any eventually different family, we can construct a covering family of meager sets, since being eventually different from a fixed sequence is a meager property (as having at least $n$ points of agreement is an open dense property and so having infinitely many points of agreement is co-meager). For the more difficult converse relation $b(\neq^*) \leq \text{cov}(\mathcal{M})$, I refer the reader to [1, Theorem 2.4.1].

Finally, the covering number is also equal to the Martin number $m(C)$ for the forcing to add a Cohen real. This is easy to see, since a collection of open dense sets in $\mathcal{C}$, viewed as adding a function $g : \omega \to \omega$, has as complements a collection of closed nowhere dense sets in $\omega^\omega$, which is covering if and only if the original collection admits no generic function. So $\text{cov}(\mathcal{M}) \leq m(C)$. Conversely, any covering of $\omega^\omega$ by meager sets can be decomposed into a covering by closed nowhere dense sets, whose complements are a family of open dense sets admitting no generic. So $\text{cov}(\mathcal{M}) = m(C)$. \qed

Essentially the same argument works in the case of finitely many colors, using the eventually different number $b(\neq^*, \omega^n)$ for the space $\omega^n$ of sequences using $n$ colors. But it turns out that this number is identical to the continuum.

**Theorem 7.4.** In duplication-allowed simplified Mastermind with finitely many colors $n \geq 2$, the corresponding simplified mastermind numbers are equal to the eventually different number for $\omega^n$, which is equal to the continuum.

$$m^{*, n}_{\omega^*, \omega^*} = m^{*, n} = b(\neq^*, \omega^n) = c.$$ 

**Proof.** The cycle of inequalities proved in Theorem 7.3 works almost identically to establish $m^{*, n}_{\omega^*, \omega^*} \leq m^{*, n} \leq b(\neq^*, \omega^n) \leq m^{*, n}_{\omega^*, \omega^*}$, which gives the first two equality claims of this theorem.
What remains is to prove that \( b(\neq^*, \omega n) = \kappa \). This part of the argument is due to Corey Switzer, who has graciously allowed me to include it. Of course the eventually different number is at most continuum, so for the converse let us suppose we have an eventually different family \( D \subseteq \omega n \) of size less than the continuum. We can build a perfect set \( P \subseteq \omega n \) for which any distinct \( n \) functions \( g_0, \ldots, g_{n-1} \in P \) admit infinitely many points \( k \) realizing all distinct values \( g_i(k) \), that is, all \( n \) colors appear at this coordinate \( \{g_i(k) \mid i < n\} = n \). This is a simple mutual genericity property, which we can ensure for a perfect set of such functions by growing a tree of approximations to those functions, extending so as to realize the requirements one by one, and letting \( P \) be the paths through this tree. Since \( P \) is perfect, it has size continuum, and since every \( g \in P \) is eventually different from some \( f \in D \) and \( D \) has size less than the continuum, it follows that some \( f \in D \) must be eventually different from at least \( n \) (actually uncountably many) distinct \( g_0, \ldots, g_{n-1} \in P \). So for large enough \( k \), we have \( f(k) \neq g_i(k) \) for each \( i < n \). But by the mutual genericity property, there will be large values of \( k \) for which the values \( g_i(k) \) already use up all \( n \) colors, and so it is impossible for them all to be different from \( f(k) \). This is a contradiction, and so \( b(\neq^*, \omega n) = \kappa \), as claimed.

Let us now consider the mastermind number and the simplified no-duplication mastermind numbers, that is, in the case of injective sequences.

**Theorem 7.5.** The mastermind number \( m \), as well as the no-duplication simplified mastermind numbers \( m_{\neq, \omega} \) and \( m_\omega \), are all equal to the eventually-different number for injective Baire space \( \mathcal{B}(\neq^*, \omega^\omega) \), which is equal to the covering number \( \text{cov}(\mathcal{M}) \) and the Martin number \( m(\mathbb{C}) \).

\[
m = m_{\neq, \omega} = m_\omega = b(\neq^*, \omega^\omega) = \text{cov}(\mathcal{M}) = m(\mathbb{C}).
\]

**Proof.** Once again we have \( m \leq m_{\neq, \omega} \leq m_\omega \) simply because the simplified games provide progressively less information to the codebreaker. To prove \( m_\omega \leq b(\neq^*, \omega^\omega) \), we argue in analogy with the proof of Theorem 7.3. Namely, if \( D \subseteq \omega^\omega \) is an eventually different family of injective functions, a family of injective functions such that every injective function is eventually different from one of them, let \( D^* \) be the collection of all injective finite variations of a member of \( D \). I claim again that \( D^* \) is a correctness-only Mastermind winning set of guesswords. Any given injective codeword \( w \) is eventually different from some \( s \in D \), so the correctness count \( \|s = w\| \) has some finite value \( k \). What I claim is that \( w \) is determined by its correctness counts with the injective finite variations of \( s \). This is a little more subtle in the injective case than it was in the duplication-allowed case, since we can’t arbitrarily change one color to another, as this might violate injectivity. Nevertheless, let us consider any particular color bit of \( s \)—suppose it is red in \( s \). We can first change that red bit to any particular color not yet appearing in \( s \), and if we ever observe a change in the correctness count from \( k \) to \( k + 1 \) or to \( k - 1 \), we will know the correct color value of that bit. But perhaps none of those values changed (or perhaps all colors appear already in \( s \)), and the correct color appears elsewhere in \( s \). Let us consider all possible swaps of that red bit with another color bit of \( s \), a transposition of two bits. If the red bit were correct in \( s \), then after the swap both colors would now be wrong, and so all such swaps would cause a change in the correctness count from \( k \) either to \( k + 1 \) or to \( k - 1 \), depending on whether the other bit in the swap had been incorrect or correct; but if the red bit were incorrect, then at least one swap would put the right color into that spot (from a previously incorrect spot) or place the wrong color from that spot into its right spot, in both cases causing a change in correctness from \( k \) to \( k + 1 \) or \( k + 2 \). If the correctness count went up by 2, then the new colors are both correct; but if it only went up by 1, exactly one of them is correct. But we can tell which one by considering all possible further swaps for each of those bits separately. In this way, we see that \( w \) is determined by the correctness counts on the various finite modifications of \( s \), and so \( D^* \) is a winning no-duplication correctness-only simplified Mastermind set. Since \( D^* \) has the same size as \( D \), we conclude that \( m_\omega \leq b(\neq^*, \omega^\omega) \).

Let me complete a cycle by proving \( b(\neq^*, \omega^\omega) \leq m \), which will show that the first four cardinals of the theorem are equal. Suppose that \( S \) is a winning no-duplication Mastermind guessing set. For each \( s \in S \), let \( \hat{s} \) be a permutation of \( s \) that has no bits of agreement with \( s \), and let \( \hat{S} \) be the set obtained from \( S \) by adding these new sequences. I claim that \( \hat{S} \) is an eventually different set. To see this, suppose that a codeword \( w \) is not eventually different from any element of \( \hat{S} \). In particular, it must have infinite correctness count with every element of \( S \), meaning \( \|w = s\| = \omega \) for all \( s \in S \). Since also it will have infinite agreement with \( \hat{s} \), it follows that the rearrangement count with \( s \) will be infinite. Furthermore, the inherent error count between \( w \) and \( s \) depends solely on the sets of colors appearing in these sequences, since it has finite value \( k \) if and only if there are exactly \( k \) colors appearing in each of them not in the other, but otherwise it will be \( \omega \). Each of these Mastermind feedback counts is unchanged by finite variations of \( w \) (using the same colors), and so the guessing set \( S \)
will not distinguish \( w \) from these finite variations, contradicting our assumption that it was a no-duplication Mastermind winning set. Therefore, \( w \) must have only finite disagreement with some sequence \( s \in S \) or \( \tilde{s} \in \tilde{S} \). So \( \omega \) is eventually equal to \( s \) or \( \tilde{s} \), and consequently is eventually different from the other one. So \( S \) is an eventually different family of the same size as \( S \), and so \( \delta(\neq^*, \omega) \leq m \).

Finally, we make the connection with the covering number. For this, let us begin by showing \( b(\neq^*, \omega) \leq \delta(\neq^*) \). Suppose that we have an eventually different family \( D \subseteq \omega^\omega \), a family of functions such that every function is eventually different from a member of \( D \). For each \( f \in D \), let \( \tilde{f}(n) = (n, f(n)) \), using a pairing function on \( \omega \). Since we can recover \( n \) from \( \tilde{f}(n) \), the function \( \tilde{f} \) is injective. Let \( D = \{ f \mid f \in D \} \). I claim that this is eventually different for the injective Baire space. Suppose \( g : \omega \to \omega \) is injective, and let \( \tilde{g}^*(n) = k \), if \( g(n) = (n, k) \), otherwise 0. So \( g^* : \omega \to \omega \). Since \( D \) was eventually different, there is some \( f \in D \) that is eventually different from \( g^* \). Thus, \( f(n) \neq \tilde{g}^*(n) \) for all large enough \( n \). From this, it follows that \( \langle n, f(n) \rangle \neq g(n) \) for all large enough \( n \), and consequently, \( \tilde{f} \) is eventually different from \( g \), as desired. Thus we have produced an eventually different family for injective functions with the same size as \( D \), and so \( \delta(\neq^*, \omega) \leq \delta(\neq^*) \).

And we have already discussed earlier the fact that \( \delta(\neq^*) = \text{cov}(M) \).

Next, let me observe that the covering number for Baire space is the same as the covering number for the space of injective functions in Baire space, that is, \( \text{cov}(M) = \text{cov}(M, \omega^\omega) \). For any function \( f : \omega \to \omega \), let \( \tilde{f}(n) \) be the \( f(n) \)th element of the set \( \omega \setminus \text{ran}(\tilde{f} \restriction n) \). That is, whenever we use a value as \( \tilde{f}(k) \) for \( k < n \), it is cast out of the set of possibilities for \( \tilde{f}(n) \), and so \( \tilde{f} \) is injective. From \( \tilde{f} \) we can reconstruct \( f \) and vice versa, and indeed every injective function arises as \( \tilde{f} \) for some function \( f \). So we have a bijection from Baire space to injective Baire space, and it is continuous and the inverse is continuous, because from an initial segment of \( f \) we can read off the corresponding initial segment of \( \tilde{f} \) and conversely. So this is a homeomorphism of \( \omega^\omega \) with \( \omega^\omega \), and since the covering number is determined by the topology, the two spaces have the same covering number.

Finally, I prove \( \text{cov}(M, \omega^\omega) \leq \delta(\neq^*, \omega^\omega) \) in analogy with the non-injective case, which will show all the cardinals equal, since we already know that \( \text{cov}(M) = \text{m}(C) \). Suppose that \( D \subseteq \omega^\omega \) is an eventually different family of injective functions, meaning that every injective function is eventually different from one of them. But the collection of functions that are eventually different from a given function \( f \) is a meager set, since it is an open dense property to have at least \( n \) places of agreement with \( f \), and hence co-meager to have infinitely many points of agreement. Thus, from \( D \) we can construct a covering family of meager sets of the same size as \( D \), and so \( \text{cov}(M, \omega^\omega) \leq \delta(\neq^*, \omega^\omega) \).

Let me settle the issue for the incorrectness-only variation, which it turns out is much harder to win, requiring a guessing set of the same size as the space of all color sequences. One might as well just guess every codeword in turn.

**Theorem 7.6.** The incorrectness-only mastermind numbers, whether or not duplication of colors is allowed and for any countably collection of at least two colors, are all equal to the continuum.

\[
m^{s,n}_\omega = m^* = m_\omega = \omega.
\]

**Proof.** In the incorrectness-only variation of the game, the codebreaker receives information at each stage only about the incorrectness count between the guessword \( s \) and the codeword \( w \)

\[
\|s \neq w\| = \{|n \mid s(n) \neq w(n)\}.
\]

Suppose that \( S \) is a successful Mastermind guessing set for this game—every codeword is determined by the pattern of its incorrectness counts with the guesswords in \( S \) (and the same argument will work here whether or not duplication is allowed). What I claim is that for every possible codeword \( w \), there must be some guessword \( s \in S \) that has at most finitely many disagreements with \( w \). Otherwise, every \( s \) would be infinitely different from \( w \), and this would be furthermore true of any finite variation of \( w \). But this would mean that the family \( S \) would not distinguish \( w \) from its finite variations, since they would all get the same incorrectness counts \( \|s \neq w\| = \omega \). Therefore, \( S \) must contain a guessword that differs only finitely from \( w \). But since there are continuum many finite-difference classes, it follows that \( S \) has size continuum.  

So far, we’ve considered winning sets of guesswords merely as sets. The codebreaker could use such a set to win the game by playing every guessword in turn, and the results would determine the true codeword. But actually, the codebreaker need not play all the guesswords, since she gets feedback during play, and so I’d like to know how quickly the codebreaker can
force a win, using the feedback that is gained during play. For this purpose, let us define the strategic mastermind number \( \hat{m} \) to be the first ordinal stage \( \gamma \) for which the codebreaker has a winning strategy ensuring the win occurs before stage \( \gamma \). I similarly define for each game variant the corresponding strategic master mind numbers, \( \hat{m}^{*} \) for duplication-allowed infinite Mastermind, \( \hat{m}^{*,n} \) for \( n \) colors, \( \hat{m}_{*,\neq} \) for simplified Mastermind, and so on.

It turns out, however, that except for the case of guessing the codeword at stage \( \omega \), the strategic mastermind numbers align exactly with the corresponding mastermind numbers.

**Theorem 7.7.** 1. The duplication-allowed strategic mastermind number is the ordinal \( \omega + 1 \).

\[
\hat{m}^{*} = \hat{m}^{*,n} = \omega + 1.
\]

2. The strategic mastermind number and strategic simplified numbers are the same as the mastermind number

\[
\hat{m} = \hat{m}_{*,\neq} = \hat{m}_{*} = m = \text{cov}(M) = m(\mathbb{C}).
\]

3. The strategic duplication-allowed simplified mastermind numbers are the same as the simplified mastermind number

\[
\hat{m}_{*,\neq}^{*} = \hat{m}_{*}^{*} = m_{*,\neq}^{*} = \text{cov}(M) = m(\mathbb{C}).
\]

4. The corresponding fact is also true in the case of finitely many colors

\[
\hat{m}_{*,\neq}^{*,n} = \hat{m}_{*}^{*,n} = m_{*,\neq}^{*,n} = c.
\]

5. And the strategic incorrectness-only mastermind numbers are also the continuum

\[
\hat{m}_{*}^{*} = \hat{m}_{*,\neq}^{*,n} = c.
\]

**Proof.** For statement (1), notice that Theorems 3.1 & 3.2 show that the codebreaker can win duplication-allowed infinite Mastermind by stage \( \omega \), but not earlier. It follows that \( \hat{m}^{*} = \hat{m}^{*,n} = \omega + 1 \).

For statement (2), we easily observe that \( \hat{m} \leq \hat{m}_{*,\neq} \leq \hat{m}_{*} \) because the simplified games are at least as hard to win for the codebreaker as the unsimplified games. Next, let me argue that \( \hat{m}_{*} \leq m_{*} \). Fix any winning correctness-only Mastermind set of guesswords, and simply place them one after the other as guesswords in a minimal order type. Eventually, one of the guesswords must achieve a finite correctness count, for otherwise the winning set would not distinguish the codeword from its finite variations. As soon as a finite correctness count is achieved, then we switch to the method of Theorem 7.5, whereby with \( \omega \) many additional guesses concerning finite variations of that finite-count guessword we will determine the true codeword, and therefore achieve the win at the next simple limit ordinal, which will be before the next cardinal and therefore before \( m_{*} \).

Since \( m_{*} = m_{*} \), we complete the cycle by proving that \( m_{*} \leq \hat{m}_{*} \). For this, it suffices by Theorem 7.5 to show that \( m(\mathbb{C}) \leq \hat{m}_{*} \). To see this, suppose toward contradiction that the codebreaker has a winning strategy to win always before stage \( \gamma \), for some ordinal \( \gamma < m(\mathbb{C}) \). Consider now the method of Theorem 4.1, where the master answers every guessword with feedback \( (\omega, \omega, \varepsilon) \), meaning infinite correctness count, infinite rearrangement count, and inherent error count \( \varepsilon \) either of 0 or \( \omega \), depending on whether every color appears in the guessword. The master is thinking of a codeword that is highly generic, meeting every codeword infinitely, disagreeing infinitely, yet using every color exactly once. The point now is that if the game has proceeded for \( \gamma \) many steps, then by viewing \( \mathbb{C} \) as the forcing to add an injective function \( g : \omega \rightarrow \omega \) and since \( \gamma < m(\mathbb{C}) \), we can find such a sequence \( g \) that is sufficiently generic with respect to these codewords up to stage \( \gamma \). And so the master retains a successful codeword in his pocket at stage \( \gamma \) and so the strategy has not won after all always before stage \( \gamma \).

Statement (3) is proved similarly. Namely, \( \hat{m}_{*,\neq}^{*} \leq \hat{m}_{*}^{*} \) because the game is easier to win with more information. And \( \hat{m}_{*}^{*} \leq m_{*,\neq}^{*} \) because one can use as guesswords an eventually different family, until one is found with a finite correctness count, and then win \( \omega \) many stages after that. And finally, we use that \( m_{*,\neq}^{*} = \mathfrak{b}(\neq^{*}) \) to complete the cycle by proving \( \mathfrak{b}(\neq^{*}) \leq \hat{m}_{*,\neq}^{*,n} \), as follows. The master can answer infinite agreement and infinite disagreement for all guesswords up to
stage \( \gamma \), and if \( \gamma < \mathfrak{b}(\neq^*) \), then indeed there will be a codeword exhibiting that behavior, and so the codebreaker has not won by that stage.

Statement (4) is proved similarly via the cycle \( \hat{m}_{\alpha^+}^\kappa \leq \hat{m}_\alpha^\kappa \leq m_{\alpha^+}^\kappa = c = \mathfrak{b}(\neq^*,\omega_n) \leq \hat{m}_{\omega_n}^\kappa \).

Finally, statement (5) is proved by observing that for any fewer than continuum many guesswords, there will always be codewords that have infinite disagreement with all of them.

I summarize the results I have proved about the mastermind numbers in the following diagram:
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