Field and stress-tunable microwave composite materials based on ferromagnetic wires
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Abstract — New types of tunable composite materials are considered, the effective microwave permittivity of which may depend on an external dc magnetic field or tensile stress. The composites consist of short pieces of conductive ferromagnetic wires embedded into a dielectric matrix. The short wire inclusions play a role of “the elementary scatterers”, when the electromagnetic wave irradiates the composite and induces a longitudinal current distribution and electrical dipole moment in each inclusion. These induced dipole moments form the dipole response, which can be characterized by some complex effective permittivity. The later may have a resonance or relaxation dispersion caused by the strong current distribution along a wire, which depends on the wire high frequency surface impedance. In the vicinity of the resonance frequency any variations in the wire surface impedance result in a large change of the current distribution, and hence in the dipole moment of each inclusion and the effective permittivity on the whole. For a ferromagnetic conductive wire, the surface impedance may depend not only on its conductivity but also on the dc external magnetic field and tension through the so-called magneto-impedance effect (MI). Therefore, the dispersion of the effective permittivity can be tuned from a resonance type to a relaxation type, when a sufficient magnetic field or tensile stress is applied to the composite sample. A number of applications can be proposed, including the stress-sensitive media for remote non-destructive health monitoring of different structures, and selective microwave coatings with field-dependent reflection/transmission coefficients.

*)Electronic mail: dmaknovskiy@plymouth.ac.uk
1. Introduction and background research

Metal-dielectric composites demonstrate the fertile palette of electrodynamic properties concerned with their response to electromagnetic fields.\textsuperscript{1-5} Here should be considered the frequency and spatial dispersions of the effective parameters, the effect of percolation and the associated field fluctuations that may result in non-linear wave (optical) and conductive (ac and dc) effects. The dispersion properties of the effective parameters of a composite are caused by both the initial dispersion in the material parameters of its components (inclusions and host material), and also the current distribution induced in them. The effect of percolation gives rise to the formation of long clusters of the conductive particles or metal fractions, when their concentration reaches a critical value named the percolation threshold. It could be said that the phase transition from the dielectric to the conductor takes place in the vicinity of the percolation threshold. At the quasistatic limit, when the wavelength inside the composite matrix is much larger than the characteristic size of inclusions and their concentration is less than the percolation threshold, the field spatial fluctuation can be neglected. In this case, the effective parameters can be determined by means of the mean field approximation (self-consistent), which takes into account the interparticle interaction. It is obvious that the only frequency dispersion can be accounted for such a way. Different approaches in the mean field theory vary in the so-called “mixing law”, which realizes the univocal correspondence between the composite effective parameters and the material parameters of its components. At that, some statistical information about the composite microstructure may taken into account.\textsuperscript{6,7}

In the strict sense, the mean field approximation is no longer valid, when the inclusion size becomes comparable with the wavelength. In this case, the local field fluctuations may result in an enhancement of the non-linear effects related to the conductivity or light scattering.\textsuperscript{1} Another interesting manifestation of non-quasistatic behavior is the resonance or
relaxation (Debye) dispersion of the effective permittivity $\varepsilon_{\text{eff}}$. This may take place in a composite consisting of short pieces of conductive wires embedded into a dielectric matrix.\textsuperscript{8,9} In this case, the dispersion of $\varepsilon_{\text{eff}}(\omega)$ is mainly caused by the strong distribution of induced current along a wire inclusion. The character of this distribution depends on the wire conductivity. The relaxation dispersion arises from wires with low conductivity, whereas the resonance dispersion requires a high conductivity. For the resonance dispersion, the imaginary part $\text{Im}(\varepsilon_{\text{eff}}(\omega))$ of the effective permittivity has its sharp maximum (resonance absorption) in the vicinity of a resonance frequency $f_{\text{res}} = \omega_{\text{res}} / 2\pi$. To the contrary, the real part $\text{Re}(\varepsilon_{\text{eff}}(\omega))$ reaches its maximum value at a certain frequency before $f_{\text{res}}$, and the minimum value after $f_{\text{res}}$. Between these maximum and minimum values the dispersion function of $\text{Re}(\varepsilon_{\text{eff}}(\omega))$ rapidly drops with increasing frequency, demonstrating the so-called anomalous dispersion. Furthermore, at a certain concentration of the highly conductive wires, $\text{Re}(\varepsilon_{\text{eff}}(\omega))$ may drop below zero after $f_{\text{res}}$ and becomes negative. For wire inclusions with a low conductivity, the maximum of $\text{Im}(\varepsilon_{\text{eff}}(\omega))$ becomes blurred and $\text{Re}(\varepsilon_{\text{eff}}(\omega))$ decreases smoothly between its maximum and minimum values. The spectrum of resonance frequencies is almost defined by the wire length $l$ and the matrix permittivity $\varepsilon$: 

$$f_{\text{res},n} \sim c(2n - 1) / \left( 2l \sqrt{\varepsilon} \right),$$

where $c$ is the velocity of light, and $n \geq 1$ is an integer. That gives us the right to designate $f_{\text{res}}$ as the antenna resonance. The dispersion amplitude at the first resonance ($n = 1$) appears much bigger than for subsequent ones. The attempts to generalize the mean field theory for such composites were undertaken in Refs. 8 and 10, where a scale dependent effective permittivity around the wire inclusions was introduced. A detailed experimental investigation of the dispersion properties of $\varepsilon_{\text{eff}}(\omega)$ carried out in Ref. 9 by the
free-space technique has proved the availability of the effective parameters for these strongly non-quasistatic composites.

The effects discussed in our present work bear on a linear dipole response of the composite system irradiated by the electromagnetic fields. In the frame of this approach, the inclusions play the role of “the elementary scatterers” (or “atoms”), when an electromagnetic wave irradiates the composite and induces an electrical dipole moment in each inclusion. These induced dipole moments form the dipole response of the composite, which can be characterized by some effective permittivity. The use of metal inclusions is often justified by their larger polarisability in comparison with dielectric ones. This enables one to obtain a strong response even for very small inclusion concentrations. The shape of metal particles significantly determines their polarization properties. A small metal sphere or ellipsoid is the simplest shape, the scattering on which can be analyzed by means of Mie’s theory.\textsuperscript{11,12} However, the most wide variety of polarization effects are observed in the wire inclusions with different spatial configurations, beginning at needle-shaped\textsuperscript{1,5,8-10} and ending with spirals or omega-particles,\textsuperscript{13,14} which may form artificial magnetism and chiral effective properties.\textsuperscript{3,4}

The use of ferromagnetic wires as the inclusions in metal-dielectric composites significantly expands their functional capabilities. To our knowledge, the composites based on amorphous ferromagnetic wires were considered for the first time in Ref. 15. The samples were made of thin resin sheets with the thickness less than 2 mm filled with the short wire pieces with the diameter 3 µm and length 3 mm. An alloy of FeBSiMnC was used to fabricate wires with the positive magnetostriction resulting in the longitudinal magnetization. These wires demonstrate the ferromagnetic resonance (FMR) in the range 8–10 GHz with the halfwidth 1–1.5 GHz. The fabricated composite samples possess a radio-absorbing property with a resonance absorption of about of 30 dB within 8–10 GHz and the halfwidth 1–1.5 GHz. Since the antenna resonance $f_{\text{res}}$ ($n=1$) is about 20–25 GHz for $l=3$ mm and
\( \varepsilon \approx 4-6 \) (resin permittivity), the observed resonance absorption should be attributed to FMR in the wire inclusions. The tunable properties were not investigated in that work. However, as it will be shown in our present work, the Fe-based wire inclusions with a longitudinal magnetization are not suitable to provide tunable properties, mostly due to the very large magnetic fields required to tune the ferromagnetic resonance frequency. Furthermore, it remains questionable why it was so important to use the magnetic wires instead of non-magnetic wires, which provides the same selective absorption but at the antenna resonance \( f_{\text{res}} \).

Tunable properties of the composites containing ferromagnetic wires were considered for the first time in Ref. 16. The high-frequency permittivity of composites consisting of a lattice of long ferromagnetic wires was considered. It was shown that the dielectric response is strongly dependent on the magnetic properties of the wires. A moderate external field induced large changes in the dielectric response. Also, negative real permittivity was observed over a wide frequency range for wires with circumferential magnetization, while a resonant behavior was observed on the axially magnetized wires. The subject of this work has been evoked by a large stream of publications on the so-called “metamaterials” or “left-handed” materials which all demonstrated the negative permittivity and permeability.\(^{17}\) The negative permittivity in such materials at GHz frequencies can be introduced by the lattice of long wires, which have characteristic features of a metallic response to radiation. Contrary to composites with short inclusions, the electromagnetic field is applied locally to a certain portion of the material excluding the ends of wires. In this case the current distribution in the wire can be neglected. The most interesting results are obtained for wave polarization where the electric field is directed along to the wires. Such wire-mesh systems model the response of a diluted plasma,\(^1\) giving a negative permittivity \( \varepsilon_{\text{eff}}(\omega) \) below the normalized plasma
frequency \( \bar{\omega}_p = \omega_p / \sqrt{\varepsilon} \) somewhere in the gigahertz range: \( \varepsilon_{eff}(\omega) = \varepsilon - \omega_p^2 / \omega^2 \), where \( \varepsilon \) is the matrix permittivity and \( \omega_p \) is the “plasma frequency”. In a general case, when the skin effect is not very strong, the plasma frequency depends on the wire impedance. In the case of ferromagnetic wires, their impedance depends on an external dc magnetic field – the so-called magneto-impedance. Therefore, the effective permittivity of such wire-mesh materials can be controlled by a dc magnetic field, as proposed in Ref. 16. The effect of magneto-impedance (MI), originally discovered in ferromagnetic wires,\(^{18}\) has found important applications for magnetic sensors in the MHz range.\(^{19-22}\) The ideas suggested in Ref. 16 have inspired some new applications for MI in the GHz range. Nevertheless, we have some serious reservations about the experimental results obtained in this work. First of all, the conclusions concerning the tunable properties of the effective permittivity were made from measurements of the reflection signal in the coaxial line loaded by only one wire. This is a nonsense because the effective parameters are employed to characterize the effective response of a composite system irradiated by free-space electromagnetic waves. Only the free-space technique can be responsible for verifying the tunable properties of the effective parameters. The problem was argued by the difficulties of achieving a homogeneous magnetic field through the sample. However, in the absence of a dc external magnetic field the effective permittivity was measured in free space for the composite samples made in real size. Besides, we are not sure that the authors were able to avoid the current distribution in the wire strings. In this case, the dispersion of effective permittivity will be formed by both the current distribution and initial dispersion of the wire material parameters. Therefore, we can conclude that the concept provided in this work prevails over the experimental results.

In our present work the effective permittivity is theoretically investigated for composite materials consisting of a dielectric matrix filled with short pieces of ferromagnetic wires. The
wire inclusions in the composite matrix may have a random orientation or be ordered in some direction, depending on the application. It has been shown that for the Co-based amorphous wires having a circumferential or helical magnetization, the effective permittivity $\varepsilon_{\text{eff}}$ may strongly depend on the dc external magnetic field $H_{es}$ or tensile stress $\sigma_{es}$ applied to the composite sample as a whole. The consideration of these effects is based on the author’s works, where field-tunable\textsuperscript{23} and stress-tunable\textsuperscript{24} composite materials have been proposed. Similar to the composites containing non-magnetic conductive wires, in the vicinity of $f_{\text{res}}$ the dispersion of $\varepsilon_{\text{eff}}(\omega)$ may have the resonance or relaxation type, depending on the wire impedance. Due to the MI effect, the wire impedance depends not only on its conductivity but also on an external dc magnetic field and tensile stress. Therefore, the dispersion of the effective permittivity can be tuned from a resonance type to a relaxation type, when the sufficient magnetic field or tensile stress is applied to the composite sample. The tensile stress is transmitted to each wire inclusion through the composite matrix. The magnetic fields that are required to tune the effective permittivity is about the same value as the anisotropy field $H_K$, which ranges 2–15 Oe for the Co-based wires.

The content of the following two works is close to our subject, although they are not immediately connected with the effective material parameters of a composite irradiated by free space electromagnetic waves. A composite designed by Sensortex Inc (USA)\textsuperscript{25} contains long thin Cu-wires that were fragmentary coated with a NiFe alloy with a high magnetic permeability and low coercitivity. These structured wires were embedded into a fiberglass/polyester material providing the mechanical strength. It was assumed to employ these composites as stress-sensitive materials. A separate Cu-wire was excited by a low frequency current (5 KHz) with a large amplitude (200–500 mA). The output voltages, measured across the fragments coated with the magnets, were strongly non-linear and
demonstrated a high amplitude sensitivity to the local tensile stress transmitted through the composite matrix. A fill of such wires could image the pattern of the stress distribution over the composite sample. The used sensing-mechanism can not be attributed to the MI effect neither by the amplitude of excitation current nor its frequency. The MI assumes a linear response from a ferromagnetic sample subjected to a weak excitation (current or field) in the MHz or GHz ranges. To the contrary, a low frequency current with large amplitude will result in a magnetization reversal. In the considered case, the non-linear output voltage is proportional to the circular magnetic flux induced in the magnetic coating by an ac current flowing through the Cu-wire. In particular, this method is used for measurements of the circular B–H loops in magnetic wires, which can be obtained by the integration of the output voltage.\textsuperscript{19} The magnetic flux can be changed by the external tensile stress through the inverse magnetostriction effect affecting the magnetic parameters.\textsuperscript{26,27} The proposed stress monitoring method requires connections to the readout electronics.

In Ref. 28 the electrically conductive composites have been developed with self-diagnosis stress properties. For memorizing strain, carbon fibers or particles were added into the plastic composite matrix. A pre-tensile stress in the fiber-filled composite enhances its residual effective resistance that enables the detection of the smallest strains. The composite filled with the high fraction of carbon particles, which constitute a percolation conductive structure, demonstrates the effective residual resistance without application of a pre-tensile stress. The irreversible changes of the effective resistance of the composite depend on the strain history: the effective resistance increases in proportion to the logarithm of the number of tensile cycles. This stress-monitoring method also requires a contact measurement. Nevertheless, since the indicator parameter is the effective conductivity, this material can be characterized as a sensing medium.
II. Typical ferromagnetic wires

The glassy alloys used for the fabrication of amorphous wires with soft ferromagnetic properties can be classified into two groups: Fe- and Co–based.\textsuperscript{29-35} Owing to their resistance to crystallization, these easy glass-forming alloys can be cast in bulk shape with very small dimensions down to microns. The general composition of alloy is $\text{F}_x\text{M}_y$ with Fe and/or Co as “F” and metalloid like Si and B as “M”. The content “$x$” ranges typically between 70 and 80%. The alloys may also contain small amounts of other elements such as Cr, Mn, Al, Cu, and Nb in order to improve mechanical, corrosion or magnetic properties.\textsuperscript{36-39}

The magnetostriction plays the main role in determining the magnetic behavior (i.e. domain structure and hysteresis loop). The sign and value of the magnetostriction, $\lambda$, are decisive. Positive and negative magnetostriction result in a radial and circumferential easy axis in the shell respectively, whereas the inner core always has longitudinal magnetization (although it can be very small). Thin amorphous ferromagnetic wires having a negative magnetostriction can be considered to be one of the best materials for MI applications, including tunable microwave composites. The wire sample with circumferential anisotropy ($\lambda < 0$) is divided into a “bamboo-like” domain structure, where adjacent domains have opposite directions of magnetization, as shown in Fig. 1. The magnetostriction constant $\lambda$ is correlated to the alloy composition. In the (Co$_{1-x}$Fe$_x$)$_{75}$Si$_{15}$B$_{10}$ series, $\lambda$ is positive for $x > 0.06$, and it becomes negative when the Fe-content drops below this value.\textsuperscript{33} Therefore, the negative magnetostriction is typical for Co-rich alloys. For example, a wire of a composition Fe$_{4.35}$Co$_{68.15}$Si$_{12.5}$B$_{15}$ exhibits excellent soft magnetic properties having almost zero (but still negative) magnetostriction of $\lambda \sim -10^{-7}$. The Co-rich wires with $\lambda < 0$ present an almost nonhysteretic magnetization curve. In contrast, Fe-rich wires with $\lambda > 0$ are characterized by a large Barkhausen jump that results in square-shaped hysteresis loops.
Currently, there are two main techniques of wire fabrication. Amorphous wires are made by UNITIKA LTD R&D (www.unitika.co.jp) using the in-water spinning method, and then cold drawn from a diameter of about 125 μm of the as-cast wire to diameters of 20–30 μm. The final sample undergoes annealing with a tension stress to build up a certain magnetic structure. This method requires very careful control of the annealing process to obtain repeatable magnetic parameters. Some commercial companies and research laboratories fabricate amorphous wires with a glass coating, by a modified Taylor-Ulitovskiy method. For instance, Tamag Iberica S.L. (www.tamagiberica.com), GMWT LTD (www.gmw-gw.com), ELIRI Institute (http://eliri.md/eng/), and MFTI LTD (www.microwires.com) produce a broad assortment of amorphous glass-coated wires (magnetic and non-magnetic) of the best quality and different compositions providing a wide range of magnetic properties and conductivities. During the fabrication process, one end of the glass tube with the alloy of the required composition is sealed. Then, it is heated to the temperature at which the glass is soften and the alloy is in a melting state. Drawing the heated end creates a very thin glass capillary (ranging between 10–60 μm) where the molten metal streams. The final wire structure is formed by the water cooling to obtain a metallic core (in amorphous state). The metallic core (ranging between 3–50 microns) has an amorphous and/or microcrystalline microstructure in order to achieve the desired magnetic properties, such as magnetic anisotropy and coercitivity. The ratio of the metal core and glass coating thickness also affects the magnetic properties. The fabrication method of glass-covered wires introduces a large internal tensile stress mainly arising from the difference in thermal expansion coefficients of metal (nucleus) and glass (sheath). The value of this internal stress, can be controlled by the ratio of diameters of the glass cover and the metal core. The direction of the easy magnetoelastic anisotropy axis associated with the stress distribution inside a wire is determined by the sign of the magnetostriction constant \( \lambda \). In context of cost and
simplicity of the technological process, the glass-covered wires have a great advantage over
those produced by the in-water spinning method.

III. Effective permittivity in composites filled with the short conductive wires

As it has been mentioned in the Introduction, that the dispersion of $\varepsilon_{\text{eff}}$ has different
origins for “short” and “long” inclusions. In the first case, the composites demonstrate the
Lorentz dipole dispersion, whereas the second type of materials is characterized by the Drude
dispersion of free-electron gas. The Lorentz model of dispersion is applicable to insulator
materials. The composite with short inclusions is similar in many respects to an isolator since
the wire-inclusions play a role of “atoms” (elementary dipole scatterers), which are polarized
with an ac electric field. The wire inclusions in the composite matrix may have a random
orientation or can be ordered in some direction, depending on the application. The local
electrical field $e_{\text{loc}} \exp(-i\omega t)$ induces the current with a linear density $j(x) \exp(-i\omega t)$
distributed along the inclusion length. The electric dipole moment $D$ and the dielectric
polarisability $\alpha$ of the inclusion are calculated using the continuity equation
$\partial j(x)/\partial x = i\omega \rho(x)$ and integrating by parts with boundary conditions $j(\pm l/2) = 0$ (here $\rho$ is
the charge density per unit length):

$$D = \frac{j}{\omega} \int_{-l/2}^{l/2} j(x)dx \Rightarrow \alpha = D/(Ve_{\text{loc}}),$$

where $V$ is the inclusion volume. As it will be shown in next Section, the density $j(x)$ of a
linear current can be approximated by a linear differential equation of the second order with
the boundary conditions $j(\pm l/2) = 0$. Thus, as in the case of a Lorentz oscillator the
dispersion of the polarisability $\alpha$ has the following form:47

$$\alpha(\omega) = \sum_{n} \frac{A_n}{(\omega_{\text{res},n}^2 - \omega^2 - i\Gamma_n \omega)},$$

(2)
where the summation is carried out over all antenna resonance frequencies
\[ \omega_{\text{res},n} = 2\pi f_{\text{res},n} = 2\pi \frac{c}{\lambda_{\text{res},n}} \]
in increasing order, \( \lambda_{\text{res},n} \) are the resonance wavelengths, \( A_n \) are some amplitude constants, \( \Gamma_n \) are the dumping parameters. The first resonance \( (n = 1) \) with the lowest frequency has a maximum amplitude \( A_1 \) and gives the main contribution to the polarisability. Each \( \Gamma_n \) can be decomposed into two parts \( \Gamma_n^{\text{rad}} \) and \( \Gamma_n^{\text{mr}} \) related to the radiation and internal (magnetic and resistive) losses, respectively. The damping parameter \( \Gamma_n^{\text{mr}} \) involving magnetic losses may depend on an external magnetic field \( H_{ex} \) or tensile stress \( \sigma_{ex} \). In the vicinity of an antenna resonance the polarisability \( \alpha \) will strongly depend on \( H_{ex} \) or \( \sigma_{ex} \) if the condition \( \Gamma_n^{\text{mr}} \sim \Gamma_n^{\text{rad}} \) is held.

The bulk polarization \( P \) of the composite is of the form:

\[ P = <e_{\text{loc}}> p \alpha = e_0 \theta_{\text{eff}}, \]

where \( <e_{\text{loc}}> \) is the averaged local field, \( p \) is the volume concentration of the inclusions, \( e_0 \) is the external electrical field, and \( \theta_{\text{eff}} \) is the effective bulk susceptibility. In the vicinity of \( f_{\text{res}} \) the effective response of composite has a strongly non-quasistatic dispersion, as seen in Eq. (2). Nevertheless, it is still possible to introduce the effective susceptibility \( \theta_{\text{eff}} \). First of all, the wavelength of the incident and reflected electromagnetic waves outside of the composite matrix with a permittivity \( \varepsilon >> 1 \) appear much larger than the wire length: \( \lambda_{\text{out}} \sim 2l \sqrt{\varepsilon} \) (in the vicinity of the first resonance). Therefore, the scattered wave will have a dipole character not far from the sample surface. Thus, the non-quasistatic behavior concerns only the interaction between wires inside the composite matrix, where \( \lambda_{\text{in}} = \lambda_{\text{out}} / \sqrt{\varepsilon} \sim 2l \) that results in the strong field fluctuations. An attempt to generalize the mean field theory (MFT) for such composites was undertaken in Ref. 8, where the scale dependence of the effective permittivity around the wires was introduced. This approach was employed in Ref. 10 to derive the MFT equation for a thin composite sample taking into account the boundary effects on the wire polarization. But
the problem remains open because the use of MFT in the non-quasistatic case is very questionable. Moreover, the strong current distribution along the wire inclusions may result in a spatial dispersion of the effective permittivity (see discussion in Section V).

To relate the polarisability $\alpha$ to the effective bulk susceptibility $\chi_{\text{eff}}$, the relation between $e_{\text{loc}}$ and $e_0$ has to be established. For small inclusion concentrations $p << p_c$, where $p_c$ is the percolation threshold, it is reasonable to assume that $<e_{\text{loc}}>$ $\approx$ $e_0$, which leads to:

$$e_{\text{eff}} \approx \varepsilon + 4\pi p <\alpha>, \quad (3)$$

where $\varepsilon$ is the matrix permittivity (complex in general), $<\alpha>$ is the polarisability of an individual inclusion averaged over its orientations. Any mean field theories will result in this single particle approximation in the limit of a low inclusion concentration. For a composite filled with the wire inclusions the percolation threshold occurs at a very low concentration: $p_c \approx 2a/l$, where $a$ is the wire radius (microns).\(^8\) Nevertheless, an even lower concentration will give rise the strong dipole response due to the large polarization of the elongated inclusions. The single particle approximation enables the qualitative explanation to all of the effects observed in the wire composites, including the resonance or relaxation dispersion, and tunable properties.

The overwhelming majority of applications using composite materials require that a composite sample be prepared as a thin layer or as an additional surface cover. A composite layer with a random orientation of wire inclusions is shown in Fig. 2. For this composite structure we can accept that $<\alpha>$ $\approx$ $\alpha/2$, where the polarisability $\alpha$ has to be calculated from Eq. (1) for the known current distribution $j(x)$. This distribution can be found from the antenna equation described in next Section.
IV. Impedance tensor and the generalized antenna equation

Within the framework of a single particle approximation, the scattering problem for a thin wire has to be solved. As it will be shown below, the electromagnetic response from a thin conductive wire can be described by means of the effective linear current flowing along the axis and having only an axial distribution. Within the framework of this approach, known as the antenna approximation\(^{48}\), the wavelength and the wire length are assumed to be much larger than the wire cross size \(2a\). For a start, let us consider the incident wave having a longitudinal electric field \(\mathbf{E}_0\) at the surface of a non-magnetic wire (\(x\) is the coordinate along the wire). In this case, the total induced current is longitudinal, which determines the scattered electromagnetic field having longitudinal electric \(\mathbf{E}_s\) and circular magnetic \(\mathbf{H}_\phi\) components at the wire surface, where \(\phi\) is the azimuthal coordinate. The same polarization \((\mathbf{E}_s, \mathbf{H}_\phi)\) can be induced by a linear current with the volume density \(j(x)\delta_S\) flowing along the axis, where \(x\) is a point on the axis and \(\delta_S\) is the two dimensional Dirac’s function. Further, the function \(j(x)\) will be referred to as “linear density” or “density”. Thus, the linear longitudinal current plays a role of an effective current producing the surface field of the required polarization \((\mathbf{E}_s, \mathbf{H}_\phi)\) and intensity. If the incident electromagnetic field contains a longitudinal magnetic component \(\mathbf{H}_{x0}\) at the wire surface, a circular electric field \(\mathbf{E}_\phi\) will be induced in a wire (magnetic or non-magnetic). In this case, a longitudinal linear current does not provide the total polarization of the scattered field. Furthermore, for a magnetic wire, the field \(\mathbf{H}_{x0}\) will induce \(\mathbf{E}_s\), and the field \(\mathbf{E}_{x0}\) will induce \(\mathbf{H}_\phi\). However, the total scattered field can be decomposed into two basic waves with polarizations at the wire surface: \((\mathbf{E}_s, \mathbf{H}_\phi)\) and \((\mathbf{E}_\phi, \mathbf{H}_s)\), where \((\mathbf{E}_s, \mathbf{H}_\phi)\) is determined by the linear current. The other polarization \((\mathbf{E}_\phi, \mathbf{H}_s)\) can be calculated directly from the impedance boundary condition, which represents a linear
relationship between \( \mathbf{e} \) and \( \mathbf{h} \) on the wire surface (see below). Nevertheless, the polarization effects arising due to the radial electric and magnetic fields can be neglected because of their small dipole moments in comparison with the dipole moment induced by the longitudinal current. Thus, the concept of the linear effective current describes correctly the scattered field at any polarization of the incident wave.

The response from a thin wire irradiated by an electromagnetic field can be fully determined from the external scattering problem with the boundary conditions at the wire surface, which are set via the surface impedance tensor \( \zeta :^{49,50} \)

\[
\mathbf{E}_j = \zeta [\mathbf{H}_j \times \mathbf{n}], \tag{4}
\]

where the square brackets designate the vector multiplication, \( \mathbf{n} \) is the unit normal vector directed inside the wire, \( \mathbf{E}_j \) and \( \mathbf{H}_j \) are the tangential vectors of the total electric and magnetic fields at the wire surface, which include both the scattered and excitation fields. In Eq. (4) we assume that the impedance tensor \( \zeta \) is the local characteristic of a conductive sample. In the case of an ideally conductive wire (the conductivity \( \sigma = \infty \)), the condition (4) nulls: \( \mathbf{E}_j = 0 \), which is typically used in the antenna problems.

Boundary condition (4) is convenient to write in the local cylindrical co-ordinate system \((x, \varphi, r)\) related to the wire:

\[
\begin{align*}
\mathbf{E}_x &= \zeta_{xx} \mathbf{H}_\varphi - \zeta_{x\varphi} \mathbf{H}_x \\
\mathbf{E}_\varphi &= \zeta_{\varphi x} \mathbf{H}_\varphi - \zeta_{\varphi\varphi} \mathbf{H}_x 
\end{align*} \tag{5}
\]

Within the antenna approximation, the field \( \mathbf{H}_\varphi (x) \) contains only the circular field \( \tilde{h}_\varphi (x) \) induced by a current with linear density \( j(x) \). On the contrary, the longitudinal field \( \mathbf{H}_x \) is entirely defined by the excitation field \( \tilde{h}_0 \). For a non-magnetic wire, the off-diagonal terms \( \zeta_{x\varphi} = \zeta_{\varphi x} = 0 \). The total magneto-impedance tensor \( \zeta \) was found in Ref. 50 for a
ferromagnetic wire with an arbitrary type of the magnetic anisotropy for any frequency. For wires with circumferential and helical anisotropies, $\hat{\zeta}$ was measured over the MHz frequency range in Ref. 51 and 52, respectively.

The generalized antenna equation for $j(x)$ in a thin wire with the impedance boundary conditions (5) was derived in Ref. 23:

$$\frac{\partial^2}{\partial x^2}(G \ast j) + k^2 (G \ast j) = \frac{i \omega \varepsilon}{4\pi} \vec{e}(x) - \frac{i \omega \varepsilon \sigma}{2\pi ac} (G_q \ast j) + \frac{i \omega \varepsilon \sigma_0}{4\pi} \vec{h}_0(x). \quad (6)$$

Here, it is assumed that the wire is embedded into the matrix with the permittivity $\varepsilon$ and permeability $\mu$ (both the complex, in general), $k = (\omega / c) \sqrt{\varepsilon \mu}$ is the wave number in the dielectric matrix, and the operator in the brackets designates the convolution of a function with $j(x)$:

$$(G \ast j) = \int_{-l/2}^{l/2} G(x-s) j(s) ds, \quad (G_q \ast j) = \int_{-l/2}^{l/2} G_q(x-s) j(s) ds. \quad (7)$$

The function $G$ is the Green function of the scalar Helmholtz equation:

$$G(r) = \frac{\exp(i k r)}{4 \pi r}, \quad (8)$$

where $r = \sqrt{(x-s)^2 + a^2}$.

The function $G_q(r)$ determines the scattered circular magnetic field $\vec{h}_q(x,a)$ at the wire surface:

$$\vec{h}_q(x,a) = \frac{2}{ac} (G_q \ast j) = \frac{2}{ac} \int_{-l/2}^{l/2} G_q(r) j(s) ds, \quad (9)$$

$$G_q(r) = \frac{a^2 (1 - i k r) \exp(i k r)}{2 r^2}. \quad (10)$$
Equation (6) has to be completed imposing the boundary conditions at the ends of the conductor:

\[ j(-l/2) = j(l/2) = 0. \]  

(10)

The integro-differential equation (6) involves general losses including both the radiation and internal losses (resistive losses and magnetic relaxation). The internal losses appear via the impedance component \( \zeta_{xx} \) and the convolution \((G \ast j)\), whereas the imaginary part of \((G \ast j)\) determines the radiation losses. Along with this, there is an additional term in the right part of Eq. (6), related with the off-diagonal impedance component \( \zeta_{xy} \). In the ferromagnetic wires with a circumferential anisotropy and “bamboo-like” domain structure shown in Fig. 1 the averaged off-diagonal components \( \zeta_{xy} \) and \( \zeta_{yx} \) are almost zero, as was proved theoretically\(^{50}\) and experimentally.\(^{51}\) The effects related to the off-diagonal components are possible only in a wire with a helical anisotropy where such averaging does not occur: \( \zeta_{xy} \neq 0. \)\(^{50,52}\) Composites containing such “exotic” wire inclusions may exhibit chiral properties.\(^{53}\) This is discussed in Section V.

As it follows from Eqs. (8) and (9), the real functions \(\text{Re}(G)\) and \(\text{Re}(G_y)\), considered at the wire surface, have a sharp peak at \(r = a\). Thus, \(\text{Re}(G)\) and \(\text{Re}(G_y)\) give the main contribution to Eq. (6): \(|(\text{Im}(G) \ast j)| \ll |(\text{Re}(G) \ast j)|\) and \(|(\text{Im}(G_y) \ast j)| \ll |(\text{Re}(G_y) \ast j)|\).

However, the convolutions with the imaginary parts are important in the vicinity of the resonance and can be taken into account by an iteration procedure, which was developed in Refs. 23 and 54. For the calculation of convolutions with functions \(\text{Re}(G)\) and \(\text{Re}(G_y)\) it is possible to use an approximate method:\(^{10}\)

\[
(\text{Re}(G) \ast j) \approx j(x) \int_{-l/2}^{l/2} \text{Re}(G(r)) ds = j(x) Q,
\]

(11)
\[ (\text{Re}(G\_\omega) \ast j) \approx j(x) \int \text{Re}(G\_\omega (r))ds = j(x)Q\_\omega. \]

Here:

\[ Q = \int \text{Re}(G(r))ds \sim \frac{1}{4\pi} \int_{-\ell/2}^{\ell/2} \frac{ds}{\sqrt{s^2 + a^2}} \frac{\ln(l/a)}{2\pi}, \]  

\[ Q\_\omega = \int_{-\ell/2}^{\ell/2} \text{Re}(G\_\omega (r))ds \sim \frac{a^2}{2} \int_{-\ell/2}^{\ell/2} \frac{ds}{(s^2 + a^2)^{3/2}} + \frac{a^2}{2} \int_{-\ell/2}^{\ell/2} \frac{ds}{\sqrt{s^2 + a^2}} \sim \left(1 + a^2k^2 \ln(l/a)\right), \]

where \( Q \) and \( Q\_\omega \) are the positive form-factors.

From Eq. (6) and inequalities \(|(\text{Im}(G) \ast j)| \ll |(\text{Re}(G) \ast j)|\) and \(|(\text{Im}(G\_\omega) \ast j)| \ll |(\text{Re}(G\_\omega) \ast j)|\), we obtain differential equation for the zero approximation \( j\_0(x) \) where the radiation losses are neglected:

\[ \frac{\partial^2}{\partial x^2} j\_0(x) + \left(\frac{\omega}{c}\right)^2 \varepsilon\mu \left[1 + \frac{ic\zeta}{2\pi a\omega \mu} \frac{Q\_\omega}{Q}\right] j\_0(x) \approx \frac{i\omega \varepsilon}{4\pi Q} \left(\overline{\xi\_0,(x)} + \zeta\_\omega \overline{\eta\_0,(x)}\right). \]  

As it follows from Eq. (13), the implementation of the impedance boundary condition leads to the renormalization of the wave number, which becomes:\(^{23}\)

\[ \tilde{k} = \frac{\omega}{c} \sqrt{\varepsilon\mu \left[1 + \frac{ic\zeta}{2\pi a\omega \mu} \frac{Q\_\omega}{Q}\right]}^{1/2}. \]  

The effective wave number \( \tilde{k} \) defines the resonance wavelengths and frequencies of Eq. (13) \((k\_\text{res},l = \pi (2n - 1))\):

\[ \lambda\_\text{res,n} = 2l \sqrt{\varepsilon\mu} \left(\frac{\text{Re}\left[1 + \frac{ic\zeta}{2\pi a\omega \mu} \frac{Q\_\omega}{Q}\right]}{2n - 1}\right)^{1/2}, \quad n = 1, 2, 3... \]  

Therefore, \( f\_\text{res,n} = c / \lambda\_\text{res,n} \) is the spectrum of resonance frequencies.
The values in Eq. (15) differ from the resonance wave lengths obtained for an ideally conductive wire: 
\[ \lambda_{\text{res},n} = 2l \sqrt{\frac{\varepsilon \mu}{(2n-1)}.} \]
The effect of a limited conductivity will result in a shifting of \( f_{\text{res},n} \) towards higher frequencies.

The equation (6) was written for a single wire. In strict sense, the interactions between wires in a composite structure can be taken into account when they are ordered in the same direction and placed in the points of some periodical lattice. Such a composite system can be named a “wire crystal”, where the current distribution in each wire will be the same due to the symmetry. To calculate this current distribution, the Green function \( G \) in Eq. (6) has to be replaced with the lattice Green function \( \hat{G} \), which is the sum of \( G \) over the lattice:

\[
\hat{G}(x - s, y, z) = \sum_{q,l,m} \frac{\exp(ik r_{q,l,m})}{4\pi r_{q,l,m}},
\]

where, \( r_{q,l,m} = \sqrt{(x - s - x_q)^2 + (y - y_l)^2 + (z - z_m)^2} \) and the point \((x,y,z)\) lies onto the wire surface, and \((q,l,m)\) is the 3D integer index of a wire in the wire lattice. The function \( \hat{G} \) is the lattice invariant. The vector \((x_q,y_l,z_m)\) is directed to a wire centre. With \( q,l,m \equiv 0 \), \( r_{0,0,0} = \sqrt{(x - s)^2 + a^2} \). With \( l \neq 0 \) and \( m \neq 0 \), \( r_{q,l,m} \approx \sqrt{(x - s - x_q)^2 + (y_l)^2 + (z_m)^2} \), since \( a \) is assumed to be much smaller, than the lattice constants. The onrush of nano-technology makes possible the fabrication of wire particles of different shapes even at nano-scales, including nano-wires and nano-rings which can arranged into a periodical lattice. The universality of the generalized antenna equation (6) has allowed us to calculate the scattering in nanowire-particles at optical frequencies.
When a wire is embedded into a very thin dielectric layer, Eq. (6) will take some different form:

$$
\frac{\partial^2}{\partial x^2} \left( \vec{G} + \vec{U} \right) * j + k_z^2 (\vec{G} * j) = \frac{i \omega \varepsilon}{4\pi} \bar{E}_{0_x}(x) - \frac{i \omega \varepsilon}{2\pi ac} G_\alpha * j + \frac{i \omega \varepsilon_{\infty}}{4\pi} f_{0_x}(x),
$$

(17)

\( j(-l/2) = j(l/2) = 0 \).

Here, the function \( \vec{G} \) and \( \vec{U} \) take into account the effect of boundaries:\(^{10}\)

$$
\vec{G}(r) = \frac{\exp(ik_r r)}{4\pi r} + \left( \frac{1}{4\pi} \int_0^{+\infty} \frac{(a_{z2}(k, h, h_0) \exp(-\gamma_2 h_0) + b_{z2}(k, h, h_0) \exp(\gamma_2 h_0))}{\Delta_2(k, h)\gamma_2} J_0(k r) k dk \right)^*,
$$

(18)

$$
\vec{U}(r) = \left( \frac{1}{2\pi} \int_0^{+\infty} \frac{(a_{z2}(k, h, h_0) \exp(-\gamma_2 h_0) - b_{z2}(k, h, h_0) \exp(\gamma_2 h_0))(\varepsilon - 1)}{\Delta_1(k, h)\Delta_2(k, h)} \gamma_2 J_0(k r) k dk \right)^*,
$$

(19)

where \( **^* \) is complex conjugation (in Ref. 10 the different time dependence \( \exp(+i\omega t) \) was used), \( h \) is the dielectric layer thickness, \( h_0 \) is the depth of immersion of the wire into the dielectric layer, \( r = \sqrt{(x-s)^2 + a^2} \), \( \rho = \sqrt{x^2 + a^2} \), \( \gamma_1(k) = \sqrt{k^2 - k_i^2} \), \( \gamma_2(k) = \sqrt{k^2 - k_z^2} \),

\( k_i = \omega/c \) and \( k_z = (\omega/c)\sqrt{\varepsilon_{\infty}\mu} \) are the wave numbers in free space and dielectric layer, and \( J_0 \) is the Bessel function. Integrals in Eqs. (18) and (19) use the following functions:

$$
\Delta_1(k, h) = \left( \gamma_2^2 + \gamma_1^2 \varepsilon^2 \right) \text{sh}(\gamma_2 h) + 2\gamma_1 \gamma_2 \varepsilon \text{ch}(\gamma_2 h),
$$

$$
\Delta_2(k, h) = \left( \gamma_2^2 + \gamma_1^2 \mu^2 \right) \text{sh}(\gamma_2 h) + 2\gamma_1 \gamma_2 \mu \text{ch}(\gamma_2 h),
$$

\( a_{z2} = (\gamma_2 - \gamma_1 \mu) \gamma_2 \text{sh}(\gamma_2 (h - h_0)) + \gamma_2 \text{ch}(\gamma_2 (h - h_0)) \),

\( b_{z2} = \exp(-\gamma_2 h)(\gamma_2 - \gamma_1 \mu) \gamma_2 \text{sh}(\gamma_2 h_0) + \gamma_2 \text{ch}(\gamma_2 h_0) \),

\( a_{z2} = \left[ \gamma_1 \mu \text{sh}(\gamma_2 (h - h_0)) + \gamma_2 \text{ch}(\gamma_2 (h - h_0)) \right] \gamma_2 + \gamma_1 \varepsilon \exp(\gamma_2 h) - \left[ \gamma_1 \mu \text{sh}(\gamma_2 h_0) + \gamma_2 \text{ch}(\gamma_2 h_0) \right] \gamma_2 - \gamma_1 \varepsilon \),

\( b_{z2} = \left[ \gamma_1 \mu \text{sh}(\gamma_2 (h - h_0)) + \gamma_2 \text{ch}(\gamma_2 (h - h_0)) \right] \gamma_2 - \gamma_1 \varepsilon \exp(-\gamma_2 h) - \left[ \gamma_1 \mu \text{sh}(\gamma_2 h_0) + \gamma_2 \text{ch}(\gamma_2 h_0) \right] \gamma_2 + \gamma_1 \varepsilon \)
Using Eqs. (18) and (19), the following limits for the functions \( \tilde{G}(r) \) and \( \tilde{U}(r) \) can be obtained in two limiting cases \( h \to 0 \) and \( h \to \infty \):

\[
\begin{align*}
\lim_{h \to 0} \tilde{U} &= \left( \frac{\mu - 1}{\mu} \right) e^{ikr} / 4\pi r, \\
\lim_{h \to \infty} \tilde{U} &= 0, \\
\lim_{h \to 0} \tilde{G} &= e^{ikr} / 4\pi r, \\
\lim_{h \to \infty} \tilde{G} &= e^{ikr} / 4\pi r.
\end{align*}
\] (20)

The combined effect of the layer boundaries and impedance conditions (5) will result in a very complicated self-consistent dispersion equation for the resonance wavelengths:

\[
\lambda_{\text{res},n} = \sqrt{\frac{2}{n-1}} \left\{ \text{Re} \left( \frac{Q_1,\lambda_{\text{res},n},h,h_0}{Q,\lambda_{\text{res},n},h,h_0} \right) + \frac{i\varepsilon \cdot \varepsilon_x}{2\pi \varepsilon \mu} \frac{Q_2,\lambda_{\text{res},n},h,h_0}{Q,\lambda_{\text{res},n},h,h_0} \right\}; \quad n = 1, 2, 3, \ldots
\] (21)

By analogy with Eq. (12) the form factors \( Q_1 \) and \( Q_2 \) are calculated from the following integrals:

\[
\begin{align*}
Q_1 &= \int_{-1/2}^{1/2} \text{Re}(\tilde{G}(r) + \tilde{U}(r)) ds, \\
Q_2 &= \int_{-1/2}^{1/2} \text{Re}(\tilde{G}) ds.
\end{align*}
\] (22)

The thickness dependence of the resonance frequency \( (n=1) \) has been investigated theoretically and experimentally.\textsuperscript{10,62,63} The resonance frequency changes from the vacuum value at \( h \to 0 \) (defined by Eq. (15) with \( \varepsilon = \mu = 1 \)) to the value corresponding to an infinite medium. The characteristic feature of this thickness dependence is the existence of two regions defined by the critical thickness \( h_c \). For \( h < h_c \), the resonance frequency rapidly drops with increasing \( h \), and for \( h > h_c \) it decreases slowly reaching the saturation limit. It was shown that \( h_c \) is independent of the material parameters of the dielectric layer, and it is
determined by only the wire length. For a wire with length 1 cm, $h_c$ was found to be $\sim 200 \mu m$.

It would be useful to establish the role of the surface waves in the forming of the effective response in a thin composite layer. The main method used in Ref. 10 is the solution of the heterogeneous Helmholtz equation $\Delta u + k^2 u = j(r)$ in the layered structure. To extract an unequal solution of this equation in an infinite region, which is the exterior of a finite region, it is needed to assume the additional limitations on the behavior of the solution when approaching infinity. These additional limitations are the famous Sommerfield conditions:

$$\frac{\partial u(r)}{\partial |r|} \pm ik u(r) = o\left(1/|r|\right) \quad |r| \to \infty,$$

(23)

where the signs “$\pm$” correspond to the outgoing and arriving waves. In the strict sense, these conditions are required only if the exterior region does not have any energy losses. To the contrary, if the exterior region has the losses, then the amplitude of the outgoing wave (scattered) must decrease when approaching infinity, whereas for the arriving wave it must increase. However, it is a little known fact that the Sommerfield conditions must be generalized in the case of the layered media. Conditions (23) contain the roots $\pm k$ of the simplest dispersion equation $p^2 - k^2 = 0$, which defines the poles of the Fourier transform of the Green function corresponding to the Helmholtz equation in free space (see Eq. (8)). In a layered structure, the equation of poles will be very complicated and the radiation conditions (23) must be formulated for each root of this dispersion equation.

The Fourier images of the Green functions in the dielectric layer contain the poles, which are found from the dispersion equations $\Delta_1 = 0$ and $\Delta_2 = 0$ (see Eqs. (18) and (19)). As it was mentioned above these poles relate to the spectrum of the surface waves, which lies between two wave numbers $k_1$ (free space) and $k_2$ (dielectric layer). With increasing layer
thickness this spectrum tends to be dense everywhere, covering the interval \([k_1, k_2]\), i.e. it becomes continuous. In this case, the dielectric layer demonstrates the so-called “soft dynamic properties”, when it allows the propagation of the waves scattered on an embedded wire inclusion with any wave number between \(k_1\) and \(k_2\). Thus, from the point of view of this wire inclusion (an opened resonator) a thick dielectric layer can be priory characterized by some permittivity. When decreasing the layer thickness, the spectrum of the allowed surface waves significantly converges. In this case, the effective properties of the dielectric layer can not be characterized by an effective permittivity for an embedded wire inclusion, since this permittivity requires a certain wave number which may lie out of the allowed spectrum. Nevertheless, there is a compromise, when the embedded wire inclusion tries to agree with the dielectric layer about a possible surface wave, which can propagate. As a result of this compromise, the certain wave number arises, with which the scattered wave leaves the wire inclusion. This new wave number can be found from the “compromise dispersion equation” (21). Thus, we can conclude that the effective response of a thin composite system is determined by the spectrum of elementary excitations allowed by the dielectric layer. This conclusion is very unusual for the quasistatic insight, which has got into the habit of located parameters (capacitance, resistance and inductance). But we are sure that wave processes are determinative for thin composite systems.

IV. Field and stress dependences of the magneto-impedance

At the present, the magneto-impedance effect (MI) is treated as a generalized Ohm’s law, where the magneto-impedance takes the non-diagonal tensor form (5). All the types of linear excitations and responses in a ferromagnetic sample, including wires\(^{50}\) and thin film\(^{64,65}\) can be expressed in the terms of the impedance matrix components. The MI has an electrodynamic origin owing to the redistribution of the ac current density under the
application of the dc magnetic field. In the original theoretical works on MI\textsuperscript{18} the current density has been calculated with the assumption that the variable magnetic properties can be described in terms of a total permeability having a scalar or quasi-diagonal form. This allows the impedance of a magnetic sample (and the voltage induced across it by an ac current $j \exp(-i \omega t)$) to be found essentially in the same way as in the case of a non-magnetic material.\textsuperscript{49} In this approach, the voltage response $V$ measured across the sample is of the form $V = Z(a/\delta_m) j$, where the impedance $Z$ is calculated as a function of the magnetic skin depth $\delta_m = c / \sqrt{2 \pi \sigma \omega \mu_r}$. Here $\sigma$ is the sample conductivity and $\mu_r$ is the effective transverse permeability (with respect to the current flow). If the skin effect is strong ($\delta_m/a \ll 1$), the impedance is inversely proportional to the skin depth, therefore, the magnetic-field dependence of the transverse permeability controls the voltage behavior. This simple consideration has provided a qualitative understanding of the MI behavior, and in certain cases it gives a reasonable agreement with the experimental results. A good example is the MI effect in a Co-based amorphous wire. A tensile stress from quenching (and enhanced by tension annealing) coupled with the negative magnetostriction ($\lambda < 0$) results in a circumferential anisotropy and a corresponding left and right handed alternative circular domain structure (see Fig. 1). The ac current passing through the wire induces an easy-axis magnetic field which moves the circular domain walls so that they nearly cross the entire wire. The circular magnetization is very sensitive to the axial dc magnetic field which is a hard axis field. The ac permeability associated with this process is circumferential and corresponds to $\mu_r$ introduced above. Substituting in $\delta_m = c / \sqrt{2 \pi \sigma \omega \mu_r}$ this circular permeability accounting for the field dependence and the frequency dispersion due to the local domain wall damping gives a very good agreement with the experimental MI spectra for frequencies lower than the characteristic frequency of the domain wall relaxation ($\sim 1–10$
Typically, the rotational relaxation is a faster process, and for higher frequencies (\( > 10 \) MHz) the magnetization rotation dynamics dominates. The rotational permeability has an essential tensor form, which makes it difficult to use scalar equations for higher frequencies: the difference between the experimental and theoretical results becomes quite considerable. Therefore, numerous experimental results on MI require a more realistic theory taking into account a specific tensor form of the ac permeability and impedance.

The calculation of \( \mu \) is based on the solution of the Maxwell equations inside the conductor for the ac fields \( e \) and \( h \) together with the equation of motion for the magnetization vector \( \mathbf{M} \). An analytical treatment is possible in a linear approximation with respect to the time-variable parameters \( e, h, \) and \( \mathbf{m} = \mathbf{M} - \mathbf{M}_0 \), where \( \mathbf{M}_0 \) is the static magnetization. Assuming a local linear relationship between \( \mathbf{m} \) and \( h \): \( \mathbf{m} = \chi h \), the problem is simplified to finding the solutions of the Maxwell equations with a given ac permeability matrix \( \mu = 1 + 4\pi \chi \). In general, the anisotropy axis \( \mathbf{n}_k \) has an angle \( \psi \) with the wire axis (x-axis), as shown in Fig. 3. In the model approximation the wire is assumed to be in a single domain state with the static magnetization \( \mathbf{M}_0 \) directed in a helical way having an angle \( \theta \) with the x-axis. The external dc magnetic field \( H_{ex} \) is assumed to be parallel to the wire axis. The field applied in the perpendicular direction does not effect the magnetic configuration. Then, in the system of randomly oriented wires the magnetic properties need to be averaged over the field orientation.
The equilibrium direction of $\mathbf{M}_0$ is found by minimizing the magnetostatic energy $U$:\(^{26}\)

$$\frac{\partial U}{\partial \theta} = 0,$$

$$U = -K \cos^2(\psi - \theta) - M_0 H_{ex} \cos(\theta),$$

where $K$ is the anisotropy constant and $\psi$ is the anisotropy angle. Equation (24) describes the rotational magnetization process. This single domain approach is known as the Stoner-Wohlfarth rotation model.\(^{66}\) It is of interest to ascertain how the Stoner-Wohlfarth rotation model can be used for the analysis of the MI field behavior in real samples that always have a multidomain state. In the case of circumferential anisotropy in wires ($\psi = 90^\circ$), this initial multidomain state concerns the “bamboo-like” domain structure. When a dc longitudinal magnetic $H_{ex}$ field is applied to such a magnetic structure, the only magnetization rotation is the mechanism in charge of the reversal process. The centers of the domain walls remain immovable and only their widths increase with the simultaneous growth of the dominant magnetization along the direction $H_{ex}$ (due to its rotation). The corresponding dc magnetization curve $M_{0x}(H_{ex})$ (the projection of $\mathbf{M}_0$ on the wire axis) is anhysteretic with a linear dependence for $|H_{ex}| < H_K$ and approaches saturation for $|H_{ex}| > H_K$, where $H_K = 2K/M_0$ is the anisotropy field. The comparative analysis of the theoretical model and the measured impedance in wires with circumferential anisotropy and “bamboo-like” domain structure has been carried out in Ref. 50 over a wide frequency range. While the frequency does not exceed a few tens of megahertz ($< 50$ MHz), the ac domain susceptibility may introduce a considerable contribution to $\hat{\mu}$ within the field range $|H_{ex}| < H_K$, where the sample remains a multidomain structure. Obviously, this contribution can not be described in the frame of the rotation model, and therefore a disagreement between the measured and theoretical MI curves should be observed. However, in the field range $|H_{ex}| > H_K$, when the magnetization approaches...
saturation, the theoretical model will describe the experimental curve quite well. At higher frequencies the domain wall movement becomes strongly damped and contributes little to the ac magnetization. Thus, the ac matrix $\hat{\mu}$ can be determined by the magnetization rotation only, depending on the equilibrium direction of $\mathbf{M}_0$. As a consequence of this, the agreement between the theoretical and measured MI curves becomes better even for the field range $|H_{ex}|<H_K$. For the helical and axial anisotropies ($0 \leq \psi < 90^\circ$) the magnetization process demonstrates a distinct hysteresis of $M_{0x}(H_{ex})$. The dc magnetization curve can be subdivided into two parts: reversible rotation and irreversible magnetization jumps, which are typically related to domain processes because the coercitivity field $H_c$ is much smaller than the anisotropy field $H_K$. Therefore, the rotation model can be used only as a certain extrapolation within the field interval $|H_{ex}|<H_c$.

As it has been mentioned above, the MI field characteristics at very high frequencies are almost provided by the magnetization rotation with the equilibrium angle $\theta(H_{ex})$. The type of MI field characteristics obtained strongly depends on the anisotropy angle $\psi$.\textsuperscript{50-52} Besides, both the anisotropy constant $K$ and angle $\psi$ depend on the stress distribution inside the sample due to the inverse magnetostriction effect. In general, this stress distribution has a tensor character.\textsuperscript{41-46} In glass-coated wires a large internal tensile stress $\sigma_0$ is introduced by the glass coating during the fabrication process. In conjunction with the negative magnetostriction ($\lambda < 0$) in Co-based wires the tensile stress $\sigma_0$ results in circumferential anisotropy and the “bamboo-like” domain structure (see Fig. 1) with the circular magnetization at $H_{ex} = 0$. Any torsion stress (internal or external) will deflect the equilibrium magnetization from the circular direction at $H_{ex} = 0$. 
For potential applications concerned with the stress tunable composite materials only the external tensile stress is available to be transmitted to an individual wire inclusion through the composite matrix. In a tensile pre-stress composite matrix, an external compression will reduce only the initial tensile stress acting on the wire inclusions. To provide the tensile stress dependence of $\theta$, the equilibrium magnetization must be helical. In fact, the tensile stress induces the magnetic anisotropy in the direction of the stress in the case of a positive magnetostriction $\lambda > 0$ and in the transverse direction for $\lambda < 0$. The induced anisotropy defines the preferred direction of the static magnetization. At $H_{ex} = 0$, the tensile stress in both cases of $\lambda > 0$ and $\lambda < 0$ does not produce any change in the equilibrium magnetization reinforcing only the effective anisotropy field: the circumferential for $\lambda < 0$ and the longitudinal for $\lambda > 0$. Only in the case of a helical magnetization, when the equilibrium magnetization is deflected from the circumferential or longitudinal directions, the magnetization rotation due to the tensile stress becomes possible.

One possibility is to realize somehow a “frozen” torsion stress and corresponding helical anisotropy. For example, tension-annealed CoSiB amorphous wires of 30 $\mu$m in diameter (magnetostriction $\lambda \sim -10^{-6}$) possess a spontaneous helical anisotropy due to a residual stress distribution, and a relatively large anisotropy field.\textsuperscript{67} Also, annealing under a torsion stress or current annealing in the presence of the axial magnetic field can induce a helical anisotropy.\textsuperscript{52,68} In all the cases, the anisotropy angle is difficult to control. Therefore, for practical application the reliable method of inducing the helical anisotropy has to be developed. In another case, a helical magnetization can be achieved in wires with a circumferential anisotropy ($\lambda < 0$) by the combination of the external tensile stress $\sigma_{ex}$ and the fixed dc longitudinal magnetic field $H_{ex}$, which should be chosen about of the anisotropy field $H_K$. In this simplest case ($\psi = 90^\circ$), we can neglect the small internal torsion stresses in the wire in comparison of the initial tensile
stress $\sigma_0$. Then, the anisotropy constant $K$ in Eq. (24) will be determined by the following relationship:

$$K = \frac{3}{2} | \lambda | (\sigma_{ex} + \sigma_0).$$

(25)

In glass-coated wires, a large internal tensile stress $\sigma_0$ is induced by the glass coating during the fabrication process. Turning back to Eq. (24), the external tensile stress $\sigma_{ex}$ reinforces the circumferential anisotropy, whereas $H_{ex}$ deflects the magnetization from the initial circumferential direction. These two factors allow the magnetization rotation due to $\sigma_{ex}$ at the fixed $H_{ex}$. A more elaborated model, including the initial torsion stresses, was considered in Ref. 24 in connection with stress tunable composites.

The total impedance tensor $\xi$ has been calculated in Ref. 50 for the strong and weak skin-effects. Here we give only the two components $\xi_{xx}$ and $\xi_{xp} (\equiv \xi_{p-x})$ which are used in the generalized antenna equation (6):

a) strong skin-effect ($\frac{\delta_m}{a} << 1$)

$$\xi_{xx} = \frac{c(1-i)}{4\pi \sigma \delta} \left( \sqrt{\mu} \cos^2(\theta) + \sin^2(\theta) + \frac{\delta(1+i)}{4a} \right),$$

$$\xi_{xp} = \frac{c(1-i)}{4\pi \sigma \delta} \left( \sqrt{\mu} - 1 \right) \sin(\theta) \cos(\theta).$$

(26a)

b) weak skin-effect ($a/\delta << 1$) or ($a/\delta \sim 1, a/\delta_m \sim 1$)

$$\xi_{xx} = \frac{k_a c}{4\pi \sigma \left( J_1(k_m a) \right)} + \frac{1}{54} \left( \frac{a}{\delta} \right)^4 \frac{c \mu_3^2}{\pi \sigma \, a},$$

$$\xi_{xp} = i \frac{a \omega}{3c} \mu_3 - \left( \frac{a}{\delta} \right)^4 \left[ \frac{\mu_1 \mu_3}{60} + \frac{\mu_2 \mu_3}{30} \right] \frac{c}{\pi \sigma \, a}. $$

(26b)
Here $\tilde{\mu} = 1 + 4\pi \tilde{\chi}$ and $\tilde{\chi} = \chi_2 - 4\pi \chi_0^2 / (1 + 4\pi \chi_1)$ are the effective permeability and susceptibility respectively, $\mu_1 = 1 + 4\pi \cos^2(\theta) \tilde{\chi}$, $\mu_2 = 1 + 4\pi \sin^2(\theta) \tilde{\chi}$, $\mu_3 = -4\pi \sin(\theta) \cos(\theta) \tilde{\chi}$, $k_m^2 = \mu_1 \left( 4\pi i \omega \sigma / c^2 \right)$, $\delta_m = c / \sqrt{2\pi \sigma \omega \mu_1}$ is the magnetic skin-depth, $\delta = c / \sqrt{2\pi \sigma \omega}$ is the non-magnetic skin-depth, $\sigma$ is the wire conductivity, $J_{0,1}$ are the Bessel functions. The terms in the effective susceptibility $\tilde{\chi}$ are calculated from the following equations:

$$\chi_1 = \omega_m (\omega - i\tau \omega) / \Delta,$$

$$\chi_2 = \omega_m (\omega - i\tau \omega) / \Delta,$$

$$\chi_a = \omega \omega_m / \Delta,$$

$$\Delta = (\omega_2 - i\tau \omega)(\omega - i\tau \omega) - \omega^2,$$

$$\omega_1 = \gamma \left( H_{ex} \cos(\theta) + H_K \cos(2(\psi - \theta)) \right),$$

$$\omega_2 = \gamma \left( H_{ex} \cos(\theta) + H_K \cos^2(\psi - \theta) \right),$$

$$\omega_m = \gamma M_0, \ H_K = 2K / M_0,$$

where $\gamma$ is the gyromagnetic constant, $\tau$ is the spin-relaxation parameter, $H_K$ is the anisotropy field. Equations (26a) and (26b) demonstrate that the components of surface impedance tensor depend on both the ac susceptibility parameter $\tilde{\chi} = (\tilde{\mu} - 1) / 4\pi$ and the static magnetization orientation angle $\theta$. At high frequencies the latter will give the main contribution to the field or tensile stress dependence of the impedance components, since $\tilde{\chi}$ looses its field sensitivity.

Figure 4 demonstrates the typical dispersion curves for the effective permeability parameter $\tilde{\mu} = 1 + 4\pi \tilde{\chi}$ that enters the impedance matrix in combination with the magnetization angle $\theta$. The following magnetic parameters have been chosen: anisotropy
field $H_K = 2$ Oe, saturation magnetization $M_0 = 500$ G, gyromagnetic constant $\gamma = 2 \times 10^7$ (rad/s)/Oe. In calculations, a small dispersion of the anisotropy angle $\psi$ with respect to $90^\circ$ should be introduced to model a real sample and avoid zero ferromagnetic resonance frequency at $H_{ex} = H_K$. The real part $\text{Re}(\tilde{\mu}(\omega))$ approaches unity at the ferromagnetic resonance frequency ($\psi = 90^\circ$) $f_{FMR} = \sqrt{|H_{ex} - H_K| 4\pi M_0} / 2\pi$. $f_{FMR} = 365$ MHz at $H_{ex} = 0$ and $f_{FMR} = 725$ MHz at $H_{ex} = 10$ Oe. In the gigahertz range, $\text{Re}(\tilde{\mu}(\omega))$ is negative being in magnitude in the range of 10–20, and $\text{Im}(\tilde{\mu}(\omega))$ is in the range of 10–40. Both of them become insensitive to the external magnetic field (and the tensile stress), as shown in Fig. 4(c). In this case, the field and stress dependences of the impedance components are entirely related with that for the static magnetization orientation $\theta$. Then, if $\theta$ is a sensitive function of $H_{ex}$ or $\sigma_{ex}$, to insure high field sensitivity of the impedance, it is important only that the condition $|\tilde{\mu}(\omega)| > > 1$ is held (actually, $|\tilde{\mu}| \sim 10$ is enough). This conclusion clearly demonstrates that the condition of the ferromagnetic resonance is not required for the MI effect, contrary to the widely expressed belief.$^{69,70}$

A large difference between $f_{FMR}$ and the frequency where the imaginary part reaches a maximum value is caused by the specific form of the effective susceptibility $\tilde{\chi}$ containing all the components of the susceptibility matrix $\hat{\chi}$.\textsuperscript{50}

$$\tilde{\chi} = \frac{\omega_M(\omega_2 - i\tau \omega) + 4\pi \omega^2}{(\omega - i\tau \omega)(\omega_2 + 4\pi \omega_M - i\tau \omega) - \omega^2}$$ \hfill (27)

The expression for $f_{FMR}$ directly follows from Eq. (27): $f_{FMR} = \sqrt{\omega_1(\omega_2 + 4\pi \omega_M)} / 2\pi$. The dispersion curves, considered above, look very similar to a relaxation spectrum typical of polycrystalline multidomain ferrites. However, in our case, the “relaxation-like” dispersion is caused by a complicated form (27) of the effective susceptibility. Such kind of dispersion is
always observed in experiments with bulk ferromagnetic conductive samples, where the skin-effect is important and the effective susceptibility is composed of the components of the internal matrix $\hat{\chi}$. 71

Figure 5 demonstrates the typical field dependence of $|\xi_{xx}(H_{ex})|$ in the GHz range for a wire with circumferential anisotropy ($\psi = 90^\circ$). The wire has 10 $\mu$m diameter, conductivity $\sigma = 7.6 \times 10^{15}$ s$^{-1}$, anisotropy field $H_K = 2$ Oe, saturation magnetization $M_0 = 500$ G, and gyromagnetic constant $\gamma = 2 \times 10^7$ (rad/s)/Oe. The calculations have been carried out in a low frequency limit (see Eq. (26b)) since the magnetic skin-depth $\delta_w = c/\sqrt{2\pi \sigma \omega \mu_1}$ is of the order of the wire radius. As it will be shown below, a moderate skin effect is the basic requirement for obtaining the field/stress dependent effective permittivity. For this reason the wire diameter has to be chosen to be sufficiently small. At GHz frequencies the curve of $|\xi_{xx}(H_{ex})|$ flattens at $|H_{ex}| > H_K$ and even for large values of $|H_{ex}| \gg H_K$ does not reach the saturation. In the GHz range $|\xi_{xx}(H_{ex})|$ has approximately a constant value for $|H_{ex}| \geq H_K$ reflecting the field dependence of $\cos^2(\theta)$ (see Eqs. (26a,b)) since the permeability parameter $\tilde{\mu}$ looses its field/stress sensitivity (as discussed above in Fig. 4(c)). Thus, at very high frequencies the impedance $|\xi_{xx}(H_{ex})| \sim \cos^2(\theta)$ exhibits a “valve-like” behavior, switching from one stable level to the other, following the dc magnetization. Such kind of the transformation of $|\xi_{xx}(H_{ex})|$ was previously reported in Ref. 72 where a rather confusing explanation of this effect was given. The first accurate measurements of the “valve-like” impedance were made in Ref. 73 for Co-rich glass-coated amorphous wires of $\sim 10$ $\mu$m in diameter with vanishing negative magnetostriction. The circular domain structure resulted in nearly linear non-hysteretic magnetization curves $M_{ox}(\theta) = \cos(\theta)$ providing the valve-like behavior $|\xi_{xx}(H_{ex})| \sim \cos^2(\theta)$. Figures 6(a) and 6(b) demonstrate similar experimental
dependencies of the wire impedance $|Z(H_{ex})|\approx|\tau_{xx}(H_{ex})|$ measured in our present work in a CoMnSiB amorphous glass-coated wire$^{36-39}$ of $\sim11-12$ $\mu$m in diameter with vanishing negative magnetostriction $\sim-2\times10^{-7}$, the anisotropy field $H_K \sim 2.5$ Oe and the coercivity field $H_c \sim 0.1-0.15$ Oe. To enable such high frequency impedance measurements (at 2.5 GHz and 3.9 GHz), the rf measurement cell requires special calibration as described in Ref. 24. The powerful calculation facilities of modern Analyzers can correct for the dispersion in the measurement track to create a virtually ideal passage characteristic. This allowed us to use a convenient design for the rf measurement cell. The field behaviors observed in Figs. 5 and 6 completely differ from that in the MHz range, where $|Z(H_{ex})|\approx|\tau_{xx}(H_{ex})|$ has two well-defined peaks at $H_{ex} \approx \pm H_K$ and decreases with $|H_{ex}| > H_K$ reaching the level of $\sim|Z(0)|$, as shown in Fig. 7.

The stress impedance in the GHz range was measured for the first time in Ref. 24 in the same CoMnSiB amorphous glass-coated wire. Figure 8 shows the plot of $|Z(\sigma_{ex})|$ vs. applied tensile stress $\sigma_{ex}$ for the frequency 2.5 GHz with $H_{ex}$ as a parameter. If no field is applied, the stress effect is almost not noticeable at GHz frequencies. In the presence of $H_{ex}$, the wire impedance shows large changes in response to the application of the tensile stress. The highest stress sensitivity is obtained for $H_{ex} = 3$ Oe that is about the same value as the anisotropy field for the unloaded wire. This impedance behavior vs. stress is in agreement with the previous discussion concerning Eqs. (24) and (25). Since a negative magnetostriction wire has a nearly circumferential anisotropy, the applied tensile stress alone will not cause the change in $M_0$ direction, and as a result, will not produce noticeable changes in the impedance at high frequencies. Applying the field $H_{ex}$ of the order of $H_K$ saturates the wire in the axial direction. The tensile stress which enlarges the circumferential anisotropy in the case of
negative magnetostriction acts in opposite way and rotates the magnetization back to the circular direction. The highest stress sensitivity is obtained for $H_{ex} \sim H_K$, which is sufficient to saturate the wire. Further increase in $H_{ex}$ is unnecessary since a larger stress will be required to return the magnetization back. The theoretical plots showing $|\xi_{xx}(\sigma_{ex})| \sim |Z(\sigma_{ex})|$ for frequency of 2.5 GHz with $H_{ex}$ as a parameter are shown in Fig. 9, demonstrating very good agreement with the experimental results. The initial tensile stress and magnetostriction constant were chosen to be $\sigma_0 = 200$ MPa and $\lambda \sim -2 \times 10^{-7}$ respectively, to provide a value of $H_K \sim 2.5$ Oe. Within calculations, the simplest relationship (25) can be used, since the initial tensile stress $\sigma_0$ (due to the glass coating) prevails over the possible small torsion stresses inside the wire.

The direct measurement of the off-diagonal component $\xi_{xy}(H_{ex}, \sigma_{ex})$ of the impedance tensor in the GHz range is an intractable problem, although in the MHz range the field dependencies all of the tensor components have been successfully measured.\textsuperscript{51,52} Therefore, the measurement of the effective properties of the whole composite is the only possible method that is available to investigate the effects related with the off-diagonal tensor components.

\textbf{V. Field and stress dependencies of the effective permittivity}

The field or stress dependences of the effective permittivity $\varepsilon_{\text{eff}}$ of the composite is caused by the field/stress dependence of the surface impedance matrix $\hat{\zeta}(H_{ex}, \sigma_{ex})$, which determines the losses inside the inclusions (see Eq. (2)). These internal losses characterize the quality factor of the entire composite system and the type of dispersion of $\varepsilon_{\text{eff}}(\omega)$. It is quite natural to expect that the field/stress dependence of $\varepsilon_{\text{eff}}(\omega)$ becomes most sensitive in the
vicinity of the antenna resonance where any small variations in the inclusion parameters cause a strong change of the current distribution and the inclusion dipole moment. This results in a remarkable transformation of the dispersion curve \( \varepsilon_{\text{eff}}(\omega) \) under the external dc magnetic field or tensile stress.

The resonance frequency range is determined by the wire length \( l \) and the matrix permittivity \( \varepsilon \). Practically, it is not desirable to construct composite materials with inclusions having a length larger than 1–2 cm. In this case, the first resonance frequency in air \( f_{\text{res}} = c/2l \) would be in the range of tens gigahertz. However, for such high frequencies the magnetic properties of soft ferromagnetic wires tail off completely and \( \mu \) in Eqs. (26a,b) tends to be unity. Without increasing the wire length, the operating frequencies can be lowered in \( \sqrt{\varepsilon} \) times by using a dielectric matrix with higher permittivity \( \varepsilon >> 1 \):

\[
f_{\text{res}} = \frac{c}{2l\sqrt{\varepsilon}}.
\]

Some polymers and commercial epoxies can be used as a dielectric matrix. A fine-dispersion filler (powder) containing particles with a large polarisability can be used to further increase \( \varepsilon \), for example, the powder of ceramic microparticles. Another method of increasing \( \varepsilon \) uses fine-disperse metal powder. Both methods allow the matrix permittivity \( \varepsilon \) to be made very large with a small tangent of losses.

The condition of a moderate skin-effect \( (a/\delta_{\mu} \sim 1) \) is proving to be important to realize a high sensitivity of \( \varepsilon_{\text{eff}}(\omega) \) to the external factors \( (H_{\text{ex}} \text{ and } \sigma_{\text{ex}}) \). If the magnetic skin-depth is much smaller than the wire radius \( (\delta_{\mu}/a \ll 1) \), the normalized wave number \( \tilde{k} \) (see Eq. (14)) differs little from the wave number \( k \) of the free space. Substituting the high frequency impedance (26a) into Eq. (14) gives:

\[
\tilde{k} \sim \frac{\omega}{c} \sqrt{\varepsilon \mu} \left(1 + \frac{(1 + \delta)}{2\mu \ln(l/a)} \frac{\delta}{a} \varepsilon \cos^2(\theta) \right)^{1/2}.
\] (28)
From Eq. (28) it immediately follows that if \( \delta/a << 1 \) (and \( \delta_m/a << 1 \)) the wave number becomes \( \tilde{k} \sim \omega \sqrt{\varepsilon \mu} / c \), hence it follows that an essential field/stress dependence of \( \varepsilon_{\text{eff}}(\omega) \) can be reached for the case when the non-magnetic skin depth is of the order of wire radius.

At a very low inclusion concentration \( (p << p_c \sim 2a/l) \) the effective permittivity \( \varepsilon_{\text{eff}}(\omega) \) can be represented by Eq. (3) as the dipole sum with the polarisability \( \langle \alpha \rangle \) averaged over the inclusion orientations. The polarisability \( \alpha \) has to be calculated from Eq. (1) for \( j(x) \) evaluated from Eq. (6). Alternatively, the first approximation \( j_1(x) \), which is evaluated by means of the iteration procedure developed in Refs 23 and 54, can be used to take into account all the losses in the system. In principle, the asymptotic expression for \( j(x) \) (obtained within this iteration procedure) can be written in the form of the non-local Ohm’s law: \( j(x) = (\hat{\sigma} * \hat{\varepsilon}_0) \) – is the convolution with the external electric field \( \hat{\varepsilon}_0(x) \) \( (\hat{\varepsilon}_0 = 0) \) and \( \hat{\sigma}(x,s) \) is the kernel of the conductivity integral operator acting within the volume occupied by a wire (thin tube). The corresponding kernel for the permittivity integral operator takes the form \( \hat{\varepsilon}(x,s) = 4\pi i\sigma(x,s)/\omega \). Averaging this non-local permittivity operator over the whole sample, we obtain the non-local operator of the effective permittivity – even for the single particle approximation! In our present work we do not elaborate upon this subject, since all observed effects can be understood in the frame of a simple model using Eq. (3). Nevertheless, the effect of spatial dispersion may become significant at optical frequencies in composites filled with the nano-wire inclusions.
For a composite layer filled with the non-chiral wire inclusions ($\xi_{\text{ex}} \equiv 0$ in Eq. (6)) the total permittivity tensor $\hat{\varepsilon}_{\text{eff}}$, characterizing its effective dipole response, is of the following form ($p \ll p_c$):

$$
\hat{\varepsilon}_{\text{eff}} = \begin{pmatrix}
\varepsilon_{11} & 0 & 0 \\
0 & \varepsilon_{22} & 0 \\
0 & 0 & \varepsilon_{33}
\end{pmatrix},
$$

(29)

where $\varepsilon_{11}$ and $\varepsilon_{22}$ are the effective permittivities in the plane of sample ($x, y$) for mutually perpendicular directions. For a low inclusion concentration ($p \ll p_c$), the effective permittivity $\varepsilon_{33}$ in z-direction is equal to the matrix permittivity ($\varepsilon_{33} \approx \varepsilon$) since ac electric field perpendicular to the wire inclusions (and the sample surface) does not cause a significant dipole polarization. For a composite layer with random orientation of the wire inclusions shown in Fig. 2, $\varepsilon_{11} = \varepsilon_{22} = \varepsilon_{\text{eff}}$ and the averaging $<\alpha>$ over the inclusion orientations in Eq. (3) gives a coefficient $1/2$ ($<\alpha> = \alpha / 2$). To the contrary, in the composite sample with the ordered wire inclusions (in x-direction, for example), $\varepsilon_{11} = \varepsilon_{\text{eff}}$ with $<\alpha> = \alpha$, whereas $\varepsilon_{22} = \varepsilon_{33} = \varepsilon$.

Figure 10 demonstrates the theoretical dispersion curves of the effective permittivity $\varepsilon_{\text{eff}}(\omega)$ in the GHz range for the composite structure shown in Fig. 2 ($\varepsilon_{11} = \varepsilon_{22} = \varepsilon_{\text{eff}}$, $\varepsilon_{33} = \varepsilon$, $<\alpha> = \alpha / 2$). The dc external magnetic field $H_{\text{ex}}$, used as a parameter, was applied along the sample surface at any azimuthal direction. The matrix permittivity was $\varepsilon = 16$ and volume concentration $p = 0.001\%$. This concentration is considerably smaller than the percolation threshold for such composites. For a sufficiently large external dc field $|H_{\text{ex}}| \gg H_K$ its azimuthal orientation $\phi$ in the sample plane is of no importance because of the “valve-like” behavior of MI (see Figs. 5 and 6). In fact, with $|H_{\text{ex}}| \gg H_K$ the magneto-
impedance $|\zeta_{xx}|$ will be switched to the same state for the majority of wires since the condition $|H_{ex}\cos(\phi)| > H_K$ will hold true for most wire orientations, where $|H_{ex}\cos(\phi)|$ is the projection of $H_{ex}$ on a wire. Therefore, the “valve-like” behavior of the MI is very important to provide the homogeneous field-tunable properties in composites with random orientation of the wire inclusions. The field-dependence effect in Fig. 10 shows up in changing character of the dispersion curves. In the absence of $H_{ex}$ the dispersion curve is of a resonance type. Applying a sufficiently large $|H_{ex}| > H_K$, the impedance $\zeta_{xx}(H_{ex})$ is increased and, as a consequence, the internal losses in the inclusion, which results in the dispersion of a relaxation type. In the presence of $H_{ex}$ the resonance frequency also slightly shifts towards higher frequencies. In Ref. 8 the transformation of the dispersion $\varepsilon_{eff}(\omega)$ from a resonant type to relaxation one was associated with a different wire conductivity, which defines the resistive loss. In our case it is provided through the field dependent impedance $\zeta_{xx}(H_{ex})$ instead of conductivity. At a wire concentration larger than a certain value, the real part of $\varepsilon_{eff}(\omega)$ may become negative in the vicinity of the resonance. Therefore, applying $H_{ex}$, it is possible change gradually $\text{Re}\{\varepsilon_{eff}(\omega)\}$ from negative to positive values.

The composite structure allowing stress-tunable properties should be composed of ordered wire inclusions, since the critical dc bias field $H_{ex}$ providing the sensitive stress dependence of MI must have the same value $H_{ex} \sim H_K$ for all wires with a circumferential anisotropy (see Figs. 8 and 9). Figure 11 shows the theoretical dispersion curves for the effective permittivity $\varepsilon_{eff}(\omega)$ ($\varepsilon_{11} = \varepsilon_{eff}$, $\varepsilon_{22} = \varepsilon_{33} = \varepsilon$, $<\alpha> = \alpha$) with $H_{ex}$ and $\sigma_{es}$ as external parameters. The matrix permittivity was $\varepsilon = 16$ and the volume concentration $p = 0.0005\%$. With $H_{ex} \sim H_K$ applied along the wire inclusions, $\varepsilon_{eff}(\omega)$ demonstrates the
strong dependence on the external tensile stress \( \sigma_{xx} \). This characteristic feature of the tensile stress dependence of \( \varepsilon_{\text{eff}}(\omega) \) is a direct consequence of the corresponding behavior of \( \zeta_{xx}(\sigma_{xx}) \) demonstrated in Figs. 8 and 9.

For a composite layer filled with wire inclusions with a helical anisotropy (\( \zeta_{xy} \neq 0 \) in Eq. (6)), the bulk electrical polarization \( \mathbf{P} \) may exhibit a chiral property,\(^{53} \) when it becomes proportional to both the electrical \( \mathbf{e}_0 \) and magnetic \( \mathbf{h}_0 \) excitation fields:\(^{3,4} \)

\[
\mathbf{P} = (\mathbf{9}_0 + \mathbf{9}_\text{eff} \mathbf{e}_0) + \beta_\text{eff} \mathbf{h}_0, \tag{30}
\]

where \( \mathbf{9} \) is the electrical susceptibility of the dielectric matrix, \( \mathbf{9}_\text{eff} \) and \( \beta_\text{eff} \) are the effective bulk susceptibility due to the wire dipole response induced by the field projections \( \mathbf{e}_0 \) and \( \mathbf{h}_0 \) in the plane of the composite layer. For the electric intensity vector \( \mathbf{d} \) inside the composite layer we obtain the following representation:

\[
\mathbf{d} = \mathbf{e}_0 + 4\pi \mathbf{P} = (1 + 4\pi \mathbf{9}) \mathbf{e}_0 + 4\pi \mathbf{9}_\text{eff} \mathbf{e}_0 + 4\pi \beta_\text{eff} \mathbf{h}_0, \tag{31}
\]

or

\[
\mathbf{d} = \varepsilon \mathbf{e}_0 + 4\pi \mathbf{9}_\text{eff} \mathbf{e}_0 + 4\pi \beta_\text{eff} \mathbf{h}_0, \tag{32}
\]

where \( \varepsilon = 1 + 4\pi \mathbf{9} \) is the matrix permittivity. If \( \mathbf{e}_0 \) and \( \mathbf{h}_0 \) are polarized in the plane of the composite slab (\( \mathbf{e}_0 = \mathbf{e}_0 \) and \( \mathbf{h}_0 = \mathbf{h}_0 \)) we can write:

\[
\mathbf{d}_\parallel = \varepsilon_\text{eff} \mathbf{e}_0 + 4\pi \beta_\text{eff} \mathbf{h}_0, \tag{32}
\]

where \( \varepsilon_\text{eff} = \varepsilon + 4\pi \mathbf{9}_\text{eff} \) is the effective permittivity of composite. Since \(|\zeta_{xy}| \ll 1 \) (and hence \(|\beta_\text{eff}| \ll 1 \), the electrical excitation (\( \varepsilon_\text{eff} \)) will prevail over the magnetic one (\( 4\pi \beta_\text{eff} \)) for most polarizations of the incident electromagnetic wave. Nevertheless, there are certain polarizations and composite microstructures when the magnetic excitation becomes important. For example, the electrical excitation is absent in a composite layer, when the
electromagnetic wave propagates along the composite surface and the electrical field is perpendicular to it, as shown in Fig. 12(a). Another configuration providing only the magnetic excitation is obtained for the composite where all wires are ordered in the same direction and the electrical field in the incident wave is perpendicular to this direction, as shown in Fig. 12(b).

As a conclusion, it should be noted that the chiral properties of a composite filled with the non-magnetic conductive wire inclusions become available owing to the wire spatial configurations (2D or 3D), such as spirals or omega-particles.\textsuperscript{3,4,13,14} For ferromagnetic wires these spatial degrees of freedom can be replaced with an additional degree provided by the internal gyromagnetic properties of wires. In turn, this enables the one-dimensional chiral particles, such as the straight wires discussed above.

**VI. Potential applications**

A number of applications can be proposed where the tunable properties of the effective permittivity and its selective absorption are of principal importance. The field-tunable composites may form selective microwave coatings with field-dependent reflection/transmission coefficients. The energy absorption in such kinds of composites is rather strong, therefore it has to be sufficiently thin to be used as a wave passage. Another promising application suggests the employment of these composites as an internal cover in partially filled waveguides or layered waveguides with a “dielectric/composite” structure. The waveguide with an internal composite cover will prove to operate similar to the waveguide containing the absorption ferromagnetic layers,\textsuperscript{74} for example, a thin-film “dielectric/Fe” structure considered in Refs. 75 and 76. In both systems there is an anisotropic field-dependent layer with resonance properties and large energy losses, but in our case the field-dependent layer is made of a composite material with $\hat{\varepsilon}_{\text{eff}}$. The operating frequency range is
determined by the antenna resonance. Such a waveguide system, by analogy to that already
designed for the waveguides with ferromagnets, can be used for tunable filters and phase
shifters operating up to tens of gigahertz.

The use of microwaves for the condition assessment of structural elements is becoming
established as a non-destructive evaluation method in civil engineering, especially for
detection of invisible structural damages or defects. This technology is based on a
reconstruction of dielectric profile (image) of a structure irradiated with microwaves, through
scattering measurement controlled by software. The controllable changes of the scattering
response, and hence the damage detection are possible only for adequate contrast variations in
the material structure such as wide cracks or voids. Nevertheless, an interpretation of the
microwave profile remains a very serious problem. Moreover, since pre-damage stress does
not result in a felt variation in the dielectric constant of usual structural materials, the excess
stress and material fatigue become unpredictable.

Since the mechanical stress is static in nature, an additional mediate physical process is
required to visualize it. In our present work we have considered a new composite medium,
which may visualize mechanical stress in the GHz range at any stage: before and after
damage. The main feature of the proposed stress-tunable composite is its microwave
permittivity, which depends on tensile stress. This kind of composite material can be
characterized as a “sensing medium” and opens up new possibilities for remote monitoring of
stress with the use of microwave transceiving techniques. The composite material can be
made as a bulk medium or as a thin cover to image the mechanical stress distribution inside
construction or on its surface. A possible design of monitoring system could use a network of
stress-sensitive composite “blocks” embedded into the structure. The monitoring could be
organized by means of radar scanning over the whole structure, when a microwave beam
subsequently interrogates all the embedded sensing blocks over some frequency range which
includes the resonance frequency. The reflection resonance spectrum from each block would be proportional to the acting stress. The total stress distribution in the structure can be restored using the contrast of the microwave absorption picture.

The free-space microwave technique operating in the far-field region has been employed for detecting voids and debonding between the polymer jacket and the concrete column.\textsuperscript{77,78} This jacketing technology using fiber reinforced polymer (FRP) composites is applied for retrofit of reinforced concrete columns. The microwave imaging technology is based on the reflection analysis of a continuous electromagnetic wave sent toward and reflected from a layered FRP-concrete medium. Poor bonding conditions including voids and debonding will generate air gaps which produce additional reflections of the electromagnetic wave. No doubt, this method can be adopted for the application of stress-tunable composites considered in our present work.

Finally, it is necessary to distinguish the two main methods in non-destructive stress monitoring. The first one is based on the sensor network embedded into the structure where the distributed sensors characterize a local stress state. This method requires the connections with the readout electronics. The second method assumes the creation of a sensing medium, which can be characterized by some effective material parameters, such as the effective conductivity, permittivity or permeability. One of the significant advantages of such sensing media is the ability to use them in remote monitoring, for instance, by means of microwave scanning. Furthermore, this scanning method is not restricted with the difficulties of sending data through communication channels.
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**Figures:**
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Fig. 1. Domain structure of a wire with negative magnetostriction ($\lambda < 0$). The wire sample with circumferential anisotropy ($\lambda < 0$) is divided into a “bamboo-like” domain structure, where adjacent domains have opposite directions of magnetization.

Fig. 2. Microstructure of a composite layer with a random orientation of wire inclusions in the plane of the sample. The composite is composed of the wire inclusions embedded into a dielectric matrix. The layer thickness $h$ is much smaller than the wire length $l$. 
Fig. 3. Schematic diagram of the magnetic configuration in a wire.
Fig. 4. Typical dispersion curves of the effective permeability $\tilde{\mu}$ for the different external dc magnetic fields $H_{ex}$. Magnetic parameters: anisotropy field $H_K = 2$ Oe, saturation magnetization $M_o = 500$ G, and gyromagnetic constant $\gamma = 2 \times 10^7$ (rad/s)/Oe. For frequencies much higher than $f_{FMR}$ (GHz range) $\tilde{\mu}$ becomes insensitive to $H_{ex}$ as shown in (c).
Fig. 5. Typical “valve-like” field dependence of the longitudinal impedance $|\zeta_{xx}(H_{ex})|$ in the GHz range: $|\zeta_{xx}(H_{ex})|$ is approximately constant for $|H_{ex}| \geq H_K$ reflecting the field dependence of $\cos^2(\theta)$ since $\tilde{\mu}$ loses its field sensitivity (as shown in Fig. 4(c)).
Fig. 6. “Valve-like” field dependences of the impedance $|Z(H_{ex})|$ measured at GHz frequencies in a CoMnSiB amorphous glass-coated wire of $\sim 11–12$ $\mu$m in diameter with vanishing negative magnetostriction $\sim -2 \times 10^{-7}$, the anisotropy field $H_K \sim 2.5$ Oe and the coercivity field $H_c \sim 0.1–0.15$ Oe.
Fig. 7. Typical field dependence of the impedance $|Z(H_{ex})|$ at MHz frequencies in a Co-based wire with a circumferential anisotropy. The field dependence was measured for the same CoMnSiB amorphous glass-coated wire. The impedance $|Z(H_{ex})|$ has two well-defined peaks at $H_{ex} \approx \pm H_K$ and decreases with $|H_{ex}| > H_K$ reaching the level of $\sim |Z(0)|$. This field behavior completely differs from that in the GHz range, as shown in Figs. 5 and 6.
Fig. 8. Experimental plots of the impedance $|Z(\sigma_{ex})|$ vs. applied tensile stress $\sigma_{ex}$ with the external dc magnetic field $H_{ex}$ as a parameter. The highest stress sensitivity is obtained for $H_{ex} \sim H_K$, which is sufficient to saturate the wire.

Fig. 9. Theoretical plots of the impedance $|Z(\sigma_{ex})|$ vs. applied tensile stress $\sigma_{ex}$ with the external dc magnetic field $H_{ex}$ as a parameter. The parameters used for calculation are $\lambda = -2 \times 10^{-7}$, $M_0 = 500$ G, $\sigma_0 = 200$ MPa. The theoretical curves demonstrate very good agreement with the experimental results in Fig. 8.
Fig. 10. Transformation of the dispersion of the effective permittivity $\varepsilon_{\text{eff}}(\omega)$ from a resonance type to a relaxation one due to $H_{\text{ex}}$ calculated in the vicinity of the antenna resonance. The external tensile stress $\sigma_{\text{ex}}$ is zero. The composite has the microstructure shown in Fig. 2. The inclusion volume concentration is $p = 0.001\%$ and matrix permittivity is $\varepsilon = 16$.
Fig. 11. Transformation of the dispersion of the effective permittivity $\varepsilon_{\text{eff}}(\omega)$ from a resonance type to a relaxation one due to the external tensile stress $\sigma_{\text{ex}}$ calculated in the vicinity of the antenna resonance. The composite sample is composed of the ordered wire inclusions embedded into a dielectric matrix. The external tensile stress $\sigma_{\text{ex}}$ is transmitted to each wire inclusion through the composite matrix. The external dc magnetic field $H_{\text{ex}}$ is applied along the wire inclusions and it has the fixed value $H_{\text{ex}} \sim H_{K}$ providing the maximum stress sensitivity (see Figs. 8 and 9). The inclusion volume concentration is $p = 0.0005\%$ and matrix permittivity is $\varepsilon = 16$. 
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Fig. 12. Composite microstructures and polarizations of the electromagnetic wave providing the magnetic excitation in the composite layer with the random orientations of the wire inclusions in (a) and the ordered wire inclusions in (b).