Comparisons of different deep learning-based methods on fault diagnosis for geared system
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Abstract
The running state of a geared transmission system affects the stability and reliability of the whole mechanical system. It will greatly reduce the maintenance cost of a mechanical system to identify the faulty state of the geared transmission system. Based on the measured gear fault vibration signals and the deep learning theory, four fault diagnosis neural network models including fast Fourier transform–deep belief network model, wavelet transform–convolutional neural network model, Hilbert-Huang transform–convolutional neural network model, and comprehensive deep neural network model are developed and trained respectively. The results show that the gear fault diagnosis method based on deep learning theory can effectively identify various gear faults under real test conditions. The comprehensive deep neural network model is the most effective one in gear fault recognition.
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Introduction
Gears are widely used in transportation, mechanical processing, aerospace, power system, agricultural mechanized production, and other modern industries. Due to its long-term continuous operation, poor working environment, and other reasons, the geared transmission system is prone to damage and failure. In the transmission systems, 80% of the faults are caused by gears, which will significantly affect the safety and reliability of equipment. Therefore, identification of gear system faults will greatly improve the reliability of the mechanical system and reduce accidents caused by gear faults. As shown in Figure 1, fault diagnosis usually consists of four steps: signal collection, feature extraction (signal processing), state recognition, and diagnosis and decision.

When the gearbox is malfunctioning, the energy distribution and frequency components of the vibration signal are abnormal. Therefore, the extraction of parameters that are sensitive to faults, such as frequency components and the amplitude changes, can provide valuable information for fault diagnosis. Vibration analysis has become the most effective and widely used method of gearbox faults diagnosis, because of its advantages such as fast speed, high precision, accurate fault locating, and online diagnosis.

The process of vibration signal processing is to separate the characteristic signal related to the fault from the vibration signal, and to judge the faults of the
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mechanical system by analyzing the separated signal. At present, the signal processing technology in the mechanical fault diagnosis can be divided into two categories: one is the traditional mathematical processing method represented by the fast Fourier transform (FFT), and the other is the intelligent diagnosis technology represented by the neural network. Traditional mathematical processing methods mainly include linear stationary mathematical transformation methods and non-stationary, non-Gaussian distribution and non-linear random signal processing methods. The linear stationary mathematical transformation methods are represented by time domain statistical analysis, frequency domain statistical analysis, Fourier transform analysis, time series model analysis method, refined spectrum analysis, holographic spectrum analysis, singular spectrum noise reduction method, matching tracking analysis, and geometric fractal analysis method. Non-stationary, non-Gaussian distribution, and non-linear random signal processing methods are represented by high-order spectral analysis, principal component analysis, short-time Fourier transform (STFT), Wigner–Ville distributing, wavelet transform (WT), cyclic stationary analysis method, random resonance method, empirical mode decomposition (EMD), Hilbert–Huang transform (HHT), and the second-generation WT method. Intelligent diagnosis technology methods mainly include intelligent diagnosis technology based on an expert system, intelligent diagnosis technology based on an artificial neural network, intelligent diagnosis technology based on a fuzzy logic, intelligent diagnosis technology based on a genetic algorithm, fault diagnosis technology based on a fuzzy neural network, and so on.

In traditional fault diagnosis, it is difficult to establish an effective fault diagnosis database. For the traditional mathematical transformation method, it shows poor robustness to noise, and there should be a lot of engineering practice experience as auxiliary supports, which are the main limits. The main disadvantages of intelligent diagnosis technology are its low efficiency and accuracy. Therefore, it is necessary to develop a reliable fault diagnosis method that can effectively identify and extract fault features, and replace the current identification method which relies on a lot of existing engineering experience, so as to realize the development and breakthrough of geared system fault diagnosis technology.

Recently, more and more studies of the mechanical system fault diagnosis focused on the theory of deep learning, whose essence is to deeply extract the characteristic information in the data. Huang et al. developed a fault diagnosis method of vehicle suspension vibration isolator based on a deep belief network (DBN). Lei et al. applied the deep learning theory to the fault diagnosis of a gear system. Zhao et al. applied DBN to study the fault identification of bearing. Lu et al. used stacked denoising autoencoder to identify bearing faults and achieved good results. Cao et al. proposed a deep convolutional neural network (CNN)-based transfer learning method to diagnose gear faults, and this method was robust even with a few training data. Chen et al. adopted a multi-layer neural networks–based DBN to diagnose gear faults, in which multidimensional feature sets were used. Zeng et al. combined the S-transform and CNN to implement gear faults diagnosis and found that CNN had a higher classification rate and less computing time than DBN and stacked autoencoder. Li et al. introduced an augmented deep sparse autoencoder approach to effectively diagnose the gear wear and pitting faults with a few raw vibration data. He et al. proposed a deep believe network–based artificial intelligence approach which used the unlabelled time domain data to perform gear faults diagnosis. Wang et al. demonstrated that the frequency domain features outperformed the time domain features for gear faults diagnosis. Heydarzadeh et al. developed different deep neural networks for vibration, acoustic, and torque signals, and the discrete WT data were used to extract gear faults feature. Li et
al.\textsuperscript{36} used the preprocessing current signals to detect faults in a planetary gear set under different conditions.

In this article, the faulty gear vibration test bench is built and the fault vibration signal is extracted. Based on the deep learning theory, the FFT, CWT (continuous wavelet transform), and HHT of vibration signal and the combination of the three signals are used as input, and the deep learning neural network models for gear fault diagnosis are developed and trained.

### Vibration test of gear fault

The deep learning network needs enough gear fault signals as training and test samples. In order to obtain the vibration signal of gear system under different fault conditions, gears with different faults are designed and manufactured, and a back-to-back gear vibration test rig is built. The injection mode of each gear fault is single-gear and single-tooth fault; that is, each fault only occurs in a single-gear tooth of a single gear. The vibration acceleration signals of the single-stage geared transmission system are tested. Detailed description of the whole system and related parameters are as follows.

#### Fault injections of gears

Single-stage spur gears are used here. The basic parameters of gears are shown in Table 1. The photograph of normal gears is shown in Figure 2.

Gear faults and operational states used in this article are shown in Table 2. Gear faults are only injected into the wheel not the pinion, and four kinds of fault are adopted.

Figure 3 shows the photograph of faulty gears. Each gear fault is a single-tooth fault; that is, all gear faults only occur in a single-gear tooth.

#### Layout and basic parameters of the test rig

The test rig is a back-to-back gear system, as shown in Figure 4. It is mainly composed of an electric motor, test gearbox, slave gearbox, and loading unit. Among them, the test gearbox is the core unit of this test rig. All gears in different states described above will be used in this gearbox.

The motor used in this test is a three-phase AC asynchronous motor, and the speed regulation mode is AC frequency conversion. In this experiment, the motor speed is 1495 r/min, and a 150N\textsuperscript{\textbullet}m fixed torque is added to the pinion by the loading coupling. By combining with the gear parameters, the basic vibration parameters of the test rig can be obtained, which are shown in Table 3.

In Table 3, $Z_1$ is the number of pinion teeth, $Z_2$ is the number of wheel teeth, $n_2$ is the rotational speed of the wheel, $f_{z1} = z_1 \times n_1/60 = 598$ Hz is the meshing frequency of the geared transmission system, and $f_{n2} = n_2/60 = 24.9$ Hz and $f_{n1} = n_1/60 = 37.4$ Hz are the shaft frequencies.

#### Gear vibration test systems

The vibration test system consists of an accelerometer and a data acquisition system. The accelerometer is mainly used to collect vibration acceleration signals of gearbox and convert them into the charge signals. The accelerometer used in this article is PCB333B40 produced by PCB company, with one direction and a sensitivity of 500 mV/g. The main functions of the data acquisition system are to collect, amplify, and transfer the charge signals output by the accelerometer to the data collection software. The data acquisition system selected for this test is the eight-channel data acquisition analyzer Mi-7008 of Econ company.

The measuring points of the sensor are shown in Figure 5. Figure 5(a) is the schematic diagram of accelerometer locations, and the vibration detection direction of each sensor is indicated by the arrow on the sensor. Figure 5(b) is the corresponding photograph.

### Table 1. Basic gear parameters.

| Teeth number | Normal module | Pressure angle | Helix angle | Face width | Modification coefficient | Quality grade |
|--------------|---------------|----------------|-------------|------------|--------------------------|---------------|
| Pinion       | 16            | 4.5 mm         | 20°         | 0°         | 20 mm                    | 0.85          | 6             |
| Wheel        | 24            | 4.5 mm         | 20°         | 0°         | 20 mm                    | -0.5          | 6             |

---

\textsuperscript{36} Han et al.
Table 2. Gear faults and operational states.

| States | 0   | 1   | 2   | 3   | 4   |
|--------|-----|-----|-----|-----|-----|
| Pinion| Normal | Normal | Normal | Normal | Normal |
| Wheel | Normal | Tooth wear | Tooth broken | Tooth pitting | Tooth pitting |

Table 3. Basic vibration parameters of the test rig.

| $Z_1$ | $Z_2$ | $n_2$          | $f_z$ | $f_{n1}$ | $f_{n2}$ |
|-------|-------|---------------|-------|----------|----------|
| 16    | 24    | 1495 r/min    | 598 Hz| 34.4 Hz  | 24.9 Hz  |
Data acquisition and pretreatment

Vibration data acquisition of faulty gear

The purpose of the experiment is to collect enough vibration signal samples of gears under different operating conditions, so as to provide data sources for subsequent neural network training and prediction. The sample number of each failure in this test is 900. The gear vibration signals of several mesh periods are collected, and the sampling time taken in this test is 1 s. In order to simplify the operation, the sampling time of each failure mode in this test is taken as 30 min, and the number of final samples should be $30 \times 60 = 1800$. To further increase the randomness, 900 samples are randomly selected from the original 1800 ones as the final test samples. Since the mesh frequency of the test gear is 598 Hz, the sampling frequency $f_s$ of the accelerometer should be at least twice of the mesh frequency, that is, $f_s = 2f_z = 1196$ Hz, and 2048 Hz is used in this test.

Figures 6(a)–(c) are vibration data collected by no. 1, no. 2, and no. 3 sensors, respectively. It can be seen from the test data that the real gear vibration signals are not regular, and there are many shocks or even irregular drift due to gear faults.

Signals of different channels can reflect vibrations of different locations and directions. The gear fault features may not appear in the vibration signals of some measurement points, or the faulty features of some single point may be submerged by noise, which will worsen the fault diagnosis results. If the vibration signals from three channels are simply stacked, the computation efficiency of the deep learning network will be significantly reduced. In order to comprehensively consider the vibration signals of the three channels and reduce the computation cost of the deep learning network, composite vibration acceleration is used, as shown in equation (1). Different signals are synchronously collected to ensure they are aligned with time. Figure 7 is the composite vibration acceleration, which reflects the overall vibration of the gearbox to some extent, while the direction and phase information are lost.

$$a_c(t) = \sqrt{a_1^2(t) + a_2^2(t) + a_3^2(t)}$$

where $a_c$ is the composite vibration acceleration, $a_1$ is the vibration acceleration of channel 1, $a_2$ is the acceleration of channel 2, and $a_3$ is the vibration acceleration of channel 3.

Sample and segmentation of original test data

The original experimental data are five sets of data under five operating states, and each data set with a data volume of 1800. All samples of each data set are in the same running state, and 900 samples are randomly selected from the original 1800 ones to serve as the final experimental samples.

To complete the training and test for the neural network, the original data need to be randomly sorted and composed into a sample set of 4500 samples. Then, 500 samples are selected from the sample set with a sample
Figure 6. Vibration acceleration signal: (a) channel 1, (b) channel 2, and (c) channel 3.
size of 4500 as the test samples of the network, and the remaining 4000 samples are the training samples of the network. In this way, the original training and test sample sets are obtained.

**Traditional mathematical transformations of sample data**

The input data sources of the deep learning model in this article are FFT, WT, and HHT signals of gear vibration. Thus, it is necessary to carry out corresponding mathematical transformation for the original vibration acceleration signal samples.

**FFT.** FFT is an ideal method to quickly convert discrete time domain signals into frequency domain signals. It gets a powerful ability to identify stationary periodic signals, and it can recognize signals whether they are amplitude modulated or frequency modulated. However, if a frequency component does not have a complete period in the observation area, or there is a frequency component changing with time in the signal, the FFT cannot analyze the measured signals accurately.

The mathematical basis of FFT is Fourier transform (FT), and the formula of FT is

$$F(\omega) = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} \, dt$$  \hspace{1cm} (2)$$

where $F(\omega)$ is the converted signal function in the frequency domain, $\omega$ is the independent variable of the frequency domain function, namely the signal frequency, and $f(t)$ is the time domain signal function to be converted.

Figures 8(a)–(c) are FFT of acceleration signals of no. 1, no. 2, and no. 3 accelerometers, respectively. Figure 9 is the FFT of the composite vibration acceleration signals. It can be seen from each FFT figure that the vibration acceleration signals collected by channel 2 are the closest to the theoretical gear meshing vibration spectrum, and the composite channel can reflect the theoretical vibration spectrum of meshing gear well.

**WT.** The WT is different from the FFT, and it does not take the fixed sinusoidal wave basis as the transform basis of the signal. In a sense, the WT is similar to the STFT. On the one hand, by adding small windows to the signal waves in the time domain, the average signal transform in the signal window can be obtained, so as to form the time spectrum of the whole signal in the time domain. On the other hand, WT uses the wavelet base instead of the sinusoidal wave base that smoothly varies with time, which can overcome the energy loss of STFT caused by window. As a result, WT makes the whole signal spectrogram tends to smooth, which could be used to analyze the signal accurately. Although WT is the most widely used method for time-frequency analysis of signals, it is affected by the law of uncertainty. WT is also unable to accurately measure the data both in frequency and time domains at the same time.

The mathematical transformation expression of WT is
Figure 8. FFT of acceleration signal of each channel: (a) channel 1, (b) channel 2, and (c) channel 3.
\[ WT(a, \tau) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} f(t) \cdot \psi\left(\frac{t-\tau}{a}\right) dt \]  

(3)

where \( a \) is the scale parameter, which controls the scaling of wavelet basis, \( \tau \) is the translation parameter, which controls the delays of wavelet basis, \( \psi(t) \) is the wavelet basis or the generating wave, and Morlet wavelet basis function is used here

\[
\psi(t) = \pi^{-\frac{1}{4}} \left( e^{-j\omega_0 t} - e^{-\frac{\omega_0^2}{2}} \right) e^{-\frac{t^2}{2}}
\]  

(4)

where \( \omega_0 \) is the central frequency of the wavelet basis of Morlet.

Figure 10 shows the WT time–frequency spectrum of acceleration signals of no. 1, no. 2, and no. 3 accelerometers. It can be seen that the time–frequency spectrum of channel 2 is the closest to the vibration signal of the theoretical meshing gear, and there is a peak at about 600 Hz, which is basically in line with the theoretical mesh frequency of 598 Hz.

**Hilbert–Huang transformation.** HHT is a typical signal adaptive analysis method. This method is based on EMD combined with Hilbert spectrum in Hilbert transform (HT) and its spectral analysis method. It is suitable for non-steady state, nonlinear signal analysis. Due to the existence of EMD, this kind of transformation is different from the traditional transformation mode using fixed fundamental wave or fixed conversion formula, and it gets a powerful ability to analyze the measured signal spectrum. HHT mainly includes two transformation links, which are EMD and Hilbert transform. The HHT spectrum can be used to analyze complex non-stationary and nonlinear signals, which can be obtained by these two links. However, even with the improved EMD, there is still some instability in the process of signal decomposition, and there is also the possibility that the decomposed signals may be confused with each other, making the Hilbert transform invalid. Therefore, the identification of the HHT also has some limitations.

Figure 11 shows the HHT energy spectrum of vibration acceleration signals of no. 1, no. 2, and no. 3 accelerometers.

**Signal normalizations and spectrum compression**

The output signal of the above three kinds of mathematical transformation method is not normalized, and the neural network’s activation function is a typical kind of nonlinear saturation function. If the value of the input data is too big or too small, it will cause the corresponding error gradient saturates or disappears. Thus, the input signal in the network should be normalized. In view of these, the mathematical transformation of the signal should be normalized.

For WT and HHT, the final results are both two-dimensional matrices. The size of a WT matrix is 768 × 2048. If it is calculated with the original dimension, each matrix will cost 12 MB of system memory, and 900 matrices will approximately occupy 11 GB. Besides, HHT (the matrix size is 400 × 2048) costs about 6 GB of memory. The storage and computing of
Figure 10. WT spectrum of vibration acceleration signal: (a) channel 1, (b) channel 2, and (c) channel 3.
Figure 11. HHT energy spectrum of vibration acceleration signal: (a) channel 1, (b) channel 2, and (c) channel 3.
such a large amount of data are really great challenges, so the data must be cut out and compressed.

From Figures 10 and 11, it can be seen that the vibration signals of the gear show periodic fluctuations, so it only needs to intercept the signals within one or two operating cycles. Since the frequency of the faulty gear is 24.9 Hz, the WT signals from 0 to 0.1 s are taken as the input signals of the neural network. The size of the final compressed wavelet time–frequency spectrum is 768 \times 204. The HHT signal is also compressed, and the final energy spectrum size is 400 \times 410.

Establishment and implementation of deep learning model

After the transformation and processing of the original vibration signals mentioned above, the original vibration signals have been transformed into a sample data set that can be input into each deep learning model for effective training and testing. The FFT-DBN model, WT-CNN model, HHT-CNN model, and the Co-NN (composite neural network) model will be established.

Establishment and training of FFT-DBN

The deep confidence network (DBN) gets powerful identification ability for discrete one-dimensional signals, while it cannot perfectly hold the dimensional information about multi-dimension input signals. At the same time, the DBN is a typical fully connected network, which inconveniences the training of long signals and significantly decreases the fault diagnosis capability. Due to the limitation of the computational performance of the DBN and the computational capacity of the computer, it is not possible to effectively establish the DBN considering all channel signals at the same time. Therefore, the composite channel signal is used to roughly replace the vibration signals networks of the three channels. There are four sets of FFT sample sets, namely channel 1, channel 2, channel 3, and the composite channel. Based on these four signal sample sets, four FFT-DBNs are established and trained respectively.

The network structure is shown in Figure 12, which is stacked by multi-layer restricted Boltzmann machines. The dimension of the FFT data obtained in this experiment is 1024 rows, so there are 1024 neurons in the input layer of the network. The output of the lower restricted Boltzmann machine serves as the input of the neighbor upper layer, thus forming the $i$th hidden layer. There are three hidden layers in this DBN, and the numbers of neurons are 512, 256, and 128, respectively. Finally, after the $N$th hidden layer, a multinomial logistic regression (also known as softmax) is constructed as the final nonlinear classifier of the network. The final sample classification number is 5, so the final neurons number in the output layer is 5.

The sample batch value is 20, and the number of sampling iterations is 200. The errors in the training process of the four DBNs are shown in Figure 13. The training results of channel 2 are the most ideal, which is also consistent with the results mentioned in the previous paper that the spectrum of channel 2 is the closest to the theoretical spectrum. Finally, the training accuracy of no. 1, no. 2, no. 3, and the composite channel are 71%, 86%, 70% and 78%, respectively. Sample testing accuracy of no. 1, no. 2, no. 3, and the composite channel are 62.4%, 83.2%, 66.4%, and 70.2%, respectively, as shown in Figure 14.

By the comparison of the training errors and testing accuracy between different channels, it can be seen that the channel 2–based DBN has the best gear fault identification ability. The composite channel signal no more effectively reflects the gear faults; instead, it has weakened the signal characteristics of channel 2.

Establishment and training of WT-CNN and HHT-CNN

The output signals of WT and HHT used in this article for fault features extraction are both two-dimensional data. CNN gets a powerful learning ability to two-dimensional correlated signals than other networks. It is a typical non-fully connected neural network which has an excellent robustness and low training difficulty. Due to its distributed multi-channel parallel computing, the CNN has a higher training speed than most one-dimensional fully connected networks. Different
from the DBN, CNN itself can be multi-channel data input. Therefore, the acceleration signals of the three measurement points acquired in this experiment can be directly input into the network through three different input channels; that is, CNN established in this article is a neural network under multi-channel input.

As shown in Figure 15, WT-CNN has a three-layer convolutional network structure. The pooling layer of the first convolutional network uses non-equal values of row and column sliding windows, while the other layers use equivalent manner for the row and column sliding windows. The input data are three $768 \times 204$ matrices, which are converted into three hundred eighty-four $10 \times 5$ matrices after three times of convolution pooling operation, which are then transformed into the final five gear fault states after three layers of logistic regression neural network processing.

HHT-CNN is shown in Figure 16. The input signals are the HHT of vibration acceleration under three channels, which are three matrices with a dimension of $400 \times 410$. A CNN network which contains three-layer convolutional networks (the convolutional network has one convolutional layer and one pooling layer) and three-layer logistic regression networks is used to diagnose the gear fault. Input HHT data are converted into 384 matrices of $5 \times 5$ size through the
three-layer convolutional network structure. Then, the data are converted into 1 row 1024 columns after the one dimension sequence processing, and finally converted into five gear fault states through the logistic regression neural network.

The training methods of the two CNN models are batch training with batch size of 20 and batch iteration of 200. The training error rate variation of the network is shown in Figure 17 (the training error resolution is 1%). After 55 sample cycle iterations, the training error of WT-CNN tends to be stable at 98%. HHT-CNN has a stable error rate of 85% after 37 attempts. Sample testing accuracy rates of the two networks are 95.8% and 82.4%, respectively.

From the comparison of the training error rates of the two networks, it can be found that although the early error rate of HHT-CNN is higher than that of WT-CNN, the error rate in the later period cannot be
effectively reduced. Finally, the recognition rate of HHT-CNN is obviously lower than that of WT-CNN and is equal to FFT-DBN mentioned above.

**Establishment and training of Co-NN**

FFT, WT, and HHT have their own advantages and disadvantages for feature extraction of gear vibration signals. Therefore, the corresponding neural network will inherit the characteristics of these mathematical transformation signals and be more inclined to identify some special signal components in gear vibration signals. By synthesizing the three kinds of signals, the recognition rate of gear running state can be further improved.

The output results of the three deep learning models are all vectors of 1 row and 5 columns (FFT-DBN uses a two-channel signal as the input source). By combining the output results, these vectors are converted into a 15-dimensional row vector and are imported into a single-layer neural network to “learn” the rules again.

The structure of the Co-NN is a single-layer logistic regression neural network of 15-5. The batch number of sample training is 20, and the iteration number is 10. The training error rate variation is shown in Figure 18. The convergence speed of the network is extremely fast, and the training error rate decreases rapidly to 2% before the second cycle iteration is completed. The final recognition accuracy of the network of test samples is 96.2%.
Comparison of various deep learning models

Figure 19 is the recognition accuracy of the final test samples of each network (FFT-DBN uses the signal of channel 2 as input). It can be seen from Figure 19 that WT-CNN has an obvious recognition accuracy advantage over FFT-DBN and HHT-CNN. By combining the recognition results of three deep neural networks, the Co-NN can effectively improve the accuracy of gear fault recognition.

Conclusion

In this article, a faulty gear vibration test rig is built and the vibration signals of faulty gear are measured. Based on the deep learning theory, the corresponding deep neural network model is constructed and trained by taking FFT signal, WT signal, and HHT signal as input. Combined with the output results of the three models, a comprehensive deep neural network model is constructed. The recognition ability of each model is compared, and the results show that

1. Gear faults diagnosis method based on deep learning theory can effectively identify various gear faults under real experimental conditions.
2. WT-CNN is significantly better than FFT-DBN and HHT-CNN in identifying gear faults.
3. Because the comprehensive network contains abundant input signals, it shows a better signal adaptability and higher identification accuracy than the single-signal network.
4. The extracted features are more crucial than the classification method for fault diagnosis. Co-NN can be regarded as a shallow network with complex features sets as input to some extent.

In this respect, the shallow network with comprehensive features sets outperforms the deep networks with single-feature sets.
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