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Abstract: With the rapid development of road traffic, real-time vehicle counting is very important in the construction of intelligent transportation systems (ITSs). Compared with traditional technologies, the video-based method for vehicle counting shows great importance and huge advantages in its low cost, high efficiency, and flexibility. However, many methods find difficulty in balancing the accuracy and complexity of the algorithm. For example, compared with traditional and simple methods, deep learning methods may achieve higher precision, but they also greatly increase the complexity of the algorithm. In addition to that, most of the methods only work under one mode of color, which is a waste of available information. Considering the above, a multi-loop vehicle-counting method under gray mode and RGB mode was proposed in this paper. Under gray and RGB modes, the moving vehicle can be detected more completely; with the help of multiple loops, vehicle counting could better deal with different influencing factors, such as driving behavior, traffic environment, shooting angle, etc. The experimental results show that the proposed method is able to count vehicles with more than 98.5% accuracy while dealing with different road scenes.
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1. Introduction

In recent years, real-time traffic monitoring has attracted extensive attention [1] with the development of intelligent transportation systems (ITSs). In order to build a powerful and reliable intelligent transportation system, vehicle detection and counting is one of the most important parts of collecting and analyzing large mode traffic information data [2]. In particular, it plays an important role in many practical situations, such as solving traffic congestion problems and improving traffic safety.

In the past, vehicle counting was mostly based on a dedicated hardware [3], such as an infrared detector, an electromagnetic induction loop coil, an ultrasonic detector, a radar detector, etc. However, there are many disadvantages of traditional detectors, such as inconvenient installation, maintenance, sensitivity to changes in the environments, etc. [4]. At the same time, the information obtained with traditional technology lacks diversity.

Compared with traditional vehicle-counting technology, counting vehicles based on traffic videos shows great advantages. The video-based method is based on complex image-processing techniques over software. Compared with traditional detectors, a traffic surveillance camera is more convenient for installation and maintenance and has a lower cost. More importantly, the information obtained with traffic videos can be viewed in real-time and is more efficient and flexible. In addition to that, more diverse traffic information could be obtained, which is why it has become an important area of research.

In this paper, a multi-loop vehicle-counting method under gray mode and RGB mode is proposed. To be specific, the preliminary vehicle detection is operated under gray mode
first, and further detection is operated under RGB mode, which could greatly improve the integrity of vehicle detection. Then, the detection information is converted into counting information based on multiple loops to better deal with different influencing factors, such as driving behavior, traffic environment, shooting angle, etc. The counting information is produced per lane.

The rest of the paper is structured as follows: Section 2 introduces related work in vehicle counting. In Section 3, we present a vehicle-detection method under gray mode and RGB mode to improve the integrity of vehicle, and a multi-loop vehicle-counting method to count vehicles with a higher accuracy. The experimental results obtained with the proposed method are presented in Section 4, while a discussion is given in Section 5. Finally, the conclusion is provided in Section 6.

2. Related Work

To obtain counting information, most approaches often need two links: vehicle detection and vehicle counting. For vehicle detection, two kinds of techniques are most often applied: feature-based methods and motion-based methods. Feature-based methods are based on the visual features of a vehicle [5], such as color [6]; texture [7]; edge [8]; or characteristic parts of a vehicle, such as vehicle lights [9], license plates [10], windshield [11], etc. Extraction with low-dimension features is fast and convenient, but it cannot represent all useful information efficiently. In this case, deep learning methods were proposed. These methods need to collect a lot of information prior to training the neural network and then use the trained neural network model to recognize the target. Many deep learning models could help improve the accuracy by a lot. Two-step methods include Spatial Pyramid Pooling Network (SPPNet) [12], Region-Based Convolutional Neural Network (R-CNN) [13], Fast Region-Based Convolutional Neural Network (Fast R-CNN) [14], Faster Region-Based Convolutional Neural Network (Faster R-CNN) [15], etc., while one-step methods include You Only Look Once (YOLO) [16], Single Shot Multi-Box Detector (SSD) [17], Retina-Net [18], SqueezeDet [19], etc. Although the deep learning method has a high accuracy, it is realized at the cost of time-consuming network training by applying a large amount of prior knowledge. Meanwhile, the generality of the model is not very high. The effectiveness of the algorithm may be greatly reduced when the scene is changed. Although transfer learning is also a common way to compensate for this, the effect is often not very good.

Motion-based methods are methods based on the relationship between image sequences. The principle of a motion-based method is to use the correlation between images to segment the moving vehicle from the background, and the video meets the requirements of this method perfectly for its high image refresh rate. Moreover, the motion-based method does not require much prior knowledge but based on a set of images. Therefore, its algorithm complexity is lower and its generality is high. The interframe differencing and background subtraction are the most two characteristic examples. Interframe differencing [20] is based on the difference between two or more successive image frames, whereas background subtraction is based on the difference between moving vehicles and a stationary background [3]. However, due to the influence of environment, the vehicle detected by this method is often incomplete, which further affects the accuracy of vehicle counting. More importantly, most motion-based methods were only applied under gray mode, which is a waste for a color image.

For the counting step, the use of vehicle tracking is a relatively mature approach, such as using a Kalman filter [21] or exploiting feature tracking [22], but its algorithm complexity is high. By contrast, the method based on ROIs has little computational cost. The mechanism of this algorithm is to extract the detection information of the vehicle by analyzing the changes of pixel value in the ROIs and by turning it into the counting information of the vehicle. For example, a linear ROI [23] or a large loop set perpendicular to the road direction could be used to count the total number of vehicles in one direction. To count vehicles by lane, short line or small loop sets for each lane [24] could be applied.
However, when the vehicle does not drive by strictly following the lane, counting based on the ROIs set by each lane could be problematic, such as repeat counts in adjacent lanes or missing counts.

Based on the shortcomings introduced above, a vehicle detection and counting method is proposed. The detection of moving vehicles is based on its motion characteristics and is operated under both gray mode and RGB mode, which could greatly improve the integrity of the detected vehicle. The counting is based on multiple loops with overlapping areas to improve the accuracy of counting. Based on the changes of the pixel value in each loop, the detection information could be converted into lane-splitting counting information.

3. Methods

The proposed method is based on surveillance traffic video. It contains two main parts: vehicle detection and vehicle counting, which are described in the following sections. The block diagram of proposed method is shown in Figure 1.

![Block diagram of the proposed method.](image)

**Figure 1.** Block diagram of the proposed method.

### 3.1. Vehicle Detection under Gray and RGB Modes

As mentioned in Section 2, the counting information is obtained based on the changes of pixel value in multiple loops. Therefore, for vehicle detection, the goal is to extract the vehicle as complete as possible. In view of the problem that the vehicle extracted by the existing motion-based method easily produces holes, a detection method operated under two modes of color, that is gray mode and RGB mode, is proposed to improve the integrity of vehicle.

#### 3.1.1. Preliminary Detection under Gray Mode

The traditional gray background subtraction was applied for preliminary vehicle detection. Under gray mode, there are two main approaches to obtain a gray-mode background: Gaussian mixture model (GMM) [25] and statistical median model (SMM) [26].
GMM has relatively higher extraction accuracy than SMM, but its algorithm complexity is higher and takes 40 to 50 times longer than SMM. Moreover, GMM contains not only the parameter of total number of images in the image library for extracting the gray-mode background \((N)\) but also one more parameter: the learning constant \((\alpha)\), which is an empirical value and is not easily determined [27]. In contrast, SMM contains only one parameter \((N)\). Taking the above factors into consideration, SMM was selected for extracting the gray-mode background in this study.

An image library under gray mode for extracting the gray-mode background should be built first. In this image library, every image is labeled, which could be expressed as \(I_{\text{gray}}^{0}\), where \(n_0 = 1, 2, \ldots, N\), and \(N\) is the total number of images in the image library.

The establishment of background is calculated at the pixel level. The basic idea of establishing the background is to find the gray value in the median position at each pixel in the image library. Different from the previous methods, we not only need to obtain the gray value in the median position at each pixel but also need to record the label of the image that provides the median-position gray value.

At each pixel \((i, j)\), the images in the image library is sorted according to the gray-mode value first:

\[
I_{\text{gray}}^{n_0}(i, j) \leq \cdots \leq I_{\text{gray}}^{n_{(i,j)}}(i, j) \leq \cdots \leq I_{\text{gray}}^{N}(i, j)
\]

where \(n_{(i,j)}\) is the sorted label and \(n_{(i,j)} = 1, 2, \ldots, N\); \(I_{\text{gray}}^{n_{(i,j)}}(i, j)\) is the gray-mode value at each pixel \((i, j)\) of image \(n_{(i,j)}\). In this case, the label of the image that provides the median-position gray value is recorded as follows:

\[
n_{\text{mid}}^{n_{(i,j)}} = \lfloor \frac{N}{2} \rfloor_{(i,j)}
\]

where \(\lfloor x \rfloor\) is the integral function. At each pixel \((i, j)\), the background value equals to the median-position gray value:

\[
B_{\text{gray}}(i, j) = I_{\text{gray}}^{n_{\text{mid}}^{n_{(i,j)}}}(i, j)
\]

where \(B_{\text{gray}}\) is the gray-mode background.

The result of vehicle detection is in the form of binary image, that is, white represents the vehicle and black represents the background. By subtracting the background image from the current frame and by binarizing the subtracting result, vehicle segmentation could be realized. The result of subtracting the background from current frame under gray mode could be expressed as follows:

\[
\delta_{k}^{\text{gray}} = |I_{k}^{\text{gray}} - B_{\text{gray}}|
\]

where \(I_{k}^{\text{gray}}\) is the gray-mode image of the current frame \(k\). The Otsu’s method [28] was used to binarize the subtracting result in this study and the result of vehicle detection under gray mode could be expressed as \(I_{k}^{\text{binarygray}}\).

To illustrate the proposed detection method better, we selected a benchmark dataset for example. The video is called M-30 and could be obtained from the Road-Traffic Monitoring (GRAM-RTM) dataset [29], and a frame \((k = 539)\) from M-30 was selected as the current image for further illustration. The current image under RGB mode \((I_{539}^{RGB})\) and under gray mode \((I_{539}^{\text{gray}})\) are shown in Figure 2a,b. Under the proposed detection method, the established gray-mode background \((B_{\text{gray}})\) is shown in Figure 3a, and the detection under gray mode \((I_{539}^{\text{binarygray}})\) is shown in Figure 3b.
Figure 2. Current frame under (a) RGB mode ($I_{RGB}^{539}$) and (b) gray mode ($I_{RGB}^{539}$).

Figure 3. Detection under gray mode. (a) Established gray-mode background ($B_{gray}^{gray}$). (b) Detection result under gray mode ($I_{binary_{gray}}^{539}$).

As shown in Figure 3b, the detection under gray mode was incomplete, especially for the red vehicle on the right. The reason for this phenomenon is that the background subtraction values at the position of the red vehicle is too small under gray mode. To analyze the unsuccessful detection more clearly, the result of background subtraction under gray mode ($\delta_{k}^{gray}$) was studied by mapping it to another color pattern to make it more intuitive.

The constructed color pattern is a smooth transition from black to red, orange to yellow, and finally to white, as shown in Figure 4. The darker the color, the lower the background subtraction value. By comparing with Figure 2a, it can be seen that the background subtraction values at the position of the red vehicle were generally low, which directly led to the holes in Figure 3b. Therefore, the main reason for this result is that the detection fails when the gray-mode values of foreground and background are close to each other, as could be clearly reflected by comparing Figure 3a with Figure 2b.

Figure 4. Mapped gray-mode result of background subtraction.
In this case, under gray mode, the detection could be said to be a failure, especially for the red vehicle. Under the RGB mode, however, things are different. Next, the detection of vehicle is further operated under RGB mode.

3.1.2. Further Detection under RGB Mode

Under RGB mode, the background subtraction was also applied for vehicle detection. However, there are not many existing methods for the extraction of the RGB background. Here, a method to quickly establish the RGB-mode background based on gray-mode background was proposed.

Since the pixel value of RGB image is composed of three-color channels, namely the red channel, the green channel, and the blue channel, vehicle detection is also realized based on the three-color channels. The current images under red mode \( I_{\text{red}}^{539} \), green mode \( I_{\text{green}}^{539} \), and blue mode \( I_{\text{blue}}^{539} \) are shown in Figure 5a–c. It is worth noting that the image library for extracting the RGB-mode background is the same as that for extracting gray-mode background except that the images in the image library are under red mode, green mode, and blue mode.

![Figure 5](image)

Figure 5. Current frame under (a) red mode \( I_{\text{red}}^{539} \), (b) green mode \( I_{\text{green}}^{539} \), and (c) blue mode \( I_{\text{blue}}^{539} \).

Similarly, the RGB background is also calculated at the pixel level but in a different way. For the gray-mode background, it is established by finding the gray value in the median position at each pixel in the image library and by selecting the gray value as the background value. Additionally, the label of the image that provides the median-position gray value \( n_{\text{mid}}^{(i,j)} \) was recorded, as shown in Equation (2). However, for the RGB-mode background, there is no step to find the value in the median position at each pixel in the image library. Instead, the variable \( n_{\text{mid}}^{(i,j)} \) is used to obtain the background values directly. This is not only to reduce the complexity of the algorithm but also to unify the three-color channels and to reconstruct the RGB background. The background value under red mode, green mode, and blue mode could be expressed as follows:

\[
B_{\text{red}}(i,j) = \frac{I_{\text{red}}^{\text{mid}}(i,j)}{n_{\text{red}}^{(i,j)}}
\]

\[
B_{\text{green}}(i,j) = \frac{I_{\text{green}}^{\text{mid}}(i,j)}{n_{\text{green}}^{(i,j)}}
\]

\[
B_{\text{blue}}(i,j) = \frac{I_{\text{blue}}^{\text{mid}}(i,j)}{n_{\text{blue}}^{(i,j)}}
\]

where \( B_{\text{red}} \), \( B_{\text{green}} \), and \( B_{\text{blue}} \) are the red-mode, green-mode, and blue-mode backgrounds, while \( I_{\text{red}}^{\text{mid}}(i,j) \), \( I_{\text{green}}^{\text{mid}}(i,j) \), and \( I_{\text{blue}}^{\text{mid}}(i,j) \) are the red-mode, green-mode, and blue-mode values at each pixel \( (i,j) \) of image \( I_{\text{RGB}}^{\text{mid}} \). The established background under red mode, green mode, and blue mode are shown in Figure 6a–c. Moreover, with the background under red mode, green mode, and blue mode, the RGB-mode background could be reconstructed, as shown in Figure 6d.
Figure 6. Background under (a) red mode ($B_{\text{red}}$), (b) green mode ($B_{\text{green}}$), and (c) blue mode ($B_{\text{blue}}$) and (d) the reconstructed RGB-mode background ($B_{\text{RGB}}$).

Similarly, the result of subtracting the background from current frame under red mode, green mode, and blue mode could be expressed as follows:

$$\delta_{\text{red}}^k = |I_{\text{red}}^k - B_{\text{red}}|$$  \hspace{1cm} (8)

$$\delta_{\text{green}}^k = |I_{\text{green}}^k - B_{\text{green}}|$$  \hspace{1cm} (9)

$$\delta_{\text{blue}}^k = |I_{\text{blue}}^k - B_{\text{blue}}|$$  \hspace{1cm} (10)

where $I_{\text{red}}^k$, $I_{\text{green}}^k$, and $I_{\text{blue}}^k$ are the current frame $k$ under red mode, green mode, and blue mode.

The mapped results of the background subtraction under red mode, green mode, and blue mode are shown in Figure 7. By comparing Figure 4, Figure 7a, Figure 7b, and Figure 7c, it could be found that the results of background subtraction under gray mode, red mode, green mode, and blue mode were very different. Under gray mode and blue mode, the background subtraction values of the red vehicle were generally low, while under red mode and green mode, the background subtraction values were much higher, especially under red mode. In contrast, for the black vehicle on the left, the results of background subtraction under gray mode were higher.

Figure 7. The mapped result of background subtraction under (a) red mode, (b) green mode, and (c) blue mode.

The vehicle segmentation is obtained by binarizing the subtracting result, as mentioned in Section 3.1.1. In this case, based on subtraction results with different properties, the detection under gray mode, red mode, green mode, and blue mode also has different characteristics, as shown in Figures 3b and 8a–c.

Figure 8. Detection under (a) red mode ($I_{539}^{\text{binary red}}$), (b) green mode ($I_{539}^{\text{binary green}}$), and (c) blue mode ($I_{539}^{\text{binary blue}}$).
3.1.3. Final Detection

As mentioned at the beginning of this section, the goal of vehicle detection is to make the vehicle as complete as possible, but the four detection results are all very incomplete. Each result, when evaluated separately, can be considered a failure.

However, similar to the situation of the background subtraction results, each of them is different in their incompleteness, as shown in Figures 3b and 8a–c. In particular, the detection results of the red vehicle under red mode and green mode were much better than that under gray mode and blue mode, while the detection results of the black vehicle were better under gray mode. Therefore, by taking the union of four detection results, a more ideal detection result could be obtained. The union \((I_{k}^{\text{binary union}})\) could be expressed as follows:

\[
I_{k}^{\text{binary union}} = I_{k}^{\text{binary gray}} \cup I_{k}^{\text{binary gray}} \cup I_{k}^{\text{binary gray}} \cup I_{k}^{\text{binary gray}}
\]  

(11)

As shown in Figure 9a, the union of four detection results \((I_{k}^{\text{binary union}})\) is much more complete and successful than any of the detection shown in Figures 3b and 8a–c. Finally, a simple morphological closing operation [30] could be used to obtain an optimized final detection \(I_{k}^{\text{binary}}\), as shown in Figure 9.

![Figure 9](image)

**Figure 9.** Final detection. (a) Union of four detection results \((I_{k}^{\text{binary union}})\). (b) Optimized final detection \(I_{k}^{\text{binary}}\).

Moreover, in order to further verify the effectiveness of the detection algorithm for vehicles of different colors, in addition to the red and black vehicles shown in Figure 2a, we also detected vehicles of white, silver, blue, brown, yellow, and green, as shown in Figure 10.

3.2. Vehicle Counting Based on Multiple Loops

As can be seen in Figure 9b, the vehicle has been successfully detected with a relatively high degree of integrity. However, it is not enough to obtain counting information. A method to convert detection information into counting information is needed. In this paper, multiple loops with overlapping areas are set to count vehicles by lane. Two kinds of loop, that is the primary loop and secondary loop, are designed under RGB mode first, including its scope, type, number, width, and length, and the designed loops are set on the result of binary detection \(I_{k}^{\text{binary}}\) obtained from Section 3.1. By analyzing the changes of pixel value in each loop, the states of each loop could be judged. Then, based on the state of the loops associated with this lane and adjacent lanes, the occupation of each lane could be determined. Finally, with a strategy set for counting, the lane-splitting counting message could be obtained.
Figure 10. Detection for vehicles of different colors. (a) White vehicle. (b) Silver vehicle. (c) Blue vehicle. (d) Brown vehicle. (e) Yellow vehicle. (f) Green vehicle.

3.2.1. Design of Multiple Loops

As explained in Section 2, in order to count vehicles by lane, multiple short lanes or multiple detection areas are often set up according to lane. However, in actual traffic scenarios, drivers do not always drive strictly following the lanes. In this case, the vehicle may be double counted by two adjacent loops at the same time or missed, especially if the vehicle is right in the middle of two adjacent lanes. To solve this problem, multiple loops that partially overlap each other are set to improve the counting accuracy.

- **Scope of Loops**

While the vehicle may not strictly follow the lane, it is always on the road. Therefore, the basic principle of designing multiple loops is according to the movement of a vehicle on the road. In general, a road is made up of the pavement and shoulders on both sides. The pavement is the part of the road for vehicle driving and is usually divided into lanes, while the shoulder refers to a strip of certain width located from the outer edge of the pavement to the edge of the roadbed, which is used for maintaining the function of the road and temporary parking and serves as lateral support for the pavement, as shown in Figure 11. For the most part, vehicles are on the pavement, but occasionally, they may be on the shoulder of the road. Therefore, in this paper, the overall scope of loops includes both the pavement and shoulder.

Figure 11. Composition of a road.
• **Type and Number of Loops**

  In most studies, only one type of loop was set, which is usually set matching each lane and isolated from each other. However, the loop matching with each lane is sometimes not sufficient for the actual driving situation.

  Different from previous methods, multiple loops that partially overlap each other were designed for counting. Two types of loops were set up in this study, which are called primary loops and secondary loops. For the primary loop, it was set matching each lane, and the range of the set was the pavement. In contrast, for the secondary loop, it was set at the base of the primary loop, and the range of the set concluded at the pavement and shoulder. To be specific, each primary loop matched two secondary loops and two adjacent primary loops shared one secondary loop. Therefore, correspondingly, when the matched primary loop was in the middle of the pavement, the secondary loop matched the two primary loops. When the matched primary loop was located on either side of the pavement, the secondary loop far from the center of the pavement matched only one primary loop. Additionally, it is worth noting that primary loops overlap their matching secondary loops but primary loops or secondary loops themselves do not overlap with each other. In this case, for one lane, one primary loop and two secondary loops are used for counting. Take the road in video M-30 as an example. The road in video M-30 is a four-lane road; in this case, four primary loops and five secondary loops are set, as shown in Figure 12.

![Figure 12](image)

Figure 12. Setting of loops. (a) Primary loops. (b) Secondary loops. (c) The overlap between primary loops and secondary loops.

Moreover, for the sake of description, each lane is expressed as Lane\(^i\), and the number of lane on the road is expressed as \(N_{lane}\). Each primary loop is expressed as PLoop\(^i\), where \(i = 1, 2, \cdots, N_{lane}\), and each secondary loop is expressed as SLoop\(^i\), where \(i = 1, 2, \cdots, N_{lane}, N_{lane} + 1\). In this case, for Lane\(^i\), the three corresponding loops are PLoop\(^i\), SLoop\(^i\) and SLoop\(^{i+1}\).

• **Width of Loops**

  The width of the primary loop is relatively simple to set, which is equal to the width of its corresponding lane, as shown in Figure 12a. For secondary loop, it is a little bit more complicated, depending on the number of the primary loop it matches. When a secondary loop matches two primary loops, its width is half the sum of the two primary loops. When a secondary loop matches only one primary loop, its width is half the width of the primary loop plus the width of the shoulder on the side on which it sits, as shown in Figure 12b.

• **Length of Loops**

  For safety reasons, the front and back vehicles driving on the same lane always keep a certain distance between them. Therefore, if the length of each loop is lower than the safety spacing of vehicles, it is guaranteed that only one vehicle exists in a loop at the same time.

  The safety spacing of vehicles consists of two parts, namely reaction distance and braking distance [31]. Therefore, the length is designed to be less than the reaction distance in this study. The reaction distance is the product of reaction time and driving speed [31]. For reaction time, the American Association of State Highway and Transportation Officials (AASHTO) mandated the use of 2.5 s for the reaction time [32]. While for the driving speed, we set it as 10 km/h—which is a very low speed—to ensure a long enough distance to
react. In this case, the length is designed to be less than seven meters, which can ensure that there is at most one vehicle in $PLoop^i$ or $SLoop^i$.

3.2.2. Judgement of Loop States

The first step to counting the vehicles is to judge the state of each loop, and the designed loops are set on the result of binary detection $I^\text{binary}_k$. As shown in Figure 9b, when a pixel position is in the foreground, the pixel value at that position is 1; otherwise, it is 0. Therefore, the judgement of loop states can be realized by analyzing the change of pixel value in the position of each loop. The binary detection $I^\text{binary}_k$ set with loops is shown in Figure 13.

![Figure 13. Binary detection $I^\text{binary}_k$ set with (a) primary loops and (b) secondary loops.](image)

For each $PLoop^i$ and $SLoop^i$ at frame $k$, we set up a state detector to record the state of $PState^i_k$ and $SState^i_k$, respectively, where $k$ is the frame number of current image. The study on the state of primary loop and secondary loop is similar. For the convenience of description, in the subsequent paragraphs of this subsection, we collectively refer to them as $Loop^i$ and $State^i_k$.

The state of $Loop^i$ was divided into active state and inactive state, representing the state with and without vehicles in $Loop^i$, and the corresponding values are 1 and 0, respectively. As mentioned above, the pixel value at each loop position is the key to determining the state of the loop and we designed three indicators to make the judgement.

The first two are the ratio of the number of pixels with a value of 1 to the total number of pixels contained in the upper line and the lower line, which could be expressed as $upper^i_k$ and $lower^i_k$. When a vehicle enters or leaves one loop, the values of these two indicators change. However, it is not enough to only take the upper line and the lower line of $Loop^i$ as the discriminant basis because some small noises may also cause $upper^i_k$ or $lower^i_k$ to be large. Therefore, the situation of pixel values on the whole region of loop should also be used as the discriminant basis, which could be expressed as $region^i_k$.

When there are no vehicles or noise in $Loop^i$, $upper^i_k$, $lower^i_k$, and $region^i_k$ are all zero. When there is noise in $Loop^i$ but no vehicle, $region^i_k$, $upper^i_k$, or $lower^i_k$ are small. However, $region^i_k$, $upper^i_k$ or $lower^i_k$ are large when there is a vehicle in $Loop^i$. In this case, the state of $Loop^i$ in frame $k$ could be judged based on the three indicators, which could be expressed as follows:

$$State^i_k = \begin{cases} 
1, & \text{if } (upper^i_k > T_{upper}) \lor (lower^i_k > T_{lower}) \land (region^i_k > T_{region}) \\
0, & \text{others}
\end{cases}$$

where $T_{region}$, $T_{upper}$ and $T_{lower}$ are the thresholds for the whole region, the upper line, and the lower line. Additionally, it is worth noting that the activation threshold of the secondary loop is slightly higher than that of the primary loop.
As shown in Figure 13, the state of $PLoop_1$, $SLoop_1$ and $SLoop_2$ are active while the state of other primary loops and secondary loops are inactive. The mathematical form of the states in frame 539 is expressed as Table 1.

### Table 1. Mathematical form of states in frame 539.

| $PState_{539}$ | $SLoop_1$ | $PLoop_1$ | $SLoop_2$ | $SLoop_3$ | $PLoop_3$ | $SLoop_4$ | $PLoop_4$ | $SLoop_5$ |
|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1             | 1         | 1         | 0         | 0         | 0         | 0         | 0         | 0         |

#### 3.2.3. Occupancy of Lanes

Whether a Lane is occupied depends not only on the three states ($PLoop_i$, $SLoop_i$, and $SLoop_{i+1}$) corresponding to the lane but also on the loop states of its two adjacent lanes (Lane$^{i-1}$ and Lane$^{i+1}$). Since the lane located on both sides of the road has only one adjacent lane, the situation is relatively simple, so we discuss this type of lane first. Take Lane$^1$ as an example.

The loops corresponding to Lane$^1$ are $SLoop_1$, $PLoop_1$, and $SLoop_2$. However, $SLoop_2$ also corresponds to Lane$^2$. In this case, the primary loop of Lane$^2$ ($PLoop_2$) should also be considered to determine whether Lane$^1$ is occupied. First, we assess $SLoop_1$. It is located at the most edge of the lane, so $SState_1$ is only related to Lane$^1$. In this case, Lane$^1$ can be considered occupied when $SLoop_1$ is activated. Then, we assess $PLoop_1$. It is a kind of primary loop, which is set matching Lane$^1$. Therefore, Lane$^1$ can also be considered occupied when $PLoop_1$ is activated. However, for $SLoop_2$, it is a little complicated because both Lane$^1$ and Lane$^2$ are involved. At this point, we need to consider the status of $PLoop_2$. When the status of $SLoop_2$ is active while the statuses of $SLoop_1$, $PLoop_1$, and $PLoop_2$ are inactive, Lane$^1$ can be considered occupied. However, if the status of $PLoop_2$ is active, Lane$^1$ is not considered occupied. Whether Lane$^1$ is occupied can be summarized in Table 2. A similar analysis could also apply to Lane$^4$, as shown in Table 3.

### Table 2. Judgement of whether Lane$^1$ is occupied.

| $SLoop_1$ | $PLoop_1$ | $SLoop_2$ | $PLoop_2$ | $SLoop_3$ | $PLoop_3$ | $SLoop_4$ | $PLoop_4$ | $SLoop_5$ | Judgement |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1         | 1         | 1         | /         | /         | /         | /         | /         | /         | Occupied  |
| 1         | 1         | 0         | /         | /         | /         | /         | /         | /         | Occupied  |
| 1         | 0         | 1         | /         | /         | /         | /         | /         | /         | Occupied  |
| 1         | 0         | 0         | /         | /         | /         | /         | /         | /         | Occupied  |
| 0         | 1         | 1         | /         | /         | /         | /         | /         | /         | Occupied  |
| 0         | 1         | 0         | /         | /         | /         | /         | /         | /         | Occupied  |
| 0         | 0         | 1         | 0         | /         | /         | /         | /         | /         | Occupied  |
| 0         | 0         | 1         | 1         | /         | /         | /         | /         | /         | Not occupied |
| 0         | 0         | 0         | /         | /         | /         | /         | /         | /         | Not occupied |

### Table 3. Judgement of whether Lane$^4$ is occupied.

| $SLoop_1$ | $PLoop_1$ | $SLoop_2$ | $PLoop_2$ | $SLoop_3$ | $PLoop_3$ | $SLoop_4$ | $PLoop_4$ | $SLoop_5$ | Judgement |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| /         | /         | /         | /         | /         | /         | 1         | 1         | 1         | Occupied  |
| /         | /         | /         | /         | /         | /         | 0         | 1         | 1         | Occupied  |
| /         | /         | /         | /         | /         | /         | 1         | 0         | 1         | Occupied  |
| /         | /         | /         | /         | /         | /         | 0         | 0         | 1         | Occupied  |
| /         | /         | /         | /         | /         | /         | 1         | 1         | 0         | Occupied  |
| /         | /         | /         | /         | /         | /         | 0         | 1         | 0         | Occupied  |
| /         | /         | /         | /         | /         | /         | 0         | 1         | 0         | Occupied  |
| /         | /         | /         | /         | /         | /         | 1         | 1         | 0         | Not occupied |
| /         | /         | /         | /         | /         | /         | 0         | 0         | 0         | Not occupied |
Now, regarding the lane located on the middle of the road, this kind of lane has two adjacent lanes, and the situation is relatively complicated. Here, take Lane³ as an example. The loops corresponding to Lane³ are SLoop³, PLoop³, and SLoop⁴. However, SLoop³ also corresponds to Lane², while SLoop⁴ also corresponds to Lane⁴. In this case, the primary loop of Lane² (PLoop²) and Lane⁴ (PLoop⁴) should also be considered to determine whether Lane³ is occupied. First, we assess PLoop³. It is set to match Lane³, so Lane³ can be considered occupied when PLoop³ is activated. For SLoop³, when the status of SLoop³ is active while the statuses of PLoop², PLoop³, and SLoop⁴ are inactive, Lane¹ can be considered occupied. However, if the status of PLoop² is active, Lane³ should not be considered occupied. For SLoop⁴, when the status of SLoop⁴ is active while the status of PLoop³ PLoop⁴ is inactive, Lane³ can be considered occupied. However, if the status of PLoop⁴ is active, Lane³ should not be considered occupied. Whether Lane¹ is occupied can be summarized in Table 4. A similar analysis could also apply to Lane², as shown in Table 5.

### Table 4. Judgement of whether Lane³ is occupied.

| SLoop¹ | PLoop¹ | SLoop² | PLoop² | SLoop³ | PLoop³ | SLoop⁴ | PLoop⁴ | SLoop⁵ | Judgement |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|-----------|
| /      | /      | /      | /      | 1      | 1      | 1      | /      | /      | Occupied  |
| /      | /      | /      | /      | 0      | 1      | 1      | /      | /      | Occupied  |
| /      | /      | /      | /      | 1      | 0      | 1      | 0      | /      | Occupied  |
| /      | /      | /      | /      | 1      | 0      | 1      | 1      | /      | Not occupied |
| /      | /      | /      | /      | 0      | 0      | 1      | 0      | /      | Occupied  |
| /      | /      | /      | /      | 1      | 1      | 0      | /      | /      | Occupied  |
| /      | /      | /      | /      | 0      | 1      | 0      | /      | /      | Occupied  |
| /      | /      | /      | /      | 0      | 1      | 0      | 0      | /      | Occupied  |
| /      | /      | /      | /      | 1      | 1      | 0      | 0      | /      | Not occupied |
| /      | /      | /      | /      | 0      | 0      | 0      | 0      | /      | Not occupied |

### Table 5. Judgement of whether Lane² is occupied.

| SLoop¹ | PLoop¹ | SLoop² | PLoop² | SLoop³ | PLoop³ | SLoop⁴ | PLoop⁴ | SLoop⁵ | Judgement |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|-----------|
| /      | /      | 1      | 1      | 1      | /      | /      | /      | /      | Occupied  |
| /      | /      | 1      | 1      | 0      | /      | /      | /      | /      | Occupied  |
| /      | 0      | 1      | 0      | 1      | /      | /      | /      | /      | Occupied  |
| /      | 1      | 1      | 0      | 1      | /      | /      | /      | /      | Not occupied |
| /      | 0      | 1      | 0      | 0      | /      | /      | /      | /      | Occupied  |
| /      | 1      | 1      | 0      | 0      | /      | /      | /      | /      | Not occupied |
| /      | 0      | 1      | 1      | 1      | /      | /      | /      | /      | Occupied  |
| /      | 0      | 0      | 1      | 0      | /      | /      | /      | /      | Occupied  |
| /      | 0      | 0      | 1      | 1      | /      | /      | /      | /      | Not occupied |
| /      | 0      | 0      | 0      | 0      | /      | /      | /      | /      | Not occupied |

Using the above criterion, the occupancy of each lane shown in Figure 13 and Table 1 can be discriminated, that is Lane¹ is occupied while Lane², Lane³, and Lane⁴ are not occupied.

3.2.4. Counting Strategy

To count vehicles, we set up a counter variable, which is used to count the cumulative number of vehicles in each lane. Slightly different from the setting of the loop, for each lane, only one counter that matches the lane is set and no secondary counters are set. The counter could be expressed as Countedᵢ, where i = 1, 2, · · · , Nₙ, which represents the cumulative number of vehicles driving on Laneᵢ that have been counted until frame k.
The strategy of increasing the value of \( \text{Counted}_k \) is as follows: if and only if the lane is not occupied by a vehicle in the previous frame and is occupied in the current frame, the cumulative number of vehicles on \( \text{Lane}^i \) should be increase by 1; otherwise, the cumulative number remains the same. In this case, the cumulative number of vehicles driving on \( \text{Lane}^i \) until frame \( k \) could be expressed as follows:

\[
\text{Counted}^i_k = \begin{cases} 
\text{Counted}^i_{k-1} + 1, & \text{if \( \text{Lane}^i \) is not occupied at \( k-1 \) but occupied at \( k \)} \\
\text{Counted}^i_{k-1}, & \text{otherwise}
\end{cases}
\]  

(13)

As can be seen from Equation (13), in order to accurately count the vehicles on the lane, two important nodes need to be accurately discriminated. The first one is from the frame in which the lane is not occupied to the frame in which the lane is occupied. At this point, the counter for the lane increases by 1 in the frame in which the lane is occupied. The second important node is from the frame in which the lane is occupied to the frame in which the lane is not occupied. This is in preparation for the next increment in the counter. Therefore, these four frames are key for the counter to count properly.

Take the left black vehicle in Figure 2a as an example. The loop states of its four key frames is expressed in Table 6 and displayed in Figure 14. Using the counting strategy described above, the counter for \( \text{Lane}^1 \) should be increased by 1 in frame 534.

Table 6. The state of loops at the four key frames of the left black vehicle in Figure 2a.

| SLoop | PLoop | SLoop | PLoop | SLoop | PLoop | SLoop | PLoop | Occupancy of Lane^1 |
|-------|-------|-------|-------|-------|-------|-------|-------|---------------------|
| Frame 533 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | Not occupied |
| Frame 534 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | Occupied |
| Frame 544 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | Occupied |
| Frame 545 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | Not occupied |

Figure 14. Four key frames of the left black vehicle in Figure 2a. (a) Frame 533 (\( \text{Lane}^1 \) is not occupied). (b) Frame 534 (\( \text{Lane}^1 \) is occupied). (c) Frame 544 (\( \text{Lane}^1 \) is occupied). (d) Frame 545 (\( \text{Lane}^1 \) is not occupied).

3.3. Evaluation Index

To evaluate the counting result, four metrics were used in this paper, that is, \( \text{Recall} \), \( \text{Precision} \), \( \text{F-measure} \), and \( \text{Accuracy} \).

\( \text{Recall} \) is a measure of the success in detecting relevant objects, that is, the percentage of vehicles correctly counted in all vehicles that should be counted, while \( \text{Precision} \) is the percentage of vehicles correctly counted in all counted objects. These two metrics could be expressed as follows [33]:

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

(14)
Precision = \frac{TP}{TP + FP} \quad (15)

where $TP$ is the number of vehicles correctly counted, $FN$ is the number of vehicles that should be counted but not, and $FP$ is the number of objects that should be not counted. In this case, the number of vehicles that should be counted ($True$) and the number of counted objects ($Counted$) could be calculated as follows:

$True = TP + FN$, $Counted = TP + FP \quad (16)$

where $F$-measure is the weighted harmonic average of $Recall$ and $Precision$, which combines the results of $Recall$ and $Precision$, and we make the weights equal to each other in this paper. In this case, $F$-measure could be expressed as follows [33]:

\begin{equation}
F\text{-measure} = 2 \times \frac{Recall \times Precision}{Recall + Precision} \quad (17)
\end{equation}

In contrast, for $Accuracy$, it is used to evaluate the difference between the true value and the counted value, which is defined as follows [34]:

\begin{equation}
Accuracy = 1 - \frac{|True - Counted|}{True} \quad (18)
\end{equation}

Using Equation (16) to replace $True$ and $Counted$ with $TP$, $FN$, and $FP$, Equation (18) could also be expressed as follows:

\begin{equation}
Accuracy = 1 - \frac{|FN - FP|}{TP + FN} \quad (19)
\end{equation}

Let us analyze these metrics briefly. Compared with the $F$-measure introduced above, $Accuracy$ evaluates the overall difference between counted values and true values, ignoring the details of errors in treating noise as vehicle or errors with missing vehicles. As a result, it is a more direct metric of the overall outcome. Therefore, a comprehensive analysis of $F$-measure and $Accuracy$ is more scientific.

### 3.4. Experimental Dataset

In this paper, the performance of the proposed method was experimented on six traffic videos. Video I and Video II are two videos recorded on a highway, which are called M-30 and M-30-HD and could be obtained from the GRAM-RTM dataset [29]. These two videos were shot from the rear of the vehicle on a sunny and cloudy day. Video III is also a video recorded on a highway, which is called Highway and could be obtained from the Change Detection Benchmark [35]. Unlike Video I and Video II, it was shot from the front. The weather of Video III is sunny.

Video IV, Video V, and Video VI are three videos [36] recorded by us in Nanjing, Jiangsu, China, which are called NJ-1, NJ-2, and NJ-3. Similar to Video III, Video IV was also shot from the front, but the location is on an urban road and the weather is cloudy. Video V and Video VI were shot from the side on two expressways on a sunny and cloudy day, respectively.

The basic information in each video and road is shown in Table 7, including the name of video, recording site, number of frames, and the average pixel number for a vehicle. Among them, the meaning of "Average Pixel No. for a Vehicle" needs some explanation. As we all know, the imaging principle of the camera is pinhole imaging. Therefore, through perspective, the same vehicle in the image appears to be small at a distance but large at close distances. Based on this, for the statistics of the pixel number for a vehicle in each video, we aim for the average pixel number of vehicles that are at close distance. At the same time, it is worth mentioning that the multi-loop is also set at close distance. From this point of view, the information of how many pixels for a vehicle is useful to apply the proposed method in different videos. The characteristics in each video and road is shown in Table 8, including road category, number of lanes, weather, and shooting angle.
Table 7. Basic information of the videos and the roads.

| Video Name | Recording Site | Frame No. | Average Pixel No. for a Vehicle |
|------------|----------------|-----------|--------------------------------|
| Video I    | M-30 Madrid, Spain | 7520     | 4000 ~ 5000                     |
| Video II   | M-30-HD Madrid, Spain | 9390     | 4000 ~ 5000                     |
| Video III  | Highway N/A      | 1700     | 4000 ~ 4500                     |
| Video IV   | NJ-1 Jiangsu, China | 10,000   | 13,000 ~ 15,000                 |
| Video V    | NJ-2 Jiangsu, China | 10,000   | 9000 ~ 10,000                   |
| Video VI   | NJ-3 Jiangsu, China | 10,000   | 9000 ~ 10,000                   |

Table 8. Characteristics of the videos and the roads.

| Road Category | Lane No. | Weather | Shooting Angle |
|---------------|----------|---------|----------------|
| Video I       | Highway 4 | Sunny   | Rear           |
| Video II      | Highway 4 | Cloudy  | Rear           |
| Video III     | Highway 2 | Sunny   | Front          |
| Video IV      | Urban Road 3 | Cloudy | Front          |
| Video V       | Expressway 3 | Sunny | Side           |
| Video VI      | Expressway 3 | Cloudy | Side           |

4. Results

The experimental results of each sequence are shown in Tables 9–15, and examples of experimental results of each sequence are shown in Figures 15–20.

Table 9. Experimental results of Video I.

| Lane | TP  | FN  | FP  | True | Counted | Recall | Precision | F-Measure | Accuracy |
|------|-----|-----|-----|------|---------|--------|-----------|-----------|----------|
| 1    | 79  | 0   | 0   | 79   | 79      | 100%   | 100%      | 100%      | 100%     |
| 2    | 70  | 0   | 1   | 70   | 71      | 100%   | 98.59%    | 99.27%    | 98.57%   |
| 3    | 69  | 0   | 1   | 69   | 70      | 100%   | 98.57%    | 99.28%    | 98.55%   |
| 4    | 36  | 0   | 0   | 36   | 36      | 100%   | 100%      | 100%      | 100%     |

Figure 15. Example of the experimental results in Video I.

Table 10. Experimental results of Video II.

| Lane | TP  | FN  | FP  | True | Counted | Recall | Precision | F-Measure | Accuracy |
|------|-----|-----|-----|------|---------|--------|-----------|-----------|----------|
| 1    | 68  | 0   | 1   | 68   | 69      | 100%   | 98.55%    | 99.27%    | 98.53%   |
| 2    | 75  | 0   | 1   | 75   | 76      | 100%   | 98.68%    | 99.34%    | 98.67%   |
| 3    | 59  | 1   | 0   | 60   | 59      | 98.33% | 100%      | 99.16%    | 98.33%   |
| 4    | 31  | 0   | 0   | 31   | 31      | 100%   | 100%      | 100%      | 100%     |
Figure 16. Example of the experimental results in Video II.

Table 11. Experimental results of Video III.

| Lane | TP  | FN  | FP  | True | Counted | Recall | Precision | F-Measure | Accuracy |
|------|-----|-----|-----|------|---------|--------|-----------|-----------|----------|
| 1    | 17  | 0   | 0   | 17   | 17      | 100%   | 100%      | 100%      | 100%     |
| 2    | 10  | 0   | 0   | 10   | 10      | 100%   | 100%      | 100%      | 100%     |

Figure 17. Example of the experimental results in Video III.

Table 12. Experimental results of Video IV.

| Lane | TP  | FN  | FP  | True | Counted | Recall | Precision | F-Measure | Accuracy |
|------|-----|-----|-----|------|---------|--------|-----------|-----------|----------|
| 1    | 4   | 0   | 0   | 4    | 4       | 100%   | 100%      | 100%      | 100%     |
| 2    | 36  | 1   | 1   | 37   | 37      | 97.30% | 97.30%    | 97.30%    | 100%     |
| 3    | 44  | 0   | 1   | 44   | 45      | 100%   | 97.78%    | 98.88%    | 97.73%   |
| 4    | 19  | 1   | 1   | 20   | 20      | 95.00% | 95.00%    | 95.00%    | 100%     |

Figure 18. Example of the experimental results in Video IV.

Table 13. Experimental results of Video V.

| Lane | TP  | FN  | FP  | True | Counted | Recall | Precision | F-Measure | Accuracy |
|------|-----|-----|-----|------|---------|--------|-----------|-----------|----------|
| 1    | 44  | 1   | 1   | 45   | 45      | 97.78% | 97.78%    | 97.78%    | 100%     |
| 2    | 123 | 0   | 2   | 123  | 125     | 100%   | 98.40%    | 99.19%    | 98.37%   |
| 3    | 114 | 1   | 2   | 115  | 116     | 99.13% | 98.28%    | 98.70%    | 99.13%   |
The total number of vehicles that should be counted are 988, and there are only six missing errors and fourteen noise errors. As a whole, the total Recall, Precision, F-measure, and Accuracy of the proposed method achieved 99.39%, 98.59%, 98.99%, and 99.19%, which reached more than 98.5%.

5. Discussion

In this section, we make a comparison with other methods and discuss the factors that affect the experimental results and the countermeasures of the proposed method. Additionally, the limitations of the proposed method are analyzed in Section 5.3.

5.1. Comparison with Recent Methods

The proposed method was compared to state-of-the-art methods that used the three benchmark sequences: Highway (Video I), M-30 (Video II), and M-30-HD (Video III). As shown in Tables 16 and 17, the proposed method achieved the highest accuracy, with no error in the Highway sequence.

For M-30-HD, the accuracy of the proposed method is lower than that in [37]. However, the experimental vehicles in the study are larger, which increases the probability of errors, as shown in Table 18.
Table 16. Comparison results of the benchmark Highway.

|                | True | Counted | Recall  | Precision | F-Measure | Accuracy |
|----------------|------|---------|---------|-----------|-----------|----------|
| Shakeri [38]   | 27   | N/A     | 85.40%  | 95.10%    | 89.99%    | N/A      |
| H. Yang [39]   | 16   | 14      | 88.89%  | 100%      | 94.12%    | 87.50%   |
| Abdelwahab [37]| 27   | 29      | 100%    | 93.10%    | 96.43%    | 92.59%   |
| Gomaa [40]     | 27   | N/A     | 99.20%  | 98.20%    | 98.70%    | N/A      |
| Rosas-Arias [41]|27   | 26      | 96.43%  | 100%      | 98.18%    | 96.30%   |
| Proposed Method| 27   | 27      | 100%    | 100%      | 100%      | 100%     |

Table 17. Comparison results of the benchmark M-30.

|                | True | Counted | Recall  | Precision | F-Measure | Accuracy |
|----------------|------|---------|---------|-----------|-----------|----------|
| Bouvié [42]    | 77   | 69      | 89.61%  | 100%      | 94.52%    | 89.61%   |
| Quesada [34]   | 77   | 75      | 97.40%  | 100%      | 98.68%    | 97.40%   |
| H. Yang [39]   | 77   | 71      | 88.51%  | 95.06%    | 91.67%    | 92.21%   |
| Abdelwahab [37]| 77   | 76      | 98.72%  | 100%      | 99.35%    | 98.70%   |
| Harikrishnan [43]|77   | 76      | N/A     | N/A       | N/A       | 98.70%   |
| Proposed Method| 254  | 256     | 100%    | 99.22%    | 99.61%    | 99.21%   |

Table 18. Comparison results of the benchmark M-30-HD.

|                | True | Counted | Recall  | Precision | F-Measure | Accuracy |
|----------------|------|---------|---------|-----------|-----------|----------|
| Bouvié [42]    | 42   | 33      | 78.57%  | 100%      | 88.00%    | 78.57%   |
| Quesada [34]   | 42   | 39      | 92.86%  | 100%      | 96.30%    | 92.86%   |
| H. Yang [39]   | 42   | 37      | 89.36%  | 100%      | 94.38%    | 88.10%   |
| Abdelwahab [37]| 42   | 42      | 100%    | 100%      | 100%      | 100%     |
| Harikrishnan [43]|42   | 40      | N/A     | N/A       | N/A       | 95.24%   |
| Proposed Method| 234  | 235     | 99.57%  | 99.15%    | 99.36%    | 99.57%   |

5.2. Discussion of Influencing Factors and Countermeasures

Let us give a discussion of the influencing factors from the aspects of the characteristics mentioned in Table 8: road category, number of lanes, weather and shooting angle, and the countermeasures of the proposed method.

- **Road Category**

  Road category is a relatively important factor that has a certain influence on both vehicle detection and vehicle counting. Specifically, its influence on the results is mainly reflected in the complexity of the traffic environment and road environment. Compared with videos taken from the highways (Figures 15–17), the traffic environment and road environment of videos taken from urban roads (Figure 18) and expressways (Figures 19 and 20) are more complex, such as the higher proportion of large vehicles and more trees on both sides of the road. In the same way, videos taken from urban roads may contain more disadvantages than videos taken from expressways.

  Therefore, it is not enough to carry out the experiment only on the highway. We also added three groups of experiments on urban roads and expressways. The influence of the road category could also be reflected in the experiment. As shown in Table 15, the three benchmarks (Video I, Video II, and Video III), which were all taken from highways, achieved the highest accuracy. Although the accuracy of urban roads (Video IV) and expressways (Video V and Video VI) is not as good as that of the highway, it is not bad either.
• **Number of Lanes**

The influence of lane number is mainly reflected in the vehicle count. To be specific, it basically shows the trend that the less lanes, the higher the accuracy of the results. This is mainly because vehicle counting is easily affected by vehicles driving side by side in different lanes. At the same time, as the number of lanes increases, drivers have more choices of roads to take, which makes it easier for drivers to engage in driving behaviors that do not strictly follow the designated lane lines. Therefore, the ability of a traditional ROI completely matching the lane is a little inadequate to deal with this situation. Additionally, this is one of the reasons that multiple loops were set on the road.

As shown in Figure 21a, this is a vehicle driving right on the middle of Lane2 and Lane3. If only four traditional primary loops were set, the counting for this vehicle may be problematic. To be specific, with stricter thresholds, PLoop2 and PLoop3 are not activated and this vehicle is missed. If looser thresholds are set, the PLoop2 and PLoop3 are activated at the same time and this vehicle is counted repeatedly. However, with the multiple loops and counting strategy designed in this study, this vehicle is only counted once on Lane3, regardless of the strict threshold or the loose threshold, as shown in Table 19.

![Figure 21](image)

**Figure 21.** Example of a vehicle driving right in the middle of Lane2 and Lane3. (a) Example frame under RGB mode. (b) Detection result set with primary loops. (c) Detection result set with secondary loops.

|      | PLoop1 | PLoop2 | PLoop3 | PLoop4 | Lane2 | Lane3 |
|------|--------|--------|--------|--------|-------|-------|
| Stricter | 0      | 0      | 0      | 0      | ×     | ×     |
| Looser   | 0      | 1      | 1      | 0      | ✓     | ✓     |

|      | SLoop1 | PLoop1 | SLoop2 | PLoop2 | SLoop3 | PLoop3 | SLoop4 | PLoop4 | SLoop5 | Lane2 | Lane3 |
|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|-------|-------|
| Stricter | 0      | 0      | 0      | 0      | 1      | 0      | 0      | 0      | 0      | ×     | ✓     |
| Looser   | 0      | 0      | 0      | 1      | 1      | 1      | 0      | 0      | 0      | ×     | ✓     |

The influence of lane number could be also reflected in the experimental results. As shown in Table 15, Video III, with only two lanes, achieved the highest accuracy. However, for Video V and Video VI, they only contain three lanes but the experimental results are not as good as Video I and Video II, which contain four lanes. One of the reasons is that Video I and Video II were shot on the highway with a simpler environment, but the setting of multiple loops also helped to greatly improve the accuracy of the experimental results.

Moreover, in terms of where the lane is on the road, errors are more likely to occur in the median lane and its adjacent lanes. For example, errors all occurred in the two median lanes (Lane2 and Lane3) in Video I (Table 9), while errors all occurred in its median lane (Lane2) in Video VI (Table 14). Of course, this also has to do with the general tendency of drivers to drive in the median lane, which further increases the chance of errors. While in Video II, Video IV, and Video V, errors not only occurred in the median lane but also occurred in its adjacent lane. This is especially evident in Video V. As shown in Table 13, two errors occurred in Lane2 and three errors occurred in Lane3. This is mainly due to the phenomenon of vehicles driving side by side on different lanes affecting the vehicle count.
At the same time, vehicles not only tend to drive in Lane\(^2\) but also tend to drive in Lane\(^3\), which is also a factor. This could be seen in the number of vehicles. As shown in Table 13, the number of vehicles that should be counted (True) in Lane\(^2\) is 123, while the True number in Lane\(^2\) is 116, which is also a reflection of the propensity of the driving behavior for drivers. Therefore, compared with the lanes on both sides of the road, the counting strategies proposed in Section 3.2.4 set for the middle lane are also more complex.

- **Weather**

  Weather mainly affects vehicle detection. A video shot in sunny weather is brighter in color. Therefore, the detection algorithm in RGB mode proposed in this study has better ability to repair vehicle holes. In addition, compared with a sunny day, a cloudy day contains more undesirable factors, such as changes in the lighting environment caused by the influence of clouds. As shown in Table 15, the three videos taken on sunny days (Video I, Video III, and Video V) have better performance overall than those taken on cloudy days (Video II, Video IV, and Video VI).

- **Shooting Angle**

  As for the shooting angle, it mainly affects vehicle counting, and it is due to the distortion of the image caused by perspective. The imaging principle of the camera is pinhole imaging. As a result, the view of the camera on the road and the vehicle usually produce a certain distortion. In general, the more oblique the shooting angle, the more severe the distortion. As shown in Figure 16, the projection of vehicle driving on lane\(^1\) was tilted to the left, while the projection of vehicle driving on lane\(^4\) was tilted to the right. This phenomenon is most obvious when the vehicles were shot from the side. As shown in Figures 19 and 20, the projection of vehicle was tilted to the right by very much.

  If only the primary loops were set, there may be some errors in counting. However, with the help of the secondary loops, the counting was not greatly affected by the shooting angle. The experimental results also prove that the multi-loop setup works well against this adverse effect, as shown in Table 15.

### 5.3. Analysis of Limitations of the Proposed Method

Benefiting from vehicle detection under two color modes and the setting with multiple loops, the counting accuracy of vehicles greatly improved, but there are still some false results. There are two types of counting errors, namely missed counting (\(FN\)) and redundant counting (\(FP\)). We start from these two aspects to analyze the causes of the errors and the limitations of the proposed method.

- **Missed Counting**

  Incomplete vehicle detection and unreasonable ROI settings could both lead to the generation of missed counting, while redundant counting is mainly caused by unreasonable ROI settings. Therefore, in previous studies, a reduction in counting accuracy was mainly due to errors missing counts. Benefiting from vehicle detection under two color modes and the setting with multiple loops proposed in this paper, the number of errors due to missing counts was greatly reduced and the counting accuracy significantly improved. However, as shown in Table 15, there are still a small number of missing counts (\(FN = 6\)) in the experiments, which is mainly affected by incomplete detection of the vehicle and has little to do with the setting with multiple loops. Here is an example. As shown in Figure 22a, the color of the incomplete part is very similar to the color of the road background. Therefore, it is difficult to separate them no matter whether under gray mode or RGB mode, resulting in incomplete vehicle detection. As a result, no matter using the primary loops or the secondary loops, this vehicle does not meet the activation conditions, leading to a missed count.
• Redundant Counting

The error of redundant counting mainly occurs for large vehicles, that is, counting are carried out simultaneously in two adjacent lanes. As shown in Figure 23a, this large vehicle spanned two lanes, so it was counted both in lane 1 and lane 2, resulting in redundant counting. This phenomenon could also be proven by the experimental results. As shown in Table 15, the error of redundant counting (FP) is more likely to occur in Video IV, Video V, and Video VI, mainly because the proportion of large vehicles on urban roads and expressways is higher than on highways.

6. Conclusions

In this paper, we presented a multi-loop vehicle counting method under gray mode and RGB mode. For vehicle detection, the detection operated under gray mode and RGB mode and the final detection was obtained by integrating four detection results and by optimizing using a morphological closing operation. Under this kind of algorithm, the integrity of the detected vehicles greatly improved. As for counting, the setting with multiple of loops could count vehicles by lane and could better deal with different influencing factors, such as driving behavior, traffic environment, shooting angle, etc.

The experimental results showed that the proposed method performs well in videos shot in different weather at different road scenes. The proposed method successfully counted the vehicles with a high performance, e.g., the total Recall, Precision, F-measure, and Accuracy of proposed method achieved 99.39%, 98.59%, 98.99%, and 99.19%, all of which are more than 98.5%.

There is still much to study in future work. As analyzed in Section 5.3, when the color of the vehicle is very similar to the color of the road background, the effect of vehicle detection is not ideal. Therefore, it is necessary to find other methods to further improve the detection algorithm, such as the applications in proposed regions with objects to further improve the integrity of the vehicle, etc.
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