The strong role of external forcing in seasonal forecasts of European summer temperature
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Abstract
Since the 1980s, external forcings from increasing greenhouse gases and declining aerosols have had a large effect on European summer temperatures. These forcings may therefore provide an important source of forecast skill, even for timescales as short as a season ahead. However, the relative importance of external forcings for seasonal forecasts has thus far received little attention, particularly on a regional scale. In this study, we investigate forcing-induced skill by comparing the near-surface temperature skill of a multi-model ensemble of seasonal predictions from the Copernicus Climate Change Service archive to that of an uninitialised ensemble of Coupled Model Intercomparison Project phase 6 projections for European summers (June–July–August) spanning the years 1993–2016. As expected, predictive skill over southern Europe is larger for initialised seasonal predictions compared to uninitialised climate projections. However, for northern Europe, we find that predictive skill is generally small in current seasonal models and surprisingly even smaller compared to uninitialised climate projections. These results imply that further research is necessary to understand the role of external forcing on seasonal temperature variations over Europe.

1. Introduction
Accurate seasonal forecasts of European summers have the potential to provide useful information to a wide range of stakeholders including the water (Somaniac et al 2019), energy (Bett et al 2022) and agricultural (Calanca et al 2011) sectors. However, whilst current forecast systems have shown relatively high skill in simulating European winter variability (e.g. Scaife et al 2014, Athanasiadis et al 2017), accurate predictions of summer circulation have proved to be more challenging (e.g. Weisheimer et al 2011, Maclachlan et al 2015, Johnson et al 2019). This dichotomous behaviour may result from the weak El Niño Southern Oscillation signal in boreal summer (O’Reilly et al 2018, 2019) and the relative inactivity of the stratosphere, both of which are significant sources of winter circulation predictability (Domeisen et al 2015).

In spite of this, some studies have shown potential sources of skill for summer seasonal forecasts such as soil moisture feedbacks (Seneviratne et al 2010, Quesada et al 2012, Miralles et al 2014, Prodhomme et al 2016, 2022, Ardilouze et al 2017), Caribbean and eastern tropical Pacific rainfall (Cassou et al 2005, Wulff et al 2017, O’Reilly et al 2018, Rieke et al 2021) and North Atlantic sea surface temperatures (SSTs) (Ossé et al 2018, Dunstone et al 2019). Dunstone et al (2018) demonstrated that there is weak to moderate skill ($R \approx 0.5$) in predicting European summer rainfall at 2–4 month lead-time when using a large ensemble of simulations from the Met Office HadGEM3-GC2 model. It also appears that extremely hot summers are more predictable than others due to land–atmosphere feedbacks and persistent circulation patterns (Wulff and Domeisen 2019).

Additionally, Doblas-Reyes et al (2006) and Liniger et al (2007) showed that seasonal hindcasts
forced with observed greenhouse gas forcing perform substantially better than a set of hindcasts with constant greenhouse gases. One typically thinks of seasonal forecasts as obtaining skill via initialisation with observed climate conditions. However, given the large trends in boundary conditions such as greenhouse gases and aerosols, these likely also represent a significant source of predictability, particularly when the year-to-year variability is low, as is often the case in summer. The role of this external forcing in predictability is frequently referenced in the decadal prediction community (Smith et al 2019, Borchert et al 2021), but rarely is this discussed in the context of seasonal forecasts.

The aim of this work is to investigate the extent to which external forcing provides a source of near-surface temperature skill in the European summer season. This paper begins with a brief description of the seasonal hindcast experiments in section 2 followed by an examination of the skill in these hindcasts in comparison to uninitialised Coupled Model Intercomparison Project phase 6 (CMIP6) models in section 3, an examination of the skill in different European regions in section 4 and finishing with discussion and conclusions in section 5.

2. Data and methods

2.1. Seasonal hindcasts

In this study we make use of monthly hindcast data from five models in the Copernicus Climate Change Service (C3S) archive spanning the common period 1993–2016. The models are the ECMWF System 5 seasonal forecast model (SEAS5) (Johnson et al 2019), CMCC Operational Seasonal Prediction System SP53 (Gualdi et al 2020), DWD German Climate Forecasting System Version 2 (Fröhlich et al 2021), UK Met Office’s GloSea6 (Williams et al 2018) and Meteo-France System 7 (Batte and Deque 2016). All members from the CMCC, DWD and ECMWF systems are initialised on 1 May, whereas the Met Office and Meteo-France systems include members initialised on 1 May and at lagged start dates. For all models we analyse months 2–4, i.e. June–July–August (JJA) and take the first 12 members from each model (for models with lagged start dates we take the most recent 12), combining them to form a 60 member ensemble. We specifically choose an ensemble of 60 members for the seasonal hindcasts to compare with the same number of CMIP6 model runs (detailed below), however the results of this study are unchanged if 25 members are chosen from each model to form a 125 member ensemble (supplementary figure S1). Note that for each year, the seasonal hindcast models are forced with fixed greenhouse gas concentrations, but the concentrations increase with each subsequent year. Consequently, the models all contain some representation of the greenhouse gas-forced warming trend, although the specific scenario of greenhouse gas forcing varies between models. On the other hand, sulphate aerosols are represented by a seasonally varying climatology in all models apart from the DWD and ECMWF models which include the tropospheric sulphate trend. For further details on the forcing see supplementary table S1.

In addition to the multi-model seasonal forecast ensemble, we utilise several experiments using SEAS5 including a 25 member, atmosphere-only hindcast forced with observed SSTs (known as ObsSSTs) and an ensemble of 15 member, 13 month long hindcasts, created by extending the first 15 members of the main coupled hindcast.

2.2. Other datasets

We compare the seasonal hindcasts to an ensemble of 60 uninitialised CMIP6 simulations (Eyring et al 2016) to quantify the forced response to external forcings over the C3S model hindcast period. Given that historical experiments in CMIP6 end in 2014, we combine these with the first two years of the scenario run, ssp585, to create the full period of 1993–2016. A full list of models used in this study is provided in supplementary table S2.

Finally, we compare the model data with ERA5 reanalysis (Hersbach et al 2020) and the Global Precipitation Climatology Project (GPCP) (Adler et al 2018) which we take as observational reference datasets.

2.3. Statistical significance

Many standard statistical tests assume that data points are independent, an assumption which is often violated by atmospheric variables due to serial correlation in time, particularly on daily timescales. This study largely concerns interannual atmospheric variability of 2m temperature (T2m) which exhibits some serial correlation in reanalysis on this timescale. For the European and wider North Atlantic system, the lag-1 autocorrelation in T2m is less than 0.1 over much of the North Atlantic with the exception of the sub-polar North Atlantic and eastern Europe (supplementary figure S2(a)). On the other hand, the seasonal hindcast and CMIP6 model ensembles are substantially serially correlated for T2m (supplementary figures S2(c) and (e)). In this study, we account for the reduced sample size associated with serial correlation by introducing an effective sample size for all statistical tests, $N_{eff} = N(1 - \rho)/(1 + \rho)$, following Wilks (2019). Here $N$ is the number of years in the time series and $\rho$ is the observed lag-1 autocorrelation in the verifying observed ERA5 data, though strictly for a correlation, the serial correlation of both the observed and forecast should be considered together (Bretherton et al 1999). To test whether correlation skill in different simulations is significantly different we use the method of Siegert et al (2017). However, we note that this method is not strictly valid due to the presence of some serial correlation.
3. Results

To what extent does external forcing explain recent temperature variability and does it contribute substantially to circulation variability? To investigate this we show the proportion of observed summertime variance explained by an ensemble of CMIP6 models over the period 1993–2016 for T2m, precipitation and summary circulation variables, sea level pressure (SLP) and 500 hPa geopotential height (Z500) in figure 1. In spite of the relative shortness of the period, external forcing explains between 20% and 40% of the variance in T2m at individual grid-points over most of central and eastern Europe and the sub-polar to polar North Atlantic (figure 1(a)). This suggests that even uninitialised simulations could provide skill in summer season T2m over these regions. For comparison, in winter, external forcing explains less than 10% of the variance at individual grid-points over almost the whole of Europe (supplementary figure S3(a)). External forcing explains even more of the summer T2m variance when considering the longer period of 1981–2020, with the forcing explaining 30%–60% of the T2m variability at individual grid-points over eastern Europe (supplementary figure S4(a)). This seems reasonable given that the longer period allows the trend to emerge more clearly from interannual variability.

On the other hand, neither SLP nor precipitation is dominated by external forcing (figures 1(b) and (c)) which is unsurprising given the large interannual variability in extratropical atmospheric circulation. Observations within this period do show a large, positive trend in Greenland blocking, however this is not captured by current climate models (Hanna et al 2018, Davini and D’Andrea 2020) and hence does not feature in figure 1(b). Interestingly, external forcing does explain over 20% of Z500 variance over Russia and eastern Europe (figure 1(d)). Surface temperature warming trends influence Z500 trends and the region of strongest warming being over eastern Europe might explain the localisation of this Z500 anomaly, though there may also be a dynamical component. Moreover, for the longer period of 1981–2020, the region in which external forcing of Z500 explains the most variance is shifted further south, co-located with the strongest warming signal (supplementary figure S4(d)).

We now consider how much T2m skill is linked to external forcing alone by calculating the anomaly correlation coefficient of the CMIP6 ensemble with ERA5 data, shown in figure 2. We then compare this to the skill of the ensemble of seasonal hindcasts in the C3S archive for simulations initialised in May for the period 1993–2016. The CMIP6 ensemble should provide a baseline level of skill given that the C3S and CMIP6 ensembles have the same number of ensemble members and contain largely the same external forcing such as greenhouse gas variations as the CMIP6 models, but the C3S ensemble should derive additional skill from initialisation of the land, atmosphere and oceans. The C3S models have significant skill in
Figure 2. Correlation skill for summer (JJA) 2m temperature in (a) C3S and (b) CMIP6 ensembles. C3S simulations are initialised in May and hence JJA is at 2–4 month lead-time. Note that the colourbar for (a) and (b) is non-linear. Hatching in (a) and (b) shows where \( p \)-values are less than 0.05 following a two-sided \( t \)-test with the null hypothesis of zero correlation. Figure (c) shows the difference in the C3S and CMIP6 correlation maps with hatching indicating where \( p \)-values are less than 0.05 with the null hypothesis that the ensembles have the same correlations with ERA5 following the method of Siegert et al (2017).

Predicting T2m over central, eastern and southern parts of Europe (figure 2(a)), which is to be expected given the strong trends in these regions under external forcing (figure 1(a)). There is, however, no significant skill over northern and western Europe, including the United Kingdom (UK) and Scandinavia (figure 2(a)). This is consistent with a lack of skill in SLP in mid-latitudes (supplementary figure S5) as atmospheric circulation, while less dominant than in winter, still plays a strong role in northern and western European summer T2m variability (supplementary figure S6) (Folland et al 2009). The C3S ensemble actually shows negative SLP skill over and to the west of the UK (supplementary figure S5(a)), though linearly regressing out SLP in this region does not improve the T2m skill in C3S (supplementary figure S7). On the other hand, in subtropical regions there is significant SLP skill (supplementary figure S5(a)) which may contribute to T2m skill in the Mediterranean (figure 2(a)).

Comparing skill from the CMIP6 ensemble with that of the C3S ensemble reveals that not only does the CMIP6 ensemble exhibit significant skill in T2m over central and eastern Europe, where external forcing plays a strong role, but it also appears to show greater skill over northern and western Europe (figure 2(c)). It should be noted that much of this T2m skill is not statistically significant over the UK and Scandinavia, however, it is significantly larger than C3S (hatching in figure 2(c)) suggesting that it genuinely performs better. This is particularly surprising given that the C3S ensemble SSTs are more skilful over much of the North Atlantic (supplementary figure S8) as a result of initialisation and hence should provide some additional skill for T2m through advection or dynamical processes (figures 2(a) and (c)). T2m over the Mediterranean and North Atlantic has a higher correlation skill in the C3S ensemble than in CMIP6 potentially highlighting the beneficial role of initialisation in these regions. Note that all of these results also hold if the forecast quality is measured using the root mean square error (supplementary figure S9) and that the individual C3S models all show very similar patterns of T2m anomaly correlation skill to the full ensemble (supplementary figure S10).

4. Spatial and lead-time dependent variations in European T2m skill

The result that T2m skill is higher in the CMIP6 ensemble is surprising given the extra information provided by initialisation. In this section we seek to investigate this result further by considering a number of additional experiments using SEAS5 as this model behaves reasonably similarly to the C3S ensemble-mean (supplementary figure S10(b)). One might anticipate that in the limit of long lead-times, information from the initial conditions will become less important and hence the ensemble-mean of initialised predictions will tend towards that of uninitialised projections. In this case, the SEAS5 forecasts of
Figure 3. Summer (JJA) 2m temperature correlation skill with lead-time in long hindcasts using SEAS5. The correlation skill is shown for the ensemble-mean of 15 ensemble runs initialised in (a) May and (b) the previous November, with the difference shown in (c). Hatching in (a) and (b) shows p-values less than 0.05 with the null hypothesis of zero correlation and in (c), hatching indicates where p-values are less than 0.05 for the null hypothesis that skill for each ensemble is the same. Finally, (d) shows time series of mean T2m on land for northern and southern Europe (shown by boxes in (c)) from ERA5 and ensemble-means of SEAS5 runs initialised in May and November. The CMIP6 ensemble-mean time series is also shown with the grey bounds indicating the sampling uncertainty. This is calculated via a bootstrapping method taking the mean of the anomalies from a random 60 ensemble members (with replacement), doing this 1000 times to create a distribution around the actual ensemble-mean. The grey shading indicates the 2.5th and 97.5th percentiles.

T2m would actually improve at longer lead-times in those regions where the CMIP6 ensemble has more skill than C3S. This is indeed what we see in 13 month hindcast runs. Figure 3 shows the T2m skill in JJA for runs initialised in May (i.e. 2–4 month lead-time) and November (8–10 month lead-time) using 15 ensemble members. The difference pattern (figure 3(c)) is relatively similar to the difference between CMIP6 and C3S ensemble skill (figure 2(e)) in terms of the fact that skill is lower over northern Europe with a shorter lead-time and at the same time improved over southern Europe. A similar pattern is seen when comparing hindcasts initialised in May and February (supplementary figure S11).

The slight improvement with lead-time for northern Europe could come about for a number of different reasons. Firstly, the model may be responding incorrectly to initial conditions like SSTs or soil moisture and hence this may degrade the forecast at short lead-times. For instance, the predecessor of SEAS5, System 4 (Molteni et al 2011), fails to correctly represent the observed atmospheric teleconnection from the tropical Pacific to the Atlantic in summer (O’Reilly et al 2018). A second possibility is that some initial conditions may be incorrect. For example, decadal SST variability in the winter season over the sub-polar North Atlantic appears to be degraded in SEAS5 with respect to System 4 as a result of new ocean initial conditions (Johnson et al 2019, Tietsche et al 2020). Thirdly, the seasonal forecast may suffer from an initialisation shock (e.g. Balmaseda and Anderson 2009, Hudson et al 2011, Magnusson et al 2013, Hermanson et al 2018) as the model climatology differs from that of the real earth system (supplementary figure S12). The exact reason for this discrepancy is beyond the scope of this article but its existence suggests a potential area of improvement in summer seasonal forecasts.

Time series of T2m averaged over land in northern and southern European regions are also instructive in terms of how variability differs between the different parts of Europe and with lead-time (figure 3(d)). These regions are both defined by the longitudes 10° W–40° E and by 36° N–50° N and
Figure 4. Anomaly correlation skill for the (a) northern and (b) southern European regions in the C3S and SEAS5 experiments in JJA 1993–2016 as a function of lead-time. A diamond also indicates the correlation which can be explained using a linear trend line. The error bar on each correlation indicates the standard error where the sample size, $N$, has been replaced by an effective sample size, $N_{eff} = N(1 - \rho)/(1 + \rho)$, following Wilks (2019), where $\rho$ is the lag-1 autocorrelation for the ERA5 time series.

50° N–72° N for southern and northern Europe, respectively. The boundaries of these regions are also shown in figure 3(c). ERA5 T2m in the southern region shows a relatively strong warming trend, suggesting that the trend can provide a large amount of predictability. The SEAS5 prediction initialised in May manages to capture both this upward trend and some of the observed interannual variation. The CMIP6 ensemble-mean time series is also plotted for comparison and appears to be steeper in the 1990s before warming more slowly in the 2000s, coinciding with the so-called global warming ‘hiatus’ period (e.g. Medhaug et al. 2017), subsequently becoming steeper once again.

Northern Europe in ERA5 also shows a positive trend and particularly large interannual variability, little of which appears to be well captured in the SEAS5 ensemble-means for either May or November initialisations. Note that the year 1993 appears to have been particularly cold over northern Europe, accentuating the trend. The large year-to-year variability likely comes as a result of atmospheric circulation, which plays a substantial role in northern European T2m variability (supplementary figure S6).

Figure 4 provides a summary of the lead-time dependence of correlation skill in the northern and southern European regions. For northern Europe, JJA skill increases for longer lead-times for the 13 months SEAS5 runs from $\approx 0.3$ at months 2–4 to $\approx 0.5$ at months 5–7 and stays at a similar level for months 8–10. However, this same pattern of increasing skill with lead-time is not seen for the 25 member SEAS5 hindcast between 2–4 and 4–6 months. The full C3S ensemble also shows similar correlations for lead-times of 2–4 and 4–6 months to the 25 member SEAS5 hindcast. Furthermore, the short time series means that the uncertainty on each correlation is considerable with some overlap of the error bars on the 2–4 month and 5–7 month for the 13 month SEAS5 runs. Moreover, there is some uncertainty associated with ensemble size as demonstrated by the slight difference between 15 and 25 member SEAS5 ensembles for northern Europe, initialised in May. Note that removing the particularly cold year, 1993, from the time series causes the SEAS5 2–4 month, 5–7 and 8–10 month correlations to drop to 0.23, 0.35 and 0.34 respectively. Nevertheless, when a longer period of 1982–2016 is used instead (supplementary figure S13), the results are similar to figure 4 with northern Europe T2m skill increasing noticeably with lead-time for the 13 month runs, suggesting that this result is indeed robust. What is clear is that the northern European skill in the hindcasts is unexpectedly low at short lead-times when compared to both skill at
longer lead-times and skill of the forcing-only CMIP6 ensemble.

Notably, the ObsSST SEAS5 hindcast in which the model is forced with ObsSSTs, shows relatively high correlation skill at 2–4 month lead-time, with a correlation of about 0.7 over northern Europe. This improved skill in the ObsSST runs may occur for thermodynamic reasons, e.g. due to advection of heat anomalies over land by the mean winds (O’Reilly et al 2017) as dynamical skill is not improved in the ObsSST relative to the coupled hindcasts (supplementary figures S15(c) and (d)). One interpretation of this is that improvements to skill in SSTs might improve northern European T2m skill in the fully coupled runs. On the other hand, it is worth noting that some SST variability may be inherently unpredictable, hence using atmosphere-only experiments may overestimate the true potential for improved T2m skill.

The European temperature forcing is a combination of the direct effect of greenhouse gas forcing, forcing from warming SSTs and forcing from the decline in aerosol emissions (Dong et al 2017). Consequently, the forcing is likely to vary both spatially and non-linearly with time and hence provide more information than a simple linear trend (figure 3(d)). However, is the CMIP6 ensemble more skillful than a simple linear trend? In figure 4(a) it appears that the CMIP6 ensemble-mean correlation skill is slightly higher than that of a linear trend (the slope of the trend has no bearing on the correlation), though the short time series and substantial error bars again prevent us from drawing firm conclusions.

T2m correlation skill in the southern European region is high for 2–4 month lead-times at around 0.7 for both the 25 member SEAS5 hindcasts and 60 member C3S ensemble and decays with lead-time (figure 4(b)), but is higher than the skill from the CMIP6 ensemble or a linear trend. This suggests that skill comes not just from the external forcing, but that the model derives significant skill from the initial conditions, unlike for northern Europe. This is consistent with the skill in atmospheric circulation seen in the Mediterranean in contrast to the lack of skill further north (supplementary figure S5(a)). The ObsSST hindcasts perform only slightly better than the coupled hindcasts at 2–4 month lead-time implying that the relevant SST variability to the T2m in the southern Europe region is generally well captured in the coupled hindcasts.

Finally, motivated by the considerable societal interest in seasonal predictions of summer T2m and by our results, it is of interest to consider the forecasts made for summers since the hindcast period and how these compare to the CMIP6 ensemble. Specifically, we apply a simple bias-correction and then calibrate the T2m SEAS5 predictions and CMIP6 projections for the northern Europe region for the 2017–2022 summers using the method of Doblas-Reyes et al (2005), based on the models’ 1993–2016 climatologies and using ERA5 as a reference. This allows us to produce probabilistic forecasts for T2m in northern Europe based on these ensembles. Interestingly, the ensemble-means of the forecasts using the CMIP6 ensemble have a slightly lower root mean square error than the calibrated SEAS5 predictions over the period 2017–2021 (0.37 K vs 0.58 K, supplementary figure S16), consistent with our results. The JJA 2022 CMIP6 prediction yields an ensemble with 65% of members exceeding the 80th percentile of the JJA-mean northern European T2m in the 1993–2016 period (supplementary figure S17). The increase in occurrence probability of what previously might have been considered an anomalously warm summer again underlines our argument that external forcing can play a significant role in summer season T2m predictions.

5. Discussion and conclusions

Anthropogenically-forced trends in T2m represent a substantial component of European summer T2m variability (figure 1(a)) even on seasonal timescales. Forcings hence can provide a significant amount of skill. We have shown this by comparing a multi-model ensemble of initialised seasonal hindcasts to the unrealised projections from an ensemble of CMIP6 models for the seasonal hindcast model period of 1993–2016.

Our findings indicate that the relative roles of initial conditions and external forcing vary regionally. Near-surface temperature variability over northern Europe is largely governed by atmospheric circulation and hence low dynamical skill in the seasonal hindcasts means that there is little skill in T2m for this region. It is not clear whether the lack of dynamical skill in this region is due to a poor representation of remote teleconnections in models or whether the potential for predictability is low in this season. Perplexingly, the CMIP6 models appear to show a higher level of T2m skill over northern Europe than the C3S models (figures 2(a) and (c)) and T2m skill in this region actually increases slightly with lead-time (figures 3(a)–(c)). The exact reason for this discrepancy is beyond the scope of this article but could be caused by an incorrect representation of teleconnections, inaccurate initial conditions, or initialisation shocks. Furthermore, this discrepancy suggests that there is potential for improving summer seasonal forecasts if its cause can be identified and addressed. Interestingly, skill for northern European T2m does improve considerably if ObsSSTs are prescribed in an atmosphere-only setup (figure 4(a)), though this improvement does not appear to occur through improvements to circulation. Instead the skill increase may be a result of air, warmed or cooled by North Atlantic SSTs, being advected over land.

Southern Europe, on the other hand, does show both a strong trend and dynamical skill in coupled
hindcasts and T2m is therefore well predicted at short lead-times (figure 4(c)). Moreover, the correlation skill decays with lead-time as one would anticipate, plateauing at around 0.5, likely due to the externally forced trend.

From this study we draw out a number of implications and make some suggestions for further work:

(a) The magnitude of the warming trend on European summer temperatures means that the uninitialised CMIP6 ensemble shows skill on timescales of seasonal predictions. Depending on their specific requirements, the CMIP6 ensemble may therefore provide useful information concerning summer T2m for some users. On the other hand, the lack of skill for northern Europe in operational seasonal forecast models means that current predictions of T2m for this region should be treated with caution.

(b) The representation of the externally forced component in seasonal forecast models and the response to this forcing may be important for making accurate forecasts, though confirming this would require additional targeted seasonal forecast experiments. For example, if interannual aerosol variations are not represented in a seasonal forecast model or if the model has an overly high transient climate sensitivity, one might expect that the pattern or magnitude of warming over land will be incorrect.

(c) This work has shown that mid-latitude atmospheric circulation is poorly captured over the North Atlantic in current seasonal forecast models. It is highly likely that improving skill in circulation in this region will improve summer northern European T2m prediction skill, but improving circulation skill will require further research.
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