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Abstract This paper describes a trapezoidal quadrature method for the discretization of singular and hypersingular boundary integral operators (BIOs) that arise in solving boundary value problems for elliptic partial differential equations. The quadrature is based on a uniform grid in parameter space coupled with the standard punctured Trapezoidal rule. A key observation is that the error incurred by the singularity in the kernel can be expressed exactly using generalized Euler-Maclaurin formulae that involve the Riemann zeta function in 2D and the Epstein zeta functions in 3D. These expansions are exploited to correct the errors via local stencils at the singular point using a novel systematic moment-fitting approach. This new method provides a unified treatment of all common BIOs (Laplace, Helmholtz, Stokes, etc.). We present numerical examples that show convergence of up to 32nd-order in 2D and 9th-order in 3D with respect to the mesh size.

1. Introduction

Singular integration is a fundamental problem that appears everywhere from elementary calculus to advanced scientific applications. In the integral equation setting, a boundary integral operator typically contains components that take one of the following forms

$$
\int_{\Gamma} \log |x - y| \varphi(y) ds_y \quad \int_{\Gamma} \frac{\varphi(y)}{|x - y|^\alpha} ds_y
$$

(1)

where \( \varphi \) is a smooth function, \( \Gamma \) is a curve in \( \mathbb{R}^2 \) or a surface in \( \mathbb{R}^3 \), and \( ds_y \) is the surface element at \( y \in \Gamma \). Both integrals in (1) are singular when the target point \( x \) lives on the surface \( \Gamma \), whereas the second integral becomes *hypersingular* if \( \alpha \) is greater than the dimension of \( \Gamma \).

Fast integral equation solvers are critical in a variety of applications, such as radar, medical imaging, multilayered media scattering, and fluid structure shape optimizations, [3, 11, 12, 31]. Surface singular integrals are the key to developing fast solvers for these applications in at least three important ways: 1) The accuracy of the overall solution can only be as good as that of the discretization of the surface integrals. With a high-order accurate quadrature method one can achieve any practical accuracy with much less effort than using a low-order method. 2) State-of-the-art fast algorithms for integral equations (e.g., Fast Multipole Methods and Fast Direct Solvers) exploit the global hierarchical rank-structure of the integral operators, so a quadrature method that preserves such rank-structure is highly preferred. A typically good choice is smooth quadratures with local corrections [13]. 3) In order for an integral equation based approach to be
robust, the quadrature used must be numerically stable so that the discrete system of equations is not substantially worse conditioned than the original integral equation.

We focus on locally-corrected trapezoidal quadratures, which are highly effective for the singular integrals (1) when \( \Gamma \) can be accurately discretized using a uniform grid on a rectangle with periodic boundary conditions. The past decades have seen many successful trapezoidal quadratures designed for integral equation problems in \( \mathbb{R}^2 \), such as [16, 2] for logarithmically or algebraically singular line integrals, [24] for hypersingular integrals, and [8] for 2D volume integrals with the Helmholtz kernel. In contrast, effective trapezoidal quadratures for integral equation problems in \( \mathbb{R}^3 \) have been lacking. There are accurate double- and triple-trapezoidal quadratures for the Coulomb potential, such as [1, 18], but they do not account for surface integrals.

All existing locally-corrected trapezoidal quadratures have been derived based on the fact that the trapezoidal rule, when applied to approximating singular integrals, has an asymptotic error expansion whose coefficients can be expressed using the Riemann zeta function or its derivative; this fact was first discovered as generalized Euler-Maclaurin formulae in [19, 20], see [26] for a most general formula.

The current work is evolution of our prior papers [29, 28]. In [29] we generalized the Euler-Maclaurin formula to handle line integrals by including the geometric information into the error expansion, which resulted in simple trapezoidal quadratures (called “zeta quadrature”) for logarithmically singular kernels that are stable for arbitrarily high-order corrections. We generalized the zeta quadrature to surface integrals in [28], where we demonstrated that the double-trapezoidal rule applied to singular integrals also has an asymptotic error expansion in terms of zeta functions, called Epstein zeta functions [9, 10]; this error expansion captures the local surface distortion by taking into account the derivatives of the geometric parameterization. This discovery allowed us to derive zeta quadratures that are \( 5^{th} \) order accurate for the Laplace and Helmholtz kernels. However, our approach in [28] requires higher-order derivatives of the geometry for higher-order corrections, which makes a quadrature of \( 7^{th} \) order or higher impractical.

In this paper, we introduce a new approach to derive zeta quadratures for surface integrals. This new approach treats kernels with different singularities in a unified manner (including hypersingular kernels), does not require higher derivatives of the geometry other than the first fundamental forms, and calculates the correction weights systematically using a moment-fitting approach. As a result, the derivation of higher-order quadrature formulae is significantly simplified and the method can be easily applied to different kernels. As a trade-off of using only the first derivatives of the geometry, the correction stencils for higher-order quadratures are generally bigger than the corresponding stencils in [28].

This paper is organized as follows. First, in Section 2 we introduce the zeta quadrature for line integrals, which is based on the 1D generalized Euler-Maclaurin formulae. Then in Section 3 we introduce a 2D generalized Euler-Maclaurin formula and develop the new zeta quadrature that can handle a variety of surface integral operators with a unified approach. Numerical results are presented in both sections. Finally, we conclude in Section 4.

2. Zeta quadrature for line integrals in \( \mathbb{R}^2 \)

In this section, we introduce the zeta quadrature for line integrals in \( \mathbb{R}^2 \), which serves as a motivation for the unified quadrature method for surface integrals in \( \mathbb{R}^3 \) in Section 3. We first review Sidi’s results on the generalized Euler-Maclaurin formula [22, 26] and hypersingular trapezoidal quadrature [24], and derive the quadrature formulae for the Laplace and Helmholtz hypersingular integral operators on a contour. In particular we show that in certain circumstances, an algebraically high-
order quadrature rule can attain any practically relevant accuracy using fewer degrees of freedom than a spectrally accurate rule (e.g., see Fig.1).

We start by stating the following generalized Euler-Maclaurin formula from [22, Theorem 2.3], which is the theoretical basis for the treatment of practically all boundary integral operators for elliptic PDEs.

**Theorem 1.** Let \( f \in C^\infty(a, b) \) and assume that \( f(x) \) has the asymptotic expansions

\[
\begin{align*}
  f(x) &\sim K(x-a)^{-1} + \sum_{k=0}^{\infty} c_k (x-a)^{\alpha_k} \quad \text{as } x \to a^+ \\
  f(x) &\sim L(b-x)^{-1} + \sum_{k=0}^{\infty} d_k (b-x)^{\beta_k} \quad \text{as } x \to b^{-}
\end{align*}
\]

where \( K, L, \) and \( c_k, d_k \) are constants, and where \( \alpha_k \) and \( \beta_k \) are distinct complex numbers that are different from \(-1\) and satisfy

\[
\begin{align*}
  \text{Re} \alpha_0 &\leq \text{Re} \alpha_1 \leq \text{Re} \alpha_2 \leq \ldots; \quad \lim_{k \to \infty} \text{Re} \alpha_k = \infty, \\
  \text{Re} \beta_0 &\leq \text{Re} \beta_1 \leq \text{Re} \beta_2 \leq \ldots; \quad \lim_{k \to \infty} \text{Re} \beta_k = \infty.
\end{align*}
\]

Let \( h = (b-a)/n \) for \( n \in \mathbb{Z}^+ \). Then, as \( n \to \infty \) (or \( h \to 0 \)),

\[
\begin{align*}
  h \sum_{j=1}^{n-1} f(a + jh) &\sim \int_a^b f(x) \, dx + K(\gamma - \log h) + \sum_{k=0}^{\infty} c_k \zeta(-\alpha_k) h^{\alpha_k+1} \\
  &\quad + L(\gamma - \log h) + \sum_{k=0}^{\infty} d_k \zeta(-\beta_k) h^{\beta_k+1},
\end{align*}
\]

where \( \gamma \) is Euler-Mascheroni constant, \( \zeta(s) \) is the Riemann zeta function, and the integral exists in the Hadamard finite-part sense.

**Remark 1.** Notice that when \( f(x) \) is a regular function, then \( K = L = 0 \), \( \alpha_k = \beta_k = k \), \( c_k = \frac{f^{(k)}(a)}{k!} \), and \( d_k = \frac{(-1)^k f^{(k)}(b)}{k!} \), so Theorem 1 reduces to the classical Euler-Maclaurin formula

\[
\begin{align*}
  h \sum_{j=1}^{n-1} f(a + jh) &\sim \int_a^b f(x) \, dx - \frac{h}{2} \bigl[ f(a) + f(b) \bigr] + \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} \bigl[ f^{(2k-1)}(b) - f^{(2k-1)}(a) \bigr] h^{2k},
\end{align*}
\]

where \( B_k \) are the Bernoulli numbers. Here we have used the fact that \( \zeta(-k) = (-1)^k \frac{B_{k+1}}{k+1} \) for \( k \geq 0 \), under the convention \( B_1 = -1/2 \).

**Remark 2.** [23] proposed a more general E-M formula that unifies the treatment of algebraic and logarithmic singularities. We focus on algebraic singularities in this paper for conciseness; for the treatment of logarithmically singular kernels, see [29].

Next, we consider a function \( f \) that is periodic on the interval \([-a, a)\), and infinitely differentiable everywhere except at 0. We further assume that

\[
f(x) \sim \frac{\varphi(x)}{x^2} \quad \text{as } x \to 0,
\]

(6)
where $\varphi(x)$ is analytic near 0. Denote the finite-part integral
\[ I[f] := \int_{-a}^{a} f(x) \, dx \] (7)

Let $h = a/n$ and denote the punctured periodic trapezoidal rule
\[ T_n[f] := h \sum_{i=-n}^{n-1} f(ih). \] (8)

**Corollary 2** (Sidi 2013). Suppose $f(x)$ is a periodic hypersingular function as defined above, then
\[ I[f] = T_n[f] - \frac{\pi^2}{3h} \varphi(0) + \frac{\varphi''(0)h}{2} + O(h^\mu) \] (9)
for any $\mu > 0$.

**Proof.** By applying Theorem 1 to $f(x)$ separately on $(-a,0)$ and $(0,a)$, then combining them, we obtain
\[
T_n[f] \sim I[f] + (\varphi'(0) - \varphi'(0)) \cdot (\gamma - \log h) \\
+ \sum_{k=0}^{\infty} \left( \frac{\varphi^{(k)}(0)}{k!} + (-1)^k \frac{\varphi^{(k)}(0)}{k!} \right) \zeta(2-k)h^{k-1} \\
- \frac{h}{2} [f(-a) + f(a)] + \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} [f^{(2k-1)}(a) - f^{(2k-1)}(-a)]h^{2k} \] (10)
where all the boundary terms involving $f^{(k)}(\pm a)$ vanish because of periodicity, then the desired trapezoidal rule (9) is obtained by substituting $\zeta(2) = \pi^2/6$, $\zeta(0) = -1/2$ and $\zeta(-2k) = 0$ for all $k > 0$. Clearly this approximation converges faster than any algebraic order of $h$. \qed

**Remark 3.** In general, when $f(x)$ is not periodic, one can keep the boundary terms in (10) to obtain a high-order correction.

When the formula for the second derivative $\varphi''(0)$ in (9) is not available, which is generally the case in practice, we use a high-order central difference approximation
\[ \varphi''(0) = \frac{1}{h^2} \sum_{j=-M}^{M} c_j \varphi(jh) + O(h^{2M}), \]
where the coefficients $c_j, j = -M, \ldots, M$, can be calculated by solving the system
\[ c_m \equiv c_{-m} \quad \text{and} \quad \sum_{j=-M}^{M} c_j j^{2m} = 2\delta_{1m}, \quad \text{for } m = 0, \ldots, M. \] (11)

This yields the following high-order quadrature
\[ I[f] = T_n[f] - \frac{\pi^2}{3h} \varphi(0) + \frac{1}{2h} \sum_{j=-M}^{M} c_j \varphi(jh) + O(h^{2M+1}). \] (12)
Alternatively, one can eliminate the $\varphi''(0)$ term in (9) via Richardson extrapolation [24], resulting in a quadrature on an alternating grid
\[
I[f] = \tilde{T}_n[f] - \frac{\pi^2}{2h} \varphi(0) + O(h^\mu), \quad \forall \mu > 0. \tag{13}
\]
where
\[
\tilde{T}_n[f] = 2h \sum_{i=-n}^{n-1} f(ih).
\]
We next present results of applying the quadrature (12) to integral operators of Laplace (Section 2.1), Helmholtz (Section 2.2) and Stokes (Appendix A).

2.1. Zeta quadrature for the Laplace hypersingular operator

Consider the Laplace hypersingular potential on a smooth simple closed curve $\Gamma \subset \mathbb{R}^2$
\[
\mathcal{H}[\sigma](\mathbf{x}) := \int_{\Gamma} K(\mathbf{x}, \mathbf{y}) \sigma(\mathbf{y}) \, ds_y \equiv \frac{1}{2\pi} \int_{\Gamma} \left( \frac{\mathbf{n}_x \cdot \mathbf{n}_y}{r^2} - 2\mu_x \mu_y \right) \sigma(\mathbf{y}) \, ds_y, \quad \mathbf{x} \in \Gamma \tag{14}
\]
where $r := |\mathbf{x} - \mathbf{y}|$, $\mathbf{n}_x$ denotes the unit outward normal at $\mathbf{x}$; the terms $\mu_x := (\mathbf{x} - \mathbf{y}) \cdot \mathbf{n}_x / r^2$ and $\mu_y := (\mathbf{x} - \mathbf{y}) \cdot \mathbf{n}_y / r^2$ are smooth as $\mathbf{y} \to \mathbf{x}$. Without loss of generality, assume that $\Gamma$ is parameterized by a smooth periodic function $\rho : [-a, a) \mapsto \Gamma$ such that $\mathbf{x} = \rho(0)$, then the hypersingular component of (14) is given by
\[
\int_{\Gamma} \frac{\mathbf{n}_x \cdot \mathbf{n}_y}{2\pi r^2} \sigma(\mathbf{y}) \, ds_y = \int_{-a}^{a} \left( \text{sgn}(0) \cdot \mathbf{n}(0) \cdot \mathbf{n}(x) \right) \frac{|\rho'(x)|}{2\pi r(x)^2} \sigma(x) \, dx, \tag{15}
\]
where, using the parameterization $\mathbf{y} = \rho(x)$, it is understood that $\sigma(x) \equiv \sigma(\rho(x)) = \sigma(y)$ and similarly for other terms. Let $\rho'_0 := \rho'(0)$ and define a “local bending” term
\[
B(x) := \frac{r(x)^2 - |\rho'_0 x|^2}{|\rho'_0 x|^2}, \tag{16}
\]
which can be understood as the relative deviation of the extrinsic measure $r(x)^2 \equiv |\rho(x) - \rho(0)|^2$ from the intrinsic measure $|\rho'_0 x|^2$ near 0. Note that $B(x)$ is smooth and $B(x) = O(x)$ as $x \to 0$, so
\[
\frac{1}{r(x)^2} = \frac{1}{|\rho'_0 x|^2 (1 + B(x))} = \frac{1}{|\rho'_0 x|^2} \sum_{k=0}^{\infty} (-1)^k B(x)^k = \frac{1 - B(x) + B(x)^2}{|\rho'_0 x|^2} + O(x). \tag{17}
\]
Then the integrand of (15) becomes
\[
\frac{\left( \text{sgn}(0) \cdot \mathbf{n}(0) \cdot \mathbf{n}(x) \right) |\rho'(x)|}{2\pi r(x)^2} \sim \frac{g(x)}{x^2} + O(x), \quad x \to 0
\]
where
\[
g(x) := \frac{\left( \text{sgn}(0) \cdot \mathbf{n}(0) \cdot \mathbf{n}(x) \right) |\rho'(x)|}{2\pi |\rho'_0|^2} (1 - B(x) + B(x)^2). \tag{18}
\]
Applying the quadrature (12) to (15) with \( h = 2a/N \) and \( \varphi(x) = g(x)\sigma(x) \) yields

\[
\mathcal{H}[\sigma](x) = \sum_{j=-N/2}^{N/2} K(\rho(0), \rho(jh))\sigma(jh)w_j + \left(\frac{\lambda_0^2 w_0}{4\pi} - \frac{\pi}{6w_0}\right)\sigma(0)
\]

\[
+ \frac{1}{2h} \sum_{j=-M}^{M} c_j g(jh)\sigma(jh) + O(h^{2M+1})
\]

where \( w_j := |\rho'(jh)|h \) and where \( \lambda_0 \) is the curvature of \( \Gamma \) at \( \rho(0) \) such that the \( \lambda_0^2 \) term is the diagonal limit of the \( \mu_x\mu_y \) component of \( K(x, y) \).

On the other hand, applying the quadrature (13) yields

\[
\mathcal{H}[\sigma](x) = \sum_{j=-N/2}^{N/2} K(\rho(0), \rho(jh))\sigma(jh)w_j - \frac{\pi\sigma(0)}{4w_0} + O(h^p), \quad \forall p > 0
\]

To compare the convergence of the above two formulae, we solve the Dirichlet problems for the Laplace equation

\[
\begin{cases}
\Delta u = 0 \text{ in } \Omega, & u = \sigma \text{ on } \Gamma \quad \text{(interior)} \\
\Delta u = 0 \text{ in } \Omega^c, & u = \sigma \text{ on } \Gamma, \quad u \to \frac{\Sigma}{2\pi} \log |x| + \omega \text{ as } |x| \to \infty \quad \text{(exterior)}
\end{cases}
\]

where \( \Sigma \) and \( \omega \) are known constants. Using with the ansatz

\[
u(x) = \begin{cases}
S[\tau](x) - D[\sigma](x) & x \in \Omega \quad \text{(interior)} \\
D[\sigma](x) - S[\tau](x) + \omega & x \in \Omega^c \quad \text{(exterior)}
\end{cases}
\]

the unknown Neumann data \( \tau = \frac{\partial u}{\partial n} \) on \( \Gamma \) is the solution of the BIE\[14\]

\[
\begin{cases}
(-\frac{1}{2} + D^*)\tau = \mathcal{H}\sigma & \text{(interior)} \\
(\frac{1}{2} + D^*)\tau + \int_{\Gamma} \tau \, ds = \mathcal{H}\sigma + \Sigma & \text{(exterior)}
\end{cases}
\]

Figure 1 shows the convergence results solving the BIEs, where \( \mathcal{H}\sigma \) is discretized using a 32nd-order central-difference quadrature (19) as well as the alternating-grid spectral quadrature (20). Even though the alternating-grid quadrature is spectrally convergent, it uses only half of the available information for each target point and has bigger absolute errors than the central-difference zeta quadrature.

2.2. Zeta quadrature for the Helmholtz hypersingular operator

Let \( \kappa \) be the wave number, the Helmholtz hypersingular integral operator is

\[
\mathcal{H}_\kappa[\sigma](x) := \int_\Gamma K_\kappa(x, y)\sigma(y) \, ds_y
\]

\[
\equiv \int_\Gamma \left[ \frac{i\kappa^2}{4} \left( H_0(\kappa r)\mu_x\mu_y + \frac{H_1(\kappa r)}{\kappa r}(n_x \cdot n_y - 2\mu_x\mu_y) \right) \right] \sigma(y) \, ds_y
\]
Figure 1.: Use the zeta quadrature rules to solve all four Laplace BVPs (Dirichlet/Neumann, interior/exterior) via the Green’s representation integral equation formulation (22). Exact solutions are generated by point sources whose locations are shown by the blue asterisks, the $\infty$-norm errors of the solutions are measured at test points shown by the block dots. For the Dirichlet problems, results using a 32nd-order quadrature (19) and using the spectral zeta quadrature (20) are compared. It is observed that the algebraically high-order zeta quadrature uses a smaller number of degrees of freedom than the spectral quadrature to reach any given practical accuracy.

then with a similar derivation as for the Laplace hypersingular kernel, we have

$$\mathcal{H}_\kappa[\sigma](\mathbf{x}) = \sum_{j=-N/2}^{N/2} K_\kappa(\mathbf{p}(0), \mathbf{p}(jh))\sigma(jh)w_j + C_0 - \frac{\pi}{6w_0}\sigma(0)$$

$$+ \sum_{j=-M}^{M} \left( \tilde{K}_\kappa(\mathbf{p}(0), \mathbf{p}(jh))\tilde{w}_j + \frac{1}{2h}c_jg(jh) \right)\sigma(jh) + O(h^{2M+1})$$

(24)

where

$$C_0 = \left( \frac{\lambda_0^2}{4\pi} + i\kappa^2 - \frac{\kappa^2}{4\pi}\log\frac{w_0\kappa}{2} + \frac{(1-2\gamma)\kappa^2}{8\pi} \right)w_0$$

$$\tilde{K}_\kappa(x, y) = \frac{\kappa^2}{2\pi} \left( J_0(\kappa r)\mu_x\mu_y + J_1(\kappa r)\frac{\kappa}{kr}(n_x \cdot n_y - 2\mu_x\mu_y) \right)$$

and where $\tilde{w}_j$ are the zeta quadrature weights associated with the log $\frac{1}{r}$ kernel[29], where the $w_0 \log w_0$ term is included in $C_0$; the rest of the terms in (24) are the same as those in (19).

We solve the Helmholtz equation $\Delta u + \kappa^2 u = 0$ in $\Omega^c$ with the Dirichlet condition $u = f$ or Neumann condition $u = g$ on $\Gamma$,

$$\begin{cases}
\left( \frac{1}{2} + D_\kappa - i|\kappa|\mathcal{S}_\kappa \right)\tau = f & \text{(Dirichlet)} \\
\left( -\frac{1}{2} + D_\kappa^* + i|\kappa|\mathcal{H}_\kappa \right)\sigma = g & \text{(Neumann)}
\end{cases}$$

(25)

where the Neumann problem involves the hypersingular operator. Convergence results are shown in Fig. 2.

3. Zeta quadrature for surface integrals in $\mathbb{R}^3$, a unified approach

In this section, we describe a trapezoidal quadrature method that systematically treat integral operators on doubly-periodic surfaces, which is a generalization of the one-dimensional quadrature in Section 2.
We first set up the notations for this section. Let \( u := (u, v) \in \mathbb{R}^2 \) and \( i := (i, j) \in \mathbb{Z}^2 \). Denote the 1-norms \( |i| := \max\{|i|, |j|\} \) and \( |u| := \max\{|u|, |v|\} \). We will use \( O(u^p) \) to denote terms of degree \( p \) or higher in \( u \), and \( \Theta(u^p) \) to denote terms of degree exactly \( p \).

Let \( R = (a, b) \times (c, d) \) be a rectangular domain with \( a < 0 < b \) and \( c < 0 < d \). Let \( \Gamma \subset \mathbb{R}^3 \) be a smooth surface parameterized by \( \rho(u), u \in R \). Denote the Jacobian \( J(u) := |\rho_u(u) \times \rho_v(u)| \).

For simplicity and without loss of generality, we assume that the singularities of the integrals in this section are located at \( x = \rho(0) \). Define the first fundamental form at \( x \) as
\[
Q(u) = Eu^2 + 2Fuv + Gv^2,
\]
where \( E = \rho_u(0) \cdot \rho_u(0), F = \rho_u(0) \cdot \rho_v(0), G = \rho_v(0) \cdot \rho_v(0) \).

In addition, we will need two important concepts associated with the quadratic form \( Q(u) \). Define the Epstein zeta function \( Z(s; Q) \) as
\[
Z(s; Q) \equiv Z(s; E, F, G) := \sum_{i \in \mathbb{Z}^2 \setminus \{0\}} \frac{1}{(Ei^2 + 2Fi + Gj^2)^{s/2}}, \quad \text{Re} \ s > 2
\]
which can then be extended to all \( s \in \mathbb{C} \setminus \{2\} \) by analytical continuation. The Epstein zeta functions are generalizations of the Riemann zeta function to higher dimensions[9, 10], such that the 1D analog of \( Z(s; Q) \) would be \( 2\zeta(s) \).

Finally, define the Wigner limits associated with \( Q(u)^{-s/2} \) to be
\[
\mathcal{W}^s[f] := \lim_{h \to 0} \lim_{N \to \infty} \left\{ \sum_{0 < |i| \leq N} \frac{f(i)}{Q(i)^{s/2}} \eta(\theta h) - \int_{|u| \leq N + \frac{1}{2}} \frac{f(u)}{Q(u)^{s/2}} \eta(u) \, du \right\}.
\]
where \( \eta(u) \) is a \( C^\infty \) smooth function with compact support, which also satisfies \( \eta(0) = 1 \) and \( \eta(u) \equiv \eta(-u) \).

Figure 2.: Convergence results of solving Helmholtz exterior Dirichlet and Neumann BVPs using 32nd-order zeta quadratures. (a) Real part of sound-hard scattering of a planewave on a smooth obstacle. The asterisks "∗" denote test locations where the error of the solution is measured. (b) Convergence of max error at the test locations for the planewave sound-soft (Dirichlet) and sound-hard (Neumann) scattering. Note that the Neumann problem involves the hypersingular operator, resulting in absolute errors that are bigger than the Dirichlet problem.
Remark 4. The Wigner limits were introduced by Eugene Wigner [27] to calculate the electron sum of a body-centered cubic crystal system with a compensating positive charges in the background. The original definition can be written as

$$\lim_{N \to \infty} \left\{ \sum_{0 < |u| \leq N} \frac{1}{Q(|u|)^{\frac{3}{2}}} - \int_{|u| \leq N + \frac{1}{2}} \frac{1}{Q(u)^{\frac{3}{2}}} \mathrm{d}u \right\}$$  \(29\)

for \(0 < \Re s < 2\) in \(2D\) (see [4] for more details). In [28], we have generalized this definition to \(28\) for all \(\Re s \leq 0\). We named \(28\) the “converged Wigner-type limits” to distinguish them from the original definition \(29\). However, in this paper, we will simply call \(28\) the Wigner limits for simplicity, which should not cause any confusions; further more, we will show that this definition holds for all \(s \neq 2\) in the finite-part sense.

3.1. Generalized Euler-Maclaurin formula for double integrals

Common boundary integral operators for elliptic PDEs involve integrals of the form

$$\int_{R} \frac{\varphi(x, y)}{r^p} \mathrm{d}u,$$  \(30\)

where \(r := |x - y| \equiv |\rho(0) - \rho(u)|\), and where \(\varphi\) is smooth on \(\Gamma \times \Gamma\) such that

$$\varphi(x, y) \equiv \varphi(\rho(0), \rho(u)) \sim O(u^{2q})$$  \(31\)

for some integer \(q \geq 0\). Similar to \(16\), one can define a “local bending” term

$$B(u) := \frac{r(u)^2 - Q(u)}{Q(u)}$$  \(32\)

which satisfies \(B(u) \to 0\) as \(u \to 0\). (However, unlike \(16\), \(B(u)\) is not smooth at \(0\).) Then expanding \(r^{-p}\) with respect to \(B(u)\) in \(30\) gives

$$\frac{\varphi(x, y)}{r^p} = \varphi(x, y) \sum_{m=0}^{\infty} \left(-\frac{x}{2}\right)^m \frac{(r^2 - Q)^m}{Q^{m+p/2}} = \sum_{m=0}^{\infty} \frac{O(u^{2q+3m})}{Q^{m+p/2}}.$$  \(33\)

where the last equality uses the condition \(31\) and the fact that \(r^2 - Q = O(u^3)\).

In order to integrate \(33\) to high-order, we need the following generalized Euler-Maclaurin formula, which is a 2D generalization of \(4\).

Theorem 3. Let \(f \in C^\infty(R \setminus \{0\})\), where \(R = (a, b) \times (c, d)\) is a rectangular domain with \(a < 0 < b\) and \(c < 0 < d\). Assume that \(f(x)\) is doubly-periodic or compactly supported in \(R\) (i.e. \(f(u, c) \equiv f(u, d)\) and \(f(a, v) \equiv f(b, v)\) for all \(a \leq u \leq b\) and \(c \leq v \leq d\)) and that \(f(u)\) is smooth except at \(0\), where \(f(u)\) has an asymptotic expansion

$$f(u) \sim \sum_{k=1}^{\infty} \sum_{l=0}^{n_k} \alpha_{n_k, l}^k \frac{u^{n_k - l} v^l}{Q(u)^{s_k/2}}, \text{ as } u \to 0$$  \(34\)

where \(0 \leq n_k \in \mathbb{Z}, \alpha_{n_k, l}^k\) are coefficients for the expansion, and where \(s_k \in \mathbb{C}\) satisfies

\[s_k \neq 2; \quad \Re s_0 \leq \Re s_1 \leq \Re s_2 \leq \ldots; \lim_{k \to \infty} \Re s_k = \infty.\]  \(35\)
Assume further that \( h = (b-a)/M = (d-c)/N \) for some \( M, N \in \mathbb{Z}^+ \), let \( u_i = a + i h, 0 \leq i \leq M \), and \( v_j = c + j h, 0 \leq j \leq N \), such that \( u_{i_0} = v_{j_0} = 0 \) for some \( 0 < i_0 < M, 0 < j_0 < N \). Then as \( h \to 0 \) (thus \( M, N \to \infty \)),

\[
\sum_{0 < j < M, 0 < k < N \atop (i,j) \neq (i_0,j_0)} f(u_i, v_j) h^2 \sim \int_R f(u) \, du + \sum_{k=1}^{\infty} \sum_{n_k = \text{even}}^{n_k} \alpha_{s_k, i} \mathcal{W}^{s_k}_{\Gamma} u^{s_k - l} v^l h^{n_k - s_k + 2} \tag{36}
\]

Proof. The proof of (36) is a simple superposition of (28) with \( s = s_k \) and \( f \) replaced by the monomials \( u^{s_k - l} v^l, k = 1, 2, \ldots \). When \( n_k \) is odd, the Wigner limits are zero because the integrand and summand are odd functions, therefore only even \( n_k \)'s are present in (36). The periodicity of \( f(u) \) ensures the vanishing of trapezoidal rule errors on the edges of \( R \).

The generalized Euler-Maclaurin formula (36) provides an error expansion for the double-trapezoidal rule approximation of integrals with \( Q(u)^{-\frac{3}{2}} \) type singularities \( (s \neq 2) \). Wigner limits of the form \( \mathcal{W}^s[u^{2n-1} v^l] \) are involved in (36), which when evaluated using the definition (28) lead to numerical subtraction errors as \( h \to 0 \). Fortunately, the next theorem allows us to evaluate the Wigner limits as the values or parametric derivatives of the Epstein zeta functions, which is both computationally cheaper and more accurate. For details on the algorithms evaluating the Epstein zeta functions, we refer to [28].

**Theorem 4.** Suppose \( f(u) = u^{2n-l} v^l, 0 \leq l \leq 2n, \) is a monomial of degree \( 2n \) for some integer \( n \geq 0 \), then the Wigner limit \( \mathcal{W}^s[f] \) has an analytic expression given by the associated Epstein zeta function and its parametric derivatives, as follows

\[
\mathcal{W}^s[u^{2n-l} v^l] = \begin{cases} 
\frac{\Gamma(-s/2+1)}{\Gamma(-s/2+1)} \left( \frac{\partial}{\partial E} \right)^{-l} \left( \frac{1}{2} \frac{\partial}{\partial F} \right)^l Z(s-2n; Q), & l \leq n; \\
\frac{\Gamma(-s/2+1)}{\Gamma(-s/2+1)} \left( \frac{1}{2} \frac{\partial}{\partial F} \right)^{2n-l} \left( \frac{\partial}{\partial G} \right)^{-l-n} Z(s-2n; Q), & l \geq n.
\end{cases}
\tag{37}
\]

On the other hand, when \( f(u) \) is a monomial of odd degrees, then \( \mathcal{W}^s[f] \equiv 0 \).

Proof. When \( f(u) \) is a monomial of odd degrees, both the summand and the integrand in (28) are anti-symmetric, therefore \( \mathcal{W}^s[f] \equiv 0 \).

When \( f(u) = u^{2d-l} v^l \) is a monomial of an even degree, the proof follows exactly as in [28, Theorem 4] for \( \text{Re} \, s < 2 \). For \( \text{Re} \, s > 2 \), note that

\[
\int_{|u| < \infty} \frac{1}{Q(u)^{s/2}} \, du = |Q|^{-1/2} \int_{|u| < \infty} \frac{1}{(u^2 + v^2)^{s/2}} \, du = |Q|^{-1/2} 2\pi \int_0^\infty \frac{1}{r^{s-1}} \, dr = 0
\tag{38}
\]

in the finite-part sense, where \( |Q| := EG - F^2 \) is the determinant of \( Q(u) \), therefore the Wigner limit (28) reduces to

\[
\mathcal{W}^s[1] = \sum_i \left\frac{1}{Q(i)^2} \right\ = Z(s; Q), \quad \text{Re} \, s > 2.
\tag{39}
\]

Therefore \( \mathcal{W}^s[1] \equiv Z(s; Q) \) holds for all \( s \neq 2 \) under analytic continuation. In particular, applying appropriate parametric derivatives to \( \mathcal{W}^{s-2n}[1] \) requires evaluating the \( n \)-th derivatives of the Epstein zeta functions with respect to the parameters \( E, F, \) and \( G \). We include the procedure for computing the Epstein zeta derivatives in Appendix B.

Theorems 3 and 4 together provide a practical way to correct the Trapezoidal quadrature errors associated with integrands of the form (33).
Example 1  The Laplace single-layer potential on a rectangular parametric domain has the form:

\[
\int_{\Gamma} \frac{\sigma(y)}{4\pi r} \, ds_y = \int_{R} \frac{\varphi(u)}{r(u)} \, du, \quad \frac{\varphi(u)}{r(u)} \sim \frac{O(1)}{\sqrt{Q}} + \frac{O(u^3)}{\sqrt{Q^3}} + \frac{O(u^6)}{\sqrt{Q^5}} + \ldots
\]  

(40)

where the smooth function \( \varphi(u) := J(u) \sigma(u) / (4\pi) \). An \( O(h^P) \) quadrature using (36) requires correcting the errors due to \( \Theta(u^m) \) for all \( p \) even and \( 3n \leq m < 2n + P - 1, \, n = 0, 1, \ldots \).

For an \( O(h^3) \) quadrature (\( P = 3 \)), such \( m \) exists only when \( n = 0 \), where \( m = 0 \), so the corresponding term is \( \varphi(0) \). Then truncating (36) gives

\[
\int_{R} \frac{\varphi(u)}{r(u)} \, du = \sum_{0 < j < M, 0 < k < N} \frac{\varphi(u_j, v_k)}{r(u_j, v_k)} h^2 - \varphi(0) Z(1; Q) h + O(h^3).
\]

(41)

On the other hand, an \( O(h^5) \) quadrature requires correcting components with \( m \) even and \( 3n \leq m < 2n + 4, \, n = 0, 1, 2 \), resulting in the quadrature

\[
\int_{R} \frac{\varphi(u)}{r(u)} \, du = \sum_{0 < j < M, 0 < k < N} \frac{\varphi(u_j, v_k)}{r(u_j, v_k)} h^2 - \varphi(0) Z(1; Q) h
\]

\[
- h^3 \left( \sum_{l=0}^{2} \alpha_{2,l} W^1 \left[ u^{2-l} v^l \right] + \sum_{l=0}^{4} \alpha_{4,l} W^3 \left[ u^{4-l} v^l \right] + \sum_{l=0}^{6} \alpha_{6,l} W^5 \left[ u^{6-l} v^l \right] \right) + O(h^5).
\]

(42)

where the coefficients \( \alpha_{p,l} \) in the \( O(h^3) \) term involve \( \varphi \) and its derivatives at \( \rho(0) \), which requires higher derivatives of the geometry; these expressions are a little involved but only need to be calculated once, they are given in [28, section 5].

The fact that higher derivatives of the geometry are required to compute the coefficients \( \alpha_{p,l} \) makes it highly inconvenient to derive high-order quadrature schemes, which becomes even more tedious for different kernels other than the Laplace SLP; moreover, boundary data in practice are often given numerically, so the analytic expressions for the higher derivatives are unavailable anyway. Fortunately, all these difficulties can be avoided. Next, we develop a moment-fitting approach that allows easy construction of high-order quadrature rules for all kinds of elliptic kernels.

3.2. Moment fitting on local stencils

Suppose one wants an \( O(h^P) \) trapezoidal rule for the integrating (33), it suffices to consider one term

\[
\frac{\varphi \cdot (r^2 - Q)^m}{Q^{(2m+p)/2}} = \frac{O(u^{2q+3m})}{Q^{(2m+p)/2}}.
\]

(43)

By (36), a \( \Theta(u^{2k})/Q^{(2m+p)/2} \) term in (43) contributes errors of the form

\[
\sum_{l=0}^{2k} \alpha_{k,l} W^{2m+p} \left[ u^{2k-l} v^l \right] h^{2k-(2m+p)+2}
\]

(44)

where the coefficients \( \alpha_{k,l} \)’s depend on \( \varphi \cdot (r^2 - Q)^m \) and its derivatives at \( u = 0 \); we call the errors \( (44) \) the 2k-moments. So to achieve \( O(h^P) \) accuracy one must correct all the 2k-moments in (43) where \( 2q + 3m \leq 2k < P + p + 2m - 2 \), or

\[
K_1 \leq k \leq K_2, \quad \text{where} \begin{cases} 
K_1 &\equiv K_1(m, q) := q + \left\lfloor \frac{3m}{2} \right\rfloor \\
K_2 &\equiv K_2(m, P, p) := \left\lfloor \frac{P + p}{2} \right\rfloor + m - 2.
\end{cases}
\]

(45)
In addition, $k$ exists in (45) only when $K_1 \leq K_2$, or $q + \lceil \frac{3m}{2} \rceil \leq \lceil \frac{P+p}{2} \rceil + m - 2$, which implies that $m$ has an upper bound

$$0 \leq m \leq M, \quad \text{where } M := 2 \lceil \frac{P+p}{2} \rceil - 2q - 4. \quad (46)$$

Therefore, one only has to correct finitely many $2k$-moments to get a $O(h^P)$ trapezoidal rule for integrating (33). We next describe the moment-fitting procedure to fit all these error moments on a local stencil around the singular point.

**Figure 3:** Example correction stencils. Let “layer $k$” be the set of all the points in $\mathbb{Z}^2$ whose 1-norm equals $k$, $k \geq 0$. Then a stencil $U(K_1, K_2)$ includes layer $k$ for $K_1 \leq k \leq K_2 + 1$ and excludes the four points on the axes in layer $(K_2 + 1)$. In the figure, the solid and dashed lines show the layers in $U(K_1, K_2)$.

**Moment-fitting procedure**  For a fixed $m$, the error moments (44) associated with the term (43) can be approximated to $O(h^P)$ accurate using the following steps.

1. For $K_1, K_2$ specified in (45), define the stencil $U(K_1, K_2)$ as

$$U(K_1, K_2) := \{ (\mu, \nu) \in \mathbb{Z} : K_1 \leq |\mu| + |\nu| \leq K_2 + 1, \max(|\mu|, |\nu|) \leq K_2 \} \quad (47)$$

See Figure 3 for example stencils.

2. Define moment-fitting weights $\tau_{\mu, \nu}, (\mu, \nu) \in U(K_1, K_2)$. We solve for $\tau_{\mu, \nu}$ by imposing two sets of conditions. Firstly, the moment-fitting conditions for $2k$-moments (44) are

$$\sum_{(\mu, \nu) \in U(K_1, K_2)} (\mu h)^{2k-l_k} (\nu h)^{l_k} \tau_{\mu, \nu} h^{2-s} = -W_s \left[ u^{2k-l_k} v^{l_k} \right] h^{2k-s+2} \quad (48)$$

for $l_k = 0, 1, \ldots, 2k$ and for $K_1 \leq k \leq K_2$ as in (45), and where $s := 2m + p$. Note that (48) is independent of $h$ after cancelation. Secondly, we impose the following symmetry conditions

$$\tau_{\mu, \nu} = \tau_{-\mu, -\nu} \quad \text{for all } (\mu, \nu) \in U(K_1, K_2),$$

$$\tau_{\mu, \nu} = -\tau_{-\mu, \nu} \quad \text{if } |\mu| + |\nu| = K_2 + 1,$$

$$\tau_{\mu, \nu} = \tau_{-\mu, \nu} \quad \text{if } |\mu| + |\nu| = K_1. \quad (49)$$

It is not hard to see that both the number of points in $U(K_1, K_2)$ and the total number of equations in (48–49) are $2(K_1 + K_2)(K_2 - K_1 + 1) + 4K_2 + \delta_{0,K_1}$, thus the weights $\tau_{\mu, \nu}$ are well-defined.
Consequently, when integrating (33) using the trapezoidal rule, the error contribution from one term (43) is given by the approximation

\[
\sum_{(\mu, \nu) \in U(K_1, K_2)} \varphi(\mu h, \nu h) \left( r(\mu h, \nu h)^2 - Q(\mu h, \nu h) \right) \tau_{\mu, \nu} h^{2-s} + O(h^P). \tag{50}
\]

Repeating the above procedure for \( m \) in the range (46), the errors in the trapezoidal rule approximation of (30) are corrected up to \( O(h^P) \). We are ready to state the unified trapezoidal quadrature.

### 3.3. Unified zeta quadrature for boundary integral operators

**Theorem 5** (Unified Zeta Quadrature). Suppose \( \varphi(u) \) is doubly-periodic on (or compactly supported in) \([-a, a]^2 \) and is infinitely differentiable, \( \varphi(u) = O(u^{2q}) \) for some integer \( q \geq 0 \), then

\[
\int_{|u| \leq a} \frac{\varphi(u)}{r(u)^p} \, du = \sum_{|i| \leq N} \varphi(ih) r(ih)^p h^2 + C_p^h[\varphi; P, q] + O(h^P) \tag{51}
\]

where \( h = a/N \) and the correction formula \( C_p^h[\varphi; P, q] \) is given by

\[
C_p^h[\varphi; P, q] = \sum_{m=0}^{M} \sum_{(\mu, \nu) \in U(K_1^m, K_2^m)} \left( -\frac{p}{m} \right) \varphi_m(\mu h, \nu h) \tau_{\mu, \nu}^m h^{2-p-2m}, \tag{52}
\]

where \( M = 2\left[\frac{P+1}{2}\right] - 2q - 4 \), where \( \varphi_m(u) := [r(u)^2 - Q(u)]^m \varphi(u) \), where the stencils \( U(K_1^m, K_2^m) \) are defined in (47) with \( K_1^m = q + \left[\frac{3m}{2}\right] \) and \( K_2^m = \left[\frac{P+1}{2}\right] + m - 2 \), and where the associated weights \( \tau_{\mu, \nu}^m \) are the solution of (48)–(49).

**Remark 5.** Compared to [28] which computes all the coefficients in the generalized Euler-Maclaurin formula (36), the quadrature (51) used a new moment-fitting approach to avoid computing any higher derivatives of the smooth components \( \varphi \cdot (r^2 - Q)^m \); only the first derivatives of the geometry are needed to construct \( Q(u) \) and the weights \( \tau_{\mu, \nu}^m \). This fact significantly simplifies the derivation of high-order quadrature rules and enables flexible application to different integral operators. Note that in the quadrature (51), \( \varphi \) is an arbitrary smooth function (which can also be vector-valued), thus all common boundary integral operators associated with elliptic PDEs can be handled by (51) as is.

**Example 1 (continued)** Consider again the \( O(h^5) \) trapezoidal rule (42) for the Laplace SLP. Using (51) with \( p = 1, q = 0, P = 5 \), and \( \varphi(u) = J(u) \sigma(u)/(4\pi) \), we obtain a new \( O(h^5) \) trapezoidal rule on the stencil \( U(0, 3) \) (37 points total).

\[
\int_{|u| \leq a} \frac{\varphi(u)}{r(u)} \, du = \sum_{|i| \leq N} \frac{\varphi(ih)}{r(ih)} h^2 + \frac{h}{2} \sum_{(\mu, \nu) \in U(0, 1)} \varphi(\mu h, \nu h) \tau_{\mu, \nu}^0
\]

\[
- \frac{1}{2h} \sum_{(\mu, \nu) \in U(2, 2)} \varphi(\mu h, \nu h) (r(\mu h, \nu h)^2 - Q(\mu h, \nu h)) \tau_{\mu, \nu}^1
\]

\[
+ \frac{3}{8h^3} \sum_{(\mu, \nu) \in U(3, 3)} \varphi(\mu h, \nu h) (r(\mu h, \nu h)^2 - Q(\mu h, \nu h))^2 \tau_{\mu, \nu}^2 + O(h^5). \tag{53}
\]
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In general, a $O(h^P)$ trapezoidal rule for the SLP is given by

$$\int_{|u| \leq a} \frac{\varphi(u)}{r(u)} \, du = \sum_{|i| \leq N} \frac{\varphi(ih)}{r(ih)} h^2 + C^h_1[\varphi; P, 0] + O(h^P) \quad (54)$$

where the local correction $C^h_1[\varphi; P, 0]$ from (52) is given by

$$C^h_1[\varphi; P, 0] = \sum_{m=0}^{2\left\lfloor \frac{P-3}{2} \right\rfloor} \sum_{U(\left\lfloor \frac{3m}{2} \right\rfloor, \left\lfloor \frac{P-3}{2} \right\rfloor + m)} \left( - \frac{\varphi_m(\nu h, \nu h)}{r(ih)^5} \right) h^{1-2m} \quad (55)$$

where $\tau_{\mu, \nu}^m$ are constructed on $U(\left\lfloor \frac{3m}{2} \right\rfloor, \left\lfloor \frac{P-3}{2} \right\rfloor + m)$ by solving (48)-(49). The total stencil $U(0, 3 \left\lfloor \frac{P-3}{2} \right\rfloor)$ are shown in the top row of Figure 4.

**Example 2 (hypersingular Laplace)** Consider the Laplace hypersingular boundary integral operator

$$\mathcal{H}[\sigma](x) = \frac{1}{4\pi} \int_{\Gamma} \left( \frac{n_0 \cdot n(u)}{r^3} - \frac{3\mu_0 \mu(u)}{r^5} \right) \sigma(y) \, ds_y \quad (56)$$

where, again, we have assumed $y = r(u)$ and $x = r(0)$, so $n(u) \equiv n_y, n_0 \equiv n_x$, and $\mu(u) := (x - y) \cdot n_y, \mu_0 := (x - y) \cdot n_x$. To derive the quadrature formula for (56), rewrite it as

$$\mathcal{H}[\sigma](x) = \int_{|u| \leq a} \left( \frac{\varphi(u)}{r(u)^3} + \frac{\psi(u)}{r(u)^5} \right) \, du \quad (57)$$

where $\varphi(u) = (n_0 \cdot n(u))J(u)\sigma(u)/(4\pi)$ and $\psi(u) = -3\mu_0 \mu(u)J(u)\sigma(u)/(4\pi)$ are smooth; note that $\varphi(u) = O(1)$ and $\psi(u) = O(u^4)$ (because $\mu_0$ and $\mu(u)$ are both $O(u^2)$). Then applying (51) to the two components in (57) with $p = 3, q = 0$ and $p = 5, q = 2$, respectively, gives a $O(h^P)$ trapezoidal rule for the hypersingular (56)

$$\int_{|u| \leq a} \left( \frac{\varphi(u)}{r(u)^3} + \frac{\psi(u)}{r(u)^5} \right) \, du = \sum_{|i| \leq N} \left( \frac{\varphi(ih)}{r(ih)^3} + \frac{\psi(ih)}{r(ih)^5} \right) h^2$$

$$+ C^h_3[\varphi; P, 0] + C^h_5[\psi; P, 2] + O(h^P) \quad (58)$$

where the correction terms are given by

$$C^h_3[\varphi; P, 0] = \sum_{m=0}^{2\left\lfloor \frac{P-1}{2} \right\rfloor} \sum_{U(\left\lfloor \frac{3m}{2} \right\rfloor, \left\lfloor \frac{P-1}{2} \right\rfloor + m)} \left( - \frac{3}{m} \right) \varphi_m(\nu h, \nu h) \tau_{\mu, \nu}^m h^{1-2m},$$

$$C^h_5[\psi; P, 2] = \sum_{m=0}^{2\left\lfloor \frac{P-3}{2} \right\rfloor} \sum_{U(\left\lfloor \frac{3m}{2} \right\rfloor, \left\lfloor \frac{P-3}{2} \right\rfloor + m)} \left( - \frac{5}{m} \right) \psi_m(\nu h, \nu h) \tau_{\mu, \nu}^m h^{3-2m},$$

(59)

where $\varphi_m(u) = [r(u)^2 - Q(u)]^m \varphi(u)$ and $\psi_m(u) = [r(u)^2 - Q(u)]^m \psi(u)$, and where $\tau_{\mu, \nu}^m$ are constructed on the corresponding stencils by solving (48)-(49).
Example 3 (Helmholtz SLP)  The Helmholtz SLP has the form

\[ S_\kappa[\sigma](x) = \int_\Gamma \frac{e^{i\kappa r}}{4\pi r} \sigma(y) \, dS_y \equiv \int_R \frac{\varphi^r(u)}{r(u)} \, du \equiv \int_R \frac{\varphi^r(u) + i \varphi^i(u)}{r(u)} \, du \]  

(60)

where the real and imaginary parts of \( \varphi(u) := e^{i\kappa r(u)} J(u) \sigma(u)/(4\pi) \) are

\[ \varphi^r(u) := \cos(\kappa r(u)) J(u) \sigma(u)/(4\pi), \quad \varphi^i(u) := \sin(\kappa r(u)) J(u) \sigma(u)/(4\pi). \]  

(61)

Notice that the imaginary part \( \varphi^i(u)/r(u) \) is smooth and with a diagonal limit

\[ \varphi^i_0 := \lim_{u \to 0} \frac{i \varphi^i(u)}{r(u)} = \lim_{u \to 0} \frac{i \sin(\kappa r(u))}{4\pi r(u)} J(u) \sigma(u) = \frac{i\kappa}{4\pi} J(0) \sigma(0) \]  

(62)

so one only needs to correct the quadrature error from the real part. Applying the ordinary trapezoidal rule to the imaginary part and the unified zeta quadrature to the real part, we obtain an \( O(h^P) \) trapezoidal rule for the Helmholtz SLP

\[ \int_{|u| \leq a} \frac{\varphi(u)}{r(u)} \, du = \sum_{|l| \leq N} \varphi^i(lh) h^2 + \varphi^i_0 h^2 + C^h_1[\varphi^r; P, 0] + O(h^P) \]  

(63)

where \( \varphi^i_0 \) is given by (62), and where

\[ C^h_1[\varphi^r; P, 0] = \sum_{m=0}^{2[\frac{P-3}{2}]} \sum_{U([\frac{m-3}{2}]+m)} \left( \frac{1}{m} \right) \tilde{\varphi}^r_m(\mu h, \nu h) \tau_{\mu,\nu} h^{1-2m}, \]  

(64)

which is almost exactly the same as (55) for the Laplace SLP, except that \( \tilde{\varphi}^r_m(u) := (r(u)^2 - Q(u))^m \varphi^r(u) \) with \( \varphi^r \) from (61).

Example 4  The derivations in Examples 1, 2 and 3 can be directly generalized to all common boundary integral operators associated with Laplace, Helmholtz, Stokes, and Maxwell equations. All of these operators consist of integrals of the form

\[ \int \frac{\varphi(u)}{r(u)^p} \, du, \]  

for which high-order trapezoidal rules can be constructed using the unified quadrature (51); in particular, the numerator \( \varphi(u) \) can be a tensor function (e.g., Stokes and Maxwell), then one only needs to apply Theorem 5 to each tensor component. We omit the repetitive derivations for these integral operators and will only present numerical results in the next section.

Figure 4 shows the local stencils for the \( O(h^3) \) to \( O(h^9) \) trapezoidal rule corrections for the Laplace SLP and DLP. The stencils for the Laplace hypersingular operator (56) are identical to those for the SLP in the top row of Figure 4, except that the orders of accuracy achieved are \( O(h^1) \) to \( O(h^7) \) instead. We mention that these stencils are bigger than those used in [28] because no information of the higher derivatives of the geometric parameterization is used.
Figure 4: $O(h^3)$ to $O(h^9)$ correction stencils for the Laplace SLP (top row) and DLP (bottom row), where a circle means that the correction weight is zero there. The normal derivative of the SLP uses the same stencils as the DLP (bottom row) and achieves the same orders of accuracy. The normal derivative of the DLP (i.e., the hypersingular (56)) uses the same stencils as the SLP (top row), but the achieved orders of accuracy are 2 orders less in each case (i.e., from $O(h^1)$ to $O(h^7)$).

3.4. Numerical results

We now show numerical results for the convergence of the unified zeta quadrature. All examples in this section are computed in MATLAB R2020a on a 10-core 3.7 GHz Intel Core i9 desktop.

Figure 5 shows the convergence of the unified zeta quadrature applied to the Laplace and Helmholtz layer potentials and their normal derivatives on a randomly generated quartic surface patch centered at $0$ and parameterized over $[-0.5, 0.5]^2$, which is discretized on a uniform $h$-mesh. The density function is also randomly generated using the formula

$$\sigma(u, v) = (a \cos(a + u) + b \sin(b + v))e^{-c(u^2 + v^2)^4} \quad (65)$$

where $a, b$ are standard Gaussian random numbers, and where $c = 2400$ such that $\sigma$ is compactly supported (up to double-precision) on the patch. Note that for both Laplace and Helmholtz, the normal derivative of the DLP (denoted DLPn) is hypersingular whereas the other three potentials are weakly singular, thus with the same amount of work the order of convergence for the hypersingular potential is 2 less than the other potentials. The bigger absolute errors for the hypersingular potential can be attributed to the fact that the hypersingular operator is essentially a differential operator, whose conditioning scales as $O(1/h)$.

We next solve the Dirichlet and Neumann boundary value problems (BVPs) associated with the Laplace and Helmholtz equations exterior to a wobbly toroidal surface. The Laplace BVPs are reformulated as second kind integral equations based on potential theory [17, §6.4] and the Helmholtz BVPs as combined-field integral equations [6, §2]. All boundary integral equations are discretized using the Nyström method with the unified zeta quadrature described in Section 3.3. The solution procedure is as follows: first the quadrature correction weights are pre-computed, then the integral equations are solved iteratively using GMRES with a tolerance $\epsilon_{\text{GMRES}}$; in each iteration, we first apply the punctured trapezoidal rule discretization of the Laplace/Helmholtz kernel using the FMM, then the pre-computed local correction weights are applied as a sparse...
Figure 5.: (a) Evaluation of Laplace and Helmholtz potentials on a quartic surface patch using the unified zeta quadrature; target point located at the center (marked “•”), color represents the random density function (65) with $a = 0.22, b = -0.018$. Convergence against the grid size $h$ are shown in (b) for Laplace and (c) for Helmholtz. Convergence of 3$\text{rd}$ (red), 7$\text{th}$ (blue) and 9$\text{th}$ (purple) orders are shown for the SLP (circles), DLP (triangles), and the normal derivative of SLP (asterisks, denoted SLP$n$). Convergence up to 7$\text{th}$ order are shown for the normal derivative of DLP (diamonds, denoted DLP$n$), which is hypersingular. See Figure 4 for the correction stencils used for these operators.

matrix-vector multiplication. The overall computational cost will be $O(N)$ when $N$ discretization points are used.

The top row of Figure 6 shows the convergence of the relative errors and the timings for the solution of the Laplace BVPs. Convergence of 3$\text{rd}$ to 7$\text{th}$ orders are observed with the corresponding orders of quadrature corrections. Although higher-order correction weights require longer pre-computation times, the times for GMRES iterations are independent of the orders of the quadrature because the times to apply the sparse correction weights are negligible compared to applying the FMM; the overall solution times are clearly $O(N)$. Similarly, the bottom row of Figure 6 shows the results of solving the Helmholtz BVPs with the same geometry setup and using the standard combined-field integral equation formulation [6], where the integral equation for the Neumann BVP is regularized based on the Caldroń projector theory [14]. Quadrature corrections of up to 9$\text{th}$ order are applied and the corresponding orders of convergence are observed.

To test the quadrature on hypersingular operator, we solve the Helmholtz BVPs again without regularization. Table 1 shows the numerical results of solving the Helmholtz BVPs on the same geometry as in Figure 6. The integral equation for the Neumann problem is hypersingular whose condition number grows as $O(1/h)$ [25, §5.2], so the number of GMRES iteration grows with $N$. It is possible to regularize the hypersingular BIE to improve its conditioning (see the numerical results in [28]), but the condition number for the regularized BIE still grows with the wavenumber $\kappa$. On the other hand, the hypersingular BIE is more convenient for building Fast Direct Solvers which can be used as preconditioners, so it becomes more advantageous for problems with larger $\kappa$.

4. Conclusion

We have developed a new trapezoidal quadrature method for singular and hypersingular integral operators on curved surfaces in 2D and 3D. The quadrature method is a generalization of [29] in
Figure 6.: Convergence and timings for solving the Laplace (top row) and Helmholtz (bottom row) boundary value problems exterior to a wobbly torus using $N$ unknowns. The exact solutions are generated by three sources inside the torus (marked “∗”) and the max relative error is calculated at 20 target points outside the torus (marked “•”). Convergence of 3rd (red), 5th (blue), 7th (purple) and 9th (green) orders are observed for both the Dirichlet (circles) and Neumann (triangles) problems, where the integral operators are discretized using the unified zeta quadrature of the corresponding order. The pre-computation times for the correction weights and for the iterative solves using GMRES and FMM are shown to scale linearly with $N$ in all cases.
Table 1.: Convergence of solving the boundary value problems associated with the Helmholtz equation exterior to a wobbly torus (see Figure 6) and with wavenumber $\kappa = 25 + 1i$ (12 wavelengths across the geometry). The standard combined-field integral equation formulation is used with no regularization, thus the BIE for the Neumann problem is hypersingular. The superscripts “diri” and “neu” indicates Dirichlet and Neumann problems, respectively. $T_{\text{wei}}$ is the time for pre-computing the quadrature correction weights $\tau_{\mu,\nu}$ for all the involved integral operators: the DLP, SLP and their normal derivatives. $N_{\text{iter}}$ is the number of GMRES iterations and $T_{\text{iter}}$ is the total time for GMRES to converge to a residual of $10^{-12}$; each iteration consists of applying the punctured trapezoidal rule via FMM and applying the correction weights. $E$ in the last two columns denotes the relative $\infty$-norm error.
2D and of [28] in 3D. In particular, the quadrature in 3D is based on a generalized Euler-Maclaurin formula (Theorem 3) that provides an error expansion for a class of singular integrals in $\mathbb{R}^2$; these errors are then fitted on a local stencil by a systematic moment-fitting approach. Compared to [28], this new quadrature significantly simplifies the derivation and construction of high-order accurate quadrature rules, and can be easily applied to all of the common integral operators for elliptic PDEs. In addition, the new quadrature also applies to hypersingular integral operators, which can be used to construct Fast Direct Solvers in a straightforward manner. On the other hand, a new algorithm is proposed (Appendix B) to compute the parametric derivatives of the Epstein zeta function to very high order, which is a core component for computing the high-order error expansions for our quadrature.

We have implemented up to $9^{th}$ order quadrature corrections for weakly singular operators and up to $7^{th}$ order for hypersingular operators in 3D. Our quadrature method is shown to be highly compatible with fast algorithms such as the FMM, achieving an $O(N)$ overall computational complexity when solving Laplace or Helmholtz BVPs on a curved surface.

Codes that accompany this paper are available on GitHub at the following repositories.

https://github.com/bobbielf2/ZetaTrap2D
https://github.com/bobbielf2/ZetaTrap3D_Unified

We propose two directions for future investigation. Firstly, the current quadrature method is restricted to surfaces that can be smoothly parameterized on a rectangle, such as a deformed torus. But one can potentially handle more general surfaces by combining our method with appropriate domain decomposition techniques, such as the partition-of-unity approach of [7]. Secondly, when the target point is off but close to the surface, the BIOs become nearly singular. It is possible to generalize our method to develop near-singular quadrature using a similar error correction approach, such as the recent development in [21] for line integrals. We will report on our investigation in these directions in the future.

A. Zeta quadratures for the Stokes potentials

The Stokes single- and double-layer velocity, pressure, and traction kernels have different types of singularity (see e.g. [30] for the definitions), which can be corrected using the zeta quadratures similar to the Laplace and Helmholtz layer potentials. Figure 7 shows the convergence of $16^{th}$-order zeta quadratures applied to all six 2D Stokes layer potentials evaluated at a target point located on the source curve. Details of derivations of formulae are omitted; codes for generating the figure is available on GitHub (link included in Section 4).

Figure 7.: Convergence of $16^{th}$-order zeta quadratures applied to the self-evaluations of the Stokes single- and double-layer velocity, pressure and traction on a smooth curve.
B. Computing the derivatives of the Epstein zeta functions

The computation of the Wigner limits requires higher derivatives of the Epstein zeta functions $Z(s;E,F,G)$ with respect to the parameters $E$, $F$, and $G$. In this section we present the computational procedure for evaluating the Epstein zeta functions and their parametric derivatives.

We use $\sum_{i,j}$ to denote the summation over the lattice $(i,j) \in \mathbb{Z}^2 - \{0\}$. For any positive definite quadratic form $Q(u,v) \equiv Q(u,v;E,F,G) = Eu^2 + 2Fuv + Gu^2$, assume that the determinant $D := EG - F^2 = 1$. Then the analytic continuation of Epstein zeta function $Z(s;Q) \equiv Z(s;E,F,G) = \sum_{i,j} Q(i,j)^{-\frac{s}{2}}$ from $s > 2$ to the whole complex plane (except a simple pole at $s = 2$) is given by the following integral representation \[5, \text{Eq.}(1.2.8),(1.2.11)\]:

$$
\pi^{-s_1} \Gamma(s_1) Z(s) = -\frac{1}{s_1} - \frac{1}{s_2} + \int_1^\infty dt \cdot t^{s_1-1} \sum_{i,j} t^{s/2-1} \sum_{i,j} e^{-\pi Q(i,j)t}
$$

where $s_1 := s/2$, $s_2 := 1 - s_1$, and $\overline{Q}(u,v) := Gu^2 - 2Fuv + Ev^2$. In the cases where the determinant $D \neq 1$, one can first rescale $E,F,G$ by a factor of $1/\sqrt{D}$ when evaluating $Z(s)$ using the above formula, and then scale the final result by $D^{-s/4}$, therefore for a general quadratic form $Q(u,v)$ with a determinant $D$, the evaluation of $Z(s;Q)$ is given by

$$
Z(s;E,F,G) = \frac{1}{D^{s/4}} Z(s;\frac{E}{\sqrt{D}},\frac{F}{\sqrt{D}},\frac{G}{\sqrt{D}})
$$

where the $Z(s)$ on the right-hand side is evaluated using the formula (66).

Due to rotational symmetry, the sum involving $\overline{Q}(i,i)$ in the second integral of (66) satisfies

$$
\sum_{i,j} t^{s/2-1} \sum_{i,j} e^{-\pi \overline{Q}(i,i)t} = \sum_{i,j} t^{s/2-1} \sum_{i,j} e^{-\pi Q(i,j)t}.
$$

Therefore, combining with the formulae (66) and (67), an expression for $Z(s) = Z(s;E,F,G)$, with a general determinant $D = EG - F^2 \neq 1$, is given by

$$
Z(s;Q) = C(s_1) \left( -\frac{1}{s_1 s_2} + \sum_{i,j} t^{s/2-1} \mathcal{G}(\tilde{Q};s) \right)
$$

where $s_1 = s/2$, $s_2 = 1 - s_1$, where the scaling factor $C(s_1)$ and the scaled quadratic form $\tilde{Q}$ are defined as

$$
C(s_1) \equiv C(s_1;D) := \frac{\Gamma(s_1)}{(\pi\sqrt{D})^{s_1}}, \quad \tilde{Q} \equiv \tilde{Q}(i,j) := \frac{\pi Q(i,j)}{\sqrt{D}},
$$

and where $\mathcal{G}(x;s)$ a “combined” incomplete gamma function defined as

$$
\mathcal{G}(x) \equiv \mathcal{G}(x;s) := \Gamma(s_1, x)x^{-s_1} + \Gamma(s_2, x)x^{-s_2} \equiv \int_1^\infty t^{s_1-1} e^{-xt} dt + \int_1^\infty t^{s_2-1} e^{-xt} dt
$$

Because $\mathcal{G}(x;s)$ decays exponentially with $x$, the expression (68) gives a fast converging formula for evaluating $Z(s)$ when the sum therein is truncated appropriately based on the given tolerance; details can be found in [28].
B.1. Mixed derivatives of the Epstein zeta functions

Define the $k$-th derivative operator associated with coefficients $L, M, N$ as

$$\square^k \equiv \square^k_{(L,M,N)} := \left( L \frac{\partial}{\partial E} + M \frac{\partial}{\partial F} + N \frac{\partial}{\partial G} \right)^k \equiv (L\partial_E + M\partial_F + N\partial_G)^k$$ (71)

we are interested in computing $Z^{(k)}(s) \equiv \square^k Z(s)$ by differentiating (68). We list the major steps for the derivation of the formulae for $Z^{(k)}(s)$ as follows.

- Because computing the derivatives of $Z(s)$ requires higher-order chain rules (e.g. the Faà di Bruno’s formula), we introduce the partial Bell polynomials

$$B_{n,m}(x_1, \ldots, x_{n-m+1}) := \sum_{j_1!j_2! \cdots j_{n-m+1}!} \frac{n!}{j_1!j_2! \cdots j_{n-m+1}!} \left( \begin{array}{c} x_1 \\ 1! \end{array} \right)^{j_1} \left( \begin{array}{c} x_2 \\ 2! \end{array} \right)^{j_2} \cdots \left( \frac{x_{n-m+1}}{(n-m+1)!} \right)^{j_{n-m+1}}$$ (72)

where the sum is over all non-negative $j_1, \ldots, j_{n-m+1}$ such that

$$j_1 + j_2 + \cdots + j_{n-m+1} = m,$$

$$j_1 + 2j_2 + 3j_3 + \cdots + (n-m+1)j_{n-m+1} = n.$$

The Bell polynomials allow easier representations of higher-derivatives of composite functions. The following recurrence relation is used to compute $B_{n,m}$ given $x_1, \ldots, x_{n-m+1}$

$$B_{n,m} = \sum_{i=1}^{n-m+1} \binom{n-1}{i-1} x_i B_{n-i,m-1}$$ (73)

See [15] for more details of the Faà di Bruno’s formula and Bell polynomials.

- First consider the scaling factor $C(s_1)$ in (68). Note that

$$\square C(s_1) \equiv \square_{(L,M,N)} C(s_1; D) = -s_1 HC(s_1)$$ (74)

where the coefficient $H$ is defined as

$$H \equiv H(D; L, M, N) := \frac{GL + EN - 2FM}{2D}.$$ (75)

The derivatives $H^{(k)} \equiv \square^k H$ can be computed using the following recurrence relation

$$H^{(k)} = -2(k-1)HH^{(k-1)} - (k-1)(k-2)KH^{(k-2)}, \quad k \geq 2$$

$$H^{(0)} = H, \quad H^{(1)} = -2H^2 + K,$$ (76)

where $K \equiv K(D; L, M, N) := (LN - M^2)/D$.

- If we denote $\tilde{H} = s_1 H$, since $(\square + \tilde{H}) C(s_1) \equiv 0$, we have

$$(\square + \tilde{H}) \left( C(s_1) f(E, F, G) \right) = C(s_1) \square f(E, F, G)$$ (77)

holds for any function $f$ that depends on $E, F, \text{and} G$. In particular, when applied to the formula (68), we have

$$(\square + \tilde{H})^k Z(s) = C(s_1) \sum' G^{(k)} \quad k \geq 1$$ (78)

where $G^{(k)} \equiv \square^k G(\bar{Q})$. 
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• To find the expressions for the derivatives $G^{(k)}$, define $G_k$, a shifted version of the combined incomplete gamma function (70), as

$$G_k(x) := \Gamma(s_1 + k, x)x^{-(s_1+k)} + \Gamma(s_2 + k, x)x^{-(s_2+k)},$$

(79)

so $G_0(x) \equiv G(x)$. Then using identities for the incomplete gamma function, we have $G'_k(x) = -G_{k+1}(x)$, thus by induction

$$\frac{d^i}{dx^i} G(x) = (-1)^i G_i(x), \quad i = 0, 1, 2, \ldots$$

(80)

Then by the chain rule

$$G^{(k)} \equiv \Box^k G(\tilde{Q}) = \sum_{i=1}^{k} (-1)^i G_i B_{k,i}(\tilde{Q}^{(1)}, \tilde{Q}^{(2)}, \ldots, \tilde{Q}^{(k-i+1)})$$

(81)

where $\tilde{Q}^{(k)} \equiv \Box^k \tilde{Q}$, and where $B_{k,i}$ are the partial Bell polynomials (72).

• To find $\tilde{Q}^{(k)} \equiv \Box^k (L_{i,j}N) \tilde{Q}$, define an auxiliary quadratic form $R(i, j)$ and its scaled form $\tilde{R}$ as follows

$$R(i, j) \equiv R(i, j; L, M, N) := Li^2 + 2Mij + Nj^2, \quad \tilde{R} \equiv \tilde{R}(i, j) := \frac{\pi R(i, j)}{\sqrt{D}},$$

(82)

then

$$\tilde{Q}^{(k)} = [(\Box - H)^{k-1} \cdot 1] \tilde{Q} + k[(\Box - H)^{k-1} \cdot 1] \tilde{R},$$

(83)

where the 1’s in the square brackets represent constant functions.

• We can expand the $((\Box + \tilde{H})^k)Z(s)$ in (78) using the chain rule, which gives

$$(\Box + \tilde{H})^k Z(s) = Z^{(k)}(s) + \sum_{i=0}^{k-1} \binom{n}{i} [((\Box + \tilde{H})^{k-i} \cdot 1] Z^{(i)}(s), \quad k = 1, 2, \ldots$$

(84)

• Finally, (83,84) require computing $((\Box - H)^k) \cdot 1$ and $((\Box + \tilde{H})^k) \cdot 1 \equiv ((\Box + s_1 H)^k) \cdot 1$, which using the chain rule are given by the following formulae

$$(\Box - H)^k \cdot 1 = \sum_{i=1}^{k} (-1)^i B_{k,i}(H, H^{(1)}, H^{(2)}, \ldots, H^{(k-i)})$$

(85)

$$(\Box + s_1 H)^k \cdot 1 = \sum_{i=1}^{k} s_1^i B_{k,i}(H, H^{(1)}, H^{(2)}, \ldots, H^{(k-i)})$$

where $B_{k,i}$ are the partial Bell polynomials (72).

We are now ready to state the formulae for evaluating $Z^{(k)}(s)$. Combining (78) and (84) we have the recursion relation

$$Z^{(0)}(s) \equiv Z(s) = C(s_1) \left( -\frac{1}{s_1 s_2} + \sum_{i,j} G(\tilde{Q}; s) \right), \quad s_1 = \frac{s}{2}, s_2 = 1 - s_1$$

$$Z^{(k)}(s) = C(s_1) \sum_{i,j} G^{(k)} - \sum_{i=0}^{k-1} \binom{n}{i} [((\Box + s_1 H)^{k-i} \cdot 1] Z^{(i)}(s), \quad k \geq 1$$

(86)

where $G$, $G^{(k)}$, and other required quantities, such as $((\Box + s_1 H)^k) \cdot 1$, can be evaluated using the formulae (69, 70, 79, 81, 83, 85).
B.2. Computing all parametric partial derivatives of the Epstein zeta

Let $\partial_E := \frac{\partial}{\partial E}, \partial_F := \frac{\partial}{\partial F}, \partial_G := \frac{\partial}{\partial G}$, we want the $n$-th derivatives $D^n Z$, $n = 1, \ldots, 7$, where

$$D^1 = \{\partial_E, \partial_F, \partial_G\}$$
$$D^2 = \{\partial_E^2, \partial_E \partial_F, \partial_F^2, \partial_F \partial_G, \partial_G^2\}$$
$$D^3 = \{\partial_E^3, \partial_E^2 \partial_F, \partial_E \partial_F^2, \partial_F^3, \partial_F^2 \partial_G, \partial_F \partial_G^2, \partial_G^3\}$$
$$\vdots$$
$$D^7 = \{\partial_E^7, \partial_E^6 \partial_F, \ldots, \partial_E \partial_F^6, \ldots, \partial_F \partial_G^6, \partial_G^7\}$$

But the scheme in the previous section only computes the mixed derivatives $(a \partial_E + b \partial_F + c \partial_G)^n Z$ for any constants $a, b, c$. We will need a procedure to find all the partial derivatives using appropriate mixed derivatives. Since $\partial_E^{n-k} \partial_F^k$ and $\partial_G^{n-k} \partial_F^k$ are symmetric, a procedure for finding $\partial_E^{n-k} \partial_F^k, k = 0, 1, \ldots, n$, will also work for finding $\partial_G^{n-k} \partial_F^k$. Here is the procedure for computing $\partial_E^{n-k} \partial_F^k$.

1. Let $a_m = \cos\left(\frac{m\pi}{2n}\right)$ and $b_m = \sin\left(\frac{m\pi}{2n}\right)$
2. Evaluate $c_m = (a_m \partial_E + b_m \partial_F)^n Z$, $m = 0, 1, \ldots, n$
3. We can now solve the system of $n + 1$ equations

$$\sum_{k=0}^{n} \binom{n}{k} a_m^{n-k} b_m^k (\partial_E^{n-k} \partial_F^k) Z = c_m, \quad m = 0, \ldots, n \quad (87)$$

for the $n + 1$ unknowns $(\partial_E^{n-k} \partial_F^k) Z$.
4. Since $a_m$ and $b_m$ only depend on $n$, the inverse matrix for the system (87) can be precomputed for any $n$.
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