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Abstract

A new method for data-driven interpolatory model reduction is presented in this paper. Using the so-called data informativity perspective, we define a framework that enables the computation of moments at given (possibly complex) interpolation points based on time-domain input-output data only, without explicitly identifying the high-order system. Instead, by characterizing the set of all systems explaining the data, necessary and sufficient conditions are provided under which all systems in this set share the same moment at a given interpolation point. Moreover, these conditions allow for explicitly computing these moments. Reduced-order models are then derived by employing a variation of the classical rational interpolation method. The condition to enforce moment matching model reduction with prescribed poles is also discussed as a means to obtain stable reduced-order models. An example of an electrical circuit illustrates this framework.
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1 Introduction

In the modeling of complex phenomena, e.g., in modern engineering systems, high-order dynamical systems naturally appear. They result from either the inherent complexity of (engineering or physical) systems or from the discretization of partial differential equations. The approximation of the input-output behavior of such a model by a model of lower order is known as model reduction, which has become a crucial tool in the analysis and control of complex systems. Several model reduction techniques for linear systems have been developed in the systems and control community, of which a thorough exposition can be found in [2]. The most popular techniques can roughly be divided into two main groups. The first group is based on energy functions characterized by Gramians and contains balancing methods [14,30,32] and optimal Hankel norm approximation [19]. The other contains interpolatory or Krylov projection-based methods and this paper belongs to this second group.

Interpolatory techniques form a popular class of model reduction approaches, since they are numerically stable and, therefore, applicable to models of very large order. These methods are aimed at constructing a reduced-order model whose transfer function interpolates that of the original high-order model at selected interpolation points, e.g., [8]. Moment matching techniques form an example of interpolatory methods and were originally developed in the field of numerical mathematics, see, e.g., [15,21]. By exploiting Krylov subspaces and projection, these methods achieve interpolation without explicitly evaluating the transfer function. Additionally, these methods are well suited for interpolating also the (higher-order) derivatives of the transfer function known as moments, see also [17,22]. A time-domain perspective on moment matching is given in [10], building on a relation between projection matrices for moment matching and Sylvester equations [16,18]. This time-domain perspective enables extensions of moment matching to more general system classes, see [36].

The majority of the existing model reduction methods rely on the availability of a state-space model or transfer function of the system to be reduced. In this paper,
however, we develop a data-driven moment matching method, i.e., based exclusively on time-domain input-output measurements on the high-order system. This is motivated by the observation that, in many cases, an explicit system model (or access to it) is not available.

A data-driven model reduction approach by moment matching has been introduced in [8, Chapter 4]. Relying on frequency-domain data, this so-called Loewner framework has strong connections to classical rational interpolation, see [1,5,9]. Rational interpolation has been studied extensively and allows for obtaining systems that, in addition to achieving interpolation of frequency-domain data, guarantee further system properties such as a minimal McMillan degree or stability [6,7,11]. Taking a model reduction framework for obtaining reduced-order systems that achieve interpolation as well as further properties, see [4,28]. Specifically, the preservation of stability [20] and passivity [3] is considered, as is optimal approximation in the $H_2$ system norm, see [12]. To enable the use of time-domain data (rather than frequency-domain data) in this framework, [31] estimates transfer function values at given interpolation points by exploiting the relation between time- and frequency-domain data via the (discrete) Fourier transform, after which standard interpolatory methods can be used.

Data-driven model reduction from given time-domain data has also become an attractive topic in recent years. Belonging to the class of moment matching methods, algorithms for computing (a least-square approximation of) moments of linear or nonlinear systems are proposed in [35], building on the framework of [10]. These (estimated) moments are then used to construct families of reduced-order models. This methods however relies on specifically chosen input data to guarantee that the resulting data (obtained from a steady-state response) is suitable for estimating a moment. In the class of Gramian-based methods, and in case the input data are assumed to be persistently exciting, a balanced realization of the high-order system generating the input-output data can be obtained using algorithms proposed in [27]. A behavioral approach is used in [34] to obtain so-called lossless or bounded-real balanced realizations. After obtaining such balanced realization, the reduced-order model can readily be computed. In another approach, if measurements on the state trajectories are available, dynamic mode decomposition (DMD) provides a way to find a linear model that best fits the given trajectories in the $L_2$ sense as in [33]. In [29], if the state trajectories are available, a lower-order model expressed in terms of data is uncovered such that its complexity matches that of the given data. A data-driven model reduction approach for a class of nonlinear systems is presented in [25].

In contrast to existing works, this paper presents a method for obtaining moments at a given interpolation point directly from time-domain input-output data, without requiring that the data are sufficiently rich to uniquely identify the high-order system (that generates the data). In particular, the contributions of this paper are threefold.

First, we introduce a new framework for computing moments from data, without necessarily identifying the full model. This perspective builds on the concept of data informativity introduced in [39], which aims to find conditions on a given data set such that specific system properties can be concluded from them. This perspective has been applied successfully in the scope of system analysis [13,39] and control design [37,38]. We stress that this framework does not require that the (high-order) system can be fully identified, as would for example be implied by the availability of impulse response data [23] or by persistently exciting data, see the so-called fundamental lemma in [41]. The importance of such persistently exciting data is well-known in the field of system identification [26,40]. Following this perspective, we define the concept of data informativity for interpolation at some interpolation point $\sigma$ as a notion that guarantees that the data is rich enough to uniquely find the value of the transfer function of the high-order system at $\sigma$. We then generalize this concept to higher-order moments.

Second, we provide necessary and sufficient conditions for given input-output data to be informative for interpolation and/or moment matching of order $k$ at a given interpolation point. We show that these conditions are weaker than those for identification, such that there is no need to fully identify the higher-order system. These conditions also lead to an approach for the computation of the moments on the basis of data. We stress that this approach yields the exact moments, instead of an approximation.

Finally, we construct the reduced-order model based on the computed moments. Our approach has a natural connection to classical rational interpolation. Therefore, the computation of the reduced-order model in this paper is similar to the rational interpolation method presented in [9]. In addition, inspired by [10], we show that our method enables to obtain a reduced-order model with prescribed poles, which enables the construction of stable reduced-order models.

The remainder of this paper is organized as follows. First, a detailed problem setting is given in Section 2. In Section 3, data informativity for interpolation is introduced, which includes an illustrative example. Next, informativity for higher-order moments and the computation of them are presented in Section 4. The computed moments are then exploited to compute a reduced-order model in Section 5, which includes the discussion on reduction with prescribed poles. Finally, conclusions are stated in Section 6.
\section{Problem formulation}

In this section, we will introduce a framework to deal with data-driven model reduction via interpolation and moment matching.

Consider the discrete-time input-output system of the form
\[ y_{t+n} + \tilde{p}_{n-1}y_{t+n-1} + \cdots + \tilde{p}_1y_{t+1} + \tilde{p}_0y_t = \tilde{q}_n u_{t+n} + \tilde{q}_{n-1}u_{t+n-1} + \cdots + \tilde{q}_1u_{t+1} + \tilde{q}_0u_t, \tag{1} \]
where \( u \) denotes the scalar input, \( y \) the scalar output and \( t \in \mathbb{N} \) the discrete time. We denote the parameters of (1) by
\[ \tilde{p} = \begin{bmatrix} \tilde{p}_0 & \tilde{p}_1 & \cdots & \tilde{p}_{n-1} \end{bmatrix} \in \mathbb{R}^{1 \times n} \]
and
\[ \tilde{q} = \begin{bmatrix} \tilde{q}_0 & \tilde{q}_1 & \cdots & \tilde{q}_n \end{bmatrix} \in \mathbb{R}^{1 \times (n+1)}. \]
Throughout the paper, we assume that the parameters \( \begin{bmatrix} \tilde{q} & -\tilde{p} \end{bmatrix} \) are unknown but \( n \geq 0 \) is known and we have access to input-output data given by
\[ U = \begin{bmatrix} u_0 & u_1 & \cdots & u_T \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} y_0 & y_1 & \cdots & y_T \end{bmatrix} \]
that are generated by the ‘true’ system (1), i.e.,
\[ y_{t+n} + p_{n-1}y_{t+n-1} + \cdots + p_1y_{t+1} + p_0y_t = q_n u_{t+n} + q_{n-1}u_{t+n-1} + \cdots + q_1u_{t+1} + q_0u_t, \tag{2} \]
for \( t = 0, 1, \ldots, T - n \) and some \( T \geq n \).

We do not assume that the data \( (U, Y) \) uniquely identify the system (1). To determine all systems that are compatible with the data \( (U, Y) \), consider an input-output system of the form
\[ y_{t+n} + p_{n-1}y_{t+n-1} + \cdots + p_1y_{t+1} + p_0y_t = q_n u_{t+n} + q_{n-1}u_{t+n-1} + \cdots + q_1u_{t+1} + q_0u_t, \tag{3} \]
The data \( (U, Y) \) can be generated by this system if and only if
\[ \tilde{y}_{t+n} + \tilde{p}_{n-1}\tilde{y}_{t+n-1} + \cdots + \tilde{p}_1\tilde{y}_{t+1} + \tilde{p}_0\tilde{y}_t = \tilde{q}_n \tilde{u}_{t+n} + \tilde{q}_{n-1}\tilde{u}_{t+n-1} + \cdots + \tilde{q}_1\tilde{u}_{t+1} + \tilde{q}_0\tilde{u}_t \]
for \( t = 0, 1, \ldots, T - n \). This system of linear equations can be written more compactly as
\[ \begin{bmatrix} q & -p \end{bmatrix} \begin{bmatrix} H_n(U) \\ H_n(Y) \end{bmatrix} = \begin{bmatrix} \tilde{y}_n & \cdots & \tilde{y}_T \end{bmatrix}, \tag{4} \]
where
\[ p = \begin{bmatrix} p_0 & p_1 & \cdots & p_{n-1} \end{bmatrix} \in \mathbb{R}^{1 \times n}, \]
\[ q = \begin{bmatrix} q_0 & q_1 & \cdots & q_n \end{bmatrix} \in \mathbb{R}^{1 \times (n+1)}, \]
and \( H_{\ell}(U) \) denotes the Hankel matrix of depth \( \ell \) obtained from \( U \), i.e.,
\[ H_{\ell}(U) = \begin{bmatrix} \tilde{u}_0 & \tilde{u}_1 & \cdots & \tilde{u}_{T-\ell} \\ \tilde{u}_1 & \tilde{u}_2 & \cdots & \tilde{u}_{T-\ell+1} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{u}_{\ell-1} & \tilde{u}_{\ell} & \cdots & \tilde{u}_T \end{bmatrix} \in \mathbb{R}^{(\ell+1) \times (T-\ell+1)}. \]
The Hankel matrix \( H_{\ell}(Y) \) is defined in a similar fashion and, finally, \( H_{\ell}(Y) \) is obtained from \( H_{\ell}(Y) \) by deleting its last row. Now, we can identify the set of all systems that can generate the data \( (U, Y) \) with the set
\[ \Sigma_{U, Y} = \left\{ q - p \in \mathbb{R}^{1 \times (2n+1)} \mid (4) \text{ holds} \right\}. \tag{5} \]
Since the data \( (U, Y) \) are generated by the ‘true’ system (1), i.e., (2) is satisfied, we clearly have that \( \begin{bmatrix} \tilde{q} & -\tilde{p} \end{bmatrix} \in \Sigma_{U, Y} \). An obvious question to ask is when the data uniquely determine the ‘true’ system.

**Definition 1** The data \( (U, Y) \) are informative for system identification if \( \Sigma_{U, Y} \) is a singleton.

Data informativity for system identification can easily be characterized as follows.

**Proposition 2** The data \( (U, Y) \) are informative for system identification if and only if
\[ \text{rank} \begin{bmatrix} H_n(U) \\ H_n(Y) \end{bmatrix} = \text{rank} \begin{bmatrix} H_n(U) \\ H_n(Y) \end{bmatrix} = 2n + 1. \tag{6} \]

**PROOF.** It is obvious that the first and the second equality in (6) are equivalent to the existence and uniqueness of the solution of the linear equation (4), respectively. \( \Box \)

**Remark 3** The condition (6) implies that
\[ \text{rank} H_n(U) = n + 1 \tag{7} \]
and hence
\[ \Pi_{\perp H_n(U)} = I - H_n(U)^T (H_n(U)H_n(U)^T)^{-1} H_n(U) \]
is well-defined. Using this, it can be shown that (6) implies
\[
\text{rank} \left( H_n(Y) \Pi_{H_n(U)} \right) = n, \tag{8}
\]
which is a well-known sufficient condition for system identification, see [40, Chapter 9]. Since the data \((U, Y)\) are generated by a system of order \(n\), Guttman’s rank additivity formula [42, page 14] implies that (8) together with (7) is equivalent to (6).

**Remark 4** In system identification, sufficient conditions for identification are typically stated in terms of the so-called persistency of excitation condition on the input data only. Here, the data \(U\) are persistently exciting of order \(\ell + 1\) if there exists an integer \(T\) such that \(H_t(U)\) has full rank \(\ell + 1\). Then, a sufficient condition for system identification (i.e., uniquely constructing a transfer function from data) is that \(U\) is persistently exciting of order \(2n + 1\), see [40, 41]. It is clear that this implies (7) and (8), which is equivalent to (6) by Remark 3. We stress however that (6) is necessary and sufficient for system identification.

### 2.1 Moments of a discrete-time linear system

Next, we will introduce moments of the system (3). To do so, we first introduce the forward shift operator \(z\) defined as \(z f_t = f_{t+1}\). Then, we rewrite (3) in the form
\[
\begin{align*}
(z^n + p_{n-1}z^{n-1} + \cdots + p_1z + p_0) y_t &= (q_n z^n + q_{n-1}z^{n-1} + \cdots + q_1z + q_0) u_t.
\end{align*}
\tag{9}
\]
We denote the polynomial on the left- and right-hand sides of (9), respectively, as
\[
\begin{align*}
P(z) &= z^n + p_{n-1}z^{n-1} + \cdots + p_1z + p_0, \\
Q(z) &= q_n z^n + q_{n-1}z^{n-1} + \cdots + q_1z + q_0.
\end{align*}
\tag{10}
\]

Now, we are in a position to define the 0-th moment for the system (3).

**Definition 5 (0-th moment)** Given an interpolation point \(\sigma \in \mathbb{C}\), a number \(M_0 \in \mathbb{C}\) is said to be a 0-th moment at \(\sigma\) of the discrete-time system (3) if
\[
P(\sigma) M_0 = Q(\sigma).
\tag{11}
\]
In this case, we also write \(M_0 = M_0(\sigma)\).

**Remark 6** For a discrete-time system (3) with transfer function
\[
G(z) = \frac{Q(z)}{P(z)},
\]
the 0-th moment at \(\sigma\) is typically defined as the complex number \(Q(\sigma)/P(\sigma)\). This, however, requires that \(P(\sigma) \neq 0\). In other words, the 0-th moment is not defined when \(\sigma\) is a pole of \(G(z)\). The notion in Definition 5 is a slight generalization as it allows to define a moment in case both \(P(\sigma) = 0\) and \(Q(\sigma) = 0\), i.e., there is a pole-zero cancellation at \(\sigma\). We stress that minimality is not assumed for (3). Therefore, any complex number \(M_0\) is regarded as a 0-th moment at \(\sigma\) by Definition 5 in case \(P(\sigma) = Q(\sigma) = 0\).

Given (10), condition (11) can be written as the linear equation
\[
\begin{bmatrix}
q - p
\end{bmatrix}
\begin{bmatrix}
\gamma_n(\sigma) \\
M_0 \gamma_n(-1)(\sigma)
\end{bmatrix} = M_0 \sigma^n,
\tag{12}
\]
where
\[
\gamma_\ell(z) = \begin{bmatrix} z & \vdots & z^\ell \end{bmatrix}.
\]
Then, the expression (12) allows for defining
\[
\Sigma_{\sigma, M_0} = \left\{ \begin{bmatrix} q - p \end{bmatrix} \in \mathbb{R}^{1 \times (2n + 1)} \mid (12) \text{ holds} \right\},
\tag{13}
\]
as the set of all (parameters of) systems of order \(n\) that have 0-th moment \(M_0\) at \(\sigma\).

Let \(f^{(j)}\) denote the \(j\)-th derivative of \(f\), i.e.,
\[
f^{(j)}(z) = \frac{d^j}{dz^j} f(z).
\]
Next, we define higher order moments in a recursive manner.

**Definition 7** \((k\text{-th moment})\) Given an interpolation point \(\sigma \in \mathbb{C}\) and \(j\)-th moments (at \(\sigma\)) \(M_j\) for \(j = 0, 1, \ldots, k - 1\), then, a number \(M_k \in \mathbb{C}\) is said to be a \(k\)-th moment at \(\sigma\) of the discrete-time system (3) if
\[
Q^{(k)}(\sigma) = \sum_{j=0}^{k} \binom{k}{j} M_j P^{(k-j)}(\sigma),
\tag{14}
\]
where
\[
\binom{k}{j} = \frac{k!}{j!(k-j)!}
\]
is the binomial coefficient. In this case, we also write \(M_k = M_k(\sigma)\).

**Remark 8** The definition of \(k\)-th moment in Definition 7 is related to the classical definition of moments as in, e.g., [2] and [10]. Classically, the \(k\)-th moment of a
transfer function $G(z)$ at $\sigma$ is defined by its $k$-th derivative with respect to $z$ evaluated at $z = \sigma$, i.e.,

$$M_k(\sigma) = \frac{d^k}{dz^k}G(z) \bigg|_{z=\sigma}, \quad k \geq 0.$$  

With $G(z) = Q(z)/P(z)$, the derivatives (up to order $k$) of $G(z)$, $P(z)$ and $Q(z)$ satisfy

$$Q^{(k)}(z) = \sum_{j=0}^{k} \binom{k}{j} G^{(j)}(z) P^{(k-j)}(z). \quad (15)$$

Evaluating (15) at $z = \sigma$ yields (14). Hence, (14) reduces to the classical definition of $k$-th moment when $P(\sigma) \neq 0$. Nonetheless, Definition 7 is a slight generalization for systems $G$.

Similarly as before, (14) can be written as a linear equation in $[q \quad p]$ as

$$\begin{bmatrix} q & p \end{bmatrix} \begin{bmatrix} \gamma^{(k)}(\sigma) \\ \sum_{j=0}^{k} \binom{k}{j} M_j \gamma^{(k-j)}(\sigma) \end{bmatrix} = \sum_{j=0}^{k} \binom{k}{j} \frac{n!}{(n-k+j)!} M_j \sigma^{n-k+j},$$

where

$$\gamma^{(j)}(\sigma) = \frac{d^j}{dz^j} \gamma(z) \bigg|_{z=\sigma}.$$  

We define the set of all (parameters of) systems having $M_k$ as the $k$-th moment at $\sigma$ by

$$\Sigma_{\sigma,M_k}^k = \left\{ \left[ q \quad p \right] \in \mathbb{R}^{1 \times (2n+1)} \bigg| (16) \text{ holds} \right\}.$$  

Note that these sets are also defined by a recursion.

### 2.2 Informativity problem for moment matching

Recall that we are interested in the moments of the true system (1), but only have the input-output data $(U, Y)$ available. Given an interpolation point $\sigma \in \mathbb{C}$, we are interested in finding (necessary and sufficient) conditions for the data $(U, Y)$ to be sufficiently rich to allow for computing the moments at $\sigma$. These conditions will allow for the construction of reduced-order models that achieve moment matching.

Starting with the 0-th moment, recall that all systems with moment $M_0$ at $\sigma$ are given by the set $\Sigma_{\sigma,M_0}^0$. However, as $[q \quad p] \in \Sigma_{U,Y}$, it is sufficient to ask for $\Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0$. This motivates the following definition.

**Definition 9** The data $(U, Y)$ are informative for interpolation at $\sigma$ if there exists a unique $M_0$ such that $\Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0$.

Note that the condition $\Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0$ requires all systems explained by the data to have the same 0-th moment $M_0$ at $\sigma$. It is clear that, if the data $(U, Y)$ are informative for system identification (see Definition 1) and $P(\sigma) \neq 0$, then such unique $M_0$ exists. In this paper, we however look for conditions for informativity for interpolation that are strictly weaker than those for identification. This motivates the following problem statement.

**Problem 1** Find necessary and sufficient conditions such that $(U, Y)$ are informative for interpolation at $\sigma$. Furthermore, if the data satisfy these conditions, then find $M_0$.

Once we know that the data are informative for interpolation at $\sigma$ (i.e., for matching of the 0-th moment), we are also interested to match higher-order moments.

**Definition 10** The data $(U, Y)$ are informative for moment matching of order $k$ at $\sigma$ if

(1) they are informative for moment matching of order $j$ at $\sigma$ for $j = 0, 1, 2, \ldots, k-1$ (where moment matching of order 0 is understood as interpolation), and

(2) there exists a unique $M_k$ such that $\Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_k}^k$.

Note that Definition 10 follows the recursive structure of the notion of $k$-th moment in Definition 7. Finally, we are interested in the following problem.

**Problem 2** Find necessary and sufficient conditions such that $(U, Y)$ are informative for moment matching of order $k$ at $\sigma$, with $k = 1, 2, \ldots$. Furthermore, if the data satisfy these conditions, then find $M_k$.

### 3 Data informativity for interpolation

In this section, we will provide necessary and sufficient conditions under which the data are informative for interpolation (i.e., moment matching of order 0) at a given interpolation point.

The following lemma will play an instrumental role in the characterization of informativity for interpolation. We note that this lemma builds upon some basic results in linear algebra given in Appendix A.

**Lemma 11** Let $\sigma$ and $M_0$ be complex numbers. Then, the inclusion $\Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0$ holds if and only if there
exists \( \xi \in \mathbb{C}^{T-n+1} \) such that
\[
\begin{bmatrix}
H_n(U) & 0 \\
H_n(Y) & -\gamma_n(\sigma)
\end{bmatrix}
\begin{bmatrix}
\xi \\
M_0
\end{bmatrix} =
\begin{bmatrix}
\gamma_n(\sigma) \\
0
\end{bmatrix}.
\] (17)

**PROOF.** Note that \( \Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0 \) is equivalent to saying that every solution of (4) is also a solution of (12). Note that (12) can be split into a real and imaginary part. Then, since \([q - p]\) is real, we have by Lemma A.1 in the appendix that \( \Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0 \) if and only if
\[
\text{leftker } \begin{bmatrix}
H_n(U) \\
H_n(Y)
\end{bmatrix} \subseteq \text{leftker } \text{Re} \begin{bmatrix}
\gamma_n(\sigma) \\
M_0 \gamma_n(\sigma)
\end{bmatrix},
\] (18)
and
\[
\text{leftker } \begin{bmatrix}
H_n(U) \\
H_n(Y)
\end{bmatrix} \subseteq \text{leftker } \text{Im} \begin{bmatrix}
\gamma_n(\sigma) \\
M_0 \gamma_n(\sigma)
\end{bmatrix},
\] (19)
where \( \text{Re} \) and \( \text{Im} \) denote, respectively, real and imaginary parts. Note that (18) and (19) are equivalent to the existence of real vectors \( \xi_R \) and \( \xi_I \) such that
\[
\begin{bmatrix}
H_n(U) \\
H_n(Y)
\end{bmatrix}
\xi_R = \text{Re} \begin{bmatrix}
\gamma_n(\sigma) \\
M_0 \gamma_n(\sigma)
\end{bmatrix},
\] (20)
and
\[
\begin{bmatrix}
H_n(U) \\
H_n(Y)
\end{bmatrix}
\xi_I = \text{Im} \begin{bmatrix}
\gamma_n(\sigma) \\
M_0 \gamma_n(\sigma)
\end{bmatrix}.
\] (21)
Summing (20) and (21) and denoting \( \xi = \xi_R + i \xi_I \), we can conclude that \( \Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0 \) if and only if there exists \( \xi \in \mathbb{C}^{T-n+1} \) such that
\[
\begin{bmatrix}
H_n(U) \\
H_n(Y)
\end{bmatrix}
\xi = \begin{bmatrix}
\gamma_n(\sigma) \\
M_0 \gamma_n(\sigma)
\end{bmatrix}.
\] \(\Box\)

**Remark 12** Note that the system parameters \([q - p]\) are restricted to be real (see the sets (5) and (13)) whereas the interpolation points \( \sigma \) might be taken complex. Hence, the main result of Lemma 11 is that the (real-valued) inclusion \( \Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0 \) is equivalent to the possibly complex-valued, condition (17).

By using the above result, we provide the first main result of this paper: necessary and sufficient conditions for data informativity for interpolation.

**Theorem 13** The data \((U,Y)\) are informative for interpolation at \( \sigma \) if and only if
\[
\text{rank} \begin{bmatrix}
H_n(U) & 0 \\
H_n(Y) & \gamma_n(\sigma)
\end{bmatrix} = \text{rank} \begin{bmatrix}
H_n(U) & 0 \\
H_n(Y) & \gamma_n(\sigma)
\end{bmatrix}
\] (22)
and
\[
\text{rank} \begin{bmatrix}
H_n(U) \\
H_n(Y) \gamma_n(\sigma)
\end{bmatrix} = \text{rank} \begin{bmatrix}
H_n(U) \\
H_n(Y) \gamma_n(\sigma)
\end{bmatrix} + 1.
\] (23)

**PROOF.** By Definition 9, the data \((U,Y)\) are informative for interpolation at \( \sigma \) if there exists a unique \( M_0 \) such that \( \Sigma_{U,Y} \subseteq \Sigma_{\sigma,M_0}^0 \). On the one hand, the existence of such an \( M_0 \) is equivalent to the existence of \( \xi \) such that
\[
\begin{bmatrix}
H_n(U) \\
H_n(Y) \gamma_n(\sigma)
\end{bmatrix}
\xi = \begin{bmatrix}
\gamma_n(\sigma) \\
0
\end{bmatrix}
\] (24)
due to Lemma 11. On the other hand, the uniqueness of \( M_0 \) is equivalent to the implication
\[
\begin{bmatrix}
H_n(U) \\
H_n(Y) \gamma_n(\sigma)
\end{bmatrix}
\begin{bmatrix}
\xi_1 \\
\eta_1
\end{bmatrix} =
\begin{bmatrix}
H_n(U) \\
H_n(Y) \gamma_n(\sigma)
\end{bmatrix}
\begin{bmatrix}
\xi_2 \\
\eta_2
\end{bmatrix} \Rightarrow \eta_1 = \eta_2.
\] (25)

Therefore, the data are informative for interpolation at \( \sigma \) if and only if (24) and (25) hold. Clearly, (24) and (22) are equivalent. It follows from Lemma A.2 in the appendix that (25) is equivalent to (23). \( \Box \)

**Remark 14** The conditions (22) and (23) in Theorem 13 allow for an insightful interpretation. On the one hand, (23) implies the existence of a system \([q - p] \in \Sigma_{U,Y} \) such that \( P(\sigma) \neq 0 \). On the other hand, (22) guarantees that if there exists \([q - p] \in \Sigma_{U,Y} \) such that \( P(\sigma) = 0 \), then \( Q(\sigma) = 0 \).

An important consequence of Theorem 13 is that the data do not need to be informative for system identification in order to be for interpolation. Thus, it is possible that infinitely many systems explain the same data and they all have the same moment at a given interpolation point.

When \( \sigma \in \mathbb{C} \setminus \mathbb{R} \), it is natural to ask how data informativity for interpolation at \( \sigma \) is related to informativity for its complex conjugate. The following proposition answers this question, based on the results of Lemma 11 and Theorem 13.
In view of Theorem 13, (27) and (28) imply that the 0-th moment at σ is \( \bar{M}_0 \), then the 0-th moment at \( \bar{\sigma} \) is \( \bar{M}_0 \).

Proposition 15 The data \( (U, Y) \) are informative for interpolation at \( \sigma \) if and only if they are informative for interpolation at \( \bar{\sigma} \). Moreover, if the 0-th moment at \( \sigma \) is \( M_0 \), then the 0-th moment at \( \bar{\sigma} \) is \( \bar{M}_0 \).

**PROOF.** only if: Suppose that the data \( (U, Y) \) are informative for interpolation at \( \sigma \). In view of Theorem 13, this means that (22) and (23) hold. By (22), there exist \( \xi \in \mathbb{C}^{T-n+1} \) and \( M_0 \in \mathbb{C} \) such that (17) holds. By taking the complex conjugate of (17), we get

\[
\begin{bmatrix}
H_\gamma(U) & 0 \\
H_\gamma(Y) & -\gamma_\gamma(\bar{\sigma})
\end{bmatrix}
\begin{bmatrix}
\xi \\
\bar{M}_0
\end{bmatrix} =
\begin{bmatrix}
\gamma_\gamma(\bar{\sigma}) \\
0
\end{bmatrix},
\]

where we have used that \( \gamma_\gamma(\sigma) = \gamma_\gamma(\bar{\sigma}) \). This implies that

\[
\text{rank}
\begin{bmatrix}
H_\gamma(U) & 0 & \gamma_\gamma(\bar{\sigma}) \\
H_\gamma(Y) & \gamma_\gamma(\bar{\sigma}) & 0
\end{bmatrix}
= \text{rank}
\begin{bmatrix}
H_\gamma(U) & 0 \\
H_\gamma(Y) & \gamma_\gamma(\bar{\sigma})
\end{bmatrix}.
\]

From (23), we see that

\[
\text{rank}
\begin{bmatrix}
H_\gamma(U) & 0 \\
H_\gamma(Y) & \gamma_\gamma(\bar{\sigma})
\end{bmatrix}
= \text{rank}
\begin{bmatrix}
H_\gamma(U) \\
H_\gamma(Y)
\end{bmatrix} + 1.
\]

In view of Theorem 13, (27) and (28) imply that the data \( (U, Y) \) are informative for interpolation at \( \bar{\sigma} \). From (26), we can conclude that \( \bar{M}_0 \) is the 0-th moment at \( \bar{\sigma} \).

**if:** This part is evident since it readily follows from the fact that \( \bar{\sigma} = \sigma \) and the above proof. \( \square \)

To illustrate the first main result of this paper, we provide the following example.

Example 16 Consider the RL circuit depicted in Figure 1, which is a slight extension of [24, Example 22]. We take the currents through the inductors \( L_1, L_2, L_3 \) and \( L_4 \) as the states of the system, so \( n = 4 \). The input is the voltage \( V_d \). Finally, as the output, we take the

| t  | U   | Y   |
|----|-----|-----|
| 0  | 2   | 0   |
| 1  | 1.7071 | 0.25 |
| 2  | 0.7500 | 0.3726 |
| 3  | 0.2071 | 0.3659 |
| 4  | 0.6875 | 0.2755 |
| 5  | 0.5196 | 0.1738 |
| 6  | 0.1094 | 0.1262 |
| 7  | 0.7606 | 0.1592 |
| 8  | 1.0352 | 0.2488 |
| 9  | 0.7266 | 0.3367 |
| 10 | 0.0107 | 0.365 |

current through the first inductor \( L_1 \). This leads to the continuous-time dynamical system

\[
\dot{x} = \begin{bmatrix}
\frac{-R_1}{L_1} & \frac{R_2}{L_1} & \frac{-R_3}{L_1} & \frac{R_4}{L_1} \\
\frac{-R_2}{L_2} & \frac{R_3}{L_2} & \frac{-R_4}{L_2} & \frac{R_5}{L_2} \\
\frac{-R_3}{L_3} & \frac{R_4}{L_3} & \frac{-R_5}{L_3} & \frac{R_6}{L_3} \\
\frac{-R_4}{L_4} & \frac{R_5}{L_4} & \frac{-R_6}{L_4} & \frac{R_7}{L_4}
\end{bmatrix} x + \begin{bmatrix}
\frac{1}{L_1} \\
\frac{1}{L_2} \\
\frac{1}{L_3} \\
\frac{1}{L_4}
\end{bmatrix} u,
\]

\[
y = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} x.
\]

Let the inductances be given by \( L_1 = L_2 = L_3 = L_4 = 1 \text{ H} \). For the resistors, we have \( R_1 = 0.5 \Omega, R_2 = 8 \Omega, R_3 = 5 \Omega, R_4 = 1 \Omega, R_5 = 4 \Omega \). We stress that we assume that the exact model (29) is unknown and that only input-output data are available. Specifically, we assume that the continuous input \( u \) is the result of applying a zero-order hold to a discrete input \( U \) with sampling time \( \Delta t = 0.2 \text{ s} \). The continuous output \( y \) is assumed to be sampled with the same frequency and we consider input-output data for \( T = 20 \text{ samples} \) (4 seconds). This leads to the samples given in Table 1 and depicted in Figure 2.

It can be verified that condition (6) does not hold for these data. As such, the data are not informative for system identification. Instead, there are (infinitely) many systems of the form (3) with order \( n = 4 \) that explain the data. Bode plots of some systems that explain the data are given by Figure 3.

Let us check the informativity condition for interpolation at \( \sigma = \frac{-R_2}{\sqrt{2}} + \frac{R_3}{\sqrt{2}} \). A direct computation of the ranks of the matrices in Theorem 13 leads to

\[
\text{rank}
\begin{bmatrix}
H_\gamma(U) \\
H_\gamma(Y)
\end{bmatrix}
= 9,
\]

\[
\text{rank}
\begin{bmatrix}
H_\gamma(U) & 0 & \gamma_\gamma(\frac{-R_2}{\sqrt{2}} + \frac{R_3}{\sqrt{2}}) \\
H_\gamma(Y) & \gamma_\gamma(\frac{-R_2}{\sqrt{2}} + \frac{R_3}{\sqrt{2}}) & 0
\end{bmatrix}
= 9,
\]

Figure 1. RL circuit with four inductors and five resistors.
Hence, the data \( (U, Y) \) are informative for interpolation at \( \sigma = 0 \). This is also apparent from the Bode plot in Figure 3, as not all the magnitudes and phases coincide at low frequency.

4 Data informativity for higher-order moment matching

The previous section addressed data informativity for interpolation, i.e., for uniquely identifying the 0-th moment at a given interpolation point \( \sigma \). In the current section, we focus on higher-order moments.

We recall that higher-order moments are defined recursively, see Definition 7. Then, the following results provide a counterpart of Lemma 11 and Theorem 13 for higher-order moments.

**Lemma 17** Let \( \sigma \) and \( M_j \) for \( j = 0, 1, \ldots, k \) be complex numbers. Then, the inclusion \( U, Y \subseteq \Sigma^k_{\sigma,M_k} \) holds if and only if there exists \( \xi \in \mathbb{C}^{T-n+1} \) such that

\[
\begin{bmatrix} H_n(U) & 0 \\ H_n(Y) & \gamma_n(0) \end{bmatrix} \begin{bmatrix} \xi \\ M_k \end{bmatrix} = \begin{bmatrix} \sum_{j=0}^{k-1} \gamma_n^{(k)}(\sigma) \\ \sum_{j=0}^{k} M_j \gamma_n^{(k-j)}(\sigma) \end{bmatrix}.
\]

**Proof.** Note that \( U, Y \subseteq \Sigma^k_{\sigma,M_k} \) is equivalent to saying that every solution of (4) is also a solution of (16). The rest of the proof is similar to that of Lemma 11, hence it is omitted. \( \square \)

Using Lemma 17, the following result provides necessary and sufficient conditions for data informativity for higher-order moment matching.

**Theorem 18** Let \( k > 0 \) and suppose that the data \( U, Y \) are informative for moment matching of order \( j \) at \( \sigma \) for all \( j \) with \( 0 \leq j < k \). Let \( M_j \) denote the corresponding moments. Then, the data \( U, Y \) are informative for moment matching of order \( k \) at \( \sigma \) if and only if

\[
\begin{bmatrix} H_n(U) & 0 \\ H_n(Y) & \gamma_n(0) \end{bmatrix} \begin{bmatrix} \gamma_n^{(k)}(\sigma) \\ \sum_{j=0}^{k-1} \gamma_n^{(k)}(\sigma) + \sum_{j=0}^{k} M_j \gamma_n^{(k-j)}(\sigma) \end{bmatrix} = \begin{bmatrix} H_n(U) & 0 \\ H_n(Y) & \gamma_n(0) \end{bmatrix}.
\]

**Proof.** The assumption given in this theorem that the data are informative for moment matching of order \( j \) at \( \sigma \) for all \( j \) with \( 0 \leq j < k \) satisfies the first condition of Definition 10. In addition, the data are informative for moment matching of order \( k \) at \( \sigma \) if there exists a
unique $M_k$ such that $\Sigma_{U,Y} \subseteq \Sigma_{M_k}$. The existence of such an $M_k$ is equivalent to the existence of $\xi$ such that

$$
\begin{bmatrix}
H_n(U) & 0 \\
H_n(Y) & -\gamma_n(\sigma) - \sum_{j=0}^{k-1} \binom{k}{j} M_j \gamma_n^{(k-j)}(\sigma)
\end{bmatrix} \begin{bmatrix}
\xi \\
M_k
\end{bmatrix} = \begin{bmatrix}
\gamma_n(\sigma)
\end{bmatrix}
$$

(32)
due to Lemma 17. Clearly, this is equivalent to (31).

Note that the right hand side of (32) does not play a role in determining the uniqueness of $M_k$. Since the data have been assumed to be informative for interpolation at $\sigma$, condition (23) in Theorem 13 holds. This guarantees the uniqueness of $M_k$ since the matrix in the left hand side of (32) is the same to that of (24). $\Box$

Analogous to Theorem 13, this theorem provides conditions under which all systems explaining the data have the same higher-order moment at a given interpolation point.

The conjugacy relation between 0-th moments at conjugate pairs of interpolation points can be extended for higher-order moments as well.

Proposition 19 Let $k > 0$. The data $(U,Y)$ are informative for moment matching of order $k$ if and only if they are informative for moment matching of order $k$ at $\sigma$. Moreover, if the $k$-th moment at $\sigma$ is $M_k$, then the $k$-th moment at $\sigma$ is $M_k$.

PROOF. The proof is similar to that of Proposition 15. $\Box$

We illustrate the results of Theorem 18 by means of an example.

Example 20 Consider the system and input-output data studied in Example 16. Let the interpolation point be $\sigma = 0.5$. Then, we have

\[
\begin{align*}
\text{rank } \begin{bmatrix}
H_4(U) & 0 \\
H_4(Y) & \gamma_4(0.5)
\end{bmatrix} &= 9, \\
\text{rank } \begin{bmatrix}
H_4(U) & 0 \\
H_4(Y) & \gamma_4(0.5)
\end{bmatrix} &= 9.
\end{align*}
\]

Moreover, we also have

\[
\begin{align*}
\text{rank } \begin{bmatrix}
H_4(U) & 0 & \gamma_4^{(1)}(0.5) \\
H_4(Y) & \gamma_4(0.5) & M_0 \gamma_4^{(1)}(0.5)
\end{bmatrix} &= 9.
\end{align*}
\]

Hence, the data are informative for up to first-order moment matching at $\sigma = 0.5$. By solving linear equations (17) and (30) (for $k = 1$), we obtain $M_0 = 0.0827$ and $M_1 = -1.7247$, respectively.

So far, our discussion considered a single interpolation point $\sigma$ and its desired order of moment $k$. Let a collection of pairs of interpolation points and their desired order of moments

$$
P = \{ (\sigma_i, k_i) \mid i = 1, 2, \ldots, s \}$$

be given. In view of Propositions 15 and 19, we assume that $\sigma_i \neq \sigma_j$ whenever $i \neq j$. By applying Theorems 13 and 18, one can verify whether the data are informative for moment matching for each pair. If so, (17) and (30) result in the corresponding moments

$$
M_i = \{ (\sigma_i, M_j^i) \mid j = 0, 1, \ldots, k_i \},$$

where $M_j^i$ denotes the $j$-th moment at $\sigma_i$.

5 Reduced-order model by data-driven moment matching

In this section, we will investigate how reduced-order models can be computed from data that are informative for moment matching. As the results of Theorems 13 and 18 lead to the computation of moments at given interpolation points, obtaining such reduced-order model is essentially a rational interpolation problem.

Let a reduced-order model $\hat{\Sigma}$ of order $r$ be given by

\[
(z^r + \hat{p}_r z^{r-1} + \cdots + \hat{p}_1 z + \hat{p}_0) y_t = (\hat{q}_r z^r + \hat{q}_{r-1} z^{r-1} + \cdots + \hat{q}_1 z + \hat{q}_0) u_t.
\]

(35)

As before, we collect the parameters of (35) as $\hat{p} = [\hat{p}_0 \; \hat{p}_1 \; \cdots \; \hat{p}_{r-1}] \in \mathbb{R}^{1 \times r}$ and $\hat{q} = [\hat{q}_0 \; \hat{q}_1 \; \cdots \; \hat{q}_r] \in \mathbb{R}^{1 \times (r+1)}$. Denote by $P(z)$ and $Q(z)$ the polynomials on the left- and right-hand side of (35), respectively. Then, the model (35) interpolates or matches the 0-th moment at $\sigma$ if $M_0$ in (17) satisfies $Q(\sigma) = M_0 \hat{P}(\sigma)$ which is equivalent to

$$
\begin{bmatrix}
\hat{q} - \hat{p} \\
M_0 \hat{r}^{-1}(\sigma)
\end{bmatrix} = M_0 \sigma^r.
$$

More generally, for $P$ and $M_i$ as in (33) and (34), a reduced-order model parameterization by $[\hat{q} - \hat{p}]$ must satisfy the linear equations

$$
\begin{bmatrix}
\hat{q} - \hat{p} \\
\Gamma_r^{(1)}(\sigma_i) \\
\Gamma_r^{(2)}(\sigma_i)
\end{bmatrix} = \begin{bmatrix}
\Gamma_r^{(1)}(\sigma_i) \\
\Gamma_r^{(2)}(\sigma_i)
\end{bmatrix}
$$

(36)
Clearly, \( \hat{\Sigma} \) holds.

We note that in this paper, we do not restrict \( \hat{\Sigma} \) to be minimal, i.e., the polynomials \( \hat{P}(z) \) and \( \hat{Q}(z) \) might not be coprime. In addition, it is also obvious that if \( r \geq k^* - 1 \) where \( k^* = \sum_{i=1}^{s} (k_i + 1) \), then (37) always holds.

**Remark 22** The rational interpolation problem with minimality constraint has been studied using either the Loewner framework [1,5] or Prony’s method [7,9].

The following example illustrates the computation of the reduced-order model

**Example 23** From Example 16 and 20, we have \( \mathcal{P} = \{(\sigma_1, 0), (\sigma_2, 1)\} \) and \( \mathcal{M}_i \) as follows:

\[
\mathcal{M}_1 = \{(\sigma_1, M_1^1)\} = \left\{ \left( \frac{1}{\sqrt{2}} + \frac{i}{\sqrt{2}}, 0.0031 - 0.1417i \right) \right\},
\]

\[
\mathcal{M}_2 = \{(\sigma_2, M_2^1), (\sigma_2, M_2^2)\} = \{(0.5, 0.0827), (0.5, -1.7247)\}.
\]

Let us first verify condition (37) with \( r = 1 \). We have

\[
\text{rank} \begin{bmatrix} \Gamma^1(\sigma_1) & \Gamma^1(\sigma_2) \\ \Gamma^M_1(\sigma_1) & \Gamma^M_1(\sigma_2) \end{bmatrix} = 4.
\]

but

\[
\text{rank} \begin{bmatrix} 1.0000 & 0 & 1.0000 & 0 \\ 0.7071 & 0.7071 & 0.5000 & 1.0000 \\ 0.0031 & -0.1417 & 0.0827 & -1.7247 \\ 0.1023 & -0.0980 & 0.0413 & -0.7797 \end{bmatrix} = 3.
\]

In this case, \( \hat{\Sigma}_{1,2} = \emptyset \).

Now we let \( r = 2 \). We have

\[
\text{rank} \begin{bmatrix} \Gamma^2(\sigma_1) & \Gamma^2(\sigma_2) \\ \Gamma^M_2(\sigma_1) & \Gamma^M_2(\sigma_2) \end{bmatrix} = 4.
\]

We note that in this paper, we do not restrict \( \hat{\Sigma} \) to be minimal, i.e., the polynomials \( \hat{P}(z) \) and \( \hat{Q}(z) \) might not be coprime. In addition, it is also obvious that if \( r \geq k^* - 1 \) where \( k^* = \sum_{i=1}^{s} (k_i + 1) \), then (37) always holds.
Often reduced-order models are expected to preserve certain properties of the original models. Stability is one of the most common as well important property to be preserved. Next, we investigate conditions under which one can choose a stable reduced-order model. Note that stability of a reduced-order model $[\hat{q} - \hat{p}] \in \Sigma_{r,P}$ is purely determined by $\hat{p}$. Motivated by this observation, we provide necessary and sufficient condition such that $\hat{p}$ can be chosen arbitrarily while $[\hat{q} - \hat{p}] \in \Sigma_{r,P}$.

**Theorem 24** Given $P$ and $M$, as in (33) and (34), respectively and let $k^* = \sum_{i=1}^{s}(k_i + 1)$. If $r \geq k^* - 1$ then for every $\hat{p} \in \mathbb{R}^{1 \times r}$ there exists $\hat{q} \in \mathbb{R}^{1 \times (r+1)}$ such that $[\hat{q} - \hat{p}] \in \Sigma_{r,P}$.

**PROOF.** We know that $[\hat{q} - \hat{p}] \in \Sigma_{r,P}$ if and only if

$$
\begin{bmatrix}
\hat{q} - \hat{p} - 1 \\
\Gamma_1 \\
\Gamma_2 
\end{bmatrix} = 0,
$$

(40)

where

$$
\begin{align*}
\Gamma_1 &= \begin{bmatrix} \Gamma_r(\sigma_1) & \Gamma_r(\sigma_2) & \cdots & \Gamma_r(\sigma_s) \end{bmatrix}, \quad \text{and} \\
\Gamma_2 &= \begin{bmatrix} \Gamma_M(\sigma_1) & \Gamma_M(\sigma_2) & \cdots & \Gamma_M(\sigma_s) \end{bmatrix}.
\end{align*}
$$

It is clear that $r \geq k^* - 1$ guarantees $\Sigma_{r,P} \neq \emptyset$. Particularly, since the structure of $\Gamma_1$ is a Vandermonde-like matrix, then $\operatorname{rank}(\Gamma_1) = k^*$ which implies (37). Equation (40) also means that for every $\hat{p}$ there exists $\hat{q}$ such that $[\hat{q} - \hat{p}] \in \Sigma_{r,P}$ if and only if

$$
\text{rowspace}(\Gamma_2) \subseteq \text{rowspace}(\Gamma_1).
$$

(41)

Since we know that $\operatorname{rank}(\Gamma_1) = k^*$, i.e., rowspace$(\Gamma_1) = \mathbb{R}^{1 \times k^*}$, then indeed (41) holds. This finalizes the proof. $\Box$

**Example 25** Consider $P$ as in Example 23. Suppose we desire to choose $\hat{p} = \begin{bmatrix} 1 & 0 & 1 \end{bmatrix}$, then taking $r = 3$, we obtain a reduced-order $\Sigma_{3,P}$ as

$$
\begin{align*}
(z^3 + z^2 + 1)y_t \\
= (-4.2037z^3 + 7.7895z^2 - 6.8636z + 2.1235)u_t.
\end{align*}
$$

6 Conclusion

Motivated by data-driven model reduction, the concept of data informativity for moment matching using input-output data is proposed in this paper. The main results are necessary and sufficient conditions based on the
rank of the Hankel matrix of the data and given (complex) interpolation points for computing the moments at these points. These conditions are weaker than those for system identification, which implies that the data-driven approach for moment matching can be performed on data that are not informative for system identification. Namely, the precise value of moments can be extracted even though the high-order system model is not available. The moments computed from the informativity framework are then exploited to construct a reduced-order model by solving a rational interpolation problem. Moreover, the condition to enforce prescribed poles upon the reduced-order model is discussed.

This work shows the advantages of using the informativity framework for data-driven model reduction by moment matching. We are confident that this gives the way to solve other data-driven model reduction problems, e.g., with preserving specific system properties. This study forms one of the issues of our future research.
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A Auxiliary results

For the sake of completeness, we present the following two elementary linear algebra results that are employed in proving the main results.

Lemma A.1 Let $A_i \in \mathbb{R}^{n \times m}$ and $b_i \in \mathbb{R}^{1 \times m}$, for $i = 1, 2$. Consider the sets $X_i = \{ \xi \in \mathbb{R}^{1 \times n} \mid A_i b_i = 0 \}$ and assume that $X_1$ is nonempty. Then, $X_1 \subseteq X_2$ if and only if
\[
\text{leftker} \begin{bmatrix} A_1 \\ b_1 \end{bmatrix} \subseteq \text{leftker} \begin{bmatrix} A_2 \\ b_2 \end{bmatrix}. \tag{A.1}
\]

**Proof.** If: Suppose that (A.1) holds. Then, there exists $F$ such that
\[
\begin{bmatrix} A_2 \\ b_2 \end{bmatrix} = \begin{bmatrix} A_1 \\ b_1 \end{bmatrix} F.
\]
This readily implies that $X_1 \subseteq X_2$.

Only if: Suppose that $X_1 \subseteq X_2$. Let
\[
\begin{bmatrix} \xi \\ \eta \end{bmatrix} \in \text{leftker} \begin{bmatrix} A_1 \\ b_1 \end{bmatrix}.
\]
We distinguish two cases:

Case 1: $\eta \neq 0$. By (A.2), we have $(-\xi/\eta) A_1 = b_1$, i.e., $-\xi/\eta \in X_1$. Since $X_1 \subseteq X_2$, we also have that $(-\xi/\eta) A_2 = b_2$, which is equivalent to
\[
\begin{bmatrix} \xi \\ \eta \end{bmatrix} \in \text{leftker} \begin{bmatrix} A_2 \\ b_2 \end{bmatrix}.
\]

Case 2: $\eta = 0$. By (A.2), we have $\xi A_1 = b_1$, i.e., $\xi \in \text{leftker} A_1$. Let $\xi$ be such that $\xi A_1 = b_1$. Then, $(\xi + \alpha \xi) A_1 = b_1$ for any $\alpha \in \mathbb{R}$. Since $X_1 \subseteq X_2$, then we also have $(\xi + \alpha \xi) A_2 = b_2$. This leads to
\[
\frac{\xi}{\alpha} A_2 + \xi A_2 = \frac{b_2}{\alpha}.
\]
For $\alpha \to \infty$, this implies that $\xi A_2 = 0$. As such we have
\[
\begin{bmatrix} \xi \\ 0 \end{bmatrix} \in \text{leftker} \begin{bmatrix} A_2 \\ b_2 \end{bmatrix}.
\]
In both cases, we have that
\[
\begin{bmatrix} \xi \\ \eta \end{bmatrix} \in \text{leftker} \begin{bmatrix} A_2 \\ b_2 \end{bmatrix}.
\]
Therefore, we can conclude that
\[
\text{leftker} \begin{bmatrix} A_1 \\ b_1 \end{bmatrix} \subseteq \text{leftker} \begin{bmatrix} A_2 \\ b_2 \end{bmatrix}. \quad \square
\]

Lemma A.2 Let $a \in \mathbb{C}^n$ and $A \in \mathbb{C}^{n \times n}$. Then, the following statements are equivalent:

(i) If
\[
\begin{bmatrix} A & a \\ \xi_1 \\ \eta_1 \end{bmatrix} = \begin{bmatrix} A & a \\ \xi_2 \\ \eta_2 \end{bmatrix},
\]
then $\eta_1 = \eta_2$. 
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(ii) $\text{rank } [A \ a] = \text{rank } A + 1$.

**Proof.** Note that $(i)$ holds if and only if $\ker [A \ a] = \ker A \times \{0\}$. Equivalence of this relation to $(ii)$ follows from the rank-nullity theorem. $\square$