The fractional Landau-Lifshitz-Gilbert equation
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The dynamics of a magnetic moment or spin are of high interest to applications in technology. Dissipation in these systems is therefore of importance for improvement of efficiency of devices, such as the ones proposed in spintronics. A large spin in a magnetic field is widely assumed to be described by the Landau-Lifshitz-Gilbert (LLG) equation, which includes a phenomenological Gilbert damping. Here, we couple a large spin to a bath and derive a generic (non-)Ohmic damping term for the low-frequency range using a Caldeira-Leggett model. This leads to a fractional LLG equation, where the first-order derivative Gilbert damping is replaced by a fractional derivative of order \( s \geq 0 \). We show that the parameter \( s \) can be determined from a ferromagnetic resonance experiment, where the resonance frequency and linewidth no longer scale linearly with the effective field strength.

Introduction.— The magnetization dynamics of materials has attracted much interest because of its technological applications in spintronics, such as data storage or signal transfer [1–3]. The right-hand rule of magnetic forces implies that the basic motion of a magnetic moment or macrospin \( \mathbf{S} \) in a magnetic field \( \mathbf{B} \) is periodic precession. However, coupling to its surrounding (e.g., electrons, phonons, magnons, and impurities) will lead to dissipation, which will align \( \mathbf{S} \) with \( \mathbf{B} \).

Spintronics-based devices use spin waves to carry signals between components [4]. Contrary to electronics, which use the flow of electrons, the electrons (or holes) in spintronics remain stationary and their spin degrees of freedom are used for transport. This provides a significant advantage in efficiency, since the resistance of moving particles is potentially much larger than the dissipation of energy through spins. The spin waves consist of spins precessing around a magnetic field and they are commonly described by the Landau-Lifshitz-Gilbert (LLG) equation [5]. This phenomenological description also includes Gilbert damping, which is a term that slowly realigns the spins with the magnetic field. Much effort is being done to improve the control of spins for practical applications [6]. Since efficiency is one of the main motivations to research spintronics, it is important to understand exactly what is the dissipation mechanism of these spins.

Although the LLG equation was first introduced phenomenologically, since then it has also been derived from microscopic quantum models [7, 8]. Quantum dissipation is a topic of long debate, since normal Hamiltonians will always have conservation of energy. It can be described, for instance, with a Caldeira-Leggett type model [9–13], where the Hamiltonian of the system is coupled to a bath of harmonic oscillators. These describe not only bosons, but any degree of freedom of an environment in equilibrium. These oscillators can be integrated out, leading to an effective action of the system that is non-local and accounts for dissipation. The statistics of the bath is captured by the spectral function \( J(\omega) \), which determines the type of dissipation. For a linear spectral function (Ohmic bath), the first-order derivative Gilbert damping is retrieved.

The spectral function is usually very difficult to calculate or measure, so it is often assumed for simplicity that the bath is Ohmic. However, \( J(\omega) \) can have any continuous shape. Hence, a high frequency cutoff is commonly put in place, which sometimes justifies a linear expansion. However, a general expansion is that of an \( s \) order power-law, where \( s \) could be any positive real number. A spectral function with such a power-law is called non-Ohmic, and we refer to \( s \) as the “Ohmicness” of the bath. It is known that non-Ohmic baths exist [14–23] and that they can lead to equations of motion that include fractional derivatives [24–28]. Because fractional derivatives are non-local, these systems show non-Markovian dynamics which can be useful to various applications [29–31].

Here, we show that a macroscopic spin in contact with a non-Ohmic environment leads to a fractional LLG equation, where the first derivative Gilbert damping gets replaced by a fractional Liouville derivative. Then, we explain how experiments can use ferromagnetic resonance (FMR) to determine the Ohmicness of their environment from resonance frequency and/or linewidth. This will allow experiments to stop using the Ohmic assumption, and use equations based on measured quantities instead. The same FMR measurements can also be done with anisotropic systems. Aligning anisotropy with the magnetic field may even aid the realization of measurements, as this can help reach the required effective field strengths. In practice, the determination of the type of environment is challenging, since one needs to measure the coupling strength with everything around the spins. However, with the experiment proposed here, one can...
essentially measure the environment through the spin itself. Therefore, the tools that measure spins can now also be used to determine the environment. This information about the dissipation may lead to improved efficiency, stability, and control of applications in technology.

**Derivation of a generalized LLG equation.**— We consider a small ferromagnet that is exposed to an external magnetic field. Our goal is to derive an effective equation of motion for the magnetization. For simplicity, we model the magnetization as one large spin (macrospin) $\hat{S}$. Its Hamiltonian (note that we set $\hbar$ and $k_B$ to one) reads $\hat{H}_\alpha = B \cdot \hat{S} - K \hat{S}_z^2$, where the first term (Zeeman) describes the coupling to the external magnetic field $B$, and the second term accounts for (axial) anisotropy of the magnet. However, since a magnet consists of more than just a magnetization, the macrospin can be in contact with some environment. Following the idea of the Caldeira-Leggett approach [9–13, 32], we model the environment as a bath of harmonic oscillators, $\hat{H}_b = \sum_\alpha \hat{p}_\alpha^2/2m_\alpha + m_\alpha \omega_\alpha^2 \hat{x}_\alpha^2/2$, where $\hat{x}_\alpha$ and $\hat{p}_\alpha$ are position and momentum operators of the $\alpha$-th bath oscillator with mass $m_\alpha$ and eigenfrequency $\omega_\alpha > 0$. Furthermore, we assume the coupling between the macrospin and the bath modes to be linear, $\hat{H}_c = \sum_\alpha \gamma_\alpha \hat{S} \cdot \hat{\alpha}_\alpha$, where $\gamma_\alpha$ is the coupling strength between macrospin and the $\alpha$-th oscillator. Thus, the full Hamiltonian of macrospin and environment is given by $\hat{H} = \hat{H}_c + \hat{H}_b + \hat{H}_s$.

Next, we use the Keldysh formalism in its path-integral version [33, 34], which allows us to derive an effective action and, by variation, an effective quasi-classical equation of motion for the macrospin. For the path-integral representation of the macrospin, we use spin coherent states [34] $|g\rangle = \exp(-i\phi \hat{S}_z) \exp(-i\theta \hat{S}_\theta) \exp(-i\psi \hat{S}_\psi) |\uparrow\rangle$, where $\phi$, $\theta$, and $\psi$ are Euler angles and $|\uparrow\rangle$ is the eigenstate of $\hat{S}_z$ with the maximal eigenvalue $S$. Spin coherent states provide an intuitive way to think about the macrospin as a simple vector $S = |g\rangle\langle g|$ of $S = (S \cos \theta \cos \phi, S \sin \theta \cos \phi, S \sin \phi)\,$ with constant length $S$ and the usual angles for spherical coordinates $\theta$ and $\phi$. For spins, the third Euler angle $\psi$ presents a gauge freedom, which we fix as in Ref. [35] for the same reasons explained there.

After integrating out the bath degrees of freedom, see Sup. Mat. [36] for details, we obtain the Keldysh partition function $\mathcal{Z} = \int Dg \exp[iS]$, with the Keldysh action

\[
\mathcal{S} = \int dt \left[ \dot{\phi} (1 - \cos^2 \theta) - B_{\text{eff}} (S_z) \cdot \dot{S} \right] - \int dt \int dt' \mathcal{S}(t) \alpha(t - t') \mathcal{S}(t') .
\]  

The first term, called Berry connection, takes the role of a kinetic energy for the macrospin; it arises from the time derivative acting on the spin coherent states $(-i\partial_t |g\rangle)|g\rangle = S \dot{\phi} (1 - \cos \theta)$. The second term is the potential energy of the macrospin, where we introduced an effective magnetic field, $B_{\text{eff}} (S_z) = B - KS_z e_z$, given by the external magnetic field and the anisotropy. The third term arises from integrating out the bath and accounts for the effect of the environment onto the macrospin; that is, the kernel function $\alpha(t - t')$ contains information about dissipation and fluctuations. Dissipation is described by the retarded and advanced components $\alpha^{R/A}(\omega) = \sum_j (\gamma_j / 2m_\alpha \omega_j^2) \omega^2 / [(\omega \pm i0)^2 - \omega_j^2]$, whereas the effect of fluctuations is included in the Keldysh component, $\alpha^K(\omega) = \text{coth}(\omega/2T) [\alpha^R(\omega) - \alpha^A(\omega)]$. This is determined by the fluctuation-dissipation theorem, as we assume the bath to be in a high-temperature equilibrium state [33, 34, 37].

From the Keldysh action, Eq. (1), we can now derive an equation of motion for the macrospin by taking a variation. More precisely, we can derive quasi-classical equations of motion for the classical components of the angles $\theta$ and $\phi$ by taking the variation with respect to their quantum components [38]. The resulting equations of motion can be recast into a vector form and lead to a generalized LLG equation

\[
\mathcal{S}(t) = \mathcal{S}(t) \times \left[ -B_{\text{eff}} [S_z(t)] + \int_{-\infty}^{t'} dt' \alpha(t - t') \mathcal{S}(t') + \xi(t) \right] ,
\]  

with the dissipation kernel [39] given by

\[
\alpha(\omega) = \int_{-\infty}^{\infty} \frac{d\varepsilon}{\pi} \frac{\varepsilon J(\varepsilon)}{(\omega + i0)^2 - \varepsilon^2} ,
\]  

where we introduced the bath spectral density $J(\omega) = \sum_\alpha (\gamma_\alpha^2 / 2m_\alpha \omega_\alpha) \delta(\omega - \omega_\alpha)$ [33, 36]. The last term in Eq. (2) contains a stochastic field $\xi(t)$, which describes fluctuations (noise) caused by the coupling to the bath; the noise correlator for the components of $\xi(t)$ is given by $\langle \xi_m(t) \xi_n(t') \rangle = -2 \delta_{mn} \alpha^K(t - t')$. Next, to get a better understanding of the generalized LLG equation, we consider some examples of bath spectral densities.

**Fractional Landau-Lifshitz-Gilbert equation.**— For the generalized LLG equation (2), it is natural to ask: In which case do we recover the standard LLG equation? We can recover it for a specific choice of the bath spectral density $J(\omega)$, which we introduced in Eq. (3). Roughly speaking, $J(\omega)$ describes two things: first, in the delta function $\delta(\omega - \omega_\alpha)$, it describes at which energies $\omega_\alpha$ the macrospin can interact with the bath; second, in the prefactor $\gamma_\alpha^2 / 2m_\alpha \omega_\alpha$, it describes how strongly the macrospin can exchange energy with the bath at the frequency $\omega_\alpha$. In our simple model, the bath spectral density is a sum over $\delta$-peaks because we assumed excitations of the bath oscillators to have an infinite life time. However, also the bath oscillators will have some dissipation of their own, such that the $\delta$-peaks will be broadened. If, furthermore, the positions of the bath-oscillator frequencies $\omega_\alpha$ is dense on the scale of their peak broadening, the bath spectral density becomes a continuous function instead of a collection of $\delta$-peaks. In the following, we focus
on cases where the bath spectral density is continuous.

Since the bath only has positive frequencies, we have
\[ J(\omega \leq 0) = 0. \]
Even though \( J(\omega) \) can have any positive continuous shape, one might assume that it is an approximately linear function at low frequencies; that is,
\[ J(\omega) = \alpha_1 \omega \Theta(\omega)\Theta(\Omega_c - \omega), \]
where \( \Theta(\omega) = 1 \) for \( \omega > 0 \) and \( \Theta(\omega) = 0 \) for \( \omega < 0 \) and \( \Omega_c \) is some large cutoff frequency of the bath such that we have \( \omega_{\text{system}} \ll T < \Omega_c \). Reservoirs with such a linear spectral density are also known as Ohmic baths. Inserting the Ohmic bath spectral density back into Eq. (3), while sending \( \Omega_c \to \infty \), we recover the standard LLG equation,
\[ \dot{S}(t) = S(t) \times \left[ -B_{\text{eff}}[S_z(t)] + \alpha_1 S(t) + \xi(t) \right], \]
where the first term describes the macrospin’s precession around the effective magnetic field, the second term—known as Gilbert damping—describes the dissipation of the macrospin’s energy and angular momentum into the environment, and the third term describes the fluctuations with \( \langle \xi_m(t)\xi_n(t') \rangle = 4\alpha_1 T \delta_{mn} \delta(t - t') \), which are related to the Gilbert damping by the fluctuation-dissipation theorem. Note that the same results can be obtained without a cutoff frequency by introducing a counter term, which effectively only changes the zero-energy level of the bath, see Sup. Mat. [36] for details.

The assumption of an Ohmic bath can sometimes be justified, but is often chosen out of convenience, as it is usually the simplest bath type to consider. To our knowledge, there has been little to no experimental verification whether the typical baths of magnetizations in ferromagnets are Ohmic or not. To distinguish between Ohmic and non-Ohmic baths, we need to know how the magnetization dynamics depends on that difference. Hence, instead of the previous assumption of a linear bath spectral density (Ohmic bath), we now assume that the bath spectral density has a power-law behavior at low frequencies,
\[ J(\omega) = \alpha_s \omega^n \Theta(\omega)\Theta(\Omega_c - \omega), \]
where we refer to \( s \) as Ohmicness parameter [40]. It is convenient to define \( \alpha_s = \alpha_s / \sin(rs/2) \) and we should note that the dimension of \( \alpha_s \) depends on \( s \). For \( s = 1 \) we recover the Ohmic bath. Correspondingly, baths with \( s < 1 \) are called sub-Ohmic and baths with \( s > 1 \) are called super-Ohmic. For \( 0 < s < 2 \) and \( \Omega_c \to \infty \), we find the fractional LLG equation
\[ \dot{S}(t) = S \times \left[ -B_{\text{eff}}[S_z(t)] + \alpha_s D^s_t S(t) + \xi(t) \right], \]
where \( D^s_t \) is a (Liouville) fractional time derivative of order \( s \) and the noise correlation is given by \( \langle \xi_m(t)\xi_n(t') \rangle = 2\alpha_s T \delta_{mn} (t - t')^{-s}/\Gamma(1 - s); \) for a detailed calculation, see the Sup. Mat. [36]. Indeed, in the limit of \( s \to 1 \), we recover the regular LLG equation. The fractional LLG equation (7) seems quite similar to the standard LLG equation (5). However, the first-order time derivative in the Gilbert damping is replaced by a fractional \( s \)-order time derivative in the fractional Gilbert damping; this has drastic consequences for the dissipative macrospin dynamics.

**Fractional Gilbert damping.**— Fractional derivatives have a long history [29], and many different definitions exist for varying applications [26, 27, 29]. From our microscopic model, we found the Liouville derivative [41], which is defined as
\[ D^s_t S(t) = d^n \frac{1}{\Gamma(n-s)} \int_{-\infty}^{t} dt' (t-t')^{n-s-1} S(t'), \]
where \( n \) is the integer such that \( n \leq s < n + 1 \). This can be interpreted as doing a fractional integral followed by an integer derivative. The fractional integral is a direct generalization from the rewriting of a repeated integral, by reversing the order of integration into a single one, which leads to extra powers of \( (t-t') \).

To provide some intuition to the effects of fractional friction, we propose a thought experiment. Suppose an object is traveling at constant speed, then \( x(t) = vt \). Hence, the friction force acting on the object goes like \( D^s_t x(t) \propto vt^{1-s} \). Therefore, we find three regimes. For \( s = 1 \), the friction is constant in time. For \( s < 1 \), the friction force increases with time. Hence, longer movements will be less common. For \( s > 1 \), the friction decreases with time, so longer movements will be more likely once set in motion.

Within the fractional LLG equation, we thus see two important new regimes. For \( s < 1 \) (sub-Ohmic), the friction is more likely to relax (localize) the spin (e.g. friction is more likely to relax (localize) the spin (e.g.

![FIG. 1. A lin-log plot of the amplitude \( \sin^2 \theta \) as a function of driving frequency \( \omega_d \) plotted in dimensionless units for several values of \( s \). The resonance peaks change, depending on \( s \). The resonance frequency \( \omega_{\text{res}} \) and linewidth \( \Delta \) have been overlayed with crosses. The red dashed crosses have been calculated numerically, whereas the black solid crosses are the derived results from Eqs. (10) to (12).](image-url)
sub-diffusion) towards the $B$-field direction. For small movements, the friction could be very small, whereas it would greatly increase for bigger movements. This could describe a low dissipation stable configuration. For $s > 1$ (super-Ohmic), the friction could reduce as the spin moves further, which in other systems is known to cause Lévy-flights or super-diffusion [24, 25, 42]. This might lead the system to be less stable, but can potentially also greatly reduce the amount of dissipation for strong signal transfer: In a similar way to the design of fighter-jets, unstable systems can be easily changed by small inputs, which leads to more efficient signal transfer.

**Ferromagnetic Resonance.**— FMR is the phenomenon where the spin will follow a constant precession in a rotating external magnetic field. The angle $\theta$ from the $z$-axis at which it will do so in the steady state will vary according to the driving frequency $\omega_d$ of the magnetic field. Close to the natural frequency of the precession, one generally finds a resonance peak [43]. We assume a magnetic field of the form

$$B_{\text{eff}}(t) = \left( \frac{\Omega \cos(\omega_d t)}{\Omega \sin(\omega_d t)} \right),$$

where $\Omega$ is the strength of the rotating component, and we will neglect thermal noise. We search for a steady state solution of $S(t)$ in the rotating frame where $B_{\text{eff}}(t)$ is constant. We will assume a small $\theta$ approximation where the ground state is in the positive $z$ direction, i.e. $0 < \Omega \ll B_0 - KS$ and $\alpha_s S \ll (B_0 - KS)^{1 - s}$. Then (see Sup. Mat. [36] for details of the calculations), we find that the resonance occurs at a driving frequency

$$\omega_{\text{res}} \approx (B_0 - KS) + (B_0 - KS)^s \alpha_s S \cos \left( \frac{\pi s}{2} \right).$$

(10)

It should be noted that this is different from what was to be expected from any scaling arguments, since the cosine term is completely new compared to previous results [43], and it vanishes precisely when $s = 1$. However, this new non-linear term scales as $(B_0 - KS)^s$, which is an easily controllable parameter. In the limit where $B_0 - KS$ is small (resp. large), the linear term will vanish and the $s$-power scaling can be measured for the sub(resp. super)-Ohmic case. The amplitude at resonance is found to be

$$\sin^2 \theta_{\text{res}} \approx \frac{\Omega^2}{[\alpha_s S (B_0 - KS)^s \sin \left( \frac{\pi s}{2} \right)]^2},$$

(11)

and the Full Width at Half Maximum (FWHM) linewidth is given by

$$\Delta_{H/2} \approx 2\alpha_s S (B_0 - KS)^s \sin \left( \frac{\pi s}{2} \right).$$

(12)

Depending on the experimental setup, it might be easier to measure either the resonance location or the width of the peak. Nevertheless, both will give the opportunity to see the $s$ scaling in $B_0 - KS$. The presence of the anisotropy provides a good opportunity to reach weak or strong field limits. In fact, the orientation of the anisotropy can help to add or subtract from the magnetic field, which should make the required field strengths more reachable for experiments. Some setups are more suitable for measuring the width as a function of resonance frequency. When $s = 1$, this relation can be directly derived from Eqs. (10) and (12). However, when $s \neq 1$, the relation can only be approximated for strong or weak damping. For small $\alpha_s S$, we see that

$$\Delta_{H/2} \approx 2\alpha_s S (\omega_{\text{res}})^s \sin \left( \frac{\pi s}{2} \right).$$

(13)

The resonance peaks have been calculated numerically in FIG. 1 in dimensionless values. The red dashed lines show the location of the numerically calculated peak and the FWHM line width. The black solid lines show the location of the analytically approximated result for the peak location and FWHM line width [Eqs. (10) and (12)]. For small $\alpha_s S$ and $\Omega$, we see a good agreement between the analytical results and the numerical ones, although sub-Ohmic seems to match more closely than super-Ohmic. This could be due to the greater stability of sub-Ohmic systems, since the approximations might affect less a stable system. As one might expect from the thought experiment presented earlier, we can see in FIG. 1 that sub-Ohmic systems require higher, more energetic, driving frequencies to resonate, whereas super-Ohmic systems already resonate at lower, less energetic, driving frequencies. In FIG. 2, we provide a plot of Eq. (13) to facilitate further comparison with experiments. If the assumption of Gilbert damping was correct, all that one would see is a slope of one in the log-log inset.

**Conclusion.**— By relaxing the Ohmic Gilbert damping assumption, we have shown that the low-frequency regime of magnetization dynamics can be modeled by a
fractional LLG equation. This was done by coupling the macropin to a bath of harmonic oscillators in the framework of a Caldeira-Leggett model. The Keldysh formalism was used to compute the out-of-equilibrium dynamics of the spin system. By analyzing an FMR setup, we found an $s$-power scaling law in the resonance frequency and linewidth of the spin, which allows for a new way to measure the value of $s$. This means that experiments in magnetization dynamics and spintronics can now avoid the assumption of Gilbert damping and instead measure the Ohmicness of the environment. This could aid in a better understanding of how to improve efficiency, stability, and control of such systems for practical applications.
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I. KELDYSH MICROSCOPIC MODEL

For pedagogical reasons we start with a microscopic derivation of the usual LLG equation before going into the fractional one. In this section, we combine spin coherent states with the Keldysh formalism [1, 2] to derive a stochastic Langevin-like equation of motion of a (macro) spin [3].

A. Hamiltonian

In the main text, we introduced a spectral function \( J(\omega) \) with a cutoff frequency \( \Omega_c \). This was originally done from the perspective that any spectral function could be expanded to linear order; hence, the model would only be valid up to some highest frequency. However, the cutoff is also important for the model to be realistic, since any physical spectral function should vanish as \( \omega \to \infty \). In the main text, we stated that the same results can be obtained by introducing a constant counter term in the Hamiltonian. This is a term which exactly completes the square of the coupling term and the harmonic potential of the bath and can be seen as a normalization of the zero-energy level. If we instead start the model with this counter term and drop the cutoff, we will get a Greens function \( \alpha_{ct}(\omega) \), which is precisely such that the original Greens function can be written as \( \alpha(\omega) = \alpha(0) + \alpha_{ct}(\omega) \), i.e., the counter term in the Hamiltonian removes the zero frequency contribution of the Greens function. This \( \alpha(\omega = 0) \) generates a term in the equation of motion that goes as \( \int_0^\infty d\epsilon \frac{J(\epsilon)}{\pi} [S(t) \times S(t)] \). Since the integral is finite, with a frequency cutoff in \( J(\omega) \), the entire term is zero due to the cross product. This means that the equation of motion will be identical if we start...
either from the regular Hamiltonian with a frequency cutoff, or with a counter term and no cutoff. Here, we choose
to show the method that includes a counter term, because then we do not need to calculate terms which would have
canceled either way.

The microscopic system that we describe is a large spin in an external magnetic field, where the spin is linearly
coupled to a bath of harmonic oscillators in the same way as in Refs. [4–9]. Therefore, our Hamiltonian has the form
of a system, coupling, bath, and counter term; \( H(t) = H_s + H_c + H_b + H_{ct} \), where

\[
H_s = \mathbf{B} \cdot \hat{\mathbf{S}} - KS_z^2,
H_c = \sum_\alpha \gamma_\alpha \hat{\mathbf{S}} \cdot \hat{\mathbf{x}}_\alpha,
H_b = \sum_\alpha \frac{\hat{p}_\alpha^2}{2m_\alpha} + \frac{m_\alpha \omega^2_\alpha}{2} \hat{\mathbf{x}}_\alpha^2,
H_{ct} = \sum_\alpha \frac{\gamma^2_\alpha}{2m_\alpha \omega^2_\alpha} \hat{\mathbf{S}}^2.
\]

Here, \( \mathbf{B} \) is the (effective) magnetic field, \( \hat{\mathbf{S}} \) is the spin, \( K \) is the \( z \)-axis anisotropy, \( \gamma_\alpha \) is the coupling strength, and \( \alpha \) is the index over all harmonic oscillators which have position \( \hat{\mathbf{x}}_\alpha \), momentum \( \hat{\mathbf{p}}_\alpha \), mass \( m_\alpha \) and natural frequency \( \omega_\alpha \). Notice that the counter term is constant, since \( S^2 \) is a conserved quantity, and that we have indeed completed
the square, such that

\[
H(t) = B \cdot S - KS_z^2 + \sum_\alpha \frac{\hat{p}_\alpha^2}{2m_\alpha} + \left[ \sqrt{\frac{m_\alpha \omega^2_\alpha}{2}} \hat{\mathbf{x}}_\alpha + \sqrt{\frac{\gamma^2_\alpha}{2m_\alpha \omega^2_\alpha}} \hat{\mathbf{S}} \right]^2.
\]

**B. Keldysh partition function**

We will use the Keldysh formalism to derive a quasi-classical equation of motion. Since this is an out-of-equilibrium
system, a common choice would be to use the Lindblad formalism with a master equation [10]. However, Lindblad can
only describe Markovian systems, which will not be the case when we introduce a non-Ohmic bath. In the Keldysh
formalism, one starts with an equilibrium density matrix in the far past (effectively infinite on the relevant time scale). This then gets evolved with the time evolution operator as usual. However, in contrast to ordinary path integrals, once the present has been reached, one evolves back to the infinite past. Since there is infinite time for evolution, we can reach out-of-equilibrium states adiabatically. The benefit of integrating back to the infinite past is that we begin and end with the same in-equilibrium system, which means equilibrium techniques can be used, at the cost of having both the forward (\( O^+ \)) and backward (\( O^- \)) quantities to take care of. To reach useful results, one can apply a Keldysh rotation to the classical (\( O^c = (O^+ + O^-)/2 \)) and quantum (\( O^q = O^+ - O^- \)) components with the added
notation \( \hat{O} = \left( \frac{O^c}{O^q} \right) \). To derive a quasi-classical equation of motion, the action can be expanded in all the quantum
components, after which the Euler-Lagrange equation for the quantum components provides the equation of motion
in terms of the classical components.

![FIG. 1. Figure extracted from Ref. [2]. The Keldysh contour starts at \( t = -\infty \), evolves forward to some time \( t \), and then evolves backwards in time to \( t = -\infty \).](image)

To begin, we write down the Keldysh partition function

\[
Z = \text{Tr} \left\{ T_K \exp \left[ -i \oint \! dt H(t) \right] \rho_0 \right\},
\]

(3)
where \( T_K \) is the Keldysh time ordering, \( \rho_0 \) is the density matrix at \( t = -\infty \), and the integral runs over the Keldysh contour, as shown in FIG. 1. After discretizing the Keldysh time integral in the way of FIG. 1, we can rewrite the trace as path-integrals over the spin coherent state \( |g\rangle \) and the oscillators \( |\hat{x}_\alpha\rangle \) and \( |\hat{p}_\alpha\rangle \). This yields

\[
Z = \int D\gamma \prod_\alpha \int D\hat{x}_\alpha \int D\hat{p}_\alpha e^{iS[g,\{\hat{x}_\alpha\},\{\hat{p}_\alpha\}]},
\]

with the Keldysh action

\[
S[g,\{\hat{x}_\alpha\},\{\hat{p}_\alpha\}] = \oint_K dt \left[ (i\partial_t \langle g | g \rangle) - B \cdot S_g + KS_{z,g}^2 \right.
\]

\[
+ \sum_\alpha \left( -\gamma_\alpha S_g \cdot \hat{x}_\alpha + \hat{p}_\alpha \cdot \dot{\hat{x}}_\alpha - \frac{\gamma_\alpha^2 S_g^2}{2m_\alpha \omega_\alpha^2} - \frac{\hat{p}_\alpha^2}{2m_\alpha} - \frac{m_\alpha \omega_\alpha^2}{2} \dot{\hat{x}}_\alpha^2 \right),
\]

where we defined \( S_g = \langle g | \hat{S} | g \rangle \).

The continuous path-integral seems to miss the boundary term \( \langle \hat{x}_{1,\alpha}, g_1 | \rho_0 | \hat{x}_{2N,\alpha}, g_{2N} \rangle \langle \hat{p}_{2N,\alpha}, \hat{x}_{2N,\alpha} | \hat{p}_{2N,\alpha} \rangle \), but it is included in the Keldysh contour, as it connects the beginning and final contour time at \( t = -\infty \); see Ref. [2].

Now, we will integrate out the bath degrees of freedom, beginning by completing the square and performing the Gaussian integral over \( \hat{p}_\alpha \). The Gaussian contribution in \( \hat{p}_\alpha \) will act as a constant prefactor, so it will drop out of any calculation of an observable due to the normalization. Hence, we can effectively set it to one to find

\[
\int D\hat{p}_\alpha \exp \left[ -i \oint_K dt \left( \frac{\hat{p}_\alpha^2}{2m_\alpha} - \hat{p}_\alpha \cdot \dot{\hat{x}}_\alpha \right) \right] = \exp \left[ i \oint_K dt \left( -\frac{m_\alpha}{2} \dot{\hat{x}}_\alpha \dot{\hat{x}}_\alpha \right) \right],
\]

where we also did a partial integration in \( \dot{\hat{x}}_\alpha \). Next we will perform a similar approach for the positions, but it is useful to apply the Keldysh rotation first. Note that since we can directly rewrite the integral over the Keldysh contour as a regular time integral over the quantum components. However, one must still rewrite the contents of the integral in terms of the quantum and classical parts of the variables, since the Keldysh rotation does not immediately work for products. The action can first be written as

\[
iS[g,\{\hat{x}_\alpha\}] = i \oint dt \left[ \left( \langle g | [\hat{S}, [\hat{S}, g]] \rangle \right) - \left( B \cdot S_g \right) + KS_{z,g}^2 \right]
\]

\[
- \sum_\alpha \left( \left[ \gamma_\alpha S_g \cdot \hat{x}_\alpha \right] + \frac{\gamma_\alpha^2 S_g^2}{2m_\alpha \omega_\alpha^2} + \left[ \frac{m_\alpha}{2} \dot{\hat{x}}_\alpha \left( \dot{\hat{x}}_\alpha + \omega_\alpha^2 \hat{x}_\alpha \right) \right] \right).
\]

We can then derive that

\[
-\left( [\gamma_\alpha S_g \cdot \hat{x}_\alpha] \right) = -\gamma_\alpha \left[ S_g^2 + S_g \cdot \hat{x}_\alpha \right] = -\gamma_\alpha \left[ S_g^2 + \frac{1}{2} S_g \cdot \hat{x}_\alpha \right] = -\gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right] = \gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right] = \gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right]
\]

\[
= -\gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right] = -\gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right] = -\gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right] = -\gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right] = -\gamma_\alpha \left[ S_g \cdot \hat{x}_\alpha \right]
\]

where we introduced \( \tau_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) in the Keldysh (classical, quantum) space represented by an upper index \( c \) and \( q \) respectively. Next, we want to derive a similar form for the part of the action that is quadratic in \( \hat{x}_\alpha \). Since these are harmonic oscillators in equilibrium, we can refer the reader to Ref. [2], noting that a unit mass was used there, and conclude that

\[
\left[ -\frac{m_\alpha}{2} \dot{\hat{x}}_\alpha \right] = \left( \hat{x}_c^x \hat{\dot{x}}_c^x \right) = \left( \hat{x}_c^x \hat{\dot{x}}_c^x \right) = \left( \hat{x}_c^x \hat{\dot{x}}_c^x \right) = \left( \hat{x}_c^x \hat{\dot{x}}_c^x \right)
\]

where the retarded and advanced Greens functions read

\[
\left[ G^{\alpha}_{c} \right]^{R/A} \left( t - t' \right) = \delta(t - t') \frac{m_\alpha}{2} ((i\partial_t \pm i0)^2 - \omega_\alpha^2).
\]

The \( \pm i0 \) is introduced because we need an infinitesimal amount of dissipation on the bath for it to remain in equilibrium and the sign is tied to causality. This is because there is also an infinitesimal amount of energy transfer from the
macroscopic spin to each of the oscillators. This results in an extra first-order derivative term, which is found by multiplying out the square with $i0$. One might want to set these terms to zero immediately, but as it turns out, these are very important limits, which shift away poles from integrals that we need to compute later. Once that is done, the limits are no longer important for the final result, and they may finally be put to zero. Since the bath is in equilibrium, we can use the fluctuation dissipation theorem to compute the Keldysh component using

$$G^K_\alpha(\omega) = [G^R_\alpha(\omega) - G^A_\alpha(\omega)] \coth \left( \frac{\omega}{2T} \right).$$

The $\hat{x}$ dependent part of the action is now given by

$$iS_X = i \int dt \left[ -\gamma_\alpha \left( S^g_\alpha S^g_\beta \right) \tau_x \left( \dot{x}^\alpha_x \dot{x}^\alpha_\beta \right) + \left( \dot{x}^\alpha_x \dot{x}^\alpha_\beta \right) G^{-1}_\alpha \left( \dot{x}^\alpha_x \dot{x}^\alpha_\beta \right) \right],$$

which we can compute by completing the square to find

$$iS_X = i \int dt \left[ -\frac{\gamma_\alpha^2}{4} \vec{S}^R \left( \begin{array}{cc} 0 & G^A_\alpha \\ G^R_\alpha & G^K_\alpha \end{array} \right) \vec{S}^g \right].$$

Before we write down the final effective action, we also have to rewrite the quadratic part in $\vec{S}$ in a similar vector form, which is

$$-\frac{\gamma_\alpha^2 |S^g_\alpha|^2}{2m_\alpha \omega_\alpha} = -\frac{\gamma_\alpha^2}{2m_\alpha \omega_\alpha} \left( S^g_\alpha S^g_\beta \right) \tau_x \left( S^g_\alpha S^g_\beta \right).$$

Combining everything together, we find that the partition function of the system is given by $Z = \int Dg e^{iS[g]}$, with the effective action

$$iS[g] = i \int dt \left\{ \left[ -i\partial_t (g) \right] g - \mathbf{B} \cdot \mathbf{S}_g + KS^2_{z,g} \right\} - \int dt \left[ \dot{\vec{S}}^R_\alpha(t) \left( \begin{array}{cc} 0 & \alpha^A_\alpha \\ \alpha^R_\alpha & \alpha^K_\alpha \end{array} \right) \right] \vec{S}^g(t'),$$

where $\alpha^{A/R}(t-t') = \sum_\alpha \left( \frac{\gamma_\alpha^2}{4} G^A_\alpha (t-t') + \frac{\gamma_\alpha^2}{2m_\alpha \omega_\alpha} \delta(t-t') \right)$ and $\alpha^K(t-t') = \sum_\alpha \frac{\gamma_\alpha^2}{4} G^K_\alpha (t-t')$.

C. Quasi-classical equation of motion

In the quasi-classical regime, we are interested in solutions where the quantum components $(q)$ are small compared to the classical components $(c)$. We can thus neglect terms of $O(|q|^2)$, but we must be careful with $(q)^2$. We can use a Hubbard-Strattonovich transformation to convert $(q)^2$ terms into an expression with just $(q)$, but with a new field $\xi$ added to the path integral $[3]$. The action will then contain only terms of linear order in $(q)$, which means the partition function has the form $Z \sim \int Dc Dq \exp[i f(c)] = \int Dc \frac{1}{\pi} \delta[f(c)]$. Hence, only solutions that satisfy $f(c) = 0$ contribute to the path integral. Within that subset, we want to minimize the action.

In order to derive the equation of motion of the system, we must understand the relation between $(g)$ and $\mathbf{S}_g = \langle g | \mathbf{S} | g \rangle$. Using the Euler angle representation $[1]$, we can describe $|g\rangle$ as

$$|g\rangle = |\uparrow\rangle = e^{-i\phi_1 S_x} e^{-i\theta_1 S_y} e^{-i\psi_1 S_z} |\uparrow\rangle = e^{-i\phi_1 S_x} e^{-i\theta_1 S_y} e^{-i\psi_1 S_z} |\uparrow\rangle,$$

and similarly

$$\langle g | = e^{i\psi_1} \langle \uparrow | e^{i\theta_1 S_y} e^{i\phi_1 S_z}.$$  

Note that the $\psi$ angle is now independent of the quantum state $|\uparrow\rangle$, since this angle is describing the rotation of the vector pointing in the spin direction, which is symmetric. Hence, this will yield a gauge symmetry.

Using the Euler angle representation in the first terms of Eq. (14), we see that

$$(-i\partial_t (g)) |g\rangle = \left( \psi_S e^{i\psi_1} \langle \uparrow | e^{i\theta_1 S_y} e^{i\phi_1 S_z} + e^{i\psi_1} \langle \uparrow | \hat{\theta}_g \hat{S}_y e^{i\theta_1 S_y} e^{i\phi_1 S_z} + e^{i\psi_1} \langle \uparrow | e^{i\theta_1 S_y} \hat{\phi}_g \hat{S}_z e^{i\phi_1 S_z} \right) e^{-i\phi_1 S_x} e^{-i\theta_1 S_y} e^{-i\psi_1 S_z} |\uparrow\rangle \langle 1 | e^{-i\psi_1 S_x} e^{-i\theta_1 S_y} e^{-i\psi_1 S_z} |\uparrow\rangle$$

$$= \psi_S + \dot{\theta} \langle \uparrow | \hat{S}_y |\uparrow\rangle + \dot{\phi} \langle \uparrow | e^{i\theta_1 S_y} \hat{S}_z e^{-i\theta_1 S_y} |\uparrow\rangle.$$

(17)
We note that $\langle \uparrow | S_y | \uparrow \rangle = 0$, while the last term includes a rotation of the spin up state by $\theta$ degrees in the $y$ direction and then measures the $S_z$ component of that state, which is $S \cos \theta$. Hence,
\[
(-i\partial_t |g\rangle) |g\rangle = \hat{\psi} S + \phi S \cos \theta.
\] (18)

We now define a new variable $\chi$ such that $\psi = \chi - \phi$, which results in
\[
(-i\partial_t |g\rangle) |g\rangle = \chi S - \phi(1 - \cos \theta) S.
\] (19)

Making use of the Euler angle representation, we also see that
\[
S_y = S \begin{pmatrix}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{pmatrix}.
\] (20)

We see that $B \cdot S_y = S [B_x \sin \theta \cos \phi + B_y \sin \theta \sin \phi + B_z \cos \theta]$. Similarly, $K S_{z,g}^2 = K S^2 \cos^2 \theta$. Now, we still have to compute the quantum parts of these quantities. We first note that
\[
S_y^q / S = [\sin \theta \cos \phi]_q \frac{\theta_y}{2} \cos \phi_c \cos \frac{\phi_q}{2} - 2 \sin \theta_c \cos \frac{\theta_y}{2} \sin \phi_c \sin \frac{\phi_q}{2};
\]
\[
S_y^q / S = [\sin \theta \sin \phi]_q \frac{\theta_y}{2} \cos \phi_c \sin \frac{\phi_q}{2} + 2 \cos \theta_c \sin \frac{\theta_y}{2} \sin \phi_c \cos \frac{\phi_q}{2};
\]
\[
S_y^q / S = [\cos \theta \sin \phi]_q \frac{\phi_q}{2} - 2 \sin \theta_c \sin \theta \sin \phi_c \sin \frac{\phi_q}{2};
\]
\[
[\sin^2 \theta]_q = -2 \sin \theta_c \cos \theta_c \sin \theta_q.
\] (21)

Next, we want to express $B \cdot S_y^q$ in terms of Euler angles. We see that
\[
B \cdot S_y^q = S [B_x \sin \theta \cos \phi + B_y \sin \theta \sin \phi + B_z \cos \theta] |q\rangle = 2 S \left( B_x \left( \cos \theta_c \sin \frac{\theta_q}{2} \cos \phi_c \cos \frac{\phi_q}{2} - \sin \theta_c \cos \frac{\theta_q}{2} \sin \phi_c \sin \frac{\phi_q}{2} \right) \right.
\]
\[
+ B_y \left( \sin \theta_c \cos \frac{\theta_q}{2} \cos \phi_c \sin \frac{\phi_q}{2} + \cos \theta_c \sin \frac{\theta_q}{2} \sin \phi_c \cos \frac{\phi_q}{2} \right)
\]
\[- B_z \sin \theta_c \sin \theta \sin \phi_c \sin \frac{\phi_q}{2} \left. \right),
\] (24)

where we used the results from Eq. (21). Similarly, we have
\[
K [S_{z,g}^2] |q\rangle = K S^2 \sin^2 \theta |q\rangle = -2 K S^2 \sin \theta \cos \theta \sin \theta_q.
\] (25)

Combining these results, we conclude that
\[
[(-i\partial_t |g\rangle) - B \cdot S_y + K S_{z,g}^2] |q\rangle = S \left[ \phi_q \hat{\phi}_c \sin \theta_c \cos \frac{\theta_q}{2} + \phi_q \frac{\theta_q}{2} \cos \theta_c \sin \frac{\theta_q}{2} - 2 (-B_z + K S \cos \theta_c + \dot{\phi}_c) \sin \theta_c \sin \frac{\theta_q}{2}
\]
\[- 2 B_x \left( \cos \theta_c \sin \frac{\theta_q}{2} \cos \phi_c \cos \frac{\phi_q}{2} - \sin \theta_c \cos \frac{\theta_q}{2} \sin \phi_c \sin \frac{\phi_q}{2} \right)
\]
\[- B_y \left( \sin \theta_c \cos \frac{\theta_q}{2} \cos \phi_c \sin \frac{\phi_q}{2} + \cos \theta_c \sin \frac{\theta_q}{2} \sin \phi_c \cos \frac{\phi_q}{2} \right) \right].
\] (26)
Remark that this expression only contains odd powers of \((q)\), so that we can neglect all higher-order terms to get
\[
\left[ (-i\partial_t\langle g\rangle|g\rangle - \mathbf{B} \cdot \mathbf{S}_g + K\mathbf{S}_g^2 \right]^q = S \left[ -\theta_q\sin \theta_c (-B_x + K\cos \theta_c + \phi_c) \\
- \theta_q \cos \theta_c (B_x \cos \phi_c + B_y \sin \phi_c) + \phi_q \sin \theta_c (\dot{\theta}_c + B_x \sin \phi_c - B_y \cos \phi_c) \right].
\] (27)

Now, we focus on the part of the action in Eq. (14) that comes from the bath, given by
\[
s_i S_b [g] = -i \int dt \int dt' S_g^R (t) \left( \frac{\partial}{\partial t} \right) (t-t') S_g (t').
\] (28)

Let us first consider what \(S_g^q\) and \(S_g^c\) are in terms of \(\phi\) and \(\theta\). By performing some trigonometric operations on each of the components, we find that
\[
S_g^c = S \left( \begin{array}{c}
\sin \theta_c \cos \frac{\theta_q}{2} \cos \phi_c \cos \phi_c - \cos \theta_c \sin \frac{\theta_q}{2} \sin \phi_c \sin \frac{\theta_q}{2} \\
\sin \theta_c \cos \frac{\theta_q}{2} \sin \phi_c \cos \frac{\theta_q}{2} + \cos \theta_c \sin \frac{\theta_q}{2} \cos \phi_c \sin \frac{\theta_q}{2} \\
\cos \theta_c \cos \frac{\theta_q}{2}
\end{array} \right)
\] (29)
and
\[
S_g^q = 2S \left( \begin{array}{c}
\cos \theta_c \sin \frac{\theta_q}{2} \cos \phi_c \cos \phi_c - \sin \theta_c \cos \frac{\theta_q}{2} \sin \phi_c \sin \frac{\theta_q}{2} \\
\sin \theta_c \cos \frac{\theta_q}{2} \sin \phi_c \cos \frac{\theta_q}{2} + \cos \theta_c \sin \frac{\theta_q}{2} \cos \phi_c \sin \frac{\theta_q}{2} \\
- \sin \theta_c \sin \frac{\theta_q}{2}
\end{array} \right).
\] (30)

By expanding in the quantum components of \(S_g^c\) and \(S_g^q\), we see that
\[
S_g^c = \langle q \rangle^0 + O (\langle q \rangle^2),
\]
\[
S_g^q = \langle q \rangle^1 + O (\langle q \rangle^3).
\]

Since the action only contains terms with at least one \(S_g^q\), we know that the only way to obtain a term of order \((q)^2\) is from \((S_g^q)^2\). Hence, we may neglect all terms beyond linear \((q)\) in \(S_g^{c/q}\) in the quasi-classical regime. This results in
\[
S_g^c = S \left( \begin{array}{c}
\sin \theta_c \cos \phi_c \\
\sin \theta_c \sin \phi_c \\
\cos \theta_c
\end{array} \right),
\] (31)
\[
S_g^q = S \left( \begin{array}{c}
\theta_q \cos \theta_c \cos \phi_c - \phi_q \sin \theta_c \sin \phi_c \\
\phi_q \sin \theta_c \sin \phi_c + \theta_q \cos \theta_c \sin \phi_c \\
- \theta_q \theta_c \sin \phi_c
\end{array} \right).
\] (32)

A useful remark for later is that this shows that
\[
S_g^q = \theta_q \frac{\partial}{\partial \theta_c} S_g^c + \phi_q \frac{\partial}{\partial \phi_c} S_g^c.
\] (33)

Going back to \(iS_b [g]\), we can rewrite this as a convolution, in the sense that
\[
iS_b [g] = -i \int dt \left[ S_g^c (t) \cdot (\alpha^A \ast S_g^c) (t) + S_g^q (t) \cdot (\alpha^R \ast S_g^c) (t) + S_g^q (t) \cdot (\alpha^K \ast S_g^q) (t) \right],
\] (34)
where \((f \ast g)(t) = \int_{-\infty}^{\infty} dt' f(t-t')g(t')\). We see that the first two terms contain precisely one quantum component, but the last term has two quantum components. When writing down the Euler-Lagrange equation of motion, it is important to realize that the convolution operation will act as if it is a simple multiplication, since the convolution obeys
\[
\frac{df}{dx} (f(x) \ast g)(t) = \left( \frac{df}{dx} \ast g \right)(t).
\] (35)
We now concentrate on the \((q)^2\) part of this action, for which we would like to use a Hubbard-Stratonovich transformation in order to reduce this to linear in \((q)\). Recall that a Hubbard-Stratonovich transformation is given by

\[
\exp \left[-\frac{\alpha}{2} x^2 \right] = \sqrt{\frac{1}{2\pi\alpha}} \int D\xi \exp \left[-\frac{\xi^2}{2\alpha} - ix\xi \right].
\]

However, we see that our action does not contain any purely quadratic terms, but rather a Greens functional shape as \(S^K_g(t)\). Hence, to use a Hubbard-Stratonovich like transformation, we must derive it from a Greens function exponential, similarly to Ref. [3]. Assuming that this is renormalizable and that \(\alpha^K\) can be rewritten into a distribution, we have

\[
1 = \int D\xi \exp \left[-\frac{1}{2} \int dt \int dt' \xi(t)[-2i\alpha^K]^{-1}(t-t')\xi(t') \right] = \int D\xi \exp \left[-\frac{1}{2} \int dt \int dt' \left(\xi(t) - 2 \int dt'' S^K_g(t''\alpha^K(t'' - t))[-2i\alpha^K]^{-1}(t-t') \left(\xi(t') - 2 \int dt'''\alpha^K(t' - t'')S^K_g(t''') \right) \right] = \int D\xi \exp \left[-\frac{1}{2} \int dt \int dt' \xi(t)[-2i\alpha^K]^{-1}(t-t')\xi(t') \right] - iS^K_g(t)\delta(t-t')\xi(t') - i\xi(t)\delta(t-t')S^K_g(t') - 2iS^K_g(t)\alpha^K(t-t')S^K_g(t') \right] = \int D\xi \exp \left[-\frac{1}{2} \int dt \int dt' \xi(t)[-2i\alpha^K]^{-1}(t-t')\xi(t') - 2iS^K_g(t)\delta(t-t')\xi(t') - 2iS^K_g(t)\alpha^K(t-t')S^K_g(t') \right],
\]

where we used that \(\int dt'\alpha^K(t-t')[\alpha^K]^{-1}(t-t'') = \delta(t-t'')\) and that \(2i\alpha^K\) is positive real. Therefore, we find that

\[
\exp \left[-i \int dt \int dt' S^K_g(t)\alpha^K(t-t')S^K_g(t') \right] = \int D\xi \exp \left[-\frac{1}{2} \int dt \int dt' \xi(t)[-2i\alpha^K]^{-1}(t-t')\xi(t') \right] \cdot \exp \left[i \int dt S^K_g(t)\xi(t) \right].
\]

The double integral in the first exponential signifies the statistical properties of \(\xi\). For instance, if \(\alpha^K\) is delta-like, then \(\xi\) would have Gaussian statistics (e.g. white noise), but in general we will have time correlated noise defined by \(\alpha^K\) [3], such that

\[
\langle \xi(t)\xi(t') \rangle = -2i\alpha^K(t-t').
\]

Since there is no \(g\) dependence in the double \(\xi\) exponential, we will leave it out of \(S[g]\) and only remember these statistics. Our partition function is then given by

\[
Z = \int D\xi \exp (iS_n[\xi]) \int Dg \exp (iS_{sc}[g,\xi]),
\]

where the noise action is given by

\[
iS_n[\xi] = -\frac{1}{2} \int dt \int dt' \xi(t)[-2i\alpha^K]^{-1}(t-t')\xi(t')
\]

and the semi-classical action is given by

\[
iS_{sc}[g,\xi] = i \int dt S \left[ -\theta_q \sin \theta_c (-B_x + KS \cos \theta_c + \dot{\phi}_c) - \theta_q \cos \theta_c (B_x \cos \phi_c + B_y \sin \phi_c) + \phi_q \sin \theta_c (\dot{\theta}_c + B_x \sin \phi_c - B_y \cos \phi_c) \right] + i \int dt \left[ \xi(t)S^K_g(t) \right] - i \int dt \left[ S^K_g(t) \cdot (\alpha^A \ast S^K_g)(t) + S^K_g(t) \cdot (\alpha^R \ast S^K_g)(t) \right],
\]

where \(S^K_g(t)\) and \(S^K_g(t)\) include only up to first-order corrections in quantum components. Assuming that \(\alpha^{A/R}\) can be written in terms of distributions, we can define the distribution \(\alpha_{diss}(t) = -\alpha^R(t) - \alpha^A(t)\) and rewrite the semi-classical action as

\[
iS_{sc}[g,\xi] = i \int dt S \left[ -\theta_q \sin \theta_c (-B_x + KS \cos \theta_c + \dot{\phi}_c) - \theta_q \cos \theta_c (B_x \cos \phi_c + B_y \sin \phi_c) + \phi_q \sin \theta_c (\dot{\theta}_c + B_x \sin \phi_c - B_y \cos \phi_c) \right] + i \int dt \left[ (\alpha_{diss} \ast S^K_g)(t) + \xi(t) \right] S^K_g(t).
\]
Recall that, using the Euler angles, we have $\int Dg = \int D\theta D\phi \sin(\theta)$. Technically, the factor of $\sin(\theta)$ would end up in the action. However, since one could define $\rho = \cos(\theta)$ as a new variable in order to avoid this, we know that this term is not relevant to the physics. Hence, we can disregard it.

Since all terms in $iS_{\lambda c} [g, \xi]$ are either linear in $\theta_q$ or $\phi_q$, we find two Euler-Lagrange equations of the form

$$\frac{\delta L_{\lambda c}}{\delta \theta_q} = 0 \quad \text{and} \quad \frac{\delta L_{\lambda c}}{\delta \phi_q} = 0.$$  \hspace{1cm} (43)

Remembering Eq. (33), we see that $\frac{\delta S^c_{\lambda}(t)}{\delta \theta_q} = \frac{\delta S_{\lambda}^c(t)}{\delta \phi_q} = \frac{\delta S_{\lambda}^c(t)}{\delta \phi_q}$. Hence, the e.o.m. can be rearranged to yield

$$\dot{\phi}_c = \frac{1}{S \sin \theta_c} \left[ -B(S^c) + (\alpha_{\text{diss}} * S^c) (t) + \xi(t) \right] \cdot \frac{\delta S^c_{\lambda}(t)}{\delta \theta_c}$$  \hspace{1cm} (44)

and

$$\dot{\theta}_c = -\frac{1}{S \sin \theta_c} \left[ -B(S^c) + (\alpha_{\text{diss}} * S^c) (t) + \xi(t) \right] \cdot \frac{\delta S^c_{\lambda}(t)}{\delta \phi_c},$$  \hspace{1cm} (45)

where $B(S^c) = \begin{pmatrix} B_x \\ B_y \\ B_z - KS_z^c \end{pmatrix}$.

D. Generalized Landau-Lifshitz-Gilbert equation

We want to show that the equations found by the microscopic model are in fact precisely of the LLG form. For this, we will have to start from the LLG equation, and introduce the same two Euler angles $\theta$ and $\phi$ for the spin, and show that this gives rise to the same set of equations as previously deduced.

We begin with the generalized LLG equation

$$\dot{S}(t) = S(t) \times \left[ -B(S_z) + (\alpha_{\text{diss}} * S) (t) + \xi(t) \right],$$  \hspace{1cm} (46)

where $\alpha_{\text{diss}}(t) = -\alpha_R(t) - \alpha_A(-t)$, $\langle \xi(t) \xi(t') \rangle = -2i\alpha^K(t-t')$ and $B(S_z) = (B_x, B_y, B_z - KS_z)^T$. Since the velocity of $S$ is always perpendicular to $S$, we know that the magnitude of $S$ is constant. Hence, we can go to spherical coordinates, such that

$$S = S \begin{pmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{pmatrix}.$$  \hspace{1cm} (47)

Inserting this into the LLG equation, we firstly see that

$$\dot{S} = \dot{\theta} \frac{\partial S}{\partial \theta} + \dot{\phi} \frac{\partial S}{\partial \phi} = \dot{\theta} S \begin{pmatrix} \cos \theta \cos \phi \\ \cos \theta \sin \phi \\ -\sin \theta \end{pmatrix} + \dot{\phi} S \begin{pmatrix} -\sin \theta \sin \phi \\ \sin \theta \cos \phi \\ 0 \end{pmatrix}. $$

Now, we notice that the RHS of the LLG equation can, without loss of generality, be written as $S(t) \times r$ with $r = (x, y, z)^T$. Working this out explicitly, we find that the LLG equation $\dot{S} = S \times r$ becomes

$$S \begin{pmatrix} \dot{\theta} \cos \theta \cos \phi - \dot{\phi} \sin \theta \sin \phi \\ \dot{\theta} \cos \theta \sin \phi + \dot{\phi} \sin \theta \cos \phi \\ -\dot{\phi} \sin \theta \end{pmatrix} = S \begin{pmatrix} z \sin \theta \sin \phi - y \cos \theta \\ x \cos \theta - z \sin \theta \cos \phi \\ y \sin \theta \cos \phi - x \sin \theta \sin \phi \end{pmatrix}. $$  \hspace{1cm} (48)

We note that the equation corresponding to the $z$ component can be written as

$$\dot{\theta} = -\frac{1}{\sin \theta} r \cdot \begin{pmatrix} -\sin \theta \sin \phi \\ \sin \theta \cos \phi \\ 0 \end{pmatrix} = -\frac{1}{S \sin \theta} r \cdot \frac{\partial S}{\partial \phi}. $$  \hspace{1cm} (49)
Now, we add up the $\hat{x}$ and $\hat{y}$ equations, such that the $\dot{\theta}$ cancels (i.e. $-\hat{x}\sin \phi + \hat{y}\cos \phi$). This yields
\[
\dot{\phi} \sin \theta (\sin^2 \phi + \cos^2 \phi) = -z \sin \theta (\sin^2 \phi + \cos^2 \phi) + y \cos \theta \sin \phi + x \cos \theta \cos \phi,
\]
which simplifies to
\[
\dot{\phi} = \frac{1}{\sin \theta} r \cdot \left( \frac{\cos \theta \cos \phi}{\cos \theta \sin \phi} - \frac{\sin \theta}{\sin \theta} \right) = \frac{1}{S \sin \theta} r \cdot \frac{\partial S}{\partial \theta}.
\]
(50)

By inserting $r = -B(S_z) + (\alpha_{\text{diss}} S)(t) + \xi(t)$, we see that this is identical to the equations derived from the microscopic model
\[
\dot{\phi}_c = \frac{1}{S \sin \theta_c} \left[ -B(S_z) + (\alpha_{\text{diss}} S_c)(t) + \xi(t) \right] \cdot \frac{\delta S^c_c(t)}{\delta \phi_c};
\]
(51)
\[
\dot{\theta}_c = -\frac{1}{S \sin \theta_c} \left[ -B(S_z) + (\alpha_{\text{diss}} S^c_c)(t) + \xi(t) \right] \cdot \frac{\delta S^c_c(t)}{\delta \phi_c}.
\]
(52)

Therefore, we may conclude that our microscopic model is described by the generalized LLG equation.

For the fractional LLG equation, we are in particular interested in the case where $\alpha_{\text{diss}} S = \alpha_s D_t^s S$, where $D_t^s$ is a fractional derivative. For instance, assuming $0 < s < 1$, the Liouville fractional derivative is given by
\[
D_t^s f(t) = \frac{1}{\Gamma(1-s)} \int_{-\infty}^t (t - t')^{-s} f(t') dt'.
\]
(53)

So, if $\alpha_{\text{diss}} = \frac{\alpha_s \Theta(t)}{\Gamma(1-s)} t^{-s} \partial_t$, then, because of the convolution with $S$, we would find a fractional LLG equation, whereas $\alpha_{\text{diss}} = \alpha_1 \delta(t) \partial_t$ would give the regular LLG equation.

II. FRACTIONAL DERIVATIVE FROM NON-OHMIC SPECTRAL FUNCTION

Here, we will compute the type of dissipation which comes from the spectral function. We will first derive the spectral function from microscopic quantities to see how it ends up in the Greens function. Then, we will calculate the dissipation for three different cases.

A. Calculating the effective Greens functions

We recall that
\[
\alpha^{A/R}(t - t') = \sum_\alpha \left( \frac{\gamma_\alpha^2}{4} G^{A/R}_\alpha(t - t') + \delta(t - t') \frac{\gamma_\alpha^2}{2 m_\alpha \omega_\alpha^2} \right),
\]
where
\[
\lbrack G^{-1}_\alpha \rbrack^{R/A}(t - t') = \delta(t - t') \frac{m_\alpha}{2} [(i \partial_t + i0)^2 - \omega_\alpha^2].
\]

By the fluctuation dissipation theorem, we also have
\[
\alpha^K(\omega) = [\alpha^R(\omega) - \alpha^A(\omega)] \coth \left( \frac{\omega}{2T} \right).
\]

We are interested in finding closed forms for $\alpha^{R/A/K}(t - t')$. Using the relation
\[
\int dt' G^{-1}(t - t') G(t' - t'') = \delta(t - t'),
\]
(54)
we note that
\[
\frac{m_\alpha}{2} [(i \partial_t + i0)^2 - \omega_\alpha^2] G^{R/A}_\alpha(t - t'') = \delta(t - t'').
\]
(55)
The Fourier transform yields
\[ G^{R/A}_\alpha(\omega) = \frac{1}{m_\alpha^2 \omega^2 + \omega^4} \cdot (\omega^2 - i \omega^2) \cdot (\omega^2 - i \omega^2). \] (56)

We therefore find that
\[ \alpha^{R/A}(\omega) = \frac{\gamma^2_\alpha}{4} G^{A/R}(\omega) + \frac{\gamma^2_\alpha}{2m_\alpha\omega^2_a}. \] (57)

The spectral function is given by the imaginary part of the Fourier transform of the dynamical susceptibility
\[ \chi(\omega) = \frac{\delta}{\delta S(\omega)} \sum_\alpha \gamma_\alpha \hat{x}_\alpha(\omega). \] (58)

The Hamiltonian e.o.m. for the bath can be found by going back to our starting Hamiltonian
\[ H = \mathbf{B} \cdot \mathbf{S} + \sum_\alpha \gamma_\alpha \mathbf{S} \cdot \dot{x}_\alpha + \sum_\alpha \frac{\hat{p}^2_\alpha}{2m_\alpha} + \frac{m_\alpha\omega^2_a}{2} \dot{x}_\alpha^2 + \sum_\alpha \frac{\gamma^2_\alpha}{2m_\alpha\omega^2_a} \mathbf{S}^2. \]

The e.o.m. reads
\[ \dot{x}_\alpha = \frac{\hat{p}_\alpha}{m_\alpha} \quad \text{and} \quad \dot{p}_\alpha = -\gamma_\alpha \mathbf{S} - m_\alpha\omega^2_a \dot{x}_\alpha. \] (59)

Combining both equations and taking the Fourier transform, we find
\[ \hat{x}_\alpha(\omega) = \frac{\gamma_\alpha}{m_\alpha((\omega + i0)^2 - \omega^2)} S(\omega), \] (60)

where we have taken an infinitesimal amount of dissipation +i0 on the oscillators into account. This leads to
\[ \chi(\omega) = \sum_\alpha \frac{\gamma^2_\alpha}{m_\alpha((\omega + i0)^2 - \omega^2)} = \sum_\alpha \frac{\gamma^2_\alpha}{2m_\alpha\omega^2_a} \left( \frac{1}{\omega + i0 - \omega^2} - \frac{1}{\omega + i0 + \omega^2} \right). \] (61)

We remark that
\[ \text{Im} \frac{1}{x + i0} = -\pi \delta(x), \] (62)

which leads to
\[ J(\omega) = \text{Im} \chi(\omega) = -\sum_\alpha \frac{\pi \gamma^2_\alpha}{2m_\alpha\omega^2_a} \left[ \delta(\omega - \omega_a) - \delta(\omega + \omega_a) \right] = -\frac{\pi}{2} \sum_\alpha \frac{\gamma^2_\alpha}{m_\alpha\omega^2_a} \delta(\omega - \omega_a), \] (63)

where we used that all oscillator frequencies are positive. We can identify the spectral function in \( \alpha^{R/A} \) as
\[ \alpha^{R/A}(\omega) = \sum_\alpha \frac{\gamma^2_\alpha}{2m_\alpha\omega^2_a} \frac{\omega^2}{(\omega + i0)^2 - \omega^2_a} = -\int_0^\infty \frac{d\varepsilon}{\pi} \frac{\omega^2 \varepsilon^{-1} J(\varepsilon)}{(\omega + i0)^2 - \varepsilon^2}. \] (64)

Now, we will assume a particular shape for \( J(\varepsilon) \). This can be either Ohmic or non-Ohmic, but in general we may assume a power-law behavior as some \( J(\varepsilon) = \alpha_s \varepsilon^s \).

---

1 We use the convention \( f(\omega) = \int_{-\infty}^{\infty} dt e^{\omega t} f(t) \) and \( f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega e^{-\omega t} f(\omega) \), with \( \delta(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega e^{\omega t} \).
B. Ohmic spectral function

Beginning with the Ohmic case $J(\varepsilon) = \alpha_1 \varepsilon$, we see that

\[
2i \Im \alpha_{R/A}^{R/A}(\omega) = \alpha_{R/A}^{R/A}(\omega) - \left[ \frac{\alpha_{R/A}^{R/A}}{\pi} \right]^*(\omega) \\
= -\alpha_1 \int_0^\infty \frac{d\varepsilon}{\pi} \left[ \frac{\omega^2}{(\varepsilon + i0 + \omega)^2 - \varepsilon^2} - \frac{\omega^2}{(\varepsilon + i0 - \omega)^2 - \varepsilon^2} \right] \\
= -\alpha_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} \left[ \frac{\omega^2}{(\varepsilon + i0 + \omega)^2 - \varepsilon^2} - \frac{\omega^2}{(\varepsilon + i0 - \omega)^2 - \varepsilon^2} \right] \\
= -\alpha_1 \omega^2 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} \left[ \frac{1}{(\varepsilon + i0 + \omega)(\varepsilon + i0 - \omega)} - \frac{1}{(\varepsilon - i0 + \omega)(\varepsilon - i0 - \omega)} \right] \\
= \pm 4i \omega^3 \alpha_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} \frac{1}{(\varepsilon + i0 + \omega)(\varepsilon - i0 + \omega)(\varepsilon + i0 - \omega)(\varepsilon - i0 - \omega)}, \tag{65}
\]

which has four poles at $\varepsilon = \pm_1 (\omega \pm i0)$. Since the integral scales as $< 1/|\varepsilon|$, we can add an infinite radius half circle to complete a complex contour integral. Notice from symmetry that we will always have one of each of the four poles. We can thus drop the $\pm$ signs inside since this only changes the notation order in the fraction. We thus find that

\[
2i \Im \alpha_{R/A}^{R/A}(\omega) = \pm 4i \omega^3 \alpha_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} \frac{1}{(\varepsilon + i0 + \omega)(\varepsilon - i0 + \omega)(\varepsilon + i0 - \omega)(\varepsilon - i0 - \omega)}. \tag{66}
\]

Completing the contour along the top, we find poles at $\varepsilon = \pm \omega + i0$, which yields

\[
2i \Im \alpha_{R/A}^{R/A}(\omega) = \mp 1 \cdot 4\omega^3 \alpha_1 \left[ \frac{1}{(\omega + i0 + \omega + i0)(\omega + i0 + \omega - i0)(\omega + i0 - \omega + i0)} \right] \\
= \mp 1 \cdot 4\omega^3 \alpha_1 \left[ \frac{1}{2(\omega + i0)(\omega - i0)} + \frac{1}{2(\omega + i0)(\omega - i0)} \right] \\
= \mp \frac{i}{2} \omega^3 \alpha_1 \left[ \frac{\omega^2 + i0\omega + \omega^2 - i0\omega}{\omega^4} \right] \\
= \mp \frac{i}{2} \omega^3 \alpha_1 \left[ \frac{\omega^2 - i0\omega + \omega^2 + i0\omega}{\omega^4} \right] \\
= \pm i\omega \alpha_1. \tag{67}
\]

Hence, $\Im \alpha_{R/A}^{R/A}(\omega) = \pm \alpha_3 \omega/2$. Similarly,

\[
2 \Re \alpha_{R/A}^{R/A}(\omega) = \alpha_{R/A}^{R/A}(\omega) + \left[ \frac{\alpha_{R/A}^{R/A}}{\pi} \right]^*(\omega) \\
= -\alpha_1 \int_0^\infty \frac{d\varepsilon}{\pi} \left[ \frac{\omega^2}{(\varepsilon + i0 + \omega)^2 - \varepsilon^2} + \frac{\omega^2}{(\varepsilon + i0 - \omega)^2 - \varepsilon^2} \right] \\
= -\alpha_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} \left[ \frac{\omega^2}{(\varepsilon + i0)^2 - \varepsilon^2} + \frac{\omega^2}{(\varepsilon - i0)^2 - \varepsilon^2} \right] \\
= -\alpha_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} \left[ \frac{\omega^2}{(\varepsilon + i0 + \omega)(\varepsilon + i0 - \omega)} + \frac{\omega^2}{(\varepsilon - i0 + \omega)(\varepsilon - i0 - \omega)} \right] \\
= \alpha_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{\pi} \frac{\omega^2(\varepsilon^2 - \omega^2)}{(\varepsilon + i0)(\varepsilon - i0)(\varepsilon + i0)(\varepsilon - i0)} \tag{68}
\]
Since the integral scales as $1/|\varepsilon|$, we can freely add the infinite circular contour along the top. Applying the residue theorem, we find

$$2 \text{Re } \alpha^{R/A}(\omega) = 2i\alpha_1 \left[ \frac{\omega^2((\omega + i0)^2 - \omega^2)}{(\omega + i0 + \omega + i0)(\omega + i0 + \omega - i0)(\omega + i0 - \omega + i0)} + \frac{\omega^2((-\omega + i0)^2 - \omega^2)}{(-\omega + i0 + \omega + i0)(-\omega + i0 - \omega + i0)(-\omega + i0 - \omega + i0)} \right]$$

$$= 2\alpha_1 i \left[ \frac{\omega^2(2\omega i0)}{2(\omega + i0)(2\omega)(2i0)} + \frac{\omega^2(-2\omega i0)}{(2i0)(-2\omega)(2(\omega + i0))} \right]$$

$$= \frac{\alpha_1}{2} \left[ \frac{\omega^2}{\omega + i0} - \frac{\omega^2}{\omega - i0} \right]$$

$$= \frac{\alpha_1}{2} \left[ \frac{\omega^2(-2i0)}{\omega^2} \right]$$

$$= \alpha_1 0,$$  \hspace{1cm} (69)

which means that $\text{Re } \alpha^{R/A}(\omega) = \frac{\alpha_1}{2} 0 = 0$. Hence,

$$\alpha^{R/A}(\omega) = \pm \frac{\alpha_1 i\omega}{2}$$  \hspace{1cm} (70)

and since $\alpha_{\text{diss}}(t) = -\alpha^R(t) - \alpha^A(-t)$ we have

$$\alpha_{\text{diss}}(\omega) = -\alpha^R(\omega) - \alpha^A(-\omega) = -\alpha_1 i\omega.$$  \hspace{1cm} (71)

In the LLG equation, we thus find

$$(\alpha_{\text{diss}} * S) (t) = \frac{1}{2\pi} \int d\omega e^{-i\omega t} (\alpha_{\text{diss}} * S) (\omega)$$

$$= \frac{1}{2\pi} \int d\omega e^{-i\omega t} \alpha_{\text{diss}}(\omega) S(\omega)$$

$$= \frac{1}{2\pi} \int d\omega e^{-i\omega t} (-\alpha_1 i\omega) S(\omega)$$

$$= \alpha_1 \frac{\partial}{\partial t} \frac{1}{2\pi} \int d\omega e^{-i\omega t} S(\omega)$$

$$= \alpha_1 \dot{S}(t).$$  \hspace{1cm} (72)

Furthermore, we have that

$$\alpha^K(\omega) = [\alpha^R(\omega) - \alpha^A(\omega)] \coth \left( \frac{\omega}{2T} \right)$$

$$= i\alpha_1 \omega \coth \left( \frac{\omega}{2T} \right).$$  \hspace{1cm} (73)

We have two regimes from the cotangent which crossover around $\omega \approx 2T$. If the temperature is large enough that we can approximate $\coth \left( \frac{\omega}{2T} \right) \approx \frac{2T}{\omega}$, then we have $\alpha^K(\omega) \approx 2i\alpha_1 T$. Therefore, we find

$$\alpha^K(t) = 2i\alpha_1 T \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} = 2i\alpha_1 T \delta(t),$$  \hspace{1cm} (74)

and thus

$$(\xi_m(t) \xi_n(t')) = -2i\delta_{m,n}\alpha^K(t - t') = 4\alpha_1 T \delta_{m,n} \delta(t - t').$$  \hspace{1cm} (75)

We see that Eq. (72) and Eq. (75) combine to give the regular LLG equation with first-order dissipation and white noise fluctuation:

$$\dot{S}(t) = S(t) \times \left[ -B + \alpha_1 \dot{S}(t) + \xi(t) \right].$$  \hspace{1cm} (76)
C. Sub-Ohmic spectral function

We now consider the case where

\[ J(\varepsilon) = \alpha_s \sin \left( \frac{\pi s}{2} \right) \varepsilon^s, \]  

with \(0 < s < 1\). In this case,

\[ \alpha^{R/A}(\omega) = -\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_0^\infty \frac{d\varepsilon}{\pi} \frac{\omega^2 \varepsilon^{s-1}}{(\omega \pm i0)^2 - \varepsilon^2}. \]  

(77)

(78)

Considering the LLG equation, the relevant dissipation term is \((\alpha_{\text{diss}} * \mathbf{S})(t)\). In terms of the Fourier transform of \(\alpha_{\text{diss}}(t)\), we find that

\[
(\alpha_{\text{diss}} * \mathbf{S})(t) = \int_{-\infty}^{\infty} dt' \alpha_{\text{diss}}(t - t') \mathbf{S}(t')
\]

\[
= -\int_{-\infty}^{\infty} dt' [\alpha^R(t - t') + \alpha^A(t' - t)] \mathbf{S}(t')
\]

\[
= -\frac{1}{2\pi} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} d\omega \left[ e^{-i\omega(t-t')} \alpha^R(\omega) + e^{i\omega(t-t')} \alpha^A(\omega) \right] \mathbf{S}(t')
\]

\[
= -\frac{1}{2\pi} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} d\omega \frac{e^{-i\omega(t-t')}}{\alpha^R(\omega) + \alpha^A(-\omega)} \mathbf{S}(t')
\]

\[
= \alpha_s \sin \left( \frac{\pi s}{2} \right) \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} d\omega \int_0^\infty d\varepsilon e^{-i\omega(t-t')} \left[ \frac{\omega^2 \varepsilon^{s-1}}{(\omega + i0)^2 - \varepsilon^2} + \frac{(-\omega)^2 \varepsilon^{s-1}}{(-\omega + i0)^2 - \varepsilon^2} \right] \mathbf{S}(t')
\]

\[
= -\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} d\omega \int_0^\infty d\varepsilon e^{-i\omega(t-t')} \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \mathbf{S}(t').
\]  

(79)

Notice that we have two poles at \(\omega = \pm \varepsilon - i0\), below the real axis. If \(t - t' < 0\), then the exponential will go to zero as \(\omega \to +i\infty\). Hence we could close the \(\omega\) integration with a complex contour as an infinite half-circle along the top, and get zero from the Cauchy theorem. If \(t - t' > 0\), however, we see that the exponential goes to zero when \(\omega \to -i\infty\). Hence, we can close the \(\omega\) integration along the bottom. Thus, using the residue theorem (reversing the integration direction), we find

\[
(\alpha_{\text{diss}} * \mathbf{S})(t) = -\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_{-\infty}^{\infty} dt' \int_0^\infty d\varepsilon 2\pi i \Theta(t - t')
\]

\[
\left[ e^{-i(\varepsilon-i0)(t-t')} \left( \frac{(\varepsilon-i0)^2 \varepsilon^{s-1}}{(\varepsilon-i0+0+i0)^2} + e^{-i(\varepsilon-i0)(t-t')} \frac{(-\varepsilon-i0)^2 \varepsilon^{s-1}}{(-\varepsilon-i0+0-i0)^2} \right) \mathbf{S}(t')
\]

\[
= -i\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_{-\infty}^{t} dt' \int_0^\infty d\varepsilon \left[ e^{-i\varepsilon(t-t')} \frac{\varepsilon^{s+1}}{\varepsilon} + e^{i\varepsilon(t-t')} \frac{\varepsilon^{s+1}}{-\varepsilon} \right] \mathbf{S}(t')
\]

\[
= -i\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_{-\infty}^{t} dt' \int_0^\infty d\varepsilon \left[ e^{-i\varepsilon(t-t')} - e^{i\varepsilon(t-t')} \right] \varepsilon^s \mathbf{S}(t')
\]

\[
= -2\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_{-\infty}^{t} dt' \int_0^\infty d\varepsilon \sin[\varepsilon(t-t')] \varepsilon^s \mathbf{S}(t')
\]

\[
= -2\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_0^\infty d\varepsilon \left\{ \varepsilon^{s-1} \cos[\varepsilon(t-t')] \mathbf{S}(t') \right\}_{t'=t_0}^{t'} - \int_{t_0}^{t} dt' \cos[\varepsilon(t-t')] \varepsilon^{s-1} \mathbf{S}(t')
\]

\[
= -2\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_0^\infty d\varepsilon \left\{ \varepsilon^{s-1} \mathbf{S}(t) - \varepsilon^{s-1} \cos[\varepsilon(t-t_0)] \mathbf{S}(t_0) - \int_{t_0}^{t} dt' \cos[\varepsilon(t-t')] \varepsilon^{s-1} \mathbf{S}(t') \right\}.
\]  

(80)

The first term vanishes because of the cross product with \(\mathbf{S}(t)\) in the LLG equation. The second term is where we had to be careful. Here, we should realize that the \(-\infty\) is physically only indicating that it is a time very far in the past. So, to avoid unphysical infinities, we introduced a finite initial time \(t_0\) and we will take \(t_0 \to -\infty\) later. For this, we need to introduce some fractional derivative notation. We define the Riemann-Liouville (RL) and Caputo (C)
derivatives of order \(s\), with an integer \(n\) such that \(n \leq s < n + 1\), as

\[
\begin{align*}
R_t D^n_t f(t) &= \frac{d^n}{dt^n} \frac{1}{\Gamma(n-s)} \int_{t_0}^{t} dt' (t-t')^{n-1-s} f(t'), \\
C_t D^n_t f(t) &= \frac{1}{\Gamma(n-s)} \int_{t_0}^{t} dt' (t-t')^{n-1-s} f^{(n)}(t'),
\end{align*}
\]  

(81)

(82)

where we reserve the simpler \(D_t^s\) notation for the Liouville derivative that was used in the main text.

Now, rescaling \(\varepsilon \to \varepsilon/(t-t_0)\) and \(\varepsilon \to \varepsilon/(t-t')\) in the second and third terms of Eq. (80) respectively, we have

\[
(\alpha_{\text{diss}} \ast \mathbf{S})(t) = 2\alpha_s \frac{\sin (\frac{\pi s}{2})}{\pi} \int_0^\infty d\omega \cos(\varepsilon) \varepsilon^{s-1} \left[ (t-t_0)^{-s} \mathbf{S}(t_0) + \int_{t_0}^{t} dt' (t-t')^{-s} \dot{\mathbf{S}}(t') \right]
= 2\alpha_s \frac{\sin (\frac{\pi s}{2})}{\pi} \left[ \text{coth} \left( \frac{\varepsilon}{2T} \right) \right],
\]

(83)

where we used several identities from Sec. 6 in the Sup. Mat. of Ref. [12] and in the last line we sent \(t_0 \to -\infty\).

For the noise correlation, we have to compute the Keldysh component. This is

\[
\alpha^K(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \alpha^K(\omega)
= \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \left[ \alpha^R(\omega) - \alpha^A(\omega) \right] \coth \left( \frac{\omega}{2T} \right)
= 2\alpha_s \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \left[ \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} - \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega - i0)^2} \right] \coth \left( \frac{\omega}{2T} \right)
= 2\alpha_s \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega t) \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \coth \left( \frac{\omega}{2T} \right).
\]

(84)

(now send \(\omega \to -\omega\) in the advanced part)

\[
= 2\alpha_s \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega t) \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \coth \left( \frac{\omega}{2T} \right).
\]

Now, we send \(\omega \to \omega/t\) and \(\varepsilon \to \varepsilon/t\), which yields

\[
\alpha^K(t) = \alpha_s t^{-1-s} \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega) \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \coth \left( \frac{\omega}{2tT} \right).
\]

(85)

Taking the high temperature limit, we get

\[
\alpha^K(t) = \alpha_s t^{-1-s} \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega) \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \frac{2tT}{\omega}
= 2T \alpha_s t^{-s} \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega) \frac{\omega^s \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2}
= -2T \alpha_s t^{-s} \frac{\sin (\frac{\pi s}{2})}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega) \omega \varepsilon^{s-1}.
\]

(86)
Now, we want to close the integral over $\omega$ with an infinite half-circle. For this, we need fast enough convergence of the integrand to zero. Splitting the cosine into two exponential parts $\cos(\omega) = (e^{i\omega} + e^{-i\omega})/2$, we see that the first term goes to zero when $\omega \to i\infty$ and that the second term goes to zero when $\omega \to -i\infty$. Since we have poles at $\omega = \pm i\varepsilon - i0$, the integral along the top half-plane vanishes. The integral along the bottom is then computed as

$$
\alpha^K(t) = -T\alpha_s t^{-s} \frac{\sin \left( \frac{\pi s}{2} \right)}{\pi} \int_0^\infty d\varepsilon \int_{-\infty}^\infty d\omega \frac{e^{-i\omega\varepsilon s - 1}}{(\omega + i0 - \varepsilon)(\omega + i0 + \varepsilon)}
$$

$$
= -T\alpha_s t^{-s} \frac{\sin \left( \frac{\pi s}{2} \right)}{\pi} \int_0^\infty d\varepsilon - 2\pi i \left[ \frac{e^{-i(\varepsilon - i0)(\varepsilon - i0)}\varepsilon^{s - 1}}{\varepsilon - i0 + i0 + \varepsilon} + \frac{e^{-i(\varepsilon - i0)(-\varepsilon - i0)}\varepsilon^{s - 1}}{-\varepsilon - i0 + i0 - \varepsilon} \right]
$$

$$
= 2iT\alpha_s t^{-s} \frac{\sin \left( \frac{\pi s}{2} \right)}{\pi} \int_0^\infty d\varepsilon \cos(\varepsilon)\varepsilon^{s - 1}
$$

$$
= 2iT\alpha_s t^{-s} \frac{\sin \left( \frac{\pi s}{2} \right)}{\pi} \cos \left( \frac{\pi s}{2} \right) \Gamma(s)
$$

$$
= iT\alpha_s t^{-s} \frac{\sin \left( \frac{\pi s}{2} \right)}{\pi} \Gamma(s)
$$

$$
= iT\alpha_s \frac{t^{-s}}{\Gamma(1-s)}.
$$

(87)

We therefore find that

$$
\langle \xi_m(t)\xi_n(t') \rangle = -2i\delta_{m,n}\alpha^K(t - t') = 2\alpha_s T\delta_{m,n} \frac{(t - t')^{-s}}{\Gamma(1-s)},
$$

(88)

where we assumed that $t \geq t'$. Therefore, we have now found the fractional LLG equation

$$
\dot{S}(t) = S(t) \times [-B + \alpha_s D_t^s S(t) + \xi(t)].
$$

(89)

**D. Super-Ohmic spectral function**

We now consider the case where

$$
J(\varepsilon) = \alpha_s \sin \left( \frac{\pi s}{2} \right) \varepsilon^s,
$$

(90)

with $1 < s < 2$. In this case, everything is equivalent to the sub-Ohmic case, up to Eq. (80), where we wanted to rewrite the dissipation into a fractional derivative. We had to introduce a finite initial time $t_0$, which lead to

$$
(\alpha_{\text{diss}} * S)(t) = -2\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_0^t dt' \int_{-\infty}^\infty d\varepsilon \sin[\varepsilon(t - t')]\varepsilon^s S(t')
$$

$$
= -2\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_0^\infty d\varepsilon \left\{ \varepsilon^{s-1}[\cos[\varepsilon(t - t')]S(t')]_{t'=t} - \int_{t_0}^t dt' \cos[\varepsilon(t - t')]\varepsilon^{s-1}\dot{S}(t') \right\}
$$

$$
= -2\alpha_s \sin \left( \frac{\pi s}{2} \right) \int_0^\infty d\varepsilon \left\{ \varepsilon^{s-1}S(t) - \varepsilon^{s-1}\cos[\varepsilon(t - t_0)]S(t_0) - \int_{t_0}^t dt' \cos[\varepsilon(t - t')]\varepsilon^{s-1}\dot{S}(t') \right\}.
$$

(91)

The first term vanishes because of the cross product with $S(t)$ in the LLG equation. However, the second term is more problematic compared to the sub-Ohmic case, since the identity used to rewrite it only holds for $s < 1$. We solve this by writing it as a time derivative

$$
\varepsilon^{s-1}\cos[\varepsilon(t - t_0)]S(t_0) = \frac{d}{dt}\varepsilon^{s-2}\sin[\varepsilon(t - t_0)]S(t_0),
$$

(92)
and then switching the ordering of the derivative and integral. Performing also one more partial integration in \( t' \), we get

\[
(\alpha_{\text{diss}} \ast S)(t) = 2\alpha_s \sin\left(\frac{\pi s}{2}\right) \int_0^\infty \frac{d \varepsilon}{\pi} \left\{ \frac{d}{dt} \varepsilon^{s-2} \sin[\varepsilon(t - t_0)] S(t_0) + \int_{t_0}^t dt' \cos[\varepsilon(t - t')] \varepsilon^{s-1} \dot{S}(t') \right\}
\]

\[
= 2\alpha_s \sin\left(\frac{\pi s}{2}\right) \int_0^\infty \frac{d \varepsilon}{\pi} \left\{ \frac{d}{dt} \varepsilon^{s-2} \sin[\varepsilon(t - t_0)] S(t_0) + \left[ \varepsilon^{s-2} \sin[\varepsilon(t - t')] \dot{S}(t') \right]_{t'=t_0}^{t' = t} - \int_{t_0}^t dt' \left\{ -\sin[\varepsilon(t - t')] \varepsilon^{s-2} \ddot{S}(t') \right\} \right\}
\]

\[
= 2\alpha_s \sin\left(\frac{\pi s}{2}\right) \int_0^\infty \frac{d \varepsilon}{\pi} \left\{ \frac{d}{dt} \varepsilon^{s-2} \sin[\varepsilon(t - t_0)] S(t_0) + \varepsilon^{s-2} \sin[\varepsilon(t - t_0)] \dot{S}(t_0) + \int_{t_0}^t dt' \sin[\varepsilon(t - t')] \varepsilon^{s-2} \ddot{S}(t') \right\}.
\]

Now, rescaling \( \varepsilon \to \varepsilon/(t - t_0) \) and \( \varepsilon \to \varepsilon/(t - t') \) respectively, we have

\[
(\alpha_{\text{diss}} \ast S)(t) = 2\alpha_s \sin\left(\frac{\pi s}{2}\right) \int_0^\infty d \varepsilon \sin(\varepsilon) \varepsilon^{s-2} \left[ \frac{d}{dt} (t - t_0)^{1-s} S(t_0) + (t - t_0)^{1-s} \dot{S}(t_0) \right] + \int_{t_0}^t dt' (t - t')^{1-s} \ddot{S}(t')
\]

\[
= 2\alpha_s \sin\left(\frac{\pi s}{2}\right) \left[ \sin\left(\frac{\pi(s - 1)}{2}\right) \Gamma(s-1) \right] \left[ (1-s)(t-t_0)^{-s} S(t_0) + (t-t_0)^{1-s} \dot{S}(t_0) \right] + \int_{t_0}^t dt' (t - t')^{1-s} \ddot{S}(t')
\]

\[
= -2\alpha_s \sin\left(\frac{\pi s}{2}\right) \cos\left(\frac{\pi s}{2}\right) \Gamma(s-1) \left[ (1-s)(t-t_0)^{-s} S(t_0) + (t-t_0)^{1-s} \dot{S}(t_0) + \Gamma(2-s) \frac{\pi}{2} \right] D^s_\Gamma S(t)
\]

\[
= -2\alpha_s \sin\left(\frac{\pi s}{2}\right) \cos\left(\frac{\pi s}{2}\right) \Gamma(s-1) \Gamma(1-s) \left[ (t-t_0)^{-s} S(t_0) + (t-t_0)^{1-s} \dot{S}(t_0) + \frac{\pi}{2} \right] D^s_\Gamma S(t)
\]

\[
= -\alpha_s \frac{\pi}{\sin[\pi(s-1)]} \left[ R \right] D^s_\Gamma S(t)
\]

\[
= \alpha_s D^s_\Gamma S(t)
\]

where we used several identities from Sec. 6 in the Sup. Mat. of Ref. [12], Ref. [13, p.893], and in the last line we sent \( t_0 \to -\infty \).

For the noise correlation, we have to compute the Keldysh component. This is

\[
\alpha^K(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \alpha^K(\omega)
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \left[ \alpha^R(\omega) - \alpha^A(\omega) \right] \coth\left(\frac{\omega}{2T}\right)
\]

\[
= \alpha_s \frac{\sin\left(\frac{\pi s}{2}\right)}{2\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ e^{-i\omega t} \left[ \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} - \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega - i0)^2} \right] \coth\left(\frac{\omega}{2T}\right).
\]

Now, we send \( \omega \to -\omega \) in the advanced part

\[
\alpha^K(t) = \alpha_s \frac{\sin\left(\frac{\pi s}{2}\right)}{2\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \frac{e^{-i\omega t} \omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (-\omega + i0)^2} + \frac{e^{i\omega t} \omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (-\omega - i0)^2} \coth\left(\frac{\omega}{2T}\right)
\]

\[
= \alpha_s \frac{\sin\left(\frac{\pi s}{2}\right)}{2\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \cos(\omega t) \ \frac{\omega^2 \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \coth\left(\frac{\omega}{2T}\right).
\]

Then, we insert \( \cos(\omega t) = \frac{e^{i\omega t} + e^{-i\omega t}}{2} \) and send \( \omega \to \omega/t \) and \( \varepsilon \to \varepsilon/t \), which yields

\[
\alpha^K(t) = \frac{d}{dt} \alpha_s \frac{\sin\left(\frac{\pi s}{2}\right)}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \sin(\omega t) \ \frac{\omega \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \coth\left(\frac{\omega}{2T}\right)
\]

\[
= \frac{d}{dt} \alpha_s t^{-s} \frac{\sin\left(\frac{\pi s}{2}\right)}{\pi^2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \ \sin(\omega t) \ \frac{\omega \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} \coth\left(\frac{\omega}{2T}\right).
\]
Taking the high-temperature limit, we get
\[
\alpha^K(t) = \frac{d}{dt} \alpha_s^{-s} \sin \frac{\pi s}{2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \sin(\omega) \frac{\omega \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2} 2T \frac{\varepsilon^{s-1}}{\omega}
\]
\[
= \frac{d}{dt} 2T \alpha_s^{-1-s} \sin \frac{\pi s}{2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \sin(\omega) \frac{\omega \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0)^2}
\]
\[
= -2T \alpha_s(1-s) t^{-s} \sin \frac{\pi s}{2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \sin(\omega) \frac{\omega \varepsilon^{s-1}}{\varepsilon^2 - (\omega + i0 - \varepsilon)(\omega + i0 + \varepsilon)}.
\] (98)

Now, we want to close the integral over \( \omega \) with an infinite half-circle. For this, we need fast enough convergence of the integrand to zero. Splitting the cosine into two exponential parts \( \sin(\omega) = (e^{i\omega} - e^{-i\omega})/2i \), we see that the first term goes to zero when \( \omega \to i\infty \) and that the second term goes to zero when \( \omega \to -i\infty \). Since we have poles at \( \omega = \pm \varepsilon - i0 \), the integral along the top half-plane vanishes. The integral along the bottom is then computed as
\[
\alpha^K(t) = -iT \alpha_s(1-s) t^{-s} \sin \frac{\pi s}{2} \int_0^\infty d\varepsilon \int_{-\infty}^{\infty} d\omega \frac{e^{-i\omega \varepsilon^{s-1}}}{\varepsilon - i0 + i0 + \varepsilon} \left[ e^{-i(\varepsilon - i0)\varepsilon^{s-1}} + e^{-i(\varepsilon - i0)\varepsilon^{s-1}} \right]
\]
\[
= -2iT \alpha_s(1-s) t^{-s} \sin \frac{\pi s}{2} \int_0^\infty d\varepsilon \sin(\varepsilon) \varepsilon^{s-2}
\]
\[
= -2iT \alpha_s(1-s) t^{-s} \sin \frac{\pi s}{2} \cos \left( \frac{\pi s}{2} \right) \Gamma(s-1)
\]
\[
= iT \alpha_s^{-s} \sin(\pi s) \Gamma(s)
\]
\[
= iT \alpha_s t^{-s} \Gamma(1-s).
\] (99)

We therefore find the same expression as in the sub-Ohmic case, which leads to
\[
\langle \xi_m(t) \xi_n(t') \rangle = -2i \delta_{m,n} \alpha^K(t-t') = 2\alpha_s T \delta_{m,n} \frac{(t-t')^{-s}}{\Gamma(1-s)}.
\] (100)

Therefore, we have now also found the fractional LLG equation in the super-Ohmic case.

E. **Comparison Ohmic versus non-Ohmic**

In the Ohmic case, we started with \( J(\omega) = \alpha_1 \omega \) and ended up with a \( \alpha_1 \dot{S}(t) \) friction term, and noise correlation \( 4\alpha_1 k_B T \delta(t-t') \). On the other hand, in the non-Ohmic case, we started with \( J(\varepsilon) = \alpha_s \sin \left( \frac{\pi s}{2} \right) \varepsilon^s \) and ended up with a friction \( \alpha_s D^\prime \dot{S}(t) \) and noise correlation \( 2\alpha_s k_B T \frac{(t-t')^{-s}}{\Gamma(1-s)} \). Although it is clear that both the non-Ohmic \( J(\omega) \) and the friction term will go to the Ohmic case when \( s \to 1 \), the noise is less straightforward. We can see that, as \( s \to 1 \), the Gamma function will blow up, hence sending the correlation to zero, with the exception of \( t = t' \). In this case, the numerator blows up even before taking the limit of \( s \to 1 \). Hence, we can expect this function to behave as a delta function. To find the correct prefactor, we integrate the distribution with a test-function \( f(t') = 1 \) to find
\[
\lim_{s \to 1} \int_{-\infty}^{\infty} d(t-t') \frac{(t-t')^{-s}}{\Gamma(1-s)} \cdot 1 = \lim_{s \to 1} \left[ \frac{(t-t')^{1-s}}{(1-s)\Gamma(1-s)} \right]_{(t-t')=-\infty}^{(t-t')=\infty}
\]
\[
= \lim_{s \to 1} \left[ \frac{(t-t')^{1-s}}{\Gamma(2-s)} \right]_{(t-t')=-\infty}^{(t-t')=\infty}
\]
\[
= \left[ \frac{(t-t')}{t-t' \Gamma(1)} \right]_{(t-t')=-\infty}^{(t-t')=\infty}
\]
\[
= 2.
\]
Hence, we see that the limit of the noise correlation becomes \( 4\alpha_1 k_B T \delta(t-t') \), which is precisely as in the Ohmic case.
III. FMR POWERLAW DERIVATION

Here, we calculate the response of this spin-bath system to a rotating magnetic field. We will find the steady state solutions and calculate several quantities that experiments could measure.

A. Ferromagnetic Resonance

We will study the effects of a rotating magnetic field on the fractional LLG (FLLG) equation

\[
\dot{S}(t) = S(t) \times \{ -B_{\text{eff}}[t, S(t)] + \alpha_s D^\gamma_t S(t) + \xi(t) \}. \tag{101}
\]

For simplicity, we assume that the temperature of the bath is low compared to the energy of the external fields, such that the thermal noise \( \xi(t) \) may be neglected. We apply a rotating magnetic field

\[
B_{\text{eff}}[t, S(t)] = \begin{pmatrix}
\Omega \cos(\omega_d t) \\
\Omega \sin(\omega_d t) \\
B_0 - KS_z(t)
\end{pmatrix}
\tag{102}
\]

and use spherical coordinates

\[
S = S \begin{pmatrix}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{pmatrix}
\tag{103}
\]

We will assume a small \( \theta \) approximation, where the ground state is in the positive \( z \) direction, i.e. \( 0 < \Omega \ll B_0 - KS \) and \( \alpha_s S \ll (B_0 - KS)^{1-s} \). As shown in Section I D, we may rewrite the FLLG equation of this form in spherical coordinates as

\[
\dot{\phi} = \frac{1}{\sin \theta} \left[ -B_{\text{eff}}[t, S(t)] + \alpha_s D^\gamma_t S(t) \right] \cdot \begin{pmatrix}
\cos \theta \cos \phi \\
\cos \theta \sin \phi \\
-\sin \theta
\end{pmatrix}; \tag{104}
\]

\[
\dot{\theta} = [-B_{\text{eff}}[t, S(t)] + \alpha_s D^\gamma_t S(t)] \cdot \begin{pmatrix}
\sin \phi \\
-\cos \phi \\
0
\end{pmatrix}. \tag{105}
\]

In the rotating frame, where \( B(t) \) is constant, we could expect the system to go to a steady state after some time. Hence, we introduce a new coordinate such, that \( \phi = \omega_d t - \varphi \). We may then set \( \dot{\varphi} = \dot{\theta} = 0 \) to find the steady state in the rotating frame, where

\[
\omega_d \sin \theta = [-B_{\text{eff}}[t, S(t)] + \alpha_s D^\gamma_t S(t)] \cdot \begin{pmatrix}
\cos \theta \cos(\omega_d t - \varphi) \\
\cos \theta \sin(\omega_d t - \varphi) \\
-\sin \theta
\end{pmatrix}; \tag{106}
\]

\[
0 = [-B_{\text{eff}}[t, S(t)] + \alpha_s D^\gamma_t S(t)] \cdot \begin{pmatrix}
\sin(\omega_d t - \varphi) \\
-\cos(\omega_d t - \varphi) \\
0
\end{pmatrix}. \tag{107}
\]

We note that \( S(t) \) is now only time dependent in the rotating-frame term, which means that we can explicitly calculate the fractional derivative. The Liouville derivative works well with Fourier transforms, hence the fractional derivative of a trigonometric function is given by

\[
D^\gamma_t \sin(\omega t) = |\omega|^\gamma \sin \left( \omega t + \text{sign}(\omega) \frac{\pi \gamma}{2} \right), \tag{108}
\]

and similarly for a cosine. We remark that the Liouville derivative of a constant can only be described by setting the initial time to some finite \( t_0 \), in which case it becomes zero\(^2\). Combining this with the steady state expression for \( S \),

---

\(^2\) Since physically the infinite time only models a long time in the past, we will apply it as such. Formally, there are some restrictions on the functions that the Liouville derivative can be applied to. These include restrictions such as its integral over the whole domain being finite. Since this is not the case for a non-zero constant on an infinite interval, we have to regularize the lower integral boundary \(-\infty\) as a finite \( t_0 \).
we find
\( \alpha_s D_t^s \mathbf{S}(t) = \alpha_s D_t^s \mathbf{S} \left( \frac{\sin \theta \cos(\omega_d t - \varphi)}{\cos \theta} \sin \theta \sin(\omega_d t - \varphi) \right) = \alpha_s \mathbf{S} \sin \theta |\omega_d|^s \left( \frac{\cos(\omega_d t - \varphi + \text{sign}(\omega_d) \frac{\pi s}{2})}{\sin(\omega_d t - \varphi + \text{sign}(\omega_d) \frac{\pi s}{2})} \right). \) (109)

Hence, we find that
\[
\omega_d \tan \theta = \left[-B_{\text{eff}}[t, \mathbf{S}(t)] + \alpha_s D_t^s \mathbf{S}(t)\right] \cdot \begin{pmatrix} \cos(\omega_d t - \varphi) \\ \sin(\omega_d t - \varphi) \end{pmatrix} = \left[-
\begin{pmatrix}
\Omega \cos(\omega_d t) \\
\Omega \sin(\omega_d t)
\end{pmatrix}

\right] + \alpha_s \mathbf{S} \sin \theta |\omega_d|^s \begin{pmatrix}
\cos(\omega_d t - \varphi + \text{sign}(\omega_d) \frac{\pi s}{2}) \\
\sin(\omega_d t - \varphi + \text{sign}(\omega_d) \frac{\pi s}{2})
\end{pmatrix} \cdot \begin{pmatrix} \cos(\omega_d t - \varphi) \\ \sin(\omega_d t - \varphi) \end{pmatrix}
\right] \cdot \begin{pmatrix} \cos(\omega_d t - \varphi) \\ \sin(\omega_d t - \varphi) \end{pmatrix}
\right]
\end{align*}

\[
= -\Omega \cos \varphi + B_0 \tan \theta - KS \sin \theta + \alpha_s \mathbf{S} \sin \theta |\omega_d|^s \cos \left( \text{sign}(\omega_d) \frac{\pi s}{2} \right)
\] (110)

and
\[
0 = \left[-B_{\text{eff}}[t, \mathbf{S}(t)] + \alpha_s D_t^s \mathbf{S}(t)\right] \cdot \begin{pmatrix} \sin(\omega_d t - \varphi) \\ -\cos(\omega_d t - \varphi) \end{pmatrix} = \left[-
\begin{pmatrix}
\Omega \cos(\omega_d t) \\
\Omega \sin(\omega_d t)
\end{pmatrix}

\right] + \alpha_s \mathbf{S} \sin \theta |\omega_d|^s \begin{pmatrix}
\cos(\omega_d t - \varphi + \text{sign}(\omega_d) \frac{\pi s}{2}) \\
\sin(\omega_d t - \varphi + \text{sign}(\omega_d) \frac{\pi s}{2})
\end{pmatrix} \cdot \begin{pmatrix} \sin(\omega_d t - \varphi) \\ -\cos(\omega_d t - \varphi) \end{pmatrix}
\right] \cdot \begin{pmatrix} \sin(\omega_d t - \varphi) \\ -\cos(\omega_d t - \varphi) \end{pmatrix}
\right]
\end{align*}

\[
= \Omega \sin \varphi - \alpha_s \mathbf{S} \sin \theta |\omega_d|^s \sin \left( \text{sign}(\omega_d) \frac{\pi s}{2} \right).
\] (111)

With some rearranging, we have
\[
\varphi = \arcsin \left[ \frac{\alpha_s \mathbf{S}}{\Omega} |\omega_d|^s \sin \left( \text{sign}(\omega_d) \frac{\pi s}{2} \right) \sin \theta \right]
\] (112)

and
\[
\Omega \cos \varphi = \Omega \cos \arcsin \left[ \frac{\alpha_s \mathbf{S}}{\Omega} |\omega_d|^s \sin \left( \text{sign}(\omega_d) \frac{\pi s}{2} \right) \sin \theta \right]
\]

\[
= \sqrt{\Omega^2 - \left[ \frac{\alpha_s \mathbf{S}}{\Omega} |\omega_d|^s \sin \left( \text{sign}(\omega_d) \frac{\pi s}{2} \right) \sin \theta \right]^2}
\]

\[
= \left( B_0 - KS \cos \theta - \omega_d \right) \tan \theta + \alpha_s \mathbf{S} \sin \theta |\omega_d|^s \cos \left( \text{sign}(\omega_d) \frac{\pi s}{2} \right).
\] (113)

Squaring this, we get
\[
\Omega^2 = \left( B_0 - KS \cos \theta - \omega_d \right)^2 \tan^2 \theta + \left( \alpha_s \mathbf{S} |\omega_d|^s \right)^2 \sin^2 \theta + 2 \alpha_s \mathbf{S} |\omega_d|^s \left( B_0 - KS \cos \theta - \omega_d \right) \cos \left( \frac{\pi s}{2} \right) \sin^2 \theta \cos \theta,
\]

and multiplying by \( \cos^2 \theta = 1 - \sin^2 \theta \), we have
\[
(1 - \sin^2 \theta) \Omega^2 = \left( B_0 - KS \sqrt{1 - \sin^2 \theta} - \omega_d \right)^2 \sin^2 \theta + \left[ \left( \alpha_s \mathbf{S} |\omega_d|^s \right)^2 - 2 \alpha_s \mathbf{S} |\omega_d|^s KS \cos \left( \frac{\pi s}{2} \right) \right] \sin^2 \theta \left( 1 - \sin^2 \theta \right)
\]

\[
+ 2 \alpha_s \mathbf{S} |\omega_d|^s \left( B_0 - \omega_d \right) \cos \left( \frac{\pi s}{2} \right) \sin^2 \theta \sqrt{1 - \sin^2 \theta}.
\] (114)

We could go further and make this into (effectively) a 4th order equation for \( \sin^2 \theta \). However, since we are in a small \( \theta \) limit, we will solve this equation up to first order in \( \sin^2 \theta \), which yields
\[
\Omega^2 = \sin^2 \theta \left\{ \Omega^2 (B_0 - KS - \omega_d)^2 + \left[ \left( \alpha_s \mathbf{S} |\omega_d|^s \right)^2 - 2 \alpha_s \mathbf{S} |\omega_d|^s KS \cos \left( \frac{\pi s}{2} \right) \right] \right\}
\]

\[
+ 2 \alpha_s \mathbf{S} |\omega_d|^s \left( B_0 - \omega_d \right) \cos \left( \frac{\pi s}{2} \right) \right\}.
\] (115)
Hence, we find that
\[
\sin^2 \theta = \frac{\Omega^2}{\Omega^2 + (B_0 - KS - \omega_d)^2 + (\alpha_s S |\omega_d|^s)^2 + 2\alpha_s S |\omega_d|^s (B_0 - KS - \omega_d) \cos \left( \frac{\pi s}{2} \right)}
\]
\[
= \frac{\Omega^2}{(B_0 - KS - \omega_d)^2 + (\alpha_s S |\omega_d|^s)^2 + 2\alpha_s S |\omega_d|^s (B_0 - KS - \omega_d) \cos \left( \frac{\pi s}{2} \right)} + \mathcal{O}(\Omega^4).
\]  
(116)

Note that the \( \mathcal{O}(\Omega^4) \) should formally be dimensionless, but we explain what we mean with terms being small in Section IV, as this is more subtle with fractional dimensions.

B. Resonance frequency and amplitude

Since we are studying ferromagnetic resonance, we want to find the driving frequency for which we get the largest response from the magnetic system. Since we know that the resonance for an Ohmic system is at \( \omega_d = B_0 - KS \), we will expand the formula around this point to find the new maximum. To compute the resonance frequency \( \omega_{\text{res}} \), we thus first assume that \( \omega_{\text{res}} \approx (B_0 - KS)(1 + y) \) with \( y \) small, such that \( |\omega_{\text{res}}|^s \approx (B_0 - KS)^s (1 + sy) \) (for \( B_0 - KS > 0 \)). This results in
\[
\sin^2 \theta = \frac{\Omega^2}{(B_0 - KS - \omega_d)^2 + (\alpha_s S |\omega_d|^s)^2 + 2\alpha_s S |\omega_d|^s (B_0 - KS - \omega_d) \cos \left( \frac{\pi s}{2} \right)}
\]
\[
\approx \frac{(B_0 - KS)^2 y^2 + (\alpha_s S)^2 (B_0 - KS)^{2s} (1 + 2sy) - 2\alpha_s S (B_0 - KS)^{s+1} (1 + sy) y \cos \left( \frac{\pi s}{2} \right) - (B_0 - KS)^2}{(B_0 - KS)^2 - 2s\alpha_s S (B_0 - KS)^{s+1} \cos \left( \frac{\pi s}{2} \right) + \mathcal{O}(\alpha_s S)^2},
\]  
(117)

Now, we put the derivative with respect to \( y \) equal to zero, to get
\[
(B_0 - KS)^2 y + s (\alpha_s S)^2 (B_0 - KS)^{2s} - \alpha_s S (B_0 - KS)^{s+1} (1 + 2sy) \cos \left( \frac{\pi s}{2} \right) = 0.
\]  
(118)

Hence, we find that
\[
y = -s (\alpha_s S)^2 (B_0 - KS)^{2s} + \alpha_s S (B_0 - KS)^{s+1} \cos \left( \frac{\pi s}{2} \right)
\]
\[
= \alpha_s S (B_0 - KS)^{s+1} \cos \left( \frac{\pi s}{2} \right) + \mathcal{O}(\alpha_s S)^2,
\]  
(119)

which results in
\[
\omega_{\text{res}} \approx (B_0 - KS) \left[ 1 + \alpha_s S (B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right] = (B_0 - KS) + \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right).
\]  
(120)

We see that the resonance frequency gets shifted by a small amount, depending on \( s \), which scales non-linearly. Inserting this result into Eq. (116), we can now also find an approximation for the amplitude at resonance:
\[
\sin^2 \theta_{\text{res}} = \frac{\Omega^2}{(B_0 - KS - \omega_{\text{res}})^2 + (\alpha_s S |\omega_{\text{res}}|^s)^2 + 2\alpha_s S |\omega_{\text{res}}|^s (B_0 - KS - \omega_{\text{res}}) \cos \left( \frac{\pi s}{2} \right)}
\]
\[
\approx \frac{\Omega^2}{\left[ \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right]^2 + \left( \alpha_s S (B_0 - KS) + \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right) \left[ \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right]^{-1}}
\]
\[
- 2\alpha_s S (B_0 - KS) + \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \cos \left( \frac{\pi s}{2} \right) \left[ \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right]^{-1}
\]
\[
= \frac{\Omega^2}{\left[ \alpha_s S (B_0 - KS)^s \right]^2 \left[ \cos^2 \left( \frac{\pi s}{2} \right) + 1 + \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right]^{-2s}}
\]
\[
- 2 \left[ 1 + \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right] \cos \left( \frac{\pi s}{2} \right) \left[ \alpha_s S (B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \right]^{-1}
\]
\[
= \frac{\Omega^2}{\left[ \alpha_s S (B_0 - KS)^s \sin \left( \frac{\pi s}{2} \right) \right]^2}
\]  
(121)

Since the sine function decreases as \( s \) moves away from one, we see that the amplitude actually increases for non-Ohmic environments.
C. Calculating the FWHM linewidth

Next, we are interested not only in the location of the resonance, but also how sensitive the resonance is to the driving frequency. One way to describe this is by using the Full Width at Half Maximum measure. This provides a well-defined line width independently of the shape of the peak. It is found by measuring the width of the peak at half the height of its maximum. This can be measured in the laboratories, but it can also be computed. Since our function of interest is of the form \( \sin^2 \theta(\omega_d) = \Omega^2 / g(\omega_d) \), it makes sense to approximate the inverse function instead of the regular one. To this end, we will translate the FWHM measurement to the inverse function, and then Taylor expand \( g(\omega_d) \) near resonance as a parabola to solve for the new condition of this inverse function. Notice that from Eq. (116), we have

\[
g(\omega_d) = (B_0 - KS - \omega_d)^2 + (\alpha_s S|\omega_d|^s)^2 + 2\alpha_s S|\omega_d|^s (B_0 - KS - \omega_d) \cos \left( \frac{\pi s}{2} \right). \tag{122}
\]

The FWHM condition is

\[
\frac{\Omega^2}{g(\omega_d)} = \sin^2 \theta(\omega_d) = \sin^2 \left( \frac{\theta(\omega_{res})}{2} \right) = \frac{\Omega^2}{2g(\omega_{res})}, \tag{123}
\]

hence we must solve for \( 2g(\omega_{res}) = g(\omega_d) \). To this end, let us assume that \( \omega_d = \omega_{res} + y \) and expand \( g(\omega_d) \) in \( y \). We will use that

\[
|a + y|^n \approx a^n + na^{n-1}y + \frac{1}{2}n(n-1)a^{n-2}y^2
\]

for small \( y \) and \( a > 0 \). Then,

\[
g(\omega_{res} + y) = (B_0 - KS - \omega_{res} - y)^2 + (\alpha_s S|\omega_{res} + y|^s)^2 + 2\alpha_s S|\omega_{res} + y|^s (B_0 - KS - \omega_{res} - y) \cos \left( \frac{\pi s}{2} \right)
\]

\[
\approx (B_0 - KS - \omega_{res})^2 + (\alpha_s S|\omega_{res}|^s)^2 + 2\alpha_s S|\omega_{res}|^s (B_0 - KS - \omega_{res}) \cos \left( \frac{\pi s}{2} \right)
\]

\[
+ y \left( -2(B_0 - KS - \omega_{res}) + 2s(\alpha_s S)^2\omega_{res}^{2s-1} - 2\alpha_s S \cos \left( \frac{\pi s}{2} \right) \{s\omega_{res}^{s-1}[\omega_{res} - (B_0 - KS)]\} \right)
\]

\[
+ y^2 \left[ 1 + s(2s - 1)(\alpha_s S)^2\omega_{res}^{2s-2} - 2s\alpha_s S\omega_{res}^{s-1} \cos \left( \frac{\pi s}{2} \right) + s(s - 1)\alpha_s S\omega_{res}^{s-2} (B_0 - KS - \omega_{res}) \cos \left( \frac{\pi s}{2} \right) \right]
\]

\[
= g(\omega_{res}) + y \left( 2\alpha_s S(B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) + 2s(\alpha_s S)^2(B_0 - KS)^{2s-1} \left[ 1 + \alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right]^{2s-1} \right.
\]

\[
- 2\alpha_s S(B_0 - KS)^s \cos \left( \frac{\pi s}{2} \right) \left[ 1 + \alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right]^{s-1} \}
\]

\[
+ s\alpha_s S \cos \left( \frac{\pi s}{2} \right) (B_0 - KS)^{s-1} \left[ 1 + \alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right]^{s-1} \}
\]

\[
+ y^2 \left\{ 1 + s(2s - 1)(\alpha_s S)^2(B_0 - KS)^{2s-2} \left[ 1 + \alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right]^{2s-2} \right.
\]

\[
- 2s\alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \left[ 1 + \alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right]^{s-1} \}
\]

\[
- s(s - 1)(\alpha_s S)^2(B_0 - KS)^{2s-2} \cos \left( \frac{\pi s}{2} \right) \left[ 1 + \alpha_s S(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) \right]^{s-2} \}
\]

\[
\approx g(\omega_{res}) + y \left\{ 2s(\alpha_s S)^2(B_0 - KS)^{2s-1} \left[ 1 - 2 \cos^2 \left( \frac{\pi s}{2} \right) \right] \right. \}
\]

\[
+ y^2 \left\{ 1 - 2s(\alpha_s S)(B_0 - KS)^{s-1} \cos \left( \frac{\pi s}{2} \right) + (\alpha_s S)^2(B_0 - KS)^{2s-2} \left[ s(2s - 1) - 3s(s - 1) \cos^2 \left( \frac{\pi s}{2} \right) \right] \right\} + O(\alpha_s S)^3.
\]

Now, we set \( 2g(\omega_{res}) = g(\omega_{res} + y) = g(\omega_{res}) + by + ay^2 \), and remark that \( g(\omega_{res}) = (\alpha_s S)^2(B_0 - KS)^{2s} \sin^2 \left( \frac{\pi s}{2} \right) \), in order to find that

\[
y = \frac{-b \pm \sqrt{b^2 + 4ag(\omega_{res})}}{2a} \implies \Delta_{FWHM} = \frac{\sqrt{b^2 + 4ag(\omega_{res})}}{a}. \tag{125}
\]
Hence, we find that the lowest-order contribution to the linewidth is given by

\[
\Delta_{FWHM} \approx \frac{\sqrt{4(\alpha_s S)^2(B_0 - KS)^2s^2 \sin^2 \left(\frac{\pi s}{2}\right) + O(\alpha_s S)^2}}{1 + O(\alpha_s S)}
\]

\[
= 2(\alpha_s S)(B_0 - KS)^s \sin \left(\frac{\pi s}{2}\right) + O(\alpha_s S)^2.
\]  

(126)

IV. DIMENSIONAL ANALYSIS

The fractional derivative in the LLG equation has an impact on the dimensions of quantities. We can firstly see that in the chosen units, we have \([B_0 - KS] = [\omega_d] = \text{time}^{-1}\). Assuming \(S\) to be dimensionless, then \([\omega_d] = [\alpha_s D_s^* S] = [\alpha_s][\omega_d]^s\), hence \([\alpha_s] = [\omega_d]^{1-s}\). We can now start to understand what we mean when we say that certain quantities are small, since this has to be relative to something else. For instance, when we say \(\alpha_s S\) is small, we understand this as \(\alpha_s S \ll (B_0 - KS)^{1-s}\). For \(\Omega\) it is simpler, since there is no fractional derivative acting with it. Hence, for \(\Omega\) small we simply mean \(\Omega \ll B_0 - KS\). We can now also define some dimensionless variables, such as \(\alpha_s' = \alpha_s S(B_0 - KS)^{s-1}\) and \(\Omega' = \Omega/(B_0 - KS)\). We have used these variables in the figures to show the general behavior of the quantities.
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