Analysis of geometric phase effects in the quantum-classical Liouville formalism
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We analyze two approaches to the quantum-classical Liouville (QCL) formalism that differ in the order of two operations: Wigner transformation and projection onto adiabatic electronic states. The analysis is carried out on a two-dimensional linear vibronic model where geometric phase (GP) effects arising from a conical intersection profoundly affect nuclear dynamics. We find that the Wigner-then-Adiabatic (WA) QCL approach captures GP effects, whereas the Adiabatic-then-Wigner (AW) QCL approach does not. Moreover, the Wigner transform in AW-QCL leads to an ill-defined Fourier transform of double-valued functions. The double-valued character of these functions stems from the nontrivial GP of adiabatic electronic states in the presence of a conical intersection. In contrast, WA-QCL avoids this issue by starting with the Wigner transform of single-valued quantities of the full problem. Since the WA-QCL approach uses solely the adiabatic potentials and non-adiabatic derivative couplings as an input, our results indicate that WA-QCL can capture GP effects in general two-state crossing problems using first-principles electronic structure calculations without prior diabatization or introduction of explicit phase factors.

I. INTRODUCTION

Molecular electronic adiabatic surfaces often cross forming degenerate manifolds of nuclear configurations with the topology of conical intersections (CIs).1, 2 CIs are the most common triggers of radiationless transitions that drive photo-induced chemistry,1 and transfers of electronic energy and charge.3- 5 Besides facilitating electronic transitions CIs change the topology of the nuclear subspace: if adiabatic electronic wave functions are infinitely slowly (adiabatically) transported around a closed loop that encircles the CI seam, they acquire an extra (-1) phase. This is the geometric phase (GP) that makes the electronic wave functions double-valued functions of nuclear coordinates.6- 11 In order to have a single-valued total electron-nuclear wave function, the nuclear wave functions have to compensate for sign changes in their electronic counterparts; hence, a nuclear Schrödinger equation must be solved with double-valued boundary conditions. The extra phase causes interference between parts of the nuclear wave function, which results in different vibronic spectra and nuclear dynamics as compared to the case without explicit account for the GP.6,12-15

The double-valued character of the nuclear wave functions in the adiabatic representation is challenging for numerical simulations. Switching to the diabatic representation16 makes the nuclear diabatic wave function single-valued. However, the diabatic representation within a finite electronic subspace cannot be obtained17 for a general polyatomic system (Natoms > 2), so one has to resort to approximate diabatization schemes.18-26 To remain in the unambiguous adiabatic representation, Mead and Truhlar27 proposed to compensate for the GP of individual nuclear states by attaching an extra phase factor e^(i\lambda(R)), where \lambda(R) is a function that increases by \pi on encircling a closed path around the CI seam. This approach was successfully implemented28-30 and applied to many real molecules by Kendrick.31-34 However, the definition of \lambda(R) is based on diabatic model considerations, and its application to a general molecular system assumes some diabatic model potential. An alternative approach to the definition of \lambda(R) was suggested by Baer and coworkers.35,36 They related \nabla \lambda(R) to the matrix elements of derivative couplings d(1)_{12}(R), thus removing any arbitrariness in the definition of \lambda(R). However, this suggestion was challenged by Kendrick, Mead, and Truhlar37 who found that Baer’s approach inconsistently neglects some terms, and this inconsistency leads one to question the validity of the final result. Therefore, accounting for GP effects for general systems using only results of electronic structure calculations seems to be challenging within a fully quantum approach.

In this context, it is interesting that the quantum-classical Liouville (QCL) formalism38 is able to capture GP effects39 using only adiabatic input: energies and non-adiabatic couplings. The QCL framework uses the Wigner transform (WT) of the nuclear degrees of freedom (DOF) to arrive at a mixed quantum-classical description. Derivations of the QCL equations for non-adiabatic problems using the adiabatic representation for electronic DOF can proceed along two paths that differ in the order in which the WT and the projection to the adiabatic basis are applied. We will denote by WA-QCL the approach where the WT is done first,40 and by AW-QCL the approach where the adiabatic projection precedes the WT.41,42 It is not a priori obvious which of the two approaches is better. Previously, the WA-QCL and AW-QCL approaches were used to simulate the spin-boson model and no significant differences were found.42
In this work we analyze the efficacy of these approaches to describe the dynamics in a two-dimensional (2D) linear vibronic coupling (LVC) model. As has been shown recently\textsuperscript{14}, the 2D LVC model exhibits prominent GP effects, such as a distinct interference pattern due to the GP as well as a strong impact of the GP on nuclear dynamics. This model allows us to assess both QCL approaches with respect to CI-introduced topological features in non-adiabatic dynamics.

Comparing these two approaches we identify the factor \(\cos \theta\) which is responsible for GP effects. We conclude our paper with numerical results and their analysis.

II. GEOMETRIC PHASE IN A TWO-DIMENSIONAL LINEAR VIBRONIC COUPLING MODEL

The two-dimensional LVC is a prototype for systems containing a CI and exhibiting nontrivial GP effects. The electron-nuclear Hamiltonian of the model is

\[
\hat{H} = \hat{T}_N \mathbf{l}_2 + \left( \frac{\hat{V}_{11}}{2} \mathbf{l}_2 \hat{V}_{22} \right),
\]

where \(\hat{T}_N = -\frac{\hbar^2}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)\) is the nuclear kinetic energy operator, \(\hat{V}_{11}\) and \(\hat{V}_{22}\) are the diabatic potentials represented by identical 2D parabolas shifted in the \(x\)-direction by \(a\) and coupled by the \(\hat{V}_{12}\) potential:

\[
\hat{V}_{11} = \frac{\omega^2}{2} \left[ \left( x + \frac{a}{2} \right)^2 + y^2 \right], \quad \hat{V}_{12} = cy, \\
\hat{V}_{22} = \frac{\omega^2}{2} \left[ \left( x - \frac{a}{2} \right)^2 + y^2 \right].
\]

Electronic DOF are represented as position-independent diabatic states \(|1\rangle\) and \(|2\rangle\) in a two-dimensional electronic subspace.

Transformation to the adiabatic representation is made by diagonalizing the potential matrix in Eq. (1) by means of the unitary transformation \(U\) as

\[
U(\theta) = \begin{pmatrix} \cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\ \sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{pmatrix},
\]

where \(\theta\) is a mixing angle between the diabatic states, and the factor \(\frac{1}{\sqrt{2}}\) is introduced for convenience. The adiabatic electronic wave functions are related to the columns of \(U\) as

\[
|\psi_{1}\rangle_{\text{adi}} = \frac{\cos \frac{\theta}{2}}{\sqrt{2}} |1\rangle + \frac{\sin \frac{\theta}{2}}{\sqrt{2}} |2\rangle, \\
|\psi_{2}\rangle_{\text{adi}} = -\frac{\sin \frac{\theta}{2}}{\sqrt{2}} |1\rangle + \frac{\cos \frac{\theta}{2}}{\sqrt{2}} |2\rangle.
\]

The angle \(\theta\) is determined by the matrix elements of the diabatic Hamiltonian (1) as

\[
\theta = \arctan \frac{2V_{12}}{V_{11} - V_{22}},
\]

and changes by \(2\pi\) for any closed path in the nuclear \((x, y)\) subspace that encircles the CI point. Considering that \(U(2\pi) = -\mathbf{l}_2\), both adiabatic wave functions \(|\psi_{1}\rangle_{\text{adi}}\) acquire an extra \((-)\) sign, which is a consequence of the GP. To have a single-valued total wave function

\[
|\Psi\rangle = |\chi_{1}\rangle_{\text{adi}} |\psi_{1}\rangle_{\text{adi}} + |\chi_{2}\rangle_{\text{adi}} |\psi_{2}\rangle_{\text{adi}},
\]

a sign change must be also imposed on the adiabatic nuclear wave functions \(|\chi_{1,2}\rangle_{\text{adi}}\).

This consideration can be extended to the total density operator \(\hat{\rho} = |\Psi\rangle \langle \Psi|\), which is also a single-valued function of the nuclear \((x, y)\) coordinates. In contrast, the nuclear density matrix in the adiabatic representation

\[
\hat{X}_{\alpha\alpha'} = \langle \psi_{\alpha'} \rangle |\rho| \langle \psi_{\alpha'} | = |\chi_{\alpha}\rangle_{\text{adi}} \langle \chi_{\alpha'}|,
\]

is a complicated object due to the double-value boundary conditions imposed on \(|\chi_{\alpha}\rangle_{\text{adi}}\) and \(|\chi_{\alpha'}|_{\text{adi}}\).

To model dynamics of the nuclear adiabatic densities \(\hat{X}\) we solve the corresponding Liouville equation

\[
\frac{i\hbar}{\tau} \frac{\partial \hat{X}}{\partial t} = \left[ \hat{H}_{\text{adi}}, \hat{X} \right].
\]

Here, the Hamiltonian \(\hat{H}_{\text{adi}}\) is obtained by projecting the electronic DOF in Hamiltonian (1) onto the \(|\psi_{1,2}\rangle_{\text{adi}}\) subspace:

\[
\hat{H}_{\text{adi}} = \left( \hat{T}_N + \hat{\tau}_{11} + \hat{W}_{-} \hat{\tau}_{21} \hat{T}_N + \hat{\tau}_{22} + \hat{W}_{+} \right),
\]

where

\[
\hat{\tau}_{ij} = -\hbar^2 \left[ \langle \psi_{i}\rangle_{\text{adi}} |\nabla \psi_{j}\rangle_{\text{adi}} \cdot \nabla + \frac{1}{2} \langle \psi_{i}\rangle_{\text{adi}} |\nabla^2 \psi_{j}\rangle_{\text{adi}} \right]
\]

\[
\equiv -\hbar^2 [d_{ij}^{(1)} \cdot \nabla + \frac{1}{2} d_{ij}^{(2)}].
\]

with \(\nabla = (\partial/\partial x, \partial/\partial y)\). The non-adiabatic couplings, \(d_{ij}^{(1)}\) and \(d_{ij}^{(2)}\) are the vector and scalar derivative coupling matrix elements, and \(\hat{W}_{\pm}\) are the matrix elements of the adiabatic potential \(\hat{W} = \mathbf{U} \hat{W} \mathbf{U}^\dagger\):

\[
\hat{W}_{\pm} = \frac{\hat{V}_{11} + \hat{V}_{22}}{2} \pm \frac{1}{2} \sqrt{(\hat{V}_{11} - \hat{V}_{22})^2 + 4\hat{V}_{12}^2}.
\]

Equation (10) has to be solved by imposing double-value boundary conditions for \(\hat{X}_{\alpha\alpha'}\) due to the presence of the nontrivial GP. Single-valued boundary conditions lead to a completely different dynamics as shown in Fig. 1.

To avoid GP complications in this model one can simulate dynamics for the diabatic nuclear density

\[
\hat{\rho}_{\alpha\alpha'} = \langle \alpha \hat{\rho} | \alpha' \rangle = |\chi_{\alpha}^\text{dia}\rangle \langle \chi_{\alpha'}^\text{dia}|,
\]
We start with the WT of the nuclear electronic Hamiltonian 41,42

dynamics for our model problem. Of course, this diabatic path cannot be strictly followed
for real molecules where the diabatic representation is not rigorously defined. But in this work we will use the diabatic representation to generate the exact quantum dynamics for our model problem.

III. QUANTUM-CLASSICAL LIOUVILLE FORMALISM

In what follows we review the main steps of the WA-QCL 41,42 and AW-QCL 41,42 derivations to see the consequences of the double-valued character of the adiabatic electronic states in both approaches. We consider only a single set of nuclear coordinates associated with a particle of mass M to simplify our discussion and to remain close to that in Sec. II: generalization to include additional nuclear coordinates is straightforward.

A. Wigner-then-adiabatic path

In line with Ref. 40 we start with the WT of the nuclear DOF in the Liouville equation for the total density matrix in the coordinate representation \( \hat{\rho}(\mathbf{r}, \mathbf{r}', \mathbf{R}') = \Psi^*(\mathbf{r}, \mathbf{R})\Psi(\mathbf{r}', \mathbf{R}') \),

\[
i\hbar \frac{\partial \hat{\rho}}{\partial t} = (\hat{H} \hat{\rho})_{\text{W}} - (\hat{\rho} \hat{H})_{\text{W}}.
\]

Here, we used the Wigner representation for operators

\[
\hat{A}_W(\mathbf{R}_c, \mathbf{P}) = \int \langle \mathbf{R}_c + \frac{s}{2} \mathbf{A} | \mathbf{R}_c - \frac{s}{2} \rangle e^{-\frac{i}{\hbar}s \cdot \mathbf{P}} ds,
\]

where \( \mathbf{R}_c = (\mathbf{R} + \mathbf{R}')/2 \) is the position of the “coordinate centroid”, \( \mathbf{s} = \mathbf{R} - \mathbf{R}' \), and \( \mathbf{P} \) is a parameter that can be associated with the classical momentum in the classical limit. Operator products \( \left( \hat{A}_{\text{W}} \right)_{\text{W}} \) can be transformed further using the Wigner-Moyal operator 43 as

\[
\left( \hat{A}_{\text{W}} \right)_{\text{W}} = \hat{A}_W e^{-i\hbar \Lambda/2} \hat{B}_W,  \tag{18}
\]

where \( \Lambda \) is the Poisson bracket operator \( \Lambda = \nabla \mathbf{P} \cdot \nabla \mathbf{R}_c - \nabla \mathbf{R}_c \cdot \nabla \mathbf{P} \), and the arrows indicate the directions in which the differential operators act. Using identity (18) the Wigner-transformed Liouville equation becomes

\[
i\hbar \frac{\partial \hat{\rho}_W}{\partial t} = \hat{H}_W e^{-i\hbar \Lambda/2} \hat{\rho}_W - \hat{\rho}_W e^{-i\hbar \Lambda/2} \hat{H}_W.  \tag{19}
\]

The \( \Lambda \) operator acts only on the nuclear DOF, thus, to introduce a semi-classical description of nuclear dynamics we expand the exponent in a Taylor series 44 and keep only terms linear in \( \hbar \):

\[
i\hbar \frac{\partial \hat{\rho}_W}{\partial t} = \hat{H}_W \left( 1 - i\hbar \Lambda/2 \right) \hat{\rho}_W - \hat{\rho}_W \left( 1 - i\hbar \Lambda/2 \right) \hat{H}_W.  \tag{20}
\]

The partially Wigner-transformed Hamiltonian \( \hat{H}_W \) derived from Eq. (1) is quadratic in \( \mathbf{R} \) and \( \mathbf{P} \), hence, the Wigner-transformed Liouville equation (20) is exact for our model case.

Both the Wigner-transformed density matrix \( \hat{\rho}_W \) and Hamiltonian \( \hat{H}_W \) in Eq. (20) are still quantum operators in the electronic subspace. Let us project the electronic DOF on the adiabatic electronic eigenfunctions \( |\psi_{\alpha}^{\text{ad}}(\mathbf{R}_c)\rangle \)

\[
i\hbar \frac{\partial \hat{\rho}_W^{\alpha\alpha'}}{\partial t} = \langle \psi_{\alpha}^{\text{ad}} | \hat{H}_W \left( 1 - i\hbar \Lambda/2 \right) \hat{\rho}_W |\psi_{\alpha'}^{\text{ad}}\rangle
- \langle \psi_{\alpha}^{\text{ad}} | \hat{\rho}_W \left( 1 - i\hbar \Lambda/2 \right) \hat{H}_W |\psi_{\alpha'}^{\text{ad}}\rangle.  \tag{21}
\]

Inserting the resolution-of-the-identity operator in the electronic subspace \( \hat{I} = \sum_{\alpha} |\psi_{\alpha}^{\text{ad}}(\mathbf{R}_c)\rangle \langle \psi_{\alpha}^{\text{ad}}(\mathbf{R}_c)| \) between the operator products, we express Eq. (21) in terms of operator matrices defined as \( \mathbf{A}_W \equiv \langle \psi_{\alpha}^{\text{ad}} | \hat{A}_W |\psi_{\alpha'}^{\text{ad}}\rangle \)

\[
\frac{\partial \hat{\rho}_W}{\partial t} = - \frac{i}{\hbar} \left[ \hat{H}_W, \hat{\rho}_W \right] - \frac{1}{2} \left( \left[ \hat{H}_W, \Lambda \right] \hat{\rho}_W - \hat{\rho}_W \left[ \hat{H}_W, \Lambda \right] \right)
+ \frac{1}{2} \left( \left[ \mathbf{D}, \hat{H}_W \right] \cdot \nabla \mathbf{P} \hat{\rho}_W + \nabla \mathbf{P} \hat{\rho}_W \cdot \left[ \mathbf{D}, \hat{H}_W \right] \right)
- \frac{\mathbf{P}}{M} \cdot \left[ \mathbf{D}, \hat{\rho}_W \right],
\]

where \( \mathbf{D} \) is the matrix of the vector derivative couplings \( d_{\alpha\beta} \). Equation (22) accounts for mutual interactions between the electronic and nuclear DOF. Note that all Wigner-transformed operators depend on a single nuclear coordinate \( \mathbf{R}_c \), and even though the adiabatic functions \( |\psi_{\alpha}^{\text{ad}}(\mathbf{R}_c)\rangle \) are double-valued, the diagonal density matrix elements \( \langle \psi_{\alpha}^{\text{ad}} | \hat{\rho}_W |\psi_{\alpha}^{\text{ad}}\rangle \) are all single-valued functions of \( \mathbf{R}_c \). As for the off-diagonal elements.
\[ |\psi_{\alpha}^{\text{adi}}\rangle \hat{\rho}_{W} |\psi_{\beta}^{\text{adi}}\rangle \] (coherences), in general, they are double-valued functions, because the GP related sign flip of the bra and ket components may not be simultaneous for any closed contour in the \( \textbf{R}_c \) subspace. An example of such situation is a three-state model where two electronic states \( |\psi_{1;2}^{\text{adi}}\rangle \) have a CI, and the third state \( |\psi_{3}^{\text{adi}}\rangle \) has an avoided crossing with the first two states. In this example, the matrix elements \( \langle \psi_{\alpha}^{\text{adi}} | \hat{\rho}_{W} |\psi_{\alpha}^{\text{adi}}\rangle \) are double-valued functions because the sign change in \( \langle \psi_{1;2}^{\text{adi}} | \) is not compensated by that in \( |\psi_{3}^{\text{adi}}\rangle \) on encircling the CI. Thus, generally, Eq. (22) must be simulated with double-valued boundary conditions for the off-diagonal elements. However, for problems where the parametric dependence of all adiabatic states leads to the same GP change after encircling any closed contour all matrix elements in Eq. (22) are single-valued functions, and Eq. (22) does not need double-valued boundary conditions. Our 2D LVC model is an example where the latter condition is satisfied because both functions \( |\psi_{1;2}^{\text{adi}}(\textbf{R}_c)\rangle \) and \( |\psi_{3}^{\text{adi}}(\textbf{R}_c)\rangle \) either change their sign or do not depending on whether the CI point is enclosed by the contour. At any case, all quantities in Eq. (22) are well defined mathematically, and their physical interpretation is well-known.\(^{20}\)

B. Adiabatic-then-Wigner path

We start by projecting the Liouville equation onto the adiabatic electronic basis \( |\psi_{\alpha}^{\text{adi}}\rangle \) to obtain

\[
i\hbar \frac{\partial \hat{X}_{\alpha\alpha'}}{\partial t} = \sum_{\beta} \left( \hat{H}_{\alpha\beta}^{\text{adi}} \hat{X}_{\beta\alpha'} - \hat{X}_{\alpha\beta} \hat{H}_{\beta\alpha'}^{\text{adi}} \right),
\]

where \( \hat{H}_{\alpha\beta}^{\text{adi}} \) and \( \hat{X}_{\alpha\beta} \) are multi-state generalizations of the two-state adiabatic Hamiltonian (11) and nuclear density (9). Applying the WT to Eq. (23) we obtain

\[
i\hbar \frac{\partial \hat{X}_{W}}{\partial t} = \hat{H}_{W}^{\text{adi}} e^{-i\hat{\Lambda}/2} \hat{X}_{W} - \hat{X}_{W} e^{-i\hat{\Lambda}/2} \hat{H}_{W}^{\text{adi}}.
\]

For the double-valued adiabatic densities \( \hat{X}_{\alpha\alpha'} \) the WT

\[
\hat{X}_{W}^{\alpha\alpha'} = \int \left( \textbf{R}_c + \frac{S}{2} \right) |\hat{X}_{\alpha\alpha'}\rangle \left( \textbf{R}_c - \frac{S}{2} \right) e^{-\frac{i}{\hbar} \textbf{P} \cdot \textbf{s}} ds
\]

is not well defined, because, as is shown in the Appendix, this operation is equivalent to the Fourier transform of a double-valued function. Unless special care is taken at this step the double-valued character of the \( \hat{X}_{\alpha\alpha'} \) density will be lost. Here, we follow previous derivations\(^{41,42}\) of the AW-QCL equation, noting that it is inconsistent with subtleties arising from a nontrivial GP.

The Wigner-transformed adiabatic Hamiltonian \( \hat{H}_{W}^{\text{adi}} \) in Eq. (24) differs from the \( \hat{H}_{W} \) matrix only by the WT of the non-adiabatic coupling operators \( \hat{\tau}_{\alpha\beta} \) [see Eq. (12)],

\[
\hat{H}_{W}^{\text{adi}} = \hat{H}_{W} + \tau_{W},
\]

where the \( \tau_{W} \) matrix has elements

\[
\tau_{W}^{\alpha\alpha'} = -\frac{i}{\hbar} \frac{P}{M} \cdot \textbf{d}^{(1)}_{\alpha\alpha'} + \frac{\hbar^2}{2M} \left( \nabla_{\textbf{R}_c} \cdot \textbf{d}^{(1)}_{\alpha\alpha'} - \textbf{d}^{(2)}_{\alpha\alpha'} \right).
\]

The last term in the parentheses defines a positive-definite matrix \( \textbf{K} \) with elements

\[
K_{\alpha\alpha'} = \frac{\hbar^2}{2M} \left( \nabla_{\alpha\alpha'} \cdot \textbf{d}^{(1)}_{\alpha\alpha'} - \textbf{d}^{(2)}_{\alpha\alpha'} \right) = \frac{\hbar^2}{2M} \langle \nabla |\psi_{\alpha}^{\text{adi}}\rangle \nabla |\psi_{\alpha'}^{\text{adi}}\rangle.
\]

The explicit form of the adiabatic Hamiltonian obtained from Eqs. (26–28) is

\[
\hat{H}_{W}^{\text{adi}} = \hat{H}_{W} - \frac{P}{M} \cdot \textbf{D} + \hbar^2 \textbf{K}.
\]

Expanding the Wigner-Moyal exponent in the Taylor series and keeping only first order terms in \( \hbar \) in Eq. (24) we obtain the AW-QCL equation

\[
\frac{\partial \hat{X}_{W}}{\partial t} = -\frac{i}{\hbar} \left[ \hat{H}_{W}, \hat{X}_{W} \right] - \frac{1}{2} \left( \hat{H}_{W} \hat{\Lambda} \hat{X}_{W} - \hat{X}_{W} \hat{\Lambda} \hat{H}_{W} \right) - \frac{P}{M} \cdot \left[ \textbf{D}, \hat{X}_{W} \right].
\]

It is important to note that Eq. (30) is no longer an exact evolution equation for the quantum dynamics of our 2D LVC model. This is in contrast to Eq. (20) which is fully equivalent to the quantum Liouville equation for this model. The difference stems from two sources: First, the adiabatic Hamiltonian [Eq. (29)] is not a quadratic function of the nuclear coordinates, and consequently the truncation of the Wigner–Moyal exponent is no longer exact. Second, the AW-QCL derivation ignores the double-valued character of the nuclear density, which results in Eq. (30) that corresponds to the evolution of a nuclear density with the incorrect (single-valued) boundary conditions. Comparing Eqs. (22) and (30) reveals that both sources of the difference between the AW-QCL and WA-QCL approaches can be related to the third term in Eq. (22). Since this term accounts for direct changes in the nuclear momenta as a result of coupling to the electronic DOF, one might expect significant influence of this term on the nuclear dynamics. Moreover, as we shall see below, neglecting this term leads to loss of GP related features in the nuclear dynamics.

IV. NUMERICAL SIMULATIONS

To quantify the difference between the WA-QCL and AW-QCL approaches and to assess the relative importance of GP effects we simulate non-adiabatic dynamics for the 2D LVC model. Our choice of initial conditions and the model parameters aims to minimize differences between the WA-QCL and AW-QCL approaches that are related to the omission of the higher order quantum contributions in AW-QCL. We employ the following set of parameters for the 2D LVC model [Eqs. (1–3)]: \( \omega = 2 \),
\( \alpha = 1, \ c = 4, \ M = 1 \). The initial density is taken as a product of two Gaussian wave packets centred at the minimum of the \( |1\rangle \) diabatic surface \((-a/2, 0)\) with widths \( \sigma = \sqrt{2/\omega} \) and an initial momentum \((5/2, 0)\) (motion towards the positive \( x \) values). This setup results in a relatively high initial energy and reduction of quantum tunnelling. We consider four different approaches to non-adiabatic dynamics: a) quantum diabatic \([\text{Eq. (15)}]\), b) quantum adiabatic without GP \([\text{Eq. (10)}]\), c) WA-QCL, d) AW-QCL. We investigate two properties: the time evolution of the fraction of the nuclear density remaining in the region \( x < 0 \) (Fig. 2), and the 2D nuclear adiabatic density at a given time (Fig. 3). The former is an integral property, which illustrates differences in dynamics, while the latter zooms into these differences at a given time.

As expected, the WA-QCL dynamics is very close to that of the full quantum dynamics (see Fig. 2); the differences are due mainly to rather modest convergence of the WA-QCL density with respect to the number of classical trajectories in the employed Trotter-based simulation algorithm\(^{45}\) and use of the “momentum jump” approximation\(^ {40}\) for the last two terms in Eq. (22). Both approaches predict almost full transfer of the density from the initial \( x < 0 \) region to the \( x > 0 \) region in a time of 1.3 a.u. with some degree of recurrence at later times. By contrast, the quantum adiabatic dynamics exhibits less prominent population transfer. Results of AW-QCL differ from those of the other methods, which means that effects from the Wigner-Moyal exponent truncation are still comparable to GP effects. To elucidate the differences between the methods we present the two-dimensional nuclear density at \( t = 1.6 \) a.u. (Fig. 3). The fully quantum model with GP [Fig. 3(a)] and the WA-QCL model [Fig. 3(c)] develop a nodal line in the region \( x > 0 \). This prominent feature is completely absent in the quantum adiabatic dynamics [Fig. 3(b)] and, thus, can be seen as a manifestation of the GP.\(^ {12,15,39,46}\) Moreover, the adiabatic model predicts completely spurious constructive interference between parts of the wave packet that skirt the CI point from opposite sides, giving rise to a peak in the nuclear density at \( x \approx 2.5 \) a.u. [see Fig. 3(b)]. The AW-QCL density is somewhat between those from both quantum models: it has a visible dip along the \( y = 0 \) line, however, this dip is not as pronounced as for the models accounting for the GP. The AW-QCL density profile suggests that this approach does not produce any nuclear interference. To support this assertion we considered different relations between two spatially separated Gaussian wave packets. Figure 4 shows that in the absence of interference the total density may have a central minimum, which, however, is not as deep as in the case of destructive interference. This
result also indicates that electronic transitions constitute
the dominant quantum effect in the AW-QCL dynamics,
while quantum nuclear interference within each electronic
state is negligible.

V. CONCLUSIONS

The analysis of the QCL dynamics for the 2D LVC
model presented above showed that the WA-QCL equa-
tion is the only approach where complications arising
from a non-trivial GP in the adiabatic representation
do not make formalism ill-defined. In situations when
the GP behavior of the electronic adiabatic states in-
volved in the dynamics is similar (e.g., CI of two elec-
tronic states), the WA-QCL approach can treat GP ef-
fects exactly without imposing double-valued boundary
conditions. In contrast, the AW-QCL approach involves
the WT integral of the adiabatic density operator with
a double-valued kernel. Practically, this transformation
is equivalent to the Fourier transformation of a double-
valued function, which is not a well-defined procedure.
Yet, if one proceeds with the Fourier transformation ig-
noring the double-valued character of the quantum den-
sity, the resulting AW-QCL equation describes the quan-
tum density with the incorrect single-valued boundary
conditions. Thus, the AW-QCL approach is plagued
by the same problems as the quantum dynamics in the
adiabatic representation without including the GP (see
Fig. 1).

Interestingly, the AW-QCL and WA-QCL equations
differ only by one term. This term is responsible for
differences associated with the Moyal–Wigner exponent
truncation in different representations and GP effects.
Further separation of the GP-related terms from those
corresponding to the Moyal–Wigner exponent truncation
does not seem to be feasible. However, this analysis sug-
gests why the previous numerical assessment of the two
approaches did not find a significant difference between
results for the spin-boson model where GP effects are
absent.

It is worth noting that in contrast to the quantum
adiabatic picture, where the GP appears in the form of
non-trivial boundary conditions, the WA-QCL approach
confronts the problem of the GP in much milder fashion.
The WT maps similar GP behavior of different electronic
states into the third term of the WA-QCL dynamical
equation. Thus, the only components that are left
with the double-valued boundary conditions are coher-
ces of electronic states that have different GP behav-
iors. An interesting question for future investigation is
whether the trajectory based techniques used to simulate
Eq. (22) will be able to handle the double-valued charac-
ter of the coherences in general multi-level systems owing
to the space locality of a propagated object?

It should be also emphasized that the WA-QCL ap-
proach, though accounting for the GP in our model, can-
not be reduced to the Mead and Truhlar treatment of
the GP. This can be easily seen by considering a single
electronic state version of Eq. (22) that describes classical
dynamics of nuclear DOF on a given electronic potential
without any GP terms, which inevitably appear in the
Mead and Truhlar treatment.

All quantities that are required to perform WA-QCL
dynamics, such as the adiabatic potentials and the
derivative couplings, are readily available from first-
principles quantum chemistry calculations. Thus, the
WA-QCL formalism is probably the only formalism that
can naturally account for GP effects in two electronic
state crossing problems with on-the-fly quantum chemis-
try calculations.
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Appendix A: Wigner transformation of adiabatic nuclear
densities

Here we consider the WT of the adiabatic densities,
\[
X_{\alpha}^{\alpha'}(P; R_c) = \int \langle R_c + \frac{s}{2} | \hat{X}_{\alpha\alpha'} | R_c - \frac{s}{2} \rangle e^{-\frac{s}{\hbar} P} ds
\]
\[
= \int \chi_\alpha \left( R_c + \frac{s}{2} \right)^\ast \chi_{\alpha'} \left( R_c - \frac{s}{2} \right) e^{-\frac{s}{\hbar} P} ds
\]
\[
= \int f_{\alpha\alpha'}(s; R_c) e^{-\frac{s}{\hbar} P} ds. \tag{A1}
\]
Equation (A1) illustrates that the WT can be formu-
lated as the Fourier transform (FT) of the s variable
for functions \( f_{\alpha\alpha'}(s; R_c) \). In what follows we will show
that for the 2D LVC model the \( f_{\alpha\alpha'}(s; R_c) \) are double-
valued functions of the s variable, and therefore, the FT
in Eq. (A1) is not well defined.

Even for our model we do not have an exact
analytical representation of the \( f_{\alpha\alpha'}(s; R_c) \) functions,
but we know that the total density function
\[
\hat{\rho} = \sum_{\alpha\alpha'} |\psi_{\alpha\alpha'}^{\text{adi}}(R_c - s/2)\rangle f_{\alpha\alpha'}(s; R_c) \langle \psi_{\alpha\alpha'}^{\text{adi}}(R_c + s/2) |
\]
is always a single-valued function. Thus, if \( f_{\alpha\alpha'}(s; R_c) \) are double-valued then \( |\psi_{\alpha\alpha'}^{\text{adi}}(R_c - s/2)\rangle \langle \psi_{\alpha\alpha'}^{\text{adi}}(R_c + s/2) |\)
must be too, and vice versa. Hence, we will show that
the electronic components \( |\psi_{\alpha\alpha'}^{\text{adi}}(R_c - s/2)\rangle \langle \psi_{\alpha\alpha'}^{\text{adi}}(R_c + s/2) |\)
are double-valued functions of the s parameter. This
is not a trivial check because the double-valued charac-
ters of the bra and ket components can potentially
compensate each other. We will demonstrate by explicit
construction that there exist at least some closed con-
tours for the s parameter which, for a fixed \( R_c \),
causes only \(|\psi_{\alpha\alpha'}^{\text{adi}}(R_c - s/2)\rangle\) or \(|\psi_{\alpha\alpha'}^{\text{adi}}(R_c + s/2) |\)
to change its sign.

For the 2D LVC model the functions \(|\psi_{\alpha\alpha'}^{\text{adi}}(R_c - s/2)\rangle\)
and \(|\psi_{\alpha\alpha'}^{\text{adi}}(R_c + s/2) |\) are defined by Eqs. (5) and (6). To
construct desired contours we fixed $R_c = (x_c, y_c)$ and obtained the $(x, y)$ coordinates of the $R_c - s/2$ and $R_c + s/2$ contours by taking the real and imaginary parts of

$$z_{\pm s} = z_c \pm (d + re^{i\phi})/2. \quad (A2)$$

Figure 5 shows that this choice generates two contours which are topologically different with respect to the CI point. Thus, the contour that encompasses the CI produces a change in the mixing angle $\theta$ [Eq. (7)] by $2\pi$, while moving along the other contour returns $\theta$ to its initial value (see Fig. 6). Adiabatic transport along these contours will lead to a sign change in all products of the electronic components $|\psi_{\text{ad}}(R_c - s/2)/\psi_{\text{ad}}(R_c + s/2)|$ and, thus, this concludes our illustration of the double-valued character of the $f_{\text{ad}}(s; R_c)$ functions.
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