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Abstract

In modern society, automation is sufficiently complex to conduct advanced tasks. The role of the human operator in controlling a complex automation is crucial for avoiding failures, reducing risk, and preventing unpredictable situations. Measuring the level of trust of human operators is vital in predicting their acceptance and reliance on automation. In this study, an electroencephalogram (EEG) is used to identify specific brainwaves under trusted and mistrusted cases of automation. A power spectrum analysis was used for a brainwave analysis. The results indicate that the power of the alpha and beta waves is stronger for a trusted situation, whereas the power of gamma waves was stronger for a mistrusted situation. When the level of human trust in automation increases, the use of automatic control increases. Therefore, the findings of this research will contribute to utilizing a neurological technology to measure the level of trust of the human operator, which can affect the decision-making and the overall performance of automation used in industries.
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1. Introduction

Trust plays a crucial role in contributing to cognitive complexity and increased uncertainty in sophisticated automation [1]. Muir [2] claimed that trust is developed by “the human’s ability to estimate the predictability of the machine’s behaviors,” which is an idea adopted in this study. Several researchers found that trust is a vital factor that affects the misuse and disuse of automation [1, 3]. Measuring the level of trust of a human operator in automation is crucial in predicting their strategies when using automation. However, trust is a multidimensional construct influenced by various factors, such as motives, intentions, and actions [4]; therefore, measuring trust is a challenge. How can we effectively measure human trust within the use of automation? As a method for measuring trust, questionnaires are mostly used to investigate trust in interpersonal relationships [5] and have been used with an empirical approach [6], and with a semi-automatic simulation of human and automation [7]. The questionnaires utilized in these studies are based on a theoretical or empirical approach, which might vary based on the researcher’s theoretical orientation or particular simulation model. Neurological measures can be a direct and objective method to measure human trust. Therefore, this research used both a
neurological measure as a quantitative method to measure human trust and a questionnaire as a qualitative method to examine the responses of human trust in automation.

Some studies have investigated the relationship between social constructs (i.e., trust) and neural or physiological evidence. Previous studies [8, 9] have utilized fMRI and eMRI to analyze brain regions with stimuli associated with trust and distrust. Other studies have used an electroencephalogram (EEG) to examine factors that may affect human trust and decision-making [10, 11]. However, previous studies have not fully investigated specific brainwaves within the situations of trust and mistrust in automation.

This research aims to identify specific brainwaves in situations of trust and mistrust in automation using an EEG. An EEG is selected because of its benefits over other neurological technologies. An EEG can be an appropriate method for measuring the active neurological responses to external stimuli involving trust and mistrust in real-time [12], and thus is useful for experiments with a wide range of cognitive tasks and real-world applications in the future. The EEG records signals from the scalp and therefore has a few limitations, namely, sensitivity to various noises other than the external stimuli. Acknowledging these limitations, filters were applied prior to the analysis, such as the marking and removal of artifacts.

The results of this study can contribute to the design of automated systems requiring the trust of human operators to achieve the maximum performance and safety. By detecting a human operator’s trust regarding automation, designers can improve automated systems by developing a user-friendly interface and effective training approach that can decrease the workload and increase the level of trust. Further, this study can be a means of monitoring the psychological state of human operators. This EEG method can be used to monitor a human operator and detect the operator’s trust in an automated system. If a human operator mistrusts the automation, operator training or improvements to the automated system are ways to regain the operator’s trust. If the human operator is unstable and unfocused owing to extreme stress and anxiety, the recommendation is to apply full automation rather than manual operation, particularly during an emergency.

2. Methods
2.1 Participants
A total of 28 volunteers participated in this experiment. The participants were undergraduate and graduate students recruited at North Carolina AandT State University. There were 14 male and 14 female participants. Each subject was over 18 years old with normal or corrected-to-normal vision, free of current or past neurological and psychiatric disorders, and able to read and understand English writing. There was no preference for right- or left-handed users, but all participants had the ability to use a keyboard and a mouse with their hands. The subjects read and signed an informed consent form prior to the experiment. After the participants were seated, detailed instructions were given for each experiment.

2.2 EEG Recording
The EEG data were recorded using a g.HIamp (256-multichannel amplifier), g.GAMMAsys (active electrode system with g.GAMMAcap), and g.Recorder (brain signal recording software) developed by g.tec, a medical engineering company. The subject’s head was fitted with a cap of electrodes (g.GAMMAcap), and 20 electrodes selected according to the international 10-20 system of electrode placement (see Figure 1) were filled with an abrasive electrolyte gel using a syringe (see Figure 2). The subject was seated in front of a computer screen, which shows simulated driving, with a keyboard and a mouse in an isolated and quiet room.

Before each experiment began, the brainwaves of the participants were recorded to identify artifacts to mark and remove later, such as eye blinking, jaw clenching, and muscle movement. Then, as baseline data without any stimuli, their brainwaves were recorded when they were relaxed. During this time, they were instructed not to move or talk, and to watch a blank monitor for 1 min. They were also asked not to talk or blink their eyes (if possible) to reduce artifacts from being recorded in their brainwaves. The settings used to record the brainwaves were as follows: the sampling frequency was set at 256 Hz, the high-frequency filter was set at 60 Hz, and the low-frequency filter was set at 0.1 Hz. During this EEG experiment, only the alpha (8-13 Hz), beta (13-30 Hz), and gamma (30-60 Hz) waves, which are brainwaves related to decision-making under situations of trust and mistrust, were analyzed when the participants were asked to choose between manual or automatic control of a simulated driving game. Delta (0.2-4 Hz) and theta (4-8 Hz) waves occur when people are asleep, and were therefore not analyzed in this experiment. This experiment met the conditions of IRB 17-0159.
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Table 1. Experiment design

| Trials | Training | Break | 1  | 2  | 3  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|--------|----------|-------|----|----|----|----|----|----|----|----|----|----|----|
| Number of cars avoided before an accident | 25 | 25 | 25 | 25 | 25 | 25 | 8  | 5  | 4  | 9  | 8  |    |    |
| Auto control performance (%) | 100 | 100 | 100 | 100 | 100 | 100 | 32 | 20 | 16 | 36 | 32 |    |    |

2.3 Experiment

An experiment was designed to measure the neurological activities during the decision-making between automatic or manual control and to record the participants’ use of such control. All 28 participants participated individually in six training sessions (three training sessions for automatic control and three for manual control), 10 simulated driving trials (see Table 1), and a survey to evaluate the level of trust between people and automation on a 7-point scale (see Appendix). During the training sessions, the participants practiced three trainings with automatic control (with a 100% performance) and three trainings with manual control (average performance of 50%-60%). This experiment was designed to allow the participants to choose automatic control to achieve a much better performance than manual control, and to evoke trust during the first five trials and mistrust for the remaining five trials. Mistrust is a strong and negative emotion that affects other emotions, and thus cannot be a counter-balance design. Trials 1-5 were designed to develop trust in automatic control by applying 100% automation, whereas trials 6-10 were designed to evoke mistrust in automation by applying a low performance of under 36%, which is lower than the average performance under manual control (average of 50%-60%).

The performance was measured based on the number of cars avoided before an accident occurred. Successfully avoiding more than 25 cars resulted in a 100% performance rate, whereas avoiding only 1 car resulted in a 4% performance rate. At the beginning of each trial, the participant was required to choose either automatic or manual control to achieve a high performance rate. After choosing the type of control, the user could not change during the driving simulation. During each trial, the screen displayed the performance rate with a score (see Figure 3), and thus the previous performance affected the following decision of the participant. The brainwaves of each participant were recorded during each trial, including the decision-making process (before the simulation) and simulated driving period (driving). However, only brainwaves associated with decision-making (automatic or manual control) at the beginning of each trial were analyzed. In other words, this EEG experiment focuses only on the moment of the decision-making (thinking), not the simulated driving (action).

2.4 EEG Analysis

For analysis, the power spectral density (PSD) was utilized as a reliable and fast method [14] for defining specific brainwaves (i.e., alpha, beta, and gamma waves), which were an-
analyzed within the frequency domain to evaluate the state of trust and mistrust. A g.Recorder (brain signal recording software) recorded the raw EEG data, and marked artifacts were removed from the data using filters prior to the analysis. The processed EEG data were analyzed using a power spectrum analysis through the EMSE Suite Data Editor (EEG data editing software) developed by Cortech Solutions. Only alpha waves (8-13 Hz), beta waves (13-30 Hz), and gamma waves (30-60 Hz), which are related to decision-making, were analyzed during this experiment.

3. Results

3.1 Rate of Automatic Control and the Trust Level

After 28 participants completed 10 trials, they completed a survey to evaluate the level of trust between manual use and automation on a 7-point scale. The level of trust can be defined using a subjective trust questionnaire applying a trust scale [6, 7]. This survey follows a rating scale ranging from 1 ("not at all," which is close to mistrust) to 7 ("extremely," which is close to trust) [6].

For trials 1-6, the level of trust increased from 57% to 94%, whereas using the automatic control increased from 79%-96% (see Figure 4). By contrast, a 32% error rate in the automatic control performance occurred in Trial 6, and trial 7 showed a substantial decrease in the level of trust from 94% to 30%, as well as a decrease in automatic control from 96% to 21% (see Figure 4). These results imply that when the trust level in automation increases, the use of automatic control will increase.

Trust is a multidimensional construct influenced by various factors, and thus it is important to find which trial evokes trust or mistrust based on the trust level. It is important to understand that the previous performance affected the following decision. For example, the low performance (32%) of automation of Trial 6 affected the decision of trial 7. Trial 5 shows 93% trust and trial 6 shows 94% trust, both of which are high levels. The brainwaves of trials 5 and 6 were analyzed to determine the state of trust. Trial 7 showed a 30% trust level, and trial 8 showed 26%, which are low and indicate mistrust. The brainwaves of trials 7 and 8 were analyzed in terms a state of mistrust.

3.2 Comparison of Intraindividual Differences

The individual variability for the brainwaves is high owing to individual characteristics, and thus the analysis of this paper focuses on the intraindividual differences, showing the individual difference based on a baseline (standard) and the two stimuli of trust and mistrust applied in this study. This study focused on the changes in how states of trust and mistrust affect individual brainwaves. It did not compare the female and male results yet, but they can be investigated in the future.

Under a state of trust, the power of the alpha waves of 27 of the 28 participants highly increased, and the power of 1 participant (P16) decreased; under a state of mistrust, however, the power of the alpha waves of 26 of the 28 participants decreased slightly, and the power of two participants (P5 and P24) increased (see Figure 5). Under a state of trust, the power of the beta waves for all 28 participants increased considerably, whereas under a state of mistrust, the power of the beta waves for 26 of the 28 participants increased slightly, and the power...
Under a state of trust, the power of the gamma waves decreased slightly for 22 of the 28 participants, but increased for 5 of the participants (P6, P14, P16, P26, and P27) and did not change for 1 participant (P4); under a state of mistrust, however, the power of the gamma waves increased significantly for the 27 of the 28 participants, but not for 1 participant (P23) (see c in Figure 5). There was 1 subject (P16) who chose more manual control than the other subjects, regardless of the performance of the automation. Under a state of trust, the alpha and beta waves

Figure 5. (a) Comparisons of the intraindividual differences in the alpha waves, (b) comparisons of the intraindividual differences in the beta waves(b), and (c) Comparisons of the intraindividual differences in the gamma waves.
of the subject (P16) decreased and were different from those of the other participants. Under a state of mistrust, the gamma waves of the subject (P16) increased, similar to that of the other participants. Some people have overconfidence in their abilities or a strong mistrust in machines, and therefore further research is needed in the future.

3.3 Comparison of Trust and Mistrust Differences

According to the results of the intraindividual differences, the alpha and beta waves are associated with a state of trust, whereas the gamma waves are associated with a state of mistrust, and thus they need to be analyzed further using the standard deviation. By comparing the differences in alpha waves under a state of trust when the baseline is zero, 96.42% of the participants showed an increase in trust, with a standard deviation of 1.13E-08E (Figure 6). By comparing the differences in the beta waves under a state of trust when the baseline is zero, 100% of participants showed an increase in trust, with a standard deviation of 1.18E-08E (Figure 6(b)). By comparing the differences in the gamma waves under a state of mistrust when the baseline was zero, 96.42% of the participants showed an increase in mistrust, with a standard deviation of 4.08E-10E (Figure 6(c)). According to the comparisons of the differences between trust and mistrust, the alpha and beta waves increased under a state of trust, whereas the gamma waves increased under a state of mistrust.

4. Conclusions

In this study, human trust in automation was investigated using EEG signals to identify specific brainwaves under states of trust and mistrust. According to the results of the experiment, the alpha and beta waves were stronger under a state of trust, whereas the gamma waves were stronger under a state of mistrust (see Figures 4 and 5). This section investigates neurological relationships grounded based on neuroscience that are critical for understanding the relationship of alpha, beta, and gamma waves to trust. Alpha waves are related to meditation [16] and reducing stress and anxiety [17]. Beta waves are associated with conscious activities and can be used as guidelines for measuring the cognitive process [18]. Beta activity is important because it can enhance the levels of concentration, attention, emotional stability, and energy [19]. As the fastest brainwaves, gamma waves can indicate anxiety and advanced cognitive information, such as reasoning and judgment [20]. By understanding the brain waves, alpha and beta waves under states of trust are related to the normal cognitive process. However, gamma waves under states of mistrust are related to complex cognitive processes caused by increased stress and anxiety.

Previous studies [21, 22] have used EEG signals to deal with such factors as risk and feedback, which affect human trust and decision-making, and support the results of this research. Using EEG signals recorded through a competitive decision-making game, Cohen [23] found that increased feedback processing lowers the power delta and theta waves, and increases the power of alpha and beta waves.

The findings from the present study will contribute to the use of neurological technologies to measure the level of trust in automation of a human operator, which may affect the decision-making and overall performance of automation in different industries. This research can be valuable in the design of automated systems for the development of a user-friendly interface, as well as effective training, thereby increasing the trust of the human operator and decreasing the workload. Further, this research can be applied to monitor the psychological state of human operators during complex automation, such as pilots flying automated aircrafts or captains navigating automated ships.

5. Related Studies

Previous studies have been conducted on trust in automation using the power spectrum or PSD as a reliable and fast method for analyzing brain waves. Wang et al. [24] investigated the neural activities of human trust in automation using EEG signals and analyzed the brain signals using the PSD and a Fourier analysis. The authors applied an investment game with different levels of artificial agents and identified specific brain regions, namely, the frontal and occipital areas, as related to trust in automation. However, the present study used a simulated driving game with manual or automatic control and identified specific brain waves, namely, alpha and beta waves for the state of trust and gamma waves for the state of mistrust. Seet et al. [25] investigated how trust is affected by autonomous vehicle malfunction using EEG signals determined through an experiment using conditionally automated and fully automated driving modes. Although they showed that trust is affected not directly by malfunctions in automation but by the inability of a human operator to reduce the risk from such malfunctions, the results of the present study demonstrate that a low performance of automatic control affects the level of trust. Trust can be affected by various factors such
Figure 6. (a) Alpha waves of participants (N=28), (b) beta waves of participants (N=28), and (c) gamma waves of participants (N=28), under states of trust and mistrust, respectively.
Appendix

Scales for Trust between People and Automation

Below is a survey to evaluate the level of trust between people and automation for each trial. There are scales for you to rate the level of trust of the automatic system when you choose automatic or manual control before operation. Please check the level of trust for each trial.

Record sheet of your decision for each trial (Note: A = Automatic control, M = Manual control)

|       | Trial 1 | Trial 2 | Trial 3 | Trial 4 | Trial 5 | Trial 6 | Trial 7 | Trial 8 | Trial 9 | Trial 10 |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| A or M| 1       | 2       | 3       | 4       | 5       | 6       | 7       |         |         |         |

Question: I can trust the automatic system (Note: not at all = 1, extremely = 7)

as motivation, expectation, or predictability, and is influenced by various factors, such as motives, intentions, and actions [26]. It is therefore necessary to research these factors further. Akash et al. [27] developed trust-sensor models, in which machines can detect psychophysiological features of trust in humans using EEG signals and the galvanic skin response. Whereas they examined how intelligent machines can detect trust in humans, the present paper examined how human trust in automation can be measured. Interactions between humans and machines are increasing in number, and in-depth research on trust between humans and machines is therefore needed.
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