Modelling Active Non-Markovian Oscillations
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Modelling noisy oscillations of active systems is one of the current challenges in physics and biology. Because the physical mechanisms of such processes are often difficult to identify, we propose a linear stochastic model driven by a non-Markovian bistable noise that is capable of generating self-sustained periodic oscillation. We derive analytical predictions for most relevant dynamical and thermodynamic properties of the model. This minimal model turns out to describe accurately bistable-like oscillatory motion of hair bundles in bullfrog saccularis, extracted from experimental data. Based on and in agreement with these data, we estimate the power required to sustain such active oscillations to be of the order of one hundred $k_B T$ per oscillation cycle.

Most non-equilibrium systems actively sustain their dynamics by dissipating energy into their environment and by producing entropy, as observed in several branches of natural sciences. Important examples are active oscillators, the effective mesoscopic degrees of freedom of which are described by oscillating variables. In nature these oscillators drive climate changes, sustain heart beat, facilitate vocal and auditory systems, and support neural signaling and circadian rhythms. Here we focus on those responsible for mechanoelectrical transduction in the bullfrog’s saccularis, for which experimental data are available.

Active oscillatory motion is often interpreted as relaxation oscillations or noisy bistable oscillations, which can be modeled by nonlinear stochastic Van der Pol and Duffing equations, respectively. These two distinct dynamical regimes are not always easy to distinguish in experiments. An alternative way to construct a system displaying bistable oscillations consists in letting one of its degrees of freedom to be a two-state stochastic process such as telegraph noise.

In this work, we propose a stochastic linear model for self-sustained, active, bistable oscillations. The model generalizes the Ornstein-Uhlenbeck process by allowing the equilibrium position (the center of the harmonic potential) to be determined by a dichotomous non-Markovian noise. Notably, depending on the distributions of the waiting times, the model can reproduce a wide variety of bistable oscillations including Markovian and non-Markovian switching processes. We obtain exact analytical expressions for several dynamical and thermodynamic quantities characterizing the nonequilibrium nature of the system. As a relevant application, we use our model to reproduce recordings of the spontaneous motion in bullfrog hair bundles and estimate the dissipated power, which is experimentally inaccessible but crucial for interpreting the energetics of system.

Model.— We consider an Ornstein-Uhlenbeck process $x(t)$ with time-dependent center $c(t)$ described by the stochastic differential equation

$$\gamma \dot{x}(t) = -\kappa (x(t) - c(t)) + \xi(t).$$

Here $\kappa$ is the stiffness of the harmonic potential $V(x, c) = \kappa (x - c)^2/2$, $\gamma$ is the effective friction coefficient, and $\xi(t)$ is a Gaussian white noise with zero mean $\langle \xi(t) \rangle = 0$ and autocorrelation $\langle \xi(t_1) \xi(t_2) \rangle = 2\gamma^2 D \delta(t_1 - t_2)$, where the effective diffusion coefficient $D = k_B T / \gamma$ is related to the temperature through the Einstein relation. The center $c(t)$ is a dichotomous process taking the values $\pm c_0$ with $c_0 \geq 0$, and changing sign at stochastic intervals. We denote by $\psi_{\pm} (\tau)$ the distribution of the waiting time spent in $\pm c_0$ before switching sign; we refer to Fig. for an illustration. The relevant timescales of the dynamics are the two mean waiting times $\langle \tau \rangle_\pm \equiv \int_0^\infty d\tau \tau \psi_{\pm} (\tau)$ and the relaxation time $\tau_r = \nu^{-1}$ in the harmonic potential, where $\nu = \kappa / \gamma$. Note that $c(t)$ is a non-Markovian process unless the two waiting-time distributions are exponential $\psi_{\pm} (\tau) = e^{-\tau / \langle \tau \rangle_\pm} / \langle \tau \rangle_\pm$. In this case, $c(t)$ corresponds to the so-called (Markovian) telegraph noise.

Figure shows representative trajectories of the process $x(t)$ for various choices of the waiting-time distributions $\psi_{\pm} (\tau)$. Panel (b) refers to the exponentially-distributed waiting times reported in panel (c), with the Lorentzian power spectrum (see further below) shown in panel (d). Panel (e), instead, shows a realization of the process $x(t)$ for the gamma-distributed waiting times reported in panel (f), which is characterized by fast jumps between the two (almost) equilibrium states. The power spectrum of the process, shown in panel (g), features a pronounced peak at the typical frequency of the coherent oscillations. As we will show below, the interplay between $\langle \tau \rangle_\pm$ and $\tau_r$ determines which type of stationary
the critical value with time step $\Delta t$. Simulations of Eq. (1) using Euler’s numerical integration method (blue) correspond to fixed exponentially-distributed waiting times: numerical estimates of $\rho$ for which $\chi \equiv 5$, $\nu = 5$, and $\tau = 10$ are obtained from a numerical simulation of Eq. (1), for (b) the exponential and (e) the gamma waiting-time distributions plotted, respectively, in panels (c) and (f) of the second column. In particular, the exponential distributions have rates $r_+ = 1/7$, and $r_- = 2/17$, whereas the gamma distributions (see the main text) have shape parameters $k_+ = 15$, $k_- = 10$, and scale parameters $\theta_+ = 7/15$, $\theta_- = 17/20$. Last column: Power spectral density $S_\psi$ (symbols) of $x(t)$ on the doubly logarithmic scale, obtained for two time series of total duration $t = 1.5 \times 10^5$ with the same parameters as those in panels (b) and (d). The dashed lines are given by Eq. (6). The dynamics was simulations with $D = 1$, $c_0 = 5$, $\nu = 2.5$, and a time step $\Delta t = 10^{-3}$.

FIG. 1. Panel (a) represents the two possible switching mechanisms controlling the dynamics described in Eq. (1): after a time $t$ drawn from the distribution $\psi(t)$ the center $c$ of a harmonic potential $V(x) = (x/2)(x-c)^2$ switches from $\pm c_0$. Second column: realizations of the stochastic driving $c(t)$ (dashed blue line) and of the process $x(t)$ (solid blue line) obtained from a numerical simulation of Eq. (1), for (b) the exponential and (e) the gamma waiting-time distributions plotted, respectively, in panels (c) and (f) of the second column. In particular, the exponential distributions have rates $r_+ = 1/7$, and $r_- = 2/17$, whereas the gamma distributions have shape parameters $k_+ = 15$, $k_- = 10$, and scale parameters $\theta_+ = 7/15$, $\theta_- = 17/20$. Last column: Power spectral density $S_x$ (symbols) of $x(t)$ on the doubly logarithmic scale, obtained for two time series of total duration $t = 1.5 \times 10^5$ with the same parameters as those in panels (b) and (d). The dashed lines are given by Eq. (6). The dynamics was simulations with $D = 1$, $c_0 = 5$, $\nu = 2.5$, and a time step $\Delta t = 10^{-3}$.

FIG. 2. Stationary probability density $\rho^\infty(x)$ for symmetric exponentially-distributed waiting times: numerical simulations (symbols) are compared with the analytical solution in Eq. (1) (dashed lines). The three cases correspond to fixed values of $D = 1$ and $\nu = 2.5$, but various values of $r$ and $c_0$: (blue) $c_0 = 2$ and $r = 5 > \nu$; (red) $c_0 = 0.5$ and $r = 1.25 < \nu$ for which $\chi \simeq 0.31$; (green) $c_0 = 5$ and $r = 1.25$, for which $\chi \simeq 7.8$. In the latter two cases $\psi = 1/2$ corresponding to the critical value $\chi^*(\xi = 1/2) \simeq 1.58$ (see main text). The numerical estimates of $\rho^\infty(x)$ are obtained from $N = 10^4$ simulations of Eq. (1) using Euler’s numerical integration method with time step $\Delta t = 5 \times 10^{-3}$.

dynamics, either monostable or bistable, emerges from the fluctuations of the system.

Dynamics.—We encode the state of the system at time $t$ by the couple of stochastic variables $(x(t), \sigma(t))$, where $\sigma(t) = c(t)/c_0 = \pm 1$ is the sign of $c(t)$. A quantity of interest is the joint probability density $\rho_\sigma(x,t|x_0)$ for the system to be in the state $(x, \sigma)$ at time $t$ given that its initial state was $x(0) = x_0$. Its normalization requires $\sum_{\sigma} \int dx \rho_\sigma(x,t|x_0) = 1$ for all times $t \geq 0$. We derive a renewal equation for $\rho_\sigma(x,t|x_0)$ (see Appendix A) in terms of the waiting-time distributions $\psi_\sigma(t)$ and of the probability density $G_{\sigma}^0(x,t|x_0)$. The latter is given by the probability density to be in $x$ at time $t$ for an Ornstein-Uhlenbeck process with fixed center $c(t) = \sigma c_0$. From the formal expression of $\rho_\sigma(x,t|x_0)$, we determine the analytical expressions of the Laplace transform of the first and second moments of $x(t)$ for generic waiting-time distributions $\psi_\sigma(t)$.

Because switches break detailed balance, the system reaches a nonequilibrium stationary state at long times. For exponentially-distributed waiting times with rates $r_\sigma = 1/\langle \tau \rangle_\sigma$, we find an explicit expression of the stationary distributions $\rho_\sigma^\infty(x) = \lim_{t \to \infty} \rho_\sigma(x,t|x_0)$. In this case, the finite-time densities $\rho_\sigma(x,t|x_0)$ satisfy Fokker-Planck equations with source terms

$$\begin{align*}
\partial_t \rho_\sigma(x,t|x_0) &= -\partial_x J_\sigma(x,t) \\
&+ r_{-\sigma} \rho_{-\sigma}(x,t|x_0) - r_{\sigma} \rho_{\sigma}(x,t|x_0),
\end{align*}$$

(2)

where $J_{\sigma}(x,t) = -\langle v(x-\sigma c_0)+D \partial_{x}\rangle \rho_{\sigma}(x,t|x_0)$ is the spatial probability current associated to particles in the state $\sigma$ at time $t$. The stationary solutions $\rho_\sigma^\infty(x)$ of Eq. (2) are then given by

$$\rho_\sigma^\infty(x) = \frac{N}{2} \int_{-1}^{1} dz \rho_G(x-c_0 z)(1-\sigma z)^{r_+/\nu-1}(1+\sigma z)^{r_-/\nu},$$

(3)

where we introduce the Gaussian distribution $\rho_G(x) \equiv \exp(-x^2/(2D))/\sqrt{2\pi D/\nu}$. The constant
The power spectral density \( \tilde{\rho}(x) \) can be either unimodal or bimodal, depending on the values of the parameters of the model, as shown in Fig. 2 numerically and analytically using Eq. (3). In particular, bistability or bimodal, depending on the values of the parameters \( x \) is unimodal if it displays a maximum at \( x = 0 \), and bimodal otherwise. The transition is controlled by the dimensionless parameters \( \zeta \equiv r/\nu \), describing the interplay between relaxation and switching, and \( \chi \equiv c_0^2\nu/(2D) \), which quantifies how much the two centers \( \pm c_0 \) are distinguishable with respect to the amplitude of thermal fluctuations. We find that for fast switching \( r \geq \nu \) (\( \zeta \geq 1 \)) the stationary distribution is always unimodal as shown by the blue curve and data points in Fig. 2 whereas for slow switching \( r < \nu \) (\( \zeta < 1 \)) \( \tilde{\rho}(x) \) can display both monostability and bistability. In particular, the dynamics is monostable for \( \chi \leq \chi^*(\zeta) \), as shown in red in Fig. 2 and bistable for \( \chi > \chi^*(\zeta) \), shown in green. The critical value \( \chi^*(\zeta) \) depends solely on \( \zeta \) (see Appendix A.2).

Another relevant quantity that characterizes the dynamics of the system is the long-time correlator \( C_x(t) \equiv \lim_{x \to \infty} \langle x(t + \tau) x(\tau) \rangle \). Its Fourier transform is the power spectral density \( S_x(\omega) = \tilde{C}_x(\omega) = \langle |\tilde{x}(\omega)|^2 \rangle \), where we use the convention \( \tilde{f}(\omega) = \int_{-\infty}^{+\infty} dt e^{-i\omega t} f(t) \) for the Fourier transform of a function \( f \). Because the noise terms \( \xi \) and \( c \) in Eq. (1) are independent, it follows that

\[
S_x(\omega) = \frac{2D + \nu^2 S_c(\omega)}{\nu^2 + \omega^2},
\]

where \( S_x(\omega) = \langle |\tilde{x}(\omega)|^2 \rangle \) is the power spectrum of \( c(t) \). For generic non-Markovian \( c(t) \), calculating \( S_x(\omega) \) requires the knowledge of its stationary two-time statistics derived in Appendix A. In particular, the key quantity is the Laplace transform \( \tilde{C}_c(s) \) of the long-time c-correlator \( C_c(t) \), defined as above, which is given by

\[
\tilde{C}_c(s) = c_0^2 \left[ \frac{1}{s} - \frac{2}{\langle \tau \rangle \, 1 - \psi_-(s) \psi_+(s)} \right].
\]

Here we define the Laplace transform of \( f \) as \( \tilde{f}(s) = \int_0^{\infty} dt e^{-st} f(t) \), thus \( \tilde{\psi}_+(s) \) and \( \tilde{\psi}_-(s) = \langle 1 - \tilde{\psi}_+(s) \rangle \) are, respectively, the transforms of the waiting-time distribution \( \tilde{\psi}_+(t) \) and of its cumulative \( \tilde{\Psi}_+(t) = \int_t^{\infty} d\tau \tilde{\psi}_+(\tau) \) whereas \( \langle \tau \rangle \equiv \langle \tau \rangle_+ + \langle \tau \rangle_- \) is the average half-period of the oscillations. The analyticity of \( \tilde{C}_c(s) \) on the imaginary axis implies that \( S_c(\omega) = \tilde{C}_c(i\omega) + \tilde{C}_c(-i\omega) \).

Recent works [48, 49] revealed that non-monotonic waiting-time distributions often emerge from underlying nonequilibrium stationary process. These features may be described by gamma-distributed waiting times, as shown in Fig. 2, and bistable for \( \chi > \chi^*(\zeta) \), shown in green. The critical value \( \chi^*(\zeta) \) depends solely on \( \zeta \) (see Appendix A).}

**Stochastic thermodynamics.**—To characterize the thermodynamics of the active mechanism driving the oscillations, we evaluate the statistics of the work. The thera-
tic work $\delta W(t)$ done on the system in the time interval $[t, t + dt]$ is given by $\delta W(t) = (\partial V/\partial c) \circ dc(t) = -\kappa x(t) \circ dc(t)$, where $\circ$ denotes the Stratonovich product, and the second equality follows from $c^2(t) = c_0^2$. Note that $\delta W(t)$ is non-zero only when a switch occurs at time $t$: energy is injected into (extracted from) the system, i.e., $\delta W(t) > 0$ ($\delta W(t) < 0$), when $x(t)dc(t) < 0$ ($x(t)dc(t) > 0$). From the analytical expression of the first moment of $x(t)$ at a switch, we derive the exact expression of the stationary average power $\langle W \rangle = \lim_{t \to \infty} \langle \delta W(t) / dt \rangle$:

$$\langle W \rangle = 2\kappa c_0^2 \frac{[1 - \bar{\psi}_+(\nu)][1 - \bar{\psi}_-(\nu)]}{1 - \bar{\psi}_+(\nu)\bar{\psi}_-(\nu)}, \quad (7)$$

which holds for arbitrary waiting-time distributions $\psi_\tau(\tau)$. The average stationary power is always positive in agreement with the second law: $\langle W \rangle = T\langle \dot{S}_{\text{tot}} \rangle \geq 0$, where $\langle \dot{S}_{\text{tot}} \rangle$ is the rate of entropy production. Moreover, Eq. (7) implies the upper bound $\langle W \rangle \leq 2\kappa c_0^2 / \langle \tau \rangle$, which is saturated in the limit of infinitely fast relaxation time ($\nu \to \infty$). The upper bound $2\kappa c_0^2 / \langle \tau \rangle$ is the ratio between the characteristic energy $V_0 = \kappa(2c_0)^2/2$ that $x(t)$ fluctuating around the minimum of one potential acquires in the other potential immediately after the switch and the average time between successive switches $\langle \tau \rangle$. For $\nu \to \infty$, this $V_0$ is indeed the energy injected in the system at a switch. Furthermore, we derive in Appendix C exact expressions of the average work $\langle W(t) \rangle = \int_0^\infty (\delta W(\tau))$ and of $\langle W^2(t) \rangle$.

**Experimental application.—** An example of a biological process displaying active oscillations is the spontaneous motion of hair bundles from a bullfrog’s ear [13, 14, 15]. The hair bundle is an organelle formed by a cohesive tuft of cylindrical stereocilia that protrude from the apical surface of the namesake hair cells. This receptor cells transduces a mechanical stimulus, such as a sound wave, into a neural signal and thus facilitates hearing and other sensory processes in vertebrates. The oscillatory motion of a hair bundle is powered by an active process, which is essential for the organelle’s sensory function, and results in the violation of the fluctuation-dissipation theorem [51].

Several stochastic models have been proposed for the time series of hair bundles [13, 14, 52, 55]. All these models, which can be reduced to the family of Duffing – Van der Pol oscillators [13, 53, 55], rely on nonlinear equations of motion with hidden degrees of freedom of diverse origins. Under various conditions such a system can describe both bistable and limit-cycle regimes of oscillatory motion, which are often not easy to distinguish.

In typical experiments, oscillating hair bundles display a great variety of different non-linear oscillations [14]. We applied our theoretical model to symmetric bi-stable oscillations and therefore we specifically select appropriate traces from our experimental recordings. These measurements were performed on a dissected mechanosensitive epithelium of a bullfrog’s sacculus, as described previously [56, 57]. In an experiment, we mounted the mechanosensitive tissue in a two-compartment chamber, such that the hair cells were exposed to two different ionic solutions on their apical and basal side. This setup mimicked the physiological condition in which hair cells operate in the inner ear and evoked spontaneous oscillations of the hair bundles. To better resolve the movement of the oscillating hair bundle, we attached a glass fiber to the bundle’s tip and projected the shadow onto a photodiode [58]. This calibrated signal of the photodiode reported the position of the oscillating bundle as a function of time (blue line in Fig. 4).

As reported below, the linear model proposed in this letter is also capable to account for the basic features.
of the hair-bundle motion, which are common to simple active oscillators, see Fig. 4a–c. To make contact with the experimental data we apply a simulation-based inference approach [59–61] (Appendix D) to determine values of the unknown parameters in Eq. (1) for a selection of three experimental cases in which we observed simple symmetric oscillations of $x(t)$. Our model reproduces well the pattern of the hair-bundle motion as shown in Fig. 4h. The simulated time-series of $x(t)$ also quantitatively match the probability density and time-frequency statistics of experimental measurements, see Fig. 4i–c. Using the exact analytical predictions obtained for the equation of motion (1), we can estimate the average power dissipated by the active process that drives the hair-bundle oscillations in the bullfrog’s ear. Its value Fig. 4j, $\langle W \rangle \sim 100 k_B T /$cycle, is of the same order of magnitude as estimates of the heat dissipation rate in hair-bundle spontaneous fluctuations [51], and of the viscous energy dissipation under weak, external periodic stimulation [62]. Assuming that active oscillations result from ATP hydrolysis by myosin motors with a free energy change of $\sim 10 k_B T$ per molecule [63], we estimate about ten ATP molecules are required to fuel a single oscillation cycle of the hair bundle.

Discussion.---In this work, we have introduced an exactly-solvable stochastic model describing the dynamics of non-Markovian active oscillators. This system displays key dynamical features of active oscillators: transition from a monostable to a bistable regime, sharp power spectra, broken detailed balance, and heat dissipation. We have also generalized the theoretical analysis presented here to accommodate asymmetric waiting-time distributions of the underlying noise (see Appendix A), as observed in many biological processes [19]. We have also shown that our linear, non-Markovian model reproduces with high accuracy the probability density and power spectrum of several experimental recordings from the top of the bullfrog’s saccular hair bundle. Fitting the data to the model, we have calculated that the power consumption by the hair bundle during its spontaneous motion requires the consumption of at least ten ATP molecules per oscillation cycle. We expect that our model could be applied to decipher the energetics of other relevant active oscillations observed in living systems, such as confined cell migration [64], neuronal networks [65], and actomyosin gels [66].
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APPENDIX

Appendix A: Probability density of the process

In this Appendix, we address the calculation of $G(x, \sigma, t|x_0, \sigma_0)$, the probability density of finding the system in the state $(x, \sigma)$ at time $t$, given that it starts from $(x_0, \sigma_0)$. We can express $G(x, \sigma, t|x_0, \sigma_0)$ by means of renewal theory in terms of the probability density $G^{(0)}_\sigma(x, t|x_0)$ of the switch-free dynamics, the waiting-time distribution $\psi_\sigma(t)$, and its cumulative

$$
\Psi_\sigma(t) \equiv \int_0^\infty d\tau \psi_\sigma(\tau).
$$

(A1)

Before proceeding to the computation of $G(x, \sigma, t|x_0, \sigma_0)$, we introduce $G_S(x, \sigma, t|x_0, \sigma_0)$, the probability density associated with trajectories that start at $(x_0, \sigma_0)$ and reach the state $(x, \sigma)$ at time $t + dt$, conditioned on the fact that at least one switch occurs in the time interval $(0, t)$ with a last switch at time $t$. The expression of $G_S(x, \sigma, t|x_0, \sigma_0)$ depends on the initial and final configuration, and we calculate it by considering all the possible number of switches occurring within the time interval $(0, t)$:

$$
G_S(x, \sigma, t|x_0, \sigma) = \sum_{n=1}^\infty \int_0^t d\tau_1 \int_0^{\tau_1} d\tau_2 \int_{-\infty}^{\tau_2} dz_1 G_\sigma(z_1, \tau_1|x_0) \int_0^{\tau_2} d\tau_3 \int_{-\infty}^{\tau_3} dz_2 G_\sigma(z_1, \tau_2|z_1)
$$

$$
+ \cdots \int_0^{\tau_{2n-1}} d\tau_{2n-1} \int_{-\infty}^{\tau_{2n-1}} dz_{2n-1} G_\sigma(z_{2n-1}, \tau_{2n-1}|z_{2n-2}) G_\sigma(x - \sum_{k=1}^{2n-1} \tau_k, \tau_{2n-1}|z_{2n-1}) \tag{A2}
$$

$$
= \int_{-\infty}^{\infty} dy \int_0^t d\tau G_\sigma(x, t - \tau|y)G_S(y, -\sigma, \tau|x_0, \sigma),
$$

and

$$
G_S(x, -\sigma, t|x_0, \sigma) = G_\sigma(x, t|x_0) + \int_{-\infty}^{\infty} dy \int_0^t d\tau G_\sigma(x, t - \tau|y)G_S(y, \sigma, \tau|x_0, \sigma), \tag{A3}
$$

where we define the switch-free total probability density

$$
G_\sigma(x, t|x_0) \equiv \psi_\sigma(t) G^{(0)}_\sigma(x, t|x_0), \tag{A4}
$$

and we identify the initial state $(x_0, \sigma_0)$ as a state displaying a switch.

The sum over $n$ in the expression of $G_S(x, \sigma, t|x_0, \sigma)$ corresponds to all possible number of switches in $(0, t)$ with same initial and final state $\sigma$; this fixes an even number of switches, including the last one at time $t$. Then, the evolution from the initial to final state is given by the alternation of “bare” probability density $G_\sigma(x, t|x_0)$, describing the free dynamics between two switches. Similarly, the probability density $G_S(x, -\sigma, t|x_0, \sigma)$ is compatible with trajectories displaying an odd number of switches: the first contribution $G_\sigma(x, t|x_0)$ accounts for one single switch at time $t$, the second with any odd number of switches larger than one. Given that the waiting-time distribution associated the last switch is not integrated over time, we can immediately deduce that $G_S(x, \sigma, t|x_0, \sigma_0)$ is a probability density also with respect to $t$. Indeed, we interpret $G_S(x, \pm \sigma, t|x_0, \sigma_0)dxdt$ to be the probability to switch within the time interval $(t, t + dt)$ to the state $\pm \sigma$ to a position in $(x, x + dx)$, given the initial state $(x_0, \sigma)$. Integrating Eqs. (A2) with respect to the final position $x$ we get

$$
P_S(\pm \sigma, t|\sigma) \equiv \int dx G_S(x, \pm \sigma, t|x_0, \sigma), \tag{A5}
$$

i.e., the probability density to be initially in the state $\sigma$ and to end up in $\pm \sigma$ after a switch at a time in $(t, t + dt)$:

$$
P_S(\sigma, t|\sigma) = \sum_{n=1}^\infty \int_0^t d\tau_1 \psi_\sigma(\tau_1) \int_0^{\tau_1} d\tau_2 \psi_{-\sigma}(\tau_2) \cdots \int_0^{\tau_{2n-1}} d\tau_{2n-1} \psi_{-\sigma}(\tau_{2n-1}) \psi_{-\sigma} \left( t - \sum_{k=1}^{2n-1} \tau_k \right), \tag{A6}
$$

$$
P_S(-\sigma, t|\sigma) = \psi_\sigma(t) + \int_0^t d\tau \psi_\sigma(t - \tau) P_S(\sigma, \tau|\sigma),
$$

$\text{APPENDIX}$
which follows from the normalization $\int_{-\infty}^{+\infty} dx \, G_0^{(0)}(x, t|x_0) = 1$.

We can now build the expression for the full probability density $G(x, \sigma, t|x_0, \sigma_0)$ in terms of the switching probability density $G_s(x, \sigma, t|x_0, \sigma_0)$ by conditioning on the last switching event that has occurred:

\[
G(x, \sigma, t|x_0, \sigma) = \Psi_\sigma(t) G_0^{(0)}(x, t|x_0) + \int_0^t dt \int_{-\infty}^{+\infty} dy \, G_s(y, \sigma, \tau|x_0, \sigma) \Psi_\sigma(t-\tau) G_0^{(0)}(x, t-\tau|y),
\]

\[
G(x, \sigma, t|x_0, -\sigma) = \int_0^t dt \int_{-\infty}^{+\infty} dy \, G_s(y, \sigma, \tau|x_0, -\sigma) \Psi_\sigma(t-\tau) G_0^{(0)}(x, t-\tau|y).
\]

(A7)

The equation for $G(x, \sigma, t|x_0, \sigma)$ can be understood as follows: the first contribution $\Psi_\sigma(t) G_0^{(0)}(x, t|x_0)$ corresponds to trajectories with no switching events in the interval $(0, t)$, while the second to trajectories that display a last switch at position $y$ at time $\tau$ with the subsequent switch occurring after $t$. The expression for $G(x, \sigma, t|x_0, -\sigma)$ follows from the same reasoning.

The knowledge of $G(x, \sigma, t|x_0, \sigma_0)$ allows us to calculate $\rho_\sigma(x, t|x_0)$, the probability density to be in $(x, \sigma)$ at time $t$ given the initial position $x_0$, by marginalizing with respect to the initial state, i.e.,

\[
\rho_\sigma(x, t|x_0) = \sum_{\sigma_0} \lambda_{\sigma_0} G(x, \sigma, t|x_0, \sigma_0),
\]

(A8)

where the initial state is given by $\sigma_0 = +$ with probability $\lambda \in [0, 1]$, and $\sigma_0 = -$ with probability $1 - \lambda$, for which we adopt the compact notation $\lambda_{\sigma_0} \equiv [1 - \sigma_0 (1 - 2\lambda)]/2$. The total density $\rho(x, t|x_0)$ is then given by

\[
\rho(x, t|x_0) = \sum \rho_\sigma(x, t|x_0).
\]

(A9)

The expressions of both $G(x, \sigma, t|x_0, \sigma_0)$ and $G_s(x, \sigma, t|x_0, \sigma_0)$ can be simplified by exploiting the properties of the Laplace transform, that we denote as $\mathcal{L}\{f(t)\}(s) \equiv \hat{f}(s) = \int_0^{+\infty} dt \, e^{-st} f(t)$. In particular, due to the convolution theorem of the Laplace transform, the time integrals in Eqs. (A2) and (A3) become a product of the Laplace transform of $G_\alpha(x, t|x_0)$, namely

\[
\tilde{G}_S(x, \sigma, s|x_0, \sigma) = \sum_{n=1}^{\infty} \int_{-\infty}^{+\infty} \left( \prod_{i=1}^{2n-1} dz_i \right) \left( \prod_{k=1}^{n} \tilde{G}_\sigma(z_{2k-1}, s|z_{2k-2}) \tilde{G}_{-\sigma}(z_{2k}, s|z_{2k-1}) \right)
\]

\[
= \int_{-\infty}^{+\infty} dy \, \tilde{G}_{-\sigma}(y, s|x_0) \tilde{G}_S(y, \sigma, s|x_0, \sigma),
\]

(A10)

where we identify $z_0 \equiv x_0$ and $z_{2n} \equiv x$.

Equation (A10) allows us to calculate $\tilde{P}_S(\sigma, s|\sigma_0)$, the Laplace transform of $P_S(\sigma, t|\sigma_0)$, the probability to have a switch at time $t$ given the initial state $\sigma$, by integrating $\tilde{G}_S(x, \sigma, s|x_0, \sigma_0)$ in Eq. (A10) over $x$:

\[
\tilde{P}_S(\sigma, s|\sigma_0) \equiv \int_{-\infty}^{+\infty} dx \, \tilde{G}_S(x, \sigma, s|x_0, \sigma_0) = \sum_{n=1}^{\infty} \left[ \tilde{\psi}_+(s) \tilde{\psi}_-(s) \right]^n = \frac{\tilde{\psi}_+(s) \tilde{\psi}_-(s)}{1 - \tilde{\psi}_+(s) \tilde{\psi}_-(s)}.
\]

(A11)

while the convergence of the geometric series is ensured by the fact that $|\psi_\sigma(s)| < 1$ for $\text{Re}(s) > 0$. 

\[
\mathcal{L} \left\{ \int_{-\infty}^{+\infty} dx \, \psi_\sigma(t) G_0^{(0)}(x, t|x_0) \right\}(s) = \tilde{\psi}_\sigma(s),
\]

(A12)
Similarly, the Laplace transform of Eq. (A17) for the full probability density $G(x, \sigma, t|x_0, \sigma_0)$ reduces to

$$G(x, \sigma, s|x_0, \sigma) = \mathcal{L} \left\{ \Psi_\sigma(t) G_\sigma^{(0)}(x,t|x_0) \right\}(s) + \int_{-\infty}^{+\infty} dy \, G_S(y, \sigma, s|x_0, \sigma) \mathcal{L} \left\{ \Psi_\sigma(t) G_\sigma^{(0)}(x,t|y) \right\}(s),$$

(A13)

By integrating $\tilde{G}(x, \sigma, s|\sigma_0, x_0)$ we derive $\bar{P}(\sigma, s|\sigma_0)$, the Laplace transform of the probability $P(\sigma, t|\sigma_0)$ of $\sigma(t)$ conditioned on the initial state $\sigma_0$:

$$\bar{P}(\sigma, s|\sigma) \equiv \int_{-\infty}^{+\infty} dx \, \tilde{G}(x, \sigma, s|x_0, \sigma) = \frac{\tilde{\Psi}_\sigma(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)},$$

(A14)

$$\bar{P}(\sigma, s|\sigma) \equiv \int_{-\infty}^{+\infty} dx \, \tilde{G}(x, \sigma, s|x_0, -\sigma) = \frac{\tilde{\Psi}_\sigma(s)\tilde{\psi}_-(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)}.$$  

The expressions above allow us to compute the Laplace transform of the probability $P(\sigma, t)$ to find a particle in the state $\sigma$ at time $t$, that is

$$\bar{P}(\sigma, s) \equiv \int_{-\infty}^{+\infty} dx \, \tilde{\rho}(x,s|x_0) = \frac{\tilde{\Psi}_\sigma(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)} \left[ \lambda_\sigma + \lambda_{-\sigma} \tilde{\psi}_-(s) \right].$$

(A15)

As a simple check, we compute the overall normalization as $\int_{-\infty}^{+\infty} dx \, \tilde{\rho}(x,s|x_0) = 1/s$ as it should, where we use the fact that $\tilde{\Psi}_\sigma(s) = \left[ 1 - \tilde{\psi}_\sigma(s) \right]/s$.

We conclude this Section by mentioning the fact that the calculations of the various quantities considered so far do not require the process $c(t)$ to be symmetric, but only on the fact that it is a two-state process. Indeed, one can use the expressions also for the asymmetric process $c(t)$ taking the two values $c_+$ and $c_-$, by simply identifying the sign $\sigma(t)$ with the subscript of $c_\sigma$. Henceforth, we assume $c(t)$ to be, in general, asymmetric.

1. Differential description

We now show how to derive, by means of the integral representation in Eqs. (A2), (A3) and (A7), the Fokker-Planck equation for the probability $G(x, t, \sigma|x_0, \sigma_0)$. Between two switches, the process $x(t)$ in Eq. (10) coincides with a Ornstein-Uhlenbeck process. Accordingly, the probability density $G_\sigma^{(0)}(x,t|x_0)$ satisfies the Fokker-Planck equation

$$\frac{\partial G_\sigma^{(0)}(x,t|x_0)}{\partial t} = \hat{O}_\sigma(x) G_\sigma^{(0)}(x,t|x_0)$$

(A16)

$$= D \frac{\partial^2 G_\sigma^{(0)}(x,t|x_0)}{\partial x^2} + \nu \frac{\partial}{\partial x} \left[ (x - c_\sigma) G_\sigma^{(0)}(x,t|x_0) \right],$$

with the initial condition $G_\sigma^{(0)}(x,0|x_0) = \delta(x - x_0)$, where the Fokker-Planck operator $\hat{O}_\sigma(x)$ is defined by the second equality of the equation above. By differentiating $G(x, \sigma, t|x_0, \sigma)$ in Eq. (A7) with respect to the final time $t$, we get

$$\frac{\partial G(x, \sigma, t|x_0, \sigma)}{\partial t} = -G_\sigma(x,t|x_0) + \frac{\partial G_\sigma^{(0)}(x,t|x_0)}{\partial t}$$

$$+ \int_{-\sigma}^{+\infty} dy \, G_S(y, \sigma, t|x_0, \sigma) \Psi_\sigma(0) G_\sigma^{(0)}(x,0|y)$$

(A17)

$$+ \int_{0}^{t} dt \int_{-\sigma}^{+\infty} dy \, G_S(y, \sigma, t|x_0, \sigma) \left[ -G_\sigma(x,t-t|y) + \Psi_\sigma(t-t) \hat{O}_\sigma(x) G_\sigma^{(0)}(x,t-t|y) \right]$$

$$= \hat{O}_\sigma(x) G(x, \sigma, t|x_0, \sigma) - G_S(x, -\sigma, t|x_0, \sigma) + G_S(x, \sigma, t|x_0, \sigma).$$

In the first line of the equation above we have used the relation $\partial_t \Psi_\sigma(t) = -\psi_\sigma(t)$ following from Eq. (A11), and Eq. (A19). In the second line, we substitute the normalization condition of the waiting-time distribution $\Psi_\sigma(0) = 1$, the initial condition $G_\sigma^{(0)}(x,0|x_0) = \delta(x - x_0)$, and the integral expression of $G_S(x, \sigma, t|x_0, \sigma_0)$ in Eqs. (A2) and (A3).
Following the same steps as above for \( G(x, \sigma, t|x_0, \sigma_0) \), it is possible to generalize Eq. (A17) to any initial state \( \sigma_0 \):

\[
\frac{\partial G(x, \sigma, t|x_0, \sigma)}{\partial t} = \bigcirc(\sigma) G(x, \sigma, t|x_0, \sigma_0) + G_S(x, \sigma, t|x_0, \sigma_0) - G_S(x, -\sigma, t|x_0, \sigma_0).
\] (A18)

As expressed in Eq. (A18), the time evolution of \( G(x, \sigma, t|x_0, \sigma_0) \) is due to two mechanisms: the first term \( \bigcirc(\sigma) G(x, \sigma, t|x_0, \sigma_0) \) corresponds to the evolution of particles in \( (x, \sigma) \) at \( t \) according to the Ornstein-Uhlenbeck dynamics; the second, corresponds to the net flux of particle that switch in or out from the state \( (x, \sigma) \) at \( t \) given the initial configuration \( (x_0, \sigma_0) \), expressed via the switching probability density \( G_S(x, \sigma, t|x_0, \sigma_0) \). Note that the Fokker-Planck description provided in this Section is independent of the fact that \( G_s^{(0)}(x,t|x_0) \) represents the probability density of the Ornstein-Uhlenbeck process. Indeed, it is sufficient that \( G_s^{(0)}(x,t|x_0) \) obeys Eq. (A16), with \( \bigcirc(\sigma) \) being the Fokker-Planck operator relative to the underlying processes, e.g., for any generic potential \( V(x) \).

2. Markovian limit

We now focus our analysis on the statistical properties of the process \( x(t) \) when it is Markovian case, i.e., when the waiting times are exponentially distributed \( \psi_r(\tau) = r_\sigma e^{-r_\sigma \tau} \). Markovianity results from the fact that the center \( c(t) \) switches to \( c(t+dt) \) with constant a rate \( r_\sigma \) in time. Accordingly, the probability density \( G_S(x, \sigma, t|x_0, \sigma_0) \) is simply related to \( G(x, \sigma, t|x_0, \sigma_0) \) as

\[
G_S(x, \sigma, t|x_0, \sigma_0) = r_\sigma G(x, -\sigma, t|x_0, \sigma_0),
\] (A19)

as a consequence of the fact that switching at a given time \( t \) depends only on the current state \( \sigma(t) \). From a mathematical point of view, Eq. (A19) is a consequence of the identity \( \psi_r(\tau) = r_\sigma \Psi_r(\tau) \).

By substituting Eq. (A19) in Eq. (A18), we get closed differential equations for the probability density \( G(x, \sigma, t|x_0, \sigma_0) \), namely,

\[
\frac{\partial G(x, \sigma, t|x_0, \sigma)}{\partial t} = \bigcirc(x) G(x, \sigma, t|x_0, \sigma_0) - r_\sigma G(x, \sigma, t|x_0, \sigma_0) + r_{-\sigma} G(x, -\sigma, t|x_0, \sigma_0),
\] (A20)

with the initial condition \( G(x, \sigma, 0|x_0, \sigma_0) = \delta_{\sigma\sigma_0} \delta(x - x_0) \). Furthermore, the probability density \( \rho_\sigma(x, t|x_0) \) in Eq. (A8) also satisfies Eq. (A20), due to the linearity of its definition. Accordingly, the stationary distribution \( \rho_\sigma^s(x) \) satisfies the equation

\[
\bigcirc(\sigma) \rho_\sigma^s(x) = r_\sigma \rho_\sigma^s(x) - r_{-\sigma} \rho_{-\sigma}^s(x),
\] (A21)

whose solution is given by Eq. (3).

a. Transition between an Unimodal and a bimodal distribution

A possible way to ascertain whether the process \( x(t) \) displays oscillatory behavior is to look at the unimodal character of its stationary density

\[
\rho_\sigma^s(x) = \rho_\sigma^s(x) + \rho_{-\sigma}^s(x).
\] (A22)

In the symmetric case \( r_\sigma = r \), it is possible to characterize analytically the transition from unimodal to bimodal stationary density \( \rho_\sigma^s(x) \). These two regimes depend on the values of the parameters of the model, as shown in Fig. 2 numerically and analytically on the basis of Eq. (3). In particular, bistability emerges whenever the relaxation is fast enough with respect to the switching frequency, i.e., \( \tau_\sigma \ll \langle \tau \rangle_\pm \). The regime of the system is identified by studying whether the origin \( x = 0 \) is a point of local maximum or minimum for \( \rho_\sigma^s(x) \). In the former case, \( \rho_\sigma^s(0) \) displays an unique global maximum and it is unimodal, see the red and blue curves in Fig. 2. In the latter, \( \rho_\sigma^s(0) \) is bimodal, it shows a local minimum in the origin, and two symmetric maxima, see the green curve of Fig. 2. The symmetric solution \( \rho_\sigma^s(x) \) to Eq. (3) is given by:
process in Eq. (1) with fixed $c$ and grows monotonically upon increasing $\zeta$. Probability density $G$ for $r$ which, due to the integrand being an odd function of $z$, occurs upon crossing the critical value $\chi$. We recall $\chi = r/\nu$, for simplicity. First, we calculate the derivative of the stationary distribution $\rho^{st}(x)$

$$\frac{\partial \rho^{st}(x)}{\partial x} = \frac{\nu}{D \sqrt{\pi}} \frac{\Gamma \left( \frac{\zeta + \frac{1}{2}}{2} \right)}{\Gamma \left( \frac{\zeta - \frac{1}{2}}{2} \right)} \int_{-1}^{+1} dz \rho_G(x - c_0 z)(1 - z^2)^{\zeta - 1},$$

(A23)

where $\Gamma$ denotes the Gamma function, $\zeta = r/\nu$, $\rho_G(x)$ is defined to express the asymmetric solution in Eq. (3), and we set $c_0 = \sigma_0$, for simplicity. First, we calculate the derivative of the stationary distribution $\rho^{st}(x)$

$$\frac{\partial \rho^{st}}{\partial x} = \frac{\nu}{D \sqrt{\pi}} \frac{\Gamma \left( \frac{\zeta + \frac{1}{2}}{2} \right)}{\Gamma \left( \frac{\zeta - \frac{1}{2}}{2} \right)} \int_{-1}^{+1} dz \rho_G(x - c_0 z)(1 - z^2)^{\zeta - 1}(c_0 z - x),$$

(A24)

which, due to the integrand being an odd function of $z$, vanishes at $x = 0$ as expected, confirming that this point is always a point of maximum or minimum for $\rho^{st}(x)$. In order to understand its actual nature, we study the sign of the second derivative of $\rho^{st}(x)$ at $x = 0$:

$$\frac{\partial^2 \rho^{st}(x)}{\partial x^2} \bigg|_{x=0} = \frac{1}{\sqrt{2\pi}(D/\nu)^3} \left[ \frac{\chi}{\zeta + 1/2} _1F_1 \left( \frac{3}{2}, \zeta + \frac{3}{2}, -\chi \right) - _1F_1 \left( \frac{1}{2}, \zeta + \frac{1}{2}, -\chi \right) \right],$$

(A25)

where we recall $\chi = c^2_0 \nu/(2D)$, and $_1F_1$ denotes the confluent hypergeometric function. Accordingly, the transition occurs upon crossing the critical value $\chi^*$ found by imposing $\frac{\partial^2 \rho^{st}(0)}{\partial x^2} = 0$, i.e.,

$$\chi^* = \frac{(\zeta + 1/2) _1F_1 \left( 1/2, \zeta + 1/2, -\chi^* \right)}{_1F_1 \left( 3/2, \zeta + 3/2, -\chi^* \right)}.$$

(A26)

In general, if $\chi < \chi^*$ then $\frac{\partial^2 \rho^{st}(0)}{\partial x^2}$ is negative and $\rho^{st}(x)$ is unimodal, while it is bimodal otherwise. More specifically, for $r \geq \nu$ ($\zeta \geq 1$), the value of $\chi^*$ diverges and $\rho^{st}(x)$ is always unimodal. For $r < \nu$ ($\zeta < 1$), the critical $\chi^*$ is finite and grows monotonically upon increasing $\zeta$, as shown in Fig. 5.

3. Moments of $G_S(x, \sigma, t|x_0, \sigma_0)$

For later convenience, we now derive the Laplace transform of the first and second moment of the switching probability density $G_S(x, \sigma, t|x_0, \sigma_0)$. We start by calculating the expectation value of the probability density $G_\sigma(x, t|x_0) = \psi_\sigma(t)G^{(0)}_\sigma(x, t|x_0)$. As reported above, $G^{(0)}_\sigma(x, t|x_0)$ is the probability density of the Ornstein-Uhlenbeck process in Eq. (1) with fixed $c(t) = c_\sigma$, which is given by a Gaussian with average

$$\mu_\sigma(t|x_0) = c_\sigma(1 - e^{-\nu t}) + x_0 e^{-\nu t},$$

(A27)
and variance

\[ \Sigma^2(t) \equiv \frac{D}{\nu}(1 - e^{-2\nu t}). \] (A28)

Given the time convolution structure of Eqs. (A2) and (A3), it is natural to continue the calculations of the moments of \( G_S(x, \sigma, t|x_0, \sigma_0) \) in the Laplace transform. In particular, for the Laplace transform of the first moment of \( G_\sigma(x, t|x_0) \) we find

\[ \langle \tilde{x}_\sigma(s|x_0) \rangle \equiv \int_{-\infty}^{+\infty} dz \, z \, \tilde{G}_\sigma(z, s|x_0) = \mathcal{L} \{ \psi_\sigma(t) \mu_\sigma(t|x_0) \} 
= \mathcal{L} \{ \psi_\sigma(t) [x_0 e^{-\nu t} + c_\sigma (1 - e^{-\nu t})] \} 
= x_0 \tilde{\psi}_\sigma(s + \nu) + c_\sigma \left[ \tilde{\psi}_\sigma(s) - \tilde{\psi}_\sigma(s + \nu) \right] \] (A29)

where we define the auxiliary quantities \( a^{(n)}_\sigma \equiv \tilde{\psi}_\sigma(s + n\nu) \) and \( b^{(1)}_\sigma \equiv c_\sigma \left[ \tilde{\psi}_\sigma(s) - \tilde{\psi}_\sigma(s + \nu) \right] \). The second line of Eq. (A29) is found by direct substitution of \( \mu_\sigma(t|x_0) \) in Eq. (A27), while the third by applying the property of the Laplace transform \( \mathcal{L} \{ e^{-\nu t} f(t) \} (s) = \tilde{f}(s + \nu) \).

a. First moment

We are now in the position to calculate \( \langle \tilde{x}(\sigma, s|x_0, \sigma) \rangle \), the Laplace transform of the first moment of \( G_S(x, \sigma, t|x_0, \sigma) \) in Eq. (A10):

\[ \langle \tilde{x}_S(s|x_0, \sigma) \rangle = \int_{-\infty}^{+\infty} dy \, y \, \tilde{G}_S(y, \sigma, s|x, \sigma) = \sum_{n=1}^{\infty} I^{(1)}_\sigma(n, s) \]
\[ = \sum_{n=1}^{\infty} \int_{-\infty}^{+\infty} \left( \prod_{k=1}^{2n-2} \frac{dz_k}{\nu} \right) \left[ \prod_{k=1}^{n-1} \hat{G}_\sigma(z_{2k-1}, s|z_{2k-2}) \, \tilde{G}_{-\sigma}(z_{2k}, s|z_{2k-1}) \right] \]
\[ \times \int_{-\infty}^{+\infty} dz_{2n-1} \, \tilde{G}_\sigma(z_{2n-1}, s|z_{2n-2}) \, \langle \tilde{x}_{-\sigma}(s|z_{2n-1}) \rangle \] (A30)
\[ = \sum_{n=1}^{\infty} \int_{-\infty}^{+\infty} \left( \prod_{k=1}^{2n-2} \frac{dz_k}{\nu} \right) \left[ \prod_{k=1}^{n-1} \hat{G}_\sigma(z_{2k-1}, s|z_{2k-2}) \, \tilde{G}_{-\sigma}(z_{2k}, s|z_{2k-1}) \right] (z_{2n-1} A^{(1)} + B^{(1)}_\sigma) \]
\[ = \sum_{n=1}^{\infty} \left[ I^{(1)}_\sigma(n - 1, s) A^{(1)} + B^{(1)}_\sigma(A^{(0)})^{n-1} \right] , \]

where we define \( A^{(n)} \equiv a^{(n)}_+ a^{(n)}_- \), and \( B^{(1)}_\sigma \equiv b^{(1)}_+ a^{(-1)}_- + b^{(1)}_- \tilde{\psi}_\sigma(s) \). The definition of the integral \( I^{(1)}_\sigma(n, s) \) is given by the second and third line of Eq. (A30), and results from the insertion of the expression of \( G_S(y, \sigma, t|x, \sigma) \) in Eq. (A2). The integral in the third line of Eq. (A30), evaluated via Eq. (A29), coincides with \( I^{(1)}_\sigma(1, s) = x_0 A^{(1)} + B^{(1)}_\sigma \) in the case where the initial position coincides with the integration variable \( z_{2n-1} \). In the last line we recognize the same type of integral \( I^{(1)}_\sigma(n - 1, s) \) as in the second and third line, plus the extra term \( (A^{(0)})^{n-1} = [\tilde{\psi}_\sigma(s) \tilde{\psi}_\sigma(s)]^{n-1} \) which follows from \( \int_{-\infty}^{+\infty} dx \, \tilde{G}_\sigma(x, s|x_0) = \tilde{\psi}_\sigma(s) \).

The integral \( I^{(1)}_\sigma(n, s) \) can be evaluated by recursively substituting its lower \( n \)-degree expression, down to the known quantity \( I^{(1)}_\sigma(1, s) \):
\[ I^{(1)}_\sigma(n, s) = I^{(1)}_\sigma(n - 1, s) A^{(1)} + B^{(1)}_\sigma(A^{(0)})^{n-1} \]

\[ = (A^{(1)})^k I^{(1)}_\sigma(n - k, s) + B^{(1)}_\sigma \sum_{i=0}^{k-1} (A^{(1)})^i (A^{(0)})^{n-1-i} \]

\[ = x_0 (A^{(1)})^n + B^{(1)}_\sigma \sum_{i=0}^{n-1} (A^{(1)})^i (A^{(0)})^{n-1-i} \]

\[ = x_0 (A^{(1)})^n + B^{(1)}_\sigma \frac{(A^{(0)})^n - (A^{(1)})^n}{A^{(0)} - A^{(1)}}. \]  

(A31)

Finally, we substitute the expression \(A^{(31)}\) of \(I^{(1)}_\sigma(n, s)\) into Eq. \(A^{30}\), determining the Laplace transform of the first moment of the switching probability density \(G_S(x, \sigma, t|x_0, \sigma_0)\):

\[
\langle \tilde{x}_S(\sigma, s|x_0, \sigma) \rangle = \sum_{n=1}^{\infty} I^{(1)}_\sigma(n, s)
\]

\[
= \sum_{n=1}^{\infty} \left[ x_0 (A^{(1)})^n + B^{(1)}_\sigma \frac{(A^{(0)})^n - (A^{(1)})^n}{A^{(0)} - A^{(1)}} \right]
\]

\[ = x_0 \frac{A^{(1)}}{1 - A^{(1)}} + \frac{B^{(1)}_\sigma}{(1 - A^{(0)})(1 - A^{(1)})}. \]  

(A32)

where last equality follows by summing the geometric series, whose convergence is ensured by \(|A^{(n)}| < 1\) for \(\text{Re}(s) > 0\). In general, it is easy to check that \(A^{(n)}\) satisfies the inequality \(|A^{(n)}| < |A^{(m)}|\) for \(m < n\).

Analogously to what was done for \(\langle \tilde{x}_S(\sigma, s|x_0, \sigma) \rangle\), we can compute \(\langle \tilde{x}_S(-\sigma, s|x_0, \sigma) \rangle\), the first moment of \(\tilde{G}_S(x, -\sigma, s|x_0, \sigma)\) in Eq. \(A^{10}\), as

\[
\langle \tilde{x}_S(-\sigma, s|x_0, \sigma) \rangle = \int_{-\infty}^{+\infty} dy \tilde{G}_S(y, -\sigma, s|x_0, \sigma)
\]

\[ = \langle \tilde{x}_\sigma(s|x_0) \rangle + \int_{-\infty}^{+\infty} dy \langle \tilde{x}_\sigma(s|y) \rangle \tilde{G}_S(y, \sigma, s|x_0, \sigma)
\]

\[ = x_0 a^{(1)}_\sigma + b^{(1)}_\sigma + \int_{-\infty}^{+\infty} dy \left[ y a^{(1)}_\sigma + b^{(1)}_\sigma \right] \tilde{G}_S(y, \sigma, s|x_0, \sigma)
\]

\[ = x_0 a^{(1)}_\sigma + b^{(1)}_\sigma + \frac{A^{(1)}}{1 - A^{(1)}} \left[ x_0 + B^{(1)}_\sigma \frac{1}{1 - A^{(0)}} \right] + \frac{B^{(1)}_\sigma}{A^{(0)} - A^{(1)}}. \]  

(A33)

For completeness, we evaluate the stationary value of \(\langle \tilde{x}_S(-\sigma, s|x_0, \sigma) \rangle\) and \(\langle \tilde{x}_S(\sigma, s|x_0, \sigma) \rangle\) by using the final value theorem of the Laplace transform, i.e.,

\[
\langle x_S \rangle^{st} = \lim_{t \to \infty} \langle x_S(\sigma, t|\sigma_0, x_0) \rangle = \lim_{s \to 0} s \langle \tilde{x}_S(\sigma, s|\sigma_0, x_0) \rangle
\]

\[ = c_\sigma \left[ 1 - \tilde{\psi}_\sigma(\nu) \right] \tilde{\psi}_{-\sigma}(\nu) + c_{-\sigma} \left[ 1 - \tilde{\psi}_{-\sigma}(\nu) \right] \frac{2\langle \tau \rangle}{1 - \tilde{\psi}_+(\nu) \tilde{\psi}_-(\nu)}. \]  

(A34)

Note that the value \(\langle \tilde{x}_S(\sigma, s|\sigma_0, x_0) \rangle\) depends only on the final state, on the Laplace transform of the waiting-time distribution \(\tilde{\psi}_\sigma(\nu)\) computed at \(\nu\), and on its average period

\[
\langle \tau \rangle = \frac{\langle \tau \rangle_+ + \langle \tau \rangle_-}{2}. \]  

(A35)
b. Second moment

The Laplace transform \( \langle \tilde{x}_S^2(\sigma, s|x_0, \sigma) \rangle \) of the second moments of \( G_S(x, \sigma, t|x_0, \sigma_0) \) are computed following the same steps as those we followed above for \( \langle \tilde{x}_S^2(\sigma, s_0|x_0) \rangle \). First, we consider the second moment of the probability density \( \tilde{G}_\sigma(x, s|x_0) \), which reads

\[
\langle \tilde{x}_S^2(s|x_0) \rangle \equiv \int_{-\infty}^{+\infty} dz \, z^2 \, \tilde{G}_\sigma(z, s|x_0) = L \{ \psi_\sigma(t) [\Sigma^2(t) + \mu_\sigma^2(t|x_0)] \}
\]

\[= L \left\{ \psi_\sigma(t) \left[ x_0^2 e^{-2\nu t} + \epsilon_\sigma^2 (1 - 2e^{-\nu t} + e^{-2\nu t}) + 2x_0 c_\sigma (e^{-\nu t} - e^{-2\nu t}) + \frac{D}{\nu} (1 - e^{-2\nu t}) \right] \right\} \]

\[= x_0^2 \bar{\psi}_\sigma(s + 2\nu) + 2x_0 c_\sigma \left[ \bar{\psi}_\sigma(s + \nu) - \bar{\psi}_\sigma(s + 2\nu) \right]
+ c_\sigma^2 \left[ \bar{\psi}_\sigma(s) - 2\bar{\psi}_\sigma(s + \nu) + \bar{\psi}_\sigma(s + 2\nu) \right] + \frac{D}{\nu} \left[ \bar{\psi}_\sigma(s) - \bar{\psi}_\sigma(s + 2\nu) \right] \]  

(A36)

where we define the auxiliary variables

\[
b_\sigma^{(2)} = 2c_\sigma \left[ \bar{\psi}_\sigma(s + \nu) - \bar{\psi}_\sigma(s + 2\nu) \right],
\]

\[
c_\sigma^{(2)} = e_\sigma^2 \left[ \bar{\psi}_\sigma(s) - 2\bar{\psi}_\sigma(s + \nu) + \bar{\psi}_\sigma(s + 2\nu) \right] + \frac{D}{\nu} \left[ \bar{\psi}_\sigma(s) - \bar{\psi}_\sigma(s + 2\nu) \right].
\]

(A37)

In the second line of Eq. (A36) we make explicit the expression of the second moment of the position of a Ornstein-Uhlenbeck process, while, in the third we evaluate its Laplace transform. We are now in the position to calculate \( \langle \tilde{x}_S^2(\sigma, s|x_0, \sigma) \rangle \):

\[
\langle \tilde{x}_S^2(\sigma, s|x_0, \sigma) \rangle = \int_{-\infty}^{+\infty} dy \, y^2 \, \tilde{G}_S(y, \sigma, s|x, \sigma) = \sum_{n=1}^{\infty} I_\sigma^{(2)}(n, s)
= \sum_{n=1}^{\infty} \int_{-\infty}^{+\infty} \left\{ \prod_{k=1}^{2n-2} d\tilde{z}_k \right\} \left[ \prod_{k=1}^{n-1} \tilde{G}_\sigma(\tilde{z}_{2k-1}, s|\tilde{z}_{2k-2}) \tilde{G}_\sigma(\tilde{z}_{2k}, s|\tilde{z}_{2k-1}) \right]
\times \int_{-\infty}^{+\infty} d\tilde{x}_{2n-1} \tilde{G}_\sigma(\tilde{x}_{2n-1}, s|\tilde{x}_{2n-2}) \langle \tilde{x}_S^2(s|\tilde{x}_{2n-1}) \rangle
= \sum_{n=1}^{\infty} \left[ I_\sigma^{(2)}(n-1, s)A_\sigma^{(2)}(n-1, s)B_\sigma^{(2)}(n-1, s)C_\sigma^{(2)}(A_\sigma^{(0)}n-1) \right],
\]

(A38)

where the expression of \( I_\sigma^{(2)}(n, s) \) are given by the second and third line, and we have introduced the auxiliary variables

\[
B_\sigma^{(2)} = b_\sigma^{(2)} a_\sigma^{(2)} + b_\sigma^{(2)} a_\sigma^{(1)},
\]

\[
C_\sigma^{(2)} = c_\sigma^{(2)} a_\sigma^{(2)} + c_\sigma^{(0)} C_\sigma^{(2)} + b_\sigma^{(2)} b_\sigma^{(1)}.
\]

(A39)

In the forth line we substitute the expression \( I_\sigma^{(2)}(1, s) = x_0^2 A_\sigma^{(2)} + x_0 B_\sigma^{(2)} + C_\sigma^{(2)} \), where the initial point coincides with the integration variable \( \tilde{x}_{2n-1} \). In the last line, we recognize the appearance of integrals of the type \( I_\sigma^{(2)}(n, s) \),
and \( I^{(1)}_{\sigma}(n,s) \) at lower order in \( n \). Then, we evaluate the integral \( I^{(2)}_{\sigma}(n,s) \) recursively as

\[
I^{(2)}_{\sigma}(n,s) = A^{(2)} I^{(2)}_{\sigma}(n-1,s) + B^{(2)} I^{(1)}_{\sigma}(n-1,s) + C^{(2)}_{\sigma} \left( A^{(0)} \right)^{n-1}
\]

\[
= \left( A^{(2)} \right)^{n} x_0^2 + B^{(2)} \left( A^{(2)} \right)^{n-1} x_0 + B^{(2)} \sum_{j=0}^{n-2} \left( A^{(2)} \right)^j I^{(1)}_{\sigma}(n-1-j,s) + C^{(2)}_{\sigma} \sum_{j=0}^{n-1} \left( A^{(2)} \right)^j \left( A^{(0)} \right)^{n-1-j}
\]

which follows by summing the geometric sequence in the third line. Finally, by substituting the integral \( I^{(2)}_{\sigma}(n,s) \) and \( I^{(1)}_{\sigma}(n,s) \) in Eq. (A38), we get the second moment \( \langle \tilde{x}^2_S(\sigma,s|x_0,\sigma) \rangle \):

\[
\langle \tilde{x}^2_S(\sigma,s|x_0,\sigma) \rangle = \sum_{n=1}^{\infty} I^{(2)}_{\sigma}(n,s) = x_0^2 \frac{A^{(2)}}{1-A^{(0)}} + x_0 \frac{B^{(2)}_{\sigma}}{(1-A^{(1)})(1-A^{(2)})} + C^{(2)}_{\sigma} \frac{B^{(2)}_{\sigma}B^{(1)}_{\sigma}}{(1-A^{(0)})(1-A^{(1)})(1-A^{(2)})}.
\]  

The same considerations are made for \( \langle \tilde{x}^2_S(-\sigma,s|x_0,\sigma) \rangle \), whose calculation follows directly from the expression of \( \tilde{G}_S(x,-\sigma,s|x_0,\sigma) \) in Eq. (A10):

\[
\langle \tilde{x}^2_S(-\sigma,s|x_0,\sigma) \rangle = \int_{-\infty}^{+\infty} dy \, y^2 \tilde{G}_S(y,-\sigma,s|x_0,\sigma)
\]

\[
= \langle \tilde{x}^2_s(s|x_0) \rangle + \int_{-\infty}^{+\infty} dy \, \langle \tilde{x}^2_s(s|y) \rangle \tilde{G}_S(y,\sigma,s|x_0,\sigma)
\]

\[
= x_0^2 a^{(2)}_{\sigma} + x_0 b^{(2)}_{\sigma} + c^{(2)}_{\sigma} + \int_{-\infty}^{+\infty} dy \, \left( y^2 a^{(2)}_{\sigma} + y b^{(2)}_{\sigma} + c^{(2)}_{\sigma} \right) \tilde{G}_S(y,\sigma,s|x_0,\sigma)
\]

\[
= x_0^2 a^{(2)}_{\sigma} + x_0 b^{(2)}_{\sigma} + \left( \langle \tilde{x}^2_s(\sigma,s|x_0,\sigma) \rangle a^{(2)}_{\sigma} + \langle \tilde{x}_S(\sigma,s|x_0,\sigma) \rangle b^{(2)}_{\sigma} + \frac{c^{(2)}_{\sigma}}{1-A^{(0)}} \right)
\]

\[
= a^{(2)}_{\sigma} \frac{1}{1-A^{(2)}} \left[ x_0 + x_0 \frac{B^{(2)}_{\sigma}}{1-A^{(1)}} + C^{(2)}_{\sigma} \frac{B^{(2)}_{\sigma}B^{(1)}_{\sigma}}{(1-A^{(0)})(1-A^{(1)})} \right] + \frac{c^{(2)}_{\sigma}}{1-A^{(0)}} \left[ x_0 + \frac{B^{(1)}_{\sigma}}{1-A^{(0)}} \right].
\]

In the fifth line we substitute the expression of \( \langle \tilde{x}^2_s(\sigma,s|x_0,\sigma) \rangle \) in Eq. (A41) and of \( \langle \tilde{x}_S(\sigma,s|x_0,\sigma) \rangle \) in Eq. (A32).

For later convenience, we conclude this Section by computing the stationary limit \( \langle \tilde{x}^2_S(\sigma,s|x_0,\sigma) \rangle \) of \( \langle \tilde{x}^2_S(\sigma,s|x_0,\sigma) \rangle \). By applying the final value theorem of the Laplace transform to Eqs. (A41) and (A42), we get

\[
\langle \tilde{x}^2_S(\sigma,s|x_0,\sigma) \rangle = \frac{1}{2(\tau)} \left[ \frac{C^{(2)}_{\sigma}(0)}{1-\psi_{+}(2\nu)\psi_{-}(2\nu)} + B^{(1)}_{\sigma}(0)B^{(2)}_{\sigma}(0) \right].
\]

In particular, we can give an explicit simple expression in the symmetric case \( \psi = \psi_{\sigma} \), that is

\[
\langle \tilde{x}^2_S(\sigma,s|x_0,\sigma) \rangle = \frac{1}{2(\tau)} \left\{ \frac{D}{\nu} + \frac{c_0^2}{1-\psi(2\nu)} \left[ 1 - 2\tilde{\psi}(\nu) + \tilde{\psi}(2\nu) - 2 \left( \tilde{\psi}(\nu) - \tilde{\psi}(2\nu) \right) \left( \frac{1-\psi(\nu)}{1+\psi(\nu)} \right) \right] \right\},
\]

where \( c_0 \equiv (c_{\sigma} - c_{-\sigma})/2 \) with \( c_{\sigma} > c_{-\sigma} \).
FIG. 6. Dependence of the conditional moments \( \langle x(\sigma, t|x_0, \sigma_0) \rangle \) on time \( t \) for the same (left) or different (right) initial and final potentials. In particular, in both panels the blue lines refer to a fixed potential centered in \( c_+ \), and the red ones to \( c_- \), while the dashed lines correspond to simulations (\( N = 10^5 \) samples with \( \Delta t = 0.005 \)) and the dots to the inverse Laplace transform of Eq. (A13). Due to the initial conditions, all curves start from \( x_0 = 0 \) at time \( t = 0 \) but, after an oscillatory transient they reach the stationary values given by Eqs. (A10). The parameters of the model are: \( D = 1, c_+ = 7.5, c_- = -2.5, \nu = 2.5, k_+ = 10, \theta_+ = 0.5, k_- = 5, \theta_- = 1, x_0 = 0 \) and \( \lambda = 0.5 \).

4. Moments of \( G(x, \sigma, t|x_0, \sigma_0) \)

We now use the expressions of the first and second moments of the switching probability density \( G_S(x, \sigma, t|x_0, \sigma_0) \) found in the previous Section to compute those of \( G(x, \sigma, t|x_0, \sigma_0) \).

\( a. \) First moment

As a first case, we consider the moment \( \langle \bar{x}(\sigma, s|x_0, \sigma_0) \rangle = \int_{-\infty}^{\infty} dy \bar{G}(y, \sigma, s|x_0, \sigma_0) \), that we explicitly compute by substituting into Eq. (A13) the definition of \( \langle \bar{x}(\sigma, s|x_0, \sigma_0) \rangle \). These moments are expressed in terms of the moments of the switching probability density \( G_S(x, t|x_0) \) as

\[
\langle \bar{x}(\sigma, s|x_0, \sigma) \rangle = \mathcal{L} \{ \Psi_{\sigma}(t)\mu_{\sigma}(t|x_0) \} (s) + \int_{-\infty}^{+\infty} dy \bar{G}_S(y, \sigma, s|x_0, \sigma) \mathcal{L} \{ \Psi_{\sigma}(t)\mu_{\sigma}(t|y) \} (s)
\]

\[
= \bar{\Psi}_{\sigma}(s + \nu) \langle \bar{x}_S(\sigma, s|x_0, \sigma) \rangle + c_\sigma \frac{\bar{\Psi}_{\sigma}(s) - \bar{\Psi}_{\sigma}(s + \nu)}{1 - \psi_+(s)\psi_-(s)} + x_0 \bar{\Psi}_{\sigma}(s + \nu),
\]

\[
\langle \bar{x}(\sigma, s|x_0, -\sigma) \rangle = \int_{-\infty}^{+\infty} dy \bar{G}_S(y, \sigma, s|x_0, -\sigma) \mathcal{L} \{ \Psi_{\sigma}(t)\mu_{\sigma}(t|y) \} (s)
\]

\[
= \bar{\Psi}_{\sigma}(s + \nu) \langle \bar{x}_S(\sigma, s|x_0, -\sigma) \rangle + c_\sigma \bar{\Psi}_{\sigma}(s) \frac{\bar{\Psi}_{\sigma}(s) - \bar{\Psi}_{\sigma}(s + \nu)}{1 - \psi_+(s)\psi_-(s)};
\]

(a45)

A representative plot of these moments is reported in Fig. 6. Finally, one can reconstruct the average particle position by conditioning on the initial state as \( \langle \bar{x}(s|x_0) \rangle = \sum_\sigma \langle \bar{x}(\sigma, s|x_0) \rangle \), where \( \langle \bar{x}(\sigma, s|x_0) \rangle = \sum_{\sigma_0} \lambda_{\sigma_0} \langle \bar{x}(\sigma, s|x_0, \sigma_0) \rangle \) with the initial state probability \( \lambda_{\sigma_0} \); from this quantity, by inverse Laplace transform, one infers the time evolution of the first moment on Fig. 8.

The stationary value of these first moments is retrieved by applying the final value theorem of the Laplace transform,
FIG. 7. Dependence of the conditional moments \( \langle x^2(\sigma, t| x_0, \sigma_0) \rangle \) on time \( t \) for the same (left) or different (right) initial and final potentials. In particular, in both panels the blue lines refer to a fixed potential centered in \( c_+ \), and the red ones to \( c_- \), while the dashed lines correspond to simulations (\( N = 10^5 \) samples with \( \Delta t = 0.005 \)) and the dots to the inverse Laplace transform of Eq. (A45). Due to the initial conditions, all curves start from \( x_0 = 0 \) at time \( t = 0 \) but, after an oscillatory transient they reach the stationary values given by Eqs. (A49). The parameters of the model are: \( D = 1, c_+ = 7.5, c_- = -2.5, \nu = 2.5, k_+ = 10, \theta_+ = 0.5, k_- = 5, \theta_- = 1, x_0 = 0 \) and \( \lambda = 0.5 \).

i.e.,

\[
\langle x \rangle_{\sigma}^{st} \equiv \lim_{t \to \infty} \langle x(\sigma, t| x_0, \sigma_0) \rangle = \lim_{s \to 0} \langle x(\sigma, s| x_0, \sigma_0) \rangle
\]

\[
= \bar{\Psi}_\sigma(\nu) \langle x \rangle_{\sigma}^{st} + \frac{c_\sigma}{2\langle \tau \rangle} \left[ \langle \tau \rangle_{\sigma} - \bar{\Psi}_\sigma(\nu) \right]
\]

\[
= \left[ 1 - \bar{\psi}_+(\nu) \right] \left[ 1 - \bar{\psi}_-(\nu) \right] \frac{1}{2\nu\langle \tau \rangle} \left[ c_- - c_+ \right] + \frac{c_\sigma \nu\langle \tau \rangle_{\sigma}}{2\langle \tau \rangle}, \tag{A46}
\]

that yields the stationary average position

\[
\langle x \rangle_{st} = \frac{c_+ \langle \tau \rangle_+ + c_- \langle \tau \rangle_-}{\langle \tau \rangle_+ + \langle \tau \rangle_-}, \tag{A47}
\]

which corresponds to the weighted average of the two centers \( c_+ \), and \( c_- \) with respect to the corresponding average waiting time \( \langle \tau \rangle_+ \), and \( \langle \tau \rangle_- \).

b. Second moment

Analogously, we derive the second moments of the probability density \( G(x, \sigma, t| x_0, \sigma_0) \) by multiplying Eq. (A13) by \( x^2 \) and integrating over \( x \):

\[
\langle x^2 \rangle_{\sigma}^{st} \equiv \lim_{t \to \infty} \langle x^2(\sigma, t| x_0, \sigma_0) \rangle = \lim_{s \to 0} \langle x^2(\sigma, s| x_0, \sigma_0) \rangle
\]

\[
= \bar{\Psi}_\sigma(\nu) \langle x^2 \rangle_{\sigma}^{st} + \frac{c_\sigma}{2\langle \tau \rangle} \left[ \langle \tau \rangle_{\sigma} - \bar{\Psi}_\sigma(\nu) \right]
\]

\[
= \left[ 1 - \bar{\psi}_+(\nu) \right] \left[ 1 - \bar{\psi}_-(\nu) \right] \frac{1}{2\nu\langle \tau \rangle} \left[ c_- - c_+ \right] + \frac{c_\sigma \nu\langle \tau \rangle_{\sigma}}{2\langle \tau \rangle},
\]

\[
\langle x^2 \rangle_{st} = \frac{c_+ \langle \tau \rangle_+ + c_- \langle \tau \rangle_-}{\langle \tau \rangle_+ + \langle \tau \rangle_-},
\]
\[
\langle x^2(\sigma, s|x_0, \sigma) \rangle = \mathcal{L}\{\Psi_\sigma(t) \left[ \Sigma^2(t) + \mu^2_\sigma(t|x_0) \right]\} \quad (s)
\]
\[
+ \int_{-\infty}^{+\infty} dy \tilde{G}_S(y, \sigma, s|x_0, \sigma) \mathcal{L}\{\Psi_\sigma(t) \left[ \Sigma^2(t) + \mu^2_\sigma(t|y) \right]\} \quad (s)
\]
\[
= \langle \tilde{x}^2 \rangle_0 \tilde{\Psi}(s + 2\nu) + 2x_0 c_\sigma \left[ \tilde{\Psi}(s + \nu) - \tilde{\Psi}(s + 2\nu) \right] + c_\sigma^2 \left[ \tilde{\Psi}(s) - 2\tilde{\Psi}(s + \nu) + \tilde{\Psi}(s + 2\nu) \right] + \frac{D}{\nu} \left[ \tilde{\Psi}(s) - \tilde{\Psi}(s + 2\nu) \right]
\]
\[
+ \langle \tilde{x}^2 \rangle_0 \tilde{\Psi}(s + 2\nu) + 2x_0 c_\sigma \left[ \tilde{\Psi}(s + \nu) - \tilde{\Psi}(s + 2\nu) \right] + c_\sigma^2 \left[ \tilde{\Psi}(s) - 2\tilde{\Psi}(s + \nu) + \tilde{\Psi}(s + 2\nu) \right] + \frac{D}{\nu} \left[ \tilde{\Psi}(s) - \tilde{\Psi}(s + 2\nu) \right],
\]
\[
(A48)
\]

These quantities are plotted in Fig. 11 for a representative choice of the various parameters. Finally, the second moment of the position reads \(\langle x^2(s|x_0) \rangle = \sum_\sigma \langle \tilde{x}^2(\sigma, s|x_0) \rangle\), where \(\langle \tilde{x}^2(\sigma, s|x_0) \rangle = \sum_{\sigma_0} \lambda_{\sigma_0} \langle \tilde{x}^2(\sigma, s|x_0, \sigma_0) \rangle\), from which, by Laplace transform, we infer the time evolution is displayed in the right panel of Fig. 8.

Always by direct application of the asymptotic theorem of the Laplace transform, we extract the stationary value of the second moment of the position conditioned on the final state \(\sigma\), that is

\[
\langle x^2 \rangle_{\sigma}^{st} = \tilde{\Psi}(2\nu) \langle \tilde{x}^2 \rangle_{\sigma}^{st} + 2c_\sigma \left[ \tilde{\Psi}(\nu) - \tilde{\Psi}(2\nu) \right] \langle x_0 \rangle_{\sigma}^{st}
\]
\[
+ \frac{1}{2\langle \tau \rangle} \left\{ c_\sigma^2 \left[ \langle \tau \rangle_\sigma - \tilde{\Psi}(\nu) + \tilde{\Psi}(2\nu) \right] + \frac{D}{\nu} \left[ \langle \tau \rangle_\sigma - \tilde{\Psi}(2\nu) \right] \right\},
\]
\[
(A49)
\]

which immediately allows us to reconstruct the complete second moment as

\[
\langle x^2 \rangle_{\sigma}^{st} = \langle x_{\sigma}^{st} \rangle_+ + \langle x_{\sigma}^{st} \rangle_-.
\]

\[
(A50)
\]

Appendix B: Statistics of \(c(t)\)

In this Section we determine again \(P(\sigma, t)\) in Eq. (A15), i.e., the probability that the process \(c(t)\) takes the value \(c_\sigma\) (with \(\sigma \in \{\pm\}\)) at time \(t\), in a way that is more suitable for the calculation of the observables of interest. Moreover, this alternative analysis provides also an application of the with renewal approach. In order to access this probability distribution, it is useful to compute the conditional probability \(P(\sigma_2, t_2|\sigma_1, t_1)\) of being in the state \(\sigma_2\) at time \(t_2\) given that the initial value \(\sigma(t_1) = \sigma_1\) coincides with a switching event. It simply follows that \(P(\sigma, t) = \sum_{\sigma_0} \lambda_{\sigma_0} P(\sigma, t|\sigma_0)\), where we omit the initial time \(t_1\) whenever \(t_1 = 0\).

The computation of \(P(\sigma_2, t_2|\sigma_1, t_1)\) can be tackled by means of a renewal approach. Let us start from the evaluation of \(P(+, t_2|+, t_1)\), which can be expressed as

\[
P(+, t_2|+, t_1) = \Psi_+(t_2 - t_1) + \int_{t_1}^{t_2} d\tau \psi_+(\tau - t_1) P(+, t_1, -, \tau)
\]
\[
= \Psi_+(t_2 - t_1) + \int_{0}^{t_2-t_1} d\tau' \psi_+(\tau') P(+, t - \tau'|-)
\]
\[
= P(+, t_2|+, t_1).
\]
\[
(B1)
\]
It is natural to solve Eq. (B2) in terms of Laplace transforms. By applying the convolution theorem of the Laplace transform to Eqs. (B2), we find a closed expression for the Laplace transform \( \tilde{P}(\sigma, s|\pm \sigma) \):

\[
\tilde{P}(\sigma, s|\sigma) = \frac{\tilde{\Psi}_\sigma(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)},
\]

\[
\tilde{P}(\sigma, s|\pm \sigma) = \frac{\tilde{\Psi}_\sigma(s)\tilde{\psi}_\mp_+(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)},
\]

where we recall that the Laplace transform of the cumulative waiting-time distribution is \( \tilde{\Psi}_\sigma(s) = [1 - \tilde{\psi}_\sigma(s)]/s \). Note that Eqs. (B3) coincide exactly with Eqs. (A14), and they satisfy the normalisation condition expressed for the Laplace transforms, e.g., \( \tilde{P}(\sigma, s|\sigma_0) + \tilde{P}(-\sigma, s|\sigma_0) = 1/s \) for any \( \sigma_0 \).

1. General Probability Distribution with asymmetric waiting times

In this Section we generalise the probability \( P(\sigma, t|\sigma_0) \) discussed above by computing the probability to reach a state \( \sigma_2 \) at \( t_2 \) starting from the state \( \sigma_1 \) at a time \( t_1 \), not necessarily corresponding to an initial switching event. We denote this probability by \( P_{\sigma_0}(\sigma_2, t_2|\sigma_1, t_1) \), with \( \sigma_0, \sigma_1, \sigma_2 \in \{-, +\} \), being the probability that the process reaches \( \sigma(t_2) = \sigma_2 \) from \( \sigma(t_1) = \sigma_1 \) given the initial condition \( \sigma(0) = \sigma_0 \).
a. **Conditional probability** $P_+\,(+, t_2|+, t_1)$: We start by deriving an integral equation for $P_+\,(+, t_2|+, t_1)$, that we can express, via the renewal approach, as:

\[
P_+\,(+, t_2|+, t_1) = \Psi_+(t_2) + \int_{t_1}^{t_2} \, d\tau \, \psi_+(\tau) P(+, t_2 - \tau|-) \\
+ \int_{0}^{t_1} \, d\tau_1 \int_{t_1}^{t_2} \, d\tau_2 \, \psi_+ (\tau_2 - \tau_1) P(+, t_2 - \tau_2|-) P_S(+, \tau_1|+) \\
+ \int_{0}^{t_1} \, d\tau_1 \int_{t_2}^{\infty} \, d\tau_2 \, \psi_+ (\tau_2 - \tau_1) P_S(+, \tau_1|+) \\
= \Psi_+(t_1 + t) + \int_{0}^{t} \, d\tau' \psi_+ (t + t_1 - \tau') P(+, \tau'|-) \\
+ \int_{0}^{t_1} \, d\tau_1 \int_{0}^{t} \, d\tau_2 \psi_+ (t - \tau_2 + \tau_1) P(+, \tau_2'|+) P_S(+, t - \tau_1|+) \\
+ \int_{0}^{t_1} \, d\tau_1 \int_{t_2}^{\infty} \, d\tau_2 \, \psi_+ (t + t_1 + \tau_2 - \tau_1) P_S(+, t - \tau_1|+) \tag{B4}
\]

The first contribution $\Psi_+(t_2)$ on the right hand side of Eq. (B4) describes the case where $\sigma(t) = +$ for the whole time interval $(0, t_2)$, that is, no switching event occurs up to time $t_2$. The second contribution considers the case in which the first switching event happens at a time $\tau \in (t_1, t_2)$, with probability $\psi_+ (\tau)$; then the process reaches the state $+$ at time $t_2$ from the state $-$ at the switching time $\tau$, which comes with a probability weight $P(+, t_2 - \tau|-)$. The second line corresponds to the case in which a switch has occurred before $t_1$ while, in the interval $(\tau_1, \tau_2)$ to which $t_1$ belongs, no switch occurs, so that the state is fixed to $+$, contributing with probability $\psi_+ (\tau_2 - \tau_1)$. In order to have a $+$ state in the interval $(\tau_1, \tau_2)$, being $\sigma(0) = +$, an even number of switches must take place in the interval $(0, \tau_1]$, whose probability is given by $P_S(+, \tau_1|+)$ in Eq. (A6); finally, the process attains the state $\sigma(t_2) = +$ from the state $\sigma(\tau_2) = -$ with probability $P(+, t_2 - \tau_2|-)$. The third line represents the case in which the last switch before $t_1$ happens at time $\tau_1$, and than no switching occurs in the interval $(\tau_1, \tau_2)$. The second inequality follows from the shift of the integration variables, such that the dependence on the time $t_1$ and $t = t_2 - t_1$ is apparent. Indeed, our ultimate goal is to compute the stationary limit of Eq. (B4), corresponding to $t_1 \to \infty$ and keeping $t$ fixed. In order to simplify the calculations, we compute the Laplace transform of Eq. (B4) with respect to $t_1$, which reads

\[
\tilde{P}_+\,(+, t|+, \eta) \equiv \mathcal{L}_{t_1} \{P_+\,(+, t + t_1|+, t_1)\}(\eta) = \int_{0}^{\infty} \, dt_1 \, e^{-\eta t_1} \left[ \int_{t_1 + t}^{\infty} \, d\tau \, \psi_+ (\tau) + \int_{0}^{t} \, d\tau \, \psi_+ (t + t_1 - \tau) P(+, \tau|-) \right] \\
+ \tilde{P}_S(+, \eta|+) \int_{0}^{t} \, d\tau \, P(+, \tau|-) \int_{0}^{\infty} \, dy \, e^{-\eta y} \psi_+ (t - \tau + y) \\
+ \tilde{P}_S(+, \eta|+) \int_{0}^{\infty} \, d\tau \int_{0}^{\infty} \, dy \, e^{-\eta y} \psi_+ (t + \tau + y), \tag{B5}
\]

where the convolution theorem of the Laplace transform allows us to factorize the contribution of $\tilde{P}_S(+, \eta|+)$ in the second and third line, whose expression is reported in Eq. (A11). The convergence of $\tilde{P}_S(+, \eta|+)$ follows from the condition $|y(\eta)| < 1$ for $\text{Re}(\eta) > 0$, while, as we will see, the final expression can be analytically extended to $\eta = 0$, consistently with the final value theorem of the Laplace transform.

We can further simplify Eq. (B5) by taking the Laplace transform with respect to $t$:

\[
\tilde{P}_+\,(+, s|+, \eta) \equiv \mathcal{L}_t \{\tilde{P}_+\,(+, t|+, \eta)\}(s) = [1 + \tilde{P}_S(+, \eta|+)] \left[ \tilde{P}(+, s|-) \psi_d^\sigma (\eta, s) + \Psi_d^\sigma (\eta, s) \right]. \tag{B6}
\]

In the equation above, we have introduced the incremental ratios:

\[
\psi_d^\sigma (\eta, s) \equiv \frac{\tilde{\psi}_\sigma (\eta) - \tilde{\psi}_\sigma (s)}{s - \eta}, \quad \Psi_d^\sigma (\eta, s) \equiv \frac{\tilde{\Psi}_\sigma (\eta) - \tilde{\Psi}_\sigma (s)}{s - \eta}, \tag{B7}
\]

corresponding to the joint Laplace transform of integrals of the type

\[
f_d(\eta, s) \equiv \int_{0}^{\infty} \, d\tau_1 \, e^{-\eta \tau_1} \int_{0}^{\infty} \, d\tau_2 \, e^{-s \tau_2} \, f(\tau_1 + \tau_2) = \frac{\tilde{f}(\eta) - \tilde{f}(s)}{s - \eta}, \tag{B8}
\]
where $f$ is any function for which its Laplace transform $\tilde{f}$ is well defined.

In order to compute the stationary limit of Eq. (B9), we assume that $\psi(t)$ displays finite first moment $\langle \tau \rangle \equiv \int_0^\infty dt \, \tau \psi(\tau)$. Hence, we can expand its Laplace transform $\tilde{\psi}_\sigma(\eta)$ around $\eta = 0$ as $\tilde{\psi}_\sigma(\eta) = 1 - \eta \langle \tau \rangle_\sigma + o(\eta)$. Accordingly, Eq. (B9) allows us to compute the stationary limit $\tilde{P}_{st}(+, s|+)$ of the distribution by means of the final value theorem of the Laplace transform, that is

$$\tilde{P}_{st}(+, s|+) = \lim_{\eta \to 0} \eta \tilde{P}_+(+, s|+, \eta) = \frac{1}{2\langle \tau \rangle} \left[ \frac{\langle \tau \rangle_+}{s} - \frac{\tilde{\Psi}_+(s)\tilde{\Psi}_-(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)} \right],$$

that follows from the expressions

$$\lim_{\eta \to 0} \eta \left[ 1 + \tilde{P}_S(+, s|+) \right] = \frac{1}{2\langle \tau \rangle} \quad \text{and} \quad \lim_{\eta \to 0} \tilde{\Psi}_\sigma(\eta) = \langle \tau \rangle_\sigma,$$

with $\langle \tau \rangle$ given by Eq. (A35).

It can be easily checked that $P_-(−, t_2|−, t_1)$ satisfies the same equation (B4) that $P_+(+, t_2|+, t_1)$ satisfies where all the $+$ states are replaced by $−$ ones and vice versa. This reasoning generalizes to all the configurations.

6. Conditional probability $P_+(+, t_2|−, t_1)$: Following the same steps as above, we can express the conditional probability $P_+(+, t_2|−, t_1)$ as

$$P_+(+, t_2|−, t_1) = \int_0^{t_1} dt_1 \int_0^{t_2} dt_2 \psi_-(t_2 - \tau_1) P(+, t_2 - \tau_2|+) P(-, \tau_1|+),$$

where the right-hand side of the equation accounts for trajectories that (i) have an odd number of switches in the interval $(0, \tau_1]$ before $t_1$, weighted by $P_S(−, \tau_1|+)$, (ii) have no switching in the interval $(\tau_1, \tau_2)$, with $\tau_2 \in (t_1, t_2)$, with probability $\psi_-(\tau_2 - \tau_1)$, (iii) reach the state $\sigma(t_2) = +$ from $\sigma(t_2) = −$ according to $P(+, t_2 - \tau_2|+)$. The second line of the equation follows from the change of variables $t_2 = t - \tau_2$, $\tau_1 = t_1 - \tau_1$ and $t = t_2 - t_1$, and allows us to apply the convolution theorem of the Laplace transform. The Laplace transform of Eq. (B11) with respect to $t_1$, with conjugate variable $\eta$, is given by

$$\tilde{P}_+(+, t_2|−, \eta) \equiv \mathcal{L}_t \{ P_+(+, t_2|−, t_1) \} (\eta) = \tilde{P}_S(−, \eta|+) \int_0^t dt \, P(+, \tau|+) \int_0^\infty dy \, e^{-\eta y} \psi_-(t - \tau + y),$$

where the Laplace of $P_S(−, t_1|+)$ is given by Eq. (A11). Similarly to what was done previously, we compute the Laplace transform $\tilde{P}_+(+, s|−, \eta)$ also with respect to $t$, i.e.,

$$\tilde{P}_+(+, s|−, \eta) \equiv \mathcal{L}_t \{ \tilde{P}_+(+, t|−, \eta) \} (s) = \tilde{P}_S(−, \eta|+) \tilde{P}(+, s|+) \psi_\sigma^+(\eta, s).$$

The Laplace transform of the stationary state probability $\tilde{P}(+, s|−)$ can be immediately computed from Eq. (B13) by applying the final value theorem of the Laplace transform, i.e.,

$$\tilde{P}_{st}(+, s|−) = \lim_{\eta \to 0} \eta \tilde{P}_+(+, s|−, \eta) = \frac{\tilde{P}(+, s|+) \tilde{\Psi}_-(s)}{2\langle \tau \rangle} \frac{\tilde{\Psi}_+(s)}{1 - \tilde{\psi}_+(s)\tilde{\psi}_-(s)}.$$

7. Conditional probability $P_+(−, t_2|+, t_1)$: The conditional probability $P_+(−, t_2|+, t_1)$ can be written as the sum of two contributions:

$$P_+(−, t_2|+, t_1) = \int_{t_1}^{t_2} dt \, \psi_+(\tau) P(−, t_2 - \tau|−)$$

$$+ \int_{0}^{t_1} dt_1 \int_{t_1}^{t_2} dt_2 \psi_+(\tau_2 - \tau_1) P(−, t_2 - \tau_2|−) P(+, \tau_1|+)$$

$$= \int_0^t dt' \psi_+(t + t_1 - \tau') P(−, \tau'|−)$$

$$+ \int_0^t dt'_1 \int_0^{t'} dt'_2 \psi_+(t - \tau'_2 + \tau'_1) P(−, \tau'_2|−) P(+, t_1 - \tau'_1|+).$$
The first contribution comes from trajectories associated with a first switching at \( \tau \in (t_1, t_2) \); the second, to trajectories characterized by the occurrence of any even number of switches before \( t_1 \). The second equality comes from a simple change of variables. Following the same steps as in the previous Sections, we can express the Laplace transform of \( P_+(-, t_2|+, t_1) \) with respect to \( t_1 \) and \( t \), denoted by \( \tilde{P}_+(-, s|+, \eta) \), as

\[
\tilde{P}_+(-, s|+, \eta) = \left[ 1 + \tilde{P}_S(\eta|+) \right] \tilde{P}(-, s|-) \psi_+^\dagger(\eta, s).
\]  \hspace{1cm} (B16)

The stationary limit of Eq. (B15) gives the stationary probability \( P_{st}(-, t|+) \), whose Laplace transform is computed to be

\[
\tilde{P}_{st}(-, s|+) = \lim_{\eta \to 0} \eta \tilde{P}_+(-, s|+, \eta) = \frac{\tilde{P}(-, s|-) \overline{\Psi}(s)}{2(\tau)} = \frac{1}{2(\tau)} \frac{\overline{\Psi}(s) \overline{\Psi}_+(s)}{1 - \overline{\psi}_-(s) \overline{\psi}_+(s)}.
\]  \hspace{1cm} (B17)

d. Conditional probability \( P_+(-, t_2|-, t_1) \): The conditional probability \( P_+(-, t_2|-, t_1) \) also comes with two contributions:

\[
P_+(-, t_2|-, t_1) = \int_0^{t_1} d\tau_1 \int_{t_1}^{t_2} d\tau_2 \psi_-(\tau_2 - \tau_1) P(-, t_2 - \tau_2|+) P(-, \tau_1|+)
+ \int_0^{t_1} d\tau_1 \int_{t_2}^{\infty} d\tau_2 \psi_-(\tau_2 - \tau_1) P(-, \tau_1|+).
\]  \hspace{1cm} (B18)

The integrals account for trajectories with an odd number of switches before \( t_1 \) and at least one in \((t_1, t_2)\), which determine the first line, or none, which give the second line. In this case we have

\[
\tilde{P}_+(-, s|-|, \eta) = \tilde{P}_S(-, \eta|+) \left[ \tilde{P}(-, s|+) \psi_+(\eta, s) + \overline{\Psi}_-(\eta, s) \right],
\]  \hspace{1cm} (B19)

whose stationary limit is given by

\[
\tilde{P}_{st}(-, s|-|, \eta) = \lim_{\eta \to 0} \eta \tilde{P}_+(-, s|-|, \eta) = \frac{1}{2(\tau)} \left[ \frac{\langle \tau \rangle}{s} - \frac{\overline{\Psi}_+(s) \overline{\Psi}_-(s)}{1 - \overline{\psi}_+(s) \overline{\psi}_-(s)} \right].
\]  \hspace{1cm} (B20)

Finally, we check the Laplace transform normalization condition of \( \tilde{P}_{\sigma_0}(\sigma_2, s|\sigma_1, \eta) \), which is equal

\[
\sum_{\sigma_2, \sigma_1 \in \{\pm\}} \tilde{P}_{\sigma_0}(\sigma_2, s|\sigma_1, \eta) = \frac{1}{s\eta}.
\]  \hspace{1cm} (B21)

2. Correlator and power spectrum

In this Section, we determine the two-point stationary correlator \( C(t) \) of the process \( c(t) \):

\[
C(t) \equiv \lim_{\tau \to \infty} \langle c(t + \tau) c(\tau) \rangle
= \lim_{\tau \to \infty} \langle [c_s(t + \tau) + c_m] [c_s(\tau) + c_m] \rangle
= \lim_{\tau \to \infty} \left\{ [c_s(t + \tau) c_s(\tau)] + c_m ([c_s(t + \tau)] + [c_s(\tau)]) + c_m^2 \right\},
\]  \hspace{1cm} (B22)

where we denote by \( \langle \cdots \rangle \) the expectation value over configurations of the process, and we have decomposed the process \( c(t) \) in its symmetrized part \( c_s(t) \in \{\pm c_0\} \), with

\[
c_0 \equiv (c_+ - c_-)/2,
\]  \hspace{1cm} (B23)
and its asymmetric contribution deriving from the average point

\[
c_m \equiv (c_+ + c_-)/2.
\]  \hspace{1cm} (B24)
We can compute $C(t)$ in Eq. (B22) by casting an explicit expression of the expectation value $\langle \cdots \rangle$ with respect to the probability $P_{\sigma}(\sigma, t + \tau|\sigma_0, \tau)$ of the trajectories computed in the previous Section, and then by taking the stationary limit. Let us start by calculating the symmetric contribution to $C(t)$:

$$C_s(t) = c_0^2 \lim_{\tau \to \infty} \sum_{\sigma_0, \sigma_1, \sigma_2} \lambda_{\sigma_0} \sigma_1 \sigma_2 P_\chi(\sigma_2, t + \tau|\sigma_1, \tau)$$

$$= c_0^2 \left[ P_{at}(+, t|+) + P_{at}(-, t|-) - 2P_{at}(-, t|+) \right],$$

where the specific value of $\lambda_{\sigma_0}$ does not affect the stationary probability, and where the second equality results from the fact that in the stationary limit $P_{at}(+, t|-) = P_{at}(-, t|+)$. We can use results in Eqs. (39) and (57) from the previous Section in order to compute the Laplace transform $\tilde{C}(s)$, i.e.,

$$\tilde{C}_s(s) = c_0^2 \left[ P_{at}(+, s|+) + P_{at}(-, s|-) - 2P_{at}(-, s|+) \right]$$

$$= c_0^2 \left[ \frac{1}{s} - \frac{2}{\langle \tau \rangle} \frac{\tilde{\Psi}_-(s) \tilde{\Psi}_+(s)}{1 - \psi_-(s) \psi_+(s)} \right].$$

The asymmetric contribution to $C(t)$ is given by

$$C_a(t) = c_m^2 + 2c_m \lim_{s \to \infty} \langle c_s(\tau) \rangle$$

$$= c_m^2 + 2c_m c_0 \lim_{s \to 0} s \left[ \tilde{P}(+, s) - \tilde{P}(-, s) \right]$$

$$= c_m^2 + 2c_m c_0 \frac{\langle \tau \rangle_+ - \langle \tau \rangle_-}{\langle \tau \rangle_+ + \langle \tau \rangle_-},$$

where we have used the exact expression of $\tilde{P}(\sigma, s)$ in Eq. (A13), whose Laplace transform is $\tilde{C}_a(s) = C_a/s$. Finally, combining Eqs. (B26) and (B27), we get the Laplace transform of $C(t)$, i.e.,

$$\tilde{C}(s) = \tilde{C}_s(s) + \tilde{C}_a(s) = c_0^2 \left[ \frac{1}{s} - \frac{2}{\langle \tau \rangle} \frac{\tilde{\Psi}_-(s) \tilde{\Psi}_+(s)}{1 - \psi_-(s) \psi_+(s)} \right] + \frac{1}{s} \left[ c_m^2 + 2c_m c_0 \frac{\langle \tau \rangle_+ - \langle \tau \rangle_-}{\langle \tau \rangle_+ + \langle \tau \rangle_-} \right];$$

from this equation, by inverse Laplace transform, one infers the time evolution of $C(t)$ on Fig. 9.

Despite the appearance of a prefactor $1/s$ in front of Eq. (B28), $\tilde{C}(s)$ can be analytically continued to $s = 0$ with $C(0) = 0$, and hence on the whole imaginary axis. Indeed, this is consistent with fact that at large times the correlator decays to zero, i.e., $\lim_{\tau \to \infty} C(t) = \lim_{s \to 0} s\tilde{C}(s) = 0$. The fact that $\tilde{C}(s)$ is analytic on the imaginary axis and the symmetry property $C(t) = C(-t)$ allows us to extract the Fourier transform $\mathcal{F}\{C(t)\}(\omega)$ of $C(t)$ by the simple relation

$$\mathcal{F}\{C\}(\omega) = \tilde{C}(i\omega) + \tilde{C}(-i\omega).$$

We also have, by Wiener-Khinchin theorem 72, that the power spectrum $S_c(\omega)$ for $c(t)$, equates the Fourier Transform of $C(t)$, that is

$$S_c(\omega) = \tilde{C}(i\omega) + \tilde{C}(-i\omega).$$

Equation (B30) is very general and requires only the non-divergence of the moments of the waiting-time distribution $\psi(t)$. In particular, for the Gamma distribution we find Eq. (6). Equation (6) are independent of $c_m$, because the power dissipated by the system depends only on the relative excursion of the $x(t)$ whenever a switch occurs.

**Appendix C: Stationary power**

In this Section we show how to relate the expressions of the switching probability density $G_S(x, \sigma, t|x_0, \sigma_0)$ in Eqs. (A32), (A33), to the first moment of the work $W(t)$. We start by introducing the work $dW(t)$ done in the infinitesimal
we find its moments where we consider 

\[ \text{time interval } (t, t + dt), \text{ which can be expressed via the change of the potential energy } V(t) = \kappa [x(t) - c(t)]^2 / 2 \text{ due to the variation of the external stochastic parameter } c(t): \]

\[
dW(t) = \frac{\partial V}{\partial c} \circ dc(t) = -\kappa [x(t) - c(t)] \circ dc(t) \\
= -\kappa \frac{1}{2} [x(t + dt) + x(t) - 2c_m] [c_s(t + dt) - c_s(t)],
\]

where in the last line we make explicit the Stratonovich product \( \circ \) by the introduction of \( c_s(t) \), the symmetrized version of the process \( c(t) \) that takes value \( \pm c_0 \) with \( c_0 \) in Eq. (B23), and \( c_m \) in Eq. (B24).

We start by computing the probability density \( P_{dw}(w|t) \) of \( dW(t) \):

\[
P_{dw}(w|t) = \delta(w) \left\{ 1 - dt [\lambda (PS(-, t)+) + PS(+, t+)) + (1 - \lambda)(PS(-, t-) + PS(+, t-))] \\
+ dt \int_{-\infty}^{+\infty} dx \{ \delta (w - 2\kappa c_0(x - c_m)) [\lambda G_S(x, -, t|x_0, +) + (1 - \lambda)G_S(x, -, t|x_0, -)] + \delta (w + 2\kappa c_0(x - c_m)) [\lambda G_S(x, +, t|x_0, +) + (1 - \lambda)G_S(x, +, t|x_0, -)] \}. \tag{C2}
\]

The first line in Eq. (C2) accounts for trajectories that do not display a switch at time \( t \), yielding \( dW(t) = 0 \). The second and the third lines, instead, display respectively trajectories that switch from \( c_\pm \) to \( c_\mp \) at time \( t \), such that the work done in \( (t, t + dt) \) is given by \( dW(t) = \pm 2\kappa c_0(x - c_m) \). Thanks to the expression of \( P_{dw}(w|t) \) in Eq. (C2), we find its moments

\[
\langle (dW(t))^n \rangle = (2\kappa c_0)^n dt \int_{-\infty}^{+\infty} dx (x - c_m)^n \left[ \rho_S^S(x, t|x_0) + (-1)^n \rho_S^S(x, t|x_0) \right], \tag{C3}
\]

where we consider \( n \geq 1 \), since for \( n = 0 \) we get the normalization condition, and we have introduced the probability densities \( \rho_S^S(x, t|x_0) \equiv \sum_{\sigma_0} \lambda_{\sigma_0} G_S(x, \sigma, t|x_0, \sigma_0) \), and \( \rho_S^S(x, t|x_0) \equiv \rho_S^S(x, t|x_0) + \rho_S^S(x, t|x_0) \). Note that, independently of the degree \( n \) of the moment, \( \langle (dW(t))^n \rangle \) is always proportional to \( dt \), such that integrals its time integrals are not infinitesimal, as one would have for the Wiener process [92].
From Eq. (C3), we immediately determine the first moment of the work \( W(t) = \int_{\tau \in (0,t)} dW(\tau) \), as
\[
\langle W(t) \rangle = \int_{\tau \in (0,t)} \langle dW(\tau) \rangle = \int_{-\infty}^{t} dw \int_{\tau \in (0,t)} P_{dW}(w|\tau) \\
= 2\kappa c_{0} \int_{0}^{t} d\tau \sum_{\sigma, \sigma_{0}} \lambda_{\sigma_{0}} \sigma \left[ c_{m} P(\sigma, \tau|\sigma_{0}) - \langle x_{S}(\sigma, \tau|x_{0}, \sigma_{0}) \rangle \right] ,
\]
which can be expressed in terms of the first moments \( \langle x_{S}(\sigma, t|x_{0}, \sigma_{0}) \rangle \) of \( G_{S}(x, \sigma, t|x_{0}, \sigma_{0}) \). Since we have access to the Laplace transform of all the parts appearing in Eq. (C4), we take the Laplace transform of \( \langle W(t) \rangle \):
\[
\langle \tilde{W}(s) \rangle = \frac{2\kappa c_{0}}{s} \sum_{\sigma, \sigma_{0}} \lambda_{\sigma_{0}} \sigma \left[ c_{m} \tilde{P}(\sigma|s, \sigma_{0}) - \langle \tilde{x}_{S}(\sigma|s|x_{0}, \sigma_{0}) \rangle \right] ,
\]
where the expressions of \( \langle \tilde{x}_{S}(\sigma, t|x_{0}, \sigma_{0}) \rangle \) and \( \tilde{P}_{S}(\sigma, s|\sigma_{0}) \) are reported in Eqs. (A32), (A33) and (A11). In Fig. 10 we numerically check Eq. (C5) from which the linear long-time behavior of \( \langle W(t) \rangle \) clearly emerges. By considering a small-\( s \) expansion of Eq. (C5), we extract the coefficient of this linear dependence, representing the long-time average dissipated power \( \langle \tilde{W} \rangle \) in Eq. (7).

**Appendix D: Simulation-based inference**

In order to determine the values of the model parameters which yield the best fit to the experimental observations we employ a simulation-based inference (SBI) toolkit implemented by Tejero-Cantero et al. [59]. Within the Bayesian framework, we define a uniform prior for the values of the parameters \( \nu \in [0.1, 10] \) kHz, \( D \in [0.5, 50] \) nm\(^{2}/\text{ms} \), \( c_{0} \in [1.0, 50] \) nm, \( k \in [1.0, 100] \), and the period of oscillations \( 2k\theta \in [10, 1000] \) ms. The SBI toolkit simulates time-series of \( x(t) \) for a large sample of parameter values and thereby extracts a sample of summary statistics \( \chi[x(t)] \). These summary statistics are then used to learn the posterior distribution \( p(\nu, D, c_{0}, k, \Theta_{0}|\chi) \) using the sequential neural posterior estimator [59].

After demeaning the experimental time series, the following quantities were used as the summary statistics:

1. The standard deviation \( \sigma_{x} \) of \( x(t) \):

2. The averages \( \langle \phi_{i}(x/\sigma_{x})/\sqrt{\sigma_{x}} \rangle \) of Hermite functions \( \phi_{i}(x) \), defined below, for \( i = 0, 2, 4; \)
3. The average, the standard deviation, and the mode of the normalized power-spectrum of \( x(t) \);

4. The Hermite-function modes \( a_i \) of the autocorrelation function \( \langle x(0) x(t) \rangle = \sum_i a_i \sqrt{f_i} \phi_i (\sqrt{f} t) \), in which \( f \) is the average of the normalized power-spectrum of \( x(t) \), for \( i = 0, 2, 4, \ldots, 12 \).

Because the probability density and the autocorrelation function of our model are even in their arguments, in the above list we employed a subset of orthonormalized even Hermite functions

\[
\phi_i(z) = e^{-z^2/2} H_i(z) \left(2^i i! \sqrt{\pi}\right)^{-1/2},
\]

in which \( H_i \) is an \( i \)-th Hermite polynomial.

Three inference rounds of \( 30 \times 10^3 \) simulations were performed to learn the posterior distribution from summary statistics. We considered only 10-s-long time series sampled with a time step of 0.1 ms. By fixing the summary statistics to experimental observations, the posterior distribution was then sampled to obtain the model parameter values and their uncertainties. We applied this procedure to the three experimental time series reported in Figs. 11-13 in which we found symmetric oscillations of the hair-bundle tip. Finally, we report in Table I the estimate of the stationary average power per cycle expressed by Eq. (7) for the parameters inferred for Figs. Figs. 11-13.

FIG. 11. Case 1: fitting experimental observations of the hair-bundle oscillations to our stochastic model. Panel (a): parts of the experimental and simulated time series for the process \( x(t) \). Panel (b): probability distribution densities \( \rho^x(x) \) in the experiment and simulations. Panel (c): power spectrum of the experimental and simulated time series. Panel (d): autocorrelation function for the experimental and simulated time series. The values of the parameters of the model inferred by best fitting the experimental data are: \( \nu = 0.26026 \pm 0.00002 \text{ ms}^{-1} \), \( D = 5.1752 \pm 0.0002 \text{ nm}^2/\text{ms} \), \( c_0 = 26.2755 \pm 0.0008 \text{ nm} \), \( k = 7.133 \pm 0.002 \), \( \theta = 4.542 \pm 0.002 \text{ ms} \).
FIG. 12. Case 2: fitting experimental observations of the hair-bundle oscillations to our stochastic model. Panel (a): parts of the experimental and simulated time series for the process $x(t)$. Panel (b): probability distribution densities $\rho^{\text{st}}(x)$ in the experiment and simulations. Panel (c): power spectrum of the experimental and simulated time series. Panel (d): autocorrelation function for the experimental and simulated time series. The values of the parameters of the model inferred by best fitting the experimental data are: $\nu = 0.172 \pm 0.002 \, \text{ms}^{-1}$, $D = 9.180 \pm 0.003 \, \text{nm}^2/\text{ms}$, $c_0 = 25.991 \pm 0.002 \, \text{nm}$, $k = 4.267 \pm 0.006$, $\theta = 18.40 \pm 0.04 \, \text{ms}$.

| Case | $\langle W \rangle (k_B T/\text{cycle})$ | Error bar |
|------|--------------------------------------|------------|
| 1    | 129.28                               | 0.05       |
| 2    | 50.4                                 | 0.6        |
| 3    | 85.37                                | 0.07       |

TABLE I. Estimate of the stationary average power per cycle $\langle \tau \rangle(W)$ in units of $k_B T$ via Eq. 7 for the parameters in Figs. 12, 13, and 14.
FIG. 13. Case 3: fitting experimental observations of the hair-bundle oscillations to our stochastic model. Panel (a): parts of the experimental and simulated time series for the process \( x(t) \). Panel (b): probability distribution densities \( \rho^x(x) \) in the experiment and simulations. Panel (c): power spectrum of the experimental and simulated time series. Panel (d): autocorrelation function for the experimental and simulated time series. The values of the parameters of the model inferred by best fitting the experimental data are: \( \nu = 0.28136 \pm 0.00002 \text{ms}^{-1} \), \( D = 18.7724 \pm 0.0008 \text{nm}^2/\text{ms} \), \( c_0 = 43.850 \pm 0.001 \text{nm} \), \( k = 11.591 \pm 0.003 \), \( \theta = 1.9979 \pm 0.0006 \text{ms} \).