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Abstract

Let $G = (V, E)$ be a simple graph. A dominating set of $G$ is a subset $S \subseteq V$ such that every vertex not in $S$ is adjacent to at least one vertex in $S$. The cardinality of a smallest dominating set of $G$, denoted by $\gamma(G)$, is the domination number of $G$. Two vertices are neighbors if they are adjacent. A super dominating set is a dominating set $S$ with the additional property that every vertex in $V \setminus S$ has a neighbor in $S$ that is adjacent to no other vertex in $V \setminus S$. Moreover if every vertex in $V \setminus S$ has degree at least 2, then $S$ is an end super dominating set. The end super domination number is the minimum cardinality of an end super dominating set. We give applications of end super dominating sets as main servers and temporary servers of networks. We determine the exact value of the end super domination number for specific classes of graphs, and we count the number of end super dominating sets in these graphs. Tight upper bounds on the end super domination number are established, where the graph is modified by vertex (edge) removal and contraction.
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1 Introduction

Let $G = (V, E)$ be a graph with the vertex set $V$ and edge set $E$. Throughout this paper, we consider connected graphs without loops and directed edges. For each vertex $v \in V$, the set $N(v) = \{u \in V: uv \in E\}$ refers to the open neighbourhood of $v$ and the set $N[v] = N(v) \cup \{v\}$ refers to the closed neighbourhood of $v$ in $G$. The degree of $v$, denoted by $\deg(v)$, is the cardinality of $N(v)$. If $V = \{v_1, v_2, \ldots, v_n\}$, the adjacency matrix of $G$ is a square $n \times n$ matrix $A$ such that its element $a_{ij}$ is one when there is an edge from vertex $v_i$ to vertex $v_j$, and zero when there is no edge. The rank of a matrix is defined as the maximum number of linearly independent row (column) vectors in the matrix. A vertex $v$ is called universal vertex, if $N[v] = V$. The maximum and minimum degrees of vertices of $G$ are denoted by $\Delta$ and $\delta$, respectively. For a set $S \subseteq V$, we define $\overline{S} = V \setminus S$. An isolated vertex is a vertex of degree 0 in $G$, while a pendant vertex, also called a leaf in the literature, is a vertex of degree 1 in $G$. An isolate-free graph is a graph that contains no isolated vertex. For $k \geq 1$ an integer, we use the standard notation $[k] = \{1, \ldots, k\}$ and $[k]_0 = [k] \cup \{0\} = \{0, 1, \ldots, k\}$.

A set $S \subseteq V$ is a dominating set if every vertex in $\overline{S}$ is adjacent to at least one vertex in $S$. The domination number $\gamma(G)$ is the minimum cardinality of a dominating set in $G$. A dominating set with cardinality $\gamma(G)$ is called a $\gamma$-set of $G$. Domination and its variants are very well studied in the literature. For recent books on domination in graphs, we refer the reader to [9, 10, 11, 12].

A dominating set $S$ is called a super dominating set, abbreviated SD-set, of $G$ if for every vertex $u \in \overline{S}$, there exists $v \in S$ such that $N(v) \cap \overline{S} = \{u\}$. The cardinality of a smallest super dominating set of $G$, denoted by $\gamma_{sp}(G)$, is the super domination number of $G$. The concept of super domination in graphs was introduced and first studied by Lemańska, Swaminathan, Venkatakrishnan, and Zuazua [14], and studied further, for example, in [5, 6, 8]. Motivated by the definition of a super dominating set and real life applications to networks, we define next an end super dominating set in a graph.

**Definition 1.1** A super dominating set $S$ is an end super dominating set, abbreviated ESD-set, of $G$, if the degree of every vertex in $\overline{S}$ is at least 2 in $G$, that is, for every vertex $u \in \overline{S}$, we have $\deg(u) \geq 2$. The cardinality of a smallest end super dominating set of $G$ is the end super domination number of $G$ and is denoted by $\gamma_{esp}(G)$. A $\gamma_{esp}$-set of $G$ is an ESD-set of $G$ of minimum cardinality $\gamma_{esp}(G)$.

If $S$ is an ESD-set in a graph $G$, then we say that a vertex $u \in \overline{S}$ is end super dominated by a vertex $v \in S$ if $N(v) \cap \overline{S} = \{u\}$.

In this paper, we study the end super domination in graphs. In Section 2, we present some applications of end super dominating sets to servers in a network. In Section 3, we determine the end super domination number of specific classes of graphs, and we obtain general bounds on the end super domination number. In Section 4, we characterize the infinite family of trees with smallest possible end super domination number. In Section 5, we present bounds on the number of edges of a graph with
given end super domination number. In Section 6, we obtain sharp upper and lower bound for end super domination number of a graph by graph modifications, including edge removal, edge contraction, and vertex removal. In Section 6, we study the relation between the rank of adjacency matrix of a graph and its end super domination number. Finally, in Section 7 we compute the number of end super dominating sets of minimum cardinality for specific classes of graphs.

2 Applications and motivation

In this section, we focus on applications of end super dominating sets. We begin with the following example:

Example 2.1 We can consider an ESD-set \( E \) as a set of main servers and temporary servers of a network, and \( \overline{E} \) as a set of backup servers of this network. All kinds of servers can be connected or not. A server is a main server if it is connected to one and only one backup server. A server from \( E \) is a temporary server if it is connected to more than one backup server. By the definition of ESD-set, each backup server in \( \overline{E} \) is connected to at least two main servers or is connected to at least one main server and is connected to at least another backup or temporary server and this temporary server is connected to another back up server and they keep data safe for each other.

Suppose that the number of main servers in Example 2.1 is \( n \). Then by our definition, we need at most \( n \) backup servers and can manage our system more efficiently. For example, suppose that we have a network of the users and servers. First remove all users. Thereafter, determine the end super domination number of this network related to the minimal end super dominating set. Now, if two backup servers \( b_i \) and \( b_j \) are connected, then we can replace them with a better backup server \( b_k \) with less spending of money by connecting all the previous servers connected to one of the \( b_i \) or \( b_j \) to \( b_k \). Also, if a backup server is too expensive and risky to keep, then we can conversely put at least two backup servers in replacement of the expensive one and connect them to each other and then decide what main server is better to connect to which one of the new backup servers.

Analogous to our motivation in Example 2.1 it is also possible to discuss applications of end super dominating sets to the location of fire stations of a city and backup forces, hospitals and backup ambulance stations, and many other situations and examples. To illustrate these cases we determine the end super domination number of the graph \( G \) shown in Figure 1, and discuss applications of end super dominating sets for this graph.

Example 2.2 Consider the graph \( G \) in Figure 1. By the definition of an ESD-set, the six vertices \( a_4, b_4, c_4, d_4, e_4, \) and \( f_4 \) belong to every ESD-set in \( G \). One can easily check that the set \( S = \{a_1, b_1, c_1, d_1, e_1, f_1, a_4, b_4, c_4, d_4, e_4, f_4\} \) is an ESD-set of \( G \) and
\[ \gamma_{\text{esp}}(G) = 12. \] Now, consider Example 2.1. If \( G \) is our network, then the set of black vertices includes all main servers and the rest are backup servers.

Here we consider Figure 1 and Example 2.2. Suppose that this is our network and we want to reduce the number of backup servers by the idea that if there is a path between two backup servers without passing a main server, then we use only one such server and connect it to the corresponding main servers and name them as powerful backup servers. Suppose that each main server can support at most 100 users. Then, one of the modifications to this network is the same as we see in Figure 2, where PBS is a powerful backup server, MS is a main server and \( \lambda U \) is \( \lambda \) users connecting to a main server \( (1 \leq \lambda \leq 100) \), respectively.

3 Special classes of graphs and general bounds

In this section, we present some results on ESD-sets of graphs. A SD-set is not necessarily an ESD-set, since there might be a vertex with degree 1 in the complement of our SD-set. As Definition 1.1, if \( G \) is a graph and \( S \) is a SD-set of \( G \), then \( S \) is an ESD-set of \( G \), if for all \( u \in S \), \( \deg(u) \geq 2 \). Also, we have:

**Proposition 3.1** If \( G \) is a graph, then \( \gamma(G) \leq \gamma_{\text{sp}}(G) \leq \gamma_{\text{esp}}(G) \).

Before we continue, we state a known result on the super domination number of a graph.

**Theorem 3.2** ([14]) If \( G \) is connected graph of order \( n \geq 2 \), then the following properties hold.

(a) \( 1 \leq \gamma(G) \leq \frac{n}{2} \leq \gamma_{\text{sp}}(G) \leq n - 1 \).
(b) $\gamma(G) + \gamma_{sp}(G) \leq n$.

As a consequence of Definition 1.1, Proposition 3.1 and Theorem 3.2 we have the following remark.

**Remark 3.3** If $G$ is graph of order $n$, then the following properties hold.
(a) All vertices of degree at most 1 belong to every ESD-set in $G$.
(b) If $\delta(G) \geq 2$, then $\gamma_{esp}(G) = \gamma_{sp}(G)$.
(c) If every component of $G$ has order at least 3, then

$$1 \leq \gamma(G) \leq \frac{n}{2} \leq \gamma_{sp}(G) \leq \gamma_{esp}(G) \leq n - 1.$$  

We next determine the end super domination number for certain graph classes. Lemańska et al. [14] determined the super domination number of cycles, complete graphs, and complete bipartite graphs of order at least 3. Since these graphs have minimum degree at least 2, by Remark 3.3(b), their end super domination number is equal to their super domination number. This yields the following result. Recall that $K_n$ denotes the complete graph of order $n$, $K_{n,m}$ denotes the complete bipartite graph with partite sets of cardinalities $n$ and $m$, and $C_n$ denotes a cycle of order $n$.

**Proposition 3.4** ([14]) The following hold.
(a) For $n \geq 3$, $\gamma_{esp}(K_n) = n - 1$. 

Figure 2: A modification of graph $G$ in Figure 1 to a network
(b) For min\{n, m\} ≥ 2, γ_{esp}(K_{n,m}) = n + m - 2.
(c) For n ≥ 3,
\[ \gamma_{esp}(C_n) = \begin{cases} \left\lceil \frac{n}{2} \right\rceil & \text{if } n \equiv 0, 3 \pmod 4, \\ \left\lceil \frac{n+1}{2} \right\rceil & \text{otherwise.} \end{cases} \]

We note that if \( G \in \{K_1, K_2\} \) has order \( n \), then \( \gamma_{esp}(G) = n \). If \( G \) is a star graph \( K_{1,n-1} \) of order \( n \geq 3 \), then the set of \( n - 1 \) pendant vertices (of degree 1) form the unique ESD-set of \( G \) and \( \gamma_{esp}(G) = n - 1 \). We next determine the end super domination number of a path \( P_n \) of order \( n \).

**Theorem 3.5** For \( n \in \mathbb{N} \setminus \{1\} \) and \( k \in \mathbb{N} \cup \{0\} \), the following hold.
\[
\gamma_{esp}(P_n) = \begin{cases} 2k & \text{if } n = 4k, \\ 2k + 1 & \text{if } n = 4k + 1, \\ 2k + 2 & \text{if } n = 4k + 2 \text{ or } n = 4k + 3. \end{cases}
\]

**Proof.** We proceed by induction on the order \( n \geq 2 \) of a path \( P_n \). It is a simple exercise to check that \( \gamma_{esp}(P_2) = 2 \), \( \gamma_{esp}(P_3) = 2 \), \( \gamma_{esp}(P_4) = 2 \), \( \gamma_{esp}(P_5) = 3 \), \( \gamma_{esp}(P_6) = 4 \) and \( \gamma_{esp}(P_7) = 4 \). Hence the assertion holds for \( \gamma_{esp}(P_n) \), where \( 2 \leq n \leq 7 \). This establishes the base cases. Let \( n \geq 8 \) and let \( G \) be the path \( v_1 v_2 \ldots v_n \). We consider four cases.

**Case 1:** \( n = 4k \), for some \( k \in \mathbb{N} \setminus \{1\} \). In this case, we let
\[
S = \bigcup_{i=0}^{k-1} \{v_{4i+1}, v_{4i+4}\}.
\]
The set \( S \) is a dominating set of \( G \). Moreover since the ends \( v_1 \) and \( v_{4k} \) of the path belong to \( S \), every vertex in \( S \) has degree 2 in \( G \). If \( v \in \overline{S} \), then either \( v = v_{4i+2} \) or \( v = v_{4i+3} \) for some \( i \in [k - 1]_0 \). If \( v = v_{4i+2} \), then \( N(v_{4i+1}) \cap \overline{S} = \{v_{4i+2}\} \), and so the vertex \( v \in \overline{S} \) is end super dominated by the vertex \( v_{4i+1} \in S \). If \( v = v_{4i+3} \), then \( N(v_{4i+4}) \cap \overline{S} = \{v_{4i+3}\} \), and so the vertex \( v \in \overline{S} \) is end super dominated by the vertex \( v_{4i+4} \in S \). Thus, \( S \) is an ESD-set of \( G \), and so \( \gamma_{esp}(G) \leq |S| = 2k \). By Remark 3.3, \( \gamma_{esp}(G) \geq \left\lceil \frac{n}{2} \right\rceil = 2k \). Consequently, \( \gamma_{esp}(G) = 2k \).

**Case 2:** \( n = 4k + 1 \), for some \( k \in \mathbb{N} \setminus \{1\} \). In this case, we let
\[
S = \left( \bigcup_{i=0}^{k-1} \{v_{4i+1}, v_{4i+4}\} \right) \cup \{v_{4k+1}\}.
\]
Analogous arguments as in Case 1 show that \( S \) is an ESD-set of \( G \), and so \( \gamma_{esp}(G) \leq |S| = 2k + 1 \). By Remark 3.3, \( \gamma_{esp}(G) \geq \left\lceil \frac{n}{2} \right\rceil = 2k + 1 \). Consequently, \( \gamma_{esp}(G) = 2k + 1 \).

**Case 3:** \( n = 4k + 2 \), for some \( k \in \mathbb{N} \setminus \{1\} \). Let \( S \) be a \( \gamma_{esp} \)-set of \( G \), and so \( S \) is an ESD-set of \( G \) and \( |S| = \gamma_{esp}(G) \). We show that \( |S| \geq k + 2 \). By Remark 3.3, we note
that \( \{v_1, v_{4k+2}\} \subseteq S \). If \( v_2 \in S \), then the set \( S' = S \setminus \{v_1\} \) is an ESD-set of the path \( G - v_1 = P_{4k-1} \), and so by induction we have \( 2k + 1 = \gamma_{\text{esp}}(G - v_1) \leq |S'| = |S| - 1 \), and so \( |S| \geq 2k + 2 \), as desired. Analogously, if \( v_{4k+1} \in S \), then \( |S| \geq 2k + 2 \). Hence we may assume that \( \{v_2, v_{4k+1}\} \subseteq S \).

Suppose that \( v_3 \notin S \). This implies that \( v_4 \in S \) and the vertex \( v_3 \) is end super dominated by the vertex \( v_4 \). This in turn implies that \( v_5 \in S \). In this case, the set \( S' = S \setminus \{v_1, v_4\} \) is an ESD-set of the path \( G' = G' \setminus \{v_1, v_2, v_3, v_4\} = P_{4(k-1)+2} \), and so by induction we have \( 2(k-1) + 2 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 2 \), and so \( |S| \geq 2k + 2 \), as desired. Analogously, if \( v_{4k} \notin S \), then \( |S| \geq 2k + 2 \). Hence, we may assume that \( \{v_3, v_{4k}\} \subset S \).

We now let \( G' = G - \{v_1, v_2, v_{4k+1}, v_{4k+2}\} \) and we let \( S' = S \setminus \{v_1, v_{4k+2}\} \). Since \( S \) is an ESD-set of \( G \), the set \( S' \) is an ESD-set of \( G' = P_{4(k-1)+2} \). Thus, by induction, we have \( 2(k-1) + 2 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 2 \), and so \( |S| \geq 2k + 2 \), as desired. Thus in all cases, \( |S| \geq 2k + 2 \), implying that \( \gamma_{\text{esp}}(G) = |S| \geq 2k + 2 \). However, the set

\[
S^* = \left( \bigcup_{i=0}^{k-1} \{v_{4i+1}, v_{4i+4}\} \right) \cup \{v_{4k+1}, v_{4k+2}\}
\]

is an ESD-set of \( G \) using analogous arguments as in Case 1, and so \( \gamma_{\text{esp}}(G) \leq |S^*| \geq 2k + 2 \). Consequently, \( \gamma_{\text{esp}}(G) = 2k + 2 \).

**Case 4:** \( n = 4k + 3 \), for some \( k \in \mathbb{N} \setminus \{1\} \). In this case, we let

\[
S = \left( \bigcup_{i=0}^{k-1} \{v_{4i+1}, v_{4i+4}\} \right) \cup \{v_{4k+1}, v_{4k+3}\}.
\]

Analogous arguments as in Case 1 show that \( S \) is an ESD-set of \( G \), and so \( \gamma_{\text{esp}}(G) \leq |S| = 2k + 2 \). By Remark 3.3, \( \gamma_{\text{esp}}(G) \geq \left\lceil \frac{n}{2} \right\rceil = 2k + 2 \). Consequently, \( \gamma_{\text{esp}}(G) = 2k + 2 \). □

Recall that a universal vertex in a graph \( G \) is a vertex adjacent to every other vertex in the graph. A graph is \( F \)-free if it does not contain \( F \) as an induced subgraph. Moreover, a graph is \( (F_1, F_2) \)-free if it is \( F_1 \)-free and \( F_2 \)-free. The following lemma is almost certainly known, but we were unable to find a reference. For completeness, we therefore give the simple proof of this result.

**Lemma 3.6** If \( G \) is a \( (P_4, C_4) \)-free connected graph of order \( n \geq 3 \), then \( G \) has a universal vertex.

**Proof.** We proceed by induction on \( n \) to prove that if \( G \) is a \( (P_4, C_4) \)-free connected graph of order \( n \geq 3 \), then \( G \) has a universal vertex. If \( n = 3 \), then \( G \) has a universal vertex, as desired. This establishes the base case. Let \( n \geq 4 \) and let \( G \) be a \( (P_4, C_4) \)-free graph of order \( n \). Let \( T \) be a spanning tree of \( G \), and let \( v \) be a leaf in \( T \). Let \( G' = G - v \), and so \( G' \) is a \( (P_4, C_4) \)-free connected graph of order \( n' = n - 1 \). Applying the inductive hypothesis to \( G' \), the graph \( G' \) contains a universal vertex \( u \). If \( uv \in E(G) \), then \( u \) is a universal vertex in \( G \), as desired. Hence, we may assume that \( uv \notin E(G) \). Let \( w \) be
the (unique) neighbor of $v$ in the tree $T$. Since $u$ is a universal vertex in $G'$, the vertex $w$ is a common neighbor of $u$ and $v$ in $G$. We show that $w$ is a universal vertex in $G$. Suppose, to the contrary, that there is a vertex $x$ not adjacent to $w$ in $G$. Necessarily, $x \notin \{u, v, w\}$. Let $R = \{u, v, w, x\}$. If $xv \notin E(G)$, then $G[R] = P_4$, while if $xv \in E(G)$, then $G[R] = C_4$. In both cases, we contradict the supposition that $G$ is $(P_4, C_4)$-free. Hence, $w$ is a universal vertex in $G$, as desired.

By Remark 3.3, if $G$ is a connected graph of order $n \geq 3$, then $\gamma_{\text{esp}}(G) \leq n - 1$. We show next that if equality holds, then the graph $G$ necessarily contains a universal vertex.

**Theorem 3.7** If $G$ is connected graph of order $n \geq 3$ such that $\gamma_{\text{esp}}(G) = n - 1$, then $G$ has a universal vertex.

**Proof.** Let $G$ be a connected graph of order $n \geq 3$ satisfying $\gamma_{\text{esp}}(G) = n - 1$. Suppose, to the contrary, that $G$ does not have a universal vertex. By Lemma 3.6, the graph $G$ contains $P_4$ or $C_4$ as an induced subgraph. Suppose that $F = P_4$ is an induced subgraph of $G$, where $F$ is the path $v_1v_2v_3v_4$. In this case, the set $V(G) \setminus \{v_2, v_3\}$ is an ESD-set of $G$, where the vertices $v_2$ and $v_3$ are end super dominated by the vertices $v_1$ and $v_4$, respectively. Hence, $\gamma_{\text{esp}}(G) \leq |V(G) \setminus \{v_2, v_3\}| = n - 2$, a contradiction. Therefore, $F = C_4$ is an induced subgraph of $G$, where $F$ is the cycle $v_1v_2v_3v_4v_1$. As before, the set $V(G) \setminus \{v_2, v_3\}$ is an ESD-set of $G$, and so $\gamma_{\text{esp}}(G) \leq n - 2$, a contradiction. □

For a set $S \subseteq V$ and a vertex $v \in S$ in a graph $G$, the $S$-external private neighborhood of $v$, denoted $\text{epn}(v, S)$, is the set of vertices in $\overline{S} = V \setminus S$ that are adjacent to $v$ but to no other vertex in $S$, that is, if $w \in \text{epn}(v, S)$, then $w \in V \setminus S$ and $N(w) \cap S = \{v\}$. A vertex in the set $\text{epn}(v, S)$ is an $S$-external private neighbor of $v$. In 1979 Bollobás and Cockayne [3] established the following property of minimum dominating sets in graphs.

**Lemma 3.8** ([3]) Every isolate-free graph $G$ contains a $\gamma$-set $S$ such that $\text{epn}(v, S) \neq \emptyset$ for every vertex $v \in S$.

Let $G$ be a graph of order $n$ with $\delta(G) \geq 2$. If $S$ is a $\gamma$-set of $G$ satisfying the statement of Lemma 3.8, then the set $\overline{S}$ is an ESD-set of $G$, implying that $\gamma_{\text{esp}}(G) \leq |\overline{S}| = n - |S| = n - \gamma(G)$. This yields the following consequence of Theorem 3.8.

**Corollary 3.9** If $G$ is a graph of order $n$ with $\delta(G) \geq 2$, then $\gamma_{\text{esp}}(G) \leq n - \gamma(G)$.

We remark that strict inequality in Corollary 3.9 is possible. For example, for $k \geq 2$ if $G$ is obtained from $k$ vertex disjoint copies of $K_3$ by selecting one vertex from each triangle and identifying these $k$ selected vertices into one new vertex, then the resulting graph $G$ has order $n = 2k + 1$. Moreover, $\gamma(G) = 1$ and $\gamma_{\text{esp}}(G) = k + 1$, and so $\gamma_{\text{esp}}(G) = k + 1 < 2k = n - \gamma(G)$. 
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If \( S \) is a \( \gamma \)-set of a graph \( G \) of order \( n \) with maximum degree \( \Delta \), then every vertex of \( S \) dominates itself and at most \( \Delta \) other vertices. Therefore at most \((\Delta + 1)|S| = (\Delta + 1)\gamma(G)\). As a consequence of this elementary lower bound on the domination number, first observed by Walikar et al. [17], together with Corollary 3.9, we have the following upper bound on the end super domination number of a graph in terms of its order and maximum degree.

**Corollary 3.10** If \( G \) is a graph of order \( n \) with maximum degree \( \Delta \), then 

\[
\gamma_{esp}(G) \leq \left(\frac{\Delta}{\Delta + 1}\right)n.
\]

We remark that the upper bound in Corollary 3.10 is tight. The simplest example of a graph achieving equality in the bound is when \( G = K_{\Delta+1} \) where \( \Delta \geq 2 \) is an arbitrary integer. In this case, \( G \) has order \( n = \Delta + 1 \), maximum degree \( \Delta \), and \( \gamma_{esp}(G) = \Delta \), and so \( \gamma_{esp}(G) = \left(\frac{\Delta}{\Delta + 1}\right)n \). As a special case of Corollary 3.10 for \( k \geq 2 \) if \( G \) is a \( k \)-regular graph, then \( \gamma_{esp}(G) \leq \left(\frac{k}{k+1}\right)n \).

In 1956 Nordhaus and Gaddum [15] established sharp bounds on the sum and product of the chromatic numbers of a graph and its complement. In 1972 Jaeger and Payan [13] presented the first Nordhaus-Gaddum bounds involving the domination numbers of a graph and its complement. As an immediate consequence of Remark 3.3, we have the following Nordhaus-Gaddum bounds involving end super domination. The upper bounds are achievable, for example, when \( G = K_n \).

**Theorem 3.11** If \( G \) is a graph of order \( n \geq 3 \), then the following hold.

(a) \( n \leq \gamma_{esp}(G) + \gamma_{esp}(\overline{G}) \leq 2n - 1 \).

(b) \( \frac{n^2}{4} \leq \gamma_{esp}(G) \cdot \gamma_{esp}(\overline{G}) \leq n(n - 1) \).

4 Trees with small end super domination number

By Remark 3.3, if \( T \) is a tree of order \( n \geq 3 \), then \( \gamma_{esp}(T) \geq \frac{1}{2}n \). In this section, we characterize the trees achieving equality in this lower bound. For this purpose, we define a 2-coloring of a tree \( T \) as a coloring of the vertices of \( T \), one color to each vertex, using the colors amber and blue. We denote by \( A \) and \( B \) the resulting sets of vertices in \( T \) colored amber and blue, respectively.

**Definition 4.1** (The family \( \mathcal{T} \)) Let \( \mathcal{T} \) of the family of 2-colored trees that can be obtained from a sequence \( T_1, \ldots, T_k, k \geq 1 \), of trees where \( T_1 \) (called the 2-colored base tree) is the path \( P_4 \) where the two leaves are colored blue and the two vertices of degree 2 are colored amber, and if \( k \geq 2 \), then the 2-colored tree \( T_{i+1} \) can be obtained from the 2-colored tree \( T_i \) by applying Operation \( O_1 \) or Operation \( O_2 \) defined below, for all \( i \in [k - 1] \).
**Operation** \( O_1 \). Add a path \( P_2 \) to the tree \( T_i \) where one vertex of the added path is colored amber and the other blue, and add an edge from the amber vertex in the added path \( P_2 \) to an amber vertex of \( T_i \).

**Operation** \( O_2 \). Add a path \( P_4 \) to the tree \( T_i \) where the two leaves are colored blue and the two vertices of degree 2 are colored amber, and add an edge from a (blue) leaf of the added path \( P_4 \) to a blue vertex of \( T_i \).

To illustrate the definition, the trees \( T_1, T_2, T_3 \) shown in Figure 3 belong to the family \( \mathcal{T} \), where \( T_1 \) is the 2-colored base tree in \( \mathcal{T} \), the tree \( T_2 \) is obtained from \( T_1 \) by applying Operation \( O_1 \), and the tree \( T_3 \) is obtained from \( T_2 \) by applying Operation \( O_2 \).

We shall need the following property of trees in the family \( \mathcal{T} \).

**Observation 4.2** If \( T \) is a tree in the family \( \mathcal{T} \) of order \( n \), and \( A \) and \( B \) are the set of vertices in \( T \) colored amber and blue, respectively, then \( n \geq 4 \) and the following properties hold.

(a) \( |A| = |B| = \frac{1}{2}n \).
(b) Every leaf of \( T \) belongs to the set \( B \).
(c) The set of edges between \( A \) and \( B \) induces a perfect matching in \( T \), that is, every vertex in \( A \) has exactly one neighbor in \( B \) and every vertex in \( B \) has exactly one neighbor in \( A \).
(d) The set \( B \) is an ESD-set of \( T \) of cardinality \( \frac{1}{2}n \).
(e) The set \( B \) is a \( \gamma_{\text{esp}} \)-set of \( T \).

**Theorem 4.3** If \( T \) is a tree of order \( n \geq 2 \), then \( \gamma_{\text{esp}}(T) = \frac{1}{2}n \) if and only if there exists a 2-coloring of \( T \) such that \( T \in \mathcal{T} \).

**Proof.** If \( T \in \mathcal{T} \), then by Observation 4.2 \( \gamma_{\text{esp}}(T) = \frac{1}{2}n \). To prove the necessity, let \( T \) be a tree of (even) order \( n \) with \( \gamma_{\text{esp}}(T) = \frac{1}{2}n \). We proceed by induction on \( n \geq 2 \) to show that \( T \in \mathcal{T} \). If \( n \in \{2, 3\} \), then \( \gamma_{\text{esp}}(T) = 2 > \frac{1}{2}n \), a contradiction. If \( n = 4 \) and \( T \) is a star \( K_{1,3} \), then \( \gamma_{\text{esp}}(T) = 3 > \frac{1}{2}n \), a contradiction. Hence if \( n = 4 \), then \( T = P_4 \) and \( T \) can be 2-colored so that \( T \in \mathcal{T} \). This establishes the base case. Let \( n \geq 6 \) be an even integer, and let \( T \) be a tree of order \( n \) with \( \gamma_{\text{esp}}(T) = \frac{1}{2}n \).
Let $B$ be a $\gamma_{esp}$-set of $T$, and so $|B| = \frac{1}{2}n$. We note that every leaf of $T$ belongs to the set $B$. Let $P: v_0v_1 \ldots v_d$ be a longest path in $T$. Necessarily, $d$ is the diameter of $T$, that is, $d = \text{diam}(T)$. Further, both $v_0$ and $v_d$ are leaves in $T$ and therefore belong to the ESD-set $B$. Since $n \geq 6$ and $T$ is not a star, we note that $d \geq 3$. Let $A = V \setminus B$, and so $|A| = |B| = \frac{1}{2}n$. Every vertex in $A$ is end super dominated by a unique vertex of $B$ and the set of edges between $A$ and $B$ induces a perfect matching in $T$. Hence, every vertex in $B$ has exactly one neighbor in $A$ and every vertex in $A$ has exactly one neighbor in $B$. We now consider the 2-coloring of the vertices of $T$ where every vertex in $B$ is colored blue and every vertex in $A$ is colored amber.

Suppose that $\deg_T(v_1) \geq 3$. In this case, let $u_0$ be a child of $v_1$ different from $v_0$. By the maximality of the path $P$, the vertex $u_0$ is a leaf. Since $v_0$ is the only vertex in $B$ that is adjacent to $v_1$, the vertex $u_0 \in A$. But then $u_0$ has no neighbor in $B$, a contradiction. Hence, $\deg_T(v_1) = 2$.

Suppose that $\deg_T(v_2) \geq 3$. In this case, let $T'$ be the tree $T - \{v_0, v_1\}$ of order $n' = n - 2$, and let $A'$ and $B'$ be the restriction of $A$ and $B$ to the tree $T'$, that is, $A' = V(T) \cap A$ and $B' = V(T) \cap B$. The set $B'$ is an $\gamma_{esp}$-set of $T'$, and so $\gamma_{esp}(T') = \frac{1}{2}n - 1 = \frac{1}{2}n'$. Applying the inductive hypothesis to the tree $T'$, we have $T' \in \mathcal{T}$. Thus, $T'$ can be obtained from a sequence $T_1, \ldots , T_k$ of trees for some $k \geq 1$ by applying operations $O_1$ and $O_2$. In this case, the tree $T$ can be obtained from the tree $T'$ by applying operation $O_1$. Hence, $T \in \mathcal{T}$, as desired.

Hence, we may assume that $\deg_T(v_2) = 2$, for otherwise the desired result holds. By our properties of the sets $A$ and $B$, we note that $\{v_0, v_3\} \in B$ and $\{v_1, v_2\} \in A$. Further, the vertices $v_1$ and $v_2$ are end super dominated by the vertices $v_0$ and $v_3$, respectively. Suppose that $\deg_T(v_3) \geq 3$. In this case, let $u_2$ be a child of $v_3$ different from $v_2$. Since $v_2$ is the only neighbor of $v_3$ that belongs to the set $A$, we note that $u_2 \in B$. Let $u_1$ be the vertex in $A$ that is end super dominated by the vertex $u_2$. We note that $u_1$ is a child of $u_2$. Since every vertex in $A$ has degree at least 2 in $T$, the vertex $u_1$ has degree at least 2. Let $u_0$ be a child of $u_1$. By the maximality of the path $P$, the vertex $u_0$ is a leaf. Since $u_2$ is the only vertex in $B$ that is adjacent to $u_1$, the vertex $u_0 \in A$. But then $u_0$ has no neighbor in $B$, a contradiction. Hence, $\deg_T(v_3) = 2$.

We now let $T'$ be the tree $T - \{v_0, v_1, v_2, v_3\}$ of order $n' = n - 4$, and let $A'$ and $B'$ be the restriction of $A$ and $B$ to the tree $T'$, that is, $A' = V(T) \cap A$ and $B' = V(T) \cap B$. The set $B'$ is an $\gamma_{esp}$-set of $T'$, and so $\gamma_{esp}(T') = \frac{1}{2}n - 2 = \frac{1}{2}n'$. Applying the inductive hypothesis to the tree $T'$, we have $T' \in \mathcal{T}$. Thus, $T'$ can be obtained from a sequence $T_1, \ldots , T_k$ of trees for some $k \geq 1$ by applying operations $O_1$ and $O_2$. In this case, the tree $T$ can be obtained from the tree $T'$ by applying operation $O_2$. Hence, $T \in \mathcal{T}$, as desired. \qed
5 End super domination and size

In 1965 Vizing [16] proved a classical result bounding the size of a graph in terms of its order and domination number. In this section we bound the size of a graph in terms of its order and end super domination number, and characterize the extremal graphs achieving equality in this bound.

Two edges in a graph $G$ are independent if they are not adjacent in $G$; that is, if they have no vertex in common. A set of pairwise independent edges of $G$ is a matching in $G$, while a matching of maximum cardinality is a maximum matching. The number of edges in a maximum matching of $G$ is the matching number of $G$ which we denote by $\alpha'(G)$. If $M$ is a matching of $G$, a vertex is $M$-matched if it is incident with an edge of $M$; otherwise, the vertex is $M$-unmatched.

**Theorem 5.1** If $G$ is a graph of order $n$ and size $m$ with end super domination number $\gamma_{\text{esp}}(G) = \gamma_{\text{esp}}$, then

$$m \leq \binom{n}{2} - (n - \gamma_{\text{esp}})(n - \gamma_{\text{esp}} - 1).$$

Moreover, equality holds if and only if $G$ is obtained from a complete graph $K_n$ by removing all edges from a complete bipartite subgraph $K_{n-\gamma_{\text{esp}},n-\gamma_{\text{esp}}}$ of $G$, except for the edges of a perfect matching between the partite sets of the bipartite subgraph.

**Proof.** Let $\gamma_{\text{esp}}(G) = \gamma_{\text{esp}}$, and let $S$ be a $\gamma_{\text{esp}}$-set of $G$. Thus, $S$ is an ESD-set of $G$ of minimum cardinality $\gamma_{\text{esp}}(G)$. We note that $\frac{1}{2}n \leq \gamma_{\text{esp}}$, or, equivalently, $0 \leq 2\gamma_{\text{esp}} - n$. Let $\overline{S} = \{u_1, \ldots, u_{n-\gamma_{\text{esp}}}\}$ and let $w_i$ be a vertex in $S$ that end super dominates the vertex $u_i$ for $i \in [n - \gamma_{\text{esp}}]$. Hence, $w_i \in S$ and $N(w_i) \cap \overline{S} = \{u_i\}$ for $i \in [n - \gamma_{\text{esp}}]$. Let

$$M = \bigcup_{i=1}^{n-\gamma_{\text{esp}}} \{u_i w_i\}.$$

Thus, $M$ is a matching in $G$ of cardinality $n - \gamma_{\text{esp}}$. We note that $N_G(u_i) \cap W = \{w_i\}$ and $N_G(w_i) \cap U = \{u_i\}$ for all $i \in [n - \gamma_{\text{esp}}]$. Hence, $u_i w_j \notin E(G)$ for all $i$ and $j$ where $1 \leq i < j \leq n - \gamma_{\text{esp}}$. Let $U = \{u_1, \ldots, u_{n-\gamma_{\text{esp}}}\}$ and let $W = \{w_1, \ldots, w_{n-\gamma_{\text{esp}}\}}$, and so $|U| = |W| = n - \gamma_{\text{esp}}$. Each vertex in $U$ is not adjacent in $G$ to $|W| - 1$ vertices in $W$, implying that

$$m \leq \binom{n}{2} - |U| \times (|W| - 1) = \binom{n}{2} - (n - \gamma_{\text{esp}})(n - \gamma_{\text{esp}} - 1).$$

This establishes the desired upper bound. Moreover, if $m = \binom{n}{2} - (n - \gamma_{\text{esp}})(n - \gamma_{\text{esp}} - 1)$, then the only edges missing in $G$ are edges of the form $u_i w_j$ where $i$ and $j$ and $1 \leq i < j \leq n - \gamma_{\text{esp}}$. Thus if $F = \{u_i w_j: 1 \leq i < j \leq n - \gamma_{\text{esp}}\}$, then $G = K_n - F$, that is, $G$ is obtained from $K_n$ by deleting all edges in $F$. Conversely, if $G$ is obtained from a complete graph $K_n$ by removing all edges from a complete bipartite subgraph
We establish next a lower bound on the size of a connected graph in terms of its order and end super domination number.

**Theorem 5.2** If $G$ is a connected graph of order $n$ and size $m$ with end super domination number $\gamma_{esp}(G) = \gamma_{esp}$, then

$$m \geq 2(n - \gamma_{esp}) - 1,$$

with equality if and only if $G$ is a tree and $G \in T$.

**Proof.** Let $\gamma_{esp}(G) = \gamma_{esp}$. By Remark 3.3 we have $\gamma_{esp} \geq \frac{1}{2} n$. Since $G$ is a connected graph of order $n$ and size $m$, we have $m \geq n - 1$. Hence,

$$m \geq n - 1 = 2 \left( n - \frac{n}{2} \right) - 1 \geq 2(n - \gamma_{esp}) - 1.$$

Furthermore, suppose $m = 2(n - \gamma_{esp}) - 1$. Thus the above inequalities are all equalities, implying that $m = n - 1$ and $\gamma_{esp} = \frac{1}{2} n$. In particular, $G$ is a tree of order $n \geq 4$ with $\gamma_{esp}(G) = \frac{1}{2} n$. Hence, by Theorem 4.3 we have $G \in T$. Conversely, if $G \in T$, then $\gamma_{esp}(G) = \frac{1}{2} n$ and $m = n - 1 = 2(n - \gamma_{esp}) - 1$. $\square$

### 6 End super domination number of $G - e$, $G/e$ and $G - v$

Recall that if $e$ is an edge in a graph $G$, then $G - e$ is the graph obtained from $G$ by removing the edge $e$. In a graph $G$, contraction of an edge $e = uv$ with ends $u$ and $v$ is the replacement of $u$ and $v$ with a single vertex such that edges incident to the new vertex are the edges other than $e$ that were incident with $u$ or $v$. The resulting graph $G/e$ has one less edge than $G$ ([4]). We refer the reader for more results about $G/e$ to [7]. In this section, we examine the effects on $\gamma_{esp}(G)$ when $G$ is modified by an edge removal and edge contraction.

First, we establish upper and lower bounds for the end super domination number of a graph obtained from edge removal.

**Theorem 6.1** If $G = (V, E)$ is a graph and $e = uv \in E$, then

$$\gamma_{esp}(G) - 1 \leq \gamma_{esp}(G - e) \leq \gamma_{esp}(G) + 2.$$

**Proof.** First we find the upper bound for $\gamma_{esp}(G - e)$. Suppose that $S$ is a $\gamma_{esp}$-set of $G$, and so $|S| = \gamma_{esp}(G)$. Since $S$ is an EPD-set of $G$, removing the edge $e$ from $G$ and
letting \( S' = S \cup \{u, v\} \), yields an EPD-set of \( G' \), and so \( \gamma_{\text{esp}}(G - e) \leq |S'| \leq |S| + 2 = \gamma_{\text{esp}}(G) + 2 \).

Next we determine a lower bound for \( \gamma_{\text{esp}}(G - e) \). Suppose that \( S \) is a \( \gamma_{\text{esp}} \)-set of \( G - e \), and so \( |S| = \gamma_{\text{esp}}(G - e) \). If \( \{u, v\} \subseteq S \), then in this case, \( S \) is also an ESD-set of \( G \). If \( S \cap \{u, v\} = \emptyset \), then once again \( S \) is also an ESD-set of \( G \). In both cases, \( \gamma_{\text{esp}}(G) \leq |S| = \gamma_{\text{esp}}(G - e) \). Hence we may assume that \( |S \cap \{u, v\}| = 1 \). Renaming vertices if necessary, we may assume that \( u \in S \) and \( v \notin S \). In this case, every vertex \( x \in S \) is end super dominated in \( G - e \) by a vertex \( x' \) of \( S \), that is, \( N_{G-e}(x') \cap S = \{x\} \). Adding back the edge \( e \), the set \( S \cup \{v\} \) is an end super dominating set of \( G \), noting that every vertex \( x \in S \setminus \{v\} \) is end super dominated in \( G \) by the vertex \( x' \) defined earlier. Thus, \( \gamma_{\text{esp}}(G) \leq |S \cup \{v\}| = |S| + 1 = \gamma_{\text{esp}}(G - e) \).

We remark that if \( G = (V, E) \) is a graph and \( e = uv \in E \) where \( \text{deg}_G(u) \geq 3 \), then the upper bound in Theorem 6.1 can be improved slightly. In this case, if \( S \) is a \( \gamma_{\text{esp}} \)-set of \( G \), then the set \( S \cup \{v\} \) is an ESD-set of \( G - e \), and so \( \gamma_{\text{esp}}(G - e) \leq |S| + 1 = \gamma_{\text{esp}}(G) + 1 \).

The bounds in Theorem 6.1 are sharp. To see that the upper bound is sharp, for \( k \geq 1 \) let \( G \) be the path \( P_{4k} \) given by \( v_1v_2 \ldots v_{4k} \) and let \( e = v_2v_3 \). Thus, \( G - e = P_2 \cup P_{4k-2} \), and so Theorem 6.1 and Theorem 5.3 we have \( \gamma_{\text{esp}}(G) = 2k \) and \( \gamma_{\text{esp}}(G - e) = \gamma_{\text{esp}}(P_2) + \gamma_{\text{esp}}(P_{4k-2}) = 2 + 2k = \gamma_{\text{esp}}(G) + 2 \). To see that the lower bound is sharp, the simplest example is to take \( G = K_4 - f \) where \( f \) is an arbitrary edge of the \( K_4 \), and let \( e \) be the edge in \( G \) that joins the two vertices of degree 3 in \( G \), and so \( G - e = C_4 \). In this case, \( \gamma_{\text{esp}}(G) = 3 \) and \( \gamma_{\text{esp}}(G - e) = 2 = \gamma_{\text{esp}}(G) - 1 \).

In our earlier example when \( G = P_{4k} \) where \( k \geq 1 \), we note that the removal of the selected edge \( e \) from \( G \) produces a disconnected graph. This raises the question of whether the upper bound in Theorem 6.1 can be improved if \( G - e \) is connected. The following example shows that it is not possible.

**Example 6.2** Consider the graph \( G \) shown in Figure 4 and let \( e = v_{10}v_{16} \). The graph \( G \) has order \( n = 20 \). Further, the set \( S = \{v_1, v_4, v_5, v_8, v_9, v_{11}, v_{14}, v_{15}, v_{17}, v_{20}\} \) is an ESD-set of \( G \) of cardinality \( \frac{1}{2}n = 10 \). By Remark 5.3, the set \( S \) is therefore a \( \gamma_{\text{esp}} \)-set of \( G \), and so \( \gamma_{\text{esp}}(G) = 10 \). However it is simple exercise to check (or use a computer) that \( \gamma_{\text{esp}}(G - e) = 12 = \gamma_{\text{esp}}(G) \). The set \( S \cup \{v_{10}, v_{16}\} \) is an example of a \( \gamma_{\text{esp}} \)-set of \( G - e \).

In [6], it is shown that if \( G = (V, E) \) is a graph and \( e \in E \), then for \( G/e \) we have \( \gamma_{\text{esp}}(G) - 1 \leq \gamma_{\text{esp}}(G/e) \leq \gamma_{\text{esp}}(G) \). Moreover, it is shown that these bounds are sharp. Since edge contraction does not create additional vertices of degree 1, an identical proof as in [6] yields the following result.

**Proposition 6.3** If \( G = (V, E) \) is a graph and \( e \in E \), then

\[
\gamma_{\text{esp}}(G) - 1 \leq \gamma_{\text{esp}}(G/e) \leq \gamma_{\text{esp}}(G).
\]
Recall that if $v$ is a vertex in a graph $G$, then $G - v$ is the graph obtained from $G$ by deleting the edge $v$ (and all edges incident with $v$). We next examine the effects on $\gamma_{esp}(G)$ when $G$ is modified by a vertex removal.

**Proposition 6.4** If $G = (V, E)$ is a graph and $v \in V$, then
\[
\gamma_{esp}(G) - 1 \leq \gamma_{esp}(G - v) \leq \gamma_{esp}(G) + \deg_G(v) - 1.
\]

**Proof.** Let $S$ be a $\gamma_{esp}$-set of $G$. If $v \notin S$, then $S$ is an ESD-set for $G - v$, and in this case $\gamma_{esp}(G - v) \leq |S| = \gamma_{esp}(G)$. Hence we may assume that $v \in S$. The set $(S \setminus \{v\}) \cup N(v)$ is an ESD-set for $G - v$, and so in this case $\gamma_{esp}(G - v) \leq (|S| - 1) + \deg_G(v) = \gamma_{esp}(G) + \deg(v) - 1$. This establishes the desired upper bound. To prove the lower bound for $\gamma_{esp}(G - v)$, we note that every $\gamma_{esp}$-set of $G - v$ can be extended to an ESP-set of $G$ by adding to it the vertex $v$, implying that $\gamma_{esp}(G) \leq \gamma_{esp}(G - v) + 1$. □

We remark that the bounds in Theorem 6.4 are sharp. To see that the upper bound is sharp, for $k \geq 2$ let $G$ be graph obtained from a star $K_{1,k}$ with central vertex $v$ by subdividing every edge exactly once. The resulting graph $G$ satisfies $\gamma_{esp}(G) = k + 1$, where the set of $k$ leaves, together with the vertex $v$, form a $\gamma_{esp}$-set of $G$. However the graph $G - v$ consists of $k$ vertex disjoint copies of $K_2$, and so $\gamma_{esp}(G - v) = 2k = (k + 1) + k - 1 = \gamma_{esp}(G) + \deg_G(v) - 1$. To see that the lower bound is sharp, for $k \geq 1$ let $G$ be the path $P_{4k+1}$ and let $v$ be a leaf of $G$. We note that $G - v = P_{4k}$. By Theorem 3.5, $\gamma_{esp}(G) = 2k + 1$ and $\gamma_{esp}(G - v) = 2k = \gamma_{esp}(G) - 1$.

**7 A linear approach to end super domination number**

In this section, we consider the rank of the adjacency matrix of a graph and find a tight lower bound for it, based on its end super domination number.

**Theorem 7.1** If $G$ is a connected graph of order $n$ with adjacency matrix $A$, then
\[
\text{rank}(A) \geq n - \gamma_{esp}(G),
\]
with equality if and only if $G$ is a complete bipartite graph $K_{n,m}$ where $\text{min}\{n, m\} \geq 2$. 
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Proof. For simplicity let $\gamma_{\text{esp}} = \gamma_{\text{esp}}(G)$. Let $V(G) = \{v_1, v_2, \ldots, v_n\}$. There exists a matching $M$ of size $n - \gamma_{\text{esp}}$, say

$$
M = \bigcup_{i=1}^{n-\gamma_{\text{esp}}} \{v_i v_{n-\gamma_{\text{esp}}+i}\}
$$

where $\{v_1, v_2, \ldots, v_{n-\gamma_{\text{esp}}}\} \subseteq S$, and $S$ is a $\gamma_{\text{esp}}$-set of $G$, and moreover $v_i v_j \notin E(G)$, for each $i, j$, $1 \leq i \leq n - \gamma_{\text{esp}}$ and $n - \gamma_{\text{esp}} + 1 \leq j \leq 2(n - \gamma_{\text{esp}})$. Let

$$
L_1 = \bigcup_{i=1}^{n-\gamma_{\text{esp}}} \{v_i\} \quad \text{and} \quad L_2 = \bigcup_{i=1}^{n-\gamma_{\text{esp}}} \{v_{n-\gamma_{\text{esp}}+i}\}
$$

and let $L_3 = V(G) \setminus (L_1 \cup L_2)$. We now consider the adjacency matrix $A$ as follows:

$$
A = \begin{bmatrix}
L_1 & L_2 & L_3 \\
B & I_{n-\gamma_{\text{esp}}} & D^T \\
I_{n-\gamma_{\text{esp}}} & C & E^T \\
D & E & F
\end{bmatrix}
$$

Since the rows of $A$ corresponding to $L_1$ are linearly independent, we have $\text{rank}(A) \geq n - \gamma_{\text{esp}}(G)$. Now, assume that $\text{rank}(A) = n - \gamma_{\text{esp}}(G)$. In this case, every row of $A$ corresponding to $L_2$ is a linear combination of rows in $L_1$. Since $C$ is a $(0, 1)$-matrix, every coefficient in the linear combination is 0 or 1. In the $L_2 \times L_1$ matrix, we have the identity matrix $I_{n-\gamma_{\text{esp}}}$ and every row of $I_{n-\gamma_{\text{esp}}}$ is a linear combination of rows of $B$, implying that all columns of $B$ are non-zero. On the other hand, no row of $B$ has more than one component equal to 1. Thus since $B$ is a symmetric matrix, we conclude that $B$ is a permutation matrix. This implies that every row of $A$ corresponding to $L_2$ is exactly one row of $A$ corresponding to $L_1$. Therefore, $B = C$.

Since $B$ is a permutation matrix, the induced vertex subgraphs $G[L_1]$ and $G[L_2]$ are 1-regular graphs. Now, since $B = C$, without loss of generality, we may assume that $G[L_1 \cup L_2]$ is a disjoint union of $\frac{1}{2}(n - \gamma_{\text{esp}})$ cycles of length 4. Since every row of $A$ corresponding to $L_3$ is a linear combination of rows of $A$ corresponding to $L_2$ and since $C = B$ is a permutation matrix and $E$ is a $(0, 1)$-matrix, we conclude that every row of $A$ in $L_3$ is exactly a row of $A$ in $L_2$. This implies that every row of $D$ has exactly one component equal to 1. The same property holds for $E$. Thus, every vertex in $L_3$ is adjacent to exactly one vertex in $L_1$ and one vertex in $L_2$. We note that the rank of the adjacency matrix of $C_4$ is 2. Hence for every natural number $t$, the rank of adjacency matrix of the disjoint union of $t$ copies of $C_4$ is $2t$. Now, let $v_i \in L_3$. If $v_i$ is adjacent to two different copies of $C_4$ in $G[L_1 \cup L_2]$, then $G$ has an induced vertex subgraph as illustrated in Figure 5. Therefore, $G$ contains $P_6$ as an induced vertex subgraph, implying that

$$
n - \gamma_{\text{esp}} = \text{rank}(A) \geq 6 + 2 \left( \frac{n - \gamma_{\text{esp}}}{2} - 2 \right),
$$
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a contradiction. Thus every \( v_i \in L_3 \) is adjacent to exactly two vertices of only one copy of \( C_4 \) in \( G[L_1 \cup L_2] \).

\[ \text{Figure 5: Induced vertex subgraph of } G \]

Suppose next that \( G \) has an induced vertex subgraph as illustrated in Figure 6. In this case, since the rank of the adjacency matrix of \( C_3 \) is 3, we conclude that

\[ n - \gamma_{esp} = \text{rank}(A) \geq 3 + 2 \left( \frac{n - \gamma_{esp}}{2} - 1 \right), \]

a contradiction.

\[ \text{Figure 6: Induced vertex subgraph of } G \]

Now, assume that \( G[L_1 \cup L_2] \) contains at least two copies of \( C_4 \). Since \( G \) is connected, there exist two vertices \( v_i \) and \( v_j \) in \( L_3 \) such that \( G \) has an induced vertex subgraph as illustrated in Figure 7, where \( H \) is a connected subgraph of \( G[L_3] \). Clearly, this graph contains \( P_6 \) or \( 3P_2 \) as an induced vertex subgraph. Hence we infer that

\[ n - \gamma_{esp} = \text{rank}(A) \geq 6 + 2 \left( \frac{n - \gamma_{esp}}{2} - 2 \right), \]

a contradiction. Thus, \( G[L_1 \cup L_2] = C_4 \), and \( \frac{1}{2}(n - \gamma_{esp}) = 1 \). Therefore, \( \text{rank}(A) = n - \gamma_{esp} = 2 \), and by [1], \( G \) is a complete bipartite graph.

\[ \text{Figure 7: Induced vertex subgraph of } G \]

8 Enumeration of minimum end super dominating sets

This section is devoted to enumeration of minimum end super dominating sets, which involves counting the number of distinct \( \gamma_{esp} \)-sets of a graph \( G \). Given a graph \( G \), let
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$N_{\text{esp}}(G)$ be the family of $\gamma_{\text{esp}}$-sets of $G$ and let $N_{\text{esp}}(G) = |N_{\text{esp}}(G)|$. Our aim is to compute $N_{\text{esp}}(G)$ for special graph classes. Building on the result of Proposition 3.4 one can readily determine the value $N_{\text{esp}}(G)$ when $G$ is a complete graph, a complete bipartite graph, or a star graph.

**Example 8.1** The following properties hold.

(a) For $n \geq 3$, $N_{\text{esp}}(K_n) = n$.
(b) For $\min\{n, m\} \geq 2$, $N_{\text{esp}}(K_{n,m}) = nm$.
(c) For $n \geq 2$, $N_{\text{esp}}(K_{1,n}) = 1$.

By Remark 3.3, if $G$ has no pendant vertices, then $\gamma_{\text{esp}}(G) = \gamma_{\text{sp}}(G)$. Hence if $G$ has no pendant vertices, then $N_{\text{esp}}(G)$ is equal to the number of $\gamma_{\text{sp}}$-sets of $G$. In particular, if $G$ is a connected graph with minimum degree at least 2, then $N_{\text{esp}}(G)$ is equal to the number of $\gamma_{\text{sp}}$-sets of $G$. The number of such sets when $G$ is a cycle was enumerated in [8]. We present here a simplified proof of this result using a different counting approach. Parts of the proof will be needed when proving the result for paths.

**Theorem 8.2** If $C_n$ is the cycle graph of order $n \geq 3$, then

$$N_{\text{esp}}(C_n) = \begin{cases} 4 & \text{if } n = 4k, \\ 2n & \text{if } n = 4k + 1, \\ \frac{5}{8}(n^2 - 2n) & \text{if } n = 4k + 2, \\ n & \text{if } n = 4k + 3. \end{cases}$$

**Proof.** For $n \geq 3$, let $G$ be a cycle $C_n$ given by $v_1v_2\ldots v_nv_1$, and let $S$ be a $\gamma_{\text{esp}}$-set of $G$. As before, let $V = V(G)$. We consider four cases.

**Case 1:** $n = 4k$, for some $k \geq 1$. By Proposition 3.4, in this case we have $|S| = 2k = \frac{1}{2}n$. We show that for every three consecutive vertices $v_{i-1}$, $v_i$, and $v_{i+1}$ where addition is taken modulo $n$, if $v_i \in S$, then at least one of $v_{i-1}$ and $v_{i+1}$ must belong to $S$. Suppose, to the contrary, that $v_i \in S$ and $\{v_{i-1}, v_{i+1}\} \subseteq \overline{S}$. If $n = 4$, then $S$ is not an ESD-set of $G$, a contradiction. Hence, $n \geq 8$. By definition of an ESD-set, we infer that $\{v_{i-3}, v_{i-2}, v_{i+2}, v_{i+3}\} \subseteq S$. If $n = 8$, then $|S| \geq 5 > \frac{1}{2}n$, a contradiction. Hence, $n \geq 12$. Thus, letting $G' = G - \{v_{i-2}, v_{i-1}, v_i, v_{i+1}, v_{i+2}\}$ and $S' = S \setminus \{v_{i-2}, v_i, v_{i+2}\}$, we note that $G' = P_{4k-5}$ and $S'$ is an ESD-set of $G'$, implying by Theorem 3.5 that $2k - 2 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 3$, and so $|S| = 2k + 1$, a contradiction. Hence if $v_i \in S$, then $S \cap \{v_{i-1}, v_{i+1}\} \geq 1$.

Suppose next that $\{v_{i-1}, v_i, v_{i+1}\} \subseteq S$. If $n = 4$, then $|S| = 3 > \frac{1}{2}n$, a contradiction. Hence, $n \geq 8$. We now let $G' = G - v_i$ and let $S' = S \setminus \{v\}$, we note that $G' = P_{4k-1}$ and $S'$ is an ESD-set of $G'$, implying by Theorem 3.5 that $2k = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 1$, and so $|S| = 2k + 1$, a contradiction. Hence, if $v_i \in S$, then $S \cap \{v_{i-1}, v_i, v_{i+1}\} = 2$ for
all \( i \in [n] \) (where addition is taken modulo \( n \)). We infer that the only \( \gamma_{\text{esp}} \)-set of \( G \) in this case when \( n = 4k \) are the sets

\[
S_1 = \bigcup_{i=0}^{k-1} \{v_{4i+1}, v_{4i+2}\}, \quad S_2 = \bigcup_{i=0}^{k-1} \{v_{4i+2}, v_{4i+3}\},
\]

and

\[
S_3 = \bigcup_{i=0}^{k-1} \{v_{4i+3}, v_{4i+4}\}, \quad S_4 = \bigcup_{i=0}^{k-1} \{v_{4i+1}, v_{4i+4}\},
\]

whence \( N_{\text{esp}}(G) = 4 \).

**Case 2:** \( n = 4k + 1 \), for some \( k \geq 1 \). By Proposition 3.3 in this case we have \( |S| = 2k + 1 \). We now consider two cases.

Suppose that \( S \) contains a vertex with both its neighbors in \( \overline{S} \). These three consecutive vertices can be chosen in \( n \) ways. Renaming vertices if necessary, we may assume that \( v_2 \in S \) and \( \{v_1, v_3\} \subseteq \overline{S} \). In this case, \( \{v_4, v_5, v_{4k}, v_{4k+1}\} \subseteq S \). Suppose that \( v_6 \in S \). Letting \( G' = G - \{v_3, v_4, v_5\} \) and \( S' = S \setminus \{v_4, v_5\} \), we note that \( G' = P_{4k-2} \) and \( S' \) is an ESD-set of \( G' \), implying by Theorem 3.5 that \( 2k = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 2 \), and so \( |S| = 2k + 2 \), a contradiction. Hence, \( v_6 \notin S \).

Suppose next that \( v_7 \in S \). If \( v_8 \in S \), then letting \( G' = G - \{v_5, v_6, v_7\} \) and \( S' = S \setminus \{v_5, v_7\} \), we note that \( G' = P_{4k-2} \) and \( S' \) is an ESD-set of \( G' \), implying by Theorem 3.5 that \( 2k = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 2 \), and so \( |S| = 2k + 2 \), a contradiction. Hence, \( v_8 \notin S \). The vertex \( v_8 \) is end super dominated by the vertex \( v_9 \in S \), implying that \( v_{10} \in S \). Letting \( G' = G - \{v_{4k+1}, v_1, v_2, \ldots, v_9\} \) and \( S' = S \setminus \{v_{4k+1}, v_2, v_4, v_5, v_7, v_9\} \), we note that \( G' = P_{4k-9} \) and \( S' \) is an ESD-set of \( G' \), implying by Theorem 3.5 that \( 2k - 4 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 6 \), and so \( |S| = 2k + 2 \), a contradiction. Hence, \( v_7 \notin S \), implying that \( \{v_8, v_9\} \subseteq S \). Continuing this process, we have

\[
S = \{v_2, v_4, v_{4k+1}\} \cup \left( \bigcup_{i=1}^{k-1} \{v_{4i+1}, v_{4i+4}\} \right).
\]

Thus in this case when \( v_2 \in S \) and \( \{v_1, v_3\} \subseteq \overline{S} \), the set \( S \) is uniquely determined.

Suppose secondly that \( S \) contains three consecutive vertices on the cycle. These three consecutive vertices can be chosen in \( n \) ways. We may assume that \( \{v_1, v_2, v_3\} \subseteq S \). If \( v_4 \in S \), then letting \( G' = G - \{v_2, v_3\} \) and \( S' = S \setminus \{v_2, v_3\} \), we note that \( G' = P_{4k-1} \) and \( S' \) is an ESD-set of \( G' \), implying by Theorem 3.5 that \( 2k = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 2 \), and so \( |S| = 2k + 2 \), a contradiction. Hence, \( v_4 \notin S \). If \( v_5 \in S \), then letting \( G' = G - \{v_2, v_4, v_1\} \) and \( S' = S \setminus \{v_2, v_3, v_1\} \), we note that \( G' = P_{4k-2} \) and \( S' \) is an ESD-set of \( G' \), implying by Theorem 3.5 that \( 2k = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 2 \), and so \( |S| = 2k + 2 \), a contradiction. Hence, \( v_5 \notin S \), implying that \( \{v_6, v_7\} \subseteq S \). Continuing this process, we have

\[
S = \{v_1, v_{4k+1}\} \cup \left( \bigcup_{i=1}^{k-1} \{v_{4i+2}, v_{4i+3}\} \right).
\]
Thus in this case when \( \{v_1, v_2, v_3\} \subseteq S \), the set \( S \) is uniquely determined. Thus, \( N_{\text{esp}}(G) = 2n \).

**Case 3**: \( n = 4k + 2 \), for some \( k \geq 1 \). By Proposition 3.4 in this case we have \( |S| = 2k + 2 \). Since choosing any four vertices from \( C_6 \) gives us an \( \gamma_{\text{esp}} \)-set of \( G \), the formula holds for \( n = 6 \). Hence we may assume that \( n \geq 10 \). Suppose that \( S \) contains five consecutive vertices on the cycle. Renaming vertices if necessary, we may assume that \( \{v_1, v_2, v_3, v_4, v_5\} \subseteq S \). Letting \( G' = G - \{v_2, v_3, v_4\} \) and \( S' = S \setminus \{v_2, v_3, v_4\} \), we note that \( G' = P_{4k-1} \) and \( S' \) is an ESD-set of \( G' \), implying by Theorem 5.5 that \( 2k = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 3 \), and so \( |S| = 2k + 3 \), a contradiction. Hence, \( S \) cannot contain five consecutive vertices on the cycle. So it remains to consider cases with only one subset of consecutive vertices of \( S \) with cardinality 4, two subsets of consecutive vertices of \( S \) with cardinality 3, one subset of consecutive vertices of \( S \) with cardinality 3 and all subsets of consecutive vertices of \( S \) with cardinality less than 3. We have two subcases:

![Figure 8: Making the ESD-sets of cycle graph of order \( n \equiv 2 \) (mod 8)]

**Case 3.1**: \( n \equiv 2 \) (mod 8). In this case, \( k \) is even. We consider the case when \( \{v_1, v_2\} \subseteq S \) as shown in Figure 8. One can easily check that if we shift the indices, then we have all cases of \( \gamma_{\text{esp}} \)-set of \( G \) and we have no more cases (consider movements...
of blue vertices in Figure 8, where filled ones are in $S$ and empty ones are in $\overline{S}$). All cases can be shifted $4k + 2$ times except the rows $\frac{k}{2}$ and $\frac{k}{2} + 2k$ which can be shifted $2k + 1$ times. So in general we have $\frac{5k}{2} - 2$ cases which can be shifted $n$ times and two cases which can be shifted $\frac{n}{2}$ times. We note that other cases when $\{v_1, v_2\} \subseteq S$, $v_1 \in S$ and $v_2 \in \overline{S}$ and $\{v_1, v_2\} \subseteq \overline{S}$ can be found in the shifted cases.

**Case 3.2.** $n \equiv 6 \pmod{8}$. In this case, $k$ is odd. We consider the case when $\{v_1, v_2\} \subseteq S$ as shown in Figure 9. By similar arguments as in Case 3.1, in general we have $2k + \frac{k-1}{2} = \frac{5k-1}{2}$ cases which can be shifted $n$ times and one case which can be shifted $\frac{4}{2}$ times.

Hence, in both cases we have $N_{\text{esp}}(C_{4k+2}) = \frac{5}{3}n(n - 2)$.

![Figure 9: Making the ESD-sets of cycle graph of order $n \equiv 6 \pmod{8}$](image)

**Case 4:** $n = 4k + 3$, for some $k \geq 0$. We observe that $N_{\text{esp}}(C_3) = 3$, and so the desired result is immediate for $n = 3$. Hence we may assume that $n \geq 7$. By Proposition 3.3 in this case we have $|S| = 2k + 2$. So we need to choose $2k + 2$ vertices in such a way as to yield a $\gamma_{\text{esp}}$-set of $G$.

Suppose that $S$ contains three consecutive vertices on the cycle. Renaming vertices if necessary, we may assume that $\{v_1, v_2, v_3\} \subseteq S$. Letting $G' = G - v_2$ and $S' = S \setminus \{v_2\}$,
we note that $G' = P_{4k+2}$ and $S'$ is an ESD-set of $G'$, implying by Theorem 3.5 that $2k + 2 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 1$, and so $|S| = 2k + 3$, a contradiction. Hence, $S$ cannot contain three consecutive vertices on the cycle.

Suppose that $S$ contains a vertex with both its neighbors in $\overline{S}$. Renaming vertices if necessary, we may assume that $v_5 \in S$ and $\{v_4, v_6\} \subseteq S$. In this case, $\{v_2, v_3, v_7, v_8\} \subseteq S$. Suppose that $v_9 \in S$. Letting $G' = G - \{v_3, v_4, \ldots, v_8\}$ and $S' = S \setminus \{v_3, v_5, v_7, v_8\}$, we note that $G' = P_{4k-3}$ and $S'$ is an ESD-set of $G'$, implying by Theorem 3.5 that $2k - 1 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 4$, and so $|S| = 2k + 3$, a contradiction. Hence, $v_9 \notin S$. By symmetry, $v_1 \notin S$. We now let $G'$ be obtained from $G - \{v_1, v_2, \ldots, v_9\}$ by adding the edge $v_{10}v_{4k+3}$. Further we let $S' = S \setminus \{v_2, v_3, v_5, v_7, v_8\}$. We note that $G' = C_{4k-6}$ and $S'$ is an ESD-set of $G'$, implying by Proposition 3.4 that $2k - 2 = \gamma_{\text{esp}}(G') \leq |S'| = |S| - 5$, and so $|S| = 2k + 3$, a contradiction. Hence, $S$ does not contain a vertex with both its neighbors in $\overline{S}$, that is, $G[S]$ does not contain an isolated vertex.

By our earlier properties, we infer that every component of $G[S]$ is a $P_2$-component. Furthermore since $|S| = 2k + 2$, the subgraph $G[S]$ contains $k + 1$ components. Therefore, the subgraph $G[S]$ consists of $k + 1$ components, where $k$ components are isomorphic to $P_2$ and one component isomorphic to $P_1$, that is, $G[S] = P_1 \cup kP_2$. Since the isolated vertex in $G[S]$ can be chosen in $n$ ways, this implies that $N_{\text{esp}}(C_{4k+3}) = n$. □

We close this section by counting the number, $N_{\text{esp}}(P_n)$, of $\gamma_{\text{esp}}$-sets in a path $P_n$ of order $n$.

**Theorem 8.3** If $P_n$ is the path graph of order $n \geq 2$, then

$$N_{\text{esp}}(P_n) = \begin{cases} 
1 & \text{if } n = 4k, \\
2k + 1 & \text{if } n = 4k + 1, \\
\frac{5k^2 + 5k + 2}{2} & \text{if } n = 4k + 2, \\
k + 1 & \text{if } n = 4k + 3.
\end{cases}$$

**Proof.** For $n \geq 2$, let $G$ be a cycle $P_n$ given by $v_1v_2\ldots v_n$, and let $S$ be a $\gamma_{\text{esp}}$-set of $G$. As before, let $V = V(G)$. We consider four cases.

**Case 1:** $n = 4k$, for some $k \geq 1$. By Proposition 3.4 and Theorem 3.5, we have $\gamma_{\text{esp}}(P_{4k}) = \gamma_{\text{esp}}(C_{4k})$. In Case 1 of Theorem 8.2, we found all $\gamma_{\text{esp}}$-set of $C_{4k}$. If we remove the edge $v_1v_{4k}$, then only $S = S_4$ is an ESD-set for $P_{4k}$ and we have $N_{\text{esp}}(P_{4k}) = 1$.

**Case 2:** $n = 4k + 1$, for some $k \geq 1$. We proceed by induction on $k$. If $k = 1$, then by Theorem 3.5 we have $\gamma_{\text{esp}}(P_5) = 3$. We have three $\gamma_{\text{esp}}$-set for $P_5$, namely $S_1 = \{v_1, v_2, v_5\}$, $S_2 = \{v_1, v_3, v_5\}$ and $S_3 = \{v_1, v_4, v_5\}$. Hence, $N_{\text{esp}}(P_5) = 3$, as desired. This establishes the base case. Suppose that for $k = i$, we have $N_{\text{esp}}(P_{4i+1}) = 2i + 1$. We now count the number of $\gamma_{\text{esp}}$-set for $P_{4(i+1)+1}$. Since $\gamma_{\text{esp}}(P_{4i+5}) = 2i + 3$, we need two more vertices in $S$ to produce a $\gamma_{\text{esp}}$-set of $P_{4(i+1)+1}$. Clearly, in the last four vertices we should have more than one vertex in $S$, so these two vertices should
be picked from $v_{4i+2}$, $v_{4i+3}$, $v_{4i+4}$ and $v_{4i+5}$. In all cases, $v_{4i+5} \in S$. Now, consider Figure 10, where the black vertices belong to $S$. In both rows (I) and (II) in Figure 10, we can only add $v_{4i+2}$ and $v_{4i+5}$ to $S$, but in row (III), we have three different choices for $S$, namely

\[
S_1 = S \cup \{v_{4i+2}, v_{4i+5}\},
\]
\[
S_2 = S \cup \{v_{4i+3}, v_{4i+5}\},
\]
\[
S_3 = S \cup \{v_{4i+4}, v_{4i+5}\}.
\]

So, in total, we have $N_{\text{esp}}(P_{4i+5}) = N_{\text{esp}}(P_{4i+1}) + 2$, and the induction is completed. One can easily check that there is no possibility that we have $v_{4i+1} \in S$ and then find a $\gamma_{\text{esp}}$-set for $P_{4i+5}$.

**Case 3: $n = 4k + 2$, for some $k \geq 0$.** By Proposition 3.4 and Theorem 3.5, we have $\gamma_{\text{esp}}(P_{4k+2}) = \gamma_{\text{esp}}(C_{4k+2})$. We now proceed in a similar way as in Case 1. We have two subcases:

**Case 3.1: $k$ is odd.** Here we consider Figure 9 and find all $\gamma_{\text{esp}}$-sets of this cycle. Removing the edge $v_1v_{4k+2}$ yields a path. First, we consider row 1. In this row, we have a set of four consecutive vertices in $S$, and $k - 1$ sets of two consecutive vertices in $S$, which in total gives us $4k + 2$ sets after shifting vertices, as we did in proof of Theorem 3.2. Among these sets, we have three sets with four consecutive vertices in $S$, and these sets contain both $v_1$ and $v_{4k+2}$, and $k - 1$ sets of two consecutive vertices. So, in total for row 1, we have $k + 2 \gamma_{\text{esp}}$-set for $P_{4k+2}$. In the next step, we do the same for all rows in Figure 9. So, in general, we have:

(a) One row (row 1) with a set of four consecutive vertices and $k - 1$ sets of two consecutive vertices in $S$, which yields $k + 2 \gamma_{\text{esp}}$-sets.

(b) $\frac{k+1}{2}$ rows (rows 2 to $\frac{k+1}{2}$) with two sets of three consecutive vertices and $k - 2$ sets of two consecutive vertices in $S$, which in each row, yields $k + 2 \gamma_{\text{esp}}$-sets.

(c) $k$ rows (rows $\frac{k+3}{2}$ to $\frac{3k+1}{2}$) with a set of three consecutive vertices, a set with single vertex and $k - 1$ sets of two consecutive vertices in $S$, which in each row, yields $k + 1 \gamma_{\text{esp}}$-sets.

(d) $\frac{k-1}{2}$ rows (rows $\frac{3k+3}{2}$ to $2k$) with $k + 1$ sets of two consecutive vertices in $S$, which in each row, yields $k + 1 \gamma_{\text{esp}}$-sets.
(e) One row (row 2\(k+1\)) with \(k+1\) sets of two consecutive vertices in \(S\), which yields \(\frac{k+1}{2}\) \(\gamma_{\text{esp}}\)-sets. (Note that in this row which is separated by red color, half of the cases occur twice.)

(f) \(\frac{k-1}{2}\) rows (rows 2\(k+2\) to 2\(k+1+\frac{k-1}{2}\)) with two sets of single vertex and \(k\) sets of two consecutive vertices in \(S\), which in each row, yields \(k\) \(\gamma_{\text{esp}}\)-sets.

By summing all these cases, we have \(\frac{5k^2+5k+2}{2}\) \(\gamma_{\text{esp}}\)-sets for \(P_{4k+2}\).

Case 3.2: \(k\) is even. By considering Figure 8, analogous argument as in Case 3.1 yield the desired result.

Case 3: \(n = 4k + 32\), for some \(k \geq 0\). using analogous arguments as in Case 2 and using Figure 11, we infer that there is only one more set which is added to row (I). This completes the proof. \(\Box\)
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