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Abstract

Surface roughness is an important geomorphological variable which has been used in the earth and planetary sciences to infer material properties, current/past processes and the time elapsed since formation. No single definition exists, however within the context of geomorphometry we use surface roughness as a expression of the variability of a topographic surface at a given scale, where the scale of analysis is determined by the size of the landforms or geomorphic features of interest. Six techniques for the calculation of surface roughness were selected for an assessment of the parameter’s behaviour at different spatial scales and dataset resolutions. Area ratio operated independently of scale, providing consistent results across spatial resolutions. Vector dispersion produced results with increasing roughness and homogenisation of terrain at coarser resolutions and larger window sizes. Standard deviation of residual topography tends to highlight local features and doesn’t detect regional relief. Standard deviation of elevation correctly identified breaks-of-slope and was good at detecting regional relief. Standard deviation of slope (SDslope) also correctly identified smooth sloping areas and breaks-of-slope, providing the best results for geomorphological analysis. Standard deviation of profile curvature identified the breaks-of-slope, although not as strongly as SDslope and it is very sensitive to noise and spurious data. In general, SDslope offered good performance at a variety of scales, whilst the simplicity of calculation is perhaps its single greatest benefit.
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1. Introduction

Surface roughness is a key land-surface parameter Olaya (2009) used across the earth and planetary sciences Hobson (1972) to both identify individual landforms and determine the processes acting upon them. For example, roughness-age relationships have been used to delimit landslides of different epochs McKeen and Roering (2004), as well as parameterize hydrological models for channel flow Mason et al. (2003). The surface roughness of a landform is therefore dependent upon the material properties, processes acting upon it and the time elapsed since formation.

A range of methods have been developed for the definition, calculation and application of surface roughness. A single definition of surface roughness may not be possible Hobson (1967), since different types of analysis require different sets of parameters. For example, in remote sensing roughness can be quantified using the reflection of electromagnetic radiation from a surface, ranging from specular to diffuse Lillesand et al. (2004). In geomorphometry Olaya (2009); Pike et al. (2009) roughness is described using surface elevation values and can be used to characterise landforms over a variety of different scales.

Whilst surface roughness remains the most common generic term, a variety of terminology have been applied to its study, including ruggedness Beasom et al. (1983); Washtell et al. (2009), rugosity Jenness (2004); Wilson et al. (2007), microrelief Stone and Dugundji (1965) or microtopography Herzfeld et al. (2000). Throughout this article, we use the term surface roughness as an expression of the variability of a topographic surface at a given scale, where the scale of analysis is determined by the size of the landforms or geomorphic features of interest, either local or regional. This means that if one wishes to study glacial geomorphology, for instance, a surface roughness map highlighting drumlins and eskers is not likely to highlight cirques or U-shaped valleys, and vice-versa.

This work specifically focuses upon the broad area of general geomorphology Evans (1972); MacMillan and Shary (2009) and, more explicitly, on a quantification of surface roughness variability using digital elevation models (DEMs). DEMs provide an objective measure of surface elevation (or relief) and are therefore ideally suited to the parameterization of surface features Evans (1980). The wide availability of both high resolution national datasets (e.g. NextMap Britain) and medium resolution global datasets such as SRTM Rabus et al. (2003) or ASTER GDEM Reuter et al. (2009) makes them ideally suited to this type of analysis, although care should be exercised over the suitability of source data Wise (2007). Surface roughness is treated here as a geomorphometric variable, not as a parameter, although the latter has been used frequently in the literature Evans (1972); Minár and Evans (2008); Olaya (2009). A variable is a measurable property of a phenomenon (e.g. slope angle), whilst a parameter is a summary measurement of the characteristics of a population, such as mean slope angle Silk (1979).

In this work, we present a brief summary of the different approaches developed in the study of surface roughness in the earth and planetary sciences. This is followed by an assessment of six selected methods – area ratio, vector dispersion, standard deviation of residual topography (SD_{restopo}), standard deviation of elevation (SD_{elev}), standard deviation of slope (SD_{slope}) and standard deviation of profile curvature (SD_{prof_c}) – at different scales and spatial resolutions. These assessments are designed to test the application of the above six methods at quantifying roughness at different scales within the landscape, using datasets of differing spatial resolutions. This allows us to make recommendations for their use in geomorphometric studies, with emphasis on the scalability of these methods and suitability of input DEM data. Examples are presented for a study area in the Midland Valley, Scotland.

1.1. Study Area

The study area is located in the Midland Valley of Scotland, north of Glasgow (Fig. 1). Elevation ranges from sea level to ∼700 m in the northwest sector, near Loch Lomond. The region was last glaciated during the Last Glacial Maximum (∼20 ka BP) and, in the area around Loch Lomond, during the Younger Dryas glaciation (∼12 ka BP). The study area is primarily covered by till, excluding the summits of the Kilpatrick Hills and Campsie Fells. The river valleys are covered with glaciofluvial and glaciolacustrine deposits Rose (2008). Glacier bedforms, primarily
formed in areas of till, cover large areas of the region. The mix of small scale (drumlins) and large scale (scarps) relief makes this an ideal region to study the effects of spatial resolution and the scale of analysis on roughness calculations.

A sub-area (inset in Fig. 1B) was selected to calculate descriptive statistics and is enlarged in Fig. 1C, 3A-D, 4 and 5. In this sub-area, the main topographic features are the Campsie Fells, in the northeast sector and the Kilpatrick Hills, in the southwest. Small urban areas are found across the valley between the hills, in addition to an extensive patchwork of forests. This adds “surface clutter” to the DEM and is designed to test the sensitivity of roughness measures to these types of features.

Figure 1. Shaded relief image depicting the location of the study area (illumination 045°, elevation 30°, no vertical exaggeration). A-B line in C marks the profile of figure 9.

1.2. Measures of Surface Roughness

In this section, we provide a synopsis of the different definitions, methods and applications of surface roughness. This is intended to familiarize the reader with common methods found in the literature, not to provide an extensive review of the subject.

The area ratio evaluates the similarities between the surface (real) area and flat (plan) area of square cells or triangles defined by input points, by calculating the ratio of these values. Flat surfaces would present values close to one, whilst with irregular surfaces the ratio shows a curvilinear relationship which asymptotically approaches infinity as the real area increases Hobson (1967).

Different measurements of vector dispersion (or orientation) are used as a proxy for surface roughness Hobson (1967, 1972); Day (1979); Philip and Watson (1986); Guth (2003); Mckean and Roering (2004). An array of regularly spaced elevation values can be divided into planar triangular surfaces (defined by three adjacent non-collinear points) and normals to these planes represented by unit vectors. Values of vector mean, strength ($R$) and dispersion ($k$) can be calculated for each square cell. In smooth areas, with similar elevations, vector strength is expected to be high and vector dispersion to be low, since the vectors will become parallel, as $R$ approaches $N$ (number of vectors). In rough areas, the non-systematic variation in elevation readings will result in low
vector strength and high vector dispersion. To Mark (1975), planar areas should have a roughness value of zero, so the inverse of $k$ would be a better representation of roughness measure.

Several authors define surface roughness in terms of the variability of elevation values, generally expressed as the absolute standard deviation of all values within a window, or as the deviation from a best-fit plane. It has been applied to data such as raw elevation points Hobson (1972), DEMs Evans (1984); Haneberg et al. (2005); Glenn et al. (2006); Frankel and Dolan (2007); Arrell and Carver (2009), satellite imagery Beyer et al. (2003); Cord et al. (2007), bathymetric data Dartnell and Gardner (2004); Valentine et al. (2004); Lundblad et al. (2006); Wilson et al. (2007) or elevation profiles Van Der Veen et al. (1998); Kreslavsky and Head (2000); Shepard et al. (2001). Standard deviation of residual topography was used as a measure of roughness by Haneberg et al. (2005); Haneberg (2007); Cavalli et al. (2008), where the residual topography is the difference between the original and a smoothed DEM (an approach similar to the deviation of values from a best-fit plane).

Curvature is the second derivative of the altitude or elevation surface and is comprised of three elements: profile, planform and tangential curvature Schmidt et al. (2003). Of particular interest is profile curvature as this measures downslope curvature and helps identify breaks-of-slope and therefore potentially roughness. The standard deviation of both planform and profile curvatures were used as part of a study on multi-dimensional terrain characterization, were profile curvature (the rate of change of slope) was related to roughness and planform curvature (the rate of change of aspect), to drainage density Evans (1984, 1998).

Other methods employed to determine surface roughness include fourier analysis Stone and Dugundji (1965); Fox and Hayes (1984); Hubbard et al. (2000); Siegent et al. (2004); Taylor et al. (2004); Bingham and Siegent (2009), geostatistics Philip and Watson (1986); Herzfeld et al. (2000); Siska et al. (2005) the fractal dimension of a surface Elliot (1989); Taud and Parrot (2005) and entropy Gorini (2009); Papasaika and Baltsavias (2009).

The above approaches can be broadly classified as array or profile based. Array based techniques are applied regionally to 2-dimensional input data. Profile based techniques are based up on a single set of values, usually field-surveyed profiles, and are 1-dimensional. The resultant output can be presented as either a grid, where the results show the variation of values in space, or as summary statistics, either calculated from all points in the area or from local profiles.

The methods outlined above were reviewed in order to discard those that were not appropriate for geomorphometric analysis. Procedures based upon profile data (e.g. fourier analysis) were rejected as they provide limited, 1-dimensional, information. Additionally the variability of landform orientation may lead to overestimation of wavelength when linear features are sampled at any angle other than perpendicular to strike. This may not be a problem in small, field-surveyed profiles, but certainly applies to remotely sensed data, such as echo-sounding bathymetry.

The spatial variability of geomorphometric variables is important – it is not enough to know that a given area is “rougher” or “smoother” than another, but rather how much and where this difference happens, since it may be related to geological features such as lithological boundaries and [neo]tectonic structures, which could be masked in a hypsometric map, as a consequence of altimetric variations and of the altitude intervals chosen to generate the map Grohmann (2004).

Therefore, only array-based methods were considered in our analysis.

The area ratio, vector dispersion, standard deviation of elevation, standard deviation of residual topography, standard deviation of slope and standard deviation of profile curvature methods were selected for our analysis. These methods are suited to array-based calculations using DEMs as primary input data and were implemented as sequences of neighbourhood (i.e. moving-window) and raster map algebra analysis steps. Moving-window operators were adopted because the morphometric variable is calculated for all input cells, so there is no risk of “missing” any terrain feature Grohmann and Riccomini (2009). The flexibility of array-based calculations also means that a multi-scale study can be performed by changing the neighbourhood size or by resampling the original data.

The expected relationship between DEM spatial resolution and moving-window size for surface roughness measurements is schematically presented in Fig. 2. For a hypothetical topographic profile, DEM resolution is represented by straight line segments, and decreased two-fold each
time, from top to bottom. Vectors normal to surface “cells” are shown as arrows. Moving-windows are illustrated by rectangles and their size is related with the topmost “DEM” (1x). Roughness is given as shades of grey, where light tones represent smooth surfaces and dark tones, rough areas. With small windows, only the breaks-of-slope (local relief) are marked with high roughness values. As the window size increases, larger relief features (such as scarps) tend to be included in the high value areas, although there is a point where the window size becomes bigger than the landforms of interest in the area, in which case it will not be possible to discriminate the response of these features. Additionally, depending upon the characteristics of the area (e.g. large plains or structural surfaces) the altimetric variation of different geomorphic domains may be so small that other parameters would be necessary in order to identify them.

Figure 2. Schematic representation of surface roughness measures variation according to spatial resolution of DEM and moving-window size.

Given the variety of approaches for calculating surface roughness, in this section we have selected six primary methods for a comparative assessment. These are subsequently evaluated at different scales and across spatial resolutions, with qualitative and quantitative results presented.

2. Methodology

As this study is restricted to evaluating array-based geomorphometric methods for calculating surface roughness, an input DEM is required for further analysis. DEM selection criteria were based around spatial resolution and geographic location, with a high spatial resolution DEM required in order to test the above algorithms across a range of resolutions and within a study area presenting multi-scale roughness features. The NEXTMap Britain Smith et al. (2006) DEM was considered suitable as the input dataset. This product was acquired and produced by Intermap Technologies using airborne interferometric synthetic aperture radar (InSAR), at a spatial resolution of 5 m, with a vertical accuracy of 0.5-1 m and horizontal accuracy of 2 m. It is therefore at a sufficient spatial resolution for multi-scale evaluation and, as a product with extensive coverage, is available for any part of the Western Europe.

To evaluate the effects of spatial resolution, the original DEM was resampled by calculating the mean elevation value at resolutions of 10, 25, 50 and 100 m. This is intended to simulate data acquired by sensors with different spatial resolutions; as such, it is appropriate that the elevation
value is the average of the actual elevations within the cell. To evaluate scale effects of roughness, the selected methods were applied to all DEMs using moving-windows of 3x3, 5x5, 7x7, 9x9, 11x11, 13x13, 15x15, 17x17, 19x19, 21x21, 31x31 and 51x51 cells. Roughness was calculated for the 5 resolutions and 12 window sizes, using the 6 methods outlined above, giving a total of 360 individual model runs.

To calculate area ratio, the surface area of individual cells was calculated according to Grohmann (2004), from the trigonometric relationships between the square (horizontal) pixel and its inclined projection, given by slope. Temporary layers with the sum of values within a neighbourhood for plan and real area were used to calculate the final ratio.

To calculate vector strength ($R$) and dispersion ($1/k$), compass-oriented aspect (the default in GRASS is cartesian-oriented, with $0^\circ$ at East and increasing counter-clockwise), colatitude ($90^\circ$ - slope), direction cosines (Eq. 1) and sum of direction cosines in a neighbourhood (Eq. 2) were calculated. Vector strength was derived according to 3 and vector dispersion as the inverse of 4 Mark (1975).

\[ x_i = \sin \theta_i \cos \phi_i \quad y_i = \sin \theta_i \sin \phi_i \quad z_i = \cos \theta_i \]

\[ \bar{x} = \frac{\sum_{i=1}^{N} x_i}{N} \quad \bar{y} = \frac{\sum_{i=1}^{N} y_i}{N} \quad \bar{z} = \frac{\sum_{i=1}^{N} z_i}{N} \]

\[ R = \sqrt{\bar{x}^2 + \bar{y}^2 + \bar{z}^2} \]

\[ k = \frac{(N - 1)}{(N - R)} \]

Residual topography was obtained by subtracting the DEM for each spatial resolution from an averaged version, calculated at each moving-window size.

Slope, aspect and profile curvature were calculated in GRASS using formulas by Horn (1981). To avoid potential bias of aspect in 0, 45, 90,..., 360 directions Neteler and Mitasova (2008); Hofierka et al. (2009), all DEMs were set to have floating-point precision.

Standard deviation outputs were calculated using common moving-window tools. These methods were implemented as shell scripts in GRASS-GIS Neteler and Mitasova (2008); GRASS Development Team (2009), as sequences of neighbourhood (i.e., moving-window) and raster map algebra analysis steps. Shell scripts for area ratio and vector dispersion calculations are available for download at the GRASS Wiki site.\(^1\)

3. Results

Initial results are depicted in Fig. 3A-F, where surface roughness, calculated using a 11x11 moving-window over the DEM with 10 m spatial resolution, are presented for the selected methods sorted according to those based directly on elevation values (area ratio, vector dispersion, $SD_{\text{restopo}}$, $SD_{\text{elev}}$) and those based on derivatives of the elevation ($SD_{\text{slope}}$, $SD_{\text{profc}}$). Shades of yellow correspond to smoother areas, green-blue tones to intermediate values and purple-red to rough areas. It should be noted that the original roughness values were normalized, in order to provide a direct comparison between the maps.

For the area ratio output (Fig. 3A), the predominance of cyan tones in an area of low relief indicates that this method fails to distinguish features with similar elevation. The scarps of Campsie Fells are marked with high roughness values, since they have steep slope angles, even though they may be considered as smooth [inclined] surfaces.

In the vector dispersion output (Fig. 3B), the predominance of blue-purple tones indicates the sensitivity of this method to small-scale (i.e. local) variations in elevation, which are common in

\(^1\)http://grass.osgeo.org/wiki/GRASS_AddOns
Figure 3. Sample output for surface roughness calculations. A) area ratio; B) vector dispersion (1/k); C) standard deviation of elevation (SD_elev); D) standard deviation of slope (SD_slope); E) standard deviation of profile curvature (SD_profc); F) standard deviation of residual topography (SD_restopo). All outputs were calculated using a 11x11 neighbourhood for the 10 m DEM.

InSAR datasets over vegetated and urban areas. In this image the scarps of the Campsie Fells are depicted as smooth areas, with low vector dispersion.

SD_restopo (Fig. 3C) identifies the break-of-slope of Campsie Fells scarps, although not as well as SD_slope. Urban and vegetated areas show intermediate to low values (green-cyan tones).

The output for SD_elev (Fig. 3D) show a predominance of low values (yellow-green tones), with the scarps of the Campsie Fells marked with high values due to the steep slopes. This method is also sensitive to local strong variations in elevation, which can be caused by spurious data. It is worth noting that area ratio and SD_elev delimit forest stands. Both these methods would benefit from simple contrast stretches to better visualise the data.

SD_slope (Fig. 3E) is sensitive to sudden changes in the original slope values, and highlights the boundaries of urban and forest areas. The scarps of the Campsie Fells are correctly identified as smooth areas, with high values located over the slope break, indicating that this method is suitable for terrain analysis.

SD_profc (Fig. 3F) does not identifies the slope break of the Campsie Fells scarps. The higher values are found in urban and vegetated areas, indicating a sensitivity to strong variations in slope.

The effect of changing the spatial resolution of the DEM and moving window size is illustrated for vector dispersion, SD_slope and SD_restopo in Figs. 4 and 5. Figs. 6 and 7 also presents summary statistics for all model runs; median values are used in the plots, since all outputs present an asymmetric distribution. Fig. 6ABC and Fig. 7ABC shows median roughness curves for window size, across all DEM resolutions. Fig. 6DEF and Fig. 7DEF provides the same summary for standard deviation. Fig. 8 depicts density plots Cox (2007) of roughness values for four DEM resolutions (10, 25, 50 and 100 m) at all window sizes.

Our tests demonstrate that for area ratio the broad pattern of roughness does not change...
across scales or window sizes. Median values remain approximately constant across window sizes (Fig. 6A) as well as the peaks of density curves (Figs. 8A-D), although the mean roughness value increases with decreasing spatial resolutions. The standard deviation shows a tendency to increase with window size. Whilst smoothing does occur at coarser resolutions and larger window sizes, area ratio is generally scale independent.

The results for vector dispersion show a more complex relationship with resolution and window size. As resolution decreases and window size increases, roughness increases (Fig. 6C). Roughness
values for a 3x3 window are similar in all resolutions, and grow fast, as if following a power-law. Standard deviation values (Fig. 6D) increase rapidly for small windows and tend to decrease for windows larger than 11x11. Density plots (Fig. 8E-H) show a transition from positive skewed, unimodal distributions for small windows to more symmetrical distributions for large windows. As the spatial resolution decreases, density curves for large windows tend to present more than one peak. The north scarps of the Campsie Fells continue to present low roughness values as resolution decreases and the areas of intermediate to high values in the south scarp tend to be eliminated as landforms become generalised. In the south area, the presence of smooth (open fields) and rough (urban/vegetated) features produces mixed results as the resolution is reduced. Whilst vector dispersion is less sensitive to outliers, it only depicts roughness at certain scales and doesn’t identify regional roughness features (i.e. mountain blocks). Unlike area ratio, it does (correctly) depict uniform slopes as smooth.

SD \text{\textsubscript{restopo}} show an increase in median values with increasing window sizes. For windows from 13x13 to 21x21, an inversion in the general behaviour of roughness values for resolutions of 10 m and 25 m is observed, where the values for the 25 m DEM are lower than the values for the 10 m DEM. With smaller (3x3 to 11x11) and larger (31x31 and 51x51) windows, values for the 25 m DEM are higher than those for the 10 m DEM (Fig. 6E). Standard deviation shows a tendency to increase with window size up to 21x21, where it stabilizes. The stacking pattern of the curves is better defined than for SD \text{\textsubscript{profc}} (Fig. 6F). Density plots (Fig. 8I-L) show positive skewed distributions with a peak at about the same value (0.1) for all resolutions and window sizes, except for large windows (31x31, 51x51) at low resolutions (50 m, 100 m).

SD \text{\textsubscript{elev}} shows an increase in roughness (and standard deviation) as resolution decreases and window size increases, with the effect greater at coarser resolutions (Figs. 7A and B). In particular, breaks-of-slope are identified so that at coarser resolutions and larger window sizes, regional relief is identified. Density plots (Fig. 8M-P) show positive skewed distributions through all resolutions and window sizes, except for larger windows (31x31, 51x51) at low resolutions (50 m, 100 m), where the distribution becomes less skewed and essentially bimodal, with distinct peaks for low and high roughness values.

SD \text{\textsubscript{slope}} shows an increase in roughness as window size increases, although the spatial resolution of the dataset does not appear to influence the output (Fig. 7C). Standard deviation of SD \text{\textsubscript{slope}} shows a tendency to increase with a decrease in resolution and increase in window size (Fig. 7D). Density plots (Fig. 8Q-T) exhibit a transition from unimodal distributions to bimodal or multi-modal distributions with increasing window size, a behaviour enhanced at low spatial resolutions. High values of SD \text{\textsubscript{slope}} in output with large window sizes tend to concentrate around areas with high values in output with small window sizes.

SD \text{\textsubscript{profc}} yielded mixed results. As median values tend to increase with window size, the spatial resolution does not follow a pattern, with higher values for intermediate resolution (25 m) lower values for high resolutions (5, 10 m) and intermediate values for lower (50, 100 m) resolutions (Fig. 7E). Standard deviation increases with window sizes up to 13x13 and then tends to stabilize. Again, spatial resolution does not follow a clear pattern, as that observed by the stacking of curves for other methods (Fig. 7F). Density plots (Fig. 8U-X) show positive skewed distributions for small windows and less skewed distributions for large windows. Interestingly, with 50 m spatial resolution, density curves for windows from 11x11 to 21x21 pixels (Fig. 8W) present a peak at about the same value.

4. Discussion

The previous section has presented initial results for calculations of roughness at five sample resolutions and twelve window sizes using six primary methods. Fig. 6A-C-E and Fig. 7A-C-E demonstrates that, in general, all methods, except area ratio, have a tendency for an increasing median with increasing neighbourhood size. SD \text{\textsubscript{elev}} and SD \text{\textsubscript{slope}} follow a linear trend, whilst vector dispersion, SD \text{\textsubscript{profc}} and SD \text{\textsubscript{restopo}} appear to follow a power-law.

The vertical stacking of curves in the plots shows the influence of spatial resolution in the calculated values. One exception to this is the 5 m vector dispersion curve (Fig. 6C), where the
values increase faster than those of coarser DEMs, eventually converging to the values of the 10 m DEM, with a window size of 51x51 cells. This is interpreted as being related to abrupt changes in elevation (and therefore high vector dispersion) due to “surface clutter” (specifically urban and vegetation features), which are well defined at the original DEM resolution of 5 m. These features are progressively smoothed as the resolution decreases.

Additionally, all vector dispersion curves have similar values for the 3x3 window. In a 3x3 neighbourhood, vector dispersion is generally small, regardless of the spatial resolution, except at the edges of features where there are strong variations of slope. This occurs around vegetation and urban areas for the fine resolution DEMs, or around steep scarps for the coarse DEMs. An increase in the moving-window size to 5x5 or 7x7 is enough to produce different results across the range of spatial resolutions. Fig. 6D show that the standard deviation of vector dispersion tends to decrease as the neighbourhood size increases, although the values increase slightly prior to decline. This initial growth is explained by the moving-window size (as with the vector dispersion values) where 3x3 windows are less sensitive to spatial resolution changes.

These results agree with Tobler’s First Law of Geography that Tobler (1970), near things are more related than distant things. Therefore elevation values within a small window should be
similar with a correspondingly low standard deviation.

Fig. 9 shows the behaviour of the selected surface roughness methods in a SSW-NNE profile across the north scarps of Campsie Fells (profile location on Fig. 1C). In the top plot, area ratio and SD$_{elev}$ show high values at the smooth, steep slope of the scarp. Besides the central peak, area ratio values remain approximate constant, whereas SD$_{elev}$ shows more variation. In the central plot, SD$_{slope}$ has two distinct peaks corresponding to the breaks-of-slope of the scarp and minor peaks related to smaller terrain features. SD$_{profile}$ also show the same peaks, although the roughness values are about half of SD$_{slope}$. In the bottom plot, vector orientation has two main peaks, one at the upper break-of-slope of Campsie Fells and one located over a small terrain feature to SSW (left on the plots), which didn’t received such high values with the other methods. SD$_{restopo}$ marks the upper break-of-slope, although the lower break is not well defined.

In summary, area ratio operates independently of scale, providing a consistent result which means that coarser resolution DEMs should produce similar results to detailed DEMs. This is a significant advantage, although it should be noted that steep, smooth, slopes will appear as rough terrain. Vector dispersion produces a much wider range of results with increasing roughness (and homogenization of terrain) at coarser resolutions and larger window sizes. Whilst steep, smooth, slopes will have low roughness values, breaks-of-slope are not readily delimited and regional relief is more difficult to identify. However vector dispersion is good at identifying fine-scale roughness
features and there is the potential for its use in automating the removal of “surface clutter” from DEMs. SD\textsubscript{restopo} tends to highlight local features and doesn’t detect regional relief \cite{Hiller2008}.

With large window sizes, SD\textsubscript{elev} identifies breaks-of-slope and could be used to detect regional relief. At fine resolutions and small window sizes it remains good at identifying small features, although standard image processing techniques (such as contrast stretches) may be required to emphasise them. SD\textsubscript{slope} correctly identifies steep smooth slopes and areas of “surface clutter” (e.g. forest stands) whilst also identifying breaks-of-slope across scales. In addition to good performance at a variety of scales, both SD\textsubscript{elev} and SD\textsubscript{slope} benefit from the simplicity of the calculation, although any noise or error in the original elevation data may be enhanced. SD\textsubscript{profz} identified the breaks-of-slope, although not as strongly as SD\textsubscript{slope} and it is very sensitive to noise and spurious data, as small errors in input DEMs can potentially lead to large errors in derivative products (e.g. aspect, slope, curvature) and, indeed, these can be used to assess DEM quality \cite{Wise2000}.
Figure 8. Density curves for the selected roughness methods plotted at four spatial resolutions (10, 25, 50 and 100 m) for 12 moving window sizes.

5. Conclusions

Surface roughness is commonly used in the earth and planetary sciences as an explanatory variable. It is dependent upon material properties, current and palaeo processes and the time elapsed since formation. Six common measures of surface roughness - area ratio, vector dispersion, standard deviation of residual topography, standard deviation of elevation, standard deviation of slope and standard deviation of profile curvature - have been implemented using common GIS
tools. The widespread availability of DEMs allows the fast and inexpensive multi-scale analysis of surface roughness.

Standard deviation of slope, standard deviation of profile curvature and vector dispersion provide good results, depicting most terrain features, standard deviation of elevation and standard deviation of residual topography have an intermediate performance, whilst area ratio fails to distinguish between landforms in areas of low relief. Both area ratio, standard deviation of elevation and standard deviation of profile curvature are sensitive to abrupt strong variations in elevation, which can be caused by spurious data.

Inclined smooth surfaces, such as hillslopes, will have high values for area ratio and standard deviation of elevation calculations, but low values for vector dispersion, standard deviation of slope and standard deviation of profile curvature calculations. Vector dispersion and standard deviation of slope calculated using 3x3 windows have similar median values, regardless of the spatial resolution, whereas 5x5 or 7x7 windows were sufficient to produce different results at different spatial resolutions.

Neighbourhood size plays an important role, along with spatial resolution, in determining which features will be identified, and thus, the scale of analysis. There is little advantage in using a detailed, fine-resolution DEM, as a large neighbourhood will be required and the number of cells within the window grows exponentially, which dramatically increases the computational time involved in roughness calculations.

Standard deviation of slope remains the single most effective measure of surface roughness due to the simplicity of calculation, detection of fine scale/regional relief and performance at a variety of scales.
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