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Abstract
The planning process of wood remanufacturing operations encompasses challenging characteristic, including divergent co-production (one log tree may produce several different products), alternative processes (different receipts exist to produce the same product and imperfect raw materials (due to its biological nature, the yield vary considerably). To deal with this complexity, in this paper random demand is modeled as scenario tree and three new predictive multi-stage stochastic programming models are developed with multiple objective functions. After implementing them employing datasets from a wood remanufacturing partner in Canada, the proposed models are compared to a reactive re-planning approach. The obtained results indicate that the new models exhibit higher quality solutions in comparison with their corresponding deterministic two-stage models. We also determine the number of stages for which the multi-stage programs provide better planning than the re-planning approach.
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1. Introduction
In the wood remanufacturing sector price-based competition, sawmills are primary processing plants seeking to develop value-added products, which are forwarded to secondary and tertiary plants called wood remanufacturing mills. In this context, low value-added lumber (usually with quality issues) are transformed into several high-value end-products (e.g. components for furniture, roofing, etc.).

Some basic features of this industry sector make its production planning quite challenging, among them it is important to mention the following ones. First of all, remanufacturing mills transform different finished products in the same production run using an intrinsic divergent co-production approach. In addition, one item can be manufactured through alternative processes (called recipes), using substitute raw materials (i.e., lumber) that, in turn, output different co-products. Alternative
processes differ in terms of co-products yield, required inputs, production lead-times and also production costs. Moreover, manufacturing planning has to deal with a dynamic market, encompassing a large product portfolio with changing demands and short-term delivery lead-times. Many unpredictable orders are received at the same time and must be filled in a brief period. The dominant marketing practices in remanufacturing sector ask for a make-to-order production planning, in which serval products are manufactured according to clients orders, but forcibly other less important co-products are produced and later stocked. Furthermore, the raw materials are imperfect, i.e. transferred lumber from sawmills has some visual features that are critical in remanufacturing plants. In fact, different recipes are defined for a specific lumber according to different unusable areas (imperfect spots) spread throughout lumber. Most of these imperfections are in the form of knots, varying location and form, typical in biological material. This issue is especially relevant in the studied industry sector.

Production planning is not simple in this context, particularly when demand varies considerably. In the literature, first papers dealing with planning approaches for this industrial field were Rafiei et al. (Rafiei et al., 2014; Rafiei et al., 2015; Rafiei et al., 2016); in which a series of reactive planning approaches is developed and evaluated, making use of complete re-planning approach following a periodic policy and rolling horizons. This kind of reactive planning approaches can provide good results when demands are unpredictable. However, but combined with local and real-time decisions, with small order cycle-times, planners have to deal with short re-planning intervals. As a result, one sees an increase in the number of revisions that a plan undergoes during execution, affecting plan stability and nervousness (Vieria et al., 2003), which may not be suitable in the real world. In addition, these reactive planning approaches may not be efficient in conditions with more stable demand (i.e. when a more mature product family, with consistent historical data), which can be the case in this sector in several situations. Thus, the existing approaches miss some important research opportunities.

To contribute reducing this research gap, the presence of both high-level re-planning frequency and an important quantity of mature products together in the same supply chain has motivated us to develop and test a series of novel stochastic models, created as a predictive approach with finite distributions for the stochastic demand parameter. In this context, considering that the demand probability distribution is known, this paper develops a predictive (rather than reactive) approach based on multi-stage stochastic programming. The new proposed models are submitted to a comparative analysis, benchmarking the existing reactive approach developed in Rafiei et al. (Rafiei et al., 2014; Rafiei et al., 2015; Rafiei et al., 2016). An important result consists in determining the number of stages for which the multi-stage programs provide better planning than the re-planning approach. This is the first time this kind of problem has been modelled through stochastic programming in the wood remanufacturing sector, and compared to a reactive planning approach. This work thus extends the previous research and contributes by providing the wood remanufacturing industry with both reactive and predictive planning systems necessary to deal with different market conditions. To model a realistic production planning set, a real case study in Canada is considered as a proof-of-concept case study.

This manuscript is organized into four sections: Section 2 presents a literature review and it specifies the paper’s contribution. The proposed planning approach is presented in Section 4 together with the proof-of-concept case study. Section 4 discusses computational results and Section 5 presents the paper’s conclusions.


2. Literature Review

Basically, two research streams are connected to the present work: stochastic programming in production planning problems, which is complementary to the wood remanufacturing industry planning problems.

First of all, stochastic programming approaches have been employed in production planning problems since long ago, in which decision systems comprising stochastic processes are encapsulated in a finite number of stages with uncertainty evolving over time. Due to computational burden to solve these types of problems, a series of stochastic programing algorithms has been created for solving industry-scale problems (Ruszcynski and Shapiro, 2003). For most of them, a two-stage model is considered. Examples of works dealing with demand uncertainty include design batch plants (Engell et al., 2004; Chu and You, 2013), supply chain planning (Gupta and Maranas, 2003), semiconductor capacity planning (Swaminathan, 2000; Rao et al., 2004) and forestry products planning (Kazemi et al., 2011; Shabani et al., 2014). By allowing the decisions to be revised at any time during the stage upon the realized uncertainty, an extension of the two-stage paradigm to the multi-stage stochastic programming occurs (Huang and Ahmed, 2009). In such problems, a scenario tree describes the uncertainty and an objective function is defined to indicate the related risks in the decision-making process. The literature in multi-stage stochastic programming to deal with uncertain demand focus diverse areas, including: capacity planning (Karabuk and Wu, 2003; Pimentel et al., 2013), lot-sizing (Brandimarte, 2006; Huang and Ahmed, 2009) and forestry production planning (Kazemi et al., 2010).

Secondly, the stream related to the wood remanufacturing industry is also evolving considerably. Generic models for remanufacturing were proposed. Farrell and Maness (2005) came up with a decision-support system for production planning in secondary (remanufacturing) mills using generic linear programming models, tested in a real case located in British Columbia (Canada). Additionally, some researchers in this industry incorporated lean manufacturing (Pirraglia et al., 2009), i.e., instead of trying to predict the future, some lean manufacturing principles are employed to establish inventory levels, disregarding replenishment times and customer demand variations. Despite the fact that secondary wood processing industries have brought massive social and economic benefits since the early 1980s (Kozak et al., 2003), companies in this sector still face critical challenges in production planning under dynamic demand. More recently, some studies consider production planning problems in the wood remanufacturing with this dynamic aspect in mind (Rafiei et al., 2014; Rafiei et al., 2015; Rafiei et al., 2016).

This literature review indicates that, despite the existence of several works in the field of production planning under uncertain demand through stochastic programming, it can still be considered an developing field comprising diverse uncluttered research questions (Rönqvist et al., 2015). In addition, some works have studied optimization in production planning in the forest products sector (e.g., D’Amours et al., 2008) and stochastic programming is used (e.g., Kazemi et al., 2011; Shabani et al., 2014). However, the remanufacturing industry holds some characteristics (already discusses in Section 1) that distinguish it from other manufacturing operations, making this a complex sector to manage. It is still missing an application of stochastic programming explicitly considering the nature of the wood remanufacturing industry in the literature.

Thus, the present study develops three multi-stage stochastic programming models wherein demand uncertainty evolves with time according to a stochastic process. Each optimization model has a different objective function, namely the cost, the marginal contribution, and the profit. These
stochastic models aim to provide production plans that encompass the following characteristics: they have practical implementation viability, they are able to manage different demand scenarios, allowing for a future full-recourse action. Predictive in nature, the proposed multi-stage stochastic models are compared to the reactive approach. As already indicated in the introduction, this is the first time this kind of problem has been modeled through stochastic programming in the wood remanufacturing sector. The proposed predictive multi-stage stochastic models are compared to a reactive rolling-horizon based re-planning method, aiming to identify the number of stages for which the multi-stage programs provide better planning than the re-planning approach. This allows for an evaluation of the gain of using predictive stochastic programming models instead of a reactive planning approach that increases the system nervousness and instability. Another important contribution of the paper is that the proposed approach is applied for a real case study of wood remanufacturing production planning, which is presented next.

3. Contribution: Proof-of-Concept and Mathematical Models
We consider a softwood remanufacturing mill located in Quebec, Canada. The case under study transforms lumber into bed frame components. It is the same case study of Rafiei et al. (Rafiei et al., 2014; Rafiei et al., 2015; Rafiei et al., 2016), which will be later used as a benchmarking reference for the new stochastic models developed herein for the same industry sector and for a proof-of-concept and comparative analysis in Section 4.

In this case, production involves lumber sorting, drying and remanufacturing. In a co-production system with alternative processes or recipes, each lumber (as raw materials) may have more than one recipe, producing different sets of co-product. We invite the reader to consult Rafiei et al. (2014) for a detailed explanation of the case employed as a reference here.

In the next subsections, we first introduce the deterministic models. Next, we present our methodology in modeling the uncertain demand before providing our new stochastic programming formulations of the proposed models.

3.1 Deterministic Models
Consider a production unit with $T$ periods as a planning horizon, in which $t$ refers to periods $t = 1, \ldots, T$. Supply of raw materials is considered unlimited. We also consider a single machine with negligible setup time.

3.1.1 Notations
The notations used are:

- **Sets**
  - $P_{\text{consumed}}$ Products $p$ that can be consumed
  - $P_{\text{produced}}$ Products $p$ that can be produced
  - $R$ Set of recipes $r$ (an alternative process)

- **Parameters**
  - $c_{rt}$ Production costs associated with using recipe $r$ in period $t$
  - $inv_{pt}$ Inventory holding cost per unit of products $p \in P_{\text{produced}}$ in period $t$
  - $bo_{pt}$ Backorder cost per unit of product $p \in P_{\text{produced}}$ in period $t$
Capacity required for each recipe $r$ per unit time

Available capacity of machine for period $t$

The inventory of raw material $p \in P_{consumed}$ at the beginning of planning horizon

Supply of raw material $p \in P_{consumed}$ provided at the beginning of period $t$

The inventory of product $p \in P_{produced}$ at the beginning of planning horizon

The units of raw material $p \in P_{consumed}$ consumed by recipe $r$

The quantity of product $p \in P_{produced}$ produced by recipe $r$

Demand of product $p \in P_{produced}$ to be delivered by the end of period $t$

Marginal contribution of recipe $r$ that is the marginal profit of all products to be produced simultaneously using recipe $r$

Selling price (revenue) per unit of product $p \in P_{produced}$ according to recipe $r$

Decision variables

Number of times each recipe $r$ should be run in period $t$

Inventory size of product $p \in P_{produced}$ by the end of period $t$

Backorder size of product $p \in P_{produced}$ by the end of period $t$

Inventory size of raw material $p \in P_{consumed}$ by the end of period $t$

Quantity sold of product $p \in P_{produced}$ by the end of period $t$

Models

We consider several alternative optimization models as deterministic models. Each optimization model has a different objective function, namely the cost, the marginal contribution, and the profit. In the following, first the objective functions are defined and then the constraints are presented.

A. Objective Functions

Model 1: Cost minimization

The objective function of Model 1 (Equation 1) minimizes total production costs, inventory holding costs and backorder costs for all products.

\[
\text{Minimize} \quad \sum_{t} \sum_{r \in R} c_{rt} X_{rt} + \sum_{t} \sum_{p \in p_{produced}} (\text{inv}_{pt} I_{pt} + b_{pt} BO_{pt})
\]  

Model 2: Marginal Contribution Maximization

The second model consists in maximizing the “marginal contribution”, which is calculated as the prices of end products minus their total variable costs of production and consumed raw materials. Considering marginal contribution is a common optimization practice because of the co-production system in such mills. The objective function of Model 2 is:

...
Maximize \( \sum_{t} \sum_{r \in R} mc_r X_{rt} - \sum_{t} \sum_{p \in \text{produced}} (\text{inv}_{pt} \text{IP}_{pt} + \text{bo}_{pt} \text{BO}_{pt}) \) \( (2) \)

Model 3: Profit Maximization
The third model aims to maximize “profit” (i.e. total revenue minus total costs).

Maximize \( \sum_{t} \sum_{r \in R} \sum_{p \in \text{produced}} r_{pt} F_{pt} - \) 
\[ \sum_{t} \sum_{r \in R} \sum_{p \in \text{produced}} (\sum_{t} \sum_{r \in R} c_{rt} X_{rt} + \sum_{t} \sum_{p \in \text{produced}} (\text{inv}_{pt} \text{IP}_{pt} + \text{bo}_{pt} \text{BO}_{pt})) \) \( (3) \)

B. Constraints
Constraints of Models 1 and 2 are Constraints (4)-(8) and Constraints (12)-(14). However, Model 3 requires Constraints (4)-(6) and Constraints (9)-(15).

\[ \sum_{r \in R} \delta_r X_{rt} \leq c_t \] \( \forall t = 1, \ldots, T \) \( (4) \)

\[ \text{IC}_{p1} = \text{ic}_{p0} + s_{p1} - \sum_{r \in R} \phi_{pr} X_{r1} \] \( \forall p \in \text{p}^{\text{consumed}}, \ t = 1 \) \( (5) \)

\[ \text{IC}_{pt} = \text{IC}_{pt-1} + s_{pt} - \sum_{r \in R} \phi_{pr} X_{rt} \] \( \forall p \in \text{p}^{\text{consumed}}, \ t = 2, \ldots, T \) \( (6) \)

\[ \text{IP}_{pt} - \text{BO}_{pt} = \text{IP}_{pt-1} - \text{BO}_{pt-1} + \sum_{r \in R} \rho_{pr} X_{rt} - d_{pt} \] \( \forall p \in \text{p}^{\text{produced}}, \ t = 2, \ldots, T \) \( (8) \)

\[ \text{IP}_{pt} - \text{BO}_{pt} = \text{IP}_{pt-1} - \text{BO}_{pt-1} + \sum_{r \in R} \rho_{pr} X_{rt} - F_{pt} \] \( \forall p \in \text{p}^{\text{produced}}, \ t = 2, \ldots, T \) \( (9) \)

\[ \text{IP}_{pt} - \text{BO}_{pt} = \text{IP}_{pt-1} - \text{BO}_{pt-1} + \sum_{r \in R} \rho_{pr} X_{rt} - F_{pt} \] \( \forall p \in \text{p}^{\text{produced}}, \ t = 2, \ldots, T \) \( (10) \)

\[ F_{pt} \leq d_{pt} \] \( \forall p \in \text{p}^{\text{produced}}, \ t = 1, \ldots, T \) \( (11) \)

\[ X_{rt} \geq 0 \] \( \forall r \in R, \ t = 1, \ldots, T \) \( (12) \)

\[ \text{IC}_{pt} \geq 0 \] \( \forall p \in \text{p}^{\text{consumed}}, \ t = 1, \ldots, T \) \( (13) \)

\[ \text{IP}_{pt} \geq 0, \text{BO}_{pt} \geq 0 \] \( \forall p \in \text{p}^{\text{produced}}, \ t = 1, \ldots, T \) \( (14) \)

\[ F_{pt} \geq 0 \] \( \forall p \in \text{p}^{\text{produced}}, \ t = 1, \ldots, T \) \( (15) \)

Constraint (4) guarantees that the total production time is not greater than the available time and manufacturing capacity. Both (5) and (6) were created to ensure the total inventory balance for raw materials, i.e. inventory at the end of period \( t \) is equal to its inventory in \( t-1 \), plus raw materials.
\[ p \in P^{\text{consumed}} \text{ supplied } (s_{pt}) \text{ at the beginning of that period, minus its total utilisation in that period.} \]

In addition, constraints (7) and (8) aim to ensure that the sum of inventory (or backorder) of product \[ p \in P^{\text{produced}} \text{ at the end of period } t \text{ is equivalent to its inventory (or backorder) in the period } t-1, \]
plus the total production of that product in that period, minus the product demand for that period. Constraints (9) and (10) guarantee that the sales quantities should be satisfied by the production as well as the available inventories or backorder. Constraint (11) ensures that sales do not exceed customer demand at each period in Model 3. Finally, Constraints (12)-(15) ensures the decision variables’ non-negativity.

### 3.2 Modelling Demand

A scenario tree represents a common structure showing how uncertainty evolves over time, comprising potential data sequences (Alonso-Ayuso et al., 2003) in a planning horizon divided into time intervals. A stage is related to a time interval where a decision is made, and the length of the time interval might vary from one to a limited number of periods in a stage. The first stage represents the current date. Any tree node corresponding to a time interval represents a different possible state of the system, and arcs indicate the possible transition from a state in a time interval to a new state in the next time interval, with a given probability of this transition occurring. We use the Gaussian approximation method according to Miller and Rice (1983) to depict the scenario tree. That is, a trinomial scenario tree is composed of three possible demand levels, being High, Average, and Low, representing three possible realizations. The planning horizon is 54 periods organized in 4 stages, which means each one includes 18 periods. This produces a scenario tree with 40 nodes organized into 27 demand scenarios.

### 3.3 Multi-Stage Stochastic Programs

A multi-stage stochastic programming approach is employed to address uncertainty over time (Birge and Louveaux, 2010), given current resources, as well as possible future uncertainties and recourse actions. Uncertainties are modeled through a scenario tree (similar to the one presented in the previous subsection), an objective function captures the risk related to the sequence of decisions to be made and the mathematical problem is solved by way of a large-scale linear program.

Depending on the mathematical formulation for stochastic programming models, it might be necessary to ensure that the decision sequence respects the information structure associated with the scenario tree (Higle, 2005). It means that the model reflects non-anticipativity of the system (or is implementable), in which a decision have to be made in each stage with no knowledge of future realizations of random variables in further stages. Two approaches can enforce non-anticipativity constraints in the multi-stage model, namely split variable formulations and compact formulations (Alfieri and Brandimarte, 2005). In split variable formulations, the non-anticipativity constraints are explicitly imposed through a set of decision variables for each time period and each scenario. In contrast, in compact formulations, decision variables are associated to the nodes of the tree and non-anticipativity is built in a more implicit way. As compact formulations are computationally cheaper than split variable formulations when using standard solvers (Alfieri and Brandimarte, 2005), we employ a compact formulation for this problem. This assures that solutions at one stage do not depend on information not yet available, creating what literature calls full recourse (Alonso-Ayuso et al., 2003). In what follows, we at first present the notations, and then the multi-stage model.
3.3.1 Notations
Complementing those notations provided in Section 4.1.1, following mathematical notations are employed:

Indices
\( \tau \) Scenario tree
\( n, n' \) Nodes of the scenario tree \( n, n' \in \tau \)

Sets
\( \lambda_n \) Predecessor of node \( n \) in the scenario tree
\( \theta_n \) Set of time periods corresponding to node \( n \) in the scenario tree (number of periods in one stage)

Parameters
\( d^n_{pt} \) Demand of product \( p \in \text{Produced} \) to be delivered by the end of period \( t \) at node \( n \) of the scenario tree
\( \pi_n \) Probability of node \( n \) of the scenario tree

Decision variables
\( X^n_{rt} \) Control variable - Number of times each recipe \( r \) should be run in period \( t \) at node \( n \) of the scenario tree
\( IC^n_{pt} \) Inventory size of raw material \( p \in \text{Consumed} \) by the end of period \( t \) at node \( n \) of the scenario tree
\( IP^n_{pt} \) State variable - Inventory size of product \( p \in \text{Produced} \) by the end of period \( t \) at node \( n \) of the scenario tree
\( BO^n_{pt} \) State variable - Backorder size of product \( p \in \text{Produced} \) by the end of period \( t \) at node \( n \) of the scenario tree
\( F^n_{pt} \) Quantity sold of product \( p \in \text{Produced} \) by the end of period \( t \) at node \( n \) of the scenario tree

3.3.2 Model
A. Objective Functions
For the three considered alternatives in the deterministic models (Section 4.1.2.), three objective functions are proposed in the multi-stage stochastic models.

Model 1: Expected Cost Minimization
The objective function’s first term of Model 1 (Equation 16) calculates the expected production costs, while the second term accounts for the expected inventory holding and backorder costs

\[
\text{Minimize} \quad \sum_{n \in \tau} \sum_{t=1}^{T} \sum_{r \in R} c^n_{rt} X^n_{rt} + \sum_{t=1}^{T} \sum_{p \in \text{Produced}} (\text{inv}^n_{pt} \cdot IP^n_{pt} + \text{bo}^n_{pt} \cdot BO^n_{pt}) \quad (16)
\]

Model 2: Expected Marginal Contribution Maximization
The first term of the objective function of Model 2 (Equation 17) is the expected marginal contribution for the demand scenario tree and the second one computes the expected inventory holding and backorder costs.
\[
\text{Maximize } \sum_{n \in \tau} \left( \sum_{t \in \Theta_n} \sum_{r \in R} mc_{rt} X_{rt}^n - \sum_{t \in \Theta_n} \sum_{p \in P_{\text{produced}}} \left( inv_{pt} IP_{pt}^n (n) + bo_{pt} BO_{pt}^n \right) \right) + \sum_{t \in \Theta_n} \sum_{p \in P_{\text{produced}}} \left( inv_{pt} IP_{pt}^n + bo_{pt} BO_{pt}^n \right) \]

Model 3: Expected Profit Maximization

The objective function of Model 3 (Equation 18) includes the expected revenue and the expected production, inventory holding and backorder costs.

\[
\text{Maximize } \sum_{n \in \tau} \left( \sum_{t \in \Theta_n} \sum_{r \in R} \sum_{p \in P_{\text{produced}}} r_{pt} F_{pt}^n - \sum_{t \in \Theta_n} \sum_{r \in R} c_{rt} X_{rt}^n + \sum_{t \in \Theta_n} \sum_{p \in P_{\text{produced}}} \left( inv_{pt} IP_{pt}^n + bo_{pt} BO_{pt}^n \right) \right) \]

B. Constraints

\[
\sum_{r \in R} \delta_r X_{rt}^n \leq c_t \quad \forall t \in \Theta_n, n \in \tau \quad (19)
\]

\[
IC_{pt}^n = IC_{pt-1}^n + s_{pt} - \sum_{r \in R} \varphi_{pr} X_{rt}^n \quad \forall p \in p_{\text{consumed}}, t \in \Theta_n, n \& n' \in \tau
\]

\[
IC_{pt}^n = IC_{pt-1}^n + \sum_{r \in R} \varphi_{pr} X_{rt}^n (n) - d_{pt} \quad \forall p \in p_{\text{produced}}, t \in \Theta_n, n \& n' \in \tau
\]

\[
IP_{pt}^n - BO_{pt}^n = IP_{pt-1}^n - BO_{pt-1}^n + \sum_{r \in R} \rho_{pr} X_{rt}^n (n) - d_{pt} \quad \forall p \in p_{\text{produced}}, t \in \Theta_n, n \& n' \in \tau
\]

\[
IP_{pt}^n - BO_{pt}^n = IP_{pt-1}^n - BO_{pt-1}^n + \sum_{r \in R} \rho_{pr} X_{rt}^n (n) - F_{pt}^n \quad \forall p \in p_{\text{produced}}, t \in \Theta_n, n \& n' \in \tau
\]

\[
F_{pt}^n \leq d_{pt} \quad \forall p \in p_{\text{produced}}, t \in \Theta_n, n \in \tau \quad (23)
\]

\[
X_{rt}^n \geq 0, IC_{pt}^n \geq 0 \quad \forall p \in p_{\text{consumed}}, t \in \Theta_n, n \in \tau, r \in R \quad (24)
\]

\[
IP_{pt}^n \geq 0, BO_{pt}^n \geq 0 \quad \forall p \in p_{\text{produced}}, t \in \Theta_n, n \in \tau \quad (25)
\]

\[
F_{pt}^n \geq 0 \quad \forall p \in p_{\text{produced}}, t \in \Theta_n, n \in \tau \quad (26)
\]

Therefore, summary of alternative models defines accordingly.
Model 1: The objective function is given by Equation (16) 
Subject to: (19)-(21) and (24)-(25).

Model 2: The objective function is given by Equation (17) 
Subject to: (19)-(21) and (24)-(25).

Model 3: The objective function is given by Equation (18) 
Subject to: (19)-(20) and (22)-(26).

When applying the compact formulation, the decision variables $X_{rt}^n$ are set for each node of the tree of demand scenarios tree and a set of periods in each stage denoted by $\theta^n$. Therefore, the control variable of model (16)-(26) is production plan $X_{rt}^n$. The state variables are the inventory quantity variable ($IP_{rt}^n$) together with the backorder quantity variable ($BO_{rt}^n$). They are used to transfer ending values related to inventory and backorder from the previous stage to the first period of relevant nodes at the present stage.

4. Case Study
Computational experiments are presented in this section with the proposed model applied in a Canadian real-scale softwood remanufacturing mill, in order to investigate the quality of production plans suggested by the new stochastic model compared to those of deterministic nature and to a two-stage stochastic programming model. The impact of demand variability is studied, and we compute the value of multi-stage stochastic programming for this case study. The proposed predictive multi-stage stochastic models are also compared to a reactive re-planning approach with rolling-horizon. We determine the number of stages for which the multi-stage programs provide better planning than the re-planning approach. In the following sub-sections, all input data and the experimental results are presented.

4.1 Input Data
Data from the case under study including a total of 107 products are used with a planning horizon of 27 days, five business days per week, three shifts and 7.5 hours per shift. In total, we have 18 business days with 3 shifts, resulting in 54 periods.

Upon order arrival, demands are often served in a time window of two business days. Since no sample data were available for due dates, hence we employed a symmetric triangular distribution to randomly generate due dates of demand. Moreover, we use the historical data of the case to estimate the demand patterns in terms of quantity. The normal distribution $N(\mu, \sigma)$ is fitted for the demand data, where $\mu$ is the mean and $\sigma$ is the standard deviation (S.D.). In order to model demand evolution, four demand patterns (DP) are considered (identical mean, different standard deviations). In Table 1, in node $n$ a demand of one single product is donated by $x_n$, while $x_1$ represents the root node’s demand.

In the scenario trees, stages quantity varies from 2 to 4, and the nodes in these trees vary from 4 to 40. As a result, for each random demand pattern, three scenario trees are considered. For each data point, we conduct thirty independent experiments for each data point, with 30 runs in average.
total, 1080 problems were generated and solved with CPLEX 12.6.1 and OPL 6.2, on an Intel® Core™ i7-4700HQ processor, 2.40GHz, 12 GB of RAM, and Microsoft Windows.

Table 1. Demand distributions.

| Demand Pattern | Characteristic          | Distribution       |
|----------------|-------------------------|--------------------|
| DP1            | Constant mean, S.D. =5% mean | $x_n \sim x_1N(\mu, 0.05\mu)$ |
| DP2            | Constant mean, S.D. =10% mean    | $x_n \sim x_1N(\mu, 0.1\mu)$  |
| DP3            | Constant mean, S.D. =20% mean    | $x_n \sim x_1N(\mu, 0.2\mu)$  |
| DP4            | Constant mean, S.D. =30% mean    | $x_n \sim x_1N(\mu, 0.3\mu)$  |

4.2 Experimental Results

The solutions of abovementioned models for the four demand patterns are compared in Table 2.

Table 2. Results comparison of production planning approaches.

| DP     | PPA                  | Model 1 | Model 2 | Model 3 | CP U time |
|--------|----------------------|---------|---------|---------|-----------|
|        |                      | Exp. T. | Exp. | CPU     | Exp. | Exp. | CPU     |
|        |                      | Cos. ($)| Inv./| time (S)| Mar. | Inv./| time (S)| Pro. ($)| Inv./| time (S)|         |
| Real   | Re-planning         | 635,826| 91,023| 35      | 74,689| 53,380| 35      | 78,929 | 89,564| 35      |
| DP1    | 4-Stage SP          | 632,365| 46,894| 824     | 78,411| 51,862| 824     | 111,58  | 48,726| 824     |
|        | 3-Stage SP          | 633,668| 47,255| 252     | 78,411| 51,862| 824     | 111,58  | 48,726| 824     |
|        | 2-Stage SP          | 635,181| 47,641| 93      | 78,411| 51,862| 824     | 111,58  | 48,726| 824     |
|        | Deterministic       | 684,290| 51,193| 0       | 78,411| 51,862| 824     | 111,58  | 48,726| 824     |
| DP2    | 4-Stage SP          | 633,301| 49,058| 825     | 74,301| 54,316| 252     | 74,301  | 54,316| 252     |
|        | 3-Stage SP          | 638,132| 51,069| 250     | 74,301| 54,316| 252     | 74,301  | 54,316| 252     |
|        | 2-Stage SP          | 655,388| 52,041| 93      | 74,301| 54,316| 252     | 74,301  | 54,316| 252     |
|        | Deterministic       | 684,288| 53,030| 0       | 74,301| 54,316| 252     | 74,301  | 54,316| 252     |
| DP3    | 4-Stage SP          | 635,120| 49,108| 826     | 74,789| 53,264| 826     | 91,075  | 51,800| 826     |
|        | 3-Stage SP          | 639,787| 61,108| 254     | 74,789| 53,264| 826     | 91,075  | 51,800| 826     |
|        | 2-Stage SP          | 660,420| 61,404| 92      | 74,789| 53,264| 826     | 91,075  | 51,800| 826     |
|        | Deterministic       | 695,417| 62,882| 0       | 74,789| 53,264| 826     | 91,075  | 51,800| 826     |
| DP4    | 4-Stage SP          | 638,928| 72,432| 823     | 73,897| 54,234| 823     | 82,257  | 54,234| 823     |
|        | 3-Stage SP          | 642,728| 73,066| 254     | 73,897| 54,234| 823     | 82,257  | 54,234| 823     |
|        | 2-Stage SP          | 667,227| 80,132| 93      | 73,897| 54,234| 823     | 82,257  | 54,234| 823     |
|        | Deterministic       | 697,314| 80,888| 0       | 73,897| 54,234| 823     | 82,257  | 54,234| 823     |
In Table 2, "DP" represents the demand pattern, "PPA" represents the production planning approach, "Exp. T. Cos." represents the expected total cost, "Exp. Inv./Bo. Cos." represents the expected Inventory/backorder cost, "Exp. Mar. Con." represents the expected marginal contribution, "Exp. Pro." represents the expected profit, and the SP is the stochastic programming. Several observations can be made regarding the nature of the optimal solutions for the different models of Table 2.

**Observation 1. Impact of Higher Demand Variability**

The first observation from Table 2 is that when the demand variability is higher (from DP1 to DP4), the expected cost becomes bigger in similar planning approaches; whereas the marginal contribution and profit of these models become smaller. As an example, the cost of 4-stage SP models goes up from DP1 to DP4, whereas the profit of 4-stage SP models goes down from DP1 to DP4. This is valid for all similar planning approaches. Thus, the multi-stage stochastic models exhibit higher quality solutions when the demand variability increases.

Figures 1, Figure 2 and Figure 3 indicate that the expected cost of plans in Model 1 becomes bigger for higher demand variability. For instance, this difference in DP3 between 4-stage SP and 2-stage SP is $25,300, whereas this difference in DP4 is $28,299 (see Table 2). In contrast, this difference would be smaller in Models 2 and 3 due to their objective functions perspective. For instance, this difference in DP3 of Model 2 between 4-stage SP and 2-stage SP is $11,250, whereas this difference in DP4 is $10,500. In both situations, this shows the importance of using the multi-stage stochastic models rather than two-stage or deterministic models in this situation. When demand variability is higher, the objective function deteriorates; and higher number of stages leads to better solutions.
To better understand the effect of demand variations on optimization models, the Coefficient of Variance (CV) of different demand patterns is calculated in Table 3.

### Table 3. CV of planning approaches for optimal solutions of Models 1-3.

| Planning Approach | Model 1 (Min. Cost) | Model 2 (Max. Marginal Contribution) | Model 3 (Max. Profit) |
|-------------------|---------------------|--------------------------------------|-----------------------|
| 4-Stage SP        | 0.00                | 0.03                                 | 0.13                  |
| 3-Stage SP        | 0.01                | 0.01                                 | 0.13                  |
| 2-Stage SP        | 0.01                | 0.01                                 | 0.11                  |

In Table 3, the CV of planning approaches in Models 1 and 2 has small values. In contrast, these values for Model 3 are slightly higher. From statistics, we know that the higher the CV, the greater the dispersion in the model. As a result, the effect of demand pattern variation on Model 3 is more important than other models.
Observation 2. Impact on the Expected Inventory/Backorder Cost

To show the impact of the proposed approaches on the expected inventory/backorder cost, a full factorial experimental design is done, considering the number of stages and demand pattern as input factors affecting responses. Three-dimensional response-surface plots are drawn. Figure 4(a), Figures 4(b) and Figure 4(c) present the response-surface plots for inventory/backorder costs as a function of number of stages and demand pattern. In these figures, a linear function of the factors creates the expected response. In fact, the \( R(t, u) \) is the response for a specific pair \((t, u)\) that takes the following form:

\[
E[R(t, u)] = \beta_0 + \beta_t t + \beta_u u + \beta_{tu} tu.
\]  
(27)

Figure 4. Expected inventory/backorder costs respectively in Models 1, 2 and 3.

In Figure 4(a), start from factor DP1 and go on the number of stages axis towards stage 4. As the number of stages increases, the inventory/backorder cost decreases. This observation is valid for other DPs in this figure. In Figure 4(b) and Figure 4(c), costs decline when increasing the number
of stages, the inventory/backorder. In addition, these figures suggest that the rise in demand variability causes an increase of the inventory/backorder costs in each stage.

**Observation 3. Impact of the CPU Time**

The CPU time suggest that the high quality of multi-stage models needs larger computational time paralleled to those of the re-planning (RP), two-stage (2-stage) SP and deterministic ones. Despite the high computational (but reasonable) time of the multi-stage models in comparison with other models, these models provide high quality solutions according to the following observation.

**Observation 4. Quality of Multi-Stage SP Solutions versus RP Solutions**

In the re-planning optimization coupled with rolling horizon approach, we have to take into consideration the re-planning period length and the planning horizon. In this case, a plan is divided into different static plans organized at regular intervals. In addition, plans are not recalculated until the next interval (c.f., Rafiei et al., 2014). Various combinations of these two factors can be taken into account, but we have chosen a re-planning period length 3 (i.e. revising the plan every 3 periods - 1 day) and a level of planning horizon of 27 periods (denoted by RP (3-27)) as the best setting for this case according to Rafiei et al. (2014). Besides this setting, we use two other sets; RP (6-27) and RP (9-27), which have 6 periods (2 days) and 9 periods (3 days) respectively as the re-planning intervals with the same 27-period rolling horizon.

In the 4-stage SP approach, the 54-period planning horizon is organized in 3 stages with 18 periods (6 days) each. Similarly, the 3-stage SP approach employed a planning horizon with 54 periods organized in 2 stages with 27 periods each. Table 4 shows the relative difference of solutions in multi-stage stochastic programming and re-planning approaches.

**Table 4. Relative difference of solutions in multi-stage SP and re-planning.**

| Multi-stage model | Model 1 (Min. Cost) | Model 2 (Max. Marginal Contribution) | Model 3 (Max. Profit) |
|-------------------|---------------------|--------------------------------------|-----------------------|
|                   | RP (3-27)           | RP (6-27)                            | RP (9-27)             |
| 4-stage SP        | -1.1%               | -10.1%                               | -17.9%                |
| 3-stage SP        | 0.2%                | -8.7%                                | -16.8%                |
|                   | RP (3-27)           | RP (6-27)                            | RP (9-27)             |
|                   | 3.2%                | 34.3%                                | 71.2%                 |
|                   | RP (6-27)           | RP (9-27)                            |                       |
|                   | -1.9%               | 26.3%                                | 62.8%                 |
|                   | RP (9-27)           |                                       |                       |
|                   | -6.3%               | 87.9%                                | 145.6%                |

By being sensitive to the objective function and considering relative difference in Table 4, the 4-stage SP decreases the costs in Model 1 by 1.1%, 10.1%, and 17.9% respectively in comparison with the cost values in RP (3-27), RP (6-27), and RP (9-27). In Model 2, the marginal contribution in 4-stage SP has a 3.2%, 34.3%, and 71.2% increase respectively in comparison with the marginal contribution in RP (3-27), RP (6-27), and RP (9-27). In Model 3, the profit of 4-stage SP is 21.8%, 101.5%, and 219.3% more respectively in comparison with the profit in RP (3-27), RP (6-27), and RP (9-27). Accordingly, the solutions of 4-stage SP in all models are better than the RP solutions and they are even better than the best re-planning setting solutions (RP (3-27)). However, this is not valid for the 3-stage SP. The quality of 3-stage SP solutions is slightly less than RP (3-27) solutions in all models. However, the solutions of RP (6-27) and RP (9-27) are far inferior to 3-stage SP solutions in all models. As a conclusion, even the solutions of the best considered re-planning setting fall behind the 4-stage stochastic programming solutions.
Observation 5. Value of the Proposed Model
The proposed models’ value were evaluated using the “Value of Multi-Stage Stochastic Programming” (VMS) proposed by Huang and Ahmed (2009). VMS captures the benefit received of solving the stochastic recourse problem versus expected value of the deterministic problem. Note that here VMS is adapted according to the objective functions perspective. For minimization objectives, the VMS percentage is defined as: 
\[ \left( \frac{v^{TS}_{MS} - v^{MS}}{v^{MS}} \right) \times 100 \]
where \( v^{TS} \) and \( v^{MS} \) are respectively the optimum objective values of 2-stage SP and 4-stage SP. In maximization objectives, the VMS percentage is defined as 
\[ \left( \frac{v^{MS}_{TS} - v^{TS}}{v^{TS}} \right) \times 100 \]
The differences indicate how much savings, marginal contribution, or profit can be realized by using 4-stage SP as against 2-stage SP depending on the optimization perspective. Table 5 shows that in all the DPs, the solutions of the multi-stage programming are far superior to the two-stage models with respect to the relevant objective function. It also demonstrates that the magnitude of the VMS is influenced by the pattern of the demand distribution.

| Demand pattern | Model 1 (Min. Cost) | Model 2 (Max. Marginal Contribution) | Model 3 (Max. Profit) |
|----------------|---------------------|-------------------------------------|----------------------|
| DP1            | 3.3%                | 22.2%                               | 92.9%                |
| DP2            | 3.5%                | 19.1%                               | 96.0%                |
| DP3            | 4.0%                | 17.7%                               | 87.8%                |
| DP4            | 4.4%                | 16.6%                               | 83.3%                |

6. Summary of Observations
This research proposed and compared novel multi-stage stochastic models to the reactive approach, as well as to determine the number of stages for which the multi-stage programs provide better planning than the re-planning approach. In that regard, we observe that, although the daily-based re-planning (RP (3-27)) approach has reasonable results in the reality of the case studied, the high level of re-planning frequency (daily basis) makes it harder for planners. The resulting short re-planning intervals increase the number of revisions that a plan undergoes during execution; whereas the multi-stage models allow for fewer revisions (6 days as a stage) creating more stability in plans and improving nervousness. An insight from the abovementioned analysis is that the re-planning approach as the current practice of the case under study can be improved by applying multi-stage stochastic programming. Indeed, the obtained solutions of the multi-stage model successfully outperform in competition with the re-planning approach. Among the multi-stage approaches, the 4-stage is chosen because the 3-stage SP model is not good enough in comparison with the best set of RP approaches (RP (3-27)). In fact, the 4-stage SP model provides much better results than the RP approaches along with a manageable time. Moreover, although the CPU time of the 4-stage SP model is much higher than others, it still has reasonable processing time. We also observe that when demand becomes more volatile, the 4-stage SP model performs much better than the others. Another observation is that by increasing the number of stages from three to four, the difference between the expected values of the objective functions of both 3-stage and 4-stage programming may not be important in the all models (see Figure 1, Figure 2 and Figure 3). Hence, it was not necessary to include more stages in the test problems’ scenario trees. Furthermore, the 4-stage SP’s quality is far greater than the one of the 2-stage SP.
7. Conclusion

This article developed three new multi-stage stochastic programming models to deal with the challenging characteristics of the production planning process of wood remanufacturing industry. The proposed models were then compared using a dataset from a Canadian wood remanufacturing mill. Numerical experiments suggest that the 4-stage stochastic model performs better than the reactive planning model. In particular, results of different demand patterns proved the utility of the multi-stage SP when demand variations increase. The proposed approach determines the number of stages for which the multi-stage programs provide better planning than the re-planning approach. This allows for an evaluation of the gain of using a predictive stochastic programming model, instead of a reactive planning approach that may increase the system nervousness and instability. All the observed results are conforming to the spirit of stochastic programming approaches. These results demonstrate that the proposed models are valid and can be advantageously used by our industrial partner and other wood remanufacturing companies as well.

As a further extension of this study, a robust optimization approach can be employed to explicitly deal with demand variability. Incorporating the raw material and/or price unpredictability may be an interesting research avenue. In this case, new approaches will be required to tame the intricacy of the stochastic planning model, increasing the chances it will be adopted in practice.
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