Physics of tidal dissipation in early-type stars and white dwarfs: hydrodynamical simulations of internal gravity wave breaking in stellar envelopes

Yubo Su,1⋆ Daniel Lecoanet2,3 and Dong Lai1,4,5
1Department of Astronomy, Cornell Center for Astrophysics and Planetary Science, Cornell University, Ithaca, NY 14853, USA
2Princeton Center for Theoretical Science, Princeton University, Princeton, NJ 08544, USA
3Department of Astrophysical Sciences, Princeton University, Princeton, NJ 08544, USA
4Tsung-Dao Lee Institute, Shanghai Jiao Tong University, Shanghai 200240, China
5Department of Astronomy and Miller Institute for Basic Research in Science, UC Berkeley, Berkeley, CA 94720, USA

ABSTRACT
In binaries composed of either early-type stars or white dwarfs, the dominant tidal process involves the excitation of internal gravity waves (IGWs), which propagate towards the stellar surface, and their dissipation via non-linear wave breaking. We perform 2D hydrodynamical simulations of this wave breaking process in a stratified, isothermal atmosphere. We find that, after an initial transient phase, the dissipation of the IGWs naturally generates a sharp critical layer, separating the lower stationary region (with no mean flow) and the upper ‘synchronized’ region (with the mean flow velocity equal to the horizontal wave phase speed). While the critical layer is steepened by absorption of these waves, it is simultaneously broadened by Kelvin–Helmholtz instabilities such that, in steady state, the critical layer width is determined by the Richardson criterion. We study the absorption and reflection of incident waves off the critical layer and provide analytical formulae describing its long-term evolution. The result of this study is important for characterizing the evolution of tidally heated white dwarfs and other binary stars.
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1 INTRODUCTION
The physical processes responsible for tidal evolution in close binaries often involve the excitation and dissipation of internal waves, going beyond the ‘weak friction’ of equilibrium tides (see Ogilvie 2014, for a review). In particular, internal gravity waves (IGWs), arising from buoyancy of stratified stellar fluid, play an important role in several types of binary systems. In solar-type stars with radiative cores and convective envelopes, IGWs are excited by tidal forcing at the radiative–convective boundary and propagate inwards; as the wave amplitude grows due to geometric focusing, non-linear effects can lead to efficient damping of the wave (Goodman & Dickson 1998; Barker & Ogilvie 2010; Essick & Weinberg 2015). In early-type main-sequence stars, with convective cores and radiative envelopes, IGWs are similarly excited at the convective–radiative interface but travel towards the stellar surface; non-linearity develops as the wave amplitude grows, leading to efficient dissipation (Zahn 1975, 1977). As the outgoing wave deposits its angular momentum to the stellar surface layer, a critical layer may form and the star is expected to synchronize from outside-in (Goldreich & Nicholson 1989).

Tidal dissipation can also play an important role in compact double white dwarf (WD) binary systems (with orbital periods in the range of minutes to hours). Such binaries may produce a variety of exotic astrophysical systems and phenomena, ranging from isolated sdB/sdO stars, R CrB stars, AM CVn binaries, high-mass neutron stars and magnetars (created by the accretion-induced collapse of merging WDs), and various optical transients (underluminous supernovae, Ca-rich fast transients, and type Ia supernovae; e.g. Livio & Mazzali 2018; Toloza et al. 2019). The outcomes of WD mergers depend on the WD masses and composition, but tidal dissipation can strongly affect the pre-merger conditions of the WDs and therefore the merger outcomes. Tidal dissipation may also influence the evolution of eccentric WD-massive black hole binaries prior to the eventual tidal disruption of the WD (Vick, Lai & Fuller 2017).

Recent studies have identified non-linear dissipation of IGWs as the key tidal process in compact WD binaries (Fuller & Lai 2012a, 2013, 2012b; Burkart et al. 2013): IGWs are tidally excited mainly at the composition transitions of the WD envelope; as these waves propagate outwards towards the WD surface, they grow in amplitude...
until they break, and transfer both energy and angular momentum from the binary orbit to the outer envelope of the WD. However, these previous works parametrized the wave breaking process in an ad hoc manner. The details of dissipation, namely the location and spatial extent of the wave breaking, affect the observable outcomes: dissipation near the surface of the WD can be efficiently radiated away and simply brightens the WD, while dissipation deep in the WD envelope causes an energy build-up that results in energetic flares (Fuller & Lai 2012b). An important goal of this paper is to elucidate the details of the non-linear IGW breaking process; the result of this ‘microphysics’ study will help determine the thermal evolution and the observational manifestations of tidally heated binary WDs.

In this paper, we perform numerical simulations of IGW breaking in a plane-parallel stratified atmosphere (a simple model for a stellar envelope). We use the pseudo-spectral code DEDALUS (Burns et al. 2016; Burns et al. 2020) and a 2D Cartesian geometry, and consider IGWs propagating into an isothermal fluid initially at rest. We find that, after an initial transient phase, a critical layer naturally develops, separating a lower zone that has no horizontal mean flow and an upper zone with mean flow at the horizontal phase velocity of the IGW. The major part of our paper is dedicated to characterizing the behaviour of the critical layer when interacting with a continuous train of IGW excited from the bottom of the atmosphere. IGWs are generally antidiffusive, in that they steepen shear flows (Lindzen & Holton 1968; Coustou et al. 2018) and act to narrow the critical layer. We find this steepening is counterbalanced by the KHI and turbulence within the narrow critical layer. By careful accounting of the momentum flux budget about the critical layer, we are able to model the reflection and absorption of the incident IGW, and the slow downward propagation of the critical layer.

While the motivation of our study is to understand tidal dissipation in WD and early-type stellar binaries, the IGW breaking process studied in this paper is also quite relevant to the circulation dynamics of planetary atmospheres (see e.g. Lindzen 1983; Baldwin et al. 2001).

This paper is organized as follows. In Section 2, we present the system of equations used in our simulations. In Section 3, we review the existing understanding of wave breaking and present analytical results characterizing IGW behaviour near a critical layer. In Section 4, we describe our numerical set-up, and in Section 5 we validate our method in the weak-forcing limit against linear theory. In Section 6, we present the results of simulations of IGW breaking and our characterization of the critical layer. We summarize and conclude in Section 7.

2 PROBLEM SET-UP AND EQUATIONS

We consider an incompressible, isothermally stratified fluid representing a stellar envelope or atmosphere. We study dynamics in 2D, so that fluid variables depend only on the Cartesian coordinates $x$ and $z$. While it is well known that waves break differently in 2D versus 3D (Klostermeyer 1991; Winters & D’Asaro 1994), the dynamical effect of the breaking process is likely to be similar in 2D (Barker & Ogilvie 2010). We approximate the gravitational field as uniform, pointing in the $(-z)$ direction. The plane-parallel approximation is justified since wave breaking generally occurs near the stellar surface. The background density stratification is given by

$$\overline{\rho} = \rho_0 e^{-z/H},$$

with $\rho_0$ some reference density. We denote background quantities with overbars and perturbation quantities with primes.

The Euler equations for an incompressible fluid in a uniform gravitational field are

$$\nabla \cdot \mathbf{u} = 0,$$  (2a)
$$\frac{D\rho}{Dt} = 0,$$  (2b)
$$\frac{D\mathbf{u}}{Dt} + \nabla \mathbf{P} + \frac{g}{\rho} \mathbf{z} = 0,$$  (2c)

where $D/Dt = \partial/\partial t + (\mathbf{u} \cdot \nabla)$ is the Lagrangian or material derivative, and $\mathbf{u}$, $\rho$, $P$ denote the velocity field, the density, and the pressure, respectively. The constant gravitational acceleration is $(-\mathbf{g} \mathbf{z})$. Note that these equations conserve the same wave energy as the commonly used anelastic equations (Ogura & Phillips 1962; Brown, Vasil & Zweibel 2012) and thus give the same wave amplitude growth. Appendix A provides a derivation of these equations and justification for using them.

For this isothermal background, hydrostatic equilibrium implies $\overline{\mathbf{P}}(z) = \overline{\rho}(z)gH$. We assume there is initially no background flow, so $\mathbf{u} = \mathbf{u}'$. Physically, this assumption corresponds to a non-rotating star.

For convenience, we introduce the dimensionless density variable $\Upsilon$ and the reduced pressure $\sigma$ (e.g. Lecoanet et al. 2014) via

$$\Upsilon \equiv \ln \frac{\rho}{\overline{\rho}},$$  (3)
$$\sigma \equiv \frac{P}{\overline{P}}.$$  (4)

These variables automatically enforce $\rho > 0$ and eliminate the stiff term $\nabla \mathbf{P}/\rho$ in the Euler equation. In terms of $\Upsilon$ and $\sigma$, the second two equations in (2) become

$$\frac{D\Upsilon}{Dt} + u_z \frac{\partial \ln \Upsilon}{\partial z} = 0,$$  (5a)
$$\frac{Du_x}{Dt} + \Upsilon \sigma + \sigma \nabla \Upsilon - \frac{\sigma}{H} g z = 0.$$  (5b)

Hydrostatic equilibrium corresponds to $\Upsilon = 0$, $\sigma = gH$.

3 INTERNAL GRAVITY WAVES: THEORY

3.1 Linear analysis

In the small perturbation limit, we may linearize equation (5). The resulting equations admit the canonical IGW solution (Drazin 1977; Dossor & Sutherland 2011b):

$$u_x'(x, z, t) = Ae^{i\omega t} \cos (k_x x + k_z z - \omega t),$$  (6)

where $A$ is a constant amplitude, and the frequency $\omega$ and the wave number $(k_x, k_z)$ satisfy the dispersion relation:

$$\omega^2 = \frac{N^2 k_z^2}{k_x^2 + k_z^2 + (2H)^2}.$$  (7)

Our equations are valid in the limit of large sound speed ($c_s \to \infty$), in which the Brunt–Väisälä frequency, $N$, is given by

$$N^2 \equiv g^2 \left( \frac{\partial \overline{\rho}}{\partial P} - \frac{1}{c_s^2} \right) = \frac{g}{H}.$$  (8)

and is constant. Other dynamical quantities are simply related to $u_x'$. In the short-wavelength/WKB limit ($|k_x|H \gg 1$), the solution exhibits the following characteristics:

(i) The amplitude of the wave grows with $z$ as $e^{i\omega t}$. Thus, the linear approximation always breaks down for sufficiently large $z$. 
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(ii) The phase and group velocities are given by
\[ c_p = \left( k_x \hat{x} + k_z \hat{z} \right) \frac{\omega}{k_z^2 + k_x^2 + (2H)^{-2}}, \]  
\[ c_g = \frac{k_z^2 (2H)^{-2}}{\left[ k_z^2 + k_x^2 + (2H)^{-2}\right]^{3/2}}. \] (9) (10)

The additional \((2H)^{-2}\) term in the denominator accounts for the growing amplitude of the IGW in the \(z\)-direction (as the \(z\) wavenumber is effectively \(k_z - i(2H)\)). We note \(c_p \cdot c_g = O(k_z H^{-2}) \approx 0\).

In the Boussinesq approximation where terms of order \(O(H^{-2})\) are ignored, the phase and group velocities are exactly orthogonal (Doss et al. 2011; Drazin 1977). We use the convention where upward propagating IGW have \(c_p \cdot c_g > 0\), \(k_z < 0\), and \(k_x > 0\).

(iii) The averaged horizontal momentum flux \(F\) (in the \(+\hat{z}\) direction) carried by the IGW is defined by
\[ F(z, t) \equiv \langle \rho u'_x u'_z \rangle_x \equiv \frac{1}{L_x} \int_0^{L_x} \rho u'_x u'_z \, dx. \] (11)

The notation \(\langle \ldots \rangle_x\) denotes averaging over the \(x\) direction. For the linear solution (equation 6), this evaluates to
\[ F \approx -\frac{A^2}{2} \frac{k_z}{\rho_0 k_x}. \] (12)

Thus, indeed \(F > 0\) for an upward propagating IGW (\(c_p \cdot c_g > 0\)).

### 3.2 Wave generation

To model continuous excitation of IGWs deep in the stellar envelope propagating towards the surface, we use a volumetric forcing term to excite IGW near the bottom of the simulation domain. Our forcing excites both IGWs propagating upwards, imitating a wave tidally excited deeper in the star, and downwards, which are not physically relevant in binaries. In our simulations, these downward propagating waves are dissipated by a damping zone described in Section 4.2.

As not to interfere with the incompressibility constraint, we force the system on the density equation. We implement forcing with strength \(C\) localized around height \(z_0\) with small width \(\sigma\) by replacing equation (5a) with
\[ \frac{D \rho}{Dt} + u \cdot \nabla \rho = C e^{-\frac{(x-\sigma/2)^2}{\sigma^2}} \cos(k_x x - \omega t). \] (13)

Using a narrow Gaussian profile excites a broad \(z\) power spectrum, but only the \(k_z\) satisfying the dispersion relation (equation 7) for the given \(k_x\) and \(\omega\) will propagate.

In the linearized system, the effect of this forcing can be solved exactly (see Appendix B). In the limit \(|k_x H| \gg 1\), \(\sigma \ll H\), the solution can be approximated as two plane waves propagating away from the forcing zone
\[ u_z(x, z, t) \approx \frac{C g k_z^2}{2k_x} \exp \left( \frac{-k_x^2 \sigma^2}{\omega^2} \right) \sqrt{2\pi \sigma^2} \]
\[ \times \left\{ \begin{array}{ll}
\frac{\omega}{k_x} \sin(k_x x + k_z(z - z_0) - \omega t + \frac{k_x \sigma^2}{2\omega}) & \text{for } z > z_0, \\
\frac{\omega}{k_x} \sin(k_x x - k_z(z - z_0) - \omega t + \frac{k_x \sigma^2}{2\omega}) & \text{for } z < z_0.
\end{array} \right. \] (14)

The \(z > z_0\) region contains an upward propagating IGW wavetrain. The \(x\) component of the velocity can be obtained by the incompressibility constraint (equation 2a).

### 3.3 Wave breaking height

As the upward propagating IGW grows in amplitude \(|u| \propto e^{i(2H)}\), it is expected to break due to non-linear effects. We can estimate the height of wave breaking using the condition \(|u| \sim \omega / |k|\). This can be rewritten using the Lagrangian displacement \(\xi = u / (-i\omega)\):
\[ |\xi| |k| \sim 1. \] (15)

Drazin (1977), Klostermeyer (1991), and Winters & D’Asaro (1994) describe the onset of wave breaking in some detail. At intermediate amplitudes, wave breaking occurs via triadic resonances, transferring energy from the ‘parent’ IGW to ‘daughter’ waves on smaller length scales that efficiently damp. The horizontal momentum flux decreases from \(F\) to 0 over this breaking region. The lost flux is deposited into a horizontal mean flow
\[ \bar{U}(z, t) \equiv \langle u_x \rangle_x. \] (16)

As the mean flow grows, a critical layer may form, as discussed next.

#### 3.4 Critical layers

A horizontal shear flow \(\bar{U}(z, t)\) enters the fluid equations via the Lagrangian derivative, which can be decomposed as
\[ \frac{D \bar{U}}{Dt} = \frac{\partial \bar{U}}{\partial t} + \bar{U} \cdot \nabla (u' \cdot \nabla), \] (17)

where \(u'\) is the velocity field without the shear flow. Thus, \(\bar{U}\) has the effect of Doppler shifting the time derivative into the frame comoving with the mean flow. If \(\bar{U}\) is roughly constant, then the behaviour of a linear plane-wave perturbation satisfies the modified dispersion relation:
\[ (\omega - \bar{U} k_x)^2 = \frac{N^2 k_x^2}{k_z^2 + k_x^2 + (2H)^{-2}}. \] (18)

This is just equation (7) with \(\omega \to \omega - \bar{U} k_x\). It is apparent that if \(\bar{U} = \bar{U}_c\), where
\[ \bar{U}_c \equiv \frac{\omega}{k_y}, \] (19)

then the dispersion relation is singular and the linear solution breaks down. Physically, this corresponds to the Doppler-shifted frequency of the IGW being zero. Anywhere, \(\bar{U} = \bar{U}_c\) is called a critical layer.

The behaviour of an IGW incident upon a critical layer was first studied in the inviscid, linear regime in Booker & Bretherton (1967), which found nearly complete absorption of the IGW. The amplitude reflection and transmission coefficients are given by
\[ R = \exp \left( -2\pi \sqrt{\frac{Ri}{4}} \right), \quad T = \exp \left( -\pi \sqrt{\frac{Ri}{4}} \right), \] (20)

where \(Ri\) is the local Richardson number evaluated at the critical layer height \(z_c\):
\[ Ri \equiv \frac{N^2}{(\partial \bar{U} / \partial z)^2} \bigg|_{z_c}. \] (21)

In the \(Ri > 1\) limit, \(R, T \ll 1\) and the incident wave is almost completely absorbed. This result also applies to viscous fluids (Hazel 1967). However, weakly non-linear theory (Brown & Stewartson 1982) and numerical simulations (Winters & D’Asaro 1994) suggest that non-linear effects may significantly enhance reflection and transmission.
Consider now the long-term evolution of the critical layer due to continuous horizontal momentum transfer by IGWs. Any incident horizontal momentum flux absorbed by the fluid, denoted $F_x(t)$, must manifest as additional horizontal momentum of the shear flow. Additionally, as the mean flow $\overline{U}$ cannot grow efficiently above $\overline{U}_c$ (due to the breakdown of the linear solution), we assume $\overline{U}$ saturates at $\overline{U}_c$, which holds to good accuracy (see Fig. 4). In this case, the critical layer must propagate downwards in response to the incident momentum flux. The horizontal momentum of the shear flow satisfies

$$\frac{\partial}{\partial t} \int \overline{p}(z) \overline{U}(z, t) \, dz - F_x(t) = 0.$$  (22)

Assuming $\overline{U}(z > z_c) \approx \overline{U}_c$ and $\overline{U}(z < z_c) \approx 0$, this condition becomes

$$- \frac{\partial (\overline{p}(z_c))}{\partial z_c} \frac{dz_c}{dt} = F_x(t).$$  (23)

If $F_x$ is constant in time, the height of the critical layer $z_c(t)$ has analytical solution:

$$z_c(t) = -H \ln \left[ \exp \left( -\frac{z_c(t = 0)}{H} \right) + \frac{t F_x}{\overline{U}_c^2 H \rho_0} \right],$$  (24)

where $z_c(t = 0)$ is the initial critical layer height.

4 NUMERICAL SIMULATION SET-UP

We use the pseudo-spectral code Dedalus (Burns et al. 2016; 2020) to simulate the excitation and propagation of IGWs (Section 5) as well as their non-linear breaking and the formation of a critical layer (Section 6).

4.1 Parameter choices

We solve equations (2a), (5b), and (13) in a Cartesian box with size $L_x$, $L_z$. We choose periodic boundary conditions in both the $x$ and $z$ direction. To mimic the absence of physical boundaries at the top/bottom of the simulation domain, we damp perturbations to zero near the top/bottom using damping zones (see Section 4.2). We expand all variables as Fourier series with $\frac{2\pi}{L_x}$ modes, important for spectral methods. Further details of our choice and upper damping zones respectively. This damps perturbations to zero near the top/bottom using damping zones (see Section 4.2). To do so, we replace material derivatives in equation (5) with

$$\frac{D}{Dt} \rightarrow \frac{D}{Dt} + \Gamma(z),$$  (26)

$$\Gamma(z) = \frac{1}{2\tau} \left[ 2 + \tanh \frac{z - z_T}{\Delta z} + \tanh \frac{z_B - z}{\Delta z} \right],$$  (27)

where $z_B = 0.3H$ and $z_T = 9.5H$ are the boundaries of the lower and upper damping zones respectively. This damps perturbations below $z_B$ and above $z_T$ with damping time $\tau$ and negligibly affects the dynamics between $z_B$ and $z_T$. Most importantly, horizontal momentum remains conserved between $z_B$ and $z_T$, and outgoing boundary conditions are imposed at $z_B$, $z_T$. We choose the transition width $\Delta z = 0.25H$ and damping time $\tau = 1/(15\Delta x)$. This prescription is similar to Lecoanet et al. (2016) and has the advantage of being smooth, important for spectral methods. Further details of our implementation of the fluid equations in Dedalus are described in Appendix C.

This condition is always satisfied in stars. For example, in WDs, the dominant linear dissipation mechanism of g-modes is radiative damping, with damping rate ranging from $10^{-11}$ to $10^{-4}$ of the mode frequency (Fuller & Lai 2011). This corresponds to a small effective viscosity or $Re \gg 1$.
5 WEAKLY FORCED NUMERICAL SIMULATION

To test our numerical code and implementation, we carry out a simulation in the weakly forced regime with $C = 1.64 \times 10^{-7}$. According to the linear solution (equation (14)), this generates IGW with $|\xi_z k_z| \approx 5 \times 10^{-5}$ just above the forcing zone. The IGW grows to $|\xi_z k_z| \approx 7.4 \times 10^{-3}$ at the upper damping zone and satisfies $|\xi_z k_z| \ll 1$ in the entire simulation domain. We include a non-zero $\nu$ corresponding to $\text{Re} = 10^5$.

We expect the waves to follow the analytical solution given by equation (14) and the corresponding $u_i(x, z, t)$; we denote this analytical solution $u_{an}(x, z, t)$. The amplitude of the observed IGW in the simulation field $u$ relative to $u_{an}$ over some region $z \in [z_0, z_f]$ can be estimated from

$A_i(t) = \frac{\int_{z_0}^{z_f} \int_{0}^{L_x} \bar{\rho} (u \cdot u_{an}) \, dx \, dz}{\int_{z_0}^{z_f} \int_{0}^{L_x} \bar{\rho} |u_{an}|^2 \, dx \, dz}
\quad (28)$

The subscript $i$ denotes the incident wave. If $u = u_{an}$, then $A_i(t) = 1$. The factor of $\bar{\rho}$ inside the integrals in equation (28) corrects for the $\alpha e^{2zH}$ growth of $u_{an}$; without it, $A_i(t)$ would be dominated by the contribution near $z_f$.

For the weakly forced simulation, we expect $A_i(t) = 1$ when integrated between the forcing and damping zones, i.e. $z_b \gtrsim z_0$ and $z_t \lesssim z_f$ ($z_0, z_f$ are defined in equation 13 and equation 27, respectively). For consistency with the non-linear case later, we choose $z_b = z_0 + 3 \sigma$ and $z_t = z_b + H.$ Note that using a larger integration domain by choosing $z_t = z_f - \Delta z$ just below the upper damping zone instead does not change the measured $A_i$. The result is that $A_i(t)$ is shown in Fig. 1, and indeed $A_i \approx 1$ after the initial transient.

The analytical theory (Section 3.1) also predicts that the horizontal momentum flux $F(z, t)$ is independent of $z$ between the forcing zone where the wave is generated and the damping zone where it is dissipated. The expected horizontal momentum flux carried by the excited IGW in the linear theory can be computed by simply evaluating equation (11) for $u_{an}$ and is a constant:

$F_{an} \equiv \left\langle \bar{\rho} u_{an} \cdot (u_{an})_{x} \right\rangle_x
\quad (29)$

Denoting the momentum flux measured in the simulation by $F(z, t)$ (use equation 11 with velocities taken from the simulation), we expect $F(z, t) = F_{an}$ between $z_0$ and $z_f$. Fig. 2 shows agreement with this prediction.

6 NUMERICAL SIMULATIONS OF WAVE BREAKING

To perform simulations of wave breaking phenomena, we use the same set-up as described in Sections 4 and 5 except for different values of $C$ and $\nu$. In particular, we choose $C$ such that $|\xi_z k_z| = 0.1$ in the forcing zone ($z = z_0$). The linear solution predicts $|\xi_z k_z| \sim 4.25$ at the upper damping zone $z_f$. We choose the viscosity $\nu$ for each resolution to be as small as possible while still resolving the shortest spatial scales of the wave breaking. A table of our simulations can be found in Table 1.

6.1 Numerical simulation results

A full video of our simulation with $N_x = 768, N_z = 3072, \text{Re} = 1024$ is available online. We take this to be our fiducial simulation for the remainder of this paper, though other simulations show qualitatively similar behaviour.

http://www.princeton.edu/~lecoanet/data/breaking_wave.mov
In Fig. 3, we present snapshots of $u_x$ and $\Upsilon \equiv \ln(\rho/\bar{\rho})$ at various phases of the simulation. Note that $\Upsilon \lesssim 0.1$, so the density stratification does not deviate significantly from equilibrium. The flow evolves through several distinct stages:

(i) At early times (top left-hand panel), the flow resembles a linear IGW lower in the simulation domain but breaks down into smaller scale features at higher $z$. Some characteristic swirling motion can be seen in the advected scalar $\Upsilon$, indicating KHI.

(ii) At a slightly later time (top right-hand panel), the mean flow in $u_x$ becomes much more prominent and the critical layer $z_c$ has become much more definite. Small-scale fluctuations are still present in $u_x$ but at smaller amplitudes due to being in a denser region of the fluid.

(iii) In the bottom left-hand panel, the critical layer transition becomes very sharp, and small swirls of limited vertical extent in $\Upsilon$ at the location of the critical layer suggest that the KHI is responsible for regulating the width of this transition. More discussion can be found in Section 6.2.

(iv) At the end of the simulation (bottom right-hand panel), the critical layer has advanced downwards, but otherwise the flow shows very few significant qualitative differences from the previous snapshot. This suggests that the latter phase of the simulation has reached a steady state. Notably, the horizontal banded structure of $u_x$ in the upper, synchronized fluid does not continue to evolve (also visible in the top panel of Fig. 4), suggesting that momentum redistribution and mixing within the synchronized fluid are negligible.

In Fig. 4, we plot the mean horizontal flow velocity $\bar{U}$ (equation 16) and the dimensionless momentum flux $F/F_{\text{an}}$ (equations 11 and 29) as a function of $z$ at the times depicted in Fig. 3. At each time, $\bar{U}$ is close to zero below the critical layer, but then sharply increases to $\bar{U}_c$ at the critical layer (i.e. the flow is ‘spun-up’). Above the critical layer, $\bar{U}$ varies slightly due to momentum transport within
the median of $R_i$ for the entire layer. $R_i$ vertical distance over which the local $z$ mean flow generated in the weakly non-linear regime far below the (see equation 19). The value 0.3 is necessary to exclude the small presence of the KHI in the critical layer. This procedure can be written formation of the critical layer is associated with a strong shear flow. What is the width of this layer? Inspection of Fig. 3 suggests the presence of the KHI in the critical layer. In a stratified medium, the shear at the critical layer does not steepen past the onset of the KHI.

Similarly, $F \lesssim F_{\text{abs}}$ below the critical layer, and then decreases to about zero above the critical layer. However, two notable deviations from the discussion in Section 3.4 can be observed: (i) the incident flux on the critical layer fluctuates somewhat temporally, and (ii) there is a small negative flux just above the critical layer at later times. These are addressed in subsequent sections.

6.2 Kelvin–Helmholtz instability and critical layer width

The formation of the critical layer is associated with a strong shear flow. What is the width of this layer? Inspection of Fig. 3 suggests the presence of the KHI in the critical layer. In a stratified medium, KHI occurs when the Richardson number (equation 21) satisfies the competition between steepening induced by IGW breaking and broadening due to shear instability. This width does not vary significantly with resolution in our resolved simulations (see Fig. 10). As such, $R_i \sim 0.5$ can be used to calculate the critical layer width in stars, where $N^2$ and $\overline{U}_c$ (corresponding to the tidal frequency) are known.

6.3 Flux budget

The downward propagation of the critical layer location $z_c(t)$ is driven by the absorption of horizontal momentum flux at $z_c$, following equation (23). The flux budget at the critical layer can be decomposed as

$$F_i(t) = F_a(t) + F_r(t) + F_s(t),$$

where $F_i$ is the incident flux, $F_a$ is the absorbed flux, $F_r$ is the reflected flux, and $F_s$ is some ‘redistribution’ flux above the critical layer, responsible for momentum redistribution within the synchronized upper layer. Careful accounting of $F_i$ turns out to be important to obtain the correct $F_a$ and resulting critical layer propagation. A more specific physical interpretation of $F_a$ is unclear; it is somewhat tempting but unfounded to identify $F_a$ with the transmitted flux. In these simulations, we find $F_s < 0$, corresponding to net momentum transport into the critical layer from the synchronized layer above it.

After measuring $z_c$ (see Section 6.4) and $F(z)$ (equation 11) at each time-step, we determine each of $F_i$, $F_a$, $F_r$, $F_s$ as follows:

$$F_i(t) = F_{\text{abs}} A_1^i(t),$$

$$F_a(t) = \overline{A}_1^a(t),$$

$$F_r(t) = \overline{A}_1^r(t),$$

$$F_s(t) = \overline{A}_1^s(t).$$

Figure 5. Local Richardson number (equation 33) of the flow at the critical layer over time (in units of $N^{-1}$) in our fiducial simulation. The solid red and dotted black lines denote, respectively, the minimum and median of $R_i(x, t)$. These numbers measure the mean and spread in width of the critical layer over $x$. Note that $R_i \sim 1/4$ corresponds to the KHI, so this plot suggests the shear at the critical layer does not steepen past the onset of the KHI.

$$R_i(x, t) \equiv \frac{\alpha^2 (z_{\text{CL}, \max} - z_{\text{CL}, \min})^2}{(0.7 \overline{U}_c)^2},$$

$$R_i(t) \equiv \text{med} R_i(x, t).$$

We use the background buoyancy frequency to compute $R_i$, as fluctuations do not change $N^2$ significantly (~1 per cent). To understand the variation in $R_i$ over $x$, we also compute min $R_i(x, t)$ (the maximum is very noisy). Both are shown in Fig. 5. Absorption of incident IGWs quickly decreases the Richardson number to between 0.25 and 0.5, characteristic of the onset of the KHI.

This result suggests that the critical layer width is regulated by the competition between steepening induced by IGW breaking and broadening due to shear instability. This width does not vary significantly with resolution in our resolved simulations (see Fig. 10). As such, $R_i \sim 0.5$ can be used to calculate the critical layer width in stars, where $N^2$ and $\overline{U}_c$ (corresponding to the tidal frequency) are known.
\[ F(t) = F(t) - \frac{1}{H} \int_{z_c - \Delta z}^{z_c + \Delta z} F(z, t) \, dz, \]  
\[ F_s(t) = \frac{1}{\Delta z} \int_{z_{c\min}}^{z_{c\max}} \min(F(z, t), 0) \, dz, \]  
\[ F_0(t) = F_s - F_c. \] (36) (37) (38)

Fig. 6 depicts the four components of this flux decomposition. Below the critical layer, we average over an interval of width \( H \), also the vertical wavelength. The offset \( \Delta z \) is necessary to make the measurement of the incident flux unaffected by the turbulence within the critical layer itself. The width of the critical layer is limited by \( R_l \approx 1 \) (see Section 6.2), which bounds its vertical extent \( \sim \frac{1}{k_x} \). We empirically found an offset of \( \Delta z = \frac{1}{2k_x} \) necessary to be sufficiently far from strong fluctuations near the critical layer.

Above the critical layer, we observe that the \( F_s \) feature has varying width (compare e.g. the \( t = 1171.4/N \) and \( t = 3437.8/N \) lines in the bottom panel of Fig. 4) but contributes significantly to the total flux budget. We average only where \( F < 0 \) so that \( F_s \) is robust to such width variations. We find that this is an accurate way of measuring \( F_s \) and determining \( F_c \).

### 6.4 Critical layer propagation

With a careful determination of \( F_s \), we can make predictions for the propagation of \( z_c(t) \) and compare to the measured propagation in the simulation. In principle, \( z_c \) is the location where the incident flux significantly attenuates. In the simulation, shear turbulence causes \( F \) to have significant spatial and temporal fluctuations that translate to large temporal fluctuations in \( z_c(t) \). To minimize these spurious fluctuations, we measure the location of the critical layer using a spatial average of where flux deposition occurs:

\[ z_{c\min}(t) = \min \{ z : F(z, t) > 0.3 F_{\text{in}} \}, \]  
\[ z_{c\max}(t) = \max \{ z : F(z, t) < 0.3 F_{\text{in}} \}. \] (39) (40)

\[ z_c(t) \equiv \frac{z_{c\min}(t) + z_{c\max}(t)}{2}. \] (41)

Measuring \( z_c \) in other ways does not significantly change the results of the analysis.

In Fig. 7, we plot the numerically measured \( z_c(t) \) against numerical integration of equation (23) using the measured \( F_s(t) \). Since the critical layer is still forming at early times, we solve equation (23) by integrating backwards from the end of the simulation \( (t = t_f) \), using \( z_c(t_f) \) as the initial condition. From Fig. 7, we see that the agreement between the measured \( z_c(t) \) and its estimate via \( F_s(t) \) is excellent.

By time averaging the numerically measured \( F_s \), we find \( \langle F_s \rangle \approx 0.71 F_{\text{in}} \). Note that \( F_s < F_{\text{in}} \), so momentum flux absorption at the critical layer is incomplete. This is due to reflection of waves off the critical layer, which carry momentum downwards.

### 6.5 Non-absorption at critical layer

To further understand the behaviour at the critical layer, we compare two reflective behaviors observed in the simulation: (i) the presence of a reflected wave with the same frequency as the incident wave (i.e. with wave vector \( k = k_x \hat{x} - k_\delta \hat{z} \)), and (ii) the reflected flux \( F_r \). The reflected wave amplitude and flux need not agree exactly if some reflected flux is in higher order modes, which is indeed the case in our simulations. Both are of physical interest, however, the reflected wave amplitude is essential for setting up standing modes in a realistic star, while the flux is important for accurately tracking angular momentum transfer during synchronization.

To measure the reflected wave amplitude \( A_r(t) \), we use an approach similar to the calculation of \( A_i(t) \) (equation 28):

\[ A_r(t) = \max_{\delta x} \frac{\int_{z_b}^{z_f} \int_{0}^{L_z} \overline{\mathbf{u} \cdot \mathbf{u_n k_v}} \big|_{z = z_b + \delta x} \, dx \, dz}{\int_{z_b}^{z_f} \int_{0}^{L_z} \overline{|\mathbf{u_n}|^2} \, dx \, dz}, \] (42)

where \( z_b = z_0 + 3\sigma \) and \( z_f = z_b + H \) as before. The primary difference from equation (28) is the introduction of free parameter \( \delta x \), the horizontal phase offset of the reflected wave. Since \( \delta x \) is unknown a priori, we choose \( \delta x \in [0, 2\pi] \) that maximizes \( A_r(t) \).
our simulation, the phase offset \( \phi(t) = k_0 \delta x(t) \) is consistent with reflection off a moving boundary at \( z_c \), i.e. \( |\partial \phi / \partial t| \gg 2 |\partial (k_0 z_c) / \partial t| \).

Fig. 8 illustrates the behaviors of \( A_i \) and \( A_r \). Both vary significantly in time but their mean values appear to converge towards the end of the simulation.

Since \( A_i(t) \), \( A_r(t) \) vary somewhat over time, we perform time averaging over interval of four wave periods, denoted by angle brackets. We can then define the amplitude reflectivity

\[
R \equiv \frac{A_i}{A_r}.
\]

We compare the square of the reflectivity to the ratios of \( F_i \) and \( -F_s \) to \( F_r \), as \( F \propto A^2 \) (equation 12). We define

\[
\hat{F}_i \equiv \frac{\langle F_i \rangle(t)}{\langle F_i \rangle(t)},
\]

\[
\hat{F}_s \equiv \frac{\langle F_s \rangle(t)}{\langle F_r \rangle(t)}.
\]

Fig. 9 shows \( R^2 \), \( \hat{F}_i \), and \( \hat{F}_s \) as functions of time. The three quantities appear to be roughly stationary for \( t \gtrsim 2500/N \). Modest fluctuations (\( \sim 20 \) per cent) in \( A_i \) do not affect our reflectivity results thanks to the time averaging used in equations (43)–(45). We see that in general \( \hat{F}_i \gtrsim R^2 \), conforming with the expectation that the reflected flux consists of the simple reflected mode and higher order modes as well.

6.6 Resolution study

Although throughout this paper we focused on our fiducial simulation with \( \text{Re} = 1024 \) and resolution \( N_x = 768, N_c = 3072 \), we also ran a suite of simulations varying the resolution and corresponding Reynolds number (Table 1). We find that our global, quantitative measurements in the simulations \( (R^2, F_i, F_s, \text{and } \text{Ri}) \) are very similar for our highest Reynolds numbers (1024 and 2048).

For each simulation in Table 1, we compute the median values of \( R^2 \), \( \hat{F}_i \), \( \hat{F}_s \), and \( \text{Ri} \) (equations (21) and (43–45), respectively) over the last 1/4 of the simulation time, when these quantities have reached their asymptotic values. These results are shown in Fig. 10.

As the simulation resolution increases and the viscosity decreases, we find that the Richardson number decreases, while the reflection and redistribution fluxes increase. The Richardson number is roughly constant for \( \text{Re} > 200 \) with a value of \( \text{Ri} \sim 0.4 \). The behavior of the fluxes is more complicated. While the fraction of reflected and redistributed flux is similar for our simulations with \( \text{Re} = 1024 \) and 2048, higher resolution simulations would be required to determine these flux fractions in the limit \( \text{Re} \to \infty \).

Nevertheless, the difference in behavior of \( \text{Ri} \) and the flux reflectivity as \( \text{Re} \) is varied is in tension with equation (20). This tension is natural: equation (20) is derived from a linear theory, while fluid motion within the critical layer is turbulent, so reflection at the critical layer cannot be captured by the linear theory.
7 SUMMARY AND DISCUSSION

7.1 Key results

In this paper, we have performed numerical simulations of non-linear breaking of IGWs in a stratified isothermal atmosphere. Such a setup represents the plane-parallel idealization of the outer stellar envelope. Our simulations use the spectral code DEDALUS (Burns et al. 2016; Burns et al. 2020), and are carried out in 2D. We observe spontaneous formation of a critical layer that separates a ‘synchronized’ upper layer of fluid and a lower layer with no mean horizontal flow. This critical layer then propagates downwards as incident IGWs break and deposit horizontal momentum to the fluid (see Fig. 3 for snapshots from our fiducial simulation). Our primary conclusions regarding the evolution of the critical layer are as follows:

(i) The width of the turbulent critical layer is determined by requiring the local Richardson number (equation 21) $\frac{R_i}{\lambda} \sim 0.5$ (see Fig. 5).

(ii) The location of the critical layer $z_c(t)$ can be predicted by careful measurement of the absorbed horizontal momentum flux at the critical layer [see equation (23) and Fig. 7].

(iii) The absorption of IGW momentum flux at the critical layer is incomplete. The critical layer only absorbs $\sim 70$ per cent of the incident flux in our highest resolution simulations (see Fig. 10). The reflected flux is carried away from the critical layer as both lowest order reflected waves and waves with larger $z$ wavenumbers.

7.2 Discussion

In this paper, we have studied the non-linear behaviour of IGWs with $|k_z/k_x| \sim 1/(2\pi)$ in a plane-parallel geometry. Tidally excited IGWs in binary stars have horizontal wavenumber $k_\perp \sim 1/R$ (where $R$ is the stellar radius) much smaller than the radial wavenumber $k_r$. While our simulations do not satisfy $|k_z/k_x| \ll 1$, the qualitative behaviour is likely to be similar, as the turbulence driving the critical layer dynamics occurs at scales significantly smaller than either $1/k_r$ or $1/k_x$. Simulating IGWs with $k_x < |k_z|$ is more challenging numerically and we defer its exploration to future work.

It is interesting to compare our work with that of Barker & Ogilvie (2010), who studied inward-propagating IGWs in solar-type stars and their non-linear breaking due to geometric focusing. In their numerical simulations in a 2D polar geometry, they found no evidence for reflected waves, contrary to our result. Note that their simulations were run with substantially higher viscosity, or lower resolution, than explored here, and their effective Reynolds number (equal to $1/\nu$, in their notation) is of order 10. We also find at low Reynolds numbers that there is negligible wave reflection. REGARDLESS OF THE LIMITATIONS INHERENT IN OUR SIMULATIONS (E.G. PLANE-PARALLEL GEOMETRY), OUR RESULTS SHED LIGHT ON THE PHYSICAL MECHANISM OF TIDAL HEATING IN CLOSE BINARIES. IN PARTICULAR, OUR SIMULATIONS INDICATE THAT ENERGY DISSIPATION OCCURS IN A NARROW CRITICAL LAYER. THE STAR HEATS UP FROM OUTSIDE–IN AS THE CRITICAL LAYER PROPAGATES INWARDS. THIS TIDAL HEATING PROFILE DIFFERS FROM THAT USED BY FULLER & LAI (2012b). WE PLAN TO STUDY THIS ISSUE IN A FUTURE WORK.
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APPENDIX A: DERIVATION OF FLUID EQUATIONS

We aim to model wave dynamics over multiple density and pressure scaleheights. Start with the compressible Euler equations.
\[
\partial_t \rho + (\mathbf{u} \cdot \nabla) \rho + \rho \nabla \cdot \mathbf{u} = 0, \\
\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \frac{1}{\rho} \nabla p = \mathbf{g}, \\
\partial_t s + (\mathbf{u} \cdot \nabla) s = 0,
\]
where \(s\) is the entropy. The pressure is calculated from the entropy and density using the equation of state:
\[
s = \log \frac{\rho^1/s}{\rho},
\]
where \(c_p\) is the specific heat at constant pressure, and \(\gamma\) is the ratio of specific heats. For computational ease, it is convenient to filter out the fast sound waves from these equations. One approach is to assume pressure perturbations are small (yielding the ‘pseudo-incompressible’ equations, Vasil et al. 2013), or that all thermodynamic perturbations are small (yielding the ‘anelastic’ equations, Brown et al. 2012). In these approximations, one of the thermodynamic equations is replaced by a constraint equation: \(\nabla \cdot (\rho_0^{1/\gamma'} \mathbf{u}) = 0\) for pseudo-incompressible; \(\nabla \cdot \mathbf{u} = 0\) for anelastic. Here, \(\rho_0\) and \(\rho_0\) are the background density and the pressure profiles. The pressure in the momentum equation can be interpreted as a Lagrange multiplier that enforces the constraint (Vasil et al. 2013). Upon linearization, both approximations conserve a wave energy
\[
E_w = \frac{1}{2} \rho_0 |\mathbf{u}|^2 + \frac{1}{2} \frac{g^2}{N^2} (\rho')^2 = \frac{1}{2} \rho_0 |\mathbf{u}|^2 + \frac{1}{2} \frac{\rho_0 N^2 (s')^2}{|\nabla s_0|^2},
\]
where \(\rho'\) and \(s'\) represent the density and the entropy perturbations.

Rather than assume thermodynamic perturbations are small, we instead filter out sound waves by taking the limit \(\gamma \to \infty\). Then, the entropy and log density are proportional to each other, and the entropy equation becomes
\[
\partial_t \log \rho + (\mathbf{u} \cdot \nabla) \log \rho = 0.
\]
Together with mass conservation, this implies
\[
\nabla \cdot \mathbf{u} = 0.
\]
We solve these equations together with the normal momentum equation.

Although these equations are non-standard, they have various desirable properties. They conserve mass and momentum, and the linearized equations conserve the wave energy \(E_w\) [equation (A5) above] similar to the pseudo-incompressible equations and anelastic equations. Our equations also satisfy the same linear dispersion relation as the fully compressible equations in the limit of large sound speed (which is also true for the anelastic equations, but not pseudo-incompressible; Brown et al. 2012; Vasil et al. 2013). Thus, the vertical propagation of IGWs is similar to the pseudo-incompressible equations and anelastic equations.

In this work, we are interested in waves that reach large amplitudes and break. For breaking waves, Achatz, Klein & Senf (2010) suggest that the anelastic equations may miss important effects. Although the pseudo-incompressible equations may capture wave breaking more accurately, they are more complicated, and do not satisfy the correct dispersion relation to order \((kH)^{-2}\) (Vasil et al. 2013). In the absence of a clear choice to study this wave breaking problem, we have elected to use these simple equations derived in the \(\gamma \to \infty\) limit.

APPENDIX B: FORCING SOLUTION

To solve for the linear excited IGW amplitude due to bulk forcing (see equation 13), we consider the linearized system of equations, with all dynamical variables having dependence \(u_z(x, z, t) = \tilde{u}_z(z) e^{ik_zx - i\omega t}\). Thus, \(\partial / \partial t \to -i\omega t, \partial / \partial x \to ik_z\), and the dynamical fluid equations become (see equations 2 and 5):
\[
\begin{align*}
\frac{d\tilde{u}_z}{dz} + ik_z\tilde{u}_z &= 0, \\
-i\omega \tilde{u}_z + \frac{d\sigma}{dz} + gHik_z\tilde{\gamma} &= 0, \\
-i\omega \tilde{u}_z + \frac{d\sigma}{dz} + gH\frac{d\tilde{\gamma}}{dz} - \frac{\sigma}{H} &= 0, \\
-i\omega \tilde{\gamma} - \frac{\tilde{u}_z}{H} &= C \exp \left[ -\frac{(z - z_0)^2}{2\sigma^2} \right] \equiv C(z).
\end{align*}
\]
These can be recast solely in terms of \(\tilde{u}_z\) as
\[
\frac{d^2\tilde{u}_z}{dz^2} - k_z^2\tilde{u}_z - \frac{1}{H} \frac{d\tilde{u}_z}{dz} + \tilde{u}_z \frac{N^2 k_z^2}{\omega^2} = -\frac{g k_z^2}{\omega^2} C(z).
\]
The homogeneous solutions are of form \( u_{\pm}(z) = \exp((1 \pm i k_x)(z - z_0)) \), where \( k_x \) satisfies the dispersion relation (equation 7). We compute the solution to the inhomogeneous ordinary differential equation by the method of variation of parameters. The Wronskian is

\[
W = \det \frac{d u_{z,+}}{d z} \frac{d u_{z,-}}{d z} = -2ikxe^{iH/2}.
\]

The general solution is then

\[
u
u_z = -u_{z,+} + \int \frac{1}{W} u_{x,-} \left( -\frac{gk_x^2}{\omega^2} C(z) \right) \, dz + u_{z,-} \int \frac{1}{W} u_{z,+} \left( -\frac{gk_x^2}{\omega^2} C(z) \right) \, dz.
\]

Taking these integrals and applying the boundary conditions \( u(z \to \infty) = u_{z,+}, u(z \to -\infty) = u_{z,-} \) give the exact solution:

\[
u
u(z) = \sqrt{\frac{\pi C}{2i k_x}} \exp \left[ \left( \frac{\omega^2}{2gk_x} \pm \frac{i k_x \sigma}{2\omega} \right) \right] \left[ -u_{z,+} + \left( 1 + \frac{1}{2}\int \frac{1}{W} u_{x,-} \left( -\frac{gk_x^2}{\omega^2} C(z) \right) \, dz \right) \right].
\]

Here, the error function is defined \( \text{erf}(z) \equiv \frac{2}{\sqrt{\pi}} \int_0^z \exp(-t^2) \, dt \). If we are concerned with only \( z \) scales significantly larger than \( \sigma \), then we may take \( \text{erf}(z) \approx \Theta(z - z_0) \) (the Heaviside step function). If we further assume \( |k|H \gg 1 \) and restore the \( e^{ik_xz-i\omega t} \) factor, we recover equation (14) in the main text.

\[
u
u(x, z, t) = -\frac{C}{2i k_x} \exp(i k_x s/2) \sqrt{2\pi gk_x} e^{ik_xz-i\omega t} \times \begin{cases} \
\exp \left[ \left( \frac{1}{2gk_x} i k_x + i \frac{k_x \sigma}{2 \omega} \right) \sigma \right] & \text{for } z > z_0, \\
\exp \left[ \left( \frac{1}{2gk_x} - i k_x \right) \sigma \right] & \text{for } z > z_0.
\end{cases}
\]

Note that in the main text, this approximate form is used to compute \( u_{\text{u},z} \), as it is easier to work with and sufficiently accurate in the regions of interest (many \( \sigma \) away from \( z_0 \)).

**APPENDIX C: EQUATION IMPLEMENTATION**

The system of equations we wish to simulate consists of equations (2a), (5b), and (13). The non-linear terms in these equations will transfer energy from lower wavenumbers to higher wavenumbers. Since spectral codes have no numerical diffusivity, explicit diffusion must be added. To ensure the non-ideal system conserves horizontal momentum exactly, we begin by adding diffusion terms to the flux-conservative form of the Euler fluid equations (equivalent to equations (2a,b)):

\[
u\nabla \cdot \mathbf{u} = 0,
\]

\[
\partial_t \rho + \nabla \cdot (\rho \mathbf{u} - \nabla (\rho - \bar{\rho})) = 0,
\]

\[
\partial_x (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} + \text{diag}(\rho \sigma) - \nu \nabla \mathbf{u}) + \rho g_z = 0.
\]

For simplicity, we use the same diffusivity \( \nu \) for both the momentum and mass diffusivities. Although mass diffusivity is not physical, we include it for numerical stability. We choose the mass diffusion term to conserve mass, and not to affect the background density profile.

It is necessary to mask out non-linear terms in the forcing zone using a form similar to equation (27). In the absence of this mask, a non-physical mean flow localized to the forcing zone develops. We use the mask

\[
\Gamma_{NL}(z) = \frac{1}{2} \left[ 2 + \tanh \frac{z - (z_0 + 8\sigma)}{\sigma} - \tanh \frac{z - z_0}{\sigma} \right].
\]

Including the damping zones and forcing terms as described in Section 4, and again making change of variables to \( \Upsilon, \sigma \), we finally obtain the full system of equations as simulated in DEDALUS:

\[
u\nabla \cdot \mathbf{u} = 0,
\]

\[
\partial_t \Upsilon - \frac{u_z}{H} = -\Gamma(z) \Upsilon + \frac{F}{\rho(z)} e^{-(z-a)^2/2} \cos(k_x x - \omega t)
+ \Gamma_{NL} \left[ -(\mathbf{u} \cdot \nabla) \Upsilon + \nu \left( \nabla^2 \Upsilon + (\nabla \Upsilon) \cdot (\nabla \Upsilon) - \frac{2}{H} \partial_z \Upsilon + \frac{1-e^{-\Upsilon}}{H^2} \right) \right],
\]

\[
\partial_x u_x + \frac{\partial \sigma'}{\partial x} + gH \frac{\partial \Upsilon}{\partial x} = -\Gamma(z) u_x + \Gamma_{NL} \left[ \nu \nabla^2 u_x - u_x \left( \nabla^2 \Upsilon + (\nabla \Upsilon) \cdot (\nabla \Upsilon) - \frac{2}{H} \partial_z \Upsilon + \frac{1-e^{-\Upsilon}}{H^2} \right) \right]
+ 2\nu \left[ ((\nabla \Upsilon) \cdot \nabla) u_x - \frac{1}{H} \partial_z u_x \right] - (\mathbf{u} \cdot \nabla) u_x - \sigma \frac{\partial \Upsilon}{\partial x}.
\]
\[
\frac{\partial u_z}{\partial t} + \frac{\partial \sigma'}{\partial z} + gH \frac{\partial \gamma}{\partial z} - \frac{\sigma'}{H} = -\Gamma(z)u_z + \Gamma_{\text{NL}} \left[ \nu \nabla^2 u_z - u_z \nu \left( \nabla^2 \gamma + (\nabla \gamma) \cdot (\nabla \gamma) - \frac{2}{H} \partial_z \gamma + \frac{1 - e^{-r}}{H^2} \right) + 2\nu \left( (\nabla \gamma) \cdot \nabla u_z - \frac{1}{H} \partial_z u_z \right) - (u \cdot \nabla) u_z - \sigma' \frac{\partial \gamma}{\partial z} \right].
\] (C3d)

This paper has been typeset from a \TeX/\LaTeX file prepared by the author.