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Abstract: Inelasticity of demand along with the distributed energy sources and energy market democratization pose significant challenges which have considerable negative impacts on overall grid balance. The need for increased capacity and flexibility in the era of energy market digitalization has introduced new requirements in the energy supply network which could not be satisfied without continuous and costly local power network upgrades. Additionally, with the emergence of Smart Homes (SHs) and Home Energy Management (HEM) systems for monitoring and operating household appliances, opportunities have arisen for automated Demand Response (DR). DR is exploited for the modification of the consumer energy demand, in response to the specific conditions within the electricity system (e.g., peak period network congestion). In order to optimally integrate DR in the broader Smart Grid (SG) system, modelling of the system parameters and safety analysis is required. In this paper, the implementation of STPA (System-Theoretic Process Analysis) structured method, as a relatively new hazard analysis technique for complex systems is presented and the feasibility of STPA implementation for loss prevention on a Demand Response system for home energy management, and within the complex SG context, is examined. The applied method delivers a mechanism useful in understanding where gaps in current operational risk structures may exist. The STPA findings in terms of loss scenarios can be used to generate a variety of safeguards to ensure secure operational control and in implementing targeted strategies through standard approaches of risk assessment.
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1. Introduction

1.1. Background

A smart grid is “an electricity network allowing devices to communicate between suppliers to consumers, allowing them to manage demand, protect the distribution network, save energy and reduce costs” [1]. The grid can be considered as a complex System of Systems (SoS) and in this regard, understanding and modelling of its different parts and their interrelation is required [2]. These interrelations need to consider technology energy distribution and supply as well as account for environmental friendliness and economic impacts. The National Institute of Standard & Technology identifies seven pillars within the Smartgrid system which are bulk generation, transmission, distribution, markets, operators, service provider, and customer [3]. The objectives of a Smartgrid are to provide operational and energy efficiency, customer satisfaction and emission reduction by incorporating advanced technology-based practices such as network optimization, preventive
maintenance, reactive load control, dynamic pricing, demand-side management, and renewable energy sources integration.

The importance of risk analysis in smart grids mandates for a thorough presentation of risks and challenges. The focus of this research is on the analysis of risks that arise from the disperse operation of heterogeneous network elements in the synchronous grids on the customer side. The movement for smart homes is posing further challenges for network operation. The increasing requests for non-forecastable demand is leading to high levels of uncertainty that affect the smooth operation of the grid network, considering also that the overall design of the grids was performed based on the initial energy demand limits. The current power flow patterns in power lines are significantly modified from those considered in the original design or off-line analyses, resulting in grid congestion issues (voltage instability, lines overcapacity). Moreover, with the evolution of smart devices and electronics in the grid, the need for advanced supply quality and continuity is more essential than the past. The realization of the smart grid vision requires meeting the ever-increasing reliability challenge. Capacity expanding projects to achieve high reliability levels is a costly solution due to additional infrastructure investments. The potential to address the emerging risk situations by introducing distribution and feeder automation is limited [4]. As a result, it is necessary to incorporate system analysis in non-traditional ways to mitigate the increasing operational risk. The inclusion of additional variables into the energy ecosystem makes it imperative to consider a reliable risk management framework.

Based on the above considerations, this research focuses on electric consumption control from the customer-side and specifically in the residential sector. Under this scope, the topics of interest include:

- Demand-side load management, forecasting, and peak-load saving
- Smart metering
- Smart appliance and home automation

Towards an approach for complex systems safe operation, system theory basics are defined. According to system theory, the system is treated as a whole, not as the sum of its parts. Relations and interactions among system components are considered and a primary concern is emergent properties, which are properties that are not in the summation of the individual components but “emerge” when the components interact, considering overall safety as an emergent property. In this direction, the relatively new Leveson’s Systems-Theoretic Accident Model and Processes (STAMP) and Systems Theoretic Process Analysis (STPA) model, endeavor to model the dynamics of complex sociotechnical systems.

### 1.2. Accident Models in Systems

Increasing complexity grids, consumers demand, and security requirements as well as sustainability concerns accentuate the need for reliable grids operation. Towards understanding the risks associated with the modernization of electricity networks in the era of smartgrids, a brief review of the most relevant risk management methodologies is presented. Nordgård et al. presented the different layers of risk assessment of the power distribution system, describing the different categories and their effects in terms of their attributes, type of impact, and methods of risk analysis [5]. The details of electricity network reliability theory are presented by Brown to identify the main component of the system and define several techniques on the way to model potential risks and hazards in the electricity network [6]. The identification of relevant to grid reliability metrics and indicators is performed with an on-practice evaluation reported by in [7]. A hands-on modeling to analyze the vulnerability of grids using Graph Models is performed by Holmgren in [8].

Qureshi applies hazard models to conceptualize accident specific characteristics by interrelating causes and effects and discover the reasons that accidents occur [9]. Several methods for risk analysis at the low level of a system exist. Failure Mode and Effects Analysis (FMEA) is a bottom-up method to identify potential failures and effects by all the parts in a system [10]. FMEA is limited to analyze one cause and effect relationship. Fault Tree Analysis (FTA) is a top-down hazard analysis approach,
involving a multiple causes and effect structure [11]. Hazard and operability study (HAZOP) is a technique used both in the design phase of a system, identifying critical specification issues, and in operational phase, identifying scenarios that may result in operational malfunctions, and then their causes and consequences are identified and analyzed [12]. The sequential accident models or event-based models, such as Failure Modes and Effects Analysis, Event Tree Analysis, Fault Tree Analysis, can work adequately for simple systems but they cannot explain accidents from failures in complex ones [13]. Fleming et al. mention that traditional analysis methods (FMEA, FTA, etc.) cannot sufficiently identify software faults or the errors pertaining to dynamic behavior of the system [14,15]. On the other hand, sequential and epidemiological accident models (most notable is the “Swiss Cheese” model) developed in the 1980s and defined as high level flow-based models, investigate combinations of factors that may lead to accidents in complex systems, although without being able to deal with the system’s dynamic nature. Thus, a new category of systemic modelling has been developed to address the operation of a system as a whole instead of analyzing specific cause-effect interrelations and impacts. As systemic modelling approaches lying in this category, a hierarchical socio-technical framework developed by Rasmussen [16] and the Systems Theoretic Accident Modelling and Processes (STAMP) model attempt to handle the dynamics of complex socio-technical systems [17]. STAMP is defined as a novel system thinking for risk analysis which treats risk and accidents as a control rather than a failure problem. It integrates into safety analysis several causal factors such as software, human factors, organizational, and safety structure. System Theoretic Process Analysis (STPA) has been developed by Leveson to identify unsafe control actions and hazardous states that may lead to system losses/accidents and generating detailed safety requirements to prevent the occurrence of the identified hazardous scenarios [17]. STPA is a top-down process addressing system components interactions and hazards such as design errors, software, or component interaction failures. STPA can find more component interaction, software, and human hazards than traditional methods [14,15]. Several authors have evaluated and compared STPA to traditional methods, reporting the benefits from applying STPA on different types of complex systems [15,18–21].

STPA system safety analysis can be integrated into the entire system engineering process resulting in a significant decrease in the cost of engineering for safety as well as in effectiveness and fewer losses. It can also reduce rework, which reduces cost and schedule. Figure 1 shows a simplified version of the standard system engineering V-model. This figure is used to illustrate how to integrate STPA into the standard system engineering process. The potential roles for STPA are shown in red. STPA can be used throughout the standard system engineering process, starting in the earliest concept development stage and contribute to all the activities in system engineering [22].

![Figure 1. System Theoretic Process Analysis (STPA) and System Engineering Process [22].](image-url)
The main goal of the current research is to present and describe the implementation of STPA in the case of a smartgrid safety analysis focusing on the Demand Response system of a Smart Home (SH) as a means to address electricity grid operation criticalities. Faulty feedback, incomplete or weak requirements, component malfunctions, and other factors that cause unsafe control actions and finally lead to accidents are identified which can serve as the baseline for the development of additional constraints and recommendations and the decision making enhancement.

2. Methods and Materials

This work uses process hazard analysis to examine the process risks within a smartgrid (SG), focusing on Smart homes (SHs) as crucial systems for Demand Response management (DRM). Analysis of process hazards is prevalent in many high-risk sectors and is a basic step in technical systems risk assessment [23]. Many of the existing techniques concentrate on isolated technical failures. They consequently fail to compressively define risks in complicated socio-technical systems [17] such as those typically engaged in smartgrids. In this research, STPA is utilized to examine the process risks engaged in Demand-Side Load management in a Smartgrid. For that reason, a brief description of the system is presented.

2.1. Demand Side Load Management System in Smart Homes (SHs)

The aim of SHs based Demand response (DR) is to provide a flexible two-way energy feedback whilst (or shortly after) the consumption occurs [24]. It can manage consumption by applying load shift or shed strategies to relieve capacity during peak hours and when system reliability is threatened [4]. This section introduces the proposed architecture of the Demand Side Load Management system and describes the functionalities of each module (Figure 2).

![Figure 2. Smart Homes (SHs) based Demand/Response system architecture.](image-url)

1. Demand-Side Management-Management System (DSM-MS)

The Admission Control (AC) is the bottom layer of the DSM system which evaluates requests coming from appliances, makes decisions, and enforces authorization for appliances to operate (accepted request) or not operate (rejected requests). The rejected requests are directed to the load balancer module for further process.

The Load Balancer (LB) is the middle layer and performs an energy cost optimization task, considering a number of connected appliances within a physical area and a determined maximal...
energy usage at different times through a day. The outcome is a charging service schedule based on capacity, forecasts, and priorities information.

The Demand/Response Manager (DRM) is the first module of the upper layer which is responsible for the communication between DSM and the grid operator. DRM is deputed to balance demand from the user’s side and supply from the grid side, based on the DSM feedback information and the available grid capacity.

The Load Forecaster (LF) is the second module in the upper layer structure and provides the DRM and LB with load forecasts, which is crucial information for energy load balancing. For example, with the aid of load forecasts, it is possible to delay or hasten the appliance operation to avoid peak-load periods or to fill up consumption valleys in the grid.

(2) Home Automated Energy Manager

A Universal Appliances Controller (UAC) controls appliance employing interfaces and retrieves information on the dwelling consumption through devices such as smart meters. Regarding the issue of communication with appliances, Nichols et al. have presented a universal appliance interface that enables to design a controller with different types of interfaces for a wide range of common use appliances [25]. This approach could be used in developing appliance adaptors for home energy management.

Smart Appliances (SA) in the proposed framework are represented by a finite state machine (FSM) model [26] and the status of an appliance may be Off, Run, Idle, Complete, or Fault. Household appliances are categorized in three general types: inelastic load appliances (i.e., lighting, TV, and PC) which have fixed predetermined energy consumption, elastic load appliances (i.e., pool pump and iron) which are schedulable, and elastic-curtailable load appliances (i.e., HVAC and water heaters) which has a constant operating status which may be interrupted [27].

Appliance interface (AI) is a programmable function interface which receives a trigger signal (Sych. Cloch, Start, and Stop) and outputting Status, Pre-emption, Heuristic value, required energy, Power Load, and Nominal Power. The enabling signals of the appliances are the switchings (on or off). Such a model can enhance on-line scheduling of appliances and its implementation is derived from real-time computing system techniques [28].

(3) Comfort Context

This module is expected to satisfy user preferences through a preference-based behavioral model. Modern building controllers generally fail to adapt to the preferences of individual users; however, it is arguable in many cases that this may be more important than meeting a setpoint.

2.2. STPA Method

This work adopts System Theoretic Process Analysis (STPA) in which hazard is defined as “a system state or set of conditions that, together with a particular set of worst-case environmental conditions, will lead to an accident/loss” [29]. Hazards can emerge from the actions of different controllers in a system as well as the interaction of the different parts of the system. Through a sequence of control loops, the STPA methodology follows a top-down perspective of the dynamic interaction of the different system parts. A hierarchical control structure is developed which acts as a system model representation composed of a control loop assembly [30]. The STPA control loop’s generic format is shown in Figure 3.

Each control loop includes a controller responsible for initiating the control action, actuators for actualizing the control action, the controlled process, and the sensors responsible for delivering feedback back to the controller. Every control action initiated by a controller is based on the control algorithm. This algorithm functionalizes the controller’s decision-making process and the process models that represent the controller’s internal beliefs used to make decisions. Controllers as well as
controlled processes can provide or get feedback from external components, as indicated by the arrows depicted in Figure 1.

![Diagram](https://via.placeholder.com/150)

**Figure 3.** System Theoretic Process Analysis (STPA) generic control loop [30].

For STPA, the loss represents any emergent system situation that must be avoided. The goal is to control and reduce or eliminate the hazards that are associated with those losses. The methodology consists of 4 steps [30].

1. **Define the purpose of analysis**—system losses, system level hazards, and corresponding safety constraints are defined.
2. **Model of the control structure**—a hierarchical control structure of the system is composed of a series of connected feedback and control loops.
3. **Identify unsafe control actions (UCAs)**—these are the control actions which under worst-case circumstances will result in a hazard.
4. **Identify loss scenarios**—these are the scenarios that result from the combination of several causal factors (CFs) that may lead to UCAs and potential loss.

The system hazards are obtained by evaluating how the system control decisions and actions can lead to situations that compromise the system’s specified security restrictions. The unsafe control activities (UCAs) occur from instances where control actions can possibly break safety constraints. The following four dialog boxes are used to guide the scenario identification process that can lead to UCAs: (a) control action not given, (b) control action given incorrectly, (c) control action given in the wrong timing (too early or too late) or in the wrong sequence, and (d) control action applied too long or stopped too soon. A-STPA [31], as an analysis support tool for the STPA-based hazard analysis, is used for the feasibility study. There are various other software tools that support risk analysis based on the STPA model, e.g., SafetyHAT modelling tool, developed by the US National Transportation Systems Center [32] and XSTAMPP [33]. A-STPA is preferred due to its simplicity and maturity in modeling and mapping the risk management diagrams as defined in the STPA methodology.

3. **STPA Results**

3.1. **Purpose of the Analysis**

The first step is to identify potential losses to be prevented, describe the system and system-level hazards to be analyzed, and set the system boundaries and safety constraints.

An overview of potential losses in an SG is reported (Table 1) and these are further modelled within the context of the proposed methodology.
Table 1. List of identified Hazards.

| No. | Hazard Description                                               | Related Accidents |
|-----|------------------------------------------------------------------|-------------------|
| 1   | Smartgrid cannot meet unexpected demands                         | 1, 3              |
| 2   | Smartgrid cannot satisfy local energy demands                    | 2                 |
| 3   | Smartgrid cannot keep customers comfortable per their preferences| 2                 |

Along with the identification of potential accidents, the associated list of hazards is defined (Table 2).

Table 2. List of identified Accidents/Losses.

| No. | Accident Description                        |
|-----|--------------------------------------------|
| 1   | Power shortages                            |
| 2   | Customer Loss                              |
| 3   | Grid equipment loss (capacitors, lines, etc.)|

System level constraints can be then extracted from hazards description, for example, that smart grids must satisfy irregular system energy demands.

3.2. Modelling the Control Structure

The second step of the process is to develop a system hierarchical control structure and model the system interrelationships by using a set of feedback control loops. The model begins with a high-level structure (Figure 4) in which the basic systems are identified. Afterwards, it is refined to a more detailed one defining how these systems are controlled (Figure 5).

![Figure 4. Control structure—1st level.](image)

The next step is to follow the basic control loop set to define all the system components by categorizing them into controllers, sensors, actuators, and controlled processes. Once the controllers have been identified, responsibilities are assigned as refinement of the safety constraints. Next, control actions for each controller are defined based on these responsibilities. The definition of control actions includes the identification of the controllable elements on the way to incorporate active attributes to address electricity grid operational needs (Table 3). Feedback, then, can be derived from the control actions and responsibilities by first identifying the process models that controllers will need to make decisions (Table 4). The control structure is refined further by using the responsibilities to deepen and add further details (Figure 6).
The next step is to follow the basic control loop set to define all the system components by categorizing them into controllers, sensors, actuators, and controlled processes. Once the controllers have been identified, responsibilities are assigned as refinement of the safety constraints. Next, control actions for each controller are defined based on these responsibilities. The definition of control actions includes the identification of the controllable elements on the way to incorporate active attributes to address electricity grid operational needs (Table 3). Feedback, then, can be derived from the control actions and responsibilities by first identifying the process models that controllers will need to make decisions (Table 4). The control structure is refined further by using the responsibilities to deepen and add further details (Figure 6).

**Figure 5.** Control structure—2nd level.

**Table 3.** Control Actions.

| No. | Control Action Description |
|-----|-----------------------------|
| 1   | capacity demand             |
| 2   | provide the capacity limits |
| 3   | predict required loads      |
| 4   | schedule load requests      |
| 5   | accept load request         |
| 6   | reject load request         |
| 7   | send operational status (start/stop/Synch. Clock) commands |
| 8   | send load requests          |
| 9   | set comfort boundaries      |

**Table 4.** Feedback derived from Responsibilities and Processes.

| No. | Responsibilities | Process | Feedback |
|-----|------------------|---------|----------|
| 1   | Demand/Response Manager (DRM) asks for excess capacity from the Distributed Network Operator (DNO) | Excess capacity is required | Excess capacity |
| 2   | DRM informs Load Balancer (LB) about the capacity limits | Capacity is adjusted | Available capacity, Predicted demand |
| 3   | Load Forecaster (LF) provides load forecasts | Loads are forecasted | Load schedule, Energy required, preemption, power load |
| 4   | LB provide informs about available capacity | Capacity available to cover loads | Rejected requests |
| 5   | LB schedules loads request | Loads are scheduled | rejected requests, heuristic value, dependency matrix, |
| 7   | Admission Control (AC) manages incoming requests from UAC | Load requests acceptance/rejection | available capacity, requests |
| 8   | Universal Appliances Controller (UAC) sends start/stop/synch. clock commands to adaptors | Operation management of appliances | load request |
| 9   | UAC sends load request to AC | Load request | direct consumption, indirect consumption, operational status |
| 10  | Comfort Context set comfort boundaries | Meet customer preferences | environmental conditions, operational status |
| 11  | DNO provides excess capacity | Excess capacity is delivered | Required capacity |
Figure 6. Control structure after refinement based on responsibilities—3rd level.

3.3. Identifying Unsafe Control Actions

The main principles of STPA theory is the identification of Unsafe Control Actions and Causal Factors. The Unsafe Control Action (UCA) Analysis is performed to assess which of the potential unsafe controls may lead to the system-level hazards. The square parentheses indicate the linkage of each UCA with the accidents listed in Table 1. A not exhaustive list of UCAs is defined for the defined system in Table 5.

Once UCAs have been identified, they are translated into constraints on the behavior of each controller, as indicatively shown in Table 6.
Table 5. Unsafe Control Actions for the controllers.

| Control Action                  | Not Given                                                                 | Provided Incorrectly                                                                 | Wrong Timing or Order                                                                 | Stopped Too Soon or Applied Too Long |
|--------------------------------|---------------------------------------------------------------------------|-------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------|--------------------------------------|
| excess capacity demand         | DRM does not demand excess capacity while there is a need to cover more loads (2, 3) | DRM demands more excess capacity than the actual required capacity for appliances to operate in the defined time horizon ahead (1) | DRM demands excess capacity too late (>TBD) after request (2, 3)                       | DRM stopsDemanding for excess capacity while overload still remains (2,3) |
| provide the capacity limits     | DRM does not provide capacity limits when these have been modified (2, 3) | DRM provides capacity limits other than these required (1, 2, 3)                     | DRM provides capacity limits too late (>TBD) after the capacity change (1, 2, 3)        |                                      |
| predict required loads          | LF does not provide accurate load prediction while there is a change to the load schedule (2, 3) | LF makes an inaccurate load prediction while appliances operation requirements can be met sufficiently according to the schedule (1) | LF provides a load prediction too late (>TBD) after the change on the load schedule (2, 3) |                                      |
| accept load request            | AC does not response while there is a request for an appliance to operate (2, 3) | AC accepts load requests while it cannot be covered by the available capacity (1, 2, 3) | AC accepts load request too late (>TBD) after the received request (2, 3)               |                                      |
| Control Action                          | Not Given                                                                 | Provided Incorrectly                                                                 | Wrong Timing or Order                                                                 | Stopped Too Soon or Applied Too Long |
|----------------------------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------|--------------------------------------|
| reject load request                    | AC accepts load request while there is another request with higher priority (2, 3) | AC rejects load request while it can be covered by the available capacity (2, 3)      | AC rejects load request too late (>TBD) after the received request (2, 3)              |                                      |
| send operational status                | UAC does not send actuation demand while the appliance must start operating (2, 3) | UAC sends appliance operational content different from the actual appliance status (1, 2, 3) | UAC sends too late (>TBD) secs the status after it has been changed (1, 2, 3)        |                                      |
| send load requests                     | UAC does not send load requests while an appliance must start operating (2, 3) | UAC send load requests for another appliance instead of the appliance must start operating (2, 3) | UAC stops sending load requests for an appliance while its request is not accepted yet (2, 3) |                                      |
| set comfort boundaries                 | Context Module does not adjust comfort boundaries taking into account environmental conditions (3) | Comfort Context set comfort boundaries not in line with user preferences (3) | Comfort Context adjust comfort boundaries too late (>TBD) after preferences are modified (3) | Comfort Context stops adjusting comfort boundaries although preferences change (3) |
|                                        |                                                                                          |                                                                                     |                                                                                       |                                      |
|                                        |                                                                                          |                                                                                     |                                                                                       |                                      |
|                                        |                                                                                          |                                                                                     |                                                                                       |                                      |
Table 5. Cont.

| Unsafe Control Actions | Control Action | Not Given | Provided Incorrectly | Wrong Timing or Order | Stopped Too Soon or Applied Too Long |
|-------------------------|----------------|-----------|----------------------|-----------------------|--------------------------------------|
| schedule load requests  | LB schedule loads with total power consumption at each time frame more than the given capacity limit (1) | | | | |
|                         | LB schedules a load to start while it should not according to the corresponding appliance operational status (1) | | | | |
|                         | LB schedule loads with total power consumption at each time frame less than the given capacity limit (2, 3) | | | LB schedules a load prior to the one with higher priority. (2, 3) |
|                         | LB schedules a load that cannot be covered by the capacity at the specific defined time (2, 3) | | LB schedules a load prior to the one to which is dependent (2, 3) |
|                         | Each appliance load is scheduled in an operation period in such a way that appliance is operated for less than the required time to complete an operational cycle (2, 3) | | | |
|                         | Each load is scheduled more than one time (1) | | | |
Table 6. Safety Constraints.

| No. | Unsafe Control Actions                                                                 | Resulting Safety Constraints                                                                 |
|-----|---------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------|
| 1   | DRM does not demand excess capacity while there is a need to cover more loads           | DRM must demand excess capacity when there is a need to meet consumption needs               |
| 2   | DRM demands more excessive capacity than the actual required for appliances to operate in the defined time horizon ahead | DRM must demand the exact capacity required for the consumption of the appliances to operate efficiently in the defined time frame |
| 3   | DRM demands excess capacity too late (>TBD) after request                              | DRM must demand excess capacity TBD secs after excessive load is identified                  |
| 4   | DRM stops demanding for excessive capacity while overload remains                      | DRM must continue to demand for excessive capacity while there is over consumption in the respective time frame |
| 5   | DRM demands less capacity than the actual required for appliances to operate in the defined time horizon ahead | DRM must demand the required capacity to cover the over-consumption in a time frame          |
| 6   | DRM demands excess capacity while the appliances cannot operate sufficiently in the defined time horizon ahead | DRM must not demand excess capacity while there is no over-consumption in a time frame       |
| 7   | DRM does not provide capacity limits when these have been changed                      | DRM must provide capacity limits when these have been modified                               |
| 8   | DRM provides capacity limits other than the actual                                   | DRM must provide capacity limits based on the actual conditions in premises                  |
| 9   | DRM provides new capacity limits too late (>TBD) after the capacity change             | DRM must provide new capacity limits within TBD secs after capacity change has been identified |
| 10  | LF does not make new load prediction while there is a change to the load schedule      | LF must adjust load predictions when there is a load schedule change                          |

3.4. Loss Scenarios

Following UCA identification, the reasons why unsafe control might occur in the system are examined and scenarios are developed to explain how faulty feedback, incomplete or weak requirements, component malfunctions, and other factors could cause unsafe control actions and finally lead to accidents. Once scenarios are identified, they can be used to identify gaps, develop additional constraints, recommendations, and define test cases for decision making evaluation. The scenarios are separated into three categories according to the reasons that may lead to unsafe control. Each UCA may be related to one or more different scenarios. As an example, an indicative list of scenarios developed from a selected number of UCAs is presented above.

(i) Unsafe controller behavior

UCA: Load Forecaster (LF) does not make new load prediction while there is a change in the load schedule.

Scenario 1: The LF controller is not trained to meet requirements and fails to provide a load forecast during a change in schedule. As a result, less capacity may be required from the DNO (Distributed Network Operator) which can lead the Smartgrid not to meet local energy demand (H-1).

UCA: Load Balancer (LB) schedules load with total power consumption (at a time frame) higher than the capacity limit.

Scenario 1: The LB scheduling algorithm considers higher capacity limits than the actual ones in scheduling optimization. As a result, local energy demand and customer comfort preferences are not completely satisfied (H-2, H-3).

Scenario 1: The LB schedules appliance operation for a shorter than required period time to complete a work cycle before the deadline.

Scenario 1: The UAC requests for a task to complete in a certain time slack which is smaller than the required task operation time even if sufficient capacity is available, the LB fails in scheduling which may lead to partial satisfaction of local energy demand or customer preferences (H-2, H-3).

UCA: LB schedules each load more than one time.

Scenario 1: The LB algorithm incorrectly considers that a load request has been rejected and the corresponding task is scheduled again. As a result, the available capacity is not used prudently...
nor assessed accurately leading to the potential of higher capacity requirements and the smartgrid operating outside the capacity limits (H-1).

UCA: LB schedules a load prior to the one with higher priority.

Scenario 1: The Heuristic Function (HF) cannot assign properly the right Heuristic Value and the loading priorities are not determined correctly. This may lead to inability to meet local demand or customer preferences (H-2, H-3).

UCA: AC does not respond while there is a request for appliance operation.

Scenario 1: The AC is not triggered as required every TBD (To Be Done) seconds, thus, does not respond to a load request, which may cause inability to meet local energy demand or customer preferences (H-2, H-3).

UCA: UAC does not send updated operational status while there has been a change in status.

Scenario 1: There is a failure of the UAC hardware adaptor which does not trigger operational status modification. This may cause smartgrid to operate outside its capacity limits, not meeting local demand or customer preferences (H-1, H-2, H-3).

UCA: UAC sends the status too late (>TBD), seconds after it has been changed.

Scenario 1: There is a failure in the communication protocol and UAC sends status information with unacceptable delay. This may cause the network to operate outside capacity limits, not meeting local demand or customer preferences (H-1, H-2, H-3).

(ii) Inadequate feedback and information

UCA: DRM demands higher capacity than actually required capacity for appliances to operate in the defined time horizon ahead.

Scenario 1: The load request rate of rejection is inappropriately measured due to insufficient information about the number of rejected requests from LB (the LB provides a higher number of rejected requests). Thus, in order to improve Quality of Service and avoid customer discomfort, DRM demands excessive capacity from the smartgrid. As a result, the network may operate out of its capacity limits (H1).

UCA: LF makes an excessive load prediction while appliance operation requirements can be met sufficiently according to the schedule.

Scenario 1: The LF forecasting model has used unreliable input data leading to excessive load predictions and resulting in higher load needs and the smartgrid operating outside its capacity limits [H-1].

UCA: LB schedules a load that cannot be covered by the capacity at the specific time frame.

Scenario 1: LB receives a ‘READY’ state assigned to the variable ‘Nominal Power’ for an appliance that is operating in ‘RUN’ state with a higher load consumption rate. This may lead to insufficient capacity to meet local demand or satisfy customer preferences (H-2, H-3).

Scenario 2: LB retrieves inaccurate or unrealistic information of local forecasts so that the required load cannot be supplied. As a result, the network may not be able to meet current local needs.

Scenario 3: LB retrieves inaccurate or unrealistic information about the available capacity. Again, the results may be that the inability of the network to meet current local needs.

UCA: UAC does not send a load request while an appliance need to start operating.

Scenario 1: Appliance description by the manufacturer is not sufficiently detailed to allow UAC to generate adequate commands for the appliance operation.

(iii) Scenarios in which control actions are improperly executed or not executed

Control Action: UAC sends operational status commands (start/stop/Synch. Clock)

Scenario 1: Although UAC sends Start command for an appliance, the appliance does not start operating due to adaptor failure. This may lead to inability to meet local energy demand (H-2).
Scenario 2: Although UAC sends Stop command for an appliance, the appliance does not stop operating due to adaptor failure consuming, thus, energy unproductively. This will result in excessive demand and may lead Smartgrid to operate out of its capacity limits (H-1).

Based on the identified loss scenarios, the Causal Factors (CFs) leading to a UCA can be classified. In this process, CFs are the main reasons in this process that can lead control behavior to become UCAs. Following the CFs identification, and in order to provide information on how to reduce the CF-related risk associated with UCAs, the next step is to identify appropriate “safeguards” for each CF. The safeguards are actions required to either prevent the causal scenario from occurring or reduce the impact on the scenarios perceived by the relevant CF [34].

4. Discussion

STPA’s top-down approach gives a strong outline for risk control measures to assess smartgrid operational performance, providing the capability to expand the scope of risk analysis both in a horizontal axis, considering all the systems of the SG (in this paper focusing on demand response system) as well as in a vertical axis, incorporating all the parts and their interactions in each system (Figure 7). The CFs of each system and the combination of CFs within and between systems can be exploited in different analysis levels, starting from residential area and Smart Homes on a microgrid scale up to macrogrid scale of a Smart Grid. In reality, STPA amplifies the identification process of CFs in different levels of analysis (both in terms of depth within a system and systems entirety), which can be adjusted according to the general system requirements and the corresponding feedback. Furthermore, before starting the STPA-based assessment, there is no need for a finalized safety process design, allowing the development of the safety process to be based on the STPA outcomes [35]. STPA can thus be used in the development of safety system design and support modification as the system continues to evolve, allowing safety standards to be enhanced [30]. The STPA findings can be used to generate a variety of safeguards to ensure secure operational control. Since the STPA method focuses on defining system-level risks and there is no importance value consideration, there is no practical or reliable way to assess each of the reported UCAs or safeguards. The major advantage is that having this whole system view can help in the risk assessment process when attempting to comprehend and evaluate the efficiency of control measures. This mechanism is useful in understanding where gaps in current operational risk structures may exist and in implementing targeted strategies through standard approaches of risk assessment. This point is reinforced by the fact that while there is potential for evolution where advances in risk management frameworks place higher stress on risk controls, there is not yet appropriate operational hazard management in providing those controls.

Figure 7. Causal Factors analysis level.
5. Conclusions

In recent days, the Smart Grid is replacing the traditional electricity grid due to the increasing demand of the energy for industrial and residential area. This increasing demand of energy leads to exploring innovative and technologically advanced ways to fulfil increasing energy demand. In this direction, as electricity grids become more complicated, the limitations of traditional risk analysis are revealed. More complex modelling techniques are required to handle the multi-dimensional synthesis of accidents in the electricity systems. The components of a smartgrid interact in ways that are complex and unforeseen at first glance, and this complexity leads to hazard states and risk scenarios which traditional hazard analysis techniques are unable to cope with. On the other hand, new analysis techniques, which are based on systems theory rather than on individual component failures, can provide advanced capabilities in analyzing and controlling such complex systems and processes. The analysis of complex systems requires a tool that can manage complexity while offering insight into the detailed system operation with the aim to reduce system vulnerability while maintaining its capabilities. This paper presents the adaptation of a new accident analysis technique called STPA (System-Theoretic Process Analysis) as a structured method to identify hazards and their associated risk to the smartgrid system. The proposed methodology investigates interconnections within smartgrid system control loop, which may lead to the discovery of hazards beyond the capability of traditional analysis. Considering the fact that the application of risk management methodologies in the grid management is still limited and incomplete, the proposed systemic structure provides a solution to deal with system design errors and handle with component interaction accidents, indirect, or non-linear interactions and complexity and systemic factors affecting all components. An important goal of this approach is to assist decision making during the early phases of design when only coarse information is known about the system.

A critical part of STPA is the definition of the control structure and all relevant system components and their relationships, as they form the base for the generation of a structured list of possible scenarios that may lead to hazards. Once the causal scenarios are identified, they can be used to provide detailed requirements for the designers in order to avoid the hazards and eliminate or mitigate the causal factors.

Future work plans include the development of techniques to choose and define the most critical scenarios and increase analysis level with the involvement of more controllers and actions as well as systems, in order to close the SG safety loop.
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Abbreviations

STAMP Systems-Theoretic Accident Model and Processes
STPA System-Theoretic Process Analysis
SG Smart Grid
FTA Fault Tree Analysis
HAZOP Hazard and operability study
FMEA Failure Mode and Effects Analysis
UCA Unsafe Control Action
CFA Causal Factor Analysis
DSM Demand-Side Management
DNO Distributed Network Operator
DRM Demand Response Manager
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