Route to tunable room temperature electric polarization in SrTiO$_3$–CoFe$_2$O$_4$ heterostructures
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Utilizing the magnetostrictive properties of CoFe$_2$O$_4$, we demonstrate reversible room temperature control of the Ti electronic structure in SrTiO$_3$–CoFe$_2$O$_4$ heterostructures, by inducing local and reversible strain in the SrTiO$_3$. By means of X-ray absorption spectroscopy, we have ascertained the changes that take place in the energy levels of the Ti 3d orbitals under the influence of an external magnetic field. The observed Ti electronic state when the sample is subjected to moderately large external magnetic fields and the disappearance of the induced phase upon their removal indicates lattice distortions that are suggestive of the development of a net electric polarization.

Introduction

Strain engineering of thin-film heterostructures is one of the most widespread and successful approaches to improving the performance of devices such as transistors,¹ electrochemical energy conversion devices,² or multiferroic (MF) memories.³ Such an approach has enabled researchers to tailor the physical behavior of complex oxides, resulting in strikingly different properties from those of their bulk counterparts.⁴ Strain engineering is particularly suitable for application to materials presenting incipient phenomena. For instance, SrTiO$_3$ (STO) provides a textbook example of a so-called quantum paraelectric (QPE) phase⁵ in which, due to quantum fluctuations, the ferroelectric (FE) order is destroyed, and the FE domain correlation lengths do not extend beyond nanometer length scales.⁶ Such subtle equilibria can be altered with external stimuli, inducing long-range ferroelectricity. In addition, the artificial interfaces created within STO-oxide heterostructures are likely to promote the stabilisation of FE order and therefore these systems have provided a fertile playground in the search for novel functional devices. In particular, the engineering of STO-oxide bilayer heterostructures has given rise to a variety of interfacial properties,⁷ such as interface conductivity,⁸,⁹ magnetic order,¹⁰ superconductivity¹¹ and polar vortices.¹² The emergence of some of these interfacial properties has been explained by the presence of FE order in STO. For example, the direction of the spontaneous polarization plays a crucial role in the critical thickness required to stabilize a two dimensional electron gas.¹³ Therefore, these novel interfacial properties are very sensitive to the STO FE polarization state. Such FE order in STO is promoted by increasing the unit cell volume, which favours the hybridization of filled O 2p-orbitals, leading to the formation of a strong covalent bond.¹⁴ Given the prospects of exploiting the resulting FE polarization in devices, many approaches have been utilized to achieve FE order, which rely on the application of stress,¹⁵,¹⁶ strain,¹⁷,¹⁸ cation substitution,¹⁹,²⁰ or cation defects such as Sr-vacancies²¹–²³ and antisite Ti/Sr defects.²⁴ However, any practical use of such functional materials is hindered by the fact that, after their growth, the induced ferroelectricity in STO cannot be manipulated.

Here, we demonstrate reversible control of the Ti electronic structure at room temperature in CoFe$_2$O$_4$–SrTiO$_3$ (CFO-STO) heterostructures in the presence of an applied magnetic field suggestive of the development of net electric polarization. Our approach is based on the following strategy: first, we need to suppress quantum fluctuation in STO so that it can develop a net electric polarization or a FE polarization²⁵ and, secondly, we want to be able to control the net electric polarization or the FE state using an externally applied stimulus at room temperature. A tunable external magnetic field was chosen for this purpose. Both of these concepts are realized with the deposition of a specific two-phase self-assembled CFO-STO heterostructure. Here, we increase the likelihood of STO becoming FE by introducing and tuning the Sr deficiency of the film. This control...
of Sr stoichiometry during the STO growth was shown to stabilize FE order in the material.\textsuperscript{21,22} The possibility to stabilize and control the lattice distortion with the possible development of an associated electric polarization with an external magnetic field was achieved by an efficient elastic coupling of STO with CFO that has large magnetostriiction coefficient. Specifically, the application of an external magnetic field, which modifies the volume and shape of CFO, results in a local reversible strain in STO. This local strain in turn induces a distortion in the STO structure. However, it is, therefore, crucial to increase the number of defects in the material, by controlling the Sr deficiency, as this directly influences the degree of covalency in STO. In summary, the combination of Sr deficiency and a magnetic field perturbation enables us to maximize the effect of the magnetic field to reversibly modify the Ti 3d-orbital level arrangement and Ti-O covalency in STO at room temperature.

**Experimental**

**Sample preparation**

CoFe\textsubscript{2}O\textsubscript{4}–SrTiO\textsubscript{3} films were deposited by pulsed laser deposition on (001)-oriented SrTiO\textsubscript{3} substrates from a target consisting of 1/3 CoFe\textsubscript{2}O\textsubscript{4} and 2/3 SrTiO\textsubscript{3}. A Coherent KrF laser ($\lambda = 248$ nm) was used for the ablation with 1 J cm$^{-2}$ energy and 2 Hz repetition rate. The oxygen pressure was kept at 6.66 mbar during sample deposition. After deposition, the samples were annealed at full oxygen pressure for 30 minutes at the respective growth temperatures and, maintaining full oxygen pressure, cooled down at 10\textsuperscript{o} per minute to room temperature. Initially, samples were deposited at different temperatures as discussed in the ESI‡ (Fig. S1). XAS characterization was performed on samples grown at nominally 800 °C.

**Laboratory-based sample characterization**

Magnetic characterization was performed at 300 K in a SQUID MPMS3 magnetometer (Quantum Design) along the in-plane and out of plane direction of the films. The diffraction characterization was performed in a D8 Discovery microsource diffractometer from Bruker equipped with a 1D detector, with X-ray wavelength $\lambda$ corresponding to the Cu K\textsubscript{α} line ($\lambda = 1.54$ Å).

**Soft X-ray absorption spectroscopy**

X-ray absorption spectroscopy (XAS) and X-ray linear dichroism (XLD) measurements were performed at beamline BL29-BOREAS\textsuperscript{25} of the ALBA Synchrotron (Barcelona, Spain) across the Ti L\textsubscript{2,3} edges in total-electron-yield (TEY) detection mode under ultrahigh vacuum conditions ($2 \times 10^{-10}$ mbar). XLD measurements were obtained by subtracting normalized XAS spectra recorded using horizontal linearly polarized X-rays from those acquired using vertically polarized X-rays. All XLD spectra were obtained from averages over at least three octets (a group of four XAS spectra taken for each of the two X-ray polarization directions in an alternate sequence that minimizes eventual, undesired systematic errors with time). All measurements were consistent with Ti ions in a tetravalent oxidation state. The eventual presence of Ti\textsuperscript{IV} cations could be discarded because of the absence of any additional spectral features at 459 eV and of any X-ray magnetic circular dichroism (XMCD) signal at low temperature (not shown).\textsuperscript{26}

**Analysis of the XLD spectrum**

The Ti XLD signal was measured at normal incidence and grazing incidence (60° with respect to normal incidence) geometries. The average of a set of three octets were used for each curve. The spectra were normalized at the Ti L\textsubscript{2}\textsubscript{3} edge peak after subtraction of a linear background. The normalized absorption $\text{XAS}_{\text{min}}$ is given by the expression $\text{XAS}_{\text{min}} = (\text{XAS} - \text{XAS}_{\text{min}})/(\text{XAS}_{\text{max}}* - \text{XAS}_{\text{min}})$, where $\text{XAS}_{\text{max}}*$ is the maximum intensity of the XAS spectra in the energy range 464–470 eV corresponding to the L\textsubscript{2} edge. We used the same procedure applied in ref. 26 to estimate the X-ray linear dichroism. In normal incidence, the XLD was calculated by taking the difference between the SrTiO\textsubscript{3} XAS spectra recorded with the vertical and horizontal electric polarization vector of the incoming beam. For this experimental geometry (see also Fig. S3, ESI‡), the (100) sample crystallographic direction is probed for linear horizontal (LH) and the (010) direction is probed for linear vertical (LV) polarized light. For the experiments performed with a magnetic field is applied along the (100) direction, the XLD spectrum was calculated after subtracting $\text{XAS}_{\text{100}} - \text{XAS}_{\text{010}}$, which is the difference between the spectra measured with the light polarization vector along the long and short axes of SrTiO\textsubscript{3} in the strained film. In grazing incidence, the sample was rotated 60° with respect to the surface normal. X-ray photons with LV polarization are kept parallel to the (010) direction while, with LH polarization, the X-ray propagation direction form an angle of 60° with the (100) direction and of 30° with the (001) direction. Assuming that the difference of the XAS spectra measured along the (100) and (010) directions is negligible, the linear dichroism can be calculated as follows:

$$E_{\text{LV}} - E_{\text{LH}} = E_{(001)} - E_{(001)} \sin(60°) - E_{(100)} \cos(60°)$$

$$\approx E_{(001)} - E_{(001)} \sin(60°) - E_{(010)} \cos(60°)$$

$$I_{\text{LV}} - I_{\text{LH}} = I_{(001)} - I_{(001)} \sin^2(60°) - I_{(010)} \cos^2(60°)$$

$$I_{\text{LV}} - I_{\text{LH}} = \frac{3}{4} (I_{(001)} - I_{(001)})$$

where $E$ is the electric field vector and $I \propto E^2$ is the measured absorption.

**Simulations**

Charge-transfer multiplet calculations were performed with the CTM4XAS software package.\textsuperscript{27,28} The results of the XAS and XMCD spectra calculations are used to extract quantitative information on the electronic state of the Ti ions. For further details, please see the ESI‡.
Results and discussions
Crystal, structural and magnetic behavior of the films

In order to create and control uncompensated electric dipoles in STO, and eventually ferroelectricity, the sample growth parameters need to be carefully controlled. Indeed, we have found that the deposition temperature strongly influences the number of Sr vacancies present in the samples. This is particularly important as the presence of Sr vacancies in STO films is essential to obtain a net electric polarization.\(^{21,22}\)

With the goal to induce and control ferroelectricity in our heterostructures, we co-deposited magnetostrictive CoFe\(_2\)O\(_4\) and SrTiO\(_3\). The preferential growth and the separation of the two constituents results from the different surface energy anisotropy between both materials.\(^{29}\) The lowest energy surface in a structure, \{111\} in CFO with spinel structure, and \{001\} in STO with perovskite structure, defines the preferential growth mode of the material deposited. On a \{001\}-oriented perovskite substrate such as STO, spinels tend to nucleate and form islands, whereas perovskites wet the substrate. This behavior allows us to grow CFO nanocolumns embedded within an STO matrix, an arrangement that notably enhances the elastic coupling between these two materials.

We fabricated a 60 nm thick STO-CFO sample by pulsed laser deposition. The growth temperature of the film was set to 800 °C. After the growth, the crystal structure of the samples was determined by X-ray diffraction (XRD) measurements. The STO and CFO phases have an in-plane (100) crystallographic orientation aligned along the in-plane (100) direction of the substrate (Fig. S1b, ESI†). XRD results (Fig. 1a) reflect the high degree of crystallographic ordering of the two constituents of the heterostructure with no intermixing between them. Films deposited at all temperatures presented a \{001\} out-of-plane texture (Fig. S1a, ESI†). The presence of an out-of-plane texture is indicated by the position of the film Bragg peak reflecting a lattice expansion of the unit cell above the nominal STO lattice constant value \(a_p = 3.905\) Å.\(^{30}\) In thin films, this lattice expansion produces an increase of the out-of-plane lattice parameter \(c\) while the in-plane lattice parameter \(a\) remains the same as that of the STO substrate because of epitaxy. A correlation between the increase in the unit cell tetragonality \(c/a\) and the appearance of SrO vacancies in the films has been reported in ref. 21 and 22. We can therefore assume that our tetragonal film incorporates a certain amount of Sr vacancies.

![Fig. 1 Sample characterization at room temperature. (a) X-ray diffraction 2θ scan measured along the out of plane (black line) and in-plane (red line) directions of the sample. The star indicates the position of the Bragg 2θ angle for the lattice parameter of the \{001\}-oriented SrTiO\(_3\) substrate. The constituent for each peak, together with its index, is indicated on top of each peak. (b) Scanning electron microscopy image of a representative part of the sample. (c) GISAXS map measured at 0.6° incidence angle. (d) Hysteresis loop measured along the in-plane (red) and out of plane (black) direction of the film. \(B_1\) and \(B_2\) indicate, respectively, the values of the magnetic field at the inflection point, and the value after which the magnetization remains constant. (e) XAS spectra measured in grazing incidence (GI) (red and black) and (f) normal incidence (NI). The detailed geometry for each of the measurements is illustrated in the ESI‡. In blue, the XLD spectra obtained for both geometries multiplied by 10. Blue shading indicates errorbars associated with the measurements.](image-url)
The film lattice parameters were obtained by analyzing the in-plane and out-of-plane 2θ-scans shown in Fig. 1a and Fig. S1 (ESI†). The STO out-of-plane lattice parameter 3.9408(2) Å implies 0.92% lattice expansion with respect to the 3.905 Å lattice parameter in bulk and c/a = 1.009. Therefore, our film has a unit cell with a tetragonal distortion close to that of bulk BaTiO$_3$ in the tetragonal phase, with c/a = 1.011.

The size and distribution of the CFO nanocolumns within the STO matrix were first determined by scanning and transmission electron microscopy (SEM and STEM, respectively). An illustrative image of our sample is shown in Fig. 1b, where the columns (light contrast) have an average radius of 15 ± 5 nm and a similar average periodicity. The TEM cross section shows that the columns span all the film thickness (see Fig. S2, ESI†). To determine the distribution of the nanocolumns in the heterostructure across the whole film, Grazing-Incidence Small Angle X-ray Scattering (GISAXS) maps were recorded under different X-ray incidence angle conditions. A clear GISAXS pattern appeared at 0.6° incidence angle (Fig. 1c), well above the critical angle. Beyond this angular value, the X-ray beam penetrated the whole film indicating that the CFO nanocolumns form a well ordered lattice in the STO matrix throughout the whole thickness of the sample. The analysis of the GISAXS patterns presented in Fig. 1c was performed following the approach presented in ref. 31.

The most prominent feature in the observed GISAXS patterns is a side peak occurring at larger scattering angles. The peak reflects the presence of a maximum in the interference function describing the column-to-column correlation distance. The average lattice periodicity $D$ of the columns was inferred from the position of the peak at $Q_x = \pm 0.38$ nm$^{-1}$ using the relationship $Q_x \approx 2\pi D$. We conclude that the CFO nanocolumns are homogeneous in size and form a lattice with an average period of $D = 16.5(5)$ nm within the STO matrix, which is in agreement with the SEM results.

Finally, the room temperature magnetic properties of our heterostructure with CFO nanocolumns were measured with a magnetometer and the results obtained are shown in Fig. 1d. The magnetization points out-of-plane due to the presence of a strong magnetic anisotropy. A linear extrapolation of the field-dependent magnetization yields an anisotropy field of $B_z = 3.5(5)T$, which is in agreement with previous results in self-assembled CFO-BTO structures. Measurements of the magnetization along the in-plane direction show that the magnetization undergoes a sharp increase up to $B_1 = 0.4(2)T$ and then it slowly increases until reaching a maximum at $B_2$.

X-ray absorption spectroscopy as a tool to infer the presence of electrical polarization

The direct observation of spontaneous electrical polarization (shortly, FE order) by current-integrating measurements is challenging for our heterostructures because of the difficulties in realizing suitable electrodes for the measurements and the presence of charge losses. Due to the prevalence of such difficulties in FE measurements, we use X-ray absorption spectroscopy (XAS) measurements, which is an alternative contact-free technique to analyze the cationic orbital structure and correlate it with the possible presence of a net electric polarization. We have determined the Ti 3d-orbital arrangement and occupation as a function of temperature and applied magnetic field. From our measurements, we have determined the presence of lattice distortions suggesting the development of an electrical polarization in the sample. Here, we summarize the main X-ray spectroscopic results obtained, which are discussed in more detail in the following sections.

Sr-deficient STO films are expected to behave as FE, even in the absence of an applied magnetic field. First, the X-ray absorption spectra from the sample were measured at 300 K and at 50 K. We expect the fingerprints of FE or at least the presence of a net electric polarization to appear or to be more evident at low temperature. We analyzed the effects of the vacancy enhanced Ti-O covalency on the measured XAS spectra. Subsequently, the sample was remeasured at 300 K under an applied magnetic field, demonstrating control of the Ti 3d-orbital splitting in Sr deficient STO upon application of the magnetic field. Moreover, the initial orbital configuration in STO is restored following the removal of the external magnetic field, demonstrating the possibility to reversibly control the SrTiO$_3$ electron structure after sample growth.

Ti 3d orbital rearrangement at 50 K

In this section, we compare the Ti L$_{2,3}$ XAS spectra at 300 K and 50 K to look for possible X-ray spectroscopic changes ascribed to the reported phase transition, which is known to occur at 105 K in bulk samples and possibly to observe the development of a FE component below the phase transition temperature. The use of a contrast synchrotron-based technique such as X-ray linear dichroism (XLD) is ideally suited here as a searchlight to probe empty valence band states with a nonzero projection parallel to the X-ray polarization. XLD is obtained by subtracting two XAS spectra obtained with vertical and horizontal polarization (see the Experimental section for more details). We start by presenting the measurements gathered at 300 K. The XAS and XLD spectra obtained at 300 K for our sample, for grazing incidence and normal incidence geometries in the vicinity of the Ti L$_{2,3}$ absorption edges, are shown in Fig. 1e and f. Both at the L$_3$ and L$_2$ edges, two main absorption features arise corresponding to electronic transitions from the 2p$_{1/2}$ and 2p$_{3/2}$ core levels (for L$_3$ and L$_2$ edges, respectively) towards the lower-energy $d_{yz}$, $d_{xz}$, $d_{xz}$ orbitals ($t_{2g}$ states), and the higher-energy $d_{xy}$ and $d_{x^2-y^2}$ ($e_{g}$ states). The XLD signal measured in normal incidence is negligible within the experimental error, whereas a well-defined dichroic signal appears in the grazing incidence geometry, as shown in Fig. 1e. The latter signal is not expected for a cubic crystal field, and reflects the sample tetragonality. Indeed, in this geometry, we probe the anisotropy between the inequivalent $a$ and $c$ crystallographic directions.

In order to obtain a quantitative determination of the Ti 3d orbital level distribution, charge-transfer multiplet calculations were performed using the CTM4XAS code. A detailed description of the various parameters used for the simulations can be found in the ESI† (see Fig. S4 and S5). The crystal field parameter $10D_q$, which determines the energy splitting between...
the $t_{2g}$ and $e_g$ states in a cubic crystal field (see Fig. 2a), is found to be $10D_q = 1.9$ eV, in good agreement with previous studies on STO and BTO.26-36 When the local symmetry is lowered due to lattice deformations, the $t_{2g}$ and $e_g$ states further split and additional parameters, $D_e$ and $D_{tq}$, are required to correctly account for the further lifting of 3d orbital degeneracy. In this scenario, the best fit for the 300 K experimental data was found by introducing charge transfer effects (details are given below) and for $D_D = -0.03$ eV and $D_e = 0.03$ eV. These values correspond to a 240 meV splitting of the $t_{2g}$ levels with the $d_{xy}$ orbital lowest in energy, as illustrated in Fig. 2a. We then simulated the expected spectral shape for the XAS measurements performed at 50 K, in order to determine the origin of the differences between the corresponding experimental spectra. Both 300 K and 50 K XLD spectra are shown in Fig. 2c and they allow us to correlate specific spectral changes to the development of orbital polarization in our sample. Qualitatively, a noticeable shift of the X-ray spectral features towards lower energy appears, which corresponds to the electronic transitions to the Ti 3d $e_g$ states.

To obtain quantitative information of the change in the Ti orbital configuration one should note that, in the presence of FE order, any change in the charge-transfer probability should be observed in the multiplet calculations. Indeed, we have found that the observed XLD spectral changes cannot be described by varying the crystal field parameters $10D_{q}$, $D_t$, and $D_e$ parameters, while keeping the charge-transfer energy fixed to the value found for 300 K. Specifically, varying $D_t$ and $D_e$, which physically corresponds to a change in the tetragonality of the unit cell, results in sizable changes of the simulated XAS spectra that are not observed in our measurements (see Fig. S4 in the ESI†).

Charge-transfer effects are accounted for by introducing a charge-transfer energy term, $\Delta_q$, which represents the ionic energy difference between Ti $d^0$ and $d^1 L$ configurations, where $L$ denotes a hole at the ligand (O in our case) in the initial state, with an electron being transferred to the metal’s valence band.37 $U_{pd}$ describes the attractive interaction between the core-hole and 3d electrons, and $U_{dd}$ accounts for the on-site electron–electron Coulomb repulsion energy. In our simulations, we have used $U_{pd} - U_{dd} = 2$ eV and $\Delta = 3$ eV, which are values compatible with those reported for similar materials.34,38 Furthermore, one has to introduce the hopping integral parameters $T_t$ to describe the probability of an electron being transferred from O to Ti. In a tetragonal environment, four parameters must be introduced, $T_{b1}, T_{a1}, T_{b2}, T_c$ referring to the hopping into $d_{x^2-y^2}$, $d_{xy}$, $d_{xz}$ and $d_{yz}$ ($d_{jz}$) orbitals, respectively. Since the 3d levels preserve some degeneracy, it is reasonable to assume that $T_{b1} = T_{a1}$ and $T_{b2} = T_c$, at least for the 300 K case. To describe our experimental results, $T_{b1}$ and $T_{a1}$ were tuned (see Table 1 and Fig. S4, ESI†) and we have found that $T_{b1} > T_{a1}$ is required in order to describe the 50 K experimental data, suggesting an enhancement of in-plane covalency at 50 K with respect to 300 K. We find that a value of $T_{b2}$ ($T_{b1}$) of 1 eV (2.1 eV) qualitatively reproduces the spectral features shift observed in the 50 K measurements. In general, varying $T_{b1}$ has more effect on the XLD than a change in $T_{b2}$. From $T_{b1} > T_{a1}$ we can infer that the increase of covalency in TiO$_6$ octahedra does not occur along the long axis of the perovskite ((001) in our case), as in standard displacive FE but along the perpendicular direction, as observed in non-stoichiometric films. In such a case, Yang et al. showed that the Ti$^{4+}$ cation was off-centered along the (111) direction due to a
change in its coordination with the neighbouring ions. Therefore, our simulations indicate an increase of the in-plane covalency, which, in turn, could be explained by an off-centering of Ti$^{3+}$, compatible with the appearance of net electric polarization.

### Magnetic control of the Ti electron configuration at 300 K

Having characterized the electronic configuration of our STO heterostructure above and below the anti-ferro distortive transition temperature and after settling the fingerprints that are compatible with an induced net electric polarization in XLD spectra, we can now compare these results with those obtained (at 300 K) in the presence of an external magnetic field. We first discuss the anticipated changes in the sample due to the CFO relationship. In CFO, the magnetostrictive effect is achieved at the inflection point of the applied magnetic field at the particular field value where the CFO is expected to distort (Fig. 3a). Due to the negative magnetostriction coefficient, the nanocolumns tend to contract along the direction of the applied magnetic field ($\lambda_2 = -2 \times 10^{-4} < 0$) and to expand along the perpendicular plane ($\lambda_1 = 10^{-4} > 0$). The net result is the generation of a directional strain in STO, leading to a symmetry lowering in the film plane (with $a_{(010)} > a_{(100)}$).

The emergence of an anisotropy in the orbital distribution along the (100) and (010) directions is indicated by the appearance of XLD signal at the Ti L$_3$ edge in the normal incidence geometry (see Fig. 3c).

We then determined the minimum magnetic field required to induce this in-plane distortion at 300 K by measuring the XLD spectrum for different values of the applied magnetic field (Fig. 3d). Here, we discuss the behavior of the $e_g$ peak (pink shading) because of its direct link with the covalency of Ti 3d orbitals. After applying a field of 0.1 T, spectral variations could be seen in the 458–460 eV energy region indicating the onset of an in-plane distortion. These spectral changes increased with the applied field up to 0.4 T but, beyond this value, no further evolution was observed. In order to determine whether there is a correlation between this XLD behaviour and the CFO magnetic properties, we quantified the former and compared them with the sample magnetization. For this, we determined the integrated area $A_{XLD}$ of the selected region of the XLD spectra and its maximum value $M_{XLD}$ as a function of the applied magnetic field. The modelling of the spectra in the aforementioned reduced energy interval around the Ti L$_3$ edge was done using a Voigt profile. The $M_{XLD}$ dependence as a function of the applied magnetic field is compared with the magnetization curve in the inset of Fig. 3d. A similar field dependence indicates a strong correlation between changes in the orbital distribution and magnetization. This is consistent with the fact that we expect a positive correlation between magnetostriction and the applied magnetic field until a saturation value is reached, beyond which the shape of the CFO nanocolumns does not further change. In CFO such a relationship is well characterized and it has been demonstrated that a maximum magnetostrictive effect is achieved at the inflection point.

### Table 1

| Geometry, temperature, magnetic field | $\Delta$ | $U_{pd}$ | $U_{dd}$ | $T_{g1}$ | $T_{u1}$ | $T_{u2}$ | $T_{e}$ |
|--------------------------------------|---------|---------|---------|---------|---------|---------|---------|
| GI at 300 K, 0 T                     | 3       | 8       | 6       | 2       | 2       | 1       | 1       |
| GI at 50 K, 0 T                      | 3       | 8       | 6       | 2.1     | 1.9     | 1       | 1       |
| GI at 300 K, 2 T                     | 3       | 8       | 6       | 2.1     | 1.9     | 1       | 1       |

### Fig. 3

(a) Schematic showing CFO nanocolumns within the STO matrix (left) and the effect of magnetostriction after applying a magnetic field (right). (b) Ti L$_{2,3}$ XAS measured in the grazing incidence (GI) geometry and (c) normal incidence (NI) at 300 K with a 2 T magnetic field applied along the (100) STO axis. The XLD with (blue) and without (pink) the 2 T field are shown for comparison. (d) Room temperature XLD measured in normal incidence geometry at different values of the magnetic field. The pink shading indicates the Ti L$_{3,2}$ XLD peak where the strongest spectral changes are observed. In the inset, it can be seen that the dependence of the in-plane magnetization (red) and maximum of the Ti L$_{3,2}$ XLD peak (black dots) as a function of the magnetic field agree well.
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The correlation between the orbital distribution and magnetization demonstrates that the evolution observed in the Ti L$_{2,3}$ XLD spectra is the result of the strain generated by the shape modification in CFO nanostructures due to magnetostriction, and that an applied magnetic field of 0.4 T is sufficient to maximize the changes in the energy of Ti 3d-states of our films.

Finally, in order to assert if the modification of the Ti 3d orbital energies are confined to the sample in-plane directions probed in the normal incident geometry, we also discuss the changes in the XLD spectra measured in grazing incidence geometry (Fig. 3b) while applying a magnetic field along the (100) direction. GI measurements allow also to check if the XLD spectroscopic evolution produced by cooling the sample to 50 K is comparable to the changes observed in the presence of an applied external magnetic field. We note here that the coefficients for magnetostriction are ideally identical along the (010) and (001) directions because both are orthogonal to the applied magnetic field, and hence the strain applied to STO. Since the (100) applied field produces a distortion in the atomic orbitals along the (010) and (001) directions, this results in a change in the grazing incidence XLD signal: the amplitude of the spectroscopic features corresponding to the t$_{2g}$ orbitals gets reduced whereas the e$_g$ features shift toward lower energies as in the 50 K case. The observed positions of the XAS peaks are nearly identical and therefore the structural changes along the probed directions are minimal.

Summarizing, we have seen that the XLD spectrum changes only because of an enhanced covalence within the film plane. This change, together with the modification of the Ti 3d-states energies along the (100) and (010) directions, suggests the emergence of a net electric polarization component along the (100) direction driven by the applied magnetic field.

Conclusions

We have demonstrated that, by applying an external magnetic field, it is possible to induce and reversibly manipulate the electronic structure of Ti 3d orbitals in Sr-deficient self-assembled STO-CFO heterostructures. This change in the Ti local electronic distribution is probed by synchrotron X-ray absorption spectroscopy and can be explained by an increase in charge transfer in-plane. We argue that this electronic structure change can be explained by the development of electric polarization since this is expected to modify the Ti 3d-O 2p charge transfer probability. Specifically, when applied along the (100) crystal direction, the magnetic field induces a local strain in STO that lowers the crystallographic symmetry in the films, resulting in a measurable XLD signal in normal incidence geometry. This is due to a rearrangement of Ti 3d-orbitals that lowers the energy barrier that Ti cations need to overcome in order to move away from their original position and indicates the possible presence of a FE component along the (100) direction. Thus, our novel approach offers an important step towards the reversible modification of the net electric polarization state of STO heterostructures at room temperature. In addition, we can envisage that, since some interfacial functionalities are linked to the STO ferroelectricity, this methodology could be applied to other 2D heterostructures offering the possibility to induce and reversibly control novel properties found at the interface, such as polar vortices or two-dimensional electron gases.
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