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ABSTRACT. Let \( g' \) and \( g \) be isomorphic to any two of the Lie algebras \( \text{gl}(\infty), \text{sl}(\infty), \text{sp}(\infty), \) and \( \text{so}(\infty) \). Let \( M \) be a simple tensor \( g \)-module ([PSt], [PSe]). We introduce the notion of an embedding \( g' \subset g \) of general tensor type and derive branching laws for triples \( g', g, M \), where \( g' \subset g \) is an embedding of general tensor type. More precisely, since \( M \) is in general not semisimple as a \( g' \)-module, we determine the socle filtration of \( M \) over \( g' \). Due to the description of embeddings of classical locally finite Lie algebras given in [DP], our results hold for all possible embeddings \( g' \subset g \) unless \( g' \cong \text{gl}(\infty) \).

1. Introduction

Given an embedding \( g' \subset g \) of two Lie algebras and a simple \( g \)-module \( M \), the branching problem is to determine the structure of \( M \) as a \( g' \)-module. This is a classical problem in the theory of finite-dimensional Lie algebras. By Weyl's semisimplicity theorem, when \( g' \) is finite dimensional semisimple the branching problem reduces to finding the multiplicity of any simple \( g' \)-module \( M' \) as a direct summand of \( M \). This is however not a simple task, due to the abundance of possible isomorphism classes of embeddings \( g' \subset g \) ([Dy]). Therefore, even for the classical series of Lie algebras explicit solutions of the branching problem are known only for specific cases. Such solutions are referred to as branching laws or branching rules and examples can be found in e.g. [Z], [HTW].

In this paper we consider the branching problem for the classical locally finite Lie algebras. These are the Lie algebras \( \text{gl}(\infty), \text{sl}(\infty), \text{sp}(\infty), \) and \( \text{so}(\infty) \), and they are defined as unions of the respective finite-dimensional Lie algebras under the upper-left corner inclusions. Here the situation is quite different from the finite-dimensional case. On the one hand, the description of the Lie algebra embeddings given in [DP] is much simpler than the classical description of Dynkin in the finite-dimensional case. On the other hand, the modules of interest, called simple tensor modules, are in general not completely reducible over the subalgebra. Therefore, the branching problem involves more than just determining the multiplicities of all simple constituents. One has to determine a semisimple filtration of the given module over the subalgebra and it is a natural choice to work with the socle filtration. In this way, the goal of the present work is to follow the branching problem. Given an embedding \( g' \subset g \) of two classical locally finite Lie algebras and a simple tensor \( g \)-module \( M \), find the socle filtration of \( M \) as a \( g' \)-module.

The structure of the paper is as follows. We start by giving some background on locally finite Lie algebras and by presenting some finite-dimensional branching laws which are used in the paper. Following the description of embeddings of classical locally finite Lie algebras given in [DP], we introduce the notion of an embedding \( g' \subset g \) of general tensor type. In the case \( g' \neq \text{gl}(\infty) \) this notion describes all possible embeddings. One of the main results of the paper is Theorem 3.4 which shows that the branching problem for embeddings of general tensor type can be reduced to branching problems for embeddings of three simpler types. Then in Section 4 we determine explicitly the branching laws for these three types of embeddings in the case when \( g', g \cong \text{gl}(\infty) \) and \( M \) is any simple tensor \( g \)-module (Theorems 4.5, 4.9, 4.11). Since all other cases of embeddings follow the same ideas, we skip the proofs and list the end results in several tables in the Appendix.
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2. Preliminaries

2.1. The classical locally finite Lie algebras. The ground field is $\mathbb{C}$. A countable-dimensional Lie algebra is called \textit{locally finite} if every finite subset of $\mathfrak{g}$ is contained in a finite-dimensional subalgebra. Equivalently, $\mathfrak{g}$ is locally finite if it admits an exhaustion $\mathfrak{g} = \bigcup_{i \in \mathbb{Z}_{>0}} \mathfrak{g}_i$ where

$$\mathfrak{g}_1 \subset \mathfrak{g}_2 \subset \cdots \subset \mathfrak{g} \subset \cdots$$

is a sequence of nested finite-dimensional Lie algebras. The classical locally finite Lie algebras $\mathfrak{gl}(\infty)$, $\mathfrak{sl}(\infty)$, $\mathfrak{sp}(\infty)$, and $\mathfrak{so}(\infty)$ are defined respectively as $\mathfrak{gl}(\infty) = \bigcup_{i \in \mathbb{Z}_{>0}} \mathfrak{gl}(i)$, $\mathfrak{sl}(\infty) = \bigcup_{i \in \mathbb{Z}_{>0}} \mathfrak{sl}(i)$, $\mathfrak{sp}(\infty) = \bigcup_{i \in \mathbb{Z}_{>0}} \mathfrak{sp}(2i)$, and $\mathfrak{so}(\infty) = \bigcup_{i \in \mathbb{Z}_{>0}} \mathfrak{so}(i)$ via the natural inclusions $\mathfrak{gl}(i) \subset \mathfrak{gl}(i+1)$, $\mathfrak{sl}(i) \subset \mathfrak{sl}(i+1)$, $\mathfrak{sp}(2i) \subset \mathfrak{sp}(2i+2)$, and $\mathfrak{so}(i) \subset \mathfrak{so}(i+1)$.

Next, we give an equivalent definition of the above four Lie algebras. Let $V$ and $V_\ast$ be countable-dimensional vector spaces over $\mathbb{C}$ and let $\langle \cdot, \cdot \rangle : V \times V_\ast \to \mathbb{C}$ be a non-degenerate bilinear pairing. The vector space $V \otimes V_\ast$ is endowed with the structure of an associative algebra such that

$$\langle v_1 \otimes w_1, v_2 \otimes w_2 \rangle = \langle v_2, v_1 \rangle \langle v_1 \otimes w_1, v_2 \otimes w_2 \rangle$$

where $v_1, v_2 \in V$ and $w_1, w_2 \in V_\ast$. We denote by $\mathfrak{gl}(V, V_\ast)$ the Lie algebra arising from the associative algebra $V \otimes V_\ast$, and by $\mathfrak{sl}(V, V_\ast)$ we denote its commutator subalgebra $[\mathfrak{gl}(V, V_\ast), \mathfrak{gl}(V, V_\ast)]$. If $\langle \cdot, \cdot \rangle : V \times V \to \mathbb{C}$ is an antisymmetric non-degenerate bilinear form, we define the Lie algebra $\mathfrak{gl}(V, V)$ as above by taking $V_\ast = V$. In this case $S^2(V)$, the second symmetric power of $V$, is a Lie subalgebra of $\mathfrak{gl}(V, V)$ and we denote it by $\mathfrak{sp}(V)$. Similarly, if $\langle \cdot, \cdot \rangle : V \times V \to \mathbb{C}$ is a symmetric non-degenerate bilinear form, we again define $\mathfrak{gl}(V, V)$ by taking $V_\ast = V$ and then $\mathfrak{sp}(V)$ is a Lie subalgebra of $\mathfrak{gl}(V, V)$, which we denote by $\mathfrak{so}(V)$.

The vector spaces $V$ and $V_\ast$ are naturally modules over the Lie algebras defined above, such that $(v_1 \otimes w_1) \cdot v_2 = \langle v_2, v_1 \rangle v_1$ and $(v_2 \otimes w_2) \cdot w_1 = -\langle v_2, w_1 \rangle w_2$ for any $v_1, v_2 \in V$ and $w_1, w_2 \in V_\ast$. We call them respectively the \textit{natural} and the \textit{conatural representations}. In the cases of $\mathfrak{sp}(V)$ and $\mathfrak{so}(V)$ we have $V = V_\ast$.

By a result of Mackey [M], there always exist dual bases $\{\xi_i\}_{i \in I}$ of $V$ and $\{\xi^*_i\}_{i \in I}$ of $V_\ast$ indexed by a countable set $I$, so that $\langle \xi_i, \xi^*_j \rangle = \delta_{ij}$. Using these bases, we can identify $\mathfrak{gl}(V, V_\ast)$ with the Lie algebra $\mathfrak{gl}(\infty)$. Similarly, $\mathfrak{sl}(V, V_\ast) \cong \mathfrak{sl}(\infty)$, $\mathfrak{sp}(V) \cong \mathfrak{sp}(\infty)$, and $\mathfrak{so}(V) \cong \mathfrak{so}(\infty)$.

In what follows let $\mathfrak{g} \cong \mathfrak{gl}(\infty), \mathfrak{sl}(\infty), \mathfrak{sp}(\infty)$, or $\mathfrak{so}(\infty)$. We set $V^{\otimes(p,q)} = V^{\otimes p} \otimes V_\ast^{\otimes q}$. If $\mathfrak{g} \cong \mathfrak{sp}(\infty), \mathfrak{so}(\infty)$, we always consider $q = 0$. It is shown in [PSt] that $V^{\otimes(p,q)}$ is in general not semisimple and its socle filtration is explicitly described.

The \textit{socle filtration} of any module $M$ over an algebra is defined as

$$0 \subset \text{soc}M \subset \text{soc}^2M \subset \cdots \subset \text{soc}^rM \subset \cdots$$

where $\text{soc}M$, called the \textit{socle} of $M$, is the maximal semisimple submodule of $M$, or equivalently the sum of all simple submodules of $M$. The other terms in the filtration are defined inductively as follows: $\text{soc}^{r+1}M = \pi_{r}^{-1}((\text{soc}(M/\text{soc}^rM))$, where $\pi_r : M \to M/\text{soc}^rM$ is the natural projection. The semisimple modules $\text{soc}^{r+1}M := \text{soc}^{r+1}M/\text{soc}^rM$ are called the \textit{layers} of the socle filtration. We say that $M$ has \textit{finite Loewy length} $l$ if the socle filtration of $M$ is finite and $l = \min \{r|\text{soc}^rM = M\}$.

The following three properties of socle filtrations will be very useful in the sequel.

- If $N \subseteq M$, then for all $r$

$$\text{soc}^rN = (\text{soc}^rM) \cap N. \quad (1)$$

- If $M_1$ and $M_2$ are modules over the same algebra and $M = M_1 \cap M_2$, then

$$\text{soc}^rM = (\text{soc}^rM_1) \cap (\text{soc}^rM_2). \quad (2)$$

- If $M$ and $N$ are any two modules over the same algebra, then

$$\text{soc}^r(M \oplus N) = \text{soc}^rM \oplus \text{soc}^rN. \quad (3)$$

In what follows, if $M$ is a module over the Lie algebra $\mathfrak{g}$ we will use the notation $\text{soc}^r_M M$ instead of $\text{soc}^rM$. 
When \( g \cong \mathfrak{gl}(\infty) \), we set \( V^{(p,q)} = \text{soc}_g V^\otimes(p,q) \). It is also the maximal semisimple submodule of \( V^\otimes(p,q) \) for \( g \cong \mathfrak{sl}(\infty) \) ([PSt]). For \( g \cong \mathfrak{sp}(\infty), \mathfrak{so}(\infty) \) the maximal semisimple submodule of \( V^\otimes p \) is denoted respectively by \( V^p \) and \( V^{[p]} \).

By definition, a \( g \)-module \( M \) is called a tensor module if it is a subquotient of a finite direct sum of copies of \( \bigoplus_{r \leq p} V^\otimes(p,q)_r \) for some integer \( r \). If \( M \) is simple, being a tensor module is equivalent to being a submodule of \( V^\otimes(p,q) \) for some \( p,q \) ([PSt]). Moreover, it is shown in [PSt] that there exists a choice of Borel subalgebra \( b \) in \( g \) such that all simple tensor modules are \( b \)-highest weight modules. For \( g \cong \mathfrak{gl}(\infty), \mathfrak{sl}(\infty) \) the simple tensor modules coincide. Their highest weights are given by pairs of non-negative integer partitions \( (\lambda, \mu) \) and we denote them by \( V_{\lambda,\mu} \). If \( V_{\lambda,\mu} \subset V^\otimes(p,q) \), then \(|\lambda| = p \) and \(|\mu| = q \). For \( g \cong \mathfrak{sp}(\infty), \mathfrak{so}(\infty) \) the simple tensor modules are denoted respectively by \( V_{[\lambda]} \) and \( V_{[\lambda]} \), where \( \lambda \) is a non-negative integer partition. If \( V_{[\lambda]} \subset V^\otimes p \) or respectively \( V_{[\lambda]} \subset V^\otimes p \), then \(|\lambda| = p \). The simple tensor modules are constructed explicitly in [PSt] using a generalization of Weyl’s construction for irreducible \( g(n) \)-modules (see [FH]).

Next, let \( g' \subset g \) be an embedding of two classical locally finite Lie algebras. Then the following theorem holds.

**Theorem 2.1.** [DP] Let \( g \cong \mathfrak{gl}(\infty), \mathfrak{sl}(\infty), \mathfrak{sp}(\infty) \), or \( \mathfrak{so}(\infty) \) and let \( g' \) be a simple infinite-dimensional subalgebra of \( g \). Let \( V \) and \( V' \) be respectively the natural and conatural representations of \( g \). Similarly, let \( V' \) and \( V_\ast \) be the natural and conatural representations of \( g' \). Then

\[
\begin{align*}
\text{soc}_g V &\cong kV' \oplus lV_\ast \oplus N_a, \\
V/\text{soc}_g V &\cong N_b, \\
\text{soc}_g V' &\cong lV' \oplus kV_\ast \oplus N_c, \\
V'/\text{soc}_g V' &\cong N_d,
\end{align*}
\]

where \( k, l \in \mathbb{Z}_{\geq 0} \) such that at least one of them is in \( \mathbb{Z}_{>0} \), and \( N_a, N_b, N_c, \) and \( N_d \) are finite- or countable-dimensional trivial \( g' \)-modules.

We denote \( a = \dim N_a, b = \dim N_b, c = \dim N_c, \) and \( d = \dim N_d \).

Motivated by Theorem 2.1 we give the following definition.

**Definition 2.1.** An embedding \( g' \subset g \) of two classical locally finite Lie algebras is said to be of general tensor type if it satisfies property (4).

In view of Theorem 2.1, all possible embeddings \( g' \subset g \) are of general tensor type under the assumption that \( g' \neq g(\infty) \).

It is proven in [PSe] that if \( g' \subset g \) is an embedding of simple classical locally finite Lie algebras and \( M \) is a simple tensor \( g \)-module, then \( M \) has finite Loewy length as a \( g \)-module and all simple constituents in the socle filtration of \( M \) as a \( g' \)-module are simple tensor \( g' \)-modules. It is not difficult to show that this holds moreover for any embedding of general tensor type of any two classical locally finite Lie algebras (Proposition 3.2). This fact and Theorem 2.1 are one of the first motivations for considering the branching problem in the context of classical locally finite Lie algebras.

### 2.2. Some finite-dimensional branching laws

An embedding \( f_1 \subset f_2 \) of finite-dimensional classical Lie algebras is called diagonal if

\[
V_{2,f_1} \cong V_{1} \oplus \cdots \oplus V_{1} \oplus V_{1}^\ast \oplus \cdots \oplus V_{1}^\ast \oplus N_1 \oplus \cdots \oplus N_1
\]

where \( V_{1} \) is the natural \( f_1 \)-module \( (i = 1,2) \), \( V_{1}^\ast \) is dual to \( V_{1} \), and \( N_1 \) is the trivial one-dimensional \( f_1 \)-module. The triple \((l, r, z)\) is called the signature of the embedding.

**Proposition 2.2.** [Z] [Gelfand-Tsetlin rule] Consider an embedding \( \mathfrak{gl}(n - 1) \rightarrow \mathfrak{gl}(n) \) of signature \((1,0,1)\). Let \( \lambda = (\lambda_1, \ldots, \lambda_n) \) be a non-negative integer partition and let \( V^n_\lambda \) denote the irreducible highest weight \( \mathfrak{gl}(n) \)-module with highest weight \( \lambda \). Then

\[
V^n_\lambda \cong \bigoplus_{\sigma} V^{n-1}_{\sigma},
\]

where \( \sigma = (\sigma_1, \ldots, \sigma_{n-1}) \) runs over all integer partitions which interlace \( \lambda \), i.e. such that

\[
\lambda_1 \geq \sigma_1 \geq \lambda_2 \geq \sigma_2 \geq \cdots \geq \lambda_{n-1} \geq \sigma_{n-1} \geq \lambda_n.
\]
The Gelfand-Tsetlin rule can be iterated to obtain a branching law for embeddings of \( gl(n) \) into \( gl(n+k) \).

**Proposition 2.3.** Let \( gl(n) \to gl(n+k) \) be an embedding of signature \((1,0,k)\). Then
\[
V^{n+k}_{\lambda} \cong \bigoplus_{\sigma} m_{\lambda,\sigma}^{k} V^{n}_{\sigma},
\]
where the multiplicity \( m_{\lambda,\sigma}^{k} \) is the number of possible sequences of weights
\[
\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{n+k-1}, \lambda_{n+k}),
\]
\[
\sigma_1 = (\sigma_1^1, \sigma_1^2, \ldots, \sigma_{n+k-1}^1),
\]
\[
\ldots,
\]
\[
\sigma_{k-1} = (\sigma_{k-1}^1, \ldots, \sigma_{n+k-2}^1),
\]
\[
\sigma = (\sigma_1, \ldots, \sigma_n)
\]
such that each consecutive row interlaces the previous one.

In what follows we will refer to the numbers \( m_{\lambda,\sigma}^{k} \) as **Gelfand-Tsetlin multiplicities**.

Next, we consider embeddings of signature \((k,0,0)\). Let \( \lambda \) and \( \mu \) be two non-negative integer partitions with \( p \) and \( q \) parts, where \( p+q \leq n \). Let \( V^{n}_{\lambda,\mu} \) denote the irreducible \( gl(n) \)-module with highest weight \( (\lambda,\mu) = (\lambda_1, \ldots, \lambda_p, 0, \ldots, 0, -\mu_q, \ldots, -\mu_1) \). We will derive the desired branching rule as an easy generalization of the results in [HTW].

Consider first the block-diagonal subalgebra \( gl(n) \oplus gl(m) \subset gl(n+m) \). By Theorem 2.2.1 in [HTW] we have the following decomposition:
\[
V^{n+m}_{\lambda,\mu} \cong \bigoplus_{\alpha^{+}, \beta^{+}, \alpha^{-}, \beta^{-}} C^{(\lambda,\mu)}_{(\alpha^{+},\alpha^{-}),(\beta^{+},\beta^{-})} V^{n}_{\alpha^{+},\alpha^{-}} \otimes V^{m}_{\beta^{+},\beta^{-}},
\]
where
\[
C^{(\lambda,\mu)}_{(\alpha^{+},\alpha^{-}),(\beta^{+},\beta^{-})} = \sum_{\gamma^{+}, \gamma^{-}, \delta} C_{\gamma^{+}}^{\lambda} C_{\gamma^{-}}^{\mu} C_{\delta}^{\gamma^{+}} C_{\delta}^{\gamma^{-}} C_{\alpha^{+}}^{\gamma^{+}} C_{\alpha^{-}}^{\gamma^{-}},
\]
and the numbers \( C_{\beta}^{\gamma} \) are Littlewood-Richardson coefficients. Next, we consider the direct sum of \( k > 2 \) copies of \( gl(n) \) as a subalgebra of \( gl(kn) \) by block-diagonal inclusion. Then one can iterate the above branching rule to obtain the following:
\[
V^{kn}_{\lambda,\mu} \cong \bigoplus_{\beta^{+}, \beta^{-}} C^{(\lambda,\mu)}_{(\beta^{+},\beta^{-})} V^{n}_{\beta^{+},\beta^{-}} \otimes \cdots \otimes V^{n}_{\beta^{+},\beta^{-}},
\]
where
\[
C^{(\lambda,\mu)}_{(\beta^{+},\beta^{-})} = \sum_{\alpha^{+}, \ldots, \alpha^{-}} C^{(\lambda,\mu)}_{(\alpha^{+},\alpha^{-}),(\beta^{+},\beta^{-})} V^{n}_{\alpha^{+},\alpha^{-}} \otimes \cdots \otimes V^{n}_{\alpha^{+},\alpha^{-}},
\]

The next step is to consider the \( gl(n) \oplus gl(m) \)-module \( V^{n}_{\alpha^{+},\alpha^{-}} \otimes V^{n}_{\beta^{+},\beta^{-}} \). By Theorem 2.1.1 in [HTW], as a module over the subalgebra \( gl(n) = \{ x \otimes x \mid x \in gl(n) \} \), \( V^{n}_{\alpha^{+},\alpha^{-}} \otimes V^{n}_{\beta^{+},\beta^{-}} \) has the decomposition
\[
V^{n}_{\alpha^{+},\alpha^{-}} \otimes V^{n}_{\beta^{+},\beta^{-}} \cong \bigoplus_{\lambda^{+}, \mu^{+}} d^{(\lambda^{+},\mu^{+})}_{(\alpha^{+},\alpha^{-}),(\beta^{+},\beta^{-})} V^{n}_{\lambda^{+},\mu^{+}},
\]
where
\[
d^{(\lambda^{+},\mu^{+})}_{(\alpha^{+},\alpha^{-}),(\beta^{+},\beta^{-})} = \sum_{\gamma^{+}, \gamma^{-}, \delta} C_{\gamma^{+}}^{\alpha^{+}} C_{\gamma^{-}}^{\alpha^{-}} C_{\delta}^{\beta^{+}} C_{\delta}^{\beta^{-}} C_{\lambda^{+}}^{\gamma^{+}} C_{\mu^{+}}^{\gamma^{-}},
\]
Iterating this branching rule, we obtain for \( k > 2 \)
\[
V^{n}_{\beta^{+},\beta^{-}} \otimes \cdots \otimes V^{n}_{\beta^{+},\beta^{-}} \cong \bigoplus_{\lambda^{+}, \mu^{+}} D^{(\lambda^{+},\mu^{+})}_{(\beta^{+},\beta^{-})} V^{n}_{\lambda^{+},\mu^{+}},
\]
Then we have the following proposition.

Proposition 2.4. Let \( V \) be any two classical locally finite Lie algebras and let \( g' \to g \) be an embedding of general tensor type. We define bases \( \{v_i'\}_{i \in I} \) and \( \{v_i^{*}\}_{i \in I} \) for \( V' \) and \( V' \) in the following way. When \( g' \cong gl(\infty, sl(\infty)) \), we take \( I = \mathbb{Z}_{>0} \) and \( \{v_i'\}_{i \in I} \) and \( \{v_i^{*}\}_{i \in I} \) to be an arbitrary pair of dual bases. When \( g' \cong sp(\infty) \), we take \( I = \mathbb{Z} \setminus \{0\} \) and \( \{v_i'\}_{i \in I} \) to be a symplectic basis for \( V' \), i.e. such that \( \langle v_i', v_j' \rangle = \delta_{i+j,0} \). Then for the dual basis \( \{v_i'^{*}\}_{i \in I} \) we obtain \( v_i'^{*} = v_i' - v_j' \) for any \( i > 0 \). Similarly, when \( g' \cong so(\infty) \), we take \( I = \mathbb{Z} \setminus \{0\} \) and \( \{v_i'\}_{i \in I} \) to be a basis for \( V' \) with the property that \( \langle v_i', v_j' \rangle = \delta_{i+j,0} \). Then for the dual basis \( \{v_i'^{*}\}_{i \in I} \) we obtain \( v_i'^{*} = v_i' - v_j' \) for any \( i > 0 \).

Having fixed bases \( \{v_i'\}_{i \in I} \) and \( \{v_i'^{*}\}_{i \in I} \) as above, for any \( i, j \in \mathbb{Z}_{>0} \) we define

\[
\begin{align*}
(v_i' \otimes v_j'^{*}) &= v_i' \otimes v_j'^{*} \\
&= v_i' \otimes v_j' - v_j' \otimes v_i'
\end{align*}
\]

Then, \( (v_i' \otimes v_j'^{*}) \cdot v_s' = \delta_{ij} v_s' \) and \( (v_i' \otimes v_j'^{*}) \cdot v_s'^{*} = -\delta_{is} v_s'^{*} \).

Next, let

\[
\begin{align*}
\text{soc} g' V &= \tilde{V}_1 \oplus \cdots \oplus \tilde{V}_k \oplus \tilde{V}_{k+1} \oplus \cdots \oplus \tilde{V}_{k+l} \oplus N_a, \\
\text{soc} g' V' &= \tilde{V}_1'^{*} \oplus \cdots \oplus \tilde{V}_k'^{*} \oplus \tilde{V}_{k+1}' \oplus \cdots \oplus \tilde{V}_{k+l}' \oplus N_c,
\end{align*}
\]

where \( \tilde{V}_j \cong V' \) for \( j = 1, \ldots, k \) and \( \tilde{V}_{k+j} \cong V'_* \) for \( j = 1, \ldots, l \). Similarly, \( \tilde{V}_j \cong V' \) for \( j = 1, \ldots, k \) and \( \tilde{V}_{k+j}' \cong V' \) for \( j = 1, \ldots, l \). Let \( \{v_i'\}_{i \in I} \), \( \{v_i'^{*}\}_{i \in I} \) be as above. We construct the following bases of \( V \) and \( V_* \) respectively:

\[
\begin{align*}
\{v_i'\}_{i \in I} &= \{z_i\}_{i \in I} \cup \{x_i\}_{i \in I}, \\
\{v_i'^{*}\}_{i \in I} &= \{z_i\}_{i \in I} \cup \{y_i\}_{i \in I},
\end{align*}
\]

where \( v_i' \) denotes the image of \( v_i' \) into \( \tilde{V}_j \) for \( j = 1, \ldots, k \) and \( w_i' \) is the image of \( v_i'^{*} \) into \( \tilde{V}_{k+j} \) for \( j = 1, \ldots, l \). We proceed similarly with \( v_i'^{*} \) and \( w_i'^{*} \). Furthermore, \( A = \{z_i\}_{i \in I} \) and \( C = \{t_i\}_{i \in I} \) are bases respectively for \( N_a \) and \( N_c \) as submodules respectively of \( V \) and \( V_\ast \), where \( I_a \) and \( I_c \) are index sets with cardinalities \( a = \dim N_a \) and \( c = \dim N_c \). Similarly, \( B = \{x_i\}_{i \in I_b} \) and \( D = \{y_i\}_{i \in I_d} \) are bases of \( N_b \) and \( N_d \) considered as vector subspaces of \( V \) and \( V_* \), where \( I_b \) and \( I_d \) are index sets with cardinalities \( b = \dim N_b \) and \( d = \dim N_d \).

Then we have the following proposition.
Proposition 3.1. Let $g', g$, and $\varphi$ be as above. We take decompositions of $soc_{g'} V$ and $soc_{g} V_*$ as in (7). Then $V_1 \oplus \cdots \oplus V_{k+1}$ and $V_1^* \oplus \cdots \oplus V_{k+1}^*$ pair non-degenerately. Furthermore, for each $i$ in the respective index set, $z_i$ pairs trivially with all elements from $V_i^* \oplus \cdots \oplus V_{k+1}^*$ and $x_i$ pairs non-degenerately with infinitely many elements from $V_i^* \oplus \cdots \oplus V_{k+1}^*$. Similarly, $t_i$ pairs trivially with all elements from $V_i \oplus \cdots \oplus V_{k+1}$ and $y_i$ pairs non-degenerately with infinitely many elements from $V_i \oplus \cdots \oplus V_{k+1}$.

Proof. We fix decompositions of $soc_{g'} V$ and $soc_{g} V_*$ as in (7). Then for $i, j, m, n$ in the respective ranges we have

$$\langle v_{i}^j, t_m \rangle = \langle \varphi(v_i^j \otimes v_n^j) \cdot v_n^j, t_m \rangle = - \langle v_n^j, \varphi(v_i^j \otimes v_n^j) \cdot t_m \rangle = 0.$$

Suppose now that $v_{i}^j$ pairs trivially with all elements from $soc_{g'} V_*$. Then there exists $y_m$ such that $\langle v_{i}^j, y_m \rangle \neq 0$. But then

$$\langle v_{i}^j, y_m \rangle = \langle \varphi(v_i^j \otimes v'_i) \cdot v_i^j, y_m \rangle = - \langle v_i^j, \varphi(v_i^j \otimes v'_i) \cdot y_m \rangle = \langle v_i^j, v \rangle$$

for some $v \in soc_{g'} V_*$. Hence, $\langle v_{i}^j, v \rangle \neq 0$, which contradicts our assumption. This implies that $V_1 \oplus \cdots \oplus V_{k+1}$ and $V_1^* \oplus \cdots \oplus V_{k+1}^*$ pair non-degenerately.

Suppose next that $y_m \in N_d$ pairs non-degenerately with finitely many elements from $V_1 \oplus \cdots \oplus V_{k+1}$. Then, there exists $v \in V_1 \oplus \cdots \oplus V_{k+1}$ such that $y_m \cdot v \neq 0$ and $V_1 \oplus \cdots \oplus V_{k+1}$. But then $\varphi(g') \cdot \tilde{y}_m = 0$ for all $g' \in g'$ which contradicts with the definition of $N_d$. This proves the statement. □

We investigate further the properties of the decompositions of $soc_{g'} V$ and $soc_{g} V_*$. Notice that

$$\langle v_{i}^j, v_{m}^n \rangle = \langle \varphi(v_i^j \otimes v_s^j) \cdot v_s^j, v_{m}^n \rangle = - \langle v_{s}^j, \varphi(v_i^j \otimes v_s^j) \cdot v_{s}^n \rangle = \delta_{im} \langle v_{i}^j, v_{s}^n \rangle$$

for all $i, j, m, n, s$. Hence, $\langle v_{i}^j, v_{m}^n \rangle = 0$ for all $j, n$ and for $i \neq m$. In addition,

$$\langle v_{i}^j, v_{s}^n \rangle = \langle v_{i}^j, v_{s}^n \rangle$$

for all $i, j, n, s$. In the same way, $\langle w_{i}^j, w_{s}^n \rangle = 0$ for all $j, n$ and for $i \neq m$ and $\langle w_{i}^j, v_{s}^n \rangle = \langle v_{i}^j, v_{s}^n \rangle$ for all $i, j, n, s$.

In a similar way we prove that $\langle v_{i}^j, w_{s}^n \rangle = 0$ and $\langle w_{i}^j, v_{s}^n \rangle = 0$ for all $i, j, m, n$.

The above considerations and Proposition 3.1 imply that for any $j$ and $m$, the spaces $V_j$ and $V_{m}^*$ either trivially or non-degenerately. Furthermore, for each $j$ there exists $m$ such that $V_j$ and $V_{m}^*$ pair non-degenerately and $\{v_{i}^j\}$, $\{v_{s}^n\}$ (resp., $\{w_{i}^j\}$, $\{w_{s}^n\}$) is a pair of dual bases.

The following proposition now holds.

Proposition 3.2. Let $g$ be any classical locally finite Lie algebra and $M$ be a tensor $g$-module.

(i) Let $g = sl(V, V_*)$. Then any embedding $sl(V', V_*) \subset g$ can be extended to an embedding $gl(V', V_*) \subset gl(V, V_*)$ of general tensor type. Furthermore, the socle filtration of $M$ over $sl(V', V_*)$ is the same as the socle filtration of $M$ considered as a $gl(V, V_*)$-module over $gl(V', V_*)$.

(ii) Let $g \not\supseteq sl(\infty)$. Then any embedding $sl(V', V_*) \subset g$ can be extended to an embedding $gl(V', V_*) \subset g$ of general tensor type. Furthermore, $soc^{(r)}_{sl(V', V_*)} M = soc^{(r)}_{gl(V', V_*)} M$.

Proof. Part (i): We fix decompositions of the $sl(V, V_*)$-modules $V$ and $V_*$ such that for each $j$ there exists a unique $m$ with the property that $V_j$ and $V_{m}^*$ pair non-degenerately. These exist due to the discussion above. Let $\varphi$ denote the embedding $sl(V', V_*) \subset g$. Then

$$\varphi(v_i^j \otimes v_s^j) = v_i^1 \otimes v_s^1 + \cdots + v_i^k \otimes v_s^k - v_i^1 \otimes w_s^1 - \cdots - w_i^1 \otimes w_s^1,$$

$$\varphi(v_i^j \otimes v_s^j - v_i^s \otimes v_s^s) = v_i^1 \otimes v_s^1 - v_i^1 \otimes v_s^1 + \cdots + v_i^k \otimes v_s^k - v_i^k \otimes v_s^k +$$

$$w_i^1 \otimes w_s^1 - w_i^1 \otimes w_s^1 + \cdots + w_i^k \otimes w_s^k - w_i^k \otimes w_s^k.$$
for all $i \neq s$. We can naturally extend $\varphi$ to an embedding $\varphi : \mathfrak{gl}(V', V'_s) \to \mathfrak{gl}(V, \mathfrak{h})$ by setting
$$\varphi(v'_i \otimes v'^*_i) = v'_i \otimes v'^*_1 + \cdots + v'_i \otimes v'^*_s - w'_i \otimes w'^*_1 - \cdots - w'_i \otimes w'^*_s.$$ 

Next, let $M$ be as above. From [PSt] we know that the set of tensor $\mathfrak{gl}(V, \mathfrak{h})$-modules coincides with the set of tensor $\mathfrak{sl}(V, \mathfrak{h})$-modules. Then $M$ is both a tensor $\mathfrak{gl}(V, \mathfrak{h})$-module and tensor $\mathfrak{sl}(V, \mathfrak{h})$-module. We will use the notation $M_{\mathfrak{gl}}$ (resp., $M_{\mathfrak{sl}}$) to mark that we consider $M$ as a $\mathfrak{gl}(V, \mathfrak{h})$ (resp., $\mathfrak{sl}(V, \mathfrak{h})$) module. Then, on the one hand, we have the chain of embeddings
$$\mathfrak{sl}(V', V'_s) \subset \mathfrak{sl}(V, \mathfrak{h}) \subset \mathfrak{gl}(V, \mathfrak{h}).$$

This chain yields the following equality for every $r$:
$$\text{soc}^{(r)}_{\mathfrak{sl}(V', V'_s)} M_{\mathfrak{sl}} = \text{soc}^{(r)}_{\mathfrak{sl}(V, \mathfrak{h})} M_{\mathfrak{sl}}. \quad (8)$$

On the other hand, we have the chain of embeddings
$$\mathfrak{sl}(V', V'_s) \subset \mathfrak{gl}(V', V'_s) \subset \mathfrak{gl}(V, \mathfrak{h}),$$

which yields the equality
$$\text{soc}^{(r)}_{\mathfrak{sl}(V', V'_s)} M_{\mathfrak{gl}} = \text{soc}^{(r)}_{\mathfrak{gl}(V, \mathfrak{h})} M_{\mathfrak{gl}}. \quad (9)$$

From (8) and (9) the statement follows.

The proof of part (ii) is analogous to the proof of part (i).

As a result of Proposition 3.2 we can exclude from our considerations below all cases of embeddings which involve $\mathfrak{sl}(\infty)$, since they are equivalent to the respective cases which involve $\mathfrak{gl}(\infty)$.

**Proposition 3.3.** Let $\mathfrak{g}' \subset \mathfrak{g}$ be an embedding of general tensor type. Then there exist intermediate subalgebras $\mathfrak{g}_1$ and $\mathfrak{g}_2$ of the same type as $\mathfrak{g}$ such that $\mathfrak{g}' \subset \mathfrak{g}_2 \subset \mathfrak{g}_1 \subset \mathfrak{g}$ and the following hold.

1. The embedding $\mathfrak{g}_1 \subset \mathfrak{g}$ has the properties:
$$\text{soc}_{\mathfrak{g}_1} V \cong V_1 \oplus N_{a_1}, \quad V_1/\text{soc}_{\mathfrak{g}_1} V \cong N_b,$$
$$\text{soc}_{\mathfrak{g}_1} V_1 \cong V_1 \oplus N_{c_1}, \quad V_1/\text{soc}_{\mathfrak{g}_1} V_1 \cong N_d,$$
where
$$N_{a_1} = \{v \in N_1 \mid \langle v, N_c \rangle = 0\} \text{ and } N_{c_1} = \{w \in N_1 \mid \langle N_a, w \rangle = 0\}.$$ 

2. The embedding $\mathfrak{g}_2 \subset \mathfrak{g}_1$ has the properties:
$$V_1 \cong V_2 \oplus N_{a_2}, \quad V_2 \cong V_2 \oplus N_{c_2},$$
where $N_{a_2}$ and $N_{c_2}$ are such that $N_a = N_{a_1} \oplus N_{a_2}$ and $N_{c} = N_{c_1} \oplus N_{c_2}$.

3. The embedding $\mathfrak{g}' \subset \mathfrak{g}_2$ has the properties:
$$V_2 \cong kV' \oplus IV'_s, \quad V_2 \cong kV'_s.$$

**Proof.** We take decompositions of $\text{soc}_{\mathfrak{g}_1} V$ and $\text{soc}_{\mathfrak{g}_1} V_1$ as in Proposition 3.1. Set
$$V_2 = \tilde{V}_1 \oplus \cdots \oplus \tilde{V}_{k+l}, \quad V_2 = \tilde{V}_1^* \oplus \cdots \oplus \tilde{V}_{k+l}^*.$$ 

Then Proposition 3.1 yields that $V_2$ and $V_2^*$ pair non-degenerately. If $\mathfrak{g} \cong \mathfrak{gl}(\infty)$ we put $\mathfrak{g}_2 = V_2 \otimes V_2$. Similarly, if $\mathfrak{g} \cong \mathfrak{sp}(\infty)$ then $\mathfrak{g}_2 = S^2 V$ and if $\mathfrak{g} \cong \mathfrak{so}(\infty)$ then $\mathfrak{g}_2 = \bigwedge^2 V$.

Next, let $A$ and $C$ be as above. Let $A_1 = \{z_i\}_{i \in I_{a_1}}$ consist of those elements in $A$ which pair trivially with all elements in $C$, and analogously let $C_1 = \{t_i\}_{i \in I_{c_1}}$ consist of the elements in $C$ which pair trivially with all vectors in $A$. Let $A_2 = A \setminus A_1$ and $C_2 = C \setminus C_1$ and denote their elements respectively with $z_i''$ and $t_i''$ and their index sets with $I_{a_2}$ and $I_{c_2}$. Now set
$$V_1 = V_2 \oplus \text{span}\{z_i''\}_{i \in I_{a_2}}, \quad V_{1s} = V_2s \oplus \text{span}\{t_i''\}_{i \in I_{c_2}}.$$ 

Then $V_1$ and $V_{1s}$ pair non-degenerately and if $\mathfrak{g} \cong \mathfrak{gl}(\infty)$ we put $\mathfrak{g}_1 = V_1 \otimes V_{1s}$. We proceed analogously in the other cases.

The Lie algebras $\mathfrak{g}_1$ and $\mathfrak{g}_2$ satisfy the required properties.

We now state the main theorem for embeddings of general tensor type.
Proposition 3.5. Next, let $g' \subset g$ be an embedding of general tensor type. Let $M = V^{(p,q)}$ for $g \cong gl(\infty)$, $M = V^{(p)}$ for $g \cong sp(\infty)$, and $M = V^{[p]}$ for $g \cong so(\infty)$. Let $g_1$ and $g_2$ be intermediate subalgebras of the same type as $g$, such that the chain $g' \subset g_2 \subset g_1 \subset g$ satisfies the conditions of Proposition 3.3. Then, for any $N \subseteq M$,

$$\sum_{g'}^{(r+1)} N \cong \bigoplus_{l+m+n=r} \sum_{g_1'}^{(l+1)} \left( \sum_{g_2'}^{(m+1)} \left( \sum_{g_1'}^{(n+1)} N \right) \right).$$

Motivated by Proposition 3.3 and Theorem 3.4 we give the following definition.

Definition 3.1. Let $g', g$ be a pair of classical locally finite Lie algebras.

(i) An embedding $g' \subset g$ is said to be of type I if $g' \cong g$ and

$$soc_{g'} V \cong V' \oplus N_a, \quad V/soc_{g'} V \cong N_b,$$

$$soc_{g'} V_\ast \cong V' \oplus N_c, \quad V_\ast/soc_{g'} V_\ast \cong N_d,$$

where $N_a$ and $N_c$, pair trivially.

(ii) An embedding $g' \cong g$ is said to be of type II if $g' \cong g$ and

$$V \cong V' \oplus N_a, \quad V_\ast \cong V' \oplus N_c.$$

(iii) An embedding $g' \subset g$ is said to be of type III if

$$V \cong kV' \oplus lV'_\ast, \quad V_\ast \cong lV' \oplus kV'_\ast.$$

Before proving Theorem 3.4 we need some preparational work. More precisely, in the following paragraphs we describe the socle filtrations over $g'$ of the $g$-modules $V^{(p,q)}$, $V^{(p)}$, and $V^{[p]}$ when we have embeddings of type I, II, III. When $g' \subset g$ is of type I or II, to simplify notations we will consider that $V' \subset V$ and $V'_\ast \subset V_\ast$ and we will not make use of the notations $V_j, V'_j$, introduced in (7).

Let first $g' \subset g$ be an embedding of type I. We have the following short exact sequence of $g'$-modules

$$0 \to V' \oplus N_a \xrightarrow{1} V \xrightarrow{f} N_b \to 0. \quad (10)$$

For each index $1 \leq i \leq p$ we define

$$L_i : V^{\otimes p} \to V^{\otimes i-1} \otimes N_b \otimes V^{\otimes p-i},$$

$$L_i = id \otimes id \otimes \cdots \otimes id \otimes f \otimes id \otimes \cdots \otimes id,$$

where $f$ appears at the $i$-th position in the tensor product. In what follows, without further reference we will use the standard isomorphism $V^{\otimes i-1} \otimes N_b \otimes V^{\otimes p-i} \cong V^{\otimes p-i} \otimes N_b$ and consider $L_i : V^{\otimes p} \to V^{\otimes p-i} \otimes N_b$.

Similarly, for each collection of indices $1 \leq i_1 < i_2 < \cdots < i_k \leq p$ we define

$$L_{i_1, \ldots, i_k} : V^{\otimes p} \to V^{\otimes p-k} \otimes N^\otimes k,$$

$$L_{i_1, \ldots, i_k} = id \otimes \cdots \otimes id \otimes f \otimes id \otimes \cdots \otimes id \otimes f \otimes id \otimes \cdots \otimes id,$$

where the map $f$ appears at positions $i_1$ through $i_k$ in the tensor product. When $k = 0$, we set $L_0 = id.$

In a similar way, when $g', g \cong gl(\infty)$ we take also the short exact sequence

$$0 \to V'_\ast \oplus N_c \xrightarrow{1} V_\ast \xrightarrow{g} N_d \to 0$$

and define

$$M_{i_1, \ldots, i_k} : V^{\otimes q} \to V^{\otimes q-k} \otimes N^\otimes k,$$

$$M_{i_1, \ldots, i_k} = id \otimes \cdots \otimes id \otimes g \otimes id \otimes \cdots \otimes id \otimes g \otimes id \otimes \cdots \otimes id,$$

where the map $g$ appears at positions $i_1$ through $i_k$ in the tensor product. When $k = 0$, we set $M_0 = id.$

Next, let $M = V^{(p,q)}$ (respectively, $V^{(p)}$, $V^{[p]}$). Then we have the following proposition.

Proposition 3.5. Let $g' \subset g$ be an embedding of type I. Then
Proof. Part (i): Denote $$S^{(r)}_{p,q} = \bigcap_{n_1+n_2=r, \, \, \, j_1<\cdots<j_{n_2}} \ker(L_{i_1,\ldots,i_{n_1}} \otimes M_{j_1,\ldots,j_{n_2}} \cap M).$$ Then $$S^{(r+1)}_{p,q}$$ consists of all elements $$u \in V \otimes (p,q)$$ such that each monomial in the expression of $$u$$ contains at most $$n_1$$ entries outside of $$soc_g V$$ and at most $$n_2$$ entries outside of $$soc_g V$$ for some $$n_1 + n_2 = r$$. In particular, $$S^{(1)}_{p,q} = (soc_g V) \otimes p \otimes (soc_g V) \otimes q$$. To show that $$S^{(r)}_{p,q} = soc_g V^{(p,q)}$$ we need to check two properties:

(a) for any $$u \in (S^{(r+2)}_{p,q} \cap V^{(p,q)}) \setminus (S^{(r+1)}_{p,q} \cap V^{(p,q)})$$ there exists $$g \in U(g')$$ (where $$U(g')$$ is the universal enveloping algebra of $$g'$$) such that $$g \cdot u \in (S^{(r+1)}_{p,q} \cap V^{(p,q)}) \setminus (S^{(r)}_{p,q} \cap V^{(p,q)})$$;

(b) the quotient $$(S^{(r+1)}_{p,q} \cap V^{(p,q)}) / (S^{(r)}_{p,q} \cap V^{(p,q)})$$ is semisimple for any $$r$$.

Proof of (b): Notice that $$S^{(1)}_{p,q} \cap V^{(p,q)} = ((V' \oplus N_a) \otimes p \oplus (V' \oplus N_c) \otimes q) \cap V^{(p,q)}.$$ Since $$N_a$$ and $$N_c$$ pair trivially, this implies that

$$S^{(1)}_{p,q} \cap V^{(p,q)} \cong \bigoplus_{k=0}^{p-q} \bigoplus_{i=0}^{q} \binom{p}{k} \binom{q}{t} N_a^\otimes k \otimes N_c^\otimes l \otimes V'^{(p-k,q-l)},$$ (11)

which is a semisimple $$g'$$-module.

Next, for any fixed $$n_1$$ and $$n_2$$ and sequences $$i_1 < \cdots < i_{n_1}$$ and $$j_1 < \cdots < j_{n_2}

L_{i_1,\ldots,i_{n_1}} \otimes M_{j_1,\ldots,j_{n_2}} : V \otimes (p,q) \rightarrow N_b^\otimes n_1 \otimes N_d^\otimes n_2 \otimes V^{(p-n_1,q-n_2)}.$$Moreover, if $$n_1 + n_2 = r$$ for some $$r$$ then

$$L_{i_1,\ldots,i_{n_1}} \otimes M_{j_1,\ldots,j_{n_2}} (S^{(r+1)}_{p,q}) \subseteq N_b^\otimes n_1 \otimes N_d^\otimes n_2 \otimes S^{(1)}_{p-n_1,q-n_2}.$$ Hence,

$$L_{i_1,\ldots,i_{n_1}} \otimes M_{j_1,\ldots,j_{n_2}} (S^{(r+1)}_{p,q} \cap V^{(p,q)}) \subseteq N_b^\otimes n_1 \otimes N_d^\otimes n_2 \otimes (S^{(1)}_{p-n_1,q-n_2} \cap V^{(p-n_1,q-n_2)}).$$ Thus for any $$r$$ we have a well-defined injective homomorphism of $$g'$$-modules

$$\bigoplus_{n_1+n_2=r, \, \, \, i_1<\cdots<i_{n_1}, \, \, \, j_1<\cdots<j_{n_2}} N_b^\otimes n_1 \otimes N_d^\otimes n_2 \otimes (S^{(1)}_{p-n_1,q-n_2} \cap V^{(p-n_1,q-n_2)}).$$

This proves (b).

Proof of (a): As before we take bases of $$V$$ and $$V'$$ of the form

$$\{ \{ v_i' \}_{i \in I} \cup \{ z_i \}_{i \in I_a} \cup \{ x_i \}_{i \in I_b} \}, \quad \{ \{ v_i'' \}_{i \in I} \cup \{ t_i \}_{i \in I_c} \cup \{ y_i \}_{i \in I_d} \}.$$ We take also $$u \in S^{(r+2)}_{p,q} \cap V^{(p,q)}$$ and we write it as $$u = \sum_{i=1}^{N} a_i u_i \otimes u_i''$$, where each $$u_i$$ is a monomial in $$V^{(p)}$$ and each $$u_i''$$ is a monomial in $$V'^{(q)}$$. Then we take $$q_1 = v_{i_1}' \otimes v_{i_1}''$$ such that $$v_{i_1}'$$ satisfies: $$\langle v_{i_1}', y_j \rangle \neq 0$$ for at least one $$y_j$$ that enters the monomial $$u_i''$$; $$\langle v_{i_1}', v_{i_j}'' \rangle = 0$$ for all $$v_{i_j}''$$ in $$u_i''$$; and $$v_{i_1}'$$ does not appear in
any $u_i$. Similarly, $v_{i_1}^*$ satisfies: $\langle x_j, v_{i_1}^* \rangle \neq 0$ for at least one $x_j$ that enters the monomial $u_1$; $\langle v_j', v_{i_1}^* \rangle = 0$ for all $v_j'$ in $u_1$; and $v_{i_1}^*$ does not appear in any $u_i^*$. Then

$$g_1 \cdot (u_1 \otimes u_1^* ) \in (S_{p+1}^{(r+1)} \cap V^{(p,q)}) \setminus (S_{p,q}^{(r)} \cap V^{(p,q)}).$$

After defining inductively $g_1, \ldots, g_{i-1}$, if $(g_{i-1} \circ \cdots \circ g_1 ) \cdot u_i \otimes u_i^*$ is not in the desired space, we define $g_i$ in the same way as we defined $g_1$. Finally we set $g = g_N \circ \cdots \circ g_1$ and then $g \cdot u$ satisfies (a).

The proof of part (ii) is analogous (and actually simpler). \qed

**Remark.** Notice that if $q = 0$ then (11) can be rewritten as

$$S_{p,0}^{(1)} \cong \bigoplus_{k=0}^{p} \binom{p}{k} N_a^\otimes k \otimes V^{\otimes (p-k)},$$

which is semisimple without any conditions on the pairing between $N_a$ and $N_c$. Thus, for the $gl(\infty)$-modules $V^{\otimes p}$ and $V^{\otimes q}$ Proposition 3.5 holds even without the requirement that $N_a$ and $N_c$ pair trivially.

**Corollary 3.6.** If $g', g \cong gl(\infty)$ then

$$\text{soc}_{g'}^{(r+1)} V^{(p,q)} = \bigcap_{n_1 + n_2 = r} \left( \text{soc}_{g'}^{(n_1+1)} V^{\otimes p} \otimes \text{soc}_{g'}^{(n_2+1)} V^{\otimes q} \right) \cap V^{(p,q)}.$$

**Proof.** Notice that

$$\ker(L_{i_1, \ldots, i_{n_1} \otimes M_{j_1, \ldots, j_{n_2}}}) = \bigcap_{n_1 + n_2 = r} \left( \bigcap_{i_1 < \cdots < i_{n_1}} \ker L_{i_1, \ldots, i_{n_1+1}} \bigotimes \bigcap_{j_1 < \cdots < j_{n_2+1}} M_{j_1, \ldots, j_{n_2+1}} \right).$$

This proves the statement. \qed

Next, let $g' \subset g$ be an embedding of type II. Then $N_a$ and $N_c$ have the same dimension and there is a non-degenerate bilinear pairing between them, which is the restriction of the bilinear pairing between $V$ and $V_*$. Let $\{z_i\}_{i \in I_a}$ and $\{t_i\}_{i \in I_a}$ be a pair of dual bases for $N_a$ and $N_c$. We define a new bilinear form:

$$\langle \cdot, \cdot \rangle_t : V \times V_* \to \mathbb{C}$$

such that $\langle z_i, t_j \rangle_t = \delta_{ij}$ and for all other pairs of basis elements from $V \times V_*$ the bilinear form is trivial. If $g \cong gl(\infty)$, for any pair of indices $I = (i, j)$ with $i \in \{1, 2, \ldots, p\}$ and $j \in \{1, 2, \ldots, q\}$, we define the contraction

$$\Phi_I : V^{\otimes (p,q)} \to V^{\otimes (p-1,q-1)},$$

$$u_1 \otimes \cdots \otimes u_p \otimes u_i^* \otimes \cdots \otimes u_q^* \mapsto \langle u_i, u_j \rangle_t u_1 \otimes \cdots \otimes \hat{u}_i \otimes \cdots \otimes u_p \otimes u_i^* \otimes \cdots \otimes u_j^* \otimes \cdots \otimes u_q^*$$

for any $u_i \in V$, $u_i^* \in V_*$. Similarly, for any collection of pairwise disjoint index pairs $I_1, \ldots, I_r$ respectively from the sets $\{1, 2, \ldots, p\}$ and $\{1, 2, \ldots, q\}$, we define the $r$-fold contraction

$$\Phi_{I_1, \ldots, I_r} : V^{\otimes (p,q)} \to V^{\otimes (p-r,q-r)}$$

in the obvious way.

If $g \cong sp(\infty), so(\infty)$, for any pair of indices $I = (i, j)$ with $i < j \in \{1, 2, \ldots, p\}$ we define the contraction

$$\Phi_I : V^{\otimes p} \to V^{\otimes (p-2)},$$

$$u_1 \otimes \cdots \otimes u_p \mapsto \langle u_i, u_j \rangle_t u_1 \otimes \cdots \otimes \hat{u}_i \otimes \cdots \otimes u_j \otimes \cdots \otimes u_p$$

for $u_i \in V$. In a similar way we define the $r$-fold contraction $\Phi_{I_1, \ldots, I_r} : V^{\otimes p} \to V^{\otimes (p-2r)}$.

Next, let $M = V^{(p,q)}$ (respectively, $V^{(p)}$, $V^{(p)}$) and let the restriction of $\Phi_{I_1, \ldots, I_r}$ to $M$ be denoted by $\Phi_{I_1, \ldots, I_r}$. Then we have the following proposition.

**Proposition 3.7.** Let $g' \subset g$ be an embedding of type II. Then

$$\text{soc}_{g'}^{(r)} M = \bigcap_{I_1, \ldots, I_r} \ker \Phi_{I_1, \ldots, I_r}.$$
Proof. We prove it for the case $g' \cong g \cong \mathfrak{gl}(\infty)$. For the other two cases the proof is analogous. Denote similarly as before $S^{(r)}_{p,q} = \bigcap_{i_1,\ldots,i_r} \ker \Phi_{i_1,\ldots,i_r}$. Then,

$$S^{(1)}_{p,q} \cong \bigoplus_{k=0}^{p} \bigoplus_{l=0}^{q} \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) N_a^{(k,l)} \otimes V'^{(p-k,q-l)},$$

(12)

where for any $k,l$

$$N_a^{(k,l)} = (\bigcap_{l} \ker \Phi_l) \cap (N_a^{\otimes k} \otimes N_c^{\otimes l}).$$

This proves that $S^{(1)}_{p,q}$ is a semisimple $g'$-module. Then for each disjoint collection of index pairs $I_1,\ldots,I_r$

$$\Phi_{I_1,\ldots,I_r}(S^{(r+1)}_{p,q}) \subseteq S^{(1)}_{p-r,q-r}.$$

In this way the following is a well-defined and injective homomorphism of $g'$-modules

$$\bigoplus_{\{I_1,\ldots,I_r\}} \Phi_{I_1,\ldots,I_r} : S^{(r+1)}_{p,q}/S^{(r)}_{p,q} \to \bigoplus_{\{I_1,\ldots,I_r\}} S^{(1)}_{p-r,q-r}.$$ 

(13)

Here $\{I_1,\ldots,I_r\}$ denotes the set of index pairs $I_1,\ldots,I_r$ without considering their order. Then from (13) the semisimplicity of the consecutive quotients follows.

To show that this filtration is indeed the socle filtration of $V'(p,q)$, we take $u \in S^{(r+2)}_{p,q} \setminus S^{(r+1)}_{p,q}$. Then without loss of generality, $u = u_1 + \cdots + u_s$ for some $s$ such that

$$u_1 = z_{i_1} \cdots z_{i_{r+1}} \otimes u_{11} \otimes t_{i_1} \cdots t_{i_{r+1}} -$$

$$v'_{k_1} \otimes z_{i_2} \cdots z_{i_{r+1}} \otimes u_{11} \otimes v'_{k_2} \otimes t_{i_2} \cdots t_{i_{r+1}} -$$

$$z_{i_1} \otimes v'_{k_1} \otimes z_{i_2} \cdots z_{i_{r+1}} \otimes u_{11} \otimes t_{i_1} \otimes v'_{k_2} \otimes t_{i_2} \cdots t_{i_{r+1}} -$$

$$z_{i_1} \otimes \cdots \otimes z_{i_r} \otimes v'_{k_1} \otimes u_{11} \otimes t_{i_1} \otimes \cdots t_{i_r} \otimes v'_{k_2} + u_{12}$$

where $v'_{k_1}, v'_{k_2}$ is as before a pair of dual basis elements from $V' \otimes V'_r$, $u_{11} \in V'^{(p-r-1,q-1-r)}$, and $u_{12} \in S^{(r+1)}_{p,q}$. The elements $u_2,\ldots,u_s$ have a similar form. Notice that if $v'_{k_1}$ appears at most $m$ times in any monomial in the expression of $u_{11}$, then it appears at most $m+1$ times in any monomial in $u_1$. Hence, for $j = 1,\ldots,m+1$, if we take

$$g_j = v'_{i_j} \otimes v'_{k_j}$$

such that for all $j$, $v'_{i_j} \in V'$ does not appear in the expression of $u$ and pairs trivially with all entries in $u_{11}$, then $(g_1 \cdots g_{m+1})(u_1) \in S^{(r+1)}_{p,q} \setminus S^{(r)}_{p,q}$. We can do the same procedure for $u_2,\ldots,u_s$ and this completes the proof. □

Next, let $g' \subset g$ be an embedding of type III. Let

$$V = \tilde{V}_1 \oplus \cdots \oplus \tilde{V}_k \oplus \cdots \oplus \tilde{V}_{k+l},$$

$$V_* = \tilde{V}_1^* \oplus \cdots \oplus \tilde{V}_k^* \oplus \cdots \oplus \tilde{V}_{k+l}^*$$

be decompositions of $V$ and $V_*$ as in Proposition 3.1 with their respective bases. Then

$$V^{\otimes(p,q)} = \bigoplus_{i_1,\ldots,i_p} \tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^* \otimes \cdots \otimes \tilde{V}_{j_q}^*,$$

where $i_1,\ldots,i_p,j_1,\ldots,j_q = 1,\ldots,k+l$ are not necessarily distinct indices. Notice that each $\tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^* \otimes \cdots \otimes \tilde{V}_{j_q}^*$ is isomorphic to $V^{\otimes(p',q')}$ for some $p'$ and $q'$ with $p' + q' = p + q$.

Let $J_1,\ldots,J_q$ be a collection of disjoint index pairs $(i,j)$, where $i \neq j = 1,\ldots,p + q$. We want to define a map $\hat{\Phi}_{J_1,\ldots,J_q}$ on $V^{\otimes(p,q)}$ such that on each subspace $\tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^* \otimes \cdots \otimes \tilde{V}_{j_q}^*$, $\hat{\Phi}_{J_1,\ldots,J_q}$ is the contraction with respect to the bilinear form on $V' \otimes V'_r$.

We proceed in the following way. Define a bilinear form $\langle \cdot, \cdot \rangle_d : (V \oplus V_*) \times (V \oplus V_*) \to \mathbb{C}$ by setting

$$\langle v_{i_1}^{s_1}, v_{j_2}^{s_2} \rangle_d = \delta_{i,j}, \quad \langle w_{i_1}^{s_3}, w_{j_2}^{s_4} \rangle_d = \delta_{i,j},$$

$$\langle v_{i_1}^{s_1}, v_{j_2}^{s_2} \rangle_d = \delta_{i,j}, \quad \langle w_{i_1}^{s_3}, v_{j_2}^{s_4} \rangle_d = \delta_{i,j}$$

(14)
for all $s_1, s_2 = 1, \ldots, k$ and all $s_3, s_4 = 1, \ldots, l$. In addition, all other pairings of basis elements are trivial. Let $J_1, \ldots, J_s$ be as above. Let

$$\Phi_{J_1, \ldots, J_s} : V^{\otimes(p,q)} \to V^{\otimes(p-s', q-s'')}$$

be the contraction with respect to the bilinear form $\langle \cdot, \cdot \rangle_{d}$, where $s' + s'' = 2s$. In the case $g \cong \mathfrak{sp}(\infty)$ or $g \cong \mathfrak{so}(\infty)$ the above can be rewritten as

$$\Phi'_{J_1, \ldots, J_s} : V^{\otimes p} \to V^{\otimes (p-2s)}.$$

It is not difficult to prove that $\Phi'_{J_1, \ldots, J_s}$ is a $g'$-module homomorphism. Notice that $\Phi'_{J_1, \ldots, J_s}$ acts on $\tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^{*} \otimes \cdots \otimes \tilde{V}_{j_q}^{*}$ either as the usual contraction with respect to the bilinear form on $V' \times V'$ or as the zero map.

Next, let $\pi_{i_1, \ldots, i_p}$ denote the projection of $V^{\otimes (p,q)}$ onto the subspace $\tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^{*} \otimes \cdots \otimes \tilde{V}_{j_q}^{*}$. Then we set

$$\tilde{\Phi}_{J_1, \ldots, J_s} = \bigoplus_{i_1, \ldots, i_p \atop j_1, \ldots, j_q} \Phi'_{J_1, \ldots, J_s} \circ \pi_{i_1, \ldots, i_p}.$$

Now the following proposition holds.

**Proposition 3.8.** Let $g' \subset g$ be an embedding of type III. Then

$$\text{soc}^{(r)}_{g'} V^{\otimes (p,q)} = \bigcap_{J_1, \ldots, J_r} \ker \tilde{\Phi}_{J_1, \ldots, J_r}.$$

**Proof.** Property (3) of socle filtration implies

$$\text{soc}^{(r)}_{g'} V^{\otimes (p,q)} = \bigoplus_{i_1, \ldots, i_p \atop j_1, \ldots, j_q} \text{soc}^{(r)}_{g'} \tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^{*} \otimes \cdots \otimes \tilde{V}_{j_q}^{*}.$$

Moreover, from Theorem 2.2 in [PSt] it follows that

$$\text{soc}^{(r)}_{g'} \tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^{*} \otimes \cdots \otimes \tilde{V}_{j_q}^{*} = \bigcap_{J_1, \ldots, J_r} \ker \Phi'_{J_1, \ldots, J_r} \big|_{\tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^{*} \otimes \cdots \otimes \tilde{V}_{j_q}^{*}}.$$

Then,

$$\text{soc}^{(r)}_{g'} V^{\otimes (p,q)} = \bigoplus_{i_1, \ldots, i_p \atop j_1, \ldots, j_q} \bigcap_{J_1, \ldots, J_r} \ker \Phi'_{J_1, \ldots, J_r} \big|_{\tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^{*} \otimes \cdots \otimes \tilde{V}_{j_q}^{*}} = \bigcap_{i_1, \ldots, i_p \atop j_1, \ldots, j_q} \bigcap_{J_1, \ldots, J_r} \ker (\Phi'_{J_1, \ldots, J_r} \circ \pi_{i_1, \ldots, i_p}) = \bigcap_{J_1, \ldots, J_r} \ker \tilde{\Phi}_{J_1, \ldots, J_r}.$$

We are now ready to prove Theorem 3.4.

**Proof of Theorem 3.4.** We fix bases of $V$ and $V_*$ as in Proposition 3.1. We take the short exact sequences:

$$0 \to kV' \oplus lV_*' \oplus N_{a_1} \oplus N_{a_2} \xrightarrow{1} V \xrightarrow{f} N_b \to 0,$$

$$0 \to lV' \oplus kV_*' \oplus N_{c_1} \oplus N_{c_2} \xrightarrow{1} V_* \xrightarrow{g} N_d \to 0$$

and define the homomorphisms $L_{i_1, \ldots, i_n}$ and $M_{j_1, \ldots, j_n}$ as in the settings for embeddings of type I. For $g \cong \mathfrak{sp}(\infty), \mathfrak{so}(\infty)$ we always take $n_2 = 0$. Recall that if $M = V^{(p,q)}$ then

$$L_{i_1, \ldots, i_n} \otimes M_{j_1, \ldots, j_n} : V^{(p,q)} \to N_{b}^{\otimes n_1} \otimes N_{d}^{\otimes n_2} \otimes V^{(p-n_1, q-n_2)}$$

and similarly for the other cases.
Next, we define a pairing \( \langle \cdot , \cdot \rangle \) on \( V \times V \) as in the settings for embeddings of type II. More precisely, we set

\[
\langle z_i, t_j \rangle = \delta_{ij}
\]

if \( z_i \in N_{a_2} \) and \( t_j \in N_{c_2} \). Moreover, we take all other couples of basis elements from \( V \times V \) to pair trivially. Then we define the contraction maps \( \Phi_{I_1,\ldots,I_m} : M \rightarrow M' \) with respect to the pairing \( \langle \cdot , \cdot \rangle \).

Here \( M' = V^{(p-m,q-m)} \) for \( M = V^{(p,q)} \), and similarly for the other cases. If \( m = 0 \) we set \( \Phi_0 = \text{id} \). It is not difficult to see that for any choice of \( m \) and of disjoint index pairs \( I_1,\ldots,I_m \), the maps \( \Phi_{I_1,\ldots,I_m} \) are homomorphisms of \( g_2 \)-modules and hence also of \( g' \)-modules.

Similarly, we define \( \Phi'_{I_1,\ldots,I_m} : M \rightarrow M'' \) to be the contraction with respect to the bilinear form \( \langle \cdot , \cdot \rangle_d \) defined by (14) and such that all other basis elements from \( (V \oplus V_\ast) \times (V \oplus V_\ast) \) pair trivially. As in the settings for Proposition 3.8 we set

\[
\pi_{i_1,\ldots,i_p} : M \rightarrow \tilde{V}_{i_1} \otimes \cdots \otimes \tilde{V}_{i_p} \otimes \tilde{V}_{j_1}^* \otimes \cdots \otimes \tilde{V}_{j_q}^*.
\]

Note that the map \( \pi_{i_1,\ldots,i_p} \) is not a \( g' \)-module homomorphism, it is just a linear map. Then as before we define

\[
\tilde{\Phi}_{I_1,\ldots,I_q} = \bigoplus_{i_1,\ldots,i_p} \Phi'_{I_1,\ldots,I_m} \circ \pi_{i_1,\ldots,i_p}.
\]

which again is just a linear map. If \( l = 0 \) we set \( \tilde{\Phi}_0 = \text{id} \).

Note that we defined the maps \( \tilde{\Phi}_{I_1,\ldots,I_q} \) and \( \Phi_{I_1,\ldots,I_m} \) for \( M \) being equal to \( V^{(p,q)} \), \( V^{(p)} \), and \( V^{(p)} \). To simplify notations, when we have modules of the form \( N_{d_1}^{\otimes n_1} \otimes N_{d_2}^{\otimes n_2} \otimes M \) we will denote the maps \( \text{id} \otimes \text{id} \otimes \tilde{\Phi}_{I_1,\ldots,I_q} \) and \( \text{id} \otimes \text{id} \otimes \Phi_{I_1,\ldots,I_m} \) again respectively by \( \tilde{\Phi}_{I_1,\ldots,I_q} \) and \( \Phi_{I_1,\ldots,I_m} \).

Now, for any \( r \geq 0 \) we define

\[
S^{(r)}(M) = \bigcap_{l+m+n=r} \ker \tilde{\Phi}_{I_1,\ldots,I_q} \circ \Phi_{I_1,\ldots,I_m} \circ (L_{i_1,\ldots,i_n} \otimes M_{j_1,\ldots,j_n}).
\]

If \( g \cong \text{sp}(\infty) \), \( \text{so}(\infty) \) the above can be rewritten as

\[
S^{(r)}(M) = \bigcap_{l+m+n=r} \ker \tilde{\Phi}_{I_1,\ldots,I_q} \circ \Phi_{I_1,\ldots,I_m} \circ L_{i_1,\ldots,i_n}.
\]

For shortness, we write \( S^{(r)} \) instead of \( S^{(r)}(M) \) when \( M \) is clear from the context.

Now the following three properties hold:

1. \( S^{(r)} \) is a \( g' \)-submodule of \( M \) for every \( r \) (see Lemma 3.9);
2. for any \( u \in S^{(r+2)} \setminus S^{(r+1)} \) there exists \( g \in U(g') \) such that \( g(u) \in S^{(r+1)} \setminus S^{(r)} \) (see Lemma 3.10);
3. \( S^{(r+1)}/S^{(r)} \) is a semisimple \( g' \)-module and

\[
S^{(r+1)}/S^{(r)} \cong \bigoplus_{l+m+n=r} \text{soc}_{g'}^{(l+1)}(\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M))
\]

(see Lemma 3.13).

Furthermore, if \( N \) is a submodule of \( M \), then Lemma 3.13 yields

\[
(S^{(r+1)} \cap N)/(S^{(r)} \cap N) \cong \bigoplus_{l+m+n=r} \text{soc}_{g'}^{(l+1)}(\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} N)).
\]

Thus the statement of the theorem follows.

Below we give proofs of the key lemmas used in the proof of Theorem 3.4.

**Lemma 3.9.** Let \( g' \subset g_2 \subset g_1 \subset g \), \( M \), and \( S^{(r)} \) be as in Theorem 3.4. Then \( S^{(r)} \) is a \( g' \)-submodule of \( M \) for every \( r \).
Proof. Let \( u \in S^{(r)} \). Suppose that there exists \( g \in g' \) such that \( g \cdot u \notin S^{(r)} \). In other words, there exist integers \( l, m, n, n_1, n_2 \) with \( l + m + n = r \) and \( n_1 + n_2 = n \) and index sets \( i_1, \ldots, i_{n_1}, j_1, \ldots, j_{n_2}, I_1, \ldots, I_m, \) and \( J_1, \ldots, J_l \) such that
\[
\tilde{\Phi}_{i_1, \ldots, i_l} \circ \Phi_{j_1, \ldots, j_l} \circ (L_{i_1, \ldots, i_{n_1}} \otimes M_{j_1, \ldots, j_{n_2}})(g \cdot u) \neq 0.
\]
(15)

We set \( u' = \Phi_{j_1, \ldots, j_l} \circ (L_{i_1, \ldots, i_{n_1}} \otimes M_{j_1, \ldots, j_{n_2}})(u) \). Since \( L_{i_1, \ldots, i_{n_1}} \otimes M_{j_1, \ldots, j_{n_2}} \) and \( \Phi_{j_1, \ldots, j_l} \) are \( g' \)-module homomorphisms, (15) implies that \( u' \neq 0 \). Furthermore, \( \tilde{\Phi}_{i_1, \ldots, i_l}(u') = 0 \), whereas \( \tilde{\Phi}_{i_1, \ldots, i_l}(g \cdot u') \neq 0 \). This can only happen if an element \( x_i \) or \( y_i \) appears in a monomial in \( u' \) in one of the positions specified by \( J_1, \ldots, J_l \). Let without loss of generality \( J_1 = (1, 2) \) and let \( u' \) have the form
\[
u' = x_1 \otimes u_1' \otimes \cdots \otimes u_{s_1}' \otimes u_1'' \otimes \cdots \otimes u_{s_2}' + u''
\]
where \( u_1', \ldots, u_{s_1}', u_{s_2}' \in V \) and \( u_1'', \ldots, u_{s_2}'' \in V^* \). If \( g \cong gl(\infty) \) then \( s_1 = p - n_1 - m, s_2 = q - n_2 - m \). Otherwise, \( s_1 = p - n - 2m, s_2 = 0 \). Then, \( \tilde{\Phi}_{i_1, \ldots, i_l}(u'') = 0 \) and
\[
\begin{align*}
g \cdot u' &= (g \cdot x_1) \otimes u_1' \otimes \cdots \otimes u_{s_1}' \otimes u_1'' \otimes \cdots \otimes u_{s_2}' + x_i \otimes u'' + g \cdot u''.
\end{align*}
\]
Moreover, \( \tilde{\Phi}_{i_1, \ldots, i_l}(x_i \otimes u'') = 0. \) Assume at first that \( \tilde{\Phi}_{i_1, \ldots, i_l}(g \cdot u'') = 0 \) as well. Then
\[
\begin{align*}
\tilde{\Phi}_{i_1, \ldots, i_l}(g \cdot u') = \tilde{\Phi}_{i_1, \ldots, i_l}((g \cdot x_1) \otimes u_1') \circ \tilde{\Phi}_{j_1, \ldots, j_l}(u_1' \otimes \cdots \otimes u_{s_1}' \otimes u_1'' \otimes \cdots \otimes u_{s_2}'') \neq 0.
\end{align*}
\]
Here, if \( J_2 = (i, j) \) then \( J_2' = (i - 2, j - 2) \) and similarly for \( J_3', \ldots, J_l' \).

Therefore, \( \tilde{\Phi}_{i_1, \ldots, i_l}(u') \neq 0 \). The last inequality and (16) imply that there exists an index \( i_{n_1 + 1} \) such that
\[
\begin{align*}
\tilde{\Phi}_{i_1, \ldots, i_l} \circ \Phi_{j_1, \ldots, j_l} \circ (L_{i_1, \ldots, i_{n_1}, i_{n_1 + 1}} \otimes M_{j_1, \ldots, j_{n_2}})(u) \neq 0.
\end{align*}
\]
This is a contradiction with \( u \in S^{(r)} \).

If \( \tilde{\Phi}_{i_1, \ldots, i_l}(g \cdot u'') \neq 0 \) we can replace \( u' \) in the above discussion with \( u'' \), which has a strictly smaller number of monomials in \( u' \). Thus in finitely many steps we will reach a contradiction with the choice of \( u \), and this proves the statement. \( \square \)

Lemma 3.10. Let \( g' \subset g_2 \subset g \subset g, M, \) and \( S^{(r)} \) be as in Theorem 3.4. Then for any \( u \in S^{(r+2)} \setminus S^{(r+1)} \) there exists \( g \in U(g') \) such that \( g \cdot u \in S^{(r+1)} \setminus S^{(r)} \).

Proof. We order the triples of numbers \( (n, m, l) \) lexicographically. Let \( u \in S^{(r+2)} \setminus S^{(r+1)} \) and let \( (n, m, l) \) with \( l + m + n = r + 1 \) be the largest triple for which there exist index sets \( i_1, \ldots, i_{n_1}, j_1, \ldots, j_{n_2}, I_1, \ldots, I_m, \) and \( J_1, \ldots, J_l \) such that
\[
\tilde{\Phi}_{i_1, \ldots, i_l} \circ \Phi_{j_1, \ldots, j_l} \circ (L_{i_1, \ldots, i_{n_1}} \otimes M_{j_1, \ldots, j_{n_2}})(u) \neq 0.
\]
Suppose first that \( n > 0 \). Then at least one monomial in \( u \) has an entry \( y_i \) or \( y_j \). Without loss of generality we may assume that \( x_i \) appears in \( u \). Then we take \( g \in g' \) of the form
\[
g = \varphi(v_1' \otimes v_j'),
\]
where \( \varphi \) denotes as before the embedding \( g' \hookrightarrow g \). We choose \( i \) and \( j \) such that \( v_j \) and \( w_i \) do not appear in \( u \) for any \( s \), at least one of them pairs non-degenerately with \( x_i \), and they pair trivially with all basis elements from \( V_2 \) which appear in \( u \). Furthermore, \( v_i \) and \( w_j \) do not appear in \( u \) for any \( s \) and pair trivially with all basis elements from \( V_2 \) which appear in \( u \). Then
\[
\tilde{\Phi}_{i_1, \ldots, i_l} \circ \Phi_{j_1, \ldots, j_l} \circ (L_{i_1, \ldots, i_{n_1}} \otimes M_{j_1, \ldots, j_{n_2}})(g \cdot u) = 0
\]
and there exist indices \( i_1', \ldots, i_{n_1 - 1}' \) such that
\[
\tilde{\Phi}_{i_1, \ldots, i_l} \circ \Phi_{j_1, \ldots, j_l} \circ (L_{i_1', \ldots, i_{n_1 - 1}'} \otimes M_{j_1, \ldots, j_{n_2}})(g \cdot u) = 0.
\]
Now suppose that there exists another triple \( (n', m', l') \) with \( l' + m' + n' = r + 1 \) for which there are index sets \( i_1', \ldots, i_{n_1}', j_1', \ldots, j_{n_2}', I_1', \ldots, I_m', \) and \( J_1', \ldots, J_l' \) such that
\[
\tilde{\Phi}_{i_1', \ldots, i_l'} \circ \Phi_{j_1', \ldots, j_l'} \circ (L_{i_1', \ldots, i_{n_1}'} \otimes M_{j_1', \ldots, j_{n_2}'}) (g \cdot u) \neq 0.
\]
But then there exists an index \( i_{n_1 + 1}' \) such that
\[
\tilde{\Phi}_{i_1', \ldots, i_l'} \circ \Phi_{j_1', \ldots, j_l'} \circ (L_{i_1', \ldots, i_{n_1}', i_{n_1 + 1}'} \otimes M_{j_1', \ldots, j_{n_2}'}) (u) \neq 0,
\]
which contradicts with the choice of $u$. Hence, $g \cdot u \in S^{(r+1)} \setminus S^{(r)}$.

Now, suppose that $n = 0$. This means that $u \in \soc_{g_0} M$ and $u$ consists only of elements from $V_1$ and $V_{1^*}$. Notice that, when restricted to $\soc_{g_0} M$, both maps $\tilde{\phi}_{J_1, \ldots, J_l}$ and $\Phi_{I_1, \ldots, I_m}$ are $g'$-module homomorphisms. Therefore, in this case the statement of the lemma reduces to the following claim. Let $l + m = r + 1$, and $I_1, \ldots, I_m$, and $J_1, \ldots, J_l$ be such that

$$\tilde{\phi}_{J_1, \ldots, J_l} \circ \Phi_{I_1, \ldots, I_m}(u) \neq 0.$$

Then there exists $g \in U(g')$ such that $\tilde{\phi}_{J_1, \ldots, J_l} \circ \Phi_{I_1, \ldots, I_m}(g \cdot u) = 0$ and $\tilde{\phi}_{J_1', \ldots, J_{l'}'} \circ \Phi_{I_1', \ldots, I_{m'}'}(g \cdot u) \neq 0$ for some $I_1', \ldots, I_{m'}'$, and $J_1', \ldots, J_{l'}'$ with $l' + m' = r$.

To prove this claim we consider two cases.

1. Let $\tilde{\phi}_{J_1, \ldots, J_l} \circ \Phi_{I_1, \ldots, I_m}(u) \neq 0$ with $l \geq 1$. Then we can apply Lemma 3.11 to the element $\Phi_{I_1, \ldots, I_m}(u)$. This yields an element $g \in U(g')$ and disjoint index pairs $J_1', \ldots, J_{l-1}'$ such that

$$\tilde{\phi}_{J_1', \ldots, J_{l-1}'} \circ \Phi_{I_1, \ldots, I_m}(g \cdot u) \neq 0.$$

2. Let $\tilde{\phi}_0 \circ \Phi_{I_1, \ldots, I_m}(u) \neq 0$. Then the statement follows from Lemma 3.12.

\[ \square \]

**Lemma 3.11.** Let $u \in \soc_{g_0} M$ be such that $\tilde{\phi}_{J_1, \ldots, J_l}(u) \neq 0$ for some $l$ and some $J_1, \ldots, J_l$. Then there exists $g \in U(g')$ such that $\tilde{\phi}_{J_1, \ldots, J_l}(g \cdot u) = 0$ and there exists a collection $J_1', \ldots, J_{l-1}'$ such that $\tilde{\phi}_{J_1', \ldots, J_{l-1}'}(g \cdot u) \neq 0$.

**Proof.** Let $u = u_1 + \cdots + u_t$ where without loss of generality

$$u_1 = u_1' \otimes u_1'' = u_1' \otimes z_{i_1} \otimes \cdots \otimes z_{i_{j_1}} \otimes t_{j_1} \otimes \cdots \otimes t_{j_2},$$

where $u_1'$ contains only elements from $V_2$ and $V_{2^*}$. Then either $\tilde{\phi}_{J_1, \ldots, J_l}(u_1) = 0$ or $\tilde{\phi}_{J_1, \ldots, J_l}(u_1') = \Phi_{I_1, \ldots, I_m}(u_1') \otimes u_1''$. The statement for $\tilde{\phi}_{J_1, \ldots, J_l}(u_1')$ follows from Proposition 3.8.

\[ \square \]

**Lemma 3.12.** Let $u \in \soc_{g_0} M$ be such that $\Phi_{I_1, \ldots, I_m}(u) \neq 0$ for some $m > 0$ and some $I_1, \ldots, I_m$. Then there exists $g \in U(g')$ such that $\Phi_{I_1, \ldots, I_m}(g \cdot u) = 0$ and $\Phi_{I_1', \ldots, I_{m-1}'}(g \cdot u) \neq 0$ for some collection $I_1', \ldots, I_{m-1}'$.

**Proof.** The proof is analogous to the second part of the proof of Proposition 3.7. Let $u$ be as in the statement of the lemma. Then $u = u_1 + \cdots + u_h$ and without loss of generality we can fix $I_1, \ldots, I_m$ such that $u_1$ has the form

$$u_1 = z_{i_1} \otimes \cdots \otimes z_{i_m} \otimes u_1' \otimes t_{i_1} \otimes t_{i_2} \otimes \cdots \otimes t_{i_m} - v_{j_1}^n \otimes \cdots \otimes z_{i_m} \otimes u_1' \otimes u_{j_1}^{s_1} \otimes t_{i_1} \otimes \cdots \otimes t_{i_m} - \cdots - z_{i_1} \otimes \cdots \otimes z_{i_m} \otimes v_{j_1}^{s_1} \otimes u_1' \otimes t_{i_1} \otimes \cdots \otimes t_{i_m} \otimes v_{j_1}^{s_2} + u_1''',$

for some $j \in I$ and some $n = 1, \ldots, k$. Moreover, $\Phi_{I_1, \ldots, I_m}(u_1'') = 0$. The elements $u_2, \ldots, u_h$ have similar form. Notice that if the basis vectors $v_{j_1}^s$ and $w_{j_1}^{s_1}, s = 1, \ldots, k$, appear in total at most $t$ times in any monomial in $u_1'$ then they appear at most $t + 1$ times in any monomial in $v_{j_1}^s \otimes z_{i_2} \otimes \cdots \otimes z_{i_m} \otimes u_1' \otimes v_{j_1}^{s_1} \otimes t_{i_1} \otimes \cdots \otimes t_{i_m}$. Let us take $g_i \in g'$ of the form

$$g_i = \varphi(w_1^s \otimes \cdots \otimes v_{j_1}^s),$$

where $\varphi$ denotes again the embedding $g' \subset g$. Then, if $v_1^s, \ldots, v_k^s$ and $w_1^{s_1}, \ldots, w_k^{s_1}$, $s = 1, \ldots, k$, are vectors that do not appear at all in the expression of $u$, then $(g_1 \circ \cdots \circ g_{h+1})(u_1)$ has the desired properties. We proceed in the same way with $u_2, \ldots, u_h$ to prove the statement.

\[ \square \]

**Lemma 3.13.** Let $g' \subset g_2 \subset g_1 \subset g$, $M$, and $S^{(r)}$ be as in Theorem 3.4. Then $S^{(r+1)} / S^{(r)}$ is a semisimple $g'$-module and

$$S^{(r+1)} / S^{(r)} \cong \bigoplus_{l+m+n=r} \soc_{g'}^{(l+1)} \soc_{g_2}^{(m+1)} \soc_{g_1}^{(n+1)} M.$$


Furthermore, if $N$ is a submodule of $M$ then
\[ (S^{(r+1)} \cap N)/(S^r \cap N) \cong \bigoplus_{l+m+n=r} \text{soc}_{g'}^{(l+1)}(\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} N)). \]

**Proof.** Let $S^{(n+1,m+1,l+1)}$ denote the $g'$-submodule of $M$ of elements $v$ with the following properties:

1. $v \in \text{soc}_{g_1}^{(n+1)} M$;
2. $\pi_n(v) \in \text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M)$, where $\pi_n : \text{soc}_{g_1}^{(n+1)} M \to \text{soc}_{g_1}^{(n+1)} M$;
3. $\pi_m \circ \pi_n(v) \in \text{soc}_{g'}^{(l+1)}(\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M))$, where $\pi_m : \text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M) \to \text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M)$.

Notice that $S^{(n'+1,m'+1,n'+1)} \subset S^{(n+1,m+1,l+1)}$ if and only if $(n', m', l') < (n, m, l)$ in the lexicographic order. Thus, we obtain a filtration on $M$
\[ 0 \subset S^{(1,1,1)} \subset S^{(1,1,2)} \subset \cdots \subset S^{(1,1,L_3)} \subset S^{(1,2,1)} \subset \cdots \subset S^{(1,L_2,L_3)} \subset S^{(2,1,1)} \subset \cdots \subset S^{(L_1,L_2,L_3)}, \]
where $L_1$ is the Loewy length of $M$ as a $g_1$-module and the other $L_i$'s denote the Loewy lengths of the respective modules. Next, we take a coarser filtration in which only elements $S^{(n+1,m+1,l+1)}$ with $l + m + n = r$ appear and we intersect this filtration with $S^{(r+1)}$:
\[ 0 \subset S^{(1,1,r+1)} \cap S^{(r+1)} \subset S^{(1,2,r)} \cap S^{(r+1)} \subset \cdots \subset S^{(1,r+1,1)} \cap S^{(r+1)} \subset S^{(2,1,r)} \cap S^{(r+1)} \subset \cdots \subset S^{(r+1,1,1)} \cap S^{(r+1)} \subset \cdots \subset S^{(r+1,1,1)} \cap S^{(r+1)}. \]

We build now the corresponding filtration on the quotient $S^{(r+1)}/S^r$.
\[ 0 \subset (S^{(1,1,r+1)} \cap S^{(r+1)})/S^r \subset \cdots \subset (S^{(r+1,1,1)} \cap S^{(r+1)})/S^r. \quad (17) \]

For any $l$, $m$, and $n$, we define the following maps:
\[ K_n = \bigoplus_{n_1 + n_2 = n, i_1 < \cdots < i_{n_1}} L_{i_1, \ldots, i_{n_1}} \otimes M_{j_1, \ldots, j_{n_2}}; \]
\[ K'_n = \bigoplus_{\{i_1, \ldots, i_m\}} \Phi_{i_1, \ldots, i_m}; \]
\[ K''_n = \bigoplus_{\{j_1, \ldots, j_l\}} \Phi_{j_1, \ldots, j_l}. \]

Then $K_0 = K'_0 = K''_0 = \text{id}$. Moreover, $K_n$ and $K'_n$ are $g'$-module homomorphisms for any $n$, whereas $K''_n$ for $l > 0$ is just a linear map.

Proposition 3.5 implies that $K_n(\text{soc}_{g_1}^{(n+1)} M) \cong \text{soc}_{g_1}^{(n+1)} M$. Furthermore, Propositions 3.7 and 3.8 imply the following $g'$-module isomorphism
\[ K''_l \circ K'_m \circ K_n(S^{(n+1,m+1,l+1)}) \cong \text{soc}_{g'}^{(l+1)}(\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M)). \]

Thus, in what follows for $n + m + l = r$ we can consider $K''_l \circ K'_m \circ K_n$ as a map
\[ K''_l \circ K'_m \circ K_n : S^{(n+1,m+1,l+1)} \cap S^{(r+1)} \to \text{soc}_{g'}^{(l+1)}(\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)} M)). \]

To prove that $S^{(r+1)}/S^r$ is a semisimple $g'$-module we proceed by induction on the elements of the filtration (17). First, Proposition 3.8 implies that
\[ K''_l \circ K'_m \circ K_0 : (S^{(1,1,r+1)} \cap S^{(r+1)})/S^r \to \text{soc}_{g'}^{(r+1)}(\text{soc}_{g_2}(\text{soc}_{g_1} M)) \]
is an isomorphism of $g'$-modules. Hence $(S^{(1,1,r+1)} \cap S^{(r+1)})/S^r$ is semisimple.
Next, suppose that \( S(n'+1,m'+1,l'+1) \cap S(r+1) \cap S(r') \cap S(r') \) is semisimple for some \( n'+m'+l' = r \) and that
\[
(S(n'+1,m'+1,l'+1) \cap S(r+1) + S(r') \cap S(r')) \cong \bigoplus_{g \in g'_{n'+1}} \text{soc}(m'+1)(\text{soc}(n'+1)M).
\]

Let \((n, m, l)\) be the immediate successor of \((n', m', l')\) in the lexicographic order of triples of integers with sum equal to \(r\). We prove next that \((S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r'))\) is semisimple.

Take an element \(u \in (S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r'))\) of the form \(u = u_1 + \cdots + u_s + S(r')\). Let without loss of generality
\[
u_1 = x_{i_1} \otimes \cdots \otimes x_{i_n} \otimes u_1 \otimes y_{j_1} \otimes \cdots \otimes y_{j_n} + u_1',
\]
where \(n_1 + n_2 = n\) and \(u_1'\) has less than \(n\) elements \(x_j\) and \(y_j\). Furthermore,
\[
u_1' = z_{s_1} \otimes \cdots \otimes z_{s_m} \otimes u_1'' \otimes t_{s_1} \otimes \cdots \otimes t_{s_m} + u_1''',
\]
where \(u_1'''\) has less than \(m\) terms of the form \(z_i \otimes t_i\). Let the elements \(u_2, \ldots, u_s\) have a similar form.

Then for any \(g \in g'\) either \(g \cdot u = 0\) or \(g \cdot u \notin (S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r'))\). Let \(U\) denote the submodule of \((S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r'))\) generated by all such elements \(u\). Then
\[
(S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r')) = (S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r')) + U.
\]

Moreover, we claim that
\[
K''_i \circ K'_m \circ K_n : (S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r')) \to \text{soc}(g'_{n+1})(\text{soc}(g'_m)(\text{soc}(g'_n)M))
\]
is a well-defined surjective homomorphism of \(g'\)-modules with kernel \((S(n'+1,m'+1,l'+1) \cap S(r+1) + S(r') \cap S(r'))\).

It is clear that the above map is well-defined. Moreover, it is a \(g'\)-module homomorphism since \(K''_i\) is a \(g'\)-module homomorphism when restricted to \(K_m \circ K_n(S(n+1,m+1,l+1))\). To prove surjectivity we notice that for every \(u \neq 0\) from the right-hand side in (20) there exists \(v \in S(n+1,m+1,l+1)\) such that \(K''_i \circ K'_m \circ K_n(v) = u\) and
\[
\begin{align*}
\bullet v & \in \text{soc}(g'_{n+1})M \setminus \text{soc}(g'_{m+1})M, \\
\bullet \pi_n(v) & \in \text{soc}(g'_{m+1})(\text{soc}(g'_{m+1})M) \setminus \text{soc}(g'_{m+1})(\text{soc}(g'_{m+1})M), \\
\bullet \pi_m(v) & \in \text{soc}(g'_{n+1})(\text{soc}(g'_{n+1})M) \setminus \text{soc}(g'_{n+1})(\text{soc}(g'_{n+1})M).
\end{align*}
\]

But then \(v \in S(n+1,m+1,l+1) \cap S(r+1)\). This proves surjectivity.

The last step is to compute the kernel of the map \(K''_i \circ K'_m \circ K_n\) from (20). Suppose first that \(m \neq 0\). Then the immediate predecessor of \((n, m, l)\) in the lexicographic order is \((n, m-1, l+1)\). We need to prove that
\[
\ker K''_i \circ K'_m \circ K_n = (S(n+1,m,l+2) \cap S(r+1) + S(r') \cap S(r')).
\]

Clearly, \(\ker K''_i \circ K'_m \circ K_n \supseteq (S(n+1,m,l+2) \cap S(r+1) + S(r') \cap S(r'))\). To prove the opposite inclusion, let \(v \in \ker K''_i \circ K'_m \circ K_n\). Suppose first that \(K_n(v) = 0\). Then for some \(n_1\) and \(l_1\), \(v \in S(n+1,m+1,l+1) \cap S(r+1) \subseteq S(n+1,m+l+2) \cap S(r+1)\). Next, let \(v\) be such that \(K_n(v) \neq 0\) and \(K_m(K_n(v)) = 0\). But then \(v \in S(n+1,m+1,l+1) \cap S(r+1)\). Finally, if \(K_m(K_n(v)) = 0\) then \(v \in S(r')\). This proves (21).

Now, suppose that \(m = 0\) and \(n = 0\). Then the immediate predecessor of \((n, 0, l)\) is \((n-1, l + 1, 0)\). Moreover, \((S(n+1,l+2) \cap S(r+1) + S(r') \cap S(r'))\) is semisimple for some \(n'+ m'+ l' = r\). And vice versa, if \([v] \in \ker K''_i \circ K'_m \circ K_n\) is such that \(K_n(v) = 0\) then \(v \in S(n+1,m+1,l+1) \cap S(r+1) \subseteq S(n+1,l+2) \cap S(r+1)\). Hence,
\[
\ker K''_i \circ K'_m \circ K_n = (S(n+1,l+2) \cap S(r+1) + S(r') \cap S(r')).
\]

Thus, we proved (20). Moreover, (18), (19), and (20) imply
\[
(S(n+1,m+1,l+1) \cap S(r+1) + S(r') \cap S(r')) = \bigoplus_{n'+m'+l' = r \cap (n', m', l') \subseteq (n, m, l)} \text{soc}(g'_{n'+1})(\text{soc}(g'_{m'+1})(\text{soc}(g'_{l'+1})M)).
\]
This holds for every element in the filtration (17), so in particular \( S^{(r+1)}/S^{(r)} \) is semisimple and
\[
S^{(r+1)}/S^{(r)} \cong \bigoplus_{n+m+l=r} \frac{\text{soc}_{g'}^{(l+1)}}{\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)}M)}.
\]

Note that if \( N \subset M \) is any submodule of \( M \), then we can intersect the above filtrations with \( N \) and obtain
\[
(S^{(r+1)} \cap N)/(S^{(r)} \cap N) \cong \bigoplus_{l+m+n=r} \frac{\text{soc}_{g'}^{(l+1)}}{\text{soc}_{g_2}^{(m+1)}(\text{soc}_{g_1}^{(n+1)}N)}.
\]

Theorem 3.4 shows that we can reduce the branching problem for embeddings of general tensor type to branching problems for embeddings of types I, II, and III. In the next section we will explicitly compute the branching laws for embeddings of \( \text{gl}(\infty) \subset \text{gl}(\infty) \) of types I, II, and III and for any simple tensor \( \text{gl}(\infty) \)-module \( V_{\lambda,\mu} \).

4. Branching laws for embeddings of \( \text{gl}(\infty) \) into \( \text{gl}(\infty) \)

4.1. Embeddings of type I. Let \( g', g \cong \text{gl}(\infty) \) and let \( g' \subset g \) satisfy the conditions
\[
\text{soc}_{g'} V \cong V' \oplus N_a, \quad V/\text{soc}_{g'} V \cong N_b, \\
\text{soc}_{g'} V_* \cong V'_* \oplus N_c, \quad V_*/\text{soc}_{g'} V_* \cong N_d.
\]

So far we make no assumptions about the pairing between \( N_a \) and \( N_c \). First we extend the definition of the Gelfand-Tsetlin multiplicity \( m_{\lambda,\sigma}^k \) to the case \( k = \infty \). More precisely, we define
\[
m_{\lambda,\sigma}^\infty = \lim_{k \to \infty} m_{\lambda,\sigma}^k.
\]

In other words,
\[
m_{\lambda,\sigma}^\infty = \begin{cases} 
0 & \text{if } m_{\lambda,\sigma}^k = 0 \text{ for all } k, \\
1 & \text{if } \sigma = \lambda, \text{ i.e. } m_{\lambda,\sigma}^k = 1 \text{ for all } k, \\
\infty & \text{if } m_{\lambda,\sigma}^k > 1 \text{ for at least one } k.
\end{cases}
\]

Furthermore, for convenience we set \( m_{\lambda,\sigma}^0 = 0 \) for \( \lambda \neq \sigma \) and \( m_{\lambda,\lambda}^0 = 1 \). We will refer to the values \( m_{\lambda,\sigma}^k \) for \( k \in \mathbb{Z}_{\geq 0} \cup \{ \infty \} \) as the extended Gelfand-Tsetlin multiplicities.

We start with determining the socle filtration of any simple tensor \( g \)-module \( V_{\lambda,0} \subset V^{\otimes p} \). Before stating the general result we need two lemmas.

**Lemma 4.1.** Let \( g' \subset g \) satisfy (22) with \( a = 0 \). Then for any \( V_{\lambda,0} \subset V^{\otimes p} \) we have
\[
\text{soc}_{g'} V_{\lambda,0} = V'_{\lambda,0}, \\
\text{soc}_{g'}^{(r+1)} V_{\lambda,0} \cong \bigoplus_{|\lambda'|=|\lambda|-r} m_{\lambda,\lambda'}^b V'_{\lambda',0},
\]
where \( m_{\lambda,\lambda'}^b \) are the extended Gelfand-Tsetlin multiplicities.

**Proof.** Proposition 3.5 and the remark after it imply that
\[
\text{soc}_{g'}^{(r+1)} V^{\otimes p} \cong \bigoplus_{i_1 < \ldots < i_r} N_b^{\otimes r} \otimes (V' \oplus N_a)^{\otimes p-r}. \tag{23}
\]

Thus in the case \( a = 0 \) it follows from (23) and Theorem 2.1 in [PSt] that
\[
\text{soc}_{g'}^{(r+1)} V^{\otimes p} \cong \left( \bigoplus_{|\lambda'|=p-r} c_{\lambda'} V'_{\lambda',0} \right) \cong \bigoplus_{|\lambda'|=p-r} c_{\lambda'} V'_{\lambda',0}
\]
for some multiplicities \( c_{\lambda'} \). Moreover, property (1) of socle filtrations implies that \( \text{soc}_{g'}^{(r+1)} V_{\lambda,0} \subset \text{soc}_{g'}^{(r+1)} V^{\otimes p} \), hence
\[
\text{soc}_{g'}^{(r+1)} V_{\lambda,0} \cong \bigoplus_{|\lambda'|=p-r} c'_{\lambda'} V'_{\lambda',0}. \tag{24}
\]
for some unknown $c'_{\lambda'}$. Thus, we only need to compute the multiplicity with which each $V^{m_k}_{\lambda',0}$ enters the decomposition of $V_{\lambda,0}$. Note that on distinct layers of the socle filtration non-isomorphic simple constituents $V^{m_k}_{\lambda',0}$ appear.

Let $\{v'_i\}_{i \in \mathbb{Z}_{>0}}$ and $\{v'^*_i\}_{i \in \mathbb{Z}_{>0}}$ be as before a pair of dual bases in $V'$ and $V'_*$, and let $\{\xi_i\}_{i \in \mathbb{Z}_{>0}}, \{\xi'^*_i\}_{i \in \mathbb{Z}_{>0}}$ be a pair of dual bases in $V$ and $V_*$. For each $n$, put $V_n = \text{span}\{\xi_1, \ldots, \xi_n\}$ and $V_n^* = \text{span}\{\xi^*_1, \ldots, \xi^*_n\}$. The pairing between $V$ and $V_*$ restricts to a non-degenerate pairing between $V_n$ and $V_n^*$. Therefore we can define the Lie algebra $\mathfrak{g}_n = V_n \oplus V_n^*$. Furthermore, we set $\mathfrak{h}_n = \mathfrak{h}_g \cap \mathfrak{g}_n$ and $\mathfrak{b}_n = \mathfrak{b}_g \cap \mathfrak{g}_n$. It is clear that $\mathfrak{g}_n \cong \mathfrak{gl}(n)$ and that $\mathfrak{h}_n$ (respectively, $\mathfrak{b}_n$) is a Cartan (respectively, Borel) subalgebra of $\mathfrak{g}_n$. Moreover, if we set $V^n_{\lambda,0} = V_{\lambda,0} \cap V^{\otimes p}_n$, then for $n \geq p$, $V^n_{\lambda,0}$ is a highest weight $\mathfrak{g}_n$-module with highest weight $(\lambda,0)$ with respect to $\mathfrak{b}_n$.

Now we apply the same procedure to $\mathfrak{g}'$. We define $V'_n = \text{span}\{v'_1, \ldots, v'_n\}$ and $V'^*_n = \text{span}\{v'^*_1, \ldots, v'^*_n\}$. We set $\mathfrak{g}'_n = V'_n \oplus V'^*_n$, $\mathfrak{h}'_n = \mathfrak{h}_g \cap \mathfrak{g}'_n$, $\mathfrak{b}'_n = \mathfrak{b}_g \cap \mathfrak{g}'_n$, and $V'^{m_k}_{\lambda,0} = V'_{\lambda,0} \cap V^{\otimes p}_{m_k}$. In this way we obtain a commutative diagram of inclusions

\[
\begin{array}{cccccc}
\mathfrak{g}'_1 & \rightarrow & \mathfrak{g}'_2 & \rightarrow & \cdots & \rightarrow \mathfrak{g}'_k & \rightarrow & \cdots & \rightarrow \mathfrak{g}' \\
\downarrow & & \downarrow & & \ddots & & \ddots & & \downarrow \\
\mathfrak{g}_{m_1} & \rightarrow & \mathfrak{g}_{m_2} & \rightarrow & \cdots & \rightarrow \mathfrak{g}_{m_k} & \rightarrow & \cdots & \rightarrow \mathfrak{g}
\end{array}
\]

in which all horizontal arrows are standard inclusions. Then for large $k$ each embedding $\mathfrak{g}'_k \rightarrow \mathfrak{g}_{m_k}$ is diagonal, i.e. in our case

\[V_{m_k} \cong V'_k \oplus N'_k,\]

where $N'_k$ is some finite-dimensional trivial $\mathfrak{g}'_k$-module. Moreover, if we set $n_k = \dim N'_k = \text{codim}_{V_{m_k}} V'_k$ then $b = \text{codim}_V V' = \lim_{k \rightarrow \infty} n_k$. Thus, when $b$ is finite we obtain that for large $k$ all vertical embeddings in the above diagram are of signature $(1,0,b)$. In the case $b = \infty$, for large $k$ all vertical embeddings are of signature $(1,0,n_k)$ with $\lim_{k \rightarrow \infty} n_k = \infty$.

Let us consider first the case when $b$ is finite. Then for large $k$ we can use the Gelfand-Tsetlin rule for the embedding $\mathfrak{g}'_k \rightarrow \mathfrak{g}_{m_k}$ and the module $V'^{m_k}_{\lambda,0} = V'_{\lambda,0} \cap V^{\otimes p}_{m_k}$ to obtain the decomposition

\[V'^{m_k}_{\lambda,0} \cong \bigoplus_{\lambda'} m_{\lambda,\lambda'}^{b} V^{\otimes p}_{\lambda',0}. \quad (25)\]

Then (24) and (25) imply

\[\text{soc}^{(r+1)} V_{\lambda,0} \cap V^{\otimes p}_{m_k} / (\text{soc}^{(r)} V_{\lambda,0} \cap V^{\otimes p}_{m_k}) \cong \bigoplus_{|\lambda'|=p-r} m_{\lambda,\lambda'}^{b} V^{\otimes p}_{\lambda',0},\]

and passing to the direct limit we obtain the statement.

Next, let $b = \infty$. Then from the Gelfand-Tsetlin rule we obtain

\[\text{soc}^{(r+1)} V_{\lambda,0} \cap V^{\otimes p}_{m_k} / (\text{soc}^{(r)} V_{\lambda,0} \cap V^{\otimes p}_{m_k}) \cong \bigoplus_{|\lambda'|=p-r} m_{\lambda,\lambda'}^{\infty} V^{\otimes p}_{\lambda',0},\]

and passing to the direct limit we obtain the statement. \qed

**Lemma 4.2.** Let $\mathfrak{g}' \subset \mathfrak{g}$ satisfy (22) with $b=0$. Then any $V_{\lambda,0} \subset V^{\otimes p}$ is a completely reducible $\mathfrak{g}'$-module and

\[V_{\lambda,0} \cong \bigoplus_{\lambda'} m_{\lambda,\lambda'}^{a} V^{\otimes p}_{\lambda',0},\]

where $m_{\lambda,\lambda'}^{a}$ are again the extended Gelfand-Tsetlin multiplicities.

**Proof.** When $b = 0$ the map $f$ from (10) is just the zero homomorphism, hence Proposition 3.5 implies that $V_{\lambda,0}$ is completely reducible. Therefore, we only need to compute the multiplicity of each $V^{\otimes p}_{\lambda',0}$ in the expression of $V_{\lambda,0}$, and this is done in the same way as in Lemma 4.1. \qed

Now we can state the branching rule for $V_{\lambda,0}$ for arbitrary values of $a$ and $b$. 

Theorem 4.3. Let $g' \subset g$ be an embedding which satisfies (22). Then for any $V_{\lambda,0} \subset V^{\otimes p}$
\[
\overline{\text{soc}}_{g'}^{r+1}V_{\lambda,0} \cong \bigoplus_{\lambda''} \left( m^{a}_{\lambda,\lambda''}m^{b}_{\lambda''}\right) V'_{\lambda''},0,
\]

Proof. Let $\{v''_{i}\}$ and $\{v''_{i}\}$ be as before a pair of dual bases in $V'$ and $V'$. Let
\[
V = \text{span}\{x_{i}\}_{i \in I_{n}} \cup \{z_{i}\}_{i \in I_{n}} \cup \{v''_{i}\}_{i \in I},
\]
\[
V = \text{span}\{f_{i}\}_{i \in I_{n}} \cup \{v''_{i}\}_{i \in I},
\]
where $x_{i}$ and $z_{i}$ are as in Proposition 3.1 and $f_{i}$ is a collective notation for $y_{i}$ and $t_{i}$. We divide the $f_{i}$'s into two groups: those which pair non-degenerately with $\{z_{i}\}_{i \in I_{n}}$ we denote by $f''_{i}$, and the remaining ones we denote by $f'''_{i}$. Next we define the subspaces
\[
V'' = \text{span}\{x_{i}\}_{i \in I_{n}} \cup \{v''_{i}\}_{i \in I},
\]
\[
V''' = \text{span}\{f''_{i}\} \cup \{v''_{i}\}_{i \in I}.
\]
Then $V''$ and $V'''$ pair non-degenerately and we set $g'' = V'' \otimes V'''$. The embedding $g'' \subset g$ satisfies the conditions of Lemma 4.2, hence
\[
V_{\lambda,0} \cong \bigoplus_{\lambda''} m^{a}_{\lambda,\lambda''}V'_{\lambda'',0},
\]
where by $V'_{\lambda'',0}$ we denote the simple tensor $g''$-modules.

To see now how $V_{\lambda,0}$ decomposes over $g'$ it is enough to see how each $V'_{\lambda'',0}$ decomposes over $g'$. The embedding $g' \subset g''$ satisfies the conditions of Lemma 4.1, hence
\[
\overline{\text{soc}}_{g'}^{r+1}V'_{\lambda'',0} \cong \bigoplus_{\lambda''} m^{a}_{\lambda,\lambda''}V'_{\lambda'',0}.
\]

Then (26) and (27) imply the statement of the theorem.\hfill \Box

An analogous statement holds for submodules of $V^{\otimes q}$. Here is the result.

Theorem 4.4. Let $g' \subset g$ be an embedding which satisfies (22). Then for any $V_{0,\mu} \subset V^{\otimes q}$
\[
\overline{\text{soc}}_{g'}^{r+1}V_{0,\mu} \cong \bigoplus_{\mu''} \left( m^{c}_{\mu,\mu''}m^{d}_{\mu''}\right) V'_{0,\mu''},
\]

Now we are ready to state the theorem for any simple $V_{\lambda,\mu}$.

Theorem 4.5. Let $g' \subset g$ be an embedding of type I, i.e. which satisfies (22) and such that $N_{a}$ and $N_{c}$ pair trivially. Then for any simple $g'$-module $V_{\lambda,\mu} \subset V^{\otimes p+q}$
\[
\text{soc}_{g'}^{r+1}V_{\lambda,\mu} = \left( \sum_{n_{1}+n_{2}=r} (\text{soc}_{g'}^{n_{1}+1}V_{\lambda,0}) \otimes (\text{soc}_{g'}^{n_{1}+1}V_{0,\mu}) \right) \cap V^{\otimes p+q}.
\]

Moreover,
\[
\overline{\text{soc}}_{g'}^{r+1}V_{\lambda,\mu} \cong \bigoplus_{n_{1}+n_{2}=r} \bigoplus_{\lambda''=\gamma''} \left( m^{a}_{\lambda,\gamma''}m^{b}_{\gamma''}\right) V'_{\lambda'',0},
\]

Proof. Note that
\[
\left( \sum_{n_{1}+n_{2}=r} (\text{soc}_{g'}^{n_{1}+1}V_{\otimes p}) \otimes (\text{soc}_{g'}^{n_{1}+1}V_{\otimes q}) \right) \cap (V_{\lambda,0} \otimes V_{0,\mu}) = \left( \sum_{n_{1}+n_{2}=r} (\text{soc}_{g'}^{n_{1}+1}V_{\lambda,0}) \otimes (\text{soc}_{g'}^{n_{1}+1}V_{0,\mu}) \right).
\]

Therefore, Corollary 3.6 and the relation $V_{\lambda,\mu} = V^{\otimes p+q} \cap (V_{\lambda,0} \otimes V_{0,\mu})$ from [PS] imply
\[
\text{soc}_{g'}^{r+1}V_{\lambda,\mu} = (\text{soc}_{g'}^{r+1}V^{\otimes p+q}) \cap V_{\lambda,\mu} = \left( \sum_{n_{1}+n_{2}=r} (\text{soc}_{g'}^{n_{1}+1}V_{\lambda,0}) \otimes (\text{soc}_{g'}^{n_{1}+1}V_{0,\mu}) \right) \cap V^{\otimes p+q},
\]
which proves the first part of the statement. To compute the layers of the socle filtration we notice the following. If \( \{ A_n \} \) and \( \{ B_n \} \) are families of modules over a ring or an algebra such that \( A_n \subset A_{n+1} \) for all \( n \) and \( B_n \subset B_{n+1} \) for all \( n \), then
\[
( \sum_{n_1 + n_2 = r} A_{n_1} \otimes B_{n_2} ) / ( \sum_{n_1 + n_2 = r-1} A_{n_1} \otimes B_{n_2} ) \cong \bigoplus_{n_1 + n_2 = r} A_{n_1}/A_{n_1-1} \otimes B_{n_2}/B_{n_2-1}.
\]
In our case, if we set \( A_n = \text{soc}_{\mathfrak{g}}(n+1) V_{\lambda,0} \) and \( B_n = \text{soc}_{\mathfrak{g}}(n+1) V_{0,\mu} \) we obtain
\[
\bigoplus_{n_1 + n_2 = r} ( \text{soc}_{\mathfrak{g}}(n+1) V_{\lambda,0} \otimes \text{soc}_{\mathfrak{g}}(n+1) V_{0,\mu} ) \cong \bigoplus_{n_1 + n_2 = r} m_{\lambda,\lambda',\mu} m_{\mu,\mu',\nu} m_{\mu',\nu,\rho} V'_{\lambda,0} \otimes V'_{0,\mu},
\]
where the second isomorphism is a corollary of Theorems 4.3 and 4.4.

For shortness, let us denote
\[
S^r_{\lambda,\mu} = \sum_{n_1 + n_2 = r} \text{soc}_{\mathfrak{g}}(n+1) V_{\lambda,0} \otimes \text{soc}_{\mathfrak{g}}(n+1) V_{0,\mu}.
\]
Then (28) and Theorem 2.3 from [PSt] imply
\[
\text{soc}_{\mathfrak{g}}(S^r_{\lambda,\mu}/S^{r-1}_{\lambda,\mu}) \cong \bigoplus_{n_1 + n_2 = r} \bigoplus_{\lambda',\mu'} m_{\lambda,\lambda',\mu} m_{\mu,\mu',\nu} m_{\mu',\nu,\rho} V'_{\lambda,0} \otimes V'_{0,\mu}.
\]
Clearly, \( \overline{\text{soc}_{\mathfrak{g}}(r+1)} V_{\lambda,\mu} \subseteq \text{soc}_{\mathfrak{g}}(S^r_{\lambda,\mu}/S^{r-1}_{\lambda,\mu}) \). To prove the opposite inclusion let \([u] \in S^r_{\lambda,\mu}/S^{r-1}_{\lambda,\mu} \) and \([u] \neq 0\). Let without loss of generality \( u = c_{\lambda}(u_1) \otimes c_{\mu}(u_2) \), where \( c_{\lambda}, c_{\mu} \) denote the Young symmetrizers corresponding to the partitions \( \lambda, \mu \) (see (4.2) in [FH]) and
\[
u_1 = x_{i_1} \otimes \cdots \otimes x_{i_n} \otimes u_1, \quad \nu_2 = y_{j_1} \otimes \cdots \otimes y_{j_m} \otimes u_2
\]
such that \( n_1 + n_2 = r \) and \( \nu_1 \in V'^{\otimes (p-n_1)}, \nu_2 \in V'^{\otimes (q-n_2)} \). Let \( g \in U(\mathfrak{g}') \) be such that \( g \cdot (u_1' \otimes u_2') \in V'^{\otimes (p-n_1, q-n_2)} \). Then
\[
g \cdot [u] \in (S^r_{\lambda,\mu} \cap V^{(p,q)} + S^{r-1}_{\lambda,\mu})/S^{r-1}_{\lambda,\mu}.
\]
Therefore,
\[
\text{soc}_{\mathfrak{g}}(S^r_{\lambda,\mu}/S^{r-1}_{\lambda,\mu}) \subseteq (S^r_{\lambda,\mu} \cap V^{(p,q)} + S^{r-1}_{\lambda,\mu})/S^{r-1}_{\lambda,\mu} \cong \overline{\text{soc}_{\mathfrak{g}}(r+1)} V_{\lambda,\mu}.
\]
Thus, \( \overline{\text{soc}_{\mathfrak{g}}(r+1)} V_{\lambda,\mu} = \text{soc}_{\mathfrak{g}}(S^r_{\lambda,\mu}/S^{r-1}_{\lambda,\mu}) \). This proves the statement.

### 4.2. Embeddings of type II

Let \( \mathfrak{g}' \subset \mathfrak{g} \) be an embedding of type II, i.e. such that
\[
V \cong V' \oplus N_0, \quad V_* \cong V'_* \oplus N_c.
\]

By definition (see [PSt]), for any partitions \( \lambda \) and \( \mu \) with \( |\lambda| = p \) and \( |\mu| = q \) we have \( V_{\lambda,\mu} = V^{(p,q)} \cap (V_{\lambda,0} \otimes V_{0,\mu}) \). Below we determine the socle filtrations of \( V_{\lambda,0} \otimes V_{0,\mu} \) and of \( V^{(p,q)} \) and then use property (2) of socle filtrations to obtain the socle filtration for \( V_{\lambda,\mu} \).

#### Proposition 4.6

Let \( \mathfrak{g}' \subset \mathfrak{g} \) be an embedding of type II. Then

1. every \( V_{\lambda,0} \subset V^{\otimes \mu} \) and every \( V_{0,\mu} \subset V^{\otimes \nu} \) is completely reducible over \( \mathfrak{g}' \) and
   \[
   V_{\lambda,0} \cong \bigoplus_{\lambda'} m_{\lambda,\lambda'} V'_{\lambda',0}, \quad V_{0,\mu} \cong \bigoplus_{\mu'} m_{\mu,\mu'} V'_{0,\mu'};
   \]
2. for \( V_{\lambda,0} \otimes V_{0,\mu} \) we have
   \[
   \overline{\text{soc}_{\mathfrak{g}'}(r+1)} V_{\lambda,0} \otimes V_{0,\mu} \cong \bigoplus_{\lambda',\mu',\nu} m_{\lambda,\lambda'} m_{\mu,\mu'} m_{\mu',\nu,\rho} C_{\lambda',\gamma} C_{\mu',\gamma} V'_{\lambda,\mu}.\]
Proof. Part (i). Since $V$ is semisimple over $g'$, then so is $V^\otimes p$ and similarly for $V_n^\otimes q$. Therefore, every $V_{a,0} \subset V^\otimes p$ and every $V_{0,\mu} \subset V_n^\otimes q$ is semisimple as well. To obtain the exact multiplicities, we proceed as in the proof of Lemma 4.1.

Part (ii). From part (i) we have

$$V_{a,0} \otimes V_{0,\mu} \cong \bigoplus_{\alpha',\beta'} m_{\alpha',\beta'} V_{a',0} \otimes V_{0,\beta'}.$$  

Hence, property (3) of socle filtrations implies

$$\text{soc}_g^{(r)}(V_{a,0} \otimes V_{0,\mu}) \cong \bigoplus_{\alpha',\beta'} m_{\alpha',\beta'} \text{soc}_g^{(r)}(V_{a',0} \otimes V_{0,\beta'}).$$

Then, using Theorem 2.3 in [PSt], we obtain the desired formula. 

**Proposition 4.7.** Let $g' \subset g$ be an embedding of type II. Then for $a \in \mathbb{Z}_{\geq 0} \cup \{\infty\}$ and $a > p + q - 2$,

$$\text{soc}_{g'}^{(r+1)} V(p,q) \cong \bigoplus_{\{I_1, \ldots, I_r\}} \bigoplus_{k=0}^{p+r-q-r} \left( p-r \atop k \right) (q-r \atop l) N_a(k,l) \otimes V'(p-r-k,q-r-l),$$

where $N_a(k,l)$ is as in the proof of Proposition 3.7.

**Proof.** Equation (13) from the proof of Proposition 3.7 implies that

$$\bigoplus_{\{I_1, \ldots, I_r\}} \Phi_{I_1, \ldots, I_r} : \text{soc}_{g'}^{(r+1)} V(p,q) \to \bigoplus_{\{I_1, \ldots, I_r\}} \text{soc}_g V(p-r,q-r)$$

is an injective homomorphism of $g'$-modules. Now we will show that if $a > p + q - 2$, then for each $r$ the above homomorphism is also surjective. Without loss of generality fix the following collection of index pairs $I_1 = (1, q-r+1), \ldots, I_r = (r, q)$. Let $v$ be an indecomposable element of $\text{soc}_g V(p-r,q-r)$. By indecomposable here we mean that $v$ cannot be decomposed as a sum $v = v' + v''$ such that all monomials in $v'$ and $v''$ belong to $v$ and each of $v'$ and $v''$ is also an element of $\text{soc}_g V(p-r,q-r)$. Then $v$ contains at most $p + q - 2$ entries with distinct indices from the pair of dual bases $\{z_i\}, \{t_i\}$. Let $i_1, \ldots, i_r$ be indices from $I_a$ such that neither $z_{i_k}$ nor $t_{i_k}$ for $k = 1, \ldots, r$ enters the expression of $v$. These exist thanks to the condition $a > p + q - 2$. In addition, let $v_k$ and $v_k^*$ be a pair of dual elements respectively from $V'$ and $V^*_n$ which do not enter the expression of $v$. Then the vector

$$u = z_{i_1} \otimes \cdots \otimes z_{i_r} \otimes v \otimes t_{i_1} \otimes \cdots \otimes t_{i_r} - u_1$$

where

$$u_1 = v_{i_1} \otimes z_{i_1} \otimes \cdots \otimes z_{i_r} \otimes v \otimes v_{i_1}^* \otimes t_{i_1} \otimes \cdots \otimes t_{i_r} +$$

$$z_{i_1} \otimes v_{i_1} \otimes z_{i_1} \otimes \cdots \otimes z_{i_r} \otimes v \otimes t_{i_1} \otimes v_{i_1}^* \otimes t_{i_1} \otimes \cdots \otimes t_{i_r} + \cdots +$$

$$z_{i_1} \otimes \cdots \otimes z_{i_{r-1}} \otimes v_{i_r} \otimes v \otimes t_{i_1} \otimes \cdots \otimes t_{i_r} \otimes v_{i_r}^*$$

belongs to $\text{soc}_{g'}^{(r+1)} V(p,q)$ and

$$\bigoplus_{\{I_1, \ldots, I_r\}} \Phi_{I_1, \ldots, I_r}(u) = v.$$  

This proves surjectivity. Then the statement follows from equation (12) in the proof of Proposition 3.7.

In order to obtain an exact expression for the layers of the socle filtration of $V(p,q)$ also in the cases when $a \leq p + q - 2$ we will use another approach. This approach covers all cases in which $a$ is finite. Therefore, in what follows, we fix $a \in \mathbb{Z}_{\geq 0}$. As is done in [PSt], for any index pair $I = (i,j)$ as above we define the inclusion

$$\Psi_{i,j}^a : N_{a}^{p+q-1} \to N_{a}^{\otimes (p,q)}$$

given by

$$u_1 \otimes \cdots \otimes u_{p-1} \otimes u_{q-1}^* \otimes \cdots \otimes u_{q-1}^* \mapsto \sum_{k=1}^a u_{i-1} \otimes 2k \otimes u_{i+1} \otimes \cdots \otimes u_{j-1}^* \otimes tk \otimes u_{j+1}^* \otimes \cdots ,$$
where \( u_i \) is an arbitrary element in \( N_a \) and \( u_i^* \) is an arbitrary element in \( N_c \). Similarly, for any disjoint collection of index pairs \( I_1, \ldots, I_r \), where \( r = 1, \ldots, \min(p, q) \), we define the inclusion
\[
\Psi^q_{I_1, \ldots, I_r} : N_a^{\{p-r, q-r\}} \rightarrow N_a^{(p, q)}
\]
as the sum of the \( r \)-fold insertions of all possible ordered collections of \( r \) terms of the form \( z_i \otimes t_i \), including collections with repeating terms. Then, following [PSt], we denote
\[
(N_a)_r^{(p, q)} = \sum_{\{I_1, \ldots, I_r\}} \text{im} \Psi^q_{I_1, \ldots, I_r}.
\]
Furthermore, we set \( (N_a)_0^{(k, l)} = N_a^{(k, l)} \). It is stated in [PSt] that for all \( a \) we have the direct sum decomposition
\[
N_a^{(p, q)} = (N_a)_1^{(p, q)} \oplus \cdots \oplus (N_a)_l^{(p, q)},
\]
where \( l = \min(p, q) \).

**Proposition 4.8.** Let \( g' \subset g \) be an embedding of type II such that \( a = \dim N_a \in \mathbb{Z}_{\geq 0} \). Then
\[
\text{soc}^{(r+1)}_{g'} V^{(p, q)} \cong \bigoplus_{k=0}^{p} \bigoplus_{l=0}^{q} \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) (N_a)_r^{(k, l)} \otimes V^{(p-k, q-l)}.
\]

**Proof.** Note that every element \( u \in \bigcap_{I_1, \ldots, I_{r+1}} \ker \Phi_{I_1, \ldots, I_{r+1}} \) can be written as \( u = u_1 + u_2 \), where
\[
u_1 \in \bigoplus_{k=0}^{p} \bigoplus_{l=0}^{q} \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) (N_a)_r^{(k, l)} \otimes V^{(p-k, q-l)};
\]
\[
u_2 \in \bigcap_{I_1, \ldots, I_r} \ker \Phi_{I_1, \ldots, I_r}.
\]
Thus the statement follows from Proposition 3.7. \( \square \)

Next, we check that Proposition 4.7 and Proposition 4.8 give the same formulas for finite dimension \( a \) with \( a > p + q - 2 \). For \( r = 0 \) this is obvious, so we prove it for \( r \geq 1 \). Note that for \( k \) or \( l \) smaller than \( r \) we have \( (N_a)_r^{(k, l)} = 0 \) and so the formula in Proposition 4.8 can be rewritten as
\[
\text{soc}^{(r+1)}_{g'} V^{(p, q)} \cong \bigoplus_{k=0}^{p} \bigoplus_{l=0}^{q} \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) (N_a)_r^{(k, l)} \otimes V^{(p-k, q-l)}.
\]
Hence, we have to show that
\[
\left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) (N_a)_r^{(k, l+r)} = \bigoplus_{\{I_1, \ldots, I_r\}} \left( \begin{array}{c} p-r \\ k \\ l \end{array} \right) N_a^{(k, l)},
\]
where \( i \in \{1, \ldots, p\} \) and \( j \in \{1, \ldots, q\} \). Having in mind that the set of all such collections of \( r \) disjoint index pairs \( I_1, \ldots, I_r \) has \( \binom{p}{r} \binom{q}{r} r! \) elements, we can further rewrite (29) as
\[
(N_a)_r^{(k, l+r)} = \bigoplus_{\{I_1, \ldots, I_r\}} N_a^{(k, l)},
\]
where the sum runs over all collections of disjoint index pairs \( I_1, \ldots, I_r \) with \( i \in \{1, \ldots, k + r\} \) and \( j \in \{1, \ldots, l + r\} \). Formula (30) holds when
\[
\sum_{\{I_1, \ldots, I_r\}} \text{im} \Psi^q_{I_1, \ldots, I_r} = \bigoplus_{\{I_1, \ldots, I_r\}} \text{im} \Psi^q_{I_1, \ldots, I_r},
\]
which is true precisely when \( a > k + l \). And since \( k + l \leq p + q - 2 < a \) for all \( r \geq 1 \), this completes the proof.

Propositions 4.7 and 4.8 imply that in order to determine the layers of the socle filtration of \( V^{(p, q)} \) we need to determine the dimensions of the trivial \( g' \)-modules \( N_a^{(p, q)} \) for all \( a \in \mathbb{Z}_{\geq 0} \cup \{\infty\} \), and the dimensions of the modules \( (N_a)_r^{(p, q)} \) for \( a \in \mathbb{Z}_{\geq 0} \). Notice that \( N_a^{(p, q)} \) has the same dimension as the \( gl(a) \)-module \( V_a^{(p, q)} \). In particular, if \( a = \infty \), then \( V_a^{(p, q)} \) is just the \( gl(\infty) \)-module \( V^{(p, q)} \), which is obviously infinite dimensional. Similarly, \( (N_a)_r^{(p, q)} \) has the same dimension as the \( gl(a) \)-module \( (V_a)_r^{(p, q)} \) (see [PSt] for the
The following theorem now follows from Propositions 4.6, 4.7, and property (2) of socle filtrations.

Schur-Weyl duality (see, e.g. [FH]) yields

$$V_a^{(p,q)} \cong \bigoplus_{|\lambda|=p} V_{\lambda,0}^a \otimes V_{0,\mu}^a \otimes (H_\lambda \otimes H_\mu).$$

(31)

Here, $H_\lambda$ (resp., $H_\mu$) denotes the irreducible representation of the symmetric group $S_p$ (resp., $S_q$) corresponding to the partition $\lambda$ (resp., $\mu$). $V_{\lambda,0}^a$ denotes as before the irreducible $\mathfrak{gl}(a)$-module with highest weight $(\lambda, 0)$.

Furthermore, we have that

$$V_{\lambda,0}^a \otimes V_{0,\mu}^a \cong \bigoplus_{\lambda', \mu'} c_{\lambda', \mu'}^\lambda \otimes \lambda', \mu'$$

where

$$c_{\lambda', \mu'}^\lambda = \bigoplus_{\gamma} c_{\lambda', \gamma}^\lambda \gamma$$

for $a > p + q$ (see e.g. [K], [HTW]). For $a \leq p + q$, $c_{\lambda', \mu'}^\lambda$ can be obtained from (32) by the modification rules in [K]. Then

$$V_a^{(p,q)} \cong \bigoplus_{|\lambda|=p} \bigoplus_{|\mu|=q} c_{\lambda', \mu'}^\lambda V_{\lambda', \mu'} \otimes (H_\lambda \otimes H_\mu).$$

It is stated in [PSt] that $V_a^{(p,q)} = (V_a)_0^{(p,q)} \oplus (V_a)^{1(p,q)}_1 \oplus \cdots \oplus (V_a)^{(p,q)}_r$. Furthermore, if $\Phi_{I_1, \ldots, I_r}$ denotes the $r$-fold contraction with respect to the bilinear pairing on $V_a \times V_a^*$ then

$$\bigcap_{I_1, \ldots, I_{r+1}} \ker \Phi_{I_1, \ldots, I_{r+1}} = (V_a)_0^{(p,q)} \oplus (V_a)^{1(p,q)}_1 \oplus \cdots \oplus (V_a)^{(p,q)}_r$$

for $r = 0, \ldots, l$.

Next, we prove that each $(V_a)^{(p,q)}$ consists of simple modules $V_{\lambda, \mu}^a$ with $|\lambda| = p - r$ and $|\mu| = q - r$. On the one hand, (31) implies that a simple module $V_{\lambda, \mu}^a$ with $|\lambda| = p - r$ and $|\mu| = q - r$ cannot be realized as a submodule of $V_a^{(p-r-1,q-r-1)}$. Hence, $V_{\lambda, \mu}^a \subset \bigcap_{I_1, \ldots, I_{r+1}} \ker \Phi_{I_1, \ldots, I_{r+1}}$. On the other hand, each contraction $\Phi_{I_1, \ldots, I_r} : V_a^{(p,q)} \to V_a^{(p-r,q-r)}$ is surjective, and hence at least one copy of the module $V_{\lambda, \mu}^a$ inside $V_a^{(p,q)}$ belongs to the image of $\Phi_{I_1, \ldots, I_r}$. But all copies of $V_{\lambda, \mu}^a$ inside $V_a^{(p,q)}$ are isomorphic, hence every $V_{\lambda, \mu}^a$ inside $V_a^{(p,q)}$ belongs to the image of a contraction $\Phi_{I_1, \ldots, I_r}$. This implies that $V_{\lambda, \mu}^a \notin \bigcap_{I_1, \ldots, I_r} \ker \Phi_{I_1, \ldots, I_r}$. Therefore,

$$(V_a)^{(p,q)} \cong \bigoplus_{|\lambda|=p} \bigoplus_{|\mu|=q} c_{\lambda', \mu'}^\lambda \otimes \lambda', \mu' \otimes (H_\lambda \otimes H_\mu).$$

Finally, if we denote $K_{p,q}^{(r+1)} = \dim(V_a)^{(p,q)}$ then

$$K_{p,q}^{(r+1)} = \sum_{|\lambda|=p} \sum_{|\mu|=q} c_{\lambda', \mu'}^\lambda \dim V_{\lambda', \mu'}^a \dim H_\lambda \dim H_\mu.$$ 

In particular, for all $a \in \mathbb{Z}_{\geq 0} \cup \{\infty\}$

$$K_{p,q}^{(1)} = \sum_{|\lambda|=p} \dim V_{\lambda, \mu}^a \dim H_\lambda \dim H_\mu.$$ 

The following theorem now follows from Propositions 4.6, 4.7, and 4.8 and property (2) of socle filtrations.
Theorem 4.9. Let \( g' \subset g \) be an embedding of type II, and let \( V_{\lambda, \mu} \subset V^{(p,q)} \). Then
\[
\overline{\text{soc}}_{g'}^{(r+1)} V_{\lambda, \mu} \cong \bigoplus_{k=0}^{p} \bigoplus_{l=0}^{q} T_{k,l}^{\lambda, \mu} \bigoplus_{\kappa, \lambda', \mu'} V_{\lambda', \mu'}^{(p-r, q-r)},
\]
where, for \( a \in \mathbb{Z}_{\geq 0} \)
\[
T_{k,l}^{\lambda, \mu} = \min\left( \sum_{\gamma} m_{\lambda, \mu}^{c} c_{\lambda', \gamma}^{\lambda} c_{\mu', \gamma}^{\mu} \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) K_{k+r,l+r}(p+q+1) \dim H_{\lambda'} \dim H_{\mu'} \right),
\]
and for \( a \in \mathbb{Z}_{\geq 0} \cup \{ \infty \} \) with \( a > p + q - 2 \)
\[
T_{k,l}^{\lambda, \mu} = \min\left( \sum_{\gamma} m_{\lambda, \mu}^{c} c_{\lambda', \gamma}^{\lambda} c_{\mu', \gamma}^{\mu} \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ l \end{array} \right) K_{k,l}(p+q) \dim H_{\lambda'} \dim H_{\mu'} \right).
\]

The above discussion leads to the following combinatorial identity, which connects the dimensions of certain simple representations of the symmetric group with Littlewood-Richardson coefficients.

Proposition 4.10. For any two partitions \( \lambda' \) and \( \mu' \) with \( |\lambda'| = p-r, \ |\mu'| = q-r \) for some integers \( p,q,r \) the following holds:
\[
\left( \begin{array}{c} p \\ r \end{array} \right) \left( \begin{array}{c} q \\ r \end{array} \right) r! \dim H_{\lambda'} \dim H_{\mu'} = \sum_{|\lambda|=p} \sum_{|\mu|=q} c_{\lambda', \gamma}^{\lambda} c_{\mu', \gamma}^{\mu} \dim H_{\lambda} \dim H_{\mu}.
\]

Proof. For \( a > p+q-2 \) the following map is an isomorphism:
\[
\bigoplus_{\{I_1, \ldots, I_r\}} \Phi_{I_1, \ldots, I_r} : (V_{\lambda'})^{(p,q)} \rightarrow \bigoplus_{\{I_1, \ldots, I_r\}} V_{a}^{(p-r,q-r)}.
\]
This proves the statement.

4.3. Embeddings of type III. In this section we consider embeddings \( g' \subset g \) of type III, i.e. for which
\[
V \cong kV' \oplus V'', \quad V_{\lambda} \cong lV' \oplus kV''.
\]
First we derive the branching rule for diagonal embeddings \( gl(n) \subset gl(kn+ln) \) of signature \( (k,l,0) \). We decompose the embedding \( gl(n) \subset gl(kn+ln) \) in the following standard way:
\[
\text{gl}(n) \subset \text{gl}(n) \oplus \text{gl}(n) \cong \text{gl}(n) \oplus \text{gl}(n) \subset \text{gl}(kn) \oplus \text{gl}(ln) \subset \text{gl}(kn+ln), \tag{33}
\]
where the isomorphism \( \text{gl}(n) \oplus \text{gl}(n) \cong \text{gl}(n) \oplus \text{gl}(n) \) is given by
\[
(A, B) \mapsto (A, -B^T)
\]
for any \( A, B \in \text{gl}(n) \). The other maps in (33) are the obvious ones. Recall from Proposition 2.4 from Section 2.2 that for diagonal embeddings \( gl(n) \subset gl(kn) \) the following branching rule holds:
\[
V_{\lambda, \mu}^{kn, gl(n)} \cong \bigoplus_{\beta_k^+, \ldots, \beta_k^-} C_{\lambda, \mu}^{\lambda', \mu'} \left( \begin{array}{c} \lambda' \\ \lambda \end{array} \right) \left( \begin{array}{c} \mu' \\ \mu \end{array} \right) V_{\lambda', \mu'}^{n}, \tag{34}
\]
where the coefficients \( C_{\lambda, \mu}^{\lambda', \mu'} \) and \( D_{\lambda', \mu'}^{\lambda, \mu'} \) are as in Section 2.2.

Thus, the decomposition (33), formulas 2.1.1 and 2.2.1 from [HTW], and equation (34) yield
\[
V_{\lambda, \mu}^{(k+l)n, gl(n)} \cong \bigoplus_{\gamma, \mu'} C_{\gamma, \mu'}^{\gamma', \mu'} \left( \begin{array}{c} \gamma' \\ \gamma \end{array} \right) \left( \begin{array}{c} \mu' \\ \mu \end{array} \right) D_{\gamma', \mu'}^{\gamma, \mu} \left( \begin{array}{c} \sigma \\ \tau \end{array} \right) \left( \begin{array}{c} \tau' \\ \tau \end{array} \right) \left( \begin{array}{c} \lambda' \\ \lambda \end{array} \right) \left( \begin{array}{c} \mu' \\ \mu \end{array} \right) V_{\lambda', \mu'}^{n}, \tag{35}
\]
where the sum is over all partitions \( \gamma^+, \gamma^-, \delta^+, \delta^-, \alpha_k^+, \ldots, \alpha_k^-, \alpha_k^+, \ldots, \alpha_k^-, \sigma^+, \sigma^-, \beta_k^+, \ldots, \beta_k^-, \beta_k^+, \ldots, \beta_k^- \), \( \tau^+, \tau^-, \lambda', \mu' \).
Theorem 4.11. Consider an embedding $g' \subset g$ of type III. Then for each $V_{\lambda, \mu} \subset V \otimes (p, q)$

$$\text{soc}^{(r+1)}_{g'} V_{\lambda, \mu} \cong \bigoplus_{m=0}^{p} \bigoplus_{n=0}^{q} \bigoplus_{|\lambda'|=m+n-r}^{p+q-m-n-r} A_{\lambda', \mu'}^{\lambda, \mu} V'_{\lambda', \mu'},$$

where

$$A_{\lambda', \mu'}^{\lambda, \mu} = \sum e^{(\lambda, \mu)} (\gamma^+, \gamma^-) (\delta^+, \delta^-) C^{(\gamma^+, \gamma^-)}_{(\alpha^+_1, \ldots, \alpha^+_k), (\alpha^-_1, \ldots, \alpha^-_k)} D^{(\sigma^+, \sigma^-)}_{(\alpha^+_1, \ldots, \alpha^+_k), (\alpha^-_1, \ldots, \alpha^-_k)}$$

$$C^{(\delta^+, \delta^-)}_{(\beta^+_1, \ldots, \beta^+_l), (\beta^-_1, \ldots, \beta^-_l)} D^{(\tau^+, \tau^-)}_{(\sigma^+, \sigma^-), (\tau^+, \tau^-)}$$

$$d^{(\lambda', \mu')} (\alpha^+_1, \ldots, \alpha^+_k) (\alpha^-_1, \ldots, \alpha^-_k)$$

$$d^{(\lambda', \mu')} (\beta^+_1, \ldots, \beta^+_l) (\beta^-_1, \ldots, \beta^-_l).$$

Proof. Property (3) of socle filtrations implies

$$\text{soc}^{(r+1)}_{g'} V \otimes (p, q) \cong \bigoplus_{m=0}^{p} \bigoplus_{n=0}^{q} \bigoplus_{k=0}^{m} \binom{m+q-n}{m} \binom{n+p-m}{n} \text{soc}^{(r+1)}_{g'} V' \otimes (m+n, p+q-m-n).$$

Then from (36) and from Theorem 2.2 in [PSt] we obtain

$$\text{soc}^{(r+1)}_{g'} V_{\lambda, \mu} \cong \bigoplus_{m=0}^{p} \bigoplus_{n=0}^{q} \bigoplus_{|\lambda'|=m+n-r}^{p+q-m-n-r} a_{\lambda', \mu'}^{\lambda, \mu} V'_{\lambda', \mu'},$$

for some multiplicities $a_{\lambda', \mu'}^{\lambda, \mu}$. Since on the different layers of the socle filtration non-isomorphic modules appear we can compute the multiplicities $a_{\lambda', \mu'}^{\lambda, \mu}$ in the following way. We take bases of $V', V', V, V$ as in the settings before Proposition 3.1. Then we construct exhaustions of $g'$ and $g$ to obtain a commutative diagram of embeddings in which all vertical arrows have signature $(k, l, 0)$. Thus from (35) we obtain the values of the multiplicities.

For all other cases of embeddings the derivation of the branching laws follows the same ideas as for the pair $g', g \cong gl(\infty)$. Therefore, we do not give here the explicit computations and list only the end results in the Appendix.
### 5. Appendix

#### Embeddings of type I

| Group | Embedding | Description |
|-------|-----------|-------------|
| \( gl(V', V) \subset gl(V, V) \) | \( \text{soc}^{(r+1)}_{g'} V_{\lambda, \mu} = \left( \sum_{n_1 + n_2 = r} \text{soc}^{(n_1+1)}_{g'} V_{\lambda, 0} \otimes \text{soc}^{(n_2+1)}_{g'} V_{0, \mu} \right) \cap V^{(p, q)} \) | \( \lambda' \sim \lambda \), \( \mu' \sim \mu \), \( \lambda' = \lambda \), \( \mu' = \mu \) |
| \( sp(V') \subset sp(V) \) | \( \text{soc}^{(r+1)}_{sp} V_{\lambda} = \text{soc}^{(r+1)}_{g'(V', V')} V_{\lambda} \cap V^{(p)} \) | \( \lambda' \sim \lambda \), \( \mu' \sim \mu \), \( \lambda' = \lambda \), \( \mu' = \mu \) |
| \( so(V') \subset so(V) \) | \( \text{soc}^{(r+1)}_{so} V_{\lambda} = \text{soc}^{(r+1)}_{g'(V', V')} V_{\lambda} \cap V^{(p)} \) | \( \lambda' \sim \lambda \), \( \mu' \sim \mu \), \( \lambda' = \lambda \), \( \mu' = \mu \) |

(see Section 4.1 for the notations)

#### Embeddings of type II

| Group | Embedding | Description |
|-------|-----------|-------------|
| \( gl(V', V) \subset gl(V, V) \) | \( \text{soc}^{(r+1)}_{g'} V_{\lambda, \mu} \cong \bigoplus_{k=0}^{p-r} \bigoplus_{l=0}^{q-r} \bigoplus_{\mu' \sim \mu} T^{\lambda, \mu, \lambda', \mu' \sim \mu}_{k+l, \lambda', \lambda} V^{(p, q)}_{\lambda', \mu'} \) | \( \lambda' = \lambda \) \( \mu' = \mu \) for \( a \in \mathbb{Z}_{>0} \) |

\[
T^{\lambda, \mu, \lambda', \mu' \sim \mu}_{k+l, \lambda', \lambda} V^{(p, q)}_{\lambda', \mu'} = \min \left( \sum_{\gamma} m^a_{\lambda, \lambda'} m^c_{\mu, \mu'} c^\lambda_{\lambda', \gamma} c^{\lambda'}_{\mu', \gamma} \right) \\
\left( \begin{array}{c} p \ \
k + r \end{array} \right) \left( \begin{array}{c} q \ \\
l + r \end{array} \right) K^{(r+1)}_{k+r, l+r, \dim H_{\lambda'}, \dim H_{\mu'}}
\]

and for \( a \in \mathbb{Z}_{\geq 0} \cup \{ \infty \} \) with \( a > p + q - 2 \)

\[
T^{\lambda, \mu, \lambda', \mu' \sim \mu}_{k+l, \lambda', \lambda} V^{(p, q)}_{\lambda', \mu'} = \min \left( \sum_{\gamma} m^a_{\lambda, \lambda'} m^c_{\mu, \mu'} c^\lambda_{\lambda', \gamma} c^{\lambda'}_{\mu', \gamma} \right) \\
r! \left( \begin{array}{c} p \ \\
r \end{array} \right) \left( \begin{array}{c} q \ \\
q - r \end{array} \right) \left( \begin{array}{c} p - r \ \\
k \end{array} \right) K^{(1)}_{k,l, \dim H_{\lambda'}, \dim H_{\mu'}}.
\]

\[
K^{(r+1)}_{p, q} = \sum_{\lambda' | p} \sum_{\mu' | q} c^\lambda_{\lambda', \mu'} \dim V^a_{\lambda', \mu'} \dim H_\lambda \dim H_\mu, \ for \ a \in \mathbb{Z}_{\geq 0}
\]

\[
K^{(1)}_{p, q} = \sum_{\lambda' | p} \dim V^a_{\lambda', \mu} \dim H_\lambda \dim H_\mu, \ for \ a \in \mathbb{Z}_{\geq 0} \cup \{ \infty \}
\]

(see Section 4.2 for the notations)
### Embeddings of type II

| Condition | Description |
|-----------|-------------|
| \( \text{sp}(V') \subset \text{sp}(V) \) | \( \text{so}^{(r+1)}_g \mathcal{V}_\lambda \cong \bigoplus_{s=0}^{d-2r} \bigoplus_{|\lambda'|=d-s} \bigoplus_{|\lambda'|=|\lambda'|-2r} T_{X',\lambda'}^\lambda \mathcal{V}_{\lambda'} \), where for \( a \in 2\mathbb{Z}_{\geq 0} \) \( T_{X',\lambda'}^\lambda = \min \{ \sum_\gamma m_{X',\lambda'}^\gamma e_{\lambda'}^{\gamma(r+1)}(2\gamma)^{r!} \left( \frac{d}{s+2r} \right) K^{(r+1)}_{s+2r} \dim H_{\lambda'} \} \) and for \( a \in 2\mathbb{Z}_{\geq 0} \cup \{ \infty \} \) with \( a > 2d-2 \) \( T_{X',\lambda'}^\lambda = \min \{ \sum_\gamma m_{X',\lambda'}^\gamma e_{\lambda'}^{\gamma(r+1)}(2\gamma)^{r!} \left( \frac{d}{r} \right) \left( \frac{d-2r}{s} \right) K^{(1)}_{s} \dim H_{\lambda'} \}. \) |
| \( V \cong V' \oplus N_a \) | \( \text{so}^{(r+1)} \mathcal{V}_\lambda \cong \bigoplus_{s=0}^{d-2r} \bigoplus_{|\lambda'|=d-s} \bigoplus_{|\lambda'|=|\lambda'|-2r} T_{X',\lambda'}^\lambda \mathcal{V}_{\lambda'} \), where for \( a \in \mathbb{Z}_{\geq 0} \) \( T_{X',\lambda'}^\lambda = \min \{ \sum_\gamma m_{X',\lambda'}^\gamma e_{\lambda'}^{\gamma(r+1)}(2\gamma)^{r!} \left( \frac{d}{s+2r} \right) K^{(r+1)}_{s+2r} \dim H_{\lambda'} \} \) and for \( a \in \mathbb{Z}_{\geq 0} \cup \{ \infty \} \) with \( a > 2d-2 \) \( T_{X',\lambda'}^\lambda = \min \{ \sum_\gamma m_{X',\lambda'}^\gamma e_{\lambda'}^{\gamma(r+1)}(2\gamma)^{r!} \left( \frac{d}{r} \right) \left( \frac{d-2r}{s} \right) K^{(1)}_{s} \dim H_{\lambda'} \}. \) |

\( V' \) denotes the simple \( \text{sp}(a) \)-module with highest weight \( \lambda \).

\( H_\lambda \) is the simple \( \mathcal{G}_p \)-module corresponding to \( \lambda \).

\( \tilde{c}_\lambda^\lambda \) is defined by \( V_{\lambda,0}^{\alpha}\text{sp}(a) \cong \bigoplus_{\lambda'} \tilde{c}_\lambda^\lambda V_{\lambda'}^{\alpha} \) ([HTW], [K]).

\( \tilde{c}_\lambda^\lambda \) is defined by \( V_{\lambda,0}^{\alpha}\text{so}(a) \cong \bigoplus_{\lambda'} \tilde{c}_\lambda^\lambda V_{\lambda'}^{\alpha} \) ([HTW], [K]).
### Embeddings of type III

| $\mathfrak{gl}(V', V'_*) \subset \mathfrak{gl}(V, V_*)$ | $\text{so}^{(r+1)}(V, \mu) \cong \bigoplus_{m=0}^{p} \bigoplus_{n=0}^{q} A^\lambda_{\mu} V'_\lambda V'_\mu$, |
| $V \cong kV' \oplus lV'_*$ | where $\lambda = m+n-r$, $\mu = p+q-m-n-r$ |
| $V_* \cong lV' \oplus kV'_*$ |

| $\mathfrak{sp}(V') \subset \mathfrak{sp}(V)$ | $\text{so}^{(r+1)}(V, \lambda) \cong \bigoplus_{|\lambda'|=d-2r} C^\lambda_{\mu} V'_{\lambda'}$, |
| $V \cong kV'$ | where $C^\lambda_{\mu} = \sum_{\mu_1, \ldots, \mu_k} A^\lambda_{\mu_1, \ldots, \mu_k} B^\mu_{\mu_1, \ldots, \mu_k}$, for $k > 2$ |
| | $C^\lambda_{\mu} = \sum_{\mu, \nu, \lambda} a^\lambda_{\mu, \nu} b^\mu_{\nu}$, for $k = 2$; |
| | $A^\lambda_{\mu_1, \ldots, \mu_k} = \sum_{\alpha_1, \ldots, \alpha_{k-2}} a^\lambda_{\alpha_1, \mu_1} a^{\alpha_1}_{\alpha_2, \mu_2} \ldots a^{\alpha_{k-2}}_{\alpha_{k-1}, \mu_{k-2}} a^{\alpha_{k-2}}_{\mu_{k-1}, \mu_k}$, |
| | $B^\lambda_{\mu_1, \ldots, \mu_k} = \sum_{\alpha_1, \ldots, \alpha_{k-2}} b^\lambda_{\alpha_1, \mu_1} b^{\alpha_1}_{\alpha_2, \mu_2} \ldots b^{\alpha_{k-2}}_{\alpha_{k-1}, \mu_{k-1}} b^{\alpha_{k-2}}_{\mu_{k-1}, \mu_k}$, |
| | $a^\lambda_{\mu, \nu} = \sum_{\beta, \gamma} c^\lambda_{\mu, \nu} c^{\beta}_{\gamma} c^{\mu}_{\beta \gamma}$, |
| | $b^\lambda_{\mu, \nu} = \sum_{\alpha, \beta, \gamma} c^\lambda_{\mu, \nu} c^{\alpha}_{\beta \gamma} c^{\mu}_{\alpha \beta \gamma}$ |

| $\mathfrak{so}(V') \subset \mathfrak{so}(V)$ | $\text{so}^{(r+1)}(V, \lambda) \cong \bigoplus_{|\lambda'|=d-2r} A^\lambda_{\mu} V'_{\lambda'}$, |
| $V \cong kV'$ | where $C^\lambda_{\mu} = \sum_{\mu_1, \ldots, \mu_k} A^\lambda_{\mu_1, \ldots, \mu_k} B^\mu_{\mu_1, \ldots, \mu_k}$, for $k > 2$ |
| | $C^\lambda_{\mu} = \sum_{\mu, \nu, \lambda} a^\lambda_{\mu, \nu} b^\mu_{\nu}$, for $k = 2$; |
| | $A^\lambda_{\mu_1, \ldots, \mu_k} = \sum_{\alpha_1, \ldots, \alpha_{k-2}} a^\lambda_{\mu_1, \mu_2} a^{\alpha_1}_{\alpha_2, \mu_2} \ldots a^{\alpha_{k-2}}_{\alpha_{k-1}, \mu_{k-2}} a^{\alpha_{k-2}}_{\mu_{k-1}, \mu_k}$, |
| | $B^\lambda_{\mu_1, \ldots, \mu_k} = \sum_{\alpha_1, \ldots, \alpha_{k-2}} b^\lambda_{\mu_1, \mu_2} b^{\alpha_1}_{\alpha_2, \mu_2} \ldots b^{\alpha_{k-2}}_{\alpha_{k-1}, \mu_{k-1}} b^{\alpha_{k-2}}_{\mu_{k-1}, \mu_k}$, |
| | $a^\lambda_{\mu, \nu} = \sum_{\beta, \gamma} c^\lambda_{\mu, \nu} c^{\beta}_{\gamma} c^{\mu}_{\beta \gamma}$, |
| | $b^\lambda_{\mu, \nu} = \sum_{\alpha, \beta, \gamma} c^\lambda_{\mu, \nu} c^{\alpha}_{\beta \gamma} c^{\mu}_{\alpha \beta \gamma}$ |
Embeddings of type III

| $\text{sp}(V') \subset \text{gl}(V, V_*)$ | $\text{so}_g^-(V, V_*) \cong \bigoplus_{|\sigma|=p+q-2r} A_{\sigma}^{\lambda, \mu} V_{(\sigma)}'$, where for $k = 1$ $A_{\sigma}^{\lambda, \mu} = \sum_{\alpha, \beta, \gamma} C_{\beta}^{\alpha, \beta} c_{\alpha}^{\lambda} (\alpha)_{\alpha}^+ (\beta)_{\beta}^+$ and for $k \geq 2$ $A_{\sigma}^{\lambda, \mu} = \sum_{\alpha_1^+, \ldots, \alpha_k^+, \alpha_1^-, \ldots, \alpha_k^-} C_{\alpha_1^+, \ldots, \alpha_k^+, \alpha_1^-, \ldots, \alpha_k^-} (\alpha)_{\alpha}^+ (\beta)_{\beta}^+ D_{\alpha}^{\lambda, \mu} (\alpha, \beta)_{\alpha}^+ (\beta, \gamma)_{\beta}^+ |\}$  

| $\text{so}(V') \subset \text{gl}(V, V_*)$ | $\text{so}_g^-(V, V_*) \cong \bigoplus_{|\sigma|=p+q-2r} B_{\sigma}^{\lambda, \mu} V_{(\sigma)}'$, where for $k = 1$ $B_{\sigma}^{\lambda, \mu} = \sum_{\alpha, \beta, \gamma} c_{\beta}^{\alpha} c_{\alpha}^{\lambda} (\alpha)_{\alpha}^+ (\beta)_{\beta}^+$ and for $k \geq 2$ $B_{\sigma}^{\lambda, \mu} = \sum_{\alpha_1^+, \ldots, \alpha_k^+, \alpha_1^-, \ldots, \alpha_k^-} C_{\alpha_1^+, \ldots, \alpha_k^+, \alpha_1^-, \ldots, \alpha_k^-} (\alpha)_{\alpha}^+ (\beta)_{\beta}^+ D_{\alpha}^{\lambda, \mu} (\alpha, \beta)_{\alpha}^+ (\beta, \gamma)_{\beta}^+ |\}$  

| $\text{gl}(V', V_') \subset \text{sp}(V)$ | $\text{so}_g^{(r+1)}(V) = \bigoplus_{m=0}^{d} \bigoplus_{|\lambda'|=m-r} A_{\lambda', \mu'}^{\lambda} V_{(\lambda')}^'$, where for $k = 1$ $A_{\lambda', \mu'}^{\lambda} = \sum_{\gamma, \delta} C_{\lambda, \mu}^{\gamma, \delta} c_{\gamma, \delta}^{\lambda} (\gamma)_{\gamma}^+ (\delta)_{\delta}^+$ and for $k \geq 2$ $A_{\lambda', \mu'}^{\lambda} = \sum_{\gamma, \delta, \lambda, \mu} C_{\lambda, \mu}^{\gamma, \delta} c_{\gamma, \delta}^{\lambda} (\gamma, \delta)_{\gamma}^+ (\delta, \gamma)_{\delta}^+ D_{\alpha}^{\lambda, \mu} (\alpha, \beta)_{\alpha}^+ (\beta, \gamma)_{\beta}^+$  

| $\text{gl}(V', V_') \subset \text{so}(V)$ | $\text{so}_g^{(r+1)}(V) = \bigoplus_{m=0}^{d} \bigoplus_{|\lambda'|=m-r} B_{\lambda', \mu'}^{\lambda} V_{(\lambda')}^'$, where for $k = 1$ $B_{\lambda', \mu'}^{\lambda} = \sum_{\gamma, \delta} C_{\lambda, \mu}^{\gamma, \delta} c_{\gamma, \delta}^{\lambda} (\gamma)_{\gamma}^+ (\delta)_{\delta}^+$ and for $k \geq 2$ $B_{\lambda', \mu'}^{\lambda} = \sum_{\gamma, \delta, \lambda, \mu} C_{\lambda, \mu}^{\gamma, \delta} c_{\gamma, \delta}^{\lambda} (\gamma, \delta)_{\gamma}^+ (\delta, \gamma)_{\delta}^+ D_{\alpha}^{\lambda, \mu} (\alpha, \beta)_{\alpha}^+ (\beta, \gamma)_{\beta}^+$ |
Embeddings of type III

\[ \text{so}(V') \subset \text{sp}(V) \]

\[ \text{so}(g')^{(r+1)} V(\lambda) \cong \bigoplus_{|\lambda'|=d-2r} A_{\lambda'}^V V'_\lambda, \]

where for \( k = 1 \)

\[ A_{\lambda'}^V = \sum_{\gamma, \delta, \lambda_1, \mu_1} c_{\gamma, \delta, \lambda_1, \mu_1}^\gamma \delta \lambda c_{\alpha, \beta, \sigma, 2\sigma}^\gamma \delta \lambda \beta_{\gamma} + \sum_{\alpha, \beta, \sigma, 2\sigma} c_{\alpha, \beta, \sigma, 2\sigma} \beta_{\gamma} \]

and for \( k \geq 2 \)

\[ A_{\lambda'}^V = \sum_{\gamma, \delta, \lambda_1, \mu_1} c_{\gamma, \delta, \lambda_1, \mu_1}^\gamma \delta \lambda c_{\alpha, \beta, \sigma, 2\sigma}^\gamma \delta \lambda \beta_{\gamma} + \sum_{\alpha, \beta, \sigma, 2\sigma} c_{\alpha, \beta, \sigma, 2\sigma} \beta_{\gamma} \]

(see Section 2.2 for the notations)

\[ \text{sp}(V') \subset \text{so}(V) \]

\[ \text{so}(g')^{(r+1)} V(\lambda) \cong \bigoplus_{|\lambda'|=d-2r} A_{\lambda'}^V V'_\lambda, \]

where for \( k = 1 \)

\[ A_{\lambda'}^V = \sum_{\gamma, \delta, \lambda_1, \mu_1} c_{\gamma, \delta, \lambda_1, \mu_1}^\gamma \delta \lambda c_{\alpha, \beta, \sigma, 2\sigma}^\gamma \delta \lambda \beta_{\gamma} + \sum_{\alpha, \beta, \sigma, 2\sigma} c_{\alpha, \beta, \sigma, 2\sigma} \beta_{\gamma} \]

and for \( k \geq 2 \)

\[ A_{\lambda'}^V = \sum_{\gamma, \delta, \lambda_1, \mu_1} c_{\gamma, \delta, \lambda_1, \mu_1}^\gamma \delta \lambda c_{\alpha, \beta, \sigma, 2\sigma}^\gamma \delta \lambda \beta_{\gamma} + \sum_{\alpha, \beta, \sigma, 2\sigma} c_{\alpha, \beta, \sigma, 2\sigma} \beta_{\gamma} \]
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