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Abstract
We study the relation between the number of mentions of political parties in the last weeks before the elections and the election results. In this paper we focus on the Dutch elections of the parliament in 2012 and for the provinces (and the senate) in 2011 and 2015. With raw counts, without adaptations, we achieve a mean absolute error (MAE) of 2.71% for 2011, 2.02% for 2012 and 2.89% for 2015. A set of over 17,000 tweets containing political party names were annotated by at least three annotators per tweet on ten features denoting communicative intent (including the presence of sarcasm, the message’s polarity, the presence of an explicit voting endorsement or explicit voting advice, etc.). The annotations were used to create oracle (gold-standard) filters. Tweets with or without a certain majority annotation are held out from the tweet counts, with the goal of attaining lower MAEs. With a grid search we tested all combinations of filters and their responding MAE to find the best filter ensemble. It appeared that the filters show markedly different behaviour for the three elections and only a small MAE improvement is possible when optimizing on all three elections. Larger improvements for one election are possible, but result in deterioration of the MAE for the other elections.
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1. Introduction
Several papers have reported on the relation of mentions of political parties in tweets and the outcome of the elections in several countries (Jungherr, 2015). There is broadly reported empirical evidence for a strong correlation between the two. This indicates that Twitter might be a good predictor of election results. However, some papers offer critical counterpoints to this claim (Gayo-Avello, 2013). Major points of critique involve the mismatch of demographics in the Twitter and election population, no or erroneous use of sentiment analysis, and ignoring the contents of the tweets.

In a previous study we attempted to tackle the demographic mismatch (Sanders et al., 2016). In the present study we attempt to take into account the sentiment and contents of the tweets. To this purpose we set up a webtool for annotation of tweets in which political parties are mentioned. This resulted in a set of over 17,000 tweets classified by their communicative intent and sentiment: we asked annotators to identify sarcasm, explicit endorsements, etc. These annotations were used to create filters for exclusion of tweets with certain (combinations of) features, e.g. for removing all sarcastic tweets, or for removing all tweets in which the person posting the tweet explicitly states that he or she will not vote for a particular party.

By applying filters to our tweet counts we are in principle able to maximise the correlation between tweet mentions and election outcome. The best scoring filters can tell us something about the relevance of different kinds of tweets, and the need to filter them for a proper correlation of Twitter statistics to predictions of election outcomes.

This paper is organised as follows: in Section 2 we will discuss work related to our study, in Section 3 we present the data and the prediction method used in this study. Section 4 describes the annotation process. In Section 5 we explain the filters we used and show some results. In Section 6 we draw conclusions, and we wrap up with a discussion.

2. Related Work
A strand of recent work reports on the application of sentiment analysis in the prediction of election results based on tweets. Results are mixed. Bermingham et al. use the recent Irish General Election as a case study for investigating the potential to model political sentiment through mining of social media (Bermingham and Smeaton, 2011). Their approach combines sentiment analysis using supervised learning and volume-based measures. They conclude that “Twitter does appear to display a predictive quality which is marginally augmented by the inclusion of sentiment analysis”. Burnap et. al. present their “baseline” model of prediction that incorporates sentiment analysis and prior party support to generate a true forecast of parliament seat allocation of the 2015 UK General Election (Burnap et al., 2016). The effect of the sentiment analysis is not clear from their analysis. Almeida et. al. also use sentiment analysis among other techniques for their prediction of municipality elections in six Brazilian cities (Almeida et al., 2015). Sentiment analysis seems to improve the results in one case, but leads to deterioration in another.

3. Material and Method

3.1. Elections
Three Dutch elections under study are the parliamentary elections of 2012 and the provincial elections of 2011 and 2015. In the latter elections, the senate is also elected, which makes it effectively a national election as well. The two types of elections, however, are different in nature. The parliamentary elections are the most important, since from the results of these the national government is formed.

3.2. Tweets
The tweets are provided by TwiNL (Tjong Kim Sang and Van den Bosch, 2013). This is a set of an estimated 40% of all Dutch tweets since December 2010. Tweets are col-
lected by querying the Twitter API with specific Dutch keywords and users that are known to be Dutch (from earlier queries). The tweets containing the name of a political party (“political tweets”) are selected by pattern matching regular expressions of all political parties in the parliament; see (Sanders and Van den Bosch, 2013) for details. For our experiments, we use political tweets from ten days before, including the election day.

3.3. Prediction

The outcome of the elections are predicted by counting how often party names appear in the tweets. This is done by pattern matching of regular expressions that catch all the relevant variants of the party names. For each party the percentage of mentions in the tweets is computed and this is regarded as the prediction of the percentage in the real elections.

To determine how well the prediction is, we use the Mean Absolute Error (MAE). This is the sum of (all absolute) differences between the prediction and the election result for each party, divided by the number of parties. See equation (1) for the computation of the Mean Absolute Error.

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |Perc_{el}(i) - Perc_{tm}(i)|
\]

where MAE is the Mean Absolute Error, \(Perc_{el}(i)\), the percentage of the votes for party \(i\) in the elections, \(Perc_{tm}(i)\) the percentage of mentions of party \(i\) in the tweets and \(N\) is the total number of parties.

In our baseline method we include all tweets from ten days before election day. We seek improvement in the prediction by filtering the tweets that are used and not used in the counts based on the annotations.

4. Annotation

To be able to structure and filter the raw keyword-based tweet collection we gathered, we had them annotated by crowd-sourced raters. We created a set of ten binary annotation features most of which denote a sentiment or a domain-specific communicative intent. The features and the instructions to the annotators are listed in Table 1. These features were selected because the features or combinations of features were expected to give an indication of whether the tweeter might vote for the party (s)he mentions in the tweet. E.g. a positive voting endorsement or advice is probably a strong indicator for support for a party and a sarcastic tweet is expected to show opposition of a party. Because this annotation task is arguably subjective to some extent we aimed to have (at least) three annotations per tweet, so that we could take a majority vote for a relatively more objective annotation.

We are planning to make the data available in a standardised way. For now, the data is available by contacting the authors.

4.1. Web annotation tool

For the annotation task a web-based tool was created based on the Django framework. After logging in, one tweet is presented (as an embedded tweet requested via the Twitter API), followed by a list of annotation features that can be ticked if appropriate. Semantically opposing features are on one line, but can both be selected as both sentiments or communicative intents can be present in a single tweet. See Figure 1 for a screen shot.

The tweets are randomly selected from a set of 705,452 tweets, 149,800 from 2011, 287,127 from 2012 and 268,526 from 2015. In order to have three annotations for the tweets, the annotation server prioritises tweets that already have two annotations (by other annotators). If these are not available, it selects tweets with one annotation and if these are not present it will select a new tweet from the complete set. The tweets from the various elections were not added to the annotation tool at the same time. In a later stage the selection procedure was changed so that the same order of tweets would be annotated for all elections.

4.2. Recruitment

Raters were recruited through the research participant system of our university. In total 17,069 tweets were annotated three times by over 500 annotators: 5375 from 2011, 6663 from 2012 and 5031 from 2015.

4.3. Annotation quality

The annotation task appeared not to be trivial. Annotators had different interpretations of the various annotation features. Some annotators were very abundant in their use of (certain) annotation values, where others were more restrained. To get some idea of the consistency of the annotations we computed inter-annotator agreement in terms of Cohen’s Kappa for all annotation features for all annotator pairs. To achieve overall Kappa scores, we computed the average over all annotator pairs, and normalised for the number of tweets the pairs annotated. Table 2 lists the averages and standard deviations per feature.

For all annotation features, Kappa is ‘fair’ or ‘moderate’, except for the feature ‘substantiated’, for which it is ‘slight’. These numbers show that there is quite some variation in the annotations, but it is far from random and taking a majority vote of the annotations is both necessary and adequate.

4.4. Analysis

Of the 17,069 tweets annotated at least three times, 2,730 contain more than one party name. For this analysis we only look at the tweets that contain only one party name. Of these remaining tweets, 4,560 belong to the 2011 elections, 5,530 to the 2012 elections and 4,249 to the 2015 elections. Table 3 shows the percentages of tweets that were annotated as ‘positive’ or ‘negative’ for each political party and the percentage of votes they got in the elections. Tweets are considered to have a certain feature if a majority selected that feature.

On average, the tweets have more often a negative sentiment than a positive one. If the positive sentiment towards a party increases from 2011 to 2012, of from 2012 to 2015, the negative sentiment decreases and vice versa in 17 of the 22 cases. Overall, the sentiment is least positive and most negative in 2015, while 2011 and 2012 have almost the same degree of sentiments. There is a remarkable difference in correlation between the two sentiments and
Table 1: Annotation features and instructions for the annotators

| Feature                        | Annotation Instruction                                                                                                                                 |
|--------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------|
| substantiated                  | "Check this if a statement in the tweet is supported by a (kind of) argument. The quality of the support is not important."                             |
| sarcastic                      | "Check this if the tweet is clearly meant to be ironic/sarcastic/cynical."                                                                               |
| subjective                     | "Check this if the tweeter clearly shows his opinion."                                                                                                  |
| positive                       | "Check this if the tweet is clearly positive. Sometimes a tweet can be positive and negative, then check both. Do not check if the tweet is neutral."     |
| negative                       | "Check this if the tweet is clearly negative. Sometimes a tweet can be positive and negative, then check both. Do not check if the tweet is neutral."     |
| positive voting endorsement    | "Check this if the tweeter clearly indicates what he will vote or has voted for. Presumption what the tweeter votes is not enough. He has to state it explicitly. Sometimes a tweet can contain a positive and a negative voting endorsement, in that case, check both." |
| negative voting endorsement    | "Check this if the tweeter clearly indicates what he will not vote or has not voted for. Presumption what the tweeter does not vote is not enough. He has to state it explicitly. Sometimes a tweet can contain a positive and a negative voting endorsement, in that case, check both." |
| positive voting advice         | "Check this if the tweeter recommends to vote for one or more specific parties. Just being positive about a party is not enough. Sometime a tweet can contain a positive and a negative voting endorsement, in that case check both." |
| negative voting advice         | "Check this if the tweeter recommends not to vote for one or more specific parties. Just being negative about a party is not enough. Sometime a tweet can contain a positive and a negative voting endorsement, in that case check both." |
| no politics                    | "Check this if the tweet is not about politics at all (or is not in Dutch)."                                                                             |

Table 2: Weighted average of Cohen’s Kappa for the annotation features

| Annotation feature              | Average | SD  |
|--------------------------------|---------|-----|
| substantiated                   | 0.15    | 0.21|
| sarcastic                       | 0.28    | 0.21|
| subjective                      | 0.20    | 0.20|
| positive                        | 0.32    | 0.23|
| negative                        | 0.40    | 0.21|
| positive voting endorsement     | 0.45    | 0.27|
| negative voting endorsement     | 0.29    | 0.31|
| positive voting advice          | 0.46    | 0.29|
| negative voting advice          | 0.31    | 0.33|
| not political                   | 0.44    | 0.29|
| average                         | 0.34    | 0.14|

Number of votes per party: Pearson’s R between percentage positive tweets and votes over all parties and all three elections is 0.07, while R between percentage negative tweets and votes is 0.51. The latter is puzzling. It means the more negative a party is tweeted about, the more votes it gets. For brevity reasons we only show the numbers for the ‘positive’ and ‘negative’ features. From studying all annotations we draw the following conclusions:

- Voting endorsement and advice only represent at most 10% of all tweets for most parties. Positive endorsement and advice appear more often than negative. Explicit endorsement tweets do not show the same trends as the ‘positive’ and ‘negative’ sentiment-filter did as shown above.
- Three parties are associated with a high number of non-political tweets, which could be considered errors of the keyword-based method. SP and CU are words in other languages that slipped through in our data set. This effect is smaller in 2015, possibly because of an improved language filter in TwiNL. 50PLUS can be written as 50+, which appears sometimes in a non-political context.
- The percentage of tweets annotated as ‘subjective’ is roughly between 20 and 40%. This is pretty stable over the three elections for all parties.
- The percentage of tweets annotated as ‘substantiated’ (i.e. containing some argumentation or reasoning) is always under 10% and does not show any trend across parties or elections.
- Sarcastic tweets vary between 5 and 25% for different parties. In 68% they follow the same trend as ‘negative’ over the three elections.
6. Filtering

Having a substantial number of annotated tweets, we can create filters that take characteristics of tweets into account when correlating the number of party mentions with the election results. All features can have four settings in the filters:

-1 select only tweets without this feature (NOT)

0 ignore this feature

1 select tweets with at least one of the features with this option (OR)

2 select only tweets with this feature (AND)

We included the tweets in which multiple parties are mentioned in our data set and use ‘multiparty’ as filter option to optionally exclude these tweets. All options and features can be combined.

5.1. Manual analysis

In order to perform manual tests on our data we created a web-based analysis tool with which we can set any possible filter, on the basis of which the tool computes the Mean MAE. With this tool we can observe the effect of individual features and we can try configurations of features that seem intuitive. Table 4 lists for all annotated features the effect of filtering tweets with exclusively this feature (indicated with ‘+’ in front of the feature name) and filtering tweets without this feature (‘-’). Also a few configurations are shown as an example. Columns 2, 3 and 4 show the number of tweets that are used in the computation. Columns 5, 6 and 7 show the MAEs.

The first row with numbers represents the setting when all available data is used and the second row when all annotated data is used without filtering. The MAEs for 2011 and 2012 for all data and only annotated data are similar, but for 2015 there is a 0.25 difference. This means the MAE from the annotated data can not be taken as absolute truth, but based on the sample size we trust that trends resulting from the filters on MAEs on the annotated set will also apply to the complete set.

In two thirds of the cases, the filters with only one feature involved lead to a deterioration of the MAE. Possible explanations for this are: 1) The used filter gives a worse prediction because the collection of tweets is from a worse representation of the voters. 2) The sample size is too small for a good prediction. 3) Tweets do not reflect the way tweeters will vote at all and the effects are to be explained by something else.

The effects of the filters for 2011 and 2015 are comparable and intuitive, while those of 2012 are different and unexpected. In the latter, filters with only negative tweets and
Table 3: Percentage of tweets that are annotated as positive and negative and the election results per party for 2011, 2012 and 2015

| Party  | Year | 'positive' | 'negative' | Elections |
|--------|------|------------|------------|-----------|
| VVD    | 2011 | 19.9       | 23.1       | 20.0      |
|        | 2012 | 17.0       | 31.5       | 26.8      |
|        | 2013 | 12.0       | 47.5       | 16.7      |
| PVDA   | 2011 | 21.4       | 27.8       | 17.7      |
|        | 2012 | 18.4       | 30.9       | 25.1      |
|        | 2015 | 13.0       | 39.7       | 10.5      |
| PVV    | 2011 | 5.0        | 48.0       | 12.7      |
|        | 2012 | 9.1        | 36.8       | 10.2      |
|        | 2015 | 8.9        | 42.9       | 12.3      |
| SP     | 2011 | 17.3       | 19.9       | 10.4      |
|        | 2012 | 17.6       | 19.5       | 9.7       |
|        | 2015 | 10.6       | 25.9       | 12.2      |
| CDA    | 2011 | 17.1       | 31.3       | 14.4      |
|        | 2012 | 20.6       | 23.5       | 8.6       |
|        | 2015 | 26.8       | 18.0       | 15.4      |
| D66    | 2011 | 31.8       | 12.8       | 8.5       |
|        | 2012 | 29.2       | 21.4       | 8.1       |
|        | 2015 | 21.0       | 28.3       | 13.0      |
| GL     | 2011 | 25.9       | 15.5       | 6.4       |
|        | 2012 | 21.9       | 19.8       | 2.4       |
|        | 2015 | 19.5       | 17.5       | 5.6       |
| CU     | 2011 | 24.9       | 14.2       | 3.4       |
|        | 2012 | 14.5       | 9.8        | 3.2       |
|        | 2015 | 21.2       | 13.7       | 4.2       |
| SGP    | 2011 | 12.8       | 26.9       | 2.2       |
|        | 2012 | 12.2       | 25.0       | 2.1       |
|        | 2015 | 13.9       | 17.6       | 2.9       |
| PVDD   | 2011 | 11.3       | 19.4       | 1.9       |
|        | 2012 | 17.2       | 17.2       | 2.0       |
|        | 2015 | 28.1       | 18.2       | 3.6       |
| 50PLUS | 2011 | 10.6       | 29.8       | 2.4       |
|        | 2012 | 6.4        | 18.4       | 1.9       |
|        | 2015 | 11.1       | 14.3       | 3.5       |
| average| 2011 | 17.5       | 28.2       |           |
|        | 2012 | 17.7       | 26.4       |           |
|        | 2015 | 15.7       | 33.6       |           |

with leaving out positive voting endorsement or advice leads to an improvement.

Based on the effects of the individual parameters, we tested a couple of filter combinations of which the results are shown in the last three rows of the table. The first two are configurations that we expect to have a positive impact, while the latter is expected to lead to a deterioration of the results. Leaving out all sarcastic, negative and negative voting endorsement and advice tweets leads indeed to an improvement of the MAE for 2011 and 2015, but for 2012 we see the results get worse. Taking only tweets that are annotated as either positive or containing a positive voting advice or endorsement leads counter-intuitive to an improvement of MAE for 2012.

5.2. Automatic

In a grid search over all possible filters, we computed the lowest MAE for 2011, 2012, 2015 and the average over the three elections. A problem with filtering is that the number of remaining tweets after applying filters may be too low to compute reliable MAEs. This can be clearly seen in table 5. The table shows the best scoring filter configurations (using the number codes mentioned in the beginning of this section) for filters with a remaining number of tweets of over 0, 1000, 2000, 3000, 4000 and 5000 tweets, based on the average MAE over the three elections. Also the actual number of remaining tweets and the MAE are shown. The first column of results are those for the complete set of annotated tweets (without applying any filter). The best scoring filter is based on only 103 tweets, which is far too low for a reliable estimation. When the number of remaining tweets rises, the MAE worsens. The configuration with 1878 remaining tweets still has an MAE that is 0.31 better than the no-filter case, but the used filter makes not much sense, leaving out the tweets with most of the annotation parameters. The more tweets remain after filtering, the more sense the filter makes, but the smaller the improvement.

Because the lowest MAEs are found with complex, unrealistic filters that leave only small numbers of tweets in the data set are so unreliable, we consider filters that leave a set of at least 2,500 tweets for the three separate elections, which is about half of the annotated tweets. For 2011 the best filter results in a MAE of 2.26 (a gain of 0.39) with 2527 remaining tweets. It selects all tweets except those with 'substantiated', 'sarcastic', 'negative', 'negative voting advice', 'positive voting endorsement' and 'negative voting endorsement'. For 2012 the best filter results in a MAE of 1.49 (a gain of 0.50) with 2529 remaining tweets. It selects all tweets including those with features 'substantiated' or 'positive' or 'negative' and without those with features 'positive voting endorsement' and 'positive voting advice'. For 2015 the best filter results in a MAE of 1.89 (a gain of 0.68) with 2587 remaining tweets. It selects all tweets except those with feature 'sarcastic', 'negative', 'positive voting advice', 'negative voting advice' and 'negative voting endorsement'.

The three filter configurations differ quite a bit from each other, which means that it is not possible to construct a filter configuration that will work for all elections and it is not possible to predict the behaviour of a filter configuration beforehand. We also notice that for all three elections the filter configurations resulting in the best results contain parameters that are counter-intuitive: it is not to be expected that leaving out all tweets that contain a positive voting advice or endorsement leads to a better prediction of the elections. This unexpected behaviour is more so for 2012 than for 2011 and 2015, a similar pattern as we saw with the individual filter features in table 4.

6. Conclusion and discussion

We created an annotated set of over 17,000 political tweets. Inter-annotator agreement showed that the annotation task is not trivial. Therefore, we took the majority vote over three annotators as ground truth. The data is available by contacting the authors. With the annotated data we created
Table 4: MAE scores for baselines, for each feature all tweets either only with this feature or without this feature and for a few configurations

| Filter                               | #tweets | MAE 2011 | MAE 2012 | MAE 2015 |
|--------------------------------------|---------|----------|----------|----------|
|                                      | Year    |          |          |          |
| all data                             | 149800  | 287127   | 268526   | 2.71     | 2.02     | 2.89     |
| annotated data                       | 5375    | 6663     | 5031     | 2.65     | 1.99     | 2.57     |
| +substantiated                       | 351     | 475      | 333      | 2.88     | 2.04     | 2.41     |
| -substantiated                       | 5024    | 6188     | 4698     | 2.65     | 2.01     | 2.63     |
| +sarcastic                           | 854     | 941      | 724      | 4.00     | 2.20     | 4.87     |
| -sarcastic                           | 4521    | 5722     | 4307     | 2.50     | 2.08     | 2.36     |
| +subjective                          | 1558    | 2169     | 1473     | 2.90     | 2.04     | 3.81     |
| -subjective                          | 3817    | 4494     | 3458     | 2.58     | 2.25     | 2.37     |
| +positive                            | 891     | 1112     | 756      | 3.36     | 2.87     | 2.48     |
| -positive                            | 4484    | 5551     | 4275     | 2.70     | 2.00     | 2.72     |
| +negative                            | 1519    | 1763     | 1722     | 4.25     | 1.68     | 4.82     |
| -negative                            | 3856    | 4900     | 3309     | 2.60     | 2.43     | 2.03     |
| +positive voting endorsement         | 617     | 677      | 315      | 3.93     | 3.16     | 1.90     |
| -positive voting endorsement         | 4758    | 5986     | 4716     | 2.72     | 1.87     | 2.68     |
| +negative voting endorsement         | 175     | 175      | 146      | 5.73     | 3.18     | 2.86     |
| -negative voting endorsement         | 5200    | 6488     | 4885     | 2.61     | 1.99     | 2.56     |
| +positive voting advice              | 449     | 446      | 357      | 3.37     | 3.73     | 2.23     |
| -positive voting advice              | 4926    | 6217     | 4674     | 2.70     | 1.91     | 2.66     |
| +negative voting advice              | 148     | 176      | 145      | 5.98     | 2.16     | 3.53     |
| -negative voting advice              | 5227    | 6487     | 4886     | 2.64     | 2.01     | 2.54     |
| +no politics                         | 225     | 442      | 226      | 5.06     | 8.86     | 2.73     |
| -no politics                         | 5150    | 6221     | 4805     | 2.73     | 1.89     | 2.68     |
| +multiparty                          | 820     | 1136     | 786      | 1.99     | 1.82     | 3.01     |
| -multiparty                          | 4560    | 5530     | 4249     | 3.23     | 2.28     | 2.54     |
| -sarcastic                           | 3288    | 4265     | 2910     | 2.42     | 2.61     | 1.91     |
| -negative voting advice              |         |          |          |          |
| -negative voting endorsement         |         |          |          |          |
| +positive OR                         | 1476    | 1741     | 1106     | 3.38     | 2.86     | 2.10     |
| +positive voting advice OR           |         |          |          |          |
| +positive voting endorsement         |         |          |          |          |
| -positive                            | 3899    | 4922     | 3925     | 3.01     | 1.93     | 2.90     |
| -positive voting advice              |         |          |          |          |
| -positive voting endorsement         |         |          |          |          |

Filters to select subsets containing tweets with features that might result in a better predictor for the election results. Testing all possible filters and their corresponding Mean Absolute Errors showed that for 2011, 2012 and 2015, different filter configurations resulted in a lower MAE, but all containing the exclusion of features that one would not expect. The features that leads to better MAEs for 2011 and 2015 are somewhat similar and intuitive. The filter parameters for 2012 behave differently and not as expected at all. We are unable to bring MAE levels down by a substantial margin with the same filter for all elections. This may be attributed to the fact that most of our filters apply roughly equally to all political parties, rendering them ineffective for the end goal.

Manual annotated data is as close to the “truth” as we can get. Although we have a relatively big set of annotated tweets, the number of tweets that are used to compute the MAEs is rather small, especially after applying filters. In future work we would like to create a larger set of labeled data by building automatic classifiers based on the annotated data that would ideally approximate the interannotator agreement levels of our human annotators. On this complete set of automatically labeled tweets, we can test our filters again.
Table 5: Filter parameters used and MAE scores for best scoring configurations with a minimum number of tweets remaining after applying filters for average values over the three elections

| Filter                     | no filter | >0 | >1000 | >2000 | >3000 | >4000 | >5000 |
|----------------------------|-----------|----|-------|-------|-------|-------|-------|
|                            | #tweets   | MAE | #tw   | MAE   | #tw   | MAE   | #tw   | MAE   |
| substantiated              | 5690      | 2.40| 103   | 1.80  | 1878  | 2.09  | 2123  | 2.12  |
| sarcastic                  | 0         | 0   | -1    | -1    | -1    | -1    | 0     | 0     |
| subjective                 | 0         | -1  | 0     | 0     | 0     | 0     | 0     | 0     |
| positive                   | 0         | 1   | -1    | 0     | 0     | 0     | 0     | 0     |
| negative                   | 0         | 0   | -1    | -1    | -1    | -1    | 0     | 0     |
| positive voting endorsement| 0         | 0   | -1    | 0     | 0     | 0     | 0     | 0     |
| negative voting endorsement| 0        | -1  | -1    | -1    | -1    | -1    | -1    | -1    |
| positive voting advice     | 0         | -1  | -1    | -1    | 0     | -1    | 0     | 0     |
| negative voting advice     | 0         | -1  | -1    | -1    | -1    | -1    | -1    | -1    |
| no politics                | 0         | 1   | -1    | -1    | -1    | 0     | 0     | 0     |
| multiparty                 | 0         | 1   | 0     | 0     | 0     | 0     | 0     | 0     |
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