Three-Dimensional Data-Driven Magnetostatic Field Computation using Real-World Measurement Data

Armin Galetzka, Dimitrios Loukrezis, Herbert De Gersem

Technische Universität Darmstadt, Institute for Accelerator Science and Electromagnetic Fields (TEMF)
Schloßgartenstrasse 8, 64289 Darmstadt, Germany
Technische Universität Darmstadt, Centre for Computational Engineering
Dolivostrasse 15, 64293 Darmstadt, Germany

Abstract

Purpose - The purpose of this paper is to present the applicability of data-driven solvers to computationally demanding three-dimensional problems and their practical usability when utilizing real-world measurement data.

Design/methodology/approach - Instead of using a hard-coded phenomenological material model within the solver, the data-driven computing approach reformulates the boundary value problem such that the field solution is directly computed on raw measurement data. The data-driven formulation results in a double minimization problem based on Lagrange multipliers, where the sought solution must conform to Maxwell’s equations while at the same time being as close as possible to the available measurement data. The data-driven solver is applied to a three-dimensional model of a DC-current electromagnet.

Findings - Numerical results for data sets of increasing cardinality verify that the data-driven solver recovers the conventional solution. Additionally, the practical usability of the solver is shown by utilizing real-world measurement data. This work concludes that the data-driven magnetostatic finite element solver is applicable to computationally demanding three dimensional problems, as well as in cases where a prescribed material model is not available.

Originality - While the mathematical derivation of the data-driven problem is well presented in the referenced papers, the application to computationally demanding real-world problems, including real measurement data and its rigorous discussion is missing. The presented work closes this gap and shows the applicability of data-driven solvers to challenging, real-world test cases.
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1 Introduction

A large class of electromagnetic field problems are described by initial/boundary value problems (IBVPs) where Maxwell’s equations relate fields to their sources and constitutive laws describe material behavior. Constitutive laws are commonly built upon two ingredients. First, a sufficient amount of measurement data must be provided. In the case of magnetostatics, the data consist of measured (BH)-pairs. Second, a model is selected, i.e. a closed-form relation with yet unknown coefficients that is thought to represent the material behavior. The material model is then obtained through data-fitting techniques, e.g. machine learning regression (Grech et al., 2020) or physics-preserving methods (Pechstein and Jüttler, 2006). While Maxwell’s laws are accepted as exactly known, data-fitted material models suffer from so-called epistemic uncertainty, in the sense that the chosen model may arbitrarily deviate from the actual material behavior. In turn, this uncertainty propagates to the numerical solutions of solvers with fixed material models.

Recent works in the field of computational mechanics circumvent the demand for a closed-form material model altogether and instead solve the IBVP directly on the measurement data (Kirchdoerfer and Ortiz, 2016, 2017). Therefore, this so-called data-driven computing framework avoids material modeling errors and epistemic uncertainties as well. Furthermore, the data-driven solver is also applicable in cases where no prescribed model is available or an adequate choice of a model is not possible. Such cases appear for example if a new material is measured and established...
models fail to cover the entire regime of the material’s behaviour properly. Constructed models may also fail entirely, in the sense that numerical solvers do not converge. For example, in the case where only noisy data is available, a standard interpolation model is impractical. Contrarily, for material models constructed with regression techniques, the convergence of nonlinear finite element method (FEM) solvers is not necessarily guaranteed and special effort has to be taken into account. Examples where conventional material models fail can be found in Ayensa-Jiménez et al. (2018). Due to the fact that the measurement data are directly incorporated into the solver, data-driven computing is particularly suitable in cases of complicated or new materials, where an accurate material law cannot be derived using physical considerations.

In this work, we build upon existing data-driven electromagnetic field solvers De Gersem et al. (2020); Galetzka et al. (2021) and extend their application to the case of computationally demanding three-dimensional simulations, as well as to the case of real-world measurement data. We consider a highly non-trivial example, namely the model of a DC-current electromagnet. The data-driven formulation for the case of magnetostatics is presented in Section 2. Numerical results on the accuracy and efficiency of the data-driven solver are presented in Section 3.1. To showcase the solver’s applicability in practical test cases, in Section 3.2 it is utilized in combination with real-world measurement data. Concluding remarks are available in Section 4.

2 Data-driven framework

In the following, we briefly introduce the data-driven solver employed in this work. For a detailed exposition, see Galetzka et al. (2021).

We start with the governing equations in magnetostatics, i.e.

\[
\begin{align*}
\text{curl } \vec{H} &= \vec{J}, & \text{in } \Omega, \\
\text{div } \vec{B} &= 0, & \text{in } \Omega, \\
\vec{B} \cdot \vec{n} &= 0, & \text{on } \Gamma,
\end{align*}
\]

where \( \vec{H} \) is the magnetic field strength, \( \vec{B} \) the magnetic flux density, \( \vec{J} \) the current density, and \( \vec{n} \) the outer unit normal vector. A homogeneous electric boundary condition (BC) is assumed on the entire boundary \( \Gamma \) of the domain \( \Omega \).

In the data-driven framework, we do not rely on a constitutive law between \( \vec{H} \) and \( \vec{B} \). Instead, all information on the material is given through the measurement data set

\[
\tilde{\mathcal{D}} = \left\{ (\vec{H}_n^*, \vec{B}_n^*) \right\}_{n=1}^N.
\]

The goal is to minimize the distance between field states \( \zeta = (\vec{H}, \vec{B}) \) that fulfill \( 1 \) and states that conform with the measurement data \( 2 \). To that end, we collect all Maxwell-conforming states in the set

\[
\mathcal{M} = \left\{ \zeta : \zeta = (\vec{H}, \vec{B}) \in H(\text{curl}) \times H(\text{div}) : (1) \right\}, \text{a.e. } \Omega.
\]

We further define the global material data set

\[
\mathcal{D} = \left\{ \zeta : \zeta \in L^2(\Omega)^3 \times L^2(\Omega)^3, \zeta(\vec{x}) \in \tilde{\mathcal{D}}, \text{a.e. } \Omega \right\}.
\]

The solution of the data-driven solver is then obtained as

\[
\mathcal{S} = \arg \min_{\zeta \in \mathcal{M}} \{ F(\zeta, \mathcal{D}) \},
\]

where \( F(\zeta, \mathcal{D}) = \inf\{|\zeta - \zeta^*| : \zeta^* \in \mathcal{D}\} \) is a distance function in the \( HB \)-phase space. Let \( (\vec{u}, \vec{v})_\Omega = \int_\Omega \vec{u} \cdot \vec{v} \, d\Omega \), where \( \vec{u}, \vec{v} \in L^2(\Omega)^3 \) denote the inner product. Then, a possible choice for the distance function is given by

\[
F(\zeta, \mathcal{D}) = \min_{\zeta^* \in \mathcal{D}} \min_{\zeta \in \mathcal{D}} \frac{1}{2} \left( \vec{H} - \vec{H}^*, \vec{\mu}(\vec{H} - \vec{H}^*) \right)_\Omega + \frac{1}{2} \left( \vec{B} - \vec{B}^*, \vec{\nu}(\vec{B} - \vec{B}^*) \right)_\Omega,
\]

2
where $\tilde{\mu}$, respectively $\tilde{\nu}$, are weighting factors in the $HB$-phase space. Essentially, (5) is a double minimization problem, i.e.

$$S = \arg\min_{\zeta \in \mathcal{M}} \left\{ \min_{\zeta' \in \mathcal{D}} \{ f(\zeta, \zeta') \} \right\},$$

which tries to match Maxwell-conforming states to states described by the given material data. In the rest of this work, we consider only the case of a diagonal material tensor. To ensure a convex minimization problem, the weighting factors are bounded by

$$\mu_0 \leq \tilde{\mu}_d(\vec{x}) < \infty, \quad 0 < \tilde{\nu}_d(\vec{x}) \leq \nu_0,$$

where $\mu_0$ and $\nu_0$ refer to the permeability, respectively reluctivity in vacuum and $d \in \{x, y, z\}$. Furthermore, the weighting factors are of computational nature, i.e. they do not have to fulfill any physical constraints except (8).

To solve the minimization problem, we express the magnetic field strength as $\vec{B} = \text{curl} \vec{A}$. Ampère’s law is enforced through the Lagrange multiplier $\vec{\eta}$, which leads to the Lagrangian

$$\mathcal{L}(\vec{H}, \vec{A}, \vec{\eta}) = F\left((\vec{H}, \text{curl} \vec{A}), \zeta^* \right) - \left(\vec{\eta}, \vec{J} - \text{curl} \vec{H}\right)_\Omega.$$

The Lagrangian (9) is solved in a two-step minimization scheme. First, (9) is minimized over $\vec{\eta}$, i.e., $\zeta \in \mathcal{M}$. Afterwards, the recently obtained state $\zeta$ is then compatible with Maxwell’s equations, i.e. $\zeta \in \mathcal{M}$ is minimized towards the available measurement data by solving (6). The result, denoted by $\zeta^* \in \mathcal{D}$ is thus closest to the Maxwell conforming state $\zeta$ and again employed in (9). This two-step minimization scheme is then iterated until $\zeta^*$ does not change after two consecutive iterations. As we seek for the stationary points of (9), we take the functional derivatives of (9). This two-step minimization scheme is then iterated until $\zeta^*$ does not change after two consecutive iterations.

As we seek for the stationary points of (9), we take the functional derivatives of (9). As we seek for the stationary points of (9), we take the functional derivatives of (9). As we seek for the stationary points of (9), we take the functional derivatives of (9).

Note that the superscript $\times$ indicates that a particular state $\zeta^* \in \mathcal{D}$ has been chosen.

In the presented form, the weak formulation (11) features a large null space. As a remedy, we employ the Coulomb gauge $\text{div} \vec{A} = 0$, for which we dispense a detailed exposition and refer the reader to the relevant literature, e.g. Biro.
and Valli (2007). After solving (11), a new field solution for $\vec{H}$ is computed with (10b), whereas $\vec{H}$ is obtained by post-processing $\vec{A}$. The updated terms read
\begin{align}
\vec{H} &= \text{curl}\vec{A}, \\
\vec{H} &= \vec{H}^* + \nu\text{curl}\eta.
\end{align}
(14a)
(14b)

With (14) we have obtained a state $\zeta \in \mathcal{M}$. The next step in the data-driven algorithm is to find a state $\zeta^* \in \mathcal{D}$, i.e. a state in the measurement set, that is closest to our recently updated Maxwell-conforming state $\zeta \in \mathcal{M}$, which is then employed in the RHS (13) for the next iteration step. This two-step minimization procedure, i.e. first minimizing in the Maxwell-conforming set $\mathcal{M}$ and afterwards in the measurement-conforming set $\mathcal{D}$, is continued until convergence is reached.

Next, we take a closer look at the second minimization step. Constructing all possible states $\zeta^* \in \mathcal{D}$ to perform the minimization would be computationally unfeasible [Nguyen et al. (2020)]. Instead, a quadrature scheme is employed to compute the integral in (6). Let $\Delta\vec{H} = \vec{H} - \vec{H}^*$ and $\Delta\vec{B} = \vec{B} - \vec{B}^*$ denote the distances between two states. We seek the state $\zeta^* \in \mathcal{D}$ that minimizes (6) at the quadrature points, i.e.
\begin{align}
\zeta^*(\vec{x}_{qd}) &= \arg\min_{\zeta^* \in \mathcal{D}} \frac{1}{2} \sum_{i=1}^{N_{qd}} w_i \Delta\vec{H}(\vec{x}_{qd,i}) \cdot \vec{\mu}(\vec{x}_{qd,i}) \Delta\vec{H}(\vec{x}_{qd,i}) + \Delta\vec{B}(\vec{x}_{qd,i}) \cdot \nu(\vec{x}_{qd,i}) \Delta\vec{B}(\vec{x}_{qd,i}),
\end{align}
(15)

where $N_{qd}$ denotes the number of quadrature points, $\vec{x}_{qd,i}$ a quadrature point, $w_i$ a quadrature weight and $\zeta^*(\vec{x}_{qd}) = (\zeta^*(\vec{x}_{qd,1}), \ldots, \zeta^*(\vec{x}_{qd,N_{qd}}))$. Note that, in the discretized case, the evaluation of (6) with (15) is exact for a sufficiently high quadrature degree.

**Remark 1** The considered example features domains where the material behavior is only given by measurement data, and domains where the constitutive relation is known, i.e. in the case of vacuum. In the case of a domain with a known constitutive law, the minimization (15) is performed with the known closed-form relation of the material data, and domains where the constitutive relation is known, i.e. in the case of vacuum. In the case of a domain with a known constitutive law, the minimization (15) is performed with the known closed-form relation of the material data, as described in De Gersem et al. (2020). Accordingly, the weighting factors $\vec{\mu}$, respectively $\nu$, are equal to the known material coefficients.

**Remark 2** A recent work by the authors [Galetzka et al. (2021)] showed that heterogeneous (local) weighting factors $\vec{\mu}$, respectively $\nu$, improve significantly the accuracy and efficiency of the data-driven solver in the case of unbalanced material data sets. A local weighting factor is adaptively matched to the current operation point of the field state at the quadrature point. More precisely, the weighting factor is chosen to be the local tangent of the current state, with respect to the surrounding states in the material data set.

### 3 Numerical results

In the following, a number of numerical experiments are presented, aiming to showcase the performance and accuracy of the data-driven solver. First, we validate that the data-driven solver recovers the solution obtained with a conventional Newton solver when a data set of increasing cardinality is employed. Second, a data set containing real measurements is utilized, showing the applicability of the data-driven solver in this practical test case.

In all numerical experiments, we consider the three-dimensional model of a DC-current electromagnet, see Figure 1. The inductor consists of an E-shaped iron yoke part $\Omega_{\text{Fe,E}}$, inside which a wire winding is arranged. The coil region is denoted by $\Omega_{\text{coil}}$. The magnetic circuit is closed by an I-shaped yoke part $\Omega_{\text{Fe,I}}$, however, only up to an air gap of length $\ell_{\text{air}}$, which defines the domain $\Omega_{\text{air}}$. Details about the geometrical dimensions can be found in Table I and in Figure 2. Furthermore, the inductor is surrounded by an air-filled sphere, the domain of which is denoted with $\Omega_{\text{sphere}}$. The radius of the sphere is given by $r_s = 0.28$ m.

Since the magnetostatic problem is formulated through the vector potential, we apply magnetic wall BCs. i.e. homogeneous Dirichlet BCs on the sphere boundary. Because the radius of the sphere is an order of magnitude larger than the inductor model, no notable approximation error is introduced. Exploiting the symmetry of the inductor, it is sufficient to simulate only one fourth of its geometry, reducing the computational costs drastically. Then, homogeneous Dirichlet BCs are applied on the boundaries related to the symmetry. The excitation current of the coil is modeled by “stranded conductors”. Bedrosian (1993). By that, we assume that the current density is
constant across the domain of the coil, such that the computationally expensive modeling of the single wires of the coil is circumvented.

For the discrete weak formulation, first order curl-conforming Nédélec functions [Nédélec (1980)] are employed as ansatz and test functions for $\vec{A}, \vec{\eta}$, and $\vec{w}$. The domain is discretized into 193311 elements, leading to 263627 degrees of freedom (DoFs). The corresponding numbers of edges and vertices are 230375 and 33252, respectively. The reference solutions are calculated with the Python library FEniCS [Alnæs et al. (2015)]. The data-driven solver is a modification thereof.

### 3.1 Performance and accuracy

A nonlinear, isotropic material behavior $H(B)$ is considered for the two yoke parts, following the Brauer model [Brauer (1975)]. For each dimension, the Brauer model is defined by

$$H(B) = \nu(B)B = \left(k_1 e^{k_2 B^2} + k_3\right)B.$$  \hspace{1cm} (16)

The constants defining the material law are summarized in Table II along with additional parameters which define the inductor model. Yet, the data-driven solver employs only a finite number of sampled $BH$-pairs of the model. The material model is sampled equidistantly for each component of $B$. However, due to the nonlinearity in the material model, the equidistance property is lost for the corresponding magnetic field strength data.

| quantity | value in mm |
|----------|-------------|
| $\ell_E$ | 30          |
| $\ell_C$ | 90          |
| $\ell_I$ | 30          |
| $t_{\text{air}}$ | 3.3 |
| $w_E$ | 30          |
| $w_C$ | 30          |
| $w_{\text{Fe}}$ | 90 |
| $t_C$ | 30          |
| $t_{\text{Fe}}$ | 55 |

| quantity | value | units |
|----------|-------|-------|
| $k_1$    | 10    | m H$^{-1}$ |
| $k_2$    | 1.8   | T$^{-2}$  |
| $k_3$    | 100   | m H$^{-1}$ |
| $I$      | 50    | A      |
| $N_{\text{coil}}$ | 66 | –     |

Table I. Geometrical dimensions of the inductor model.

Table II. Material properties and excitation.
Assuming an infinite number of measurement points, the data-driven solver should converge to the classical solution, e.g., obtained with a Newton solver [Kirchdoerfer and Ortiz (2016)]. For validation purposes, we simulate the inductor model for data sets $D$ of increasing cardinality. The error of the data-driven solver towards the reference solution is measured with the energy mismatch

$$
\varepsilon_{em}^2 = \frac{(\vec{H} - \vec{H}_{ref}, \mu_{ref}(\vec{H} - \vec{H}_{ref}))_{\Omega} + (\vec{B} - \vec{B}_{ref}, \nu_{ref}(\vec{B} - \vec{B}_{ref}))_{\Omega}}{\vec{H}_{ref}, \mu_{ref} \vec{H}_{ref}} + \frac{(\vec{B} - \vec{B}_{ref}, \nu_{ref}(\vec{B} - \vec{B}_{ref}))_{\Omega}}{\vec{B}_{ref}, \nu_{ref} \vec{B}_{ref}},
$$

(17)

where $\mu_{ref}$ and $\nu_{ref}$ refer to the permeability and reluctivity obtained with the reference solution.

Figure 3 shows the energy mismatch $\varepsilon_{em}$ in dependency to the cardinality of $D$. We can clearly observe that the data-driven solver converges towards the reference solution as the number of measurement points increases. Furthermore, we achieve linear convergence with respect to the number of data points. The convergence with respect to the number of data-driven iterations is shown in Figure 4. The switching point from a global (homogeneous) weighting factor to local (heterogeneous) weighting factors was fixed to 4 iterations. Selecting the switching point adaptively is also possible [Galetzka et al. (2021)].

Here, the data-driven solver’s convergence stagnates due to the finite number of employed measurement data points. We also observe that the cardinality of $D$ affects the number of solver iterations until convergence is reached. Furthermore, the convergence of the energy mismatch is tremendously improved when switching from global to local weighting factors. This can be attributed to the unbalanced measurement set $D$, i.e., to the (locally) sparse data. The data-driven solver with a global weighting factor faces major difficulties to produce accurate solutions, since it operates only on one operation point on the $BH$-curve [Galetzka et al. (2021)].

As a local measure of accuracy, we compute the magnetic energy in the air gap, which is given by

$$
W_{air} = \int_{\Omega_{air}} \frac{1}{2} \vec{H} \cdot \vec{B} d\Omega_{air}.
$$

(18)

The corresponding relative error in the energy is

$$
\varepsilon_{W_{air,rel}} = \frac{|W_{air} - W_{air,ref}|}{W_{air,ref}},
$$

(19)

where the $W_{air,ref}$ is calculated from the reference solution. The convergence of the energy in the air gap is also shown in Figure 3 and exhibits a quadratic convergence with respect to the cardinality of the measurement set. Furthermore, Figure 5 shows the magnitude of the magnetic flux density for the reference solution as well as for
Figure 5. Magnitude of the magnetic flux density at the air gap for the reference solution (top) and the data-driven solutions computed with \( N \in \{10, 50, 100\} \).

Figure 6. Absolute difference in the magnetic flux density between the reference solution and the data-driven solutions computed with \( N \in \{10, 50, 100\} \).

Figures 5 and 6 also show that if only \( N = 10 \) data points are employed, the field solution is not adequately resolved and the absolute field error is beyond standard engineering tolerances.

From the results it is concluded that the data-driven magnetostatic solver can be employed to solve real-world three-dimensional electromagnetic problems. The data-driven solver’s computational cost is dominated by the solutions of the linear systems, as is the case for a standard Newton solver. However, the data-driven solver must solve two linear systems in each iteration instead of just one. Moreover, if large data sets are available, e.g. with more than \( N = 10^5 \) data points, the computational cost of minimizing (15) in a brute-force manner is not negligible anymore. A possible remedy would be to perform a localized minimization, i.e. for a given state \( \langle \vec{x}_{qd,i} \rangle \in \mathcal{M} \) only surrounding states in \( \mathcal{D} \) are employed to solve (15), instead of the entire data set. Taking into account that the optimal computational complexity when solving the linear systems by a multigrid solver scales linearly with the number of DoFs Trottenberg et al. (2001), we conclude that the data-driven solver scales as favorably as a standard Newton solver.

For the considered example, a conventional Newton solver reaches machine accuracy with approximately 10 iterations. Contrarily, the data-driven solver needs roughly 20 iterations, each invoking two system solves, to reach an accuracy of \( 10^{-6} \). Still, this is affordable, especially in cases where one exploits the advantage of a data-driven solver, which is the cancellation of epistemic errors related to a possibly non-adequate choice of material model.

3.2 Real world measurement data

In the previous section we have shown that the data-driven solver recovers the conventional solution. Yet, its strength lies in cases where little or no information about the material law is available, apart from measurement data. Therefore, for the next simulations, the data set \( \mathcal{D} \) contains only a fixed number of real-world measurement data. In particular, we consider a low-cost structural steel, called S355. The employed measurement data is taken
Figure 7. The measurement data of the S355 sample is shown in black, the standard Brauer model in gray, and the extended Brauer model in orange.

Figure 8. Solution of the data-driven solver (blue) and of the conventional solver employing the extended Brauer (orange) at the quadrature points. The measurement data is shown in black.

from [Anglada et al. (2020)]. In addition to the data-driven solution, a solution obtained with a conventional solver is computed as well. For the latter, a material law fitted to the available measurement data needs to be constructed. We consider the extended Brauer model [Hülsmann et al. (2014)], which improves the standard Brauer model in the Rayleigh region, as well as in the region of saturation. The extended Brauer model together with the measurement data is depicted in Figure 7. Additionally, the Brauer model is shown, exhibiting good approximation characteristics in the saturation part, yet the model is not capable to resolve the Rayleigh region. However, both methods show approximation errors and, due to the nature of the model assumptions, feature additional epistemic uncertainties.

Since the data can be considered as noise-free, we abandon the introduction of the noisy data-driven solver [Kirchdoerfer and Ortiz (2017); Galetzka et al. (2021)] and employ the standard, distance-minimizing data-driven solver introduced in Section 2. The excitation current is adjusted to the bandwidth of the available measurement data and set to \( I = 40 \, \text{A} \).

As no reference solution is available, we analyze the results of both methods qualitatively first. Figure 8 shows exemplarily the magnitude of the magnetic field strength and magnetic flux density in the \( x \)-direction, i.e. \( \|H_x\|, \|B_x\| \) at the quadrature points of the finite element (FE) procedure. The figure depicts both the data-driven solution as well as the conventional solution calculated with the extended Brauer model. We observe that the data-driven solution builds clusters around the measurement data, which is to be expected due to the sparse data set consisting of only 28 measurements. Nevertheless, the data-driven solution remains in the area around the given measurement data points in all regions of the \( BH \)-curve. Contrarily, the conventional solution shows a good agreement with the measurement data in the steep part of the \( BH \)-curve, but is comparatively inaccurate in the saturation and the Rayleigh parts. Still, both methods suffer from the sparse data set, albeit differently.

To quantify the accuracy of the solutions, we calculate the energy mismatch \( \epsilon_{\text{em, data}} \) between the field solutions and the closest measurement states, i.e. states \( (\vec{H}^\times, \vec{B}^\times) \in \mathcal{D} \) that minimize (15) for the given solution. The energy mismatch then reads

\[
\epsilon_{\text{em, data}}^2 = (\vec{H} - \vec{H}^\times, \mu_{\text{ext, Brauer}}(\vec{H} - \vec{H}^\times))_\Omega + (\vec{B} - \vec{B}^\times, \nu_{\text{ext, Brauer}}(\vec{B} - \vec{B}^\times))_\Omega,
\]

where we employed the approximated permeability, respectively reluctivity of the extended Brauer model. The energy mismatch for the data-driven solution is given by \( \epsilon_{\text{em, dd}} = 2.9 \cdot 10^{-4} \, \text{J} \), whereas the corresponding error for the conventional solution is \( \epsilon_{\text{em, cd}} = 3.9 \cdot 10^{-4} \, \text{J} \). The two approaches show comparable accuracy.

In summary, both approaches lead to an acceptable solution for the given measurement data. However, the material characteristic of the sample is well studied, that is, significant effort has already been spent in the model
assumptions. The conventional solver benefits from this modeling information, while the data-driven solver disregards it altogether and yields an assumptions-free solution. It can therefore be concluded that, considering more complex materials with little to no modeling information available, the data-driven solver should be the superior solution method.

4 Conclusion

A magnetostatic data-driven solver was presented and successfully applied to a real-world three-dimensional test case. The solver recovers the solution obtained with a conventional Newton solver when more measurement data are utilized. The data-driven solver constitutes a viable alternative to conventional Newton solvers when no explicit material model exists and only material measurement data are available instead. Even if material models are available, the utilization of a data-driven solver avoids so-called epistemic uncertainties, as only raw measurement data are used for the solution.
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