nf-encyclopedia: A cloud-ready pipeline for chromatogram library data-independent acquisition proteomics workflows
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Abstract

Data independent acquisition (DIA) mass spectrometry methods provide systematic and comprehensive quantification of the proteome; yet, relatively few open-source tools are available to analyze DIA proteomics experiments. Fewer still are tools that can leverage gas phase fractionated (GPF) chromatogram libraries to enhance the detection and quantification of peptides in these experiments. Here, we present nf-encyclopedia, an open-source NextFlow pipeline that connects three open-source tools—MSConvert, EncyclopeDIA, and MSstats—to analyze DIA proteomics experiments with or without chromatogram libraries. We demonstrate that nf-encyclopedia is reproducible both when run on a cloud platform or a local workstation and provides robust peptide and protein quantification. Additionally, we found that MSstats enhances protein-level quantitative performance over EncyclopeDIA alone. Finally, we benchmarked the ability nf-encyclopedia to scale to large experiments in the cloud by leveraging the parallelization of compute resources. The nf-encyclopedia pipeline is available under a permissive Apache 2.0 license—run it on your desktop, cluster, or in the cloud: https://github.com/TalusBio/nf-encyclopedia.

Keywords: proteomics, mass spectrometry, bioinformatics, reproducibility, workflow, pipeline, cloud, data-independent acquisition

1 Introduction

The ultimate goal of most discovery proteomics methods is to comprehensively detect and quantify the peptides generated from a protein sample. Although data-dependent acquisition (DDA) mass spectrometry methods [1] have long been the workhorse for discovery proteomics experiments, these methods are plagued by missing values between injections onto the mass spectrometer—“runs”—caused by stochastic sampling of the most intense peptide precursor ions during acquisition [2]. In contrast, data-independent acquisition (DIA) mass spectrometry provides run-to-run reproducibility by systematically sampling peptide precursor ions in a cycle of fixed precursor isolation windows [3–5]. However, the reproducibility and theoretical comprehensive nature of DIA methods come at a cost: often DIA isolation windows are large enough to fragment multiple precursor ions simultaneously, resulting in complex tandem mass spectra generated from the fragment ions of multiple peptide precursors. While traditionally the complexity of DIA tandem mass spectra have been challenging to interpret, recent software tools have overcome this barrier [6–11].

One method for increasing proteome identification and coverage with DIA methods has been through the use of chromatogram libraries, built from gas-
phase fractionated (GPF) pools of samples [10, 12]. In a GPF experiment, a sample is injected multiple times where during each injection narrow precursor isolation windows are cycled over a small precursor mass range [13, 14]. These GPF experiments provide deep, unbiased sampling of the proteome and can be leveraged to maximize the information extracted from a quantitative DIA experiment: by collecting a GPF library from a pool of the samples we intend to measure on the same instrument and chromatography column, we gain immense insight into the precise fragmentation of peptides and chromatographic profiles of the peptides we expect to measure. We call these libraries “chromatogram libraries” and they have proven valuable for improving the detection and quantification of peptides in DIA proteomics experiments [10, 15] (Figure S1). Additionally, GPF is easy to implement and not dependent on additional specialty equipment or consumables, unlike offline chromatographic fractionation methods.

DIA experiments with or without chromatogram libraries are most often analyzed by running tools such as EncyclopeDIA, Spectronaut, or DIA-NN on local workstations using their respective graphical user interface. Although this strategy is approachable, it often fails to scale to larger experiments due to the processing time or limited resources of the workstation on which the analysis is performed. Additionally, reproducibility using graphical user interfaces is challenging: documenting where to click is onerous and error-prone, although some software tools provide mechanisms to save and load parameters. When the need to scale beyond a single workstation arises, researchers often resort to using high-performance computing (HPC) clusters and transition to command line interfaces for interacting with their tool of choice. HPC clusters allow for independent processes—individual tasks that must be accomplished in an analysis—to be performed simultaneously by spreading the work across the computers of the cluster—the nodes. This strategy is referred to as “parallelization.” Although HPC clusters can alleviate the problem of scale, they require maintenance, updating, and the constant oversight of a professional. Custom scripts orchestrating series of command line tools on HPC clusters also suffer from reproducibility issues: despite reliably capturing tool parameters, the scripts rarely translate to other computing environments due to their high level of customization.

A growing number of compute-heavy workloads, like DIA proteomics data analyses, are relying on cloud computing resources as an alternative to HPC clusters and single workstations [16]. In the cloud computing paradigm, users essentially rent their own HPC cluster from a cloud provider and are charged only for the resources they use, when they use them. This paradigm allows users to access large networks of computing resources, allowing for parallel processing and the storage of increasingly large datasets [17, 18]. The compute and storage resources available on popular cloud platforms such as Amazon Web Services (AWS), Google Cloud Platform, and Microsoft Azure are virtually unlimited, but typically require expertise to set up and monitor.

Given this diversity of compute platforms, workflow engines such as Nextflow [19] and Snakemake [20] have become indispensable for writing reproducible bioinformatics pipelines. Workflow engines function by separating the pipeline logic—the flow of data through bioinformatics tools—from the compute resources required to execute them. This abstraction allows for portable pipelines to be written in a common language that can be executed on a variety of platforms. Reproducibility across diverse compute platforms is ensured by containerization with tools such as Docker [21] and Singularity [22]. Docker and Singularity images provide a mechanism to encapsulate the required software and all of their dependencies. Analyses that leverage Docker take place within a consistent, “containerized” environment that is identical regardless of the host system. The workflow engine orchestrates the processes needed to complete a bioinformatics analysis, attempting to maximize the efficiency of the available computational resources. Notably, several NextFlow pipelines already exist for analysis of DIA proteomics experiments as part of NF-Core [23, 24]; however, these pipelines do not yet support chromatogram library DIA proteomics workflows.

Here, we present nf-encyclopedia, a NextFlow pipeline designed for analyzing DIA proteomics experiments with GPF chromatogram libraries using MSConvert [25], EncyclopeDIA [10], and MSstats [26]. We demonstrate the reproducibility of nf-encyclopedia and assess its quantitative performance. Furthermore, we show that deploying nf-encyclopedia on the cloud can reduce analysis time and enable the effi-
cient analysis of DIA proteomics experiments at scale. Use the nf-encyclopedia pipeline as a power, open-source tool to analyze DIA proteomics experiments with chromatogram libraries at any scale, whether on a local desktop or in the cloud.

2 Methods

The nf-encyclopedia pipeline connects three open-source tools—MSConvert [25], EncyclopeDIA [10], and MSstats [26]—in a NextFlow workflow [19] to quantify peptides and proteins from DIA mass spectrometry data files (Figure 1). Furthermore, nf-encyclopedia builds upon configurations and templates provided by NF-Core [23]. Although we designed the nf-encyclopedia pipeline to support the analysis of DIA proteomics experiments with chromatogram libraries, the pipeline also supports the analysis of DIA proteomics experiments with standard spectral libraries.

2.1 Implementation

The nf-encyclopedia pipeline is written in the Nextflow domain-specific language, which orchestrates the flow of data between the processes that execute MSConvert, EncyclopeDIA, and MSstats. To ensure reproducibility and enable use on common cloud providers, we created a single Docker image containing all of the tools required by the pipeline and it is publicly available on the GitHub Container Registry (https://github.com/TalusBio/nf-encyclopedia/pkgs/container/nf-encyclopedia). Although not required to use nf-encyclopedia, we highly recommend using the provided Docker image for reproducibility and it is enabled by default.

2.2 Pipeline Architecture

2.2.1 Input file requirements

The nf-encyclopedia pipeline requires three files: a sample sheet containing the paths to the DIA mass spectrometry data files and whether they comprise a chromatogram library, a FASTA file defining the protein database, and a spectral library in EncyclopeDIA’s DLIB or ELIB format. The sample sheet must contain the path to each file and indicate if each file should be used to build a chromatogram library. It may optionally also define a group that is used to match chromatogram libraries with their associated quantitative DIA runs. This grouping strategy allows for multiple chromatogram libraries to be used in a single analysis, which is critical for longitudinal experiments spanning multiple batches. Additionally, the sample sheet may also specify “conditions” and “bioreplicates” fields to be used by MSstats for model-based quantification, and users can provide a contrast matrix to define the hypotheses to be tested by MSstats. The nf-encyclopedia pipeline is fully compatible with computationally predicted spectral libraries, such as those generated with Prosit [15, 27].
2.2.2 Convert mass spectrometry data files with MSConvert

The mass spectrometry data files provided by the user are first converted to mzML format with gzip and zlib compression using MSConvert, which is able to convert a wide variety of proprietary vendor formats. Additionally, users have the option to let MSConvert demultiplex overlapping DIA isolation windows, a method that improves precursor selectivity with no cost to the duty cycle \([12, 28]\).

2.2.3 Build chromatogram libraries with EncyclopeDIA

If any mass spectrometry data files—typically from gas-phase fractionated DIA runs—are annotated as part of a chromatogram library, nf-encyclopedia will first perform a chromatogram library building step. During this process, each mass spectrometry data file designated as part of a chromatogram library is individually searched by EncyclopeDIA for peptides in the provided spectral library. The search results from individual files are then combined and filtered to achieve a combined 1% false discovery rate (FDR), creating the chromatogram library. Unlike a standard spectral library, the chromatogram library catalogs the retention time, fragment chromatographic peak shapes, fragmentation patterns, and detected interferences for each peptide measured on the system that will be used to quantify peptides and proteins in each sample \([10]\).

2.2.4 Quantify peptides and proteins with EncyclopeDIA

Each mass spectrometry data file is individually searched with EncyclopeDIA for peptides in the chromatogram library, if a chromatogram library was constructed. Otherwise, these files are individually searched for peptides in the provided spectral library. After these searches complete, the pipeline uses EncyclopeDIA to aggregate the individual searches into a single analysis: EncyclopeDIA performs a retention time alignment and “match-between-runs” step to extract quantitative information about each peptide across all runs and filters the aggregate detected peptides and proteins to 1% FDR.

2.2.5 Summarize proteins and calculate statistics with MSstats

Although the peptide and protein quantification tables generated by EncyclopeDIA can be used directly for downstream analyses, nf-encyclopedia also incorporates MSstats to enable model-based protein summarization and to perform statistical hypothesis tests. Users may optionally provide a contrast matrix, which defines the conditions that should be compared in hypothesis tests powered by the linear mixed effects modeling approach used in MSstats.

2.3 Assessing Reproducibility

We reanalyzed the pooled HeLa whole-cell lysate samples from the original EncyclopeDIA publication \([10]\) to assess the reproducibility of the nf-encyclopedia pipeline (MSV000082805). This dataset consists of six gas-phase fractionated DIA runs collected using 4-\(m/z\) overlapping isolation windows and three quantitative, single-shot DIA runs collected using 8-\(m/z\) overlapping isolation windows. These runs were demultiplexed using MSConvert to yield 2-\(m/z\) and 4-\(m/z\) isolation windows, respectively. We generated a spectral library for the human proteome using Prosit (“Prosit_2020_intensity_hcd” model) for all tryptic peptides with one missed cleavage in 2+ and 3+ charge states at a normalized collision energy of 33 based on a UniProt human proteome FASTA (UP000005640, reviewed, canonical and isoforms, 2022-03 release) \([29]\) with appended contaminant sequences. To assess reproducibility of nf-encyclopedia, we analyzed this dataset in duplicate both on local workstation and in the cloud on AWS Batch and compared the EncyclopeDIA results.

2.4 Matrix-matched calibration curves

To test the quantitative performance of the nf-encyclopedia pipeline, we reanalyzed a yeast matrix-matched calibration curve experiment from \([30]\) (PXD014815). This experiment consists of a 14 serial dilutions of yeast peptides (strain BY4741) into a matrix of \(^{15}\)N labeled yeast peptides. We compared the limit of detection (LOD) and limit of quantification (LOQ) for peptides and proteins meeting a 20% coefficient of variation (CV) threshold derived from the pub-
lished EncyclopeDIA results [30] to the EncyclopeDIA and MSstats results generated by our pipeline. Our reanalysis was performed on AWS Batch, using the group functionality of nf-encyclopedia to ensure each of the three replicates were searched against their respective chromatogram libraries. We generated a spectral library for the yeast proteome using Prosit ("Prosit_2020_intensity_hcd" model) for all tryptic peptide with one missed cleavage in 2+ and 3+ charge states at a normalized collision energy of 33 based on the UniProt yeast proteome FASTA (UP000002311, reviewed, canonical, 2021-11 release) with appended contaminant sequences. Lower limits of detection (LOD) and quantification (LOQ) were calculated using the scripts and methods published by [30]. For protein-level figures of merit, our estimates were generated from the protein-level quantitative information summarized by EncyclopeDIA and MSstats.

2.5 Benchmarking scalability

We assessed the overall analysis time of the nf-encyclopedia pipeline by reanalyzing increasing numbers of mass spectrometry data files from cerebrospinal fluid of Parkinson’s disease patients (PXD011216) [31]. This dataset contained no gas-phase fractionated runs from which to build a chromatogram library, but does contain 289 single-shot DIA runs on a Thermo Q-Exactive HF mass spectrometer using 17 variable isolation windows. We selected random subsets of 3, 5, 10, 25, 50, 100, and 150 raw files and analyzed each subset with the nf-encyclopedia pipeline, in triplicate, on both the cloud using AWS Batch (Amazon Linux 2 host operating system) and on a local Windows workstation (Windows 10 Pro, AMD Ryzen 9 5950X 16-Core processor, 32 GB memory). For these analyses, we used the FASTA file and spectral library that were published with the original study.

2.6 Data and Code Availability

All of the mass spectrometry data used in this manuscript is publicly available through ProteomeXchange [32] partner repositories: MSV000082805 on MassIVE, PXD011216 on PRIDE [33], and PXD014815 on Panorama [34]. We used ppx [35] to transfer data from MassIVE and PRIDE to our AWS S3 buckets for analysis. The nf-encyclopedia pipeline is free and open-source software under a permissive Apache 2.0 license, and is available on GitHub where its installation and usage are extensively documented (https://github.com/TalusBio/nf-encyclopedia).

3 Results and Discussion

3.1 nf-encyclopedia yields reproducible analyses, regardless of platform

A cornerstone of any data analysis pipeline is that it is reproducible: when provided the same data and parameters, the pipeline should yield identical results irrespective of the computational infrastructure or operating system on which it is run. We tested reproducibility of nf-encyclopedia on two platforms, AWS Batch and a local Windows workstation, using the pooled HeLa cell lysate runs from [10]. This dataset consists of six GPF DIA runs from which to build a chromatogram library and three quantitative DIA runs from which to quantify peptides. We analyzed this dataset in duplicate on both platforms using nf-encyclopedia and found that the EncyclopeDIA results were identical in every case: we detected 36,903 peptides and 9323 proteins across the quantitative runs (Figure S2A and B). Furthermore, we found no discrepancies in peptide or protein quantification between replicates or platforms (Figure S2C–E).

Indeed, NextFlow and other workflow managers are designed to facilitate reproducibility and portability between computing platforms by separating the workflow logic from the compute resources. In the case of nf-encyclopedia, we additionally leverage Docker containers to ensure that identical versions of the required software are used on every compute platform and relieve the notorious burden of installing bioinformatics tools. These results confirm that nf-encyclopedia provides a containerized NextFlow workflow that is reproducible between disparate compute environments.

3.2 MSstats improves protein-level quantification

Although comprehensive peptide detection and reproducibility are key elements of a DIA proteomics exper-
Figure 2: The nf-encyclopedia pipeline maintains and improves quantitative performance. We estimated analytical figures of merit for the peptides and proteins quantified by nf-encyclopedia in a yeast lysate using matrix-matched calibration curves. (A) The LOQ for peptides quantified by nf-encyclopedia followed a similar distribution to the original analysis performed by [30]. (B) MSstats protein summarization improves quantitative performance over EncyclopeDIA alone, shifting the LOQs of proteins toward lower fractional dilutions.

We estimated, quantitative performance is where DIA methods excel. To assess the quantitative performance of the nf-encyclopedia pipeline, we reanalyzed a set of matrix-matched calibration curves for the yeast proteome from [30]. These calibration curves consist of serial dilutions of a yeast lysate into a matrix of similar complexity; in this case, a $^{15}$N-labeled yeast lysate. We use the calibration curves to generate analytical figures of merit—the lower limits of detection (LOD) and quantification (LOQ)—for every quantified peptide. Note that these figures of merit are dependent on both the accuracy and precision of the measurement; hence, a deficiency in either accuracy or precision may lead to a poor LOD and LOQ.

We first compared our reanalysis of the yeast matrix-matched calibration curves from [30] to those reported in the original publication at the peptide level. Our analysis with nf-encyclopedia detected marginally more peptides overall (24,709 in our analysis, as opposed to 24,400 from [12]). Despite differences in this reanalysis—our analysis used EncyclopeDIA v1.34.0 and a predicted spectral library, as opposed to EncyclopeDIA v0.8.0 and Walnut [36] used in the original analysis—we found the distribution of LODs and LOQs for the yeast peptides to be similar (Figures 2A and S3A). This analysis highlights the stability EncyclopeDIA across versions and the ability of our nf-encyclopedia pipeline to reproduce analyses performed outside of the pipeline.

The nf-encyclopedia pipeline provides the option to perform protein-level quantification using MSstats, which we hypothesized may improve quantitative performance over EncyclopeDIA alone. We investigated the LODs and LOQs calculated for every protein using the EncyclopeDIA’s built-in protein summarization method and compared it to those calculated with MSstats protein summarization quantities. Indeed, we found that MSstats generally improved the calculated protein-level LOQs, shifting the LOQ distribution decisively toward lower fractional dilutions (Figure 2B). Conversely, we found that protein summarization with MSstats resulted in slightly poorer LODs in comparison to EncyclopeDIA (Figure S3B); however, this effect is marginal in comparison to the LOQ improvements. As an aside, if we were seeking to minimize the LOD or LOQ of every protein, it would be difficult to improve upon selecting a representative peptide with the lowest LOD or LOQ. However, if we have yet to collect a matrix-matched calibration curve for our samples of interest, these results indicate that the MSstats summarization will yield improved protein-level quantification over EncyclopeDIA alone.

3.3 “Infinite” scaling in the cloud

A common issue surrounding the processing of DIA experiments is the ability to scale to large numbers of runs, such as those generated during high-throughput drug screening; hence, we sought to assess the speed at which nf-encyclopedia can process large-scale experiments. One benefit of NextFlow and other workflow managers is that they are readily integrated with cloud providers, such as AWS, Google Cloud Plat-
Figure 3: Cloudy with a chance of peptides. The analysis time of the nf-encyclopedia pipeline scales approximately linearly with the number of DIA runs analyzed on a local workstation. However, nf-encyclopedia takes longer to analyze small numbers of runs because the analysis time in the cloud increases at a lower rate as more processes are performed in parallel.

form, and Microsoft Azure. To benchmark the speed of the nf-encyclopedia pipeline on the cloud, we reanalyzed increasing numbers of DIA run from [31] on our AWS Batch infrastructure and compared wall clock times to the same analyses performed on a local workstation (Figure 3). We found that the workstation was faster for fewer numbers of runs—AWS Batch requires time to recruit suitable compute instances and pull Docker containers before any processing can begin. However, analysis time on the cloud increased at a much lower rate with increasing numbers of runs in comparison to the local workstation: it was able to parallelize independent processes across multiple compute instances, from a pool that is virtually limitless.

4 Conclusions

The nf-encyclopedia pipeline enables the robust processing of DIA proteomics experiments that leverage chromatogram libraries. We demonstrated that nf-encyclopedia is reproducible, maintains high quantitative performance, and scales to large experiments in the cloud. Bioinformatics pipelines written with NextFlow and other workflow engines, such as those maintained by NF-Core [23], provides many of these same advantages for other applications: open-source bioinformatics tools bolster transparency, build community, and are the cornerstone for building reproducible analyses. We anticipate that nf-encyclopedia will become a valuable resource for the proteomics community, connecting open-source tools to provide robust, scalable analyses of "big data" DIA proteomics experiments with chromatogram libraries.
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