Kibble-Zurek scaling in the Yang-Lee edge singularity
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We study the driven dynamics across the critical points of the Yang-Lee edge singularities (YLES) in a finite-size quantum Ising chain with an imaginary symmetry-breaking field. In contrast to the conventional classical or quantum phase transitions, these phase transitions are induced by tuning the strength of the dissipation in a non-Hermitian system and can occur even at finite size. For conventional phase transitions, universal behaviors in driven dynamics across critical points are usually described by the Kibble-Zurek mechanism, which states that the scaling in dynamics is dictated by the critical exponents associated with one critical point and topological defects will emerge after the quench. While the mechanism leading to topological defects breaks down in the YLES, we find that for small lattice size, the driven dynamics can still be described by the Kibble-Zurek scaling with the exponents determined by the \((0 + 1)\)-dimensional YLES. For medium finite size, however, the driven dynamics can be described by the Kibble-Zurek scaling with two sets of critical exponents determined by both the \((0 + 1)\)-dimensional and the \((1 + 1)\)-dimensional YLESes.

PACS numbers: 03.67.Mn, 64.60.De, 64.60.Ht, 64.70.Tg

The Kibble-Zurek mechanism [1, 2] describes universal scaling behavior in the driven critical dynamics in a variety of systems, ranging from classical to quantum phase transitions [3, 4]. It separates the whole driven process into three stages: two adiabatic stages and one impulse stage. In the adiabatic region, the relaxation rate is larger than the transition rate and the system evolves along the instantaneous equilibrium state; while in the impulse stage, the relaxation rate is smaller than the transition rate because of the critical slowing down, and thus the system falls out of equilibrium essentially. Furthermore, the Kibble-Zurek scaling (KZS) [1, 2] shows that only the equilibrium critical exponents are needed to characterise the dynamic scaling behavior. All these exponents belong to one set, which is determined by the renormalization group flow near the critical point [3–5]. According to the KZS, the external driving will induce an effective correlation length, which divides the system into different domains. The domain walls will form topological defects, whose number can be scaled by the driving rate [3, 4]. Additionally, for a finite-size system, the system size also becomes an scaling variable [6–8]. The KZS has been verified numerically and experimentally in both classical and quantum phase transitions [9–26].

On the other hand, Yang and Lee [27, 28] paved the way to understand phase transitions by analysing the zeros of the partition function in the complex plane of a symmetry-breaking field. It was shown that singular behaviors exist not only at the critical point with a vanishing symmetry-breaking field but also near the edge of the Lee-Yang zeros, where the applied symmetry-breaking field is purely imaginary [29]. The latter case is often referred to as the Yang-Lee edge singularity (YLES) and can be cast to a critical theory characterized by the Landau-Ginzburg action of a scalar field with an imaginary cubic coupling [30]. Although the YLES occurs in the complex parameter space, its critical properties can be detected in experiments [31].

While there are many exotic scaling behaviors in YLES such as the divergence of the order parameter and negative correlation-length exponent in low dimensions [30], to the best of our knowledge, however, the nonequilibrium properties of the quantum YLES has rarely been investigated. Furthermore, the quantum YLES provides a prototype to study a class of dissipative phase transitions, which is characterised by the spontaneous parity-time symmetry breaking [32]. Different from usual quantum phase transitions which occur by tuning a parameter in the Hermitian Hamiltonian, dissipative phase transitions are induced by changing the strength of the dissipation [33]. Recently driven-dissipative open quantum systems have attracted much attention as they offer a promising route of quantum computations or state engineering [32–36]. These call for an investigation on the nonequilibrium behavior near their phase transitions. Some questions then arise: How to describe the driven dynamics across such phase transitions which exhibit YLES? Is the Kibble-Zurek mechanism still applicable? If the answer is yes, is there any new ingredient in such KZS?

To answer these questions, we study the driven dynamics across the critical point of YLESes in a finite-size quantum Ising chain with an imaginary symmetry-breaking field [37]. We confirm that the KZS is applicable but there are some features which are quite different from the KZS in ordinary phase transitions. In particular, we show that while the mechanism leading to topological defects breaks down, for small size system the driven dy-
namics is still described by the KZS with (0 + 1)D critical exponents. For the medium size system, however, the driven dynamics can be described by the KZS with both (0 + 1)D and (1 + 1)D critical exponents. We also demonstrate that the same results hold for the cases of changing the longitudinal-field and changing transverse-field.

Static properties of the YLES—We begin our study with the quantum Ising chain in an imaginary longitudinal field [37]. The Hamiltonian reads

$$\mathcal{H} = -\sum_{n=1}^{L} \sigma_n^z \sigma_{n+1}^z - \lambda \sum_{n=1}^{L} \sigma_n^x - i \hbar \sum_{n=1}^{L} \sigma_n^z,$$

where $\sigma_n^z$ and $\sigma_n^x$ are the Pauli matrices in $z$ and $x$ direction, respectively, at site $n$, $\lambda$ is the transverse-field, $h$ is longitudinal-field, and $L$ is the lattice size. The critical point of the ordinary ferromagnetic-paramagnetic phase transition is $\lambda_c = 1$ and $h = 0$ [38] while there are critical points for the YLES at $(\lambda^Y_{\text{YL}}, h^Y_{\text{YL}})$ when $\lambda > \lambda_c$ [30]. Although $\mathcal{H}$ is non-Hermitian, it has been demonstrated that the appearance of the YLES corresponds to the vanishment of the energy gap [39, 40], similar to the ordinary quantum critical phenomena occurring in the Hermitian system [38]. One can also define an order parameter: $M \equiv \text{Re}(\langle \Psi^* | \sigma^z | \Psi \rangle / \langle \Psi^* | \Psi \rangle)$ [37, 39]. For a fixed $\lambda (\lambda > \lambda_c)$, when $h < h^Y_{\text{YL}}$, the real part of model (1) dominates and the energy spectra are real [40]. Since these spectra are adiabatically connected with those for $h = 0$, the system is in a paramagnetic phase with $M = 0$. When $h > h^Y_{\text{YL}}$, the dissipative part in model (1) plays significant roles. As a result, energy spectra become conjugate pairs [39, 40]. It has been shown that the latter phase is a ferromagnetic phase with $M \neq 0$ [29]. Moreover, it has been demonstrated that the equilibrium singular behaviors near the critical point of the YLES can be described by the usual critical exponents [30]. For instance, $\beta_0 = \beta_1 = 1$, $\nu_0 = -1$, $\delta_0 = -2$, $\nu_1 = -5/2$, $\delta_1 = -6$ and the dynamic exponents $z_0 = z_1 = 1$ [30, 37, 39]. (The subscript indicates the space dimension.)

Different from usual phase transitions which only occur in the thermodynamic limit, the YLES in model (1) can appear even at finite sizes [29, 39]. The YLES near $h^Y_{\text{YL}}$ in model (1) belongs to the (0+1)D universality class, while the YLES near $h^\infty_{\text{YL}}$ belongs to the (1 + 1)D universality class [30]. Furthermore, it has been shown that [39]

$$h^Y_{\text{YL}} - h^\infty_{\text{YL}} = C(\lambda) L^{-\frac{\beta_1}{\nu_1}},$$

in which $C(\lambda)$ is a dimensionless function. Two deductions thus can be obtained as sketched in Fig. 1: (i) there must be an overlap critical region in which both the (0 + 1)D YLES and the (1 + 1)D YLES play indispensable roles; (ii) the critical region for the (0 + 1)D YLES must shrink as $L$ increases, and when $L \to \infty$, this region becomes a point.

KZS for small-size systems—We first study the KZS for model (1) with a small size system, whose critical region is the green region in Fig. 1. The critical properties in this region are described by the (0 + 1)D critical theory. We consider the case for changing $h$ as $h = h_0 + R_h t$, while $\lambda (> \lambda_c)$ is fixed. Since $h_0$ is chosen to be far away from the YLES, it is irrelevant. Similar to the KZS in ordinary phase transitions [3, 4], when $|h - h^L_{\text{YL}}| > R_h^{-\beta_0 \delta_0 / \nu_0 \nu_1} (t_0 = z_0 + \beta_0 \delta_0 / \nu_0)$, the relaxation rate, $|h - h^L_{\text{YL}}|^{z_0 / \beta_0}$, is larger than the transition rate, $R_h / |h - h^L_{\text{YL}}|$, and the evolution is in the adiabatic stage; and when $|h - h^L_{\text{YL}}| < R_h^{-\beta_0 \delta_0 / \nu_0 \nu_1}$, the relaxation rate is smaller than the transition rate and the evolution is in the impulse stage [9–12]. Therefore, the dynamics of $M$ near $h^L_{\text{YL}}$ should still satisfy the KZS [5, 19]

$$M(h - h^L_{\text{YL}}, R_h) = R_h^{-\beta_0 / \nu_0} f_a[(h - h^L_{\text{YL}}) R_h^{-\beta_0 / \nu_0}],$$

in which $f_a$ is an analytical scaling function (similar definitions will always be implied). Equation (3) is applicable when the impulse region is embedded in the critical region of the (0 + 1)D critical point [41]. Otherwise, the information, which is not controlled by the (0 + 1)D critical theory, can be brought into the driven dynamics. Moreover, although we focus on the small-size system, there is no finite-size correction in Eq. (3), since $L$ is irrelevant in this (0 + 1)D YLES. Additionally, for the driven dynamics in ordinary phase transitions, topological defects emerge after impulse stage since the whole lattice of the system is divided by the driven-induced length scale; in the (0 + 1)D YLES, however, the topological defects are not well-defined, since the lattice size can be microscopically small.

KZS in the overlap region—For medium sizes, the
critical regions for the (0 + 1)D and (1 + 1)D overlap with each other, as shown in Fig. 1. In this overlap region, besides Eq. (3), the dynamic scaling should satisfy the (1+1)D KZS with finite-size corrections being considered. Similar to the usual finite-size KZS [6, 7], the scaling form of M reads

\[ M(h-h_{cL}^\infty, R_h, L) = R_h^{-\beta_1 r_1} f_h((h-h_{cL}^\infty)R_h^{-\beta_2 r_1}, L^{-1} R_h^{-r_1}), \]

in which \( r_1 = z_1 + \beta_1 \delta_1 / \nu_1 \). Equation (4) is applicable in the (1 + 1)D critical region (Blue region in Fig. 1). Since both \( f_a \) and \( f_b \) are analytical functions for any finite \( L \) and \( R_h \), one expects that in the overlap region, both Eq. (3) and Eq. (4) should be applicable. However, it seems quite unreasonable that one critical phenomenon can be explained by two sets of scaling theories with disparate exponents. So, there must be some latent scaling properties for \( f_a \) and \( f_b \) in the overlap region.

To explore these hidden scaling properties, we start from \( f_b \). When \( R_h \to 0 \) and \( h \to h_{cL}^k \), M diverges as \( M \sim (h-h_{cL}^k)^{1/\beta_0} \) according to the (0 + 1)D static scaling theory [40]. However, \( h_{cL}^k \) is not an explicit variable in \( f_b \). To expose this divergence, we substitute Eq. (2) into Eq. (4). After reassembling the scaling variables, we obtain

\[ M(h-h_{cL}^k, R_h, L) = R_h^{-\beta_1 r_1} f_c((h-h_{cL}^k)R_h^{-\beta_2 r_1}, L^{-1} R_h^{-r_1}), \]

Comparing Eq. (5) with Eq. (3), one finds that the scaling function \( f_c(A, B) \) satisfies

\[ f_c(A, B) = (B^{-r_1})^{\beta_0 / \nu_0 \alpha_0 - \beta_1 / \nu_1} f_d(A(B^{-r_1})^{\beta_1 \delta_1 / \nu_1 - \beta_0 / \nu_0 \alpha_0}). \]

Thus, Eq (6) provides a constraint, which make the explicit scaling variable \( L \) in \( f_b (f_c) \) behave like a dimensionless parameter and Eq. (3) is restored.

As \( L \to \infty \), the driven dynamics must be described by the (1 + 1)D KZS theory, i.e., Eq. (4) with \( L \to \infty \). However, at first glance, by taking \( L \to \infty \) in Eq. (3), one obtains \( M(h, R_h) = R_h^{\beta_0 / \nu_0 \alpha_0} f_d((h-h_{cL}^\infty)R_h^{-\beta_0 / \nu_0 \alpha_0}). \) This is apparently incorrect. The reason is that the critical region of the (0 + 1)D critical point shrinks to a point as \( L \to \infty \). So, for any finite driving rate, the impulse region of the (0 + 1)D KZS is broader than the (0 + 1)D critical region. As a consequence, Eq. (3) is not applicable anymore when \( L \to \infty \).

**KZS for changing \( \lambda \)—** Besides changing \( h \), one can also change \( \lambda \) to cross the critical point of the YLES. It has been proved that there is only one relevant direction in the parameter space of the YLES [30, 39]. Therefore, the KZS for changing \( \lambda \) is exactly the same as that for changing \( h \). This feature is different from the KZS in ordinary classical and quantum phase transitions, in which the relevant exponents of the KZS are usually different for changing different parameters.

**Numerical results—** To verify the scaling theory, we solve directly the Schrödinger equation of the Hamiltonian (1) by using the finite difference method with periodic boundary condition. The time interval is chosen as \( 5 \times 10^{-6} \). Smaller intervals have been checked to produce no appreciable changes.

For small sizes, Fig. 2 shows the evolution of \( M \) under the external driving \( h = R_h t + h_0 \) with a fixed \( \lambda \) (\( \lambda > \lambda_c \)). First, we find that the divergence of \( M \) at \( h_{cL}^k \) is rounded by the external driving. Second, in Figs. 2(b), after rescaling \( M \) and \( h \) with \( R_h \), by using the (0 + 1)D exponents, we find that the rescaled curves match with each other in the vicinity of \( h_{cL}^k \), confirming Eq. (3).

For medium sizes, we compare the driven dynamics for fixed \( L \) and fixed \( LR_h^{1/r_1} \). In Figs. 3(a1) and 3(a2), \( L \) is fixed and the (0 + 1)D critical exponents are employed to calculate the rescaled variables. Similar to Fig. 2, after rescaling \( M \) and \( h \) with \( R_h \), we find that the rescaled curves match with each other in the vicinity of \( h_{cL}^k \), confirming Eq. (3). In contrast, in Figs. 3(b1) and 3(b2), \( LR_h^{1/r_1} \) is fixed and the rescaled values are calculated according to the (1 + 1)D theory. We find that the rescaled curves collapse onto each other according to Eq. (4). Thus, we conclude that the driven critical dynamics near the critical point of YLES can be described by the KZS in both (0 + 1)D and (1 + 1)D. Comparing Fig. 3(a2) with Fig. 3(b2), we find that after the peaks, the collapse in Fig. 3(b2) is much better than that in Fig. 3(a2). The reason is that the critical region for the (1 + 1)D YLES is broader than the critical region for the (0 + 1)D YLES, as shown in Fig. (1). Moreover, comparing Figs. 2 and 3 (a), we find that the collapse region for the rescaled curves becomes smaller as the lattice size increases. This indicates that the regime, in which Eq. (3) is applicable, shrinks for larger \( L \).

To investigate the relation between Eqs. (3) and (4), we extract the order parameters at \( h_{cL}^k \) for various \( R_h \). First, Fig. 4(a), plotted on the double-logarithmic scale, shows that for different lattice sizes, the curves of \( M \) ver-
sus $R_h$ are almost parallel straight lines, whose slopes are between $-0.334$ and $-0.324$, agrees with the theoretical value of $\beta_0/\nu_0 r_0 = -1/3$. Second, we plot in Fig. 4(b) the rescaled order parameter as the function of the rescaled lattice size with the $(1+1)$D critical exponents as input. The rescaled curves collapse onto one single curve. Thus, Eq. (5) is confirmed and this rescaled curve is just the scaling function $f_c(0, B)$. Third, as shown in Fig. 4(b), by plotting the rescaled curve in double-logarithmic scale, one finds that $f_c(0, B)$ itself is a power function, whose exponent is fitted to be $-0.7331$. This exponent is close to the theoretical value of $r_1 (\beta_0 d_0 / \nu_0 r_0 - \beta_1 d_1 / \nu_1 r_1) \approx -0.7333$, confirming Eq. (6).

In addition, we also numerically study the driven dynamics for changing $\lambda$ [40]. We confirm that the driven dynamics in the overlap critical region in the $L^{-1} - \lambda$ plane can be described by both Eqs. (3) and (4) with $h$ and $h_{Y,L}^L (h_{\infty,L}^L)$ being replaced by $\lambda$ and $\lambda_{Y,L}^L (\lambda_{\infty,L}^L)$, respectively, however, the exponents therein keep unchanged.

**Summary and Discussion**— In summary, we have studied the driven dynamics in the YLES. For the $(0+1)$D YLES, we have shown that although the topological defects is not well-defined, the KZS can still be applied to describe the driven dynamics. Additionally, in the overlap critical regions between the $(0+1)$D and $(1+1)$D YLES, we have found that the driven critical dynamics can be described by the KZS according to both the $(0+1)$D and $(1+1)$D critical theories, although their critical exponents are different. We have also explored the relation between dynamic scaling functions of the KZS in the $(0+1)$D and $(1+1)$D theory. Besides the experiments in condensed matter [31], recent experiments in cold atom physics also provides powerful approach to measure the Lee-Yang zeros [42, 43]. These experiments can possibly be extended to manipulate the driven dynamics near the YLES.

Our studies on the KZS in the overlap critical region will also shed some light on the investigation of the KZS in other complex systems. For example, the two-dimensional quantum Ising model at finite temperatures exhibits both classical and quantum phase transition [38], and its phase diagram is similar to Fig. 1. The quantum critical regime overlaps with the classical critical region. By noting that the KZS has been verified in both the quantum criticality at finite temperature regions [7] and the classical criticality, one expects that the driven dynamics in the quantum-classical overlap critical region should exhibit similar properties.
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SUPPLEMENTAL MATERIAL

I. The Yang-Lee edge singularity at finite size

Energy spectra— To illustrate the Yang-Lee edge singularity (YLES) for finite-size systems [1], we show the lowest two eigenvalues for model (1). In Fig. 5, one finds that for fixed $\lambda$, when $h < h_{LYL}$, the spectra are real; when $h > h_{LYL}$, the spectra form conjugate pairs; and exactly at $h_{LYL}$, the gap between the lowest two eigenvalues vanishes. For comparison, in Fig. 6, one finds that for fixed $h$, when $\lambda > \lambda_{LYL}$, the spectra are real; when $\lambda < \lambda_{LYL}$, the spectra form conjugate pairs; and at $\lambda_{LYL}$, the gap vanishes.

![Figure 5](image5.png)

FIG. 5. (Color online) The lowest two levels for $\lambda = 5$ and $L = 8$. The gap vanishes at $h_{LYL} = 2.320787$.

![Figure 6](image6.png)

FIG. 6. (Color online) The lowest two levels for $h = 2.292475$ and $L = 8$. The gap vanishes at $\lambda_{LYL} = 4.962513$.

Estimation of the critical point of the YLES— As shown in Fig. 7, we estimate the critical point of the YLES by determining the position at which the order parameter diverges [1, 2]. Different from usual phase transitions, in which $M$ vanishes at the critical point, here, $M$ tends to infinity when $h$ ($\lambda$) tends to $h_{LYL}$ ($\lambda_{LYL}$) from the side of the ferromagnetic phase; while $M = 0$ when $h$ ($\lambda$) tends to $h_{LYL}$ ($\lambda_{LYL}$) from the side of the paramagnetic phase. In Table I, we list values of $h_{LYL}$ and $\lambda_{LYL}$ with fixed $\lambda$ and $h$, respectively, for different $L$.

| $L$ | $h_{LYL}$ for $\lambda = 5$ | $\lambda_{LYL}$ for $h = 2.292475$ |
|-----|-----------------------------|-----------------------------------|
| 8   | 2.320787                    | 4.962513                          |
| 9   | 2.313911                    | 4.971616                          |
| 10  | 2.309176                    | 4.977885                          |
| 11  | 2.305794                    | 4.982363                          |
| 12  | 2.303305                    | 4.985659                          |
| 13  | 2.301426                    | 4.988147                          |
| 14  | 2.299978                    | 4.990065                          |

Finite-size scaling of the critical point of the YLES— Here we show the finite-size scaling of the critical point of the finite-size YLES [1]. For fixed $\lambda$ (= 5), we plot in Fig 8(a) the difference between $h_{LYL}$ and $\lambda_{LYL}$ (= 2.292475) as a
function of $L$. Power fitting shows that this curve satisfies $(h^L_{YL} - h^\infty_{YL}) \propto L^{-2.366}$, approximately agree with Eq. (2) in which $\beta_1/\nu_1 = 12/5$. For comparison, with fixed $h (= 2.292475)$, we plot in Fig 8(b) the difference between $\lambda^L_{YL}$ and $\lambda^\infty_{YL} (= 5)$ as a function of $L$. Power fitting shows that this curve satisfies $(\lambda^L_{YL} - \lambda^\infty_{YL}) \propto L^{-2.370}$. This indicates that $\lambda$ has the same critical dimension with $h$ [1]. Here we only consider the leading term. The higher order corrections have been discussed in Ref. 1.

II. The KZS for changing the transverse-field $\lambda$

In the main text, we discuss the main results for changing $\lambda$. Here, we demonstrate the details. We consider the driving $\lambda = \lambda_0 + R_\lambda t$ with $\lambda_0$ being far from the YLES. In Figs. 9(a1) and 9(a2), $L$ is fixed and the $(0 + 1)D$ critical exponents are employed to calculate the rescaled variables. After rescaling $M$ and $(\lambda - \lambda^L_{YL})$ with $R_\lambda$, we find that the rescaled curves match with each other in the vicinity of $\lambda^L_{YL}$, confirming Eq. (3) with $h$ and $R_h$ being replaced by $\lambda$ and $R_\lambda$, respectively. In Figs. 9(b1) and 9(b2), $LR_\lambda^{1/\nu_1}$ is fixed and the rescaled values are calculated according to the $(1 + 1)D$ theory. We find that the rescaled curves collapse onto each other according to Eq. (4) with $h$ and $R_h$ being replaced by $\lambda$ and $R_\lambda$, respectively. Thus, similar to the case of changing $h$, we conclude that the critical dynamics under changing $\lambda$ near the critical point of the YLES of model (1) can be described by the KZS for both $(0 + 1)D$ and $(1 + 1)D$. Comparing Fig. 9(a2) with Fig. 9(b2), we find that on the left-hand side of the peaks, the collapse in (b2) is much better than that in (a2). The reason is that the critical region for the infinite-size YLES is broader than the critical region for the finite-size YLES, similar to the case of changing $h$. 

FIG. 7. (Color online) (a) Estimations of $h^L_{YL}$ for fixed $\lambda$; (b) Estimation of $\lambda^L_{YL}$ for fixed $h$.

FIG. 8. (Color online) (a) Fitting of $(h^L_{YL} - h^\infty_{YL})$ versus $L$ for fixed $\lambda$. (b) Fitting of $(\lambda^L_{YL} - \lambda^\infty_{YL})$ versus $L$ for fixed $h$. 

In the main text, we discuss the main results for changing $\lambda$. Here, we demonstrate the details. We consider the driving $\lambda = \lambda_0 + R_\lambda t$ with $\lambda_0$ being far from the YLES. In Figs. 9(a1) and 9(a2), $L$ is fixed and the $(0 + 1)D$ critical exponents are employed to calculate the rescaled variables. After rescaling $M$ and $(\lambda - \lambda^L_{YL})$ with $R_\lambda$, we find that the rescaled curves match with each other in the vicinity of $\lambda^L_{YL}$, confirming Eq. (3) with $h$ and $R_h$ being replaced by $\lambda$ and $R_\lambda$, respectively. In Figs. 9(b1) and 9(b2), $LR_\lambda^{1/\nu_1}$ is fixed and the rescaled values are calculated according to the $(1 + 1)D$ theory. We find that the rescaled curves collapse onto each other according to Eq. (4) with $h$ and $R_h$ being replaced by $\lambda$ and $R_\lambda$, respectively. Thus, similar to the case of changing $h$, we conclude that the critical dynamics under changing $\lambda$ near the critical point of the YLES of model (1) can be described by the KZS for both $(0 + 1)D$ and $(1 + 1)D$. Comparing Fig. 9(a2) with Fig. 9(b2), we find that on the left-hand side of the peaks, the collapse in (b2) is much better than that in (a2). The reason is that the critical region for the infinite-size YLES is broader than the critical region for the finite-size YLES, similar to the case of changing $h$. 
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FIG. 7. (Color online) (a) Estimations of $h^L_{YL}$ for fixed $\lambda$; (b) Estimation of $\lambda^L_{YL}$ for fixed $h$.
FIG. 9. (Color online) Under changing $\lambda$ with fixed $h = 2.292475$, the curves of $M$ versus $(\lambda - \lambda_{Y1}^L)$ for fixed $L = 10$ in (a1) match with each other in (a2) when $M$ and $(\lambda - \lambda_{Y1}^L)$ are rescaled by the $(0 + 1)$D exponents; for comparison, the curves of $M$ and $(\lambda - \lambda_{\infty}^L)$ for fixed $L_{Y1}^L = 4.977885$ in (b1) match with each other in (b2) when $M$ and $(\lambda - \lambda_{\infty}^L)$ are rescaled by the $(1 + 1)$D exponents. The arrows point the directions of changing $\lambda$.

Then we study the relation between Eqs. (3) and (4) for changing $\lambda$. Similar to the procedure of changing $h$, we extract the order parameters at $\lambda_{Y1}^L$ for $R_{\lambda}$. Similar to Fig. 4(a), Fig. 10(a) shows that for different lattice sizes, the curves of $M$ versus $R_{\lambda}$ are almost parallel lines on a double-logarithmic scale. By linearly fitting, we find that the slopes are between $-0.327$ and $-0.318$, close to the corresponding theoretical value for changing $h$. Similar to Fig. 4(b), we plot in Fig. 10(b) the rescaled order parameters as the function of the rescaled lattice sizes with the $(1 + 1)$D exponents for changing $h$ as input. We find that the rescaled curves collapse onto each other, confirming Eq. (5) with $h$ and $R_h$ being replaced by $\lambda$ and $R_{\lambda}$, respectively. Moreover, linearly fitting the rescaled curve, one finds that the slope is about $-0.713$, agree with the theoretical value of $r_1(\beta_0 \delta_0 / \nu_0 r_0 - \beta_1 \delta_1 / \nu_1 r_1) \simeq -0.7333$, confirming Eq. (6) with $h$ and $R_h$ being replaced by $\lambda$ and $R_{\lambda}$, respectively.
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