PARTICLE SYSTEMS ARISING FROM AN ANTI-FERROMAGNETIC ISING MODEL
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Abstract. We study a low temperature anisotropic anti-ferromagnetic 2D Ising model through the guise of a certain dimer model. This model has a bijection with a one-dimensional particle system equipped with creation and annihilation. In the thermodynamic limit, we determine the explicit phase diagrams as functions of temperature and anisotropy. Two values of the anisotropy are of particular interest - the ‘critical’ value and the ‘independent’ value. At independence, the particle system has the same distribution as the two colored noisy voter model. Its limiting measure under a natural scaling window is the Continuum Noisy Voter Model. At criticality, the distribution of particles on a given horizontal line, is a Pfaffian point process whose kernel in the scaling window can be written explicitly in terms of Bessel functions. We also show that ‘macroscopic’ creations form a Poisson point process.

1. Introduction

1.1. History. The dimer model is a two-dimensional exactly solvable model, which can be described in the following manner. A dimer configuration for a planar graph is a subset of edges in which each vertex is covered exactly once by an edge. The dimer model is a probability measure on the set of all dimer configurations of the underlying planar graph. Weights can be applied to the edges so that specific edges have higher or lower probabilities of being observed.

The dimer model was initially introduced in [Kas61]. [Fis66] noticed the correspondence between the dimer model and the two-dimensional Ising Model. Since its introduction, the dimer model has been studied extensively and a vast variety of techniques have been developed using many areas of mathematics. Much of this work was completed by R. Kenyon and A. Okounkov during the late 90’s and 00’s (for an excellent survey of their body of results, see [Ken09]). The dimer model is a rather unique statistical mechanical model - not only can a partition function be easily found but by [Ken97], local statistics can be computed.

Dimer models on non-bipartite lattices are fundamentally different to dimer models on bipartite lattices. For instance, we can define a height function if and only if the underlying lattice is bipartite (see [Ken00]), which leads to connections with random surfaces ([She05]). Recently, there has been renewed interest in the study of dimer coverings on non-bipartite lattices. In particular, [BrT08] have shown that some of the machinery for the dimer model on bipartite lattices transfers to non-bipartite lattices.

1.2. The Dimer model on the Fisher lattice. This paper focuses on a dimer model on a particular non-bipartite lattice, called the Fisher Lattice, introduced in [Fis66]. The Fisher lattice consists of a honeycomb lattice with a triangle decoration at each vertex as depicted in Figure 1. All vertical edges are referred to as a edges. All edges outside the triangle
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Figure 1: The Fisher Lattice

decoration which are not vertical are referred to as $b$ edges. We give weight $a$ to the $a$ edges, weight $b$ to the $b$ edges and weight 1 to the remaining edges.

Let $G$ denote the Fisher lattice on the plane. Define the toroidal graph $G_n$ to be the quotient $G/n\mathbb{Z}^2$ where the action $n\mathbb{Z}^2$ are translations by $(n,0)$ and $(0,n)$ (horizontal and vertical translations). Let $\mathcal{M}(G_n)$ denote the set of all dimer coverings of $G_n$. We can define a probability measure $\mu_n$ for $M \in \mathcal{M}(G_n)$ so that the probability of $M$ is proportional to the product of all the edge weights; that is,

$$
\mu_n(M) = \frac{a^{N_a} b^{N_b}}{Z(G_n)}
$$

where $N_a = N_a(M)$ and $N_b = N_b(M)$ are the number of dimers covering $a$ and $b$ edges for the dimer covering $M$ and, $Z(G_n)$ is the partition function: $Z(G_n) = \sum_{M \in \mathcal{M}(G_n)} a^{N_a} b^{N_b}$.

1.3. **Anti-ferromagnetic Ising model and Setup.** Here, we describe the one-to-two correspondence between the dimer model on the Fisher lattice and an anisotropic anti-ferromagnetic 2D Ising model (explained below), as described in [Fis66].
Let $\Lambda_n$ represent the faces of the dodecahedrons in $G_n$. Let $\Omega := \{-1, +1\}^{\Lambda_n}$ and let $\sigma_x \in \{-1, 1\}$ denote the spin at $x \in \Lambda_n$. For $\sigma \in \Omega$, define the Hamiltonian by

$$H(\sigma) = \sum_{v} \sum_{v \sim w} J_{v,w} \frac{\sigma_v \sigma_w + 1}{2}$$

where $v \sim w$ means that $v$ and $w$ are nearest neighbors and $J_{v,w}$ is the interaction term between the faces $v$ and $w$. For $\sigma \in \Omega$, define the probability measure,

$$\nu_n(\sigma) = \frac{e^{-H(\sigma)}}{Z(\Lambda_n)}$$

where $Z(\Lambda_n)$ is the partition function: $Z(\Lambda_n) = \sum_{\sigma \in \Omega} e^{-H(\sigma)}$. The above probability measure is called the Ising model.

The correspondence between the Ising model and dimer model can be seen in Figure 2 and is as follows. Faces sharing an edge have the same spin if there is a dimer covering the shared edge. Otherwise, the faces have opposite spins.

$$J_{v,w} = \begin{cases} \log a & w \sim v \text{ and } wv \text{ is an a edge} \\ \log b & w \sim v \text{ and } wv \text{ is a b edge} \end{cases}$$

where $wv$ is the shared edge (on the Fisher lattice) between the faces $w$ and $v$. It is clear that

Lemma 1.

$$2Z(G_n) = Z(\Lambda_n)$$

We choose $a = x$ and $b = ux$ where $x < 1$ and $u \in (0, 1)$. As $u < 1/x$ then $J_{v,w} < 0$ for $v \sim w$, which means that adjacent sites have a high probability of having opposite spins. This is called an anti-ferromagnetic interaction. Furthermore, $J_{v,w}$ depends on the direction of the edge between the sites $v$ and $w$. This is called an anisotropic interaction. The parameter $x$ controls the temperature (because the temperature is equal to $1/(\log(1/x))$). The anisotropy is controlled by the parameter $u$. We shall sometimes refer to $u$ as the anisotropy.

Finally, we heuristically describe the concept of thermodynamic limit. As previously mentioned, dimer coverings of the torus $G_n$ give a probability measure $\mu_n$. The thermodynamic limit is the measure, $\mu = \mu(u, x) = \lim_{n \to \infty} \mu_n$, i.e. the limiting measure obtained when the system size is sent to infinity. More information on the thermodynamic limit can be found in Section 2.

1.4. The particle model. By considering the horizontal axis as space and the vertical axis as time, the dimer model, $\mu$, is in bijection with a one-dimensional particle system called the particle model. This is a probability measure on the set of all possible bi-infinite lines, finite loops and pairs of infinite lines with the same starting points on the diagonal grid.

For each dimer configuration there is a realization of the particle model, and vice versa, chosen with the same probability. An example of the correspondence can be seen in Figure 3. Each realization of the particle model is obtained from a dimer covering of the Fisher lattice by collapsing the a edges and the triangle decoration. This leaves a diagonal grid, where each dimer covering a b edge in the dimer model can be thought of as a trajectory of a particle in the particle model. By the structure of the underlying dimer model, particles can be created or annihilated in pairs and there is no branching or coalescence of particles. The above construction shows that the particle model is in bijection with dimer model of the Fisher lattice.
Figure 2: The correspondence between the Ising model and dimer coverings on the Fisher lattice. The blue edges represent dimers covering $b$ edges. The red edges are dimers covering the decoration and $a$ edges. The ‘+’ and ‘-’ are spins in the corresponding Ising model.

We say that a singularity occurs when there are no dimers covering any edges at a triangle decoration. A singularity is called a creation (annihilation) if the $a$ edge is below (above) the triangle decoration. We use the terminology creation (annihilation) because that singularity is a creation (annihilation) of two particles in the particle model. We adopt the convention that a particle is located at a point if there is no dimer covering the corresponding $a$ edge.

1.5. Scaling Limits and Scaling Windows. Here, we heuristically describe the concepts of scaling limit and scaling window. More specific information regarding scaling windows for the dimer model on the Fisher lattice, can be found in Section 2.

The scaling limit of grid-based models is a subtle concept and we make no attempt to define it rigorously. Informally, we can think of the scaling limit as the limiting measure of some measure when sending the lattice spacing to zero. For a two-dimensional lattice (e.g. $\mathbb{Z}^2$), the vertical and horizontal lattice spacings need not be sent to zero at the same rate. For example, Donsker’s scaling of a simple symmetric one dimensional random walk has different vertical and horizontal scalings (by considering the trajectory of the walk on a diagonal grid). For many statistical models, scaling limits are only non-trivial provided that the model is at criticality. In this context, criticality refers to the correlation length, defined in $\mathbb{L}_{16}$, being infinite. See [FFS92] for discussions regarding criticality and [Sch00] for the underlying philosophy of scaling limits of statistical mechanical models.
The concept of the scaling window is equally as subtle as the concept of the scaling limit. In this case, we do provide a watertight mathematical definition for the particle model (see Section 2) as it is one of the main aspects of this paper. Roughly speaking, a scaling window is the limiting measure of some measure when sending the lattice spacing to zero while simultaneously sending a certain parameter to zero. Similar to a scaling limit, the choice of the re-scaling is important in guaranteeing non-trivial behavior. This choice usually involves having constant density of some observable in the scaling window. For example, we could choose the scaling window so that the density of particles is constant along any arbitrary horizontal line.

Contrary to the scaling limit, the scaling window preserves microscopic behavior of the discrete model, which means that the scaling window is non-trivial regardless of whether the model is critical. In particular, the scaling window of a critical model is still critical. Indeed, the scaling window of a critical model can only be achieved if the model has two (or more) parameters. This is a consequence of criticality being a relationship between the available parameters.

In this paper, all scaling windows are taken with respect to the parameter $x$. We will only consider scaling windows after the thermodynamic limit has been taken. We will only consider scaling windows of the particle model and the distributions of the particles on an arbitrary horizontal line. We use the following terminology for scaling windows: For $\alpha, \beta > 0$, the scaling window $(x^\alpha, x^\beta)$ of a measure is the limiting measure obtained when sending a box of lattice points of size $(1/x^\alpha, 1/x^\beta)$ to a box in the continuum of size $(1, 1)$, when $x \to 0$.

We can now state and explain our main results. First, we consider the behavior in the thermodynamic limit and in particular, highlight the behavior at low temperature (i.e. which means $x$ is small) for different values of the anisotropy, $u$. We can then focus on taking scaling windows for different values of the anisotropy parameter.
1.6. Statement of the results.

Recall that $\mu = \mu(x, u)$ is the thermodynamic limit. Define $u_c := (-1 + \sqrt{1 + x^2})/x^2$, $u_i := (1 - \sqrt{1 - x^2})/x^2$, $\mu_0 = \lim_{x \to 0} \mu(u, x)$ and $\mathbb{P}_\mu(\cdot)$ denote the probability of the event $\cdot$ under $\mu$.

Under $\mu$, Theorem 5 gives an explicit formula for the expected number of $a$, $b$ edges and creations per fundamental domain for $x \in (0, 1)$ and $u \in (0, 1)$. Essentially, each expectation can be written as a linear combination of elliptic integrals, with the exact expression dependent on whether $u < u_c$, $u = u_c$ or $u > u_c$. By considering a low temperature expansion, then

**Theorem 1.** Under $\mu_0$,

\[
\mathbb{P}_{\mu_0}(\text{particle}) = \begin{cases} 
0 & \text{if } u \leq \frac{1}{2} \\
\frac{2}{\pi} \arccos \left( -\frac{1}{2u} \right) & \text{if } u > \frac{1}{2}
\end{cases}
\]

and

\[
\mathbb{P}_{\mu_0}(\text{creation}) = 0.
\]

In this limit, there is a phase transition at $u = 1/2$. As there are no creations (or annihilations), then particles form non-intersecting lattice paths for $u > 1/2$. The above behavior is only exhibited under $\mu_0$.

We can now consider the phase behavior for $u < u_c$ chosen independently of $x$ which leads to choosing a natural re-scaling for the scaling window of the particle model:

**Theorem 2.** For $u < u_c$ chosen independently of $x$, the scaling window $(x, x)$ of the particle model is a Poisson Point process with intensity $u^2 \left( \frac{1}{\sqrt{1 - 4u^2}} - 1 \right)$.

Under $\mu = \mu(u_i, x)$ with $x > 0$, the locations of particles in the particle model along a horizontal line are distributed according to an i.i.d. Bernoulli with probability $x/(1 + x)$. Each trajectory of a particle is independent of the trajectories of other particles and along each horizontal line, creations are i.i.d. Bernoulli with probability $cx^2$ (where $c$ is some constant). This leads to the noisy voter model interpretation of the particle model which is described below.
The (non-noisy) voter model on \( \mathbb{Z} \) with two colors is a time dependent probability measure with state space \( \{R, B\}^\mathbb{Z} \). The update of each site is given by randomly choosing the color of a neighboring site (see [Lig85]). The noisy voter model of two colors with noise \( p \) was introduced in [GM95]. Each site chooses at random the color of a neighboring site with probability \( 1 - p \) or flips its color with probability \( p \). [FINR06] constructed the scaling window \( (x, x^2) \) of the noisy voter model with noise \( cx^2 \) (\( c \) is a constant) and called it the Continuum Noisy Voter Model (CNVM). This construction relies on using the Brownian Web (see [FINR04]) and the dual Brownian Web. The correspondence for the particle model at the special case when \( u = u_1 \) and the noisy voter model is as follows. The paths in the particle model are shown, in Section 4, to represent the boundaries between the two colors in the noisy voter model. It is not surprising that

**Theorem 3.** At \( u = u_i \), the particle model has the same distribution as the color boundaries of the two color noisy voter model. In the scaling window \( (x, x^2) \), the particle model converges in distribution to the CNVM.

We can now consider the behavior for \( u_γ := (1 - \sqrt{1 - x^2γ})/(γx^2) = 1/2 + γx^2/8 + O(x^4) \). Notice that \( u_{-1} = u_x \) and \( u_1 = u_1 \). We find the stationary measure for particle locations at time \( t \in \mathbb{R} \) in the scaling window \( (x, x^2) \).

**Theorem 4.** For \( u = u_γ \) but \( γ \neq 1 \), in the scaling window \( (x, x^2) \) the distributions of the particles along an arbitrary horizontal line are given by a Pfaffian point process, \( \mathbb{P}_0^\gamma \), with kernel

\[
M_{γ,x}^{res}(y, y) = \begin{pmatrix}
0 & e(γ) \\
-e(γ) & 0
\end{pmatrix}
\]

for \( y \in \mathbb{R} \) and for \( y_1 \in \mathbb{R} \) and for \( y_2 \in \mathbb{R} \) with \( y_1 < y_2 \)

\[
M_{γ,x}^{res}(y_1, y_2) = \begin{pmatrix}
-E_1^γ(|y_1 - y_2|) & -E_2^γ(|y_1 - y_2|) \\
E_2^γ(|y_1 - y_2|) & E_1^γ(|y_1 - y_2|)
\end{pmatrix}
\]

where for \( e_1(γ) = 2 + \sqrt{2(1 - γ)} \), \( e_2(γ) = (2 - \sqrt{2(1 - γ)})I_{γ > 1} + (-2 + \sqrt{2(1 - γ)})I_{γ < 1} \) and \( α > 0 \), we have

\[
e(γ) = \frac{1}{πi} \int_{e_2(γ)}^{e_1(γ)} \frac{2 - 2γ + p^2}{2\sqrt{4 + 8γ + 4γ^2 - 12p^2 + 4γp^2 + p^4}} dp,
\]

\[
E_1^γ(α) = -\frac{1}{πi} \int_{e_2(γ)}^{e_1(γ)} \frac{2pe^{-αp}}{\sqrt{4 + 8γ + 4γ^2 - 12p^2 + 4γp^2 + p^4}} dp
\]

and

\[
E_2^γ(α) = \frac{1}{πi} \int_{e_2(γ)}^{e_1(γ)} \frac{(-2 - 2γ - p^2)e^{-αp}}{2\sqrt{4 + 8γ + 4γ^2 - 12p^2 + 4γp^2 + p^4}} dp.
\]

In the special case when \( γ = -1 \), \( e(-1) = 2/π \),

\[
E_1^{-1}(α) = B_I(0, 4α) - S_L(0, 4α) = \frac{1}{π} \int_0^π e^{-4α|sinθ|} dθ
\]

and

\[
E_2^{-1}(α) = S_L(-1, 4α) - B_I(0, 4α) = \frac{1}{πi} \int_0^π e^{iθ-4α|sinθ|} dθ
\]
where $B_I(n,z)$ is the modified Bessel Function of the first kind of order $n$ and $S_L(n,z)$ is the modified Struve function of order $n$.

A Pfaffian point process is the analog of a determinantal point process for an anti-symmetric matrix whose entries are given by some integral kernel, with the determinant replaced by a Pfaffian. More information about determinantal processes can be found in [Sos00].

The above theorem gives some information about the covariance between particles located on a horizontal line. From Theorem 4, the covariance between two particles on the same horizontal line is

\[
C(\alpha, \gamma) := E_{\gamma}^{\gamma}(\alpha)^2 - E_{\gamma}^{\gamma}(\alpha)^2
\]

for $\gamma \neq 1$, where $\alpha$ is the distance between two particles. For $\gamma = 1$, $C(\alpha, 1) = 0$ for all $\alpha \geq 0$. Figure 5 shows a plot of this function for $\alpha = 0.2$. It can be easily shown that $C(\alpha, \gamma)$ is positive if $\gamma < 1$, is negative if $\gamma > 1$ and 0 if $\gamma = 1$.

As in [CCFS89], define the correlation length to be

\[
\xi(\gamma) := - \lim_{\alpha \to \infty} \frac{\alpha}{\log(|C(\alpha, \gamma)|)}.
\]

This measures the rate of decay of the covariance. In Section 7, we prove the following lemma.

**Lemma 2.**

\[
\xi(\gamma) = \begin{cases} 
\frac{1}{2 e_2(\gamma)} & \gamma < -1 \\
\infty & \gamma = -1 \\
\frac{1}{2 e_2(\gamma)} & -1 < \gamma < 1 \\
0 & \gamma = 1 \\
\frac{1}{4} & \gamma > 1 
\end{cases}
\]

where $e_2(\gamma)$ is defined in Theorem 4.

The discontinuity at $\gamma = 1$ is due to the definition of the correlation length as opposed to any explicit change in phase behavior. This is explained in more detail in Section 7. One further interesting consequence of the above lemma is the following: We have written the model at criticality (i.e. $\gamma = -1$) in terms of the parameter $x$ and taken the scaling window
This is an example of the scaling window preserving scale invariance. Here, scale invariance means that the correlation length diverges.

For \( u = u_* \), the creations (and annihilations) forms a dense set regardless of the value of \( \gamma \) in the scaling window \( (x, x^2) \). This is a consequence of

\[
E_\mu[\# \text{ of Creations per fundamental domain}] = \Theta(x^2)
\]

for \( \mu = \mu(u_\gamma, x) \). In particular, for \( \gamma = -1 \) (or \( u = u_c \)), define \( \Gamma_\epsilon \) to be the set of creations which give paths of length greater than \( \epsilon \) in the scaling window \( (x, x^2) \). Provided \( \epsilon > 0 \), we show that \( \Gamma_\epsilon \) is locally finite. In Theorem \( 6 \) we show that \( \Gamma_\epsilon \) is a Poisson point process with an intensity dependent on \( \epsilon \). Unfortunately, our method does not give a specific formula for the intensity.

We have determined the scaling window \( (x, x^2) \) of the particle model for \( \gamma = 1 \). We have also found the distributions of particles along a horizontal line in the scaling window \( (x, x^2) \) for all \( \gamma \in \mathbb{R} \). We ask the following question, for each \( u_\gamma, \gamma \neq 1 \), what is the scaling window \( (x, x^2) \) of the particle model? The difficulty lies in the fact that the underlying trajectories of particles are no longer independent, whereas the underlying CNVM construction relies on coalescing but independent random walks (the random walks are independent up to coalescence).

### 1.7. Overview of the paper
We begin by giving a more rigorous overview of the dimer model on the Fisher lattice, thermodynamic limit and scaling windows. We also provide some calculations concerning Pfaffians that are useful later in the paper. This is all contained in Section 2. In Section 3, we calculate exactly the expected number of \( a \) and \( b \) edges covered by dimers in the thermodynamic limit. This leads to finding the expected number of creations or the expected number of annihilations. These provide an insight into the different behavior of the model depending on the value of \( u \). Using the expectations computed in this section, we are able to determine the behavior when \( x \to 0 \). We also provide a duality result between high and low anisotropy. In Section 4 we concentrate on the behavior of the model when \( u < u_c \) is fixed (and independent of \( x \)) and prove Theorem 2. Section 5 provides the proof of Theorem 1 when \( \gamma = -1 \) and we give the proof of Theorem 6. The case when \( u = u_i \) is considered in Section 6 and there, we show the proof that the dimer model when \( u = u_i \) is equal in distribution to the noisy voter model. This leads to the convergence to the Continuum Noisy Voter Model. In Section 7 we prove the rest of Theorem 4 (for \( \gamma \neq 1, -1 \)) and also find an explicit expression for the correlation lengths for all values of \( \gamma \). Section 8 gives some concluding remarks and directions for future work.
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### 2. The Dimer Model on The Fisher Lattice

In this section, we introduce some of the theory of the dimer models. Our brief survey contains only the most relevant results crucial for the rest of the paper. For a full treatment of results on dimer models on non-bipartite graphs see \[BdT08\]. We provide some analysis of the characteristic polynomial (defined in Section 2.2), which sheds some light on the
behavior of the particle model. Finally, we give some facts regarding Pfaffians including an inclusion-exclusion formula.

2.1. Thermodynamic Limit. Let $G$ be a planar graph with structure given by the Fisher lattice, see Figure 1. Suppose that $G$ has edges weights $x$, $ux$ or 1 depending on whether we have a vertical edge, a non-vertical edge off the triangle decoration or an edge on the triangle decoration. $G$ is $\mathbb{Z}^2$-periodic meaning that the action of translations in $\mathbb{Z}^2$ is an automorphism of $G$. Let $G_n$ be the quotient of $G$ by the action $n\mathbb{Z}^2$. In other words, $G_n$ is a finite graph, with Fisher lattice structure, on a torus.

A dimer is an edge and a dimer configuration, $M$, is a subset of edges of $G$ such that each vertex is incident to exactly one edge. For a dimer configuration, we say that a ‘dimer covers an edge’ if that edge is present in the dimer configuration. Let $\mathcal{M}(G)$ denote the set of all dimer configurations of the graph $G$ and $\mathcal{M}(G_n)$ denote the set of all dimer configurations of the graph $G_n$. On $\mathcal{M}(G_n)$, define the probability measure $\mu_n$ for $M \in \mathcal{M}(G_n)$ by

$$\mu_n(M) = \frac{(ux)^{N_a}x^{N_b}}{Z(G_n)}$$

where $N_a = N_a(M)$ and $N_b(M)$ are the numbers of dimers covering $a$ and $b$ edges in the dimer configuration $M$ and $Z(G_n)$ is the partition function: $Z(G_n) = \sum_{M \in \mathcal{M}(G_n)} (ux)^{N_a}x^{N_b}$.

A measure of the form in (2.1) is called a Boltzmann measure.

A Gibbs measure on $\mathcal{M}(G)$ has the following property: Fixing the perfect matchings inside an annular region, then the perfect matchings inside and outside of this annular region are independent. Let $\mathcal{F}$ be the $\sigma$-field generated by cylinders (here, a cylinder is the set of dimer configurations of $G$ containing a fixed finite subset of edges of $G$). Then, Theorem 6 of [BdT08] guarantees the existence of a unique probability Gibbs measure $\mu = \mu(u, x)$ defined on $(\mathcal{M}(G), \mathcal{F})$ such that it is weak limit of the Boltzmann measures $\mu_n$ as $n \to \infty$ for any dimer model on a non-bipartite graph. This limiting measure is called the thermodynamic limit. We denote $\mu_0 = \lim_{x \to 0} \mu(u, x)$, $\mathbb{P}_\mu(\cdot)$ to be the probability of the event $\cdot$ under $\mu$ and $\mathbb{E}_\mu$ to be the expectation under $\mu$.

2.2. Partition Function, Local Probabilities and Notation. Here, we explain some of the theory of dimer models. In particular, we state results that are useful in the rest of the paper, such as, the formula for the partition function and local statistics formula. For proofs of these results, see [BdT08].

We refer to the graph $G_1$ as the fundamental domain. Orient the edges of $G_1$ so that the number of counter clockwise edges per face is odd. This is called the Kastelyn orientation. Such an orientation is given in Figure 6 for the fundamental domain. Assume that $G$ (the infinite planar graph) has the periodic Kastelyn orientation induced by $G_1$. As $G$ is $\mathbb{Z}^2$ periodic, we can write any vertex of $G$ as a vertex of $G_1$ plus a translation of the fundamental domain, where the first co-ordinate of the translation is in the direction of the vector $(1, 1)$ and the second co-ordinate is in the direction of the vector $(-1, 1)$ (i.e. $v + (x, y)$ is the vertex $v$ in the fundamental domain translated by $(x - y, x + y)$).

Let $V(G_1) = \{v_i\}$ be the set of vertices of $G_1$ labelled as per Figure 6. Let $\gamma_1$ (and resp. $\gamma_2$) be a path in the dual of $G_1$, winding around the torus in the direction of the vector $(1, 1)$ (and $(-1, 1)$). Write $e_{ij}$ for the weight of the edge $v_i v_j$. For parameters $z$ and $w$, let
Figure 6: Fundamental domain. The edge from $v_1$ to $v_6$ crosses $\gamma_1$ and the edge from $v_2$ to $v_5$ crosses $\gamma_2$.

$$w_{ij} = z^{n_1} w^{n_2} e_{ij},$$ where

$$n_1(n_2) = \begin{cases} 1 & \text{if } v_i \sim v_j, \text{ and } v_i \rightarrow v_j \text{ crosses } \gamma_1(\gamma_2) \text{ from below} \\ 0 & \text{if } v_i \sim v_j, \text{ and } v_i \rightarrow v_j \text{ does not cross } \gamma_1(\gamma_2) \\ -1 & \text{if } v_i \sim v_j, \text{ and } v_i \rightarrow v_j \text{ crosses } \gamma_1(\gamma_2) \text{ from above} \end{cases}$$

(2.2)

Let $K(z, w)$ be the $6 \times 6$ anti-symmetric matrix given by

$$K(z, w) = \begin{pmatrix} 0 & -1 & 1 & 0 & 0 & b/z \\ 1 & 0 & -1 & 0 & b/w & 0 \\ -1 & 1 & 0 & a & 0 & 0 \\ 0 & 0 & -a & 0 & 1 & -1 \\ 0 & -bw & 0 & -1 & 0 & 1 \\ -bz & 0 & 0 & 1 & -1 & 0 \end{pmatrix}.$$ 

(2.3)

where $a = x$ and $b = ux$. 

where $v_i \sim v_j$ means that $v_i$ and $v_j$ share an edge and $v_i \rightarrow v_j$ denotes an arrow from $v_i$ to $v_j$ in the Kastelyn orientation. This gives

(2.4)
The relevance of the above discussion is that we can write the partition function and probabilities of observing a local configuration in the thermodynamic limit as expressions involving $K(z, w)$ (see [BrT08] and [KOS06]). The characteristic polynomial for the fundamental domain, $P(z, w)$, is defined to be the determinant of $K(z, w)$. This gives

$$P(z, w) = a^2 + 2b^2 + a^2b^4 + ab(1-b^2)(z + 1/z + w + 1/w) + b^2(1 - a^2)(z + w)$$

The logarithm of the partition function can be written in terms of the characteristic polynomial, namely

$$\log Z = -\frac{1}{2(4\pi^2)} \int_{|z|=1} \int_{|w|=1} \log P(z, w) \frac{dw}{w} \frac{dz}{z}$$

Let $E = \{e_1 = u_1u_2, \ldots, e_m = u_{2m-1}u_m\}$ be a subset of edges, with each $u_i$ representing a distinct vertex. [BrT08] showed that the probability of observing $E$ in thermodynamic limit is given by

$$P_\mu(e_1, \ldots, e_m) = \left( \prod_{i=1}^{m} K(u_{2i}, u_{2i+1}) \right) \text{Pf}((K^{-1}(u_i, u_j))_{1 \leq i, j \leq 2m}^T)$$

where $T$ represents the transpose of a matrix and assuming $v$ and $\tilde{v}$ are in the same fundamental domain,

$$K^{-1}(v, \tilde{v} + (x, y)) = \frac{1}{(2\pi)^2} \int_{\mathbb{T}^2} K^{-1}(z, w)_{v, \tilde{v}} w^{-x} z^{-y} \frac{dw}{w} \frac{dz}{z}$$

This formula was discovered in [Ken97] for bipartite graphs. (2.7) is referred to as the \textit{local statistics formula}.

For the rest of the paper, we use the following notation. We denote $v_i(n, m) = v_i + (n, m)$ where $i \in \{1, 6\}$. In other words, $v_i(n, m)$ is the vertex $v_i$ in the $(n, m)$ fundamental domain. Note that $v_i = v_i(0, 0) = v_i + (0, 0)$.

2.3. \textbf{Critical Values.} In this subsection, we allow $u \in (0, \infty)$. A dimer model is said to be \textit{critical} if there exists values of $(z, w) \in \mathbb{T}^2$ such that $P(z, w) = 0$. The dimer model on the Fisher lattice with weights $(u, x)$ is critical when $(-1 + \sqrt{1+x^2})/x^2$ and $(1 + \sqrt{1+x^2})/x^2$. By Lemma 7, the particle model has the same distribution at each of these values of $u$. We define $u_c$ to be $(-1 + \sqrt{1+x^2})/x^2$, which is approximately $1/2 - x^2/8$. The dimer model on the Fisher lattice has other values of interest, namely $(1 - \sqrt{1-x^2})/x^2$ and $(1+\sqrt{1-x^2})/x^2$. Again, the particle model has the same distribution at each of these values of $u$ by Lemma 7. We define $u_i$ to be $(1 - \sqrt{1-x^2})/x^2$ and refer to it as the \textit{independent value} of $u$. The details of $u = u_i$ and why it forms an ‘independent’ model is contained in Section 3.

2.4. \textbf{Particle Model probability space.} In this subsection, we define the underlying probability space for the particle model by use of a certain metric. We use the same space defined in [AB99] and [Cam08]. Let $\mathbb{R}^2$ denote $\mathbb{R}^2 \cup \{\infty\}$, i.e. the compactification of $\mathbb{R}^2$. Let $d$ be the spherical metric, which is defined to be $d : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ by

$$d(u, v) = \inf \int (1 + |\phi|^2)^{-1} ds$$

where the infimum is over all smooth curves connecting $u$ and $v$, $\phi$ is parameterized by the arc length $s$ and $|\cdot|$ is the Euclidean metric.

Let $\mathcal{H}$ be the space of all collections of curves in $\mathbb{R}^2$. We need to define a metric on $\mathcal{H}$ in order to determine its open sets. Let $\gamma_1$ and $\gamma_2$ be two curves with their parametrization at
time $t$ given by $\gamma_1(t)$ and $\gamma_2(t)$. Consider a complete separable metric space $S$ of continuous curves in $\mathbb{R}^2$, with distance given by
\begin{equation}
D(\gamma_1, \gamma_2) = \inf_{t \in [0,1]} \sup_{s \in [0,1]} d(\gamma_1(t), \gamma_2(t))
\end{equation}
where the infimum is over all choices of parametrizations of $\gamma_1$ and $\gamma_2$. The collection of all closed sets of $S$ is exactly $\mathcal{H}$. Let $\mathcal{F}_1$ and $\mathcal{F}_2$ denote two closed sets of curves. Then, $D$ induces the Hausdorff metric, $D_{\mathcal{H}}$, defined by
\begin{equation}
D_{\mathcal{H}}(\mathcal{F}_1, \mathcal{F}_2) < \epsilon \Rightarrow (\forall \gamma_1 \in \mathcal{F}_1, \exists \gamma_2 \in \mathcal{F}_2 \text{ such that } D(\gamma_1, \gamma_2) < \epsilon \text{ and vice versa})
\end{equation}
Therefore, $(\mathcal{H}, D_{\mathcal{H}})$ defines a complete separable metric space. Let $\mathcal{M}_{\mathcal{H}}$ denote the Borel $\sigma$-field associated with the metric $D_{\mathcal{H}}$. Let $\mathcal{M}_H$ be the space of probability measures taking values in $(\mathcal{H}, D_{\mathcal{H}})$. It is clear that the particle model (before rescaling) are measures in the space $\mathcal{M}_H$ for all values of $u$ and $x$.

We remind the reader that we say the scaling window $(x^\alpha, x^\beta)$ of some measure is the limiting measure obtained when taking the box $(x^\alpha, x^\beta)$ to $(1, 1)$ while simultaneously sending $x \to 0$. It is evident that the CNVM is in $\mathcal{M}_H$ because the Brownian Web (through which the CNVM is constructed) is a random variable taking values in $(\mathcal{H}, D_{\mathcal{H}})$. For each $u_\gamma$ and $\gamma \neq 1$, it is expected that the limiting measure of the particle model in the scaling window $(x, x^2)$ is in $\mathcal{M}_H$.

For $u < u_c$ ($u$ is independent of $x$), it is enough to consider the space $\mathcal{M}_{\mathbb{R}^2}$, which is the space of locally finite point processes on $\mathbb{R}^2$, for the particle model. This is due to showing, in Section 4, that there are no infinite lines and the loops formed by the trajectories of pairs of particles are finite $\mathbb{P}_u$-almost surely.

For each $u_\gamma$ and $\gamma \neq 1$, the distribution of the locations of particles along an arbitrary horizontal line is contained in $\mathcal{M}_R$, the space of locally finite point process on $\mathbb{R}$. By choosing the scaling window so that the density of particles along a horizontal line remains constant, the distribution of particles along this horizontal line converges to some measure in $\mathcal{M}_R$. This limiting measure, under the appropriate re-scaling, is found in Theorem 4.

2.5. Distribution of many particles. This self-contained subsection focuses on a formula for the locations of particles in the particle model. Essentially, this formula is an inclusion-exclusion type formula. We prove it using the recursive definition of the Pfaffian. However, another proof of the formula can be found using the fact that a Pfaffian of an anti-symmetric matrix can be thought of counting perfect matchings of a weighted graph (negative weights are allowed here), see [God93] for more details.

The notation is set up to avoid explicitly writing out complete matrices. For $1 \leq i \leq n$, let $X_i$ represent the existence of a particle at $x_i$. This is equivalent to the appropriate $a$ edge not being covered by a dimer in the underlying dimer configuration. The complement of $X_i$ shall be denoted $X_i^c$, which represents a dimer covering the appropriate $a$ edge in the underlying dimer configuration. Let $\mathbb{P}$ denote the law of observing the particles. Let $K_n(x_1, \ldots, x_n) = \{k_{i,j}\}_{i,j=1}^{2n}$ represent the $2n$ by $2n$ anti-symmetric matrix with $k_{2i-1,2i} = v = \mathbb{P}(X_i^c)$ for $1 \leq i \leq n$ and $k_{i,j}$ denote the appropriate inverse Kastelyn entries so that
\begin{equation}
\mathbb{P}(X_1^c, \ldots, X_n^c) = \text{Pf}(K_n(x_1, \ldots, x_n))
\end{equation}
Define, $K_n(\hat{x}_1, \ldots, \hat{x}_k, x_{k+1}, \ldots, x_n) = \{\hat{k}_{i,j}\}_{i,j=1}^{2n}$, with $\hat{k}_{2i-1,2i} = -1 + v$ for $1 \leq i \leq k$ and $\hat{k}_{i,j} = k_{i,j}$. Let $I_n^k = \{a_{i,j}\}_{i,j=1}^{2n}$ represent the antisymmetric matrix with $a_{2i-1,2i} = 1$ for $i \in \{1, \ldots, n\}$ and $a_{i,j} = 0$ otherwise. Then
Lemma 3.

(2.13) \[ \mathbb{P}(X_1, \ldots, X_n) = \text{Pf}(I_n^k - K_n(x_1, \ldots, x_n)) = (-1)^n \text{Pf}(K_n(\hat{x}_1, \ldots, \hat{x}_n)) \]

The proof does not require the edges covered to have the same probability of being covered. The result is stated in this fashion for convenience later in the paper.

Proof. The proof follows by using an iteration, with the key step relying on using the recursive definition of the Pfaffian. Consider

(2.14) \[ \mathbb{P}(X_1, X_2^c, \ldots, X_n^c) = \mathbb{P}(X_2^c, \ldots, X_n^c) - \mathbb{P}(X_1, \ldots, X_n^c) \]

with \( \mathbb{P}(X_2^c, \ldots, X_n^c) = \text{Pf}(K_{n-1}(x_2, \ldots, x_n)) \) and \( \mathbb{P}(X_1^c, \ldots, X_n^c) \) is given in (2.12). On the other hand, by using the recursive definition of the Pfaffian and letting \( A = K_n(\hat{x}_1, x_2, \ldots, x_n) \)

(2.15) \[ \text{Pf}(K_n(\hat{x}_1, x_2, \ldots, x_n)) = (-1 + v)\text{Pf}(A_{1,2}) + \sum_{i=3}^{2n} (-1)^i k_{1,i} \text{Pf}(A_{1,i}) \]

where \( A_{1,i} \) is the matrix obtained by removing both the 1st and \( i \)-th row and column. Notice that \( \text{Pf}(A_{1,2}) \) is exactly \( \text{Pf}(K_{n-1}(x_2, \ldots, x_n)) \) while \( v\text{Pf}(A_{1,2}) + \sum_{i=3}^{2n} (-1)^i k_{1,i} \text{Pf}(A_{1,i}) = \text{Pf}(K_n(x_1, x_2, \ldots, x_n)) \). Therefore, substituting (2.15) into (2.14) gives

(2.16) \[ \mathbb{P}(X_1, X_2^c, \ldots, X_n^c) = -\text{Pf}(K_n(\hat{x}_1, x_2, \ldots, x_n)) \]

Applying the steps to obtain (2.16) iteratively gives the result.

\[\square\]

3. Thermodynamic Limit

This section focuses on the behavior of the model in the thermodynamic limit. We introduce a generic method for calculating expectations, which is shown by computing the expected number of dimers covering \( b \) edges per fundamental domain. This method can be used to compute other expectations, such as the expected number of dimers covering \( a \) edges per fundamental domain. We then use expansions of the computed expectations to find the behavior of the model in the limit \( x \to 0 \). All the results are reliant on analysis of \( P(z, w) \), which we provide later in the section. Finally, we state and prove a ‘duality’ statement for low and high anisotropy.

3.1. Expectations for \( 0 < x < 1 \) and \( 0 < u < 1 \). Let \( N_b \) denote the number of dimers covering \( b \) edges per fundamental domain. By the setup of the model, there are 2 \( b \) edges in each fundamental domain. Let \( N_a \) denote the number of \( a \) edges not covered by a dimer per fundamental domain. Let \( N_X \) denote the number of creation singularities per fundamental domain. In this subsection, we find exact results for \( \mathbb{E}_\mu[N_b], \mathbb{E}_\mu[N_a] \) and \( \mathbb{E}_\mu[N_X] \). Figure 7 shows a plot of \( \mathbb{E}[N_b] \) and \( \mathbb{E}[N_a] \) for \( x = 0.5 \). Recall that we defined \( u_c = (1 + \sqrt{1 + x^2})/x^2 \).

Theorem 5. For \( 0 < x < 1 \) and \( 0 < u < 1 \)

(3.1) \[ \mathbb{E}_\mu[N_b] = \begin{cases} f(x, u, r) + \frac{2u^2x^2}{1+u^2x^2} & \text{if } u < u_c \\ f(x, u, 1) + \frac{2u^2x^2}{1+u^2x^2} & \text{if } u = u_c \\ f(x, u, 1/r) + \frac{2u^2x^2}{1+u^2x^2} & \text{if } u > u_c \end{cases} \]
Figure 7: A plot of $\mathbb{E}[N_b]$ and $\mathbb{E}[N_a]$ against $u \in (0,1)$ for $x = 0.5$. Notice that the difference between the two curves is $2\mathbb{E}[N_X]$.

where $f(x,u,r)$ is a continuous function given by

\begin{equation}
\begin{align*}
f(x,u,r) &= C(x,u)((u^2(-1 + x^2) + r^2u^2(-1 + x^2) + r(1 + u^4x^4 - 2u^2(1 + 2x^2))) \mathcal{K}\left(\frac{r - s}{rs - 1}\right) \\
&\quad + C(x,u)(-1 + r^2)u^2(-1 + x^2) \left(\Pi\left(\frac{r(r - s)}{rs - 1}, \frac{r - s}{rs - 1}\right) - \left(\Pi\left(\frac{r - s}{rs - 1}, \frac{r - s}{rs - 1}\right)\right)\right) \\
&\quad \text{for } r \neq 1 \text{ where}
\end{align*}
\end{equation}

\begin{equation}
\begin{align*}
C(x,u) &= \frac{\sqrt{rs}(1 + u^2x^2)}{\pi r(rs - 1)u^2(-1 + x)(1 + x)(-1 + u^2x^2)}, \\
r &= \frac{-1 + 2u^2 - u^4x^4 + (-1 + u^2x^2)\sqrt{1 - 4u^2 + 2u^2x^2 + u^4x^4}}{2(-u + 2u^2x - u^2x^2)}, \\
s &= \frac{1 - 2u^2 - u^4x^4 + (-1 + u^2x^2)\sqrt{1 - 4u^2 + 2u^2x^2 + u^4x^4}}{2(-u + 2u^2x - u^2x^2)}.
\end{align*}
\end{equation}

$\mathcal{K}(k)$ represents the complete elliptic integral of the first kind with modulus $k$ and $\Pi(n,k)$ represents the complete elliptic of the third kind with characteristic $n$ and modulus $k$. Also,

\begin{equation}
\begin{align*}
f(x,u,1) &= \frac{(-1 - x^2 + \sqrt{1 + x^2})(-2 - x^2 + 2\sqrt{1 + x^2})(-1 + \sqrt{1 + x^2})}{(1 + \sqrt{1 + x^2})^3} \left(\frac{-1}{2\pi i}\log \frac{x + i}{x - i} + 1\right)
\end{align*}
\end{equation}

The elliptic integrals are defined for $u > u_c$ by an analytic continuation argument (see [Law89]). Note that $\mathbb{E}_{\mu}[N_0]$ is a continuous function.

Proof. There are two ways to compute $\mathbb{E}_{\mu}[N_0]$. Either use the inverse Kasteleyn matrix to compute the probability of seeing an edge along $v_5$ to $v_2$ (and multiply the corresponding result by 2) or we can use the properties of the partition function. We follow the latter approach. Differentiating under the integral sign in (2.6) with respect to $b$ and multiplying
by \( b \) gives

\[
\mathbb{E}_\mu[N_b] = \frac{b}{8\pi^2} \int_{|w|=1} \int_{|z|=1} \frac{\partial}{\partial w} P(z, w) \frac{dz}{z} \frac{dw}{w}
\]

Taking the change of variable \( z = vw \) gives

\[
\mathbb{E}_\mu[N_b] = \frac{b}{8\pi^2} \int_{|w|=1} \int_{|v|=1} \frac{\partial}{\partial v} P(vw, w) \frac{dv}{v} \frac{dw}{w}
\]

Setting \( a = x, b = ux \), then the roots of the denominator of the integrand with respect to \( w \) are given by \( 0, r_1(v) \) and \( r_2(v), \) where

\[
\frac{1}{2(uv + uv^2 - u^4vx^2 - u^4v^2x^2)} \left( -u^2 - v - 2u^2v - u^2v^2 + u^2x^2 + u^2v^2x^2 - u^4vx^4 + A(v) \right)
\]

where

\[
A^2(v) = (-4(u + uv - u^3x^2 - u^3vx^2)(uv + uv^2 - u^3vx^2 - u^3v^2x^2) + (u^2 + v + 2u^2v + u^2v^2 - u^2x^2 - u^2v^2x^2 + u^4vx^4)).
\]

The root \( r_1(v) \), lies within the region \(|w| < 1\) for all \(|v| < 1\) while \( r_2(v) \), lies in the region \(|w| > 1\) for all \(|v| < 1\). Therefore, the first integral in (3.9) can be evaluated using residue calculus.

The residue at \( w = 0 \) for (3.9) is given by

\[
\frac{ux}{2} \frac{1}{2\pi i} \int_{|v|=1} \frac{-1 + 3u^2x^2}{uvx(-1 + u^2x^2)} dv = \frac{1 - 3u^2x^2}{2(1 - u^2x^2)}
\]

The residue at \( w = r_1(v) \) for (3.9) is more complicated and is given by

\[
\frac{1}{2\pi i} \int_{|v|=1} \frac{Q(v)}{2v(-1 + u^2x^2)A(v)} dv.
\]

where

\[
Q(v) = (1 + u^2x^2)(v + u^4vx^4 + u^2(-1 + x^2 + v^2(-1 + x^2) - 2v(1 + 2x^2)))
\]

The residue at \( v = 0 \) for (3.13) is given by

\[
\frac{1 + u^2x^2}{-2(1 + u^2x^2)}.\]

Notice that the contribution from (3.12) and (3.15) is \( \Theta(x^2) \) and gives the additive term shown in the formula for \( \mathbb{E}_\mu[N_b] \). It remains to finish evaluating (3.13), which is done by analysis of the roots of \( A(v) \). The roots of \( A(v) \) are \( r, s, 1/r, 1/s \), where \( r \) and \( s \) are defined in Theorem 3. They behavior of the underlying dimer model is dependent on the location of these four roots, which is given explicitly in Section 3.3.

Notice that \(|s| > 1\) for all values of \( u \). However, \(|r| > 1\) if \( u < u_c \), \( r = 1 \) if \( u = u_c \) and \(|r| < 1\) if \( u > u_c \). We can consider each case separately. Note that when \( u = u_i > u_c \), \( A(v) \) breaks down into a quadratic. In this special case, we can calculate using residue calculations.

For \( u < u_c \), the contour of integration in (3.13) can be deformed to a contour integral surrounding the branch cut from \( 1/r \) to \( 1/s \) as the residue at \( v = 0 \) has already been considered. This integral can then be deformed further giving two line integrals, which can
both be written as integrals from $1/r$ to $1/s$. These integrals are given by elliptic integrals, which can be simplified to the desired form.

For $u = u_c$, then $A(v)$ is given by

$$ (v - 1) \sqrt{(v - s)(v - 1/s)}. $$

This implies that the contour of integration in (3.13) can be deformed to a contour integral surrounding 1 and $1/s$. Completing the integrals via line integrals gives the required result.

For $u > u_c$, then we can repeat the same steps as given for $u < u_c$ but with the branch cut running from $r$ and $1/s$.

□

Corollary 1. For $0 < x < 1$ and $0 < u < 1$,

$$ \mathbb{E}_\mu[N_{ac}] = \begin{cases} g(x, u, r) - \frac{1}{1-x^2} & \text{if } u < u_c \\ g(x, u, 1) - \frac{1}{1-x^2} & \text{if } u = u_c \\ g(x, u, 1/r) - \frac{1}{1-x^2} & \text{if } u > u_c \end{cases} $$

where

$$ g(x, u, r) = D(x, u)(u^2(1 + x^2) + r^2 u^2 (1 + x^2) - r(1 - 2u^2 + u^4 x^4))K \left( \frac{(r - s)}{-1 + rs} \right) $$

$$ + D(x, u)(-1 + r^2) u^2 (1 + x^2) \left( \Pi \left( \frac{r(r - s)}{rs - 1}, \frac{r - s}{rs - 1} \right) - \Pi \left( \frac{r - s}{rs - 1}, \frac{r - s}{rs - 1} \right) \right) $$

for $r \neq 1$, where $D(x, u) = C(x, u) (-1 + u^2 x^2)/(1 + u^2 x^2)$, $C(x, u)$, $r$, $s$, $K$ and $\Pi$ are defined in Theorem 5. Finally,

$$ g(x, u, 1) = \frac{1 + x^2}{1 - x^2} \left( 1 - \frac{1}{\pi i} \log \left( \frac{x + i}{x - i} \right) \right) $$

Proof. $\mathbb{E}_\mu[N_{ac}]$ can either be computed using the partition function or by using inverse Kastelyn techniques, namely

$$ \mathbb{E}_\mu[N_{ac}] = 1 - x K^{-1}(v_3, v_4). $$

This can be computed using the same techniques used in Theorem 5. □

A creation consists of 3 edges, so its expectation consists of a Pfaffian of a 12 by 12 matrix. This is somewhat messy. However, the next lemma shows that $\mathbb{E}_\mu[N_X]$ can be computed using $\mathbb{E}_\mu[N_b]$ and $\mathbb{E}_\mu[N_{ac}]$.

Lemma 4.

$$ \mathbb{E}_\mu[N_X] = \frac{1}{2} (\mathbb{E}_\mu[N_b] - \mathbb{E}_\mu[N_{ac}]) $$

Proof. The trajectories of paths in the particle model form loops and infinite lines. These can be represented on the underlying dimer model as dimers covering $b$ edges and not covering $a$ edges. Let $\hat{N}_b$ denote the number of dimers covering $b$ edges, which do not belong to creations, per fundamental domain. Clearly, for each loop or line, $\hat{N}_b = N_{ac}$ and

$$ \mathbb{E}_\mu[\hat{N}_b] = \mathbb{E}_\mu[N_{ac}]. $$
On the other hand, \(2N_X = N_b - \breve{N}_b\) because for each loop or infinite line, the difference \(N_b - \breve{N}_b\) is the number of pairs of \(b\) edges seen in a fundamental domain (per fundamental domain). These are exactly creations (from definition of \(\breve{N}_b\)). Therefore,

\[
(3.24) \quad \mathbb{E}_\mu[N_b] - \mathbb{E}_\mu[\breve{N}_b] = 2\mathbb{E}_\mu[N_X]
\]

Combining (3.23) and (3.24) gives the result. \(\square\)

This leads to the following

**Corollary 2.** For \(0 < x < 1\) and \(0 < u < 1\)

\[
(3.25) \quad \mathbb{E}_u[N_X] = \begin{cases} 
\frac{1}{2} \left( f(x, u, r) - g(x, u, r) - \frac{x^2(1-2u^2+u^2x^2)}{(1-x^2)(1-u^2x^2)} \right) & \text{if } u < u_c \\
\frac{1}{2} \left( f(x, u, 1) - g(x, u, 1) - \frac{x^2(1-2u^2+u^2x^2)}{(1-x^2)(1-u^2)} \right) & \text{if } u = u_c \\
\frac{1}{2} \left( f(x, u, r) - g(x, u, r) - \frac{x^2(1-2u^2+u^2x^2)}{(1-x^2)(1-u^2)} \right) & \text{if } u > u_c
\end{cases}
\]

where the functions \(f\) and \(g\) are defined in Theorem 3.2 and Corollary 1.

### 3.2. Expectations in the limit \(x \to 0\)

The results in the previous subsection can be expanded out in terms of \(x\) for some values of \(u\). By computing the expansions of \(\mathbb{E}_\mu[N_b]\) and \(\mathbb{E}_\mu[N_X]\), we can determine the behavior of the model in the limit \(x \to 0\). This does require some attention - taking the limit through the underlying integrals cannot always be done. Therefore, we need careful expansion of the appropriate elliptic integrals.

**Lemma 5.**

\[
(3.26) \quad \mathbb{E}_\mu[N_b] = \begin{cases} 
O(x^2) & \text{if } u < u_c \text{ (fixed)} \\
\frac{2\pi}{x} + O(x^2) & \text{if } u = u_c \\
\frac{x}{O(x^2)} & \text{if } u = u_i \\
2 - 2\frac{k}{r} + O(x) & \text{if } u > u_i \text{ (fixed)}
\end{cases}
\]

where \(\theta = \arccos(-1/(2u))\). Furthermore, the first order term of \(\mathbb{E}_u[N_{a^c}]\) is equal to the first order term of \(\mathbb{E}_u[N_b]\) in each case.

Note that \(2/\pi < E[N_{a^c}] < x\) and \(\mathbb{E}_\mu[N_{a^c}]\) is increasing for \(u_c < u < u_i\) by (7.5). The same is true for \(\mathbb{E}_\mu[N_b]\).

**Proof.** For \(u < u_c\) (fixed), the modulus of the elliptic integrals, \(k = (s - r)/(rs - 1) = 4u^2x/\sqrt{1 - 4u^2} + O(x)\). The expansions of the elliptic integrals are given by

\[
(3.27) \quad K(k) = \frac{\pi}{2} + \frac{k^2\pi^2}{4} + O(k^4)
\]

and

\[
(3.28) \quad \Pi(\pi k, k) - \Pi(k/r, k) = \frac{k\pi(-1 + r^2)}{4r} + \frac{3k^2\pi(-1 + r^4)}{16r^2} + O(k^3).
\]

Expanding \(r\) and \(s\) in terms of \(x\) and simplifying gives the result.

The expansion for \(u = u_c\) follows by a series expansion of the expression given in Theorem 5.

For \(u = u_i\), we can calculate \(\mathbb{E}_\mu[N_b]\) using solely reside calculations. This is due to the branch cuts contract to a point. Hence, \(A(v)\) defined in the proof of Theorem 5 is a quadratic.
For $u > u_i$ (fixed), the modulus of each of the elliptic integrals is given by $i/k'$ where $k' = |s/r - 1|/|s - 1/r| = 4u^2x/\sqrt{4u^2 - 1} + O(x)$ and $i = \sqrt{-1}$. The expansions for the elliptic integrals are given by

$$K(k) = k' \log \left( \frac{2}{k'} \right) + k' \log 2 + O(k'^2)$$

and

$$\Pi \left( \frac{ir}{k'}, i/k' \right) - \Pi \left( \frac{i}{rk'}, i/k' \right) = k' \log \frac{1}{r} + O(k'^2).$$

which are both computed in the Appendix of [Chh11].

The expansions for $E_{\mu}[N_X]$ can be also computed for certain values of $u$. This is given by the following

**Lemma 6.**

$$E_{\mu}[N_X] = \begin{cases} \frac{1}{2}(1 - 2u^2 - \sqrt{1 - 4u^2})x^2 + O(x^3) & \text{if } u < u_c \text{ (fixed)} \\ \frac{x^2}{4} + O(x^3) & \text{if } u = u_c \\ \frac{x^2}{4} + O(x^3) & \text{if } u = u_i \\ (-\frac{1}{2}\sqrt{4u^2 - 1})x^2 \log x + O(x^2) & \text{if } u > u_i \text{ (fixed)} \end{cases}$$

**Proof.** For $u = u_i$ or $u = u_c$, the exact same method employed in the proof of Lemma 5 holds. Otherwise, notice that $E_{\mu}[N_X]$ is of the form

$$c_1(x, u)K(k) + c_2(x, u)(\Pi(r/k, k) - \Pi(1/(rk), k)) + O(x^2)$$

where $c_1(x, u), c_2(x, u)$ represent coefficients of the complete elliptic integrals and $k$ represents the appropriate modulus of the elliptic integrals, given in Theorem 5. For $u < u_c$, $c_1$ and $c_2$ are both of $O(x^2)$, hence the expansions of the elliptic integrals given in the proof of Lemma 5 hold for $u < u_c$. When $u > u_i$, $c_1(x, u)$ are both $O(x)$, which implies that we can use the expansions for the elliptic integrals in their given form, without needing to compute extra terms. We can now prove Theorem 1.

**Proof of Theorem 1.** For $u \in (0, 1)$, using Markov’s inequality and the Borel-Cantelli Lemmas, we obtain

$$\lim_{x \to 0} P_\mu(N_X = 0) = 1.$$ 

As the distribution of the creations is the same as the distribution of the annihilations, (3.33) implies with probability 1, there are no annihilations or creations for $u \in (0, 1)$. By Lemma 5 in the limit $x \to 0$ and $u > 1/2$, particles have density $2 - 2\theta/\pi$. For $u \leq 1/2$, by applying Markov’s inequality and the Borel-Cantelli Lemmas,

$$\lim_{x \to 0} P_\mu(N_{ac} = 0) = 1.$$ 

□
3.3. Analysis of $P(z, w)$. This subsection is primarily a consequence of the calculation in Theorem 5. We provide the behavior of the roots of $A(v)$, defined in (3.11). As a consequence, we can prove a ‘duality’ result, which gives an isometry for high and low anisotropy.

Recall that $P(z, w) = \det K(z, w)$ represents the characteristic polynomial and that a dimer model is said to be critical if $P(z, w) = 0$ for some $(z, w) \in \mathbb{T}^2$. Recall that $r, s, 1/r, 1/s$ are the roots of $A(v)$, as defined in (3.11). The values of the roots of $A(v)$ are dependent on the anisotropy as follows:

- For $u < u_c$, the roots are $r, s, 1/r$ and $1/s$ for $r, s \in \mathbb{R}$ with $1 < r < s$.
- For $u = u_c$, the roots are $r, 1/r$ (twice) and $1/s$ for $r \in \mathbb{R}$ with $1 < s$.
- For $u < u_i$, the roots are $r, s, 1/r$ and $1/s$ for $r, s \in \mathbb{R}$ with $r < 1 < s$.
- For $u = u_i$, the roots are $r$ (twice) and $1/r$ (twice) for $r \in \mathbb{R}$ with $r < 1$.
- For $u > u_i$ ($u < 1/x$), the roots are $r, 1/r$ and $1/s$ for $r \in \mathbb{C}$ with $|r| < 1$.

It is evident that for $u = u_c$, $A(−1) = 0$, which implies the model is critical when $u = u_c$. Taking $u = u_i$, then all entries in the inverse Kastelyn matrix can be computed solely using residue calculations. This leads to the model possessing independent trajectories of particles (see Section 6 for further details).

Provided that $u \in (0, 1)$, at low temperature the distance between certain pairs of roots is $O(x)$. For $u \leq u_i$, $r - s$ is $O(x)$. For $u > u_i$, $r - 1/r$ is $O(x)$. Notice that choosing $u = 1/2 + x^a c$ for $0 < a \leq 2$ and $c$ is a constant, $r - 1/r$ is $O(x^{a/2})$.

The next lemma gives a ‘duality’ for $ux$. Here, we temporarily drop the assumption that $u \in (0, 1)$. Let $X$ denote any configuration of a edges not covered by dimers in the dimer configuration. For notational simplicity, write $P(u, x, X) = P(ux, x, X)$.

**Lemma 7.** For $u < 1/x$ and $x > 0$,

\[(3.35)\]

$$P(u, x, X) = P\left(\frac{1}{ux^2}, x, X\right)$$

This shows that the particle model has the same distribution when choosing the anisotropy to be either $1/(ux^2)$ or $u$, provided $u < 1/x$. This also implies that the two critical points $(-1 + \sqrt{1 + x^2})/x^2$ and $(1 + \sqrt{1 + x^2})/x^2$ are equivalent (in distribution) in terms of the particle model as $(1 + \sqrt{1 + x^2})/x^2 = 1/(ux^2)$.

**Proof.** Let $K^{-1}(v_i, v_j(n, m))(u, x)$ denote $K^{-1}(v_i, v_j(n, m))$ with parameters $u$ and $x$, where $i, j \in \{3, 4\}$. By following the techniques in the proof of Theorem 5 and only computing the integral with respect to $u$ gives

\[(3.36)\]

$$K^{-1}(v_i, v_j(n, m))(1/(ux^2), x) = (-1)^{n+m}K^{-1}(v_i, v_j(n, m))(u, x).$$

In other words, we have an two integrals with respect to $v$ which differ by a factor of $(-1)^{n+m}$. Taking the Pfaffian of the matrix whose entries are given by the required inverse Kastelyn entries gives the required result (the factor $(-1)^{n+m}$ always affects an even number of rows and columns).

4. $u < u_c$ (NOT DEPENDENT ON $x$):

In this section, we prove Theorem 2 using a sequence of lemmas and propositions. These lemmas and propositions lead to the following informal description of the model. Before re-scaling, particles are created in pairs and the probability of survival of these particles decays exponentially with time. It is not unreasonable to expect that the particle model only consists of loops. The interactions between each of these loops can be shown decay
exponentially with distance and with time. Under any scaling window \((x, x)\) each loop contracts to a point and the distribution of these points is a Poisson point process with intensity \(u^2(1/\sqrt{1-4u^2}-1)\) as given in Theorem 2. Figure 8 shows a realization of the particle model for \(u < u_c\).

**Figure 8:** A simulation of the particle model on a grid of 100 by 100, with \(u = 0.4\) and \(x = 0.1\) using Glauber dynamics

Before embarking on stating and proving the lemmas and propositions, we first introduce and recall some notation. Recall that \(v_1(m, n), \ldots, v_6(m, n)\) represent the vertices in the fundamental domain \((m, n)\) and that the fundamental domain \((m, n)\) is the fundamental domain at \((0, 0)\) translated by \((m+n, m-n) \in \mathbb{Z}^2\). Define \(X(m, n)\) to be the event of observing the leftward upward bond dimer leaving the fundamental domain \((m, n)\) (i.e. the event of seeing a dimer covering the edge from \(v_6(m, n)\) to \(v_1(m+1, n)\)). The inverse Kasteley entries for vertices in different fundamental domains requires Fourier coefficients of \(P(z, w)\) denoted by \(H(m, n)\). In other words,

\[
H(m, n) = \frac{1}{(2\pi i)^2} \int_{|z|=1} \int_{|w|=1} \frac{z^m w^n}{P(z, w)} \frac{dz}{z} \frac{dw}{w}.
\]

The next lemma gives \(H(m, n)\) as an expansion in terms of \(x\).

**Lemma 8.** Let \(r_1\) and \(r_2\) be the roots of the polynomial \(u + w + uw^2\) with \(|r_1| < 1\) and \(|r_2| > 1\) and set \(s_1 = u/(u + r_1)\) and \(s_2 = u/(u + r_2)\). Then, for \(n, m \geq 1\),

\[
H(m, n) = \frac{(-u)^{m+n}(m+n)!}{u(r_1 - r_2)} \left( \frac{2F_1(1,-m,1+n,s_1^{-1})}{m!n!} - s_2 \sum_{k=0}^{n-1} (-s_2)^{n-1-k} \frac{(1+k)!}{(m+n-k)!} \right) + O(x)
\]

where \(2F_1\) is the confluent hypergeometric function of the second kind.

**Proof.** By letting

\[
\hat{P}(z, w) = \lim_{x \to 0} \frac{1}{x^2} zw \det K(z, w) = (1 + zu + wu)(wz + uz + uw)
\]
then using the analysis of the roots in Section 3.3 by the Dominated Convergence theorem, we can take series expansion in terms of $x$, which yields

$$H(m, n) = \frac{1}{(2\pi i)^2} \int_{|z|=1} \int_{|w|=1} \frac{z^m w^n}{P(z, w)} dw \, dz + O(x).$$

As $|uw|/|u + w| < 1$ for all $|w| = 1$, then using the factorization of $\tilde{P}(z, w)$ in (4.3) gives

$$H(m, n) = \frac{1}{2\pi i} \int_{|w|=1} \frac{w^m}{u + w + uw^2} dw.$$

Notice that

$$u + w + uw^2 = \frac{1}{u(r_1 - r_2)} \left( \frac{1}{w - r_1} - \frac{1}{w - r_2} \right)$$

As $|r_1| < 1$, the contribution for (4.5) obtained by deforming the contour of integration to $|w - r_1| = \epsilon$ is given by

$$\frac{(-u)^{r_1^{m+n}}}{u(r_2 - r_1)(r_1 + u)^n}.$$

The remaining contribution for (4.5) comes from deforming the contour of integration to $|w + u| = \epsilon$. For $v \in \mathbb{C}$ with $v \neq u$, notice that

$$\frac{1}{2\pi i} \int_{|w+u| = \epsilon} (\frac{-uw}{u+w})^n \frac{w^m}{w + v} \, dw = (-u)^{m+n}(m+n)! \sum_{k=0}^{n-1} \frac{(-1)^{n-k-1}}{k!(m+n-k)!} \left( \frac{u}{u-v} \right)^{-n-k}$$

$$= (-1)^m \left( \frac{u}{u-v} \right)^n v^{m+n}$$

$$- (-u)^{m+n}(m+n)! \frac{2F_1(1, -m, 1 + n, 1 - v/u)}{m! n!}.$$

Substituting in the desired values of $v$ and manipulating gives the desired result.

From the above lemma, we can compute the asymptotic expansion of $H(m, n)$ for $m, n > 0$. Let $m = n + k$, then

$$H(n + k, n) = \frac{(-u)^{2n+k}(2n+k)!}{(n+k)! n!} + O(u^{2n+k+1})$$

We also require $H(-m, n)$ or $H(m, -n)$ for $m, n \geq 1$, which is given below.

**Lemma 9.** For $m, n \geq 1$, then

$$H(-m, n) = (-1)^{n+m} \left( \frac{1 - \sqrt{1 - 4u^2}}{2u} \right)^{n+m} + O(x).$$

**Proof.** Without loss of generality, suppose that $n \geq m$. Taking the series expansion about $x = 0$ gives

$$H(-m, n) = \frac{1}{(2\pi i)^2} \int_{|w|=1} \int_{|z|=1} \frac{w^n}{z^m(1 + zu + wz)(uw + uz + wz)} \, dz \, dw + O(x)$$

Substituting in the desired values of $v$ and manipulating gives the desired result.
By noticing that
\begin{equation}
\frac{1}{(1 + zu + wu)(uw + uz + wz)} = \frac{1}{u + w + uw^2} \left( \frac{u + w}{uw + uz + wz} - \frac{u}{1 + uw + uz} \right)
\end{equation}
then completing the residue calculations with respect to \( z \) leads to the simplification
\begin{align}
H(-m, n) &= \frac{1}{2\pi i} \int_{|w|=1} \frac{(-1)^m u^m w^n}{(u + w + uw^2)(1 + uw)^m} \, dw + O(x) \\
&= \frac{(-1)^m u^m r_1^n}{(1 + ur_1)^m \sqrt{1 - 4u^2}} + O(x)
\end{align}
where \( r_1 \) is the root lying inside of the unit circle of the polynomial \( u + w + uw^2 \). Simplifying the above equation gives the result. \(\square\)

It is clear that for \( u < 1/2 \), then \( H(m, n) \) decays exponentially. This leads to the following proposition:

**Proposition 1.** For \( m, n \in \mathbb{Z} \) and \( |m| > |n| \) with \( k = ||m| - |n|| \).

\begin{equation}
P(X(0, 0), X(m, n)) = 4u^4 x^4 \left( 1 - \frac{1}{\sqrt{1 - 4u^2}} \right)^2 + C x^2 (-u)^{4n+2k} + O(u^{4n+2k+1})
\end{equation}
where \( C \) is an arbitrary constant.

**Proof.** We only compute the result for \( m > n > 1 \) as the other cases follow from very similar calculations. Using the local statistics formula \( \mathcal{L} \), \( P(X(0, 0), X(m, n)) \) is given by
\begin{equation}
u^2 x^2 \text{Pf} \left( \begin{array}{cccc}
0 & K^{-1}(v_0, v_1(-1, 0)) & K^{-1}(v_0, v_1(-m, -n)) & K^{-1}(v_0, v_1(-m + 1, -n)) \\
\ldots & 0 & K^{-1}(v_1, v_0(-m - 1, -n)) & K^{-1}(v_1, v_1(-m, -n)) \\
\ldots & \ldots & 0 & K^{-1}(v_1, v_1(-m + 1, -n)) \\
\ldots & \ldots & \ldots & 0
\end{array} \right)
\end{equation}
Two of the interaction terms can be computed directly using Lemma \( \mathcal{L} \) by noticing that
\begin{equation}
K^{-1}(v_0, v_0(-m, -n)) = -K^{-1}(v_1, v_1(-m, -n)) = -uH(m - 1, n) + uH(m + 1, n)
\end{equation}
It still remains to find \( K^{-1}(v_1, v_0(-m - 1, -n)) \) and \( K^{-1}(v_0, v_1(-m + 1, -n)) \). Notice that
\begin{align}
K^{-1}(v_0, v_1(-m + 1, -n)) &= \frac{1}{x(2\pi i)^2} \int_{|z|=1} \int_{|w|=1} \frac{z^{m-1} w^n}{uw + uz + wz} \, dw \, dz + O(1) \\
&= \frac{(m + n - 1)!}{x(m)!(n-1)!} (-u)^{m+n-1} + O(1).
\end{align}
The remaining interaction entry, \( K^{-1}(v_1, v_0(-m - 1, -n)) \), contains terms of the form
\begin{equation}
I(m, n) = \frac{x}{(2\pi i)^2} \int_{|z|=1} \int_{|w|=1} \frac{z^m w^n}{uw + uz + wz} \, dw \, dz
\end{equation}
\(I(m, n)\) can be computed by differentiating \( H(m, n) \) by \( r_1 \) and \( r_2 \). However, this leaves a contribution of \( O(u^{2n+k+1}) \). Combining all the linear terms of \( I(m, n) \) and multiplying by \( K^{-1}(v_0, v_0(-m, -n)) \) contributes a maximum of \( O(u^{4n+2k+1}) \), and so is absorbed into \( O(u^{4n+2k+1}) \).
The term $K^{-1}(v_6, v_1(1, 1))$ can be computed via residue calculations, which gives

$$u x \left(1 - \frac{1}{\sqrt{1 - 4u^2}}\right)$$

Putting together the various contributions gives the result.

Proposition 1 can be generalized to show that the difference between the joint probability for $k$ edges and the product of the probabilities of each edge is an exponentially decaying term. This can be achieved by using a complete graph representation of the Pfaffian and ignoring the matchings which contain exponentially decaying weighted edges. For brevity, we omit the details.

Let $A_n$ be the event of seeing a string of $b$ edges crossing an $n \times n$ square. This corresponds to seeing a particle traversing an $n \times n$ square in the particle model. Then

**Proposition 2.**

$$\mathbb{P}(A_n) \leq Ce^{-Bn}$$

where $B$ and $C$ are positive constants.

**Proof.** The event $A_n$ is contained in the event of seeing two $b$ edges at the top and bottom of the $n \times n$ square at any position. Therefore

$$\mathbb{P}(A_n) \leq n^2 \sup_k \mathbb{P}(X(0, 0) \cap X(n - k, k))$$

By a symmetrical consideration, the maximal probability occurs when the two $b$ edges are vertical, i.e. when $k = n/2$. Using Proposition 1 gives

$$\mathbb{P}(A_n) \leq n^2 \left( u^4 x^4 \left(1 - \frac{1}{\sqrt{1 - 4u^2}}\right) + C x^2 (-u)^2 n \right)$$

Taking $n \sim - \log x$ shows that $\mathbb{P}(A_n)$ decays exponentially with distance. □

The above lemmas and propositions enables the proof of Theorem 2.

**Proof of Theorem 2.** By Proposition 2 each loop generated by a string of $b$ edges is finite and does not appear in the scaling window by $(x, x)$ almost surely. Therefore, each loop of $b$ edges will be contracted to a single point under re-scaling. Tightness is guaranteed for point processes (see [DVJ88]). It is enough to consider the locations of $b$ edges and show that the finite dimensional distributions of the corresponding measures converge in the scaling window $(x, x)$. We shall follow the approach developed in the proof of Theorem 4 for the case $u = u_c$ (see Section 5.2) and use the corresponding multi-index notation.

Let $P_x$ denote the point process in $\mathbb{R}^2$ arising from the location of a single $b$ edge in a loop. Let $A_i$, for $i \in \{1, \ldots, k\}$, be disjoint, non-empty simply connected domains and let $\tilde{A}_i$ be the union of lattice points in $((2\mathbb{Z} \times 2\mathbb{Z}) \cup ((2\mathbb{Z} + 1) \times (2\mathbb{Z} + 1)))$ so that $x \tilde{A}_i \rightarrow A_i$ as $x \rightarrow 0$. For $n \in \mathbb{N}_0$, then

$$\mathbb{E}_x \left[ \prod_{j=1}^k \frac{N(A_j)!}{(N(A_j) - n_j)!} \right] = \sum_{(i_1, t_1) \in \tilde{A}_1} \cdots \sum_{(i_n, t_n) \in \tilde{A}_k} \mathbb{P}(X(i_1, t_1), \ldots, X(i_n, t_n)).$$

As each edge is separated by a distance of at least $1/x$, then each of the interaction terms in the inverse Kastelyvn matrix converges to zero due to the exponential convergence. Hence,
taking the above limit as $x \to 0$ gives

$$
\int_{(A_1)^n_1} \cdots \int_{(A_k)^n_k} u^{2|n|} \left( \frac{1}{\sqrt{1-4u^2}} \right)^{|n|} \, dx_1^{n_1} \cdots dx_k^{n_k}.
$$

Let

$$
Q_x(z) = \sum_{p \in \mathbb{N}_0^k} (-z)^p \frac{p!}{p!} \mathbb{E}_x \left[ \prod_{j=1}^k \frac{N(A_j)!}{(N(A_j) - p_j)!} \right]
$$

and set

$$
Q_0(z) = \sum_{p \in \mathbb{N}_0^k} (-z)^p \frac{p!}{p!} \int_{(A_1)^n_1} \cdots \int_{(A_k)^n_k} u^{2|n|} \left( \frac{1}{\sqrt{1-4u^2}} \right)^{|n|} \, dx_1^{n_1} \cdots dx_k^{n_k}
$$

i.e. a generating function for a Poisson point process. Notice that each generating function can also be written as a power series whose coefficients are given by the finite dimensional distribution probabilities for the corresponding measure on the sets $A_1, \ldots, A_m$. Following the same convergence argument given in the proof of Theorem 4 for $u = u_c$, then it is clear that the derivatives of $Q_x(z)$ (with respect to $z$) converge to $Q_0(z)$. This proves the convergence of finite dimensional distributions.

5. The particle model for $u = u_c$

This section focuses on the critical case in which $u = u_c = -\frac{1+\sqrt{1+x^2}}{x^2}$. Recall that a dimer model is said to be critical if $P(z, w) = 0$ for some $(z, w) \in \mathbb{T}^2$. Moreover, it can be shown that the values of $(z, w)$, which gives $P(z, w) = 0$, must be real (see [BdT08]). We first look at the local dynamics in the thermodynamic limit. This allows us to produce random walk type estimates that are required later. We can then prove Theorem 4 for $u = u_c$ (or $\gamma = -1$) by obtaining the appropriate correlation kernel in the scaling window $(x, x^2)$. Finally, using the random walk estimates, we can determine that the set of creations in the scaling window leading to ‘non-trivial paths’ (paths of length greater than $\epsilon > 0$ in the scaling window) is a locally finite Poisson point process. Figure 4 shows a simulation of the particle model for $x = 0.1$ and $u = u_c$.

Our constraints for the choice of scaling window is that it satisfies Donsker’s scaling (i.e. scaling space by the square root of time) and gives non-trivial paths. We choose to take the scaling window $(x, x^2)$ by the following argument: Suppose we choose the scaling window $(x^\alpha, x^{2\alpha})$. It suffices to look at the expected number of dimers covering b edges in a box of size $(x^{-\alpha}, x^{2\alpha})$. By Lemma 5, this is $\Theta(x^{1-2\alpha})$. The only value of $\alpha$ that ensures that we see non-trivial paths (i.e. expected number of dimers covering b edges is $x^{-2\alpha}$ in the box of size $(x^{-\alpha}, x^{2\alpha})$) is $\alpha = 1$.

5.1. Local Dynamics. This section concentrates on computing random walk estimates of the particles in the particle model for $u = u_c$. These estimates rely on computing the entries of an appropriate inverse Kastelyen matrix. The following lemma provides the underlying entries of the inverse Kastelyen entries.

Lemma 10. For $m \geq n$ and $m = o(1/x)$

$$
\frac{1}{(2\pi)^2} \int_{|w|=1} \int_{|z|=1} \frac{z^m w^{-n} - (-1)^{m-n} z \, dw}{P(z, w)} = F_0(m, n) + F_1(m, n) + F_2(m, n) + O(x^4)
$$
where

\begin{align*}
F_0(m, n) &= (-1)^{m-n}(m + n), \\
F_1(m, n) &= \frac{2(-1)^{m-n}(m + n)^2 x}{\pi}, \\
F_2(m, n) &= -\frac{1}{6}(-1)^{m-n}(m + n) \left(1 + 2m^2 + 4mn + 2n^2\right) x^2 \\
\text{and} \\
F_3(m, n) &= \frac{(-1)^{m-n}}{9\pi}(m+n)(-7 - 20m^2 + 12m^4 + 200mn + 48m^3n - 20n^2 + 72m^2n^2 + 48mn^3 + 12n^4)x^3
\end{align*}

The expansion does hold for \( n \geq m \). The \((-1)^{m-n}\) is required so that the above integral converges (due to having a singularity at \( z = w = -1 \) as \( P(-1, -1) = 0 \)). The lower order terms are required for later computations involving the random walk estimates.

**Proof.** The first integral can be computed via a residue calculation, leaving

\begin{equation}
\frac{1}{2\pi i} \int_{|w|=1} \frac{x^4 \left(-(-1)^{m-n} + w^{-n} \left(-\frac{1+w^2+w(3+w^2)-(1+w)(1+2w+w^2+4wx^2)}{1+2w-x^2}\right)^m\right)}{2 \left(2 + x^2 - 2\sqrt{1 + x^2}\right) \sqrt{(1 + w)^2(1 + w^2 + w(2 + 4x^2))}} \, dw
\end{equation}

Note that there is a branch cut situated along the negative real axis from \( 1 - 2x^2 - 2x\sqrt{1 + x^2} \) to \( r = -1 - 2x^2 + 2x\sqrt{1 + x^2} \). Therefore, the integral over \( |w| = 1 \) in (5.6) can be deformed to an integral from \( w = -1 \) to \( w = r \) (above the branch cut), an integral from \( w = r \) to \( w = -1 \) (below the branch cut) and a contour integral around \( w = \frac{1}{2}(x^2 - 1) \).

The contributions given near the branch cut can be computed in a very similar fashion as follows. By taking a series expansion of the numerator about the point \( w = -1 \) gives an integral of the following form.
Adding up the various contributions gives the result.

\( I_i := 1/(2\pi i) \int_{-1}^{r} \frac{(w + 1)^{i-1}}{(w + 1)^2 + 4wx^2} \, dw \)

can be evaluated. It suffices to only compute \( I_i \) up to \( i = 5 \) as \( I_i = O(x^{i-1}) \) and each \( a_k \) is \( O(1) \). Summing up the contribution near the branch cut gives

\[-F_0(m,n) + F_1(m,n) - F_2(m,n)x^2 + F_3(m,n)x^3.\]

It remains to calculate the other contribution in (5.6), namely the contour integral around \( w = \frac{1}{2}(x^2 - 1) \). Taking a series expansion in \( x \) gives

\[
\frac{1}{2\pi i} \int_{|w + \frac{1}{2}| = \epsilon} \frac{2(-1)^m w^{m-n}}{(1 + 2w)^m (1 + w)^2} - \frac{2((-1)^m w^{1+m-n} (1 + 2w + (1 + w)^2))}{(1 + 2w)^{m+1} (1 + w)^4} \, dw + O(x^4).
\]

This can be computed using the following integral

\[
G(l) := \frac{1}{2\pi i} \int_{|w + \frac{1}{2}| = \epsilon} \frac{w^{m-n}}{(1 + 2w)^m (1 + w)^l} \, dw
\]

These can all be found by a higher dimensional residue formula and are given by

\[
G(1) = (-1)^n, \quad G(2) = (-1)^n (m + n)
\]

\[
G(3) = \frac{1}{2}(-1)^n (-2 + m^2 + n + n^2 + m(3 + 2n))
\]

and

\[
G(4) = \frac{1}{6}(-1)^n (2 + m + n)(-6 + m^2 + n + n^2 + m(7 + 2n)).
\]

Adding up the various contributions gives the result. \( \square \)

Recall that \( v_i(n,m) \) denote the vertex \( v_i \) in the \( (n, m) \) fundamental domain. For \((y, t) \in (\mathbb{Z} \times \mathbb{Z}) \cup ((2\mathbb{Z}+1) \times (2\mathbb{Z}+1)), \) let \( X(y, t) \) denote the event that there is a particle at \((y, t)\) where we think of \( y \) as space and \( t \) as time. Note that \( \mathbb{P}(X(y, t)) = 1 - \mathbb{P}(\text{a’ edge}) = 1 - xK^{-1}(3, 4). \)

**Proposition 3.** The covariance of two particles a distance \( n \) away with \( n = o(1/x) \), is given by

\[
\mathbb{P}(X(0, t), X(n, t)) = \left(1 - \frac{4}{\pi^2}\right)x^2 - \frac{8n}{\pi}x^3 + O(x^4)
\]

**Proof.** The proof of this proposition is a calculation using the inclusion exclusion formula given in Lemma 3. The interaction entries, \( K^{-1}(v_3, v_3(n, -n)) \) and \( K^{-1}(v_3, v_4(n, -n)) \), can be calculated as an expansion using Lemma 10.

\[
K_{n,-n}^{-1}(v_3, v_3(n, -n)) = 1 - \frac{8nx}{\pi} + (1 + 4n^2)x^2 - \frac{4(-3 + 34n + 32n^3)x^3}{9\pi}
\]

and

\[
K_{n,-n}^{-1}(v_3, v_4(n, -n)) = \frac{2}{\pi} - 2nx + \frac{(10 + 8n)x^2}{3\pi} - 3nx^3.
\]
In Section 3, we computed $1 - xK^{-1}(v_3, v_4)$. Plugging the required entries into the appropriate Pfaffian gives the required result.

The local dynamics of the particles can also be computed. This entails the conditional distribution of two particles separated by a distance $n$.

**Proposition 4.** For two particles separated by a distance $n = o(1/x)$, then

- $\mathbb{P}[X(1, t + 1), X(n - 1, t + 1)|X(0, t), X(n, t)] = \frac{1}{4} + \frac{x}{\pi} + O(x^2)$
- $\mathbb{P}[(X(-1, t + 1), X(n + 1, t + 1)|X(0, t), X(n, t)] = \frac{1}{4} \frac{x}{\pi} + O(x^2)$
- $\mathbb{P}[(X(-1, t + 1), X(n - 1, t + 1)|X(0, t), X(n, t)] = \frac{1}{4} + O(x^2)$
- $\mathbb{P}[(X(1, t + 1), X(n + 1, t + 1)|X(0, t), X(n, t)] = \frac{1}{4} + O(x^2)$

*Proof.* The existence of particles at $X(0, t)$ and $X(n, t)$ means no dimers covering a edges at those locations. Thus, the dynamics of the particles are governed by the locations of dimers on the inverted triangle decoration. Therefore, the probability that there are particles at $X(0, t)$ and $X(n, t)$ and they move closer together is given by,

\begin{equation}
(5.16) \quad \text{Pf} \begin{pmatrix}
0 & K^{-1}(v_4, v_6) & K^{-1}_{n-1}(v_4, v_4(n, \neg n)) & K^{-1}_{n-1}(v_4, v_4(n, \neg n)) \\
\ldots & 0 & K^{-1}_{n-1}(v_6, v_4(n, \neg n)) & K^{-1}_{n-1}(v_6, v_5(n, \neg n)) \\
\ldots & \ldots & 0 & K^{-1}_{n-1}(v_4, v_5) \\
\ldots & \ldots & \ldots & 0
\end{pmatrix} = x^2/4 - 2\frac{n x^3}{\pi} + O(x^4)
\end{equation}

where $K^{-1}_{n-1}(v_4, v_4(n, \neg n))$ has been computed using Lemma 10. To compute the conditional probability that the particles move together given that there are two particles, it suffices to divide (5.16) by the joint probability of seeing two particles separated by distance $n$. This gives $1/4 + x/\pi$. The other quantities can be computed in a similar fashion. \qed

5.2. **Location of particles in the scaling window.** This subsection concentrates on finding the measure for the locations of particles along a horizontal line in the scaling window $(x, x^2)$ for $u = u_c$. In particular, we prove Theorem 4 in the special case when $u = u_c$ or $\gamma = -1$.

The proof of this theorem follows by a sequence of lemmas and propositions. Recall that $v_i(n, m)$ is the vertex $v_i$ in the $(n, m)$ fundamental domain. In order to prove the above theorem, we need to find the entries of the inverse Kastelyn matrix in the re-scaling. This relies on the following:

**Lemma 11.** Suppose that $nx = \alpha$ where $\alpha \in [0, \infty)$. Then,

\begin{equation}
(5.17) \quad K^{-1}(v_3, v_3(n, \neg n)) = E_1(\alpha) + O(x^2)
\end{equation}

Furthermore,

\begin{equation}
(5.18) \quad K^{-1}(v_3, v_4(n, \neg n)) = E_2(\alpha) + E_3(\alpha)x + O(x^2)
\end{equation}

where $E_1(\alpha), E_2(\alpha)$ are defined in Theorem 4 and

\begin{equation}
(5.19) \quad E_3(\alpha) = \frac{2}{\alpha \pi} - 4B_1(2, 4\alpha) + 4S_L(-2, 4\alpha)
\end{equation}

where $B_1(n, z)$ stands for the modified Bessel function of the first kind and $S_L(n, z)$ denotes the modified Struve Function.
The calculation is only given for $K^{-1}(v_3, v_3(n, -n))$ as the other term is analogous and can be completed with exactly the same steps.

**Proof.** The first entry is given by

$$K^{-1}(v_3, v_3(n, -n)) = \frac{1}{(2\pi i)^2} \int_{\gamma_2} \frac{w^{-1-n}z^{n-1}(-w^2 + z^2)}{(z - y_1)(z - y_2)(1 + 2w - x^2)} \, dz \, dw. \tag{5.20}$$

A residue can be taken with respect to $z$ at $y_2$ due to $|y_2(w)| < 1$ for all $|w| = 1$. This results in an integrand containing the term $\sqrt{(1 + w)^2 + 4wx^2}$ in both the numerator and the denominator. To rewrite the integrand without this square root term, set $x = 1/2\sqrt{-2 - 1/r - \bar{r}}$ and take the change of variables $w = (r - u^2)/(1 - u^2r))$. The transformation changes the contour of integration to a unit semi-circle from $-1$ to $1$ passing through the point $-i$. This contour shall be denoted $C_1$. Note that $r$ is the root of $(1 + w)^2 + 4wx^2$ whose absolute value is less than $1$. Finally, setting $R^2 = r$ gives

$$K^{-1}(v_3, v_3(n, -n)) = \frac{1}{2\pi i} \int_{C_1} \frac{8R^2 (-1 + R^2) (R - u)(1 + Ru)}{(R + u)(1 + Ru)(-1 - 3R^2 + R (3 + R^2) u)} f(w) dw \tag{5.21}$$

where

$$f(w) = \frac{\left(\frac{(R - u)(3R + R^3 - u - 3R^2 u)}{(-1 + Ru)(-1 - 3R^2 + 3Ru + R^4 u)}\right)^n}{(-u + R (3 + R^2 - 3R u))}. \tag{5.22}$$

The transformation, $u = \frac{t + R}{1 + R}$, moves the contour $C_1$ to a unit semi-circle from $1$ to $-1$ passing through $i$. Denote this new contour by $C_2$. Then, setting $c_x = -(4R + 4R^3)/(1 + 6R^2 + R^4)$ gives

$$K^{-1}(v_3, v_3(n, -n)) = \frac{8R^2}{2\pi i} \int_{C_2} \frac{(1 + R^2 - 2R t) (t + R(-2 + R t))(c_x + t)^{n-1}}{(1 + 6R^2 + R^4)2t^{n-1}(c_x t + 1)^{1+n}} \, dt. \tag{5.23}$$

Setting $n = \alpha/x$ we can take a series expansion of the integrand in (5.23). This gives

$$\left(\frac{2e^{-2\alpha t/t + 2i\alpha t}}{t}\right) \left(1 + x(1 + t^2)(-2\alpha - it + 2\alpha t^2)\frac{t^3}{t^3}\right) + O(x^2) \tag{5.24}$$

Applying the bounded convergence theorem to (5.23) along with the change of variables $t = e^{i\theta}$ gives

$$K^{-1}(v_3, v_3(n, -n)) = \frac{1}{\pi} \int_{0}^{\pi} e^{-4\alpha \sin \theta} (1 + 2ix \cos \theta(-1 + 4\alpha \sin \theta)) \, d\theta + O(x^2) \tag{5.25}$$

$$= \frac{1}{\pi} \int_{0}^{\pi} e^{-4\alpha \sin \theta} d\theta + O(x^2) \tag{5.26}$$

The above integral can be evaluated in terms of the Bessel and Struve functions.

The proof of Lemma 11 also shows the ‘correct’ horizontal scaling. This can be shown by the series expansion of integrand in (5.23). Taking a larger scaling, i.e. for $\epsilon > 0$ set $n = \alpha/x^{1+\epsilon}$, leads to (5.23) converging to zero. Taking a smaller scaling, i.e. set $n = \alpha/x^{1-\epsilon}$, then (5.23) converges to $1$ as $x \to 0$. In essence, $n = \alpha/x$ provides the right horizontal scaling to ensure decay of the inverse Kastelyn entry.
For $1 \leq i \leq m$, let $x_i \in x\mathbb{Z} \subset \mathbb{R}$ denote possible particle locations on the lattice $x\mathbb{Z}$. Let $ho^m_{x}(x_1, \ldots, x_m)$ denote the $m$ point correlation function of seeing particles at $(x_1, \ldots, x_m)$ with the corresponding measure on $\mathbb{R}$ denoted by $\mathbb{P}^m_{x}$, then

**Proposition 5.** The $m$-point correlation function for the re-scaled particle locations, $\rho^m_{m}(y_1, \ldots, y_m)$ is given by

$$(5.27) \quad \rho^m_{m}(x_1, \ldots, x_m) = \text{Pf} \left( M_{uc,x}(x_i, x_j) \right)_{i,j=1}^{m} + O(x^{2m+2})$$

where $M_{uc,x}$ is antisymmetric matrix with

$$(5.28) \quad M_{uc,x}(x_i, x_i) = \begin{pmatrix} 0 & \frac{2}{\pi}x & -x^2 \\ -\frac{2}{\pi}x & x^2 & 0 \end{pmatrix}$$

and

$$(5.29) \quad M_{uc,x}(x_i, x_j) = \begin{pmatrix} -xE_1(|x_j - x_i|) & -xE_2(|x_j - x_i|) & xE_3(|x_j - x_i|) \\ xE_2(|x_j - x_i|) - xE_3(|x_j - x_i|) & xE_1(|x_j - x_i|) \end{pmatrix},$$

where $E_1(\alpha), E_2(\alpha)$ and $E_3(\alpha)$ are defined in Lemma [11].

**Proof of Proposition 5.** This is a direct consequence of Lemma [11] and the underlying Pfaffian structure of computing the probability of the location of $m$ particles on this particular dimer model.

The above calculations provide a proof for Theorem [3] for the case $u = u_c$. The proof follows an argument from [Bou07].

**Proof of Theorem 2 for $u = u_c$.** Notice that as $\mathbb{P}^m_x$ and $\mathbb{P}^m_{0}$ are both defined in the same space of measures, then it is enough to prove that $\mathbb{P}^m_x$ converges weakly to $\mathbb{P}^m_{0}$. Due to considering point processes, then tightness of the measures is guaranteed (see [DVJ88]), so it remains to show convergence of finite dimensional distributions. Let $N(\cdot)$ denote number of particles in a set, $\{A_1, \ldots, A_k\}$ denote a family of disjoint Borel sets in $\mathbb{R}$ and $n_1, \ldots, n_k \in \mathbb{N}_0$, then we need to show

$$(5.30) \quad \lim_{x \to 0} \mathbb{P}^m_x(N(A_1) = n_1, \ldots, N(A_k) = n_k) = \mathbb{P}^m_{0}(N(A_1) = n_1, \ldots, N(A_k) = n_k)$$

In order to prove such an equality, we need to write the measures $\mathbb{P}^m_x$ and $\mathbb{P}^m_{0}$ in terms of their $m$-point correlation functions, which can be achieved by writing their respective generating functions. Denote $n! = \prod_{j=1}^{k} n_j!$, $|n| = \sum_{j=1}^{k} n_j$, $z = (z_1, \ldots, z_k)$ and $z^n = z_1^{n_1} \ldots z_k^{n_k}$. The Taylor series of the generating function of $\mathbb{P}^m_x$ about the point $z = 0$ is

$$(5.31) \quad Q_x(z) = \mathbb{E}_x \left[ \prod_{j=1}^{k} (1 - z_j)^{N(A_j)}! \right]$$

$$(5.32) \quad = \sum_{p \in \mathbb{N}_0} \frac{(-z)^p}{p!} \mathbb{E}_x \left[ \prod_{j=1}^{k} \frac{N(A_j)!}{(N(A_j) - p_j)!} \right]$$

$Q_x(z)$ can also be expressed as a power series with coefficients $z^n$ given by $\mathbb{P}^m_x(N(A_1) = n_1, \ldots, N(A_k) = n_n)$. The two representations of the generating function give

$$(5.33) \quad \mathbb{P}^m_x(N(A_1) = n_1, \ldots, N(A_k) = n_n) = \frac{(-1)^n}{n!} \left. \frac{\partial^n}{\partial z^n} Q_x(z) \right|_{z=(1,\ldots,1)}$$
Similarly, the generating function of $\mathbb{P}_x^{u_c}$ is given by

\begin{equation}
Q_0(z) = \sum_{p \in \mathbb{N}_0^k} (-z)^p \mathbb{E}_0 \left[ \prod_{j=1}^{k} \frac{N(A_j)!}{(N(A_j) - p_j)!} \right].
\end{equation}

Therefore, (5.30) is equivalent to showing

\begin{equation}
\lim_{x \to 0} \frac{\partial^n}{\partial z^n} \frac{(-1)^n}{n!} Q_x(z) \bigg|_{z=(1, \ldots, 1)} = \frac{\partial^n}{\partial z^n} \frac{(-1)^n}{n!} Q_0(z) \bigg|_{z=(1, \ldots, 1)}.
\end{equation}

Without loss of generality, suppose that the family of Borel sets, $\{A_1, \ldots, A_k\}$ is open. Let $\tilde{A} = \{y \in \mathbb{Z} : yx \in A\}$ for any set open set $A$. Using Proposition 5 gives

\begin{equation}
\mathbb{E}_x \left[ \prod_{j=1}^{k} \frac{N(A_j)!}{(N(A_j) - n_j)!} \right] = \sum_{x_1, \ldots, x_n \in \tilde{A}} \text{Pf} \left( M_{u_c,x}^{res}(x_i, x_j) \right)_{i,j=1}^{n|}
\end{equation}

Taking the limit in $x \to 0$, the Riemann sums converge to

\begin{equation}
\int_{A_{11}^{n_1}} \cdots \int_{A_{kn_k}^{n_k}} \text{Pf} \left( M_{u_c,x}^{res}(y_i, y_j) \right)_{i,j=1}^{n|} dy_1^{n_1} \cdots dy_k^{n_k}
\end{equation}

which is exactly the $m$ point correlation function for $\mathbb{P}_0^{u_c}$. By noting that all entries of $(M_{u_c,x}^{res}(x_i, x_j))_{i,j=1}^{n|}$ are uniformly bounded by 1 (using Proposition 5), we can use Hadamard’s inequality,

\begin{equation}
\left| \mathbb{E}_x \left[ \prod_{j=1}^{k} \frac{N(A_j)!}{(N(A_j) - n_j)!} \right] \right| \leq \prod_{j=1}^{k} |A_j| (2|n|)^{n/2}
\end{equation}

This implies that $Q_x(z)$ is an absolutely convergent series. For $z$ in a compact set, then by the Lebesgue Dominated Convergence the derivatives of $Q_x(z)$ converge uniformly to $Q_0(z)$ in the limit $x \to 0$. This completes the proof of convergence of finite dimensional distributions. \hfill \Box

5.3. The Creation measure for $u_c$. The creation singularities, under the scaling window $(x, x^2)$ form a dense set of the plane. This can be seen by the fact that the expected number of creation singularities in a box of size $(x^{-1}, x^{-2})$ is $x^{-1}$. Here, we will only consider creation singularities which form non-trivial paths in the scaling window $(x, x^2)$. By non-trivial paths, we mean paths of length $\epsilon > 0$ in the scaling window $(x, x^2)$. The measure on the set of creations, whose paths are non-trivial, is a locally finite (Lemma 12) Poisson point process (Theorem 3).

Let $B$ be a box in $(2x \mathbb{Z} \times 2x^2 \mathbb{Z}) \cup ((2x + 1)x \times (2x + 1)x^2)$ with corners $(0, 0), (\alpha, 0)$ and $(0, \beta)$ where $0 < \alpha < \infty$ and $0 < \beta < \infty$ are fixed. Let $\Xi_B$ denote the set consisting of all creation points in $B$ for a realization of the underlying dimer covering. For $(y, z) \in \Xi_B$, let $P_l(y, z, t - z)$ and $P_r(y, z, t - z)$ be the locations of the left and right paths emerging from $(y, z)$ at time $t > 0$. We use the convention that $P_l(y, z)$ (or $P_r(y, z)$) represents a realization of the left (or right) path starting from $(y, z) \in \Xi_B$ and $|P_l(y, z)|$ (or $|P_r(y, z)|$) denotes the lifetime of the left (or right) path. Set, for a fixed $\epsilon > 0,$

\begin{equation}
\Gamma_B = \{(y, z) \in \Xi_B : \min(|P_l(y, z)|, |P_r(y, z)|) \geq \epsilon\},
\end{equation}

\begin{equation}
\mathbb{P}_x^{u_c} \left[ \prod_{j=1}^{k} \frac{N(A_j)!}{(N(A_j) - n_j)!} \right] = \sum_{x_1, \ldots, x_n \in \tilde{A}} \text{Pf} \left( M_{u_c,x}^{res}(x_i, x_j) \right)_{i,j=1}^{n|}
\end{equation}

which is exactly the $m$ point correlation function for $\mathbb{P}_0^{u_c}$. By noting that all entries of $(M_{u_c,x}^{res}(x_i, x_j))_{i,j=1}^{n|}$ are uniformly bounded by 1 (using Proposition 5), we can use Hadamard’s inequality,

\begin{equation}
\left| \mathbb{E}_x \left[ \prod_{j=1}^{k} \frac{N(A_j)!}{(N(A_j) - n_j)!} \right] \right| \leq \prod_{j=1}^{k} |A_j| (2|n|)^{n/2}
\end{equation}

This implies that $Q_x(z)$ is an absolutely convergent series. For $z$ in a compact set, then by the Lebesgue Dominated Convergence the derivatives of $Q_x(z)$ converge uniformly to $Q_0(z)$ in the limit $x \to 0$. This completes the proof of convergence of finite dimensional distributions. \hfill \Box

5.3. The Creation measure for $u_c$. The creation singularities, under the scaling window $(x, x^2)$ form a dense set of the plane. This can be seen by the fact that the expected number of creation singularities in a box of size $(x^{-1}, x^{-2})$ is $x^{-1}$. Here, we will only consider creation singularities which form non-trivial paths in the scaling window $(x, x^2)$. By non-trivial paths, we mean paths of length $\epsilon > 0$ in the scaling window $(x, x^2)$. The measure on the set of creations, whose paths are non-trivial, is a locally finite (Lemma 12) Poisson point process (Theorem 3).

Let $B$ be a box in $(2x \mathbb{Z} \times 2x^2 \mathbb{Z}) \cup ((2x + 1)x \times (2x + 1)x^2)$ with corners $(0, 0), (\alpha, 0)$ and $(0, \beta)$ where $0 < \alpha < \infty$ and $0 < \beta < \infty$ are fixed. Let $\Xi_B$ denote the set consisting of all creation points in $B$ for a realization of the underlying dimer covering. For $(y, z) \in \Xi_B$, let $P_l(y, z, t - z)$ and $P_r(y, z, t - z)$ be the locations of the left and right paths emerging from $(y, z)$ at time $t > 0$. We use the convention that $P_l(y, z)$ (or $P_r(y, z)$) represents a realization of the left (or right) path starting from $(y, z) \in \Xi_B$ and $|P_l(y, z)|$ (or $|P_r(y, z)|$) denotes the lifetime of the left (or right) path. Set, for a fixed $\epsilon > 0,$

\begin{equation}
\Gamma_B = \{(y, z) \in \Xi_B : \min(|P_l(y, z)|, |P_r(y, z)|) \geq \epsilon\},
\end{equation}
This represents all the creations that create paths of length greater than $\epsilon$ in the appropriate scaling window. The following shows that these creations are locally finite and do appear in the scaling window $(x, x^2)$.

**Lemma 12.**

\begin{equation}
0 < \lim_{x \to 0} \mathbb{E}[\Gamma^\epsilon_B] < \infty
\end{equation}

**Proof.** Notice that $|\Gamma^\epsilon_B|$ is less than or equal to the number of paths of length $\epsilon$. If $\lim_{x \to 0} \mathbb{E}[\Gamma^\epsilon_B] = \infty$, then this implies that the expected number of paths in the scaling limit is not locally finite, which is a contradiction. This proves $\lim_{x \to 0} \mathbb{E}[\Gamma^\epsilon_B] < \infty$.

The inequality $0 < \lim_{x \to 0} \mathbb{E}[\Gamma^\epsilon_B]$ is more involved and requires the consideration of a random walk approximation. For $(y, z) \in \Gamma^\epsilon_B$, let $X_t = P_t(y, z, t - z) - P_t(y, z, t - z)$, with $X_0 = x$ and let $Y_t$, with $Y_0 = 1$, be the random walk which has iid increments of 1, 0 and -1 with probability $1/4 - x/\pi$, $1/2$ and $1/4 + x/\pi$. Let $P_r$ denote the corresponding probability measure for the random walk $Y_t$ started at $r$. Let $T^X_0 = \inf\{t > 0 : X_t = 0\}$ and $T^Y_0 = \inf\{t > 0 : Y_t = 0\}$. Then,

**Claim 1.** There exists $0 < T < T^Y_0$ such that for $0 < t < T$, $X_t$ stochastically dominates $xY_t/x^2$.

Note that $T$ is the time of death for the shortest path emerging from $(z, y) \in \Gamma^\epsilon_B$ and $T > 0$ almost surely by definition of $\Gamma^\epsilon_B$. We are only interested in knowing that the difference of paths dominates a random walk for a strictly positive time.

**Proof of Claim.** The evolution of each particle is a non Markovian process as each particle’s trajectory is determined by the locations of the other particles. Proposition 1 shows that the pairwise force between two particles increases as the distance between the particles decreases. The candidate for the random walk approximation can be obtained from Proposition 4 which is defined by $Y_t$. Due to $Y_t$ having dynamics related to the maximum attraction between two particles, then the attraction between two paths $P_t(z, y)$ and $P_t(z, y)$ is always bounded by $Y_t$, which does not matter on the locations of other paths. \hfill \Box

Define $Y_t(y, z)$ to be independent copies of the walk $Y_t$, indexed by $(y, z) \in \Xi_B$. Define

\begin{equation}
\hat{\Gamma}^\epsilon_B = \{(y, z) \in \Xi_B : T^Y_0(y, z) > \epsilon/x^2\}
\end{equation}

Due to paths from other creations can collide, then it is not immediately true that $\mathbb{E}[\Gamma^\epsilon_B] \geq \mathbb{E}[\hat{\Gamma}^\epsilon_B]$. By Lemma 13, the creation singularities on the $1/x \times 1/x^2$ scale are independent. Therefore, we only need to consider annihilations from paths with different creations that are not seen in the scaling window. For $(y_1, z_1), (y_2, z_2) \in \Xi_B$ with $y_1 < y_2$ and $z_1 < z_2$, then $P_t(y_2, z_2, t - z_1) - P_t(y_1, z_1, t - z_1) < -Y_t$ stochastically. Therefore, we require

\begin{equation}
\sum_{k > \epsilon} \mathbb{P}_{k/x}(-Y_{t/k} = 0) = \mathbb{P}_{-1}(Y_{t/x} > -\epsilon/x|Y_r < 0, \forall r)
\end{equation}

\begin{equation}
= O(x^2)
\end{equation}

which can be obtained by using Chebychev’s inequality. Using this, we can bound the number of creations whose paths annihilate paths from other creations. This gives an $O(1)$ bound, and hence, up to first order, $\mathbb{E}[\Gamma^\epsilon_B] \geq \mathbb{E}[\hat{\Gamma}^\epsilon_B] + O(x)$. This implies that

\begin{equation}
\lim_{x \to 0} \mathbb{E}[\Gamma^\epsilon_B] \geq \lim_{x \to 0} \mathbb{E}[\hat{\Gamma}_B]
\end{equation}
and so the rest of the proof hinges on showing \(\lim_{x \to 0} E[\Gamma_B] > 0\).

By independence,

\[
E[\Gamma_B] \geq E[|\Xi_B|] P_1(T_0^Y > \epsilon/x^2)
\]

for some \(\epsilon > 0\). Notice that

\[
E[|\Xi_B|] = 1/x + O(1).
\]

It remains to show that a lower bound for \(P_1(T_0^Y > \epsilon/x^2)\) is \(O(x)\). Using Kemperman’s formula, then,

\[
P_1(T_0^Y > \epsilon/x^2) = \sum_{r > \epsilon/x^2} \frac{1}{2r-1} P(S_{2r-1} = -1)
\]

where \(S_k = Y_0 + \cdots + Y_k\) and

\[
P(S_{2r-1} = -1) = \sum_{k=0}^{2r-1} \left( \frac{2r-1}{k} \right) \left( \frac{2r-1-k}{k+1} \right) \left( \frac{1}{4} + \frac{x}{\pi} \right)^k \left( \frac{1}{4} - \frac{x}{\pi} \right)^{k+1} 2^{-(2r-2-2k)}
\]

Estimating gives

\[
P_1(T_0^Y > \epsilon/x^2) \geq \frac{1}{\sqrt{2r-1}} + O\left( \frac{1}{\sqrt{2r-1}^3} \right) + O(x^2)
\]

by performing a lower bound estimate on the smallest summand using Stirling’s formula. Using the appropriate time re-scaling gives

\[
P_1(T_0^Y > \epsilon/x^2) \geq C(\epsilon) x
\]

where \(C(\epsilon)\) represents some constant dependent on \(\epsilon\). Substituting the required components back into (5.45) shows that \(\lim_{x \to 0} E[\Gamma_B] \) is nontrivial as required.

\[
\square
\]

Let \(\tilde{B} = \lim_{x \to 0} B \subset \mathbb{R}^2\). Let \(X\) denote the possible locations of creation singularities in \(B\), so that for a dimer covering, \(X\) takes values in \(\Xi_B\). Let \(P_{x,\epsilon}^s\) be the point process defined on \(B(\mathbb{R}^2)\), the Borel sets of \(\mathbb{R}^2\), such that the realization of all the creations whose paths are non-trivial in \(\tilde{B}\) is \(\Gamma_B^s\). Here, the superscript ‘s’ in the measure is to merely indicate singularity. The aim is to show weak convergence of the measure \(P_{x,\epsilon}^{s,nc}\) to a Poisson point process. Before doing so, we first state and prove a lemma which was used in the proof of Lemma 12 and is used in the proof of Theorem 6.

**Lemma 13.** For \(k > 0\) and \(y_1, \ldots, y_k \in B\),

\[
P(X = y_1, \ldots, X = y_k) = \prod_{i=1}^{k} P(X = y_i) + O(x^{2k+1})
\]
Proof. The proof heavily relies on the computation of the asymptotic inverse Kastelyn entries. These can be found algorithmically using a similar method employed in the proof of Lemma 12. The only difference is to take into account the vertical scaling.

It remains to show independence up to a factor of $x$ using the asymptotic inverse Kastelyn entries. Each creation consists of dimers covering edges $v_5$ to $v_1(1,0)$ and $v_6$ to $v_2(0,1)$. Notice that

$$(5.54) \quad K^{-1}(v_1(0,1), v_j) = K^{-1}(v_2(1,0), v_j) + O(x)$$

for $j = 5, 6$. For the off diagonal blocks, we have a similar result, namely

$$(5.55) \quad K^{-1}(v_1(0,1), v_j(n, m)) = K^{-1}(v_2(1,0), v_j(n, m)) + O(x)$$

for $j = 5, 6$.

$$(5.56) \quad K^{-1}(v_1(0,1), v_1(n + 1, m)) = K^{-1}(v_2(1,0), v_1(n, m + 1)) + O(x)$$

and finally

$$(5.57) \quad K^{-1}(v_1(0,1), v_2(n + 1, m)) = K^{-1}(v_2(1,0), v_2(n + 1, m)) + O(x).$$

This implies that the first two rows (and columns), apart from the 2 by 2 diagonal block, of the underlying inverse Kastelyn matrix $P(\Gamma)$, are the same up to $O(x)$. A similar graph representation of the Pfaffian, see [God93], gives

$$(5.58) \quad P(X = y_1, \ldots, X = y_k) = \left( P(X = y_1) + O(x^2) \right) \cdot \left( P(X = y_2, \ldots, X = y_k) \right)$$

Proceeding by induction gives the result. \hfill \Box

We can now state and prove a theorem about the locations of creations which give non-trivial paths in the scaling window $(x, x^2)$.

**Theorem 6.** For $\epsilon > 0$, $P_{x, u_c}^{\epsilon, u_c}$ converges weakly to a Poisson point process in the limit $x \to 0$, which has a finite non-zero intensity dependent on $\epsilon$.

*Proof of Theorem 6.* The proof follows the same recipe as the proof of Theorem 4 for $u = u_c$ (see Section 5.2). Again, tightness is already guaranteed and we only need to prove convergence of finite dimensional distributions. We borrow the multi-index notation from the proof of Theorem 4 for $u = u_c$.

Let $B_1, \ldots, B_k$ represent disjoint boxes in $(2x\mathbb{Z} \times 2x^2\mathbb{Z}) \cup ((2\mathbb{Z} + 1)x \times (2\mathbb{Z} + 1)x^2)$ with $\hat{B}_i$ representing the box under the limit $x \to 0$ for $1 \leq i \leq k$. Let $f_m$ denote the $m$ point particle density for $\Gamma_x^\epsilon$. By Lemma 12, we can write

$$(5.59) \quad \int_{\hat{B}_1} f_1(y) dy = \lim_{x \to 0} \sum_{x_1 \in B_1} P(X = x_1; x_1 \in \Gamma_x^\epsilon) = \lim_{x \to 0} \sum_{t \in \mathbb{Q}_{>0}} \left| A_{tB_1}^{\epsilon} \right| < \infty$$

where $P(\cdot; x_1 \in \Gamma_x^\epsilon)$ is $P(\cdot)$ multiplied by the indicator $x_1 \in \Gamma_x^\epsilon$. Therefore, it is clear that $P(X = x_1; x_1 \in \Gamma_x^\epsilon)$ is $O(x^3)$. As the local dimer configurations are translation invariant (due to having zero boundary conditions), then $\int_{\hat{B}_1} f_1(y) dy = \mu(\hat{B}_1) \rho$ where $\rho$ is the intensity.
of the point process. Using Lemma 13 and convergence of Riemann sums gives

\begin{equation}
\lim_{x \to 0} \mathbb{E}^{s,u_c}[\prod_{j=1}^{k} \frac{N(B_j)!}{(N(B_j) - n_j)!}] = \lim_{x \to 0} \sum_{x_1 \in B_1, \ldots, x_{|n|} \in B_k} \mathbb{P}(X = x_1; x_1 \in \Gamma^x_{B_1}, \ldots, X = x_{|n|}; x_{|n|} \in \Gamma^x_{B_{|n|}})
\end{equation}

\begin{equation}
= \lim_{x \to 0} \sum_{x_1 \in B_1, \ldots, x_{|n|} \in B_k} \mathbb{P}(X = x_1; x_1 \in \Gamma^x_{B_1}) \cdots \mathbb{P}(X = x_{|n|}; x_{|n|} \in \Gamma^x_{B_{|n|}})
\end{equation}

\begin{equation}
= \left( \int_{B_1} f_1(y) dy \right)^{n_1} \cdots \left( \int_{B_k} f_1(y) dy \right)^{n_k}
\end{equation}

Let

\begin{equation}
Q_x(z) = \sum_{p \in \mathbb{N}_0^k} \frac{(-z)^p}{p!} \mathbb{E}_x^{s,u_c}[\prod_{j=1}^{k} \frac{N(B_j)!}{(N(B_j) - p_j)!}]
\end{equation}

and set

\begin{equation}
Q_0(z) = \sum_{p \in \mathbb{N}_0^k} \frac{(-z)^p}{p!} \left( \int_{B_1} f_1(y) dy \right)^{n_1} \cdots \left( \int_{B_k} f_1(y) dy \right)^{n_k}
\end{equation}

i.e. a generating function for a Poisson point process. Notice that each generating function can also be written as a power series whose coefficients are given by the finite dimensional distribution probabilities for the corresponding measure on the sets $B_1, \ldots, B_m$. Following the same convergence argument given in the proof of Theorem 4 for $u = u_c$, then it is clear that the derivatives of $Q_x(z)$ (with respect to $z$) converge to $Q_0(z)$. This proves the finite dimensional distributions convergence.

\[\square\]

6. The particle model for $u = u_i$

In this section, we concentrate on the particle model for $u = u_i$ and prove Theorem 3. The idea behind the proof is to form a bijection with the particle model and the color boundaries of a two color noisy voter model, defined in [GM95]. The weak convergence under the scaling window $(x, x^2)$ is guaranteed by [FINR06], who constructed the scaling window $(x, x^2)$ of the noisy voter model. This limiting object is called the Continuum Noisy Voter Model. Finally, we show that the set of creations which give non-trivial paths in the scaling window $(x, x^2)$ is a locally finite Poisson point process. Figure 9 shows a simulation of the particle model for $x = 0.1$ and $u = u_i$.

6.1. Bijection with the Noisy Voter Model. In this subsection, we show that the particles in the particle model have the same distribution as the boundaries of colors in two colored noisy voter model. This involves showing the distributions of particles are independent Bernoulli random variables, each trajectory is independent and creations are independent.

Let

\begin{equation}
H(m,n) = \frac{1}{(2\pi)^2} \int_{|w|=1} \int_{|z|=1} \frac{z^m}{w^n P(z, w)} \frac{dw}{z} \frac{dz}{w}
\end{equation}
Lemma 14. For $m, n \geq 0$,

\[
H(m, n) = \frac{(-1)^{m+n}(1-x)^m(1+x)^n(1+\sqrt{1-x^2})^{2+m-n}(1-x^2+\sqrt{1-x^2})^{-m-n}}{4x^3}
\]

Proof. We only prove the result for $m \geq n$. To simplify calculations, set $x$ to $\sqrt{2r+1}/r$. Computing the first integral via residue calculus gives

\[
\frac{1}{2\pi i} \int_{|w|=1} \frac{r(-1+2r)w^{-n}(w-rw)^m}{2(-1+r+2rw)^m(-1+r+2rw-w^2+rw^2)} \, dw
\]

The singularities of the integrand inside the region $|w|=1$ are located at $w = (1-r)/(-1+r)$ and $w = (1-r)/(2r)$. The contribution from the residue at $w = (1-r)/(-1+r)$ is given by

\[
\frac{1}{4} r\sqrt{2r-1} \left( \frac{r+\sqrt{2r-1}}{1-r} \right)^{m+n}
\]

It remains to find the residue for (6.3) at $w = (1-r)/(2r)$. This can be achieved by splitting the term $(-1+r+2rw-w^2+rw^2) = (r-1)(w-c_1)(w-c_2)$, where $c_1 = 1/c_2$ and $|c_1| < 1$. Hence, the denominator in (6.3) can be separated into

\[
\frac{1}{(1-r+2rw-w^2+rw^2)} = \frac{1}{2\sqrt{2r-1}} \left( \frac{1}{w-c_1} - \frac{1}{w-c_2} \right)
\]

Each term can then be computed using the high dimensional residue formula:

\[
\frac{1}{2\pi i} \int_{|w+\frac{1}{2\sqrt{2r}}|=\epsilon} \frac{r\sqrt{2r-1}w^{m-n}(1-r)^m}{2(-1+r+2rw)^m(w-c_1)} = -\frac{1}{4} r\sqrt{2r-1} \left( \frac{r+\sqrt{2r-1}}{1-r} \right)^{m+n}
\]

and

\[
\frac{1}{2\pi i} \int_{|w+\frac{1}{2\sqrt{2r}}|=\epsilon} \frac{r\sqrt{2r-1}w^{m-n}(1-r)^m}{2(-1+r+2rw)^m(w-c_2)} = \frac{1}{4} r\sqrt{2r-1} \left( \frac{r-\sqrt{2r-1}}{1-r} \right)^{m+n}
\]
Notice that contributions from (6.4), (6.6) and (6.7) sum up to give (6.3). As the contributions from (6.4) and (6.6) cancel out, then

\[ H(m, n) = \frac{1}{4} r \sqrt{2r - 1} \left( \frac{r - \sqrt{2r - 1}}{1 - r} \right)^{m+n} \]

Setting \( r = \frac{1 + \sqrt{1 - x^2}}{x^2} \) gives the result. \( \square \)

Lemma 14 is an exact result. As a consequence, we can compute the entries of \( K^{-1}(v_i, v_j(n, -n)) \) exactly. In fact, it turns out that \( K^{-1}(v_3, v_3(n, -n)) = K^{-1}(v_3, v_4(n, -n)) \) for \( u = \frac{1 - \sqrt{1 - x^2}}{x^2} \).

This leads to an interpretation that particle locations are Bernoulli \( \left( \frac{x}{1+x} \right) \), which is argued after the following proposition.

**Proposition 6.** For \( n \geq 1 \),

\[ P(X(0, t), X(n, t)) = \frac{x^2}{(1+x)^2} \]

**Proof.** We can calculate the joint probability via the inclusion-exclusion formula given in Lemma 3. Hence, we require

\[ \text{Pf} \begin{pmatrix} 0 & 1 - xK^{-1}(v_3, v_4) & -K^{-1}(v_3, v_3(n, -n)) & -K^{-1}(v_3, v_4(n, -n)) \\ \ldots & 0 & -K^{-1}(v_4, v_3(n, -n)) & -K^{-1}(v_4, v_4(n, -n)) \\ \ldots & \ldots & 0 & 1 - xK^{-1}(v_3, v_4) \\ \ldots & \ldots & \ldots & 0 \end{pmatrix} \]

where \( v_i \) for \( i \in \{1, \ldots, 6\} \) represents a vertex \( i \) in the fundamental domain and \( v_i(m, n) \) represents vertex \( i \) a distance \( (m, n) \) from the fundamental domain.

Using residue calculations, \( K^{-1}(v_3, v_4) = 1/(x(x + 1)) \). It remains to calculate the interaction between the two edges, which can be found by invoking Lemma 14. Due to \( K^{-1}(v_3, v_3(n, -n)) = K^{-1}(v_3, v_4(n, -n)) \) for \( u = \frac{1 - \sqrt{1 - x^2}}{x^2} \), by symmetry (6.10) becomes

\[ \text{Pf} \begin{pmatrix} 0 & 1 - xK^{-1}(v_3, v_4) & 0 & 0 \\ \ldots & 0 & -K^{-1}(v_4, v_3(n, -n)) & K^{-1}(v_4, v_3(n, -n)) \\ \ldots & \ldots & 0 & 1 - xK^{-1}(v_3, v_4) \\ \ldots & \ldots & \ldots & 0 \end{pmatrix} \]

The Pfaffian of the above matrix represents counting the number of weighted perfect matchings of a graph with four vertices \( w_1, \ldots, w_4 \), with the edges weighted by the above matrix. Clearly, we can only have one possible contribution (the edges \( w_1w_2 \) and \( w_3w_4 \)), which gives the desired result. \( \square \)

The above method can be generalized to consider the locations of an arbitrary number of particles.

**Proposition 7.** For \( i_1 < \cdots < i_n \),

\[ P(X(i_1, t), \ldots, X(i_n, t)) = \frac{x^n}{(1+x)^n} \]

**Proof.** Using the inclusion-exclusion formula given in Lemma 3 we can write \( P(X(i_1, t), \ldots, X(i_n, t)) \) as a Pfaffian of a matrix with block diagonals given by

\[ \begin{pmatrix} 0 & 1 - xK^{-1}(v_3, v_4) \\ \ldots & 0 \end{pmatrix} \]
and off-diagonal blocks given by

\begin{equation}
\begin{pmatrix}
-K^{-1}(v_3, v_3(i_k, -i_k)) & -K^{-1}(v_3, v_4(i_k, -i_k)) \\
-K^{-1}(v_4, v_3(i_k, -i_k)) & -K^{-1}(v_4, v_4(i_k, -i_k))
\end{pmatrix}
\end{equation}

for \(k \in \{1, \ldots, n\}\). Using the fact that \(-K^{-1}(v_3, v_3(i_k, -i_k)) = K^{-1}(v_4, v_3(i_k, -i_k))\), then by applying the graphical representation of the Pfaffian inductively (described in Proposition \ref{Pfaffian}), we can write

\begin{equation}
P(X(i_1, t), \ldots, X(i_n, t)) = (1 - xK^{-1}(v_3, v_4))^n.
\end{equation}

which gives the required result. \(\square\)

The locations of the particles are independent and Bernoulli(\(\frac{x}{1+x}\)). It now remains to look at the dynamics.

**Proposition 8.** For an arbitrary horizontal line, dimers over the \(b\) edges are iid with distribution Bernoulli(\(1/2 - \frac{\sqrt{1-x}}{2\sqrt{1+x}}\)).

*Proof.* We consider an arbitrary horizontal line. Suppose that \(L_i\) represents the event that a dimer covers a \(b\) edge going left (i.e. from \(v_5\) to \(v_1\)) where \(i\) represents the position of \(v_4\) on the horizontal axis. Let \(R_i\) denote the event that a dimer covers a \(b\) edge going right (i.e. from \(v_5\) to \(v_1\)) where \(i\) represents the position on the lattice \(v_4\) on the horizontal axis.

We first consider the probability of two left going \(b\) edges a distance \(n\) away. Without loss of generality, we can consider one of these edges to be located at the origin.

\begin{equation}
P(L_0, L_n) = u^2 x^2 \text{Pf} \begin{pmatrix}
0 & K^{-1}(v_5, v_2(1, 0)) & K^{-1}(v_5, v_5(n, -n)) & K^{-1}(v_5, v_2(1, -n, n)) \\
\cdots & 0 & K^{-1}(v_2, v_5) & K^{-1}(v_2, v_5) \\
\cdots & \cdots & 0 & K^{-1}(v_5, v_2(0, 1)) \\
\cdots & \cdots & \cdots & 0
\end{pmatrix}
\end{equation}

where we have used \(\ldots\) to denote the lower triangle entries (the matrix is anti-symmetric). Then, explicit calculation using Lemma \ref{Pfaffian} gives

\begin{equation}
K^{-1}(v_5, v_5(n, -n)) = K^{-1}(v_5, v_2(n, 1 - n)).
\end{equation}

Therefore, using row and column operations on the above matrix gives

\[
P(L_0, L_n) = u^2 x^2 (K_{0,1}^{-1}(5, 2))^2 = \frac{1 - \sqrt{1 - x^2}}{2(1 + x)}
\]

A similar result for \(P(R_0, R_n)\) is true, but is reliant on

\begin{equation}
K^{-1}(v_6, v_0(n, -n)) = K^{-1}(v_6, v_1(n + 1, -n)).
\end{equation}

The above calculation can be generalized to find the joint probabilities of observing dimers covering any collection of rightward and leftward \(b\) edges located on the same horizontal line. Again, this joint probability is just the product of the probabilities of observing a dimer covering each edge. Furthermore, we can show that the probability of observing \(n\) creations along a horizontal line, is given by the product of the probabilities of dimer covering each edge. For example,

\begin{equation}
P(L_0, R_0, L_n, R_n) = u^4 x^4 (K^{-1}(v_5, v_2(0, 1)))^2 (K^{-1}(v_6, v_1(0, 1)))^2 \end{equation}
A further calculation shows that the trajectories of particles are independent. This relies on computing the possible trajectories of the particles given their locations. This calculation follows in the same vein as the previous propositions.

Proof of Theorem \[3\] For \( u = \frac{1 - \sqrt{1 - x^2}}{x^2} \), the dimer covering of the Fisher lattice can be thought as follows:

- Take an arbitrary horizontal line along the \( a \) edges. With product measure, we can place dimers on \( a \) edges with an iid Bernoulli \( \frac{1}{1 + x} \) distribution.
- If there is no dimer covering an \( a \) edge on the row below (or above), then choose a dimer to cover either the left or right \( b \) edge directly above (or below) with probability \( \frac{1}{2} \). This is a direct consequence of seeing one \( b \) edge conditioned on there not being a \( b \) edge on the row below (above). The surrounding dimers are automatically selected from this probabilistic choice.
- If there is a dimer covering \( a \) edge on the row below, then with probability \( \frac{1 - \sqrt{1 - x^2}}{2 + 2x} \), select two dimers to cover both directly above (below) \( b \) edges. Otherwise, cover the edge \( v_5 \) to \( v_6 \) with a dimer.

As a consequence of locating all the dimers on the \( b \) edge row, determines the existence of dimer on the above (below) \( a \) edges row.

Due to the independence of the entries, the model can be viewed as a one-dimensional noisy voter model with two colors, say red and blue. The particles in the dimer model represent the boundary between the two colors. A site contained within a connected region of the same color can flip color with Bernoulli \((1 - \sqrt{1 - x^2})/(2 + 2x)\). This represents the noise. Hence, the particle model is in direct correspondence with the noisy voter model. The scaling window \((x, x^2)\) of the noisy voter model was constructed in [FINR06] and named the Continuum Noisy Voter model.

An equivalent interpretation of this dimer model is a one-dimensional Ising Model with heat bath dynamics. This can be seen via the two-dimensional Ising model representation of the dimer model. The fact that there are no correlations amongst the spins along any horizontal line of the Ising model in two dimensions implies that the interaction of the spins is only dependent on the previous levels.

6.2. Creation Measure. Similar to \( u = u_c \), the set of creations for the case \( u = u_i \) forms a dense set in the scaling window \((x, x^2)\). However, we can restrict to the set of creations which give paths of length greater than \( \epsilon \) in the scaling window. This section shows that this random set is finite and its points form a Poisson point process.

We use the same notation as Section 5.3 without further mention.

Lemma 15.

\[
0 < \lim_{x \to 0} \mathbb{E} |\Gamma_B^y| < \infty
\]

Proof. The proof of the upper bound follows by the same argument given in Lemma \[12\].

For the lower bound, define \( X_t(y, z) = P_t(y, z, t - z) - P_t(y, z, t - z) \) for \((y, z) \in \Xi_B\). This means \( \{X_t(y, z) : (y, z) \in \Xi_B\} \) is a set of independent walks with i.i.d. increments of 1 with
where $P$ and $K$ and

$$\lim_{x \to 0} E[|F_B^c|] = \lim_{x \to 0} E[|\Xi_B|]\mathbb{P}_1(T_0^X > \epsilon/x^2)$$

$\mathbb{P}_1(T_0^X > \epsilon/x^2)$ has already been computed in Lemma 12 and is $\Theta(x)$. $E[|\Xi_B|]$ is $1/x^3$ multiplied by the expected number of creations in a fundamental domain. Therefore, $E[|\Xi_B|] = c/x + O(1)$. Hence,

$$\lim_{x \to 0} E[|F_B^c|] > 0$$

As in Section 5.3, $E[|F_B^c|]$ is dependent on $\epsilon$. Moreover, $\lim_{x \to 0} E[|F_B^c|] = \infty$.

**Theorem 7.** $\mathbb{P}_{x,\xi}^{\epsilon}$ converges weakly to a Poisson point process as $x \to 0$.

**Proof.** By using Lemma 13 then it can be shown that the creation singularities are independent. In other words, the statement Lemma 13 can be replaced by

$$\mathbb{P}(X = y_1, \ldots, X = y_k) = \prod_{i=1}^k \mathbb{P}(X = y_i)$$

for $k > 0$ and $y_1, \ldots, y_k \in B$. Following the proof of Theorem 6 using the above equation where necessary gives the required result. $\square$

**Remark:** Let $P_{l}^c = \{P(z, y) : (z, y) \in \Gamma_B^c\}$ and define $P_{r}^c$ accordingly. Let $\mathbb{P}_{l,\epsilon}^{\text{sing}}$ denote the limiting Poisson point process for $P_{x,\xi}^{\text{sing}}$ with $\epsilon > 0$ fixed. Then, define $R(\epsilon) = \{\mathbb{P}_{l,\epsilon}^{\text{sing}}, P_{l}^c, P_{r}^c\}$ denotes the CNVM conditioned on having path lengths of at least $\epsilon > 0$.

7. The scaling around $u_c$ and $u_i$

This section concentrates on the behavior exhibited when $u = (1 - \sqrt{1 - \gamma x^2})/(\gamma x^2)$ with $\gamma \in \mathbb{R}\setminus\{-1, 1\}$ and $|\gamma| = o(1/x)$ (i.e. $u = 1/2 - \gamma x^2/8$). We find the stationary measure for the locations of particles on a horizontal line for the scaling window $(x, x^2)$. There are three cases to be considered, namely, $\gamma < -1$, $\gamma \in (-1, 1)$ and $\gamma > 1$. These correspond to $u < u_c$, $u_c < u < u_i$ and $u > u_i$. For each case, particle locations are given by a Pfaffian point process. However, each process exhibits different local behaviors, which are discussed after the following lemma.

**Lemma 16.** Suppose that $nx = \alpha$ where $\alpha \in [0, \infty)$ and $\gamma \in \mathbb{R}\setminus\{-1, 1\}$. Then

$$K^{-1}(v_3, v_3(n, -n)) = E_1^\gamma(\alpha) + O(x)$$

and

$$K^{-1}(v_3, v_4(n, -n)) = E_2^\gamma(\alpha) + O(x)$$

where

$$E_1^\gamma(\alpha) = -\frac{1}{\pi i} \int_{e_2(\gamma)}^{e_1(\gamma)} \frac{2pe^{-\alpha p}}{\sqrt{4 + 8\gamma + 4\gamma^2 - 12p^2 + 4\gamma p^2 + p^4}} dp + O(x)$$

and

$$E_2^\gamma(\alpha) = \frac{1}{\pi i} \int_{e_2(\gamma)}^{e_1(\gamma)} \frac{(-2 - 2\gamma - p^2)e^{-\alpha p}}{2\sqrt{4 + 8\gamma + 4\gamma^2 - 12p^2 + 4\gamma p^2 + p^4}} dp + O(x)$$
where \( e_1(\gamma) = 2 + \sqrt{2(1-\gamma)} \) and \( e_2(\gamma) = (2 - \sqrt{2(1-\gamma)})I_{\gamma>1} + (-2 + \sqrt{2(1-\gamma)})I_{\gamma<-1} \).

Lemma \[\text{Lemma 16}\] provides the inverse Kastelyn entries, which can be used to compute correlations. For \( \gamma > 1 \), notice that \( \epsilon_1(\gamma) = e_2(\gamma) \). For \( \gamma < 1 \), it can be shown that \( |E_1(\alpha)| > |E_2(\alpha)| \). This implies that any pair of particles is positively correlated. However, for \( \gamma > 1 \), it can be shown that \( |E_1(\alpha)| < |E_2(\alpha)| \), which shows that any pair of particles is negatively correlated.

Lemma \[\text{Lemma 16}\] is also valid for \( \gamma = -1 \) but not for \( \gamma = 1 \). From the observation that \( e_2(-1) = 0 \), then clearly the decay of \( E^{-1}_1(\alpha) \) in the limit \( \alpha \to 0 \) is slower than the decay of \( E_1(\alpha) \) in the limit \( \alpha \to 0 \) for other \( \gamma \notin \{-1, 1\} \). This results in the covariance to decay slower in distance at \( u_c \), then any other value of \( u \).

The entry for \( K^{-1}(v_3, v_4) \) can also be computed up to \( O(x) \) in a similar fashion as the other entries in Lemma \[\text{Lemma 16}\]. Let \( e(\gamma) = \lim_{x \to \infty} 1/x(1 - xK^{-1}(v_3, v_4)) \). Then,

\[
\epsilon(\gamma) = \lim_{x \to \infty} \frac{1}{x} \left( 1 - xK^{-1}(v_3, v_4) \right) = \frac{1}{\pi i} \int_{e(\gamma)}^{e(\gamma)} \frac{2 - 2\gamma + p^2}{2\sqrt{4 + 8\gamma + 4\gamma^2 - 12p^2 + 4xp^2 + p^4}} dp
\]

Under the scaling window \((x, x^2)\) and the limit \( x \to 0 \), the particle locations are given by Theorem \[\text{Theorem 4}\]. We can now prove Theorem \[\text{Theorem 4}\].

Proof of Theorem \[\text{Theorem 4}\]: The structure of the matrix comes from Lemma \[\text{Lemma 16}\]. The relevant entries come from Lemma \[\text{Lemma 16}\]. The proof of weak convergence is the same as the proof in Theorem \[\text{Theorem 4}\] for \( u = u_c \).

It remains to compute the inverse Kastelyn entries. Let

\[
\tilde{P}(z, w) = zwP(z, w) = zw \det K(z, w)
\]

Proof of Lemma \[\text{Lemma 16}\]: For the sake of brevity, we only compute \( K^{-1}(v_3, v_3(n, -n)) \). The entry is given by

\[
K^{-1}(v_3, v_3(n, -n)) = \frac{1}{(2\pi i)^2} \int_{\mathbb{T}^2} \frac{-u^2(w^{-n+1}z^{n+1} - w^{-n-1}z^{n+1})}{P(z, w)} dwdz
\]

Taking the transformation \( z = \zeta w \) gives

\[
K^{-1}(v_3, v_3(n, -n)) = \frac{1}{(2\pi i)^2} \int_{\mathbb{T}^2} \frac{u^2\zeta^{n-1}(\zeta^2 - 1)}{P(\zeta, w)} dwd\zeta.
\]

As \( \tilde{P}(\zeta w, w) = C(w - w_1)(w - w_2) \) where \( C, w_1 \) and \( w_2 \) are rational functions of \( \zeta \), with \(|w_1| > 1 \) and \(|w_2| < 1 \) then computing the integral with respect to \( w \) via residue calculus gives

\[
K^{-1}(v_3, v_3(n, -n)) = \frac{1}{2\pi i} \int_{|\zeta| = 1} \frac{u^2\zeta^{n-1}(\zeta^2 - 1)}{A(\zeta)} d\zeta
\]

where

\[
A(\zeta) = (w_1 - w_2)u\zeta(1 + \zeta)(-1 + u^2x^2)
\]

Recalling the expressions \( e_1(\gamma) \) and \( e_2(\gamma) \) and denote \( e_3(\gamma) = 3 - \gamma + 2\sqrt{2(1-\gamma)} \) and \( e_4(\gamma) = 3 - \gamma - 2\sqrt{2(1-\gamma)} \). Then, \( A(\zeta) \) can be factorized into the following

\[
A(\zeta) = u^4(-1+x^2)^2(\zeta - (1+e_1x+e_3x^2))(\zeta - (1+e_2x+e_4x^2))(\zeta - (1-e_1x+e_3x^2))(\zeta - (1-e_2x+e_4x^2)) + O(x^3)
\]
Taking the change of variables ζ = 1 − xξ transforms A(ζ) in (7.11) into the following

\begin{equation}
A(\xi) = x^4u^4(-1+x^2)^2 ((\xi - (e_1 + e_3x))(\xi - (e_2 + e_4x))(\xi - (e_1 + e_3x))(\xi - (e_2 + e_4x)) + O(x^2))
\end{equation}

while (7.9) becomes

\begin{equation}
K^{-1}(v_3, v_3(n, -n)) = \frac{1}{2\pi i} \int_{|x^{-1/2}|=1/\epsilon} \frac{xu^2(1-x\xi)^{n-1}((1-x\xi)^2 - 1)}{\sqrt{A(\xi)}} d\xi
\end{equation}

The contour of integration can be pushed to a contour independent of x surrounding the two roots of A(\xi) with positive real part, namely a contour surrounding \(e_1(\gamma)\) and \(e_2(\gamma)\). Notice that \(e_1(\gamma)\) and \(e_2(\gamma)\) are defined so that we can keep track of the roots with positive real part. Then, the numerator of the above integrand tends to

\begin{equation}
\frac{1}{2} e^{-\alpha \xi} x^2
\end{equation}
as \(x \to 0\) whereas the denominator tends to

\begin{equation}
-\frac{1}{4} x^2 \sqrt{4 + 8\gamma + 4\gamma^2 - 12\xi^2 + 4\gamma\xi^2 + \xi^4}
\end{equation}

By the denominated convergence theorem, we obtain

\begin{equation}
K^{-1}(v_3, v_3(n, -n)) = -\frac{1}{2\pi i} \int \frac{2e^{-\alpha \xi} \xi}{\sqrt{4 + 8\gamma + 4\gamma^2 - 12\xi^2 + 4\gamma\xi^2 + \xi^4}} d\xi.
\end{equation}

where the integral is over a contour surrounding \(e_1(\gamma)\) and \(e_2(\gamma)\). Splitting up the contour into two line integrals gives the required result.

\[\square\]

Although Lemma 16 incorporates Lemma 11, the technique used to calculate Lemma 11 is more general. Moreover, we can use the same technique found in Lemma 11 when the indices of \(z\) and \(w\) are different. This is required in Lemma 13. The calculation for Lemma 16 cannot be generalized in this way.

7.1. Correlation Length. This subsection focuses on proving Lemma 1.16. Recall that the correlation length, \(\xi(\gamma)\) (1.16), is defined in terms \(C(\alpha, \gamma) = E_1^\gamma(\alpha)^2 - E_2^\gamma(\alpha)^2\) for \(\gamma \neq 1\) and \(C(\alpha, 1) = 0\) for all \(\alpha \geq 0\).

**Proof of Lemma 1.16.** We split the proof into the various cases.

For \(\gamma = 1\), \(C(\alpha, 1) = 0\) for all \(\alpha \geq 0\), which implies that \(\xi(1) = 0\). As \(C(\alpha, -1) \sim 1/\alpha^2\), then \(\xi(-1) = \infty\).

For \(-1 < \gamma < 1\), we can set up bounds for \(E_1^\gamma(\alpha)\) and \(E_2^\gamma(\alpha)\) for \(\alpha\) large:

\begin{equation}
e^{-\alpha e_1(\gamma)} E_1^\gamma(0) \leq E_1^\gamma(\alpha) \leq e^{-\alpha e_2(\gamma)} E_1^\gamma(0)
\end{equation}

and similarly

\begin{equation}
e^{-\alpha e_1(\gamma)} E_2^\gamma(0) \leq E_2^\gamma(\alpha) \leq e^{-\alpha e_2(\gamma)} E_2^\gamma(0)
\end{equation}

Therefore,

\begin{equation}e^{-2\alpha e_1(\gamma)} E_1^\gamma(0)^2 - e^{-2\alpha e_2(\gamma)} E_2^\gamma(0)^2 \leq C(\alpha, \gamma) \leq e^{-2\alpha e_2(\gamma)} E_1^\gamma(0)^2 - e^{-2\alpha e_1(\gamma)} E_2^\gamma(0)^2.
\end{equation}

Using these bounds in the definition of \(\xi(\gamma)\) gives

\begin{equation}
\frac{1}{2e_2(\gamma)} \leq \xi(\gamma) \leq \frac{1}{2e_2(\gamma)}
\end{equation}
as required.

For $\gamma < -1$, (7.17) still holds but (7.18) does not necessarily hold. Split $E_2^\gamma(\alpha)$ into its positive and negative parts, i.e.

$$E_2^\gamma(\alpha) = (E_2^\gamma(\alpha))_+ - (E_2^\gamma(\alpha))_-,$$

with $(E_2^\gamma(\alpha))_+$ having bounds of integration $e_2(\gamma)$ up to $\sqrt{2(-\gamma - 1)}$ and $(E_2^\gamma(\alpha))_-$ having bounds of integration $\sqrt{2(-\gamma - 1)}$ up to $e_1(\gamma)$. Then,

$$|E_2^\gamma(\alpha)| \leq e^{-e_2(\gamma)\alpha}(E_2^\gamma(0))_+,$$

and

$$|E_2^\gamma(\alpha)| \geq e^{-\sqrt{2(-\gamma - 1)}\alpha}(E_2^\gamma(0))_+ + e^{-e_1(\gamma)\alpha}(E_2^\gamma(\alpha))_-$$

Plugging these bounds into $C(\alpha, \gamma)$ and using the definition of $\xi(\alpha, \gamma)$ gives the required result.

For $\gamma > 1$, the underlying integrals are contour integrals, with the contour having constant real part. From the definition of $C(\alpha, \gamma)$, we can consider $|E_1^\gamma(\alpha) - E_2^\gamma(\alpha)|$ and $|E_1^\gamma(\alpha) - E_2^\gamma(\alpha)|$ separately. For notational convenience, set $r = \sqrt{2(\gamma - 1)}$. By applying the change of variables $p \mapsto 2 + ip$ then

$$|E_1^\gamma(\alpha) - E_2^\gamma(\alpha)| = 2\frac{e^{-2\alpha}}{\pi} \text{Re} \int_0^r \sqrt{\frac{(p-r)(p+r)}{(p-2i+r)(p-2i+r)}} e^{-i\alpha p} dp$$

and

$$|E_1^\gamma(\alpha) - E_2^\gamma(\alpha)| = 2\frac{e^{-2\alpha}}{\pi} \text{Re} \int_{-r}^r \sqrt{\frac{(p-2i+r)(p-2i+r)}{(p-r)(p+r)}} e^{-i\alpha p} dp$$

by splitting up the domain of integration into two parts $(-r, 0)$ and $(0, r)$. The integral in (7.24) decays at rate $1/r$. This can be seen by applying integration by parts and integrating the term $\sqrt{p-r}e^{-i\alpha p}$. Employing a similar technique shows that (7.25) decays at rate $1/\sqrt{r}$. Therefore,

$$\lim_{\alpha \to \infty} \frac{1}{\alpha} \log C(\alpha, \gamma) = -\frac{1}{4}.$$

Plugging back into the definition of the correlation length gives the result.

We conclude with some remarks about the correlation length. Choosing $\gamma = 1 + Cx^a$, where $C > 0$ and $a > 0$, forces the covariance between particles to converge to 0 in the scaling window $(x, x^2)$. This can be shown either using an analogous calculation (7.17), or by using an expansion of the covariance around $u = u_i$. As $\lim_{\gamma \to 1^+} \xi(\gamma) = 1/4$, $\lim_{\gamma \to 1^-} \xi(\gamma) = 1/4$ and $\xi(1) = 0$, then there is a point of discontinuity for the correlation length at $\gamma = 1$. This is a consequence of the definition of the correlation length as opposed to a difference of measures. This can be seen by setting $u = u_i + \epsilon x^2$ and showing that all the finite distributions converge (after taking the scaling window) in the limit $\epsilon \to 0$. 

□
8. Concluding Remarks

Here, we describe some possibilities for future work that we have been unable to complete so far.

As noted before, we have been unable to find the limiting measure for the scaling window $(x, x^2)$ when $u = (1 - \sqrt{1 - \gamma x^2})/(\gamma x^2)$ for $\gamma \neq 1$. When $\gamma = -1$, we expect that this limiting measure is scale invariant but not rotationally invariant. This is due to the underlying dimer model (or Ising model) being anisotropic. The techniques used in this paper have primarily concentrated on spin-spin correlations. In the same way that the scaling limit of percolation (see [CN06]) required SLE and CLE (see [Wer04] or [Law05] for fine surveys of SLE), we expect that the scaling windows of this Ising Model requires some family of random curves and loops.

Taking $x = 1$ in the underlying dimer model forces the coefficient of $z/w$ and $w/z$ in the characteristic polynomial to be zero. For $u = 1$, $P(z, w)$ is a constant. This implies that spins from the Ising Model are chosen independently with probability $1/2$, which is exactly percolation on the triangular lattice. For $u < 1$, the inverse Kastelyn entries can be written in terms of the Green’s function for random walks on the triangular lattice. Choosing $u = \sqrt{2} - 1$, the Green’s function is the inverse of the Laplacian.

If we take $u = u_i + \epsilon^2$ where $\epsilon$ is order $x^\alpha$ for $\alpha \in (0, 1)$, then

$$E[N_b] = E[N_a] + O(\epsilon) = O(x)$$

and

$$E[N_x] = x^2 + O(x^2 \log x).$$

These can be shown by expanding out the appropriate elliptic integrals defined in Section 3. By taking the scaling window $(x^\alpha, x^{2\alpha})$ implies that the density of particles is of constant order. For $\alpha < 2/3$, there is a dense set of creations in the scaling window. For $\alpha > 2/3$, then there are no creations or annihilations seen in the scaling window $(x^\alpha, x^{2\alpha})$. We expect the limiting measure to be Dyson Brownian motions. For $\alpha = 2/3$, the creations have a finite density. Roughly speaking, we expect the repulsion of the particles to be weak enough to allow some annihilations.

Finally, is there a random matrix ensemble, whose eigenvalues have the same distribution as the particle locations in the scaling limit for $u = u_c$? This question is motivated from the fact that dimer coverings on the honeycomb lattice are a ‘discretized’ version of a GUE.
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