Quadratic contact point semimetal: Theory and material realization
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Most electronic properties of metals are determined solely by the low-energy states around the Fermi level, and for topological metals/semimetals, these low-energy states become distinct because of their unusual energy dispersion and emergent pseudospin degree of freedom. Here, we propose a class of materials which are termed as quadratic contact point (QCP) semimetals. In these materials, the conduction and valence bands contact at isolated points in the Brillouin zone, around which the band dispersions are quadratic along all three directions. We show that in the absence/presence of spin-orbit coupling, there may exist triply-/quadruply-degenerate QCPs that are protected by the crystalline symmetry. We construct effective models to characterize the low-energy fermions near these QCPs. Under strong magnetic field, unlike the usual 3D electron gas, there appear unconventional features in the Landau spectrum. The QCP semimetal phase is adjacent to a variety of topological phases. For example, by breaking symmetries via Zeeman field or lattice strain, it can be transformed into a Weyl semimetal with Weyl and double Weyl points, a Z2 topological insulator/metal, or a Dirac semimetal. Via first-principles calculations, we identify realistic materials Cu4Se and RhAs3 as candidates for QCP semimetals.

I. INTRODUCTION

In the past few years, topological metals/semimetals have emerged as an intriguing area of research in condensed matter physics [1–6]. In these materials, the electronic band structures feature topology/symmetry-protected band degeneracies near the Fermi level, such that the low-energy fermionic excitations around the band-degenerate manifold behave distinctly from the conventional Schrödinger-type fermions. As most electronic properties for metals are determined by the states near the Fermi surface, this also means that these materials would exhibit highly nontrivial physical properties, e.g., in transport, magnetic, and optical responses [7–17].

For a three-dimensional (3D) material, the band-degenerate manifold may take the form of a 0D point, a 1D line, or even a 2D surface in the Brillouin zone (BZ). Of these possibilities, the point band-degeneracy is perhaps the mostly studied so far. For example, the Weyl semimetals are materials with two-fold degenerate linear band-crossings points, around which the low-energy electrons resemble the Weyl fermions long sought after in high-energy physics [18–20]. A point band-degeneracy is characterized in at least the following three aspects. The first is the band dispersion around the point. For example, the dispersion is linear along all three directions for a Weyl point, whereas for so-called double Weyl point, the dispersion is quadratic in two directions and linear in the remaining one [21–23]. The second is the degeneracy of the point [24]. For example, a Dirac point is four-fold degenerate, such that the low-energy states necessarily carry an inherent four-component spinor form [25–29], in contrast to the Weyl points that are two-fold degenerate. The third aspect is regarding the stability of the degenerate point, i.e., the mechanism that protects the point needs to be clarified. For example, a Weyl point is topologically protected by the quantized Chern invariant ±1 for a constant energy surface enclosing the point [19, 30], whereas a Dirac point would require crystalline symmetries for protection [26].

The first and the second aspects above determine the most essential features of the low-energy fermions: the energy dispersion and the internal (pseudospin) degree of freedom. The third aspect determines possible topological phase transitions under symmetry breaking. A current theme of research is to explore novel types of band-degenearcies that is new in at least one of the three aspects. Meanwhile, equally important is the task of searching for realistic material systems for the realization of such new topological phases.

In this work, we theoretically propose a class of materials that may be termed as quadratic contact point (QCP) semimetals. In a QCP semimetal, the conduction and valence bands contact at isolated points, where the band dispersion is quadratic along all three di-
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tions. We find that in the absence/presence of spin-orbit coupling (SOC), the QCP can be triply-/quadruply-degenerate, and the stability of the point can be protected by symmorphic crystalline symmetries. It needs to be emphasized that although the quadratic dispersion is similar to that for the electron gas model, a key difference of QCP fermions is its intrinsic multi-component (pseudospin) degree of freedom, which leads to distinct and much richer physics. This is reflected in the effective models and in the unconventional Landau level (LL) spectrum. We further show that the QCP semimetal phase may be regarded as a parent phase for a variety of topological phases, including the Weyl semimetal with Weyl and double Weyl points, the $\mathbb{Z}_2$ topological insulator/metal, and the Dirac semimetal. The topological phase transitions can be achieved by proper symmetry breaking, e.g. by Zeeman field or lattice strain. By using first-principles calculations, we identify realistic materials as possible candidates for QCP semimetals. Our work reveals interesting fundamental physics for a new semimetal phase, and offers a promising platform for exploring new fermionic quasiparticles and controlled topological phase transitions.

II. QCP IN THE ABSENCE OR PRESENCE OF SOC: CONCRETE EXAMPLE

![FIG. 1. (a) Conventional unit cell for Cu$_2$Se, and (b) the corresponding bulk and surface Brillouin zones.](image)

We motivate our discussion by investigating the band structure for a concrete example material first. We consider Cu$_2$Se, which takes the antifluorite structure with space group No. 225 ($Fm\bar{3}m$). The material has been synthesized in experiment [31]. As shown in Fig. 1(a), the conventional unit cell has a cubic shape, and the structure can be regarded as a double-nested zinc-blende lattice. The experimentally measured lattice constant is $a = 4.075$ Å [31], which is used in our calculation.

To study the band structure, we perform the first-principles calculations based on the density functional theory (DFT). The calculation details are presented in Appendix A. Figure 2 shows the result in the absence of SOC. From the projected density of states (PDOS) plot (right panel of Fig. 2), one observes that the system is a semimetal with suppressed DOS at the Fermi level. The low-energy bands are mainly contributed by the $s$ and $d$ orbitals of Cu atom and $p$ orbital of Se atom. Importantly, one finds that the conduction and the valence bands contact at a single Fermi point at $\Gamma$. Here, while the conduction band is non-degenerate (without counting spin), the valence band top is actually doubly degenerate. From Fig. 2, one observes that the two valence bands are degenerate along the high-symmetry paths $\Gamma$-$L$ and $\Gamma$-$X$, but they split along other directions such as $\Gamma$-$W$. Moreover, around the band contact point, the bands have quadratic dispersion along all directions. Thus, this point qualifies as a QCP, and it is a triply degenerate point (if counting spin, it will become sixfold-degenerate).

Figure 3 shows the DFT band structure when SOC is included. Due to the presence of inversion symmetry ($P$) and time reversal symmetry ($T$), each band is at least doubly (spin)-degenerate. The original degenerate valence band top is split by SOC. However, the upper valence band still touches the conduction band at $\Gamma$, around which both bands have quadratic dispersions. Hence this band contact point is still a QCP. Here, in the presence of SOC, spin must be explicitly counted, so this QCP has four-fold degeneracy.

From the above discussion, we find that: for the material Cu$_2$Se, it is a semimetal with a triply-degenerate QCP in the absence of SOC, and it has a quadruply-degenerate QCP in the presence of SOC.

We have two remarks before proceeding. First, one might think that the quadratically dispersing bands around the QCP are not very different from the usual single-band electron gas model for metals. This is not the case. A salient difference is that the low-energy states near a QCP necessarily have an internal multi-component pseudospin degree of freedom. This will in turn give rise to distinct features in the LL spectrum, as we shall discuss in the following sections. Second, it is known that quadratic band touching point also appears between the (heavy hole and light hole) valence bands for certain semiconductors like GaAs. In contrast to that case, the QCP here is between conduction and valence bands, which dictates a gapless system. We shall see that this point is also crucial for the QCP semimetal to be a parent phase for other topological semimetal/insulator phases, which does not happen for the conventional semiconductors such as GaAs.

III. SYMMETRY PROTECTION AND EFFECTIVE MODELS

Before our analysis, we should point out that although the discussion so far is with the concrete material example (Cu$_2$Se) in Sec. II, the analysis for the QCPs below is quite general, depending only on the symmetry of the system and not limited to the particular example material. Hence the resulting models can be directly applied to other material systems with the same symmetry.
Let us first consider the band structure in Fig. 2 in the absence of SOC. Here, the two valence bands are degenerate along the Γ-L and Γ-X paths. The QCP at the Γ point is associated with the point group symmetry of the crystal, which is the $O_h$ cubic point group. The QCP is protected because the three degenerate states there belong to the three-dimensional $T_{2g}$ irreducible representation. The generators for the $O_h$ group may be taken as: $C_{4z}$, $M_{[110]}$, $C_{3}[111]$ and $P$. These symmetry operations constrain the form of the effective model, as in the standard $k \cdot p$ approach.

In the basis of the three degenerate states, we find that the effective model expanded around Γ takes the following form (up to quadratic order in $k$, and we set $\hbar = c = 1$ hereafter)

$$
\mathcal{H}_1(k) = \alpha k^2 + C(k_x k_y \lambda_1 - k_x k_z \lambda_4 + k_y k_z \lambda_6) + D \text{diag}(2k_x^2 - k_y^2, 2k_y^2 - k_x^2 - k_z^2, 2k_z^2 - k_x^2 - k_y^2).
$$

(1)

Here, the energy and the wave-vector $k$ are measured from the QCP, diag stands for a diagonal matrix, $\lambda_i$ ($i = 1, 4, 6$) are the three symmetric Gell-Mann matrices:

$$
\lambda_1 = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \lambda_4 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}, \quad \lambda_6 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}.
$$

(2)

and $A, C, D$ are material-specific real valued parameters. The form of the effective model clearly indicates that the band dispersion is quadratic around the QCP. Along a momentum axis, say $k_z$, the three bands have dispersions:

$$
\epsilon_{1,2} = (A - D)k_z^2, \quad \epsilon_3 = (A + 2D)k_z^2.
$$

(3)

Hence, to make the degeneracy point at $k = 0$ a QCP, i.e., a contact point between conduction and valence bands (the bands bend in opposite ways in energy), a necessary condition

$$
(A - D)(A + 2D) < 0
$$

must be satisfied. For the band structure of Cu$_2$Se in Fig. 2, we should have $(A - D) < 0$ and $(A + 2D) > 0$. Indeed, by fitting the band structure using the model (1), we obtain that $A = -36.02$ eV·Å$^2$, $D = 131.11$ eV·Å$^2$, and $C = -122.71$ eV·Å$^2$, which satisfy the condition that we have mentioned.

When SOC is included, we need to consider the double representations for the corresponding symmetry group. By analyzing the symmetry for the degenerate states at the fourfold QCP in Fig. 3, we find that they belong to the four-dimensional $\Gamma_{8}^\text{a}$ irreducible representations. The basis states for this representation can be chosen as the $J = 3/2$ multiplet, based on which the symmetry-constrained effective model expanded around the QCP can be written in the following form (again up to second order in $k$)

$$
\mathcal{H}_2(k) = \alpha k^2 + \frac{\sqrt{3}}{2} \beta (k_x^2 - k_y^2) \Gamma_1 + \frac{\beta}{2} (2k_z^2 - k_x^2 - k_y^2) \Gamma_2 + \gamma (k_x k_y \Gamma_3 + k_x k_z \Gamma_4 + k_y k_z \Gamma_5),
$$

(5)

where $\Gamma_1 = \sigma_x \otimes \sigma_0$, $\Gamma_2 = \sigma_x \otimes \sigma_z$, $\Gamma_3 = \sigma_y \otimes \sigma_0$, $\Gamma_4 = \sigma_z \otimes \sigma_x$, and $\Gamma_5 = \sigma_z \otimes \sigma_y$ are the five $4 \times 4$ matrices realizing the Clifford algebra $\{\Gamma_x, \Gamma_y\} = 2\delta_{xy}$, $\sigma_0$ is the $2 \times 2$ identity matrix, $\sigma_{x,y,z}$ are the Pauli matrices, and $\alpha$, $\beta$, $\gamma$ are material-specific real valued model parameters. One notes that besides the diagonal term $\alpha k^2$, the remaining terms all anti-commute with each other. It follows that the four bands are pairwise degenerate (consistent with the $\mathcal{PT}$ symmetry), with the dispersion

$$
\epsilon = \alpha k^2 \pm \sqrt{\beta^2 \sum_i k_i^4 + \frac{1}{2} (\gamma^2 - \beta^2) \sum_{i \neq j} k_i^2 k_j^2},
$$

(6)

where the subscripts $i, j \in \{x, y, z\}$. In order for this model to describe a QCP, we need to further require that the second term in Eq. (6) dominates the first term.
particular, for the dispersion along the $k_z$ axis, we should have the condition $|\beta| > |\alpha|$ satisfied. Using this model to fit the band structure in Fig. 3, we obtain $\alpha = -5.62$ eV·Å$^2$, $\beta = 179.91$ eV·Å$^2$, and $\gamma = 14.07$ eV·Å$^2$.

The models (1) and (5) developed here describe the low-energy electronic states around the triply-degenerate and quadruply-degenerate QCPs, respectively. It is clear that these states have an emergent pseudospin degree of freedom due to the entanglement of multiple bands at the QCP. This is in sharp contrast to the usual electron gas freedom due to the entanglement of multiple bands at the QCP. The difference is also reflected in the LL spectrum under a strong magnetic field, as we shall discuss in the following section.

IV. LANDAU SPECTRUM FOR QCP FERMIIONS

The quadratic dispersion for each branch of the QCP fermion is similar to that for the usual 3D electron gas. To better visualize their difference in the Landau spectrum, we compare the results for QCP fermions to that for a conventional “zero-gap semiconductor” model, given by

$$H_{EG} = \frac{k^2}{2m} + \sigma_z.$$

Here, $m$ is the effective mass, the two branches are decoupled, representing the usual electron (hole) band. The corresponding band structure along the $k_z$ direction is shown in Fig. 4(a). We let the two bands touch at the $\Gamma$ point, such that the band structure would look similar to those for QCP fermions as in Fig. 4(b) and (c).

Despite their apparent similarity, in the following, we show that their spectra in the presence of a magnetic field will exhibit distinct differences. We take a magnetic field along the $z$ direction and focus on the orbital effect from the $B$ field. In the effective models, the $B$ field enters through the standard Peierls substitution $k \rightarrow k + eA$, where the vector potential $A = (-By, 0, 0)$ by using the Landau gauge. This applied magnetic field quantizes the motion of the electrons in the $x$-$y$ plane but leaves the motion in $z$ unaffected. Hence, the resulting spectrum consists of Landau subbands which disperse along $k_z$.

The result for the conventional zero-gap semiconductor model (7) is simple. Since the two bands are decoupled, the spectrum for each band is just like that for a 3D electron (hole) gas. The overall spectrum can be written as

$$E_n^{EG}(B, k_z) = \pm \left( n + \frac{1}{2} \right) \frac{1}{\epsilon_B} k_z^2 \omega_c,$$

where $n = 0, 1, 2, \cdots$, $\epsilon_B = \sqrt{1/eB}$ is the magnetic length, and $\omega_c = eB/m$ is the cyclotron frequency. The spectrum is plotted in Fig. 4(d). One observes that bottom (top) of the electron-like (hole-like) Landau subband is located at $\pm \omega_c/2$, such that the spectrum has an energy gap of $\omega_c$.

For the QCP fermions, closed analytic forms for the Landau spectra are difficult to obtain, so we calculate the spectra numerically. And for simplicity, we drop the overall shift terms in model (1) and (5) by setting $A = 0$ and $\alpha = 0$. Figure 4(e) shows the result for the three-component QCP fermion. One observes that the number of hole-like subbands are doubled due to the two valence bands in model (1), and the original double degeneracy is lifted [compare Fig. 4(b) and Fig. 4(e)]. Comparing Fig. 4(d) and Fig. 4(e), one also observes that although their dispersions without $B$ field look similar, the sizes of energy gaps induced by $B$ field can be quite different. For the special case with $D = -C$ in (1), we can obtain an analytic expression for the energy gap in the Landau spectrum observed in Fig. 4(e), given by $D/(3\epsilon_B^2)$.

The situation is even more interesting for the four-component QCP fermion in Eq. (5). Its Landau spec-
trum is shown in Fig. 4(f). First of all, one finds that in contrast to the zero-gap semiconductor model, the result here does not have an energy gap in the spectrum. The top of the hole-like Landau subbands is higher than the bottom of the electron-like ones. Second, the original double degeneracy for the bands is lifted by the applied magnetic field. The Landau subbands in Fig. 4(f) are nondegenerate. Third, one notes that although the original band structure is symmetric in energy (when \( \alpha = 0 \) [see Fig. 4(c)]), the Landau spectrum under \( B \) field becomes asymmetric. This behavior is also different from the zero-gap semiconductor model.

V. TOPOLOGICAL PHASE TRANSITION

From the previous discussion, we see that the QCPs are protected by the crystalline symmetries. In the example of Cu$_2$Se, it is the \( O_h \) point group symmetry that offers the protection. The QCP point becomes unstable when the symmetry is broken, and this may lead to quantum phase transitions into other topological phases. Here, we consider two possible mechanisms for driving the phase transition: the Zeeman field and the lattice strain.

A. Effect of Zeeman field

A Zeeman field couples with the spin magnetic moment of quasiparticles. Physically, it may be realized by ordered magnetic dopants, or by external magnetic field in the regime where the orbital quantization can be neglected (typically requiring a large \( g \)-factor for the material and at low field). In the following, we study the effect of Zeeman field on the QCP described by the effective model in Eq. (5). [Since spin needs to be considered, it is not suitable to consider the effect in model (1).]

In model (5), as we discussed in Sec. III, the basis states transform as the \( J = 3/2 \) multiplet, so the Zeeman term takes the form of

\[
H_Z = -M \cdot J, \tag{9}
\]

where \( M \) represents the Zeeman field (its magnitude is the coupling strength, which includes the field strength, \( g \)-factor, magnetic moment, and etc.), and \( J \) is the vector of the \( J = 3/2 \) spin matrices.

The Zeeman field breaks the time reversal symmetry, hence the original double degeneracy for each band in model (5) is lifted. In the following, we show that as a result, there appear Weyl and double Weyl points in the band structure. Let’s first consider the Zeeman field along the [100] direction. Then the Zeeman coupling term takes the form of \( H_Z = -M J_Z \). For simplicity, we neglect the overall shift term by putting \( \alpha = 0 \), because it does not affect the crossing between bands. We first inspect the band structure along the \( k_x \)-axis, which is governed by the reduced Hamiltonian

\[
\tilde{H}(k_x) = \frac{\sqrt{2}}{2} \beta k_x^2 \Gamma_1 - \frac{\beta}{2} k_x^2 \Gamma_2 - MJ_x. \tag{10}
\]

The four bands on the axis are split in energy, given by

\[
\begin{align*}
E_{J_x} = \pm \frac{1}{2} & = -\beta k_x^2 \pm \frac{1}{2} M, \\
E_{J_x} = \pm \frac{3}{2} & = +\beta k_x^2 \pm \frac{3}{2} M. \tag{11}
\end{align*}
\]

Particularly, the fourfold degeneracy at the \( \Gamma \) point is completely lifted. For \( \beta > 0 \), the two bands with \( J_x = \pm \frac{3}{2} \) are electron-like (with positive band curvature), whereas the two bands with \( J_x = \pm \frac{1}{2} \) are hole-like. Consequently, there must be band-crossing between the \( J_x = -\frac{3}{2} \) band and the two \( J_x = \pm \frac{1}{2} \) bands for the case with \( M > 0 \). This is illustrated in Fig 5(a).

One observes two pairs of band crossing points. The two inner points labeled as \( W_1 \) are due to crossing between \( M/\beta \) and \( J_x = -\frac{1}{2} \) bands. They are located at \( \pm k^{W_1} \), with \( k^{W_1} = (\sqrt{M/2\beta}, 0, 0) \). Meanwhile, the two outer points labeled as \( W_2 \) are due to crossing between \( J_x = -\frac{3}{2} \) and \( J_x = \frac{1}{2} \) bands, located at \( \pm k^{W_2} \) with \( k^{W_2} = (0, \sqrt{M/\beta}, 0) \).

To characterize the nature of these crossing points, we derive the effective Hamiltonian expanded around these points. First, expanded around \( W_1 \), we find that it is Weyl point, characterized by

\[
H_{\text{eff}}^{W_1}(q) = v_x q_x \sigma_x + v_y q_y \sigma_y - v_z q_z \sigma_z, \tag{12}
\]

where \( q \) is measured from \( k^{W_1} \), \( v_x = 2\beta k^{W_1} \), \( v_y = v_z = \gamma k^{W_1} \), and the Pauli matrices \( \sigma_i \) denote the degree of freedom for the two crossing bands. A Weyl point carries a topological charge of \( \pm 1 \), which corresponds to the Chern number defined for a constant energy surface enclosing the point. Here, the two Weyl points at \( \pm k^{W_1} \) have opposite topological charges, as they are connected by inversion symmetry.

Similarly, we derive the effective model expanded at \( W_2 \), given by

\[
H_{\text{eff}}^{W_2}(q) = v_x q_x \sigma_x + (|\lambda_+ q_+^2 - \lambda_- q_-^2| \sigma_x + \text{h.c.}, \tag{13}
\]

where \( q \) is measured from \( k^{W_2} \), \( q_\pm = q_y \pm i q_z \), \( \sigma_\pm = \sigma_x \pm i \sigma_y \), \( \lambda_\pm = (\sqrt{3} \beta \pm \gamma)/8 \), and \( v = 2\beta k^{W_2} \). This Hamiltonian describes a double Weyl point, which has linear dispersion along \( q_x \) and quadratic dispersion in the \( q_y-q_z \) plane. It carries topological charge of \( \pm 2 \). This pair of double Weyl points is stabilized by the \( C_{4\pi} \) symmetry, as discussed in Ref [22]. Perturbations that break \( C_{4\pi} \) would split the double Weyl point into two single Weyl points. For example, consider a perturbation \( \delta H = \delta M \cdot J_y \), which may represent tilting the Zeeman field direction slightly away from the \( x \)-direction. This breaks the \( C_{4\pi} \) symmetry and destabilize the double Weyl points. Indeed, in Fig. 5(b), we see that the original double Weyl points no longer exist, and a careful scan shows that they split into two single Weyl points.
as schematically illustrated in Fig. 5(c). Meanwhile, the two $W_1$ Weyl points are also slightly displaced away from the $k_z$ axis.

Similar analysis can be carried out for Zeeman field along other directions. The result for field along the [111] high-symmetry direction is shown in Fig. 5(d), in which one observes the appearance of two pairs of single Weyl points. Since a Weyl point is topologically robust against weak perturbations, i.e., its topological charge $\pm 1$ cannot be adiabatically removed unless it pair-annihilate with another Weyl point with the opposite charge, these Weyl points should persist as the field direction deviate from the high-symmetry directions. Thus, the topological phase transition from a QCP semimetal to a Weyl semimetal under a Zeeman field should be generic. This observation is consistent with the proposed scenario of creating Weyl points via applied magnetic field in materials such as GdPtBi [32, 33].

**B. Effect of lattice strain**

Since the QCP point is protected by the crystalline symmetry, it is expected to transform under lattice strains that break the symmetry. We take Cu$_2$Se as example, and use first-principles calculations to investigate the transformation induced by strain.

Let’s first consider the strain along the [001] direction, which reduces the symmetry from cubic to tetragonal. The corresponding space group is changed from No. 225 to No. 139. As shown in Fig. 6(a), an applied compressive strain of 1% generates a global bandgap in the band structure. Evaluation of the bulk $Z_2$ invariant gives a nontrivial $Z_2 = (1; 000)$, indicating that the system becomes a strong topological insulator. Physically, this nontrivial band structure arises from the inverted ordering between the Cu-4s states and Cu-3d ($t_{2g}$) states, which will address in Sec. VI. Topological insulators feature Dirac-like surface states [34–36], which we explicitly demonstrate for the current case in Fig. 6(c).

A tensile strain along the [001] direction, on the other hand, drives the system towards a Dirac semimetal phase. In Fig. 6(b), we show the result for a tensile strain of 1%. One observes that there are a pair of Dirac points on the $k_z$ axis. Each point is fourfold degenerate, as each crossing band is doubly degenerate due to the time reversal and inversion symmetries. The Dirac points are protected by the $C_{4z}$ symmetry similar to the situation for the Dirac semimetal Cd$_3$As$_2$ [27]. Dirac semimetals often possess Fermi arc surface states [26, 27]. In Fig. 6(d), we plot the surface spectrum and indeed find a pair of surface Fermi arcs connecting the projections of the bulk Dirac points on the side surface.

The results for strains along the [111] direction are qualitatively the same, namely, a compressive strain...
drives the system towards a topological insulator, whereas a tensile strain drives the system towards a Dirac semimetal. The Dirac points in this case are protected instead by the $C_{3v}[111]$ symmetry similar to the case of Dirac semimetal $Na_{3}Bi$ [26]. For strains along other generic directions, Dirac points will generally not be preserved due to the lack of symmetry protection. For example, under strains in the [110] direction, the system becomes topological insulators for both compressive and tensile strains.

VI. DISCUSSION AND CONCLUSION

In this work, we have revealed the interesting physics associated with QCPs. In the absence of SOC, we can have a triply degenerate QCP stabilized by the point group symmetry. Such point is different from the previously discussed triply degenerate nodal points [37–45], which are formed by the crossing between a doubly degenerate band and a nondegenerate band along a three-fold rotational axis. The dispersion is also different. QCPs have quadratic dispersion along all directions, whereas the previously studied triply degenerate nodal points have linear band crossing along the rotational axis.

For the QCP semimetal $Cu_{2}Se$ that we discussed here, it is worth noting that the material also has a nontrivial band topology. By analysing the orbital components of the low-energy bands, as in Fig. 7(a), we can see that around the $\Gamma$ point, there is prominent $Cu$-4$s$ component for the valence band around $-1.2$ eV, indicating an inverted band ordering between the $Cu$-4$s$ states and the $Cu$-3$d$ ($t_{2g}$) states. Similar to the topological insulators, this band inversion will lead to nontrivial Dirac-cone-like surface states. In the present case, the inversion is between two valence bands, so the surface states appear in an energy range coinciding with the valence bands, as shown in Fig. 7(b). This indicates that $Cu_{2}Se$ can be regarded as a topological QCP semimetal.

The presence of QCPs is not unique to the $O_{h}$ point group discussed here. By inspecting the irreducible representations for other point group symmetries, we find that the QCP may also exist for $O$, $T_{d}$, and $T_{h}$ point groups. For example, we consider the material $RhAs_{3}$ [46], which has a cubic lattice structure with space group No. 204 ($Im\bar{3}$) and with point group $T_{d}$. It takes the structure as unfilled skutterudite, with four formula units per primitive cell [see Fig. 8(a)]. $Rh$ is at the Wyckoff position 8$c$ (0.25000, 0.25000, 0.25000), and As is at 24$i$ (0.00000, 0.34843, 0.85345). From the calculated band structures as shown in Figs. 8(c) and 8(d), one observes that QCP does appear at the $\Gamma$ point and at Fermi energy. Similar to $Cu_{2}Se$, it has a triply degenerate QCP in the absence of SOC, and a quadruply degenerate QCP in the presence of SOC, which are protected by the point group symmetry (and also $T$).

In conclusion, we have investigated in this work a class of materials which possess quadratic band contact points at the Fermi level. The band dispersion around these points is quadratic along all three directions in $k$-space. We show that in the absence/presence of SOC, there may exist QCPs with threefold/fourfold degeneracy. These points can be protected by the crystalline symmetry. Take the 3D bulk material $Cu_{2}Se$ as an example. We construct effective models to characterize the low-energy fermions near the QCPs. Under strong magnetic field, unlike the usual 3D electron gas, the Landau spectrum for QCP fermions exhibit unconventional features. The QCP semimetal phase is adjacent to a variety of topological phases, such as Weyl semimetal with Weyl/double-Weyl points, topological insulator, and Dirac semimetal. The phase transition can be controlled by Zeeman field or by lattice strain. Our result reveals the QCP semimetal as an interesting phase to study novel emergent fermions, as a parent phase to realize a variety of other topological phases, and as an intriguing platform to study topologi-
FIG. A1. (a,b) Band structures for Cu$_2$Se under uniaxial strain along the [111] direction. Here, the angle between the crystal axis ($a$, $b$, and $c$) is changed from 90° to (a) 91° and (b) 89°, respectively. (c,d) Band structures for Cu$_2$Se under uniaxial (c) compressive and (d) tensile strains of 1% along the [110] direction.
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Appendix A: First-principle calculation

The first-principles calculations were performed using the Vienna ab initio simulation package [47, 48] with the projector augmented wave method [49]. For the exchange correlation energy, the generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE) realization [50] was adopted. The energy cutoff was set to 460 eV, and a $11 \times 11 \times 11$ Monkhorst-Pack mesh is used for the Brillouin zone sampling. For the electronic self-consistent calculations, the convergence criterion for the total energy was set to be $10^{-8}$ eV. The lattice constants are fully relaxed until the total energy is converged with a tolerance less than $10^{-7}$ eV and the residual forces on atoms are below $10^{-3}$ eV/Å. The topological invariants are evaluated using the Z2pack code [51]. The surface states are investigated using the iterative Green’s function method [52] as implemented in the WannierTools package [53].

Appendix B: Results for strain in the [111] and [110] direction

Under an applied strain along the [111] direction, the space group of Cu$_2$Se is changed from No. 225 to No. 166. The band structures with SOC are shown in Fig. A1(a) and A1(b) for compressive and tensile strains, where the angle between the crystal axis ($a$, $b$, and $c$) is changed from 90° to 91° and 89°, respectively. Similar to HgTe, a compressive strain drives the system towards a topological insulator phase [see Fig. A1(a)], but here the global gap closes indirectly, making the system a topological metal, whereas a tensile strain drives the system towards a Dirac semimetal phase [see Fig. A1(b)]. On the other hand, under strains along the [110] direction, the space group of Cu$_2$Se is changed into No. 71. The system becomes topological insulators for both compressive and tensile strains [see Fig. A1(c) and A1(d)].
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