Anisotropic Unruh temperatures
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The relative entropy between very high-energy localized excitations and the vacuum, where both states are reduced to a spatial region, gives place to a precise definition of a local temperature produced by vacuum entanglement across the boundary. This generalizes the Unruh temperature of the Rindler wedge to arbitrary regions. The local temperatures can be read off from the short distance leading have a universal geometric expression that follows by solving a particular eikonal type equation in Euclidean space. This equation generalizes to any dimension the holomorphic property that holds in two dimensions. For regions of arbitrary shapes the local temperatures at a point are direction dependant. We compute their explicit expression for the geometry of a wall or strip.
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I. INTRODUCTION

Recently there has been a growth of interest in the study of modular Hamiltonians (see, for example, [1–6]). The importance of this operator is due to its use in different disciplines of theoretical physics like quantum information, quantum field theory, condensed matter and quantum gravity. One of the applications to quantum information arises in the fact that the modular Hamiltonian is related to the relative entropy, which measures the distinguishability between quantum states. Moreover, in condensed matter, for example, its spectrum is useful to identify topological states [7], and from the quantum gravity point of view the modular Hamiltonian is involved in the first law of entanglement [8], which is a generalization of the first law of thermodynamics to nonequilibrium systems. It was shown that from the first law one can obtain the linear law of thermodynamics to nonequilibrium systems. It was 2470-0010-105019-1 © 2017 American Physical Society
Relative entropy measures the distinguishability between states. More precisely, the probability of confounding the two states after $N$ judiciously chosen experimental measurements declines with $N$ as $e^{-S_{\text{rel}}}$. In this sense relative entropy is an experimentally accessible quantity (quantum Stein lemma [24,25]). The measurements to differentiate the two states have to be done inside the region $V$, including its causal domain of dependence. In this sense, Unruh temperature arises because the vacuum cannot be perfectly distinguished from the excitation with a finite number of measurements involving the restricted class of operators at disposal in $V$.\footnote{See [26] for another interesting interpretation of Unruh temperature in terms of Carnot efficiencies.}

In the present case, as the entropy is small, the relative entropy is given by the Boltzmann factor $e^{-\mathcal{H}}$ corresponding to the modular Hamiltonian. One can roughly say that there is a probability $\sim e^{-S_{\text{rel}}}$ of finding the excitation in the vacuum.

In [23] it was noticed that relative entropy monotonicity implies that for a general region and quantum field theory we also have an analogous expression for the relative entropy between the vacuum and a localized high momentum excitation

$$S_{\text{rel}} \sim \Delta \langle \mathcal{H}_V \rangle \sim \beta_V(x, \hat{p}) E. \quad (1.6)$$

That is, the relative entropy scales with the energy of the excitation, but now, in contrast to the case of the Rindler wedge, we have an inverse temperature $\beta$ that might also depend on the direction of the excitation momentum.\footnote{For the case of Rindler space the modular Hamiltonian is just the boost operator which can be approximated by the Hamiltonian of the accelerated observer, and hence in that case the \textit{a priori} knowledge of the, particularly simple, modular Hamiltonian leads to a workable experimental setup given by the Unruh–de Witt accelerated detectors. These are particular convenient and optimal experiments that one can do inside the Rindler wedge to measure this temperature. For other regions one would have to resort to other kinds of experiments to approximate relative entropy. A practical way to do this, analogous to the Unruh–de Witt detector, is unknown to the authors.}

In this case, the local structure of the modular Hamiltonian cannot be given exclusively in terms of the energy density operator, while it still has to have the same scaling dimensions.\footnote{For free fields, the local term with the right scaling dimension is obtained by integrating two fields at two points with a scaling function of the distance between the points.} We call $\beta(x, \hat{p})^{-1}$ to the local temperature corresponding to the direction $\hat{p}$. High $\beta$, or low temperature, corresponds to higher distinguishability.

We argued in [23] that there is some degree of universality in these local temperatures and that the answer should be dictated essentially by the geometry. In order to compute these temperatures we have to study the local part of the modular Hamiltonian. This is in a certain sense the opposite limit to the one pertaining to the first law of entanglement. This later gives $\Delta \langle \mathcal{H}_V \rangle = \Delta S$ for small deviation, low distinguishability, between the states. Here we are interested in the limit of high distinguishability and high relative entropy.

In the present paper we build on our previous work and study the local temperatures and the local part of the modular Hamiltonian in $d$ dimensions for free fields. We first write the general form of the spectrum of the modular Hamiltonian in a novel fashion in terms of solutions of the field equations in Euclidean space with some multiplicative boundary conditions in $V$. Then, we use an eikonal approximation to write these solutions. This captures the relevant physics of the problem and allows us to write the local terms of $\mathcal{H}$ for free scalar and fermion fields in a simple way. These are given in terms of the solutions of a purely geometric “eikonal” problem involving two orthogonal gradient fields $\vec{A}$ and $\vec{B}$ of the same modulus. In $d = 2$ these become the Cauchy-Riemann equations for holomorphic functions. We show the local inverse temperatures are given by the modulus of these vectors on the points of $V$.

The eikonal problem and the local temperatures are the same for free scalar and fermions of any mass. As an example, we compute the local temperatures for a striplike region and find the explicit expression for $\beta(x, \hat{p})$. This is indeed dependent on direction.

**II. SPECTRUM OF THE MODULAR HAMILTONIAN FOR FREE FIELDS**

We take a compact spatial region $V$ at $x^0 = 0$. We write the vacuum reduced density matrix as

$$\rho = \text{tr}_V |0\rangle \langle 0| := ce^{-\mathcal{H}}, \quad (2.1)$$

where $\mathcal{H}$ is the modular Hamiltonian and $\bar{V}$ is the complement of $V$. For free fields, $\mathcal{H}$ is quadratic in the fields, and then it is determined by certain numerical kernels (see, for example, the review [27]).

In order to understand the local structure of these modular Hamiltonians one needs a handle on the spectrum of these kernels. This essentially amounts to diagonalize the field correlator kernels inside $V$. This is an integral equation problem and it is not easy to manage even in the high-energy limit in which we are interested in this paper. For this reason we will find it convenient to transform the kernel eigenvalue problem into another equivalent one which corresponds to find solutions of the field equations in $d$-dimensional Euclidean space with multiplicative boundary conditions on the $(d - 1)$-dimensional region $V$. In this section, we explain this relation for scalar and fermion fields. With this result in hand, in the next section we will be in position to use an eikonal approximation to...
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the eigenvector problem in Euclidean space to find the structure of the local terms in the modular Hamiltonian.

A. The scalar field

We will consider the theory of a free scalar field in d dimensions. This field satisfies the Klein-Gordon equation and the equal time commutation relation \([\phi(\vec{x}), \pi(\vec{y})] = i\delta^{(d-1)}(\vec{x} - \vec{y})\) with \(\pi(\vec{x}) := \partial_t \phi(\vec{x})\). The modular Hamiltonian for a spatial region \(V\) is given as a quadratic expression [27, 28]

\[
\mathcal{H} = \frac{1}{2} \int_V d^{d-1}x d^{d-1}y [\pi(\vec{x}) N(\vec{x}, \vec{y}) \pi(\vec{y}) + \phi(\vec{x}) M(\vec{x}, \vec{y}) \phi(\vec{y})]. \tag{2.2}
\]

The kernels are given in terms of the equal time correlators

\[
X(\vec{x} - \vec{y}) := \langle 0 | \phi(\vec{x}) \phi(\vec{y}) | 0 \rangle, \tag{2.3}
\]

\[
P(\vec{x} - \vec{y}) := \langle 0 | \pi(\vec{x}) \pi(\vec{y}) | 0 \rangle. \tag{2.4}
\]

Restricting the range of \(x\) and \(y\) to \(V\), these define two integral operators in \(V\), which we call for simplicity \(X\) and \(P\). Defining \(C := \sqrt{X P}\), we have [27]

\[
N = \frac{1}{C} \log \left( \frac{C + \frac{1}{2}}{C - \frac{1}{2}} \right) X, \tag{2.5}
\]

\[
M = P \frac{1}{C} \log \left( \frac{C + \frac{1}{2}}{C - \frac{1}{2}} \right). \tag{2.6}
\]

In order to solve the spectrum of \(X\) and \(P\) as kernels in \(V\), let us first consider a function \(S(x)\) satisfying the Klein-Gordon equation in the Euclidean space \(x := (x_0, \vec{x}) \in \mathbb{R}^d\),

\[
(-\nabla^2 + m^2) S(x) = 0, \tag{2.7}
\]

everywhere except at the \((d - 1)\)-dimensional region \(V\). On \(V\), we impose the boundary conditions

\[
S^+(\vec{x}) = \lim_{x_0 \to 0^+} S(x_0, \vec{x}) = \lambda \lim_{x_0 \to 0^-} S(x_0, \vec{x})
= \lambda S^-(\vec{x}) \quad \forall \vec{x} \in V. \tag{2.8}
\]

Further, we require the regularity condition at infinity

\[
\lim_{|x| \to \infty} S(x) = 0. \tag{2.9}
\]

and demand that \(|S|\) remains bounded at the boundary of the region \(V\). This last condition gives the right uniqueness class of the solutions (see Appendix A) to treat the density matrix of the vacuum state [27]. Additional solutions exist with divergences for \(x \to \partial V\), but these are related to problems where a magnetic vortex is placed on the boundary.

We define \(\mathcal{M} := \mathbb{R}^d - V\) for the region in the Euclidean plane where (2.7) is satisfied. Consider now the Euclidean Green function \(G_s\) for the scalar field in the full Euclidean space without the cut at \(V\),

\[
G_s(x - y) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \frac{1}{p^2 + m^2} e^{ip \cdot (x - y)}
= \frac{m^{d-2}}{(2\pi)^{d-2}} (m|y - x|)^{\frac{1}{2} - \frac{d}{2}} K_{\frac{1}{2} - \frac{d}{2}}(m|y - x|), \tag{2.10}
\]

where \(p \cdot x = p_\mu x_\mu\) is the Euclidean scalar product. The scalar Green function (2.10) satisfies the inhomogeneous equation

\[
(-\nabla^2 + m^2) G_s(x - y) = \delta(x - y). \tag{2.11}
\]

Combining (2.7) and (2.11) we have the current

\[
J_\mu^s(y) = \partial_\mu G_s(x - y) S(y) - G_s(x - y) \partial_\mu S(y), \tag{2.12}
\]

which is conserved everywhere in \(\mathcal{M}\) except at the coincident points \(x = y\), where

\[
\partial_\mu J_\mu^s(y) = -\delta(x - y) S(y). \tag{2.13}
\]

Integrating this equation on \(\mathcal{M}\) we obtain from the Stokes theorem

\[
-S(x) = \int_{\mathcal{M}} d^d y \partial_\mu J_\mu^s(y)
= - \int_V d^{d-1} y (\partial_0 G_s(x - (0, \vec{y})) S^+(\vec{y})
- G_s(x - (0, \vec{y})) \partial_0 S^+(\vec{y}))
+ \int_V d^{d-1} y (\partial_0^2 G_s(x - (0, \vec{y})) S^-(\vec{y})
- G_s(x - (0, \vec{y})) \partial_0 S^-(\vec{y})), \tag{2.14}
\]

where we drop the boundary contribution at infinity since the Green function (2.10) vanishes exponentially at infinity. Using the boundary condition (2.8) we simplify (2.14) to get

\[
-S(x) = (1 - \lambda^{-1}) \int_V d^{d-1} y (\partial_0 G_s(x - (0, \vec{y})) S^+(\vec{y})
- G_s(\vec{x} - (0, \vec{y})) \partial_0 S^+(\vec{y})), \tag{2.15}
\]

which gives us the function \(S(x)\) on the Euclidean plane from the values of the function and its time derivative on the

---

4 \(K_\nu\) is the modified Bessel function of second kind of order \(\nu\).
region $V$. Now, we are going to take the limit of (2.15) when $x$ goes to $V$ from above, that is, $x \to (0^+, \overline{x}) \in V$ with $\overline{y} \in V$. We use
\[
\lim_{x \to V^+, y \in V} G_{\lambda}(x-y) = X(\overline{x} - \overline{y}),
\]
and the limit leads to
\[
\lim_{x \to V^+, y \in V} \partial_0 G_{\lambda}(x-y) = \frac{1}{2} \delta^{(d-1)}(\overline{x} - \overline{y}),
\]
and
\[
\lim_{x \to V^+, y \in V} - \partial_0 \partial_0 G_{\lambda}(x-y) = P(\overline{x} - \overline{y}).
\]
Calling
\[
u_{\lambda}(\overline{x}) := S^+(\overline{x}), \quad (2.19)
\]
\[
u_{\lambda}(\overline{x}) := \partial_0 S^+(\overline{x}), \quad (2.20)
\]
and replacing (2.16) and (2.17) in (2.15), we get
\[
\int_{\mathbb{R}} d^{d-1}y X(\overline{x} - \overline{y}) \nu_{\lambda}(\overline{y}) = \frac{1 + \lambda}{2(1 - \lambda)} u_{\lambda}(\overline{x}).
\]
An analogous equation follows from taking a $\partial_0$ derivative in (2.15) before taking the limit.

Calling
\[
u_{\lambda}(\overline{x}) := S^+(\overline{x}), \quad (2.19)
\]
\[
u_{\lambda}(\overline{x}) := \partial_0 S^+(\overline{x}), \quad (2.20)
\]
and replacing (2.16) and (2.17) in (2.15), we get
\[
\int_{\mathbb{R}} d^{d-1}y P(\overline{x} - \overline{y}) u_{\lambda}(\overline{y}) = \frac{1 + \lambda}{2(1 - \lambda)} v_{\lambda}(\overline{x}).
\]
From here $\nu_{\lambda}(\overline{x})$ and $u_{\lambda}(\overline{x})$ are eigenvectors of $PX$ and $XP$, respectively. We have in short notation
\[
PXu_{\lambda} = \frac{1}{4} \left( 1 + \lambda \right)^2 v_{\lambda}, \quad (2.23)
\]
\[
XPu_{\lambda} = \frac{1}{4} \left( 1 + \lambda \right)^2 u_{\lambda}, \quad (2.24)
\]
Since the product $XP$ has eigenvalues in $(1/4, \infty)$, it follows that $\lambda > 0$. However, $\lambda$ and $\lambda^{-1}$ give place to the same eigenvectors, except for a global sign change on $v_{\lambda}$. This is due to the time reflection symmetry of the problem. Hence, we can restrict to $\lambda \in (0, 1)$. We write this introducing a new parameter $s$ as
\[
\lambda = e^{-2\pi s} \quad s \in \mathbb{R}^+.
\]
Owing to possible degeneracies parametrized by an index $k$, from now we will name the solutions as $u^{k}_{\lambda}$ and $v^{k}_{\lambda}$. Moreover, as shown in Appendix A, the solutions are uniquely determined by the asymptotic behavior at the vicinity of the boundary $\partial V$. We expect $d - 2$ degeneracy
\[
\text{parameters, and on top of that, we expect some finite labels if } \partial V \text{ has more than one connected component.}
\]
Since $XP$ and $PX$ are not self-adjoint operators, we have that the bases $\{u^{k}_{\lambda}\}$ and $\{v^{k}_{\lambda}\}$ are not orthonormal. However, these bases can be chosen to be dual to each other, since, due to (2.23) and (2.24),
\[
\langle v^{k}_{\lambda} | XP | u^{k}_{\lambda} \rangle = \frac{\coth(\pi s)^2}{4} \langle v^{k}_{\lambda} | u^{k}_{\lambda} \rangle = \frac{\coth(\pi s')^2}{4} \langle v^{k}_{\lambda} | u^{k}_{\lambda} \rangle,
\]
and in consequence, the vectors $u^{k}_{\lambda}$ and $v^{k}_{\lambda}$ are orthogonal for $s \neq s'$. We then choose the normalization such that
\[
\langle v^{k}_{\lambda} | u^{k}_{\lambda} \rangle = \int_{\mathbb{R}} dv^{k}_{\lambda}(\overline{x})^* u^{k}_{\lambda}(\overline{x}) = \delta(s - s') \delta(k - k'),
\]
where the $\delta(k - k')$ over the variables $k, k'$ may include a discrete part.

Using the solutions to the “eigenvalues” problems (2.21) and (2.22), we can easily decompose the operators $X, C$ and $P$ as
\[
X(\overline{x} - \overline{y}) = \frac{1}{2} \int_{\mathbb{R}} dk \int_{\mathbb{R}^+} ds u^{k}_{\lambda}(\overline{x}) \coth(\pi s) u^{k}_{\lambda}(\overline{y})^*, \quad (2.28)
\]
\[
P(\overline{x} - \overline{y}) = \frac{1}{2} \int_{\mathbb{R}} dk \int_{\mathbb{R}^+} ds v^{k}_{\lambda}(\overline{x}) \coth(\pi s) v^{k}_{\lambda}(\overline{y})^*, \quad (2.29)
\]
\[
C(\overline{x} - \overline{y}) = \frac{1}{2} \int_{\mathbb{R}^+} dk \int_{\mathbb{R}^+} ds u^{k}_{\lambda}(\overline{x}) \coth(\pi |s|) v^{k}_{\lambda}(\overline{y})^*, \quad (2.30)
\]
This is the desired result relating the spectral decomposition of the kernels $X$ and $P$ in the $(d - 1)$-dimensional region $V$ with the solutions of the $d$-dimensional Klein-Gordon equation through (2.19) and (2.20). Notice the eigenvalues of the kernels are mapped to the factor in the boundary condition on $V$ [Eq. (2.8)].

Replacing these formulas into (2.5) and (2.6), we finally obtain the following expressions for the modular Hamiltonian kernels $N$ and $M$
\[
N(\overline{x}, \overline{y}) = \int_{\mathbb{R}} dk \int_{\mathbb{R}^+} ds u^{k}_{\lambda}(\overline{x}) 2\pi s u^{k}_{\lambda}(\overline{y})^*, \quad (2.31)
\]
\[
M(\overline{x}, \overline{y}) = \int_{\mathbb{R}} dk \int_{\mathbb{R}} dv^{k}_{\lambda}(\overline{x}) 2\pi s v^{k}_{\lambda}(\overline{y})^*. \quad (2.32)
\]
To summarize, in this section we have shown that solving the Klein-Gordon equation in Euclidean space with the multiplicative boundary condition (2.8) we can

\[\]
construct the eigenfunctions \( u_i^\lambda \) and \( v_i^\lambda \) which diagonalize the correlators (2.4) as kernels in the region \( V \). These eigenfunctions are related to boundary values of the Klein-Gordon solution and its derivative on the cut. Using that, we can easily obtain the modular Hamiltonian (2.2) in terms of these eigenfunctions as we expressed in (2.31) and (2.32).

**B. The Dirac field**

In this section, we will apply to the Dirac field the same idea used above for the case of a scalar field. This field satisfies the Dirac equation and the equal time anticommutation relations \( \{ \psi(x), \psi^\dagger(y) \} = \delta^{(d-1)}(x - y) \), where \( n = 2^d \). Now, the modular Hamiltonian can be written as

\[
\mathcal{H} = \int_V d^{d-1}x d^{d-1}y \psi^\dagger(x) H(x, y) \psi(y),
\]

where the Hamiltonian kernel \( H(x, y) \) can be expressed in terms of the correlator matrix kernel

\[
C(x - y) = \langle 0 | \psi(x) \psi^\dagger(y) | 0 \rangle
\]

as \[28\]

\[
H = -\log(C^{-1} - 1).
\]

We now consider the Dirac equation in Euclidean space.\(^7\) The spinor field \( S(x) \) satisfies

\[
(\gamma_\mu \partial_\mu + m) S(x) = 0
\]

everywhere except at the region \( V \), where we also impose the same multiplicative boundary conditions with factor \( \lambda \) used for the scalar field (2.8). The solution must vanish at infinity and, in addition, \( l^{1/2} S(x) \), where \( l \) is the distance from \( x \) to the boundary of the region \( \partial V \), has to remain bounded as \( x \to \partial V \) [27].

We also take the Euclidean Green function \( G_D \) for the Dirac field in the full space without the cut,

\[
G_D(x - y) = \langle 0 | \psi(x) \psi^\dagger(y) | 0 \rangle;
\]

\[
= \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \frac{-i\gamma_\mu p_\mu + m}{p^2 + m^2} e^{ip(x - y)}.
\]

The Dirac Green function (2.37) satisfies the relation \( G_D(\xi) = G_D^\dagger(\xi) \) and the inhomogeneous equation

\[
(\gamma_\mu \partial_\mu + m) G_D(x - y) = \delta^{(d)}(x - y).
\]

Combining (2.36) and (2.38) we have the current

\[
J^\mu_D(y) = G_D(x - y) \gamma_\mu S(y),
\]

which is conserved everywhere in \( M = \mathbb{R}^d - V \) except at the points \( y = x \), where

\[
\partial_\mu J^\mu_D(y) = -\delta^{(d)}(x - y) S(y).
\]

Integrating this equation on \( M \) we obtain from the Stokes theorem

\[
S(x) = (1 - \lambda^{-1}) \int_V d^{d-1}y G_D(x - (0, y)) \gamma_0 S^+(y)
\]

which gives us the function \( S(x) \) on the Euclidean plane from its values on \( V \).

Taking the limit \( x \to (0^+, \vec{x}) \in V \) with \( \vec{y} \in V \), and using

\[
\lim_{x \to V^+, \vec{y} \in V} G_D(x - y) \gamma_0 = C(\vec{x} - \vec{y})
\]

we get

\[
\int_V d^{d-1}y C(\vec{x} - \vec{y}) S^+(\vec{y}) = \frac{\lambda}{\lambda - 1} S^+(\vec{x}).
\]

That is, the boundary value of the spinor \( S(x) \) plays the role of eigenvector of the correlator kernel on \( V \). Since eigenvalues of \( C(\vec{x} - \vec{y}) \) are restricted to \( (0, 1) \) (see [27]) the range of possible \( \lambda \) is \( \lambda \in (-\infty, 0) \). Then, the allowed range for the boundary condition factor is the negative numbers, in contrast to the scalar case for which \( \lambda > 0 \). We can write equivalently

\[
\lambda = -e^{-2\pi s}, \quad s \in \mathbb{R}.
\]

Notice \( s \) and \(-s\) now give two independent eigenvectors of the kernel \( C(x - y) \). They correspond to time-reflected solutions of the Euclidean problem,

\[
S_{-s}(x_0, \vec{x}) = MS_s(-x_0, \vec{x}),
\]

\[
(\gamma_\mu \partial_\mu + m) G_D(x - y) = \delta^{(d)}(x - y).
\]

\[
\text{PHYSICAL REVIEW D 96, 105019 (2017)}
\]
where $M$ is the matrix given time inversion symmetry, determined by the relations $M\gamma^0_0 = -\gamma_0 M$, $M\gamma^i_0 = \gamma^i M$.

We name the eigenvectors as
\[ u^k_s(x) := S^{+k}_s(x), \quad x \in V, \]  
where $k$ identifies the different solutions with the same $s$.

Since, in this case, the kernel $C$ is a self-adjoint operator\(^8\) we can choose the eigenfunctions $\{u^k_s\}$ to be orthonormal
\[ \langle u^k_s | u^{k'}_{s'} \rangle = \int_{V} d^{d-1}x u^k_s(\vec{x}) u^{k'}_{s'}(\vec{x}) = \delta(s - s')\delta(k - k'). \]  
(2.47)

The correlator kernel writes
\[ C(\vec{x} - \vec{y}) = \int dk \int_{\mathbb{R}} ds u^k_s(\vec{x}) \frac{1}{1 + e^{2\pi s}} u^{k'}_{s'}(\vec{y}). \]  
(2.49)

Finally, using this formula and (2.35) we obtain the following expression for the Hamiltonian kernel $H$
\[ H(\vec{x}, \vec{y}) = -\int dk \int_{\mathbb{R}} ds u^k_s(\vec{x}) 2\pi s u^{k'}_{s'}(\vec{y}). \]  
(2.50)

### III. EIKONAL APPROXIMATION AND LOCAL TEMPERATURES

In general it is a difficult problem to find solutions of the wave equation with the specified boundary conditions on $V$. However, here we are interested in the eigenvectors of the modular Hamiltonian kernels for the sake of understanding the local terms around a point, that is, how these kernels behave in the limit $x \sim y$. This allows us to simplify the problem in the following terms. First we can see the local terms are naturally related to the high frequency limit of the solutions. This in turn implies we have to look at the spectrum for the limit of large multiplicative factor, $|s| \gg 1$. A simple exact example can illustrate this fact. Consider the case of a massless Dirac field in $d = 2$ for $n$ intervals. The solutions are of the form [29]
\[ u^k_s(x_1) = g^k(x_1) e^{-i s w(x_1)}, \]  
(3.1)

where $g^k(x_1)$ is some smooth, nonoscillatory prefactor, and
\[ w(x_1) = \log \left( -\prod_{i=1}^{n} \frac{x_1 - l_i}{x_1 - r_i} \right). \]  
(3.2)

Here $(l_i, r_i), i = 1, \ldots, n$ are the different nonintersecting intervals. It is evident that, when these solutions are inserted into (2.50), and we look at the $x \sim y$ limit of the kernel, we will need only the large $s$ limit in the Fourier integral. The result will depend essentially on the function $w(x)$, since the prefactors are fixed to give the correct normalization for the local “plane wave” type contribution.

We get that the local temperatures are given exclusively in terms of the phase factor by [29]
\[ \beta(x_1) = 2\pi w'(x_1)^{-1} = 2\pi \left( \sum_{i=1}^{n} \left( \frac{1}{x_1 - l_i} + \frac{1}{r_i - x_1} \right) \right)^{-1}. \]  
(3.3)

As argued in [23], the limit of large $s$ can be understood as a limit of large angular momentum for the angular variable describing the transition from one side of the cut to the other. Hence, this limit is one of large gradients for the solutions $S$, and we can use an eikonal approximation. In this approximation the mass of the field becomes irrelevant since it is much smaller than the typical kinetic energies involved [23].

This eikonal limit will allows us to extract a universal geometric prescription for the local temperatures. Notice that even if we are making an approximation for the solutions, this approximation becomes exact for the large $s$ limit, and the result for the local temperatures will then be exact, since these are defined for the limit of high-energy/small size excitations.

#### A. Scalar field

Therefore we want to solve the Euclidean Klein-Gordon equation (2.7) for large $s$. In the spirit of the eikonal approximation we write
\[ S(x) = g(x) e^{\alpha(x)}, \]  
(3.4)

where $\alpha \sim O(s)$ but $g(x)$ is a normalization factor of polynomial order in $s$. Applying the equation of motion (2.7) to this parametrization of the solution we get
\[ 0 = (-\nabla^2 + m^2) S(x) = -e^{\alpha} (\nabla^2 g + \nabla^2 \alpha g + 2(\nabla \alpha)(\nabla g) + (\nabla g)^2 - m^2 g). \]  
(3.5)

Keeping only the leading terms for large $s$ we get
\[ (\nabla \alpha)^2 = 0. \]  
(3.6)

Since the function $\alpha$ could be (and must be) complex valued, we have nontrivial solutions for this last equation. Writing
\[ \alpha = a + ib \]  
(3.7)

with $a$ and $b$ real valued functions, we can rewrite (3.6) as...
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\[(\nabla a)^2 = (\nabla b)^2, \quad (3.8)\]

\[\nabla a \cdot \nabla b = 0, \quad (3.9)\]

with boundary conditions [see (2.8)]

\[a(0^+, \vec{x}) = a(0^-, \vec{x}) - 2\pi s, \quad \forall \vec{x} \in V, \quad (3.10)\]

\[b(0^+, \vec{x}) = b(0^-, \vec{x}). \quad (3.11)\]

We see \(a\) and \(b\) are defined up to an additive constant. Given a solution \(a = a + ib\) of these equations the complex conjugate \(a' = a - ib\) also gives a solution for the same value of \(s\). Likewise, changing \(a(x_0, \vec{x}) \to -a(-x_0, \vec{x})\) and \(b(x_0, \vec{x}) \to b(-x_0, \vec{x})\) also gives a solution of the same problem. This leaves the asymptotic behavior of \(a\) near \(\partial V\) unchanged. Then they represent approximate solutions for \(S\) with the same asymptotic behavior and by uniqueness [see the discussion around Eq. (A9) in Appendix A] we expect they represent the same solution of the eikonal problem, up to an additive constant,

\[-a(-x_0, \vec{x}) = a(x_0, \vec{x}) + \text{const}, \quad (3.12)\]

\[b(-x_0, \vec{x}) = b(x_0, \vec{x}) + \text{const}.\]

This implies in particular that the gradient \(\nabla a\) is orthogonal to \(V\) and \(\nabla b\) is parallel to \(V\). Without loss of generality we can fix \(a(0^+, \vec{x}) = 0\) and \(a(0^-, \vec{x}) = 2\pi s, \forall \vec{x} \in V\).

Factoring out a linear \(s\) dependence, this system can be written in terms of two vector fields \(A(x) = s^{-1} \nabla a(x)\) and \(B(x) = s^{-1} \nabla b(x)\) in \(\mathbb{R}^d\), that are continuous outside \(\partial V\), and obey

\[|A| = |B|, \quad (3.13)\]

\[A \cdot B = 0, \quad (3.14)\]

\[\partial_i A_j - \partial_j A_i = 2\pi (\xi_i^1 \xi_j^2 - \xi_i^2 \xi_j^1) \delta_{ij}^{d-2}, \quad (3.15)\]

\[\partial_i B_j - \partial_j B_i = 0, \quad (3.16)\]

where \(\xi^1 = (1, 0, \ldots, 0)\), and \(\xi^2\) is a unit outward-pointing vector normal to \(\partial V\) and \(\xi^1\), and \(\delta_{ij}^{d-2}\) is the delta function on \(\partial V\).9 Equation (3.15) just means that the circulation of \(A\) around \(\partial V\) in the positive time direction is \(2\pi\). The previous discussion (3.12) also implies that, writing \(T\) for the time inversion matrix in \(\mathbb{R}^d\),

\[A(x) = -TA(Tx), \quad (3.17)\]

These are the eikonal equations. Geometrically, \(a\) and \(b\) are two orthogonal coordinates in \(\mathbb{R}^d\), and \(a\) is an angular coordinate that goes from 0 to \(2\pi s\) between the two sides of the cut. In addition, the gradients of the two coordinates have equal modulus.

1. Eigenfunctions and normalization

Suppose that we have solutions \((A_k, B_k)\) of this system parametrized with the multi-index \(k = (k_1, \ldots, k_{d-2})\), in some domain \(k \in \mathcal{K}\). We expect in \(d\) dimensions, a degeneracy in the eigenspace of solutions which could be labeled with \(d - 2\) parameters \(k_i\). In general, according to the discussion in Appendix A, we expect these parameters to label momentum variables associated with the description of \(\partial V\); they will be continuous for unbounded boundaries and discrete for bounded ones, and additional discrete labels may occur for multiple component regions. For simplicity of notation, in what follows we will work with continuum variables \(k_i\).

In terms of these functions, we can write

\[S_k(x) = g_k(x) e^{\int_x^1 A_k(y) dy} \int_x^{s_k} B_k(y) dy, \quad (3.19)\]

where \(x_s\) is a fixed arbitrary point and the integrals on the exponent are line integrals of any path which connects \(x_s\) to \(x\).10 For convenience we set \(x_s \in V\). From this, and considering that \(A = 0\) for \(x \in V\), we get the eigenfunctions of the kernels on \(V\) as

\[u_k^A(\vec{x}) = g_k(x) e^{is \int_x^1 B_k(y) dy}, \quad (3.20)\]

\[v_k^A(\vec{x}) = g_k(x) e^{is \int_x^{s_k} B_k(y) dy}, \quad (3.21)\]

where we have written \(A_k^A(\vec{x})\) for the time component (the only nonzero component) of the vector \(A_k(x)\) for \(x \in V\).

The scalar product of the eigenfunctions

\[\langle u_k^A | v_k^A \rangle = \int_V d^{d-1} x_{sy} g_k(\vec{x}) g_{k'}(\vec{x}) A_k^A(\vec{x}) \]

\[\times e^{-is \int_x^{s_y} B_k(y) dy + is \int_x^{s_k} B_k(y) dy}, \quad (3.22)\]

should be normalized to give

\[\delta(s - s') \delta^{(d-2)}(k - k') = \delta(s - s') \delta(k_1 - k'_1) \ldots \]

\[\delta(k_{d-2} - k'_{d-2}). \quad (3.23)\]

This would be the case for the exact solutions; in the eikonal approximation, due to the large exponents involved

---

9This is defined such that \(\int d^{d-1} x f(x) \delta^{d-2}_V(x) = \int_{\partial V} dy \sqrt{g(\vec{y})} f(\vec{y})\), for \(y_4\) coordinates on \(\partial V\).

10The integral is independent of the chosen path since \(A\) and \(B\) are gradients outside \(\partial V\).
and in order to get the right coefficient of delta function, we can approximate the exponential factor with its Taylor series on $\Delta k_i = k'_i - k_i$,

$$
\langle u^k_s \rvert v^k_s \rangle = \int_V d^{d-1}x g_k(\vec{x}) g^*_k(\vec{x}) s A^k_0(\vec{x})
\times e^{-i\Delta x k_i \partial_i (\int_{\Sigma} \tilde{B}_i(\vec{y}) \cdot d\vec{y})}.
$$

(3.24)

We define $d - 1$ functions

$$
\sigma_i(\vec{x}) = \partial_k \left( \int_{\Sigma} \tilde{B}_k(\vec{y}) \cdot d\vec{y} \right)
\quad i \in \{1, \ldots, d - 2\},
\quad \sigma_{d-1}(\vec{x}) = \int_{\Sigma} \tilde{B}_k(\vec{y}) \cdot d\vec{y},
$$

(3.25)

which are $O(1)$ in the eikonal parameter $s$. We assume we can invert the above functions in the region $W \subseteq V$ where the eikonal functions are nonvanishing,

$$
\vec{x} = (x_1, \ldots, x_{d-1}) \in W \leftrightarrow (\sigma_1, \ldots, \sigma_{d-1}) \in \Sigma,
$$

(3.26)

where $\Sigma \subseteq \mathbb{R}^{d-1}$ is the domain where these new variables are defined (thus, the range of the functions $\sigma_i$). After making the change of variables (3.26), the formula (3.24) becomes

$$
\langle u^k_s \rvert v^k_s \rangle = \int_\Sigma d^{d-1} \sigma g_k g^*_k s A^k_0 J^{-1} e^{-i\Delta x \sigma_i \partial_i} e^{-i\sigma_{d-1} \Delta k_i},
$$

(3.27)

where $J$ is the Jacobian determinant of the change of variables matrix (3.26)

$$
J = \left| \det \left( \frac{\partial (\sigma_1, \ldots, \sigma_{d-1})}{\partial (x_1, \ldots, x_{d-1})} \right) \right|,
$$

(3.28)

and we have the relations

$$
\partial_x \sigma_i = \partial_k B_j, \quad i = 1, \ldots, d - 2, \quad \partial_x \sigma_{d-1} = B_j.
$$

(3.29)

The fact that the functions $u^k_s$ and $v^k_s$ are orthogonal shows that the prefactors $g_k$ satisfy

$$
|g_k|^2 = \frac{s^{d-3} J}{(2\pi)^{d-1} A^k_0},
$$

(3.30)

where the overall normalization has been chosen such that (2.48) holds. Notice $A^k_0$ should be always positive on $V$.

Then, except for a point dependent $O(1)$ phase which is not relevant for the applications we have in mind, in the eikonal approximation, the appropriately normalized functions $u^k_s$ and $v^k_s$ can be chosen as

$$
u^k_s(\vec{x}) = \frac{s^{d-1} J(\vec{x}) A^k_0(\vec{x})}{(2\pi)^{d-1} A^k_0(\vec{x})} e^{i \int_{\Sigma} \tilde{B}_i(\vec{y}) \cdot d\vec{y}}.
$$

(3.31)

$$
u^k_s(\vec{x}) = \frac{s^{d-1} J(\vec{x}) A^k_0(\vec{x})}{(2\pi)^{d-1} A^k_0(\vec{x})} e^{i \int_{\Sigma} \tilde{B}_i(\vec{y}) \cdot d\vec{y}}.
$$

(3.32)

2. Local terms in the modular Hamiltonian

Now, using the formulas (2.31) and (2.32) we calculate the kernels $N$ and $M$ of the modular Hamiltonian in the local limit. We write the two variables of the kernels as $\vec{x}', \vec{y}'$, where we look at the limit $\vec{x}' \sim \vec{y}'$ and both these variables are in a small neighborhood of a point $\vec{x}$ that we take as fixed. For $N$, we have

$$
N(\vec{x}, \vec{y}) = \int_0^\infty ds \int_\Sigma d^{d-2} k \pi s \sqrt{s^{d-3} J(\vec{x}) A^k_0(\vec{x})}
\times \sqrt{s^{d-3} J(\vec{y}) A^k_0(\vec{y})} e^{i \int_{\Sigma} \tilde{B}_i(\vec{y}) \cdot d\vec{y}},
$$

(3.33)

where in the second line we set $\Delta \vec{x} = \vec{x} - \vec{y}$, with $|\Delta \vec{x}|$ small, and neglected factors of $|\Delta \vec{x}|$ everywhere except in the exponent, since we are looking for the leading local term.

Next, keeping in mind we are looking at a neighborhood of a point $x$, we make a change of variables (at fixed $\vec{x}$)

$$
(s, k_1, \ldots, k_{d-2}) \leftrightarrow \vec{p} = s (B_1, \ldots, B_{d-1}),
$$

(3.34)

whose Jacobian determinant is $\left| \frac{\partial (\vec{p})}{\partial (s, k_1, \ldots, k_{d-2})} \right|_1 = s^{d-2} J(\vec{x})$, i.e., because of the relations (3.29), it is proportional to the expression (3.28). Then, for the local term of the kernel $N$ we have

$$
N_{\text{loc}}(\vec{x}, \vec{y}) = \int \frac{d^{d-1}p}{(2\pi)^{d-1} A(\vec{p}, \vec{x})} e^{i \vec{p} \cdot (\vec{x} - \vec{y})},
$$

(3.35)

Note the momentum variable of the local part of the kernel is played essentially by the solution $B$ at the point $\vec{p} = s \vec{B}(\vec{x})$. The time component $A^k_0(\vec{x})$ will depend on the particular solution of the eikonal equation that gives the direction $\vec{p} = \vec{B}(\vec{x})$. This dependence arises because the $k$ dependence has been traded off to a $\vec{B}(\vec{x})$ dependence in the change of variables. This is why we write

$$
A_0(\vec{p}, \vec{x}) = A^k_{0(\vec{p}, \vec{x})}(\vec{x}).
$$

(3.36)

Notice that $A_0 = |A| = |\vec{B}|$ on the points of $V$ [recall also (3.14)]. Hence $\pi A_0(\vec{p}, \vec{x})$ can also be written as $\pi s/|\vec{p}|$.
where now $s$ has to be understood as a function of $\hat{p}$ and $\vec{x}$.

Following the same steps for the kernel $M$ we obtain

$$M_{\text{loc}}(\vec{x}, \vec{y}) = \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{\pi \hat{p}^2}{A_0(\hat{p}, \vec{x})} e^{i\hat{p}^\dagger(\vec{x} - \vec{y})}. \quad (3.37)$$

Expressions (3.35) and (3.37) have exactly the expected form for a scalar [23]. In coordinate space the expressions are less transparent. $N_{\text{loc}}$ is a homogeneous distribution of degree $d - 1$ which can include a component of the delta function $\delta^{d-1}(\vec{x} - \vec{y})$ but more generally contains angle-dependent terms of the form [23]

$$f((\vec{x} - \vec{y})/|\vec{x} - \vec{y}|)^{d-1}. \quad (3.38)$$

$M_{\text{loc}}$ is a homogeneous distribution of degree $d + 1$ and may contain second derivatives of the delta function as in the local energy density operator, but more generally it also contains angle-dependent terms, with the same scaling dimensions $d + 1$.

To find the local temperatures in terms of $A_0(\hat{p}, \vec{x})$ we compute the operator expression of the local Hamiltonian by inserting these kernels into (2.2). Of course, we only know the leading local structure of the kernels around a point $\vec{x}$, and integrating it with the field operators give us an operator expression that is only valid as a leading term for high-energy localized excitations. In accordance with this, we are using the massless field expression

$$\phi(x) = \int \frac{d^{d-1}p}{(2\pi)^{d-1} \sqrt{2|\hat{p}|}} (a_{\hat{p}}^e e^{-ipx} + a_{\hat{p}}^\dagger e^{ipx}). \quad (3.39)$$

Computing the modular Hamiltonian (2.2) with $M$ and $N$ as they were given by (3.35) and (3.37) with $x', y'$ in all space, we get

$$\mathcal{H}_{\text{loc}} = \int d^{d-1}p \left( \frac{\pi}{A_0(\hat{p}, \vec{x})} + \frac{\pi}{A_0(-\hat{p}, \vec{x})} \right) |\hat{p}| a_{\hat{p}}^\dagger a_{\hat{p}}. \quad (3.40)$$

$A_0(\hat{p}, \vec{x})$ is in fact $A_0(\hat{B}, \vec{x})$, that is, the value of $A_0 = |B|$ on a point $\vec{x}$ for a solution of the eikonal equations with $B$ at the point $\vec{x}$ pointing in the direction of $\hat{p}$. We recall that the eikonal equations having a solution $(A, B)$ will also admit $(A, -B)$ as a solution. This just corresponds to the complex conjugate solution of the wave equations. Hence, $A_0(\hat{p}, \vec{x}) = A_0(-\hat{p}, \vec{x})$ and we get\(^\dagger\)

$$\mathcal{H}_{\text{loc}} = \int d^{d-1}p \frac{2\pi}{A_0(\hat{p}, \vec{x})}|\hat{p}| a_{\hat{p}}^\dagger a_{\hat{p}}. \quad (3.41)$$

This shows the modular Hamiltonian acts as a thermal state with direction-dependent temperature for local excitations. The inverse temperatures are given by

$$\beta(\hat{p}, \vec{x}) = \frac{2\pi}{A_0(\hat{p}, \vec{x})}. \quad (3.42)$$

### B. Dirac field

In this subsection, we will apply for the Dirac field the same procedure we used for the scalar field in the previous one. In general terms, the eikonal approximation leads to the same geometric problem in the fermion case; hence, we will frequently refer to the results above. However, we will emphasize the differences between the two cases due to the spinor nature of the solutions of (2.36).

We start parametrizing the solutions $S(x)$ as in (3.4), but in this case $g(x) \in \mathbb{C}^n$ is a spinor valued function $(n = 2^d)$, $S(x)$ satisfies the Euclidean Dirac equation, but each spinor component also satisfies the Euclidean Klein-Gordon equation as (3.5). Then, clearly, we have the same eikonal equations (3.9) for the function $a = a^\dagger b$. The first difference between the bosonic and fermionic case is that the boundary conditions (3.11) must be replaced by

$$a(0^+, \vec{x}) = a(0^-, \vec{x}) - 2\pi s \quad \forall \vec{x} \in V. \quad (3.43)$$

$$b(0^+, \vec{x}) = b(0^-, \vec{x}) - \pi. \quad (3.44)$$

However, since we are interested in the limit of large $s$ (eikonal limit), the factor $(-1)$ in the spinors that leads to the jump of $\pi$ in $b$ in the second expression is a subleading effect as compared to the jump of order $s$ in $a$, and we can drop the factor $\pi$ on the $b$ function, recovering the same eikonal equations we obtained for the scalar field.

### 1. Eigenfunctions and normalization

As we claim above for the scalar, the solutions of the eikonal problem for the Dirac field analogous to (3.19) are

$$u^k_s(\vec{x}) = S^k_s(0^+, \vec{x}) = g_s(\vec{x})e^{i\sigma \int_{\vec{x}}^{\vec{x}'} B(\vec{s}) \cdot d\vec{s}'.} \quad (3.45)$$

Normalizing these spinors as we did in the previous subsection for the scalar functions, we arrive at

$$\langle u^k_s | u_{s'}^{k'} \rangle = \int d^{d-1}\sigma g_{s}^\dagger g_{s'} J^{-1} e^{-i\sigma_{\Delta s, k}} e^{-i\sigma_{\Delta k', k}}, \quad (3.46)$$

which implies that $g_{s}^\dagger g_{s'}(\vec{x}) = |u^{s\dagger}_{s'}(\vec{x})|^2$. This relation only determines the norm of the spinor $g_s$, and we need another formula to completely determine it.
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For that, we use the fact that the solution $S(x)$ satisfies the Dirac equation,

$$0 = (\gamma_\mu \partial_\mu + m)S(x)$$

$$= \gamma^0 (\gamma_\mu \partial_\mu g) + (\gamma_\mu \partial_\mu g + mg) \Rightarrow (\gamma_\mu \partial_\mu g)g = 0.$$ (3.47)

The last implication is valid in the eikonal limit in which the derivatives of the exponent $\alpha$ are much greater than the ones of $g$ or the field mass. Equivalently,

$$(\gamma^0 A_0 + i\gamma^j \cdot \vec{B})g = 0,$$ (3.48)

where $\vec{y} = (y_1, \ldots, y_{d-1})$. Recalling the relation between the Euclidean gamma matrices $\{\gamma_\mu\}_{\mu=0,\ldots,d-1}$ and the Minkowskian gamma matrices $\{\gamma_\mu^d\}_{\mu=0,\ldots,d-1}$, we can rewrite the last expression as

$$(\gamma^0 A_0 + \vec{y}_M \cdot \vec{B})g = 0.$$ (3.49)

$A_0$ plays the role of the energy and $\vec{B}$ plays the role of the momentum in plane wave solutions. Since $|A_0| = |\vec{B}|$, the spinor $g$ satisfies the same expression that the spinors of the plane wave solutions of the Dirac massless equation. Here we notice a difference with the scalar case. In the case of the scalar we take $s > 0$, and in consequence $A_0 > 0$. However, for the Dirac field $s$ and $-s$ are independent time-reflected solutions, and each will be accompanied with $A_0$ of the same sign as $s$, which corresponds to positive and negative energy solutions of the Dirac equation (3.49).

A basis of spinors $\{w_j^i(\vec{p})\}_{j=1,\ldots,s} \subset \mathbb{C}^n$ which satisfy the Dirac equation with positive energy

$$(\gamma^0 A_0 + \vec{y}_M \cdot \vec{B})w_j^i(\vec{p}) = 0,$$ (3.50)

can be chosen such that $w_j^i(\vec{p})w_i^j(\vec{p}) = 2|\vec{p}|\delta^s_{ij}$. Then the desired solutions for the spinor $g$ are

$$g^j_k(\vec{x}) = \sqrt{\frac{|\vec{x}|^{d-2}J(\vec{x})}{(2\pi)^{d-1}|A_0^0(\vec{x})|}} w_j^i(-\text{sgn}(s)\vec{B}(\vec{x})), $$ (3.51)

where we have used the fact that $\text{sgn}(s) = \text{sgn}(A_0)$. Therefore, on top of the $k$ degeneracy, there is an $n/2$ spinor degeneracy for each $s$, which can have two signs.

2. Local terms in the modular Hamiltonian

Now, we are ready to explicitly calculate the Hamiltonian kernel $H(\vec{x}, \vec{y})$ replacing (3.45) and (3.51) in (2.50). Doing the same near point approximation $(\vec{x} = \vec{y} + \Delta \vec{x})$ and the same change of variables $k \leftrightarrow \vec{B}_k$ as we did for the scalar field, we get

$$H_{\text{loc}}(\vec{x}, \vec{y}) = \int \frac{d^d s}{(2\pi)^d} \frac{|s|^{d-2}f(s)}{2|A_0^0(\vec{x})|}$$

$\times \left( \sum_{j=1}^{n} w_j^i(\vec{p})a_j^i(\vec{p})e^{i\vec{p} \cdot \vec{x}} + v_j^i(\vec{p})b_j^i(\vec{p})e^{-i\vec{p} \cdot \vec{x}} \right).$ (3.56)

Hence, the sum over the two values of $s$ amounts to summing over positive and negative energy solutions of the Dirac Hamiltonian, which we recognize within the brackets in the last expression.

The operator expression for the local modular Hamiltonian follows by smearing the kernel $H(\vec{x}, \vec{y})$ with the field operators as in (2.33). Using the explicit expression of the fields in terms of the creation $\{a_j^i(\vec{p}), b_j^i(\vec{p})\}$ and annihilation operators $\{a_j(\vec{p}), b_j(\vec{p})\}$ in Fock space

$$\psi(\vec{x}) = \int \frac{d^{d-1}p}{(2\pi)^{d-1}2|\vec{p}|}$$

$\times \left( \sum_{j=1}^{n} u_j^i(\vec{p})a_j(\vec{p})e^{i\vec{p} \cdot \vec{x}} + v_j^i(\vec{p})b_j(\vec{p})e^{-i\vec{p} \cdot \vec{x}} \right).$
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This amounts to replacing the Dirac Hamiltonian within the brackets in (3.55) by its second-quantized version,

$$\mathcal{H}_{\text{loc}} = \int d^{d-1}p \frac{2\pi|\vec{p}|}{A_0(\vec{p},x)} \sum_{j=1}^2 (a_j^\dagger(\vec{p})a_j(\vec{p}) + b_j^\dagger(\vec{p})b_j(\vec{p})).$$

(3.57)

Here we see exactly the same result as for a scalar. The local temperature is direction dependent and given by the same formula (3.42).\(^{13}\)

IV. SUMMARY: UNIVERSALITY OF LOCAL TEMPERATURES

Summarizing the results, we have that for an arbitrary region \(V\) the local inverse temperatures can be obtained by solving the purely geometric problem given by the eikonal equations (3.13)–(3.16) and (3.17)–(3.18), for two vector fields \(A\) and \(B\) on Euclidean space. These equations imply the two vector fields are orthogonal, have equal modulus, and both of them are gradients except for \(A\) on \(\partial V\), where it has a magnetic flux-type source along the boundary. This singularity means the circulation of \(A\) around \(\partial V\) in the positive time direction when crossing \(V\) is 2\(\pi\). Further, \(A\) is orthogonal to \(V\) and \(B\) is parallel to \(V\). The same eikonal solutions in Euclidean space also give the local temperatures for the complementary region \(\tilde{V}\).

On \(x_0 = 0, \tilde{x} \in V\), the vector \(A(x)\) is purely timelike and future directed, \(\tilde{A}(x) = 0, A_0(x) > 0\), and the field \(B(x)\) is spacelike, \(B_0(x) = 0\). Given a point \(\tilde{x} \in V\) at \(x_0 = 0\), and a particular direction \(\tilde{p}\), we have to find the eikonal solution with \(B(\tilde{x})\) pointing in this same direction, \(\tilde{B}(\tilde{x}) = \tilde{p}\), and the value of \(A_0(\tilde{x}) = |A(\tilde{x})| = |B(\tilde{x})|\) gives us the temperature as

$$T(\tilde{B}(\tilde{x}), \tilde{x}) = \frac{A_0(\tilde{B}(\tilde{x}), \tilde{x})}{2\pi},$$

(4.1)

or the inverse temperature

$$\beta(\tilde{B}(\tilde{x}), \tilde{x}) = \frac{2\pi}{A_0(\tilde{B}(\tilde{x}), \tilde{x})}.$$  \hspace{2.8cm} (4.2)

This result is the same for free scalars and fermions, independently of the mass, pointing to some universality of the local temperatures across different theories. As by its very definition the local temperatures are defined for a regime of large energies we expect the same result would apply to supernormalizable theories as well.

\(^{13}\)In order to obtain the local temperatures it is only necessary to consider the eikonal solution with \(s > 0, A_0 > 0\), as in the scalar case.

In general the local temperatures are direction dependent; we will see an explicit example in Sec. VI. A general result is that the temperatures in a direction and the opposite one are the same,

$$\beta(\tilde{B}(\tilde{x}), \tilde{x}) = \beta(-\tilde{B}(\tilde{x}), \tilde{x}).$$  \hspace{1.9cm} (4.3)

This is a technical consequence of the fact that if \((A,B)\) is a solution, \((A,-B)\) is also a solution and can be traced to time inversion invariance of both the vacuum state and the region \(V\). These imply that the relative entropy between the excitation with momentum \(\tilde{p}\) and the vacuum do not change if we invert the momentum. This will not hold for points in the causal development of \(V\) outside \(x_0 = 0\).

Unfortunately, we do not know of a general method to solve these equations. In the next sections we show some particular analytic solutions. However, these differential and algebraic equations are in principle solvable numerically. In contrast to ordinary eikonal equations for Schrödinger or Maxwell equations, which give place to particlelike trajectories with local action, and hence boil down to ordinary differential equations, in the present case the eikonal equations are much more nonlocal. The solutions cannot be found locally without taking into account boundary conditions imposed in \(\partial V\) far away.

These same technical difficulties have impeded us from proving some natural expectations. For example, for any region we expect \(\beta(\tilde{p}, \tilde{x}) > 0\) to exist and be different from zero for any direction \(\tilde{p}\) and point \(\tilde{x} \in V\) outside \(\partial V\). This points to the existence of sufficiently many solutions of the eikonal equation such that we can fix the direction of the field \(B\) at a point \(\tilde{p} = \tilde{B}(\tilde{x})\). Further, we expect this solution with \(\tilde{B}(\tilde{x})\) fixed to be unique, but this is less obviously necessary. If there would be more than one solution we would have to sum over the different \(2\pi/A_0(\tilde{B}(\tilde{x}), \tilde{x})\) in the modular Hamiltonian to obtain the inverse temperature \(\beta\). Another necessity is that \(\beta(\tilde{B}(\tilde{x}), \tilde{x})\) for fixed \(\tilde{x}\) and \(\tilde{B}(\tilde{x})\), as a function of the region, has to be increasing under inclusion of regions \([23]\). This is a consequence of monotonicity of relative entropy.

A. Conformal transformations

The eikonal equations come from high-energy solutions and are independent of mass. Then, they must be covariant under conformal transformations. This allows us to find the solutions in a conformally transformed space from solutions in the original space. To see the rules of transformations it is convenient to note that a solution of the massless Klein-Gordon equation will transform with a prefactor, but this factor will not change the term linear in \(s\) in the exponent. Therefore the exponent \(\alpha = a + ib\) only undergoes a coordinate transformation.

To see this more explicitly, let \(\tilde{x} = \tilde{x}(x)\) be a point transformation between manifolds \(\mathcal{M}\) and \(\tilde{\mathcal{M}}\), with

\[105019-11\]
\[ \tilde{g}_{\mu \nu} = \Omega^2 g'_{\mu \nu}, \quad g'_{\mu \nu} = \frac{\partial x^\alpha}{\partial \tilde{x}^\mu} \frac{\partial x^\beta}{\partial \tilde{x}^\nu} g_{\alpha \beta}. \quad (4.4) \]

A and B will transform as vectors,

\[ \tilde{A}_\mu = \frac{\partial x^\alpha}{\partial \tilde{x}^\mu} A_\alpha, \quad (4.5) \]
\[ \tilde{B}_\mu = \frac{\partial x^\alpha}{\partial \tilde{x}^\mu} B_\alpha. \quad (4.6) \]

It is immediate to check using (4.4) that the relations \[ \tilde{A} \cdot \tilde{B} = 0, \quad |\tilde{A}| = |\tilde{B}|. \]

This amounts to choose either of the two possible directions for \( B \). This is the result quoted in (3.3). It was first obtained in [29].

\section{V. SIMPLE SOLUTIONS}

In this section we show some examples of solutions of the eikonal equations that are particularly simple to obtain. In both of these examples, however, the local temperatures are direction independent and given by a contribution proportional to the stress tensor in the modular Hamiltonian.

\subsection{A. Two dimensions}

In \( d = 2 \) we have outside the boundary of the region the equations

\[ (\partial_1 a)^2 + (\partial_2 a)^2 = (\partial_1 b)^2 + (\partial_2 b)^2, \quad (5.1) \]
\[ \partial_1 a \partial_1 b + \partial_2 a \partial_2 b = 0. \quad (5.2) \]

These are equivalent to

\[ \partial_1 a = \pm \partial_2 b, \quad (5.3) \]
\[ \partial_2 a = \mp \partial_1 b. \quad (5.4) \]

These are exactly the Cauchy-Riemann equations for the function \( a = a + ib \), that implies it is either analytic or antianalytic.\footnote{In geometric terms, every analytic function gives place to an orthogonal coordinate system where the gradients of the coordinates have equal modulus, \(|A| = |B|\). Note however that it is possible that \( |A| = |B| = 0 \) for some points. This is shown in [1] for the case of two intervals. This is not a problem for the eikonal equations because these special points do not appear in the region \( V \).}

Analyticity is a great help which allows us to solve the problem in full generality. For a region consisting of \( n \) disjoint intervals \( V = \bigcup_{i=1}^n (l_i, r_i) \), we need to impose the right boundary conditions (3.10) and (3.11) on the cut \( V \), and to impose \( a \) to be analytic or antianalytic outside \( V \).

Writing \( z = x_i + i x_{n} \), this is solved by the functions [already introduced in (3.2)]

\[ \alpha_1(z) = i \log \left( \prod_{i=1}^n \frac{z - r_i}{z - l_i} \right), \quad (5.5) \]
\[ \alpha_2(z) = -i \log \left( \prod_{i=1}^n \frac{z - r_i}{z - l_i} \right). \quad (5.6) \]

Multiplying these functions by an analytic (or antianalytic) function we obtain another solution of the eikonal equations. However, these functions would contain other singularities or be unbounded at infinity.

Hence, \( \alpha_1, \alpha_2 \), which are the conjugate of one another, form the full space of solutions for \( a \). An example for a single interval is shown in Fig. 1. On \( V \) the vector \( B \) has a nonzero component

\[ B_1(x_1) = \partial_1 \Im(a/s) = \pm \sum_i \left( \frac{1}{x_1 - l_i} + \frac{1}{r_i - x_1} \right), \quad (5.7) \]

where the plus (minus) sign corresponds to the solution \( \alpha_1 \) (\( \alpha_2 \)). Then, in order to compute the local temperature at a point \( x_i \in V \) we have to choose one of the two possible directions for \( B_1 \). This amounts to choose either of the solutions. In the present case both directions give place to the same temperatures since \( B_1 \) differs in sign but not in modulus. We have

\[ \beta(x) = \frac{2\pi}{A_0} = \frac{2\pi}{|B_1|} = 2\pi \left( \sum_i \left( \frac{1}{x_1 - l_i} + \frac{1}{r_i - x_1} \right) \right)^{-1}. \quad (5.8) \]

This is the result quoted in (3.3). It was first obtained in [29] through an exact calculation of the modular Hamiltonian for massless free Dirac fields in \( d = 2 \), but regarding the
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local terms, it also holds for massive free fermions and free massive scalars [23]. As the two temperatures in both directions have to coincide, the local term in $\mathcal{H}$ is proportional to the energy density operator $T_{00}$.

**B. Rindler space**

In Rindler space (corresponding to $V = \{\vec{x}/x_1 > 0\}$) we have that the exact modular Hamiltonian for any theory is

$$\mathcal{H} = 2\pi \int_V d^{d-1}x_1 T_{00}(\vec{x}). \quad (5.9)$$

Hence $\beta(\vec{x}) = 2\pi x_1$, independently of direction. However, it is instructive to obtain this result using the eikonal equations.

We take cylindrical coordinates $r, \theta, \vec{x}_r = \{x_3, \ldots, x_{d-1}\}$ with $x_1 = r \cos(\theta)$ and $x_0 = r \sin(\theta)$. Due to the rotational and translational symmetries of the problem in Euclidean space we take

$$A = \hat{\theta} \frac{\partial}{\partial r}, \quad (5.10)$$

$$B = f(r) \hat{r} + \vec{k}, \quad (5.11)$$

with $\vec{k} = \{0, 0, k_1, \ldots, k_{d-1}\}$, and $\hat{\theta}, \hat{r}$, the unit vectors proportional to the gradient of the coordinates. This corresponds to a wave solution obtained by separation of variables of the form

$$S \sim e^{i\theta + ilb} = e^{i\theta + i\hat{k} \cdot \vec{x}_r + is(r)}, \quad (5.12)$$

with $\hat{l}(r) = f(r)$. It follows from $|A| = |B|$ that

$$f(r) = \pm \sqrt{\frac{1}{m^2} - \vec{k}^2}. \quad (5.13)$$

If $r > |\vec{k}|^{-1}$ we have an imaginary $f(r)$ and $B$. In that case we could pass the part $f(r) \hat{r}$ of $B$ to $A$, but then $A$ would not be normal to $V$. We see that the solution has a cylindrical domain given by $r < |\vec{k}|^{-1}$ and cannot be extended to all space. Physically, this is because for $r > |\vec{k}|^{-1}$, in the eikonal limit $s \to \infty$, the wave solution is exponentially damped with a large $s$ factor in the exponent and has to be considered zero in this range. This is no impediment to get a solution for any $\vec{x} \in V$ with arbitrary direction $\hat{B}(\vec{x})$.

Taking a point $\vec{x}$ with $\theta = 0$, $x_1 = r$ on $V$ we have

$$B(\vec{x}) = f(x_1) \hat{x}_1 + \vec{k}. \quad (5.14)$$

Note that for fixed $x_1$ we can take solutions with the two signs in (5.13), and with different $\vec{k}$, having $|\vec{k}|$ ranging from 0 to $x_1^{-1}$. In this way we can choose any direction for

$\hat{B}(\vec{x})$. There is exactly one solution for each direction $\hat{B}(\vec{x})$ at a point $\vec{x} \in V$. However, in this particular problem for the Rindler wedge, for any choice of solution we have

$$A_0 = |B| = x_1^{-1}, \quad (5.15)$$

independently of the direction of $\hat{B}(\vec{x})$. Therefore, as expected,

$$\beta(\hat{B}(\vec{x}), \vec{x}) = \frac{2\pi}{A_0(\hat{B}(\vec{x}), \vec{x})} = 2\pi x_1. \quad (5.16)$$

**VI. LOCAL TEMPERATURES FOR A WALL**

In this section we compute explicitly the local temperatures for a region with the form of a wall in $d$ dimensions. Without loss of generality we set the width $L$ of the wall to $L = 1$ in the $x_1$ direction and unlimited in the other spatial directions, i.e., we take $V = \{0, x_1, \ldots, x_{d-1}\}/x_1 \in (-1/2, 1/2), x_i \in (\infty, \infty)$, and $i = 2, \ldots, x_{d-1}$.

We will not solve the eikonal equations directly, but instead we will first derive further identities for the solutions $S$ of the Klein-Gordon equation that apply to the present case due to the particular symmetries of the problem. We then make the eikonal approximation. The results for the eikonal variables and the local temperatures will be given in terms of solutions of algebraic equations of the fourth degree.

By separation of variables we can dimensionally reduce the problem to a massive one in $d = 2$. For ease of notation we will call $x = x_1$, $y = x_0$, and $\vec{x}_r = \{x_3, \ldots, x_{d-1}\}$. We take for the solution of the wave equation

$$S(x, y) e^{i\hat{k} \cdot \vec{x}_r}, \quad (6.1)$$

with $\hat{k} = \{0, 0, k_1, \ldots, k_{d-1}\}$. The equation for the function $S$ in $d = 2$ is

$$(−\nabla^2 + s^2 \hat{k}^2) S(x, y) = 0, \quad (6.2)$$

with $\hat{k} = |\vec{k}|$. $S$ satisfies the boundary conditions (2.8) for the two-dimensional problem with $V$ given by the interval $I = (−1/2, 1/2)$ of width $L = 1$. Equation (6.2) corresponds to a massive field with $m = sk$, but in contrast to the discussion in Sec. II, here we are not allowed to discard the mass since we are interested in the high-energy limit. This is because the momentum in the parallel direction to the wall can be as large as we want, and in particular it can be of the same order as $s$. To keep track of the fact that we are interested in high momentum as well as high $s$ we have defined the two-dimensional mass to be $sk$, where $k$ will be $O(1)$ in the eikonal parameter.

**15** However, this set of solutions for a fixed $\vec{x}$ does not exhaust the full set of solutions since there are solutions with range not including the point $\vec{x}$. 105019-13
Now we make use of the techniques initially developed in [30] to solve the problem of scattering of waves from a metallic strip. These were adapted in [31] to a slightly different version of the present problem where the multiplicative boundary condition on the interval is given by a phase instead of a real factor (that is, a problem with imaginary $s$). This problem is related to the Rényi entropies of a massive field in an interval. We derive the corresponding equations for the function $S$ in Appendix B.

For a scalar field of mass $m$ in $d = 2$ satisfying the Klein-Gordon equation with the multiplicative boundary conditions on an interval $(L_1, L_2)$, $L = L_2 - L_1$, we have, writing $z = x + iy$,

$$
\left( (L_1 - z) \partial_z - (L_2 - \bar{z}) \partial_{\bar{z}} - \frac{td}{2d} \right) S = C_{00} \left( - \frac{iL}{d} \partial_z + \frac{2sd - itd}{2(1 + d^2)} \right) S,
$$

supplemented by its conjugate equation

$$
\left( (L_1 - \bar{z}) \partial_{\bar{z}} - (L_2 - z) \partial_z - \frac{td}{2d} \right) \bar{S} = C'_{00} \left( \frac{iL}{d} \partial_{\bar{z}} + \frac{2sd + itd}{2(1 + d^2)} \right) \bar{S},
$$

The function $C_{00}(t)$ satisfies $|C_{00}|^2 = d(t)^2 + 1$, and the real function $d(t)$ satisfies a nonlinear ordinary differential equation of the Painlevé V type,

$$
d'' + \frac{d'}{t} \left( \frac{1 + 2d^2}{d(1 + d^2)} \right)^2 + \left( \frac{(2^2 - 4s^2)d^4}{t^2d(1 + d^2)} \right) = 0,
$$

with boundary conditions

$$
d(t) \sim \frac{1}{2s(\log(t) - \log(2) + 2\gamma_E + (\psi(is) + \psi(-is))/2)}, \quad t \to 0,
$$

$$
d(t) \sim \frac{\pi}{2 \sinh(\pi s) K_{2is}(t)}, \quad t \to \infty,
$$

where $\gamma_E$ is the Euler constant, $K$ is the modified Bessel function, and $\psi$ is the digamma function.

Here we have to choose $L_1 = -1/2$, $L_2 = 1/2$, $L = 1$, and hence $t = m = sk$.

---

**A. The eikonal limit for the Painlevé equation**

We first take the eikonal limit $s \to \infty$ of the solution of the Painlevé equation (6.5) with boundary conditions (6.6) and (6.7) that determine the coefficients of the equations for $S$ we are going to use. We take the limit of $s \to \infty$, $t = mL = m = sk \to \infty$, keeping $k$ fixed. Then, this is not directly related to the asymptotic limit $t \to \infty$ and $s$ fixed that describes the boundary condition of the differential equation. The inspection of the solutions in this limit shows there are two regimes.

First, for $k < 2$, the function $d$, which depends on $s$ and $t = sk$, converges to a finite value $f(k) := \lim_{s \to \infty} d_s(sk)$, and in consequence its derivatives $\lim_{s \to \infty} \frac{d}{dt} d_s(sk) = s^{-1} f'(k)$, $\lim_{s \to \infty} \frac{d^2}{dt^2} d_s(sk) = s^{-2} f''(k)$, go to zero with inverse powers of $s$. Plugging this information into the differential equation (6.5) gives an algebraic explicit solution for $d_s(t)$:

$$
d_s(sk) \sim f(k) = \sqrt{\frac{k}{2 - k}}, \quad k < 2, \quad s \to \infty.
$$

For $k > 2$ instead, the asymptotic solution (6.7) for large $t$ is still valid for large $s$ and $t = ks$. We have using the asymptotics of the Bessel function [32] an exponentially increasing $d_s(sk)$,

$$
d_s(sk) \sim \text{cons} \sqrt{s} e^{\sqrt{k^2 - 4s}}, \quad k > 2, \quad s \to \infty.
$$

It can be checked that this expression [as the one in (6.8) for $k < 2$] also solves the Painlevé equation at leading order in $s$ for $k > 2$. With this behavior all derivatives are of the same order, and we have $d'/d(t) \sim \sqrt{\frac{k^2 - 4s}{k}}$

---

**B. Eikonal limit for the equations of $S(z)$ and angle-dependent temperatures**

Now we apply the eikonal limit to the equations for $S$ and $\bar{S}$ (6.3) and (6.4). Both $S$ and $\bar{S}$ will have a component proportional to $e^{i\theta}$ and another one proportional to $e^{i\theta}$. In the large $s$ limit these two components have to satisfy the equations (6.3) and (6.4) independently because the different large phases cannot be coherent in any small region. Hence, we can replace $S$ by $g_1 e^{i\theta}$ and $\bar{S}$ by $g_2 e^{i\theta}$, where $g_1$ and $g_2$ are slowly varying functions of the position. We then set

$$
\partial_t S = sXS, \quad \partial_t \bar{S} = sX\bar{S},
$$

$$
\partial_s S = sYS, \quad \partial_s \bar{S} = sY\bar{S},
$$

where

---

Footnotes:

16The function $d$ is related to the one called $u$ in [31] by the change of variables $d = i \frac{u(1 + u^2)}{1 + 2u^2}$ or $u = \frac{2d - itd}{n + itd}$, and taking $a \to -is$ in that work.

17We are writing explicitly the $s$ dependence of $d(t)$ as $d_s(t)$. 

105019-14
are two complex numbers with the information of the $x$, $y$ components of $\vec{A}$ and $\vec{B}$. We also have $A_|| = 0$, $B_\perp = \vec{k}$. Replacing this into (6.3) and (6.4), and expanding to the leading order in $s$, we get two complex algebraic equations linear in $S$ and $\bar{S}$. The determinant of this system of linear equations must vanish and this gives a complex equation for $X$ and $Y$. This is supplemented by the Klein-Gordon equation

$$X^2 + Y^2 = k^2,$$  \hspace{1cm} (6.13)

to give the complete solution for the vectors $\vec{A}$ and $\vec{B}$.

As explained above, there are two regimes for the large $s$ expansion of the coefficients of the equations.

1. $k > 2$

For $k > 2$, taking into account (6.9), we get

$$Y + y^2 X^2 + (x^2 - 1/4) Y^2 - 2 xy XY = 1.$$  \hspace{1cm} (6.14)

This, supplemented with (6.13), give us four solutions for each point $(x, y)$. Two of them are purely real and have to be discarded. Another duplication corresponds to complex conjugated solutions $\vec{B} \rightarrow -\vec{B}$. There are complex solutions only for $|\vec{x} - L_1| < k^{-1}$ or $|\vec{x} - L_2| < k^{-1}$, that is, inside two circles of radius $k^{-1}$ around the two end points of the interval. This is analogous to the case of the Rindler space. In fact, the solutions inside these circles exactly coincide with Rindler solutions. The contours for $a$ and $b$ are illustrated in Fig. 2.

This situation can be easily understood. The Rindler solutions around each interval end point have a domain restricted to a radius $k^{-1}$ (see Sec. V B). For $k > 2$, which represents a high enough mass or parallel momentum, these Rindler solutions do not overlap, and the respective domains do not reach the midpoint of the interval at the origin. Hence, these are genuine solutions of the eikonal problem on the wall. This will change for $k < 2$ where the Rindler solutions have a nonzero overlap.

Computing the solutions on $y = 0$ on the interval gives for the nonzero components

$$B_x = \pm \frac{\sqrt{1 - k^2(x + 1/2)^2}}{x + 1/2},$$

$$A_y = (1/2 + x)^{-1}, \quad -1/2 < x < -1/2 + k^{-1}. \hspace{1cm} (6.15)$$

$$B_x = \pm \frac{\sqrt{1 - k^2(1/2 - x)^2}}{1/2 - x}, \quad A_y = (1/2 - x)^{-1}, \quad 1/2 - k^{-1} < x < 1/2. \hspace{1cm} (6.16)$$

This gives Rindler-like inverse temperatures $2\pi/A_y$ independent of $k$, and hence independent of angle in the plane of the wall, but in contrast to the Rindler case, this situation is valid for a restricted range of angles. Let us compute the angle $\theta \in (0, \pi)$ from the positive direction of the $x$ axes,

$$\cos(\theta) = \frac{B_x}{\sqrt{B_x^2 + k^2}} = \frac{B_x}{A_y}, \quad \sin(\theta) = \frac{k}{A_y} \hspace{1cm} (6.17)$$

The solution with $k > 2$, having Rindler-like temperatures, is restricted to the range

$$\beta(x, \theta) = 2\pi(1/2 + x), \quad -1/2 < x < 0,$$

$$\cos(2\sqrt{-x(1 + x)}) < \theta < \cos(-2\sqrt{x(1 + x)}). \hspace{1cm} (6.18)$$

$$\beta(x, \theta) = 2\pi(1/2 - x), \quad 0 < x < 1/2,$$

$$\cos(2\sqrt{x(1 - x)}) < \theta < \cos(-2\sqrt{x(1 - x)}). \hspace{1cm} (6.19)$$

That is, this solution holds for directions that are enough away from the $x$ axes. A contour plot of $\beta(x, \theta)$ showing the range of the solution is shown in Fig. 4. Moreover in Fig. 5 we show the temperature in the region outside the strip; in particular we plot the $x > 1/2$ zone but the same behavior is obtained in the reflected $x < -1/2$ region.

2. $k < 2$

For $k < 2$ we do the same calculation but use (6.8) for the limit of the coefficients in the equations for $S$ and $\bar{S}$. The result is the equation

$$-4k^2 + k(X^2(1 + 4y^2) - 8xyXY + 4Y(1 + x^2Y)) = 0.$$  \hspace{1cm} (6.20)
The eikonal equations.

The solutions of the quartic equations can be treated numerically. We show an example of the orthogonal coordinate system $a$, $b$ for $k = 1/2$ in Fig. 3. We see the range of the solution extends further than the case $k > 2$, but it is again limited to certain bounded regions of the plane containing the end points of the intervals. In the limit of $k \to 0$ we get the massless case shown in Fig. 1. In this limit the range extends to the full plane. On the interval at $y = 0$ the solutions are

\[
B_x = \pm \frac{2\sqrt{2 - k(1 - (4 + k)x^2 + 4kx^4)} + \sqrt{4 - k(4 - k)(1 - 4x^2)}}{1 - 4x^2},
\]

(6.21)

\[
A_y = \frac{2 + \sqrt{4 - k(4 - k)(1 - 4x^2)}}{1 - 4x^2},
\]

(6.22)

and are valid in the range $-\sqrt{2} < x < \sqrt{2}$, outside of which $B_x$ turns out imaginary and the eikonal solution vanishes.

Written in terms of the angle, we have the following expression for $\beta = (2\pi)/A_y$,

\[
\beta(x, \theta) = \frac{\pi(1 - 4x^2)}{1 + \sqrt{1 + \frac{16(1 - 4x^2)(\sin(\theta) - (1 - 4x^4))\sin(\theta)(1 - \sin(\theta))}{(1 - 8x^2 + \cos(2\theta))^2}}},
\]

(6.23)

This is valid exactly where the solutions for $k > 2$ are not, that is,

\[
0 \leq \theta \leq \arccos(2\sqrt{|x|(1 - |x|)}),
\]

\[
\arccos(-2\sqrt{|x|(1 - |x|)}) \leq \theta \leq \pi.
\]

(6.24)

We see the temperatures are angle dependent for a fix $x$. A contour plot of the function $\beta(x, \theta)$ is shown in Fig. 4. The two regimes $k > 2$ and $k < 2$ are separated by a dashed curve. Even if there is a “phase transition” in the solution, $\beta(x, \theta)$ and its first derivative are continuous at the transition point (while the second derivatives are not). A contour plot for $\beta(x, \theta)$ for the exterior region $V$ given by $|x| > 1/2$ is shown in Fig. 5 (only the part $x > 1/2$ is plotted).

For angle $\theta = 0$ the temperatures are given by the $d = 2$, zero mass solution $\beta = 2\pi(1/4 - x^2)$. For angle $\theta = \pi/2$ the solution with $k > 2$ applies for all $x$, and the

The eikonal problem corresponding to a wall in the case $k = 1/2$. The domain of the solution is a bounded region in the plane (bounded by the black curve), but it is not disjoint, and in this sense is intermediate between the disjoint bounded solution for $k > 2$ (Fig. 2) and the massless solution $k = 0$ that occupies all the plane (Fig. 1).

FIG. 3. The orthogonal lines of constant $a$ and $b$ for the solution of the eikonal problem corresponding to a wall in the case $k = 1/2$. The domain of the solution is a bounded region in the plane (bounded by the black curve), but it is not disjoint, and in this sense is intermediate between the disjoint bounded solution for $k > 2$ (Fig. 2) and the massless solution $k = 0$ that occupies all the plane (Fig. 1).

FIG. 4. Contour plot of $\beta(x, \theta)$. The contour curves are equally spaced in $\beta$. Warmer colors indicate higher temperatures. The dashed lines separate the two regimes $k > 2$ (the two regions attached to the end points $x = \pm 1/2$) and $k < 2$. For $k > 2$, $\beta$ is independent of $\theta$ and coincides with the Rindler result corresponding to the plane nearest to $x$. The $k < 0$ solution which describes $\beta$ for the rest of the $x, \theta$ plane does show angle dependence of temperatures for fix $x$. 
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temperatures are like Rindler temperatures corresponding to the plane that is nearer to \( x \). For intermediate angles \( \beta \) lies within these two curves (see Fig. 6). This is in accordance with the monotonicity property of relative entropy. This property implies that \( \beta(x, \theta) \) for fixed \( x \) and \( \theta \) has to increase if the region is increased. Hence all \( \beta \) of the wall have to be less than the ones of a Rindler half-space including the wall and with the boundary coinciding with one of the boundaries of the wall. This bound is saturated for angle \( \pi/2 \). On the other hand, the wall contains a sphere of diameter \( L = 1 \), and \( \beta \) for the sphere is the same as the one for a \( d = 2 \) interval. This lower bound is saturated here for angle \( \theta = 0 \). A wall will also contain smaller walls. The corresponding inequality is satisfied because of the property of convexity of the curves shown in Fig. 6.

![Contour plot of \( \beta(x, \theta) \) in a region outside the strip, \( x > 1/2 \). The contour curves are equally spaced in \( \beta \). Warmer colors indicate higher temperatures. As before, the dashed lines separate the two regimes \( k > 2 \) and \( k < 2 \). The reflected contour plot is obtained in the region \( x < -1/2 \).](image)

**FIG. 5.** Contour plot of \( \beta(x, \theta) \) in a region outside the strip, \( x > 1/2 \). The contour curves are equally spaced in \( \beta \). Warmer colors indicate higher temperatures. As before, the dashed lines separate the two regimes \( k > 2 \) and \( k < 2 \). The reflected contour plot is obtained in the region \( x < -1/2 \).

**FIG. 6.** The blue curves are \( \beta(x, \theta) \) as a function of \( x \) for, from bottom to top, \( \theta = 0.3, 0.6, \) and \( 1 \). They are straight lines for values of \( |x| \sim 1/2 \), until some specific \( |x| \) depending on the angle. For smaller \( |x| \) they follow a different analytic shape described in the text. The inverse temperature \( \beta \) increases with angle for \( \theta \in (0, \pi/2) \). It is always bounded below by the \( d = 2 \) solution \( 2\pi(1/4 - x^2) \) corresponding to \( \theta = 0 \) (lowest black dashed curve) and bounded above by the \( \theta = \pi/2 \) solution corresponding to the Rindler solution of the nearest plane (upper black dashed curve).

**VII. FINAL REMARKS**

From first principles, we have calculated the relative entropy of a localized high-energy excitation and the vacuum state in a region \( V \) for free fields. The result is given in terms of a particular geometric problem involving two orthogonal gradient vector fields of the same modulus sourced at the boundary \( \partial V \) of the region. The result is the same for scalars and fermions, and it implies the relative entropy is proportional to the excitation energy. The coefficient is an inverse temperature that is generally direction dependent. We computed these temperatures explicitly for the geometry of a wall.

One could wonder about the reason for the proportionality of relative entropy and energy for localized excitations. This proportionality holds even if the local terms in \( \mathcal{H} \) are not given exclusively by the energy density operator in the general case. As explained in [23] this is a consequence of the Rindler result plus relative entropy monotonicity. In the Rindler case one can trace this proportionality to the fact that the modular Hamiltonian is a space-time symmetry and the symmetry generator is linear in the energy density operator. In the general case, if we forget about monotonicity and interrogate our explicit calculations, we see the origin of linearity with energy in the fact that, even if there is no rotational symmetry in Euclidean space, the only source of the local terms in the modular Hamiltonian are the vectors \( \vec{A} \) and \( \vec{B} \) that have a geometric origin. Being gradients of a phase, they have specific dimension 1. These can be thought of as momentum variables generated by the "rotational" source located at \( \partial V \).

The eikonal equations are a certain extension to higher dimensions of the holomorphicity property that holds in \( d = 2 \). It would be interesting to understand these equations better from the mathematical point of view. In particular, there should be a way to prove the monotonicity of \( \beta(\vec{p}, \vec{x}) \) with the size of \( V \) that must hold because of the relation with relative entropy. We would also like to understand how to solve these equations in more general cases. There are interesting properties of these equations such as that if \( \alpha \) is a solution, \( f(\alpha) \), with \( f \) an analytic function, is also a solution (locally). However, this is not enough to produce new interesting solutions to the present problem. The equations are local in nature but the solutions depend strongly on the boundary conditions far away. One might be tempted to think there should be some higher dimensional analogous to the Cauchy integral formula that gives the general solution in \( d = 2 \). That would allow one to get the solution from the boundary conditions directly.

Another open question is how these results modify for interacting theories. Since the local temperatures are by definition a property of the high-energy limit, it is reasonable to think the problem will not be modified for theories with a free UV fix point, especially super-renormalizable theories. This points towards a universality of the local...
temperatures. For theories interacting in the UV the situation is much less clear. In this sense, it would be interesting to understand if there is a simple way to compute these temperatures for holographic theories.
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APPENDIX A: UNIQUENESS OF THE SOLUTIONS GIVEN THE BEHAVIOR AT ∂V

In this Appendix, we show the solution of the wave equation with multiplicative boundary conditions on the cut $V$ is uniquely determined by its boundary behavior on $∂V$. We will treat the case of a scalar, but analogous results hold for the Dirac field.

In order to show this, let us consider a Green function $G(x, y)$ satisfying the boundary conditions of the problem

$$(-\nabla^2 + m^2)G(x, y) = \delta^{(d)}(x - y),$$

$$\lim_{y_0 \to 0^+} G(x, (y_0, \bar{y})) = e^{2\pi s} \lim_{y_0 \to 0^+} G(x, (y_0, \bar{y})),
\forall \bar{y} \in V,$$

$$\lim_{|y| \to \infty} G(x, y) = 0,$$

$$G(x, y) \text{ bounded for } y \to ∂V.$$  

(A1)

(A2)

(A3)

(A4)

The Green function will not be unique owing to the existence of solutions of the homogeneous wave equation with the same boundary conditions.\textsuperscript{18} However, in the following we just need any Green function for the problem. Note (A2) has a factor $e^{2\pi s}$ opposite to the one in (2.8) and (2.25).

Consider the current

$$J^\mu_p(y) = \partial^\mu_p G(x - y)S(y) - G_s(x - y)\partial^\mu_p S(y).$$  

(A5)

This differs from the current in (2.12) in that, now, the Green function satisfies the multiplicative boundary conditions. We have

$$\partial^\mu J^\mu_p(y) = -\delta^{(d)}(x - y)S(y).$$  

(A6)

We integrate this equation on $M$ and notice that due to the opposite factors in the boundary conditions for $S(y)$ and $G(x, y)$ the current is continuous across the cut and there is no boundary value coming from $V$. However, we still have a contribution on $∂V$, where the current is singular. Taking a thin tube-like surface $∂V_c$ of width $c$ around $∂V$ and we have

$$\lambda(S(x) = \int_M d^d y \partial^\mu_p J^\mu_p(y) = -\int_{∂V_c} d^{d-1} y_\mu(y) J^\mu_p(y),$$  

(A7)

where $\eta_\mu(y)$ is the outward pointing unit vector normal to $∂V_c$. This shows the full solution $S(x)$ is determined by the values in the limit $x \to ∂V$. To see this more explicitly, we take local coordinates $y_\parallel, z, \bar{z}$ near a point of $∂V$, where $y_\parallel$ describes the coordinates along $∂V$ and the two-dimensional complex coordinates $z, \bar{z}$ the directions perpendicular to $∂V$. The leading terms in the solutions for $G(x, y)$ and $S(y)$ must have the following general form near a point $y_\parallel \in ∂V$ ($|z|, |\bar{z}| \ll 1$)

$$G(x, y) \sim U_1(x, y_\parallel)z^{-is} + U_2(x, y_\parallel)\bar{z}^{is},$$

$$S(y) \sim V_1(y_\parallel)z^{is} + V_2(y_\parallel)\bar{z}^{-is}.$$  

(A8)

(A9)

Then we get from (A7)

$$S(x) = -i4\pi s \int_{∂V} dy_\parallel \sqrt{g(y_\parallel)}(U_1(x, y_\parallel)V_1(y_\parallel)$$

$$- U_2(x, y_\parallel)V_2(y_\parallel)).$$  

(A10)

This shows explicitly how the solution is determined by the asymptotic values on $∂V$. However, the functions $V_1$ and $V_2$ are not independent. The solutions are parametrized by only one function of the boundary instead. To see this we can take another solution $\tilde{S}$ of the problem corresponding to the opposite value $-s$, with asymptotic behavior

$$\tilde{S}(y) \sim W_1(y_\parallel)z^{-is} + W_2(y_\parallel)\bar{z}^{is}. $$  

(A11)

We have, following the above steps but for the current generated by $S$ and $\tilde{S}$,

$$0 = \int_{∂V} dy_\parallel \sqrt{g(y_\parallel)}(W_1(y_\parallel)V_1(y_\parallel) - W_2(y_\parallel)V_2(y_\parallel)).$$  

(A12)

Once all these relations are satisfied, (A10) gives a unique solution given the boundary asymptotic values for $S$ since the ambiguities on the Green function are due to additions of homogeneous solutions that do not contribute to this formula owing to (A12).

In particular, the time reflected, conjugated function $\tilde{S}(x) = S^*(-x_0, x)$ is a solution of the problem with

\textsuperscript{18}This is in contrast with the case where $s$ is imaginary [31]. For imaginary $s$ there are no solutions of the homogeneous wave equation bounded in $∂V$, and the Green function is unique.
parameter $-s$. The asymptotic behavior follows from (A9) by replacing $z \leftrightarrow \bar{z}$ and taking complex conjugates: $W_1 = V_1^*, W_2 = V_2^*$. Then for any solution $S$ we have the self-consistency relation for the asymptotic values

$$\int_{\partial V} d\gamma y \sqrt{g(\gamma y)} (|V_1(\gamma y)|^2 - |V_2(\gamma y)|^2) = 0. \quad (A13)$$

**APPENDIX B: MASSIVE SCALAR WITH BOUNDARY CONDITIONS ON AN INTERVAL**

In this Appendix we find linear partial differential equations of the first order for the functions $S(x)$ giving the eigenvectors of the correlator kernels for a massive scalar in an interval in $d = 2$. The constant coefficients appearing in these equations are given in terms of solutions of Painlevé V equations. The methods we use are an adaptation of the ones in [30,31]. The main difference of these works with the present case is that here the factor in the boundary condition is real (2.8), instead of a phase as in [31]. When the factor is a phase there are no solutions bounded on the cut, while there are exactly two solutions for a real factor.\(^{19}\)

We take an interval $[L_1, L_2]$ with length $L = L_2 - L_1$. We write the solution $S(x, y, L_1, L_2, m, s)$ in complex coordinates as $S(z, \bar{z}, L_1, L_2, m, s) = S(z)$. As shown in Appendix A, for each $s$ there are exactly two solutions of (2.7) and (2.8) for an interval. These are complex conjugates of each other, $S(z), \bar{S}(z)$. Because $S$ is bounded near $L_1$ and solves the Klein-Gordon equation and boundary conditions, it must have an asymptotic expansion of the form

$$S(z) = (L_1 - z)^{-is} \sum_{k,n=0}^{\infty} A_{k,n}(L_1 - z)^k(L_1 - \bar{z})^n$$

$$+ (\bar{z} - L_2)^{-is} \sum_{k,n=0}^{\infty} B_{k,n}(L_1 - z)^k(L_1 - \bar{z})^n, \quad (B1)$$

where the coefficients are functions of $L, s, m$. We will write $A_{k,n}(L)$ and $B_{k,n}(L)$. We will only need this expansion up to quadratic terms. For convenience, since we have exactly two independent solutions conjugated to each other, we can choose

$$A_{00} = 1, \quad B_{00} = 0, \quad (B2)$$

which is the solution asymptotically analytic at $L_1$. In consequence $\bar{S}$ has $\bar{A}_{00} = 0, \bar{B}_{00} = 1$ (we write $\bar{A}_{00}^*$ for the complex conjugate and $\bar{A}_{00}$ for the quantity belonging to the conjugated solution).

The Helmholtz (Euclidean Klein-Gordon) equation for $S$ implies relations for the coefficients. In particular we have

$$A_{01} = A_{02} = 0, \quad B_{11} = B_{10} = B_2 = 0,$$

$$A_{11} = \frac{m^2}{4(1 - is)} \Rightarrow \partial_z A_{11} = 0. \quad (B3)$$

We have a similar expression for the expansion of $S$ near $L_2$

$$S(z) = (z - L_2)^{is} \sum_{k,n=0}^{\infty} C_{k,n}(L_1 - z)^k(L_1 - \bar{z})^n$$

$$+ (\bar{z} - L_2)^{-is} \sum_{k,n=0}^{\infty} D_{k,n}(L_1 - z)^k(L_1 - \bar{z})^n, \quad (B4)$$

and equivalent relations for the coefficients. For the lowest ones we have

$$C_{01} = C_{02} = D_{10} = D_{10} = 0,$$

$$C_{11} = \frac{m^2C_{00}}{4(1 + is)}, \quad D_{11} = \frac{m^2D_{00}}{4(1 - is)}. \quad (B5)$$

1. Equations for $S(z)$ and the coefficients

A partial derivative $\partial_z S$ also obeys the wave equation and boundary condition, except that it is now unbounded at $L_1$. This divergence can be compensated by adding derivatives of $S$ and $\bar{S}$ with respect to $z$, to obtain a bounded function. This must then be a linear combination of $S$ and $\bar{S}$ by the uniqueness of the solutions. The coefficients on these combinations can be adjusted to be the same at leading order near $L_1$, giving the following equation valid in the plane

$$D_{00}^* \partial_z S + D_{00}^* \partial_z \bar{S} - C_{00} \partial_z \bar{S} = (1 - is)B_{01}^* C_{00} S$$

$$+ (1 + is)B_{01} D_{00}^* \bar{S}. \quad (B6)$$

Looking at the expansion of this equation at $L_2$ we get the following differential equations for the coefficients

$$C_{00} D_{00}^* = (1 + is)C_{10} D_{00}^* - (1 + is)C_{00} D_{01}^*$$

$$- (1 - is)B_{01}^* (C_{00}^2 - (1 + is)B_{01} (D_{00}^*)^2, \quad (B7)$$

$$D_{00}^* D_{00}^* = -(1 - is)B_{01}^* C_{00} D_{00}^* - (1 + is)B_{01} C_{00}^* D_{00}^*$$

$$- D_{00}^* (4(1 - is)B_{01} C_{10}^* - m^2 D_{00}^*)). \quad (B8)$$

$$\frac{1}{4(1 - is)} (C_{00} (m^2 C_{00} - 4(i + s)^2 B_{01}^* D_{01} + D_{00}^* (4(1 + s^2) B_{01} C_{10} - m^2 D_{00}^*))). \quad (B9)$$
In the same line, one can notice a rotation operator around the point \( L_1 \):
\[
\partial_R^{L_1} = -i(x\partial_x - y\partial_y - L_i\partial_z) = -(L_1 - z)\partial_z + (L_1 - \bar{z})\partial_{\bar{z}}
\]
\[
= (z - L_2)\partial_z - (\bar{z} - L_2)\partial_{\bar{z}} + L(\partial_z - \partial_{\bar{z}}),
\]
(B10)
commutes with \(-\nabla^2 + m^2\), and then \(\partial_R^{L_1} S\) obeys the same equations of motion and boundary conditions as \( S \). The divergences and finite leading order terms at \( L_1 \) can be compensated conveniently, to get the equation
\[
D_0^0\partial_R^{L_1} S + LD_0^0\partial_z S - LC_0^0\partial_z \bar{S}
\]
\[
= \{L(1 - is)B_0^0C_0^0 - isD_0^0\}S
\]
\[
- L(1 + is)B_0^0D_0^0\bar{S},
\]
(B11)
which is valid in the plane. Note this is a first order partial differential equation for \( S \) and \( \bar{S} \). Evaluating the coefficients of the expansion of this equation at \( L_1 \) and \( L_2 \) up to first order gives the following algebraic equations for the coefficients
\[
0 = L(-1 + is)B_0^0C_0^0D_0^0 + L(1 + is)B_0^0C_0^0D_0^0
\]
\[
+ 2isD_0^0D_0^0,
\]
(B12)
\[
0 = -(i + s)(i + 2s)D_0^0D_0^0 - L\frac{m^2}{4}(D_0^0)^2 - |C_0^0|^2
\]
\[
+ L(1 - is)^2B_0^0C_0^0D_0^0
\]
\[
- L(1 + s^2)B_0^0C_0^0D_0^0,
\]
(B13)
\[
0 = L(m^2 - 4(1 + s^2)B_0^0C_0^0)
\]
\[
- 4(-i + s)((i + L(-i + s)A_0^0)B_0^0
\]
\[
- L(-2i + s)B_0^0D_0^0).
\]
(B14)
\[
0 = -4(i + s)A_0^0(L(i + s)B_0^0C_0^0 - iD_0^0)
\]
\[
+ 4L(2i + 3is + s^2)B_0^0C_0^0
\]
\[
+ (m^2 - 4(1 + s^2)B_0^0B_0^0)D_0^0).
\]
(B15)
Using again the same argument, we note that the function \( S(z) \), reflected around the midpoint of the interval,
\[
S_R(z) = S(L_1 + L_2 - z),
\]
(B16)
is again a solution and hence a linear combination of \( S \) and \( \bar{S} \). Evaluating leading order at \( L_1 \) we get an equation valid in the entire plane
\[
S_R(z) - D_0^0(L)S(z) - C_0^0(L)\bar{S}(z) = 0.
\]
(B17)
Expanding this equation at the end points up to second order we get
\[
A_{10}D_0^0 + B_{10}C_0^0 = D_0^0,
\]
\[
C_10D_0^0 + C_00D_0^0 = B_0^0,
\]
(B18)
\[
B_0^0D_0^0 + A_{10}C_0^0 = C_0^0,
\]
\[
D_0^0 = D_0^0,
\]
(B19)
\[
C_00C_10 + D_00D_01 = A_{10},
\]
\[
|C_00|^2 = |D_00|^2 + 1.
\]
(B20)
\( D_0^0 \) and \( C_00 \) are dimensionless and can be written as functions of the dimensionless parameter \( t = mL \). From the above equations we have
\[
D_0^0(L) = id(t), \quad |C_00|^2 = d^2(t) + 1.
\]
(B21)
\( D_0^0 \) is purely imaginary, and \( d(t) \) is real. Combining all equations we get that the function \( d(t) \) satisfies the nonlinear ordinary differential equation (6.5) of the Painlevé V type quoted in Sec. VI.

As explained in [27] the boundary condition for small \( t \) (which corresponds to small mass) can be obtained by using (2.15) with the massless solution and the Green function in the limit of small mass. The boundary condition for large \( t \) follows from the Painlevé connection formulas [33]. In this way we get Eqs. (6.6) and (6.7) in Sec. VI.

The algebraic and differential equations determine all variables in terms of \( d(t) \), \( d'(t) \), and \( C_{00}(t) \). In particular, Eq. (B11) takes the form quoted in (6.3).
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