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Abstract

We consider the non-relativistic quantum Boltzmann equation for fermions and bosons. Using the nonlinear energy method and mild formulation, we justify the global well-posedness when the density function is near the global Maxwellian and vacuum. This work is a generalization and adaptation of the classical Boltzmann theory. Our main contribution is a detailed analysis of the nonlinear operator $Q$ in the quantum context. This is the first piece of a long-term project on the quantum kinetic equations.
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1 Introduction

1.1 Problem Setup

We consider the quantum Boltzmann equation in three dimensions with hard-sphere collisions:
\[ \partial_t F + v \cdot \nabla_x F = Q[F; F; F], \]
where the collision operator
\[ Q[F; F; F] := \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|)[F(u')F(v')(1 + \theta F(u))(1 + \theta F(v))] \]
\[ - F(u)F(v)(1 + \theta F(u'))(1 + \theta F(v')) \, d\omega \, du. \]

for \( q(\omega, |v - u|) = |\omega \cdot (v - u)| (\omega \in S^2) \). Here the unknown \( F(t, x, v) \) is the density function (for quantum particles), at time \( t \in \mathbb{R}_+ \), at the position \( x \in T^3 \) or \( \mathbb{R}^3 \), and having the velocity \( v \in \mathbb{R}^3 \).

In the integral of (1.2), \( (u, v) \) denotes the pre-collision velocity, and \( (u', v') \) the post-collision velocity with \( u' = u + \omega (v - u), v' = v - \omega (v - u) \). They satisfy the conservation of momentum \( u + v = u' + v' \) and energy \( |u|^2 + |v|^2 = |u'|^2 + |v'|^2 \). \( \theta = \pm 1 \) corresponds to the fermions (-) or bosons (+), respectively. The equation is equipped with initial data
\[ F(0, x, v) = F_0(x, v). \]

The collision operator \( Q \) is essentially cubic, since the cancellation reveals that
\[ Q[F; F; F] = \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|)[F(u')F(v')(1 + \theta F(u) + \theta F(v))] \]
\[ - F(u)F(v)(1 + \theta F(u') + \theta F(v')) \, d\omega \, du. \]

For fermions (\( \theta = -1 \)), we require that \( 0 \leq F_0 \leq 1 \). For bosons (\( \theta = 1 \)), we require that \( F_0 \geq 0 \).

In this paper, we intend to study the global well-posedness and decay of the solution \( F \) when it is close to the global Maxwellian or the vacuum.

**Remark 1.1.** When \( \theta = 0 \), the cubic terms in \( Q \) vanish and the equation (1.1) reduces to the classical Boltzmann equation.

1.2 Background and Modelling

In this section, we briefly discuss various quantum kinetic equations. We refer to [61, 11] for more detailed discussion.

Quantum kinetic theory concerns the dynamics of a large number of quantum particles, including fermions and bosons. The equation arising from first principles to describe \( N \) identical interacting particles is the \( N \)-body Schrödinger equation. Under proper scaling and in suitable regime, asymptotically the overall behavior of this particle system can be characterized by the quantum kinetic equations.

**Model 1: Low density scaling:** time \( \sim \varepsilon^{-1} \), volume \( \sim \varepsilon^{-3} \) and \( N \sim \varepsilon^{-2} \).

- The particles are typically far apart and the difference between classical, Fermi, or Bose gas is irrelevant. All three statistics should be described by the same equation.
- The interacting potential \( \phi(x) \) is short-ranged.
- The mean free path and mean free time is of \( O(\varepsilon^{-1}) \).
- In the classical regime, this model corresponds to dilute gas dynamics, which is described by the classical Boltzmann equation.
In the quantum regime, this model is described by the quantum Boltzmann equation

$$\partial_t F + v \cdot \nabla_x F = Q_L[F,F],$$

where

$$Q_L[F,F] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} B_L(\omega, v-u) [F(u')F(v') - F(u)F(v)] d\omega du.$$  \hfill (1.6)

Here the collision kernel

$$B_L(\omega, v-u) \sim q(\omega, |v-u|) \left| \hat{\phi}(\omega \cdot (v-u)) \right|^2 + \sum_{n \geq 3} B^{(n)}_L(\omega, v-u),$$  \hfill (1.7)

for \(\hat{\phi}(k)\) as the Fourier transform of \(\phi(x)\), and higher-order Born approximation \(B^{(n)}_L\) (see [11]).

- The quantum Boltzmann equation has the same structure as the classical Boltzmann equation, but the collision kernel may be different.

**Model 2: Weak coupling scaling:** time \(\sim \varepsilon^{-1}\), volume \(\sim \varepsilon^{-3}\) and \(N \sim \varepsilon^{-3}\).

- The gas is dense, but the coupling of neighboring particles is weak.

- There are two possible scaling for the potential \(\phi(x)\).

  - Scaling \(\varepsilon^{\frac{1}{2}}\phi(x)\).
  - Scaling \(\phi(\varepsilon^{-\frac{1}{2}}x)\).

- For classical particles, the first scaling gives rise to the classical Landau equation and the second scaling is equivalent to the low-density limit (which means that it will lead to the classical Boltzmann equation).

- However, for quantum particles, both scalings are genuine weak coupling. This is described by the quantum Boltzmann equation (or the so-called Uehling-Uhlenbeck equation [66])

$$\partial_t F + v \cdot \nabla_x F = Q_W[F,F;F],$$

where

$$Q_W[F,F;F] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} B_W(\omega, v-u) \left[ F(u')F(v') \left( 1 + \theta F(u) \right) \left( 1 + \theta F(v) \right) - F(u)F(v) \left( 1 + \theta F(u') \right) \left( 1 + \theta F(v') \right) \right] d\omega du.$$  \hfill (1.9)

Here \(\theta = 1\) corresponds to Bose-Einstein statistics (for bosons), \(\theta = -1\) corresponds to Fermi-Dirac statistics (for fermions), and \(\theta = 0\) corresponds to Maxwell-Boltzmann statistics (for classical particles). The collision kernel

$$B_W(\omega, v-u) \sim |\omega \cdot (v-u)| \left| \hat{\phi}(v'-v) + \theta \hat{\phi}(v'-u) \right|^2.$$  \hfill (1.10)

**Model 3: Mean field scaling:** time \(\sim \varepsilon^{-1}\), volume \(\sim \varepsilon^{-3}\) and \(N \sim \varepsilon^{-3}\).

- Particles are affected not only by its neighboring particles, but all the others.

- The potential \(\phi(x)\) can be short- or long-ranged. The scaling is \(\varepsilon^3\phi(\varepsilon x)\).

- In classical mechanics, this corresponds to the Vlasov equation, which is applicable to the long-ranged potential.
In quantum mechanics, this is described by the quantum Vlasov equation

\[
\frac{\partial}{\partial t} F + v \cdot \nabla_x F + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} F(y, u) \left[ \nabla_x \phi(y - x) \cdot \nabla_v F(x, v) \right] dy du = 0.
\]

(1.11)

In this paper, we focus on the weak coupling model with hard-sphere potential \( \phi(x) = \delta_0(x) \), which yields \( \hat{\phi}(k) = 1 \). Hence, the collision kernel reduces to \( q(\omega, |v - u|) \), which is exactly the same as the classical one.

**Remark 1.2.** Some comments regarding the models above:

1. We will discuss the more general models (e.g. inverse power laws) in the subsequent work. Note that a direct computation reveals that for \( \phi(x) \sim |x|^{-p} \) with \( p \geq 1 \), unlike the hard-sphere case, the quantum collision kernel is not the same as the classical hard/soft potential one. Hence, some of the work in the related literature using classical hard/soft potential may need reexamination.

2. The low density model with hard-sphere potential will roughly reduce to the classical Boltzmann equation (if we ignore the higher-order Born approximation terms), which is less appealing in the quantum context. Note that for general potential \( \phi \), the low density model is also of interest. There are much less work in this direction.

3. For classical particles, the Boltzmann equation describes dilute gas and the Landau equation describes dense gas. However, for quantum particles, both cases give rise to the quantum Boltzmann equations. In other words, in the quantum regime, Boltzmann equation can be applied to more general scenarios.

4. Similar to the classical Landau equation, quantum Landau equation can be derived by taking grazing collision limit in quantum Boltzmann equation. The typical quantum Landau equation is

\[
\frac{\partial}{\partial t} F + v \cdot \nabla_x F = Q_{\text{Lan}}[F; F],
\]

(1.12)

where the collision operator

\[
Q_{\text{Lan}}[F; F] := \nabla_v \cdot \int_{\mathbb{R}^3} \Phi(v - u) \left[ F(u)(1 + \theta F(u)) \nabla_v F(v) - F(v)(1 + \theta F(v)) \nabla_u F(u) \right] du,
\]

(1.13)

for a semi-positive definite matrix

\[
\Phi(v) = |v|^{\gamma+2} \left( I - \frac{v \otimes v}{|v|^2} \right) \quad \text{with} \quad -3 \leq \gamma \leq 1.
\]

(1.14)

### 1.3 Motivation and Previous Results

The study of the quantum Boltzmann equation dates back to Uehling-Uhlenbeck [66]. Since then, there are many papers devoted to its theory and applications in physics, chemistry and engineering. Here, we briefly summarize the relevant literature regarding its mathematical theory.

So far, the study mainly focuses on two types of problems: the derivation of quantum Boltzmann equations and homogeneous equations.

The rigorous derivation of classical/quantum equation is an outstanding problem in kinetic theory (see Vallani [67]). The formal derivation of quantum Boltzmann equation from \( N \)-body Schrödinger equation can be found in Erdős-Salmhofer-Yau [22] and Spohn [61]. In a series of papers [8, 9, 10, 12], Benedetto-Castella-Esposito-Pulvirenti partially derived the quantum Boltzmann equation both in the low-density limit and weak-coupling limit. The brief surveys of their results can be found in [11] and [59], and the references there are also very informative. Some recent progress can be found in Colangeli-Pezzotti-Pulvirenti [17] and Chen-Guo [16]. In summary, this problem is still largely open so far.
Just like in the classical Boltzmann theory, the homogeneous quantum equation
\[ \partial_t F = Q[F, F; F], \] (1.15)
is a good starting point to develop the whole theory. There are quite a few results in this direction. We refer to Lu [45], Lu-Wennberg [54] for fermions, and Lu [44, 46, 47], Lu-Zhang [55], Briant-Einav [14] for bosons. Their results basically follow from the moment-entropy approach and are based on \( L^1 \) theory. The theory has been developed to treat both the isotropic and anisotropic cases.

One of the most interesting facts about the quantum Boltzmann equation is for bosons. Physicists have long predicted the existence of the so-called Bose-Einstein condensation and it was observed in 1995. Since then, the mathematical justification of such phenomenon has attracted a lot of attention. Mathematically, it means that for bosons, the solution to the quantum Boltzmann equation may have singularity (e.g. \( \delta \)-function) at certain spatial point. The existence of equilibria with \( \delta \)-function has been justified by minimizing the entropy functional by Escobedo-Mischler-Valle [23].

On one hand, it will be thrilling to justify the generation of such singular solutions when the temperature is sufficiently low (physical requirement). Escobedo-Velázquez [27] justifies that for some well-prepared initial data (e.g. smooth, radial, and sufficiently localized), the solution will become unbounded (i.e. blow up) within finite time. The work is done for the homogeneous equation with isotropic data. Such localization restriction for the initial data has been removed in Cai-Lu [15]. We refer to Escobedo-Mischler-Velázquez [24, 25], Escobedo-Velázquez [26], Spohn [52], Lu [50, 51], Bandyopadhyay-Velázquez [7] for more information.

On the other hand, studying the general well-posedness and regularity becomes much harder. We have to develop measure solutions for the Boltzmann equation. There are a lot of progress in this direction for the homogeneous equation (see Lu [52, 53], Li-Lu [43]). In particular, the stability of Bose-Einstein distribution has also been studied in the sense of measure.

There are also some results regarding the dynamics of the excited states and interactions with the condensed states, see Arkeryd-Nouri [2, 3, 4] and Nguyen-Tran [58].

Compared with the homogeneous equation, there are much fewer results on the non-homogeneous equation, see Dolbeault [18], Zhang-Lu [68, 69], Lu [48, 49] and Arkeryd-Nouri [5]. In particular, all of the known results so far regarding the Bose-Einstein condensation concerns the homogeneous equation. Also, we refer to the nice introduction to the quantum Landau equation by Lemou [42]. The semi-classical limit from quantum Boltzmann equation to quantum Landau equation can be found in He-Lu-Pulvirenti [39].

As far as we are aware of, so far there are very limited study on the non-homogeneous quantum Boltzmann equation, and the Bose-Einstein condensation. In this paper, we plan to utilize the well-known nonlinear energy method (see Guo [32, 31, 34, 35, 37], Strain-Guo [63, 64, 65], Kim-Guo-Hwang [41]) and mild formulation (see Guo [50], Illner-Shinbrot [40], Duan-Yang-Zhu [21] and the references in [28]) to investigate the global well-posedness of solutions near the Maxwellian and the vacuum.

When we are preparing this work, we are aware of the recent preprint by Bae-Jang-Yun [6] on the relativistic quantum Boltzmann equation. They used the nonlinear energy method similar to ours. However, there are some key differences:

- They only consider the system in the periodic setting near the Maxwellian. On the other hand, we consider both the periodic and whole space settings near the Maxwellian and the whole space setting near the vacuum. This provides a more comprehensive picture of the solutions in these classical frameworks.

- More importantly, the nonlinear estimates are different. While in [6] they can bound the nonlinear term in the relativistic case without using \( L^\infty \) bounds in velocity, such an estimate is absent in the non-relativistic scenario. Therefore, we must take velocity derivatives and use Sobolev embedding, which introduces a lot of technical difficulties.

### 1.4 Main Results

#### 1.4.1 Near the Maxwellian

For the case \( \Omega = \mathbb{T}^3 \), let the multi-indices \( \gamma \) and \( \beta \) be

\[ \gamma = (\gamma_1, \gamma_2, \gamma_3), \quad \beta = (\beta_1, \beta_2, \beta_3). \] (1.16)
Denote the differential operator by

$$\partial^\gamma = \partial_{x_1}^{\gamma_1} \partial_{x_2}^{\gamma_2} \partial_{x_3}^{\gamma_3} \partial_{v_1}^{\beta_1} \partial_{v_2}^{\beta_2} \partial_{v_3}^{\beta_3}. $$

(1.17)

If each component of $\theta$ is not greater than $\tilde{\theta}$, we denote by $\theta \leq \tilde{\theta}$.

Let $N \geq 8$. Denote

$$\|f(t)\| = \sum_{|\gamma|+|\beta| \leq N} \left\| \partial^\gamma f(t) \right\|_{L^2_{x,v}},$$

(1.18)

$$\|f(t)\|_\nu = \sum_{|\gamma|+|\beta| \leq N} \left\| \partial^\gamma f(t) \right\|_{L^2_{x,v}},$$

(1.19)

where $\|f\|_{L^2_{x,v}} := \|f\|_{2,1}$ is defined in Definition 3.4. Denote also

$$E[f(t)] = \|f(t)\|^2 + \int_0^t \|f(s)\|^2_\nu \, ds,$$

(1.20)

and

$$E[f_0] = \|f_0\|^2.$$  

(1.21)

**Theorem 1.3** (Periodic Case). Let $\Omega = T^3$. Assume that the initial data $F_0(x,v) = \mu(v) + M^\sharp(v)f_0(x,v) \geq 0$ with $\mu(v)$ and $M(v)$ defined in §5.3 and §5.3, and $f_0(x,v)$ satisfying

$$E[f_0] \leq \frac{M_0}{2}$$

(1.22)

for some $M_0 > 0$, as well as the conservation laws §8. Then there exists a unique global solution $F(t,x,v) = \mu(v) + M^\sharp(v)f(t,x,v) \geq 0$ to the quantum Boltzmann equation §11 such that

$$E[f(t)] \leq M_0$$

(1.23)

for any $t \in [0,\infty)$. Also, the perturbation $f(t,x,v)$ satisfies

$$\|f(t)\| \leq C e^{-kt} \|f_0\|$$

(1.24)

for some constant $C$, $K > 0$.

For the case $\Omega = R^3$, let the multi-indices $\gamma$ and $\beta$ be

$$\gamma = (\gamma_0, \gamma_1, \gamma_2, \gamma_3), \quad \beta = (\beta_1, \beta_2, \beta_3).$$

(1.25)

Denote the differential operator by

$$\partial^\gamma = \partial_{x_1}^{\gamma_1} \partial_{x_2}^{\gamma_2} \partial_{x_3}^{\gamma_3} \partial_{v_1}^{\beta_1} \partial_{v_2}^{\beta_2} \partial_{v_3}^{\beta_3}. $$

(1.26)

If each component of $\theta$ is not greater than $\tilde{\theta}$, we denote by $\theta \leq \tilde{\theta}$.

Let $N \geq 8$. Denote

$$\|f(t)\| = \sum_{|\gamma|+|\beta| \leq N} \left\| \partial^\gamma f(t) \right\|_{L^2_{x,v}},$$

(1.27)

$$\|f(t)\|_\nu = \sum_{|\gamma|+|\beta| \leq N} \left\| \partial^\gamma f(t) \right\|_{L^2_{x,v}},$$

(1.28)

Denote also

$$E[f(t)] = \|f(t)\|^2 + \int_0^t \|f(s)\|^2_\nu \, ds,$$

(1.29)

and

$$E[f_0] = \|f_0\|^2.$$  

(1.30)
Theorem 1.4 (Whole Space Case). Let $\Omega = \mathbb{R}^3$. Assume that the initial data $F_0(x,v) = \mu(v) + M^+(v)f_0(x,v) \geq 0$ with $\mu(v)$ and $M(v)$ defined in 3.18 and 3.9, and $f_0(x,v)$ satisfying

$$\mathcal{E}[f_0] \leq \frac{M_0}{2}$$

for some $M_0 > 0$, as well as the conservation laws 3.12 - 3.14. Then there exists a unique global solution $F(t,x,v) = \mu(v) + M^+(v)f(t,x,v) \geq 0$ to the quantum Boltzmann equation (1.1) such that

$$\mathcal{E}[f(t)] \leq M_0$$

for any $t \in [0, \infty)$.

Remark 1.5. In the whole space case, since the dissipation lacks the lowest-order term, we cannot easily obtain decay estimates. This loss of lowest-order terms is purely due to the absence of the Poincaré-type inequality. The optimal $t^{-\frac{3}{2}}$ decay may be obtained under other norms based on a different framework (see Glassey [28], Duan-Strain [20, 19]). However, it is beyond the scope of our paper.

Remark 1.6. For both $\Omega = \mathbb{T}^3$ and $\Omega = \mathbb{R}^3$, the global solution satisfies the following positivity bounds:

- for fermions $\theta = -1$, if $0 \leq F_0(x,v) \leq 1$, then $0 \leq F(t,x,v) \leq 1$;
- for bosons $\theta = 1$, if $F_0(x,v) \geq 0$, then $F(t,x,v) \geq 0$.

See Theorem 3.18. This is a byproduct of the standard iteration argument.

1.4.2 Near the Vacuum

Given $\beta > 0$, define

$$S = \left\{ F \in C^0(\mathbb{R}_+ \times \mathbb{R}^3 \times \mathbb{R}^3) : |F(t,x,v)| \leq ce^{-\beta(|x|^2 + |v|^2)} \text{ for some } c > 0 \right\},$$

equipped with the norm

$$\|F\| := \sup_{t,x,v} \left( e^{\beta(|x|^2 + |v|^2)} |F(t,x,v)| \right).$$

Define also the solution set

$$S_R = \left\{ F \in S : \|F\| \leq R \right\}.$$
1.4.3 Notations

Throughout this paper, \( C > 0 \) denotes a constant that only depends on the domain \( \Omega \), but does not depend on the data. It is referred as universal and can change from one inequality to another. When we write \( C(z) \), it means a certain positive constant depending on the quantity \( z \). We write \( a \lesssim b \) to denote \( a \leq Cb \) for some universal constant \( C > 0 \); we will use \( \gtrsim \) and \( \asymp \) in a similar standard way.

1.5 Difficulties and Ideas

The framework of studying the non-quantum Boltzmann equation near the Maxwellian is classical (see [28, 32, 31, 35]). It is customary to linearize the solution \( F(t, x, v) \) around the global Maxwellian \( \bar{\mu}(v) = e^{-|v|^2} \) as \( F = \bar{\mu} + \bar{\mu}^\frac{1}{2} f \), where the perturbation \( f(t, x, v) \) satisfies

\[
\frac{\partial f}{\partial t} + v \cdot \nabla_x f + L[f] = \Gamma[f, f],
\]

for the linearized Boltzmann operator \( L \) and quadratic operator \( \Gamma \).

For the quantum Boltzmann equation, the first difficulty is that the naive perturbation \( F = \mu + \mu^\frac{1}{2} f \) around the quantum Maxwellian

\[
\mu(v) = \frac{1}{\rho e^{|v|^2} - \theta}
\]

with \( \rho > 1 \) will result in a linearized Boltzmann operator without coercivity, which is devastating for the energy method. To get around this, a crucial observation is that we need to redesign the perturbation as \( F = \mu + M^\frac{1}{2} f \) with

\[
M(v) = \mu(1 + \theta \mu) = \frac{\rho e^{|v|^2}}{(\rho e^{|v|^2} - \theta)^2}.
\]

Then as Theorem reveals, we have that \( L \) is a self-adjoint operator on \( L^2_v(\mathbb{R}^3) \) and

\[
\int_{\mathbb{R}^3} f \cdot L[f] \, dv \gtrsim \| (I - P)[f] \|_{L^\infty_v},
\]

where \( P[f] \) is the orthogonal projection of \( f \) onto the five-dimensional null space of \( L \), i.e.

\[
\text{Null space of } L = \left\{ M^\frac{1}{2}(a + b \cdot v + c |v|^2) : a, c \in \mathbb{R}, b \in \mathbb{R}^3 \right\}.
\]

Then this recovers the basic energy structure as in the classical Boltzmann equation.

The most important distinction between the classical and quantum Boltzmann equation framework lies in the nonlinear estimates. Compared with [24, Lemma 2.3] using only \( L_v^2 \) norms, Lemma [24, 23] depends on \( \sup_v f \). Thus in order to obtain \( L_v^\infty \) estimate of \( f \) in the Sobolev-space framework, we resort to the high-regularity framework with derivatives in both space and velocity.

Intuitively, for the classical Boltzmann equation, the nonlinear operator \( \Gamma \) only involves integral for \( du \) of the form (we ignore the collision kernel)

\[
\int f(u)f(v) \text{ or } \int f(u)f(v).
\]

These can be handled with the pre-post change-of-variable \( (u,v) \leftrightarrow (u',v') \). However, for the quantum Boltzmann equation, due to the cubic nonlinearity, we must estimate the mixed-type integral

\[
\int f(u)f(v') \text{ or } \int f(u)f(u') \text{ or } \int f(v)f(u') \text{ or } \int f(v)f(v').
\]

Then the pre-post change-of-variable cannot resolve the difficulty. This kind of integrals have long been captured as an important ingredient to tackle long-range interactions and non-cutoff Boltzmann equations. So far, there are mainly two approaches to deal with them:
• The proof of Alexandre-Desvillettes-Villani-Wennberg [11, Lemma 1] justifies that under proper sense, \( \frac{dv}{dt} \) and \( \frac{du}{dt} \) have positive lower bounds. With this in hand, we may bound \( \int f(u)f(v') \) and \( \int f(v)f(u') \). However, the difficulty lies in the remaining two integrals \( \int f(u)f(u') \) and \( \int f(v)f(v') \). It has been shown that \( \frac{dv}{dt} \) and \( \frac{du}{dt} \) do not have positive lower bounds. In the literature, some authors claimed that it is possible to use the well-known cancellation lemma (see Alexandre-Desvillettes-Villani-Wennberg [11, Lemma 1]) to finish the job, but we cannot see the viability and it does not look hopeful. Actually, cancellation lemma is used to bound \( \int f(u)f(v - f(v')) \) and \( \int f(v)f(u - f(u')) \), which can help handle \( \int f(u)f(v') \) and \( \int f(v)f(u') \), but not \( \int f(u)f(u') \) and \( \int f(v)f(v') \), so the difficulty remains.

• In the analysis of non-cutoff Boltzmann equation, Gressman-Strain [29] introduces two Carleman-type representations. Roughly speaking, [29, Proposition A.1] makes the change-of-variables \( u \rightarrow v' \) and \( u \rightarrow u' \) with the help of \( \sigma \) integral, which is controllable (see [29, Section 3]). This results in the same good bounds as the above Alexandre-Desvillettes-Villani-Wennberg argument. On the other hand, [29, Proposition A.2] forcefully makes the change-of-variables \( u \rightarrow v' \) and \( v \rightarrow u' \) with the help of \( \sigma \) integral. However, as [29, Section 7] reveals, this representation will generate singularity \( \sim |v - v'|^{-1} \) which cannot fit into our needs. The similar result was also proved by Silvestre [60, Lemma A.1]. All in all, we still cannot handle the remaining two integrals \( \int f(u)f(v') \) and \( \int f(v)f(u') \).

Note that [6, Lemma 3.4, Lemma 3.7] introduced another method, i.e. rewriting \( \sigma \in \mathbb{S}^2 \) integral with \( \delta \) function due to the conservation of momentum and energy. While it works for the relativistic models there, we may easily check that in the non-relativistic case, the resulting formula is equivalent to the Carleman-type representation in [29, Proposition A.2]. Hence, it does not work as expected.

At the end of the day, we arrive at the conclusion that we have to resort to \( L^\infty \) estimate of \( f \), which depends on high-regularity framework in the velocity variable and Sobolev embedding. This in turn creates a lot of technical difficulties. For example, we need to estimate the velocity derivatives of \( L \) and \( \Gamma \) operators. Such estimates have been done for classical hard-sphere case in [32], Lemma 2.1, Lemma 2.2]. However, the proof there highly depends on the explicit formula of \( L \) (see [28] Section 3.2, Section 3.3), which we do not have. Then we have to use the fact that \( \mu(v) \approx \tilde{\mu}(v) \) and \( M(v) \approx \tilde{\mu}(v) \) and the conservation laws to bound the derivatives term by term. In particular, we need to find the partially explicit formula as in [28] Section 3.2, Section 3.3] to complete the estimates.

For the quantum Boltzmann equation near the vacuum, we utilize the robust framework introduced in Illner-Shinbrot [10] (we refer to Glassy [28] Section 2 for clarity). While the global well-posedness is not too difficult to adapt, the positivity proof needs more thinking. The proof for the classical Boltzmann equation relies on a monotonicity argument to construct two approximate sequences from above and below. In particular, it highly depends on the monotonicity of the gain term \( \int F(u')F(v') \). While this still holds for bosons with \( \theta = 1 \), such a naive adaptation does not work for fermions \( \theta = -1 \) since \( \int F(u')F(v') (1 + \theta F(u) + \theta F(v)) \) does not have the desired monotonicity. Our strategy is to redesign the artificial gain and loss terms to enforce the monotonicity. In particular, we also need to redesign the approximate sequences such that the convergence is preserved.

1.6 Organization of the Paper

Our paper is organized as follows: In Section 2, we record some preliminary results on the quantum Boltzmann collision operator \( Q \), including the conservation laws, the entropy and \( H \)-Theorem, and the quantum Maxwellian. In Section 3, we study the near Maxwellian case through the nonlinear energy method, which comes with a careful derivation of the perturbation form, linear and nonlinear estimates, and the proof of local and global well-posedness. In Section 4, we study the near vacuum case via the mild formulation, proving the global well-posedness and positivity of solutions.

2 Properties of the Collision Operator

In this section, we present some basic results regarding the collision operator \( Q \). They are mostly well-known for the classical Boltzmann equation and we derive them in the quantum context. We mainly adapt from
2.1 Conservation Laws

Lemma 2.1. For all smooth functions $F(v)$ and $\phi(v)$, small at infinity,

$$\int_{\mathbb{R}^3} Q[F, F; F](v) \phi(v) \, dv$$

(2.1)

$$= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v')(1 + \theta F(u))(1 + \theta F(v)) \right] \phi(v) \, d\omega \, du \, dv$$

$$- F(u)F(v)(1 + \theta F(u'))(1 + \theta F(v')) \int_{\mathbb{S}^2} \phi(v) \, d\omega$$

$$= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v')(1 + \theta F(u))(1 + \theta F(v)) \right] \phi(v) \, d\omega \, du \, dv$$

$$- F(u)F(v)(1 + \theta F(u'))(1 + \theta F(v')) \int_{\mathbb{S}^2} \phi(v) \, d\omega$$

Proof. The first equality is the definition of $Q$. Then switching the status of $u$ and $v$, we find that the integral does not change, so the second equality naturally follows.

The third equality comes from the pre-post collision substitution $(u, v) \mapsto (u', v')$. Based on [28, Lemma 1.4.1, Lemma 1.6.1], we may directly verify that $\omega \cdot (v - u) = -\omega \cdot (v' - u')$, and the Jacobian $J$ satisfies $|J| = 1$. Also, under this substitution, we know $(u', v') \mapsto (u, v)$. Hence, after renaming the variables, we get the third equality. Similarly, switching the status of $u$ and $v$, we get the fourth equality.

Corollary 2.2. For all smooth functions $F(v)$ and $\phi(v)$, small at infinity,

$$\int_{\mathbb{R}^3} Q[F, F; F](v) \phi(v) \, dv$$

(2.2)

$$= \frac{1}{4} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v')(1 + \theta F(u))(1 + \theta F(v)) \right] \phi(v) \phi(u) - \phi(u') \, d\omega \, du \, dv$$

Proof. Adding the four equalities in Lemma 2.1, this result naturally follows.

Corollary 2.3. For any smooth function $F(v)$, small at infinity,

$$\int_{\mathbb{R}^3} Q[F, F; F](v) \, dv = 0, \quad \int_{\mathbb{R}^3} Q[F, F; F](v)v_i \, dv = 0, \quad \int_{\mathbb{R}^3} Q[F, F; F](v) |v|^2 \, dv = 0,$$

(2.3)

for $i = 1, 2, 3$.

Proof. Taking $\phi(v) = 1, v_i, |v|^2$ in Corollary 2.2 which satisfy $\phi(v) + \phi(u) - \phi(v') - \phi(u') = 0$, we immediately obtain the results.

Remark 2.4. The test function $\phi(v)$ satisfying $\phi(v) + \phi(u) - \phi(v') - \phi(u') = 0$ is called a collisional invariant. Corollary 2.3 justifies that $1, v_i, |v|^2$ are collisional invariants.
Theorem 2.5. If $F(t,x,v)$ is a solution to the equation (1.1) which is suitable small at infinity, then we have for any $t > 0$ and for $\Omega = T^3$ or $\mathbb{R}^3$,

\[
\int_{\Omega} \int_{\mathbb{R}^3} F(t,x,v) \, dv \, dx = \int_{\Omega} \int_{\mathbb{R}^3} F_0(x,v) \, dv \, dx, \quad \text{(Conservation of Mass)} \tag{2.4}
\]
\[
\int_{\Omega} \int_{\mathbb{R}^3} F(t,x,v) v_i \, dv \, dx = \int_{\Omega} \int_{\mathbb{R}^3} F_0(x,v) v_i \, dv \, dx, \quad \text{(Conservation of Momentum)} \tag{2.5}
\]
\[
\int_{\Omega} \int_{\mathbb{R}^3} F(t,x,v) |v|^2 \, dv \, dx = \int_{\Omega} \int_{\mathbb{R}^3} F_0(x,v) |v|^2 \, dv \, dx. \quad \text{(Conservation of Energy)} \tag{2.6}
\]

Proof. We multiply $1, v_i, |v|^2$ on both sides of the equation (1.1), and then integrate the resulting equation over $(x,v) \in \Omega \times \mathbb{R}^3$. Using Corollary 2.3 and integration by parts, we get

\[
\frac{d}{dt} \int_{\Omega \times \mathbb{R}^3} F(t,x,v) \phi(v) \, dv \, dx \equiv 0
\]

for $\phi(v) = 1, v_i, |v|^2$, which implies the desired result.

Remark 2.6. The above is the basic conservation laws for the quantum Boltzmann equation.

2.2 Entropy and the $H$-Theorem

Theorem 2.7 (Entropy: $H$-Theorem). If $F(t,x,v) > 0$ is a solution to the equation (1.1) which is suitable small at infinity (for $\theta = -1$, we further require $F(t,x,v) < 1$ to ensure $1 + \theta F(t,x,v) > 0$), then we have for any $t > 0$ and for $\Omega = T^3$ or $\mathbb{R}^3$,

\[
\frac{d}{dt} \int_{\Omega} \int_{\mathbb{R}^3} S[F(t,x,v)] \ln \left( \frac{F}{1 + \theta F(t,x,v)} \right) \, dv \, dx \geq 0. \tag{2.7}
\]

Proof. Denote

\[
S[F](t,x,v) := F(t,x,v) \ln \left( \frac{1}{F(t,x,v)} \right) - \theta (1 + \theta F(t,x,v)) \ln \left( \frac{1}{1 + \theta F(t,x,v)} \right).
\]

We may directly compute

\[
\frac{\partial S[F]}{\partial t} = \partial_t F \ln \left( \frac{F}{1 + \theta F} \right). \tag{2.9}
\]

Hence, multiplying $\ln \left( \frac{F}{1 + \theta F} \right)$ on both sides of the equation (1.1) and integrating over $(x,v) \in \Omega \times \mathbb{R}^3$, we obtain

\[
\frac{d}{dt} \int_{\Omega} \int_{\mathbb{R}^3} S[F] \, dv \, dx = \int_{\Omega} \int_{\mathbb{R}^3} \partial_t F \ln \left( \frac{F}{1 + \theta F} \right) \, dv \, dx \tag{2.10}
\]
\[
= - \int_{\Omega} \int_{\mathbb{R}^3} \{ v \cdot \nabla_x F + Q(F,F;F) \} \ln \left( \frac{F}{1 + \theta F} \right) \, dv \, dx
\]
\[
= - \int_{\Omega} \int_{\mathbb{R}^3} Q(F,F;F) \ln \left( \frac{F}{1 + \theta F} \right) \, dv \, dx.
\]
Based on Corollary 2.2 with $\phi = \ln \left( \frac{F}{1 + \theta F} \right)$, we have

$$\int_{\Omega} Q[F, F; F] \ln \left( \frac{F}{1 + \theta F} \right) \, dv \quad (2.11)$$

$$= \frac{1}{4} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) \left[ F(u')F(v') \left( 1 + \theta F(u) \right) \left( 1 + \theta F(v) \right) \right] \ln \left( \frac{F(u)F(v)(1 + \theta F(u'))(1 + \theta F(v'))}{F(u')F(v')(1 + \theta F(u))(1 + \theta F(v))} \right) \, d\omega \, du \, dv \quad (2.12)$$

where $A := \frac{F(u)F(v)(1 + \theta F(u'))(1 + \theta F(v'))}{F(u')F(v')(1 + \theta F(u))(1 + \theta F(v))}$. Since the function $(1 - A) \ln(A) \leq 0$ for any $A > 0$, we thus have

$$\int_{\Omega} \int_{\mathbb{R}^3} Q[F, F; F] \ln \left( \frac{F}{1 + \theta F} \right) \, dv \, dx \leq 0. \quad (2.13)$$

Hence, we know

$$\frac{d}{dt} \int_{\Omega} \int_{\mathbb{R}^3} S[F] \, dv \, dx \geq 0. \quad (2.14)$$

**Remark 2.8.** We usually call $S[F]$ the entropy density.

### 2.3 Equilibrium: the Quantum Maxwellian

In this section, we study the equilibrium, which is independent of time and space.

**Theorem 2.9 (Equilibrium).** The equilibrium (a.k.a. global Maxwellian) of the equation (1.1) is

$$\mu(v) = \frac{1}{e^{-(a + b \cdot v + c|v|^2)} - \theta}, \quad (2.15)$$

for some $a, c \in \mathbb{R}$, $b \in \mathbb{R}^3$ with $c < 0$. For bosons $\theta = 1$, we also require $a < 0$.

**Proof.** An equilibrium means that it is invariant when time evolves. Suppose that the solution $F(t, x, v)$ to the equation (1.1) is an equilibrium, then we must have

$$\frac{d}{dt} \int_{\Omega} \int_{\mathbb{R}^3} S[F] \, dv \, dx \equiv 0, \quad (2.16)$$

which, from the proof of Theorem 2.7, yields

$$\int_{\Omega} \int_{\mathbb{R}^3} Q[F, F; F] \ln \left( \frac{F}{1 + \theta F} \right) \, dv \, dx \equiv 0. \quad (2.17)$$

We use the notation from the proof of Theorem 2.7. In the last line of (2.11), since the integrand is of one sign, we must have $A = 1$, i.e.

$$\frac{F(u)F(v)}{(1 + \theta F(u))(1 + \theta F(v))} = \frac{F(u')F(v')}{(1 + \theta F(u'))(1 + \theta F(v'))}. \quad (2.18)$$
Hence, for \( \phi = \ln \left( \frac{F}{1 + \theta F} \right) \), we must have

\[
\phi(v) + \phi(u) = \phi(v') + \phi(u').
\]  

(2.18)

Then based on, for continuous \( \phi \), we must have

\[
\phi(v) = a + b \cdot v + c |v|^2,
\]  

(2.19)

for some \( a, c \in \mathbb{R} \), \( b \in \mathbb{R}^3 \) with \( c < 0 \) (to guarantee integrability). For bosons \( \theta = 1 \), we also require \( a < 0 \) to avoid singularity of the denominator. Therefore, we know that if \( F \) is an equilibrium, then it must have the form

\[
F(v) = \frac{1}{e^{-\left(a+b\cdot v+c|v|^2\right)} - \theta}.
\]  

(2.20)

On the other hand, it is easy to verify that such \( F \) indeed satisfies the equation (1.1).

Remark 2.10. Actually, there exist solutions to the equation (1.1) in the form of (2.20) where \( a, b, c \) depend on time and space. We call such a solution the local Maxwellian.

Remark 2.11. Based on Escobedo-Mischler-Valle on minimization of the entropy functional, for bosons we actually allow the presence of \( \delta \)-function. For any given mass, momentum and energy, there exists an equilibrium in the sense of distribution of the form

\[
\frac{1}{e^{-\left(a+b\cdot v+c|v|^2\right)} - \theta} + d\delta_{-b},
\]  

(2.21)

where \( a, c, d \in \mathbb{R} \) and \( b \in \mathbb{R}^3 \). The presence of \( \delta \)-function at finite time indicates the Bose-Einstein condensation.

For now on, we will consider the simplest equilibrium with \( b = 0 \) and \( c = -1 \), which is

\[
\mu(v) = \frac{1}{e(|v|^2 - a) - \theta}.
\]  

(2.22)

When \( \theta = 0 \) and \( a = 0 \) for the classical particles, this reduces to the standard Maxwellian \( \mu(v) = e^{-|v|^2} \). Actually, we allow any \( a \in \mathbb{R} \). However, for Fermion gas (\( \theta = -1 \)) or Boson gas (\( \theta = 1 \)), this Maxwellian is highly non-trivial.

For fermions, the Maxwellian is well-defined for any \( a \in \mathbb{R} \). However, for bosons, we must require \( a < 0 \) to guarantee the positivity of \( F \). If \( a = 0 \), the Maxwellian might contain a singularity at \( v = 0 \).

To handle all cases in a uniform fashion, we require \( a < 0 \) and denote

\[
\mu(v) := \frac{1}{\varrho e^{\left(|v|^2 - a\right)} - \theta}
\]  

(2.23)

with \( \varrho = e^{-a} > 1 \).

Remark 2.12. Although it is easy to justify that for \( \varrho > 1 \),

\[
\int_{\mathbb{R}^3} \frac{1}{\varrho e^{\left(|v|^2\right)} - \theta} dv < \infty,
\]  

(2.24)

it is almost impossible to evaluate this integral explicitly. This has serious consequences. For the classical Boltzmann equation with hard-sphere collision, the analysis heavily depends on the explicit computation of such type of integrals (see the beautiful arguments in [28, Section 3.2] for Gaussian functions). However, now we have to find other approaches to get around this difficulty.
3 Global Stability of the Maxwellian

3.1 Perturbation Formulation

3.1.1 The Quantum Boltzmann Operator

Recall the quantum Boltzmann collision operator

\[ Q[F, F; F] := \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v')(1 + \theta F(u))(1 + \theta F(v)) \right. \]
\[ \quad \left. - F(u)F(v)(1 + \theta F(u))(1 + \theta F(v')) \right] d\omega du \]
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v')(1 + \theta F(u) + \theta F(v)) \right. \]
\[ \quad \left. - F(u)F(v)(1 + \theta F(u) + \theta F(v')) \right] d\omega du. \tag{3.1} \]

We may further decompose

\[ Q[F, F; F] = Q_1[F, F] + \theta Q_2[F, F; F], \tag{3.2} \]

where

\[ Q_1[F, F] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v') - F(u)F(v) \right] d\omega du, \tag{3.3} \]
\[ Q_2[F, F; F] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')F(v')(F(u) + F(v)) - F(u)F(v)(F(u') + F(v')) \right] d\omega du. \tag{3.4} \]

Here \( Q_1 \) is identical to the classical Boltzmann collision operator, and \( Q_2 \) is a trilinear form which contains the quantum effects. Note that \( Q_2 \) is not necessarily smaller than \( Q_1 \) (we should simply regard it as a correction), so the quantum effects will play a significant role.

Denote the symmetrized operators

\[ Q[F, G] := \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')G(v') + G(u')F(v') - F(u)G(v) - G(u)F(v) \right] d\omega du, \tag{3.5} \]

and

\[ \mathcal{Q}[F, G; H] := \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) \left[ F(u')G(v')(H(u) + H(v)) + G(u')F(v')(H(u) + H(v)) \right. \]
\[ \quad \left. - F(u)G(v)(H(u') + H(v')) - G(u)F(v)(H(u') + H(v')) \right] d\omega du. \tag{3.6} \]

Obviously, we know

\[ Q[F, F] = Q_1[F, F], \quad \mathcal{Q}[F, F; F] = Q_2[F, F; F]. \tag{3.7} \]

Recall that the quantum Maxwellian is

\[ \mu(v) := \frac{1}{\varrho e^{|v|^2} - \theta} \tag{3.8} \]

with \( \varrho > 1 \). Define also

\[ \mathcal{M}(v) := \mu(1 + \theta \mu) = \mu + \theta \mu^2 = \frac{\varrho e^{|v|^2}}{(\varrho e^{|v|^2} - \theta)^2}. \tag{3.9} \]

We define the perturbation \( f(t, x, v) \) via

\[ F(t, x, v) = \mu(v) + \mathcal{M}'(v) f(t, x, v), \tag{3.10} \]
Remark 3.1. \( M \) does not necessarily coincide with the perturbation formulation for the classical Boltzmann and Landau equations (see Glassey [28, Section 3]), here.

3.1.2 Linear Estimates

\( L \) space of the linear operator \( M \ITH \) with \( M \) satisfying the conservation laws

\[
\begin{align*}
\int_{\Omega} \int_{\mathbb{R}^3} f(t,x,v)M_{\TH}^f(v) \, dv \, dx &= \int_{\Omega} \int_{\mathbb{R}^3} f_0(x,v)M_{\TH}^f(v) \, dv \, dx, \quad (\text{Mass}) \\
\int_{\Omega} \int_{\mathbb{R}^3} f(t,x,v)M_{\TH}^v(v) \, dv \, dx &= \int_{\Omega} \int_{\mathbb{R}^3} f_0(x,v)M_{\TH}^v(v) \, dv \, dx, \quad (\text{Momentum}) \\
\int_{\Omega} \int_{\mathbb{R}^3} f(t,x,v)M_{\TH}^{|v|^2} \, dv \, dx &= \int_{\Omega} \int_{\mathbb{R}^3} f_0(x,v)M_{\TH}^{|v|^2} \, dv \, dx. \quad (\text{Energy})
\end{align*}
\]

Then we may write the equation (1.1) as

\[
M_{\TH}^f \partial_t f + M_{\TH}^f (v \cdot \nabla_x f) = Q \left[ \mu + M_{\TH}^f f, \mu + M_{\TH}^f f \right] + \theta \mathcal{D} \left[ \mu + M_{\TH}^f f, \mu + M_{\TH}^f f \right]. \tag{3.15}
\]

Note that

\[
Q[\mu, \mu] + \theta \mathcal{D}[\mu, \mu; \mu] = Q[\mu, \mu; \mu] = 0. \tag{3.16}
\]

Hence, we have

\[
\begin{align*}
Q \left[ \mu + M_{\TH}^f f, \mu + M_{\TH}^f f \right] + \theta \mathcal{D} \left[ \mu + M_{\TH}^f f, \mu + M_{\TH}^f f ; \mu + M_{\TH}^f f \right] \\
= 2Q \left[ \mu, M_{\TH}^f f \right] + Q \left[ M_{\TH}^f f, M_{\TH}^f f \right] \\
+ \theta \left( 2\mathcal{D} \left[ \mu, M_{\TH}^f f ; \mu \right] + \mathcal{D} \left[ \mu, M_{\TH}^f f ; \mu \right] \right) + \theta \left( \mathcal{D} \left[ M_{\TH}^f f, M_{\TH}^f f ; \mu \right] \right) + 2\mathcal{D} \left[ \mu, M_{\TH}^f f ; M_{\TH}^f f \right].
\end{align*}
\]

Hence, we may rewrite the equation (3.15) as

\[
\partial_t f + v \cdot \nabla_x f + L[f] = \Gamma[f, f], \tag{3.18}
\]

where

\[
L[f] := -2M^{-\frac{1}{2}}Q \left[ \mu, M_{\TH}^f f \right] - 2\theta M^{-\frac{1}{2}} \mathcal{D} \left[ \mu, M_{\TH}^f f ; \mu \right] - \theta M^{-\frac{1}{2}} \mathcal{D} \left[ \mu, \mu; M_{\TH}^f f \right], \tag{3.19}
\]

and

\[
\Gamma[f, f] := M^{-\frac{1}{2}}Q \left[ M_{\TH}^f f, M_{\TH}^f f \right] + \theta M^{-\frac{1}{2}} \mathcal{D} \left[ M_{\TH}^f f, M_{\TH}^f f ; \mu \right] + 2\theta M^{-\frac{1}{2}} \mathcal{D} \left[ \mu, M_{\TH}^f f ; M_{\TH}^f f \right] \tag{3.20}
\]

Here \( L[f] \) is a linear operator on \( f \) and \( \Gamma[f, f] \) is a nonlinear operator on \( f \).

**Remark 3.1.** \( M(v) \) is chosen in such a way that after “linearization” it is convenient to express the null space of the linear operator \( L \) in terms of \( M(v) \) (see Lemma [7,2] and its proof). Note that unlike the standard perturbation formulation for the classical Boltzmann and Landau equations (see Glassey [28, Section 3]), here \( M \) does not necessarily coincide with \( \mu \).

3.1.2 Linear Estimates

Recall that

\[
L[f] = -2M^{-\frac{1}{2}}Q \left[ \mu, M_{\TH}^f f \right] - 2\theta M^{-\frac{1}{2}} \mathcal{D} \left[ \mu, M_{\TH}^f f ; \mu \right] - \theta M^{-\frac{1}{2}} \mathcal{D} \left[ \mu, \mu; M_{\TH}^f f \right]. \tag{3.21}
\]

We use \( \langle \cdot, \cdot \rangle \) to denote the standard \( L^2 \) inner product on \( \mathbb{R}_v^3 \) for a pair of functions \( f(v) \) and \( g(v) \):

\[
\langle f, g \rangle := \int_{\mathbb{R}_v^3} f(v)g(v) \, dv.
\]
Lemma 3.2 (Properties of $L$). (1) Non-negativity: For any $f(v)$ small at infinity, we have $\langle L[f], f \rangle \geq 0$, and the equality holds if and only if $f(v) = M^{1/2} \left( a + b \cdot v + c|v|^2 \right)$ with $a, c \in \mathbb{R}$ and $b \in \mathbb{R}^3$.

(2) Self-adjointness: $L$ is a self-adjoint (symmetric) operator, i.e. for any $f(v), g(v)$ small at infinity, we have $\langle L[f], g \rangle = \langle f, L[g] \rangle$.

(3) Null space: $L[f] = 0$ if and only if $f(v) = M^{1/2} \left( a + b \cdot v + c|v|^2 \right)$ with $a, c \in \mathbb{R}$ and $b \in \mathbb{R}^3$.

Proof. (1) We may write each term explicitly:

$$-2\mathcal{M}^{-\frac{1}{2}} Q \left[ \mu, \mathcal{M}^{\frac{1}{2}} f \right]$$

$$= -\mathcal{M}^{-\frac{1}{2}} (v) \int_{\mathbb{R}^3} \int_{\mathcal{S}^2} q(\omega, |v-u|) \left[ \mu(u') \mathcal{M}^{1/2}(u') f(v') + \mathcal{M}^{1/2}(u') \mu(v') f(u') - \mu(u) \mathcal{M}^{1/2}(v) f(v) - \mathcal{M}^{1/2}(u) \mu(v) f(u) \right] d\omega du,$$

and

$$\theta \mathcal{M}^{-\frac{1}{2}} [\mu, \mathcal{M}^{1/2} f]$$

$$= \theta \mathcal{M}^{-\frac{1}{2}} (v) \int_{\mathbb{R}^3} \int_{\mathcal{S}^2} q(\omega, |v-u|) \left[ \mu(u') \mathcal{M}^{1/2}(v') \left( \mu(u) + \mu(v) \right) + \mathcal{M}^{1/2}(u') \mu(v') \left( \mu(u) + \mu(v) \right) \right] d\omega du,$$

and

$$- \mu(u) \mathcal{M}^{1/2}(v) f(v) \left( \mu(u') + \mu(v') \right) - \mathcal{M}^{1/2}(u) \mu(v) f(u) \left( \mu(u') + \mu(v') \right) \right] d\omega du,$$

Hence, summarizing all above, we have

$$L[f] = \mathcal{M}^{-\frac{1}{2}} (v) \int_{\mathbb{R}^3} \int_{\mathcal{S}^2} q(\omega, |v-u|) \left[ \left( \mu(v) + \theta \mu(v) \mu(u') + \theta \mu(v) \mu(v') - \theta \mu(u') \mu(v') \right) \mathcal{M}^{1/2}(u) f(u) \right. \left. + \left( \mu(v) + \theta \mu(v) \mu(u') + \theta \mu(u) \mu(v') - \theta \mu(u') \mu(v') \right) \mathcal{M}^{1/2}(v) f(v) \right. \left. - \left( \mu(v') + \theta \mu(v') \mu(u) + \theta \mu(v') \mu(v) - \theta \mu(u) \mu(v) \right) \mathcal{M}^{1/2}(u') f(u') \right. \left. - \left( \mu(u') + \theta \mu(u') \mu(u) + \theta \mu(u') \mu(v) - \theta \mu(u) \mu(v) \right) \mathcal{M}^{1/2}(v') f(v') \right] d\omega du.$$

Direct computation reveals that

$$\mu(v) + \theta \mu(v) \mu(u') + \theta \mu(v) \mu(v') - \theta \mu(u') \mu(v') = \mu(v) \mu(u') \mu(v') \mathcal{Q}_{\mathcal{M}^{1/2}} \left( \mathcal{Q}_{\mathcal{M}^{1/2}} - \theta \right),$$

$$\mu(u) + \theta \mu(u) \mu(u') + \theta \mu(u) \mu(v') - \theta \mu(u') \mu(v') = \mu(u) \mu(u') \mu(v') \mathcal{Q}_{\mathcal{M}^{1/2}} \left( \mathcal{Q}_{\mathcal{M}^{1/2}} - \theta \right),$$

$$\mu(v') + \theta \mu(v') \mu(u) + \theta \mu(v') \mu(v) - \theta \mu(u) \mu(v) = \mu(v') \mu(u) \mu(v) \mathcal{Q}_{\mathcal{M}^{1/2}} \left( \mathcal{Q}_{\mathcal{M}^{1/2}} - \theta \right),$$

$$\mu(u') + \theta \mu(u') \mu(u) + \theta \mu(u') \mu(v) - \theta \mu(u) \mu(v) = \mu(u') \mu(u) \mu(v) \mathcal{Q}_{\mathcal{M}^{1/2}} \left( \mathcal{Q}_{\mathcal{M}^{1/2}} - \theta \right).$$
Hence, we have
\[
L[f] = \mathcal{M}^{-\frac{1}{2}}(v) \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} q(\omega, |v-u|) \mu(u)\mu(u')\mu(v')g^2e^{2|u|^2+|v|^2} \tag{3.30}
\]
\[
\left[\mu^{-1}(u)g\mathcal{M}^{\frac{3}{2}}(u)f(u) + \mu^{-1}(v)g\mathcal{M}^{\frac{3}{2}}(v)f(v)
- \mu^{-1}(u')g\mathcal{M}^{\frac{3}{2}}(u')f(u') - \mu^{-1}(v')g\mathcal{M}^{\frac{3}{2}}(v')f(v')\right]d\omega du 
\]
\[
= \mathcal{M}^{-\frac{1}{2}}(v) \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} q(\omega, |v-u|) \mu(u)\mu(u')\mu(v')g^2e^{2|u|^2+|v|^2} 
\left[\mathcal{M}^{-\frac{1}{2}}(u)f(u) + \mathcal{M}^{-\frac{1}{2}}(v)f(v) - \mathcal{M}^{-\frac{1}{2}}(u')f(u') - \mathcal{M}^{-\frac{1}{2}}(v')f(v')\right]d\omega du,
\]
due to \(|u|^2 + |v|^2 = |u'|^2 + |v'|^2\) and \(\mu^{-1}(v)g|v|^2(\omega^2|v|^2 - \theta) = \mathcal{M}^{-1}(v)\).

Hence, using the similar techniques as in the proof of Theorem 2.7 (by symmetry of the “kernel” and change of variables), we have that
\[
\langle L[f], f \rangle = \frac{1}{4} \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} q(\omega, |v-u|) \mu(u)\mu(u')\mu(v')g^2e^{2|u|^2+|v|^2} \tag{3.31}
\]
\[
\left[\mathcal{M}^{-\frac{1}{2}}(u)f(u) + \mathcal{M}^{-\frac{1}{2}}(v)f(v) - \mathcal{M}^{-\frac{1}{2}}(u')f(u') - \mathcal{M}^{-\frac{1}{2}}(v')f(v')\right]^2d\omega du dv.
\]
Since the integrand is always non-negative, we know
\[
\langle L[f], f \rangle \geq 0. \tag{3.32}
\]
In particular, if the equality holds, then we have
\[
\mathcal{M}^{-\frac{1}{2}}(u)f(u) + \mathcal{M}^{-\frac{1}{2}}(v)f(v) - \mathcal{M}^{-\frac{1}{2}}(u')f(u') - \mathcal{M}^{-\frac{1}{2}}(v')f(v') = 0, \tag{3.33}
\]
which implies that
\[
f(v) = \mathcal{M}^{\frac{1}{2}}(a + b \cdot v + c|v|^2), \tag{3.34}
\]
for \(a, c \in \mathbb{R}\) and \(b \in \mathbb{R}^3\).

(2) Based on (3.30) and (3.31) in the proof of (1), it is clear that \(L\) is self-adjoint.

(3) If \(f(v) = \mathcal{M}^{\frac{1}{2}}(a + b \cdot v + c|v|^2)\), inserting it into (3.30), we know \(L[f] = 0\). On the other hand, if \(L[f] = 0\), then using (3.31) (being zero and noting the non-negativity of the integrand), we have \(f(v) = \mathcal{M}^{\frac{1}{2}}(a + b \cdot v + c|v|^2)\) for some \(a, c \in \mathbb{R}\) and \(b \in \mathbb{R}^3\).

Now we know that the linear operator \(L\) given by (3.21) is a self-adjoint non-negative operator on \(L^2(\mathbb{R}^3)\). Its null space (kernel) is a five-dimensional subspace of \(L^2(\mathbb{R}^3)\) spanned by \(\{\mathcal{M}^{\frac{1}{2}}, v\mathcal{M}^{\frac{1}{2}}, |v|^2\mathcal{M}^{\frac{1}{2}}\}\).

We introduce the following notations:

**Definition 3.3** (Projection \(P\) onto the null space of \(L\)). Let \(\mathcal{N}(L) := \{g \in L^2(\mathbb{R}^3) : L[g] = 0\}\) denote the null space of the linear operator \(L\) with a set of basis \(e_0 := \mathcal{M}^{\frac{1}{2}}, e_i := v_i\mathcal{M}^{\frac{1}{2}} (i = 1, 2, 3), e_4 := |v|^2\mathcal{M}^{\frac{1}{2}}\), and write
\[
\mathcal{N}(L) := \text{span} \left\{\mathcal{M}^{\frac{1}{2}}, v_i\mathcal{M}^{\frac{1}{2}} (i = 1, 2, 3), |v|^2\mathcal{M}^{\frac{1}{2}}\right\}. \tag{3.35}
\]
For the function \(f(t, x, v)\) with fixed \((t, x)\), we define the projection of \(f\) in \(L^2(\mathbb{R}^3)\) onto \(\mathcal{N}(L)\) as
\[
P f(t, x, v) := \sum_{i=0}^{4} \langle f(t, x, \cdot), e_i \rangle e_i =: \{a_f(t, x) + v \cdot b_f(t, x) + |v|^2 c_f(t, x)\}\mathcal{M}^{\frac{1}{2}},
\]
where

\[ a_f(t,x) := \langle f(t,x,\cdot),e_0 \rangle = \int_{\mathbb{R}^3} f(t,x,\cdot)M^{\frac{1}{2}} dv, \]
\[ b_f^i(t,x) := \langle f(t,x,\cdot),e_i \rangle = \int_{\mathbb{R}^3} f(t,x,\cdot)e_i M^{\frac{1}{2}} dv, \]
\[ c_f(t,x) := \langle f(t,x,\cdot),e_4 \rangle = \int_{\mathbb{R}^3} f(t,x,\cdot)|v|^2 M^{\frac{1}{2}} dv. \]

From (3.30), we may rewrite

\[ L[f] = \nu f - K[f], \quad (3.36) \]

where

\[ \nu(v) := \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega,|v-u|)\mu(u)\mu(v)\mu(u')\mu(v')q^2e^{\frac{|v|^2}{2}}M^{-1}(v) d\omega du, \quad (3.37) \]

and \( K = K_2 - K_1 \) for

\[ K_1[f] := M^{-\frac{1}{2}}(v) \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega,|v-u|)\mu(u)\mu(v)\mu(u')\mu(v')q^2e^{\frac{|v|^2}{2}}M^{-\frac{1}{2}}(u) f(u) d\omega du, \quad (3.38) \]
\[ K_2[f] := M^{-\frac{1}{2}}(v) \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega,|v-u|)\mu(u)\mu(v)\mu(u')\mu(v')q^2e^{\frac{|v|^2}{2}} \left( M^{-\frac{1}{2}}(u') f(u') + M^{-\frac{1}{2}}(v') f(v') \right) d\omega du. \quad (3.39) \]

**Lemma 3.4 (\( \nu \) Estimate)**. \( \nu(v) \) satisfies that

\[ \nu_1(1 + |v|) \leq \nu(v) \leq \nu_2(1 + |v|), \quad (3.40) \]

for some \( \nu_1, \nu_2 > 0 \).

**Proof.** We have the naive bounds for \( \mu \) and \( M \):

\[ e^{-|v|^2} \lesssim \mu(v) \lesssim e^{-|v|^2}, \quad e^{-|v|^2} \lesssim M(v) \lesssim e^{-|v|^2}. \quad (3.41) \]

Hence, considering \(|u|^2 + |v|^2 = |u'|^2 + |v'|^2\), we may bound

\[ \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega,|v-u|)e^{-|u|^2} d\omega du \lesssim \nu(v) \lesssim \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega,|v-u|)e^{-|v|^2} d\omega du, \quad (3.42) \]

which implies

\[ \int_{\mathbb{R}^3} |v-u|e^{-|u|^2} d\omega du \lesssim \nu(v) \lesssim \int_{\mathbb{R}^3} |v-u|e^{-|v|^2} d\omega du. \quad (3.43) \]

Then following the same proof as [25, Section 3.3.1], we obtain the desired result. \( \square \)

**Lemma 3.5.** We have \( |\partial_\beta \nu| \lesssim 1 \) for \( |\beta| \geq 1 \).

**Proof.** We first rearrange \( \nu \) as

\[ \nu(v) = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} \{ q(\omega,|v-u|)\mu(u) \} \{ \mu(v)M^{-1}(v) \} \{ \mu(u')\mu(v')q^2e^{\frac{|v|^2}{2}} \} d\omega du \quad (3.44) \]

\[ = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} A(u,v,\omega)B(v)C(u,v,\omega) d\omega du. \]
Hence, any derivative will be controlled by \( e^{-|w|^2} \). Then we have
\[
|\nabla_v A(u, v, \omega)| \lesssim \mu(u), \quad (3.48)
\]
\[
|\nabla_v B(v)| \lesssim e^{-\frac{1}{2}|v|^2}, \quad (3.49)
\]
\[
|\nabla_v C(u, v, \omega)| \lesssim e^{-\frac{1}{2}|u|^2} + e^{-\frac{1}{2}|v|^2} + e^{-\frac{1}{2}|u|^2 - \frac{1}{2}|v|^2}. \quad (3.50)
\]

Then using the substitution \( v - u \rightarrow w \) (the integral is transformed to be with respect to \( dw \)), we know
\[
A(w, v, \omega) = \frac{w}{w} \mu(v - w). \quad (3.51)
\]

Obviously, we know \( |\partial_3 \mu(v - w)| \lesssim e^{-\frac{1}{2}|w-u|^2} \). \( B(v) \) does not change and any \( v \) derivative will be controlled by \( e^{-|v|^2} \). The structure of \( C(w, v, \omega) \) will be preserved. In particular,
\[
u' = v - w + \omega(\omega \cdot w), \quad v' = v - \omega(\omega \cdot w). \quad (3.52)
\]

Hence, any \( v \) derivative will be controlled by \( e^{-|u'|^2} \), \( e^{-|u'|^2} \) and \( e^{-|u|^2-|v|^2} \), and thus our result follows. \( \Box \)

**Definition 3.6 (\( \nu \) Norms).** We define
\[
\|f\|_{L^\nu} := \left( \int_{\mathbb{R}^3} \nu(v) |f(v)|^2 \, dv \right)^{\frac{1}{2}} \sim \|f\|_{L^2, \nu}, \quad (3.53)
\]
and
\[
\|f\|_{L^\nu_{x,v}} := \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \nu(v) |f(v)|^2 \, dv \, dx \right)^{\frac{1}{2}} \sim \|f\|_{L^2, \nu_{x,v}}. \quad (3.54)
\]

**Lemma 3.7 (Compactness of \( K \)).** \( K \) is a compact operator on \( L^\nu_{x,v}(\mathbb{R}^3) \) and on \( L^2_{x,v}(\mathbb{R}^3) \).

**Proof.** We may denote
\[
K_i[f] = \int_{\mathbb{R}^3} k_i(u,v) f(u) \, du \quad (3.55)
\]
for some kernel functions \( k_i, i = 1, 2 \).

We first consider \( K_1 \). Obviously,
\[
k_1(u,v) = \theta_1 e^{\frac{1}{2}|u|^2 + |v|^2} M^{-\frac{1}{2}}(u) M^{-\frac{1}{2}}(v) \mu(u) \mu(v) \int_{\mathbb{R}^3} q(\omega, |v-u|) \mu(u') \mu(v') \, d\omega. \quad (3.56)
\]

Based on (3.41), we know
\[
e^{-\frac{|u|^2}{2} - \frac{|v|^2}{2}} \lesssim M^{-\frac{1}{2}}(u) M^{-\frac{1}{2}}(v) \mu(u) \mu(v) \lesssim e^{-\frac{|u|^2}{2} - \frac{|v|^2}{2}}, \quad (3.57)
\]
Following the argument as in [28, (3.34), (3.51)], we obtain that

\[ k_1(u, v) = \pi |v - u| \exp \left( -\frac{|u|^2}{2} - \frac{|v|^2}{2} \right). \]  

(3.59)

Thus, though we cannot derive an explicit formula for \( k_1 \), we know it can be well-controlled by the corresponding \( k_1 \) for the classical Boltzmann equation, where

\[ k_1(u, v) = \pi |v - u| \exp \left( -\frac{|u|^2}{2} - \frac{|v|^2}{2} \right). \]  

(3.59)

For \( k_2 \), \( k_2 \) is not easy to obtain. We first split

\[ K_2[f] = \int_{\mathbb{R}^3} \mathbb{S}^2 q(\omega, |v - u|) \mu(u) \mu(v) \mu(u') \mu(v') g^2 e^{[u^2 + |v|^2]} M^{-\frac{1}{2}}(v) M^{-\frac{1}{2}}(u') f(v') \, d\omega du 
\]

\[ + \int_{\mathbb{R}^3} \mathbb{S}^2 q(\omega, |v - u|) \mu(u) \mu(v) \mu(u') \mu(v') g^2 e^{[u^2 + |v|^2]} M^{-\frac{1}{2}}(v) M^{-\frac{1}{2}}(v') f(v') \, d\omega du. \]

(3.60)

Following the argument as in [28] (3.34), (3.51), we obtain that

\[ K_2[f] = \int_{\mathbb{R}} \left\{ \int_{\mathbb{R}^2} \frac{2}{|\eta - v|} \left[ \mu(\eta + V) \mu(V + V \mu(\eta) g^2 e^{[\eta + V]^2 + |v|^2]} M^{-\frac{1}{2}}(v) M^{-\frac{1}{2}}(\eta) \right] dV \right\} f(\eta) \, d\eta \]

(3.61)

where

\[ V = u - v, \quad V = (V \cdot \omega) \omega, \quad V = V - (V \cdot \omega) \omega, \quad \eta = v + V \]

or equivalently

\[ u = \eta + V, \quad u' = v + V, \quad v' = \eta. \]  

(3.62)

(3.63)

Therefore, we know

\[ k_2(v, \eta) = \int_{\mathbb{R}^2} \frac{2}{|\eta - v|} \left[ \mu(\eta + V) \mu(V + V \mu(\eta) g^2 e^{[\eta + V]^2 + |v|^2]} M^{-\frac{1}{2}}(v) M^{-\frac{1}{2}}(\eta) \right] dV. \]

(3.64)

Unfortunately, due to the complexity of \( \mu \) and \( M \) in the quantum Boltzmann equation, we can hardly further simplify \( k_2 \) as in [28] (3.45), (3.52) to get an explicit formula. Hence, we turn to direct bounds.

Note that in the original variables

\[ e^{-\frac{1}{2}|u|^2 - \frac{1}{2}|v|^2} \lesssim \mu(u) \mu(v) \mu(u') \mu(v') g^2 e^{[u^2 + |v|^2]} M^{-\frac{1}{2}}(v) M^{-\frac{1}{2}}(v') \lesssim e^{-\frac{1}{2}|u|^2 - \frac{1}{2}|v|^2}. \]

(3.65)

Thus in the new variables, we know

\[ e^{-\frac{1}{2}|\eta + V|^2 - \frac{1}{2}|v + V|^2} \lesssim \mu(\eta + V) \mu(v + V) \mu(\eta) g^2 e^{[\eta + V]^2 + |v|^2]} M^{-\frac{1}{2}}(v) M^{-\frac{1}{2}}(\eta) \lesssim e^{-\frac{1}{2}|\eta + V|^2 - \frac{1}{2}|v + V|^2}. \]

(3.66)

Compared with [28] (3.35), we know the upper bound and lower bound can be computed explicitly. In other words, though we cannot obtain explicitly formula of \( k_2 \), we know that it can be well-controlled by the corresponding \( k_2 \) for the classical Boltzmann equation, where based on [28] (3.52),

\[ \hat{k}_2(u, v) = \frac{2\pi}{|u - v|} \exp \left( -\frac{1}{4} \frac{|u - v|^2}{|u - v|^2} - \frac{1}{4} \frac{(|u|^2 + |v|^2)^2}{|u - v|^2} \right). \]

(3.67)

Then similarly to the argument in [28] Section 3.5, we know \( K \) is compact.  

\[ \square \]
Corollary 3.8. We have
\[
\sup_{v \in \mathbb{R}} \int_{\mathbb{R}^3} k_1(u, v) \, du < \infty, \quad \sup_{v \in \mathbb{R}} \int_{\mathbb{R}^3} |k_1(u, v)|^2 \, du < \infty, \quad (3.68)
\]
\[
\sup_{v \in \mathbb{R}} \int_{\mathbb{R}^3} k_2(u, v) \, du < \infty, \quad \sup_{v \in \mathbb{R}} \int_{\mathbb{R}^3} |k_2(u, v)|^2 \, du < \infty. \quad (3.69)
\]

Proof. See [28, Section 3.3.2].

Corollary 3.9. \( K \) is bounded on \( L^2_{\text{loc}}(\mathbb{R}^3) \) and on \( L^p_{\text{loc}}(\mathbb{R}^3) \).

Proof. See [28, Section 3.5].

Corollary 3.10. Let \( \alpha > 0 \) and \( k = k_2 - k_1 \). Then we have
\[
\int_{\mathbb{R}^3} |k(u, v)| (1 + |u|^2)^{-\frac{3}{2}} \, du \lesssim (1 + |u|^2)^{-\frac{\alpha+1}{2}}. \quad (3.70)
\]

Proof. See [28, Lemma 3.3.1].

Lemma 3.11. Let \( |\beta| = k \). Then we have
\[
\|\partial_{\beta} K[g]\|_{L^2_{\text{loc}}} \lesssim \|g\|_{L^2}^2 + \sum_{|\alpha| = k} \|\partial_{\alpha} g\|_{L^2_{\text{loc}}}^2. \quad (3.71)
\]

Also, for any small \( \eta > 0 \), there exists \( C_{\beta, \eta} > 0 \) such that for any \( g(v) \in H^k(\mathbb{R}^3) \) and \( \beta' \leq \beta \), we have
\[
\|\partial_{\beta'} K[g]\|_{L^2_{\text{loc}}}^2 \leq C_{\beta, \eta} \|g\|_{L^2}^2 + \eta \sum_{|\alpha| = k} \|\partial_{\alpha} g\|_{L^2_{\text{loc}}}^2. \quad (3.72)
\]

Proof. Due to the standard interpolation estimate
\[
\|\nabla^j g\|_{L^2_{\text{loc}}} \lesssim \|g\|_{L^2} \|\nabla^k g\|_{L^2_{\text{loc}}} \quad (3.73)
\]
for \( 0 \leq j \leq k \), it suffices to justify the \( L^2 \) boundedness of \( \partial_{\beta} K \). Furthermore, it suffices to show that \( \partial_{\beta} K \) is compact.

We introduce substitution \( w = v - u \). Then we regroup \( K_1 \) to obtain
\[
K_1[g] = M \cdot \frac{2}{3} (v) \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} |\omega \cdot w| \mu(v - w) \mu(u) \mu(u') g(u') e^{v - w|\omega|^2 + |\omega|^2} M \cdot \frac{2}{3} (u) g(u) \, d\omega d w \quad (3.74)
\]
\[
= \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} \left\{ |\omega \cdot w| \mu(v - w) M \cdot \frac{2}{3} (v - w) \right\} g^2 \left\{ M \cdot \frac{2}{3} (v) \mu(v) \right\} \left\{ \mu(u') \mu(u') e^{v - w|\omega|^2 + |\omega|^2} \right\} g(u) \, d\omega d w
\]
\[
= \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} A(w, v, \omega) B(v) C(w, v, \omega) g(v - w) \, d\omega d w.
\]

Then similar to the proof of Lemma 3.5 after taking \( v \) derivatives, we know
\[
|\partial_{\beta} A| \lesssim e^{-\frac{1}{2} |v - w|^2}, \quad (3.75)
\]
\[
|\partial_{\beta} B| \lesssim e^{-\frac{1}{2} |v|^2}, \quad (3.76)
\]
\[
|\partial_{\beta} C| \lesssim e^{-\frac{1}{2} |v'|^2 - \frac{1}{2} |v'|^2}. \quad (3.77)
\]

Hence, following the proof of Lemma 3.7, we know \( \partial_{\beta} K_1 \) is compact.

\[\text{[21]}\]
Similarly, for $K_2$, using the substitution $w = v - u$ and regrouping, we obtain

\begin{equation}
K_2[g] = \mathcal{M}^{-\frac{1}{2}}(v) \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |\omega \cdot w| \mu(v-w) \mu(v) \mu(u') \mu(v') g^2 e^{v-w+\omega^2} \left( \mathcal{M}^{-\frac{1}{2}}(u') g(u') + \mathcal{M}^{-\frac{1}{2}}(v') g(v') \right) d\omega dw
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} \left\{ |\omega \cdot w| \mu_v^\frac{1}{2}(v-w) \mu_u^\frac{1}{2}(v) \mu(u') \mu(v') e^{v-w+\omega^2} \right\} \mu(u') \mu(v') \left( \mathcal{M}^{-\frac{1}{2}}(u') g(u') + \mathcal{M}^{-\frac{1}{2}}(v') g(v') \right) d\omega dw
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^2} A(w, v, \omega) B(v) C(w, v, \omega) D(w, v, \omega) d\omega dw.
\end{equation}

Here, $A, B, C$ can be handled as in $K_1$ case, so we focus on $D$. In particular,

\begin{equation}
\nabla_v \left( \mu_v^\frac{1}{2}(v-w) \mu_v^\frac{1}{2}(v) \mathcal{M}^{-\frac{1}{2}}(u') \right) = \left( \mu_v^\frac{1}{2}(v-w) \mu_v^\frac{1}{2}(v) \mathcal{M}^{-\frac{1}{2}}(u') \right) \left( \nabla_v (\mathcal{M}^{-1}(u')) (\mu(v-w) \mu(v)) + \nabla_v (\mu(v-w) \mu(v)) \mathcal{M}^{-1}(u') \right).
\end{equation}

Then direct computation reveals that

\begin{alignat}{2}
|\nabla_v (\mathcal{M}^{-1}(u'))| &\lesssim |u'| e^{u'}^2, \\
|\nabla_v (\mu(v-w) \mu(v))| &\lesssim (|v| + |v-w|) e^{-\frac{1}{2}|v'|^2}.
\end{alignat}

Hence, we know

\begin{alignat}{2}
|\nabla_v \left( \mu_v^\frac{1}{2}(v-w) \mu_v^\frac{1}{2}(v) \mathcal{M}^{-\frac{1}{2}}(u') \right)| &\lesssim (|u'| + |v| + |v-w|) e^{-\frac{1}{2}|v'|^2} \\
&\lesssim (|v'| + |v| + |v-w|) e^{-\frac{1}{2}|v'|^2} \\
&\lesssim (1 + |v| + |v-w|) e^{-\frac{1}{2}|v'|^2}.
\end{alignat}

Similar technique justifies that

\begin{equation}
|\nabla_v \left( \mu_v^\frac{1}{2}(v-w) \mu_v^\frac{1}{2}(v) \mathcal{M}^{-\frac{1}{2}}(v') \right)| \lesssim (1 + |v| + |v-w|) e^{-\frac{1}{2}|v'|^2}.
\end{equation}

The similar structure will be preserved when taking higher-order $v$ derivatives. Therefore, we know

\begin{equation}
|\partial_{\beta_1} D| \lesssim \left( 1 + |v|^{|\beta_1|} + |v-w|^{|\beta_1|} \right) \left( e^{-\frac{1}{2}|v'|^2} + e^{-\frac{1}{2}|v'|^2} \right) \left( |\partial_{\beta_1} g(u')| + |\partial_{\beta_1} g(v')| \right).
\end{equation}

Here, $\left( 1 + |v|^{|\beta_1|} + |v-w|^{|\beta_1|} \right)$ can be handled by $A$ and $B$. Summarizing all above, we know that $v$ derivatives of $K_2$ will not change its fundamental structure, so we may follow the proof of Lemma 3.7 to show that $\partial_{\beta} K_2$ is compact.

**Theorem 3.12** (Semi-Positivity of $L$). There exists a $\delta > 0$ such that

\begin{equation}
\langle L[g], g \rangle \geq \delta \| (I - P)[g] \|_L^2
\end{equation}

for a general function $g(v)$.

**Proof.** We prove by contradiction. Assume that there exists a sequence of functions $\{g_n\}_{n=1}^\infty$ satisfying $P[g_n] = 0$, $\|g_n\|_L = 1$ and

\begin{equation}
\langle L[g_n], g_n \rangle \leq \frac{1}{n}.
\end{equation}
Since $L^2$ is a Hilbert space, based on the Eberlain-Shmulyan theorem, we have the weakly convergent sequence (up to extracting a subsequence with an abuse of notation) $g_n \to g$ in $L^2$. Therefore, by the weak semi-continuity, we have

$$
\|g\|_{L^2} \leq 1.
$$

(3.87)

Notice that

$$
\langle L[g_n], g_n \rangle = \|g_n\|^2_{L^2} - \langle K[g_n], g_n \rangle = 1 - \langle K[g_n], g_n \rangle.
$$

(3.88)

Since $K$ is a compact operator on $L^2$, we know it maps weakly convergent sequence into strongly convergent sequence, i.e.

$$
\lim_{n \to \infty} \|K[g_n] - K[g]\|_{L^2} = 0.
$$

(3.89)

Hence, we naturally have

$$
\lim_{n \to \infty} \left( \langle K[g_n], g_n \rangle - \langle K[g], g \rangle \right) = 0.
$$

(3.90)

Therefore, using (3.88), we may direct take limit $n \to \infty$ in (3.88) to get

$$
\langle L[g], g \rangle = 1 - \langle K[g], g \rangle = 0.
$$

(3.91)

On the other hand, the above equality may be written as

$$
\langle L[g], g \rangle = (1 - \|g\|^2_{L^2}) + (\|g\|^2_{L^2} - \langle K[g], g \rangle) = 0.
$$

(3.92)

Based on the weak semi-continuity, we just proved that the first term is non-negative. Also, the second term is actually $\langle L[g], g \rangle$ which is also non-negative due to Lemma 3.2 (1). Hence, both of them must be zero, i.e. $L[g] = 0$ and $\|g\|^2_{L^2} = 1$. Then based on Lemma 3.2 (3), we know

$$
g = M^+ \left(a + b \cdot v + c |v|^2 \right).
$$

(3.93)

Then our assumption $P[g_n] = 0$ implies that the limit $P[g] = 0$, which means $a = c = 0$ and $b = 0$. Therefore, we must have $g = 0$, which contradicts with $\|g\|_{L^2} = 1$. \qed

### 3.1.3 Nonlinear Estimates

Recall that

$$
\Gamma[f_1, f_2; f_3] = M^{-\frac{1}{2}} Q \left[ M^\frac{1}{2} f_1, M^\frac{1}{2} f_2 \right] + \theta M^{-\frac{1}{2}} D \left[ M^\frac{1}{2} f_1, M^\frac{1}{2} f_2; \mu \right] + \theta M^{-\frac{1}{2}} D \left[ M^\frac{1}{2} f_1, \mu; M^\frac{1}{2} f_3 \right] \quad (3.94)
$$

$$
+ \theta M^{-\frac{1}{2}} D \left[ \mu, M^\frac{1}{2} f_2; M^\frac{1}{2} f_3 \right] + \theta M^{-\frac{1}{2}} D \left[ M^\frac{1}{2} f_1, M^\frac{1}{2} f_2; M^\frac{1}{2} f_3 \right].
$$

Lemma 3.13. For any $f(v)$, we have

$$
P[\Gamma[f,f;f]] = 0.
$$

(3.95)

**Proof.** Since

$$
Q \left[ \mu + M^\frac{1}{2} f, \mu + M^\frac{1}{2} f; \mu + M^\frac{1}{2} f \right] = Q[\mu, \mu; \mu] + M^\frac{1}{2} L[f] + M^\frac{1}{2} \Gamma[f,f]
$$

$$
= M^\frac{1}{2} L[f] + M^\frac{1}{2} \Gamma[f,f],
$$

(3.96)

and by direct computation in the same spirit as the proof of Corollary 2.2,

$$
P \left[ M^{-\frac{1}{2}} Q[\mu + M^\frac{1}{2} f, \mu + M^\frac{1}{2} f; \mu + M^\frac{1}{2} f] \right] = P[L[f]] = 0,
$$

(3.97)

we must have

$$
P[\Gamma[f,f;f]] = 0.
$$

(3.98) \qed
Lemma 3.14. For fixed $\omega$ and $\nu$, the Jacobian of the transformation $u \to u'$ satisfies

$$ \left| \frac{du'}{du} \right| \geq \frac{1}{8}, \quad (3.99) $$

and for fixed $\omega$ and $u$, the Jacobian of the transformation $v \to v'$ satisfies

$$ \left| \frac{dv'}{dv} \right| \geq \frac{1}{8}. \quad (3.100) $$

Proof. This is based on the proof of Alexandre-Desvillettes-Villani-Wennberg [1] Lemma 1.

Lemma 3.15. Let $f_i$ for $i = 1, 2, 3$, and $g$ be smooth functions. Then we have

$$ \left| \int_{\mathbb{R}^3} \Gamma[f_1, f_2; f_3] g \, dv \right| \lesssim \|g\|_{L_v^2} \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \|f_3\|_{L_v^2} + \|g\|_{L_v^2} \left\{ \left( \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \right) \sup_{v} |f_3|, \sup_{v} |f_1| \sup_{v} |f_2| \|f_3\|_{L_v^2} \right\} $$

$$ + \|g\|_{L_v^2} \left\{ \left( \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \right) \sup_{v} |f_3|, \left( \sup_{v} \left| \nu^{\frac{3}{2}} f_1 \right| \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \sup_{v} \left| \nu^{\frac{3}{2}} f_2 \right| \right) \|f_3\|_{L_v^2} \right\} $$

$$ + \|g\|_{L_v^2} \left\{ \left( \|f_1\|_{L_v^2} \sup_{v} |f_3|, \sup_{v} \left| \nu^{\frac{3}{2}} f_1 \right| \|f_3\|_{L_v^2} \right) + \|g\|_{L_v^2} \left\{ \left( \|f_2\|_{L_v^2} \sup_{v} |f_3|, \sup_{v} \left| \nu^{\frac{3}{2}} f_2 \right| \right) \|f_3\|_{L_v^2} \right\} \right\}. $$

Also, we have

$$ \left| \int_{\mathbb{R}^3} \Gamma[f_1, f_2; f_3] g \, dv \right| \lesssim \sup_{v} |\nu^{3} g| \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \|f_3\|_{L_v^2} \left( \|g\|_{L_v^2} + \sup_{v} |\nu g| \right) \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \|f_3\|_{L_v^2}, \quad (3.102) $$

and

$$ \|\Gamma[f_1, f_2; f_3] g\|_{L_v^2} \lesssim \sup_{v} |\nu g| \left( \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \|f_3\|_{L_v^2} + \|f_4\|_{L_v^2} \|f_5\|_{L_v^2} \right) $$

$$ + \min \left\{ \sup_{v} |f_3| \|f_1\|_{L_v^2} \|f_2\|_{L_v^2}, \sup_{v} |f_1| \sup_{v} |f_2| \|f_3\|_{L_v^2} \right\} $$

$$ + \min \left\{ \sup_{v} |f_3| \|f_1\|_{L_v^2} \|f_2\|_{L_v^2}, \sup_{v} |f_2| \|f_1\|_{L_v^2} \|f_3\|_{L_v^2} \right\} $$

$$ + \min \left\{ \sup_{v} |f_3| \|f_1\|_{L_v^2} \|f_2\|_{L_v^2}, \sup_{v} |f_1| \|f_2\|_{L_v^2} \|f_3\|_{L_v^2} \right\}. \quad (3.103) $$

Here $(a, b)$ runs all combinations of $\{1, 2, 3\}$.

Proof. We look at formula (3.94) for the $\Gamma$ operator and estimate term by term.

**Step 1. Estimate of quadratic terms.** For $\mathcal{M}^{-\frac{1}{2}} Q \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2 \right]$ and $\theta \mathcal{M}^{-\frac{1}{2}} Q \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2; \mu \right]$, based on [32] Lemma 2.3, we have

$$ \left| \int_{\mathbb{R}^3} \mathcal{M}^{-\frac{1}{2}} Q \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2 \right] g \, dv \right| \lesssim \|f_1\|_{L_v^2} \|f_2\|_{L_v^2} \|g\|_{L_v^2}, \quad (3.104) $$

$$ \left| \int_{\mathbb{R}^3} \mathcal{M}^{-\frac{1}{2}} Q \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2 \right] g \, dv \right| \lesssim \sup_{v} |\nu^{3} g| \|f_1\|_{L_v^2} \|f_2\|_{L_v^2}, \quad (3.105) $$

$$ \|\mathcal{M}^{-\frac{1}{2}} Q \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2 \right] g\|_{L_v^2} \lesssim \sup_{v} |\nu g| \|f_1\|_{L_v^2} \|f_2\|_{L_v^2}, \quad (3.106) $$
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and

$$\left| \int_{R_3^2} \theta M\frac{1}{2} D_2 \left[ M^2 f_1, M^2 f_2; \mu \right] g \, dv \right| \lesssim \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| g \|_{L^2_v}, \quad (3.107)$$

$$\left| \int_{R_3^2} \theta M\frac{1}{2} D_2 \left[ M^2 f_1, M^2 f_2; \mu \right] g \, dv \right| \lesssim \sup_v |v^2 g| \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v}, \quad (3.108)$$

$$\left\| \theta M\frac{1}{2} D_2 \left[ M^2 f_1, M^2 f_2; \mu \right] g \right\|_{L^2_v} \lesssim \sup_v |v g| \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v}. \quad (3.109)$$

**Step 2.1. Estimate of cubic terms for (3.101).** We then focus on $\theta M\frac{1}{2} D_2 \left[ M^2 f_1, M^2 f_2; M^2 f_3 \right]$. Recalling (3.111), we have

$$\left| \theta M\frac{1}{2} D_2 \left[ M^2 f_1, M^2 f_2; M^2 f_3 \right] \right| \lesssim e^{\frac{1}{2}|v|^2} \int_{R_3^2} q(\omega, |v - u|) e^{-\frac{1}{2}|u'|^2 - \frac{1}{2}|v'|^2} \left( |f_1(u')f_2(v')| + |f_1(v')f_2(v)| \right) \left( e^{-\frac{1}{2}|u|^2} |f_3(u)| + e^{-\frac{1}{2}|v|^2} |f_3(v)| \right) d\omega du$$

$$+ e^{\frac{1}{2}|v|^2} \int_{R_3^2} q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2 - \frac{1}{2}|v|^2} \left( |f_1(u)f_2(v)| + |f_1(v)f_2(u)| \right) \left( e^{-\frac{1}{2}|u'|^2} |f_3(u')| + e^{-\frac{1}{2}|v'|^2} |f_3(v')| \right) d\omega du$$

$$\lesssim \int_{R_3^2} q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2} \left( |f_1(u')f_2(v')| + |f_1(v')f_2(u')| \right) \left( e^{-\frac{1}{2}|u|^2} |f_3(u)| + e^{-\frac{1}{2}|v|^2} |f_3(v)| \right) d\omega du$$

$$+ \int_{R_3^2} q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2} \left( |f_1(u)f_2(v)| + |f_1(v)f_2(u)| \right) \left( e^{-\frac{1}{2}|u'|^2} |f_3(u')| + e^{-\frac{1}{2}|v'|^2} |f_3(v')| \right) d\omega du$$

$$= J_1 + J_2.$$

For both parts, we have the naive bound

$$q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2} \lesssim \nu(v). \quad (3.111)$$

Also, noticing that $q(\omega, |v - u|) = |\omega (v - u)| = |u - u'|$, we have

$$q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2} \lesssim \nu(u'). \quad (3.112)$$

For $J_1$, we split

$$\left| \int_{R_3} J_1(v) g(v) \, dv \right| \lesssim \int_{R_3} \int_{R_3} \int_{S^2} q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2} \left( |f_1(u')f_2(v')| + |f_1(v')f_2(u')| \right) \left( e^{-\frac{1}{2}|u|^2} |f_3(u)| \right) g(v) \, d\omega dudv$$

$$+ \int_{R_3} \int_{R_3} \int_{S^2} q(\omega, |v - u|) e^{-\frac{1}{2}|u|^2} \left( |f_1(u)f_2(v)| + |f_1(v)f_2(u)| \right) \left( e^{-\frac{1}{2}|u'|^2} |f_3(v')| \right) g(v) \, d\omega dudv$$

$$= I_{11} + I_{12}.$$

We may directly use Cauchy’s inequality to bound $I_{11}$,

$$I_{11} \lesssim \left( \int_{R_3} \int_{R_3} \int_{S^2} \left( f_1^2(u')f_2^2(v') + f_1^2(v')f_2^2(u') \right) d\omega dudv \right)^{\frac{1}{2}}$$

$$\times \left( \int_{R_3} \int_{R_3} \int_{S^2} v^2(v) e^{-\frac{1}{2}|u|^2} f_3^2(u) g^2(v) \, d\omega dudv \right)^{\frac{1}{2}}$$

$$\lesssim \| g \|_{L^2_v} \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v}.$$
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The estimate of $I_{12}$ is a bit complicated due to $g(v)f_3(v)$ term. We may bound it in two different ways

\[ I_{12} \lesssim \left( \int_{R^3} \int_{R^3} \int_{S^2} \nu(u') \left( f_3^2(u') f_2^2(v') + f_3^2(v') f_2^2(u') \right) d\omega du' \right)^{\frac{1}{2}} \times \left( \int_{R^3} \int_{R^3} \int_{S^2} |v - u| e^{-\frac{3}{2} |v|^2} e^{-\frac{3}{2} |u|^2} f_3^2(v) g^2(v) d\omega du' \right)^{\frac{1}{2}} \]

\[ \lesssim \|g\|_{L_v^\infty} \left( \|f_1\|_{L_v^\infty} \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \|f_2\|_{L_v^\infty} \right) \sup_v |f_3| , \]

and

\[ I_{12} \lesssim \sup_v |f_1| \sup_v |f_2| \left( \int_{R^3} \int_{R^3} \int_{S^2} |v - u| g^2(v) e^{-\frac{3}{2} |u|^2} e^{-\frac{3}{2} |v|^2} d\omega du' \right)^{\frac{1}{2}} \times \left( \int_{R^3} \int_{R^3} \int_{S^2} |v - u| f_3^2(v) e^{-\frac{3}{2} |v|^2} e^{-\frac{3}{2} |u|^2} d\omega du' \right)^{\frac{1}{2}} \]

\[ \lesssim \|g\|_{L_v^2} \sup_v |f_1| \sup_v |f_2| \|f_3\|_{L_v^2} . \]

Hence, we know

\[ I_{12} \lesssim \|g\|_{L_v^\infty} \min \left\{ \left( \|f_1\|_{L_v^\infty} \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \|f_2\|_{L_v^\infty} \right) \sup_v |f_3| , \sup_v |f_1| \sup_v |f_2| \right\} . \]

(3.117)

In total, we have

\[ \left| \int_{R^3} J_1(v) g(v) dv \right| \lesssim \|g\|_{L_v^2} \|f_1\|_{L_v^\infty} \|f_2\|_{L_v^2} \|f_3\|_{L_v^2} \]

\[ + \|g\|_{L_v^\infty} \min \left\{ \left( \|f_1\|_{L_v^\infty} \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \|f_2\|_{L_v^\infty} \right) \sup_v |f_3| , \sup_v |f_1| \sup_v |f_2| \right\} . \]

(3.118)

For $J_2$, we may use two different ways to bound it:

\[ \left| \int_{R^3} J_2(v) g(v) dv \right| \lesssim \sup_v |f_3| \left( \int_{R^3} \int_{R^3} \int_{S^2} |v - u| g^2(v) e^{-\frac{3}{2} |u|^2} d\omega du' \right)^{\frac{1}{2}} \times \left( \int_{R^3} \int_{R^3} \int_{S^2} \nu(v) f_3^2(v) f_2^2(u) d\omega du' \right)^{\frac{1}{2}} \]

\[ \lesssim \|g\|_{L_v^\infty} \left( \|f_1\|_{L_v^\infty} \|f_2\|_{L_v^2} + \|f_1\|_{L_v^2} \|f_2\|_{L_v^\infty} \right) \sup_v |f_3| , \]

and using the fact that $|g(\omega, |v - u|)| = |v - v'|$,

\[ \left| \int_{R^3} J_2(v) g(v) dv \right| \lesssim \left( \int_{R^3} \int_{R^3} \int_{S^2} \nu(v) g^2(v) f_3^2(u) d\omega du' \right)^{\frac{1}{2}} \times \left( \int_{R^3} \int_{R^3} \int_{S^2} \nu(u') f_3^2(v) e^{-\frac{3}{2} |v'|^2} f_2^2(u') d\omega du' \right)^{\frac{1}{2}} \times \left( \int_{R^3} \int_{R^3} \int_{S^2} |v - u|^2 e^{-\frac{3}{2} |v'|^2} f_3^2(v) e^{-\frac{3}{2} |u'|^2} f_2^2(u') d\omega du' \right)^{\frac{1}{2}} \]

\[ = I_{21} + I_{22} . \]

Using Lemma 3.14 with substitution $u \rightarrow u'$, we may obtain

\[ I_{21} \lesssim \|g\|_{L_v^\infty} \|f_1\|_{L_v^\infty} \|f_3\|_{L_v^2} \|f_3\|_{L_v^2} . \]

(3.121)
Using Lemma 3.14 with substitution $v \to v'$, we may obtain
\[ I_{22} \lesssim \sup_v \| \nu^{\frac{2}{3}} f \|_{L^2_v} \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v}. \tag{3.122} \]

In total, we know
\[ \left| \int_{\mathbb{R}^3} J_2(v)g(v) \, dv \right| \lesssim \| g \|_{L^2_v} \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} + \sup_v \| \nu^{\frac{2}{3}} f_1 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \| f_3 \|_{L^2_v}. \]

Hence, we know
\[ \left| \int_{\mathbb{R}^3} J_2(v)g(v) \, dv \right| \lesssim \| g \|_{L^2_v} \min \left\{ \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \sup_v |f_3|, \right. \]
\[ \left. + \| g \|_{L^2_v} \min \left\{ \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \sup_v |f_3|, \left( \sup_v \| \nu^{\frac{2}{3}} f_1 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \right. \right\}. \tag{3.123} \]

Summarizing above, we know
\[ \left| \int_{\mathbb{R}^3} \theta M^{-\frac{1}{2}} \mathcal{M} \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2; \mathcal{M}^{\frac{1}{2}} f_3 \right] g \, dv \right| \lesssim \| g \|_{L^2_v} \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} \]
\[ + \| g \|_{L^2_v} \min \left\{ \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \sup_v |f_3|, \sup_v |f_1| \right. \]
\[ \left. + \| g \|_{L^2_v} \min \left\{ \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \sup_v |f_3|, \left( \sup_v \| \nu^{\frac{2}{3}} f_1 \|_{L^2_v} + \| f_3 \|_{L^2_v} \right) \right. \right\}. \tag{3.124} \]

**Step 2-2. Estimate of cubic terms for $\mathcal{S}_{\mathcal{I}02}$.** On the other hand, similar to the estimates in Step 2-1, if we take supremum over $v$ on $g$, we have
\[ \left| \int_{\mathbb{R}^3} J_1(v)g(v) \, dv \right| \lesssim \left( \| g \|_{L^2_v} + \sup_v |\nu g| \right) \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v}, \tag{3.125} \]
and
\[ \left| \int_{\mathbb{R}^3} J_2(v)g(v) \, dv \right| \lesssim \left( \| g \|_{L^2_v} + \sup_v |\nu g| \right) \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v}, \tag{3.126} \]

Hence, we have
\[ \int_{\mathbb{R}^3} \theta M^{-\frac{1}{2}} \mathcal{M} \left[ \mathcal{M}^{\frac{1}{2}} f_1, \mathcal{M}^{\frac{1}{2}} f_2; \mathcal{M}^{\frac{1}{2}} f_3 \right] \, dv \lesssim \left( \| g \|_{L^2_v} + \sup_v |\nu g| \right) \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v}. \tag{3.127} \]

**Step 2-3. Estimate of cubic terms for $\mathcal{S}_{\mathcal{I}03}$.** Also, in a similar fashion, for any $h \in L^2_v$, we have
\[ \left| \int_{\mathbb{R}^3} J_1(v)g(v)h(v) \, dv \right| \lesssim \sup_v |\nu g| \| h \|_{L^2_v} \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} + \min \left\{ \sup_v |f_3| \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v}, \sup_v |f_1| \| f_2 \|_{L^2_v} \right\} \right), \tag{3.127} \]
and
\[ \left| \int_{\mathbb{R}^3} J_2(v)g(v)h(v) \, dv \right| \lesssim \sup_v |\nu g| \| h \|_{L^2_v} \left( \min \left\{ \sup_v |f_2| \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v}, \sup_v |f_3| \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \right\} \right). \tag{3.128} \]
Therefore, due to duality of $L^2$, we have
\begin{equation}
\left\| \theta M^{-\frac{1}{2}} D \left[ M^{\frac{1}{2}} f_1, M^{\frac{1}{2}} f_2; M^{\frac{1}{2}} g \right] \right\|_{L^2_v} \leq \sup_v |v g| \left( \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} + \sup_v |f_3| \right) + \min \left\{ \sup_v |f_3| \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v}, \sup_v |f_2| \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v} \right\}
\end{equation}

\begin{equation}
+ \min \left\{ \sup_v |f_3| \| f_1 \|_{L^2_v} \| f_2 \|_{L^2_v}, \sup_v |f_1| \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} \right\}.
\end{equation}

**Step 3. More estimate of quadratic terms.** By a similar argument, we can handle $\theta M^{-\frac{1}{2}} D \left[ M^{\frac{1}{2}} f_1, \mu; M^{\frac{1}{2}} f_3 \right]$ and $\theta M^{-\frac{1}{2}} D \left[ \mu, M^{\frac{1}{2}} f_2; M^{\frac{1}{2}} f_3 \right]$. For (3.101), we obtain
\begin{equation}
\left| \int_{\mathbb{R}^3} \theta M^{-\frac{1}{2}} D \left[ M^{\frac{1}{2}} f_1, \mu; M^{\frac{1}{2}} f_3 \right] g \, dv \right| \lesssim \| g \|_{L^2_v} \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v} + \| g \|_{L^2_v} \min \left\{ \| f_1 \|_{L^2_v} \sup_v |f_3|, \sup_v \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v} \right\},
\end{equation}

and
\begin{equation}
\left| \int_{\mathbb{R}^3} \theta M^{-\frac{1}{2}} D \left[ \mu, M^{\frac{1}{2}} f_2; M^{\frac{1}{2}} f_3 \right] g \, dv \right| \lesssim \| g \|_{L^2_v} \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} + \| g \|_{L^2_v} \min \left\{ \| f_2 \|_{L^2_v} \sup_v |f_3|, \sup_v \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} \right\}.
\end{equation}

In addition, for (3.102),
\begin{equation}
\left| \int_{\mathbb{R}^3} \theta M^{-\frac{1}{2}} D \left[ M^{\frac{1}{2}} f_1, \mu; M^{\frac{1}{2}} f_3 \right] g \, dv \right| \lesssim \left( \| g \|_{L^2_v} + \sup_v |v g| \right) \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v},
\end{equation}

and
\begin{equation}
\left| \int_{\mathbb{R}^3} \theta M^{-\frac{1}{2}} D \left[ \mu, M^{\frac{1}{2}} f_2; M^{\frac{1}{2}} f_3 \right] g \, dv \right| \lesssim \left( \| g \|_{L^2_v} + \sup_v |v g| \right) \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v}.
\end{equation}

Also, for (3.103),
\begin{equation}
\| \theta M^{-\frac{1}{2}} D \left[ M^{\frac{1}{2}} f_1, \mu; M^{\frac{1}{2}} f_3 \right] g \|_{L^2_v} \lesssim \sup_v |v g| \| f_1 \|_{L^2_v} \| f_3 \|_{L^2_v} + \sup_v |v g| \min \left\{ \| f_1 \|_{L^2_v} \sup_v |f_3|, \sup_v |f_1| \| f_3 \|_{L^2_v} \right\},
\end{equation}

and
\begin{equation}
\| \theta M^{-\frac{1}{2}} D \left[ \mu, M^{\frac{1}{2}} f_2; M^{\frac{1}{2}} f_3 \right] g \|_{L^2_v} \lesssim \sup_v |v g| \| f_2 \|_{L^2_v} \| f_3 \|_{L^2_v} + \sup_v |v g| \min \left\{ \| f_2 \|_{L^2_v} \sup_v |f_3|, \sup_v |f_2| \| f_3 \|_{L^2_v} \right\}.
\end{equation}

**Remark 3.16.** The nonlinear estimate for the quantum case is much more complicated than the classical Boltzmann version. In particular, unlike the classical Boltzmann equation, here we need $\sup_v$ estimate via Sobolev embedding, which implies that we have to consider velocity derivatives.
Lemma 3.17. Let \( f_i \) for \( i = 1, 2, 3 \), and \( g \) be smooth functions. Then we have

\[
\left| \int_{\mathbb{R}^3} \partial^\Gamma_{\beta} \Gamma[f_1, f_2, f_3] g \, dv \right| \lesssim \|g\|_{L^2_v} \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} + \|g\|_{L^2_v} \|\varphi\|_{L^2_v} \|\varphi'\|_{L^2_v} \|\varphi''\|_{L^2_v} + \|g\|_{L^2_v} \min \left\{ \left( \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} \right) \sup_v \|f_1\|_{L^2_v} , \sup_v \|f_2\|_{L^2_v} , \sup_v \|f_3\|_{L^2_v} \right\}
\]

\[
\left( \sup_v \|\varphi\|_{L^2_v} \left( \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} \right) + \|g\|_{L^2_v} + \|g\|_{L^2_v} \min \left\{ \left( \|f_2\|_{L^2_v} \sup_v \|f_3\|_{L^2_v} \right) , \sup_v \|\varphi\|_{L^2_v} \right\} \right)
\]

Thus, we have

\[
\left| \int_{\mathbb{R}^3} \partial^\Gamma_{\beta} \Gamma[f_1, f_2, f_3] g \, dv \right| \lesssim \sup_v \|\varphi\|_{L^2_v} \left( \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} \right) + \left( \|g\|_{L^2_v} + \|\varphi\|_{L^2_v} \right) \left( \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} \right) \left( \|f_2\|_{L^2_v} \sup_v \|f_3\|_{L^2_v} \right)
\]

and

\[
\left| \partial^\Gamma_{\beta} \Gamma[f_1, f_2, f_3] g \right|_{L^2_v} \lesssim \sup_v \|\varphi\|_{L^2_v} \left( \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} \right) + \left( \|g\|_{L^2_v} + \|\varphi\|_{L^2_v} \right) \left( \|f_1\|_{L^2_v} \|f_2\|_{L^2_v} \|f_3\|_{L^2_v} \right) \left( \|f_2\|_{L^2_v} \sup_v \|f_3\|_{L^2_v} \right)
\]

Here \((a, b)\) runs all combinations of \(\{1, 2, 3\}\). For \(s = 1, 2, 3\), \(f'_s := \partial^\Gamma_{\alpha} f_s\) where \(|\alpha_1| + |\alpha_2| + |\alpha_3| = |\alpha|\) and \(|\gamma_1| + |\gamma_2| + |\gamma_3| = |\gamma|\).

Proof. The proof is similar to that of Lemma 3.15 and Lemma 3.3. Note that the spatial and velocity derivatives will be distributed among the three arguments in \(\Gamma\), but it will not change the fundamental structure here.

3.2 Local Solutions

Theorem 3.18 (Local Well-posedness). There exists \(M > 0\) and \(T(M) > 0\) such that if

\[
\mathcal{E}[f_0] \leq \frac{M}{2},
\]

then there exists a unique solution \(f(t, x, v)\) to the quantum Boltzmann equation 3.18 such that

\[
\mathcal{E}[f(t)] \leq M,
\]

for any \(t \in [0, T]\). Moreover, the energy \(\mathcal{E}[f(t)]\) is continuous over \(t \in [0, T]\). Furthermore,

- for fermions \(\theta = -1\), if \(0 \leq F_0(x, v) \leq 1\), then \(0 \leq F(t, x, v) \leq 1\);

- for bosons \(\theta = 1\), if \(F_0(x, v) \geq 0\), then \(F(t, x, v) \geq 0\).

Proof. In the following, we mainly study \(Q[F, F; F]\), so we rearrange the terms as

\[
Q[F, F; F] = Q_p[F, F; F] - Q_q[F, F; F],
\]

(3.141)
The iteration starts with

\begin{equation}
Q_p[F, G; H] := \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v-u|) F(u') G(v') (1 + \theta H(u)) d\omega du,
\end{equation}

(3.142)

\begin{equation}
Q_q[F, G; H] := \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v-u|) \left[ -\theta F(u') G(v') H(v) + F(u) H(v) (1 + \theta G(u') + \theta G(v')) \right] d\omega du.
\end{equation}

(3.143)

\[ Q_p[F, F; F] \] contains all terms that depend on \( F(v) \), and \( Q_p[F, F; F] \) contains all the other terms. (Here the \( F, G, H \) is the not the same as \( (3.1) \)). We may further rewrite

\begin{equation}
Q_q[F, G; H] = H\tilde{Q}_p[F, G],
\end{equation}

(3.144)

with

\begin{equation}
\tilde{Q}_p[F, G] = \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v-u|) \left[ -\theta F(u') G(v') + F(u) (1 + \theta G(u') + \theta G(v')) \right] d\omega du.
\end{equation}

(3.145)

Similar to the decomposition in \( (3.141) \), we may also decompose \( \Gamma \) as

\[ \Gamma_p \] and \( \Gamma_q \) from \( Q_p \).

**Step 1. Boundedness.** Define the iteration sequence via

\[ \partial_t F^{n+1} + v \cdot \nabla_x F^{n+1} + Q_q[F^n, F^n; F^{n+1}] = Q_p[F^n, F^n; F^n], \]

(3.147)

with

\[ F^{n+1}(0, x, v) = F_0(x, v). \]

(3.148)

This is equivalent to the perturbation form

\[ \partial_t f^{n+1} + v \cdot \nabla_x f^{n+1} + \nu f^{n+1} = K[f^n] + \Gamma_p[f^n, f^n; f^n] - \Gamma_q[f^n, f^n; f^{n+1}], \]

(3.149)

with

\[ f^{n+1}(0, x, v) = f_0(x, v). \]

(3.150)

The iteration starts with \( f^0(t, x, v) = f_0(x, v) \). Taking \( \partial^\gamma_\beta \) on both sides of \( (3.149) \), we obtain

\[ \partial_t \left( \partial^\gamma_\beta f^{n+1} \right) + v \cdot \nabla_x \left( \partial^\gamma_\beta f^{n+1} \right) + \partial^\gamma_\beta \left( \nu f^{n+1} \right) = \partial^\gamma_\beta K[f^n] + \partial^\gamma_\beta \Gamma_p[f^n, f^n; f^n] - \partial^\gamma_\beta \Gamma_q[f^n, f^n; f^{n+1}] \]

(3.151)

Multiplying \( \partial^\gamma_\beta f^{n+1} \) on both sides of \( (3.151) \) and integrating over \( \Omega \times \mathbb{R}^3 \), we obtain

\begin{equation}
\frac{1}{2} \frac{d}{dt} \left\| \partial^\gamma_\beta f^{n+1} \right\|_{L^2_{\omega, v}}^2 + \int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \partial^\gamma_\beta \left( \nu f^{n+1} \right)
\end{equation}

(3.152)

\[ = \int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \partial^\gamma_\beta K[f^n] + \int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \partial^\gamma_\beta \Gamma_p[f^n, f^n; f^n] - \int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \partial^\gamma_\beta \Gamma_q[f^n, f^n; f^{n+1}]. \]

Let \( \eta > 0 \) be sufficiently small and \( C_\eta > 0 \). For the second term on the LHS of \( (3.152) \), using Lemma 3.3 and Lemma 3.5, we have

\begin{equation}
\int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \partial^\gamma_\beta \left( \nu f^{n+1} \right)
\end{equation}

(3.153)

\[ \geq \int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \left( \nu \partial^\gamma_\beta f^{n+1} \right) - \sum_{\beta' < \beta} \int_{\Omega \times \mathbb{R}^3} \left( \partial^\gamma_\beta f^{n+1} \right) \cdot \partial^\gamma_{\beta'} \left( \nu f^{n+1} \right)
\]

\[ \geq \left\| \partial^\gamma_\beta f^{n+1} \right\|_{L^2_{\omega, v}}^2 - \eta \left\| \partial^\gamma_\beta f^{n+1} \right\|_{L^2_{\omega, v}}^2 - C_\eta \sum_{\beta' < \beta} \left\| \partial^\gamma_{\beta'} f^{n+1} \right\|_{L^2_{\omega, v}}^2. \]
For the first term on the RHS of (3.152), using Lemma 3.11, we have
\[
\int_{\Omega \times \mathbb{R}^3} (\partial_{\beta} f^{n+1}) \cdot \partial_{\beta} K[f^n] \lesssim \eta \left\| \partial_{\beta} f^{n+1} \right\|_{L^2_{x,v}}^2 + C_\eta \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^n \right\|_{L^2_{x,v}}^2. \tag{3.154}
\]
For the second term on the RHS of (3.152), using the first inequality in Lemma 3.17 with sup, falling on the term with the lowest v derivative, combining with Sobolev embedding theorem \( H^2_v \hookrightarrow L^\infty_v \), we obtain
\[
\int_{\Omega \times \mathbb{R}^3} (\partial_{\beta} f^{n+1}) \cdot \partial_{\beta} \Gamma_p [f^n, f^n; f^n] \lesssim \left\| \partial_{\beta} f^{n+1} \right\|_{L^2_{x,v}} \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^n \right\|_{L^2_{x,v}} \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^n \right\|_{L^2_{x,v}}^2, \tag{3.155}
\]
and
\[
\int_{\Omega \times \mathbb{R}^3} \left( \partial_{\beta} f^{n+1} \right) \cdot \partial_{\beta} \Gamma_v [f^n, f^n; f^n] \tag{3.156}
\]
\[
\lesssim \left\| \partial_{\beta} f^{n+1} \right\|_{L^2_{x,v}} \left( \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^{n+1} \right\|_{L^2_{x,v}} \cdot \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^n \right\|_{L^2_{x,v}}^2 + \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^{n+1} \right\|_{L^2_{x,v}} \cdot \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^n \right\|_{L^2_{x,v}} \cdot \sum_{\beta' \leq \beta} \left\| \partial_{\beta'} f^n \right\|_{L^2_{x,v}} \right). \]
Summarizing all above and running over \(|\gamma| + |\beta| \leq N\), we have
\[
\frac{d}{dt} \left\| f^{n+1} \right\|_2^2 + \left\| f^{n+1} \right\|_{\nu}^2 \lesssim \left\| f^{n+1} \right\|_2^2 + \left\| f^n \right\|_{\nu} \left\| f^n \right\|_2 \left\| f^{n+1} \right\|_{\nu} \tag{3.157}
\]
\[
+ \left\| f^{n+1} \right\|_2^2 + \left\| f^n \right\|_2 \left\| f^{n+1} \right\|_2^2 + \left\| f^n \right\|_{\nu} \left\| f^n \right\| \left\| f^{n+1} \right\|_{\nu} \left\| f^{n+1} \right\|_2. \]
Then integrating over \([0, t]\) and using the definition of \(E\), with the help of Cauchy’s inequality, we have
\[
E[f^{n+1}(t)] \lesssim E[f_0] + \sup_{s \in [0, t]} \mathcal{E}[f^{n+1}(s)] + \sup_{s \in [0, t]} \mathcal{E}[f^n(s)] + \sup_{s \in [0, t]} \mathcal{E}[f^{n+1}(s)]. \tag{3.158}
\]
Assume that \( \sup_{s \in [0, t]} \mathcal{E}[f^n(s)] \leq M \) and \( E[f_0] \leq \frac{M}{2} \). Then taking supremum over \( s \in [0, T] \), we have
\[
\sup_{s \in [0, T]} \mathcal{E}[f^{n+1}(s)] \lesssim \frac{M}{2} + T \sup_{s \in [0, T]} \mathcal{E}[f^{n+1}(s)] + TM + M \sup_{s \in [0, T]} \mathcal{E}[f^{n+1}(s)]. \tag{3.159}
\]
Hence, for \( M \) sufficiently small and \( T(M) \) sufficiently small, we know
\[
\sup_{s \in [0, T]} \mathcal{E}[f^{n+1}(s)] \leq M. \tag{3.160}
\]
Therefore, we now this iteration is uniformly bounded.

**Step 2. Contraction.** On the other hand, taking the difference of the equations for \( f^{n+1} \) and \( f^n \), we obtain
\[
\partial_t(f^{n+1} - f^n) + v \cdot \nabla_x (f^{n+1} - f^n) + \nu (f^{n+1} - f^n) = K[f^n - f^{n-1}] + \Gamma_p [f^n - f^{n-1}, f^n; f^n] + \Gamma_p [f^{n-1}, f^n - f^{n-1}, f^n - f^{n-1}] + \Gamma_p [f^{n-1}, f^{n-1}, f^n - f^{n-1}] \tag{3.161}
\]
\[
- \Gamma_q [f^n - f^{n-1}, f^n; f^{n-1}] - \Gamma_q [f^{n-1}, f^n - f^{n-1}, f^{n-1}] - \Gamma_q [f^{n-1}, f^{n-1}, f^n - f^{n-1}],
\]
with
\[
(f^{n+1} - f^n)(0, x, v) = 0. \tag{3.162}
\]
Similarly to the above argument, we first take \( \partial_{\beta} \), multiply \( \partial_{\beta} (f^{n+1} - f^n) \) on both sides of (3.161), and integrate over \( \Omega \times \mathbb{R}^3 \). Using similar techniques as in proving boundedness, we obtain
\[
\sup_{s \in [0, T]} \mathcal{E}[(f^{n+1} - f^n)](s) \lesssim \sup_{s \in [0, T]} \mathcal{E}[(f^n - f^{n-1})](s), \tag{3.163}
\]
where we use the nonlinear estimates

\[
\int_{\Omega \times \mathbb{R}^3} \partial'_\beta (f^{n+1} - f^n) \cdot \partial'_\beta \Gamma_p [f^n - f^{n-1}, f^n; f^n] \leq \left( \sup_{s \in [0,T]} E[(f^{n+1} - f^n)](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[(f^n - f^{n-1})](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[f^n](s) \right)^{\frac{1}{2}} \tag{3.164}
\]

and

\[
\int_{\Omega \times \mathbb{R}^3} \partial'_\beta (f^{n+1} - f^n) \cdot \partial'_\beta \Gamma_p [f^n - f^{n-1}, f^n - f^{n-1} - f^n] \leq \left( \sup_{s \in [0,T]} E[(f^{n+1} - f^n)](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[(f^n - f^{n-1})](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[f^n](s) \right)^{\frac{1}{2}} \tag{3.165}
\]

and

\[
\int_{\Omega \times \mathbb{R}^3} \partial'_\beta (f^{n+1} - f^n) \cdot \partial'_\beta \Gamma_q [f^n - f^{n-1}, f^n; f^{n+1}] \leq \left( \sup_{s \in [0,T]} E[(f^{n+1} - f^n)](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[(f^n - f^{n-1})](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[f^n](s) \right)^{\frac{1}{2}} \tag{3.166}
\]

and

\[
\int_{\Omega \times \mathbb{R}^3} \partial'_\beta (f^{n+1} - f^n) \cdot \partial'_\beta \Gamma_q [f^n - f^{n-1}, f^n - f^{n-1}; f^{n+1}] \leq \left( \sup_{s \in [0,T]} E[(f^{n+1} - f^n)](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[(f^n - f^{n-1})](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[f^n](s) \right)^{\frac{1}{2}} \tag{3.167}
\]

and

\[
\int_{\Omega \times \mathbb{R}^3} \partial'_\beta (f^{n+1} - f^n) \cdot \partial'_\beta \Gamma_q [f^n - f^{n-1}, f^n - f^{n-1}; f^{n+1}] \leq \left( \sup_{s \in [0,T]} E[(f^{n+1} - f^n)](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[(f^n - f^{n-1})](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[f^n](s) \right)^{\frac{1}{2}} \tag{3.168}
\]

and

\[
\int_{\Omega \times \mathbb{R}^3} \partial'_\beta (f^{n+1} - f^n) \cdot \partial'_\beta \Gamma_q [f^n - f^{n-1}, f^n - f^{n-1}; f^{n+1}] \leq \left( \sup_{s \in [0,T]} E[(f^{n+1} - f^n)](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[(f^n - f^{n-1})](s) \right)^{\frac{1}{2}} \left( \sup_{s \in [0,T]} E[f^n](s) \right)^{\frac{1}{2}} \tag{3.169}
\]

Hence, we know the iteration is a contraction, and thus defines a (uniform) Cauchy sequence. Therefore, we know that there exists a classical solution \( f \). The uniqueness follows naturally from the contraction proof.
and the Gronwall’s inequality. The inequality (3.157) also justifies the continuity of $\mathcal{E}[f(t)]$ with respect to $t$.

The positivity of $F$ follows from a standard induction. Our iteration is actually

$$\partial_t F^{n+1} + v \cdot \nabla_x F^{n+1} + \tilde{Q}_p[F^n, F^n] F^{n+1} = Q_q[F^n, F^n; F^n].$$

(3.170)

We may verify that for $\theta = \pm 1$, $F^n$ satisfies the positivity estimate

$$Q_q[F^n, F^n; F^n] \geq 0.$$  

(3.171)

In addition, for $\theta = -1$, $F^n$ satisfies the positivity estimate

$$\tilde{Q}_p[F^n, F^n] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v-u|) \left[ - \theta F^n(u') F^n(v') (1 + \theta F^n(u)) + F^n(u) (1 + \theta F^n(u')) (1 + \theta F^n(v')) \right] d\omega du \geq 0.$$  

Hence, by solving the ODE for $F^{n+1}$, we may derive the positivity naturally.

3.3 Global Solutions for $\Omega = \mathbb{T}^3$

In this section, we will justify the global well-posedness and decay for $\Omega = \mathbb{T}^3$ case.

3.3.1 Positivity Estimate for $L$

Lemma 3.19. Assume $f(t, x, v)$ satisfies (3.15) for $t \in [0, T]$ with $T \geq 1$. Also, $f(t, x, v)$ satisfies $\sup_{t \in [0, T]} \mathcal{E}[f(t)] \leq M$. Then for $0 \leq s < t \leq T$, we have

$$\sum_{|\gamma| \leq N} \left( \|\partial^\gamma f(t)\|^2_{L^2_x} + \int_s^t \|\partial^\gamma f(\tau)\|^2_{L^2_x} d\tau \right) \leq e^{C(t-s)} \sum_{|\gamma| \leq N} \|\partial^\gamma f(s)\|^2_{L^2_x},$$

(3.173)

and

$$\sum_{|\gamma| \leq N} \int_s^t \|\partial^\gamma f(\tau)\|^2_{L^2_x} d\tau \geq \left( 1 - e^{C(t-s)} \right) \sum_{|\gamma| \leq N} \|\partial^\gamma f(s)\|^2_{L^2_x}.$$  

(3.174)

Proof. Similar to the proof of Theorem 3.18, applying $\partial^\gamma$ on both sides of the equation (3.15), multiplying $\partial^\gamma f$, and integrating over $\Omega \times \mathbb{R}^3$, we have

$$\frac{1}{2} \frac{d}{dt} \|\partial^\gamma f\|^2_{L^2_{x,v}} + \int_{\Omega \times \mathbb{R}^3} \partial^\gamma f \cdot (v \partial^\gamma f) = \int_{\Omega \times \mathbb{R}^3} \partial^\gamma f \cdot K[\partial^\gamma f] + \int_{\Omega \times \mathbb{R}^3} \partial^\gamma f \cdot \partial^\gamma \Gamma[f, f; f].$$

(3.175)

Then using Lemma 3.14, Lemma 3.17 and Lemma 3.15 and summing over $|\gamma| \leq N$, we have

$$\frac{d}{dt} \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) + \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) \leq \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) + M \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right).$$

(3.176)

Then by Gronwall’s inequality, we obtain

$$\sum_{|\gamma| \leq N} \|\partial^\gamma f(t)\|^2_{L^2_{x,v}} \leq e^{C(t-s)} \sum_{|\gamma| \leq N} \|\partial^\gamma f(s)\|^2_{L^2_{x,v}}.$$  

(3.177)

Then by Gronwall’s inequality, we obtain

$$\sum_{|\gamma| \leq N} \|\partial^\gamma f(t)\|^2_{L^2_{x,v}} \leq e^{C(t-s)} \sum_{|\gamma| \leq N} \|\partial^\gamma f(s)\|^2_{L^2_{x,v}}.$$  

(3.178)
Then we integrate over \( \tau \in [s, t] \) to obtain

\[
\sum_{|\gamma| \leq N} \int_s^t \| \partial^\gamma f(\tau) \|^2_{L^2_{x,v}} d\tau \leq e^{C(t-s)} \sum_{|\gamma| \leq N} \| \partial^\gamma f(s) \|^2_{L^2_{x,v}}. \tag{3.179}
\]

This justifies the first inequality in the lemma.

On the other hand, we may rearrange the terms in \((3.175)\)

\[
\frac{1}{2} \frac{d}{dt} \| \partial^\gamma f \|^2_{L^2_{x,v}} = -\int_{\Omega \times \mathbb{R}^3} \partial^\gamma f \cdot (\nu \partial^\gamma f) + \int_{\Omega \times \mathbb{R}^3} \partial^\gamma f \cdot K[f] + \int_{\Omega \times \mathbb{R}^3} \partial^\gamma f \cdot \partial^\gamma \Gamma[f; f; f]. \tag{3.180}
\]

Similar to the above argument, we have

\[
\frac{d}{dt} \left( \sum_{|\gamma| \leq N} \| \partial^\gamma f \|^2_{L^2_{x,v}} \right) \gtrsim - \left( \sum_{|\gamma| \leq N} \| \partial^\gamma f \|^2_{L^2_{x,v}} \right) - M \left( \sum_{|\gamma| \leq N} \| \partial^\gamma f \|^2_{L^2_{x,v}} \right), \tag{3.181}
\]

which yields

\[
\frac{d}{dt} \left( \sum_{|\gamma| \leq N} \| \partial^\gamma f \|^2_{L^2_{x,v}} \right) \gtrsim - \left( \sum_{|\gamma| \leq N} \| \partial^\gamma f \|^2_{L^2_{x,v}} \right), \tag{3.182}
\]

Integrating over \( \tau \in [s, t] \), we have

\[
\sum_{|\gamma| \leq N} \| \partial^\gamma f(t) \|^2_{L^2_{x,v}} \gtrsim \sum_{|\gamma| \leq N} \| \partial^\gamma f(s) \|^2_{L^2_{x,v}} - \sum_{|\gamma| \leq N} \int_s^t \| \partial^\gamma f(\tau) \|^2_{L^2_{x,v}} d\tau. \tag{3.183}
\]

Then by Gronwall’s inequality, we obtain

\[
\sum_{|\gamma| \leq N} \int_s^t \| \partial^\gamma f(\tau) \|^2_{L^2_{x,v}} d\tau \geq \left( 1 - e^{C(t-s)} \right) \sum_{|\gamma| \leq N} \| \partial^\gamma f(s) \|^2_{L^2_{x,v}}. \tag{3.184}
\]

This justifies the second inequality in the lemma. \(\square\)

**Lemma 3.20.** Assume \( f(t, x, v) \) satisfies \((3.15)\) for \( t \in [0, T] \) with \( T \geq 1 \). Assume the initial data \( f_0 \) satisfies the conservation laws. Also, \( f(t, x, v) \) satisfies \( \sup_{t \in [0, T]} \mathcal{E}[f(t)] \leq M \). Then there exists a constant \( \delta_M \in (0, 1) \) such that

\[
\sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{R}^3} L[\partial^\gamma f(t)] \cdot \partial^\gamma f(t) dxdvdt \geq \delta_M \sum_{|\gamma| \leq N} \int_0^1 \| \partial^\gamma f(t) \|^2_{L^2_{x,v}} dt.
\tag{3.185}
\]

**Proof.** We prove by contradiction. If the result is not true, then there exists a sequence of solutions \( \{ f_n(t, x, v) \}_{n=1}^\infty \) to \((3.15)\) such that

\[
\sup_{t \in [0,1]} \sum_{|\gamma| + |\beta| \leq N} \left\| \partial^\gamma f_n(t) \right\|^2_{L^2_{x,v}} \leq M, \tag{3.186}
\]

and

\[
0 \leq \sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{R}^3} L[\partial^\gamma f_n(t)] \cdot \partial^\gamma f_n(t) \leq \frac{1}{n} \sum_{|\gamma| \leq N} \int_0^1 \| \partial^\gamma f_n(t) \|^2_{L^2_{x,v}}. \tag{3.187}
\]

We normalize

\[
Z_n(t, x, v) = \frac{f_n(t, x, v)}{\sqrt{\sum_{|\gamma| \leq N} \int_0^1 \| \partial^\gamma f_n(t) \|^2_{L^2_{x,v}} dt}}.
\tag{3.188}
\]
Then noticing that \( L = \nu I - K \), we know
\[
0 \leq 1 - \sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{T}^3} K [\partial^\gamma Z_n(t)] \cdot \partial^\gamma Z_n(t) \leq \frac{1}{n}. \tag{3.189}
\]

On the other hand, by Lemma 3.19 we know
\[
\sum_{|\gamma| \leq N} \|\partial^\gamma f_n(t)\|_{L^2_{x,v}}^2 \lesssim \sum_{|\gamma| \leq N} \|\partial^\gamma f_n(0)\|_{L^2_{x,v}}^2,
\]
and
\[
\sum_{|\gamma| \leq N} \int_0^1 \|\partial^\gamma f_n(t)\|_{L^2_{x,v}}^2 \gtrsim \sum_{|\gamma| \leq N} \|\partial^\gamma f_n(0)\|_{L^2_{x,v}}^2.
\]

Then based on the definition of \( Z_n \), we know that
\[
\sup_{t \in [0,1]} \sum_{|\gamma| \leq N} \|\partial^\gamma Z_n(t)\|_{L^2_{x,v}}^2 \lesssim 1.
\]

Based on the equation (3.190), we know \( Z_n \) satisfies
\[
\partial_t Z_n + v \cdot \nabla_x Z_n + L[Z_n] = \Gamma[f_n, f_n; Z_n]. \tag{3.193}
\]

After applying \( \partial^\gamma \) on both sides, we obtain
\[
\partial_t (\partial^\gamma Z_n) + v \cdot \nabla_x (\partial^\gamma Z_n) + L[\partial^\gamma Z_n] = \partial^\gamma \Gamma[f_n, f_n; Z_n]. \tag{3.194}
\]

Also, we have the conservation laws
\[
\int_{\Omega} \int_{\mathbb{R}^3} Z_n(t, x, v) \mathcal{M}_x^f(v) \, dv \, dx = 0, \quad \text{(Mass)} \tag{3.195}
\]
\[
\int_{\Omega} \int_{\mathbb{R}^3} Z_n(t, x, v) \mathcal{M}_v^f(v) c_1 \, dv \, dx = 0, \quad \text{(Momentum)} \tag{3.196}
\]
\[
\int_{\Omega} \int_{\mathbb{R}^3} Z_n(t, x, v) \mathcal{M}_v^f(v) |v|^2 \, dv \, dx = 0. \quad \text{(Energy)} \tag{3.197}
\]

Due to the boundedness, we can extract weakly convergent subsequence in \( L^2([0,1] \times \mathbb{T}^3 \times \mathbb{R}^3) \) to get
\[
\partial^\gamma Z_n \rightharpoonup \partial^\gamma Z, \quad \partial^\gamma f_n \rightharpoonup \partial^\gamma f, \quad \tag{3.198}
\]
where \( Z \) and \( f \) are the limit functions, respectively.

**Step 1.** \( K[\partial^\gamma Z_n] \to K[\partial^\gamma Z] \) in \( L^2([0,1] \times \mathbb{T}^3 \times \mathbb{R}^3) \) for \( |\gamma| \leq N \). Based on Lemma 3.7 we know \( K \) is a bounded operator in \( L^2(\mathbb{T}^3 \times \mathbb{R}^3) \). Then for any \( \varepsilon > 0 \), we have
\[
\int_0^\varepsilon \|K[\partial^\gamma Z_n]\|_{L^2_{x,v}}^2 \, dt + \int_1^{1-\varepsilon} \|K[\partial^\gamma Z_n]\|_{L^2_{x,v}}^2 \, dt \lesssim \varepsilon. \tag{3.199}
\]

Hence, there is no time concentration in a neighborhood of \( t = 0 \) or \( t = 1 \). Then it suffices to consider \( K[\partial^\gamma Z_n] \to K[\partial^\gamma Z] \) in \( L^2(\varepsilon, 1-\varepsilon) \times \mathbb{T}^3 \times \mathbb{R}^3) \).

Notice that
\[
K[\partial^\gamma Z_n] = \int_{\mathbb{R}^3} k(u, v) \partial^\gamma Z_n(u) \, du. \tag{3.200}
\]

Due to the proof of Lemma 3.7 we know that though we cannot write \( k(u, v) \) explicitly, it actually can be pointwise bounded by the corresponding operator \( \hat{k}(u, v) \) for the classical Boltzmann equation as in [28].
Section 3.2&3.3. Hence, \cite{28} Lemma 3.5.1 justifies that for any \( \varepsilon > 0 \), there exists \( m > 0 \) such that we may split
\[
k(u, v) = k_m(u, v) + \left( k(u, v) - k_m(u, v) \right), \tag{3.201}
\]
where
\[
k_m(u, v) = k(u, v)1_{((u, v); |u - v| \geq \frac{1}{m} \text{ and } |v| \leq m)}.
\tag{3.202}
\]
satisfying
\[
\int_0^1 \left\| \int_{\mathbb{R}^3} (k - k_m) \partial^n Z_n(t) du \right\|_{L^2_{x,v}} \leq \varepsilon \int_0^1 \| \partial^n Z_n(t) \|_{L^2_{x,v}} \lesssim \varepsilon. \tag{3.203}
\]
Then naturally \( k_m \in L^2(\mathbb{R}^3 \times \mathbb{R}^3) \). Based on the density lemma, we may find a smooth function \( \kappa_\varepsilon(u, v) = \kappa_1(u)\kappa_2(v) \) with compact support satisfying
\[
\| k_m - \kappa_\varepsilon \|_{L^2_{x,v}} \lesssim \varepsilon. \tag{3.204}
\]
Hence, we know
\[
\int_0^1 \left\| \int_{\mathbb{R}^3} (k_m - \kappa_\varepsilon) \partial^n Z_n(t) du \right\|_{L^2_{x,v}} \leq \| k_m - \kappa_\varepsilon \|_{L^2_{x,v}} \int_0^1 \| \partial^n Z_n(t) \|_{L^2_{x,v}} \lesssim \varepsilon. \tag{3.205}
\]
Then it suffices to justify
\[
\int_{\mathbb{R}^3} \kappa_1(u) \partial^n Z_n(t) du \to \int_{\mathbb{R}^3} \kappa_1(u) \partial^n Z(t) du \tag{3.206}
\]
in \( L^2([\varepsilon, 1 - \varepsilon] \times \mathbb{T}^3) \) since we can later multiply \( \kappa_2(v) \) and integrating over \( v \in \mathbb{R}^3 \) to complete the proof.

Let \( \chi(t, x) \) be a smooth cutoff function in \((0, 1) \times \mathbb{R}^3\) such that \( \chi = 1 \) in \([\varepsilon, 1 - \varepsilon] \times \mathbb{T}^3\). Multiplying \( \kappa_1(v)\chi(t, x) \) on both sides of \( (3.203) \) to obtain
\[
\partial_t (\kappa_1 \chi \partial^n Z_n) + v \cdot \nabla_x (\kappa_1 \chi \partial^n Z_n) = -\kappa_1 \chi L[\partial^n Z_n] + \kappa_1 \chi \partial^n [f_n; f_n; Z_n] + \partial^n Z_n(\partial_t + v \cdot \nabla_x)(\kappa_1 \chi). \tag{3.207}
\]
Due to compact support in \((t, x, v)\) variables of \( \kappa_1 \chi \), we know
\[
\int_0^1 \| \kappa_1 \chi L[\partial^n Z_n] \|_{L^2_{x,v}} \lesssim \int_0^1 \| \partial^n Z_n \|_{L^2_{x,v}} \lesssim 1, \tag{3.208}
\]
and
\[
\int_0^1 \| \partial^n Z_n(\partial_t + v \cdot \nabla_x)(\kappa_1 \chi) \|_{L^2_{x,v}} \lesssim \int_0^1 \| \partial^n Z_n \|_{L^2_{x,v}} \lesssim 1. \tag{3.209}
\]
Then we are left with the nonlinear term. Based on the third inequality in Lemma \cite{97} and our assumption of the lemma, we always put \( L^2_{x,v} \) on the term with highest-order derivative and use Sobolev embedding to handle the supremum in \((x, v)\), to obtain
\[
\int_0^1 \| \kappa_1 \chi \partial^n [f_n; f_n; Z_n] \|_{L^2_{x,v}} \lesssim M \int_0^1 \left( \| \partial^n Z_n \|_{L^2_{x,v}}^2 + \| \partial^n f_n \|_{L^2_{x,v}}^2 \right) \lesssim 1. \tag{3.210}
\]
In total, we know that
\[
\partial_t (\kappa_1 \chi \partial^n Z_n) + v \cdot \nabla_x (\kappa_1 \chi \partial^n Z_n) \in L^2([0, 1] \times \mathbb{R}^3 \times \mathbb{R}^3). \tag{3.211}
\]
Then from the averaging lemma, we obtain
\[
\int_{\mathbb{R}^3} \kappa_1 \chi \partial^\gamma Z_n(t, x, u) du \in H^\sharp([0, 1] \times \mathbb{R}^3).
\tag{3.212}
\]

Then by the compact embedding, we may extract a weakly convergent subsequence in \(H^\sharp\), which is a strongly convergent subsequence in \(L^2\) such that
\[
\int_{\mathbb{R}^3} \kappa_1 \chi \partial^\gamma Z_n(t, x, u) du \to \int_{\mathbb{R}^3} \kappa_1 \chi \partial^\gamma Z(t, x, u) du.
\tag{3.213}
\]

Hence, our result naturally follows.

**Step 2.** \(Z(t, x, v) = a(t, x) M^\sharp + b(t, x) \cdot v M^\sharp + c(t, x) |v|^2 M^\sharp\).

From Step 1, we know that
\[
\int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} K[\partial^\gamma Z_n] \cdot \partial^\gamma Z_n \to \int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} K[\partial^\gamma Z] \cdot \partial^\gamma Z.
\tag{3.214}
\]

Hence, taking limit \(n \to \infty\) in (3.189), we obtain
\[
0 \leq 1 - \sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} K[\partial^\gamma Z] \cdot \partial^\gamma Z \leq 0.
\tag{3.215}
\]

Hence, we must have
\[
\sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} K[\partial^\gamma Z] \cdot \partial^\gamma Z = 1.
\tag{3.216}
\]

On the other hand, the lower semi-continuity of \(\nu\)-norm implies
\[
\sum_{|\gamma| \leq N} \int_0^1 \|\partial^\gamma Z(t)\|_{L^\nu_{x,v}}^2 \leq 1.
\tag{3.217}
\]

Therefore, we know
\[
0 \leq \sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} L[\partial^\gamma Z] \cdot \partial^\gamma Z
\tag{3.218}
\]
\[
= \sum_{|\gamma| \leq N} \int_0^1 \|\partial^\gamma Z(t)\|_{L^\nu_{x,v}}^2 - \sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} K[\partial^\gamma Z] \cdot \partial^\gamma Z
\leq 1 - 1 = 0.
\]

Therefore, we have
\[
\sum_{|\gamma| \leq N} \int_0^1 \|\partial^\gamma Z(t)\|_{L^\nu_{x,v}}^2 = 1,
\tag{3.219}
\]

and
\[
\sum_{|\gamma| \leq N} \int_0^1 \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} L[\partial^\gamma Z] \cdot \partial^\gamma Z = 0.
\tag{3.220}
\]

In particular, the weak convergence and norm convergence imply strong convergence, i.e. \(\partial^\gamma Z_n \to \partial^\gamma Z\) in \(L^2([0, 1] \times \mathbb{R}^3 \times \mathbb{R}^3)\).
Hence, we know \( Z \) belongs to the null space of \( L \), i.e.
\[
Z(t,x,v) = a(t,x)\mathcal{M}^{\frac{1}{2}} + b(t,x) \cdot v \mathcal{M}^{\frac{1}{2}} + c(t,x) |v|^2 \mathcal{M}^{\frac{1}{2}},
\]  
(3.221)
where \( a, b, c \) are given by \( Z \). In particular, the boundedness of \( Z \) implies
\[
\sup_{t \in [0,1]} \left( \| \partial^\gamma a(t) \|_{L^2_x}^2 + \| \partial^\gamma b(t) \|_{L^2_x}^2 + \| \partial^\gamma c(t) \|_{L^2_x}^2 \right) \lesssim 1.
\] (3.222)
Then taking limit \( n \to \infty \) in (3.194), we know that in the sense of distribution
\[
\partial_t (\partial^\gamma Z) + v \cdot \nabla_x (\partial^\gamma Z) = \partial^\gamma \Gamma[f,f;Z].
\] (3.223)
Also, we have the conservation laws
\[
\int_{\Omega} \int_{\mathbb{R}^3} Z(t,x,v) \mathcal{M}^{\frac{1}{2}}(v) \, dv \, dx = 0, \quad \text{(Mass)} \tag{3.224}
\]
\[
\int_{\Omega} \int_{\mathbb{R}^3} Z(t,x,v) \mathcal{M}^{\frac{1}{2}}(v) v_i \, dv \, dx = 0, \quad \text{(Momentum)} \tag{3.225}
\]
\[
\int_{\Omega} \int_{\mathbb{R}^3} Z(t,x,v) \mathcal{M}^{\frac{1}{2}}(v) |v|^2 \, dv \, dx = 0. \quad \text{(Energy)} \tag{3.226}
\]

**Step 3.** \( \sum_{|\gamma| \leq N} \int_{\mathbb{R}^3} \| \partial^\gamma Z(t) \|_{L^\infty_{t,x}}^2 \lesssim M. \)

If this is justified, then it contradicts (3.221) and we conclude our proof. Plugging (3.221) into (3.222), we obtain that
\[
\left( \nabla_x \partial^\gamma c \right) \cdot v |v|^2 \mathcal{M}^{\frac{1}{2}} + \left( \partial_t \partial^\gamma c |v|^2 + v \cdot \nabla_x (v \cdot \partial^\gamma) \right) \mathcal{M}^{\frac{1}{2}}
\]
\[
+ \left( \partial_t \partial^\gamma b + \nabla_x \partial^\gamma a \right) \cdot v \mathcal{M}^{\frac{1}{2}} + \left( \partial_t \partial^\gamma a \right) \mathcal{M}^{\frac{1}{2}} = \partial^\gamma \Gamma[f,f;Z].
\] (3.227)

Since
\[
v_i |v|^2 \mathcal{M}^{\frac{1}{2}}, \quad v_i v_j \mathcal{M}^{\frac{1}{2}}, \quad v_i \mathcal{M}^{\frac{1}{2}}, \quad \mathcal{M}^{\frac{1}{2}}
\] (3.228)
are linearly independent, in the sense of distribution, their coefficients on both sides of the equation should be equal, i.e. the so-called macroscopic equations
\[
\partial_x \partial^\gamma c = h_{c_i}^\gamma, \tag{3.229}
\]
\[
\partial_t \partial^\gamma c + \partial_x \partial^\gamma b_i = h_{b_i}^\gamma, \tag{3.230}
\]
\[
\partial_x \partial^\gamma b_j + \partial_x \partial^\gamma b_i = h_{b_{ij}}^\gamma \quad \text{for } i \neq j, \tag{3.231}
\]
\[
\partial_t \partial^\gamma b_i + \partial_x \partial^\gamma a = h_{a_i}^\gamma, \tag{3.232}
\]
\[
\partial_t \partial^\gamma a = h_{a}^\gamma, \tag{3.233}
\]
where \( h_{c_i}^\gamma, h_{b_i}^\gamma, h_{b_{ij}}^\gamma, h_{a_i}^\gamma \) and \( h_{a}^\gamma \) are linear combinations of
\[
\int_{\mathbb{R}^3} \partial^\gamma \Gamma[f,f;Z] v_i |v|^2 \mathcal{M}^{\frac{1}{2}}, \quad \int_{\mathbb{R}^3} \partial^\gamma \Gamma[f,f;Z] v_i v_j \mathcal{M}^{\frac{1}{2}}, \quad \int_{\mathbb{R}^3} \partial^\gamma \Gamma[f,f;Z] v_i \mathcal{M}^{\frac{1}{2}}, \quad \int_{\mathbb{R}^3} \partial^\gamma \Gamma[f,f;Z] \mathcal{M}^{\frac{1}{2}}.
\]
(3.234)
In particular, based on the second inequality of Lemma (3.17) we know
\[
\sup_{t \in [0,1]} \left( \| h_{c_i}^\gamma \|_{L^2_x} + \| h_{b_i}^\gamma \|_{L^2_x} + \| h_{b_{ij}}^\gamma \|_{L^2_x} + \| h_{a_i}^\gamma \|_{L^2_x} + \| h_{a}^\gamma \|_{L^2_x} \right) \lesssim M.
\] (3.235)
From (3.222), we know
\[
\| \nabla_x \partial^\gamma c \|_{L^2_x} \lesssim \| h_{c_i}^\gamma \|_{L^2_x} \lesssim M. \tag{3.236}
\]
For \( b \), we directly compute from (3.230) and (3.231)
\[
\Delta_x \partial^\gamma b_i = \sum_{i \neq j} \partial_{x,x_j} \partial^\gamma b_i + \partial_{x,x_i} \partial^\gamma b_i
\]
(3.373)
\[
= \sum_{i \neq j} \left( - \partial_{x,x_j} \partial^\gamma b_j + \partial_{x,x_j} \partial^\gamma b_i \right) + \left( - \partial_t \partial_{x} \partial^\gamma c + \partial_{x} \partial^\gamma b_i \right)
\]
\[
= \sum_{i \neq j} \left( \partial_t \partial_{x} \partial^\gamma c - \partial_{x} \partial^\gamma b_i \right) + \left( \sum_{i \neq j} \partial_{x} \partial^\gamma b_i + \partial_{x} \partial^\gamma b_i \right)
\]
\[
= \partial_t \partial_{x} \partial^\gamma c + \sum_{i \neq j} \left( \partial_{x} \partial^\gamma b_i - \partial_{x} \partial^\gamma b_i \right) + \partial_{x} \partial^\gamma b_i
\]
\[
= - \partial_{x,x} \partial^\gamma b_i + \sum_{i \neq j} \left( \partial_{x} \partial^\gamma b_i - \partial_{x} \partial^\gamma b_i \right) + 2 \partial_{x} \partial^\gamma b_i.
\]
Then multiplying \( \partial^\gamma b_i \) in the above equation and integrating by parts, we obtain
\[
\| \nabla_x \partial^\gamma b_i \|_{L^2_x} \lesssim \| h^\gamma_{ij} \|_{L^2_x} + \| h^\gamma_i \|_{L^2_x} \lesssim M.
\]
(3.383)
We assume \( t > \frac{1}{2} \) and focus on [0, \( t \)] (otherwise, we can focus on [\( t, 1 \)]). We integrate (3.232) over [0, \( t \)] to obtain that for \( 0 \leq |\gamma| \leq N - 1 \)
\[
\partial^\gamma b_i(t) - \partial^\gamma b_i(0) + \int_0^t \partial_{x} \partial^\gamma a(s) \, ds = \int_0^t h^\gamma_{bi}(s) \, ds.
\]
(3.393)
Then since \( \partial_t \partial_{x} \partial^\gamma a = \partial_{x} h^\gamma \), we have
\[
\partial_{x} \partial^\gamma a(s) = \partial_{x} \partial^\gamma a(t) + \int_t^s \partial_{x} h^\gamma(t) \, dt.
\]
(3.403)
Then plug this into the above equation, we have
\[
\partial_{x} \partial^\gamma a(t) = - \frac{1}{t} \left( \partial^\gamma b_i(t) - \partial^\gamma b_i(0) \right) - \frac{1}{t} \int_0^t \int_t^s \partial_{x} h^\gamma(t) \, dt \, ds + \frac{1}{t} \int_0^t h^\gamma_{bi}(s) \, ds.
\]
(3.413)
Then taking \( x_i \) derivative, we obtain
\[
\partial_{x,x_i} \partial^\gamma a(t) = - \frac{1}{t} \left( \partial_{x} \partial^\gamma b_i(t) - \partial_{x} \partial^\gamma b_i(0) \right) - \frac{1}{t} \int_0^t \int_t^s \partial_{x,x_i} h^\gamma(t) \, dt \, ds + \frac{1}{t} \int_0^t \partial_{x} h^\gamma_{bi}(s) \, ds.
\]
(3.423)
Then multiplying \( \partial^\gamma a \) in the above equation and integrating by parts, we obtain
\[
\| \nabla_x \partial^\gamma a \|_{L^2_x} \lesssim \sup_{t \in [0,1]} \| b \|_{L^2_x} + \| \nabla_x h^\gamma \|_{L^2_x} + \| h^\gamma_{bi} \|_{L^2_x} \lesssim M.
\]
(3.433)
In total, we have proved
\[
\sum_{0 < |\alpha| \leq N} \int_0^1 \left( \| \partial^\gamma a \|_{L^2_x}^2 + \| \partial^\gamma b \|_{L^2_x}^2 + \| \partial^\gamma c \|_{L^2_x}^2 \right) \lesssim M.
\]
(3.443)
Let \( |\gamma| = 0 \) in (3.229) - (3.233), we know
\[
\int_0^1 \left( \| \partial_t a \|_{L^2_x}^2 + \| \partial_t b \|_{L^2_x}^2 + \| \partial_t c \|_{L^2_x}^2 \right) \lesssim M.
\]
(3.453)
Therefore, applying Poincaré’s inequality in $[0,t] \times T^3$, we have
\begin{align}
\int_0^1 \left( \|a\|_{L_x^2}^2 + \|b\|_{L_x^2}^2 + \|c\|_{L_x^2}^2 \right) \\
\leq \int_0^1 \left( \|\nabla_{x,v} a\|_{L_x^2}^2 + \|\nabla_{x,v} b\|_{L_x^2}^2 + \|\nabla_{x,v} c\|_{L_x^2}^2 \right) + \left( \int_0^t \int_{\mathbb{R}^3} a \, dt + \int_0^t \int_{\mathbb{R}^3} b \, dt \right) + \left( \int_0^t \int_{\mathbb{R}^3} c \, dt \right)
\end{align} (3.246)

\begin{align}
\lesssim M + \left( \int_0^t \int_{\mathbb{R}^3} a \, dt + \int_0^t \int_{\mathbb{R}^3} b \, dt + \int_0^t \int_{\mathbb{R}^3} c \, dt \right).
\end{align}

The conservation law for $Z$ implies
\begin{align}
\int_0^t \int_{\mathbb{R}^3} a = 0, \quad \int_0^t \int_{\mathbb{R}^3} b = 0, \quad \int_0^t \int_{\mathbb{R}^3} c = 0.
\end{align} (3.247)

Hence, we have
\begin{align}
\int_0^1 \left( \|a\|_{L_x^2}^2 + \|b\|_{L_x^2}^2 + \|c\|_{L_x^2}^2 \right) \lesssim M.
\end{align} (3.248)

This concludes our proof. \qed

**Remark 3.21.** This proof highly relies on Poincaré’s inequality, so it cannot be naturally extended to $\Omega = \mathbb{R}^3$ case.

**Lemma 3.22.** Assume $f(t,x,v)$ satisfies (3.15) for $t \in [0,T]$ with $T \geq 1$. Assume the initial data $f_0$ satisfies the conservation laws. Also, let $f(t,x,v)$ satisfy $\sup_{t \in [0,T]} \mathcal{E}[f(t)] \leq M$. Then there exists a constant $\delta_M \in (0,1)$ such that for any $t' \geq 0$ and a positive integer $n$, $t' + n \in [0,T]$, $t' \leq \frac{1}{\delta_M}$ and $n \in \mathbb{N}$,
\begin{align}
\sum_{|\gamma| \leq N} \int_{t'}^{t'+n} \int_{\mathbb{T}^3} L[\partial^\gamma f(t)] \cdot \partial^\gamma f(t) \, dv \, dt \geq \delta_M \sum_{|\gamma| \leq N} \int_{t'}^{t'+n} \|\partial^\gamma f(t)\|_{L_x^2}^2 \, dt.
\end{align} (3.249)

**Proof.** We apply Lemma 3.20 to each of the intervals $[t', t' + 1], [t' + 1, t' + 2], \ldots, [t' + (n-1), t' + n]$ and then sum them up. \qed

**Remark 3.23.** It is not very easy to further extend the result to intervals with arbitrary length. In particular, if we take $f_0$ satisfying $(I - P)[f_0] = 0$, then for a short period of time, we know the results in Lemma 3.20 cannot be true. Hence, the lower bound of interval length is very important.

### 3.3.2 Global Well-Posedness and Time Decay

**Theorem 3.24.** There exists $M_0 > 0$ such that if
\begin{align}
\mathcal{E}[f_0] \leq \frac{M_0}{2},
\end{align} (3.250)

then there exists a unique solution $f(t,x,v)$ to the quantum Boltzmann equation (3.15) such that
\begin{align}
\mathcal{E}[f(t)] \leq M_0,
\end{align} (3.251)

for any $t \in [0,\infty)$.

**Proof.** We first choose the initial data $\mathcal{E}[f_0] \leq \frac{M}{2}$. Denote
\begin{align}
T = \sup \left\{ t \geq 0 : \sup_{s \in [0,t]} \mathcal{E}[f(s)] \leq M \right\},
\end{align} (3.252)
Based on Theorem 3.18 for the local well-posedness, we know $T > 0$. For any $t \in [0, T]$, applying $\partial^\gamma$ on both sides of the equation (3.15), multiplying $\partial^\gamma f$, and integrating over $\mathbb{T}^3 \times \mathbb{R}^3$, we have

$$\frac{1}{2} \frac{d}{dt} \|\partial^\gamma f\|^2_{L^2_{x,v}} + \int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma f \cdot L[\partial^\gamma f] = \int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma f \cdot \partial^\gamma \Gamma[f; f; f].$$

(3.253)

We further integrate over time to obtain

$$\|\partial^\gamma f(t)\|^2_{L^2_{x,v}} + \int_0^t \int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma f \cdot L[\partial^\gamma f] = \|\partial^\gamma f_0\|^2_{L^2_{x,v}} + \int_0^t \int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma f \cdot \partial^\gamma \Gamma[f; f; f].$$

(3.254)

For each $t$, we split $t = t' + n$, where $t' \in [0, 1)$ and $n$ is a positive integer. Then using Lemma 3.12, Lemma 3.17, and summing over $|\gamma| \leq N$, we have

$$\left( \sum_{|\gamma| \leq N} \|\partial^\gamma f(t)\|^2_{L^2_{x,v}} \right) + \int_0^{t'} \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) \lesssim C_M \mathcal{E}[f_0] + C_M \sup_{s \in [0,t]} \mathcal{E}[f(s)]^2,$$

for some constant $C_M \geq 1$ depending on $M$. However, the second term in LHS still lacks the information on $[0, t']$. We fill this gap by adding the missing piece (the integral over $[0, t']$) on both sides

$$\left( \sum_{|\gamma| \leq N} \|\partial^\gamma f(t)\|^2_{L^2_{x,v}} \right) + \int_0^{t'} \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) \lesssim C_M \mathcal{E}[f_0] + C_M \sup_{s \in [0,t]} \mathcal{E}[f(s)]^2 + \int_0^{t'} \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right).$$

Then based on Lemma 3.19 we know for $t' \in [0, 1)$

$$\int_0^{t'} \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) \lesssim \sum_{|\gamma| \leq N} \|\partial^\gamma f_0\|^2_{L^2_{x,v}}.$$ (3.256)

Hence, in total, we obtain

$$\sum_{|\gamma| \leq N} \|\partial^\gamma f(t)\|^2_{L^2_{x,v}} + \int_0^t \left( \sum_{|\gamma| \leq N} \|\partial^\gamma f\|^2_{L^2_{x,v}} \right) \lesssim C_M \mathcal{E}[f_0] + C_M \sup_{s \in [0,t]} \mathcal{E}[f(s)]^2.$$ (3.257)

Next, we consider the mixed derivative case. For any $t \in [0, T]$, applying $\partial^\gamma \beta$ on both sides of the equation (3.15), multiplying $\partial^\gamma \beta f$, and integrating over $\mathbb{T}^3 \times \mathbb{R}^3$, we have

$$\frac{1}{2} \frac{d}{dt} \|\partial^\gamma \beta f\|^2_{L^2_{x,v}} + \int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma \beta f \cdot L[\partial^\gamma \beta f] = -\int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma \beta f \cdot \left( \partial^\beta_{\gamma} L[\partial^\gamma f] - L[\partial^\gamma \beta f] \right) + \int_{\mathbb{T}^3 \times \mathbb{R}^3} \partial^\gamma f \cdot \partial^\beta_{\gamma} \Gamma[f; f; f].$$ (3.258)

Note that the each term in $\partial^\gamma \beta L[\partial^\gamma f] - L[\partial^\gamma \beta f]$ has $\partial^\gamma \beta f$ with $0 \leq |\gamma| < |\beta|$. Hence, we may use a simple induction over $|\beta| = 0, 1, 2, \cdots, N$ to obtain

$$\mathcal{E}[f(t)] \leq C_M \mathcal{E}[f_0] + C_M \sup_{s \in [0,t]} \mathcal{E}[f(s)]^2.$$ (3.259)

Note that we cannot directly absorb the last term into the LHS since we are not clear whether $C_M M < 1$. We further choose $M_0$ such that

$$C_M M_0 \leq \frac{1}{2}.$$ (3.260)

Also, we choose the initial data

$$\mathcal{E}[f_0] \leq \varepsilon_M = \frac{M_0}{4C_M} < \frac{M_0}{2} < \frac{M}{2}.$$ (3.261)
Denote
\[ T_0 = \sup \left\{ t \geq 0 : \sup_{s \in [0,t]} \mathcal{E}[f(s)] \leq M_0 \right\}. \tag{3.262} \]

For \( 0 < t < T_0 \leq T \), the bound still holds. Hence, we have
\[ \mathcal{E}[f(t)] \leq C_M \mathcal{E}[f_0] + C_M \sup_{s \in [0,t]} \mathcal{E}[f(s)]^2 \leq \frac{M_0}{4} + \frac{1}{2} \sup_{s \in [0,t]} \mathcal{E}[f(s)]. \tag{3.263} \]

Taking supremum over \( t \in [0,T_0] \), we have
\[ \sup_{t \in [0,T_0]} \mathcal{E}[f(t)] \leq M_0^2 < M_0. \tag{3.264} \]

Then by standard continuity argument, we know \( T_0 = \infty \).

**Theorem 3.25.** Under the same assumption as in Theorem the global solution \( f(t,x,v) \) satisfies
\[ \| f(t) \| \leq C e^{-kt} \| f_0 \|, \tag{3.265} \]
for some constant \( C, K > 0 \).

**Proof.** We mainly use an argument similar to Hadžić-Guo and Maslova. Based on the proof of Theorem we know for any \( s < t \) with \( |t - s| \geq 1 \),
\[ \| f(t) \|^2 + \int_s^t \| f(\tau) \|^2 d\tau \leq C_0 \| f(s) \|^2. \tag{3.266} \]

Since \( \| f(t) \| \lesssim \| f(t) \|_\nu \), we know
\[ \| f(t) \|^2 + \int_s^t \| f(\tau) \|^2 d\tau \leq C_0 \| f(s) \|^2. \tag{3.267} \]

Denote
\[ V(s) = \int_s^\infty \| f(\tau) \|^2 d\tau. \tag{3.268} \]

Then naturally
\[ V(s) \leq C_0 \| f(s) \|^2, \tag{3.269} \]
and thus
\[ V'(s) = -\| f(s) \|^2 \leq -\frac{1}{C_0} V(s). \tag{3.270} \]

Therefore, we know
\[ V(s) \leq V(0)e^{-\frac{1}{C_0}s}. \tag{3.271} \]

Then we integrate over \( s \in [t,2t] \) for \( t \geq 1 \) in , we have
\[ t\| f(t) \|^2 \leq \int_t^{2t} \| f(\tau) \|^2 d\tau \leq \int_t^\infty \| f(\tau) \|^2 d\tau = V(t). \tag{3.272} \]

Hence, we have
\[ \| f(t) \|^2 \leq V(0)e^{-\frac{1}{C_0}t}. \tag{3.273} \]

Since \( V(0) \lesssim M_0 \), our result naturally follows. \( \square \)
3.4 Global Solutions for $\Omega = \mathbb{R}^3$

In this section, we will prove the global well-posedness when $\Omega = \mathbb{R}^3$.

Denote a special dissipation rate

$$\|f\|_{\nu,0} = \|(I - P)f\|_{L^\nu_{x,v}} + \sum_{0 < |\gamma| \leq N} \|\partial^\gamma f\|_{L^\nu_{x,v}}. \quad (3.274)$$

Note that this does not include $\|Pf\|_{L^\nu_{x,v}}$, which has not time or spatial derivatives.

3.4.1 Positivity Estimate for $L$

Similar to $\Omega = \mathbb{T}^3$ case, we denote

$$f(t, x, v) = P[f](t, x, v) + (I - P)[f](t, x, v)$$

$$= a(t, x)M^\frac{1}{2} + b(t, x) \cdot vM^\frac{1}{2} + c(t, x) |v|^2 M^\frac{1}{2} + (I - P)[f](t, x, v), \quad (3.275)$$

where $a, b, c$ are given by $f$.

Plugging (3.276) into (3.15) and compare the two sides with the basis

$$v_i |v|^2 M^\frac{1}{2}, \quad v_i v_j M^\frac{1}{2}, \quad v_i M^\frac{1}{2}, \quad M^\frac{1}{2} \quad (3.276)$$

we obtain the so-called macroscopic equations

$$\partial_x \partial^\gamma c = \ell^\gamma_{ci} + h^\gamma_i, \quad (3.277)$$

$$\partial_t \partial^\gamma c + \partial_x \partial^\gamma b_i = \ell^\gamma_{ti} + h^\gamma_i, \quad (3.278)$$

$$\partial_x \partial^\gamma b_j + \partial_x \partial^\gamma b_i = \ell^\gamma_{ij} + h^\gamma_{ij} \text{ for } i \neq j, \quad (3.279)$$

$$\partial_t \partial^\gamma b_i + \partial_x \partial^\gamma a_i = \ell^\gamma_{bi} + h^\gamma_{bi}, \quad (3.280)$$

$$\partial_t \partial^\gamma a = \ell^\gamma_{a} + h^\gamma_{a}, \quad (3.281)$$

where $\ell^\gamma_{ci}, \ell^\gamma_{ti}, \ell^\gamma_{ij}, \ell^\gamma_{bi}$ and $\ell^\gamma_a$ are the coefficients corresponding to the above basis for the linear term $-(\partial_t + v \cdot \nabla x + (I - P)[\partial^\gamma f])$, and $h^\gamma_i, h^\gamma_{ij}, h^\gamma_{bj}, h^\gamma_{iat}$ and $h^\gamma_{a}$ are corresponding to $\partial^\gamma \Gamma[f, f; f]$.

Lemma 3.26. We have

$$\sum_{|\gamma| \leq N - 1} \left( \|\ell^\gamma_{ci}\|_{L^2_x} + \|\ell^\gamma_{ti}\|_{L^2_x} + \|\ell^\gamma_{ij}\|_{L^2_x} + \|\ell^\gamma_{bi}\|_{L^2_x} + \|\ell^\gamma_a\|_{L^2_x} \right) \lesssim \sum_{|\gamma| \leq N} \|\partial^\gamma f\|_{L^\nu_{x,v}}. \quad (3.282)$$

Proof. Assume the basis in (3.276) is $\{\varepsilon_n(v)\}$. Then the coefficients $\ell^\gamma_{ci}, \ell^\gamma_{ti}, \ell^\gamma_{ij}, \ell^\gamma_{bi}$ and $\ell^\gamma_a$ are just linear combinations of

$$\int_{\mathbb{R}^3} (\partial_t + v \cdot \nabla x + L)(I - P)[\partial^\gamma f] \cdot \varepsilon_n. \quad (3.283)$$

Note that with Lemma 3.7 and Lemma 3.12

$$\left\| \int_{\mathbb{R}^3} (\partial_t + v \cdot \nabla x + L)(I - P)[\partial^\gamma f] \cdot \varepsilon_n \right\|_{L^2_x}^2 \quad (3.284)$$

$$\lesssim \int_{\mathbb{R}^3} |\varepsilon_n| \cdot \int_{\mathbb{R}^3 \times \mathbb{R}^3} |\varepsilon_n| \left( \| (I - P)[\partial_t \partial^\gamma f] + |v|^2 |(I - P)(\nabla x \partial^\gamma f)|^2 + \| (I - P)(L \partial^\gamma f) \|^2 \right) \quad (3.285)$$

$$\lesssim \|(I - P)[\partial_t \partial^\gamma f]\|_{L^2_x}^2 + \|(I - P)[\nabla x \partial^\gamma f]\|_{L^2_x}^2 + \|(I - P)(\partial^\gamma f)\|_{L^2_x}^2. \quad (3.286)$$

Hence, our result is obvious.

Remark 3.27. This lemma indicates that we must include $\partial_t$ in the definition of $\gamma$. 
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Lemma 3.28.

\[
\sum_{|\gamma| \leq N} \left( \| h_{\gamma} \|_{L^2} + \| h_{\gamma}^r \|_{L^2} + \| h_{\gamma}^s \|_{L^2} + \| h_{\gamma}^t \|_{L^2} + \| h_{\gamma}^u \|_{L^2} \right) \lesssim \| f \|_{H^1}^2 \| f \|_{H^1}^2 \cdot \| f \|_{L^2}^2 \cdot \| f \|_{L^2}^2 .
\] (3.285)

Proof. Similar to the above lemma, it suffices to bound

\[
\left\| \int_{\mathbb{R}^3} \partial^{\gamma} \Gamma[f, f; f] : \varepsilon_n \right\|_{L^2}.
\] (3.286)

This is a bit delicate since \( \| f \|_{L^2} \) does not include the lowest order terms.

For \( |\gamma| > 0 \), the derivative is distributed among the three arguments in \( \Gamma \). Based on the second inequality in Lemma 3.15, we may assign \( L^2 \) to the term with highest-order derivative to bound it by \( \| f \|_{H^1} \). Then we assign \( L^\infty \) for the other two terms, and the Sobolev embedding helps bound them by \( \| f \|_{L^2}^2 \).

The more delicate case is \( |\gamma| = 0 \). We split \( f = P[f] + (I - P)[f] \) and get

\[
\Gamma[f, f; f] = \Gamma[f, f; (I - P)[f]] + \Gamma[f, (I - P)[f]; P[f]] + \Gamma[(I - P)[f], P[f]; P[f]]
\] (3.287)

\[+ \Gamma[P[f], P[f]; P[f]].
\]

Since \( \| f \|_{\nu,0} \) includes \( \| (I - P)[f] \|_{L^2} \), so the first three terms are good to go. We just need the estimates as in \( |\gamma| > 0 \) case. The difficult part is the last term

\[
\left\| \int_{\mathbb{R}^3} \Gamma[P[f], P[f]; P[f]] : \varepsilon_n \right\|_{L^2}.
\] (3.288)

Since \( P[f] = a(t, x)M + b(t, x)\cdot vM + c(t, x)|v|^2 M \), we have

\[
\left\| \int_{\mathbb{R}^3} \Gamma[P[f], P[f]; P[f]] : \varepsilon_n \right\|_{L^2} \lesssim \| a \|^3 + \| b \|^3 + \| c \|^3 \|_{L^2} \lesssim \| a \|^3_{L^2} + \| b \|^3_{L^2} + \| c \|^3_{L^2} \cdot \| f \|^2_{L^2} \cdot \| f \|^2_{L^2}.
\] (3.289)

Due to Sobolev inequality in \( \mathbb{R}^3 \), we have

\[
\| a \|^3_{L^2} + \| b \|^3_{L^2} + \| c \|^3_{L^2} \lesssim \| \nabla x a \|^3_{L^2} + \| \nabla x b \|^3_{L^2} + \| \nabla x c \|^3_{L^2} \lesssim \| f \|^2_{L^2} \cdot \| f \|^2_{L^2}.
\] (3.290)

Hence, our result naturally follows. \( \square \)

Remark 3.29. The Sobolev inequality in \( \mathbb{R}^3 \) plays a key role in the proof of this lemma. It does not hold in \( \Omega = T^3 \) case.

Lemma 3.30. Assume \( f(t, x, v) \) satisfies (3.36) for \( t \in [0, T] \) with \( T \geq 1 \). Assume the initial data \( f_0 \) satisfies the conservation laws. Also, \( f(t, x, v) \) satisfies \( \sup_{t \in [0, T]} \| f(t) \| \leq M \). Then there exists a constant \( \delta_M \in (0, 1) \) such that

\[
\sum_{0 < |\gamma| \leq N} \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} L[\partial^\gamma f(t)] \cdot \partial^\gamma f(t) d\nu d\nu \geq \delta_M \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f(t) \|^2_{L^\infty} - \frac{d}{dt} \int_{\mathbb{R}^3} a(\nabla x b) - \| f \|^4 \| f \|^2_{L^2}.
\] (3.291)

Proof. Due to Lemma 3.12, we know

\[
\sum_{0 < |\gamma| \leq N} \int_{\mathbb{T}^3} \int_{\mathbb{R}^3} L[\partial^\gamma f(t)] \cdot \partial^\gamma f(t) d\nu d\nu \geq \delta \sum_{0 < |\gamma| \leq N} \| \partial^\gamma (I - P)[f](t) \|^2_{L^\infty}.
\] (3.292)

Hence, it suffices to bound \( \| \partial^\gamma P[f](t) \|_{L^\infty} \). Similar the bound of \( Z \) in the proof of Lemma 3.20 and using the proof of Lemma 3.26 and Lemma 3.28, we know

\[
\| \nabla x \partial^\gamma c \|_{L^2} \lesssim \| \partial^\gamma c \|_{L^2} + \| h_{\gamma}^c \|_{L^2} \lesssim \sum_{0 < |\gamma| \leq N} \| (I - P)[\partial^\gamma f]\|_{L^2} + \| f \|^2 \| f \|_{\nu,0},
\] (3.293)
\[
\|\nabla_x \partial^\gamma b_i\|_{L^2_x} \lesssim \|\ell_i^\gamma\|_{L^2_x} + \|\ell_i^\gamma\|_{L^2_x} + \|h_i^\gamma\|_{L^2_x} + \|h_i^\gamma\|_{L^2_x} \\
\lesssim \sum_{0<|\gamma|\leq N} \|(I - P)[\partial^\gamma f]\|_{L^2_x} + \|f\|\|f\|_{\nu,0}.
\] (3.294)

Also, from (3.280), we have
\[
\|\partial_t \partial^\gamma c\|_{L^2_t} \lesssim \|\partial_x \partial^\gamma b_i\|_{L^2_t} + \|\ell_i^\gamma\|_{L^2_t} + \|h_i^\gamma\|_{L^2_t} \lesssim \sum_{0<|\gamma|\leq N} \|(I - P)[\partial^\gamma f]\|_{L^2_x} + \|f\|\|f\|_{\nu,0}.
\] (3.295)

The remaining term is for temporal derivative of \(b\), which will be discussed later.

For \(a\), (3.283) implies
\[
\|\partial_t \partial^\gamma a\|_{L^2_t} \lesssim \|\partial_x \partial^\gamma b_i\|_{L^2_t} + \|\ell_i^\gamma\|_{L^2_t} + \|h_i^\gamma\|_{L^2_t} \lesssim \sum_{0<|\gamma|\leq N} \|(I - P)[\partial^\gamma f]\|_{L^2_x} + \|f\|\|f\|_{\nu,0}.
\] (3.296)

The remaining term is for purely spatial derivative of \(a\). Let \(\gamma = [0, \gamma_1, \gamma_2, \gamma_3]\). For \(|\gamma| > 0\), taking \(\partial_x\), in (3.292) yields
\[
\partial_x \partial^\gamma a = -\partial_x \partial^\gamma b_i + \partial_x (\ell_i^\gamma + h_i^\gamma).
\] (3.297)

Multiplying \(\partial^\gamma a\) on both sides, integrating over \(\mathbb{R}^3\), and integrating by parts, we have
\[
\|\nabla_x \partial^\gamma a\|_{L^2} \lesssim \|\partial_x \partial^\gamma b_i\|_{L^2_t} + \|\ell_i^\gamma\|_{L^2_t} + \|h_i^\gamma\|_{L^2_t} \lesssim \sum_{0<|\gamma|\leq N} \|(I - P)[\partial^\gamma f]\|_{L^2_t} + \|f\|\|f\|_{\nu,0}.
\] (3.298)

For \(|\gamma| = 0\), the same procedure implies
\[
\|\nabla_x a\|_{L^2} \lesssim \int_{\mathbb{R}^3} a(\nabla_x \cdot \partial b) + \|\ell_b\|_{L^2} + \|h_b\|_{L^2}.
\] (3.299)

In particular, we know
\[
\int_{\mathbb{R}^3} a(\nabla_x \cdot \partial b) = \frac{d}{dt} \int_{\mathbb{R}^3} a(\nabla_x \cdot b) - \int_{\mathbb{R}^3} \partial_t a(\nabla_x \cdot b) \leq \frac{d}{dt} \int_{\mathbb{R}^3} a(\nabla_x \cdot b) + \|\partial_t a\|_{L^2} + \|\nabla_x b\|_{L^2}.
\] (3.300)

In summary, we have
\[
\|\nabla_x a\|_{L^2} \lesssim \frac{d}{dt} \int_{\mathbb{R}^3} a(\nabla_x \cdot b) + \sum_{0<|\gamma|\leq N} \|(I - P)[\partial^\gamma f]\|_{L^2_t} + \|f\|\|f\|_{\nu,0}.
\] (3.301)

Finally, we come to the purely temporal derivative of \(b\). For \(\gamma = [\gamma_0, 0, 0, 0]\) with \(|\gamma| \geq 0\) in (3.280), we have
\[
\|\partial_t \partial^\gamma b_i\|_{L^2_t} \lesssim \|\partial_x \partial^\gamma a\|_{L^2_t} + \|\ell_b\|_{L^2_t} + \|h_b\|_{L^2_t}.
\] (3.302)

The RHS has been estimated as above. In particular, for \(|\gamma| = 0\), we need to introduce \(\frac{d}{dt} \int_{\mathbb{R}^3} a(\nabla_x \cdot b)\).

### 3.4.2 Global Well-Posedness

Denote
\[
\mathcal{E}[f(t)] = \|f(t)\|^2 + \int_0^t \|f(s)\|^2_{\nu,0} \, ds,
\] (3.303)

and
\[
\mathcal{E}[f_0] = \|f_0\|^2.
\] (3.304)
Theorem 3.31. There exists $M_0 > 0$ such that if
\[ \mathcal{E}[f_0] \leq \frac{M_0}{2}, \tag{3.305} \]
then there exists a unique solution $f(t,x,v)$ to the quantum Boltzmann equation \[ \text{(3.15)} \] such that
\[ \mathcal{E}[f(t)] \leq M_0, \tag{3.306} \]
for any $t \in [0, \infty)$.

Proof. Applying $\partial^\gamma$ with $|\gamma| > 0$ to \[ \text{(3.15)}, \] multiplying $\partial^\gamma f$ on both sides and integrating over $\mathbb{R}^3 \times \mathbb{R}^3$, we get
\[ \frac{1}{2} \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} + \sum_{0 < |\gamma| \leq N} \int_{\mathbb{R}^3 \times \mathbb{R}^3} L[\partial^\gamma f] \cdot \partial^\gamma f = \sum_{0 < |\gamma| \leq N} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \partial^\gamma \Gamma[f,f] \cdot \partial^\gamma f. \tag{3.307} \]

Using Lemma \[ \text{(3.38)}, \] and similar techniques as in the proof of Lemma \[ \text{(3.28)}, \] we have
\[ \frac{d}{dt} \left( \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} - \int_{\mathbb{R}^3} a(\nabla_x \cdot b) \right) + \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} \lesssim \| f \|^4 \| f \|_{v,0}^2. \tag{3.308} \]

For $|\gamma| = 0$, we have
\[ \frac{1}{2} \| f \|^2_{L_x^2} + \int_{\mathbb{R}^3 \times \mathbb{R}^3} L[f] \cdot f = \int_{\mathbb{R}^3 \times \mathbb{R}^3} \Gamma[f,f] \cdot f. \tag{3.309} \]

Note that
\[ \int_{\mathbb{R}^3 \times \mathbb{R}^3} \Gamma[f,f] \cdot f = \int_{\mathbb{R}^3 \times \mathbb{R}^3} \Gamma[f,f] \cdot (I - P)[f]. \tag{3.310} \]

Using similar techniques as in the proof of Lemma \[ \text{(3.28)}, \] we have
\[ \| f \|^2_{L_{x,v}^2} + \| (I - P)[f] \|^2_{L_{x,v}^2} \lesssim \| f \|^2 \| f \|_{v,0}^2. \tag{3.311} \]

In total, we have
\[ \frac{d}{dt} \left( C \| f \|^2_{L_x^2} + \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} - \int_{\mathbb{R}^3} a(\nabla_x \cdot b) \right) + \left( \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} + \| (I - P)[f] \|^2_{L_{x,v}^2} \right) \lesssim \| f \|^2 \| f \|_{v,0}^2. \tag{3.312} \]

In particular, we may choose $C$ sufficiently large to kill $\int_{\mathbb{R}^3} a(\nabla_x \cdot b)$. Hence, we have
\[ \frac{d}{dt} \left( \| f \|^2_{L_x^2} + \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} \right) + \left( \sum_{0 < |\gamma| \leq N} \| \partial^\gamma f \|^2_{L_{x,v}^2} + \| (I - P)[f] \|^2_{L_{x,v}^2} \right) \lesssim \| f \|^2 \| f \|_{v,0}^2. \tag{3.313} \]

This is for $|\beta| = 0$ case. When $|\beta| > 0$, we use similar induction as in the proof of Theorem \[ \text{(3.24)}, \] to obtain
\[ \frac{d}{dt} \| f \|^2 + \| f \|_{v,0} \lesssim \| f \|^2 \| f \|_{v,0}^2. \tag{3.314} \]

Here note the key fact that
\[ \int_{\mathbb{R}^3} L[f] \cdot g = \int_{\mathbb{R}^3} L[(I - P)[f]] \cdot (I - P)[g], \tag{3.315} \]
\[ \int_{\mathbb{R}^3} \Gamma[f_1, f_2; f_3] \cdot g = \int_{\mathbb{R}^3} \Gamma[f_1, f_2; f_3] \cdot (I - P)[g]. \] (3.316)

This helps handle the case when the velocity derivative hits \( \nu, K \) or \( \Gamma \). Since \( I - P \) part is included in the dissipation, we are good to go. Then by a similar argument as in the proof of Theorem 3.24, we obtain the global well-posedness.

**Remark 3.32.** This provides a different framework to justify global well-posedness. It also works for \( \Omega = \mathbb{T}^3 \) case. However, note that Theorem 3.24 is slightly better since there we do not need to take temporal derivatives.

## 4 Global Stability of the Vacuum

In this section, we focus on the global well-posedness and positivity of the mild solution near the vacuum.

### 4.1 Mild Formulation

As in the classical Boltzmann equation, we decompose the collision term

\[ Q[F, F; F] = Q_{\text{gain}}[F, F; F] - Q_{\text{loss}}[F, F; F], \] (4.1)

where

\[ Q_{\text{gain}}[F, F; F] := \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) F(u') F(v') \left(1 + \theta F(u) + \theta F(v)\right) d\omega du, \] (4.2)

\[ Q_{\text{loss}}[F, F; F] := \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) F(u) F(v) \left(1 + \theta F(u') + \theta F(v')\right) d\omega du. \] (4.3)

In particular, we might write

\[ Q_{\text{loss}}[F, F; F](v) = F(v) \cdot R[F, F](v), \] (4.4)

where

\[ R[F, F] := \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) F(u) \left(1 + \theta F(u') + \theta F(v')\right) d\omega du. \] (4.5)

Given \( \beta > 0 \), define

\[ S = \left\{ F \in C^0(\mathbb{R}_+ \times \mathbb{R}^3 \times \mathbb{R}^3) : \text{there exists } c > 0 \text{ such that } |F(t, x, v)| \leq ce^{-\beta(|x|^2 + |v|^2)} \right\}. \] (4.6)

equipped with norm

\[ \|F\| := \sup_{t, x, v} \left( e^{\beta(|x|^2 + |v|^2)} |F(t, x, v)| \right). \] (4.7)

We name the weight function

\[ w(x, v) := e^{\beta(|x|^2 + |v|^2)}. \] (4.8)

We introduce the transported solution

\[ F^\#(t, x, v) = F(t, x + tv, v). \] (4.9)
Then the quantum Boltzmann equation can be rewritten as
\[ \partial_t F^\# = Q^\# [F, F; F] = Q^\#_{\text{gain}} [F, F; F] - Q^\#_{\text{loss}} [F, F; F], \] (4.10)

where
\[ Q^\#_{\text{gain}} [F, F; F](t, x, v) = Q^\#_{\text{gain}} [F, F; F](t, x + tv, v) \] (4.11)
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F(t, x + tv, u') F(t, x + tv, v') \left( 1 + \theta F(t, x + tv, u) + \theta F(t, x + tv, v) \right) d\omega du, \]
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F^\#(t, x + t(v - u'), u') F^\#(t, x + t(v - v'), v') \left( 1 + \theta F^\#(t, x + t(v - u), u) + \theta F^\#(t, x, v) \right) d\omega du, \]
\[ Q^\#_{\text{loss}} [F, F; F](t, x, v) = Q^\#_{\text{loss}} [F, F; F](t, x + tv, v) \] (4.12)
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F(t, x + tv, u) F(t, x + tv, v) \left( 1 + \theta F(t, x + tv, u') + \theta F(t, x + tv, v') \right) d\omega du, \]
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F^\#(t, x + t(v - u), u) F^\#(t, x, v) \left( 1 + \theta F^\#(t, x + t(v - u'), u') + \theta F^\#(t, x + t(v - v'), v') \right) d\omega du. \]

4.2 Global Well-Posedness

The equation (4.10) can be written in the mild formulation
\[ F^\#(t, x, v) = F_0(x, v) + \int_0^t Q^\# [F, F; F](\tau, x, v) d\tau. \] (4.13)

We call the function \( F \in S \) satisfying the above a mild solution to (4.10). Hence, the key is to bound \( \int_0^t Q^\#_{\text{gain}} [F, F; F](\tau, x, v) d\tau \) and \( \int_0^t Q^\#_{\text{loss}} [F, F; F](\tau, x, v) d\tau \).

Lemma 4.1. We have
\[ \int_0^\infty e^{-\beta |x + \tau (v - u)|^2} d\tau \leq \sqrt{\frac{\beta}{\pi}} \frac{1}{|v - u|}. \] (4.14)

Proof. This is [28, Lemma 2.1.1].

Lemma 4.2. We have
\[ |x + \tau (u - v')|^2 + |x + \tau (v - v')|^2 = |x|^2 + |x + \tau (v - u)|^2. \] (4.15)

Proof. This is [28, (2.19)]. Note that the conservation laws of the classical and quantum Boltzmann equations are the same, i.e. \( u + v = u' + v' \) and \( |u|^2 + |v|^2 = |u'|^2 + |v'|^2. \)

Lemma 4.3. For \( F^\# \in S \) and any \( t \geq 0 \), we have
\[ \left| \int_0^t Q^\#_{\text{loss}} [F, F; F](\tau, x, v) d\tau \right| \leq \beta^{-2} w^{-1}(x, v) \left( \|F^\#\|^2 + \|F^\#\|^3 \right). \] (4.16)

Proof. We may further decompose
\[ Q^\#_{\text{loss}} [F, F; F](t, x, v) = Q^\#_{\text{loss,1}} [F, F; F](t, x, v) + \theta Q^\#_{\text{loss,2}} [F, F; F](t, x, v) + \theta Q^\#_{\text{loss,3}} [F, F; F](t, x, v), \] (4.17)
where
\[ Q^\#_{\text{loss,1}} [F, F; F](t, x, v) = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F^\#(t, x + t(v - u), u) F^\#(t, x, v) d\omega du, \]
\[ Q^\#_{\text{loss,2}} [F, F; F](t, x, v) = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F^\#(t, x + t(v - u), u) F^\#(t, x, v) F^\#(t, x + t(v - u'), u') d\omega du, \]
\[ Q^\#_{\text{loss,3}} [F, F; F](t, x, v) = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F^\#(t, x + t(v - u), u) F^\#(t, x, v) F^\#(t, x + t(v - v'), v') d\omega du. \]
We first consider $Q_{\text{loss,1}}^\#$. Direct computation reveals

\[
\int_0^t Q_{\text{loss,1}}^\# [F, F](\tau, x, v) d\tau = \left| \int_0^t F^\# (\tau, x, v) d\tau \int_{\mathbb{R}^3} |v - u| F^\# (\tau, x + \tau(v - u), u) du \right| \quad (4.18)
\]

\[
\leq w^{-1}(x, v) \| F^\# \| \left| \int_0^t \int_{\mathbb{R}^3} |v - u| F^\# (\tau, x + \tau(v - u), u) du d\tau \right|
\]

\[
\lesssim w^{-1}(x, v) \| F^\# \|^2 \left| \int_0^t \int_{\mathbb{R}^3} |v - u| e^{-\beta |u|^2} e^{-\beta |x + \tau(v - u)|^2} du d\tau \right|
\]

\[
= w^{-1}(x, v) \| F^\# \|^2 \left| \int_0^t \int_{\mathbb{R}^3} |v - u| e^{-\beta |u|^2} du \int_0^t e^{-\beta |x + \tau(v - u)|^2} d\tau \right|.
\]

Based on Lemma 4.1, we know

\[
\int_0^t e^{-|x + \tau(v-u)|^2} d\tau \leq \int_0^\infty e^{-|x + \tau(v-u)|^2} d\tau \leq \sqrt{\frac{\beta}{\pi}} \frac{1}{|v-u|}. \quad (4.19)
\]

Hence, we have

\[
\left| \int_0^t Q_{\text{loss,1}}^\# [F, F](\tau, x, v) d\tau \right| \lesssim \beta^{-\frac{1}{2}} w^{-1}(x, v) \| F^\# \|^2 \int_{\mathbb{R}^3} e^{-\beta |u|^2} du \lesssim \beta^{-2} w^{-1}(x, v) \| F^\# \|^2. \quad (4.20)
\]

Next, we turn to $Q_{\text{loss,2}}^\#$. We have

\[
\left| \int_0^t Q_{\text{loss,2}}^\# [F, F; F](\tau, x, v) d\tau \right| \quad (4.21)
\]

\[
= \left| \int_0^t F^\# (\tau, x, v) d\tau \int_{\mathbb{R}^3} \int_{S^2} |\omega \cdot (v - u)| F^\# (\tau, x + \tau(v - u), u) F^\# (\tau, x + \tau(v - u'), u') d\omega du \right|
\]

\[
\lesssim w^{-1}(x, v) \| F^\# \|^3 \left| \int_0^t \int_{\mathbb{R}^3} \int_{S^2} |\omega \cdot (v - u)| e^{-\beta |u|^2} e^{-\beta |u'|^2} e^{-\beta |x + \tau(v - u')|^2} d\omega du d\tau \right|.
\]

Since $e^{-\beta |u|^2} \leq 1$ and $e^{-\beta |x + \tau(v-u')|^2} \leq 1$, it reduces to $Q_{\text{loss,1}}^\#$ case. Hence, we have

\[
\left| \int_0^t Q_{\text{loss,2}}^\# [F, F; F](\tau, x, v) d\tau \right| \lesssim \beta^{-2} w^{-1}(x, v) \| F^\# \|^3. \quad (4.22)
\]

Similarly, we know

\[
\left| \int_0^t Q_{\text{loss,3}}^\# [F, F; F](\tau, x, v) d\tau \right| \lesssim \beta^{-2} w^{-1}(x, v) \| F^\# \|^3. \quad (4.23)
\]

**Lemma 4.4.** For $F^\# \in S$ and any $t \geq 0$, we have

\[
\left| \int_0^t Q_{\text{gain}}^\# [F, F; F](\tau, x, v) d\tau \right| \lesssim \beta^{-2} w^{-1}(x, v) \left( \| F^\# \|^2 + \| F^\# \|^3 \right). \quad (4.24)
\]

**Proof.** We may further decompose

\[
Q_{\text{gain}}^\# [F, F; F](t, x, v) = Q_{\text{gain,1}}^\# [F, F](t, x, v) + \theta Q_{\text{gain,2}}^\# [F, F; F](t, x, v) + \theta Q_{\text{gain,3}}^\# [F, F; F](t, x, v), \quad (4.25)
\]

where

\[
Q_{\text{gain,1}}^\# [F, F](t, x, v) = \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) F^\# (t, x + t(v - u'), u') F^\# (t, x + t(v - u'), u') d\omega du,
\]

\[
Q_{\text{gain,2}}^\# [F, F; F](t, x, v) = \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) F^\# (t, x + t(v - u'), u') F^\# (t, x + t(v - u'), u') F^\# (t, x + t(v - u'), u') d\omega du,
\]

\[
Q_{\text{gain,3}}^\# [F, F; F](t, x, v) = \int_{\mathbb{R}^3} \int_{S^2} q(\omega, |v - u|) F^\# (t, x + t(v - u'), u') F^\# (t, x + t(v - u'), u') F^\# (t, x + t(v - u'), u') d\omega du.
\]
We first consider $Q^\#_{\text{gain,1}}$. Direct computation reveals
\[
\left| \int_0^t Q^\#_{\text{gain,1}}[F,F](\tau,x,v) d\tau \right| = \left| \int_0^t \int_{\mathbb{R}^3} \int_{S^{2}} |v-u| F^\#(\tau,x+\tau(v-u'),u') F^\#(\tau,x+\tau(v-u'),v') d\omega dud\tau \right| 
\lesssim \|F^\#\|^2 \left| \int_0^t \int_{\mathbb{R}^3} \int_{S^{2}} |v-u| e^{-\beta|v|^2} e^{-\beta|v'|^2} e^{-\beta|x+\tau(v-u')|^2} e^{-\beta|x+\tau(v-v')|^2} d\omega dud\tau \right|.
\]

Using Lemma 4.2 and the conservation laws for $(u,v)$ and $(u',v')$, we have
\[
\left| \int_0^t Q^\#_{\text{gain,1}}[F,F](\tau,x,v) d\tau \right| \lesssim \|F^\#\|^2 \left| \int_0^t \int_{\mathbb{R}^3} \int_{S^{2}} |v-u| e^{-\beta|u|^2} e^{-\beta|v|^2} e^{-\beta|x+\tau(v-u)|^2} e^{-\beta|x+\tau(v-v')|} d\omega dud\tau \right|. 
\]

\[
\text{Then it reduces to the } Q^\#_{\text{loss,1}} \text{ case in Lemma 4.3 so we know}
\]
\[
\left| \int_0^t Q^\#_{\text{gain,1}}[F,F](\tau,x,v) d\tau \right| \lesssim \beta^{-2} w^{-1}(x,v) \|F^\#\|^2. 
\]

Next, we turn to $Q^\#_{\text{gain,2}}$. We have
\[
\left| \int_0^t Q^\#_{\text{gain,2}}[F,F](\tau,x,v) d\tau \right| \lesssim \|F^\#\|^3 \left| \int_0^t \int_{\mathbb{R}^3} \int_{S^{2}} |v-u| e^{-\beta|u|^2} e^{-\beta|v'|^2} e^{-\beta|x+\tau(v-u')|^2} e^{-\beta|x+\tau(v-v')|^2} d\omega dud\tau \right|. 
\]

Using the same technique as in $Q^\#_{\text{gain,1}}$ case, we have
\[
\left| \int_0^t Q^\#_{\text{gain,2}}[F,F](\tau,x,v) d\tau \right| \lesssim \|F^\#\|^3 \left| \int_0^t \int_{\mathbb{R}^3} |v-u| e^{-2\beta|u|^2} e^{-\beta|v'|^2} e^{-\beta|x+\tau(v-u')|^2} d\omega d\tau \right| \lesssim \beta^{-2} w^{-1}(x,v) \|F^\#\|^3. 
\]

For $Q^\#_{\text{gain,3}}$, we directly get
\[
\left| \int_0^t Q^\#_{\text{gain,3}}[F,F](\tau,x,v) d\tau \right| \lesssim \beta^{-2} w^{-2}(x,v) \|F^\#\|^3. 
\]

Define the operator
\[
\mathcal{F}[F^\#](x,v) = F_0(x,v) + \int_0^t Q^\#[F,F](\tau,x,v) d\tau.
\]

Define the solution set
\[
S_R = \{ F \in S : \|F\| \leq R \}.
\]

**Theorem 4.5.** There exists a constant $R_0$ such that if $\|F_0\| < \frac{R_0}{2}$, then the equation (4.10) has a unique mild solution $F \in S_{R_0}$.
Proof. Using Lemma 4.4 and Lemma 4.3 we know for \( \|F_0\| \leq \frac{R_0}{2} \), we have

\[
\left| \mathcal{F}[F^\#] \right| \leq |F_0| + \left| \int_0^t Q^\#_\text{gain}[F,F;F](\tau,x,v) d\tau \right| + \left| \int_0^t Q^\#_\text{loss}[F,F;F](\tau,x,v) d\tau \right|
\leq w^{-1}(x,v)\|F_0\| + \beta^{-2}w^{-1}(x,v) \left( \|F^\#\|^2 + \|F^\#\|^3 \right).
\]

Therefore, we know

\[
\|\mathcal{F}[F^\#]\| \lesssim \|F_0\| + \beta^{-2} \left( \|F^\#\|^2 + \|F^\#\|^3 \right) \leq \frac{R_0}{2} + \beta^{-2}(R_0^2 + R_0^3) \leq R_0.
\]

Hence, \( \mathcal{F} \) is a mapping from \( S_{R_0} \) to \( S_{R_0} \). A similar argument justifies that this is a contraction. Hence, the solution exists uniquely. \( \square \)

Remark 4.6. This theorem justifies that for both fermions and bosons, in the space \( S \), the solution remains small and smooth. Hence, if the initial data is in \( S \) and is sufficiently small, there is no possibility of Bose-Einstein condensation. This is significantly different from the result of homogeneous equation.

In the homogeneous equation, the lack of transport operator means that we lose the dispersion and cannot handle the time integral. This is exactly the key in non-homogeneous case.

### 4.3 Positivity of \( F \) for Bosons \( \theta = 1 \)

Recall

\[
Q^\text{gain}[F,G;H] = \int_{\mathbb{R}^3} \int_{\mathcal{S}^2} q(\omega, |v-u|) F(u')G(v') \left( 1 + \theta H(u) + \theta H(v) \right) d\omega du,
\]

and

\[
Q^\text{loss}[F,G;H](v) = F(v) \cdot R[G,H](v),
\]

where

\[
R[G,H] = \int_{\mathbb{R}^3} \int_{\mathcal{S}^2} q(\omega, |v-u|) G(u) \left( 1 + \theta H(u') + \theta H(v') \right) d\omega du.
\]

Suppose \( S_T \) is the restriction of element \( F \in S \) to \( [0,T] \times \mathbb{R}^3 \times \mathbb{R}^3 \). Assume \( \ell_0(t,x,v) \leq u_0(t,x,v) \) with \( \ell_0, u_0 \in S \). Define a sequence

\[
\partial_t \ell_k^{\#} + \ell_k^{\#} R_{\ell_k^{\#}}[u_k, u_k] = Q^\#_{\text{gain}}[\ell_k, \ell_k; \ell_k],
\]

\[
\partial_t u_k^{\#} + u_k^{\#} R_{u_k^{\#}}[\ell_k, \ell_k] = Q^\#_{\text{gain}}[u_k, u_k; u_k],
\]

with initial data \( \ell_k^{\#} = F_0 \) and \( u_k^{\#} = F_0 \).

We would like to select some special starting point \( (\ell_0, u_0) \) and study the convergence property of \( (\ell_k^{\#}, u_k^{\#}) \).

Lemma 4.7. If \( \|F_0\| \) and \( \beta^{-2}(R_0 + R_0^3) \) are sufficiently small, then there exists \( \ell_0, u_0 \in S_T \) such that the Beginning Condition (BC)

\[
0 \leq \ell_0 \leq \ell_1 \leq u_1 \leq u_0
\]

holds for \( t \in [0,T] \).
Proof. We take \( \ell_0 = 0 \), which implies \( R^\#[\ell_0, \ell_0] = 0 \) and \( Q^\#_{gain}[\ell_0, \ell_0; \ell_0] = 0 \). Hence, we have

\[
\begin{align*}
\partial_t \ell_1^\# + \ell_1^\# R^\#[u_0, u_0] &= 0, \\
\partial_t u_1^\# &= Q^\#_{gain}[u_0, u_0; u_0].
\end{align*}
\] (4.42) (4.43)

Due to the positivity of \( R^\#[u_0, u_0] \) and \( Q^\#_{gain}[u_0, u_0; u_0] \), this naturally implies

\[
0 \leq \ell_1^\# \leq F_0 \leq u_1^\#.
\] (4.44)

Hence, it remains to show \( u_1^\# \leq u_0^\# \). This does not hold for arbitrary \( u_0 \), so we need a delicate construction.

Let

\[
\psi(v) = \sup_x e^{\beta |x|^2} |F_0(x, v)|.
\] (4.45)

Then we know

\[
\psi(v) \lesssim e^{-\beta |v|^2}.
\] (4.46)

We know

\[
u_1^\#(t, x, v) = F_0 + \int_0^t Q^\#_{gain}[u_0, u_0; u_0](\tau, x, v)d\tau,
\] (4.47)

or equivalently

\[
u_1(t, x + tv, v) = F_0 + \int_0^t \int_{\mathbb{R}^3} \int_{S^2} |\omega \cdot (v - u)| u_0(\tau, x + \tau v, u') u_0(\tau, x + \tau v, v')
\]
\[
\times (1 + \theta u_0(\tau, x + \tau v, u) + \theta u_0(\tau, x + \tau v, v)) d\omega dud\tau.
\] (4.48)

We will look for \( u_0 = \tilde{v}(x - tv, v) \). Therefore, \( u_1 \leq u_0 \) if and only if

\[
\int_0^t \int_{\mathbb{R}^3} \int_{S^2} |\omega \cdot (v - u)| \tilde{v}(x + \tau(v - u'), u') \tilde{v}(x + \tau(v - v'), v')
\]
\[
\times (1 + \theta \tilde{v}(x + \tau(v - u), u) + \theta \tilde{v}(x, v)) d\omega dud\tau \leq \tilde{v}(x, v) - F_0(x, v).
\] (4.49)

Then we further require \( \tilde{v}(x, v) = e^{-\beta |x|^2} w(v) \). Then we know

\[
\tilde{v}(x + \tau(v - u'), u') \tilde{v}(x + \tau(v - v'), v') = w(u') w(v') e^{-\beta |x + \tau(v - u')|^2} e^{-\beta |x + \tau(v - v')|^2}
\]
\[
= w(u') w(v') e^{-\beta |x'|^2} e^{-\beta |x + \tau(v - u)|^2}.
\] (4.50)

Hence, \( u_1 \leq u_0 \) if and only if

\[
\int_0^t \int_{\mathbb{R}^3} \int_{S^2} |\omega \cdot (v - u)| \tilde{v}(x, v) w(u') w(v') e^{-\beta |x + \tau(v - u)|^2} \\
\times (1 + \theta e^{-\beta |x + \tau(v - u)|^2} w(u) + \theta w(v)) d\omega dud\tau \leq w(v) - \psi(v).
\] (4.51)

Using Lemma 11, we know

\[
\sqrt{\frac{\pi}{\beta}} (1 + \theta w(v)) \int_{\mathbb{R}^3} \int_{S^2} w(u') w(v') d\omega du + \theta \sqrt{\frac{\pi}{2\beta}} \int_{\mathbb{R}^3} \int_{S^2} w(u') w(v') w(u) d\omega du \leq w(v) - \psi(v).
\] (4.52)

To prove the existence of solution \( w(v) \geq 0 \), we introduce the space

\[
W = \left\{ w \in C(\mathbb{R}^3) : \text{there exists } c > 0 \text{ such that } |w(v)| \leq ce^{-\beta |v|^2} \right\},
\] (4.53)
equipped with norm
\[ \|w\|_W = \sup_v e^{\beta|v|^2} |w(v)|. \] (4.54)

Define operator
\[ \mathcal{T}[w] = \psi(v) + \sqrt{\frac{\pi}{\beta}} (1 + \theta w(v)) \int_{\mathbb{R}^3} \int_{S^2} w(u') w(v') d\omega u + \theta \sqrt{\frac{\pi}{2\beta}} \int_{\mathbb{R}^3} \int_{S^2} w(u') w(v') w(u) d\omega u. \] (4.55)

If \( w \geq 0 \), then naturally \( T[w] \geq 0 \). Then similar to the proof of Lemma 4.2 and Lemma 4.3, we have
\[ \|T[w]\|_W \leq \|\psi\| + \beta^{-2} (\|w\|_W^2 + \|w\|_W^2). \] (4.56)

Hence, when \( \|F_0\| \) and \( \beta^{-2}(R_0 + R_0^2) \) are sufficiently small, we can easily justify that \( T \) maps a small ball under \( W \) norm into the same ball and it is a contraction. Therefore, such \( w \) must exist. \( \Box \)

**Lemma 4.8.** If \( \ell_0, u_0 \in S_T \) such that the Beginning Condition (BC)
\[ 0 \leq \ell_0 \leq \ell_1 \leq u_0 \] (4.57)
for \( t \in [0, T] \), then the iterative sequence \( (\ell_k, u_k) \) are always well-defined for \( t \in [0, T] \) and satisfies
\[ \ell_k \leq \ell_{k+1} \leq u_{k+1} \leq u_k. \] (4.58)

**Proof.** The sequence is naturally well-defined due to basic ODE theory. We will focus on the inequality. Rewrite the iteration into mild formulation
\[ \ell^#_{k+1}(t) = F_0 e^{-\int_0^t R^-[u_k, u_k]} + \int_0^t e^{-\int_s^t R^-[u_k, u_k]} Q^-[\ell_k, \ell_k; \ell_k] d\tau, \] (4.59)
and
\[ \ell^#_k(t) = F_0 e^{-\int_0^t R^-[u_{k-1}, u_{k-1}]} + \int_0^t e^{-\int_s^t R^-[u_{k-1}, u_{k-1}]} Q^-[\ell_{k-1}, \ell_{k-1}; \ell_{k-1}] d\tau. \] (4.60)

Also, we assume
\[ \ell_{k-1} \leq \ell_k \leq u_k \leq u_{k-1}. \] (4.61)

Then
\[ \ell^#_{k+1}(t) - \ell^#_k(t) = F_0 \left( e^{-\int_0^t R^-[u_k, u_k]} - e^{-\int_0^t R^-[u_{k-1}, u_{k-1}]} \right) + \int_0^t \left( e^{-\int_s^t R^-[u_k, u_k]} - e^{-\int_s^t R^-[u_{k-1}, u_{k-1}]} \right) Q^-[\ell_k, \ell_k; \ell_k] d\tau \]
\[ + \int_0^t e^{-\int_s^t R^-[u_{k-1}, u_{k-1}]} \left( Q^-[\ell_{k-1}, \ell_{k-1}; \ell_{k-1}] - Q^-[\ell_{k-1}, \ell_{k-1}; \ell_{k-1}] \right) d\tau. \] (4.62)

Due to the monotonicity of \( R \) and \( Q^[-] \), we know all the three terms on the RHS are nonnegative. Hence, we know \( \ell^#_{k+1} \geq \ell^#_k \). Similarly, we have \( u^#_{k+1} \leq u^#_k \). By induction, we know the desired inequality holds. \( \Box \)

**Theorem 4.9.** There exists a constant \( R_0 \) such that if \( \|F_0\| \) and \( \beta^{-2}(R_0 + R_0^2) \) are sufficiently small with \( F_0 \geq 0 \), then the equation 4.10 for bosons has a unique mild solution \( F \in S_{R_0} \) with \( F \geq 0 \).
Proof. Let \( k \to \infty \) in the iteration, since we know \( \ell_k \) and \( u_k \) are pointwise monotone with proper upper and lower bounds, dominated convergence theorem implies \( \ell_k \to \ell \) and \( u_k \to u \) satisfying

\[
\ell^# - F_0 + \int_0^t \ell^# R^# [u, u] = \int_0^t Q^\text{gain}_{\ell, \ell} [u, u], \tag{4.63}
\]
\[
u^# - F_0 + \int_0^t u^# R^# [\ell, \ell] = \int_0^t Q^\text{gain}_{u, u} [u, u]. \tag{4.64}
\]

Taking the difference, we have

\[
u^# - \ell^# = \left( \int_0^t \ell^# R^# [u, u] - \int_0^t u^# R^# [\ell, \ell] \right) + \left( \int_0^t Q^\text{gain}_{u, u} [u, u] - \int_0^t Q^\text{gain}_{\ell, \ell} [\ell, \ell] \right). \tag{4.65}
\]

Hence, we have

\[
\| u^# - \ell^# \| \leq \beta^{-2} \left( R_0^2 + R_0^3 \right) \| u^# - \ell^# \|, \tag{4.66}
\]

which implies \( u^# = \ell^# \). They both converge to the solution \( F \) to the equation (4.11). Based on our construction, we know \( F \) is nonnegative. \( \square \)

### 4.4 Positivity of \( F \) for Fermions \( \theta = -1 \)

Recall

\[
Q^\text{gain}[F, G; H] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) F(u') G(v') \left( 1 + \theta H(u) + \theta H(v) \right) d\omega du, \tag{4.67}
\]

and

\[
Q^\text{loss}[F, G; H](v) = F(v) \cdot R[G, H](v), \tag{4.68}
\]

where

\[
R[G, H] = \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} q(\omega, |v - u|) G(u) \left( 1 + \theta H(u') + \theta H(v') \right) d\omega du. \tag{4.69}
\]

Since \( \theta = -1 \), we have to define the iterative sequence in a different fashion

\[
\partial_t \ell^#_{k+1} + \ell^#_{k+1} R^# [u_k, \ell_k] = Q^\text{gain}_{\ell_k, \ell_k} [u_k], \tag{4.70}
\]
\[
\partial_t u^#_{k+1} + u^#_{k+1} R^# [\ell_k, u_k] = Q^\text{gain}_{u_k, u_k} [\ell_k], \tag{4.71}
\]

with initial data \( \ell_{k+1} = F_0 \) and \( u_{k+1} = F_0 \).

We would like to select some special starting point \( (\ell_0, u_0) \) and study the convergence property of \( (\ell^#, u^#) \).

**Lemma 4.10.** If \( \| F_0 \| \) and \( \beta^{-2} (R_0 + R_0^2) \) are sufficiently small, then there exists \( \ell_0, u_0 \in S_T \) such that the Beginning Condition (BC)

\[
0 \leq \ell_0 \leq \ell_1 \leq u_1 \leq u_0 \tag{4.72}
\]

holds for \( t \in [0, T] \).

**Proof.** We take \( \ell_0 = 0 \), which implies \( R^# [\ell_0, \ell_0] = 0 \) and \( Q^\text{gain}_{\ell_0, \ell_0} [\ell_0] = 0 \). Hence, we have

\[
\partial_t \ell^#_0 = \ell^#_0 R^# [u_0, 0], \tag{4.73}
\]
\[
\partial_t u^#_0 = Q^\text{gain}_{u_0, u_0} [0]. \tag{4.74}
\]

Due to the positivity of \( R^# [u_0, 0] \) and \( Q^\text{gain}_{u_0, u_0} [0] \), this naturally implies

\[
0 \leq \ell^#_0 = F_0 \leq u^#_0. \tag{4.75}
\]

The rest of the proof follows from that of Lemma 4.7. \( \square \)
Lemma 4.11. If \( \ell_0, u_0 \in S_T \) such that the Beginning Condition (BC)
\[
0 \leq \ell_0 \leq \ell_1 \leq u_1 \leq u_0
\]
for \( t \in [0, T] \), then the iterative sequence \((\ell_k, u_k)\) are always well-defined for \( t \in [0, T] \) and satisfies
\[
\ell_k \leq \ell_{k+1} \leq u_{k+1} \leq u_k.
\]
(4.77)

Proof. This follows naturally from that of Lemma 4.8 based on the monotonicity of \( R \) and \( Q_{\text{gain}} \).

Theorem 4.12. There exists a constant \( R_0 \) such that if \( \| F_0 \| \) and \( \beta^{-2}(R_0 + R_0^2) \) are sufficiently small with \( F_0 \geq 0 \), then the equation (4.10) for fermions has a unique mild solution \( F \in S_{R_0} \) with \( F \geq 0 \).

Proof. This follows from that of Theorem 4.9.

Remark 4.13. Since we consider the near vacuum case, \( F \leq 1 \) is naturally true when \( R \) is small.
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