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Abstract—The research in the sixth generation of wireless networks needs to tackle new challenges in order to meet the requirements of emerging applications in terms of high data rate, low latency, high reliability, and massive connectivity. To this end, the entire communication chain needs to be optimized, including the channel and the surrounding environment, as it is no longer sufficient to control the transmitter and/or the receiver only. Investigating large intelligent surfaces, ultra-massive multiple-input-multiple-output, and smart constructive environments will ultimately contribute to this direction. In addition, to allow the exchange of high dimensional sensing data between connected intelligent devices, semantic and goal-oriented communications need to be considered for a more efficient and context-aware information encoding. In particular, for multi-agent systems, where agents are collaborating together to achieve a complex task, emergent communication, instead of hard-coded communication, can be learned for more efficient task execution and communication resources use. Moreover, new physical phenomena, such as the thermodynamics of communication and the interaction between information theory and electromagnetism should be exploited to better understand the physical limitations of different technologies, e.g., holographic communications. Another new communication paradigm is to consider the end-to-end communication system optimization instead of block-by-block optimization, which requires exploiting machine learning theory, non-linear signal processing theory, and non-coherent communications theory. Within this context, we identify and investigate twelve scientific challenges for rebuilding the theoretical foundation of communications. Furthermore, we present an overview of each of the challenges, along with their respective research opportunities and associated challenges.

I. INTRODUCTION

While the deployment of 5G networks is still ongoing globally, the research has started to shape the speculated vision of 6G, by exploring new emerging applications and services, defining new requirements, and identifying disruptive enabling technologies. According to the conducted research and the current deployment [1], three main paradigms have been identified as the pillars of 5G networks, namely, (i) enhanced mobile broadband (eMBB), which includes services that require fast connections and high data rates, such as video streaming applications and mobile augmented reality. In this regard, 5G networks are anticipated to guarantee a peak data rate of 20 Gbps in the downlink and 10 Gbps in the uplink. Moreover, in mobility scenarios, users experience an average data rate of 100 Mbps in the downlink and 50 Mbps in the uplink; (ii) ultra-reliable low latency communications (URLLC), which targets 1 ms latency and supports mission-critical applications, such as autonomous driving and remote robotic surgery; (iii) massive machine type communications (mMTC), which envisions the deployment of 1 Million devices per km², and requires low-cost, low-power and long-range devices.

In order to meet the 5G key performance indicators (KPIs) for the different cited use cases, several technologies have been developed, which include massive multiple-input, multiple-output (MIMO), mmWave frequencies, network functions virtualization (NFV) which relies on replacing network hardware with virtual machines, mobile edge computing (MEC) to process in real-time large amounts of data produced by edge devices, device-to-device (D2D) communications, and software-defined networking (SDN). Today, 5.5G is already on the road, and new use cases have been introduced that combine features of the original 5G use cases; (i) uplink centric broadband communication (UCBC) which refers to massive things with broadband abilities such as HD video uploading and machine vision; (ii) real-time broadband communication (RTBC) which combines broadband features with high reliability such as extended reality applications and holograms; (iii) integrated sensing and communications (ISAC) which...
integrates both communications and sensing capabilities in applications like positioning, spectroscopy, and imaging.

Owing to this, it is difficult to predict exactly what 6G will be, but the research community seems to agree that 6G will be the seed for enabling extremely immersive experiences, haptics, industry 4.0 with connected intelligence, 3D full coverage of the earth, and native artificial intelligence (AI)-empowered wireless communication. Furthermore, fog computing enjoys several advantages that can be leveraged to complement edge and cloud computing in 6G. First, for scenarios where edge devices lack the needed storage and computing capabilities, fog devices can play an important role in bringing additional storage in close proximity to edge devices, compared to cloud storage. By doing so, communication overhead, security, and privacy can be maintained at a desirable level. Furthermore, fog computing paves the way for enabling distributed systems, by overcoming the limitations experienced at centralized, cloud-based systems. This includes increased latency, resource drainage, and compromised privacy [2]. As analyzed in [1], such applications necessitate the development of novel schemes to achieve peak data rates of 1 Tbps, reliability of 99.99999%, the position accuracy of 50cm outdoor and 1 cm indoor, device density of 10 million/km², 20 years of sensing battery life, air-interface latency of 0.1 ms and network coverage of 167 dB. Such stringent KPIs impose further challenges on future wireless networks, where traditional schemes will fail to meet the needed performance. This requires a radical departure from conventional communication paradigms to more innovative methods and motivates the research community to approach the enhancement of wireless networks from different perspectives by revisiting the fundamentals of communication theory.

A. Surveys on 6G in the Literature

There are several papers available in the literature on visions, requirements, and use cases of 6G. In [3], the authors present a comprehensive discussion on the state-of-the-art of 6G networks. Furthermore, they investigated the key drivers that motivated the need for beyond 5G by identifying the emerging use cases and scenarios, including ubiquitous mobile broadband, ultra-reliable low-latency broadband communication, and massive ultra-reliable low-latency communication. In addition to the key requirements, they discussed in detail enabling technologies, focusing on new air interfaces, new
spectrum, and new network architectures. On the other hand, the survey in [4] studies the future 6G networks from enabling technology perspective, including massive MIMO, holographic radio communication, intelligent surfaces, multi-access and modulation schemes, and backscatter communication, to name a few. The paper [5] presents the 6G vision of the European 6G Flagship project Hexa-X, from a joint industry and academic perspective. The authors in [5] further discussed the standardization activities taking place over physical, network, and link layers. The work in [6] focuses on the Internet of Things (IoT) and AI technologies for 6G networks. In specific, the authors discussed the evolution of mobile edge computing into AI at the edge. They also shed light on distributed and federated intelligence between 5G and 6G. The survey in [7] presents a top-down approach to 6G starting from the motivations and societal changes that drive the need for 6G, to the 6G applications and their technical requirements. In specific, they thoroughly studied various use cases for different paradigms, including, network and computing convergence, holographic communication, tactile Internet and haptics, and space-terrestrial integrated communication. Six challenges that include using subterahertz spectrum, semiconductor technologies, and transceiver designs for high data rate and low latency have been studied in [8], and some practical solutions to realize these challenges have been presented. The paper in [9] introduces use cases and perspectives that drive the vision of 6G. Also, in [10], the authors articulate the key characteristics of 6G networks, and provide a thorough discussion on the key differences between 6G and 5G in terms of reliability, throughput, energy, latency, etc. The authors further discuss the main 6G technologies that are identified as enablers for 6G, including terahertz communication, reconfigurable intelligent surfaces, and blockchain. For each technology, the authors elaborated on its key characteristics, applications, and limitations. Table II provides an overview of the most important surveys on 6G in the literature and their approach and focus on dealing with 6G vision.

Different than existing articles that tackle the 6G vision from applications, use cases and technologies perspectives, in this survey, we lay down the foundation for rethinking the communication theories, which have underpinned earlier wireless generations from 1G to 5G. In particular, we dig deeply into the critical scientific challenges that need to be addressed in order to characterize the fundamental limits of what 6G can achieve, and provides the roadmap to answering the essential question of what will 6G be?

B. Organization

In this article, we aim to dive deep into the fundamentals of wireless communications systems and identify the roots of the highlighted challenges anticipated to be experienced in future wireless generations. In particular, we cover the following scientific challenges needed to revisit the foundations of communication theory.

1) Electromagnetic information theory: In Section III, we discuss the limitations imposed by the laws of electromagnetism on the Shannon information capacity and the number of degrees of freedom. We further discuss several cutting-edge technologies that are envisioned to realize the full potential of 6G.

2) Non-linear signal processing: in Section IV, we explain the source of nonlinearities in communications, the limitations of the linear model, and the need of designing signal processing algorithms beyond the linear assumption. We also discuss possible approaches in modeling the non-linearities and designing non-linear transceivers, either based on non-linear signal processing tools such as non-linear Fourier transform or an end-to-end approach using machine learning algorithms. We discuss challenges and open questions for each approach.

| Reference | Topics covered |
|-----------|----------------|
| [3]       | - Key driving factors of 6G.  
|           | - Technical requirements of 6G and envisioned KPIs. 
|           | - Summary of specific and standardization activities. |
| [4]       | - Deep discussion on the key enabling technologies of 6G: massive MIMO, RIS, Holographic-type communications, etc. |
| [5]       | - 6G vision from an industrial point of view. 
|           | - Standardization and regulation initiatives on 6G. 
|           | - Detailed specification of identified 6G use-cases by academia and industry. 
|           | - Key 6G research challenges: network protocols, intelligence, trustworthiness, and sustainability. |
| [6]       | - ML for communication and communication for 6G. 
|           | - Mobile-edge computing to edge intelligence. 
|           | - Distributed and federated learning in 6G. |
| [7]       | - Societal and environmental impact on future wireless generations: Holographic Society, ubiquitous intelligence, time-sensitive applications. 
|           | - 6G use cases with the corresponding technical requirements. |
| [8]       | - Critical challenges of 6G networks with emphasis on the terahertz communication: 1) Subterahertz frequencies, 2) advancements in semiconductor technologies, 3) integrated transceiver design at high frequencies, 4) achieving Tbps rates, 5) submillisecond latency, and 6) backward compatibility. Rates |
| [9]       | - 6G trends. 
|           | - 6G use-cases and KPIs. 
|           | - 6G business model. 
|           | - Sustainability in 6G networks. 
|           | - Edge intelligence. |
| [10]      | - Key characteristics of 6G, and the main differences between 5G and 6G. 
|           | - Enabling technologies for 6G: Terahertz communication, reconfigurable intelligent surface, and blockchain. 
|           | - Applications, characteristics, and limitations of considered technologies. |
3) Multi-agent learning systems: in Section V, we overview the drawbacks of conventional centralized learning systems, and we point out the motivation behind the need for distributed/federated learning architecture. We explore the distributed AI theory, with emphasis on multi-agent systems, its advantages, and shortcomings of such a learning scheme on the individual node as well as the system-wide levels. We also overview the concept of emergent communications in multi-agent systems and discuss the main challenges of this emerging topic.

4) Super-resolution theory: in Section VI, we well-define the task of super-resolution in reconstructing the fine details of an observation from coarse-scale information. We review the classical methods of addressing this problem and show their limitations. We then focus on the frequency response of the multipath channel and provide the limitations of state-of-the-art solutions in estimating the different channel parameters, especially when ignoring the noise and non-linearity effects. We then explain some challenges and research opportunities such as considering realistic assumptions and fusing different measurements at different bands and from different sensors.

5) Thermodynamics of computation and communication: the thermodynamics of communication and computation theory may help the development of novel algorithms for energy-efficient 6G networks. In Section VII, besides investigating the energy required for information processing, we also describe how it is essential to understand the fundamental energy limits of information processing and how they are connected to the fundamental limits of communication performance. For example, what is the optimal trade-off between communication performance and network energy consumption?

6) Signals for time-varying systems theory: in Section VIII, we explain how signals should be designed in time-varying systems, in particular doubly selective wireless channels. We review the proposed waveforms in the literature within the general framework of spreading waveforms that spread the symbol energy in the domain of selectivity of the channel. We then explain the limitations and challenges of spreading waveforms in time-varying systems and provide future research directions.

7) Semantic communication theory: Section IX digs deeply into Shannon’s information theory, and rethinks the classical communication theory, in which the meaning and the semantic aspect of transmitted messages are ignored. We further identify the limitation of such classical definitions in the era of native-AI, where machines enjoy a considerable level of intelligence. Also, we thoroughly discuss the fundamentals of semantic communications and its role in future 6G networks, redefining the concept of information structure.

8) Signals for integrated sensing and communication: in Section X, we first explain the benefits of the integration of sensing and communications, and then we focus on waveform design challenges for different joint communications and radar scenarios, e.g., monostatic active radar, bistatic active and passive radar. Then we describe other challenges beyond the waveform design, such as performance indicators, channel modeling, and representation and sharing of sensing data.

9) Large-scale communication theory: in Section XI, we shed light on the challenges anticipated to be experienced in current and future wireless networks, which are attributed to the modeling and optimization of large-scale networks. We further explore the limitations of current computer simulation and artificial neural network-based approaches. Subsequently, we discuss three major tools that have manifested themselves as promising, generalized yet resilient methods for modeling, analyzing, and optimizing large-scale dynamic wireless networks. This includes random matrix theory, decentralized stochastic optimization, tensor algebra, and low-rank tensor decomposition.

10) Non-equilibrium information theory: information theory deals with fundamental limits of communication (or information processing in general), and it allows to development of strategies to achieve these limits. These fundamental limits may then be used to assess the performance of actual communication systems, and the strategies to construct frameworks for the system design. Hidden in the mathematical proofs is the assumption of infinite-length sequences, such that asymptotic techniques can be applied. Real-world applications, however, operate on finite lengths. In this finite-length regime, classic information-theoretic results still apply as ultimate limits but they are usually not achievable, and thus bounds may have little value. In recent years, finite-length information has been developed, aiming at fundamental information-theoretic limits (and strategies) subject to finite-length constraints. In Section XII, we review the main concepts related to Non-equilibrium Information Theory.

11) Combining queuing and information theory: in Section XIII, we shed light on the impact of information theory on networking. In particular, we review several topics related to communication networks with queuing and information-theoretic aspects, including multi-access protocols and effective bandwidth of bursty traffic. We also discuss how layering can be formulated based on different optimization techniques including the optimization decomposition for systematic network design.

12) Non-coherent communication theory: in Section XIV, We revisit the challenge of channel state information acquisition within the context of large-scale networks, and emphasize the shortcomings of coherent and blind-based approaches in achieving the needed reliability, latency, and spectral and energy efficiency requirements of such networks. Also, we will reveal the role of Grassmannian modulation and non-coherent tensor modulation as potential candidates for fulfilling the massive-scale network vision of 6G.

II. SYNERGY BETWEEN 6G SCIENTIFIC CHALLENGES

Figure 1 provides an overview of the synergy between the scientific challenges discussed in this paper, and 6G KPIs, applications, and enabling technologies.
It is envisioned that 6G will provide connectivity and computation to interconnect the three worlds, digital, physical, and human, under the term connected intelligence, where different types of sensors, actuators, and computation platforms are interconnected through a high-performance network, that can deliver ultra-high data rate, low-latency, high reliability, and connect all things. Moreover, the 6G system will natively integrate AI and machine learning (ML) techniques, that are exploited at different levels, for application processing, network optimization, and transmission techniques. In addition to the communication and computation services, 6G will integrate sensing as a service to exploit the interaction between radio waves and the environment. Accordingly, the 6G system vision allows the realization of a wide range of applications with stringent requirements that introduce new KPIs, which cannot be fulfilled with 5G systems and their updated releases. Achieving these KPIs demands new disruptive technologies, that come with technical challenges and limitations. In addition, research efforts are required to understand the limitations and develop solutions to overcome the challenges and push the performance to the limits. Although the concepts and related problems are well-known in many cases, achieving satisfactory solutions is challenging.

In order to understand the technical and scientific challenges, we provide a high-level overview of the interrelation between different elements involved in the 6G system development. First, starting from the vision of connected intelligence applications and native AI as a technology at the top level
and assuming that multiple smart entities are connected, the first question is how should these entities talk to each other in a smart and efficient way. This leads to the concept of semantic communication. Semantics and new languages can emerge from the interaction of multi-agents, that collect a massive amount of sensing data, exchange its representation with other agents, take actions, and receive feedback from the environment. Native AI and connected intelligence are developed on top of a large-scale distributed network that involves various communications technologies to interconnect end devices, and network infrastructure including access points, computation platforms, and switches, among others. Understanding the network model and optimizing the resources is the objective of large-scale communication theory, which is shown in the second level, and focuses on the network from an abstract level. The third level of the figure provides details related to the 6G wireless system. On the left side, several applications are listed and connected to the main relevant KPIs with a solid line arrow, whereas the dashed arrow indicates the relevance of the other KPIs. The 6G targeted values and ranges are indicated below the KPIs. Each KPI is connected to the most relevant technology, and for each technology, the foreseen scientific challenges are provided on the right side. The key technological challenges are noted below the technology components, and the main research topics of the scientific concepts are written below the scientific challenges. In particular:

- High data rate is required for extended reality (XR)/virtual reality (VR)/augmented reality (AR) and holographic communication applications. The proposed technology to achieve Tbps is sub-THz and ultra-wideband. At this frequency, the response of the RF hardware component is non-linear, and the large bandwidth complicates the transceiver design. Thus, non-linear signal processing approaches are required, with the main challenges in obtaining the hardware models and developing low-complexity algorithms.
- Extreme sensing performance, especially for localization, is important for applications of autonomous mobility with robots or vehicles, and to some extent is relevant to XR applications. In addition to sensing, communication is needed with extreme KPIs in URLLC and coverage. Therefore, ISAC arises as an enabling technology with the challenges of designing hardware and sharing the spectrum in an optimized way such that the radio frontend is able to perform both sensing and communication efficiently. On top of that, the scientific challenge is in the design of joint waveform and exploiting super-resolution to guarantee achieving the required sensing and communication KPIs. Note that ISAC technology is related to sub-THz, and the technologies of MIMO, reconfigurable intelligent surface (RIS), orbital angular momentum (OAM), as they can be exploited to steer the sensing. Moreover, super-resolution parameter estimation is a non-linear problem, and non-linear processing approaches need to be explored.
- Capacity and coverage are connected to applications with a massive number of entities, such as digital twins, which can be exploited for applications such as smart cities, smart factories, and smart transportation. These applications require wide coverage and need to tackle the obstacles in the environment, as well as provide high spectral density. Therefore, technologies such as massive MIMO, RIS, and OAM, are explored. The technical challenge is on deriving the correct channel model considering a large number of antennas. In addition, estimating the channel requires a huge overhead. Thus, we need to understand the limitation of such approaches using electromagnetic information theory, and exploration of the potential of noncoherent communication.
- High mobility is one of the applications that will be enabled by 6G to provide connectivity to flying objects such as unmanned aerial vehicles (UAVs) in 3D space, and high-speed trains. The main challenge is associated with extreme Doppler shift. Thus, the signal design for the time-variant channel needs to be considered, to provide solutions with trade-offs between complexity and robustness, in terms of other KPIs such as URLLC. Note that, non-coherent communication is relevant to reduce the pilot overhead for receiver channel estimation, as in such scenarios, the channel can be outdated in a short interval.

In the fourth level of the figure, all the above techniques need to consider energy consumption as an important KPI for 6G sustainability. As a result, it is essential to study optimization approaches and understand the theoretical limits of energy consumption considering the cost of communication, and computation (including the processing of sensing and communication) based on the thermodynamics of computation and communication. Such limits will provide a reference for evaluating the performance of existing technologies and indicate the potential for advancement in the technologies.

III. ELECTROMAGNETIC INFORMATION THEORY

Research on electromagnetic information theory is mainly related to the development of information theory principles and antenna engineering under limitations imposed by the laws of electromagnetism. It is noteworthy that this interplay between wave physics and information theory dates back decades ago [11]. In this section, we shed light on the interaction between information theory and electromagnetism, which has led to the emergence of a new field known as electromagnetic information theory (EIT).

In the following, we investigate the effect of electromagnetism laws on the channel capacity, which is defined as the
maximum mutual information and is given as

$$C = \max_{p(x)} \{ I(x, y) \},$$

where $x$ and $y$ are the transmit (Tx) and receive (Rx) sequences, respectively, and $p(x)$ is the distribution of $x$. The maximum is taken over all possible transmitted sequences subject to a power constraint $P_c = \langle x^2 \rangle \leq P_T$, where $P_T$ is the total power.

Considering the impact of electromagnetism laws, we define the spatial capacity $S$ as the maximum mutual information taken over both the Tx vector and the electromagnetic (EM) field distributions. Consequently, $S$ can be written as

$$S = \max_{p(x)} \{ I(x, y, G(E)) \}$$

Constraints : $P_c = \langle x^2 \rangle \leq P_T$

$$\nabla^2 E - \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} = 0, \quad E = E_0 \quad \forall \{r, t\} \in B,$$

where $E$ is the electric field, $c$ is the speed of light, $r$ is a position vector at time $t$, and $B$ is the boundary condition. $E_0$ denotes the amplitude of the electric field, $G$ represents the channel matrix, which is a function of the electric field, and the last constraint is due to boundary conditions. Additionally, the first constraint is a classical total power constraint and the second is due to the wave equation. An exact solution to $S$ is intractable since the constraints contain a partial differential equation with arbitrary boundary conditions. However, by redefining $S$ as the maximum of conventional channel capacity under constraints dictated by Maxwell's equations, (2) can be written as [12]

$$S = \max_{G(E)} \{ C(G(E)) \}, \text{ const. : } G(E) \in M \{ \text{Maxwell} \},$$

where the constraint $M \{ \text{Maxwell} \}$ is due to the wave equations, and (3) is maximized by varying $G(E)$, e.g., by changing antenna positions. Note that there is no known explicit form for the constraint $M$.

In Figure 2, a generalized wireless channel, $G(E)$, which consists of a transmit antenna array, a wireless link, and a receive antenna array, is depicted. In the underlying scenario, $G(E)$ is characterized by the convolution of the steering vectors and the multipath channel, and is written as

$$G(E) = \sum_n h_n a_{\theta_n} a_{\phi_n}^H,$$

where $n$ is the number of multipath components in the physical propagation channel and $H$ is the Hermitian transpose. The angle of arrival (AoA), $\theta_n$, and the angle of departure (AoD), $\phi_n$, are determined by the azimuth, $\theta_{\text{AoA}}$, $\theta_{\text{AoD}}$, and the elevation, $\phi_{\text{AoA}}, \phi_{\text{AoD}}$, angles. Furthermore, $a_{\theta_n}$ and $a_{\phi_n}$ represent the steering vectors of the transmit and receive arrays, respectively, and $h_n$ is the fading gain of the $n$th multipath that accounts for reflection, refraction, and diffusion.

The concept of the number of degrees of freedom (DoF) was introduced in [13] to represent the number of dimensions for effective communications dictated by the Maxwell equation. Several methodologies for determining the number of DoF were introduced earlier in the literature [14], [15]. It is noteworthy that, in wireless environments, the number of DoF of the electromagnetic field must be explored to better understand their physical limitations. Within this context, there have been a few sporadic results reported on DoF of wireless communications; see, e.g., [16], [17], [18]. In [19], the effect of the laws of electromagnetism on the MIMO channel capacity was investigated. It was demonstrated that, for a given aperture size, the limit on the MIMO channel capacity, dictated by Maxwell equations, is manifested in the form of minimum antenna spacing.

Recently, massive MIMO has emerged as a disruptive technology and has been adopted as an integral part of the...
fifth-generation standard. Its advantages in terms of spectral and energy efficiency are well-defined and understood. Nonetheless, as the demand for data traffic continues to increase exponentially, the natural questions are: “Is it feasible to approach the limits of infinite antennas?” and “What can we expect next?” [19]. The answer to these questions can be provided by EIT [20], [21].

More recently, new research directions have emerged, which aim to identify the fundamental physical limitations of wireless communications systems and to offer new disruptive technologies to meet the demand of 6G networks. In the following subsections, we will focus on three novel technologies, which are expected to increase the number of DoF of \( G(E) \), as shown in Figure 2, and discuss how the EIT’s mathematical tool can push further the limits of these technologies.

A. Reconfigurable Intelligent Surfaces

RISs is an emerging technology that is perceived as one of the key enabling technologies for 6G. This is largely due to their unique capability of manipulating electromagnetic waves, e.g., steering, backscattering, and absorption, in a controllable manner. RISs are able to effectively control the amplitude, phase, and frequency of RF signals, without the need for complex signal processing techniques [22].

An RIS comprises an array of passive reflective elements, which can alter the phases of the incident signals [22]. Specifically, by intelligently adjusting the phases of its reflective elements, the RIS can intelligently control the propagation environment to facilitate energy-efficient and reliable data transmissions. While recent investigations on RISs have mainly focused on the improvements of the signal-to-noise ratio (SNR) and beamforming, there have been limited results reported on theoretical capacity limits under particular constraints, e.g., feedback overhead, hardware resolution, etc. Within this context, EIT is expected to play a key role in demonstrating the impact of wave equations on the information-theoretic limits of RISs; see (3), (4).

B. Time Reversal

time reversal (TR) exploits rich multipath environments to create spatial-temporal focusing [23]. It has shown great potential in underwater wireless environments [24] and radar imaging [23]. It has been shown that the resolution of the spatial-temporal focusing largely depends on the number of multipath components. Thus, for extracting a high number of multipath components, a large bandwidth is required. Consequently, the integration of TR with ultrawideband (UWB) communications was proposed and further investigated with a focus on the error rate probability [25]. TR division multiple access was investigated in [26] in the context of multiuser scenarios.

In TR systems, the SNR is maximized, if the symbol duration is larger or comparable to the channel delay spread. However, if it is smaller, then TR will experience intersymbol interference (ISI), leading to degradation in the system’s performance. The problem becomes compounded in multiuser scenarios where inter-user interference is introduced [26]. To address these challenges, a signature waveform design was introduced in [27]. The basic idea behind waveform design is to leverage channel information to carefully choose the amplitude and phase of each tap of the signature waveform to maximize the signal-to-interference-noise ratio.

Finally, TR enjoys several attractive features, among which are the realization of virtual massive MIMO with a single antenna, realizing high energy efficiency and scalability [23]. In TR systems, EIT is envisioned to play a major role in determining the performance limits, particularly in terms of the number of DoF of \( G(E) \), which is given by (4).

C. Orbital Angular Momentum

EM waves contain angular momentum, which comprises spin angular momentum (SAM) and OAM. SAM for a radio wave corresponds to polarization, which has already been used in radar systems. OAM, on the other hand, has not yet received fully the deserved attention. OAM consists of a wavefront with helical phase and a field strength, which can be used for information transmission. Theoretically, and in a single beam, OAM has an infinite number of modes, each of which forms an orthogonal basis, thus, creating the basic building block for new multiple access methods for future wireless networks.

By leveraging (4), it is envisaged that EIT theory will provide the necessary tools for unleashing the full potential of OAM and help uncover new wave characteristics. Likewise, it is expected that the EIT’s mathematical tools will guide designers to efficiently design antennas for large intelligent surfaces and surface wave communication.

D. Summary

To reap the full potential of 6G, novel communication paradigms have emerged, including RIS, TR, OAM, surface wave communications, and ultra-massive MIMO. Nonetheless, current information-theoretic tools are insufficient to fully characterize the performance limits of these technologies. This is because current network design and performance analysis approaches consider scalar-quantity, far-field, planar-wavefront, and physically inconsistent assumptions, which may lead to discrepancies between system design and real propagation environments. To address this issue, it is envisaged that EIT will play a key role in properly characterizing the fundamental limits of these technologies and potentially building better physically consistent communication system models.

IV. Non-Linear Signal Processing Theory

Conventional signal processing for communications assumes linear system model \( y = Hx + v \) with additive Gaussian noise in the development of signal processing algorithms such as channel estimation, equalization, and detection. Although a practical transceiver involves several non-linearities, the linear approximation still provides satisfactory results, where \( v = z + \eta \), consists of signal-dependent interference term \( \eta \) and independent noise \( z \) [28]. In current 5G systems, with sufficient analog-to-digital (ADC) resolution, sub-6 frequencies, and bandwidth up to 100 MHz, such linearization and Gaussian noise assumptions
are sufficient to achieve satisfactory performance. However, for 6G considering mmWave and THz frequencies, with ultra-wideband $> 1$ GHz, the non-linearity resulting from the radio frequency (RF) hardware including, power amplifier (PA), low noise amplifier (LNA), antenna coupling, as well as the limited resolution of ADC, becomes significant. Accordingly, the linearization error $\eta$ becomes dominant. For instance, under an impulsive noise environment: linear synchronization, detection, and equalization fail [29]. Hence, there is a need for developing new approaches in designing signal processing algorithms beyond the linear assumption. This section provides an overview of non-linear systems, focusing in particular on the transceiver design. We show using a simple example the impact of wrong modeling on performance, where the theoretical evaluation based on linear assumptions can be misleading. Then, we introduce several techniques for non-linear signal processing and conclude the section with an overview of the relevant research challenges.

A. Non-Linear Systems Overview

Non-linear systems do not have a canonical representation, like impulse response for linear systems. There have been some efforts to characterize non-linear systems, such as Volterra and Wiener series using polynomial integrals as the use of those methods naturally extends the signal into multidimensions [30]. Typically, the behavior of a non-linear system can be described by a non-linear system of equations. The equations to be solved cannot be written as a linear combination of the unknown variables or functions that appear in them. Moreover, systems can be defined as non-linear, regardless of whether known linear functions appear in the equations. For example, a differential equation can be linear in terms of an unknown function and its derivatives, even though the functions are non-linear in terms of other variables. Another example is the direction of arrival (DoA) estimation problem, which is linear in terms of steering vectors and non-linear in terms of the DoAs.

As non-linear dynamical equations are difficult to solve, non-linear systems are commonly approximated by linear equations. This works well up to some accuracy and some range for the input values, but some interesting phenomena such as solitons, chaos, and singularities are hidden by the linearization. For example, chaos may resemble random behaviour but it is actually not random, and thus, the linearization may affect the accuracy [31]. There are several sources of non-linearities, e.g., the system response is a non-linear function, the system does not fulfill the linear transform properties, or the involved random processes are not linear with sources of non-Gaussian noise such as impulsive noise or cross talk. Non-linear signal processing can then lead to improved performance.

B. Non-Linearities in Communications Systems

A standard transceiver consists of a linear encoder in the Galois field, followed by digital mapping to a complex constellation set, e.g., M-QAM. This mapping is in fact a non-linear transform. Thereafter, the data symbols linearly modulate pulses to generate digital linear baseband waveforms, such as single carrier (SC) and orthogonal frequency division multiplexing (OFDM), which is the dominant waveform in 4G and 5G systems [32]. Then, another non-linear transform follows, which is the digital-to-analog (DAC) with finite quantization. This conversion results in a quantization noise, that is typically uniformly distributed. The analog baseband signal is upconverted to high frequency with a non-linear mixer. However, in an ideal design, the receiver mixer, which downconverts the signal back to the baseband, retrieves the linear relation between the transmitted and received analog baseband.

The communication channel is modeled as a linear system, ignoring non-linearities. In fact, the channel can be non-linear as a sum of reflections from irregular surfaces or because of non-Gaussian interference in multi user scenarios. Moreover, surrounding rotating electric machinery generates impulses and atmospheric noise. Additionally, the receiver LNA may also impose non-linearity to the passband signal. The ADC with finite resolution introduces another quantization noise, in addition to non-linear clipping when non-ideal automatic gain control (AGC) is considered. Finally, IQ imbalance is also another source of nonlinearity, which manifests due to the imperfect orthogonality between the inphase and quadrature components at the local oscillator [33]. Note that a 90° phase shift is very hard to achieve in analog domain. Besides the IQ phase imbalance, there will also be gain mismatches due to the analog low pass filters at the inphase and quadrature, which are also difficult to match in the analog domain. In general, for wideband scenarios and even for 802.11ax where bandwidths exceed 100MHz, the IQ imbalance starts to depend on frequency, in which case nonlinearity would enforce itself as a natural phenomenon [34].

In general, as illustrated in Figure 3, the transceiver can be modeled by a transmitter block that consumes bits and generates samples, an effective channel that summarizes the hardware and communication channel response, and a receiver block that extracts the information bits from the received sequence. Considering all the non-linear effects, the relation between the digital transmitted and received sequences...
\( x, y \in \mathbb{C}^{N \times 1} \) at the digital processing interface is defined by a non-linear transform \( F_h : \mathbb{C}^N \rightarrow \mathbb{C}^N \) such that
\[
y = F_h(x) + z,
\]
where \( z \) is additive noise. In linear systems, \( F_h \) is a linear transform, defined by a channel matrix \( H \in \mathbb{C}^{N \times N} \), with
\[
y = Hx + v,
\]
and \( v = z \) is additive white Gaussian noise (AWGN). Such assumption is considered in linearization using the generalization of Bussgang decomposition [35], given by \( F_h(x) = Hx + \eta \), where \( H \) is obtained by linear minimum mean square error (LMMSE) estimation and \( \eta \) is a random error vector independent of \( x \). In the case of Gaussian vector \( x, \eta \) is also Gaussian. Therefore, if the additive noise \( z \) is also Gaussian, then we obtain the typical linear of (6), with \( v = z + \eta \).

The linear channel matrix \( H \) is statistically modeled based on measurements to constrain its structure to facilitate practical channel estimation. For example, in a multipath channel and by employing a cyclic prefix (CP), it becomes a circular matrix with a few unknown parameters. In fact, the performance is limited by the covariance of \( v \), which depends on the additive noise \( z \), and the linearization error \( \eta \).

### C. MLD Problem in Non-Gaussian Noise

When considering a Gaussian noise, the maximum likelihood detection (MLD) solution is a well-defined problem given by the minimum distance
\[
\hat{x} = \arg \min_{\hat{x} \in \mathcal{X}} \|y - H\hat{x}\|^2 \tag{7}
\]
where \( \mathcal{X} \) is the set of possible vectors corresponding to the input data vector \( b \). When the noise is arbitrarily distributed, such as impulsive noise, using the solution (7) does not lead to the best detection performance, and the exact MLD is hard to be solved [29]. Additionally, the solution under non-Gaussian noise leads to non-optimal solutions. For example, assume the simple additive noise channel, \( y = d + v \), where \( d \in \{1, -1\} \) is a BPSK data symbol. The MLD solution for Gaussian noise is given by the solution of \( \min_{d \in \{1, -1\}} |y - d| \), but using the same solution for other types of noise with the same power leads to a non-optimal performance, as shown in Figure 4. Similarly, linear minimum mean square error (MMSE) (LMMSE) estimation and prediction considering second-order statistics are commonly used. However, using exact distributions other than Gaussian deviates from the exact non-linear MMSE. Note that criterion (7) is dedicated to hard-input-hard-output decoding, in which an example is where forward error correcting codes are not utilized. Another version of (7) is to integrate soft-input-soft-output scheme through the maximum aposteriori principle, i.e., in cases where low-density parity-check code (LDPC)/binary convolutional code (BCC) codes are utilized. This is where log-likelihood distance metrics are computed to generate soft-bit outputs, rather than taking a mere hard decision. It is also anticipated that for soft-input-soft-output, the nature of the noise would also perturb the optimality of the decision that has to be taken.

### D. Non-Linear Signal Processing Approaches

One possible approach relies on the modeling of the non-linearities for systematic design and rigorous analysis based on mathematical models. The scope of non-linear signal processing includes analysis of signals, non-linear filtering, and modeling of the system to find the best approach. At the receiver, given an observation waveform, one goal is to extract information that is embedded within the signal such as modulated data and environmental parameters. The main challenge is to provide accurate models, which require extensive measurements and considering the dependency between many parameters. Another challenge arises from the lack of a unified and universal set of tools for analysis and design, in addition to the computational complexity.

As an example of non-linear transceiver design, we present an example related to fiber optical communication. The propagation is governed by stochastic nonlinear Schrödinger equation (NLSE), where solving for different noise realization is impractical. As a processing technique, nonlinear Fourier transform (NFT) is proposed, where it decomposes a wave into non-linear degrees of freedom, and encodes information on the non-linear spectrum [36]. A periodic NFT version (PNFT) for finite length signal, can be used as an alternative to linear Fourier transform (FT). However, the mathematical complexity of the inverse of periodic PNFT is high. To overcome that, designing solutions based on algebra-geometric approaches with non-linear frequency amplitude modulation is proposed in [37].

Another possible approach for transceiver design follows data-driven modeling using machine learning, which relies on end-to-end (E2E) training of neural networks at the transmitter and receiver blocks as depicted in Figure 3. In these techniques, the combined effect of hardware response and communication channel can be learned and handled by the trained models [38]. One main challenge of this approach is that the performance of the learned models highly depends on the specifications of the used hardware and channel conditions, and it may fail to work when the channel changes. The generalization issue of deep learning techniques is still an
open problem. Moreover, since deep learning lacks theoretical foundations, there are in general no performance guarantees or bounds of the developed algorithms.

E. Summary

In order to satisfy the extreme data rate requirement of certain 6G applications in the range of 100 Gbps-1 Tbps, exploiting ultra-wideband at the sub-THz band is one potential enabling technology, which is associated with technical challenges in the transceiver design. This arises from the non-linear behavior of the RF components, and other impairments caused by the hardware design constraints. Relying on conventional linearization approaches and assuming Gaussian noise in the signal processing results in poor performance. Thus, considering non-linear signal processing methods is essential, which requires addressing several challenges concerning proper modeling of the transceiver components, developing low-complexity algorithms, in addition to the need for tools to evaluate the information theoretical limits as an alternative to the conventional AWGN model.

V. Multi-Agent Learning Systems

The uniqueness of 6G networks, compared to previous wireless network generations, lies in the realization of ubiquitous intelligence, in which native AI will be the key to orchestrating wireless networks from the core to the edge, and to the cloud. Although ML algorithms are anticipated to be an indispensable tool in future 6G networks, which operate on the data collected from all network segments in order to enable smart resource management, access control, and smart decision-making, the speculative vision of 6G networks goes beyond leveraging ML to replace particular modules in the network. Rather, it is envisioned that each network node will enjoy a level of intelligence that enables it to continuously learn from the environment, and therefore, adapt to the network changes, and realize self-optimization. The inherent heterogeneous characteristics/requirements of different nodes in heterogeneous dynamic environments pose extreme challenges to the implementation of ML algorithms, owing to the resulting heterogeneous data. Additionally, in conventional ML algorithms, raw data generated and stored at local devices should be sent to centralized servers for processing, training, and aggregation, yielding compromised users’ privacy and security, and increased network overhead. Furthermore, centralized ML suffers from long propagation delay, rendering it unsuitable for real-time applications. Motivated by the increasing demand for secure AI tools, and the enhanced on-board computing and storage capabilities of wireless devices, the research has started to shift from centralized to distributed learning approaches. In this respect, distributed ML (DML), including federated learning, has been recently identified as an enabling technology that is capable of training wireless networks without leaking private information or consuming network resources [39]. In particular, DML allows a set of local devices to locally and collaboratively participate in the training process of a global model without having to upload their raw local data to centralized servers. Among others, multi-agent systems have stood out as a promising subfield of distributed AI, allowing the realization of intelligent, systematic, and self-coordinating networks.

On the other hand, current and past wireless networks have relied primarily on feedback-based communications, where several mechanisms, e.g., frequency division duplex (FDD) and time division duplexing (TDD), are adopted for pilot transmission and CSI feedback. With the advent of massive MIMO systems and large-scale connectivity, such mechanisms fail to meet the throughput requirement imposed by the available resources in wireless networks. In this regard, multi-agent systems constitute a promising solution for the feedback problem, and for alleviating the pilot transmission overhead, by allowing multiple agents to interact with the environment and reach a consensus in performing a particular task (e.g., resource allocation, trajectory design, etc) without consuming the spectrum resources for feedback.

As its name indicates, multi-agent learning systems comprise a group of autonomous computing entities (agents) that leverage ML algorithms and the flexibility feature offered to them by the network, in order to learn, solve complex tasks in a collaborative manner, and autonomously perform smart decision-making process. The key principle of multi-agent systems relies on the orchestration of multiple network agents and facilitating their interaction with each other and with the surrounding environment, with the aim to enable them to develop new knowledge pertaining to related contexts and actions, and hence, to efficiently solve their allocated subtasks [40]. In this sense, the required processing and energy resources can be significantly scaled down. From a different perspective, when an agent faces a failure due to a power outage, compromised communication, etc, the sub-task allocated to this agent can be easily re-allocated to another available agent, overcoming the single point of failure experienced in single-agent systems. As demonstrated in Fig. 5, each agent in the network is considered as an active goal-oriented node, and hence, for agent \( n \), at each observation period, it observes part of the environment to investigate its state, and accordingly, execute a corresponding action. In the case of collaborative agents, where agents are generally performing a single task, the agents may need to observe the whole environment, in addition to observing what other agents are doing, in order to
perform the needed action for the allocated sub-task. In this scenario, an agent manager is required for orchestrating the actions taken by different agents, in order to obtain the global action of a particular task.

A. Challenges

Although the merit of multi-agent learning systems is harnessed through the massive, ubiquitous deployment of agents throughout the network, large-scale network architecture imposes several challenges, pertaining to agents formation and the dynamic nature of wireless networks. For the former, it is deemed that the organization of agents in the network needs to be maintained for a particular period of time, in order to ensure the successful delivery of the tasks. A fixed agent formation is considered a highly challenging problem, owing to three main factors, namely, the selection of optimum agent formation to perform a particular task, organizing the agents based on the optimum formation, and maintaining this structure. While the full potential of multi-agent learning systems depends on such a fixed formation, it is a difficult step to achieve, due to the highly dynamic nature of wireless networks when implemented on a large scale. Furthermore, fixing the agents formation renders such systems unscaleable, and hence, limiting the advantages of multi-agent systems. From a similar perspective, such a dynamic behavior exacerbates the difficulty of the learning process at the agents, which will necessitate frequent environment sensing, re-connection with new neighboring agents, and a re-training process. This yields an increased processing and communication overhead, and hence, significantly drains the agents’ onboard resources.

B. Emergent Communications in Multi-Agent Learning Systems

Wireless communication is a key enabler for information sharing between machine learning agents working together to complete a complex task. However, transmitting raw data between sensors and agents running in a centralized data center will unlikely be sustainable on large scale, given the growth of the massive deployment of devices with connectivity and AI abilities in our environment. To address these future needs, investigations are ongoing on pushing the performance boundaries of communication and exploring high frequencies. A complementary approach shall be investigated by efficiently sharing information between agents by learning to communicate in order to coordinate towards the execution of complex tasks. Communication is learned or emergent in the sense that at the beginning of a simulation, the messages the agents transmit do not have any semantics. Meaning and syntax emerge through interaction [41]. Therefore, communication messages are not hard-coded but learned. Agents are able to learn both policies and communication protocols to compensate for the partially observable environments in order to perform a complex task [42]. There are two main areas of research around this problem. One direction investigates decoding the emergent protocol in order to understand its generality and similarity to human language, while the second direction investigates employing powerful AI tools in order to learn an efficient communication protocol able to perform a collaborative complex task. Several challenges need to be solved; it is actually difficult to measure the degree of effectiveness of emergent communications and understand to what extent the received message impacts the agent’s action. New deep reinforcement learning algorithms that include a communication learning network need to be developed. Most of the previous work on this topic ignores the effect of noisy communications where messages can be lost or received with distortions due to the wireless channel. Constrained and unreliable communication should be considered within this framework. For each use case, several choices need to be made such as the size and the nature of the channel (i.e., discrete or continuous), how many rounds of communications should be considered before taking an action, how we perform the training and execution (i.e., centralized or distributed), how do we decide that there is a piece of relevant information to share, how do we define and represent the context of communication.

C. Summary

As demonstrated earlier, 6G networks are envisioned to be shaped to cater for novel applications, that require extremely high data rates, ultra-low latency, and high quality of service. One of the critically identified challenges is pertinent to the feedback theory, which represents a bottleneck in the realization of the 6G vision, due to the severely degraded spectral efficiency and increased delay. As a solution, multi-agent theory represents a prominent approach to improve the throughput in future wireless networks, and to eliminate the feedback overhead experienced in massive-scale systems, particularly with the undergoing spectrum crisis. However, efficient mechanisms to coordinate agents formation and stability in the network, while ensuring the needed adaptivity and scalability requirements are maintained, are yet to be explored, particularly in highly dynamic networks. Within this regard, emergent communication in multi-agent systems can potentially reduce agents’ communication costs, in addition to reducing the processing overhead at the multiple agents, which is a result of network dynamic, by allowing the agents to learn the messages instead of coding/decoding them, i.e., capture the semantics within the messages.

VI. SUPER-RESOLUTION THEORY

Several emerging 6G applications require communication and sensing, which can be enabled by ISAC technology for sharing the spectrum, hardware, and waveforms [43]. To achieve the extreme sensing requirements, e.g., for 1 cm positioning accuracy, without degrading the performance of communication, and at the same time optimizing the utilization of hardware and spectrum resources, super-resolution techniques need to be considered. Besides the conventional super-resolution approaches, heterogeneous 6G technologies will provide multiple sources of signals, that can be fused in the processing to enhance the sensing accuracy. However, there is a trade-off between performance accuracy and processing complexity, especially because of the non-linear nature of the problem. Therefore, research is needed to address this
Super-resolution theory deals with the problem of recovering the fine details of an object from coarse-scale information [44]. For example, an image with sparse spots appears blurred because of the hardware response of the imaging system, as shown in Figure 6. This is because of the low-pass filter response. The task of super-resolution is to reconstruct the sparse image from the observed data. A similar problem arises when measuring sparse signals, such as multipath channels, using band-limited systems, as shown in Figure 7. Here, only the low-end spectrum is observed at the receiver, and to find information about the high-end spectrum, an extrapolation problem needs to be solved using super-resolution techniques for estimating the sparse signal components. This problem corresponds to a general sparse representation of a function $f(x)$ as a sum of basis functions $\phi_m(x)$, such that

$$f(x) = \sum_{m=0}^{M-1} a_m \phi_m(x).$$

(8)

Super-resolution algorithms aim at finding the parameters $a_m$ and $\phi_m(t)$ with the smallest number of components $M$ [45].

In many practical signals, the basis functions are exponential and characterized by a variable $b_m$, where $\phi_m(x) = b_m^t$. And therefore, from $K$ equally-spaced discrete observations $f(x_k)$, where $x_k = k\Delta x$, the goal is to find the parameters $\{a_m\}, \{b_m\}$ in addition to the number $M$, by solving the set of equations

$$f(x_k) = \sum_{m=0}^{M-1} a_m (b_m^{\Delta x})^k.$$  

(9)

This is a classical problem that has been addressed in different approaches relying on structuring the measurement data. The first solution from 1795 known as Prony’s method is based on restructuring the data in a matrix. The solution is performed in two steps; the first involves solving a linear system of equations, and in the second, the zeros of a polynomial are computed. However, Prony’s method suffers from numerical instability under measurement perturbation and high computational complexity. Newer techniques have been proposed to tackle the stability such as approximate Prony methods [46], and to allow one-step low-complexity alternative computation such as the matrix pencil method [47], which employs eigenvalue decomposition.

B. Super-Resolution Techniques in Wireless Systems

A common example is the frequency response of a multipath channel, which is estimated at discrete frequencies such that

$$\tilde{h}[k] = \sum_{l=0}^{L-1} h_l e^{j2\pi k\Delta f \tau_l},$$

(10)

and it is required to estimate $\tau_l$ and $h_l$, e.g., for localization applications [48]. A similar problem arises in estimating DoA using a linear array. The measurements are obtained from antenna elements and the goal is to estimate the number and directions of multiple signal sources. This problem has been solved differently using signal subspace techniques such as MUSIC and ESPRIT [49] to tackle the impact of noise. However, these approaches require some knowledge of the number of parameters. There are methods like [50] that do parameter estimation (DoA/time of arrival (ToA)) without the knowledge of the number of sources and without resorting to compressed sensing type methods. Its limitation is that it relies on the geometry being used, i.e., only works for uniform linear arrays, even though there are some transformations between array geometries like [51]. To overcome this limitation, optimization techniques based on norm $L_1$ are proposed in [52]. Optimization techniques are also suitable for multidimensional cases, where the exponential functions are defined by multiple parameters. These are encountered in 2D problems such as estimating the delay-Doppler, azimuth
and elevation angles, or 3D problems for estimating delay-Doppler-angle in MIMO radar [53]. The sparse problem formulation follows atomic norm minimization,

$$\min_x \|x\|_\alpha \text{ subject to } y = Ax,$$

where, $y$ is the vector of observations, $A$ is the system matrix, and $x$ is the sparse vector under estimation. The atomic norm is used to measure the sparsity and can be replaced by $L_1$ norm. However, this formulation ignores the impact of the noise in the solution.

Based on that, the same sequence of measured data can be processed differently to provide various solutions with different capabilities. This raises the question about the best structuring of data, especially in high-dimensional parameter estimations. On the other hand, most of the sparse-based solutions use norm $L_1$, which achieves satisfactory results, especially in noise-free data. In practice, the noise characteristics should be considered in the algorithm design to maintain robust performance at different noise levels. It should be also noted that the noise correlation may change depending on the structuring of the data. Moreover, most of the techniques assume linear systems, and only consider the impact of low-pass filtering. Nevertheless, the non-linearity effects of the hardware need to be also studied. Even under the noise-free assumption, the available approaches show limited resolution and impose requirements on the measured signals, such as the relation between the bandwidth and time resolution, and the relation between array geometry and angular resolution.

Thus, one of the research challenges is to investigate the limits of estimation performance for given measurements in the presence of noise and nonlinearity. Another research direction is to study approaches for improving parameter estimation by fusing different measurements at different bands and from different sensors. Furthermore, for applications that rely on parameter estimation, such as localization, it is important to provide the estimation error distribution to evaluate the performance and derive the requirements for resolution and estimation accuracy. Finally, super-resolution approaches are, in general, non-linear problems, and deriving an optimal solution is a hard problem. Thus, investigating new techniques based on machine learning is a natural step.

C. Summary

Super-resolution techniques have the potential to infer information from ubiquitous radio signals in 6G, such as delay, Doppler, and angles, which can be used to achieve extreme performance metrics such as extreme positioning accuracy. High position precision is needed in several 6G scenarios such as robotics, industrial automation, healthcare, smart cities, as well as augmented and virtual reality applications. The complexity scales with the number of signal sources, which will be available from different technologies (e.g., mmWave, sub-THz) and distributed deployment of radio units (e.g., distributed MIMO and RIS). Moreover, considering non-ideal effects such as hardware impairments, and interference, the conventional approaches may not work properly. Therefore, research is required to develop new methods and investigate the theoretical limits to benchmark the performance and provide insights into the complexity-performance trade-off.

VII. THERMODYNAMICS OF COMPUTATION AND COMMUNICATION

In previous generations of mobile networks, the main source of energy consumption is the radio unit, and in particular, the energy consumed by the analog RF frontend and the transmit power. Moving towards 6G and with the increased demand for high data rate, the energy consumption of the baseband processing and digital signal processing (DSP) becomes more significant [54]. Moreover, the native integration of AI in 6G networks either to replace conventional network functions or as a service requires exploiting extra computation resources. Accordingly, 6G systems will act as a connect-compute platform to support varieties of distributed applications, especially, the AI-enabled use cases [5]. This section introduces a high-level view of the connect-compute platform with different types of wireless and wired communication and processing resources. Then, the joint design of communication and computation is discussed, showing an abstracted framework for the evaluation of latency and energy consumption. Moreover, we shed light on the theoretical limits of computation and communication from the perspective of quantum physics and thermodynamics.

A. Connect-Compute Platform

As depicted in Figure 8, a 6G system encompasses devices of different communication and computation capabilities, ranging from simple IoT sensors to mobile phones and network infrastructure equipment [55]. Available computation hardware includes on-the-shelf general purpose central processing units (CPUs), special graphics processing units (GPUs) for image and signal processing, tensor processing units (TPUs) for AI applications, in addition to field programmable gate arrays (FPGAs) and application-specific integrated circuit (ASIC) as hardware accelerators. On top of this infrastructure, different computation platforms provide services in form of functions, virtual machines, or even allow access to the physical hardware.
In an abstracted view, as illustrated in Figure 9, the connect-compute platform consists of input/output (I/O) terminals, processing unit (PU), and network unit (NU). An NU can be a wireless access point, gateway, router, or switch. The I/Os represent a device connected to an NU or directly to another I/O terminal. Some PU are available at the devices, and thus directly connected to an I/O terminal, or co-located with an NU, connected to other PU to form a computation platform, and other PU are deployed and connected on demands. Diverse applications can be developed using this platform, such as AI-based 6G applications, where data are collected from I/O terminals and forwarded via NUs to train models using the processing power of different PU.

B. Joint Communication and Computation Co-Design

In the context of distributed network applications, joint communication and computation co-design plays an important role in fulfilling application requirements such as data rate, E2E latency, security, and performance accuracy while minimizing energy consumption and reducing the cost [56]. Such co-design considers, on the first hand, the network infrastructure planning and deployment, and on the other hand, the optimization of runtime resource allocation depending on the running applications and the engaged devices. This implies the joint allocation of the communication and computation resources, e.g., to reduce the E2E latency [57], or reduce the energy consumption [58], unlike the conventional approaches, where the network resource allocation is decoupled from the computation resources. Namely, network resource allocation focuses on assigning and scheduling the bandwidth and power, at different network segments, whereas computation resource allocation is performed by the corresponding operating system. However, by joint design, the optimization problem considers the availability of both types of resources and aims to exploit them considering communication channel conditions and other hardware constraints.

1) Communication-Computation Runtime Abstracted Model: An application can be modeled by a MIMO function $f(\cdot)$ that maps an input data vector $d_i$ to an output vector $d_o$ such that $d_o = f(d_i)$. For example, in AI model training, $d_i$ represents the training data, $d_o$ the model parameters, and $f(\cdot)$ the training algorithm. The implementation of this function depends on the studied scenario. Consider a single link, as shown in Figure 10, where $d_i$ is generated by an input terminal, and the output terminal expects the output $d_o$. When the input and the output are collocated with the processing platform that executes $f(\cdot)$, the impact of communication cost can be neglected in comparison with the computation cost in terms of energy consumption and latency. In the other case, where the input and the output are remotely connected, communication needs to be involved. In fact, different possibilities can be examined; such as executing the function completely at the input terminal and communicating the results to the output terminal, or splitting the processing load over the input and output resources, as illustrated in Figure 10. Accordingly, the main function can be decomposition into two functions $f_p^{(i)}$ and $f_p^{(o)}$ at the input and output processing terminals, respectively such that

$$f(d_i) = f_p^{(i)}(f_p^{(o)}(d_i)) = (f_p^{(o)} \circ f_p^{(i)})(d_i).$$  (12)

This corresponds to an exact decomposition, but such a case might not be necessary, and therefore, $f_p^{(o)} \circ f_p^{(i)} = \hat{f}$. The communication complexity and cost depend on the transmission technology, the distance, and the required data rate. For instance, wired serial communication technologies, such as USB3, allow high data rates for short distances with relatively low cost and energy consumption for communication processing. To achieve a high data rate at longer distances, optical fibers are exploited at the cost of additional hardware resources for signal processing. Accordingly, the modulation produces a discrete signal from the reprocessed data $d_p^{(i)} = f_p^{(i)}(d_i)$, and this can be expressed by a function

$$x[n] = f_d^{(i)}(d_p^{(i)}).$$  (13)

To overcome the limitations of wired networks for mobility and to reduce the material cost of cables, wireless technologies provide alternative solutions. However, in addition to the DSP, analog frontend hardware is employed to convert the electrical signal to a medium signal such as electromagnetic waves, which requires more energy to provide sufficient power for conveying the signal at the target range. The signal at the output of the fronted function can be expressed as

$$s(t) = f_a^{(i)}(x[n]) = \left(f_a^{(i)} \circ f_d^{(i)}\right)(d_p^{(i)}).$$  (14)
After propagating through the channel, the received signal is given by
\[ r(t) = h(s(t)) = \left( h \circ f_a^{(i)} \circ f_d^{(i)} \right) \left( d_i^{(p)} \right). \] (15)
The receiver functions aim at inverting the transmitter functions to deliver the processed data \( d_i^{(p)} \) such that
\[ d_i^{(p)} = f_p^{(i)}(d_i) = f_a^{(i)}(r[n]) = \left( f_d^{(o)} \circ f_a^{(o)} \right)(r(t)). \] (16)
Achieving this requires reliable communication, where the requirements depend on the channel function. This impacts the design of the analog functions \( f_a^{(o)} \) and \( f_a^{(i)} \), which are implemented on analog circuits, and the DSP functions \( f_d^{(o)} \) and \( f_d^{(i)} \). The complexity and energy consumption of such a function depend on the data rate of \( d_i^{(p)} \). Thus, when the preprocessing compresses the input data, the communication requirements can be relaxed.

2) Digital Video Transmission Example: The concept can be clarified by the application of video transmission, where the input terminal is a camera and the output is a display. The camera sensors convert the optical scene to electrical signals, and these signals are sampled and quantized, which results in a raw data bit stream. At the display, the bit stream is converted to an analog signal to drive the display elements such as the emitting diodes in an organic light-emitting diode (OLED). When both the camera and display are of the same resolution and refresh rate, the corresponding function is identity \( I \), i.e.,
\[ d_o = I(d_i) = d_i. \]
The raw data rate \( R_d \) depends on the number of pixels per frame \( S \), the quantization resolution \( Q \), and the frame refresh rate \( F_r \). Considering three colors per pixel, then
\[ R_d = 3F_r S Q. \] (17)
For instance, in full HD video, \( S = 1920 \times 1080 \) pixels, \( F_r = 60 \) Hz, \( Q = 8 \), then \( R_d = 2.986 \times 10^9 \) bps. By using a video encoder such as H.264, where the preprocessing function \( f_p^{(i)} \) performs compression, the data rate of the compressed data \( d_i^{(p)} \) using a compression ratio 1/216 becomes only \( R_c = 13.815 \times 10^6 \). This compression is essential to reduce the video size for storage and to reduce the bandwidth requirements for transmission. The video decoder at the output terminal, which is represented by \( f_p^{(i)} \), aims at reconstructing the raw data, such that
\[ f_p^{(i)} \circ f_p^{(i)} = I. \] Nevertheless, typical video compression schemes are lossy and irreversible, which means that the original raw data cannot be perfectly reconstructed. However, the human perceived quality may not be degraded by a lower compression ratio, but rather by the techniques that require significant computing power to achieve high fidelity. Therefore, when the video transmission is over a link that supports the raw data rate with low-cost communication such as over HDMI and USB3 cables, compression should not be used. In the case of a wireless link, the decision is based on the available radio and computation resources.

C. E2E Latency and Energy Consumption

The E2E latency: as defined by 3GPP TS 22.261 is “the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination”. Based on that, it can be formally defined by the time difference between consuming the first bit of the input data \( d_i \) and producing the last bit of the output data \( d_o \). In the context of tactile Internet, [59], the E2E latency consists of air interface latency (modem at the user device and base station, and propagating delay), computing latency, and server latency. From an implementation perspective, [60], this latency can depend on the data acquisition, buffering, communication, and processing architecture. For instance, the process of sampling a signal is sequential and the delay of completing a frame acquisition is larger or equal to the frame duration. Reading the data frame from memory for processing induces a delay that is related to the speed of memory access. The communication latency is governed by the propagation delay, in addition to the delay induced by the analog and digital processing, as well as the retransmission delay when applied. The processing delay depends on the architecture, where the sequential execution like in CPU requires times proportional to the number of operations, whereas the parallel processing with combinatory logic used in hardware accelerators is impacted by the propagation delay of the circuits. Referring to Figure 10, the E2E latency of a single segment assuming reliable communication without retransmission is the sum of all delays between the input and output, this can be expressed as
\[ \tau_{E2E} = T \left( f_p^{(i)} \right) + T \left( f_p^{(o)} \right) + T \left( f_d^{(i)} \right) + T \left( f_d^{(o)} \right) + \tau_{ch} \] (18)
where \( \tau_{ch} \) represents the channel latency, including the propagation delay and the analog hardware latency. The other terms correspond to the latency of the computation and communication functions. In the application requirements, \( \tau_{E2E} \) needs to be smaller than a threshold, \( \tau_{ch} \) can be estimated from the deployment scenario. The other terms can be tuned according to the communication-computation co-design considering other constraints on the hardware processing architecture, which impacts energy efficiency.

The main source of energy consumption in wireless communications systems is the analog frontend, where sufficient transmit power is required according to the range needed for achieving reliable communications [61]. The PA efficiency is constrained by the electronics and depends on several factors such as the frequency, bandwidth, and the input signal envelope. This indirectly impacts the design of the waveform at the DSP functions. Accordingly, current works only consider the energy consumption of the analog functions in addition to the application computation in the co-design [58]. Nevertheless, the DSP needs also to be considered in the evaluation of energy consumption. Therefore, the total energy consumption can be defined as
\[ E_{E2E} = \mathcal{E} \left( f_p^{(i)} \right) + \mathcal{E} \left( f_p^{(o)} \right) + \mathcal{E} \left( f_d^{(i)} \right) + \mathcal{E} \left( f_d^{(o)} \right) + E_{ch}, \] (19)
where \( E_{ch} \) is the energy consumption at the frontend, which depends on the transmission parameters (bandwidth, range,
frequency, and antenna configuration), in addition to the data rate. This term can be estimated from the analog components models and the link budget required to achieve reliable communication. As discussed in this section, the data rate also impacts the energy consumption of the application computation and signal processing. Based on that, the energy optimization problem depends on the data rate, which is related to the compression ratio on one side, and on the other side, it determines the required resources.

1) Energy Consumption and Latency Optimization: Combining both latency and energy, the main optimization problem for an application can be formulated as

$$\min E_{E2E}, \text{ s.t. } \tau_{E2E} \leq \tau_{app},$$

where $\tau_{app}$ is a threshold defined by the application requirements. From this basic problem, various problems can be derived depending on other practical constraints related to the scenario, availability of resources, processing architecture, and hardware technical limitations. In pure computation scenario, where the application function $f$ is to be computed, the problem can be translated to find a computation architecture that achieves the latency requirements with minimum energy consumption. This can also be expanded with additional technical constraints on the memory size and speed, area of the chip, clock rate, etc. On the other corner, when the problem is pure communication, the aim is to minimize the energy per bit by designing the digital and analog functions constrained by the available technology.

Optimization problems for certain applications may not have feasible solutions using certain technologies. For instance, achieving low-latency software-based video coding using an old computer is not feasible, but it becomes affordable with new generations. High-speed communication was not available as it is today. This is indicated by Moore’s law as a human law on how technology develops and gains more capabilities over time. However, the question that arises is what are the physical limitations?

2) Physical Limits of Communication and Computing: The question can be reformulated as follows given no constraints on the technology, what are the physical limits of communication and computing? Answering these questions is the subject of the study of quantum physics and thermodynamics. In particular, to determine the physical limitations of the energy required to transmit a bit over a certain distance and what is the minimum delay for that, and what is the energy required to perform a certain operation in a given time. As discussed in [62], to perform an elementary logical operation in time $\Delta t$ the required energy is given by

$$E \geq \frac{\pi}{2} \hbar \Delta t,$$

where $\hbar = 1.0545 \times 10^{-34}$ joule/second. The physical limit of communication data rate, employing power $P$, and using a channel modeled as a region in space with cross-section $A$ is discussed in [63], and it is given by

$$R \leq \sqrt{\frac{AP}{T_p \hbar}},$$

where $l_p = 1.6 \times 10^{-35}$ m, and $P = \frac{E}{\tau}$, $\tau$ is the delay. By evaluating the number of operations required by an algorithm within a latency constraint, and the involved communication in terms of data rate and range, it is possible to estimate the physical limit of the energy requirements.

3) Computational Complexity: The computational complexity of an algorithm can be measured by the number of primitive arithmetic operations such as multiplications/divisions, summations, and subtractions. When considering digital computation, each preemptive operation is implemented by a number of universal logical operations that depend on the word length of the digital representation. For example, the basic logical functions AND, XOR are common in implementing arithmetic operations. Accordingly, the number of elementary bit operations can be estimated, and by giving a time constraint, from (21), the energy limit can be estimated. Such estimation can be used to determine the energy requirements of processing hungry applications, such as deep learning (DL) [64]. Such estimation provides a reference, which can be very optimistic in comparison to the current technologies. In addition, when employing distributed learning to speed up the training, there can be extra processing cost and communication that needs to be considered when designing the training algorithms.

D. Summary

In summary, 6G will bring new distributed applications with extensive computation enabled by extreme communication in terms of high data rate and low latency, and the integration of computation platform. To achieve a sustainable system, the implementation of new applications, which are mostly AI-based ones, should consider joint optimization of communication and computation. As a methodology that is independent of the technology, relying on the physical limits of communication and computation to evaluate the implementation will give an insight into the energy cost. However, in practice, different constraints should be considered. The main challenge in this context concerns finding solutions to varieties of optimization problems, that can be adapted to different constraints, rather than solving hundreds of individual problems. Thus, a joint communication and computation optimization framework is an interesting challenging topic for 6G research.

VIII. SIGNALS FOR TIME VARYING SYSTEMS THEORY

6G is expected to support mobility of terminals in a wide range of use cases including V2X communications, UAVs, wireless connectivity for high-speed trains among others. In such scenarios, the wireless channel becomes doubly selective, meaning that the channel is selective in both time and frequency domains. Estimating such channels or designing robust waveforms against the selectivity of the time-varying channel is an active research area that raises several research questions. In this section, we will first overview the channel properties in fast fading, then highlight the recent advances of robust signal waveform design against time-varying channels, and provide open research questions.
A. Doubly-Selective Channels

Due to multi-path propagation resulting from the signal traveling along different paths, and therefore received at slightly different times, the channel becomes frequency selective. Moreover, relative motion between the transmitter and receiver (or surrounding environment) causes random frequency modulation. Since each multi-path component has a different Doppler shift, the channel then experiences fast fading, and becomes doubly selective, i.e., varies in time and frequency. The doubly-selective wireless channel can be modeled as a linear time-variant (LTV) channel that can be represented by a two-dimensional impulse response

\[ h(\tau,t) = \sum_{l=0}^{L-1} \alpha_l(t) \delta(\tau - \tau_l(t)), \]  

(23)

where \( \alpha_l(t) \) and \( \tau_l(t) \) denote the channel propagation gain (known as attenuation) and delay of the \( l \)-th propagation path as functions of time, respectively. The channel frequency-time response, i.e., the time-variant transfer function is the Fourier transform of the impulse response with respect to the delay variable \( \tau \):

\[ \tilde{h}(f,t) = F_{\tau}\{ h(\tau,t) \} = \sum_{l=0}^{L-1} \alpha_l(t) e^{-j2\pi f \tau_l(t)}. \]  

(24)

Figure 11 shows the LTV impulse and frequency responses.

The reliability of communication in such time-varying systems highly depends on how robust is the employed communication waveform against the channel variations and how accurate are the channel estimation and tracking [65].

1) Channel Coherence Time: is defined as:

\[ T_c = \sqrt{\frac{9}{16\pi f_d}} = \frac{0.423}{f_d}, \]  

(25)

where \( f_d \) is the maximum Doppler shift. A slowly changing channel has a large coherence time with respect to the symbol duration, while a fast-varying channel has a small coherence time.

2) Coherence Bandwidth: is defined as the reciprocal of the multipath spread as follows:

\[ B_C = \frac{1}{\beta \tau_{\text{max}}}, \]  

(26)

where \( \beta \) is a variable factor related to the definition of the coherence bandwidth. If \( B_C \) is small with respect to the bandwidth of the transmitted signal, the channel is said to be frequency selective, in this case, the transmitted signal is distorted by the channel. On the other hand, if \( B_C \) is large in comparison with the bandwidth of the transmitted signal, then the channel is said to be frequency flat.

B. Spreading Waveforms

1) Equal Gain Criterion: In [66], [67], it has been demonstrated that, under the assumption of channel state information (CSI) only available at the receiver side, and when a perfect feedback equalizer [68], [69] is employed, an optimal waveform in terms of coded modulation capacity, needs to spread the data symbols over the domain of selectivity of the channel, such that all data symbols experience the same gain. This criterion has been referred to in the literature as the equal gain criterion. Hence, in this sense, OFDM and SC are not optimal in doubly-dispersive channels, while spreading waveforms such as orthogonal time frequency space (OTFS) [70], Walsh Hadamard modulation [71], block-multiplexed (BM) orthogonal chirp division multiplexing (OCDM) [72] are optimal in doubly-selective channels.

2) Block Multiplexing for Time Selective Channels: Spreading waveforms have been studied in a general framework of BM modulation [67], which multiplexes the data vector in sub-blocks so that the data symbols reach the receiver with the same gain. Although the unpredictable time-varying nature of the channel prevents the design of a perfect equal gain modulation scheme, BM spreading waveforms satisfy the equal gain criterion under the assumption that the channel is practically static during one sub-block transmission.
Let $N = MK$ such that $K$ is the number of subcarriers and $M$ the number of sub-blocks. $I_M$ stands for the identity matrix of size $M$, and $F_K$ refers to the unitary Fourier transform matrix of size $K$. Let $A$ be the modulation matrix in the time domain, it is defined by the BM structure as follows:

$$A = B \otimes A', \quad (27)$$

where $\otimes$ stands for the Kronecker product, $A' \in \mathbb{C}^{K \times K}$ is the modulation matrix per sub-block, and $B \in \mathbb{C}^{M \times M}$ is the BM precoding matrix. In the frequency domain, the modulation matrix is expressed as:

$$A_F = B \otimes FA', \quad B = B \otimes A_F'. \quad (28)$$

Figure 12 illustrates the steps for designing full [67] and sparse [71] spreading waveforms. By sparse spreading, we mean that the energy of the symbols is spread only over the coherence bands and intervals instead of fully spreading the symbols over all the subcarriers and subblocks. In this figure, the input circles represent input data symbols, e.g., quadrature amplitude modulation (QAM) symbols. We first apply precoding to spread the data in the frequency domain, and then we apply the inverse fast Fourier transform (IFFT). At the output of the IFFT, our waveform can be regarded as precoded OFDM. After that, another precoding is applied in order to spread data over the time domain. The resulting signal has its symbols spread over the bandwidth and the time frame.

3) Conditions on Designing Spreading Matrices: In order to spread the data symbols over all sub-blocks with no coupling at the transmitter, $A_F$ should be orthogonal, i.e., $A_F^H A_F = I_N$, otherwise the data symbols will be coupled by the transmitter in addition to the channel, causing an extra distortion of the signal which decreases the performance with respect to the orthogonal case.

In order to spread the data symbols equally over all sub-blocks, we constraint $|B[m, m']|^2 = 1/M \forall m, m'$. Another consideration is the low-complexity implementation of the transmitted signal, which is achieved by considering fast Fourier transform (FFT) or Fast Walsh-Hadamard transform (WHT)-based transforms.

Note that setting $B = F_M$ and $A_F' = F_K$ leads to the OTFS modulation, which can be interpreted as single-carrier with BM, namely, BM-SC, because $A_F' = F_K$ is the SC waveform in the frequency domain. Similarly, we can also have the BM-SC with setting $B = F_M$ and $A_F' = F_K$, where $\Gamma_K[n, n]$ is a diagonal matrix defined as

$$\Gamma_K[n, n] = \exp \left(j \pi n^2 / K \right). \quad (29)$$

WH waveform is achieved by setting $B = W_M$ and $A_F' = W_K$. The WHT is recursively defined by

$$W_N = W_2 \otimes W_{N/2}, \quad W_2 = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \quad (30)$$

One clear advantage of the WHT in comparison to the FFT-based precoding matrices is that its construction uses only 1 and -1, i.e., the transform does not require multiplications besides normalization.

The choice of spreading precoding matrices also depends on the application requirements. For example, Walsh Hadamard modulation and sparse spreading waveforms achieve the same frame error rate (FER) performance as OTFS while significantly decreasing the complexity of the modem. Another example is the CP-free transmissions, where BM-SC has been shown to perform better than OTFS [67]. In Table III, we summarize the expression and the complexity of the waveform matrix for different spreading waveforms.

C. Challenges

One of the main challenges of spreading waveforms is that they require an iterative receiver in order to resolve ISI, e.g., linear minimum mean square error parallel interference cancellation (LMMSE-PIC). Iterative receivers are in general highly complex, which prevents deploying spreading waveforms in practice with iterative equalization. Researchers have been working on reducing the receiver’s complexity of the spreading waveforms [73], [74], by making approximation of the LMMSE matrix. While these methods reduce the computational complexity of the original iterative receiver, they are still difficult to implement in practice. Some recent works [75], [76] propose using ML-based receivers in order to approximate the
non-linear iterative receivers with low complexity, while others [77], [78], [79], [80] propose improving channel estimation in doubly dispersive channels using deep learning. However, supervised machine learning methods need a large amount of training data, and they do not generalize well when the environment changes. Therefore, the current methods investigated in the literature suffer from practical problems, and investigating a low-complexity receiver for time-varying systems is an open challenge.

In addition to the receiver complexity, another challenge is to define a clear tradeoff between the accuracy of the channel estimation and the required overhead. For well-defined system parameters, we should be able to know how much control overhead is needed for the required reliability. This is directly related to the frame design problem, where we should define the best pilot allocation scheme for channel estimation. In [81], it has been shown that unique word-based frame design achieves nearly one order of magnitude higher channel estimation than conventional pilot-aided CP based design, which is explained by the fact that training sequences in the first scheme are concentrated in a short time slot compared to the coherence time, and then experience less number of channel realizations. However, this scheme suffers from high complexity at the receiver. A practical frame design for a time-varying system is still an open research problem.

Future 6G communications should rethink the whole radio design by considering a flexible waveform that adapts to the channel selectivity while utilizing the available resources and minimizing energy consumption. A similar concept has been referred to in [82] as Gearbox PHY, which provides different gears, i.e., radio architectures options. Each gear refers to different spectrum bands and transmission schemes with adaptability in the modulation and coding schemes. The flexibility of switching between gears should be decided based on the channel conditions and the available communication resources such that the most energy-efficient hardware implementation is selected. For instance, if a considerably large contiguous bandwidth is available for only one user, it should employ techniques with low spectral efficiency that can be implemented with 1-bit ADC resolution [83] which consumes less energy in the terminal. Investigating this concept and implementing it in practice is an ongoing active research problem.

**D. Summary**

One of the main KPIs of 6G is to support high mobility for different applications. In these scenarios, the communication channel becomes time-varying and hence challenging to estimate. Communication signals can be designed properly to be robust against channel variations. Spreading waveforms, which spread the symbols over time and frequency, have been demonstrated to be resilient to channel time variations and frequency selectivity. Enhancing channel estimation improves the reliability of communications. However, spreading waveforms require iterative receivers to mitigate ISI. Such receivers are highly complex which prevents spreading waveforms from being deployed in practice. The most important research direction for communication signals in time-varying channels is designing low-complex receivers for spreading waveforms. Rethinking the frame design, pilot allocation, and adaptive waveform design are also active research problems in this area.

**IX. Semantic Communication Theory**

Over the last couple of decades, the development of wireless technologies has fundamentally relied on Shannon’s information theory, which mainly focuses on how accurately and reliably symbols can be transmitted. Accordingly, all network segments, from the core to the edge, have been optimally designed with the aim to ensure that wirelessly transmitted messages over noisy channels are correctly received and decoded, while the meaning of the conveyed messages has been considered less important, and hence, it has been ignored during the design and optimization process [84]. Although this approach has been an appropriate fit for current communication paradigms and has fulfilled the requirements of wireless networks in the earlier generations, it is debatable whether it will be sufficient in future 6G networks and beyond. With the strong emergence of machine-to-machine communication paradigms and the recent progression in solid-state technology, it is envisaged to witness revolutionary changes in the roles that machines will play in future wireless networks, which is foreseen to be much more than end devices that are leveraged to blindly transmit and receive. The key questions to be answered are: in the envisioned era of native AI, where each network node is anticipated to enjoy a sort of intelligence, will machines be able to develop a level of common understanding that allows them to communicate meaningfully, without the human intervention? Doing so, how does incorporating the semantic aspect of communication enable the realization of pervasive service-based networks, with the aim to facilitate the delivery of knowledge and experience-based applications, including haptics, tactile Internet, and holographic presence?
In this respect, *semantic communication* paradigm has recently emerged as a consequence for the rise of machine intelligence, where the tangible meaning of received messages can be understood/sensed and leveraged by machines, to autonomously perform human-centric tasks without the involvement of humans (see Fig. 13) [85]. In other words, semantic communication conceptualizes the principle of humans’ languages, i.e., it enables machines to communicate meaningfully and to understand each others’ behavior, and hence, develop a common language-like type of communication. It is envisioned that semantic communications will bring several unique advantages, pertaining to reliability, communication efficiency, and quality-of-experience (QoE). In particular, in conventional data-oriented communication, continuous signals (e.g., speech) need to be discretized due to limitations imposed on channels capacity, yielding a tolerable level of information loss. Meanwhile, in semantic communications, it is anticipated to realize lossless information transmission, while relieving the demand on communication resources. This can be achieved by transmitting the meaning of the message conveyed over a continuous voice signal (the main idea in a compact form), instead of fully transmitting the whole speech (which can be hours-long), potentially reducing the communication overhead. From a reliability perspective, leveraging the semantic aspect of communication enables efficient prediction for missing information from a corrupted signal, by understanding the overall concept transferred over the wireless signal, and filling the gaps within the message context. Under the same concept, delivering the context, intentions, interpretations, or physical content (in other words all human-based semantic information) of a message allows the realization of improved QoE.

### A. Challenges

Albeit the bright speculations of such a communication paradigm, several challenges have been identified when semantic communication is incorporated to develop the new generation of wireless applications. For example, in holographic-type communication, it is essential to create a close-to-real presence of a remote object, in order to enhance the virtual interaction capabilities and to deliver a fully-immersive experience. In order to achieve high-fidelity holograms, orders of terahertz data rates and sub-millimeter latency communication is required. In addition, to realize a realistic interactive and high-resolution virtualization, sophisticated encoding schemes of haptic information, including the object’s/human’s shape, details, position, and movements, need to be designed. Furthermore, it is equally important to direct the attention toward developing a delicate human-machine interface for improved semantic information transfer, and hence, enhanced real-time holographic interaction. From a wider angle, an all-sense five-dimensional communication, incorporating the sight, smell, taste, touch, and hearing senses, constitutes one of the 6G pillars. It should be highlighted that, in such a tactile communication framework, sensed haptic information are characterized in multi-dimensional representations, severely exaggerating the implementation complexity of semantic communication.

From a different perspective, the speed and accuracy of acquiring the semantic information constitute key performance indicators in quantifying the efficiency of semantic communication frameworks. In this regard, it is articulated that data clustering, identification, classification, and recognition are conventionally performed through the exploitation of deep neural networks, which demand heavy computational complexity and the availability of a sufficient amount of labeled data. This calls for a need for energy-efficient and simple mechanisms for fast, efficient semantic information acquisition and identification. Such a problem is still an open research direction. Finally, from a mathematical point of view, the lack of efficient mathematical tools poses extra challenge to the implementation of the semantic theory. Owing to the unexplored mathematical foundation of the semantic theory, the quantitative metrics and the solid foundations that are used to quantify the performance of such a theory when implemented in different scenarios are yet to be understood. Despite the limited initiatives aimed to re-derive Shannon’s theorem or propose non-Shannon-based semantic theorem [86], [87], perspective studies on the entropy, as well as the algebraic, probabilistic, combinatorial, and dynamic behavior of the semantic communication, are not touched in the literature, rendering it an attractive open research problem.
B. Summary

With the advancements of semantic communication technology, which conceptualizes the principle of humans’ languages, efforts should be directed towards investigating the integration of semantic communication in various use-cases of wireless networks, identifying performance bottlenecks, and tackling several challenges pertaining to relations between multiple objects, multi-user semantic communication, and semantics generalization. Moreover, it is essential to further explore the potential of extending the semantic concept into communication protocol learning. Different than classical medium access control (MAC) protocols, which are rather generic, uninterpretable, and with unadaptable control signaling messages, semantic communication protocols are anticipated to enjoy task-specific control signaling messages, with an acceptable communications, computing, energy consumption, and memory usage overhead.

X. SIGNALS FOR INTEGRATED SENSING AND COMMUNICATIONS

Modern applications such as automatically controlled vehicles, UAVs in industrial environments and autonomous driving on roads require wireless communication and radar sensing. Both radar sensing and wireless communications use electromagnetic waves and have a very similar system architecture. This inspires the idea of combining radar and communications at different levels: first, by using a single reconfigurable radio front-end to save hardware resources; second, by sharing the same spectrum to improve frequency utilization; and third, by using a joint signal for sensing and communications. This integration brings several scientific challenges, which are reviewed in this section.

A. Joint Waveform Design Challenge

From a signal processing perspective, both communications and sensing require transmitted signals to carry the communicated information or to probe the medium. Thus, waveform design is a common processing block of both radar and communication transmitters. At the receiver side, the communications system needs to know the state of the channel to decode the data from the received signal, whereas the radar exploits the knowledge of the probing signal to determine the environment. The environment information is embedded in the channel state information. The communications require the knowledge of the composite gain while for the radar getting high-resolution separable parameters is necessary. In particular, the high-resolution delay and doppler.

The joint design should consider both radar scenarios as illustrated in Figure 14, each one bringing different challenges.

1) Monostatic Active Radar: The transmitter is equipped with a radar receiver to listen to the echoes of its own transmitted signal. The communications transmitter is used as a radar illuminator, and the transmitted signal, which is known at the transmitter, is used as the probing signal for radar. As this scenario is deployed in a full duplex, the main challenge here is to be able to cancel the self-interference from the transmitter [88]. In conventional radar systems, such interference is eliminated by using a short pulse and switching off the radar receiver while the transmitter is active. However, this approach is not suitable for high data rate communications. In high frequencies, where large antenna arrays can be deployed, isolating the transmitter and the receiver may be possible with beamforming. The challenge here is to design proper beams for self-interference cancellation.

2) Bistatic Radar: The receiver in this scenario is not colocated with the transmitter, and the interference is reduced by isolation. Two modes can be considered here, first the passive mode between the communications transmitter and receiver. The passive radar exploits the reference signal for channel estimation. As a special case, the WiFi signal can be exploited for RF sensing based on the received signal strength, or based on the channel state information that can be obtained from the preamble [89]. In this mode, the challenge lies in the appropriate design of the reference signal for both communications and sensing capabilities. For communications, it can be sufficient to use short training signals to estimate the channel gains with adequate accuracy. However, the radar may require more training signals to achieve high accuracy estimation of the radar parameters. The joint design of the waveform here...
should mainly focus on the frame design in terms of allocation schemes of the payload and training signals. Moreover, the successfully decoded signal can be used to reconstruct the original communication signal and exploit it in refining the channel estimation for the radar. The challenge here is to design a waveform so that the reconstructed signal is beneficial for radar. The impact of latency on radar estimation should be considered. The second mode of bistatic radar is the active mode where the communications signal is conveyed to the radar receiver. The full communications signal is then used as a probing signal for the radar, which is similar to the monostatic case, but with a relaxed hardware design to cope with the cross-talk. An additional challenge here lies in how the communications signal is conveyed to the radar while both are isolated from each other. A general challenge of the bistatic scenario is the synchronization problem where both the transmitter and the radar receiver should be synchronized for accurate parameters estimation.

B. Performance Indicators

Performance indicators need to be defined according to different use cases. The sensing accuracy measures how close the estimated sensing parameters are relative to the true ones. In localization use cases, one would need to include parameters, such as propagation delays, angle of arrival, time difference of arrival, to position the intended nodes. For instance, a one-meter level of accuracy is attained for vehicular use cases, as reported in [90]. In some use cases including finger-level precision, the angle and delay estimates of the multipath components are required at a cm-level precision. In other applications, however, this sensing accuracy will not be sufficient to enable services empowered by semantic localization, such as drones and robotic waiters in future restaurants, where drone-like waiters are expected to locate and serve guests at a millimeter-level [1]. Other key performance indicators include sensing resolutions. For example, in applications such as gesture recognition, the sensing resolution is a common indicator reporting the quality of greater resolution and accuracy in apprehending finer actions. Moreover, the probability of detection/false alarm is another vital indicator in delineating the presence of a target of interest, such as objects in the scene. In addition to the mentioned performance indicators, hybrid indicators will also be considered. One example of hybrid indicators can be reflected in situations where multipath can be regarded as a friend instead of a foe. In particular, the amount of multipath included in certain contributions of the propagation environment can be leveraged to boost the probability of detection, which has a direct impact on improving localization accuracy. Another instance is to formulate sophisticated waveform optimization frameworks, such as maximizing radar power in certain directions (in the Bartlett or MVDR senses) while guaranteeing a minimal achievable sum rate with outage considerations [91] or minimizing the Cramer-Rao Bound of the involved sensing parameters, while targeting a minimum SINR [92].

C. Theoretical Performance Limits

Theoretical performance limitations need to be defined for radar sensing in the same way information theory defines the limitations for communications. The Cramer-Rao bound being a metric for estimation accuracy and Shannon’s information-theoretic capacity being a bound for the communication rate, have to be combined in a sophisticated way to report the overall achievable performances of the resulting sensing and communications system. To this extent, the inner bounds derived in [93] allow us to assess the performance of radar and communication co-existence, i.e., when one sub-system is a source of interference with the other. The estimation and communication rates are combined by developing a radar estimation rate (measured in bits-per-second) is used to measure the quality of time-delay estimation and is further combined with the communication data rate to study several inner bounds depending on the resource allocation strategy being adopted, such as the Fisher information bound, water-filling bound, and the successive interference cancellation (SIC) bound.

In [94], a hybrid active-passive MIMO radar network and a distributed MIMO communication system are considered within a radar communication co-existence scenario. The system makes use of the back-scattered communication signals from the target, which are then exploited at the radar receiver. To this end, the CRB and the communication of mutual information are derived. Operating in a cooperative manner, it is demonstrated that the radar target can assist the communication system. In addition, tradeoffs between communication and radar are discussed for both cooperative and uncooperative scenarios. Furthermore, the paper in [95] transposes the concept of Rényi entropy to exploit the structure of the degrees of freedom (DoF) for radar-communications coexistence scenarios. Furthermore, connections are made between DoFs and diversity order and gain. For example, if a Neyman-Pearson detection strategy is adopted under a target exponential distribution, then the DoF is the same as the diversity gain. Generalizations towards interference multiple user radar communication interference channels are also introduced and discussed. Moreover, [96] provides a shrewd analysis for co-located MIMO radar target detection in a single-snapshot massive MIMO setting, i.e., when the product of the number of transmit antennas and receive antennas go to infinity. In particular, the paper derives closed-form expressions for the probability of detection and false alarm in the massive MIMO regime, and in the presence of random measurement disturbances, caused by the so-called clutter and white Gaussian noise measurements. The entire analysis assumes no prior knowledge of the disturbance probability density function. A simple integrated sensing and communication model is explored in [97] from an information-theoretic approach. The system is composed of a transmitter, who exploits a strictly causal channel output with generalized feedback for channel state sensing with perfect state knowledge. The optimal capacity-distortion trade-off is characterized as the Pareto frontier between the minimum distortion and the achievable communication rate. This idea is further built up in [98], where both inner and outer bounds on the capacity-distortion region are derived for general broadcast channels. It is worth noting that the assumptions made here assume an independent and identically distributed process on the channel state, i.e., varying from one symbol to another. Within the same context, the paper in [99] proceeds with different assumptions, i.e., the
channel state is assumed to remain fixed throughout the transmission block and two main channels were studied, the binary symmetric channel (BSC) and the Gaussian one. On the one hand, communication-detection trade-offs were established in the BSC case. On the other hand, the authors in [99] conclude that there exists no trade-off between the communication rate and the state detection error exponent in the Gaussian case.

D. Stochastic or Deterministic Channels

According to [100], the communication channel model could be divided into three categories: stochastic, deterministic and hybrid channel models. From a joint sensing and communications perspective, communication channel modeling differs from sensing channel modeling, which typically calls for high-resolution environmental data. Having that said, the communications nongeometrical stochastic model, such as Saleh-Valenzuela [101], Zwick [102] and the like, may not be appropriate for radar, which needs a deterministic model based on ray tracing and measurements. Note that ray tracing is a high-frequency approximation of the well-known Maxwell’s equations, which allows us to assume geometrical wave propagation rays. The beams are traced and assessed using geometric optics rules such as geometric optic, the geometric theory of diffraction, and uniform theory of diffraction [103]. In the context of integrated sensing and communications, for example, MaxRay [43], is a versatile tool, that is developed to simulate realistic scenarios, making use of ray-tracing to reproduce ISAC channel responses. The framework is based on a popular open-source 3D computer graphics software, Blender [104]. Also, different metrics (detection probability, SINR, prominence and isolation) were considered to measure the overall system performance, with particular emphasis on the performance of clutter removal. Note that for sensing use cases that involve tracking and localization, ray tracing is a viable contender for channel modeling since it does not need the definition of intricate contours and EM properties. Furthermore, measurement-type models allow for a more deterministic characterization for sensing applications. In addition, computational electromagnetics (CEM) is also another potential candidate for deterministic channel modeling for sensing applications. CEM, based on Maxwell Green’s function and empowered through known numerical methods such as the finite element method and the method of moments, is a cross-disciplinary subject that may address challenging electromagnetic theory and engineering issues and is interconnected with electromagnetic field theory and engineering and pervades every area of electromagnetics. CEM modeling seems to be well suited for applications that include imaging. On the other hand, there have been geometry-based stochastic channel models (GSCM) that could as well tailor themselves as potential candidates from ISAC channel models due to their inherent characteristic nature of randomness, which could serve communication channel modeling and, at the same time, leverage the geometric information of the environment, since it is directly related to physical reality. GSCM selects scatterer positions in a stochastic manner based on a probability distribution, then the channel impulse response is found by a ray tracing process [105]. Indeed, GSCM is an interesting channel modeling that regards the channel in a stochastic way, thus in favor of both communications and sensing applications.

E. Impact of Integrated Sensing on the Communications performance

The impact of integrated sensing on communications performance should be investigated. In this context, communication-centric approaches focus on integrating sensing capabilities in a system that is already performing communications. Therefore, in such a class of integrated sensing and communication schemes, the radar functionality is built on top of the communication system, where the main focus is on communication. It is then natural to optimize the algorithms and hardware to support the added task. This approach may offer less tunable trade-offs, and may leave us with very volatile sensing performance. On the other hand, a joint design of sensing and communication would tailor itself more flexible due to its versatile nature.

F. Radar Fusion

Radar fusion refers to a framework that will leverage information, such as communication bounces off targets, which is to be fused along with radar probing echoes, thus radar fusion from different sensors (radar, lidar, etc). Indeed, this will allow the base station, to perform sensing parameter estimation, with higher confidence and better control of the environment. Let a consider a monostatic base station that transmits a probing signal, \( x(t) \), which is then received as

\[
y_{\text{probe}}(t) = \alpha_0 a(\theta_0) x(t - 2\tau_0),
\]

where \( \alpha_0 \) is a two-way channel coefficient, accounting for path-loss and reflection of the intended target and \( \theta_0 \) is the angle-of-departure (in this case also angle-of-arrival) between the base station and the intended target. The steering vector is denoted as \( a(\theta) \), which depends on the antenna geometry configuration and the propagation delay is denoted as \( \tau_0 \). The radar sub-system at the base station would then process \( y(t) \) to give an estimate on \( \theta_0, \tau_0 \) so as to localize the intended target, thanks to favorable auto-correlation properties of the signal \( x(t) \). Compared to this classical approach, the base station could jointly exploit the uplink signal components, as well:

\[
y(t) = y_{UL}(t) + y_{\text{probe}}(t),
\]

where \( y_{UL} \) contains the received uplink signal from all the communication users, as well as the bounces off the targets. Indeed, for the single-user case, we have that

\[
y_{UL}(t) = h s(t - \delta) + \alpha a(\theta_0) s(t - \tau_0 - \tau),
\]

where the channel \( h \) is the communication channel between the communication user and the base station and \( \delta \) is the propagation delay between the communication user and the base station. The other contribution is a single-bounce component that hits the target and goes straight toward the base station. The channel gain of the single-bounce component is
of data. Higher-layered security management, on the other hand, appears to be difficult to implement and vulnerable to assaults in some contexts, such as relay and ad-hoc networks.

As a result, there has been a lot of recent focus on creating protected PHY-layered modems with sophisticated privacy-aware beamforming methods that take security precautions into consideration. Such beamforming methods could build on top of higher-layer cryptographic methods to form a well-secured system from both PHY, MAC and application perspectives. In [106], a dual-functional radar and communication (DFRC) model has been adopted, where the DFRC base station focuses on designing waveforms that are deemed “suitable” for both radar and communication tasks. The design part focuses on a well-structured probing waveform that contains communication information, while also having desired beampatterns that are helpful for radar. Furthermore, the target in [106] is assumed to be the Eavesdropper, hence the following dilemma: The waveform design aiming at illuminating radar power in the direction of Eve, should as well reveal minimal communication, i.e., the self-interference component will contribute to an natural self-interference. If not dealt with, the analog-to-digital converter at the receiving unit will be driven towards saturation, i.e., the self-interference component will contribute to an added signal operating outside the dynamic range of the ADC. The most straightforward solution is antenna separation, which

CSI acquired by the DFRC base station and the communication users cannot be perfect, due to hardware imperfections, such as non-linearities and saturations in the RF front-end. The paper in [91] focuses on a scenario, where the DFRC base station communicates with downlink communication users, with imperfect CSI knowledge, and performs target detection, all via the same transmit waveform. A suitable optimization framework has been adopted taking into account all system requirements. Assuming the communication model reads

$$ y_c = Hx + z_c, $$

where $H$ is the multi-user downlink channel matrix and $y_c$ is the received vector over all users. From the radar side, assuming a colocated mono-static MIMO radar setting

$$ y_r = \gamma_0 a(\theta_0) a^T(\theta_0) x + z_r, $$

where the angle $\theta_0$ is the angle between the base station and the intended target. Notice how the signal $x$ is shared between the communication and radar models. In [91], the joint waveform design assumes a precoded $x$ as

$$ x = Ws $$

where $s$ contains the QAM symbols intended for all users, and assumed to be independent from one another with unit variance, i.e., $\mathbb{E}(ss^H) = I$. The following optimization problem is thus formulated

$$ (P) : \left\{ \begin{array}{l}
\max_{\{w_k\}} P(\theta_0) \\
\text{s. t.} \\
P_r(\text{SINR}_k \leq \gamma_k) \leq p_k, \quad \forall k \\
\sum_{k=1}^{K} \text{Tr}(W_k) \leq 1, \\
W_k = w_k w_k^H, \quad \forall k,
\end{array} \right. $$

where $P(\theta)$ is the output power of the Bartlett beamerform. The parameters $\gamma_k, p_k$ are outage-related parameters. The trace constraint is a power constraint over all the $K$ communication users. A series of relaxations and approximations are discussed to arrive at a convex optimization problem, which is proved to give rank-1 solutions. Furthermore, closed-form solutions for the single-user case are derived and discussed. It is also shown that various trade-offs are achieved as a function of the outage parameters [91]. Another interesting result is that when the target approaches one of the communication users, the efforts spent on maximizing the SINR are obtained via the radar metric. How close? This depends on a correlation threshold, which is a function of the outage parameters.

I. Summary

Integrated sensing and communication can be implemented along with various radar architectures, such as monostatic and bistatic. Each of these architectures presents its own challenge. For instance, due to the colocating of transmitting and receiving units at the monostatic radar, signal leakage due to the full-duplex operation of the monostatic active radar causes natural self-interference. If not dealt with, the analog-to-digital converter at the receiving unit will be driven towards saturation, i.e., the self-interference component will contribute to an added signal operating outside the dynamic range of the ADC. The most straightforward solution is antenna separation, which

1 By a sophisticated eavesdropper, we mean that the eavesdropper is aware of the communication standardization used. 
aims at creating some sort of isolation between the transmitting and receiving arrays. However, this isolation will increase the area occupied by the radar, which is not favorable in certain applications. Meanwhile, the literature involves methods that address the self-interference problem. In particular, analog cancellation, involving analog operations, can be leveraged by taking full advantage of directional diversity so that the notches of the transmitting and receiving antenna arrays are steered towards each other [108].

On the other hand, digital beamforming [109] can further aid in reducing residual self-interference. However, it becomes nonessential if preceded by a strong analog canceller. A combination of the aforementioned solutions can provide additional advantages. For example, the work in [110] considers a combination of antenna isolation, as well as analog and digital suppression, which leads to a self-interference suppression by more than 70 dB. For bi-static radar, the first challenge related to wavefront design can be addressed by carefully constructing waveforms with proper ambiguity functions, as discussed in [111], [112]. Also, an RIS aided architecture can help boost the sensing capabilities of the radar subsystem, as shown in [113]. As for the second challenge, information can be transported through the means of fiber optics, as alluded by [114], [115]. We have also presented a framework dedicated to fusing radar information to enhance sensing capabilities. Furthermore, various performance indicators will aid in designing integrated sensing and communication waveforms oriented toward application needs, and based on different channel models. This depends on whether the application is communication-centric, where the radar sub-system is an add-on, or whether the application is radar-centric, i.e., the communication capability comes as an extra feature. For example, outage signal-to-interference-noise ratio (SINR) probabilities per user are reasonable metrics, while maximizing the output radar power, in situations when imperfect CSI knowledge is available.

We have also stressed the importance of physical layer security for ISAC due to the presence of malicious eavesdroppers and the potential harm that can be caused. For this reason, DFRC design for ISAC systems should also account for eavesdroppers and carefully perform communication beamforming, under the constraint that useful information should not be leaked toward the eavesdroppers. Future DFRC designs should also address the multi-cellular case and provide insights when coordination between different DFRC base stations is possible.

XI. LARGE SCALE COMMUNICATION THEORY

With the emergence of novel applications, and the evolution of telecommunication paradigms, including human-based and machine-based communications, it has become evident that future wireless generations will be designed vertically, incorporating the underwater, ground, air, and space domains. Such an architecture exacerbates the communication management and coordination difficulty, owing to three main factors, namely, i) the need for a scalable massive deployment in order to cope with the vertical and horizontal growth of wireless networks sizes, in which a massive number of components in ultra-dense multi-layer heterogeneous environments needs to be connected/configured, ii) the urgency for rapidly adaptive mechanisms in order to manage continuous variations in dynamically evolving environments, and iii) the necessity of decentralized processing, by realizing nodes automation, intelligence, and adaptivity, with the aim to enable self-optimizing, self-organizing, and self-healing networks. Till recent days, the modeling and optimization of large-scale wireless networks was accomplished by leveraging the recent development of sophisticated computing services and the advancements in artificial neural network (ANN). The former, which solely relies on heavy computer simulations, lacks the real time adaptation to network continuous variations and the on-demand scalability requirements imposed by future wireless generations. Furthermore, such heavy simulations drain a considerable amount of resources, that may not be affordable by resources-limited devices. On the other hand, although heuristic solutions, such as ANN algorithms, are identified as an alternative method in order to solve more complex multi-objective multi-attribute optimization problems, the absence of a solid mathematical interpretation limits their applicability in scenarios where a solid mathematical foundation is a necessity, for system improvement purposes. In addition, the deployment of such algorithms may be very challenging in realistic scenarios, due to the statistical heterogeneity experienced in large-scale networks, which directly affects the accuracy and convergence rate of these algorithms. This issue is particularly pronounced in highly dynamic environments.

Accordingly, it is essential to develop robust, flexible, and systematic mechanisms that enjoy a solid mathematical foundation, and are versatile in a way that allows them to fit in multiple network scenarios, covering a wide range of use-cases at a large-scale. Among others, three major tools have manifested themselves as promising, generalized, yet resilient methods for modeling, analyzing, and optimizing large-scale dynamic wireless networks. This includes random matrix theory, decentralized stochastic optimization, and tensor algebra and low-rank tensor decomposition.

A. Random Matrix Theory

Over the last couple of years, random matrix theory (RMT) has found its applications in the field of wireless communications, and it has been regarded as a powerful tool that can be leveraged in order to model and optimize wireless systems, as well as quantify their performance [116]. Recalling that RMT relies on characterizing the eigenvalues/eigenspaces of considerably large matrices with random entries, RMT has shown to be a robust method for analyzing large-scale multi-dimensional dynamic wireless systems, encompassing the antenna [117], [118], spectrum [119], precoder [120], users [121], and cells dimensions [122], as well as channel time and frequency variations. Additionally, RMT has demonstrated an efficient performance when employed to develop innovative detection and estimation schemes in MIMO systems [123].

Will RMT and Deep Learning Handshake?: Although the merit of ML is shown by the complex deep neural networks that
constitute a massive number of layers/parameters, the burden of understanding such complex networks represents a major challenge, particularly when deploying ML in large-scale environments [124]. In fact, in extremely large-scale networks with heterogeneous datasets, a large-dimensional ANN is required, and therefore, deep learning in such scenarios is treated as a black box, in which inputs and outputs can be measured, while the complex operations in between are not easy to comprehend and analyze. Given the fact that large complex ANNs, with randomized initialization, can be modeled as random variables, it is anticipated that RMT will be an effective tool in understanding ANNs, when implemented in large-scale networks. It is worthy to mention that understanding such complex networks paves the way for further large-scale system optimization and improvement. In particular, as a result of exploiting RMT in studying the characteristics of neural networks, the depth and weights initialization can be optimized for improved learning process in ANNs. Moreover, RMT can be utilized to analyze the spectra of the data covariance matrices, and subsequently, to explore and design a number of efficient activation functions that are capable of ensuring stable eigenvalues at neural networks. Note that the advantages of such an approach can be more understood when data distributions are highly skewed, and hence, the features space experiences strong anisotropy, resulting in an increased training overhead [125].

B. Decentralized Stochastic Optimization

With the aim to enable self-optimizing large-scale networks, decentralized stochastic optimization is proposed as an efficient method to realize network-wide optimization, with leveraging a large number of resources-constrained devices which communicate with each other in a decentralized ad-hoc manner [126]. This is initially motivated by the fact that, in large-scale networks, raw data samples are available at multiple distributed devices, with limited communication capabilities. In order to perform a centralized network optimization, raw data generated and stored at local devices should be sent to a centralized location for storing and processing, yielding compromised privacy and security, and increased network overhead. Furthermore, due to the massive number of connected homogeneous nodes, centralized network optimization in large-scale environments suffers from long propagation delay, rendering it unsuitable for real-time applications. In decentralized stochastic optimization, the enhanced on-board computing and storage capabilities of wireless devices are leveraged in order to allow multiple distributed devices across a dense network to cooperatively solve a network-wide problem, through integrating stochastic approximation and gossip algorithms, where the latter represents an information infusion method in ad-hoc networks [127]. This can be achieved by dividing the problem into several dependent sub-problems, which are then optimized in a distributed manner, by allocating each node in the network a sub-problem to solve. Each node then shares the obtained optimized parameters with the neighboring nodes, until an agreement on the optimum global parameters is achieved [128].

C. Tensor Theory

With conventional optimization algorithms being unscalable to accommodate larger datasets with diverse practical scenarios, tensor algebra, which enjoys a solid mathematical foundation, has been recently identified as a promising mathematical tool that is capable of handling the linear/sublinear increase in datasets sizes. In particular, low-rank tensor network approximations can be utilized to break down a large-scale multi-objective optimization problem into multiple small-size less-complex sub-problems [129]. It should be noted that tensors can be modeled as a \( D \)-dimensional data structure, and therefore, can be efficiently used to manage datasets, and allow a compressed and distributed representation of large-scale data. Tensor network, also known as tensor decomposition, converts high-order tensors into multiple sparsely interconnected low-rank tensors, enabling efficient computation of eigenvalues/eigenvectors of high-dimensional matrices. It was further shown that tensor networks demonstrate a robust performance when dealing with missing values and noisy data, rendering it suitable for a wide range of large-scale network scenarios [130]. Moreover, blind sources separation, for the case of a large number of sources, represents a direct application of tensor networks, i.e., non-coherent non-orthogonal signals detection, supporting unsourced massive random access use cases [131].

D. Summary

Large-scale communication theory has imposed several challenges that need to be tackled by future wireless generations, including on-demand scalability for ultra-dense massive access support, adaptivity to accommodate the need for dynamic networks, as well as edge intelligence for network automation. While AI has been deemed as a magical tool to deliver the identified KPIs of large-scale networks, it is yet essential to develop solid mathematical underpinnings to allow a better understanding of how AI operates and to facilitate the reasoning of decisions made by AI. Several tools have been deemed as potential approaches to offer a flexible, reliable understanding of large-scale networks, with the incorporation of an AI element, including, RMT, decentralized stochastic optimization, and tensor algebra and low-rank tensor decomposition.

XII. NON-EQUILIBRIUM INFORMATION THEORY

Since the early development of wireless generations, 2G, 3G, and up to 5G networks, channel coding has always been an essential component in the transmission process, and therefore, several efforts were devoted for developing resilient channel coding mechanisms, spanning from the basic algebraic codes, which aims at maximizing the error correction probability, such as Hamming [132] and Reed–Muller codes [133] (with constrained code rates and lengths) and BoseChaudhuriHocquenghem (BCH) [134] and Reed–Solomon codes [135] (with more relaxed constraints and enhanced performance), to more advanced coding schemes including convolutional [136], turbo [137], polar [138], and LDPC codes [139]. This evolution in channel coding was
fueled by the urge to achieve the theoretical channel capacity limit, which was not possible with length-constrained codes, with the aim to offer extended coverage, enhanced quality-of-service (QoS), and improved data rates and energy efficiency, which are the main verticals of all wireless generations. The basic principle of coding is to superimpose multiple packets with the aim to achieve higher coding gain, in addition to performing better interference management. The successful implementation of channel coding relies on its performance, power consumption, and cost. This was demonstrated through the development of near-Shannon limit codes with acceptable power consumption [140]. Recall that the main purpose of channel coding is to maintain the needed reliability and QoS constraints, even under severe channel conditions. Meanwhile, although 6G networks are generally characterized by their highly dynamic topologies and heterogeneous nature, they are expected to serve a wide range of use cases with distinct requirements, in terms of ultra-high reliability, extremely high data rates, ultra-low latency, and significantly improved energy efficiency. This calls for a compelling need to revisit current coding methodologies, explore their limitations, and accordingly construct innovative channel coding schemes that are capable of delivering the required QoS, under various severe channel conditions.

In conventional methods, an idealistic assumption of achieving Shannon channel capacity, through separated channel and source coding schemes, is considered. While this assumption is valid for large information block size, it fails to deliver the promised complexity and latency requirements of channel codes in current and future wireless networks. Accordingly, it is envisioned that coding in 6G networks and beyond will leverage joint designs of source and channel codes. Motivated by the emergence of several applications with critical requirements in 6G, including autonomous driving, VR/XR, mMTC, and URLLC, the key requirements of future channel codes will incorporate a peak data rate of Tb/s, less than 200 bits code-lengths with simplified decoding process, and adaptive latency-complexity-reliability tradeoff (see Fig. 15) [141]. Accordingly, the following design principles will shape the vision of channel codes in future 6G networks.

1) One-size-fits-all channel codes: While current coding schemes have successfully met the needs of existing use-cases, they cannot be readily applied to different use-cases, with diverse requirements, envisioned in 6G networks. This is stimulated by the fact that current coding schemes are not adaptive enough to meet diverse KPIs, and therefore, the process of selecting the proper coding scheme for each scenario in the heterogeneous 6G exacerbates the design complexity in a way that cannot be tolerated by the network capabilities. Hence, future channel coding schemes are anticipated to enjoy a level of flexibility and adaptability that enables them to fit within a wide range of use cases with the minimum complexity.

2) Tb/s throughput channel codes: Achieving extremely high throughput channel coding, while maintaining an acceptable complexity and power efficiency is constrained by the limited resources in current wireless networks. Furthermore, albeit the witnessed advancements in precoder hardware design, none of the available coding schemes can realize an area efficiency of 1Tbps/mm². For example, the silicon-based routing in LDPC decoder and the successive decoding architecture in the polar decoder represent a performance limiting factor in achieving the needed area efficiency. This is attributed to the reduced die area and increased level of regularity associated with simpler routing. Accordingly, Tb/s-throughput coding designs, that take into consideration complexity, degree of parallelism, as well as hardware implementation and limitations, necessitate revisiting current architectures in order to implement the needed modifications that enable the earlier discussed KPIs.

3) Short-length coding: It is noted that, at an acceptable implementation complexity, current channel coding schemes exhibit around 1 dB performance difference with the theoretical finite-length performance limit. This has motivated the adoption of basic short algebraic channel codes, such as Reed–Muller, BCH, and Reed–Solomon, as well as polar codes, in order to fill this gap. In particular, the latter enjoy an optimal reliability-complexity trade-off in short-length events, and hence, they represent a good candidate for 6G networks. In addition to that, it was demonstrated that the random coding union bound can be achieved by increasing the list size in polar codes with short block length [142]. This opens the door for exploring the merit of ML to construct efficient codes with optimized list size to strike a balance between performance, decoding threshold, reliability, complexity, and coding gain [143]. On the other hand, further investigations need to be carried out with the aim to construct efficient channel coding schemes, not only with short block length, but also with an optimized minimum coding distance, due to the high impact of the latter on the performance. This lead as well to the need for channel codes that are adaptive enough to accommodate various rate-length scenarios.
4) Joint source and channel coding: The separation theory indicates that the characteristics of the channel encoder/decoder and source encoder/decoder are independent, and have no effect on each other. This theory, however, does not hold when the block length is finite. This has fueled the research over the last couple of decades with the aim to develop joint source-channel coding (see Fig. 16), which later showed, through theoretical performance evaluation, robust performance and introduced several advantages, in terms of complexity and latency, over conventional separated encoders/decoders [144]. This can be achieved by utilizing the source residual redundancy as a mean to realize improved error rate performance, which readily impacts the spectral and energy efficiency of the system. Accordingly, several variants of the joint coding design were proposed in the literature. For example, in [145], [146], [147], the advantages of integrating sparse-graph-based channel decoding with high-level or a posteriori information of source codes are investigated. Furthermore, in [148], [149], novel approaches for tackling the distributive compression of multi-terminal sources, by exploiting the Slepian–Wolf theorem, were proposed. Despite their promising potential, such joint codes rely heavily on the adopted compression scheme at the source and are generally amenable to generalization. This means that the decoder should be completely redesigned if the compression scheme at the source is changed, introducing a new level of complexity that should be addressed in order to allow such schemes to fit within the vision of 6G networks.

A. Summary

The evolution of 6G networks, with the associated novel requirements, necessitates revisiting current coding schemes, in order to ensure their flexibility to serve various use cases, with diverse QoS requirements. Within this context, joint designs for channel and source coding are envisioned to replace conventional separated coding schemes, with the aim to achieve Tb/s data rates, code lengths that are shorter than 200 bits, and low-complex decoding mechanisms. However, this comes at the expense of increased overhead in terms of compression complexity, minimum coding distance optimization for rate-length tradeoff, and sophisticated hardware design for Tb/s communication support.

XIII. COMBINING QUEUING THEORY AND INFORMATION THEORY: A CROSS-LAYER APPROACH

Information theory has made a significant impact in the area of communications theory. However, its impact on communication networks is less pronounced. Specifically, apart from sporadic results; see, e.g., [150], there have not been noticeable attempts to explore the synergy between information theory and communication networks. This is predominantly attributed to the fact that information theory has overlooked the bursty natures of data sources. Another key issue is that information theory has ignored the effect of delay on the trade-off between rate and error rate. Interestingly, the majority of recent works continue to ignore the effect delay and burstiness of communication sources.

In this section, we illustrate how cross-layer optimization addresses these issues, focusing on the joint design of the Medium Access Control (MAC) and the physical (PHY) layers. We are motivated by the fact that although scheduling algorithms prioritize requests based on quality-of-service (QoS) requirements, the wireless link can indeed realize efficient resource allocation, and thus, it must be considered. Depending on specific requirements, the optimization problem can be formulated to address particular quality of service requirements, e.g., delay minimization, queue status, and throughput maximization.

In the context of 6G networks, in which ultra-reliable and low-latency communications (URLLC) is envisioned to support various new use cases that require high network reliability, and extremely low latency, cross-layer optimization is clearly of paramount importance. It is noteworthy that the current state-of-the-art does not overall fulfill these requirements. Most of the existing literature treats the MAC layer and the physical layer independently [152]. However, due to the dynamic nature of wireless channels, current approaches are considered suboptimal, which motivates the cross-layer design approach. A key challenge, however, is that MAC scheduling algorithms have to adapt to both channel conditions and source statistics.

Recently, there has been a growing interest in cross-layer optimization for 6G networks. In [153], the authors discussed how the domain knowledge, i.e., the analytical and cross-layer optimization frameworks, can be integrated with deep learning to enable URLLC. Reference [154] proposed a cross-layer optimization framework to achieve a trade-off between spectral and energy efficiency.

As reported in the literature, MAC layer scheduling design is realized through either queuing theory or information theory. In the queuing theory approach, MAC scheduling adapts to the source dynamics. On the other hand, in the information theoretic approach, users are considered to have an infinite queue size and are assumed to be delay-insensitive. The adoption of these approaches independently leads to suboptimal solutions. Thus, the development of a cross-layer framework that can adapt to source and PHY-layer dynamics is of great interest. This
ultimately requires the design of a framework that combines both queuing theory and information theory [155], [156].

A. Cross-Layer Scheduling Model

Figure 17 depicts a cross-layer scheduling model that comprises an optimization problem subject to particular PHY layer parameters and application QoS constraints. In particular, at time slot $t$, the scheduling algorithm produces the rate allocation vector $r = (r_1, \ldots, r_K)$ and the power allocation vector $p = (p_1, \ldots, p_K)$, for all $K$ users, based on the current channel state information (CSI) and the queue state information (QSI).

In a multiuser scenario, the scheduler produces the rate and power allocations, $r$ and $p$, respectively, at every time slot $t$, based on the system’s state $(\mathbf{H}(t), \mathbf{Q}(t))$. The set of rate allocations over the time slot $t$ is called the rate allocation policy $\mathcal{R}$ while the set of power allocations is called the power allocation policy $\mathcal{P}$.

The underlying cross layer framework is to find the optimal policies $\mathcal{R}$ and $\mathcal{P}$ that maximize/minimize the following utility function

$$U(\bar{R}_1, \ldots, \bar{R}_K; \bar{Q}_1, \ldots, \bar{Q}_K),$$

where $\bar{R}_k = \mathbb{E}[r_k]$ is the average data rate of user $k$. Note that the optimization problem may be subject to PHY layer as well as application layer QoS constrains. For instance, the instantaneous data rate vector must lie in the feasible capacity region, $r = (r_1, \ldots, r_K) \in C(\mathbf{H})$, where $C(\mathbf{H})$ is the instantaneous feasible capacity region. Additionally, the power allocation vector must satisfy an average power constraint.

In some applications, where the system’s buffer size is rather large, i.e., in delay-insensitive applications, the cross-layer optimization framework is described as a function of $\mathbf{H}(t)$. On the other hand, in delay-sensitive applications, the cross-layer optimization objective is given as a function of the channel conditions and the buffer status, i.e., $S(t) = (\mathbf{H}(t), \mathbf{Q}(t))$.

The system performance depends largely on the choice of the utility function (also called here the scheduling objective) in (38). In particular, for delay-insensitive applications, a natural choice of the system utility function is expressed as [157]

$$U(\bar{R}_1, \ldots, \bar{R}_K) = \sum_{k=1}^{K} E \left[ \sum_{k=1}^{K} r_k \right],$$

where $\bar{R}_k = \mathbb{E}[r_k]$ is the average throughput of user $k$ and $r_k$ is the instantaneous throughput of user $k$ at any scheduling slot. The optimization of (39) will lead to the highest achievable system’s capacity. Note that the objective function in the cross-layer scheduling optimization of delay-sensitive applications is represented in terms of system stability or delay minimization.

B. Multiuser Physical Layer Model

Consider a system with $K$ users, where user $i$ transmits at data rate $r_i$. The data rates of all users can be expressed as $r = (r_1, \ldots, r_K)$, where the rate tuple $r$ is called feasible when a reliable transmission of all data rates is achieved. The set of all feasible rate tuples, $r$, is known as the feasible region, whereas the capacity region is defined as the closure of the union of all achievable rate regions. In the downlink, multiuser capacity region can be described by the broadcast region. Note that broadcast channels can be classified as degraded broadcast channels and the non-degraded broadcast channels.

For the degraded broadcast channels and denoting $n_T$ as the number of transmit antennas, the instantaneous capacity region $C_{n_T} = (H_1, \ldots, H_K)$, conditioned on the channel gains, can be written as $\forall k \in [1, K]$

$$r_k \leq \log_2 \left( 1 + \frac{|H_k|^2 p_k}{\sum_{j \neq k}^K p_j |H_j|^2 1(|H_j| < |H_k|) + \sigma_n^2} \right).$$

Fig. 17. Cross-layer scheduling model [151].
where $P_0 = \sum_{j=1}^K p_j$ is the total transmit power constraint. For non-degraded broadcast channels, i.e., $\eta_T > 1$, the capacity region can be determined by dirty paper coding [158].

On the other hand, the capacity region of the uplink multiple access channel, conditioned on the channel gains, is given by

$$\sum_{k \in S} r_k \leq \log_2 \left| \mathbf{I} + \frac{\sum_{k \in S} p_k H_k H_k^T}{\sigma^2} \right|,$$

for all $S \subset [1, K]$. In this case, the capacity region is achieved by successive interference cancellation.

C. Cross-Layer Scheduling in Multiuser Networks: Delay Minimization

The following conclusions illustrate the advantages of cross-layer scheduling [151].

- CSI-aware scheduler outperforms a regular scheduler which does not exploit the channel knowledge. This highlights the fact that CSI is needed in scheduling to exploit multiuser diversity.

- A buffer-aware scheduler gives a better average delay performance compared to a scheduler that does not have buffer information. This conclusion illustrates the advantage of buffer status information, particularly when the objective is to minimize the average delay.

- Information-theoretic water filling is not optimal. Under the assumption of perfect CSI knowledge, it has been shown that optimum scheduling, which gives the maximum rate, is water filling. However, this is built on the assumption of large buffer size. When the buffer size is finite, the optimum cross-layer scheduler should adapt to both the CSI and the buffer status.

Figure 18 shows how cross-layer scheduling can be used to minimize the average delay, where the packet arrival of the $k$th user is modeled by Poisson random variable, with average arrival rate $\lambda_k$. The delay minimization problem can be cast into the following optimization problem.

**Delay Minimization**: Find the rate allocation policy $\mathcal{R}$ and the power allocation policy $\mathcal{P}$ such that the average delay $\lim_{t \to \infty} \mathbb{E}[\sum_k Q_k(t)]$ is minimized.

Broadly speaking, although cross-layer optimization has shown great potential, particularly for 6G networks, its implementation brings key challenges that must be addressed before the successful deployment.

- Communication overhead: Due to the dynamic nature of wireless channels, the scheduler needs to update its status and adjusts resource allocations frequently.

- Although the above delay minimization problem could be solved in a closed form, cross-layer optimization problems are usually NP-hard which are difficult to handle in practical scenarios due to their high complexity. Various approaches have been proposed in the literature to solve complex cross-layer optimization problems [159], [160].

In summary, there is a pressing need for the development of new cross-layer solutions for 6G networks which will address key challenges in 6G and give insights into the performance limits in terms of different requirements such as reliability and latency. Furthermore, it is envisaged that these solutions will provide guidelines for the design of near-optimal solutions that will lend themselves to low complex implementation.

D. Summary

The interaction between queuing theory and information theory is typically overlooked in the literature; because generally, information theory ignores the bursty natures of data traffic and considers delay-insensitive sources. On the other hand, queueing theory focuses on delay analysis from queuing perspective. As pointed out earlier, the adoption of these approaches independently addresses the scheduling algorithm design problem partially and eventually results in suboptimal solutions. Therefore, there is a need for the development of a cross-layer framework that can jointly adapt to source and PHY layer dynamics, which ultimately requires the design of a framework that combines both queuing theory and information theory.

XIV. NON-COHERENT COMMUNICATION THEORY

Since the evolution of data communication and wireless systems, CSI acquisition, generally through the assistance of a training sequence, has been always a concerning problem for the research community. This is primarily due to the
increased overhead and degraded spectral efficiency experienced in coherent systems. Such overhead is further manifested in pilot contamination scenarios, which necessitate pilot re-transmission to ensure reliable coherent signals detection, as well as imperfect CSI, which might lead to a noticeable degradation on the system performance [161]. As an alternative method, blind signal detection, also called non-coherent detection, has demonstrated a reduced overhead. Yet, this has come at the expense of a severely degraded performance and increased complexity.

As it is now agreed that large-scale networks will be one of the 6G verticals, a rapid and massive growth of the number of antenna arrays/users/nodes will be witnessed in the near future, especially with the emergence of novel applications and wireless services for humans and machines. While the research continues to deliver promising solutions at a large-scale, simultaneous CSI acquisition of a massive number of antennas or devices communicating in a coordinated and uncoordinated fashion, will remain a critical challenge. Such a challenge is magnified with the envisioned high mobility applications, such as high-speed rails, hyperloop communication, etc [162]. Accordingly, a trivial conclusion: a paradigm shift toward non-coherent communication, and the need to rethink the basics of existing non-coherent mechanisms, have become a necessity. Motivated by this, several research efforts were directed towards developing novel and efficient non-coherent waveform modulation schemes, that fit with the massive-scale networks vision of 6G. Among others, Grassmannian modulation and non-coherent tensor modulation has shown to be effective when applied in massive MIMO and massive multiple access scenarios, respectively.

### A. Non-Coherent Grassmannian Modulation

At the moderate-high signal-to-noise ratio (SNR) regime, Grassmannian signaling has demonstrated a close to optimal pilot-free non-coherent detection, compared to its coherent counterpart, particularly in highly dynamic scenarios, e.g., vehicular networks, in which channels experience short coherence time [163]. In Grassmannian modulation, transmitted information is conveyed over tall unitary matrices, each of which represents a particular binary sequence with a fixed length. The uniqueness of these matrices, and hence, the signals sequences, relies on the following two characteristics: i) each signal spans over a particular subspace, and ii) when transmitted over block-fading channels, these matrices/messages experience rotation and scaling, yet their subspace remain unchanged. Such behavior enables Grassmannian structure to realize the superior capacity performance at moderate and high SNR values. It is worthy to highlight that the transmission data rate of Grassmannian signaling is determined based on the length of the information sequence, as well as the corresponding number of matrices. In this regard, Grassmannian signaling structure constitutes a natural choice in a large-scale implementation, such as massive MIMO networks and massive machine-type communications, due to the significant reduction in the pilot overhead when Grassmannian modulation is employed in such scenarios [164].

As a multi-dimensional scheme, constellation design in Grassmannian modulation represents a challenging task, due to the involvement of complex numerical optimization procedures. The increased complexity is attributed to the nature of the curved spaces in Grassmannian structure, as well as the significantly large number of unitary matrices (up to twenty-zeros numbers) required for such designs [163]. The interplay of machine learning algorithms and Grassmannian constellation designs has been recently tackled in the open literature, in which autoencoder (AE)-based constellation design is developed with the aim to achieve an improved diversity gain in the Grassmannian setup [165]. On the other hand, emphasizing on the large cardinality feature of Grassmannian modulation, symbols labeling/mapping is computationally challenging, and hence, the development of efficient, yet simple, labeling algorithms is of paramount importance. This can be achieved by the design of unconventional labeling methods, which do not rely on the distances between symbols only, but also on the geometry of the Grassmannian surface.

### B. Non-Coherent Tensor Modulation

Emphasizing on the fact that the merit of IoT networks can be leveraged through the realization of efficient massive-scale connectivity, under strict on-board power resources and limited spectrum availability, unsourced random access is considered as an intuitive choice in such networks [166]. In unsourced random access, a massive number of IoT devices are occasionally activated and allowed to access the spectrum simultaneously, in order to transmit short packets. It is further noted that such an activation process is random, i.e., the identity of the activated devices is unknown. While the total number of IoT devices is not of concern, the cardinality of the subset of the active devices is a key factor. Subsequently, the challenge of associating an active device with a particular transmitted waveform is intractable, rendering pilot-based CSI acquisition, and hence, grant-based random access a complicated task. This necessitates a radical departure from coordinated multiple access paradigms into grant-free solutions.

A promising candidate, non-coherent Tensor-based modulation (TBM) has been recently deemed as an enabler for uncoordinated multiple access over the uplink communication, enabling reliable connectivity at a massive scale. In particular, with the aim to realize reliable spectrum access to a large number of IoT devices and signals detection, in TBM, each user encodes its message in a rank-1 tensor, which is a generalized form of matrices with higher degrees of freedom. At the receiver end, Canonical Polyadic (CP) decomposition and successive interference cancellation are adopted to separate these tensors, and therefore, perform efficient signals detection [167]. It was demonstrated through recent results that TBM can successfully allow the concurrent activation of hundreds of devices, compared to coordinated time-division multiple access (TDMA), where the latter grants permit-to-access to a few numbers of devices at a given time [131]. In addition to the increased number of activated users, TBM plays an important role in relieving the users-base station coordination complexity, encountered in massive access scenarios. On the other hand, low-complex
signals demapping and efficient constellation design in TBM represent open research directions.

C. Summary

The high mobility and the dynamic nature of current and future wireless networks have reignited the interest in non-coherent schemes, as a mean to relieve the pressure imposed by CSI acquisition. Within this context, Grassmannian signaling and non-coherent tensor modulation have been identified as promising approaches to modulate waveforms in a non-coherent fashion. While they showed superior performance when implemented in large-scale networks, in terms of throughput and coordination difficulty, there are several concerns that should be taken into account before the official adoption of these waveforms in 6G networks, including constellation design and symbols mapping/demapping.

XV. Conclusion

In this article, we have revisited the basic foundations of the communication theory, and overviewed the key scientific challenges, that have surfaced with the recent revolutionary advancements in wireless technologies. In more detail, we have laid down a forward-looking vision for rethinking the basis of the electromagnetic theory, questioning the fundamentals of the physical limitations, and investigating the feasibility to approach the limits of infinite antennas. In our paper, through deep reconsideration of the key principles of the communication paradigms, it has been demonstrated that 6G networks will be designed on a large-scale, and this calls for a compelling need to revisit the existing non-coherent mechanisms, the integration of sensing and communication capabilities, as well as the efficient development of multi-agent learning systems. Furthermore, we investigated how incorporating the semantic aspect of transmitted messages will be an enabler for delivering experience-based applications. Also, we have sketched a roadmap towards understanding the interplay of queuing and information theory, and its implication on delivering URLLC through the realization of efficient cross-layer solutions. In the thermodynamics of computation and communication theory, we narrowed the scope to focus on the energy efficiency of future 6G networks, where we highlighted the basic principles for striking a balance between communication performance and network energy consumption. In addition, we have studied the limitations of non-linear systems and the potential development of reliable signal processing algorithms that are capable of meeting the needs of such challenging systems. Furthermore, we shed light on the non-equilibrium information theory, where we have explored the potentials of leveraging joint source-channel codes for enhanced performance in short-blocklength scenarios, and identified their performance limiting factors. Moreover, through a closer look into the limitation of wireless systems under double selective channels, we have deeply discussed the challenges and promising waveform designs within the time-varying systems theory. Finally, we have shed light on the problem of dealing with coarse scale information by digging into the fundamentals of the super-resolution theory.
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