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Abstract—A dynamic and flexible generalized spatial modulation (GSM) framework is proposed for massive MIMO systems. Our framework is leveraged on the utilization of machine learning methods for GSM in order to improve the error performance in presence of correlated channels and channel estimation errors. Both decision tree and multi-layer perceptrons approaches are adopted for the GSM transmitter. Simulation results indicate that in presence of real-life impairments machine learning based approaches provide a superior performance when compared to the classical Euclidean distance based approach. The observations are validated through measurement results over the designed 16 × 4 MIMO test-bed using software defined radio nodes.
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I. INTRODUCTION

The variability and the diversity of user expectations increase functionality requirements of wireless communication systems. In the fifth generation (5G) mobile broadband systems, it is aimed to improve the functionality of the systems as well as the capacity and the coverage. Massive multiple input multiple output (Ma-MIMO) technology is considered as one of the key techniques to address reliability, spectral and energy efficiency objectives of 5G and beyond systems [1].

Ma-MIMO systems with antenna selection (AS) methods provide a better performance by using the same number of RF chains when compared to conventional Ma-MIMO systems [2]. The authors of [3] proposed two transmit antenna selection methods: capacity-optimized antenna selection (COAS) and Euclidean distance-optimized antenna selection (EDAS). The EDAS method shows a better bit error rate (BER) performance with a higher complexity than the COAS method. Application of these methods in real-time systems is restricted by the complexity and flexibility requirements of next-generation communication systems. At this point, advances in machine learning (ML) techniques promise to leverage advantages of Ma-MIMO technologies. In [4], [5], AS problem is characterized as a multi-class classification problem, which enables to utilize ML based schemes. In [4], optimization-driven and data-driven AS methods are evaluated in terms of complexity and performance. In [5], ML methods are implemented to select the optimal antenna that maximizes the secrecy performance.

Generalized spatial modulation (GSM) is a practical candidate when the constraints of Ma-MIMO systems are considered [6]. In [6], a novel transmit antenna grouping scheme is proposed, improving the performance relative to the conventional GSM. In [7], the authors show that GSM can achieve better performance than spatial multiplexing when the optimum antenna combination is selected. In [8], it is shown that the channel estimation errors and correlated channels lead to a drop on the performance of GSM system.

In this letter, we propose to provide a more dynamic and flexible structure for Ma-MIMO systems. We propose to utilize ML methods for GSM to improve flexibility of Ma-MIMO systems and the contributions of the letter can be summarized as follows:

- We firstly implemented GSM and also the applicability of machine learning methods is showed in the real-time environment.
- We utilize two ML based approaches, the decision tree (DT) and the multi-layer perceptron (MLP), for antenna subset selection in GSM under imperfect channel state information (CSI).
- We analyze the performance of proposed schemes numerically and experimentally, through the designed real-time software defined radio (SDR) based test-bed with 16 × 4 MIMO channel.

Both ML based approaches provide a better performance than the optimal AS method in terms of BER under non-ideal but realistic transmission scenarios. Simulations, as well as real-time test results, have shown that EDAS method is very successful when the channel is known perfectly and the signal to noise ratio (SNR) is high. Otherwise, our proposed schemes based on ML provide a superior error performance, which is demonstrated by simulations and real-time tests.

II. SYSTEM MODEL

GSM can be seen as an extension of the spatial modulation (SM) system where each antenna index refers to different spatial bits so that more information is transmitted depending on the selected antenna [9]. The proposed Ma-MIMO GSM system has $N_t$ transmit antennas and $N_r$ receiver antennas. Let the used number of antennas at the transmitter be $N_u$ and $I_A$ is the index symbol. The number of combinations that can be obtained with the GSM system and the maximum number of spatial bits that can be transmitted be denoted by $C = {N_t \choose N_u}$ and $\log_2 C$ where $\lfloor . \rfloor$ denotes the floor operator, respectively. GSM eliminates the necessity of $N_t$ being power of 2 and provides a more flexible usage of the system. The block diagram of the GSM system is shown in the Figure 1 The maximum number of bits that can
Recalling (2) and (3), the imperfect time-correlated channel represented by maximum likelihood detector is:

\[ H \in \mathbb{C}^{N_r \times N_t} \] where \[ H^T = [h_1, \cdots, h_r, \cdots, h_{N_t}] \] and \[ h_i = [h_{1i}, h_{2i}, \cdots, h_{N_t}] \]. The received signal vector is:

\[ y = Hx + w, \] (1)

Here \[ w \in \mathbb{C}^{N_r \times N_t} \] is an additive white Gaussian noise. \[ x = s \xi T \] represents GSM symbol where \( s \) is a \( \xi \)th M-QAM modulation symbol, \( S \) is symbol cluster and \( T_{\xi} \in \{0, 1\} \) and \( \xi T = [I_{\xi}^1, I_{\xi}^2, \cdots, I_{\xi}^{N_t}]^T \in I \) is transmit antenna combination vector, \( I \) denotes combination cluster. As a channel model, time-correlated and independent and identically distributed (i.i.d.) are considered under perfect and imperfect channel estimates separately to represent the evolution from theoretical to practical systems. The imperfect estimate of the channel is as [10]:

\[ \hat{H} = \sqrt{1 - \beta}H + \sqrt{\beta}e, \] (2)

where \( H \) is the perfect channel matrix. The time-correlated channel is modeled as follows [11]:

\[ H_{\nu} = \sqrt{\alpha}h_{\nu-i} + \sqrt{1-\alpha}e_{\nu}, \] (3)

where \( \nu \) is the time offset. \( H_{\nu} \) and \( H_{\nu-i} \) represent the perfect channel matrix at time \( \nu \) and \( \nu-i \). The estimation error is represented by \( e \), \( z_{\nu} \) is the time-correlation error and they are complex normal distributed with zero mean and unit variance. Recalling (2) and (3), the imperfect time-correlated channel estimate is modeled as:

\[ \hat{H}_{\nu} = \sqrt{(1-\beta)\alpha}h_{\nu-i} + \sqrt{(1-\alpha)(1-\beta)}z_{\nu} + \sqrt{\beta}e, \] (4)

where \( \alpha, \beta \in [0, 1] \), \( \alpha \) is time correlation and \( \beta \) is channel estimation error coefficients.

A maximum likelihood detector is preferred at the receiver to identify data bits, in particular, spatial bits. The CSI must be accurately known for the best performance of the maximum likelihood detector. In GSM system designs, frequently it is assumed that CSI is known perfectly at the receiver, as the performance is improved under this assumption. The maximum likelihood detector is:

\[ (\xi T, \hat{s}_\xi) = \arg \min_{\xi T, s_\xi} \sum_{i=1}^{N_r} |y_i - s_\xi h_i T|^2, \] (5)

where \( y_i \) is the received symbol at the \( i \)th receive antenna. The AS approach, which is frequently used in general MIMO systems, is seen as a suitable option for GSM-MIMO in terms of error performance. The optimal method for improving error performance is EDAS, which calculates the norm frame of the distance between the symbols under the perfect CSI. A subset \( \kappa \) determined by EDAS is:

\[ \kappa_{EDAS} = \arg \max_{\xi T \in I} \left\{ \min_{s_1 \neq s_2 \in I} \sum_{i=1}^{N_r} |h_i|^2 \right\} \] (6)

Although AS provides an improvement in error performance, it causes loss in spectral efficiency. Total subset number is \( K = \lceil \frac{C}{g} \rceil \) where \( g \) is the number of used spatial bits. In order to be able to perform AS, the \( C \) in the GSM-MIMO system is divided into at least two subsets, causing a loss of at least 1 bpcu. Despite the increase in the number of groups and thus the loss of spectral efficiency, error performance is improved with AS.

### III. Proposed Scheme

#### A. Dataset Generation

According to the model in Figure 1, four different cases are considered and four data sets are built. The first data set is generated on real-time test-bed. To resemble the conditions of real-time systems, three different simulation based data sets are created depending on channel model equations (2), (3) and (4). \( X \in \mathbb{R}^{N \times Q} \) and \( X = [x_1, x_2, \cdots, x_{N-1}, x_N]^T \) represent one data set where \( N \) is the number of samples in data set and \( Q \) is the number of total features. Data sets are generated three attributes based on channel matrix and error vector magnitude (EVM) for each subset. An instance is designed as \( x_n = [f_{n,1}, f_{n,2}, \cdots, f_{n,q}]^T \). Three features are extracted for all subset as in below;
\[
f_{n,q} = \begin{cases} 
\sum_{r=1}^{N_e} \sum_{t=1}^{N_t} |h_{t,r}|^2, & \text{if } q = 1, \cdots, K \\
\frac{N_s}{P_s} \sum_{\kappa=1}^{\kappa_{\text{max}}} \epsilon \times 100, & \text{if } q = (K + 1), \cdots, 2K \\
H_n - H_{n-\delta}, & \text{if } q = (2K + 1), \cdots, Q
\end{cases}
\]

where \( K \) is the total subset number, \( P_s \) is the average symbol power, \( \epsilon \) is the error power, \( \delta \) is sample delay. Each class represents an antenna subset set to transmit a spatial symbol. In the labeling part of data set preparation, EDAS, optimal method in terms of error performance is used depending on the equation (6).

### B. Learning Algorithms

1) **Decision Tree:** Decision tree algorithm is a non-parametric supervised learning method used for classification and regression. To estimate correctly the class of the new sample is the main objective by creating decision rules based on statistical information of the training data set [12]. The decision trees are composed of 3 basic units as root, branch and leaf nodes which form the structure of tree from the beginning to last. The attributes who maximizes information gain on each node is determined using the following equations and the node is divided into child nodes depending on the selected attributes.

\[
\Upsilon_m = - \sum_{\kappa=1}^{K} p_m^{\kappa} \log_2 p_m^{\kappa}
\]

here \( p_m^{\kappa} = \frac{N_m^{\kappa}}{N_m} \) where \( p_m^{\kappa} \) represents the probability of the \( \kappa \)th class on the \( m \)th node. \( N_m \) is the number of data samples, \( N_m^{\kappa} \) shows the probability of samples belongs to \( \kappa \)th class on \( m \)th node, \( \Upsilon_m \) is the entropy of the \( m \)th node. On the each node for determining the feature which provides maximum information gain,

\[
\Psi(m, f_q) = \Upsilon_m - \sum_{d=1}^{D} p_d \Upsilon_d
\]

is used, where \( f_q \) is \( q \)th feature, \( \Psi \) is information gain related to \( f_q \) on the \( m \)th node, \( d \) shows the number of child nodes on the \( m \)th node, \( p_d \) is the probability of the corresponding child node and \( \Upsilon_d \) is the entropy of the \( d \)th node.

2) **Multi-Layer Perceptrons:** MLP is an artificial neural network structure and has the ability to learn non-linear functions via a given set of features. MLP is a considerably successful method, even though it has a higher computational complexity compared to decision tree. It consists of 3 main layers; input layer, hidden layers and output layer. The MLPs are trained with ADAM optimizer using backpropagation algorithms through neurons at these layers. On the training of the model, cross entropy \( J(\Theta) \) is used as a cost function as given in [13].

\[
J(\Theta) = - \frac{1}{N} \sum_{n=1}^{N} \sum_{\kappa=1}^{K} y_{n}^{(\kappa)} \log p_{n}^{(\kappa)},
\]

where \( N \) is the number of instances and \( p_{n}^{(\kappa)} \) is the estimated probability that the instance \( x^{(n)} \) belongs to class \( \kappa \). \( y_{n}^{(\kappa)} \) is equal to 1 if the target class for the \( n \)th instance is \( \kappa \). Otherwise, it is equal to 0. The hyperparameters of the training phase are determined empirically.

### IV. TEST-BED DESIGN

The test-bed is designed as shown in Figure 1. In the proposed test system, eight USRP-2943Rs at the transmitter and two USRP-2940 (Universal Software Radio Peripheral) devices are used at the receiver. Each one is used as an SDR node with two radio frequency (RF) chains. As the software, LabVIEW, a graphical programming language is preferred. The PXIe-6674T module, which generates a reference clock, and the CDA-2990 module that share this clock information to all devices are used to provide hardware synchronization of the 12 transmitter channels in the transmitter. The first USRP-2940 is used as the Ma-MIMO GSM receiver. The second USRP-2940 device in the receiver is used to return the estimated CSI to the transmitter that has two USRPs using maximal ratio combining for the better CSI feedback. Least Square channel estimation method is used to obtain the CSI of the test environment. In order to reduce the channel estimation error in the feedback channel, feedback channel signals have been produced with an average of 30 dB SNR. The average SNR values in real time tests were obtained by using the equivalent signal power in order to compare with the simulation results.

In this study, operating frequency for transmitter channels, operating frequency for feedback channels and bandwidth of devices are determined as 2.1 GHz, 2 GHz and 2 MHz, respectively. The carrier frequency offset and sample timing offset problems between the receiver and the transmitter for various reasons can be eliminated by the pilot sequences placed at certain frequencies to the transmitted signal. Generally, GSM systems are designed with \( N_a \) RF chains but we prefer to the different RF chains instead of the switching with the purpose of testing. The number of transmitted spatial bits is set to 3 and 8 different antenna subsets are created. As a single-carrier modulation method, 4-QAM is used. The ML based and EDAS methods are compared in point of the impacts on the error performance.

### V. RESULTS

In Ma-MIMO GSM system, the error performances of the proposed ML based antenna selection methods and EDAS are equal to 1 if the target class for the \( n \)th instance is \( \kappa \). Otherwise, it is equal to 0. The hyperparameters of the training phase are determined empirically.

![Figure 2: Simulation results for the i.i.d. channel under the channel estimation errors.](image-url)
examined numerically and in the real-time environment. Both simulation and real-time system results are obtained, while the depth of the decision tree algorithm, the number of hidden layers of MLP and the number of neurons at one layer are equal to 17, 15, 10, respectively.

In the simulation environment, the \( i.i.d. \) and time-correlated channel models are evaluated for different estimation errors to simulate the real-time conditions. Time-correlated channel coefficient is set to 0.9 and it is found that time-correlated channel has upper and lower boundaries similar to the \( i.i.d. \) channel. However, in the presence of imperfect CSI, time-correlated channel appears to perform worse than the \( i.i.d. \) channel. As shown in Figure 2 and Figure 3, the value of the channel estimation error increases while the error performance of EDAS decreases. It is observed that ML performance is better than EDAS for the \( i.i.d. \) channel. Performance of EDAS for the time-correlated channel is evaluated over the delayed channel structure as in real-time tests. In addition, EDAS provides a poor performance in time-correlated channels and under the presence of estimation errors.

In the real-time environment tests, data gathering, training and test phases are limited to 120 seconds for each ML method. Collecting data duration is arranged 7 seconds and the same time intervals are applied for every 120 seconds. The results of the real-time tests are shown in Figure 4. EDAS shows a weak performance due to the delayed imperfect CSI. EDAS performance increases and converges to the perfect CSI boundaries as the estimation error is reduced for the high SNR values. Although EDAS and decision-tree performances are similar for the high SNR values, decision-tree shows the higher performance compared with EDAS when SNR decreases. The other ML approach, MLP, achieves the lower error rates than decision tree but it is more complex method, which slows down the test system in real-time. As seen from Figure 4, ML approaches provide well performance in presence of imperfect CSI and/or delayed CSI when compared to EDAS and decrease BER. Figures 2, 3 and 4 show that the proposed ML based methods have a better performance when compared to the EDAS, in scenarios where channel estimation errors and time-correlated channel are present.

VI. CONCLUSIONS

The spectral efficiency and energy efficiency of the wireless systems can be improved using GSM technology. In this paper, GSM is implemented in a real-time test-bed for the first time in the literature. The performance of EDAS scheme is evaluated. In order to improve the performance in realistic deployment scenarios, mainly targeting correlated channels and the imperfect channel estimates, a machine learning based framework is proposed for the transmitter. Through simulation and test results, the error performances of the investigated schemes are compared, demonstrating the efficacy of the machine learning based approaches in the preference of real-life impairments.
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