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Abstract. For the past few years, scalar auxiliary variable (SAV) and SAV-type approaches became very hot and efficient methods to simulate various gradient flows. Inspired by the new SAV approach in [19], we propose a novel technique to construct a new exponential scalar auxiliary variable (E-SAV) approach to construct high-order numerical energy stable schemes for gradient flows. To improve its accuracy and consistency noticeably, we propose an E-SAV approach with relaxation, which we named the relaxed E-SAV (RE-SAV) method for gradient flows. The RE-SAV approach preserves all the advantages of the traditional SAV approach. In addition, we do not need any the bounded-from-below assumptions for the free energy potential or nonlinear term. Besides, the first-order, second-order and higher-order unconditionally energy stable time-stepping schemes are easy to construct. Several numerical examples are provided to demonstrate the improved efficiency and accuracy of the proposed method.
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1. Introduction. The gradient flow models are very important and popular dissipative systems which cover a lot of fields such as alloy casting, new material preparation, image processing, finance and so on [3, 17, 31, 33, 34, 35, 40, 45]. Many classical gradient flow models such as Allen-Cahn model [1, 11, 16, 39, 51, 54], Cahn-Hilliard model [6, 12, 18, 39, 44, 48, 55] and phase field crystal model [21, 22, 29, 33, 49] have been widely used to solve a series of physical problems. Gradient flow models are generally derived from the functional variation of free energy. In general, the free energy $E(\phi)$ contains the sum of an integral phase of a nonlinear functional and a quadratic term:

\begin{equation}
E(\phi) = \frac{1}{2} (\phi, L\phi) + E_1(\phi) = \frac{1}{2} (\phi, L\phi) + \int_{\Omega} F(\phi) d\mathbf{x},
\end{equation}

where $L$ is a symmetric non-negative linear operator, and $E_1(\phi) = \int_{\Omega} F(\phi) d\mathbf{x}$ is nonlinear free energy. $F(\mathbf{x})$ is the energy density function. The gradient flow from the energetic variation of the above energy functional $E(\phi)$ in (1.1) can be obtained as follows:

\begin{equation}
\frac{\partial \phi}{\partial t} = -\mathcal{G}\mu, \quad \mu = L\phi + F'(\phi),
\end{equation}

where $\mu = \frac{\delta E}{\delta \phi}$ is the chemical potential. $\mathcal{G}$ is a positive operator. For example, $\mathcal{G} = I$ for the $L^2$ gradient flow and $\mathcal{G} = -\Delta$ for the $H^{-1}$ gradient flow.

It is not difficult to find that the above phase field system satisfies the following energy dissipation law:

\[
\frac{d}{dt} E = \left( \frac{\delta E}{\delta \phi}, \frac{\partial \phi}{\partial t} \right) = -\langle \mathcal{G} \mu, \mu \rangle \leq 0,
\]

which is a very important property for gradient flows in physics and mathematics. From a mathematical point of view, whether the numerical methods can maintain the discrete energy dissipation law is an important stability indicator. Up to now, many scholars considered a series of efficient and popular time discretized approaches to construct energy stable schemes for different phase field models such as convex splitting approach [15, 36, 41], linear stabilized approach [39, 50], exponential time differencing (ETD) approach [11, 43], invariant energy quadratization (IEQ) approach [5, 6, 47], scalar auxiliary variable (SAV) approach [28, 37, 38] and so on.
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Compared with other numerical methods, the SAV approach has many incomparable advantages. One is that it is very easy to construct linear, second-order and unconditionally energy stable schemes. Until now, it has been applied successfully to simulate many classical gradient flows such as Allen-Cahn models [51, 37], Cahn-Hilliard models [48, 28], phase field crystal models [31, 26], molecular beam epitaxial growth model [52, 10], Cahn-Hilliard-Navier-Stokes models [24] and so on. It is worth mentioning that the dissipative system without gradient flow structure, such as Navier-Stokes models [27, 30, 25] can also be simulated effectively by the SAV approach. Another advantage of SAV method is that high-order energy stable numerical schemes can be constructed successfully by Runge-Kutta method [2] or $k$-step backward differentiation formula (BDF$k$) [19].

Recently, many variants of SAV schemes are developed to modify the shortcomings of the traditional SAV approach. Some of the SAV-type methods change the definition of the introduced SAV. For example, in [53], the authors introduced the generalized auxiliary variable method for devising energy stable schemes for general dissipative systems. An exponential SAV approach in [32] is developed to modify the traditional method to construct energy stable schemes by introducing an exponential SAV. A series of generalized SAV approaches which extend the applicability of the original SAV approach for gradient systems can be found in [9]. In [19], the authors consider a new SAV approach to construct high-order energy stable schemes. In [20], Jiang et al. present a relaxation technique to construct a relaxed SAV (RSAV) approach to improve the accuracy and consistency noticeably.

In this paper, we first propose a novel technique to construct a new exponential scalar auxiliary variable approach. By introducing a new exponential SAV, we use $k$-step backward differentiation formula (BDF$k$) to construct high-order energy stable schemes. Furthermore, the new proposed E-SAV method only needs to solve one linear equation with constant coefficients at each time step. Meanwhile, based on the exponential function, the new E-SAV approach can remove the assumptions of bounded-from-below for the free energy potential or nonlinear term. Besides, to improve its accuracy and consistency noticeably, we apply the relaxation technique which was considered in [20] to propose a relaxed E-SAV (RE-SAV) method for gradient flows. The relaxation technique can improve the accuracy and eliminate the potential failure caused by the exponential growth.

The paper is organized as follows. In Sect.2, we provide a brief review of the SAV-type approaches. In Sect.2, we consider a new procedure to obtain a new energy stable exponential SAV (E-SAV) approach and construct first-order scheme in time. In Sect.4, some high-order unconditionally energy stable schemes with $k$-step backward differentiation formula are constructed. In Sect.5, we consider a relaxation technique to construct a relaxed E-SAV (RE-SAV) method to improve accuracy and consistency noticeably. Finally, in Sect.6, various 2D numerical simulations are demonstrated to verify the accuracy and efficiency of our proposed schemes.

2. The review of the SAV-type approaches. In this section, in order to show and give a comparative study for our new E-SAV approach, we provide below a brief review of the new SAV approach in [19] and the traditional E-SAV method in [32] to construct energy stable schemes for gradient flows.

2.1. The new SAV approach. Assume that the energy $E(\phi)$ is bounded from below which means that there is a constant $C_0 > 0$ to satisfy $E(\phi) + C_0 > 0$. We then introduce the following scalar auxiliary variable to obtain an equivalent gradient flow model

\begin{equation}
R(t) = E(\phi) + C = \frac{1}{2} \langle \phi, L\phi \rangle + \int_\Omega F(\phi)dx + C,
\end{equation}

where $C \geq C_0$ is a chosen scalar such that $R(t) > 0$. Obviously, $R(t)$ can be seen as a shifted total energy. Performing integration by parts, one can find that the gradient flow system will satisfy the following energy dissipative law:

\begin{equation}
\frac{dR(t)}{dt} = \frac{dE}{dt} = -(G\mu, \mu) \leq 0.
\end{equation}

Considering the definition of $R(t)$, we define a new function $\xi(t) = \frac{R(t)}{E(\phi) + C}$. It is obviously that $\xi(t) \equiv 1$ at the continuous level. Other than that, to obtain the high-order numerical schemes, we introduce a new
function $\theta(t)$ which can be an arbitrary function at the continuous level. Obviously, $\theta + (1 - \theta)\xi = 1$ at the continuous level. Then, the gradient flow model (1.2) can be transformed into the following equivalent formulation:

$$\frac{\partial \phi}{\partial t} = -G\mu,$$

$$\mu = \mathcal{L}\phi + [\theta + (1 - \theta)\xi]F'(\phi),$$

$$\xi(t) = \frac{R(t)}{E(\phi) + C},$$

$$\frac{dR}{dt} = \xi(\mu,\Delta\mu).$$

We discretize the nonlinear term $F'(\phi)$ and $\theta$ explicitly and discretize $\phi$, $\mu$, $R$ and $\xi$ implicitly, then couple with $k$-step backward differentiation formula (BDF$k$), the high-order unconditionally energy stable schemes can be constructed as follows:

$$\alpha\phi^{n+1} - \left[\theta^n + (1 - \theta^n)\xi^{n+1}\right]\hat{\phi}^n = -G\mu^{n+1},$$

$$\mu^{n+1} = \mathcal{L}\phi^{n+1} + \left[\theta^n + (1 - \theta^n)\xi^{n+1}\right]F'(\phi^{*,n+1}),$$

$$\xi^{n+1} = \frac{R^{n+1}}{E(\hat{\phi}^{n+1}) + C},$$

$$\frac{R^{n+1} - R^n}{\Delta t} = -\xi^{n+1}(\mathcal{G}\hat{\phi}^{n+1},\phi^{n+1}),$$

where $\theta^n = 1 + O(\Delta t^k)$ can be obtained from [19]. Here, $\alpha$, $\hat{\phi}^n$ and $\phi^{*,n+1}$ in equation (2.4) are defined as follows:

BDF2:

$$\alpha = \frac{3}{2}, \quad \hat{\phi}^n = 2\phi^n - \frac{1}{2}\phi^{n-1}, \quad \phi^{*,n+1} = 2\phi^n - \phi^{n-1}.$$ 

BDF3:

$$\alpha = \frac{11}{6}, \quad \hat{\phi}^n = 3\phi^n - \frac{3}{2}\phi^{n-1} + \frac{1}{3}\phi^{n-2}, \quad \phi^{*,n+1} = 3\phi^n - 3\phi^{n-1} + \phi^{n-2}.$$ 

Some other high-order BDF$k$ ($k \geq 4$) can be obtained from [19]. It’s not difficult to prove that the BDF$k$ scheme (2.4) has $k$-th accuracy for $\phi$. By giving an arbitrary function $\theta(t)$ to satisfy $\theta = 1 + O(\Delta t^k)$, we can direct to observe that

$$\frac{\alpha\phi^{n+1} - \left[\theta^n + (1 - \theta^n)\xi^{n+1}\right]\hat{\phi}^n}{\Delta t} = \frac{\alpha\phi^{n+1} - \phi^n}{\Delta t} + \frac{(1 - \theta^n)(1 - \xi^{n+1})}{\Delta t} = \frac{\partial \phi}{\partial t} \bigg|^{n+1} + O(\Delta t^k).$$

Combining the first two equations in (2.5), we can obtain the following linear matrix equation

$$(\alpha I + \Delta t\mathcal{G}\mathcal{L})\phi^{n+1} = \left[\theta^n + (1 - \theta^n)\xi^{n+1}\right](\hat{\phi}^n - \Delta t\mathcal{G}F'(\phi^{*,n+1})), $$

which means that we only require solving one linear equation with constant coefficients (see more details in [19]).

By introducing a new SAV $\theta$, the new SAV approach enjoys the following remarkable properties: (1) it only requires solving one linear system with constant coefficients at each time step; (2) it only requires the energy functional $E(\phi)$ be bounded from below; (3) it is extendable to higher-order BDF type energy stable schemes.
2.2. The traditional E-SAV approach. Introduce an exponential scalar auxiliary variable (E-SAV) as follows:

\[
(2.8) \\
\frac{r(t)}{r} = \exp \left( E_1(\phi) \right) = \exp \left( \int_{\Omega} F(\phi) d\mathbf{x} \right) > 0.
\]

It is obviously \( r(t) > 0 \) for any \( t \). Then, the nonlinear functional \( F'(\phi) \) in (1.2) can be transformed as the following equivalent formulation:

\[
F'(\phi) = rF'(\phi) = \frac{r}{\exp(E_1(\phi))} F'(\phi).
\]

Then, we have

\[
\frac{r}{r} = \int_{\Omega} F'(\phi) d\mathbf{x}.
\]

Noting that \( r(t) > 0 \) for any \( t \), Then we have

\[
(2.9) \\
\frac{d \ln r}{dt} = \int_{\Omega} F'(\phi) d\mathbf{x} = \frac{r}{\exp(E_1(\phi))} \int_{\Omega} F'(\phi) d\mathbf{x}.
\]

Then, the gradient flow system (1.2) can be transformed as follows:

\[
\begin{cases}
\frac{\partial \phi}{\partial t} = -G\mu, \\
\mu = L\phi + \frac{r}{\exp(E_1(\phi))} F'(\phi), \\
\frac{d \ln r}{dt} = \frac{r}{\exp(E_1(\phi))} \int_{\Omega} F'(\phi) d\mathbf{x}.
\end{cases}
\]

The above equivalent system satisfies the following energy dissipation law:

\[
\frac{d}{dt} \left[ \frac{1}{2} (L\phi, \phi) + \ln(r) \right] = -(G\mu, \mu) \leq 0.
\]

For the sake of simplicity, we only give the following first-order semi-implicit scheme:

\[
\begin{cases}
\frac{\phi^{n+1} - \phi^n}{\Delta t} = -G\mu^{n+1}, \\
\mu^{n+1} = L\phi^{n+1} + \frac{r^n}{\exp(E_1(\phi^n))} F'(\phi^n), \\
\ln(r^{n+1}) - \ln(r^n) = \frac{r^n}{\exp(E_1(\phi^n))} \left( F'(\phi^n), \frac{\phi^{n+1} - \phi^n}{\Delta t} \right).
\end{cases}
\]

It is not difficult to obtain the following discrete energy law:

\[
\frac{1}{\Delta t} \left[ E_{1st}^{n+1} - E_{1st}^n \right] \leq -(G\mu^{n+1}, \mu^{n+1}) - \frac{1}{2\Delta t} \left( \phi^{n+1} - \phi^n, L(\phi^{n+1} - \phi^n) \right) \leq 0,
\]

where \( E_{1st}^n = \frac{1}{2}(\phi^n, L\phi^n) + \ln(r^n) \).

3. A new exponential SAV approach. The new SAV approach in [19] has to introduce an extra function \( \theta(t) \) to construct high-order energy stable schemes. The explicit treating of \( \theta \) is not a good enough choice for the discretization of the nonlinear term \( [\theta + (1 - \theta)\xi]F'(\phi) \). Besides, we need to assume that the energy \( E(\phi) \) is bounded from below which means that there is a constant \( C_0 > 0 \) to satisfy \( E(\phi) + C_0 > 0 \). In this section, we will consider a new technique to modify this method.
Before giving a detailed introduction, we let $N > 0$ be a positive integer and set

$$\Delta t = T/N, \quad t^n = n\Delta t, \quad \text{for} \quad n \leq N.$$ 

As we all know, exponential function is a special function that keeps the positive property. Thus, we can introduce the following new exponential scalar auxiliary variable:

$$R(t) = \exp(E(\phi)) = \exp\left(\phi, L\phi + \int_{\Omega} F(\phi)dx\right).$$

It is obviously $R(t) > 0$ for any $t$. Now it’s easy to obtain the following modified energy dissipation law:

$$\frac{dR}{dt} = R \frac{dE}{dt} = -R(\mathcal{G}\mu, \mu) = -\exp(E(\phi))(\mathcal{G}\mu, \mu) \leq 0.$$ 

Noticing that $\ln(R) = \ln(\exp(E(\phi))) = E(\phi)$, we can obtain the original energy dissipation law:

$$\frac{dE}{dt} = \frac{d\ln(R)}{dt} = \frac{1}{R} \frac{dR}{dt} = -(\mathcal{G}\mu, \mu) \leq 0.$$ 

Define $\xi = \frac{R}{\exp(E(\phi))}$. It can be easily obtained that $\xi \equiv 1$ at the continuous level. Next we will introduce a new functional $U(\xi)$ to obtain the high-order approximation of 1. $U(\xi)$ can be chosen as many formulas such as $U_2(\xi) = \xi(2-\xi)$ or $U_3(\xi) = (2-\xi)(\xi^2-\xi+1)$. Based on the exponential SAV $R(t)$ and the introduced function $U(\xi)$, the gradient flow (2.3) can be rewritten as the following equivalent system:

$$\frac{\partial \phi}{\partial t} = -\mathcal{G}\mu,$$

$$\mu = L\phi + U(\xi)F'(\phi),$$

$$\xi(t) = \frac{R(t)}{\exp(E(\phi))},$$

$$\frac{dR}{dt} = -R(\mathcal{G}\mu, \mu).$$

A first-order scheme for solving above system (3.2) can be readily derived by the first-order backward Euler method as follows:

$$\frac{\phi^{n+1} - U(\xi^{n+1})\phi^n}{\Delta t} = -\mathcal{G}\mu^{n+1},$$

$$\mu^{n+1} = L\phi^{n+1} + U(\xi^{n+1})F'(\phi^n),$$

$$\xi^{n+1} = \frac{R^{n+1}}{\exp(E(\phi^{n+1}))},$$

$$\frac{R^{n+1} - R^n}{\Delta t} = -R^{n+1}(\mathcal{G}\mu^{n+1}, \mu^{n+1}),$$

$$U(\xi^{n+1}) = \xi^{n+1}(2 - \xi^{n+1}),$$

with the initial conditions

$$\phi^0 = \phi_0(x, t), \quad R^0 = \exp(E(\phi^0)).$$

In (3.3), we give a first-order scheme for the variable $R$ which means $R^{n+1} = R(t^{n+1}) + O(\Delta t) = 1 + O(\Delta t)$, we then obtain

$$\xi^{n+1} = \xi(t^{n+1}) + C_1\Delta t = 1 + C_1\Delta t.$$
Then, we can obtain the following equation
\[ U(\xi^{n+1}) = \xi^{n+1}(2 - \xi^{n+1}) = (1 + C_1 \Delta t)(1 - C_1 \Delta t) = 1 - C_1^2 \Delta t^2. \]
which means \( 1 - U(\xi^{n+1}) = O(\Delta t^2) \).

In this way, it is direct to observe that
\[
\frac{\phi^{n+1} - U(\xi^{n+1})\phi^n}{\Delta t} = \frac{\phi^{n+1} - \phi^n}{\Delta t} + \left( \frac{1 - U(\xi^{n+1})}{\Delta t} \right) \phi^n = \frac{\partial \phi}{\partial t} \bigg|^{n+1}_n + O(\Delta t).
\]

Combining the first two equations in (3.3) leads to the following linear equation
\[
(I + \Delta t G L)\phi^{n+1} = U(\xi^{n+1})[\phi^n - \Delta t G F'(\phi^n)].
\]

If we set
\[
\phi^{n+1} = U(\xi^{n+1})\bar{\phi}^{n+1}.
\]
Then, we can compute \( \bar{\phi}^{n+1} \) directly by using \( \phi^n \) only:
\[
(I + \Delta t G L)\bar{\phi}^{n+1} = (\phi^n - \Delta t G F'(\phi^n)).
\]

Next, we can compute \( \xi^{n+1} \) and \( R^{n+1} \) from the third and fourth equations in (3.3) by giving the following definition:
\[
\bar{\rho}^{n+1} = L\bar{\phi}^{n+1} + F'(\bar{\phi}^{n+1}).
\]

Naturally, \( R^{n+1} \) and \( \xi^{n+1} \) can be solved out step-by-step by the following equations:
\[
R^{n+1} = \frac{R^n}{1 + \Delta t(\bar{G}\bar{\rho}^{n+1}, \bar{\rho}^{n+1})}, \quad \xi^{n+1} = \frac{R^{n+1}}{\exp(E(\bar{\phi}^{n+1}))}.
\]

Then, \( \phi^{n+1} = U(\xi^{n+1})\bar{\phi}^{n+1} \) can be solved out immediately.

Let’s see how the new method differs from the proposed method in [19]. In this new E-SAV scheme, we introduce a new functional \( U(\xi) \) to replace \( \theta(1 - \theta)\xi \). A benefit of this change is that \( U(\xi) \) can be treated totally implicit which avoids the unknown problems of explicit discretization of \( \theta \). Meanwhile, the two schemes have the same computational costs. To summarize, the first-order scheme (3.3) can be implemented as follows:

* compute \( \bar{\phi}^{n+1} \) from the linear equation (3.6);
* set \( \bar{\rho}^{n+1} = L\bar{\phi}^{n+1} + F'(\bar{\phi}^{n+1}) \) and compute \( R^{n+1} \) and \( \xi^{n+1} \) from (3.7);
* update \( \phi^{n+1} = \xi^{n+1}(2 - \xi^{n+1})\bar{\phi}^{n+1} \) and go to the next time step.

The first-order new E-SAV scheme (3.3) can save half CPU times compared with the traditional SAV scheme. We observe that \( \phi^{n+1} \) and \( \xi^{n+1} \) can be solved step by step which means that the above procedure only requires solving one linear equation with constant coefficients as in the standard semi-implicit scheme. As for the energy stability, we have the following theorem.

Theorem 3.1. Given \( R^n > 0 \), we then obtain \( R^{n+1} > 0 \). The scheme (3.3) for the equivalent phase field system (3.2) is unconditionally energy stable in the sense that
\[
R^{n+1} = \frac{R^n}{1 + \Delta t(\bar{G}\bar{\rho}^{n+1}, \bar{\rho}^{n+1})} \leq R^n.
\]

and more importantly we have
\[
\ln R^{n+1} - \ln R^n \leq 0.
\]
energy stable schemes can be constructed as follows: $k$ implicitly, then couple with $R$.

Noticing that $(\mathcal{G}\overline{\mu}^{K+1}, \overline{\mu}^{K+1}) \geq 0$ for any $\overline{\mu}^{K+1}$ and $R^K > 0$, then we obtain $R^{K+1} > 0$. By mathematical induction, we get $R^{n+1} > 0$ for any $n > 0$.

Next we will give a proof of energy stability. Using the inequality $1 + \Delta t(\mathcal{G}\overline{\mu}^{n+1}, \overline{\mu}^{n+1})$ for any $n > 0$, we immediately obtain

$$R^{n+1} = \frac{R^n}{1 + \Delta t(\mathcal{G}\overline{\mu}^{n+1}, \overline{\mu}^{n+1})} \leq R^n.$$ 

We observe that $E(\phi) = \ln(\exp(E(\phi))) = \ln(R)$ which means $\ln(R^n)$ will be the modified energy. Noting that the logarithm function $y = \ln(x)$ is a strictly monotone increasing function and $R^n > 0$, we can also obtain the following energy stability:

$$\ln R^{n+1} - \ln R^n \leq 0.$$

\[ \Box \]

4. The high-order E-SAV BDF$k$ scheme. In the first-order energy stable scheme, we define $U(\xi) = \xi(2 - \xi)$. By using the first-order approximation for $\xi$, we obtain $U(\xi^{n+1}) = 1 - O(\Delta t^2)$ which will not influence the first-order accuracy for $\phi$. We observe that if we combine a proper functional $U(\xi)$ with the first-order $\xi^{n+1} = 1 + O(\Delta t)$, we can obtain the discrete formulation $U(\xi^{n+1}) = 1 - O(\Delta t^{k+1})$ for any $k \geq 1$.

Then, we can achieve overall $k$th-order accuracy coupled with $k$-step backward differentiation formula for $\phi$ by using just a first-order approximation for $R$ and $\xi$.

We set $U(\xi) = \hat{U}_k(\xi)$ and discretize the nonlinear term $F'(\phi)$ explicitly and discretize $\phi$, $\mu$, $R$ and $U$ implicitly, then couple with $k$-step backward differentiation formula (BDF$k$), the high-order unconditionally energy stable schemes can be constructed as follows:

\begin{equation}
\begin{aligned}
\frac{\alpha \phi^{n+1} - \hat{U}_k(\xi^{n+1})\hat{\phi}^n}{\Delta t} &= -\mathcal{G}\mu^{n+1}, \\
\mu^{n+1} &= L\phi^{n+1} + \hat{U}_k(\xi^{n+1})F'(\phi^{n+1}), \\
\xi^{n+1} &= \exp(E(\phi^{n+1})), \\
\frac{R^{n+1} - R^n}{\Delta t} &= -R^{n+1}(\mathcal{G}\overline{\mu}^{n+1}, \overline{\mu}^{n+1}),
\end{aligned}
\end{equation}

Here, $\alpha$, $\hat{\phi}^n$, $\phi^{n+1}$ and $\hat{U}_k(\xi)$ in equation (4.1) are defined as follows:

BDF1:

\begin{equation}
\alpha = 1, \quad \hat{\phi}^n = \phi^n, \quad \phi^{n+1} = \phi^n, \quad U_1(\xi) = \xi(2 - \xi).
\end{equation}

BDF2:

\begin{equation}
\alpha = \frac{3}{2}, \quad \hat{\phi}^n = 2\phi^n - \frac{1}{2}\phi^{n-1}, \quad \phi^{n+1} = 2\phi^n - \phi^{n-1}, \quad U_2(\xi) = (2 - \xi)(\xi^2 - \xi + 1).
\end{equation}

BDF3:

\begin{equation}
\alpha = \frac{11}{6}, \quad \hat{\phi}^n = 3\phi^n - \frac{3}{2}\phi^{n-1} + \frac{1}{3}\phi^{n-2}, \quad \phi^{n+1} = 3\phi^n - 3\phi^{n-1} + \phi^{n-2}, \quad U_3(\xi) = \xi(2 - \xi)(\xi^2 - 2\xi + 2).
\end{equation}
\[ \alpha = \frac{25}{12}, \quad \hat{\phi}^n = 4\phi^n - 3\phi^{n-1} + \frac{4}{3}\phi^{n-2} - \frac{1}{4}\phi^{n-3}, \quad \phi^{*,n+1} = 4\phi^n - 6\phi^{n-1} + 4\phi^{n-2} - \phi^{n-3}, \]

\[ U_4(\xi) = (2 - \xi)(\xi^4 - 3\xi^3 + 4\xi^2 - 2\xi + 1). \]

**Lemma 4.1.** \( U_k(\xi^{n+1}) \) is a \((k + 1)\)-th approximation to \(1\) for \(k = 1, 2, 3, 4\).

**Proof.** For \(k = 1\), \( U_1(\xi) = 1 + O(\Delta t^2) \) has been proved in Section 2. Now we only shall the detailed proof for \(k = 2, 3, 4\). Noting that \( \xi^{n+1} = 1 + C_1\Delta t \), then we have

\[ U_2(\xi^{n+1}) = (2 - \xi^{n+1})(\xi^{n+1})^2 - \xi^{n+1} + 1 \]
\[ = [1 - (\xi^{n+1} - 1)][(\xi^{n+1} - 1)^2 + (\xi^{n+1} - 1) + 1] \]
\[ = (1 - C_1\Delta t)[(C_1\Delta t)^2 + C_1\Delta t + 1] \]
\[ = 1 - C_1^2(\Delta t)^3, \]

and for \(k = 3\), we have

\[ U_3(\xi^{n+1}) = \xi^{n+1}(2 - \xi^{n+1})(\xi^{n+1})^2 - 2\xi^{n+1} + 2 \]
\[ = [1 + (\xi^{n+1} - 1)][1 - (\xi^{n+1} - 1)][(\xi^{n+1} - 1)^2 + 1] \]
\[ = (1 + C_1\Delta t)(1 - C_1\Delta t)[1 + (C_1\Delta t)^2] \]
\[ = [1 - C_1^2(\Delta t)^2][1 + C_1^2(\Delta t)^2] \]
\[ = 1 - C_1^4(\Delta t)^4, \]

and for \(k = 4\), we have

\[ U_4(\xi^{n+1}) = (2 - \xi^{n+1})(\xi^{n+1})^4 - 3(\xi^{n+1})^3 + 4(\xi^{n+1})^2 - 2\xi^{n+1} + 1 \]
\[ = [1 - (\xi^{n+1} - 1)][(\xi^{n+1} - 1)^4 + (\xi^{n+1} - 1)^3 + (\xi^{n+1} - 1)^2 + (\xi^{n+1} - 1) + 1] \]
\[ = (1 - C_1\Delta t)[1 + C_1\Delta t + (C_1\Delta t)^2 + (C_1\Delta t)^3 + (C_1\Delta t)^4] \]
\[ = 1 - C_1^5(\Delta t)^5, \]

which completes the proof. \( \square \)

Using above results, we can directly observe that

\[ \frac{\alpha\phi^{n+1} - U_k(\xi^{n+1})\hat{\phi}^n}{\Delta t} = \frac{\alpha\phi^{n+1} - \hat{\phi}^n}{\Delta t} + \frac{[1 - U_k(\xi^{n+1})]\hat{\phi}^n}{\Delta t} = \frac{\partial \phi}{\partial t} |^{n+1} + O(\Delta t^k). \]

The E-SAV BDFk schemes \((4.1), (4.4)\) also enjoy the same stability as the first-order scheme \((3.3)\), namely, we can prove the following result using exactly the same procedure.

**Theorem 4.2.** Given \(R^n > 0\), we then obtain \(R^{n+1} > 0\). The high-order E-SAV BDFk schemes \((4.1) - (4.4)\) are all unconditionally energy stable in the sense that

\[ R^{n+1} = \frac{R^n}{1 + \Delta t(G\bar{R}^{n+1}, \bar{R}^{n+1})} \leq R^n, \]

and more importantly we have

\[ \ln R^{n+1} - \ln R^n \leq 0. \]
Remark 4.1. To prevent the solution "blowing up" because of the exponential function increasing rapidly, we can add a positive constant $S$ to redefine the exponential scalar auxiliary variable:

$$R(t) = \exp \left( \frac{E(\phi)}{S} \right) = \exp \left( \frac{1}{S} (\phi, \mathcal{L}\phi) + \frac{1}{S} \int_{\Omega} F(\phi) dx \right).$$

The energy dissipation law is also keep original at the continuous level although a positive constant $S$ is added to the variable $R$:

$$\frac{dE}{dt} = S \frac{d \ln R}{dt} = \frac{S}{R} \frac{dR}{dt} = - (\mathcal{G} \mu, \mu) \leq 0.$$

5. The E-SAV approach with relaxation. In the new E-SAV scheme (4.1), notice that $\xi(t) \equiv 1$ at the continuous level because of $R(t) = \exp E(\phi)$, Hence, the modified energy $\ln R(t)$ for the equivalent model (3.2) and the original energy $E(\phi)$ are equal in the PDE level. However, the numerical results of $R(t)$ and $\exp E(\phi)$ are not equal anymore, which means the discrete energies $\ln \bar{R}^{n+1}$ and $\exp E(\phi^{n+1})$ are not equivalent anymore. Inspired by the R-SAV approach in [20], we construct the following E-SAV approach with relaxation (RE-SAV), which not only inherits all the advantages of the new E-SAV approach, but can also significantly improve its accuracy.

If we combine the relaxed technique with the considered semi-implicit BDF$k$ time marching method in (4.1), we have the following high order RE-SAV BDF$k$ scheme.

Step I: Compute $\phi^{n+1}$ and $\bar{R}^{n+1}$ by the following semi-implicit E-SAV BDF$k$ scheme:

$$\begin{align*}
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= -\mathcal{L} \phi^{n+1} - \mathcal{G} F(\phi^{n+1}), \\
\frac{R^{n+1} - R^n}{\Delta t} &= -\bar{R}^{n+1} (\mathcal{G}^{n+1}, \bar{p}^{n+1}), \\
\xi^{n+1} &= \frac{\exp (E(\phi^{n+1}))}{\exp (E(\phi^{n+1}))}, \\
\phi^{n+1} &= U(\xi^{n+1}) \phi^{n+1},
\end{align*}$$

where $\bar{p}^{n+1} = \mathcal{L} \phi^{n+1} + F(\phi^{n+1})$. $\alpha$, $\phi^n$, $\phi^{n+1}$ and $U_k(\xi)$ in above equations can be founded in (4.2)-(4.5).

Step II: Update the scalar auxiliary variable $R^{n+1}$ via a relaxation step as

$$R^{n+1} = \lambda_0 \bar{R}^{n+1} + (1 - \lambda_0) \exp \left( E(\phi^{n+1}) \right), \quad \lambda_0 \in \mathcal{V}.$$

Here is $\mathcal{V}$ a set defined by $\mathcal{V} = \mathcal{V}_1 \cap \mathcal{V}_2$, where

$$\mathcal{V}_1 = \{ \lambda | \lambda \in [0, 1] \},$$

$$\mathcal{V}_2 = \left\{ \lambda | R^{n+1} - \bar{R}^{n+1} \leq \frac{\Delta t \kappa (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1}) R^n}{1 + \Delta t (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1})}, \quad R^{n+1} = \lambda \bar{R}^{n+1} + (1 - \lambda) \exp \left( E(\phi^{n+1}) \right) \right\}.$$

Here, $\kappa \in [0, 1]$ is an artificial parameter that can be manually assigned.

The set $\mathcal{V}_2$ in (5.4) can be simplified as

$$\mathcal{V}_2 = \left\{ \lambda | \left[ \bar{R}^{n+1} - \exp \left( E(\phi^{n+1}) \right) \right] \leq \left[ \bar{R}^{n+1} - \exp \left( E(\phi^{n+1}) \right) \right] + \frac{\Delta t \kappa (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1}) R^n}{1 + \Delta t (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1})} \right\}.$$

Firstly, notice the fact $\Delta t (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1}) \geq 0$ and $R^n > 0$. Then, it is obviously to see that $1 \in \mathcal{V}$ which means the set $\mathcal{V}$ is non-empty. Secondly, the optimal relaxation parameter $\lambda_0$ can be chosen as follows: the optimal relaxation parameter $\lambda_0$ can be chosen as a solution of the following optimization problem:

$$\begin{align*}
\lambda_0 &= \min_{\lambda \in [0, 1]} \lambda \quad \text{s.t.} \quad \left[ R^{n+1} - \exp \left( E(\phi^{n+1}) \right) \right] \leq \left[ \bar{R}^{n+1} - \exp \left( E(\phi^{n+1}) \right) \right] + \frac{\Delta t \kappa (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1}) R^n}{1 + \Delta t (\mathcal{G} \bar{p}^{n+1}, \bar{p}^{n+1})}.
\end{align*}$$
(1) if $\tilde{R}^{n+1} < \exp (E(\phi^{n+1}))$, the inequality in (5.6) will be simplified as

$$\lambda \geq 1 + \frac{\Delta t \kappa (G^n, \mathcal{P}^{n+1}) R^n}{[1 + \Delta t (G^n, \mathcal{P}^{n+1})] (\tilde{R}^{n+1} - \exp (E(\phi^{n+1})))},$$

which means $\lambda \geq 1$. Then, the optimization problem in (5.6) can be solved as

$$\lambda_0 = \max \{0, 1 - a\},$$

where $a = \frac{\Delta t \kappa (G^n, \mathcal{P}^{n+1}) R^n}{[1 + \Delta t (G^n, \mathcal{P}^{n+1})] (\tilde{R}^{n+1} - \exp (E(\phi^{n+1})))}$.

(2) if $\tilde{R}^{n+1} = \exp (E(\phi^{n+1}))$, any arbitrary parameter $\lambda$ between 0 and 1 will satisfy the inequality in (5.6). Thus, we have $\lambda_0 = \min [0, 1] = 0$.

(3) if $\tilde{R}^{n+1} > \exp (E(\phi^{n+1}))$, The inequality in (5.6) will be simplified as

$$\lambda \leq 1 \leq 1 + a.$$

which means $\lambda$ can be any arbitrary parameter between 0 and 1. Thus, we also have $\lambda_0 = \min [0, 1] = 0$.

In summary, we can choose the optimal relaxation parameter $\lambda_0$ as follows:

**Remark 5.1.** If $\tilde{R}^{n+1} < \exp (E(\phi^{n+1}))$, then we define $a = \frac{\Delta t \kappa (G^n, \mathcal{P}^{n+1}) R^n}{[1 + \Delta t (G^n, \mathcal{P}^{n+1})] (\tilde{R}^{n+1} - \exp (E(\phi^{n+1})))}$. Then the optimal relaxation parameter $\lambda_0$ can be solved as

$$\lambda_0 = \begin{cases} \max \{0, 1 - a\}, & \tilde{R}^{n+1} < \exp (E(\phi^{n+1})) , \\ 0, & \tilde{R}^{n+1} \geq \exp (E(\phi^{n+1})) . \end{cases}$$

**Theorem 5.1.** Given $R^n > 0$, we then obtain $R^{n+1} > 0$. The RE-SAV BDF $k$ scheme (5.1)-(5.2) is unconditionally energy stable in the sense that

$$R^{n+1} \leq \tilde{R}^{n+1} + \frac{R^n}{1 + \Delta t (G^n, \mathcal{P}^{n+1})} \leq R^n,$$

and more importantly we have

$$\ln R^{n+1} - \ln R^n \leq 0.$$

**Proof.** For the first step of the RE-SAV scheme (5.1) and the Theorem 4.2 we could get

$$\tilde{R}^{n+1} = \frac{R^n}{1 + \Delta t (G^n, \mathcal{P}^{n+1})},$$

Then for $R^n > 0$, we obtain $\tilde{R}^{n+1} > 0$. Considering that $R^{n+1} = \lambda \tilde{R}^{n+1} + (1 - \lambda) \exp (E(\phi^{n+1}))$, we immediately have $R^{n+1} > 0$.

From the constraint condition in (5.4), we could obtain

$$R^{n+1} - \tilde{R}^{n+1} \leq \frac{\Delta t \kappa (G^n, \mathcal{P}^{n+1}) R^n}{1 + \Delta t (G^n, \mathcal{P}^{n+1})}.$$

Combining the above two inequalities (5.9)-(5.10) and noting $\kappa \in [0, 1]$, we could have

$$R^{n+1} \leq \tilde{R}^{n+1} + \frac{\Delta t \kappa (G^n, \mathcal{P}^{n+1}) R^n}{1 + \Delta t (G^n, \mathcal{P}^{n+1})} = \frac{R^n}{1 + \Delta t (G^n, \mathcal{P}^{n+1})} + \frac{\Delta t \kappa (G^n, \mathcal{P}^{n+1}) R^n}{1 + \Delta t (G^n, \mathcal{P}^{n+1})} \leq R^n.$$
Noting that the logarithm function \( y = \ln(x) \) is a strictly monotone increasing function and \( R^n > 0 \), we can also obtain the following energy stability:

\[
\ln R^{n+1} - \ln R^n \leq 0.
\]

Remark 5.2. In numerical simulation by using the new E-SAV approach, if we set \( S = 1 \) and use a big time step, the error between \( R^{n+1} \) and \( \exp(E(\phi^{n+1})) \) may increase rapidly because of the exponential growth. The proposed RE-SAV approach is a good way to control the error between \( R^{n+1} \) and \( \exp(E(\phi^{n+1})) \). The relaxation technique guarantees that \( R^{n+1} \) is a good approximation of \( \exp(E(\phi^{n+1})) \).

Actually, the high-order RE-SAV BDFk scheme (5.1)-(5.2) can be divided into the following three steps:

**Step I:** Compute \( \tilde{\phi}^{n+1} \) by the following semi-implicit BDFk scheme:

\[
\frac{\alpha \tilde{\phi}^{n+1} - \tilde{\phi}^n}{\Delta t} = -\mathcal{G} \mathcal{L} \tilde{\phi}^{n+1} - \mathcal{G} F' (\phi^{n+1}).
\]

**Step II:** Compute \( \tilde{R}^{n+1} \) and \( \xi^{n+1} \) by the known \( \tilde{\phi}^{n+1} \) and the following scheme:

\[
\frac{\tilde{R}^{n+1} - R^n}{\Delta t} = -\tilde{R}^{n+1} (\mathcal{G} R^{n+1}, R^n), \quad \xi^{n+1} = \frac{\tilde{R}^{n+1}}{\exp(E(\tilde{\phi}^{n+1}))}.
\]

**Step III:** Using \( \tilde{\phi}^{n+1} \) and \( \xi^{n+1} \) to obtain a modified \( \phi^{n+1} \):

\[
\phi^{n+1} = U (\xi^{n+1}) \tilde{\phi}^{n+1}.
\]

**Step IV:** Update \( R^{n+1} \) by the known \( \tilde{R}^{n+1} \) and \( \phi^{n+1} \) via a relaxation step as

\[
R^{n+1} = \lambda_0 \tilde{R}^{n+1} + (1 - \lambda_0) \exp \left( E(\phi^{n+1}) \right).
\]

**6. Examples and discussion.** In this section, several numerical examples are given to demonstrate the accuracy, energy stability and efficiency of the proposed E-SAV and RE-SAV schemes when applying to some classical gradient flow models such as the Allen-Cahn, Cahn-Hilliard and Swift-Hohenberg model. In the following examples, we consider the periodic boundary conditions and use a Fourier spectral method in space. A comparative study in accuracy of the traditional SAV scheme in [37], the new E-SAV scheme with no constant \( S \) (E-SAV1), the new E-SAV scheme with \( S = 10 \) (E-SAV2) and RE-SAV scheme are considered to show the accuracy and efficiency.

**6.1. Cahn-Hilliard and Allen-Cahn models.** As we all know, Cahn-Hilliard and Allen-Cahn models are very classical phase field models and have been widely used in many fields involving physics, materials science, finance and image processing [7] [8] [12].

Consider the following gradient flow:

\[
\begin{cases}
\frac{\partial \phi}{\partial t} = -\mathcal{G} \mu, & (x, t) \in \Omega \times J, \\
\mu = -\epsilon^2 \Delta \phi + F'(\phi), & (x, t) \in \Omega \times J,
\end{cases}
\]

where \( J = (0, T] \), \( \mu = \frac{\delta E}{\delta \phi} \) is the chemical potential and the energy \( E \) is the following Lyapunov energy functional:

\[
E(\phi) = \int_{\Omega} \left( \frac{\epsilon^2}{2} |\nabla \phi|^2 + F(\phi) \right) d\mathbf{x},
\]

where the most commonly used form Ginzburg-Landau double-well type potential is defined as \( F(\phi) = \frac{1}{4} (\phi^2 - 1)^2 \). In general, if \( \mathcal{G} = I \), the above model will be Allen-Cahn model. We set \( \mathcal{G} = -\Delta \), the above model will be Cahn-Hilliard model.
Example 1: Consider the above gradient flow in $\Omega = [0, 2\pi]^2$, and the following initial condition $\phi(x, y, 0) = 0.5 \cos(x) \cos(y)$.

For Allen-Cahn model, we adopt $(N_x, N_y) = (256, 256)$, and set model parameters $T = 1, \epsilon = 0.01$ and numerical parameters $C = 1$ in SAV scheme, $S = 10$ in E-SAV2 scheme, $\kappa = 1$ in RE-SAV scheme. We use the first-order accurate time discrete schemes for all considered numerical approaches. The computational error and convergence rates are shown in Table 6.1. We observe that all convergence rates for the listed four schemes are consistent with the theoretical results. For the E-SAV1 scheme, the exponential growth affects the precision of numerical solution. An introducing constant $S = 10$ for E-SAV2 scheme is efficient to improve the accuracy. The RE-SAV approach is also a good way to improve the accuracy by controlling the error between $R^{n+1}$ and $\exp(E(\phi^{n+1}))$. The numerical results for the RE-SAV BDF $k$ ($k = 1, 2, 3, 4$) schemes are also given in Table 6.2 where we can observe the expected convergence rate of the field variable $\phi$. An energies comparison of the considered SAV, E-SAV1, E-SAV2 and RE-SAV methods in solving the Allen-Cahn equation is shown in Figure 6.1 and Figure 6.2. From Figure 6.1 (a) and Figure 6.2 (a), we find that the RE-SAV scheme provides accurate result than the SAV scheme. From Figure 6.1 (b) and Figure 6.2 (b), we observe that the RE-SAV scheme provides less error between $R(t)$ and $\exp(E(\phi))$ than the new E-SAV scheme. It means the relaxation step increases the numerical accuracy and guarantees the numerical consistency between $R(t)$ and $\exp(E(\phi))$.

For Cahn-Hilliard model, we adopt uniform meshes $N_x = N_y = 256$ and $T = 1, \epsilon^2 = 0.16$. Given the analytical solutions are unknown, we calculate the error as the difference between the numerical solutions using the current time step and the numerical solutions using the adjacent finer time step $\Delta t_{ref} = 0.0001$. Table 6.3 shows the results of the errors and convergence rates for the RE-SAV BDF $k$ ($k = 1, 2, 3, 4$) scheme. Numerical results demonstrate the accuracy and efficiency of our proposed scheme.

Example 2: In the following, we solve a benchmark problem for the merging of a rectangular array of $9 \times 9$ circles governed by Cahn-Hilliard equation on $[0, 2\pi]^2$ which can also be seen in [19]. To give a more efficient simulation, we specify the operators $L = -\epsilon^2 \Delta + \beta I$ and $F(\phi) = \frac{1}{4}(\phi^2 - 1 - \beta)^2$. We take $\epsilon = 0.01, \beta = 2$ and discretize the space by the Fourier spectral method with $256 \times 256$ modes. The initial condition is chosen as the following

$$\phi_0(x, y, 0) = 80 - \sum_{i=1}^9 \sum_{j=1}^9 \frac{\tanh(\sqrt{(x-x_i)^2 + (y-y_j)^2} - R_0)}{\sqrt{2\epsilon}},$$

where $R_0 = 0.085$, $x_i = 0.2 \times i$ and $x_j = 0.2 \times j$ for $i, j = 1, \ldots, 9$. Snapshots of the phase variable $\phi$ taken at $t = 0, 0.5, 1, 3, 4.2, 4.8, 10$ and $100$ with $\Delta t = 0.01$ are shown in Figure 6.3. The phase separation and coarsening process can be observed very simply which is consistent with the results in [19]. In Figure 6.4 we plot the time evolution of the energy functional with
Fig. 6.1. A comparison of the SAV, E-SAV1 and RE-SAV methods in solving the Allen-Cahn equation. (a) the numerical energies using the first-order SAV and the RE-SAV schemes with $\Delta t = 0.01$. (b) the introducing E-SAV $R(t)$ for the E-SAV1 and RE-SAV schemes with $\Delta t = 0.1$.

Fig. 6.2. A comparison of the SAV, E-SAV2 and RE-SAV methods in solving the Allen-Cahn equation. (a) Numerical results of $E - E(\phi)$ using the first-order SAV and the RE-SAV schemes with $\Delta t = 0.01$. (b) Numerical results of $R(t) - \exp(E(\phi/S))$ for the E-SAV2 and RE-SAV schemes with $\Delta t = 0.01$. 
three different time step size of $\Delta t = 0.01, 0.1$ and $1$ by using the first-order RE-SAV scheme. Meanwhile, we plot the energy evolution for the traditional SAV approach and the proposed RE-SAV approach with $\Delta t = 0.1$. All energy curves show the monotonic decays for all time steps which confirms that the algorithm is unconditionally energy stable. Furthermore, the RE-SAV method provides more accurate results.

### 6.2. Swift-Hohenberg equations

In this subsection, we will simulate the phase transition behavior of the Swift-Hohenberg equation with quadratic-cubic nonlinearity for the proposed RE-SAV approach. The similar numerical example can be found in many articles such as [29, 49]. The Swift-Hohenberg model is a very important phase field crystal model which can be described many crystal phenomena such as edge dislocations [4], deformation and plasticity in nanocrystalline materials [28], fcc ordering [40], epitaxial growth and zone refinement [14]. Elder [13] firstly proposed the phase field crystal (PFC) model based on density functional theory in 2002. This model can simulate the evolution of crystalline microstructure on atomistic length and diffusive time scales. It naturally incorporates elastic and plastic deformations and multiple crystal orientations, and can be applied to many different physical phenomena.

In particular, consider the following Swift-Hohenberg free energy:

$$E(\phi) = \int_{\Omega} \left( \frac{1}{4} \phi^4 - \frac{g}{3} \phi^3 + \frac{1}{2} \phi \left( -\epsilon + (1 + \Delta)^2 \right) \phi \right) dx,$$

where $\mathbf{x} \in \Omega \subseteq \mathbb{R}^d$, $\phi$ is the density field, $g \geq 0$ and $\epsilon > 0$ are constants with physical significance, $\Delta$ is the Laplacian operator.

#### Table 6.2

| RE-SAV | BDF1 | BDF2 | BDF3 | BDF4 |
|--------|------|------|------|------|
| $\Delta t$ | Error | Rate | Error | Rate | Error | Rate | Error | Rate |
| $\frac{1}{8}$ | 4.6900e-2 | — | 5.0622e-2 | — | 1.0612e-2 | — | 2.6589e-3 | — |
| $\frac{1}{16}$ | 1.3850e-2 | 1.7597 | 1.5827e-2 | 1.6774 | 1.8173e-3 | 2.5458 | 3.3441e-4 | 2.9911 |
| $\frac{1}{32}$ | 5.4740e-3 | 1.3392 | 4.3988e-3 | 1.8472 | 2.6317e-4 | 2.7877 | 2.0908e-5 | 3.9949 |
| $\frac{1}{64}$ | 2.5213e-3 | 1.1184 | 1.1561e-3 | 1.9278 | 3.5325e-5 | 2.8972 | 1.4242e-6 | 3.8758 |
| $\frac{1}{128}$ | 1.1999e-3 | 1.0713 | 2.9531e-4 | 1.9690 | 4.5726e-6 | 2.9496 | 9.4212e-8 | 3.9181 |
| $\frac{1}{256}$ | 5.5727e-4 | 1.1064 | 7.3797e-5 | 2.0006 | 5.8058e-7 | 2.9745 | 6.0654e-9 | 3.9572 |

#### Table 6.3

The $L^\infty$ errors, convergence rates for the BDF (k = 1, 2, 3, 4) modified E-SAV schemes of Cahn-Hilliard equation with $T = 1$, $\epsilon^2 = 0.16$ and $\Delta t = 0.0001$.

| RE-SAV | BDF1 | BDF2 | BDF3 | BDF4 |
|--------|------|------|------|------|
| $\Delta t$ | Error | Rate | Error | Rate | Error | Rate | Error | Rate |
| $\frac{1}{8}$ | 8.2460e-1 | — | 1.9525e-1 | — | 6.7122e-2 | — | 1.5909e-2 | — |
| $\frac{1}{16}$ | 3.5383e-1 | 1.2206 | 4.4761e-2 | 2.1250 | 6.8158e-3 | 3.2998 | 8.5741e-4 | 4.2137 |
| $\frac{1}{32}$ | 1.5361e-1 | 1.2038 | 1.0606e-2 | 2.0774 | 7.5492e-4 | 3.1745 | 4.1014e-5 | 4.3858 |
| $\frac{1}{64}$ | 7.0724e-2 | 1.1190 | 2.5847e-3 | 2.0368 | 8.8972e-5 | 3.0849 | 2.4357e-6 | 4.0737 |
| $\frac{1}{128}$ | 3.3726e-2 | 1.0683 | 6.3853e-4 | 2.0172 | 1.0825e-5 | 3.0389 | 1.5565e-6 | 3.9679 |
| $\frac{1}{256}$ | 1.6304e-2 | 1.0486 | 1.5868e-4 | 2.0086 | 1.3382e-6 | 3.0160 | 1.0484e-8 | 3.8920 |
Fig. 6.3. Snapshots of the phase variable $\phi$ and phase interface are taken at $t=0, 0.5, 1, 3, 4.2, 4.8, 10$ and $100$ with $\Delta t = 0.01$ for example 2.

Fig. 6.4. Left: time evolution of the energy functional for three different time steps of $\Delta t = 0.01, 0.1$ and 1. Right: energy evolution for the traditional SAV approach and the proposed RE-SAV approach with $\Delta t = 0.1$. 
Considering a gradient flow in $H^{-1}$, one can obtain the Swift-Hohenberg equation under the constraint of mass conservation as follows:

$$\frac{\partial \phi}{\partial t} = \Delta \mu = \Delta \left( \phi^3 - g \phi^2 - \epsilon \phi + (1 + \Delta)^2 \phi \right), \quad (x, t) \in \Omega \times Q,$$

which is a sixth-order nonlinear parabolic equation and can be applied to simulate various phenomena such as crystal growth, material hardness and phase transition. Here $Q = (0, T], \mu = \frac{\delta E}{\delta \phi}$ is called the chemical potential. In particular, the above Swift-Hohenberg will be the classical phase field crystal model when $g = 0$.

In the following example, we simulate the benchmark simulation for the SH model.

**Example 3**: The initial condition is

$$\phi_0(x, y) = 0.07 + 0.07 \times \text{rand}(x, y),$$

where the $\text{rand}(x, y)$ is the random number in $[-1, 1]$ with zero mean. In this test, the domain is $\Omega = [0, 100]^2$ with mesh size $256 \times 256$. The order parameter is $\epsilon = 0.025$ and we consider two different $g = 0$ and $g = 1$ to test the effect on the crystallization.

We show the phase transition behavior of the density field for different values at various times in Figures 6.5 with $g = 0$ and 6.6 with $g = 1$. We observe that for different $g$, the shape and rate of crystallization of crystals are different. In all cases, the process of the phase transition is qualitative agreement of the density fields. Similar computation results for phase field crystal model can be found in many articles such as in [49].

**Example 4**: The process of crystallization in a supercool liquid is very classical example. So in the following, we take $g = 0$ and $\epsilon = 0.25$ to start our simulation on a domain $[-200, 200] \times [-200, 200]$. We generated the three crystallites using random perturbations on three small square pathes. The following expression will be used to define the crystallites such as in [49]:

$$\phi(x_l, y_l) = \bar{\phi} + C \left( \cos\left( \frac{q}{\sqrt{3}} y_l \right) \cos(q x_l) - \frac{1}{2} \cos\left( \frac{2 q}{\sqrt{3}} y_l \right) \right),$$

where $x_l, y_l$ define a local system of cartesian coordinates that is oriented with the crystallite lattice. The parameters $\bar{\phi} = 0.285, C = 0.446$ and $q = 0.66$. The local cartesian system is defined as

$$x_l(x, y) = x \sin \theta + y \cos \theta,$$
$$y_l(x, y) = -x \cos \theta + y \sin \theta.$$

we set $512^2$ Fourier modes to discretize the two dimensional space. The centers of three pathes are located at $(150, 150), (250, 300)$ and $(300, 200)$ with $\theta = \pi/4, 0$ and $-\pi/4$. The length of each square is 40. Figure 6.7 shows the snapshots of the density field $\phi$ at different times. We observe the growth of the crystalline phase. Three different crystal grains grow and become large enough to form grain boundaries finally. We plot the energy dissipative curve in Figure 6.8 using three time steps of $\Delta t = 0.1$ and 1. One can observe that the original energies decrease at all time steps.
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