Abstract—The widespread success of convolutional neural networks may largely be attributed to their intrinsic property of translation equivariance. However, convolutions are not equivariant to variations in scale and fail to generalize to objects of different sizes. Despite recent advances in this field, it remains unclear how well current methods generalize to unobserved scales on real-world data and to what extent scale equivariance plays a role. To address this, we propose the novel Scaled and Translated Image Recognition (STIR) benchmark based on four different domains. Additionally, we introduce a new family of models that applies many re-scaled kernels with shared weights in parallel and then selects the most appropriate one. Our experimental results on STIR show that both the existing and proposed approaches can improve generalization across scales compared to standard convolutions. We also demonstrate that our family of models is able to generalize well towards larger scales and improve scale equivariance. Moreover, due to their unique design we can validate that kernel selection is consistent with input scale. Even so, none of the evaluated models maintain their generalization of specific models. Second, we introduce a new family of models that applies convolutions with repeatedly enlarged kernels based on a shared reference kernel, then pools a general understanding of how scale equivariance can improve generalization and robustness is still lacking.
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I. INTRODUCTION

Despite the recent success of convolution-free architectures, such as Vision Transformer [1] and MLP-Mixer [2], convolutional neural networks (CNNs) remain a commonplace choice as they generally require less training data. The inductive bias provided by translation equivariance of (discrete) convolutions is believed to be one of the key contributing factors [3]. By applying the same weights to each area of an image, the learned patterns will be independent of the location. This naturally fits to images, where a change in viewpoint seldomly leads to a change in interpretation.

Nevertheless, the same cannot be said for other transformations, such as scaling, rotation, or reflections. In this work, we focus on the scale to reduce the overall scope, although our line of argumentation is equally applicable to others. Figure 1 illustrates our intuition. The given convolution kernel explicitly detects the plus-like pattern within the original image. Since convolutions are translation-equivariant, i.e., the result will be the same, save for changes due to translation, the same kernel also detects the pattern in the translated version. However, when scaling the pattern, here by a factor of 2, the kernel does not provide any detection response. Convolutions are thus not scale-equivariant, and CNNs need to learn different kernels for different scales.

Ideally, pattern detection on images should perform equally well regardless of input scale. It has already been shown that human perception is remarkably invariant to scale [4], but this is not the case for most CNNs. Numerous attempts have been made to address this. A common engineering solution is data augmentation [5]. Some introduce architectural changes that explicitly model transformations [6], [7] or implicitly adapt to different scales [8], [9]. Others design locally scale-invariant CNNs [10] or theoretically motivate scale-equivariant kernels [11], [12] to make predictive performance invariant to scales. Despite these recent advances, it remains unclear how suitable these are in practice due to a lack of comparative works.

Our contribution is twofold. First, we introduce the Scaled and Translated Image Recognition (STIR) benchmark. It is purposefully designed to cover a wide range of scales and contains four distinct domains, thus allowing us to probe scale generalization of specific models. Second, we introduce a new family of models that applies convolutions with repeatedly enlarged kernels based on a shared reference kernel, then pools by selecting among the resulting feature maps using different criteria. They are described in further detail in Fig. 2 and Sec. III-A. Their design allow us to explicitly analyse the selection of the pooling method with respect to the input scale.
Fig. 2. Overview of the scaled convolutional layer and subsequent pooling/convolution. 

II. RELATED WORK

Since convolutions are not inherently equivariant to scale, other mechanisms have been developed to ensure that CNNs maintain performance across varying scales.

One common method is data augmentation, where the training data is augmented with scaled versions of the original images [5], [13]. While this approach improves accuracy across scales, it is reliant on learning additional kernels and representative training data to capture variances in scale.

The Spatial Transformer addresses this problem by using an auxiliary network that proposes and applies image transformations towards a common reference frame [6]. By doing so, recognition rates can be improved [14], but this transfers the problem of equivariance to the auxiliary CNNs. It has also recently been shown that they only have a limited capability to achieve invariance to scale [15].

The idea of the Ensemble or Committee originates from image segmentation [16], where the input image is resized multiple times and then processed using multiple equally structured CNNs. For pyramid generation, both Gaussian [8] and Laplacian [16] have been used. Features are later concatenated [16], [17], pooled [8], [18] or aggregated via attention mechanisms [18]. Some share weights across CNNs [17], while others don’t [8]. There are also variants that scale kernels instead of images [19]. Foveated processing based on scale channels has also been evaluated theoretically and empirically for its ability to generalize to unseen scales [20], [21]. No general consensus seems to have emerged about optimal configurations, but with shared weights, scale invariance of the CNNs across limited scales is possible.

Others rely on the structure of CNNs, where spatial pooling allows different depths to represent different scales. Feature maps are branched at various depths and later fused [9], [22]–[24]. While this facilitates shortcuts for various scales, it does not try to directly enforce scale equivariance.

More recently, steerable filters have emerged as a mathematical framework that imposes limits on the kernel weights. Kernels are interpreted as a combination of basis functions, such as log-radial harmonics [11], Hermite polynomials with Gaussian envelopes [12], eigenfunctions of Dirichlet Laplacians [25] or discrete ones that minimize equivariance errors [26]. However, this further restricts the patterns and can be difficult to implement in practice.

In addition, the combination of image resizing and subsequent maximum pooling has also been studied locally at the layer level [10]. Extending that, a vector field formulation has been derived using the scale indices during maximum pooling [27]. Another local method is based on scale-spaces operated on by dilated convolutions [28].

The most common dataset among all prior works is derived from MNIST [10]–[12], [20], [27] and measures either classification accuracy or error. Only few devise more detailed evaluations, such as on scale generalization [20], [21] or equivariance errors [12], [26], [28].

III. RETHINKING THE CONVOLUTION

Let \( f : \mathbb{Z}^2 \rightarrow \mathbb{R}^K \) be the input signal of a convolution as in [29]. The function \( f \) maps a pixel coordinate \((x, y) \in \mathbb{Z}^2\) to a \( K \)-dimensional feature vector, with \( K \) being the number of channels. In images, this input is usually subject to a wide range of transformations, including scaling, rotation, reflection, and skewing, among others. Limiting ourselves to a translation vector \((t_x, t_y) \in \mathbb{R}^2\) and a scaling factor \( s \in \mathbb{R}\), such a transformation can be described by

\[
g(x, y) \simeq \begin{pmatrix} s & 0 & t_x \\ 0 & s & t_y \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix},
\]

where \( g \) maps (homogeneous) pixel coordinates and can be applied to any signal \( f \) using \( L_g f = f \circ g^{-1} \).
It is known that convolutions \( \ast \) with filters \( \psi : \mathbb{Z}^2 \to \mathbb{R}^K \) are inherently equivariant to translation. That is, if \( s = 1 \) and thus no scaling is involved, the equation
\[
(L_g f) \ast \psi = L_g (f \ast \psi)
\]
holds. However, the same is not true for scales \( s \neq 1 \). To be scale-equivariant, a new type of operation \( \ast' \) is needed.

A standard convolution is equivariant to translation as it essentially performs a brute-force pattern search along the dimensions covered by \( t_x \) and \( t_y \). Intuitively, this should also extend to the scale \( s \). The subsequent section will introduce our approach for performing a pattern search covering that dimension. Afterwards, different models are presented that incorporate this novel layer.

### A. Scaled convolutional layer

Our layer, which we’ll subsequently call SConv2d, builds upon the intuition that a convolution is essentially a brute force search across the two translation domains. It would thus be logical that the search should be extended to the scale domain. The chosen approach is summarized in Fig. 2.

A standard convolution is normally performed using a \( k \times k \) kernel on an \( n \times m \) input image or feature map. For simplicity, we assume \( n = m \). The presented layer operates similarly but builds multiple larger kernels based on the \( k \times k \) base kernel.

Kernel sizes are progressively increased by steps of two to prevent alignment issues. Decreases in kernel size are avoided to prevent loss of information due to undersampling. Kernel generation is stopped once it is incompatible with the input, such that
\[
s = \left\lfloor \frac{n - k}{2} \right\rfloor + 1
\]
kernels are generated in total. In the given example, the \( 3 \times 3 \) base kernel is thus resized to \( 5 \times 5 \) and \( 7 \times 7 \) (3) in Fig. 2).

Most importantly, the number of parameters does not change compared to a normal convolution. Only the weights of the base kernel are learned, and the other kernels are derived via interpolation. The interpolation is bicubic, which has shown favorable performance.

Each generated kernel is applied individually to the common input using a standard convolution (2) in Fig. 2). The result is a set of output feature maps that, without loss of generality, shall be sorted by kernel size. These are then stacked such that an additional dimension is created (3 in Fig. 2). If necessary, the feature maps are zero-padded to the largest size.

By producing an additional dimension representing the scale transformation, we handle scale equivariance similarly to translation in existing convolutions. Instead of only computing feature correlations for each \( x \)- and \( y \)-coordinate, we also compute those correlations for different scales.

This approach is most closely related to [19] and [10]. It differs from [19] in that their model uses re-scaled kernels to promote global invariance to scale on an architectural level. In that regard our method is more similar to [10], which makes changes at each layer. Their design choice of scaling inputs and then resulting feature maps incurs two interpolations, however, and produces scale invariance, rather than equivariance. We thus chose to borrow the idea of [19] and interpolate only the kernels. Also, we iterate over significantly more scales.

### B. Proposed scale-equivariant models

We propose two different pooling strategies to adapt to the additional scale dimension. Both of them are based on variants of maximum pooling over the scale domain. The two pooling-based approaches are further visualized in Fig. 2, on the right-hand side. The resulting architectures and layers are summarized in Tab. I. All convolution layers make use of a \( 7 \times 7 \) kernel to maintain comparable parameter counts.

**PixelPool** uses standard maximum pooling solely over the scale domain. In other words, its kernel size is \( s \times 1 \times 1 \), where \( s \) is the number of scales produced by the scaled convolutions given in Eq. (3). Here, each spatial pixel is pooled independently of the others. This is also the approach followed by Kanazawa et al. [10].

**SlicePool** aims for a more coherent response among pixels in the output. The maximum (of a single channel) is searched for across all scales and pixels. Let \((i_k, i_x, i_y)\) be the location of that maximum. Then the output will consist of all values at positions \((j_k, j_x, j_y)\) where \( i_k = j_k \). By doing so, all spatial pixels of the output will be taken from the same scale dimension \( i_k \).

### C. Reference models

To provide a fair evaluation, we implement a representative selection of architectures presented in related literature. We note that only [12], [26] strictly focus on scale equivariance, and others on invariance instead. However, as global maximum pooling converts scale-equivariant feature maps to scale-invariant predictions, we deem them comparable. Where possible, the number of parameters was kept similar to ours.

**Standard** serves as the baseline CNN with no adaptations made to cover differing scales. Its configuration is listed in further detail in Tab. I and symmetric to proposed models.

**SpatialTrans** uses a single transformation network with two convolutional layers for warping the image [6] before performing classification based on the **Standard** architecture. This incurs additional parameters compared to others.

**Ensemble** transforms the input image into a Gaussian pyramid with sizes \( 64 \times 64 \), \( 32 \times 32 \), and \( 16 \times 16 \) [8]. These

### Table I

| Architecture       | Parameters (kernels) | Spatial Support |
|--------------------|----------------------|-----------------|
| **Standard**       | \( 7 \times 7 \) Conv2d | \( 7 \times 7 \) SConv2d |
| **PixelPool**      | \( 7 \times 7 \) Conv2d | \( 7 \times 7 \) SConv2d |
| **SlicePool**      | \( 7 \times 7 \) Conv2d | \( 7 \times 7 \) SConv2d |
| **SpatialTrans**   | \( 7 \times 7 \) Conv2d | \( 7 \times 7 \) SConv2d |
| **Ensemble**       | \( 7 \times 7 \) Conv2d | \( 7 \times 7 \) SConv2d |

\( a \) with 16 kernels  \( b \) with 32 kernels
three different scales are processed by copies of the Standard architecture with shared weights across columns. Features of different columns are aggregated by averaging [8], [20].

Xu is directly based on the work of Xu et al. [19]. Multiple columns with different kernel sizes $k \times k$, with $k \in \{3, 5, 7, 9, 11\}$ process the input image in parallel. The kernel $7 \times 7$ serves as the reference and others are interpolated bilinear (downscaling) or nearest (upsampling). Features of different columns are aggregated using maximum pooling.

Kanazawa is directly based on the work of Kanazawa et al. [10]. It operates locally at the layer level instead of the architecture level. Input images or feature maps are scaled by factors $1.26^e$, with $e \in \{-2, \ldots, 4\}$. The shared kernel is then applied on each, and features are subsequently maximum pooled in the scale domain.

Hermite is a scale-equivariant steerable (SES) model [12] that uses Hermite polynomials with Gaussian envelopes as base functions. We choose scale factors $s \in \{2.0, 2.52, 3.17, 4.0\}$ with a base kernel size of $7 \times 7$ to compute the applied convolutional kernels.

 Disco also is part of the SES model family. It empirically optimizes a set of base functions to minimize discrete equivariance errors [26]. We use the precomputed functions provided by the authors for scale factors $s \in \{1.0, 1.26, 1.59, 2.0\}$ with a base kernel size of $7 \times 7$.

IV. DATASETS

While some benchmarks for evaluating scale equivariance exist, such as MNIST-scale [10], [11], they have their shortcomings as they are derived from transformations applied to existing images. They are thus subject to artifacts caused by aliasing or interpolation. In addition, they rarely cover a realistic spectrum of use cases which range from autonomous driving to remote sensing.

In light of these shortcomings, we devise a novel benchmark called Scaled and Translated Image Recognition (STIR) to experimentally validate scale generalization of a given model. It contains four different tasks, which classify emojis, handwritten digits, traffic signs and aerial scenes, respectively. The emojis are generated directly from vector graphics and are thus free of interpolation artifacts. The traffic sign and aerial scene images showcase typical applications that face a large variety of object scales and resolutions. All data is made freely available for download on Zenodo\(^1\).

For each task, models need to classify a $64 \times 64$ pixels image into one of $n_c$ classes. A total of $n_i$ instances of each class are given in the training, validation and testing splits. Each instance is rendered at all incremental sizes between $17 \times 17$ and $64 \times 64$ for a total of 48 different scales. With the exception of the emojis, the instances are not overlapping.

**Emojis.** Due to their geometric simplicity, we settled on using the $n_c = 36$ emojis provided in the Font Awesome icon set [30], which are available as Scalable Vector Graphics (SVG). They have been rendered directly from their vector representations, which describe the geometry with unlimited precision, and thus do not contain typical interpolation effects such as aliasing – which are present for others.

**Handwritten Digits.** As it is a common reference in literature, we also provide resized handwritten digits derived from the original MNIST dataset [31]. We closely follow the approach of Janssen and Lindeberg [21] by rescaling the original images using bicubic interpolation with scaling factors $s \in \{\frac{i}{28} | i = 17, \ldots, 64\}$. For each resized image we also apply Gaussian smoothing with $\sigma = \frac{s}{8}$ and sharpen each pixel intensity $I$ using $I_{\text{out}} = \frac{1}{2} \arctan(0.02I_{\text{in}} - 128)$. For each of the $n_c = 10$ classes, a set of $n_i = 50$ instances are randomly drawn from the training and testing splits, respectively.

**Traffic Signs.** The Mapillary Traffic Sign Dataset (MTSD) [32] contains around 52k fully annotated street-level images. We only select labels where at least $n_i = 25$ instances for training, validation, and testing each are available at a size of $64 \times 64$ or above. This ensures all images are downsampled

\(^1\)https://zenodo.org/record/6578038
and results in a total of $n_c = 16$ traffic sign classes. Based on the annotated bounding boxes, each image is resized such that the traffic sign fits into a square $i \times i$ box, with $i = 17, \ldots, 64$. This ensures that models only need to scale in each direction equally.

**Aerial Objects.** The Dataset for Object Detection in Aerial Images (DOTA) [33] has around 403k annotated objects across 2,806 aerial images. We limit ourselves to color images derived from Google Earth. In addition, we constrain rotations to be below $3$ deg as they are not a focus of the present work. Otherwise, we follow the same approach used for the traffic signs, selecting $n_c = 9$ classes where at least $n_t = 25$ instances of size $64 \times 64$ or larger exist. These are then each resized to sizes $i = 17, \ldots, 64$.

## V. Experiments

We perform extensive experiments to validate our assumptions about and the characteristics of different models with regards to scale equivariance. More specifically, we devise a set of three experimental techniques:

- To show the generalization over scales, we use four evaluation scenarios described in Sec. V-A. We train and evaluate on disjoint sets of scales, measuring performance in terms of classification accuracy.
- To empirically validate scale equivariance, we compare feature maps of specific layers using the $L^2$-norm for two differently scaled inputs.
- To show the effectiveness of the pooled representations, we analyze the correlation between the activated indices in the scale domain and the actual object scale.

Training of all models is done on a cluster where each node has two AMD Rome 7662 CPUs with 512 GB RAM along with four Nvidia A100 graphics card with 40 GB of memory. The implementation is done in PyTorch, with fixed global seeds. The optimizer is Adam [34] with a learning rate of either $10^{-2}$ or $10^{-3}$ throughout all experiments. We initially train all models with both learning rates for five different seeds, then choose the best one based on the validation accuracy. Afterwards, a total of 50 seeds are trained for the emoji dataset and 25 for all other datasets.

### A. Model Performance

One of the core interests of this work is to investigate the ability of models to generalize to previously unseen scales. We thus devise four different evaluation scenarios that are visualized in Fig. 3. In the *All2All* scenario, all scales are used for both training and evaluation, representing an ideal case with no distribution shift in scales. The remaining three scenarios, *Small2Large*, *Mid2Rest* and *Large2Small*, each train on just a third of all scales and test on the remainder. This allows us to evaluate performance both with and without differences in scale between training and testing data.

A summary of mean accuracies on the respective testing data is given in Fig. 4. A representative subset of evaluation scenarios, namely *Mid2Rest* and *All2All*, was selected.

We find that there is not one model that outperforms all others. Performances on the *All2All* scenario are generally high, as is to be expected since changes are mostly limited to different object instances rather than scales. Variability between datasets can likely be attributed mainly to inherently different complexities. The two SES models [12], [26] are the best models on traffic signs and the worst models on emojis, thus showing highly dataset-dependent performance.

The *Mid2Rest* scenario is more informative as the performances are indicative of generalization to smaller and larger scales. The only model that is among the top three models in three of the datasets is our *PixelPool* model. The *Ensemble*, the two SES models [12], [26] and our *SlicePool* model are within the best three for two datasets each. Lastly, *Xu* [19] is among the top three for the aerial objects dataset. This suggests that our approach, SES models and ensemble-based models are equally effective at promoting generalization.

### B. Scale Generalization

Testing accuracy itself is only a rough proxy for generalization. In particular, it remains unclear how performances...
change as the difference in scales increases. We thus also have a detailed look at how much accuracy degrades as scales are farther away from those used during training, as done previously by others [20], [21]. To do so, accuracy is computed for each scale \( s \in \{17, \ldots, 64\} \) and subsequently plotted.

Figure 5 shows these performance profiles for the handwritten digits subset of our STIR dataset. Shaded areas represent scales used during training in the respective evaluation scenario. Models that generalize well are expected to exhibit horizontal lines, maintaining performance outside these shaded regions.

Most of the evaluated models’ performances taper off towards the edges as scales deviate more and more from the training data. This is generally more pronounced on smaller scales than on larger ones. The three models that are the most stable are the Ensemble, PixelPool, and SlicePool. This is followed by the two SES models, Hermite and Disco, both of which behave similarly. The remaining models perform comparably to the CNN baseline Standard.

C. Feature Map Similarity

To further validate the intuition behind these models, we propose a similarity metric as an indirect measure for its equivariance, similar to [12], [28]. In the STIR data, variance is only caused by the specific subject, the chosen position, and the chosen scale. After removing the effects of position and scale, model features and predictions should thus be invariant for each subject.

We evaluate this property within each of the three scale segments also used for the evaluation scenarios. More specifically, we compute feature map similarity between scales 64 \( \times \) 64 and 49 \( \times \) 49, 48 \( \times \) 48 and 33 \( \times \) 33 as well as 32 \( \times \) 32 and 17 \( \times \) 17. Feature maps are cropped to the known subject area and then interpolated to a selected target scale \( s_2 \) using bicubic interpolation. The relative similarity between two scales \( s_1 \) and \( s_2 \) is computed based on their feature maps \( x_{s_1} \) and \( x_{s_2} \) as

\[
\epsilon_{s_1 \rightarrow s_2} = \frac{\| x_{s_1} - x_{s_2} \|_2^2}{\| x_{s_2} \|_2^2}. \tag{4}
\]

Equivariance errors are symmetrically computed for all scales within the testing region and averaged across all testing subjects. Specifically, for the Mid2Rest scenario we compute

\[
\frac{1}{4} \left( \epsilon_{64 \rightarrow 49} + \epsilon_{49 \rightarrow 64} + \epsilon_{32 \rightarrow 17} + \epsilon_{17 \rightarrow 32} \right).
\]

Figure 6 illustrates the correlation between this error and the testing accuracy on the emoji dataset for the Mid2Rest scenario. Our evaluation is limited to the given four models as the metric requires pooled feature maps at a single scale.2

As expected, there is a trend whereby smaller equivariance errors lead to higher accuracies when comparing different models. Notably, though, there is no such apparent correlation within each individual model. Similar results are observed on other datasets as well, although errors of \( \infty \) or undefined caused by the division could not be considered.

D. Scale Selection

A key argument made when introducing our pooling methods is that properly scale-equivariant models should choose kernel sizes that are in relation to input sizes. Concretely for Fig. 2, we expect that the feature map outputs of the 3 \( \times \) 3 kernel are selected for small input scales, and those of the 7 \( \times \) 7 kernel are chosen for larger ones. We validate our intuition by recording the selected kernel sizes of the last layer for all input scales \( s \in \{17, \ldots, 64\} \).

Figure 7 illustrates the mentioned scale selection of the best SlicePool model on the Mid2Rest scenario. Each row of points represents a single output channel, with individual points being colored based on the kernel size that was selected for the smile emoji given in Fig. 3. For each channel, we compute Pearson’s correlation coefficient \( r \) between input scales and selected kernel sizes.

We note that output channels with good correlations exist. In particular, ten of these have a correlation coefficient \( r > 0.9 \). However, the maximum kernel size used by SlicePool is only 37 \( \times \) 37. For PixelPool this correlation is more difficult to

\[\text{2Equivalence errors for the SES models can only be computed for scale changes covered by scales } s \text{ given in Sec. III-C. These do not match those of our dataset and evaluation scenarios.}\]
measure. What we do observe is that it tends to choose larger kernels, up to $57 \times 57$, near the center, and smaller kernels towards the borders of the image.

VI. DISCUSSION

The STIR benchmark allows us to extensively evaluate generalization to unseen scales, as it contains both trivial and realistic subsets (see Fig. 3 and Sec. IV). The emojis are free of interpolation artifacts and class distribution shifts, while the traffic signs and aerial objects reflect real-world applications typically subject to changes in scale. On this benchmark, we find that no single model is superior to others (see Fig. 4 and Sec. V-A).

Among the models evaluated, Hermite [12] and Disco [26] have been specifically designed to learn kernels that are scale-equivariant. In addition, we empirically show that both PixelPool and SlicePool improve scale equivariance over the closely related Kanazawa [10] and Standard (see Fig. 6 and Sec. V-C). Despite that, we find that they fail to generalize well to unknown scales and are often outperformed by Ensemble (see Fig. 5 and Sec. V-B). This indicates either that scale equivariance itself might not be a sufficient property or that these models are not as scale-equivariant as initially assumed. However, we do show that smaller equivariance errors lead to better performance (see Fig. 6 and Sec. V-C), although we note that this analysis is limited by the required interpolation and numerical instability for small activations. Further research is required to determine which factors contribute to good scale generalization. For example, it is known that CNNs tend to focus on textures rather than shapes [35], which would be influenced by scales. Also, recent findings suggest that neural networks bias toward lower frequency patterns [36], which may explain why generalization towards smaller scales in particular remains more difficult than towards larger scales (see Fig. 5 and Sec. V-B).

We make a few notable observations based on our experiments. The good performance (see Fig. 6 and Sec. V-C) and generalization (see Fig. 5 and Sec. V-B) of the Ensemble indicates that global equivariance may be sufficient or even preferable. Our PixelPool and SlicePool models outperform the Kanazawa [10] model they are based on and the theoretically motivated SES models (see Fig. 5 and Sec. V-B), potentially due to the large number of sequential scales covered. Due to the added cost of the many associated convolutions, we could not apply input padding, though. Our analysis of scale selection (see Fig. 7 and Sec. V-D) reveals that this may cause undesired boundary effects [37] by the differently sized feature maps. When optimizing computations, further variations may be investigated.

Finally, we note that some limitations inherently remain. In particular, for all related models we stayed faithful to the original author’s interpretation, although this yields differences in the number of scales and compute. Also, tangible metrics for measuring equivariance continue to be an open topic. To obtain conclusive results on the impact of certain architectural decisions a more in-depth study would be required.

VII. CONCLUSION

Given the lack of any established benchmark for scale generalization, we introduce the novel Scaled and Translated Image Recognition (STIR) dataset. Based on our experiments, we find that neither the existing nor newly proposed models clearly outperform each other. This further highlights the need for a common benchmark to evaluate on. Many methods, including ours, have been shown to improve scale equivariance theoretically or empirically. Still, they fail to generalize well when faced with previously unseen scales. This suggests that either scale equivariance might not be as strong a property as originally believed or that our current ways of evaluating it are too limited.

By means of extensive evaluations, we make a set of key observations that may help guide future research on the topic. First, generalization towards smaller scales is overall challenging, likely due to an inability to learn higher frequency patterns [36]. Second, ensembles are very competitive, suggesting that
scale may be more important globally rather than locally at each layer. Third, application-inspired methods such as ours are potentially subject to boundary effects [37] that may break scale equivariance. We will explore these insights in future research to better understand and improve scale generalization.
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