Dynamics of eye movements under time varying stimuli
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In this paper we study the pure-slow and pure-fast dynamics of the disparity convergence of the eye movements second-order linear dynamic mathematical model under time varying stimuli. Performing simulation of the isolated pure-slow and pure-fast dynamics, it has been observed that the pure-fast component corresponding to the eye angular velocity displays abrupt and very fast changes in a very broad range of values. The result obtained is specific for the considered second-order mathematical model that does not include any saturation elements nor time-delay elements. The importance of presented results is in their mathematical simplicity and exactness. More complex mathematical models can be built starting with the presented pure-slow and pure-fast first-order models by appropriately adding saturation and time-delay elements independently to the identified isolated pure-slow and pure-fast first-order models.
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Introduction

Studying dynamics of eye movements plays an important role in the development of various eye therapies (Alvarez, 2015) and provides useful information about understanding of neurological processes and the human brain function, (Kennard & Leigh, 2008; Leigh & Zee, 2006). Modeling of the disparity convergence has been studied in several papers (Alvarez, Bhavsar, Semmlow, Bergen, & Pedrano, 2005; Alvarez, Semmlow, & Pedrano, 2005; Alvarez, Semmlow, & Yuan, 1998; Alvarez, Semmlow, Yuan, & Munoz, 1999; Horng, Semmlow, Hung, & Ciuffreda, 1998; Hung, 1998; Hung, Semmlow, & Ciuffreda, 1986; Jiang, Hung, & Ciuffreda, 2002; Khosroyani & Hung, 2002). In some studies (Alvarez, Jaswal, Gohel, & Biswal, 2014; Kim, Vicci, Granger-Donetti, & Alvarez, 2011; Lee, Semmlow, & Alvarez, 2012; Radisavljevic-Gajic, 2006) different problem formulations are used. Some of the papers have observed experimentally and analytically the presence of the slow and fast eye movement dynamics, (Alvarez et al., 1998; Hung et al., 1986; Jiang et al., 2002; Khosroyani & Hung, 2002; Lee et al., 2012; Radisavljevic-Gajic, 2006). The analytical observation was made using the corresponding second-order mathematical model (Alvarez et al., 1999; Horng et al., 1998).

This paper is a continuation of our previous paper (Radisavljevic-Gajic, 2006), originally done for the constant eye stimuli using the second-order dynamic mathematical model derived in Alvarez et al. (1999). For the model of Alvarez et al. (1999), we perform exact mathematical analysis with the goal to isolate the slow and fast components, and present simulation results for the case of time varying eye stimuli since they produce some interesting phenomena not previously observed for the case of constant eye stimuli (Radisavljevic-Gajic, 2006). The im-
Disparity convergence eye movement and its slow and fast dynamics

In this section, we review the main results of Radisavljevic-Gajic (2006) that will be used in this paper to study the disparity convergence eye movements under time varying eye stimuli. The linear dynamic mathematical model was derived for the disparity convergence eye dynamics in Alvarez et al. (1999), page 384, formula (1), (see also Hung (1998), page 252 for justification of the use of the second-order model)

\[
\frac{d^2 y(t)}{dt^2} + \left( \frac{1}{\tau_1} + \frac{1}{\tau_2} \right) \frac{dy(t)}{dt} + \frac{1}{\tau_1 \tau_2} y(t) = \frac{1}{\tau_1 \tau_2} f(t) \tag{1}
\]

\(y(t)\) represents the eye position in degrees, \(f(t)\) is the eye stimulus in degrees with respect to reference eye position, eye target position. The time constants in (1) are \(\tau_1 = 224\) ms and \(\tau_2 = 13\) ms. They define respectively the slow \(\tau_s = \tau_1\) and fast \(\tau_f = \tau_2\) eye time constants (Alvarez et al., 1999), which motivated research of Radisavljevic-Gajic (2006) to separate the coupled slow and fast dynamics into isolated pure-slow and pure-fast decoupled (independent) dynamics using theory of two-time scale dynamic systems (also known in differential equations and control engineering as theory of singular perturbations (Kokotović, Khalil, & O'Reilly, 1986)). It is interesting to observe that the use of the second-order model is justified in Horng et al. (1998), where a first-order model is used to represents the vergence oculomotor plant, see Figure 2 of that paper. In the follow-up of this paper (see Comment 1), we will show that the first-order model of Horng et al. (1998) approximately represents the slow variable of the second-order model considered in this paper and defined in (1).

The second-order differential equation (1) is first converted into the state space form (Gajic, 2003), by using the following change of variables \(x_1(t) = y(t)\) and \(x_2(t) = \frac{dy(t)}{dt}\), producing

\[
\begin{bmatrix}
\frac{dx_1(t)}{dt} \\
\frac{dx_2(t)}{dt}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-1 - (\tau_s + \tau_f) & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix}
+ \begin{bmatrix} 0 \\ 1 \end{bmatrix} f(t) \quad \text{producing} \quad \varepsilon = \tau_s \tau_f \tag{2}
\]

\(x_1(t)\) represents the eye position, the variable \(x_2(t) = \frac{dx_1(t)}{dt}\) represents the eye angular velocity. The small parameter \(\tau_s \tau_f = \varepsilon\) that multiplies the first derivative of \(x_2(t)\) is known as the singular perturbation parameter (Kokotović et al., 1986). Its very small value of \(\varepsilon = 0.002912 \approx 0.003\) indicates that the fast and slow dynamics are very well separated having the fast state variable \(x_2(t)\) to be much faster than the slow state variable \(x_1(t)\). However, due to coupling in (2), the slow variable \(x_1(t)\) contains some portion of the fast variable and the other way around. Our goal is to exactly separate state variables and obtain pure-slow and pure-fast subsystems that are dynamically decoupled, from which we will be able to obtain information about the time evolution of pure-slow and pure-fast variables.

The slow and fast variables can be dynamically separated by using the very well-known Chang transformation (Chang, 1972), given by

\[
\begin{bmatrix}
x_s(t) \\
x_f(t)
\end{bmatrix} =
\begin{bmatrix}
1 - \varepsilon ML & -\varepsilon M \\
L & 1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} \quad \text{producing} \quad \varepsilon = \tau_s \tau_f \tag{3}
\]

Constants \(L\) and \(M\) are obtained by solving the algebraic equations

\[
\begin{align*}
\varepsilon L^2 - (\tau_s + \tau_f)L + 1 &= 0, \\
(\tau_s + \tau_f)M + 1 - \varepsilon ML &= 0
\end{align*} \tag{4}
\]

Applying (3) to (2) produces the decoupled pure-slow and pure-fast subsystems with a common input, that is
The quadratic algebraic equation for $L$ has two solutions. It can be shown that the acceptable solution (Radisavljevic-Gajic, 2006) is,

$$L = \frac{1}{\tau_s}$$

(7)

Having obtained the value for $L$, the solution for the $M$-equation is given by

$$M = \frac{1}{\varepsilon L} - \frac{1}{\tau_s} + \frac{1}{\tau_f} = -\frac{1}{\tau_s} = -L$$

(8)

Using (7) and (8) in (5) and (6), produces two first-order differential equations for pure-slow and pure-fast variables, whose coefficients are given in terms of the corresponding slow and fast time constants

$$\frac{dx_s(t)}{dt} = -\frac{1}{\tau_s} x_s(t) + \frac{1}{\tau_s} f(t)$$

(9)

$$\tau_s \tau_f \frac{dx_f(t)}{dt} = -\tau_s x_f(t) + f(t)$$

(10)

$$\Leftrightarrow \frac{dx_f(t)}{dt} = -\frac{1}{\tau_f} x_f(t) + \frac{1}{\tau_f \tau_s} f(t)$$

It should be observed that the pure-slow dynamics if determined only by the slow time constant, which is naturally expected. However, the pure-fast dynamics is determined by both the fast and slow time constants. Having obtained separated pure-slow and pure-fast mathematical models (9)-(10), the slow eye and fast dynamics can be independently studied and better understood since the coupling between slow and fast subsystems is eliminated.

The inverse Chang transformation relates the original state variables and the pure-slow and pure-fast variables obtained from (9)-(10) via the inverse Chang transformation (Chang, 1972), given by

$$\begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} = T^{-1} \begin{bmatrix} x_s(t) \\ x_f(t) \end{bmatrix} = \begin{bmatrix} \frac{1}{\varepsilon M} \\ -L \frac{1}{\varepsilon L M} \end{bmatrix} x_f(t)$$

(11)

which leads to

$$x_1(t) = x_s(t) + \varepsilon M x_f(t) = x_s(t) - \tau_f x_f(t)$$

(12)

$$x_2(t) = -L x_s(t) + (1 - \varepsilon M) x_f(t)$$

$$= -\frac{1}{\tau_s} x_s(t) + \left(1 + \frac{\tau_f}{\tau_s}\right) x_f(t)$$

(13)

In the next section we perform simulation study of the pure-slow and pure-fast first-order models (9) and (10), and corresponding state variables (12) and (13) (eye position and eye angular velocity) given in terms of solutions of (9) and (10). In the future studies, one might consider using saturation and time-delay elements in either (9) and/or (10) to match better experimental results, and going backwards to the original coordinates (or using MATLAB/Simulink block diagrams) develop new nonlinear and higher dimensional mathematical models that have better agreements with experimental results.

### Pure-slow pure-fast subsystems under time varying stimuli

The constant input responses for the pure-slow and pure-fast dynamics with zero initial conditions were considered in Radisavljevic-Gajic (2006). In this section, we consider the eye stimuli force as a time varying function. We assume that the force changes periodically from 30 to 10 degrees every two seconds during the time interval of 10 seconds, that is

$$f(t) = \begin{cases} 30^\circ, & t \in [0,2], t \in [4,6], t \in [8,10] \\ 10^\circ, & t \in (2,4), t \in (6,8) \end{cases}$$

(14)

Using the given numerical data for the time constants the pure-slow and pure-fast mathematical models are given by

$$\frac{dx_s(t)}{dt} = -4.46 x_s(t) + 4.46 f(t)$$

(15)

$$\frac{dx_f(t)}{dt} = -76.92 x_f(t) + 343.41 f(t)$$

(16)

The transfer function (Gajic, 2003), of the pure-slow (15) and pure-fast (16) subsystems are respectively given by
functions (17) and (18) should be placed in parallel. This leads to the more approximate slow dynamics that partially includes information about the fast dynamics can be obtained from (2) by simply setting $\varepsilon = 0$ in the second equation, which leads to the more accurate approximate slow subsystem than the one considered in Horng et al. (1998), represented by one differential and one algebraic equation

$$\frac{d\tilde{x}_1(t)}{dt} = \begin{bmatrix} 0 & \frac{1}{\tau_s + \tau_f} \\ -1 & \frac{1}{\tau_s + \tau_f} \end{bmatrix} \begin{bmatrix} \tilde{x}_1(t) \\ \tilde{x}_2(t) \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} f(t) \quad (18b)$$

Eliminating $\tilde{x}_2(t)$, the approximate slow subsystem and its transfer function are given by

$$\frac{d\tilde{x}_1(t)}{dt} = -\frac{1}{\tau_s + \tau_f} \tilde{x}_1(t) + \frac{1}{\tau_s + \tau_f} f(t)$$

$$\Rightarrow \tilde{H}_s^{\text{app}}(s) = \frac{4.22}{s + 4.22} \quad (18c)$$

Comparing $H_s^{\text{app}}(s)$ and $\tilde{H}_s^{\text{app}}(s)$, it appears that $\tilde{H}_s^{\text{app}}(s)$ is closer to the exact $H_s(s)$ from (17) than $H_s^{\text{app}}(s)$.

Note that if one intends to use Simulink, the transfer functions (17) and (18) should be placed in parallel. This parallel structure is convenient for introduction of different saturation elements or time-delay elements along the lines of Horng et al. (1998), which in this case can be done independently for pure-slow or pure-fast dynamics. It should be emphasized that introduction of saturation elements leads to nonlinear models, and that the time-delay elements produce in general infinite dimensional models (models described by partial differential equations) and as such they have much more complex dynamics than the model considered in this paper – the dynamics that can display limit cycles (oscillations caused by saturation elements) and even chaotic behavior.

From the slow and fast transfer functions we can get information about how much are the pure slow-slow and pure-fast signals amplified at steady state by finding the corresponding gains. The steady state gains (Gajic, 2003), are given by

$$G_s = H_s(0) = \frac{1}{\tau_s} = 1$$

$$G_f = H_f(0) = \frac{1}{\tau_f} = 4.4645 \quad (19)$$

An interesting observation from (20) is that the pure-fast subsystem steady state gain is reciprocal to the slow time constant. Results in (19) and (20) indicate that pure-slow signals will have no amplification at steady state and that pure-fast signals will be considerably (4.4645 times) amplified at steady state.

The original variables $x_1(t) = y(t)$ and $x_2(t) = dy(t)/dt$ are obtained from (12) and (13) as follows

$$x_1(t) = x_s(t) - \tau_f x_f(t) = x_s(t) - 0.013x_f(t) \approx x_s(t) \quad (21)$$

$$x_2(t) = -\frac{1}{\tau_s} \left(x_s(t) + \frac{x_f(t)}{\tau_s} \right) = -4.46x_s(t) + 1.058x_f(t) \quad (22)$$
The simulation results of (15)-(16) and (21)-(22), assuming zero initial conditions, that is, \( x_1(0) = 0 \) and \( x_2(0) = 0 \), are presented in Figs. 1-4.

Figure 1. The responses of the pure-slow \( x_s(t) \) and pure-fast \( x_f(t) \) variables in the interval of 10 seconds assuming zero initial conditions. It can be observed from this picture that the eye stimuli in the range of \( 10^\circ \) to \( 30^\circ \) generate the pure-fast component in the range from \( 44.6^\circ \) to \( 133.9^\circ \). The figure shows also that the pure-slow component remains in the same range as the input signal, that is, from \( 10^\circ \) to \( 30^\circ \).

Figure 2. The variables \( x_1(t) \) and \( x_2(t) \) as functions of time. It can be observed that the first peak of \( x_1(t) \) is around \( 116^\circ /s \) and that the follow up peaks are around \( 79^\circ /s \). This is caused due to different initial conditions at \( t = 0 \) and \( t = 4 \). It was shown in the paper that \( x_1(4) = 9.4 \) and \( x_2(4) = 2.6^\circ /s \). Due to the input signal decrease from \( 30^\circ \) to \( 10^\circ \), the fast variable takes a large negative value of \( \approx -67^\circ /s \). During the half period of two seconds \( x_2(t) \) changes very drastically, from positive \( 79^\circ /s \) to negative \( \approx -67^\circ /s \), producing the absolute change of \( \approx 146^\circ /s \).

Discussion of the obtained simulation results

The dynamic responses of the pure-slow \( x_s(t) \) and pure-fast \( x_f(t) \) variables in the time interval of 10 seconds are presented in Figure 1. It can be observed from this picture that the eye stimuli in the range of \( 10^\circ \) to \( 30^\circ \), due to amplification at steady state as given by (20) generate the pure-fast component in the range from \( 4.4645 \times 10^5 \approx 44.645^\circ \) to \( 4.4645 \times 30^\circ = 133.9353^\circ \). The same figure shows that the pure-slow component remains in the same range as the input signal, that is, from \( 10^\circ \) to \( 30^\circ \), due to the fact that the pure-slow subsystem steady state gain is \( G_s = 1 \).

The eye position in the original coordinates \( x_i(t) \), and the eye original coordinates angular velocity (the time rate...
of the position change) \( x_2(t) \) are plotted in Figure 2. It should be observed that the first peak of \( x_2(t) \) is around 116°/s and that the follow up peaks are around 79°/s. This is caused due to different initial conditions at \( t=0 \) and \( t=4,8 \). We started simulation with zero initial conditions, that is, for the first period the initial conditions are \( x_1(0) = 0° \) and \( x_2(0) = 0° \). For the second period, the initial conditions obtained from formulas (21) and (22) are non-zero and given by

\[
\begin{align*}
    x_1(4) &= x_4(4) - 0.013 x_f(4) \\
    &= 10° - 0.013 \times 4.4645 \times 10^{-7} = 9.4196° \\
    x_2(4) &= -4.46 \times x_4(4) + 1.058 x_f(4) \\
    &= -4.46 \times 10^{-7} /s + 1.058 \times 4.4645 \times 10^{-7} /s \\
    &= 2.5894° /s
\end{align*}
\]

In addition, due to the input signal decrease from 30° to 10°, the fast component takes a large negative value of \( \approx -67° /s \). Hence, during the half period of two seconds, the eye angular velocity changes very drastically, from positive 79°/s to negative \( \approx -67° /s \), producing the absolute angular velocity change of \( \approx 146° /s \).

The slow variable (eye position) \( x_1(t) \) and its pure-slow and pure-fast components are presented in Figure 3. Due to the fact that the slow variable is dominated by its pure-slow component and that it has a negligible contribution of the pure-fast component, the figure shows that practically \( x_1(t) \approx x_{1d}(t) \), could have been also verified analytically using formula (21).

Much more interesting situation is with the fast variable \( x_2(t) \) that represents the eye angular velocity, see Figure 4. It can be seen from this figure that its pure-fast component \( x_{2f}(t) \) very quickly, in several milliseconds, reaches steady state with a maximum value of around \( x_{2f}^{\text{max}} = 140° /s \). When the stimuli changes instantly from 30° to 10°, the variable \( x_{2f}(t) \) drops within several milliseconds to a little bit below \( x_{2f}^{\text{min}} = 50° /s \). The pure-slow component \( x_{2s}(t) \) goes in the opposite direction and reaches in less than a second \( x_{2s}^{\text{min}} = -130° /s \). These two components form \( x_2(t) = x_{2s}(t) + x_{2f}(t) \) and together produce at steady state \( \approx 10° /s \) for the eye angular velocity. Without the pure-slow/pure-fast decomposition, one would not be able to see these violent components in the disparity convergence of the eye movement dynamics.

**Conclusions**

It was shown that the fast component of the eye dynamics displays very fast and abrupt changes due to considered time varying stimuli as demonstrated in Figures 2 and 4. The angular velocity, due to the change of the stimuli force of 20 degrees (from 30° to 10°), displays large variations of more than 140°/s, as shown in Figure 4. This large change could have been restricted by introduction of a saturation element. However, that will lead to a
new nonlinear mathematical model different than the linear second-order mathematical model considered in this paper. Such nonlinear models are not the subject of this paper, and they will be interesting for future research.

Ethics and Conflict of Interest

The author(s) declare(s) that the contents of the article are in agreement with the ethics described in http://biblio.unibe.ch/portale/elibrary/BOP/jemr/ethics.html and that there is no conflict of interest regarding the publication of this paper.

References

Alvarez, T. L. (2015). A pilot study of disparity vergence and near dissociated phoria in convergence insufficiency patients before vs. after vergence therapy. Front Hum Neurosci, 9, 419. doi:10.3389/fnhum.2015.00419

Alvarez, T. L., Bhavsar, M., Semmlow, J. L., Bergen, M. T., & Pedrono, C. (2005). Short-term predictive changes in the dynamics of disparity vergence eye movements. Journal of Vision, 5(7), 4-4. doi:10.1167/5.7.4

Alvarez, T. L., Jaswal, R., Gohel, S., & Biswal, B. B. (2014). Functional activity within the frontal eye fields, posterior parietal cortex, and cerebellar vermis significantly correlates to symmetrical vergence peak velocity: an ROI-based, fMRI study of vergence training. Frontiers in Integrative Neuroscience, 8, 50. doi:10.3389/finnat.2014.00050

Alvarez, T. L., Semmlow, J. L., & Pedrono, C. (2005). Divergence eye movements are dependent on initial stimulus position. Vision Res, 45(14), 1847-1855. doi:10.1016/j.visres.2005.01.017

Alvarez, T. L., Semmlow, J. L., & Yuan, W. (1998). Closely Spaced, Fast Dynamic Movements in Disparity Vergence. Journal of Neurophysiology, 79(1), 37-44. doi:10.1152/jn.1998.79.1.37

Alvarez, T. L., Semmlow, J. L., Yuan, W., & Munoz, P. (1999). Dynamic details of disparity convergence eye movements. Ann Biomed Eng, 27(3), 380-390.

Chang, K. W. (1972). Singular Perturbations of a General Boundary Value Problem. SIAM Journal on Mathematical Analysis, 3(3), 520-526. doi:10.1137/0503050

Gajic, Z. (2003). Linear Dynamic Systems and Signals: Prentice Hall/Pearson Education.

Horng, J. L., Semmlow, J. L., Hung, G. K., & Ciuffreda, K. J. (1998). Initial component control in disparity vergence: a model-based study. IEEE Trans Biomed Eng, 45(2), 249-257. doi:10.1109/10.661273

Hung, G. K. (1998). Dynamic model of the vergence eye movement system: simulations using MATLAB/SIMULINK. Comput Methods Programs Biomed, 55(1), 59-68.

Hung, G. K., Semmlow, J. L., & Ciuffreda, K. J. (1986). A Dual-Mode Dynamic Model of the Vergence Eye Movement System. IEEE Transactions on Biomedical Engineering, BME-33(11), 1021-1028. doi:10.1109/TBME.1986.325868

Jiang, B.-c., Hung, G. K., & Ciuffreda, K. J. (2002). Models of Vergence and Accommodation-Vergence Interactions. In G. K. Hung & K. J. Ciuffreda (Eds.), Models of the Visual System (pp. 341-384). Boston, MA: Springer US.

Kennard, C., & Leigh, R. J. (2008). Using Eye Movement as an Experimental Probe of Brain Function (Vol. 171).

Khosroyani, M., & Hung, G. K. (2002). A dual-mode dynamic model of the human accommodation system. Bull Math Biol, 64(2), 285-299. doi:10.1006/bulm.2001.0274

Kim, E. H., Vicci, V. R., Granger-Donetti, B., & Alvarez, T. L. (2011). Short-term adaptations of the dynamic disparity vergence and phoria systems. Exp Brain Res, 212(2), 267-278. doi:10.1007/s00221-011-2727-7

Kokotović, P., Khali, H. K., & O'Reilly, J. (1986). Singular Perturbation Methods in Control: Analysis and Design: Society for Industrial and Applied Mathematics.

Lee, Y. Y., Semmlow, J. L., & Alvarez, T. L. (2012). Assessment of Dual-Mode and Switched-Channel Models with Experimental Vergence Responses. 2012, 5(2), doi:10.16910/jemr.5.2.2

Leigh, R. J., & Zee, D. S. (2006). The Neurology of Eye Movements. Oxford University Press.

Radisavljevic-Gajic, V. (2006). Slow-fast decoupling of the disparity convergence eye movements dynamics. Ann Biomed Eng, 34(2), 310-314. doi:10.1007/s10439-005-9042-0