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Abstract. We derive a fifth order five-stage explicit Runge-Kutta composition method, and an error estimator using linear combination of stage values and output values over two steps. Numerical results presented by testing the new pair over DETEST problems show a significant improvement.

1. Introduction

All explicit Runge-Kutta methods of order higher than four need more integration stages than their order [3]. The minimum stages for various orders are shown in Table 1.

| Order | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------|---|---|---|---|---|---|---|---|---|----|
| Minimum Stages | 1 | 2 | 3 | 4 | 6 | 7 | 9 | 11 | 12 | 13 |

There have been several attempts to break this barrier (Butcher barrier). The first one is the explicit type of effective order methods by Gifkins [14]. By perturbing the initial value \( y_0 \) into \( y_0 + \alpha_1 h y'_0 + \alpha_2 h^2 y''_0 + \cdots + \alpha_p h^p y^{(p)}_0 \), the effective order methods offer several free parameters to attain higher order or to have better stability behavior. The second one is so-called Almost Runge-Kutta methods (ARK) [6]. There are three quantities, \( y_0, h y'_0, h^2 y''_0 \), passing from step to step. Even though the third quantity \( h^2 y''_0 \) is of lower order, the contributed errors cancel out using annihilation conditions. Having more information passing from step to step, ARKs have cheaper error estimators, dense output and higher attainable order for explicit form.

Instead of using higher derivative terms to break the Butcher barrier, we propose to use the idea of composition methods. If the second method cancel out the principal local truncation error of the first method, then the composition of the two methods presents one order higher feature. The main purpose of this paper is to exploit the order conditions of these composition methods and to implement the underlying methods.
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In section 2, the basic theory of algebraic approach for integration methods, by Butcher 1972 [5], is presented. In section 3, the conditions imposed on the coefficients to achieve the cancellation of principal local truncation errors between two methods are derived. We derive a fifth order composition method of two fourth order explicit RK with stage number five. In section 4, some preliminary comparisons are presented between new methods and several existing methods (famous Runge-Kutta method RK54 and Dormand and Prince(5,4)).

It is our hope that not only this new pair five-stage methods presents order five feature, but also competes with the existing methods.

2. Recursive derivation of order conditions

In the paper, the initial value problems are considered as in autonomous form,

\[ y'(x) = f(y(x)), \quad y(x_0) = y_0, \]

where \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is differentiable to an arbitrary order. In 1972 Butcher [5] proposed a way of deriving the coefficients that occur in Taylor series expansions of the exact and numerical solutions. In Butcher’s approach that Taylor series expansion of the exact solution \( y(x + h) \) about \( x \) can be expressed as

\[ y(x + h) = y(x) + \sum_{t \in T} \frac{1}{\sigma(t) \gamma(t)} F(t) \gamma h^r(t), \]

where \( r(t) \) is the order of the tree \( t \), the symmetry \( \sigma(t) \) and density \( \gamma(t) \) are real valued functions defined on the rooted trees \( T \) [7], \( F(t)(y(x)) \) is the elementary differential corresponding to \( t \). This one-to-one interpretation of the elementary differentials and their coefficients in terms of functions defined on trees has led to an elegant algebraic approach for integration methods.

The Taylor series expansion of the numerical solution \( y_{n+1} \) about \( x_n \) is

\[ y_{n+1} = y_n + \sum_{t \in T} \frac{\alpha(t)}{\sigma(t)} F(t)(y_n) h^r(t), \]

where the \( \alpha(t) \) is called the elementary weight function. The function \( E : T \rightarrow R \), is defined by \( E(t) = \frac{1}{\gamma(t)} \), identified as the coefficient of \( \frac{1}{\sigma(t)} F(t)(y(x)) h^r(t) \). \( E \) can be regarded as the elementary weight function of the exact solution. By comparing the Taylor series expansions of the exact solution (1) with numerical solution (2), the order conditions of a \( p^{th} \) order method \( \alpha \) are \( \alpha(t) = E(t) \) for all \( t \in T \) with \( r(t) \leq p \).

In this paper, our aim is to enhance the accuracy over two methods. In order to achieve this goal, we need to consider the composite mapping \( \alpha \beta \) over two steps. This can be regarded as \( \alpha \beta \) which is a composition mapping of two mappings \( \alpha \) and \( \beta \). Butcher [7] gave the value

\[ (\alpha \beta)(t) = \beta(\phi) \alpha(t) + \beta(t) + \sum_{u < T} \alpha(\Lambda u) \beta(u), \quad \forall t \in T. \]
where $u$ is a subtree of $t$ sharing the same root with the tree $t$ and $t\setminus u$ is the remaining part of $t$ after deleting the subtree $u$. The composition rule is widely applicable to other types of methods.

We consider the integration over stepsize $\theta h$ for exact solution. Let $E^{(t)}(t)$ denote the elementary weight function of exact solution over $t$ steps. The Taylor series of $y(x+\theta h)$ at $x$ is

$$
y(x) + \sum_{t\in T} \frac{E^{(t)}(t)}{\sigma(t)} F(t)(y(x)) h^{|t|} = y(x) + \sum_{t\in T} \frac{E(t)}{\sigma(t)} F(t)(y(x)) (\theta h)^{|t|} = y(x) + \sum_{t\in T} \frac{E(t)\theta^{|t|}}{\sigma(t)} F(t)(y(x)) h^{|t|}. \quad (4)
$$

Compare (4) with (5), we have

$$
E^{(t)}(t) = E(t)\theta^{|t|} \quad \forall \; t \in T. \quad (6)
$$

In this paper, we will apply equation (6) in the case of $\theta = 2$.

The algebraic conditions on the coefficients of the method become increasingly complicated when order increases. The algebraic approach based on Runge-Kutta methods to solve these conditions was proposed in [5] in 1972. In addition, there are existing some theories developed by Hairer and Wanner [16], Albrecht [1] and F. Bornemann [2] which provide other approaches to the order conditions. Here, we will make reference to Butcher theory. In the present approach, the order conditions can be written down easily by transcribing the structure of the corresponding rooted trees. Moreover, we study the conditions that the method has to satisfy to attain a prescribed order of accuracy.

As the order increases, particularly for explicit Runge-Kutta methods, the number of conditions rises rapidly and soon becomes unmanageable. It is reasonable to reduce the order conditions by simplifying assumptions.

Butcher [5] proposes the $C$ and $D$ simplifying conditions to reduce the order conditions of RK methods. The $C(n)$ conditions for Runge-Kutta methods are

$$
Ac^{i-1} = \frac{1}{i} c^i, \quad \forall \; i = 1, \ldots, n.
$$

The $D(k)$ conditions for Runge-Kutta methods are

$$
b^T c^{i-1} A = b^T \frac{1}{i} (1 - C^i), \quad \forall \; i = 1, \ldots, k.
$$

where $C = diag(c_1, c_2, \ldots, c_s)$. For the explicit matrix $A$, the first and second components of $Ac$ equal zero. Therefore, it is not possible for an explicit RK method to have $C(2)$ conditions. In order that our explicit methods mimic the $C(2)$ conditions up to order five, we adopt the simplifying techniques in Butcher (Chapter 3) [7] and linear combinations of trees in Chan [9].

The following conditions make sure that the explicit Runge-Kutta methods have the equivalent order conditions as the $C(2)$ conditions up to order five.
Using conditions (a)-(d), the 17 order conditions of a five order method can be reduced to 6 order conditions corresponding to the following trees,

3. An enhanced order composition methods

In this section, a new type of enhanced order composition methods is derived through analysing the PLTE (Principal Local Truncation Error) over two steps. We also derive one order higher composition methods over two steps. The scheme of error estimation proposed in our composition method is error estimation over two steps. Compared with the traditional Runge-Kutta methods, we have more free parameters, smaller PLTE and more accurate. The conditions to derive one-order higher composition methods are investigated. A fifth order composition method (ECRK5) is proposed using two different fourth-order explicit Runge-Kutta methods (ECRK5_1 and ECRK5_2) with five stages.

For \( p \)th order methods with corresponding weight function \( \alpha \) over stepsize \( \theta h \), the general order conditions in Butcher [7] is

\[
\alpha^{(0)}(t) = E^{(0)}(t) = \frac{\theta r(t)}{\gamma(t)}, \quad \forall t : r(t) \leq p.
\]

With the aid of this condition, we have the following theorem.

**Theorem 1.** Let \( \alpha \) and \( \beta \) be of order \( p \) over stepsize \( h \), then \( \alpha \beta \) is of order \( p + 1 \) over stepsize \( 2h \) if and only if

\[
\alpha(t) + \beta(t) = \frac{2}{\gamma(t)}, \quad \forall t, \ r(t) = p + 1.
\]

**Proof.** \( \alpha \) and \( \beta \) satisfy the order conditions

\[
\alpha(t) = \beta(t) = E(t), \quad \text{for all } r(t) \leq p. \quad (7)
\]

The composition rules of \( \alpha \beta \) and \( E^{(2)} \) are

\[
\alpha \beta(t) = \alpha(t) + \beta(t) + \sum_{u \subseteq t} a(t \setminus u) \beta(u) \quad (8)
\]
Higher Order Composition Runge-Kutta Methods

\[ E^{(2)}(t) = EE(t) = E(t) + E(t) + \sum_{u < t} E(t \setminus u)E(u) \]  

(9)

“⇒” \( \alpha \beta \) is of order \( p + 1 \), \( \alpha \beta(t) = E^{(2)}(t) \forall r(t) \leq p + 1 \). Because each member of \( t \setminus u \) and \( u \) are of order less than or equal to \( p \), and \( \alpha, \beta \) are of order \( p \), we know that

\[ \alpha(t \setminus u) = E(t \setminus u), \beta(u) = E(u). \]

(10)

By comparing (8) and (9), we have

\[ \alpha(t) + \beta(t) = E(t) + E(t) = \frac{2}{\gamma(t)}. \]

“⇐” For trees of order \( p + 1 \), the composition rule of \( \alpha \beta \)

\[ \alpha \beta(t) = \alpha(t) + \beta(t) + \sum_{u < t} \alpha(t \setminus u)\beta(u) \]

(From (8))

\[ = \frac{2}{\gamma(t)} + \sum_{u < t} E(t \setminus u)E(u) \]

(From (10))

\[ = E(t) + E(t) + \sum_{u < t} E(t \setminus u)E(u) = E^{(2)}(t) \]

(From (9))

Therefore, \( \alpha \beta(t) = E^{(2)}(t) \forall r(t) \leq p + 1 \), together with equation (7), we have \( \alpha \beta \) is of order \( p + 1 \).

Example 1. In this example, we will derive a fifth order composition method of \((A, b, c)\)

with the corresponding elementary weight function \( \alpha(t) \),

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\hline
b_1 & b_3 & b_4 & b_5 & b_6 & b_7 \\
\end{array}
\]

(\( \tilde{A}, \tilde{b}, \tilde{c} \)) with the corresponding elementary weight function \( \beta(t) \),

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\hline
b_1 & b_3 & b_4 & b_5 & b_6 & b_7 \\
\end{array}
\]

In order that our methods have \( D(1) \) condition and mimic the \( C(2) \) conditions up to order five, the new methods satisfy conditions (a) to (d) on page 202.

The procedures to determine the coefficients of these methods are shown as follows:
Step 1: Solving for the order conditions on $t_2$ to $t_5$ for these two methods, we have

$$
\begin{bmatrix}
b_3 \\
b_4 \\
b_5
\end{bmatrix} = \begin{bmatrix} c_3 & c_4 & 1 \\ c_3^2 & c_3^2 & 1 \\ c_3^3 & c_3^3 & 1 \end{bmatrix}^{-1} \begin{bmatrix} \overline{b}_3 \\
\overline{b}_4 \\
\overline{b}_5\end{bmatrix} = \begin{bmatrix} \overline{c}_3 & \overline{c}_4 & 1 \\ \overline{c}_3^2 & \overline{c}_3^2 & 1 \\ \overline{c}_3^3 & \overline{c}_3^3 & 1\end{bmatrix}^{-1} \begin{bmatrix} \frac{1}{4} \\
\frac{1}{4} \\
\frac{1}{4} \end{bmatrix}.
$$

and for the order conditions on $t_1$, we have $b_1 = 1 - b_3 - b_4 - b_5$ and $\overline{b}_1 = 1 - \overline{b}_3 - \overline{b}_4 - \overline{b}_5$.

Step 2: For the $C(2)$ conditions except for the second components on page 202 (b), we have

$$
\begin{align*}
a_{32} &= \frac{c_2^2}{2c_2}, \\
a_{31} &= c_3 - a_{32}, \\
a_{42} &= \frac{b_3(1-c_3)}{c_3 - c_3}, \\
a_{43} &= \frac{c_3 - a_{42} - c_3}{c_3 - c_3}, \\
a_{41} &= c_4 - a_{42} - a_{43},
\end{align*}
$$

and

$$
\begin{align*}
a_{32} &= \frac{c_2^2}{2c_2}, \\
a_{31} &= c_3 - a_{32}, \\
a_{42} &= \frac{b_3(1-c_3)}{c_3 - c_3}, \\
a_{43} &= \frac{c_3 - a_{42} - c_3}{c_3 - c_3}, \\
a_{41} &= c_4 - a_{42} - a_{43},
\end{align*}
$$

Step 3: For the $D(1)$ conditions on page 202 (a), we have

$$
\begin{align*}
(a_{51}, a_{52}, a_{53}, a_{54}, 0) &= \frac{b^T (I - C) - b_3 A[3] - b_4 A[4]}{b_5}, \\
(\overline{a}_{51}, \overline{a}_{52}, \overline{a}_{53}, \overline{a}_{54}, 0) &= \frac{b^T (I - \overline{C}) - \overline{b}_3 \overline{A}[3] - \overline{b}_4 \overline{A}[4]}{\overline{b}_5},
\end{align*}
$$

where $A[i]$ and $\overline{A}[i]$ are the $i^{th}$ row of matrix $A$ and $\overline{A}$ respectively, and $I$ is the identity matrix, $C = \text{diag}(c)$ and $\overline{C} = \text{diag}(\overline{c})$.

Our methods are of order four by solving the above conditions.

Step 4: In order that our new composite method is of order five, we need consider $\alpha(t) + \beta(t) = \frac{2}{\gamma(t)}$ on trees $t_5$ and $t_6$.

1. For the bushy tree $t_5$, the order condition can be simplified to

$$
\begin{align*}
b^T c(c - 1)(c - c_3)(c - c_4) &= \frac{1}{20} + \frac{c_3 + c_4}{12} - \frac{c_3 c_4}{6}, \\
\overline{b}^T \overline{c}(\overline{c} - 1)(\overline{c} - \overline{c}_3)(\overline{c} - \overline{c}_4) &= \frac{1}{20} + \frac{c_3 + c_4}{12} - \frac{c_3 c_4}{6},
\end{align*}
$$

based on
Since the equations $b^T c(c - 1)(c - c_3)(c - c_4) = b^T c_3(c_3 - c_4)^2(c_3 - c_4) = 0$, we have

\[
b^T c(c - 1)(c - c_3)(c - c_4) + b^T c_3(c_3 - c_4)^2(c_3 - c_4) = 0, \tag{11}
\]

(2) The order condition on the linear combination of tree $t_6$

\[
\begin{align*}
\tau & \quad \tau - c_3 \\
1 - \tau & \quad \\
\end{align*}
\]

is used to simplify the calculation work. Because the equation $b^T (1 - c) Ac(c - c_3) = b^T (1 - c) Ac(c - c_3) = 0$, and this is equivalent to the conditions:

\[
\begin{align*}
 b^T (1 - c) Ac(c - c_3) &= \frac{1}{60} c_3 c_4, \\
 b^T (1 - c) Ac(c - c_3) &= \frac{1}{60} c_3 c_4.
\end{align*}
\]

Therefore, we have

\[
b^T (1 - c) Ac(c - c_3) + b^T (1 - c) Ac(c - c_3) = \frac{1}{60} \frac{c_3}{24} + \frac{1}{60} \frac{c_3}{24} = 0,
\]

then

\[
c_3 + c_3 = \frac{4}{5}. \tag{12}
\]

(3) By using (11) and (12), we obtain

\[
\begin{align*}
\bar{c}_3 &= \frac{4}{5} - c_3, \text{ and } c_4 = \frac{2 - 5c_4 + 6c_4}{3 + 10c_3}.
\end{align*}
\]

There are four free parameters $c_2$, $c_3$, $c_4$, $\bar{c}_2$ left in our approach. These free parameters are chosen in order that the PLTE of the composition method is reduced, and all the abscissae are between 0 and 1. We consider some trees of order six:

Using simplifying technique to solve $t_7$, $t_8$, $t_9$, we obtain the value of these free parameters.
(1) For tree $t_7$, the $\alpha_7$ can be simplified to

$$y_1 = \frac{1}{24} b^T A_3 c(c - c_2) + \frac{1}{18} b^T \bar{A}_3 c(c - c_2) + \frac{1}{24} b^T \bar{A}^3 c - \frac{2^6}{3 \times 4 \times 5 \times 6}.$$ 

Solving $y_1 = 0$ for $c_2$, we obtain

$$c_2 = -\frac{4 + 12\bar{c}_2 - 15\bar{c}_2}{15c_3}.$$ 

(2) For tree $t_8$, the condition $\alpha_8$ is simplified to

$$y_2 = \frac{1}{8} b^T A_2 c^3 + \frac{3}{24} b^T \bar{A}_2 c^3 + \frac{1}{6} b^T A c^3 + \frac{1}{24} b^T \bar{A}^2 c^2 - \frac{2^6}{4 \times 5 \times 6}.$$ 

Solving $y_2 = 0$ for $c_4$, we have

$$c_4 = \frac{6 - 65c_3 + 50c_3^2}{50(1 - 2c_3)}.$$ 

(3) For bushy tree $t_9$, the condition $\alpha_9$ is simplified to

$$y_3 = \frac{1}{2} b^T \bar{c}_5 + \frac{5}{24} b^T \bar{c}_5 + 5\bar{b}^T \bar{c}_5 + 1 + \frac{5}{2} + \frac{10}{3} + \frac{10}{4} - \frac{2^6}{6}.$$ 

Solving $y_3 = 0$ for $c_3$, we obtain

$$c_3 = \frac{384101}{1000000}.$$ 

(4) Finally, for free parameter $\bar{c}_2$, we choose $\bar{c}_2 = \frac{1}{5}$.

These methods are named ECRK5_1 and ECRK5_2 which is given in the Appendix. The error estimation for the composition method is also be derived by using a "one-step zero approximation" based on embedded technique [8]. Let $e = (1, \ldots, 1)^T \in \mathbb{R}^{11}$ and

$$\delta^T = (\delta_1, 0, \delta_3, \delta_4, \delta_5, \delta_6, 0, \delta_8, \delta_9, \delta_{10}, \delta_{11}).$$

The error estimation is derived every two steps. The composition method with the embedded form can be expressed in Butcher tableau

| $c$ | $A$ |
|-----|-----|
| $1 + \bar{c}$ | $\bar{A}$ |
| $0$ | $\delta^T$ |

where $B_1 = (b, \ldots, b)^T$. 


The order conditions for the one-step zero approximation up to order four and some trees of order five are given as follows:

\[
\begin{align*}
    d_1 &= \hat{\delta}^T e, \\
    d_2 &= \hat{\delta}^T \hat{c}, \\
    d_3 &= \hat{\delta}^T \hat{c}^2, \\
    d_4 &= \hat{\delta}^T \hat{c}^3, \\
    d_5 &= \tilde{\delta}^T \hat{c}^4, \\
    d_6 &= \tilde{\delta}^T \hat{A}^2 \hat{c}, \\
    d_7 &= \tilde{\delta}^T \hat{A} \hat{c}^2, \\
    d_8 &= \hat{\delta}^T \hat{c} \hat{A}^2 \hat{c},
\end{align*}
\]

Solving \( d_1 = d_2 = \cdots = d_8 = 0 \), we obtain \( \hat{\delta}_1, \hat{\delta}_3, \hat{\delta}_4, \hat{\delta}_5, \hat{\delta}_6, \hat{\delta}_8, \hat{\delta}_9, \hat{\delta}_{10} \). We choose the free parameter \( \hat{\delta}_{11} = 1 \). The error estimation is derived (see Appendix).

The error estimation of the composition method can be regarded as linear combination of the stage values and output values over two steps.

4. Numerical experiments

In this section, numerical experiments were carried out on the well-known set of test problems, DETEST on interval \([0, 20]\). The numerical results of the Kepler orbital problems D1 and D3 with eccentricity = 0.1 and 0.5 respectively are shown in these numerical experiments. It is well-known that the Dormand and Prince method (DOPRI(5,4)) has outstanding performance in solving the orbit problems. Our aim is to compare the numerical behavior of the new pair composition method (ECRK5) with the famous Runge-Kutta method RK54 and the Dormand and Prince method DOPRI(5, 4). Firstly, experiments are set to verify that our new pair satisfying order five. The numerical results are shown in Table 2. The composition method has attained order five.

Secondly, experiments were carried out using a changing stepsize pattern in which a predetermined sequence of stepsizes was imposed [13]. For each sequence of five steps, stepsizes in the ratios \( 1:r:r^2:r:1 \) were used, where \( r \) is a parameter. Fixed and variable stepsize comparisons on the DETEST problems D1 and D3 are presented in Figure 1 which \( r = 1 \) (fixed stepsize), \( r = 1.5 \) and \( r = 2 \) are given.

Table 2. Comparison of error behaviors for testing D1 and D3 (ECRK5)

| \( h \) | D1: Truncation Error | Ratio | \( h \) | D3: Truncation Error | Ratio |
|-------|----------------------|-------|-------|----------------------|-------|
| 0.04  | \( 1.134 \times 10^{-7} \) | 33.6  | \( 20 \) | \( 2.373 \times 10^{-5} \) | 29.4  |
| 0.02  | \( 3.909 \times 10^{-9} \) | 31.93 | \( 20 \) | \( 8.071 \times 10^{-7} \) | 31.31 |
| 0.01  | \( 1.263 \times 10^{-11} \) | 31.93 | \( 20 \) | \( 2.557 \times 10^{-8} \) | 31.31 |
Figure 1. Fixed and variable stepsizes comparisons on the DETEST D1 and D3.
Finally, the experiments are carried out using a changing stepsize scheme. The tolerances are chosen from $10^{-4}$ to $10^{-10}$. Numerical results are shown in Figure 2.

![Figure 2. The numerical results for DETEST D1 and D3.](image)

It is noted that all methods tested have order five. The ECRK5 performs more efficient than RK54, and is competitive with DOPRI(5,4). ECRK5 has better error estimation may explain the numerical results.

5. Conclusion

In this paper, a fifth order explicit Runge-Kutta composition method with five stages is derived. A reliable error estimator is also derived by using linear combination of stage values and output values over two steps. Numerical results obtained by testing the new pair over a standard set of test problems show a significant improvement. Moreover, the composition pair also presents attainable order 5. Our future work is to apply this idea to triple composition method, diagonal implicit Runge-Kutta method and higher derivatives methods.

Appendix

ECRK5_1:

| 0  | 0  | 0  | 0  | 0  | 0  |
|----|----|----|----|----|----|
| 2752303 | 2752303 | 0  | 0  | 0  | 0  |
| 5904685 | 5904685 | 0  | 0  | 0  | 0  |
| 384101 | 384101 | 0  | 0  | 0  | 0  |
| 31113960 | 31113960 | 0  | 0  | 0  | 0  |
| 1 | 1 | 0  | 0  | 0  | 0  |
| 359827894 | 359827894 | 0  | 0  | 0  | 0  |
Error estimation:

\[ \hat{\delta}_1 = 944328183026764768228322793636375561453801003824979250183767179, \]
\[ \hat{\delta}_2 = 0, \]
\[ \hat{\delta}_3 = -881466673400164146702739398827273093980601326261538273730000000000, \]
\[ \hat{\delta}_4 = -180606615425603967947420046012529780194844737689395871624694471042447, \]
\[ \hat{\delta}_5 = 39939847119321930466345864566666059784533452233043294715712950000000000, \]
\[ \hat{\delta}_6 = -152978133143822941647581035256522259179133306333546900000000000000, \]
\[ \hat{\delta}_7 = 0, \]
\[ \hat{\delta}_8 = 311471582199857954587721448546434329729887085778808908777586938100400000000000, \]
\[ \hat{\delta}_9 = 199679585030785988909411753505663128990616959470004178072723720177300000000000, \]
\[ \hat{\delta}_{10} = 44587804211400161298610048988249293244669198655586074494514, \]
\[ \hat{\delta}_{11} = 1. \]
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