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Abstract—Nowadays, many AI applications utilizing resource-constrained edge devices (e.g., small mobile robots, tiny IoT devices, etc.) require Convolutional Neural Network (CNN) inference on a distributed system at the edge due to limited resources of a single edge device to accommodate and execute a large CNN. There are four main partitioning strategies that can be utilized to partition a large CNN model and perform distributed CNN inference on multiple devices at the edge. However, to the best of our knowledge, no research has been conducted to investigate how these four partitioning strategies affect the energy consumption per edge device. Such an investigation is important because it will reveal the potential of these partitioning strategies to be used effectively for reduction of the per-device energy consumption when a large CNN model is deployed for distributed inference at the edge. Therefore, in this paper, we investigate and compare the per-device energy consumption of CNN model inference at the edge and compare the effed strategy when four partitioning strategies are utilized. The goal of our investigation and comparison is to find out which partitioning strategies (and under what conditions) have the highest potential to decrease the energy consumption per edge device when CNN inference is performed at the edge on a distributed system.

I. INTRODUCTION

Convolutional Neural Networks (CNNs) have been intensively researched and widely used in application areas such as image recognition and natural language processing due to their ability to process data in large scale and with high classification accuracy after training [1]. A trained CNN model can be deployed on different kinds of hardware platforms to perform CNN inference on actual data within different applications. The CNN inference is usually computation-intensive and some CNN models are huge, i.e., they require a lot of memory and consume a lot of energy to perform the inference. Powerful hardware like a server or a desktop computer usually has enough memory and sufficient power/energy supply to perform the inference of large CNN models. However, some applications need to perform CNN inference on resource-constrained edge devices that may have very limited energy budget to execute a CNN model for a certain period of time. For example: (1) In an Internet of Things (IoT) smart home application, edge devices like a light controller or a temperature conditioner need to deploy and execute a natural language processing model in order to recognize human input voices and generate output commands accordingly; (2) In a military mobile robots application, some tiny size robots like robotic ants and robotic insects need to invade specific places under surveillance to detect illegal objects (e.g., weapons) and terrorist activities, utilizing image recognition models. In such application scenarios, the IoT devices and tiny robots are usually powered by very small batteries in order to obtain portability, and thus deploying a CNN model and performing the inference on a single edge device is not possible because the hardware platform has very limited resources in terms of energy budget to execute the entire CNN model for a relatively long period of time, e.g., the time needed to complete the robot mission. One approach to solve this issue is to perform CNN model compression [2]–[4] (e.g., pruning, quantization, or knowledge distillation) but such an approach sacrifices the accuracy of the model to some extent, especially when high model compression rates are required. Another approach is to deploy only part of the CNN model on the edge device and the rest of the model on the cloud or remote server/desktop [5], [6] but such an approach may have data privacy issues like leakage of personal information or sensitive military information. In addition, sending data from the edge device to the cloud or remote server/desktop and returning back results may lead to unacceptable CNN inference latency due to communication network delays and transmission distances. A third approach, which solves the aforementioned issues of the other two approaches, is to deploy the CNN model on a (fully) distributed system at the edge and take advantage of all available edge devices to cooperatively perform the CNN inference. The existing methodologies that use this approach to deploy a CNN model and perform inference at the edge on a distributed system can be divided in four main categories depending on the CNN model partitioning strategy which is utilized:

1) Methodologies utilizing the Data Partitioning Strategy, e.g., [7];
2) Methodologies utilizing the Sequential Partitioning Strategy, e.g., [8], [9];
3) Methodologies utilizing the Horizontal Partitioning Strategy, e.g., [10], [12];
4) Methodologies utilizing the Vertical Partitioning Strategy, e.g., [13].

Substantial amount of research has been conducted to investigate the overall system performance and memory requirements per edge device when the aforementioned four partition-
ing strategies are utilized to deploy a CNN model and perform inference at the edge on a distributed system. However, to the best of our knowledge, no research has been conducted to investigate how the aforementioned four partitioning strategies affect the energy consumption per edge device. Such an investigation is important because it will reveal the potential of these partitioning strategies to be used effectively for reduction of the energy consumption per edge device when a CNN model is deployed for distributed inference at the edge. Since the energy budget of edge devices is limited, it is important for designers and developers to understand the advantages and disadvantages of the four partitioning strategies in terms of energy consumption per edge device. Therefore, in this paper, we investigate and compare the per-device energy consumption of CNN model inference at the edge on a distributed system when the four partitioning strategies are utilized. The goal of our investigation and comparison is to find out which partitioning strategies (and under what conditions) have the highest potential to decrease the energy consumption per edge device when CNN inference is performed at the edge on a distributed system.

**Paper contributions**

In this paper, we investigate, compare, report, and discuss the energy consumption per edge device of CNN model inference at the edge when the aforementioned partitioning strategies are utilized. In order to achieve this, our main novel contributions are:

- We analyze the characteristics of each partitioning strategy in terms of computation/communication workload of every partition as well as communication and synchronization complexity between different partitions. Based on this analysis, we propose novel and very accurate analytical models to estimate the energy consumption of every partition when utilizing each of the four partitioning strategies for CNN inference on a distributed system at the edge;
- We confirm the high accuracy of our analytical models by comparing the energy consumption numbers provided by our models with measured numbers obtained by deploying a few real-world CNNs on a distributed system containing several NVIDIA Jetson TX2 embedded platforms;
- We utilize our accurate energy consumption analytical models in a large-scale experiment including nine representative real-world CNN models from the ONNX model zoo library [14] to investigate which partitioning strategy has the highest potential to decrease the per-device energy consumption for every one of the nine CNN models inferred on distributed devices at the edge.

The remainder of the paper is organized as follows: Section II describes the related work. Section III provides some background information needed to understand the contributions of this paper. Section IV presents in detail our analytical models that are used in our investigation of the energy consumption of CNN model inference at the edge on a distributed system. Section V validates the accuracy of our energy consumption analytical models. Section VI presents and discusses our large-scale investigation and obtained results. Section VII ends the paper with conclusions.

**II. RELATED WORK**

To the best of our knowledge, our work is the first trying to investigate how the four existing partitioning strategies affect the energy consumption per edge device when a CNN model is deployed for distributed inference at the edge. As mentioned earlier, such an investigation is important because it will reveal the potential of these partitioning strategies to be used effectively for reduction of the per-device energy consumption. Therefore, in this section, we discuss some related works dealing with CNN inference on distributed system and the energy consumption of CNN inference on Multi-processor System-on-Chip (MPSoC).

The research works presented in [12, 7, 13, 15, 16] investigate the system performance and memory consumption of CNN inference on a distributed system at the edge. The contributions of these works are to design a new or evaluate existing mapping/partitioning strategies for improving the efficiency in terms of system performance and memory consumption when a CNN is deployed for inference on a distributed system at the edge. However, these works do not consider the per-device energy consumption in such distributed CNN inference. In a distributed system at the edge, the available energy budget for edge devices is typically very limited and it is important for such edge devices to meet this limited energy budget. In contrast to [12, 7, 13, 15, 16], our work reveals the potential of the existing partitioning strategies to be used effectively for reduction of the energy consumption per edge device when a CNN model is deployed for distributed inference at the edge.

The works in [17–20] investigate the energy consumption of CNN inference on MPSoC. The contribution of this body of works is to design a new or evaluate existing mapping/partitioning strategies for improving the efficiency in terms of energy consumption when CNN inference is deployed on a single MPSoC. In order to do that, real system implementations are realized and analytical models are devised for different CNN applications mapped on a single embedded hardware platform such as NVIDIA Jetson TX2 or Raspberry Pi. However, these research works do not consider per-device energy consumption of CNN inference on a distributed system which consists of multiple edge devices. In such distributed system at the edge, data communication between edge devices will consume much more energy compared to data communication within a single MPSoC. In contrast to [17–20], our work reveals the potential of the existing partitioning strategies to be used effectively for reduction of the energy consumption per edge device when a CNN model is deployed for distributed inference on multiple edge devices. Moreover, our analytical energy consumption models consider both the energy needed for computation per edge device and the energy needed for data communication between different edge devices. Our real system implementations on hardware platforms validate
our energy models’ accuracy and our models calibration by profiling ensures high accuracy of the obtained results during the large-scale investigation, we present in this paper.

III. BACKGROUND

In this section, first we briefly introduce the CNN computational model and related notations used throughout the paper. Next, the four existing CNN model partitioning strategies, investigated in this paper, are described. Finally, our experimental setup is presented including the real-world CNN models used in our investigation and the distributed hardware platform utilized for validation and calibration of our analytical energy consumption models.

A. CNN computational model

A Convolutional Neural Network (CNN) is a computational model [22], commonly represented as a directed acyclic computational graph $CNN (L, E)$ with a set of nodes $L$, also called layers, and a set of edges $E$. Each layer $l_i \in L$ accepts input data $X_i$ and provides output data $Y_i$. To obtain the output data $Y_i$ from the input data $X_i$, layer $l_i$ moves along $X_i$ with sliding window $\Theta_i$ and stride $s_i$, applying operator $op_i$ to an area of $X_i$, covered by $\Theta_i$. The areas covered by $\Theta_i$ can overlap. If input data $X_i$ cannot be covered by sliding window $\Theta_i$ integer number of times, layer $l_i$ crops or extends $X_i$ with padding $pad_i$ [1] and processes cropped/extended input data $X'_i$, which can be covered by sliding window $\Theta_i$ integer number of times.

The layers input and output data is stored in multidimensional arrays, called tensors. In this paper, each input/output tensor $T$ has the format $T[H^T, W^T, C^T]$, where $H^T$ is the tensor height, $W^T$ is the tensor width, $C^T$ is the number of channels. We define a layer as a tuple $l_i = (X_i, Y_i, \Theta_i, op_i, s_i, pad_i)$, where

- $X_i[H^X, W^X, C^X]$ is the input data tensor of $l_i$;
- $Y_i[H^Y, W^Y, C^Y]$ is the output data tensor of $l_i$;
- $\Theta_i[N^\Theta, H^\Theta, W^\Theta, C^\Theta]$ is the sliding window of $l_i$, $N^\Theta = C^Y$ is the number of neurons in $l_i$, and $C^\Theta = C^X$;
- $s_i$ is the stride, with which $l_i$ moves over $X_i$;
- $op_i$ is the operator of $l_i$;
- $pad_i$ is the paddling of $l_i$.

B. CNN Model Partitioning Strategies

Data Partitioning Strategy: The main features of the data partitioning strategy are shown in Row 3 of Table I. This strategy may partition the input data given to every CNN layer $l_i$ whereas the weights of every CNN layer are not partitioned. Each CNN model partition $p_j$ includes all layers of the CNN model, where the layers operate with only part of their input data because the weights of a layer are partitioned. Therefore, every CNN layer $l_i$ is divided in several parts $l_ip_j$ and distributed onto several partitions. Different parts of the same CNN layer have to communicate and synchronize with each other because all the output data from part $l_ip_j$ has to be concatenated with the output data from the other parts of the same layer. For example, Figure 1(c) shows a CNN model with ten layers $l_1$ to $l_{10}$ that is partitioned into four partitions $p_1$ to $p_4$. An example of methodologies utilizing this partitioning strategy to deploy a CNN model and perform inference on a distributed system at the edge can be found in [8], [9].

Vertical Partitioning Strategy: The main features of the vertical partitioning strategy are shown in Row 6 of Table I. This strategy may partition the layers of a CNN model such that each partition $p_j$ includes consecutive CNN layers. The input data given to a CNN layer $l_i$ and its weights are not partitioned. For example, Figure 1(b) shows a CNN model with ten layers $l_1$ to $l_{10}$ that is partitioned into four partitions $p_1$ to $p_4$. An example of methodologies utilizing this partitioning strategy to deploy a CNN model and perform inference on a distributed system at the edge can be found in [10]–[12].

C. CNN models used in the investigation

Open Neural Network Exchange (ONNX) is an open standard format for representing machine learning models. ONNX is supported by a community of partners who have implemented it in many frameworks and tools. ONNX Model Zoo [14] is a collection of pre-trained, state-of-the-art models

| CNN model partitioning strategy | items of a layer to partition | layers to include per partition |
|---------------------------------|------------------------------|-------------------------------|
| Data Partitioning Strategy     | Yes                          | No                            |
| Sequentially Partitioning Strategy | No                           | Yes                           |
| Horizontal Partitioning Strategy | No                           | Yes                           |
| Vertical Partitioning Strategy   | No                           | No                            |

TABLE I: Features of CNN model partitioning strategies
in the ONNX format. For our large-scale investigation, we select the nine real-world CNN models, shown in Table II from the ONNX model zoo that take images as input for CNN inference. These CNN models are utilized in different applications and have diverse number and type of layers. Such diversity leads to a diverse scale of energy consumption when these CNN models are mapped and executed on one and the same distributed system at the edge.

As shown in Column 2 of Table II, CaffeNet, ResNet 50, SqueezeNet, VGG 16, VGG 19, and AlexNet are used for image classification. Tiny YOLO V2 and YOLO V2 are used for object detection and image segmentation. Emotion_fer is used for body, face, and gesture analysis. The number of layers, input data size, and total weights size of these nine selected CNN models are shown in Column 3, 4, and 5, respectively. As can be seen from Table II, these CNN models are sufficiently diverse, representative, and good examples to utilize in our large-scale experiment in order to investigate the energy consumption per edge device by applying our accurate analytical energy consumption models.

### Table II: CNN models selected from the ONNX model zoo [14]

| CNN model     | Application                     | Number of layers | Input data size       | Weights size |
|---------------|---------------------------------|------------------|-----------------------|--------------|
| CaffeNet      | Image Classification            | 15               | 224 × 224 × 3         | 232 MB       |
| ResNet 50     | Image Classification            | 124              | 224 × 224 × 3         | 98 MB        |
| SqueezeNet    | Image Classification            | 39               | 224 × 224 × 3         | 5 MB         |
| VGG 16        | Image Classification            | 23               | 224 × 224 × 3         | 528 MB       |
| VGG 19        | Image Classification            | 26               | 224 × 224 × 3         | 549 MB       |
| AlexNet       | Image Classification            | 15               | 224 × 224 × 3         | 232 MB       |
| Tiny YOLO V2  | Object Detection & Image Segmentation | 24             | 416 × 416 × 3         | 60 MB        |
| YOLO V2       | Object Detection & Image Segmentation | 24             | 416 × 416 × 3         | 204 MB       |
| Emotion_fer   | Body, Face & Gesture Analysis   | 19               | 64 × 64 × 1           | 20 MB        |

D. Distributed hardware platform

In order to validate and confirm the accuracy of our analytical energy consumption models, we implement two CNN modes (VGG 16 and Emotion_fer) and execute them on a distributed system which consists of four NVIDIA Jetson TX2 embedded platforms [22] by applying the partitioning strategies introduced in Section III-B. During our large-scale investigation, first, we profile each of the nine selected CNN models, introduced in Section III-C, on one NVIDIA Jetson TX2 platform. Then, the obtained profile data is used to calibrate our analytical energy consumption models. Finally, we use the calibrated energy models to investigate the energy consumption of every one of the nine CNN models mapped on a variety of distributed systems consisting of multiple NVIDIA Jetson TX2 platforms.

Every NVIDIA Jetson TX2 platform features six CPUs (Quad-Core ARM and Dual-Core NVIDIA Denver 2) plus one Pascal GPU. We select and utilize multiple NVIDIA Jetson TX2 platforms as edge devices in a distributed system because Jetson TX2 is a well-known and easy-to-use embedded MP-SoC platform. Moreover, we can easily and accurately acquire the needed energy consumption data of each device by setting
timers within the executed code and by sampling the integrated power sensors onboard an NVIDIA Jetson TX2 platform.

For the communication between different edge devices in a distributed hardware platform, we use Message-Passing Interface (MPI) [23]. MPI is a portable standard designed for parallel computing architectures which includes point-to-point message-passing, collective communications, process creation and management, extended collective operations, etc. There are two advantages of utilizing MPI for the communication between different edge devices in our distributed hardware platform. First, MPI supports various network hardware and topologies such as Infiniband and Intel Omni Path or Dragonfly. Usually, MPI provides very good performance on scalable parallel computers with specialized inter-processor communication hardware. The second advantage of utilizing MPI is its wide portability. The interface is suitable for use by fully general Multiple Instruction Multiple Data (MIMD) [24] programs as well as programs written in the more restricted style of Single Program Multiple Data (SPMD) [25]. MPI programs can run on distributed-memory multiprocessors, parallel workstations, and combinations of machines connected by a communication network. So, it is easy to implement MPI on top of standard Unix inter-processor communication protocols which provides portability to edge devices in a distributed system.

IV. ENERGY CONSUMPTION MODELS

The energy consumption of each device in a distributed system at the edge for CNN model inference can be broken down to three parts: (1) Energy consumed by the computation operations in the CNN layers (convolution operations, activation operations, etc.), executed on the edge device; (2) Energy consumed for data communication between the CNN layers, executed on the edge device; (3) Energy consumed for data communication between the edge device and other edge devices in the distributed system. For the different partitioning strategies, described in Section III-B, each partition will be mapped and executed on one edge device in the distributed system and the energy consumption per device can be very different depending on the partitioning strategy. This is because the different partitioning strategies differ in how layers, input/output data to/from layers, and weights are partitioned, thereby causing differences in the computation and communication workload of one partition and the amount of data communicated between the partition and other partitions. Based on the CNN model description, introduced in Section III-A, we propose energy consumption models for the four different partitioning strategies, briefly described in Section III-B.

A. Energy Model for Data Partitioning Strategy

For the data partitioning strategy, the weights of every CNN layer $l_i$ is partitioned along the height $H_i^X$ of the input tensor $X_i^{[H_i^X,W_i^X,C_i^X]}$ into $M$ partitions, in such a way that the output tensor $Y_j^{[H_j^Y,W_j^Y,C_j^Y]}$ from every partition $j$ of the same layer $l_i$ can be concatenated with the other output tensors of partitions into one whole piece of output tensor along height $H_j^Y = \sum_{j=1}^{M} H_j^Y (j)$.

An example of the data partitioning strategy illustrated in Figure 1(a) is shown in Figure 2. Layer $l_4$ and layer $l_5$ are two consecutive layers. $Y_4^{[H_4^Y,W_4^Y,C_4^Y]}$ is the output tensor of layer $l_4$, which is partitioned along the height into four tensors $Y_4^{[H_4^Y(1),W_4^Y,C_4^Y]}$, $Y_4^{[H_4^Y(2),W_4^Y,C_4^Y]}$, $Y_4^{[H_4^Y(3),W_4^Y,C_4^Y]}$, and $Y_4^{[H_4^Y(4),W_4^Y,C_4^Y]}$ and $H_4^Y = \sum_{j=1}^{4} H_j^Y (j)$. $X_5^{[H_5^X,W_5^X,C_5^X]}$ is the input tensor of layer $l_5$, which is partitioned along the height into four tensors $X_5^{[H_5^X(1),W_5^X,C_5^X]}$, $X_5^{[H_5^X(2),W_5^X,C_5^X]}$, $X_5^{[H_5^X(3),W_5^X,C_5^X]}$, $X_5^{[H_5^X(4),W_5^X,C_5^X]}$, and $H_5^X = \sum_{j=1}^{4} H_j^X (j)$.

In order to generate an output tensor $Y_j^{[H_j^Y(j),W_j^Y,C_j^Y]}$ from every partition $j$ with height of data $H_j^Y (j)$, the height of the input tensor $X_i^{[H_i^X(j),W_i^X(j),C_i^X]}$ to every partition $j$ is $H_j^X (j) = H_j^Y (j) - 1 \cdot s_i + H_i^P$. Additionally, we define $k_i (j) = H_i^Y (j) / H_i^X (j)$ as the fraction of partition $j$ in terms of internal computation and communication workload from the entire layer workload. For CNN layers within the same partition, they need to communicate data with their predecessor and successor layers internally, thus the fraction of this internal data communication is also $k_i (j)$. For the same CNN layer distributed onto different partitions, the size of the data tensor, which is produced by the predecessor layer may be smaller than what is needed for generating the data tensor for the successor layer, so a partition needs to communicate externally with its neighboring partitions for data exchange. For example, in Figure 2 the size of the produced tensor $Y_4^{[H_4^Y(2),W_4^Y,C_4^Y]}$ is smaller than the size of the needed tensor $X_5^{[H_5^X(2),W_5^X,C_5^X]}$ because $H_5^X (2) > H_4^Y (2)$, so partition 2 needs to communicate data externally with partition 1 and partition 3.

The height of the externally communicated data tensor $H_i^\text{comm} (j)$ depends on the relative location of the produced piece of data and needed piece of data. Considering Figure 2 we denote the starting point and ending point in height of the produced piece of data as $x(j)$ and $y(j)$, respectively. The starting point and ending point in height of the needed piece of data is denoted as $a(j)$ and $b(j)$, respectively, as shown in Figure 3. Using the aforementioned points $x(j)$, $y(j)$, $a(j)$, and $b(j)$ for each partition $j$, we can define four cases and we can calculate $H_i^\text{comm} (j)$ as shown in Equation 1 to Equation 5.

Based on the above discussion, we devise our analytical energy consumption model for the data partitioning strategy as shown in Equation 6 to Equation 9. Energy $E_j$ is the energy consumed by partition $j$ when it is executed on an edge device in a distributed system at the edge. $E_j$ consists of three main parts, as given in Equation 6.
Fig. 2: Data Partitioning Example

\[ H_{\text{comm}}^i(j) = \begin{cases} 
  x(j) - a(j) & \text{if } (a(j) < x(j), y(j) \geq b(j)) \\
  x(j) - a(j) + b(j) - y(j) & \text{if } (a(j) < x(j), y(j) < b(j)) \\
  b(j) - y(j) & \text{if } (a(j) \geq x(j), y(j) < b(j)) \\
  0 & \text{if } (a(j) \geq x(j), y(j) \geq b(j)) 
\end{cases} \] (1)

\[ x(j) = \begin{cases} 
  1 & \text{if } (j = 1) \\
  \sum_{k=1}^{j-1} H_{\text{X}}^i(k) & \text{if } (j > 1)
\end{cases} \] (2)

\[ y(j) = x(j) + H_{\text{Y}}^i(j) \] (3)

\[ a(j) = a(j-1) + H_{\text{X}}^i(j-1) - H_{\text{X}}^i(j) + s_{i+1} = 1 - (j-1) \cdot (H_{\text{X}}^i(j-1) - s_{i+1}) + \sum_{k=1}^{j-1} H_{\text{X}}^i(k) \] (4)

\[ b(j) = a(j) + H_{\text{X}}^i(j) \] (5)

Energy \( E_j^{\text{comp}} \) is the energy consumed for the CNN inference computation in partition \( j \). \( E_j^{\text{in,comm}} \) is the energy

\[ E_j = E_j^{\text{comp}} + E_j^{\text{in,comm}} + E_j^{\text{ex,comm}} \] (6)

\[ E_j^{\text{comp}} = \sum_{\forall l_i \in L} k_i(j) \cdot \int_{t_i}^{t_i^t} P_i(t) \, dt = \sum_{\forall l_i \in L} (H_{\text{Y}}^i(j) / H_{\text{Y}}^i) \cdot \int_{t_i}^{t_i^t} P_i(t) \, dt \] (7)

\[ E_j^{\text{in,comm}} = \sum_{\forall l_i \in L} k_i(j) \cdot E_{\text{in,comm}}^i \left( H_{\text{Y}}^i \times W_{\text{Y}}^i \times C_{\text{Y}}^i \right) = \sum_{\forall l_i \in L} (H_{\text{Y}}^i(j) / H_{\text{Y}}^i) \cdot E_{\text{in,comm}}^i \left( H_{\text{Y}}^i \times W_{\text{Y}}^i \times C_{\text{Y}}^i \right) \] (8)

\[ E_j^{\text{ex,comm}} = \sum_{\forall l_i \in L \setminus l_a} (H_{\text{comm}}^i(j) / H_{\text{Y}}^i) \cdot E_{\text{ex,comm}}^i \left( H_{\text{Y}}^i \times W_{\text{Y}}^i \times C_{\text{Y}}^i \right) \] (9)
consumed for the internal data communication in partition \( j \). \( E_{\text{ex,comm}} \) is the energy consumed for the external data communication between partition \( j \) and neighboring partitions. Time \( t_{i} \) is the execution time of layer \( l_{i} \) on an edge device to generate the whole output data tensor \( Y_{i}^{[H_{i}, W_{i}, C_i]} \). \( P_{i}(t) \) is the power consumption when layer \( l_{i} \) is executed on an edge device to generate the whole output data tensor. Both \( t_{i} \) and \( P_{i}(t) \) can be acquired by CNN layer profiling on the edge device. \( E_{\text{in,comm}} \left( H_{i}^{Y} \times W_{i}^{Y} \times C_i^{Y} \right) \) is the energy consumption for layer \( l_{i} \) to communicate internally within the same edge device the whole output data tensor \( Y_{i}^{[H_{i}, W_{i}, C_i]} \). \( E_{\text{ex,comm}} \left( H_{i}^{Y} \times W_{i}^{Y} \times C_i^{Y} \right) \) is the energy consumption for layer \( l_{i} \) to communicate externally with other devices that can be acquired by profiling of the external data communication protocol implemented and executed on an edge device. \( l_{q} \) is the last layer in the entire CNN model.

### B. Energy Model for Horizontal Partitioning Strategy

For the horizontal partitioning strategy, the input data given to a CNN layer \( l_{i} \) is not partitioned whereas the weights \( \Theta_{i}^{[N_{i}^{\Theta}, H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \) of every CNN layer are partitioned by grouping neurons into \( M \) partitions in such a way that the weights \( \Theta_{i}^{[N_{i}^{\Theta}(j), H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \) for every partition \( j \) correspond to the group of neurons in partition \( j \). This means that \( N_{i}^{\Theta} = \sum_{j=1}^{M} N_{i}^{\Theta}(j) \). An example of the horizontal partitioning strategy illustrated in Figure 3(c) is shown in Figure 3(b). Layers \( l_{2} \) and \( l_{3} \) are two consecutive layers. The weights \( \Theta_{i}^{[10,H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \) of layer \( l_{4} \) are divided into four partitions by grouping the ten neurons of \( l_{4} \) into the following four groups: \{\{n_1, n_2, n_3, n_4\}, \{n_5, n_6\}, \{n_7, n_8, n_9\}, \{n_{10}\}\}. This grouping results in the following four partitions of weights: \( \Theta_{i}^{[N_{i}^{\Theta}(1), H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), \( \Theta_{i}^{[N_{i}^{\Theta}(2), H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), \( \Theta_{i}^{[N_{i}^{\Theta}(3), H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), and \( \Theta_{i}^{[N_{i}^{\Theta}(4), H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), where \( N_{i}^{\Theta}(1) = 4, N_{i}^{\Theta}(2) = 2, N_{i}^{\Theta}(3) = 3, N_{i}^{\Theta}(4) = 1 \).

Analogously, the weights \( \Theta_{i}^{[2,H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \) of layer \( l_{5} \) are divided into four partitions of weights: \( \Theta_{i}^{[2,H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), \( \Theta_{i}^{[3,H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), \( \Theta_{i}^{[4,H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), and \( \Theta_{i}^{[5,H_{i}^{\Theta}, W_{i}^{\Theta}, C_{i}^{\Theta}]} \), where partition 1 includes neurons \{n_1, n_2\}, partition 2 includes neurons \{n_3, n_4, n_5\}, partition 3 includes neurons \{n_6\}, and partition 4 includes neurons \{n_7, n_8\}.

Every partition \( j \) of layer \( l_{i} \) takes the whole input data tensor \( X_{i}^{[H_{i}^{X}, W_{i}^{X}, C_{i}^{X}]} \) and generates only part of the output data tensor, denoted as \( Y_{i}^{[H_{i}, W_{i}, C_i]}(j) \). For example, partition 2 of layer \( l_{5} \) in Figure 3(b) takes \( X_{i}^{[H_{i}^{X}, W_{i}^{X}, C_{i}^{X}]}(2) \) and generates part of the output data tensor \( Y_{i}^{[H_{i}, W_{i}, C_i]}(2) \) where \( C_{i}^{Y}(2) = 3 \). We define \( c_{i}(j) = C_{i}^{Y}(j) / C_{i}^{X} \) as the fraction of partition \( j \) in terms of internal computation and communication workload from the entire layer workload. For CNN layers within the same partition \( j \), they need to communicate data internally with their predecessor and successor layers, thus the fraction of this internal communication is also \( k_{i}(j) \). Every partition \( j \) of layer \( l_{i+1} \) needs to communicate externally with all other partitions \( p \neq j \) of layer \( l_{i} \) because every partition \( j \) of layer \( l_{i+1} \) needs the whole input data tensor \( X_{i+1}^{[H_{i+1}, W_{i+1}, C_{i+1}]} = Y_{i}^{[H_{i}, W_{i}, C_i]}(j) \). For example, in Figure 3, partition 3 of layer \( l_{5} \) needs to communicate externally with partitions 1, 2, and 4 of layer \( l_{4} \) in order to obtain data tensors \( Y_{i}^{[H_{i}, W_{i}, C_i]}(1) \), \( Y_{i}^{[H_{i}, W_{i}, C_i]}(3) \), and \( Y_{i}^{[H_{i}, W_{i}, C_i]}(4) \).

Based on the above discussion, we devise our analytical energy consumption model for the horizontal partitioning strategy as shown in Equation 10 to Equation 13. Energy \( E_{j} \) is the energy consumed by partition \( j \) when it is executed on an edge device in a distributed system at the edge. \( E_{j} \) consists of three main parts, as given in Equation 10.

Energy \( E_{j}^{\text{comp}} \) is the energy consumed for the CNN inference computation in partition \( j \). \( E_{j}^{\text{in,comm}} \) is the energy consumed for the internal communication in partition \( j \). \( E_{j}^{\text{ex,comm}} \) is the energy consumed for the external data communication between partition \( j \) and all the other partitions.

Time \( t_{i} \) is the execution time of layer \( l_{i} \) on an edge device to generate the whole output data tensor \( Y_{i}^{[H_{i}, W_{i}, C_i]} \). \( P_{i}(t) \) is the power consumption when layer \( l_{i} \) is executed on an edge device to generate the whole output data tensor. Both \( t_{i} \) and \( P_{i}(t) \) can be acquired by CNN layer profiling on the edge device.

---

**Fig. 3: Horizontal Partitioning Example**
\[ E_j = E_{j}^{\text{comp}} + E_{j}^{\text{in,comm}} + E_{j}^{\text{ex,comm}} \]  

(10)

\[ E_{j}^{\text{comp}} = \sum_{\forall l_i \in L} k_i (j) \cdot \int_{0}^{t_i} P_i (t) \, dt = \sum_{\forall l_i \in L} (C_i^Y (j) / C_i^Y) \cdot \int_{0}^{t_i} P_i (t) \, dt \]  

(11)

\[ E_{j}^{\text{in,comm}} = \sum_{\forall l_i \in L} k_i (j) \cdot E_{\text{in,comm}}^i (H_i^Y \times W_i^Y \times C_i^Y) = \sum_{\forall l_i \in L} (C_i^Y (j) / C_i^Y) \cdot E_{\text{in,comm}}^i (H_i^Y \times W_i^Y \times C_i^Y) \]  

(12)

\[ E_{j}^{\text{ex,comm}} = \sum_{\forall l_i \in L \setminus l_q} (1 - C_i^Y (j) / C_i^Y) \cdot E_{\text{ex,comm}}^i (H_i^Y \times W_i^Y \times C_i^Y) \]  

(13)

\[ E_j = E_{j}^{\text{comp}} + E_{j}^{\text{in,comm}} + E_{j}^{\text{ex,comm}} \]  

(14)

\[ E_{j}^{\text{comp}} = \sum_{\forall l_i \in p_j} \int_{0}^{t_i} P_i (t) \, dt \]  

(15)

\[ E_{j}^{\text{in,comm}} = \sum_{\forall l_i \in p_j} E_{\text{in,comm}}^i (H_i^Y \times W_i^Y \times C_i^Y) \]  

(16)

\[ E_{j}^{\text{ex,comm}} = \begin{cases} E_{\text{ex,send}}^{b} (H_b^Y \times W_b^Y \times C_b^Y) \quad \text{if } l_q \in p_j \\ E_{\text{ex,receive}}^{a} (H_a^X \times W_a^X \times C_a^X) + E_{\text{ex,send}}^{b} (H_b^Y \times W_b^Y \times C_b^Y) \quad \text{otherwise} \end{cases} \]  

(17)

is the power consumption when layer \( l_i \) is executed on an edge device to generate the whole output data tensor. Both \( t_i \) and \( P_i (t) \) can be acquired by CNN layer profiling on the edge device. \( E_{\text{in,comm}}^i (H_i^Y \times W_i^Y \times C_i^Y) \) is the energy consumption for layer \( l_i \) to communicate internally within the same edge device, the whole output data tensor \( Y_i^a [H_a^Y, W_a^X, C_a^X] \). \( E_{\text{ex,comm}}^i (H_i^Y \times W_i^Y \times C_i^Y) \) is the energy consumption for layer \( l_i \) to communicate externally data tensor \( Y_i^b [H_b^Y, W_b^Y, C_b^Y] \) across edge devices in a distributed system, that can be acquired by profiling. \( l_q \) is the last layer in the entire CNN model.

\section{C. Energy Model for Sequential Partitioning Strategy}

For the sequential partitioning strategy, the layers of a CNN model are grouped in \( M \) partitions and each partition \( p_j \) includes consecutive CNN layers. The input data, given to a CNN layer, and the layer’s weights are not partitioned. An example of the sequential partitioning strategy is shown in Figure 1(b). The entire CNN model is divided into \( M = 4 \) partitions by grouping the ten layers of the CNN model into the following four groups: \( p_1 = \{ l_1, l_2 \} \), \( p_2 = \{ l_3, l_4, l_5 \} \), \( p_3 = \{ l_6, l_7 \} \), and \( p_4 = \{ l_8, l_9, l_{10} \} \).

CNN layers within the same partition \( p_j \) need to communicate internally with their predecessor and successor layers (if they exist). Each partition \( p_j \) in a distributed system only needs to communicate externally with its predecessor and successor partitions (the first partition only needs to communicate with its successor partition and the last partition only needs to communicate with its predecessor partition). For example, layer \( l_4 \) of partition \( p_2 \) in Figure 1(b) needs to communicate internally with layers \( l_3 \) and \( l_5 \). Partition \( p_2 \) needs to communicate externally with partition \( p_1 \) and partition \( p_3 \).

Based on the above discussion, we devise our analytical energy consumption model for the sequential partitioning strategy as shown in Equation 14 to Equation 17. Energy \( E_j \) is the energy consumed by partition \( p_j \) when it is executed on an edge device in a distributed system at the edge. \( E_j \) consists of three main parts, as given in Equation 14. Energy \( E_{j}^{\text{comp}} \) is the energy consumed for the CNN inference computation in partition \( p_j \). \( E_{j}^{\text{in,comm}} \) is the energy consumed for the internal communication in partition \( p_j \). \( E_{j}^{\text{ex,comm}} \) is the energy consumed for the external communication between partition \( p_j \) and its predecessor and successor partitions. Time \( t_i \) is the execution time of layer \( l_i \) on an edge device to generate the whole output data tensor \( Y_i^a [H_a^Y, W_a^X, C_a^X] \). \( P_i (t) \) is the power...
consumption when layer $l_i$ is executed on an edge device to generate the whole output data tensor. Both $t_i$ and $P_i(t)$ can be acquired by CNN layer profiling on the edge device. $E_{in,comm}^i (H_i^X \times W_i^Y \times C_i^Y)$ is the energy consumption for layer $l_i$ to communicate internally within the same edge device, the whole output data tensor $Y_i^{H_i^Y \times W_i^Y \times C_i^Y}$ is the first layer in the entire CNN model and $l_q$ is the last layer in the entire CNN model. $E_{ex,receive}^a (H_a^X \times W_a^X \times C_a^X)$ is the energy consumption for the first layer $l_a$ in partition $p_j$ to receive input data tensor $X_a^{H_a^X \times W_a^X \times C_a^X}$ from another edge device in a distributed system, that can be acquired by profiling. $E_{ex,send}^b (H_b^Y \times W_b^Y \times C_b^Y)$ is the energy consumption for the last layer $l_b$ in partition $p_j$ to send externally output data tensor $Y_b^{H_b^Y \times W_b^Y \times C_b^Y}$ to another edge device in a distributed system, that can be acquired by profiling.

D. Energy Model for Vertical Partitioning Strategy

For the vertical partitioning strategy, the layers of a CNN model are grouped in $M$ partitions and each partition $p_j$ may include non-consecutive CNN layers. The input data, given to a CNN layer, and the layer’s weights are not partitioned. An example of the vertical partitioning strategy is shown in Figure 1[d]. The entire CNN model is divided into four partitions by grouping the ten layers of the CNN model into the following four groups: $p_1 = \{l_1, l_2, l_8\}$, $p_2 = \{l_3, l_9, l_{10}\}$, $p_3 = \{l_4, l_5, l_7\}$, and $p_4 = \{l_6\}$.

The CNN layers within the same partition $p_j$ can be divided into $m_j$ sub-partitions where each sub-partition $p_{js}$ includes consecutive CNN layers. For example, in Figure 1[d] partition $p_1$ can be divided into two sub-partitions $p_{11}$ and $p_{12}$ where sub-partition $p_{11}$ includes layers $l_1$ and $l_2$ and sub-partition $p_{12}$ includes layer $l_8$. CNN layers within the same sub-partition $p_{js}$ need to communicate internally with their predecessor and successor layers (if they exist). For example, layer $l_1$ of sub-partition $p_{11}$ in Figure 1[d] needs to communicate internally with layer $l_2$. Each sub-partition $p_{js}$ in a distributed system only needs to communicate externally with its predecessor and successor sub-partitions. For example, sub-partition $p_{12}$ in Figure 1[d] needs to communicate externally with sub-partition $p_{32}$ and sub-partition $p_{22}$.

Based on the above discussion, we devise our analytical energy consumption model for the vertical partitioning strategy as shown in Equation 18 to Equation 22. Energy $E_j$ is the energy consumed by partition $p_j$ executed on an edge device in a distributed system at the edge. $E_j$ consists of three main parts, as given in Equation 18 $E_{j,comp}^{comp}$ is the energy consumed for the CNN inference computation in partition $p_j$. $P_{in,comm}^j$ is the energy consumed for the internal communication in partition $p_j$, $E_{ex,comm}^{j,comm}$ is the energy consumed for the external communication between partition $p_j$ and other partitions. Time $t_i$ is the execution time of layer $l_i$ on an edge device to generate the whole output data tensor $Y_i^{H_i^Y \times W_i^Y \times C_i^Y}$. $P_i(t)$ is the power consumption when layer $l_i$ is executed on an edge device to generate the whole output data tensor. Both $t_i$ and $P_i(t)$ can be acquired by CNN layer profiling on the edge device. $E_{in,comm}^i (H_i^X \times W_i^Y \times C_i^Y)$ is the energy consumption for layer $l_i$ to communicate internally within the same edge devices, the whole output data tensor $Y_i^{H_i^Y \times W_i^Y \times C_i^Y}$, $l_i$ is the first layer in the entire CNN model and $l_q$ is the last layer in the entire CNN model. $E_{ex,receive}^a (H_a^X \times W_a^X \times C_a^X)$ is the energy consumption for the first layer $l_a$ in sub-partition $p_{js}$ to receive input data tensor $X_a^{H_a^X \times W_a^X \times C_a^X}$ from another edge device in a distributed system, that can be acquired by profiling. $E_{ex,send}^b (H_b^Y \times W_b^Y \times C_b^Y)$ is the energy consumption for the last layer $l_b$ in sub-partition $p_{js}$ to send externally output data tensor $Y_b^{H_b^Y \times W_b^Y \times C_b^Y}$ to another edge device in a distributed system, that can be acquired by profiling.

V. Validation of Energy Consumption Models

In this section, we validate our energy consumption analytical models, introduced in Section IV, for the four partitioning strategies that enable distributed CNN model inference at the edge. The goal of this validation is to demonstrate that our energy consumption analytical models are sufficiently accurate to compare the energy consumption of the different partitioning strategies such that we can confidently use the models in the large-scale energy consumption investigation, presented in Section VI. First, we explain the setup for our model validation experiments in Section V-A. Then, in Section V-B we present the experimental results and confirm the accuracy of our analytical models.

A. Experimental setup

We experiment with two real-world CNNs, namely VGG 16 and Emotion_fer mentioned in Section III-C - Table II that take images as input for CNN inference. These CNNs are utilized in many different applications and have diverse number of layers, input data size, and weights size. Such a diversity leads to a diverse scale of energy consumption when these CNNs are mapped and executed on one and the same distributed system at the edge by using the same partitioning strategy. VGG 16 is used for image classification and has 23 layers. Emotion_fer is used for body, face, and gesture analysis and has 19 layers. So, these two CNN models are sufficiently representative and good examples to apply our energy consumption analytical models for the four partitioning strategies and to demonstrate the energy models accuracy. The two CNN models, mentioned above, are partitioned, mapped, and executed on a homogeneous distributed system at the edge which consists of four NVIDIA Jetson TX2 embedded platforms that communicate through MPI, as mentioned in Section III-D. We utilize the four partitioning strategies on the VGG 16 model to obtain sixteen partitioned models. That is, every partitioning strategy is utilized to obtain four partitioned VGG 16 models: one model with one partition, one model with two partitions, one model with three partitions, and one model with four partitions. The number of partitions in a model determines the number of NVIDIA Jetson TX2 embedded platforms that are used to execute the partitions on the distributed system, i.e., every partition is executed on a separate Jetson TX2 platform.
\[ E_j = E_j^{\text{comp}} + E_j^{\text{in,comm}} + E_j^{\text{ex,comm}} \]  
(18)

\[ E_j^{\text{comp}} = \sum_{\forall l_i \in p_j} \int_0^{t_i} P_i(t) \, dt \]  
(19)

\[ E_j^{\text{in,comm}} = \sum_{s=1}^{m_j} \sum_{\forall l_i \in p_{js}} E_i^{\text{in,comm}} (H_i^Y \times W_i^Y \times C_i^Y) \]  
(20)

\[ E_j^{\text{ex,comm}} = \sum_{s=1}^{m_j} E_s^{\text{ex,comm}} \]  
(21)

\[ E_j^{\text{ex,comm}} = \begin{cases} 
E_{\text{ex,send}}^b (H_b^Y \times W_b^Y \times C_b^Y) \\
E_{\text{ex,receive}}^b (H_a^X \times W_a^X \times C_a^X) \\
E_{\text{ex,receive}}^a (H_a^X \times W_a^X \times C_a^X) + E_{\text{ex,send}}^b (H_b^Y \times W_b^Y \times C_b^Y) 
\end{cases} \quad \text{if } l_z \in p_{js} \]  
\[ \text{if } l_q \in p_{js} \]  
\[ \text{otherwise} \]  
(22)

| layer | \(l_1\) | \(l_2\) | \(l_3\) | \(l_4\) | \(l_5\) | \(l_6\) | \(l_7\) | \(l_8\) | \(l_9\) | \(l_{10}\) | \(l_{11}\) | \(l_{12}\) | \(l_{13}\) | \(l_{14}\) | \(l_{15}\) | \(l_{16}\) | \(l_{17}\) | \(l_{18}\) | \(l_{19}\) | \(l_{20}\) | \(l_{21}\) | \(l_{22}\) | \(l_{23}\) |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Sequential Partitioning | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| number of partitions | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| Vertical Partitioning | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| number of partitions | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |

TABLE IV: VGG 16 partitions specification: Part 2

Using the Data Partitioning Strategy, the output data tensor of every layer is partitioned into one, two, three, or four sub-tensors, depending on the number of partitions that are considered. The partitioning is done in such a way that the difference among the heights of the sub-tensors is minimized. When VGG 16, shown in Figure 4, is distributed and implemented by using the Data Partitioning Strategy, the partitions specification is shown in Table III - see Columns 2-5. Each row shows one layer of VGG 16 and each column shows the number of partitions that are considered. For example, Row 5 in Column 4 shows that when layer \(l_4\) is distributed onto three partitions, its output data tensor is partitioned into three sub-tensors where the heights of the sub-tensors are \(H^Y_4(1) = 38\), \(H^Y_4(2) = 37\), and \(H^Y_4(3) = 37\) for the first, second, and third sub-tensor, respectively.

Using the Horizontal Partitioning Strategy, the weights/neurons of every layer are partitioned into one, two, three, or four groups, depending on the number of partitions that are considered. The partitioning is done in such a way that the difference among the number of neurons in the groups is minimized. When VGG 16, shown in Figure 4, is distributed and implemented by using the Horizontal Partitioning Strategy, the partitions specification is shown in Table III - see Columns 6-9. Each row shows one layer of VGG 16 and each column shows the number of partitions that are considered. For example, Row 9 in Column 9 shows that when layer \(l_9\) is distributed onto four partitions, its neurons are partitioned into four groups where the number of neurons are \(N^q_b(1) = 64\), \(N^q_b(2) = 64\), \(N^q_b(3) = 64\), and \(N^q_b(4) = 64\) in the first, second, third, and fourth group, respectively.

Using the Sequential Partitioning Strategy, the layers of a CNN model are partitioned into one, two, three, or four partitions, depending on the number of partitions that are considered. The partitioning is done in such a way that each partition consists of consecutive layers and the difference among the energy consumption of the partitions is minimized. Such partitioning is obtained by using a genetic algorithm. When VGG 16, shown in Figure 4, is distributed and implemented by using the Sequential Partitioning Strategy, the partitions specification is shown in Table IV - see Rows 2-5. Each column shows one layer of VGG 16 and each row shows the number of partitions that are considered. For example, Row 3 and Column 5 show that when VGG 16 is distributed onto two partitions, layer \(l_5\) is part of partition \(p_1\).

Using the Vertical Partitioning Strategy, the layers of a CNN model are partitioned into one, two, three, or four partitions, depending on the number of partitions that are considered, where each partition may consist of several sub-partitions. The partitioning is done in such a way that every partition may contain non-consecutive layers but the layers in each of its sub-partitions are consecutive, and the difference among the energy consumption of the partitions is minimized. Such partitioning
is obtained by using a genetic algorithm. When VGG 16, shown in Figure 2 is distributed and implemented by using the Vertical Partitioning Strategy, the partitions specification is shown in Table IV - see Rows 6-9. Each column shows one layer of VGG 16 and each row shows the number of partitions that are considered. For example, Row 9 shows that when VGG 16 is distributed onto four partitions then partition $p_1$ consists of two sub-partitions $p_{11}$ and $p_{12}$. Similarly, $p_2$ and $p_3$ have two sub-partitions each. Column 9 specifies that layer $l_5$ is part of sub-partition $p_{21}$ of partition $p_2$.

Similar to the aforementioned setup for VGG 16, by utilizing the four partitioning strategies, the Emotion_fer model is partitioned, mapped, and executed on a homogeneous distributed system at the edge which consists of four NVIDIA Jetson TX2 embedded platforms. For every distributed system implementation, obtained by applying the four different partitioning strategies on VGG 16 and Emotion_fer, the energy consumption per edge device is directly measured on the distributed system at the edge, and the average value over 500 CNN inference executions is taken. In addition, the energy consumption per edge device is estimated by using our analytical models. To do this, every layer in VGG 16 and Emotion_fer is profiled on the NVIDIA Jetson TX2 platform to obtain the power consumption and execution time data needed to calibrate our energy consumption analytical models introduced in Section IV. After this model calibration, the energy consumption per edge device is calculated by using these analytical models.

### B. Accuracy of the energy models

In this section, we present the experimental results, we have obtained for VGG 16 and Emotion_fer, in order to confirm the accuracy of our energy consumption analytical models, introduced in Section IV for the four partitioning strategies that enable distributed CNN model inference at the edge. We compare the energy consumption per edge device $E_j$, estimated by using our analytical models, with the corresponding numbers, obtained by direct measurements on the distributed system implementations using the experimental setup, described in Section V-A. The results are shown in Table V.

In Row 1, we list the two experimental CNN models (VGG 16 and Emotion_fer), mentioned in Section V-A. Column 1 shows the partitioning strategies and Column 2 indicates the number of partitions that are considered. Column 3 and 4 show the estimated and measured maximum energy consumption per edge device (in Joules per image) for VGG 16. Column 5 shows the difference (i.e., the error in %) between the estimated and measured energy consumption. The same information is shown in Column 6, 7, and 8 for Emotion_fer. In Column 5 and 8, a negative error value means that the maximum energy consumption per edge device is underestimated and a positive value means that the maximum energy consumption per edge device is overestimated by our analytical models. We can see in Table V that the error rate for the maximum energy consumption per edge device is below 8%. This fact confirms that our analytical models are sufficiently accurate to relatively compare different partitioning strategies, in terms of energy consumption per edge device, for CNN model inference at the edge.

### VI. LARGE-SCALE INVESTIGATION AND DISCUSSION

In this section, we utilize our accurate energy consumption analytical models, introduced in Section V, in a large-scale experiment including the nine representative CNN models from the ONNX model zoo library, introduced in Section III-C. In this experiment, we investigate for every representative CNN model, inferred on distributed devices at the edge, which partitioning strategy has the highest potential to decrease the maximum energy consumption per edge device. First, in Section VI-A, we describe the experimental setup for our large-scale investigation. Then, in Section VI-B, we present and analyse the results, we have obtained for each of the nine representative CNN models. Finally, in Section VI-C, we summarize and discuss our general findings on the potential of the four partitioning strategies to decrease the maximum energy consumption per edge device.

| Partitioning Strategy | Number of partitions | VGG 16 energy consumption by analytical models (J/img) | VGG 16 energy consumption by measurement (J/img) | VGG 16 energy error (%) | Emotion_fer energy consumption by analytical models (J/img) | Emotion_fer energy consumption by measurement (J/img) | Emotion_fer energy error (%) |
|-----------------------|----------------------|-------------------------------------------------------|-------------------------------------------------|--------------------------|----------------------------------------------------------|---------------------------------------------------|-------------------------------|
| Data Partitioning     | 1                    | 0.318                                                 | 0.321                                           | -0.9                     | 0.0175                                                  | 0.0172                                           | 1.7                           |
|                       | 2                    | 0.221                                                 | 0.225                                           | -1.8                     | 0.0161                                                  | 0.0166                                           | -3.0                          |
|                       | 3                    | 0.174                                                 | 0.162                                           | 7.3                      | 0.0161                                                  | 0.0159                                           | 4.7                           |
|                       | 4                    | 0.123                                                 | 0.129                                           | -4.7                     | 0.0157                                                  | 0.0170                                           | -7.6                          |
| Horizontal Partitioning Strategy | 1 | 0.318                                                 | 0.321                                           | -0.9                     | 0.0175                                                  | 0.0172                                           | 1.7                           |
|                       | 2                    | 0.249                                                 | 0.241                                           | 3.3                      | 0.0298                                                  | 0.0287                                           | 3.7                           |
|                       | 3                    | 0.165                                                 | 0.177                                           | -6.8                     | 0.0724                                                  | 0.0726                                           | -2.8                          |
|                       | 4                    | 0.147                                                 | 0.140                                           | 5.0                      | 0.0816                                                  | 0.0830                                           | -2.6                          |
| Sequential Partitioning Strategy | 1 | 0.318                                                 | 0.321                                           | -0.9                     | 0.0175                                                  | 0.0172                                           | 1.7                           |
|                       | 2                    | 0.187                                                 | 0.192                                           | -2.6                     | 0.0127                                                  | 0.0121                                           | 5.0                           |
|                       | 3                    | 0.147                                                 | 0.144                                           | 2.1                      | 0.0081                                                  | 0.0087                                           | -6.9                          |
|                       | 4                    | 0.102                                                 | 0.108                                           | -5.6                     | 0.0071                                                  | 0.0068                                           | 4.4                           |
| Vertical Partitioning Strategy | 1 | 0.318                                                 | 0.321                                           | -0.9                     | 0.0175                                                  | 0.0172                                           | 1.7                           |
|                       | 2                    | 0.174                                                 | 0.178                                           | -2.2                     | 0.0125                                                  | 0.0119                                           | 5.0                           |
|                       | 3                    | 0.122                                                 | 0.127                                           | -3.9                     | 0.0083                                                  | 0.0084                                           | -1.2                          |
|                       | 4                    | 0.093                                                 | 0.087                                           | 6.9                      | 0.0069                                                  | 0.0065                                           | 6.2                           |

**TABLE V: Accuracy evaluation of our energy consumption analytical models**
A. Experimental Setup for Large-scale Investigation

We conduct our experiment using the nine CNN models listed in Table II. First, for every CNN model, we construct a model network structure and partitions specification tables in the same way as described in Section IV-A for the VGG 16 model – see Figure [4] and Table [III] as examples for VGG 16. In this large-scale experiment, for each CNN model, the partitions specification tables are constructed considering up to ten edge devices/partitions for each partitioning strategy evaluation.

Second, to properly calibrate our energy consumption analytical models introduced in Section IV, we have to set accurate values of all device-dependent parameters used in the equations described in Section IV. For every layer $l_i$ in a CNN model, these parameters are: $t_i$, $P_i(t)$, $E_{in,comm}^i (H_i^Y \times W_i^Y \times C_i^Y)$, $E_{ex,comm}^i (H_i^Y \times W_i^Y \times C_i^Y)$, $E_{ex,send}^i (H_b^Y \times W_b^Y \times C_b^Y)$ and $E_{ex,recv}^i (H_a^X \times W_a^X \times C_a^X)$. We obtain accurate values for these model parameters by executing/profiling every CNN model, layer by layer, and taking real measurements on the NVIDIA Jetson TX2 platform. The features of this platform are briefly described in Section III-D and we assume that this platform is used in every device belonging to a distributed system configuration with multiple edge devices. The energy consumption models calibration, discussed above, is a time consuming effort but it is a one-time effort. After this initial effort, the calibrated energy models can be used to estimate, very fast and accurately, the per-device energy consumption of a CNN inferred on many different distributed system configurations at the edge without actual CNN deployment on these configurations. It is worth noting that actual CNN deployment on a distributed system configuration is a very time consuming process that hinders large-scale investigations and experiments.

Finally, for every CNN model, we use the information in the aforementioned model network structure and partitions specification tables together with the calibrated energy consumption analytical models to compute the energy consumption per edge device when the CNN model is partitioned using the four partitioning strategies and inferred on the distributed systems at the edge specified in the partitions tables. The number of partitions mentioned in these tables is equal to the number of edge devices in a distributed system configuration because we assume that one CNN partition is mapped onto one edge device.

B. Large-scale Investigation Results

In this section, we present the experimental results obtained during our investigation. For the nine representative CNN models, the results are plotted in nine separate charts shown in Figure 5 to Figure 13. The horizontal axis in every chart shows the number of edge devices/partitions considered in a distributed system configuration to perform distributed CNN model inference. We consider distributed system configurations with 2 to 10 edge devices where, for every distributed system configuration, we plot four bars corresponding to the four partitioning strategies considered in our investigation.

Every bar shows the maximum energy consumption per edge device of a CNN model inferred on a distributed system configuration, normalized to the energy consumption of the same CNN model inferred on one edge device.

Figure 5 shows how the maximum energy consumption per edge device is affected by scaling up the number of edge devices in a distributed system configuration when the CaffeNet model is distributed by utilizing the four partitioning strategies. More specifically, the series of blue, grey, green, and light orange bars show the effects on the per-device energy consumption when utilizing the data partitioning strategy, horizontal partitioning strategy, sequential partitioning strategy, and vertical partitioning strategy, respectively. From Figure 5, we can see that for CaffeNet the horizontal partitioning strategy does not help to significantly decrease the per-device energy consumption when the number of edge devices/partitions increases. On the other hand, the data partitioning strategy keeps the per-device energy consumption decreasing with the increase of the number of edge devices and the decrease of per-device energy consumption can be significant, e.g., the decrease can reach 80% in a distributed system with 8 edge devices. The sequential and vertical partitioning strategies perform slightly better than the data partitioning strategy in decreasing the per-device energy consumption when the number of edge devices/partitions is up to 3. However, since these partitioning strategies cannot partition a single CNN layer, and CaffeNet has at least one large layer which is individually mapped on one edge device and determines the maximum per-device energy consumption, then increasing the number of edge devices/partitions beyond 3 does not help decreasing the maximum per-device energy consumption further.

Figure 6 shows the experimental result for the ResNet 50 model. Here, the horizontal partitioning strategy performs very bad, i.e., the per-device energy consumption increases when the number of edge devices/partitions scales up. Indeed, when the numbers of devices/partitions in a distributed system configuration is 2 or higher, the energy consumption per edge device actually increases more than two times compared to a system with only one edge device. This is indicated by the grey bars in Figure 6 that are cut to value 2 in order to keep the chart more readable. Comparing the partitioning strategies, Figure 6 shows that the vertical partitioning strategy is the best in terms of decreasing the energy consumption per
edge device, with a maximum decrease of 80% achieved on distributed systems containing more than 8 edge devices.

Figure 7 shows the experimental result for the SqueezeNet model. We can see that both the horizontal partitioning strategy and the data partitioning strategy increase the energy consumption per edge device when we infer SqueezeNet on a distributed system configuration with 2 or more edge devices. This is because an edge device/partition has to communicate a lot of data with other edge devices/partitions in the distributed system, thereby consuming a lot of additional energy. In addition, Figure 7 shows that the sequential and vertical partitioning strategies perform equally good and can effectively decrease the per-device energy consumption of the SqueezeNet model inferred on a distributed system configuration with up to 4 edge devices/partitions.

Figure 8 and Figure 9 show our experimental result for the VGG 16 and VGG 19 models, respectively. For both models, the results indicate that the data, sequential, and vertical partitioning strategies could help to significantly decrease the energy consumption per edge device when the numbers of devices/partitions increases. Among these three strategies, the vertical partitioning strategy shows the best trend for per-device energy reduction. Considering the results for VGG 16 and VGG 19 with respect to the horizontal partitioning strategy, we conclude that this strategy can somewhat decrease the per-device energy consumption but it is less effective compared to the other three strategies.

Figure 10 shows the experimental result for AlexNet. We see that similar to CaffeNet, when the numbers of devices in a distributed system is less than 5 (for CaffeNet less than 4), the vertical partitioning strategy is the best in terms of per-device energy reduction. When the numbers of devices/partitions is 5 or higher, the data partitioning strategy becomes the best because AlexNet has large layers with large input/output data tensors that cannot be partitioned by the vertical partitioning strategy to further decrease the per-device energy consumption.

Figure 11 shows the experimental results for the Tiny YOLO V2 model. When the numbers of devices/partitions is 2 then the data, sequential, and vertical partitioning strategies achieve similar per-device energy reduction of about 20%. By further increasing the numbers of devices/partitions, we observe that the data partitioning strategy continues to decrease the maximum energy consumption per device whereas the sequential and vertical partitioning strategies do not further reduce the per-device energy consumption. This is because the data partitioning strategy is able to continuously partition...
the input/output data tensors of layers thereby reducing the amount of computations performed by the layers in a partition and decreasing the energy consumption per device/partition.

Figure 12 shows the experimental results for YOLO V2. Similar to AlexNet and CaffeNet, we observe that when the numbers of devices/partitions is less than a certain number, in this case 7, the vertical partitioning strategy is the best in terms of decreasing the energy consumption per edge device with a maximum decrease of about 65%. By further increasing the numbers of devices/partitions, we see that the data partitioning strategy continues to slightly decrease the maximum energy consumption per device whereas the sequential and vertical partitioning strategies do not further reduce the per-device energy consumption. The reason for this trend is the same as explained above for Tiny YOLO V2.

Finally, Figure 13 shows the experimental result for the Emotion fer model. We observe that the vertical partitioning strategy achieves the best per-device energy reduction in all cases, with a maximum decrease of about 75%, although the reduction stops when the numbers of devices/partitions is more than 7.

In Figure 5 to Figure 13 the number in brackets above the red bar shows the energy consumption in Joules per image (J/img) when the CNN is executed stand-alone on one edge device. In our experiments, we use Jetson TX2 platforms/boards as edge devices and we power each Jetson TX2 board by a battery with capacity 18000 mAh and output voltage 19 V. With this battery capacity, a stand-alone execution on one edge device of the smallest CNN (Emotion fer in Figure 13) can last only for 4.6 days, thereby processing 70354286 images. This is because the execution time for processing one image is 5.65 ms and the energy consumption per image is 0.0175 J. The execution of the largest CNN (VGG 19 in Figure 9) on one edge device can last only for 3.2 days, thereby processing 3214621 images. This is because the execution time for processing one image is 85.2 ms and the energy consumption per image is 0.383 J.

Let us assume an application scenario with a requirement that the CNN execution must last for at least 7 days on a single battery charge. If the aforementioned CNNs (Emotion fer and VGG 19) are executed stand-alone on one Jetson TX2 edge device powered by the aforementioned battery then the 7-day requirement will not be met. So, our assumed scenario and requirement is a clear motivation that we have to partition the CNNs and execute each CNN in a distributed manner on multiple edge devices in order to meet the requirement. According to our investigation and results for Emotion fer in Figure 13 we have to partition Emotion fer on more than 3 edge devices in order to reduce the energy consumption per device with at least 35% which is sufficient to meet our 7-day requirement. In addition, we can see that the vertical partitioning strategy is the best choice to be utilized because it saves the most energy consumption. According to our investigation and results for VGG 19 in Figure 9 we have to partition VGG 19 on more than 4 edge devices, thereby achieving at least 55% energy reduction per device, which is sufficient to meet our requirement. Again, the vertical partitioning strategy is the best choice to be utilized.

C. Discussion

Based on the large-scale investigation results, presented in Section VI-B, we could state the following general findings on how the four partitioning strategies perform in terms of decreasing the maximum energy consumption per edge device, when large CNN models are inferred on a distributed system at the edge:

- The Horizontal Partitioning Strategy shows the worst performance among the four partitioning strategies, thus it should not be used as a tool for energy reduction in distributed CNN inference at the edge. Moreover, for most of the representative CNN models, this strategy actually increases the energy consumption per edge device when the number of devices/partitions is increased. This
is because the Horizontal Partitioning Strategy requires every CNN layer, belonging to a partition (edge device), to send its output data to all other partitions/devices. Such external data communication significantly increases the energy consumption of an edge device in a distributed system.

- The Vertical Partitioning Strategy shows equal or better performance compared to the Sequential Partitioning Strategy in terms of reduced energy consumption per edge device. This is because the Vertical Partitioning Strategy provides more flexibility in terms of possible partitioning configurations due to the fact that each partition in this strategy may include consecutive and non-consecutive CNN layers whereas each partition in the Sequential Partitioning Strategy must include only consecutive CNN layers. Therefore, the Vertical Partitioning Strategy should always be preferred to the Sequential Partitioning Strategy.

- Comparing the Vertical Partitioning Strategy with the Data Partitioning Strategy, there is not a clear winner in terms of energy reduction potential. For many of the CNN models, the Vertical Partitioning Strategy shows the highest potential to reduce the per-device energy consumption irrespective of the number of devices/partitions. However, for some CNN models (see Figure 3, 10, 11, and 12), when the devices/partitions go beyond a certain number, the Data Partitioning Strategy leads to higher per-device energy reduction because this strategy is able to further reduce the computation and communication workload per device whereas the Vertical Partitioning Strategy cannot achieve this.

VII. CONCLUSIONS

In this paper, we have investigated, compared, and discussed the energy consumption per edge device when a CNN model is partitioned and inferred on a distributed system at the edge by applying the existing four partitioning strategies, namely Data Partitioning Strategy, Horizontal Partitioning Strategy, Sequential Partitioning Strategy, and Vertical Partitioning Strategy. In order to facilitate our investigation, we have proposed novel and very accurate analytical models to estimate the energy consumption of every CNN partition when a CNN model is partitioned by utilizing the four partitioning strategies. The proposed energy consumption analytical models have been validated by comparing the energy consumption of partitioned CNNs, estimated by these analytical models, with the corresponding energy consumption numbers, obtained by direct measurements when the same partitioned CNNs are deployed and executed on real distributed system configurations.

Our accurate energy consumption analytical models have allowed us to conduct a large-scale experiment including nine representative real-world CNN models, taken from the ONNX model zoo library, to investigate which partitioning strategy has the highest potential to decrease the per-device energy consumption for every one of these nine CNN models inferred on distributed devices at the edge. From the investigation and the obtained experimental results we conclude that: 1) Horizontal Partitioning Strategy should not be used to reduce the per-device energy consumption in distributed CNN inference at the edge because this strategy has shown the lowest potential among the four partitioning strategies; 2) In most cases, Vertical Partitioning Strategy has shown the highest potential among the four partitioning strategies, thus it can always be used with great confidence to reduce the per-device energy consumption; 3) Only in specific cases, Data Partitioning Strategy has shown better results than Vertical Partitioning Strategy in reducing the per-device energy consumption, i.e., in specific cases where the size of input/output tensors of CNN layers is relatively large and the number of partitions/devices is also large.
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