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We compute the generation of vorticity from velocity dispersion in the dark matter fluid. For dark matter at zero temperature Helmholtz’s theorem dictates that no vorticity is generated and we therefore allow the dark matter fluid to have a non-vanishing velocity dispersion. This implies a modification to the usual hydrodynamical system (continuity & Euler equations): we have to consider the Boltzmann hierarchy up to the second moment. This means that the Euler equation is modified with a source term that describes the effect of non-zero velocity dispersion. We write an equation for the Eulerian vorticity in Lagrangian coordinates and show that it has a growing mode already at second order in perturbation theory. We compute the power spectrum of the vorticity and rotational velocity at second order in perturbation theory.

I. INTRODUCTION

It is well known that in the observed Universe galaxies rotate. Also clusters of galaxies have a non-vanishing vorticity and it has recently been argued that vorticity is correlated on even larger scales, up to $20h^{-1}\text{Mpc}$ [1]. It is well known from numerical simulations that strong nonlinearities in the dark matter (DM) evolution lead to ‘shell crossing’ which can induce vorticity. It is, however, not evident that vorticity with such a large correlation scale can be generated by shell crossing.

Standard cosmological perturbation theory of pressureless matter does not predict generation of vorticity. Even though the momentum (at second order) is not curl free, $\nabla \wedge (\rho \mathbf{v}) \neq 0$, the velocity field is, $\nabla \wedge \mathbf{v} = 0$. This is a simple consequence of Helmholtz’s theorem on vorticity conservation in a perfect fluid: in the absence of rotational external forces (as is the case in newtonian gravity), a fluid that is initially irrotational remains irrotational\(^1\). In the present work, we focus on the Newtonian case. It has been explicitly verified that in the Lagrangian and the Eulerian approach, as long as particles are accelerated by Newtonian gravity alone, no vorticity is generated at any order, see e.g. [7]. On the other hand, Newtonian N-body simulations show that vorticity is generated, see e.g. [8], [9]. It is not clear if this is due to shell crossing only or also to velocity dispersion which, even if not present in the initial conditions, does build up during the evolution of the system due to finite resolution.

When shell crossing occurs, the velocity in a given fluid element is no longer single valued: the standard Eulerian and Lagrangian descriptions break down and vorticity can be generated. But can it be generated before in a fluid of free streaming particles moving under Newtonian gravity? And, more relevant for this work: can we understand the generation of vorticity perturbatively?

An important ingredient needed for the generation of vorticity is the presence of velocity dispersion. (Note that also shell crossing can be regarded as a kind of ‘velocity dispersion’ since when it is present, the velocity takes on different values at certain positions.) As long as the velocity at a given position has a deterministic value which is accelerated by the gradient of the Newtonian potential, vorticity is not generated [10]. However, if the fluid velocity is an average over a momentum distribution, this averaging procedure can lead to vorticity. We want to address vorticity generation perturbatively. A first attempt might be the perturbed Vlasov equation. However, the dark matter flow is so cold that the distribution function $f$ in momentum space is nearly a Dirac-delta function so that even a small gravitational acceleration leads to large changes in the center of the distribution function in momentum space and in an ansatz $f = f(p, t) + \delta f(p, x, t)$, $\delta f$ does not stay small, see Fig. 1. However, the width of $f$ in velocity space is very small and we can use it as our small quantity. This is the plan of the present work. We discuss vorticity generation from velocity dispersion perturbatively. We show that starting from purely scalar
perturbations with vanishing vorticity, at second order in perturbation theory vorticity is generated, with an amplitude proportional to the 0th order amplitude of the velocity dispersion. In a matter dominated Universe, this vorticity grows like the square root of the linear density growing mode and we compute its power spectrum.

The remainder of the paper is structured as follows: in the next section we develop the Eulerian and Lagrangian schemes for Newtonian gravitational clustering in the presence of velocity dispersion, concentrating on the equation of motion of vorticity. Eulerian and Lagrangian perturbation theory are two different but equivalent approaches. While the former deals with fields at a fixed space-time position $x$, the latter follows particle trajectories by introducing a displacement field $\mathbf{S}$ used in the mapping $\mathbf{x} = \mathbf{q} + \mathbf{S}$ between the initial position $\mathbf{q}$ and the Eulerian position $\mathbf{x}$. We will derive the fundamental equations in Section II A using the Eulerian approach while in the rest of the paper we present their solutions in the Lagrangian scheme. To make the work more self contained, technical details and several derivations which can also be found in the literature are presented in appendices. In Section III we present our results for a matter dominated Universe. In Section IV we discuss our findings and conclude.

**Notation:** We work in a spatially flat Friedmann-Lemaître (FL) Universe with metric

$$ds^2 = a^2(\eta) \left( -dt^2 + \delta_{ij} dx^i dx^j \right) = -dt^2 + a^2(t) \delta_{ij} dx^i dx^j.$$ 

Here $\eta$ is conformal time while $t$ is called ‘physical time’. We normalize the present scale factor to unity, $a_0 = a(t_0) = a(t_0) = 1$. Furthermore, we denote 3d vectors in bold face and we use the equivalent notations $\nabla f = \nabla_3 f$ or $\nabla, A^i = A_{ij} = \nabla \cdot A$ for derivatives with respect to the Lagrangian position $\mathbf{q}$, while we always specify the derivative with respect to Eulerian coordinates: $\nabla_x f$ or $\nabla_x \cdot A$.

### II. Generation of Vorticity by Velocity Dispersion

#### A. The Vlasov approach with velocity dispersion

We consider collisionless massive particles moving under their own (Newtonian) gravity. Newtonian gravity is a long range force and is well described by the Vlasov equation

$$\frac{df}{d\eta} = \left( \frac{\partial f}{\partial \eta} \right)_x + \frac{\mathbf{p}}{ma} \cdot \nabla_x f - ma \nabla_x \Phi \cdot \frac{\partial f}{\partial \mathbf{p}} = 0. \quad (1)$$

Here $f(\eta, \mathbf{x}, \mathbf{p})$ is the (non-relativistic) particle distribution function in phase space, and the factors $a$ stem from the fact that $\mathbf{p} \equiv ma^2 \mathbf{dx}/dt = ma \mathbf{dx}/d\eta$ is the redshift corrected momentum and $\mathbf{u}$ is the peculiar velocity. $\Phi(\mathbf{x}, \eta)$ is the gravitational potential satisfying the Poisson equation

$$\Delta \Phi = 4\pi \delta \rho, \quad (2)$$

where

$$\rho = \bar{\rho} + \delta \rho = \bar{\rho}(1 + \delta). \quad (3)$$

We also split $f(\eta, \mathbf{x}, \mathbf{p}) = \tilde{f}(\eta, |\mathbf{p}|) + \delta f(\eta, \mathbf{x}, \mathbf{p})$. The overdensity $\delta$ is determined self-consistently from $\delta f$, however we do not request that $|\delta f| \leq f$ pointwise in momentum space. As we have mentioned in the introduction, since the velocity dispersion is very small, even a modest gravitational force can move the peak of $f$ into a different region of velocity space and lead to large deviations from $\tilde{f}$, see fig. 1. Nevertheless, we do expect the velocities to stay small (albeit much larger than the velocity dispersion) so that the momentum integrals change little. In particular, we expect also the width of $f$ in velocity space to change little so that the integrals of $\delta f$ over velocities remain small.

We can construct moments of the Vlasov equation by integrating (1) weighted by products of $p_i$ over $d^3 p$ and by using the fact that boundary terms vanish since $f(\eta, \mathbf{x}, \mathbf{p}) \rightarrow 0$. For example the $n$th moment yields

$$\int d^3p \frac{df}{d\eta}(\eta, \mathbf{x}, \mathbf{p}) p^{i_1} \cdots p^{i_n} = 0. \quad (4)$$

For the zero-th moment we obtain the continuity equation,

$$\partial_\eta \delta + \nabla_x (1 + \delta) \mathbf{v} = 0, \quad (5)$$

where we have introduced

$$\rho(\eta, \mathbf{x}) = \frac{m}{a^3} \int d^3p f(\eta, \mathbf{x}, \mathbf{p}) = \bar{\rho}(\eta)[1 + \delta(\eta, \mathbf{x})] \quad (6)$$

$$\bar{\rho}(\eta) = \frac{m}{a^3} \int d^3p \tilde{f}(\mathbf{p}), \quad (7)$$

and

$$\langle 1 + \delta \rangle \mathbf{v}(\eta, \mathbf{x}) = \frac{1}{\bar{\rho} a^3} \int d^3p \mathbf{p} f(\eta, \mathbf{x}, \mathbf{p}). \quad (8)$$

The first moment of the Vlasov equation gives the Euler equation,

$$\partial_\eta [(1 + \delta) v_i] + \mathcal{H}(1 + \delta) v_i +$$

$$+ \partial_j [(1 + \delta)(v_i v_j + \sigma_{ij})] + (1 + \delta) \partial_i \Phi = 0, \quad (9)$$

where we have introduced the velocity dispersion tensor (VDT)

$$\sigma_{ij} = \langle u_i u_j \rangle_p - \langle u_i \rangle_p \langle u_j \rangle_p. \quad (10)$$

Here the $\langle \cdots \rangle_p$ indicates an average over momentum space, i.e. for an observable $\mathcal{A}(\eta, \mathbf{x}, \mathbf{p})$ in phase space we define

$$\langle \mathcal{A} \rangle_p(\eta, \mathbf{x}) \equiv \frac{\int d^3p \mathcal{A}(\eta, \mathbf{x}, \mathbf{p}) f(\eta, \mathbf{x}, \mathbf{p})}{\int d^3p f(\eta, \mathbf{x}, \mathbf{p})}, \quad (11)$$
so that \( \langle u_i \rangle_p = v_i = (am)^{-1} \langle p_i \rangle \). The third term in the Euler equation (9) is simply the stress tensor,

\[
T_{ij} = P \delta_{ij} + \Pi_{ij} = \rho (v_i v_j + \sigma_{ij}),
\]

where \( P = \rho (v^2 + \sigma^2) / 3 \) denotes the pressure and \( \Pi_{ij} \) is the anisotropic stress tensor.\(^2\) If the velocity dispersion vanishes we have a perfect fluid and, as it is well known (Helmhotz’ theorem) no vorticity is generated. However, this is no longer the case if \( \sigma_{ij} \neq 0 \). Contrary to \( v_i \), the tensor \( \sigma_{ij} \) already has a zero-order contribution,

\[
\sigma_{ij}^{(0)} = \langle \sigma_{ij} \rangle^{(0)},
\]

where

\[
\sigma^{(0)} = \frac{1}{3a^2 \rho} \int d^3p \frac{p^2}{m} \bar{f}(\eta, p).
\]

We assume that this effective pressure from velocity dispersion is small so that we can neglect its contribution to the Friedmann equation governing the background evolution. If \( \bar{f} \) is a Maxwell Boltzmann distribution at temperature \( T \) then \( \sigma_{ij}^{(0)} = T/m \) and \( P = \rho \sigma^{(0)} \) is the fluid pressure.

Using (5) to eliminate time derivatives of the density perturbation, we can rewrite the Euler eq. (9) in the form

\[
(\partial_\eta + v^i \partial_i) v_j + \mathcal{H} v_j = \partial_j \Phi - \frac{1}{\rho} \partial_i (\rho \sigma_{ij}).
\]

Integrating the second moment of the Vlasov equation we obtain the third member of the collisionless Boltzmann hierarchy. Using (5) and (15) we can again eliminate the time derivatives of \( \delta \) and \( v \) to arrive at

\[
\partial_\eta \sigma^{ij} + 2 \mathcal{H} \sigma^{ij} + v^k \partial_k \sigma^{ij} + \sigma^{ik} \partial_k v^j + \sigma^{jk} \partial_k v^i = \frac{1}{\rho} \partial_k (\rho \sigma^{ijk}),
\]

where on the right hand side we have introduced the third moment of the distribution function,

\[
\sigma^{ijk} \equiv \langle w^j u^k \rangle_p.
\]

To truncate the collisionless Boltzmann hierarchy we neglect this term, setting \( \sigma^{ijk} = 0 \). This is motivated by the fact that this tensor has a vanishing background value and it contains an additional term \( p/m \ll 1 \) for non relativistic particles. In this way, we close the hierarchy, obtaining the system

\[
0 = \partial_\eta \delta + \nabla_x ((1 + \delta) v),
\]

\[
0 = (\partial_\eta + v^i \partial_i) v_j + \mathcal{H} v_j + \partial_j \Phi + \frac{1}{\rho} \partial_i (\rho \sigma_{ij}),
\]

\[
0 = (\partial_\eta + v^k \partial_k) \sigma^{ij} + 2 \mathcal{H} \sigma^{ij} + \sigma^{ik} \partial_k v^j + \sigma^{jk} \partial_k v^i,
\]

where \( \Phi \) is determined self consistently by the Poisson equation (2).

Taking the curl of eq. (19) we obtain the evolution equation for the vorticity, \( \omega(\eta, x) \equiv \nabla_x \times v \). In vector notation

\[
\frac{\partial \omega}{\partial \eta} + \mathcal{H} \omega - \nabla_x \times [v \times \omega] = -\nabla_x \times \left( \frac{1}{\rho} \nabla_x (\rho \sigma) \right).
\]

Here we have introduced the notation \( (\nabla_x (\rho \sigma))^l \equiv \partial_j (\rho \sigma^{ij}) \). Clearly, if the velocity dispersion vanishes, \( \sigma \equiv 0 \), eq. (21) has no source term. This means that, if the vorticity vanishes initially, it will remain zero for all times in accordance with Helmholtz’s theorem.

### B. The Lagrangian equations

The equations derived above are the fluid equations in ‘Eulerian space’, i.e. \( x \) denotes a fixed position in space. One can also write the equations in so called ‘Lagrangian’ space where one follows a fluid element which is labelled by its initial position, see [10] for a review of the Lagrangian approach. The Lagrangian approach with non-vanishing velocity dispersion is also discussed in [11–15].

In Lagrangian coordinates, the position of a fluid element which was initially at position \( q \) and which has velocity \( u \) is

\[
x = q + S(\eta, q, u),
\]

\(2\) We observe that the trace part of the VDT tensor \( \sigma_{ij} \) corresponds to pressure while the off-diagonal part is the anisotropic stress of the dark matter fluid.
For later convenience we introduce also velocity dispersion via $S$ obtained by averaging over momenta,

$$ u(\eta, x) \equiv \frac{dx}{d\eta} = \frac{dS}{d\eta}(\eta, q, u). \quad (23) $$

If there is no velocity dispersion, i.e. $f$ is a delta function in velocity space, for fixed $\eta$ and $x$, eq. (23) has a unique solution and the $u$-dependence of $S$ can be dropped. Velocity dispersion induces stochasticity in the velocity of a particle at position $x$. This is similar to the presence of multiple streams after shell crossing, with the difference that shell crossing occurs only when density perturbations are large and it is not stochastic, while velocity dispersion does not require large density perturbations and has a stochastic interpretation. The effect of velocity dispersion is certainly more relevant in the perturbative regime of gravity, while velocity dispersion does not require large density perturbations and has a stochastic interpretation. The standard Lagrangian displacement field is obtained by averaging $S$ over momenta,

$$ \frac{\partial \Psi}{\partial \eta}(\eta, q) \equiv \left\langle \frac{\partial S}{\partial \eta}(\eta, q) \right\rangle_p = v. \quad (24) $$

The difference between $S$ and $\Psi$ is related to the velocity dispersion via

$$ \Gamma(\eta, q, u) \equiv S - \Psi, \quad \text{and} \quad \sigma^{ij}(\eta, q) = \langle \hat{T}^{ij} \rangle_p, $$

where $\Gamma$ is the stochastic piece of the displacement field and we have introduced the convective derivative along integral curves of the mean velocity field. On a quantity $Y$:

$$ \tilde{Y} = \partial_\eta Y|_q = \partial_\eta Y|_x + v \nabla_x Y. \quad (25) $$

In Lagrangian coordinates this is just the partial time derivatives while in Eulerian coordinates the motion of the flow has to be accounted for. We assume that we are still in the perturbative regime so that for a given velocity $u$ the application $q \rightarrow x = q + S$ is invertible. We introduce its Jacobian,

$$ J_{ij} \equiv \frac{\partial x^i}{\partial q^j} = \delta_{ij} + \frac{\partial S^i}{\partial q^j} = \delta_{ij} + W_{ij}, \quad J \equiv \det(J_{ij}). \quad (26) $$

For later convenience we introduce also

$$ J^{-1} \equiv \det(J_{ij}) = \frac{1}{6} \varepsilon_{ijk}\varepsilon_{lpr}J_{ij}J_{pq}J_{kr}, \quad (27) $$

$$ W_{ki}^{\mu} \equiv \frac{1}{2} \varepsilon_{kjp}\varepsilon_{lqr}S_{j\rho}S_{q\mu}, \quad (28) $$

where all these functions are understood as functions of $\eta$ and $q$ for fixed $u$ and commas indicate partial derivatives with respect to $q$.

In order to transform the Eulerian derivatives of the previous section into Lagrangian ones we use

$$ \frac{\partial}{\partial x} = \frac{\partial q}{\partial x} \frac{\partial}{\partial q} = J^{-1} \frac{\partial}{\partial q}. \quad (29) $$

We can write $J_{ij}$ as a deterministic part given by $\Psi$ and a stochastic part. The deterministic part is

$$ \tilde{J}_{ij} \equiv \delta_{ij} + \frac{\partial \Psi^i}{\partial q^j}, \quad \tilde{J} \equiv \det(\tilde{J}_{ij}), \quad (30) $$

so that $J_{ij} = \tilde{J}_{ij} + \Gamma_{ij}$. In [11] it has been shown that the stochastic part of the transformation is very small and we therefore neglect it in the following. We will check a posteriori the consistency of this assumption.

Using the above transformation with the deterministic part of $J$, which implies e.g. $\rho(\eta, x) = \rho(q)/(J/\eta, q)$ we can transform our system (18-20) to Lagrangian coordinates. A lengthy calculation yields (see Appendix A)

$$ (\hat{T} - 4\pi G a^2 \tilde{\rho}) \nabla \cdot \Psi + \varepsilon_{ijk}\varepsilon_{lpr}\Psi_{j,p} \left( \tilde{J} - 2\pi G a^2 \tilde{\rho} \right) \Psi_{k,q} + $$

$$ + \varepsilon_{ijk}\varepsilon_{lpr}\Psi_{i,p} \Psi_{j,q} \left( \tilde{T} - 4\pi G a^2 \tilde{\rho} \right) \Psi_{k,r} = S_{\text{div}}, \quad (31) $$

$$ \tilde{T} \left( \nabla \times \Psi \right)_{ij} - \left( \nabla \Psi_k \times \nabla \Psi_{k,j} \right) = (S_{\text{curl}})_{ij}, \quad (32) $$

$$ \tilde{\sigma}_{ij} + 2H\sigma_{ij} = (S_\tau)_{ij}, \quad (33) $$

where, following [18], we have introduced the differential operator $\tilde{T} = \partial_\eta^2 + \tilde{H}\partial_\eta$; all time derivatives are at $q = \text{constant}$, i.e. in Lagrangian space. We have also split the Euler equation into its divergence part, (31) and its curl part, (32). The sources on the right hand side are given by

$$ S_{\text{div}} = -\frac{1}{4} \varepsilon_{jap}\varepsilon_{bqr}\varepsilon_{cab}\varepsilon_{drl} J_{aq}J_{pr} \nabla_i \left( J_{ad}J_{bl} \nabla_v \left( \frac{\sigma_{uv}}{J} \right) \right) + $$

$$ + \left[ \text{s.t.} \right], \quad (34) $$

$$ (S_{\text{curl}})_{ij} = -\frac{1}{2} \varepsilon_{jap}\varepsilon_{bqr}\varepsilon_{amn}\varepsilon_{bnu} J_{aq} \nabla_p \left( J_{al}J_{br} \nabla_v \left( \frac{\sigma_{mn}}{J} \right) \right) + $$

$$ + \left[ \text{s.t.} \right], \quad (35) $$

$$ (S_\tau)_{ij} = -\frac{1}{2} \varepsilon_{kab}\varepsilon_{pqr} J_{aq}J_{br} \sigma_{ki} \nabla_p \Psi_j + (i \leftrightarrow j) + $$

$$ + \left[ \text{s.t.} \right]. \quad (36) $$

The addition [s.t.] indicates the stochastic part arising from the transformation (29), which we will neglect in the following. Eqs. (31) and (32) are the Lagrangian equivalent of the Euler equation, while eq. (33) corresponds to the evolution equation for the velocity dispersion tensor. It is interesting to note that the continuity equation is automatically implemented in the Lagrangian formalism, i.e. the density contrast $\delta$ is not a dynamical variable in this frame, see Appendix A for details. For this reason, Lagrangian perturbation theory can explore further in the non-linear regime: a small perturbation of the Lagrangian path can carry non-linear information about the corresponding Eulerian perturbation variables.

It is possible to write an expression for the (Eulerian) vorticity $\omega = (\nabla \times v)$, as a function of the Lagrangian displacement field

$$ \omega = \frac{a(t)}{J} \varepsilon_{ljk} \left[ (1 + S_{p,p})\delta_{ik} - W_{ki} + W_{ki}^c \right] \Psi_{j,i}. \quad (37) $$

This result has also been obtained in Ref. [19] in the form of an irrotationality condition for the fluid. If we
neglect the stochastic terms it reduces to

\[ \omega_\ell = a(t) \sum_{\alpha+\beta=n} \left( \frac{1}{J} \right)^{(\alpha)} \epsilon_{ijk} \Psi_{j,k}^{(\beta)} + a(t) \sum_{\alpha+\beta+\gamma=n} \left( \frac{1}{J} \right)^{(\alpha)} \epsilon_{ijk} \left( \Psi_{p,p}^{(\beta)} \Psi_{j,k}^{(\gamma)} - \Psi_{j,k}^{(\beta)} \Psi_{p,p}^{(\gamma)} \right) + a(t) \sum_{\alpha+\beta+\gamma+\delta=n} \left( \frac{1}{J} \right)^{(\alpha)} \epsilon_{ijk} \Psi_{j,q}^{(\beta)} \Psi_{j,i}^{(\gamma)} \Psi_{\ell,r}^{(\delta)}. \]  

The inverse of the determinant of the Jacobian up to third order can be written as (see Appendix B for the expansion up to a generic order) 

\[ \frac{1}{J} \approx 1 - \text{Tr}[W^{(1)}] + \frac{1}{2} \text{Tr}[W^{(1)}]^2 + \frac{1}{3} \text{Tr}[W^{(2)}] - \frac{1}{6} \text{Tr}[W^{(1)}]^3 - \frac{1}{3} \text{Tr}[W^{(1)}]^2 - \frac{1}{2} \text{Tr}[W^{(2)}] + \frac{1}{2} \text{Tr}[W^{(1)}] \text{Tr}[W^{(2)}] - \frac{1}{2} \text{Tr}[W^{(3)}] + \cdots. \]  

As in standard Lagrangian perturbation theory, we write the evolution equations as differential equations in the 'time' variable \( \tau = \log D_+ = \log a \). Here \( D_+ \) is the growing mode of linear density perturbations and the last equal sign is valid only in an Einstein-de Sitter Universe (EdS). Other backgrounds request factors of 'time' variable \( \tau \).

C. Lagrangian perturbation equations

The equations of the previous section are exact and valid as long as \( J \equiv \text{det J} \neq 0 \), i.e. as long as the map from Lagrangian to Eulerian coordinates is invertible, which means that there has not been any shell-crossing. Here we analyse the system (31 – 40) making use of Lagrangian perturbation theory (LPT). We introduce a perturbative expansion for the displacement field, the velocity dispersion and the vorticity,

\[ \Psi = \sum_{n=1}^{\infty} \Psi^{(n)}, \quad \sigma_{ij} = \sum_{n=0}^{\infty} \sigma_{ij}^{(n)} \quad \omega = \sum_{n=1}^{\infty} \omega^{(n)}. \]

We emphasize that the vorticity is not an independent variable. Indeed, Eq. (37) implies
The source terms up to order \( n = 2 \) for the displacement field and for the velocity dispersion are

\[
S_{\text{div}}^{(1)} = \sigma_0 \nabla^2 \Psi_{1,i} - \nabla_i \nabla_j \sigma_{ij}^{(1)},
\]

\[
S_{\text{div}}^{(2)} = -\Psi_{1,i} \nabla_j \nabla_k \sigma_{ik}^{(1)} + \nabla_i \Psi_{1,j} \nabla_k \sigma_{ik}^{(1)} + 2 \nabla_i \Psi_{1,j} \nabla_j \nabla_k \sigma_{ik}^{(1)} + \nabla_{ij} \sigma_{jk} \nabla_k \Psi_{1,i}^{(1)} + \sigma_{ij}^{(1)} \nabla_i \nabla_j \Psi_{1,k}^{(1)} + \sigma_0 \nabla^2 \Psi_{1,i}^{(1)} - 2 \nabla_i \nabla_j \Psi_{1,k}^{(1)} \nabla_k \nabla_j \Psi_{1,i}^{(1)} - \nabla_i \nabla_j \Psi_{1,i}^{(1)} \nabla_j \Psi_{1,k}^{(1)} - \nabla_i \nabla_j \nabla_k \Psi_{1,i}^{(1)} \nabla_j \Psi_{1,k}^{(1)} - \nabla_i \nabla_j \nabla_k \nabla_j \Psi_{1,i}^{(1)} \nabla_k \Psi_{1,k}^{(1)}
\]

\[
\left( S_{\psi}^{(1)} \right)_j = \epsilon_{ijk} \nabla_k \nabla_r \sigma_{ij}^{(1)},
\]

\[
\left( S_{\psi}^{(2)} \right)_j = \epsilon_{ijk} \nabla_p \nabla_i \sigma_{pk}^{(2)} - \sigma_0 \nabla_i \nabla_j \Psi_{1,k}^{(1)} + \nabla_i \Psi_{1,j} \nabla_k \sigma_{ik}^{(1)} - \nabla_i \nabla_j \Psi_{1,i}^{(1)} \nabla_k \Psi_{1,k}^{(1)} - \nabla_i \nabla_j \nabla_k \Psi_{1,i}^{(1)} \nabla_j \Psi_{1,k}^{(1)} - \nabla_i \nabla_j \nabla_k \nabla_j \Psi_{1,i}^{(1)} \nabla_k \Psi_{1,k}^{(1)}
\]

The primes appearing in the source terms indicate derivatives wrt \( \tau \).

The only quantity which does not vanish at order \( n = 0 \) is the velocity dispersion for which (45) implies

\[
\sigma_{ij}^{(0)} = \frac{\sigma_0}{3} a^{-2} \delta_{ij} = \sigma_0 \delta_{ij}.
\]

With the normalisation of the present scale factor, \( \sigma_0 / 3 \) is the present dark matter pressure. This parameter \( \sigma_0 \) is determined by the dark matter properties and it is clearly much larger for warm dark matter than for standard cold dark matter.

It would be possible to solve these equations for the displacement field and the VDT tensor and then calculate the vorticity using (41). However, since we are mainly interested in the vorticity, it is simpler to directly solve the vorticity equation (38) which in terms of \( \tau = \log a \) becomes

\[
\mathcal{H} \left[ \frac{\partial}{\partial \tau} \omega^{(n)} + \omega^{(n)} \right] = S_{\omega}^{(n)} + S_{\omega}^{B(n)}.
\]

with source terms

\[
S_{\omega}^{(1)} = 0,
\]

\[
\left( S_{\omega}^{(2)} \right)_\ell = \mathcal{H} \left[ \Psi_{1,i}^{(1)} \nabla_j \omega_{1,j}^{(1)} - \omega_{1,i}^{(1)} \nabla_j \Psi_{1,j}^{(1)} + \omega_{1,i}^{(1)} \nabla_j \Psi_{1,j}^{(1)} - \Psi_{1,i}^{(1)} \nabla_j \omega_{1,j}^{(1)} \right],
\]

\[
\left( S_{\omega}^{(1)} \right)_\ell = \epsilon_{i \ell \rho} \nabla_i \nabla_j \sigma_{j}^{(1)},
\]

\[
\left( S_{\omega}^{(2)} \right)_\ell = \epsilon_{i \ell j} \left( \nabla_j \nabla_k \sigma_{k}^{(2)} - \Psi_{1,i}^{(1)} \nabla_j \nabla_b \sigma_{b}^{(1)} - \epsilon_{i \ell k} \Psi_{1,i}^{(1)} \nabla_k \nabla_j \sigma_{j}^{(1)} + \epsilon_{i \ell j} \Psi_{1,i}^{(1)} \nabla_j \nabla_k \sigma_{k}^{(1)} - \epsilon_{i \ell j} \Psi_{1,i}^{(1)} \nabla_j \nabla_k \sigma_{k}^{(1)} + \epsilon_{i \ell j} \Psi_{1,i}^{(1)} \nabla_j \nabla_k \sigma_{k}^{(1)} \right).
\]

Here \( S_{\omega}^{(1)} = 0 \) because background vorticity \( \omega^{(0)} \) is not allowed by isotropy.

The goal of this work is to study the velocity dispersion which is induced by velocity dispersion. In the presence of velocity dispersion we can write the displacement field as

\[
\Psi = \Psi_{st} + \delta \Psi_{\sigma},
\]

where \( \Psi_{st} \) denotes the standard LPT result and \( \delta \Psi_{\sigma} \) the correction induced by the coupling to the VDT given by the source terms of Eqs. (43) and (44). The solutions to the perturbation equations for \( \Psi^{(n)} \) up to third order for vanishing velocity dispersion are well known and we do not repeat them here. Since we need them later, we present the expressions in Appendix C. Plugging in the sources on the right hand side of eqs. (31) and (32) the standard LPT result for the displacement, we see that the correction \( \delta \Psi_{\sigma} \) induced by the coupling to the VDT is always subleading with respect to \( \Psi_{st} \). Moreover the VDT solution introduces the small background constant \( \sigma_0 \) which characterize the DM pressure and further suppresses
this correction. At first order, for example, we obtain
\[ \Psi^{(1)}_{st} \propto D_+ , \quad \delta \Psi^{(1)} \propto \sigma_0 D_+^{-2} . \] (59)

Therefore, as long as we want to keep only the leading growing mode of \( \Psi \), we can just use in the source of equation (33) the standard LPT result and neglect \( \delta \Psi \).

Solving (45) in this approximation in Fourier space, we obtain for the fastest growing (least decaying) modes,
\[
\sigma^{(1)}_{ij}(k, t) = \frac{2}{3} k_i k_j \sigma_0 D_+^{-1} \delta_0(k),
\]
(60)
\[
\sigma^{(2)}_{ij}(k, t) = \frac{1}{3} \sigma_0 I_{ij}(k). \]
(61)

Here \( \delta_0(k) \) is the linear density fluctuation normalized to one today (in Fourier space) and we have introduced
\[
I_{ij}(k) = \frac{1}{2} \int \frac{d^3w}{(2\pi)^3} K^{(2)}_{ij}(w, k - w) \delta_0(k - w). \]
(62)

The kernel \( K^{(2)}_{ij} \) is given by
\[
K^{(2)}_{ij}(k_1, k_2) = (k_1 \cdot k_2) L^{(1)}_{i}(k_1) L^{(1)}_{j}(k_2) + k_i L^{(2)}_{ij}(k_1, k_2) + (i \leftrightarrow j),
\]
(63)
with
\[
L^{(1)}(k) = \frac{k}{k^2},
\]
\[
L^{(2)}(k_1, k_2) = \frac{3}{7} \frac{k}{k^2} \left[ 1 - \left( \frac{k_1 \cdot k_2}{k_1 k_2} \right) \right].
\]
(64)

These results are in agreement with [11].

Note that we have not added a homogeneous solution to the higher order terms \( \sigma^{(n)} \), \( n \geq 1 \) as we assume \( \sigma^{(0)} \) to represent the full homogeneous mode.

We can infer the time evolution of the fastest growing mode of \( \sigma^{(n)} \) when neglecting the stochastic part. Since the fastest growing mode of its source \( S^{(n)}_\omega \) behaves like \( S^{(n)}_\omega \propto H \sigma^{(0)}(0) \Psi^{(n)} \propto D_+^{n-5/2} \), we obtain
\[
\sigma^{(n)}_{ij} \propto (\hat{\Gamma}_i\hat{\Gamma}_j)_{(n)} \propto \sigma_0 D_+^{n-2} \text{ and } \Gamma^{(n)}_i \propto \sqrt{\sigma_0} D_+^{n-1/2},
\]
while we know \( \Psi^{(n)} \propto D_+ \). This means that every time we have neglected a term containing \( \Gamma_{k,j} \) in the sources we have considered an identical term in \( \Psi_{k,j} \) which grows faster and it is not suppressed by the factor \( \sqrt{\sigma_0} \). Hence for sufficiently small \( \sigma_0 \) it is justified to neglect the stochastic contribution.

### III. RESULTS

Using the results for \( \sigma^{(1)} \) and \( \sigma^{(2)} \), we can infer the time evolution for the fastest growing contribution to the vorticity source term, \( S^{(n)}_\omega \propto \omega^{(n-1)} D_+ \) and \( S^{(n)}_\sigma \propto D_+^{n-2} \) such that
\[
\partial_\ell \omega^{(n)} + H \omega^{(n)} \approx \omega^{(n-1)} D_+ + D_+^{n-2}.
\]
(65)

At first order we have \( S^{(1)}_\omega = 0 \) and inserting (60) we obtain in Fourier space
\[
\left( S^{(1)}_\omega \right)_\ell \propto \epsilon_{\ell pr} k_p k_r \delta_0(k) = 0,
\]
(66)

hence \( \omega^{(1)} = 0 \). This implies that also at second order \( S^{(2)}_\omega \propto \omega^{(1)} = 0 \). But the source term \( S^{(2)}_\sigma \) is non-vanishing and, since \( S^{(2)}_\omega \propto D_+^{3/2} \), it is constant at second order. Therefore, already at second order we obtain a growing mode: \( \omega^{(2)} \propto \sqrt{D_+} \). At higher orders the source term \( S^{(n)}_\omega \propto \omega^{(n-1)} D_+ \) leads to the faster growing mode which yields \( \omega^{(n)} \propto D_+^{(3n-5)/2} \) for \( n \geq 2 \).

More precisely, the second order source term \( S^{(2)}_\omega \) is
\[
\left( S^{(2)}_\omega \right)_\ell = -\frac{\sigma_0}{3} \epsilon_{\ell pr} k_p k_r I_{pr}(k) = \sigma_0 \int \frac{d^3w}{(2\pi)^3} \frac{w \cdot (k - w)}{w^2 |k - w|^2} k \cdot w (w \wedge k_\ell) \delta_0(k - w),
\]
(67)
so that
\[
\omega^{(2)}(k, \eta) = \frac{2}{3} \frac{\sigma_0}{H_0 \sqrt{\Omega_m}} \sqrt{D_+} \int \frac{d^3w}{(2\pi)^3} \frac{w \cdot (k - w)}{w^2 |k - w|^2} (k \cdot w) (w \wedge k) \delta_0(k - w). \]
(68)

Eq (68) is our main result. In the following we compute and discuss its power spectrum.
where we have introduced the linear density power spectrum, \((\delta_0(k)\delta_0(k')) = (2\pi)^3 P_0(k)\delta(k - k')\).

We plot \(P_\omega\) together with \(P_3\) in Fig. 2 for different values of \(\sigma_0\). Since \(\omega(k) = ik \wedge v(k)\) we can trivially compute the rotational component of the peculiar velocity given by \(v^R(k) = i k^2 k \wedge \omega(k)\). Its spectrum can be written in the form

\[
\langle v^R_i(k, \eta) v^R_j(k', \eta) \rangle = (2\pi)^3 \left( \delta_{ij} - \hat{k}_i \hat{k}_j \right) \delta(k - k') P_{\nu \nu}(k, \eta).
\]  

A short calculation shows that \(P_{\nu \nu}(k) = k^{-2} P_\omega(k)\). We assume a power law for the inflationary power spectrum with spectral index \(n_s = 0.96\) so that the linear matter spectrum is given by

\[
P_3(k) \equiv P_3(k, \eta_0) = 2\pi^2 k^{-3} \delta_H^2 \left( \frac{k}{H_0} \right)^{3 + n_s} T^2(k).
\]  

Planck normalisation requests \(\delta_H \simeq 4.6 \times 10^{-5}\) and we use the approximation by Eisenstein and Hu [20] for the transfer function \(T(k)\). The amplitude of the vorticity power spectrum depends quadratically on the velocity dispersion \(\sigma_0\). For dark matter particles which are non-relativistic at the moment of decoupling, \(t_\ast\), following a Maxwell-Boltzmann distribution, the velocity dispersion is given by

\[
\sigma^{(0)} = L\frac{T_\ast}{m} \left( \frac{a_\ast}{a} \right)^2,
\]  

which implies \(\sigma_0 = 3 (T_\ast/m)(1 + z_\ast)^{-2}\). Hence \(\sigma_0\) is proportional to the present dark matter ‘temperature’ \(T_\ast = T_\ast(1 + z_\ast)^{-2}\) and it is higher if we consider a DM model with an higher \(T_0\). For extremely relativistic particles with \(\sigma_0 \sim \langle u^2 \rangle_p \sim 1\), hot dark matter (HDM) our approximation schemes breaks down since we have neglected additional powers of \(\sqrt{\sigma_0}\) which is not justified in this case. Furthermore, for relativistic particles, higher terms in the Boltzmann hierarchy cannot be neglected, as we have done here by setting \(\sigma_{ijk} = 0\). For warm dark matter (WDM) typical decoupling velocities are still relativistic and the distribution function at decoupling is a function of \(\exp(-P_{phys}/T)\) so that redshift of momenta leads to a significantly larger ‘effective temperature’, \(T_0 = T_\ast/(1 + z_\ast)\) and also larger velocity dispersion, see Refs. [21, 22] for recent discussions of dark matter properties.

### IV. CONCLUSIONS

In the usual treatment, cold dark matter is described as a perfect fluid, fully characterized by its density fluctuation \(\delta\) and the divergence of the velocity field, \(\theta\). Mathematically, this implies that the evolution of dark matter is governed by the first two moments of the Boltzmann hierarchy: the velocity dispersion and higher moments of the distribution function are set exactly to zero. However we know that this is an often sufficient but not realistic description, since dark matter species have a finite temperature and therefore a non-vanishing velocity dispersion. The perfect fluid approximation is expected to be a rather good description as long as cold dark matter species are considered, in the single streaming regime. On the other hand, this approach is not expected to capture important features of warm dark matter clustering, since in this case velocity dispersion might play an important role.

In this paper we propose to generalize the standard description of dark matter as a perfect fluid by truncating the Boltzmann hierarchy at the second moment and by including velocity dispersion in the field equations. We explicitly compute the velocity dispersion tensor up to second order in perturbation theory, we deduce its time evolution at every order and we find that growing modes start from the third order. Our results depend only on the linear matter density field and therefore can be applied to any other perturbation scheme. Our findings for the velocity dispersion tensor, agree with the ones of [11], where the effects of velocity dispersion on the velocity divergence power spectrum have been studied. We have computed the vorticity induced by the presence of velocity dispersion up to second order in Lagrangian perturbation theory in a matter dominated Universe and we found that at second order, vorticity grows like the square root of the scale factor: as soon as primordial velocity dispersion is not exactly vanishing as we realistically expect, vorticity is generated in our universe. We have computed the corresponding power spectrum; given the small-scale behavior for the matter power spectrum \(P_3 \propto k^{3-4}\log^2(k)\) the spectrum of the rotational part of the DM velocity has a slow small-scales decay \(P_{\nu \nu} \propto k^{3-2}\log^4(k)\).

To our knowledge, vorticity of dark matter velocity has never been calculated in a perturbative approach.
and it will be very interesting to compare this result to N-body simulations with initial conditions including a non-vanishing velocity dispersion. Recently it has been argued that if velocity dispersion is considered appropriately in the initial conditions of N-body simulations of warm dark matter, structure formation qualitatively changes and an interplay between a standard hierarchical top-down model at large scales and a bottom-up at small scales is observed [9]. On the one hand we stress that our predicted generation of vorticity can not be observed in simulations with vanishing (or underestimated) velocity dispersion. On the other hand every N-body code is affected by numerical dispersion and finite resolution which will induce an effective velocity dispersion as soon as there are more than one particle per grid cell. This induces velocity dispersion and therefore vorticity. Furthermore, we do expect shell crossing to lead to the generation of vorticity. It is an unsolved problem to which amount the vorticity field found in numerical simulations in [8] is affected by finite resolution and which portion of it is physical and independent of resolution. (Note that even though the results of Ref. [8] seem to converge for the two highest mass resolutions, both these simulations have the same softening lengths and therefore the same spatial resolution.)

Our results depend on the small dimensionless quantity, \( \sigma_0 \), the trace of the background velocity dispersion tensor evaluated at present time. This introduces a free-streaming scale, below which dark matter clustering is suppressed, \( \lambda_{fs} \sim \sigma_0/\Omega_m \) (see the extensive treatment in [11]). If the dark matter is a thermal relic, \( \sigma_0 \) can be related to its temperature to mass ratio. However, since \( \sigma_0 \) is a small quantity, it is susceptible to non-negligible corrections from higher orders in perturbation theory, as well as contributions from higher moments in the Boltzmann hierarchy.

The linear theory of CDM velocity dispersion, has been recently studied in [23] suggesting an upper bound of about \( \sigma_0 \sim 10^{-14} \) for thermally produced dark matter. The warm dark matter scenario is different: here the DM particles are still relativistic at freeze-out, and velocity dispersion is important at the stage of structures formation, inducing a quite large free-streaming scales. We underline that the perturbation equations derived are valid only for non-relativistic dark matter and our solutions can not be applied to HDM as long as the particles are still relativistic. Then, the traditional Vlasov perturbation scheme in which the \( \delta f \) is considered as a small perturbation quantity applies. However, as soon as the HDM particles become non-relativistic, say \( \sigma_0 \lesssim 0.01 \), the scheme presented here is applicable and simpler than a full Vlasov approach. This is especially true for massive neutrinos: their linear velocity dispersion is relatively large, \( \sigma_0 \sim 10^{-7} eV^2/m^2_\nu \) (an accurate measurement of it represents a promising method to infer their absolute mass). Our treatment can be applied also to neutrinos in the non-relativistic stage of their evolution. For more details see [24] and references therein.

During the first stages of gravitational collapse, dark matter is single streaming. Later, non linear collapse makes different streams converge, leading to the formation of matter caustics and ultimately to shell crossing. Our formalism can capture the mildly non linear regime, i.e. the regime in which the density contrast grows to a value of order unity. This is an advantage of Lagrangian perturbation theory over the standard (Eulerian) one. However, at shell crossing both Eulerian perturbation theory and LPT break down and one has to rely on N-body simulations.

It would be interesting to measure cosmological vorticity and its correlation function in more detail. The work cited in the introduction [1] used the correlation of angular momenta of radio galaxies. Another possibility might be redshift space distortions in the number counts coming from vortical motion [25]. It is difficult to see how the observed large scale vorticity correlation can come from non-linearities on small scales. On one hand, the relation between the dark matter clustering calculated here and the galaxies may be quite

\[ P(k) \sim 10^{-2} \]

\[ \sigma_0 \sim 10^{-4} \]

\[ \sigma_0 \sim 10^{-8} \]
complicated (bias). On the other hand, it is possible that small scale vorticity, once it becomes non-linear, sweeps into larger scales by inverse cascade.
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Appendix A: Lagrangian fluid equations

In this appendix we present some details of the derivation of the Lagrangian equations (31)-(33) starting from the system of equations (18)-(20) (continuity, Euler and VDT equations), which describes the evolution of the fluid in Eulerian coordinates. Most of this can also be found in the literature, e.g. [10, 27, 28].

The continuity equation can be rewritten as

$$d^3 x \rho(\eta, x) = d^3 q \rho(q), \quad (A1)$$

or equivalently

$$\rho(\eta, x) = \rho(q)/J(\eta, q). \quad (A2)$$

Neglecting stochastic contributions, it follows that

$$\frac{dJ}{d\eta} = J \text{Tr} \left( J^{-1} \frac{dJ}{d\eta} \right) = J \nabla \cdot v. \quad (A3)$$

Using (A2) and the above result, we obtain

$$0 = \frac{\partial}{\partial \eta} (\rho J) = J \left( \frac{\partial \rho}{\partial \eta} + \rho \nabla \cdot v \right), \quad (A4)$$

and we recover the known fact that in the Lagrangian picture the continuity equation is automatically implemented, independently on the specific form of the map between Lagrangian and Eulerian coordinates.

In the Lagrangian picture the density field is not anymore a dynamical variable. This is one of the great advantages of using Lagrangian perturbation theory over standard perturbation theory: beside having a dimensional reduction of the system [27], when we study perturbation theory in LPT, we do not need to linearize over the density field. It follows that LPT can explore further into the non-linear regime [27].

We now turn to eqs. (19)-(20). With the help of the convective derivative, $X \equiv \partial_\eta X + v^i \partial x_i X$, they can be rewritten as two equations for the evolution of the displacement field and for the stress-tensor

$$\dot{\Psi}^i(q) + H \Psi^i(q) = -\frac{\partial}{\partial x^i} \Phi(q + \Psi) - \frac{1}{\rho} \frac{\partial (\rho \sigma_{ij})}{\partial x^j}, \quad (A5)$$

$$\dot{\sigma}^{ij}(q + \Psi) + 2H \sigma^{ij} + \Psi^k \partial_k \sigma^{ij} + \sigma^{ik} \partial_k \Psi^j + \sigma^{jk} \partial_k \Psi^i = 0. \quad (A6)$$

We can write the divergence and curl part of Euler equation separately. For the divergence part we obtain eq. (31) while the curl part yields eq. (32) in the main text. In eqs. (31) and (32), the contribution from velocity dispersion to Euler equation is encoded in the sources $S_{\text{div}}$ and $S_{\text{curl}}$. Furthermore we have denoted the stochastic terms involving the field $\Gamma$ with

$$\frac{d}{dt}(\det A) = \det A \text{ tr } (A^{-1} dA).$$
This is different from what it is usually done since, normally, the curl and divergence equations are the starting point to develop recursion relations. If we neglect velocity dispersion, the first term in the equations is linear in the displacement field while the other terms are higher order and they can be considered as sources (see [18],[10],[28] for details on recursion relations in standard LPT). We stress that if we include velocity dispersion, terms linear in $\Psi$ may arise from the sources. Applying a similar procedure, the equation for the velocity dispersion (20) is written as eq. (33).

### Appendix B: Perturbative expansion of $1/J$

The inverse of the determinant of the Jacobian matrix $J$ can be expanded as

$$
\frac{1}{J} = \text{Exp}[-\text{Log}(\det(I + W))] = \text{Exp} \left[ -\text{Tr} \left( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} W^n \right) \right] = \sum_{m=0}^{\infty} \frac{1}{m!} \left( \sum_{q=1}^{\infty} \frac{(-1)^q}{q} \text{Tr}[W^q] \right)^m. \tag{B1}
$$

This can be rewritten as

$$
\frac{1}{J} = \sum_{m=0}^{\infty} \sum_{k_1 + \ldots + k_m = m} \sum_{i_{k_1} \ldots i_{k_m}=1}^{\gamma_m} \frac{(-1)^{i_{k_1}}}{i_{k_1}!} \text{Tr}[W^{i_{k_1}}] \cdots \text{Tr}[W^{i_{k_m}}] \frac{1}{k_1! k_2! \ldots k_m!} \tag{B2}
$$

where the second sum is taken over all the ordered partitions of $m$. It is not trivial to select a specific order of $1/J$ since we have to substitute $W \to \sum_j W^{(j)}$, where $W^{(j)}$ is the order $j$ of the perturbed matrix $W$. Inserting this in the above expression we obtain

$$
(1/J)^{(\alpha)} = \sum_{m=0}^{\infty} \sum_{k_1 + \ldots + k_m = m} \sum_{\gamma_m=1}^{\infty} \frac{(-1)^{i_{k_1}}}{i_{k_1}!} \text{Tr}[W^{i_{k_1}}] \cdots \text{Tr}[W^{i_{k_m}}] \frac{1}{k_1! k_2! \ldots k_m!} \tag{B3}
$$

and now, for every ordered partition of $m$, select the terms that satisfy $\sum_{l=1}^{\gamma_m} \sum_{l=1}^{\gamma_m} t_{k_l} k_l = \alpha$ where for every $l$ the $q_l$ are an ordered partition of $l$. Up to third order this leads to the following expression for $J^{-1}$

$$
\frac{1}{J} \approx 1 - \text{Tr}[W^{(1)}] + \frac{1}{2} \text{Tr}[W^{(1)}]^2 + \frac{1}{2} \text{Tr}[W^{(1)}] - \text{Tr}[W^{(2)}] - \frac{1}{6} \text{Tr}[W^{(1)}]^3 - \frac{1}{3} \text{Tr}[W^{(2)}] - \frac{1}{2} \text{Tr}[W^{(1)}] \text{Tr}[W^{(2)}] + \text{Tr}[W^{(1)}] \text{Tr}[W^{(2)}] - \text{Tr}[W^{(3)}] + \mathcal{O}(4). \tag{B4}
$$

### Appendix C: Standard results in LPT

In standard LPT the Boltzman hierarchy is usually truncated setting $\sigma_{ij} = 0$ so that the evolution of velocity dispersion is not considered and $S_{\text{cut}} = S_{\text{div}} = 0$. The gradient and vector part of Euler equation in EdS can be written as the well known recursion relations (see main text for the definition of $\tau$)

$$
\left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} - \frac{3}{2} \right] \nabla \cdot \Psi^{(n)} = - \sum_{\alpha + \beta = n} \epsilon_{ijk}\epsilon_{ipq} \Psi^{(\alpha)}_{,j,p} \left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} - \frac{3}{4} \right] \Psi^{(\beta)}_{,k,q}
$$

$$
- \frac{1}{2} \sum_{\alpha + \beta + \gamma = n} \epsilon_{ijk}\epsilon_{ipq} \Psi^{(\alpha)}_{,i,p} \Psi^{(\beta)}_{,j,q} \left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} - \frac{1}{2} \right] \Psi^{(\gamma)}_{,k,q}, \tag{C1}
$$
In the following we explicitly solve these equations up to second order with initial conditions for the displacement field to ensure that initial vorticity vanishes. We verify that at every order the vorticity is exactly vanishing, hence no vorticity is generated. This result is not surprising if one looks at eq. (41): if the Boltzmann hierarchy is truncated in such a way that the velocity dispersion tensor is exactly zero, the source in eq. (41) vanishes and the equation is homogeneous in \( \omega \). Therefore, if primordial vorticity vanishes, in the absence of velocity dispersion, it remains zero throughout the entire cosmological evolution, as long as our fluid approach is valid.

We list here the results for the leading order growing mode of the displacement field up to second order, while some details of the derivation are presented in the following sections. In Fourier space

\[
\Psi^{(1)}(k) = i \frac{k}{k^2} \delta_+(k) D_+(\tau),
\]

and

\[
\tilde{\Psi}^{(2)}(k) = i \frac{3}{14} \frac{k}{k^2} \alpha_+\delta(k) D_+(\tau)^2,
\]

where \( k \) is the momentum associated to the Eulerian variable \( x \) and we have defined

\[
\delta_+(k) \equiv \frac{3}{5} \left( \delta_0(k) - \frac{2}{3} \frac{\partial \theta_0(k)}{\partial \tau} \right),
\]

\[
\alpha_+(k) \equiv \int \frac{d^3w}{(2\pi)^3} \frac{(w \cdot k)^2}{w^2 |k-w|^2} \delta_+(w) \delta_+(k-w).
\]

In the matter dominated Universe which we consider here (EdS), the velocity divergence \( \theta \) satisfies \( \theta = -H \delta \) and, given our normalization \( a_0 = D_+(\eta_0) = 1 \), the quantity \( \delta_+ \) corresponds to the over density today, \( \delta_+ \equiv \delta_0 \).

1. Initial conditions

One of the usual settings found in the literature for LPT initial conditions is the following: at first order one matches the initial value of the displacement field \( \Psi^{(1)} \) and its time derivative with the initial Eulerian fields and then one sets \( \Psi^{(n)}_i = 0 \) and \( \Psi^{(n)}_{i+} = 0 \) for \( n \geq 2 \). However this in return means that the initial conditions on the Eulerian fields at higher orders will in general not be zero. In fact an Eulerian field at \( n \)-th order at time \( \eta_{\text{in}} \) will contain terms proportional to \( (\Psi^{(1)}_{\eta_{\text{in}}})^n \) that can not be compensated by higher order terms \( \Psi^{(n)}_{\eta_{\text{in}}} \) if we set them to zero.

To avoid this we will follow the first part of the usual description while we will use higher order initial conditions on the displacement fields to gain control on the Eulerian fields at \( \eta_{\text{in}} \) at every order. Motivated by the fact that inflation lays down small and linear perturbations we can treat the initial Eulerian fields as first order in LPT and set

\[
\delta_{\text{in}}(x) = \delta^{(1)}_{\text{in}}(q), \quad \theta_{\text{in}}(x) = \theta^{(1)}_{\text{in}}(q),
\]

\[
\omega_{\text{in}}(x) = \omega^{(1)}_{\text{in}}(q) = 0,
\]

while at higher orders

\[
\delta^{(n)}_{\text{in}} = \theta^{(n)}_{\text{in}} = \omega^{(n)}_{\text{in}} = 0 \quad \text{for} \quad n \geq 2.
\]

In other terms, we chose to completely fix the initial Eulerian fields at every order and we impose initial conditions on the displacement field as a consequence of this choice. We have defined the initial (Eulerian) velocity divergence and vorticity as

\[
\theta_{\text{in}}(x) \equiv (\nabla_x \cdot \mathbf{v})_{\text{in}},
\]

\[
\omega_{\text{in}}(x) \equiv (\nabla_x \wedge \mathbf{v})_{\text{in}}.
\]

In the linear equations (C7), the Lagrangian and Eulerian variables are interchangeable: at linear order, the intrinsic non linearities of the Lagrangian approach are neglected and \( x \sim q \).

The first order conditions \( \delta^{(1)}_{\text{in}} = \delta_{\text{in}}, \theta^{(1)}_{\text{in}} = \theta_{\text{in}} \) and \( \omega^{(1)}_{\text{in}} = 0 \) can be implemented as conditions on the first order displacement \(^5\) (like in the main text, a prime denotes a derivative w.r.t \( \tau \))

\[
\delta^{(1)}_{\text{in}} = \left( \frac{1}{J_{\text{in}}} \right)^{(1)} = -\nabla \cdot \Psi^{(1)}_{\text{in}} = \delta_{\text{in}}
\]

\[
\theta^{(1)}_{\text{in}} = (\nabla_x \cdot \mathbf{v})_{\text{in}} = (\nabla_q \cdot \mathbf{v})_{\text{in}} = H_{\text{in}}(\nabla \cdot \Psi^{(1)}_{\text{in}})^{\prime} = \theta_{\text{in}},
\]

\[
\omega^{(1)}_{\text{in}} = (\nabla_x \wedge \mathbf{v})_{\text{in}} = (\nabla_q \wedge \mathbf{v})_{\text{in}} = H_{\text{in}}(\nabla \wedge \Psi^{(1)}_{\text{in}})^{\prime} = 0.
\]

To implement the initial conditions on the higher order displacement fields we need expansions similar to the one we found for the vorticity in eq. (41) for the \( \delta(x,t) \) and \( \theta(x,t) \). For the density we can use eq. (B4) and read out \( \delta^{(n)} \) up to the desired order while for the velocity field we obtain

\[
\rho(q) d^3q \text{ implies } J(1+\delta) = 1, \quad \text{so that } \delta_{\text{in}} = 1/J_{\text{in}} - 1.
\]

---

\(^5\) As we have already mentioned, the density field is not a dynamical variable in LPT. The continuity relation \( \rho(x, \eta) d^3 x = \)
\begin{equation}
\theta^{(\alpha)} = a(t) \left[ \sum_{\alpha+\beta=n} \left( \frac{1}{j} \right)^{(\alpha)} \Psi^{(\beta)}_{p,p} + \sum_{\alpha+\beta+\gamma=n} \left( \frac{1}{j} \right)^{(\alpha)} \left( \Psi^{(\beta)}_{p,p} \Psi^{(\gamma)}_{p,p} - \Psi^{(\beta)}_{k,i} \Psi^{(\gamma)}_{k,i} \right) \right] + \frac{1}{2} \sum_{\alpha+\beta+\gamma+\delta=n} \left( \frac{1}{j} \right)^{(\alpha)} \epsilon_{ijp} \epsilon_{kqp} \Psi^{(\beta)}_{j,q} \Psi^{(\gamma)}_{p,r} \Psi^{(\delta)}_{k,i,}\right].
\end{equation}

The initial conditions are given at first order
\begin{equation}
\nabla \cdot \Psi_{in}^{(1)} = -\delta_{in}, \\
(\nabla \cdot \Psi^{(1)})_{in'} = \mathcal{H}_{in}' \theta_{in}, \\
(\nabla \wedge \Psi^{(1)})_{in'} = 0,
\end{equation}

at second order
\begin{equation}
\nabla \cdot \Psi_{in}^{(2)} = \frac{1}{2} (\nabla \cdot \Psi_{in}^{(1)})^2 + \frac{1}{2} (\nabla \cdot \Psi_{in}^{(1)}) \bigg|_{in'}, \\
(\nabla \cdot \Psi^{(2)})_{in'} = \Psi_{k,i}^{(1)} \Psi_{i,k}^{(1)} \bigg|_{in'}, \\
(\nabla \wedge \Psi^{(2)})_{in'} = \nabla \Psi_{i}^{(1)} \wedge \nabla \Psi_{i}^{(1)} \bigg|_{in'}.
\end{equation}

We point out that since \(\omega_{in}\) is a pure vector the set of Eulerian initial conditions \(\delta_{in}, \theta_{in}, \omega_{in}\) has 4 degrees of freedom (at every order) while we are trying to constrain 6 degrees of freedom of the vectors \(\Psi_{in}\) and \(\Psi_{in}'\). This redundancy in the Lagrangian picture is already known and, as pointed out in [18], the fact is that \(\nabla \wedge \Psi\) has no effect on the Eulerian field: it is a time invariant rotation which simply relabels the initial coordinates. We are going to set, at every order, \(\nabla \wedge \Psi\) = 0.

2. First order

At first order in the displacement field eqs. (C1) and (C2) reduce to
\begin{equation}
\left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} - \frac{3}{2} \right] \nabla \cdot \Psi^{(1)} = 0 \\
\rightarrow \nabla \cdot \Psi^{(1)} = c_1 e^{-\frac{3}{2} \tau} + c_2 e^{\tau},
\end{equation}
\begin{equation}
\left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} \right] \nabla \wedge \Psi^{(1)} = 0 \\
\rightarrow \nabla \wedge \Psi^{(1)} = -2c_3 e^{-\frac{\tau}{2}} + c_4.
\end{equation}

Solving the coupled differential equations for the displacement field, with initial conditions given by (C16) we find
\begin{equation}
\nabla \cdot \Psi^{(1)} = -\frac{3}{5} \left( \delta_0 - \frac{2}{3} \frac{\theta_0}{\mathcal{H}_0} \right) D_+ (\tau) - \frac{2}{5} \left( \delta_0 + \frac{\theta_0}{\mathcal{H}_0} \right) D_- (\tau),
\end{equation}
\begin{equation}
\nabla \wedge \Psi^{(1)} = 0,
\end{equation}

where we have set to zero the constant mode \(c_4\) in eq. (C19). This is a pure gauge mode which can be eliminated with a proper coordinate relabeling (see [18]). We have defined (in EdS):
\begin{equation}
D_+ = e^\tau = a, \\
D_- = e^{-3/2 \tau} = a^{-3/2}, \\
E_- = e^{\tau/2} = a^{-1/2}.
\end{equation}

Using \(\Psi^{(n)} = \nabla^{-2} [\nabla (\nabla \cdot \Psi^{(n)}) - \nabla \wedge (\nabla \wedge \Psi^{(n)})]\)
we can solve for \(\Psi^{(1)}\) directly in Fourier space and find [18]
\begin{equation}
\Psi^{(1)} = \frac{i}{k^2} \mathbf{k} \left[ \frac{3}{5} \left( \delta_0 - \frac{2}{3} \frac{\theta_0}{\mathcal{H}_0} \right) D_+ (\tau) + \frac{2}{5} \left( \delta_0 + \frac{\theta_0}{\mathcal{H}_0} \right) D_- (\tau) \right],
\end{equation}
with \(\theta_0 = i \mathbf{k} \cdot \mathbf{u}_0 (\mathbf{k})\), and \(\delta_0 = \delta_0 (\mathbf{k})\). It is useful to rewrite \(\Psi^{(1)}\) as
\begin{equation}
\Psi^{(1)} = \frac{i}{k^2} \left( \delta_+ (\mathbf{k}) D_+ (\tau) + \delta_- (\mathbf{k}) D_- (\tau) \right) \mathbf{k},
\end{equation}
with
\begin{equation}
\delta_+ (\mathbf{k}) = \frac{3}{5} \left( \delta_0 - \frac{2}{3} \frac{\theta_0}{\mathcal{H}_0} \right),
\end{equation}
\begin{equation}
\delta_- (\mathbf{k}) = \frac{2}{5} \left( \delta_0 + \frac{\theta_0}{\mathcal{H}_0} \right).
\end{equation}

The result in real space is given by
\begin{equation}
\Psi^{(1)} = -\Delta^{-1} \left( \delta_+ (\mathbf{q}) D_+ (\tau) + \delta_- (\mathbf{q}) D_- (\tau) \right),
\end{equation}
where \(\Delta^{-1}\) denotes the inverse Laplacian. In the first order expression above we can treat \(\mathbf{q} \sim \mathbf{x}\) and consider the \(\mathbf{q}\)-Fourier space as the Fourier space associated to Eulerian coordinates, for the reasons explained in section C1.

We point out that if we were to impose \(\omega_{in} \neq 0\) we would have an additional mode in the first order displacement field proportional to the initial vorticity and with time dependence \(E_- (\tau)\). We can quickly compute the first order vorticity
\begin{equation}
\omega^{(1)}_{\mathbf{k}, \eta} = a(\eta) \left( \frac{1}{j} \right)^{(0)} \epsilon_{\mathbf{k} \mathbf{\ell} \mathbf{j} \mathbf{\nu}} \Psi^{(1)}_{\mathbf{j}, \mathbf{\nu}}
\Rightarrow \omega^{(1)} (\mathbf{k}, \eta) = \mathcal{H} (\nabla \wedge \Psi)' = 0,
\end{equation}
and we see that there is no generation of vorticity at first order.
3. Second order

We now move to the second order solutions. The recursion relations at second order yield

\[
\left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} - \frac{3}{2} \right] \nabla \cdot \Psi^{(2)} = \epsilon_{ijk} \epsilon_{ipq} \Psi_{j,p}^{(1)} \left[ \frac{\partial^2}{\partial \tau^2} + \frac{1}{2} \frac{\partial}{\partial \tau} - \frac{3}{4} \right] \Psi_{k,q}^{(1)},
\]

\(\text{(C31)}\)

\[
\mathbf{k} \cdot \Psi^{(2)} = 3i \alpha_{++}(k) \left( e^{-\frac{2}{5} \tau} - \frac{e^{-\tau} + e^{-2\tau}}{14} \right) + i \alpha_{--}(k) \left( e^{-\frac{3}{5} \tau} - \frac{e^{-\tau} + 3e^{-2\tau}}{40} \right) + i \alpha_{+-}(k) \left( \frac{3e^{-\frac{3}{5} \tau}}{5} - e^{-\tau/2} + \frac{2e^{-\tau}}{5} \right) + \frac{2}{5} \left[ (\mathbf{k} \cdot \Psi^{(2)})_\text{in} - (\mathbf{k} \cdot \tilde{\Psi}^{(2)})_\text{in} \right] e^{-3\tau/2} + \frac{1}{5} \left[ 3(\mathbf{k} \cdot \Psi^{(2)})_\text{in} + 2(\mathbf{k} \cdot \tilde{\Psi}^{(2)})_\text{in} \right] e^\tau,
\]

\(\text{(C33)}\)

\[
\mathbf{k} \wedge \Psi^{(2)} = 2 \left( 1 - e^{-\tau/2} \right)(\mathbf{k} \wedge \tilde{\Psi}^{(2)})_\text{in} = 5i \left( 1 - e^{-\tau/2} \right) \beta_{+-},
\]

\(\text{(C34)}\)

with

\[
\alpha_{AB}(\mathbf{k}) \equiv \int \frac{d^3w}{(2\pi)^3} \frac{\left( \mathbf{w} \wedge \mathbf{k} \right)^2}{w^2 |\mathbf{k} - w|^2} \delta_A(\mathbf{w}) \delta_B(\mathbf{k} - \mathbf{w}),
\]

\[
\beta_{AB}(\mathbf{k}) \equiv \int \frac{d^3w}{(2\pi)^3} \frac{\left( \mathbf{w} \wedge \mathbf{k} \right)^2}{w^2 |\mathbf{k} - w|^2} \mathbf{w} \cdot (\mathbf{k} - \mathbf{w}) \delta_A(\mathbf{w}) \delta_B(\mathbf{k} - \mathbf{w}).
\]

\(\text{(C35)}\)

The indices here take the symbolic values \(A, B = (+, -)\) and we point out that \(\alpha_{AB}\) and \(\beta_{AB}\) are respectively symmetric and antisymmetric in the exchange of the indices.\(^6\) We underline that in eq. (C35) the Fourier space can be considered as the Fourier space associated to the Eulerian coordinates \(\mathbf{x}\): being \(\delta_A(\mathbf{q})\) a first order quantity we can treat it as a function of \(\mathbf{x}\).

We can now use eq. (41) to write

\[
\omega^{(2)}_{i,j} = H(\eta) \left( (\nabla \wedge \Psi^{(2)})_{i,j} + \epsilon_{ijk} \Psi^{(1)}_{j,k} \right),
\]

\(\text{(C36)}\)

which upon substitution of the first and second order solutions for the displacement fields gives

\[
\omega^{(2)}(\mathbf{k}, \eta) = 0,
\]

\(\text{(C37)}\)

there is no generation of vorticity also at second order.

---

\(^6\) We have already used \(\beta_{++} = \beta_{--} = 0\) and \(\beta_{+-} = -\beta_{-+}\) for the simplification that led to eq. (C34). We stress that if we assume that the density perturbations are independent of direction, i.e. \(\delta_i(\mathbf{k}) = \delta_i(|\mathbf{k}|)\), we have \(\beta_{ij}(\mathbf{k}) = 0\). This can be understood as follows: in this case the only vector that can appear in the \(\beta_{ij}(\mathbf{k})\) is \(\mathbf{k}\) so that we have \(\beta_{ij}(\mathbf{k}) \propto \mathbf{k}\) but since this is supposed to be a curl-mode, see eq. (C35), they must be zero. This is expected if we assume isotropy of density perturbations.
[1] A. R. Taylor and P. Jagannathan, “Alignments of radio galaxies in deep radio imaging of ELAIS N1,” *Mon. Not. Roy. Astron. Soc.* **459** no. 1, (2016) L36–L40, arXiv:1603.02418 [astro-ph.GA].

[2] L. Hollenstein, C. Caprini, R. Crittenden, and R. Maartens, “Challenges for creating magnetic fields by cosmic defects,” *Phys. Rev.* **D77** (2008) 063517, arXiv:0712.1667 [astro-ph].

[3] T. H.-C. Lu, K. Ananda, C. Clarkson, and R. Maartens, “The cosmological background of vector modes,” *JCAP* **0902** (2009) 023, arXiv:0812.1349 [astro-ph].

[4] J. Adamek, D. Daverio, R. Durrer, and M. Kunz, “General relativity and cosmic structure formation,” *Nature Phys.* **12** (2016) 346–349, arXiv:1509.01699 [astro-ph.CO].

[5] C. Rampf, E. Villa, D. Bertacca, and M. Bruni, “Lagrangian theory for cosmic structure formation with vorticity: Newtonian and post-Friedmann approximations,” arXiv:1607.05226 [gr-qc].

[6] J. Adamek, D. Daverio, R. Durrer, and M. Kunz, “gevolution: a cosmological N-body code based on General Relativity,” *JCAP* **1607** no. 07, (2016) 053, arXiv:1604.06065 [astro-ph.CO].

[7] F. Bernardeau, S. Colombi, E. Gaztanaga, and R. Scoccimarro, “Large scale structure of the universe and cosmological perturbation theory,” *Phys.Rept.* **367** (2002) 1–248, arXiv:astro-ph/0112551 [astro-ph].

[8] S. Pueblas and R. Scoccimarro, “Generation of Vorticity and Velocity Dispersion by Orbit Crossing,” *Phys. Rev.* **D80** (2009) 043504, arXiv:0809.4606 [astro-ph].

[9] S. Paduroiu, Y. Revaz, and D. Pfenniger, “Structure formation in warm dark matter cosmologies: Top-Bottom Upside-Down,” arXiv:1506.03789 [astro-ph.CO].

[10] J. Ehlers and T. Buchert, “Newtonian cosmology in Lagrangian formulation: Foundations and perturbation theory,” *Gen. Rel. Grav.* **29** (1997) 733–764, arXiv:astro-ph/9609036 [astro-ph].

[11] A. Aviles, “Dark matter dispersion tensor in perturbation theory,” *Phys. Rev.* **D93** (2016) 063517, arXiv:1512.07198 [astro-ph.CO].

[12] M. Morita and T. Tatekawa, “Extending Lagrangian perturbation theory to a fluid with velocity dispersion,” *Mon. Not. Roy. Astron. Soc.* **328** (2001) 815–828, arXiv:astro-ph/0108289 [astro-ph].

[13] T. Tatekawa, M. Suda, K.-i. Maeda, M. Morita, and H. Anaz, “Perturbation theory in Lagrangian hydrodynamics for a cosmological fluid with velocity dispersion,” *Phys. Rev.* **D66** (2002) 064014, arXiv:astro-ph/0205017 [astro-ph].

[14] S. Adler and T. Buchert, “Lagrangian theory of structure formation in pressure supported cosmological fluids,” *Astron. Astrophys.* **343** (1999) 317–324, arXiv:astro-ph/9806320 [astro-ph].

[15] T. Buchert and A. Dominguez, “Modeling multistream flow in collisionless matter: approximations for large scale structure beyond shell crossing,” *Astron. Astrophys.* **335** (1998) 395–402, arXiv:astro-ph/9702139 [astro-ph].

[16] H. Dupuy and F. Bernardeau, “Cosmological Perturbation Theory for streams of relativistic particles,” *JCAP* **1503** no. 03, (2015) 030, arXiv:1411.0428 [astro-ph.CO].

[17] H. Dupuy and F. Bernardeau, “On the importance of nonlinear couplings in large-scale neutrino streams,” *JCAP* **1508** no. 08, (2015) 053, arXiv:1503.05707 [astro-ph.CO].

[18] T. Matsubara, “Recursive Solutions of Lagrangian Perturbation Theory,” *Phys. Rev.* **D92** no. 2, (2015) 023534, arXiv:1505.01481 [astro-ph.CO].

[19] C. Rampf and T. Buchert, “Lagrangian perturbations and the matter bispectrum I: fourth-order model for non-linear clustering,” arXiv:1203.4260 [astro-ph.CO].

[20] D. J. Eisenstein and W. Hu, “Baryonic features in the matter transfer function,” *Astrophys. J.* **496** (1998) 605, arXiv:astro-ph/9709112 [astro-ph].

[21] M. Kunz, S. Nesseris, and I. Sawicki, “Constraints on dark-matter properties from large-scale structure,” *Phys. Rev.* **D94** no. 2, (2016) 023510, arXiv:1604.05701 [astro-ph.CO].

[22] D. B. Thomas, M. Kopp, and C. Skordis, “Constraining the Properties of Dark Matter with Observations of the Cosmic Microwave Background,” *Astrophys. J.* **830** no. 2, (2016) 155, arXiv:1601.05097 [astro-ph.CO].

[23] O. F. Piattella, L. Casarini, J. C. Fabris, and J. A. de Freitas Pacheco, “Dark matter velocity dispersion effects on CMB and matter power spectra,” *JCAP* **1602** no. 02, (2016) 024, arXiv:1507.00982 [astro-ph.CO].

[24] M. Shoji and E. Komatsu, “Massive Neutrinos in Cosmology: Analytic Solutions and Fluid Approximation,” *Phys. Rev.* **D81** (2010) 123516, arXiv:1003.0942 [astro-ph.CO]. [Erratum: Phys. Rev.D82,089901(2010)].

[25] R. Durrer and V. Tansella, “Vector perturbations of galaxy number counts,” *JCAP* **1607** no. 07, (2016) 037, arXiv:1605.05974 [astro-ph.CO].

[26] J. M. Martin-Garcia, R. Portugal, and L. R. U. Manssur, “The Invar Tensor Package,” *Comput. Phys. Commun.* **177** (2007) 640–648, arXiv:0704.1756 [cs.SC].

[27] T. Buchert, “Lagrangian theory of gravitational instability of Friedman-Lemaître cosmologies and the ‘Zel’dovich approximation,’” *Mon. Not. Roy. Astron. Soc.* **254** (1992) 729–737.

[28] C. Rampf, “The recursion relation in Lagrangian perturbation theory,” arXiv:1205.5274.