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Abstract. Obstruction flatness of a strongly pseudoconvex hypersurface Σ in a complex manifold refers to the property that any (local) Kähler-Einstein metric on the pseudoconvex side of Σ, complete up to Σ, has a potential \(-\log u\) such that \(u\) is \(C^\infty\)-smooth up to Σ. In general, \(u\) has only a finite degree of smoothness up to Σ. In this paper, we study obstruction flatness of hypersurfaces Σ that arise as unit circle bundles \(S(L)\) of negative Hermitian line bundles \((L, h)\) over Kähler manifolds \((M, g)\). We prove that if \((M, g)\) has constant Ricci eigenvalues, then \(S(L)\) is obstruction flat. If, in addition, all these eigenvalues are strictly less than one and \((M, g)\) is complete, then we show that the corresponding disk bundle admits a complete Kähler-Einstein metric. Finally, we give a necessary and sufficient condition for obstruction flatness of \(S(L)\) when \((M, g)\) is a Kähler surface (\(\dim M = 2\)) with constant scalar curvature.

1. Introduction

On a smoothly bounded strongly pseudoconvex domain \(Ω \subset \mathbb{C}^n, n \geq 2\), the existence of a complete Kähler–Einstein metric on \(Ω\) is governed by the following Dirichlet problem:

\[
\begin{aligned}
J(u) := (-1)^n \det \begin{pmatrix} u & u_{\overline{z}_k} \\ u_{z_j} & u_{z_j \overline{z}_k} \end{pmatrix} &= 1 & \text{in } Ω \\
0 &= \text{on } \partial Ω
\end{aligned}
\]

with \(u > 0\) in \(Ω\). The equation \(J(u) = 1\) is often referred to as Fefferman’s complex Monge-Ampère equation. If \(u\) is a solution of (1.1), then \(-\log u\) is the Kähler potential of a complete Kähler–Einstein metric on \(Ω\). Fefferman [13] established the existence of an approximate solution \(ρ ∈ C^\infty(Ω)\) of (1.1) that only satisfies \(J(ρ) = 1 + O(ρ^{n+1})\), and showed that such a \(ρ\) is unique modulo \(O(ρ^{n+2})\). Such an approximate solution \(ρ\) is called a Fefferman defining function. Cheng and Yau [6] then proved the existence and uniqueness of an exact solution \(u ∈ C^\infty(Ω)\) to (1.1), which is now called the Cheng–Yau solution. Lee and Melrose [21] established that the Cheng–Yau solution has the following asymptotic expansion:

\[
u \sim ρ \sum_{k=0}^∞ η_k ρ^{n+1} \log ρ^k
\]

where each \(η_k ∈ C^\infty(Ω)\) and \(ρ\) is a Fefferman defining function.

It follows from (1.2) that, in general, the Cheng–Yau solution \(u\) can only be expected to possess a finite degree of boundary smoothness; namely, \(u ∈ C^{n+2-ε}(Ω)\) for any \(ε > 0\). Graham [17] discovered that in the expansion (1.2), the restriction of \(η_1\) to the boundary, \(η_1|_{∂Ω}\), turns out to be precisely the obstruction to \(C^\infty\) boundary regularity of the Cheng–Yau solution. More precisely, in [17] Graham proved that if \(η_1|_{∂Ω}\) vanishes identically (on \(∂Ω\), then every \(η_k\) vanishes to infinite
order on $\partial \Omega$ for all $k \geq 1$. For this reason, $\eta_i|_{\partial \Omega}$ is called the obstruction function. Graham also showed (op. cit.) that, for any $k \geq 1$, the coefficients $\eta_k \mod O(\rho^{n+1})$ are independent of the choice of Fefferman defining function $\rho$ and are locally uniquely determined by the local CR geometry of $\partial \Omega$. As a consequence, the $\eta_k \mod O(\rho^{n+1})$, for $k \geq 1$, are local CR invariants that can be defined on any strongly pseudoconvex CR hypersurface in a complex manifold. In particular, the obstruction function $\mathcal{O} = \eta_i|_{\partial \Omega}$ is a local CR invariant and it can be defined on any strongly pseudoconvex CR hypersurface $\Sigma$ (see more details § 2.1). If $\Sigma$ is a CR hypersurface for which the obstruction function $\mathcal{O}$ vanishes identically, then $\Sigma$ is said to be obstruction flat. The most basic examples of obstruction flat hypersurfaces are the sphere $\{z \in \mathbb{C}^n : |z| = 1\}$ and, more generally, any spherical CR hypersurface; recall that a CR hypersurface $\Sigma$ is called spherical if, at every $p \in \Sigma$, there is a neighborhood of $p$ that is CR diffeomorphic to an open piece of the sphere. On the other hand, another result of Graham (op. cit.) shows that there are also plenty of non-spherical CR hypersurfaces that are obstruction flat. The construction of such examples, however, is local and amounts to solving a Cauchy problem. Two questions then arise naturally: (Q1) Is there a more constructive and natural way to obtain obstruction flat CR hypersurfaces, and (Q2) is it possible to characterize compact, obstruction flat hypersurfaces in terms of more classical notions of CR geometry and complex geometry/several complex variables?

For question (Q2), for example, ample evidence supports the conjecture that if a 3-dimensional strongly pseudoconvex CR hypersurface $\Sigma$ is obstruction flat and compact, then $\Sigma$ is spherical. In particular, Curry and the first author confirmed this conjecture for smooth boundaries of bounded, strongly pseudoconvex domains in $\mathbb{C}^2$, subject to the existence of a holomorphic vector field satisfying a mild approximate tangency condition along the boundary $\Sigma$. The same authors also confirmed the conjecture for arbitrary small deformations, not necessarily embeddable, of the standard CR structure of the unit sphere in $\mathbb{C}^2$. We refer readers to [9, 8] for precise statements and related results.

Much less is known about higher dimensional obstruction flat strongly pseudoconvex hypersurfaces. Recently, Takeuchi in [26] proved that a Sasakian $\eta$-Einstein manifold (see [26] for the definition) must be obstruction flat. Hirachi announced the result that if the boundary of a smoothly bounded strongly pseudoconvex domain $\Omega \subset \mathbb{C}^n$, $n \geq 3$, is obstruction flat and is sufficiently close to the unit sphere, then $\Omega$ is biholomorphic to the unit ball (in his talk at the conference on ‘Symmetry and Geometric Structures’ at IMPAN, Warsaw, November 12-18, 2017).

In this paper, we shall consider the special case where the CR hypersurface arises as the unit circle bundle of a negative Hermitian line bundle over a Kähler manifold. Let $(L, h)$ be a negative line bundle over a complex manifold $M$, so that the dual bundle $(L^*, h^{-1})$ induces a Kähler metric $g$ on $M$. By a well-known observation of Grauert, the corresponding circle bundle $S(L) = \{v \in L : |v|_h = 1\}$ is strongly pseudoconvex; here, $|v|_h$ denotes the norm of $v$ with respect to the metric $h$. One of our goals is to characterize obstruction flatness of the circle bundle $S(L)$ in terms of the Kähler geometry of $(M, g)$.

To formulate our results, we first recall some standard notions in Kähler geometry. Let $(M, g)$ be an $n$-dimensional Kähler manifold and let $\text{Ric} = -i\partial \bar{\partial} \log |g|_0$ denote the associated Ricci tensor. The latter naturally induces an endomorphism, the Ricci endomorphism, of the holomorphic tangent space $T^0_1 M$ given by $\text{Ric} \cdot g^{-1}$ for $p \in M$. The eigenvalues of this endomorphism will be referred to as the Ricci eigenvalues of $(M, g)$ and, by design, depends on $p \in M$. All Ricci eigenvalues are real-valued as both $\text{Ric}$ and $g$ are Hermitian tensors. For a fixed $p$, we label the Ricci eigenvalues such that $\lambda_1(p) \leq \cdots \leq \lambda_n(p)$. Note that the sum of the $\lambda_i(p)$, i.e., the trace of the Ricci endomorphism, gives the scalar curvature at $p$. The product of the $\lambda_i(p)$, i.e., the determinant of the Ricci endomorphism, gives the so-called central curvature at $p$ (cf. [22]). The Kähler manifold $(M, g)$ is said to have
constant Ricci eigenvalues, if each \( \lambda_i(p) \), for \( 1 \leq i \leq n \), is a constant function on \( M \); equivalently, the characteristic polynomial of the Ricci endomorphism, \( \text{Ric} \cdot g^{-1} : T_p^{1,0}M \to T_p^{1,0}M \) is the same at every point \( p \in M \).

A Kähler manifold with constant Ricci eigenvalues must have constant scalar and central curvatures. Typical examples of Kähler manifolds with constant Ricci eigenvalues include homogeneous spaces and Kähler–Einstein manifolds, and more generally products of Kähler–Einstein manifolds. We emphasize, however, that there are also many examples of Kähler manifolds with constant Ricci eigenvalues, which cannot be expressed as a product of Kähler–Einstein manifolds. The following is such an example:

**Example** (Siegel-Jacobi space). Set \( M = \mathbb{C} \times \mathbb{H} = \{(z_1, z_2) \in \mathbb{C}^2 : \text{Re} \, z_2 > 0 \} \). Let \( \phi : M \to \mathbb{R} \) be

\[
\phi(z_1, z_2) = \frac{(z_1 + \overline{z_1})^2}{2(z_2 + \overline{z_2})} - \log(z_2 + \overline{z_2}).
\]

One can verify that \( \phi \) is strongly plurisubharmonic and thus \( \omega = i\partial i\bar{\partial} \phi \) induces a Kähler metric \( g \) on \( M \). The Kähler manifold \((M, g)\) is called the Siegel-Jacobi space. It is a complete homogeneous Kähler surface (see [32]). A routine computation yields that the Ricci endomorphism \( T^{1,0}M \to T^{1,0}M \) is given by

\[
\text{Ric} \cdot g^{-1} = \begin{pmatrix}
0 & 0 \\
-3 \frac{z_1 + \overline{z_1}}{z_2 + \overline{z_2}} & -3
\end{pmatrix}.
\]

The Ricci eigenvalues are 0 and \(-3\), which are obviously constants. However, the Siegel-Jacobi space cannot be locally holomorphically isometric to a product of Kähler–Einstein manifolds (Riemann surfaces in this case) because if it were, then every entry in the matrix \((1.3)\) would be holomorphic, as is clearly not the case.

Our first result asserts that \( S(L) \) is obstruction flat if \((M, g)\) has constant Ricci eigenvalues.

**Theorem 1.1.** Let \((L, h)\) be a negative line bundle over a complex manifold \( M \), so that the dual bundle \((L^*, h^{-1})\) of \((L, h)\) induces a Kähler metric \( g \) on \( M \) (not necessarily complete). If \((M, g)\) has constant Ricci eigenvalues, then the circle bundle \( S(L) \) is obstruction flat.

**Remark 1.2.** A standard result in Kähler geometry states that a Kähler metric with constant scalar curvature must be real analytic. Consequently, the circle bundle \( S(L) \) in Theorem 1.1 is a real analytic CR hypersurface in the ambient space \( L \). We also remark that a special case of Theorem 1.1 occurs when the manifold \((M, g)\) is Kähler-Einstein. In this case the circle bundle \( S(L) \) becomes a Sasakian \( \eta \)-Einstein manifold and Theorem 1.1 reduces to Proposition 3.5 of [26].

An interesting problem (as alluded to above) is to find obstruction flat CR hypersurfaces that are not spherical. Combining Theorem 1.1 with the work of Webster [31] and Bryant [4] (see also Wang [29]), we obtain the following corollary, which provides a way to construct many such CR hypersurfaces as circle bundles; \( \omega_c \) in the statement of the corollary denotes the Kähler metric with constant holomorphic sectional curvature \( c \).

**Corollary 1.3.** Let \((L, h)\) and \((M, g)\) be as in Theorem 1.1 and suppose that \((M, g)\) has constant Ricci eigenvalues. Then the circle bundle \( S(L) \) of \( L \) is obstruction flat. Furthermore, \( S(L) \) is spherical if and only if \((M, g)\) is locally holomorphically isometric to one of the following:

1. \((\mathbb{B}^n, \lambda \omega_{-1})\) for some \( \lambda \in \mathbb{R}^+ \),
2. \((\mathbb{C}P^n, \lambda \omega_1)\) for some \( \lambda \in \mathbb{R}^+ \),
when 1.3 allows us to easily construct examples of compact, obstruction flat and non-spherical CR hypersurfaces as circle bundles $S(L)$ (with $\dim S(L) \geq 5$); take as the base any compact Kähler manifold $(M, g)$ with constant Ricci eigenvalues, but not locally holomorphically isometric to any one in the list (1)-(4) above. Such $(M, g)$ are clearly abundant, for instance, compact homogeneous Hodge manifolds (in particular compact Hermitian symmetric spaces) other than $\mathbb{C}P^n$. This observation indicates that question (Q2) above is non-trivial even for $S(L)$ when $n = \dim M \geq 2$, in the situation considered in this paper. When $n = 1$, obstruction flatness of $S(L)$ implies that it is also spherical by a result proved (in a different context) by the first author \cite{12}, since $S(L)$ always has a transverse $S^1$-symmetry.

As we have noted, the notion of obstruction flatness is a local CR invariant, but is originally related to complete Kähler–Einstein metrics on domains. It is natural to ask whether a complete Kähler–Einstein metric exits on the corresponding disk bundle $D(L) := \{ w \in L : |w|_h < 1 \}$ of $(L, h)$ in the situations we are considering. We prove the following result:

**Theorem 1.4.** Let $m = n + 1 \geq 2$. Let $M$ be a complex manifold of dimension $n$ and $(L, h)$ a negative line bundle over $M$ such that the dual bundle $(L^*, h^{-1})$ of $(L, h)$ induces a complete Kähler metric $g$ on $M$. If $(M, g)$ has constant Ricci eigenvalues and every Ricci eigenvalue is strictly less than one, then the disk bundle $D(L) = \{ w \in L : |w|_h < 1 \}$ admits a unique complete Kähler–Einstein metric $\tilde{g}$ with Ricci curvature equals to $-(m+1)$. Moreover, this metric is induced by the following Kähler form:

\[
\tilde{\omega}(w, \overline{w}) = -\frac{1}{m+1} \pi^*(\text{Ric})_w + \frac{1}{m+1} \pi^*(\omega)_w - i\partial \overline{\partial} \log \phi(|w|_h),
\]

where $\omega$ and $\text{Ric}$ are respectively the Kähler and the Ricci form of the line bundle, and $\phi : (-1, 1) \to \mathbb{R}^+$ an even real analytic function that depends only on the characteristic polynomial of the Ricci endomorphism.

**Remark 1.5.** The even real analytic function $\phi : (-1, 1) \to \mathbb{R}^+$ in Theorem 1.4 is constructed in Proposition 2.7 below.

**Remark 1.6.** The special case of Theorem 1.4 when $(M, g)$ is Kähler–Einstein was already proved by Calabi \cite{5} and Tsuji \cite{27} (see also \cite{2}). However, our treatment is different from these classical approaches, as the methods used there do not reflect the boundary regularity of the solution.

**Remark 1.7.** If the complex manifold $M$ in Theorem 1.4 is realized as a domain in $\mathbb{C}^n$ and $L$ is the trivial line bundle, then the disk bundle $D(L)$ becomes a domain in $\mathbb{C}^{n+1}$. In this case, the Cheng–Yau solution of $D(L)$, which satisfies (1.1) with $\Omega = D(L)$, extends real analytically across the circle bundle $S(L)$. This can be seen easily from the proof of Theorem 1.4.

Theorem 1.4 is optimal in the sense that the conclusion fails, in general, if some Ricci eigenvalue is greater than or equal to 1, as is shown by the following proposition.

**Proposition 1.8.** Let $\pi : (L, h) \to \mathbb{C}P^n$ be a negative line bundle over $\mathbb{C}P^n$. Assume that the metric $g$ on $\mathbb{C}P^n$ induced by the dual bundle of $L$ satisfies the Kähler–Einstein equation $\text{Ric}(g) = \lambda g$ with $\lambda \in \mathbb{R}$. Then the disk bundle $D(L) = \{ v \in L : |v|_h^2 < 1 \}$ admits a complete Kähler–Einstein metric with negative Ricci curvature if and only if $\lambda < 1$.

When the base manifold $M$ has a high degree of symmetry (e.g. is homogeneous), one can use the automorphisms of $M$ to reduce the complex Monge–Ampère equation (1.1) to an ODE. This idea
seems to first have been used by Bland [3] and subsequently by many others; see for example [28] and references therein. The novelty of our proof (of Theorem 1.1 and 1.4) consists of applying an ODE trick in a different way so that it works on a much more general class of base manifolds $M$ whose automorphism groups can be trivial. While one cannot expect to explicitly solve the resulting ODE in general, we investigate the rationality of its solution in a particular case of interest; namely, when the underlying Kähler manifold is a domain of holomorphy. As a consequence, we obtain the following corollary, characterizing the unit ball among egg domains in terms of the Bergman-Einstein condition. A well-known conjecture posed by Yau [34] asserts that if the Bergman metric of a bounded pseudoconvex domain is Kähler–Einstein, then the domain must be homogeneous. The following result provides affirmative support for this conjecture in a special class of domains; we note that some (most) domains in this class are not smoothly bounded.

**Proposition 1.9.** Let $p$ be a positive real number and $E_p \subset \mathbb{C}^{n+1}$, $n \geq 1$, the egg domain:

$$E_p = \{W = (z, \xi) \in \mathbb{C}^n \times \mathbb{C} : |z|^2 + |\xi|^{2p} < 1\}.$$  

Then the Bergman metric of $E_p$ is Kähler-Einstein if and only if $p = 1$.

**Remark 1.10.** When $n = 1$ in the above proposition, the result was proved by Cho in [7] (see Proposition 12 there) via an explicit (and rather lengthy) computation. When $n = 1$ and $p \in \mathbb{Z}^+$ (so that $E_p$ is smoothly bounded), the result also follows from Fu–Wong [15] (see Section 3 there).

When $M$ is a complex manifold and $g$ a Kähler metric on $M$ (which is not necessarily complete), then for any $p \in M$, the Kähler condition implies that there exist a local coordinate chart $(U, z)$ near $p$, a trivial line bundle $L = U \times \mathbb{C}$, and a Hermitian metric $h$ on $L$ such that $(L, h)$ is negative and $g$ is induced by the dual of $(L, h)$ on $U$ via $\omega_g = i\partial \bar{\partial} \log h$, where $\omega_g$ is the Kähler form of $g$. We define in the usual way the circle bundle

$$S(L) = S(L, h) := \{(z, \xi) \in U \times \mathbb{C} : |\xi|^2h(z, \bar{z}) = 1\}.$$  

Note that while the choice of bundle metric $h$ inducing the Kähler metric $g$ is not unique, any other choice $\tilde{h}$ must be such that $\log \tilde{h}$ and $\log h$ differ by a pluriharmonic function near $p$. Consequently, $h = \tilde{h}|f|^2$ for some holomorphic function $f$ near $p$. This implies that, by shrinking $U$ if needed, the circle bundles $S(L, h)$ and $S(L, \tilde{h})$ are CR diffeomorphic via the map $(z, \xi) \to (z, e^f\xi)$. With this observation and motivated by Theorem 1.1, we introduce the following terminology.

**Definition 1.11.** The Kähler manifold $(M, g)$, or simply the metric $g$, is said to be **obstruction flat** (respectively, **spherical**) at $p \in M$, if the circle bundle $S(L)$ (introduced above) is obstruction flat (respectively, spherical) over some neighborhood $U$ of $p$. Moreover, $(M, g)$, or simply $g$, is said to be **obstruction flat** (respectively, **spherical**) if it is so at every $p \in M$.

With this terminology, Theorem 1.1 can be reformulated as follows: If a Kähler manifold $(M, g)$ has constant Ricci eigenvalues, then $g$ is obstruction flat.

When $(M, g)$ is a Riemann surface (i.e., $n = 1$) and $g$ has constant Gaussian curvature, then locally $(M, g)$ is a space form and, consequently, $g$ is spherical and therefore obstruction flat. As indicated above, the converse holds for compact Riemann surfaces by a result of the first author [12]: If $g$ is obstruction flat, then it is spherical and, hence, $(M, g)$ is locally a space form. It is natural to ask about the higher dimensional case with Gaussian curvature replaced by scalar curvature. As a consequence of the work of Webster [31], Bryant [4] and Wang [29], the only constant scalar curvature Kähler manifolds (cscK manifolds) that are spherical are those that are locally holomorphically isometric to the spaces listed in (1)-(4) in Corollary 1.3. We summarize this characterization of spherical metrics in the following proposition:
Proposition 1.12. Let $(M, g)$ be a Kähler manifold of complex dimension at least two. Assume that either $M$ is compact or $(M, g)$ has constant scalar curvature. Then $(M, g)$ is spherical if and only if $(M, g)$ is locally holomorphically isometric to one of (1)-(4) in Corollary 1.3.

Much less (in fact, essentially nothing) is known about necessary conditions for a cscK manifold to be obstruction flat in higher dimensions. We shall give a complete answer to this question in the Kähler surface case ($n = \dim M = 2$). Recall that the central curvature is defined as the determinant of the Ricci endomorphism and note that when $n = 2$, the scalar curvature and the central curvature determine completely both the Ricci eigenvalues.

Theorem 1.13. Let $(M, g)$ be a Kähler surface with constant scalar curvature and central curvature $C : M \to \mathbb{R}$. The following are equivalent:

1. The metric $g$ is obstruction flat.
2. $LC := \nabla^\alpha \nabla^\beta \nabla_\beta \nabla_\alpha C = 0$ on $M$, where $\nabla$ is the Levi-Civita connection of $g$.

If, in addition, $M$ is compact, then (1) and (2) are also equivalent to:

3. $\nabla_\beta \nabla_\alpha C = 0$, or equivalently, the central vector field $\text{grad}^{1,0} C$ is a holomorphic vector field on $M$.

Remark 1.14. The fourth order differential operator $L$ is the well-known Lichnerowicz operator, which plays a fundamental role in the study of extremal metrics. Indeed, on a compact manifold a Kähler metric is extremal if and only if $L$ annihilates the scalar curvature (see [25] for more details on this topic). When the scalar curvature is constant, we can also express this operator as

$$L \Phi = \Delta^2 \Phi + R^{\alpha \beta \gamma \delta} \nabla_\alpha \nabla_\beta \nabla_\gamma \nabla_\delta \Phi, \ \Phi \in C^\infty(M)$$

where $\Delta = g^{\alpha \beta} \nabla_\alpha \nabla_\beta$ is the complex Laplacian on $(M, g)$ and $R^{\alpha \beta} = g^{\alpha \mu} g^{\beta \nu} R_{\mu \nu}$ is the Ricci curvature with indices raised by the metric in the usual way.

In Theorem 1.13, if we assume that $M$ is compact and, additionally, that $M$ admits no nontrivial holomorphic vector fields with zeros, then by (3), $C$ must be constant. Combining this with the constant scalar curvature assumption, we see that $(M, g)$ has constant Ricci eigenvalues. Thus, in this situation, the converse of Theorem 1.1 holds.

Theorem 1.1, as well as the work of Lee [20] and Graham-Hirachi [18, 19] (see also Gover-Peterson [16]), will play a fundamental role in the proof of Theorem 1.13. As an application of Theorem 1.13, we provide what seems to be the first collection of examples of cscK manifolds that are not obstruction flat. Noncompact examples can be found explicitly, while compact examples seem more complicated to construct. For the following proposition, recall that the Burns-Simanca metric on $\mathbb{C}^2 \setminus \{0\}$ is given by the Kähler form $\omega = i \partial \overline{\partial} (|z|^2 + \log |z|^2)$, where $z = (z_1, z_2)$. It extends to a complete Kähler metric on $\text{Bl}_0 \mathbb{C}^2$ (see subsection 8.1.2 in [25] for more details), where $\text{Bl}_0(\mathbb{C}^2)$ denotes the space obtained by blowing up the origin in $\mathbb{C}^2$. The so extended metric is scalar flat (cscK with scalar curvature identically zero) on $\text{Bl}_0(\mathbb{C}^2)$.

Proposition 1.15. The following hold:

1. The Burns-Simanca metric is not obstruction flat.
2. Let $k \geq 14$. The complex projective space $\mathbb{CP}^2$, blown up $k$ suitably chosen points, admits a scalar flat Kähler metric that is not obstruction flat.

Remark 1.16. For the Burns-Simanca metric, with $C$ denoting the central curvature as above, we actually prove that in $\mathbb{C}^2 \setminus \{0\}$, $LC$ equals 0 only on two concentric spheres. (The obstruction non-flatness then follows from Theorem 1.13.)
The paper is organized as follows. In § 2, we will prove Theorem 1.1 and Theorem 1.4, as well as Corollary 1.3 and Propositions 1.8, 1.9 and 1.12. In § 3, we first recall some preliminary materials on the CR invariant theory and pseudohermitian geometry which will be important for the proofs. Then Theorem 1.13 and Proposition 1.15 will be established, except that some detailed computations needed in the proofs will be left to the Appendix.
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## 2. Proof of Theorem 1.1 and 1.4

We will prove Theorem 1.1, Proposition 1.12 in § 2.1. Corollary 1.3 will then follow from the two results. In § 2.2, we establish Theorem 1.4 and Proposition 1.8. An ODE (see Proposition 2.1 and 2.7) will play an important role in the proofs. In § 2.3, we will study the rationality of the solution to this ODE when the underlying manifold is a domain of holomorphy. We then use the rationality result to prove Proposition 1.9.

### 2.1. Proof of Theorem 1.1.

We first recall the following work of Graham [17], which will be the starting point of our proof. Let $\Sigma$ be a piece of smooth strongly pseudoconvex hypersurface in $\mathbb{C}^n, n \geq 2$, and let $\Omega$ be a one-sided neighborhood of $\Sigma$ on its strongly pseudoconvex side, such that $\overline{\Omega} := \Omega \cup \Sigma$ becomes a manifold with boundary. Graham [17] showed that, given any $a \in C^\infty(\Sigma)$ and $\rho$ a Fefferman defining function of $\Sigma$, there exists an asymptotic formal solution $u$ in the form of (1.2), with $\eta_k \in C^\infty(\overline{\Omega})$, solving $J(u) = 1$ to the infinite order along $\Sigma$ for which $\frac{\eta_0-1}{\rho^{n+1}} = a$. (Any formal solution of the form (1.2) to $J(u) = 1$ necessarily satisfies $\frac{\eta_0-1}{\rho^{n+1}} \in C^\infty(\Sigma)$). Such formal solution $u$ is unique in the sense that two choices of each $\eta_k$ agree to infinite order along $\Sigma$. Furthermore, Graham proved that for each $k \geq 1, \eta_k \mod O(\rho^{n+1})$ is independent of the choice of $a$ and the choice of the Fefferman defining function $\rho$. The restriction $\eta_1|_{\Sigma}$ gives precisely the obstruction function on $\Sigma$. Graham in addition showed that if $\eta_1|_{\Sigma} \equiv 0$ for some formal solution of form (1.2) to $J(u) = 1$, then every formal solution $u$ must satisfy $\eta_k = 0$ to infinite order along $\Sigma$ for all $k \geq 1$.

Therefore, if there is a function $u_0 \in C^\infty(\overline{\Omega})$ such that $u_0 = 0$ on $\Sigma$ and $J(u_0) = 1$ in $\Omega$, then one sees $\Sigma$ must be obstruction flat, by writing $u_0$ into the form of (1.2). To establish Theorem 1.1, we will construct such a function $u_0$ locally for $S(L)$.

We split the proof of Theorem 1.1 into propositions 2.1 and 2.5. Our proof, especially Lemma 2.6, is inspired by the work of Bland [3].

**Proposition 2.1.** Let $P(y)$ be a monic polynomial in $y \in \mathbb{R}$ of degree $n = m - 1 \geq 1$. Let $Q(y)$ be a polynomial satisfying $\frac{dQ}{dy} = (m+1)yxP(y)$ (thus $Q$ is a monic polynomial of degree $m+1$ and is unique up to a constant addition). Let $\hat{P}$ and $\hat{Q}$ be polynomials satisfying

$$
\hat{P}(x) = x^{m-1}P(x^{-1}), \quad \hat{Q}(x) = x^{m+1}Q(x^{-1}).
$$

Then $\hat{P}(0) = 1, \hat{Q}(0) = 1$. Let $I \subset (0, \infty)$ be an open interval containing $r = 1$ and $Z(r)$ a real analytic function in $I$ satisfying the following conditions:

\begin{align}
(2.1) \quad rZ'Z\hat{P}(Z) + \hat{Q}(Z) &= 0 \text{ on } I, \quad Z(1) = 0.
\end{align}

\begin{align}
(2.2) \quad Z'(r) &< 0 \text{ and } \hat{P}(Z) > 0 \text{ on } I, \quad \text{and } Z(r) > 0 \text{ on } I_0 := I \cap (0, 1).
\end{align}
Set $\phi(r) := 2\left(\frac{r}{-Z'P(Z)}\right)^{\frac{1}{m+1}}Z$ on $I$. Then $\phi$ is real analytic on $I$, $\phi(1) = 0$, and $\phi > 0$ on $I_0$. Moreover, $\phi$ satisfies that $(m+1)rZ\phi' + (m+1 - 2Z)\phi = 0$ on $I$, and $\phi'(1) = -2$.

**Remark 2.2.** It follows easily from the assumption and elementary ODE theory that (2.1) has a real analytic solution $Z$ in some open interval $I$ containing 1. Since $P(0) = 1$, $\hat{Q}(0) = 1$, we see (2.1) implies $Z'(1) = -1$. Then by shrinking $I$ if necessary, we can assume (2.2) holds.

**Proof of Proposition 2.1.** It is clear that $\phi$ is real analytic on $I$, $\phi(1) = 0$, and $\phi > 0$ on $I_0$ by the definition of $\phi$ and the assumption of $Z$. We only need to prove the last assertion in Proposition 2.1. For that, we first establish the following two lemmas.

**Lemma 2.3.** Let $Z$ be as in Proposition 2.1. Then we have

\[ r(Z'Z^{-(m+1)}\hat{P}(Z))' = (m+1)Z'Z^{-(m+2)}\hat{P}(Z) - Z'Z^{-(m+1)}\hat{P}(Z) \quad \text{on } I_0. \]

Equivalently,

\[ \frac{r(Z'Z^{-(m+1)}\hat{P}(Z))'}{Z'Z^{-(m+1)}P(Z)} = -1 + (m+1)Z^{-1} \quad \text{on } I_0. \]

**Proof.** We first observe by the definition of $\hat{Q}$ and $Q$, we have $\frac{d(x^{-(m+1)}\hat{Q}(x))}{dx} = -(m+1)x^{-3}P(x^{-1})$. Dividing the ODE in (2.1) by $Z^{m+1}$, we have

\[ rZ'^{-1}Z^{-(m+1)}\hat{P}(Z) + Z^{-(m+1)}\hat{Q}(Z) = 0 \quad \text{on } I_0. \]

We then differentiate the above equation with respect to $r$ to obtain

\[ r(Z'Z^{-(m+1)}\hat{P}(Z))' + Z'Z^{-(m+1)}\hat{P}(Z) - (m+1)Z'Z^{-3}P(Z^{-1}) = 0. \]

By the definition of $\hat{P}$, we see $Z^{-3}P(Z^{-1}) = Z^{-(m+2)}\hat{P}(Z)$. Then (2.3) yields Lemma 2.3. \qed

**Lemma 2.4.** Let $\phi, Z$ be as in Proposition 2.1. Then we have

\[ \frac{r(Z'Z^{-(m+1)}\hat{P}(Z))'}{Z'Z^{-(m+1)}P(Z)} = 1 - (m+1)r\frac{\phi'}{\phi} \quad \text{on } I_0. \]

**Proof.** By the definition of $\phi$, we have

\[ \phi^{m+1} = 2^{m+1} \frac{rZ^{m+1}}{-Z'P(Z)} \quad \text{on } I_0. \]

Equivalently,

\[ -Z'^{-1}Z^{-(m+1)}\hat{P}(Z) = 2^{m+1}r\phi^{-(m+1)} \quad \text{on } I_0. \]

We now take the logarithmic derivative of both sides of (2.4) with respect to $r$, and then multiply by $r$ to obtain the desired equation in Lemma 2.4. \qed

Finally we compare (the second equation in) Lemma 2.3 and Lemma 2.4 to obtain $(m+1)rZ\phi' + (m+1 - 2Z)\phi = 0$ on $I_0$. By analyticity, it holds on $I$. Recall $Z(1) = 0$, $\hat{P}(0) = 1$, and $Z'(1) = -1$. It then follows from the definition of $\phi$ that $\phi'(1) = -2$. This finishes the proof of Proposition 2.1. \qed

Let $(M, g)$ and $(L, h)$ be as in Theorem 1.1. Write $n$ for the complex dimension of $M$ and write $m = n + 1$. Choose a coordinate chart $(D, z)$ of $M$ with a frame $e_L$ of $L$ over $D$. Writing $\pi : L \to M$ for the canonical projection, we have

\[ \pi^{-1}(D) = \{ \xi e_L(z) : (z, \xi) \in D \times \mathbb{C} \}. \]
Under this trivialization, $S(L)$ can be written as follows locally over $D$,

$$\Sigma = \{(z, \xi) \in D \times \mathbb{C} : |\xi|^2 H(z, \xi) = 1\}.$$  

Here $H(z, \xi) = h(e_L(z), \overline{e_L(z)})$. In the local coordinates $z = (z_1, \cdots, z_n)$, we write $g = \sum_{} g_{ij} dz_i \otimes d\overline{z}_j$ on $D$. By the definition of $g$, we have $g_{ij} = \frac{\partial^2 \log H}{\partial z_i \partial \overline{z}_j}$. Write $G(z) = G(z, \overline{z}) = \det(g_{ij}) > 0$.

Denote by $I_n$ the $n \times n$ identity matrix. Write $P(y, p)$ for the characteristic polynomial of the linear operator $2\frac{\partial}{\partial z} \cdot \text{Ric} \cdot g^{-1} : T_p^{1,0} M \to T_p^{1,0} M$. That is, $P(y, p) = \det(yI_n - 2\frac{\partial}{\partial z} \cdot \text{Ric} \cdot g^{-1})$. In the local coordinates, writing Ricci tensor as $\text{Ric} = (\frac{1}{2}R_{ik})_{1 \leq i, k \leq n}$, we have $P(y, p)$ is the determinant of the $n \times n$ matrix $(y\delta_{ij} - \frac{2}{m+1}R_{ik} \cdot g^{ik} (p))$. Here the indices $i, j, k$ run over $\{1, 2, \cdots, n\}$.

By the constant Ricci eigenvalue assumption, $P(y, p)$ does not depend on $p$. We will therefore just write it as $P(y)$. It is clear that $P(y)$ is a monic polynomial in $y$ of degree $n$. We apply Proposition 2.1 to this polynomial $P(y)$, then we get polynomials $Q(y), \tilde{P}(x), \tilde{Q}(x)$, as well as real analytic functions $Z(r), \phi(r)$ in some interval $I$ containing $r = 1$ as in Proposition 2.1. Write $y(r) := \frac{1}{Z(r)}$ for $r \in I_0$. By Proposition 2.1, $(m+1)\delta Z\phi' + (m+1 - 2Z)\phi = 0$ on $I$. It then follows that

$$y(r) = \frac{2\phi(r) - (m+1)r\phi'(r)}{(m+1)\phi(r)} = \frac{2}{m+1} - \frac{r\phi'}{\phi}.$$  

Theorem 1.1 will follow from the next proposition.

**Proposition 2.5.** Let $U = \{W = (z, \xi) \in \mathbb{C}^m : z \in D, |\xi| H(z)^{\frac{1}{2}} \in I\}$, \quad $U_0 = \{W = (z, \xi) \in \mathbb{C}^m : z \in D, |\xi| H(z)^{\frac{1}{2}} \in \overline{I}_0\}$.

Set

$$u(W) = (GH)^{-\frac{m+1}{2}} \phi\left(|\xi| H^{\frac{1}{2}}(z)\right) \quad \text{for } W \in U.$$

Then $u$ is real analytic in $U$ and satisfies

$$J(u) = 1 \text{ on } U_0, \quad u = 0 \text{ on } \Sigma.$$  

Consequently, $\Sigma$ is obstruction flat.

**Proof of Proposition 2.5.** The analyticity of $u$ follows easily from the analyticity of $\phi$, as well as that of $G$ and $H$ (for the later, see the discussion in Remark 1.2). We thus only need to prove the remaining assertions. For that, we first prove the following lemma. Write $X = X(W) := |\xi| H^{\frac{1}{2}}(z)$ for $W \in U$, and $Y = Y(W) := \frac{2}{m+1} - X \frac{\phi'(X)}{\phi(X)}$ for $W \in U_0$. Then by (2.5), we have $Y = y(r)|_{r = X} = \frac{1}{Z(r)}|_{r = X}$.

In the following, we will also write the coordinates of $D \times \mathbb{C}$ as $W = (w_1, \cdots, w_{m-1}, w_m)$. That is, we identify $w_i$ with $z_i$ for $1 \leq i \leq m-1$, and $w_m$ with $\xi$. For a sufficiently differentiable function $\Phi$ on an open subset of $D \times \mathbb{C}$, we write, for $1 \leq i, j \leq m$, $\Phi_i = \frac{\partial \Phi}{\partial w_i}$, $\Phi_j = \frac{\partial \Phi}{\partial w_j}$, and $\Phi_{ij} = \frac{\partial^2 \Phi}{\partial w_i \partial w_j}$.

**Lemma 2.6.** Let $u(W)$ be as defined in Proposition 2.5. Write $Y' = \frac{dy'}{dx}$, i.e., $Y' = y'(r)|_{r = X}$. Then we have in $U_0$,

$$(-\log u)_j = -\frac{1}{m+1} R_j + \frac{Y}{2} g_{ij} + \frac{Y'}{X} X_i X_j, \quad \text{if } 1 \leq i, j \leq m-1,$$

$$(-\log u)_j = \frac{Y'}{X} X_i X_j, \quad \text{if } i = m \text{ or } j = m.$$  

Consequently,
\[
\det \left( \binom{- \log u}{\bar{z}} \right)_{1 \leq i, j \leq m} = \frac{P(Y)Y'}{2^{m+1}X} H(z) G(z).
\]

\textbf{Proof.} Note for } 1 \leq i, j \leq m, \text{ (log } X)_{ij} = \frac{1}{2} (\log H)_{ij}. \text{ Consequently, for } 1 \leq i, j \leq m,
\[
(- \log u)_{ij} = \frac{1}{m+1} (\log G)_{ij} + \frac{1}{m+1} (\log H)_{ij} - (\log \phi(X))_{ij}
\]
\[
= \frac{1}{m+1} (\log G)_{ij} + \frac{2}{m+1} (\log X)_{ij} - \left( \frac{\phi'}{\phi} \right)' X_{i} X_{j}.
\]
Since \( X_{ij} = X(\log X)_{ij} + \frac{1}{X} X_{i} X_{j} \), the above is reduced to
\[
(- \log u)_{ij} = \frac{1}{m+1} (\log G)_{ij} + \left( \frac{2}{m+1} - \frac{\phi'}{\phi} \right) (\log X)_{ij} - \left( \left( \frac{\phi'}{\phi} \right)' + \frac{1}{X} \frac{\phi'}{\phi} \right) X_{i} X_{j}.
\]
Since \( G(z) \) only depends on \( z \), we have \( (\log G)_{ij} = 0 \) if \( i = m \) or \( j = m \). Furthermore, \( (\log G)_{ij} = -R_{ij} \) for \( 1 \leq i, j \leq m - 1 \). Similarly, \( (\log X)_{ij} = \frac{1}{2} (\log H)_{ij} = 0 \) if \( i = m \) or \( j = m \), and \( (\log X)_{ij} = \frac{1}{2} (\log H)_{ij} = \frac{1}{2} g_{ij} \) if \( 1 \leq i, j \leq m - 1 \). Then the first two equations in the lemma follow. To compute the determinant of the matrix \( ((- \log u)_{ij}) \), we first take out the factor \( \frac{Y'}{X} X_{m} \) from the last row, and then use the last row to eliminate \( \frac{Y'}{X} X_{i} X_{j} \) terms from other rows. This yields
\[
\det \left( (- \log u)_{ij} \right)_{1 \leq i, j \leq m} = \frac{Y'}{X} X_{m} X_{m} \det \left( - \frac{1}{m+1} R_{ij} + \frac{Y}{2} g_{ij} \right)_{1 \leq i, j \leq m-1}
\]
\[
= \frac{Y'}{X} X_{m} X_{m} \det \left( \frac{Y}{2} \delta_{ij} - \frac{1}{m+1} R_{ij} \cdot g_{ij} \right)_{1 \leq i, j \leq m-1} \det (g_{ij})_{1 \leq i, j \leq m-1}
\]
\[
= \frac{Y'}{2^{m-1}X} X_{m} X_{m} \det \left( Y \delta_{ij} - \frac{2}{m+1} R_{ij} \cdot g_{ij} \right)_{1 \leq i, j \leq m-1} \det (g_{ij})_{1 \leq i, j \leq m-1}
\]
Note \( X_{m} = \frac{1}{2} |\xi|^{-1} \xi H^{\frac{1}{2}}(z), X_{m} = \frac{1}{2} |\xi|^{-1} \xi H^{\frac{1}{2}}(z) \). Therefore by the definitions of \( G \) and \( P(y) \), we have the above equals to \( \frac{P(Y)Y'}{2^{m+1}X} H(z) G(z) \). This proves the last equation Lemma 2.6. \qed

We continue to prove Proposition 2.5. Recall \( \phi \) is defined by \( \phi(r) = 2(\frac{r}{-Z'P(Z)})^{-m-1} Z \) on \( I \). This yields
\[
-Z' P(Z) Z^{-(m+1)} = 2^{m+1} r \phi^{-(m+1)} \text{ on } I_{0}.
\]
Consequently, since \( y = Z^{-1} \) and \( -Z' = y' y^{-2} \),
\[
y' y^{m-1} \hat{P}(y^{-1}) = 2^{m+1} r \phi^{-(m+1)} \text{ on } I_{0}.
\]
By the definition of \( \hat{P} \), we have \( y^{m-1} \hat{P}(y^{-1}) = P(y) \). Therefore the above is reduced to
\[
y' P(y) = 2^{m+1} r \phi^{-(m+1)} \text{ on } I_{0}.
\]
Replacing \( r \) by \( X = X(W) = |\xi| H^{\frac{1}{2}}(z) \) for \( W \in U_{0} \), we have
\[
Y' P(Y) = 2^{m+1} (\phi(X))^{-(m+1)} X = 2^{m+1} XG^{-1}(z) H^{-1}(z)(u(W))^{-(m+1)}.
\]
The last equality follows from the definition of \( u \). Combining this with Lemma 2.6, we have
\[
u^{m+1} \det \left( (- \log u)_{ij} \right)_{1 \leq i, j \leq m} = 1 \text{ for } W \in U_{0}.
\]
This yields $J(u) = 1$ on $U_0$. Since $\phi(1) = 0$, we have $u = 0$ on $\Sigma$. This proves the first part of Proposition 2.5. The latter part of Proposition 2.5 follows from the first part and Graham’s work [17] (see the discussion at the beginning of § 2.1).

**Proof of Theorem 1.1:** Theorem 1.1 follows from Proposition 2.5.

**Proof of Proposition 1.12:** By the work of Webster [31] (see Proposition 4 in [29]), $(M, g)$ is spherical if and only if $(M, g)$ is Bochner flat (i.e., its Bochner tensor vanishes). If $M$ is compact, then the conclusion follows from Corollary 4.17 in Bryant [4]; if $(M, g)$ has constant scalar curvature, then the conclusion follows from Proposition 2.5 in Bryant [4].

**Proof of Corollary 1.3:** As the statement is trivial if $\dim M = 1$, we will assume $\dim M \geq 2$. Note since $(M, g)$ has constant Ricci eigenvalues, it also has constant scalar curvature. Corollary 1.3 then follows from Theorem 1.1 and Proposition 1.12.

### 2.2. Proof of Theorem 1.4

Before we prove Theorem 1.4, we first establish the following proposition, which is of particular importance for the proof of the theorem.

**Proposition 2.7.** Let $n = m - 1 \geq 1$. Let $\lambda_1 \leq \cdots \leq \lambda_n < 1$ be real numbers. Let $P(y) = \prod_{i=1}^{n}(y - \frac{2\lambda_i}{m+1})$. Let $Q(y)$ be a polynomial satisfying $\frac{dQ}{dy} = (m+1)yP(y)$ and $Q(\frac{2\lambda_i}{m+1}) = 0$ (thus $Q$ is a monic polynomial of degree $m+1$ and is uniquely determined). Let $\hat{P}$ and $\hat{Q}$ be polynomials satisfying

$$\hat{P}(x) = x^{m-1}P(x^{-1}), \quad \hat{Q}(x) = x^{m+1}Q(x^{-1}).$$

Note $\hat{P}(0) = 1, \hat{P}(x) > 0$ on $(0, \frac{m+1}{2}]$, and $\hat{Q}(0) = 1, \hat{Q}(\frac{m+1}{2}) = 0, \hat{Q}'(\frac{m+1}{2}) < 0, \hat{Q}(x) > 0$ on $(0, \frac{m+1}{2})$. We have the following conclusions hold:

1. **(1).** There exists a unique real analytic function $Z = Z(r)$ on $[-1, 1]$ (meaning it extends real analytically to some open interval containing $[-1, 1]$) satisfying the following conditions:

   $$rZ\hat{P}(Z) + \hat{Q}(Z) = 0, \quad Z(1) = 0.$$  

   Moreover, $Z$ is an even function satisfying $Z(0) = \frac{m+1}{2}$ and $Z'(0) = 0, Z'(r) < 0$ on $(0, 1]$ and $Z'(1) = -1, Z''(0) < 0$. Consequently, $Z(r) \in (0, \frac{m+1}{2})$ on $(-1, 0) \cup (0, 1)$.

2. **(2).** Let $\phi(r) := 2(\frac{r\hat{P}(Z)}{Z\hat{P}(Z)})^{\frac{m+1}{2}}Z$. Then $\phi$ is real analytic on $[-1, 1]$. Moreover, $\phi$ is an even function satisfying $\phi > 0$ on $(-1, 1)$ and $\phi(1) = 0$. Moreover, $\phi$ satisfies $(m+1)rZ\phi' + (m+1 - 2Z)\phi = 0$, and $\phi'(1) = -2$.

**Proof of Proposition 2.7.** It follows easily from the assumption and elementary ODE theory that the ODE in (2.6) has a real analytic solution $Z$ in some open interval $I$ containing 1. Since $\hat{P}(0) = 1, \hat{Q}(0) = 1$, we see the ODE in (2.6) implies $Z'(1) = -1$. Set $t_0 = \inf\{t \in [0, 1]: \text{on } (t, 1], \exists \text{ a real analytic solution } Z \text{ to (2.6) with } Z' < 0\}$. By the definition, $0 \leq t_0 < 1$ and on $(t_0, 1]$, there is a real analytic solution $Z$ to (2.6) with $Z' < 0$.

**Lemma 2.8.** We must have $t_0 = 0$. Consequently, on $(0, 1]$ there exists a (unique) real analytic solution $Z$ to (2.6) and it satisfies $Z' < 0$.

**Proof of Lemma 2.8:** Seeking a contradiction, suppose $t_0 > 0$. Since $Z$ is decreasing on $(t_0, 1)$, we have $\mu = \lim_{r \to t_0^-} Z(r) > 0$ exists. We claim $\mu \leq \frac{m+1}{2}$. Otherwise, there exists some $t^* \in (t_0, 1)$ such that $Z(t^*) = \frac{m+1}{2}$. This is a contradiction as the ODE in (2.6) cannot hold at $t^*$. We therefore proceed in two cases:
Case I: Assume \( \mu = \frac{m+1}{2} \). Recall \( \hat{P}(\mu) > 0 \) and \( \hat{Q}(\mu) = 0 \). Since \( -Z' = \frac{\hat{Q}}{rP} \), we have \( 0 < -Z' \leq c(\mu - \hat{Z}) \) on \((t_0, 1)\) for some positive constant \( c \). Consequently, \( \frac{d\ln(\mu - \hat{Z})}{dr} \leq c \) on \((t_0, 1)\). This contradicts the fact that \( Z(r) \to \mu \) as \( r \to t_0 \).

Case II: Assume \( \mu < \frac{m+1}{2} \). Then \( \hat{P}(\mu) > 0 \) and \( \hat{Q}(\mu) > 0 \). In the case, the following initial value problem has a real analytic solution \( \hat{Z} \) on some open interval \( J \) containing \( t_0 \):

\[
rZ'\hat{P}(Z) + \hat{Q}(Z) = 0, \quad Z(t_0) = \mu.
\]

Shrinking \( J \) if necessary, we can assume \( \hat{Z}' < 0 \) on \( J \). By the uniqueness of solutions in the ODE theory, we can glue the previous solution with \( \hat{Z} \) to obtain a real analytic solution to (2.6), still called \( Z \), on some open interval containing \([t_0, 1]\), which still satisfies \( Z' < 0 \). This contradicts the definition of \( t_0 \).

This proves Lemma 2.8.

By Lemma 2.8, \( Z \) is decreasing on \((0, 1)\) and therefore \( \lambda = \lim_{r \to 0^+} Z(r) > 0 \) exists. By the same reasoning as in the proof of Lemma 2.8, we must have \( \lambda \leq \frac{m+1}{2} \). Suppose \( \lambda < \frac{m+1}{2} \). Note \( \hat{P}(x), \hat{Q}(x) > 0 \) on \([0, \lambda]\). Since \( -Z' = \frac{\hat{Q}}{rP} \), we have \( -Z' \geq \frac{c}{r} \) on \((0, 1)\) for some positive constant \( c \). This contradicts the fact that \( Z \) is bounded on \((0, 1)\). Hence we must have \( \lambda = \frac{m+1}{2} \) and thus \( \hat{Q}(\lambda) = 0 \).

We will keep the notation \( \lambda := \frac{m+1}{2} \) and write \( \hat{Q}(Z) = (Z - \lambda)g(Z) \) for some polynomial \( g \).

Lemma 2.9. It holds that \( g(\lambda) = -2\hat{P}(\lambda) < 0 \). Furthermore, \( Z'(0) := \lim_{r \to 0^+} \frac{Z(r) - \lambda}{r} = 0 \).

Proof of Lemma 2.9: The first statement follows from the direct computation as below. By the definition of \( g \) and \( \hat{Q} \),

\[
g(\lambda) = \hat{Q}'(\lambda) = (m + 1)\lambda^m Q\left(\frac{1}{\lambda}\right) - \lambda^{m-1}Q'\left(\frac{1}{\lambda}\right).
\]

By the fact that \( Q\left(\frac{1}{\lambda}\right) = 0 \) and the definition of \( Q \), we have

\[
g(\lambda) = -\lambda^{m-1}Q'\left(\frac{1}{\lambda}\right) = -\frac{(m + 1)}{\lambda}\lambda^{m-1}P\left(\frac{1}{\lambda}\right) = -2\lambda^{m-1}P\left(\frac{1}{\lambda}\right) = -2\hat{P}(\lambda).
\]

To prove the latter assertion, we write \( Z(r) = \lambda + rG(r) \) for some analytic function \( G \) on \((0, 1)\). It is clear that \( G < 0 \) on \((0, 1)\). We only need to show \( \lim_{r \to 0^+} G(r) = 0 \). For that, we substitute \( Z = \lambda + rG \) and \( \hat{Q} = (Z - \lambda)g(Z) = rG(r)g(Z) \) into the ODE in (2.6) to get

\[
\frac{G'}{G} = - \frac{\hat{P} + g}{rP} \quad \text{on} \quad (0, 1).
\]

By the first part of the lemma, \( \lim_{r \to 0^+} \frac{\hat{P} + g}{P} = -1 \). Consequently, \( \frac{d\ln(-G)}{dr} \geq \frac{2}{r} \) on \((0, \delta)\) for some positive constants \( c \) and \( \delta \). This implies \( \lim_{r \to 0^+} G(r) = 0 \).

Lemma 2.10. Write \( Z(r) = \lambda + r^2W(r) \). It holds that \( W < 0 \) on \((0, 1)\), and \( a = \lim_{r \to 0^+} W(r) \) exists and is a negative real number.

Proof of Lemma 2.10: We only need to prove the second assertion. By assumption, \( \hat{Q}(Z) = (Z - \lambda)g(Z) = r^2W(r)g(Z) \). Substituting this and \( Z = \lambda + r^2W \) into the ODE in (2.6), we get

\[
W' = -\frac{2\hat{P}(Z) + g(Z)}{rP}W = -\frac{2\hat{P}(\lambda + rG) + g(\lambda + rG)}{rP}W \quad \text{on} \quad (0, 1).
\]
Note $2\hat{P}(\lambda + rG) + g(\lambda + rG)$ is a polynomial in $rG$, whose constant term equals $2\hat{P}(\lambda) + g(\lambda) = 0$ by Lemma 2.9. Again by Lemma 2.9, $G(r) \to 0$ as $r \to 0^+$. Consequently, $f(r) := \frac{2\hat{P}(\lambda + rG) + g(\lambda + rG)}{r\hat{P}(\lambda + r^2T)}$ extends to a continuous function on $[0, 1]$. Then by (2.7) we have

$$\ln(-W(r)) = \ln(-W(1)) - \int_0^1 f(t)dt = \ln(\lambda) - \int_0^1 f(t)dt$$

Consequently, $a = \lim_{r \to 0^+} W(r)$ exists and is a negative real number. □

**Lemma 2.11.** There exists a unique real analytic function $T_0(r)$ at $r = 0$ satisfying the following initial value problem:

$$T' = -\frac{2\hat{P}(\lambda + r^2T) + g(\lambda + r^2T)}{r\hat{P}(\lambda + r^2T)}T, \quad T(0) = a.$$  

Moreover, the function is even on $(-\epsilon, \epsilon)$ for some small $\epsilon > 0$.

**Remark 2.12.** Note $2\hat{P}(\lambda + r^2T) + g(\lambda + r^2T)$ is a polynomial in $r^2T$, whose constant term equals $2\hat{P}(\lambda) + g(\lambda) = 0$ by Lemma 2.9. Therefore $\frac{2\hat{P}(\lambda + r^2T) + g(\lambda + r^2T)}{r\hat{P}(\lambda + r^2T)}$ is a polynomial in $r$ and $T$.

**Proof of Lemma 2.11:** Note by Remark 2.12, the right hand side of the ODE in (2.8) is real analytic in $r, T$ in a neighborhood of $(0, a)$. Therefore the existence and uniqueness of the solution, as well as its real analyticity, follow from elementary ODE theory. Note if $T_0$ is a solution to the initial value problem (2.8), then so is $T_0(-r)$. By uniqueness of the solution, $T_0$ is an even function. □

Let $T_0 : (-\epsilon, \epsilon) \to \mathbb{R}$ be as in Lemma 2.11. Write $Z(r) = \lambda + r^2W(r)$ as in Lemma 2.10. Note $W$ and $T_0$ are both continuous functions on $[0, \epsilon)$ satisfying the following ODE and the Cauchy data:

$$T' = -\frac{2\hat{P}(\lambda + r^2T) + g(\lambda + r^2T)}{r\hat{P}(\lambda + r^2T)}T \text{ on } (0, \epsilon), \quad T(0) = a.$$  

**Lemma 2.13.** We have $W = T_0$ on $[0, \epsilon)$.

**Proof of Lemma 2.13:** This follows from basic ODE theory. For the convenience of readers, we sketch a proof. Write $\psi(r,T)$ for the right hand side of the ODE in (2.9). Recall $\psi(r,T)$ is real analytic in a neighborhood of $(r, T) = (0, a)$. Pick a small neighborhood $U$ of $(0, a)$ and a positive constant $L$ such that

$$|\psi(r, T_1) - \psi(r, T_2)| \leq L|T_1 - T_2| \text{ for } (r, T_1), (r, T_2) \in U.$$  

By making $\epsilon$ smaller if necessary, we can assume $(r, W(r)), (r, T_0(r)) \in U$ whenever $r \in [0, \epsilon)$. Then for $x \in [0, \epsilon),$

$$|W(x) - T_0(x)| \leq \int_0^x |\psi(t, W(t)) - \psi(t, T_0(t))|dt \leq \int_0^x L|W(t) - T_0(t)|dt.$$  

Then by the integral form of the Grönwall lemma, we have $W = T_0$ on $[0, \epsilon)$. □

We now continue the proof of Proposition 2.7. Let $\lambda, T_0$ be as above and set $\Psi = \lambda + r^2T_0$. Then $\Psi$ is a real analytic even function on $(-\epsilon, \epsilon)$. Moreover, $\Psi = Z$ on $[0, \epsilon)$. Therefore we can glue $Z$ with $\Psi$, and then apply the even extension to obtain a real analytic function on $[-1, 1]$, which we still denote by $Z$. It is clear that this new function $Z$ still satisfies the ODE in (2.6). Moreover, since $a = W(0) < 0$, we see $Z''(0) < 0$. This proves part (1) of Proposition 2.7.

We now prove part (2) of Proposition 2.7. First by the definition of $\phi$ and the properties of $Z$ in part (1), it is clear that $\phi$ is real analytic and even on $[-1, 1]$, and $\phi > 0$ on $(-1, 1)$ and $\phi(1) = 0$. The latter assertion in part (2) can be proved identically as Proposition 2.1.
This finishes the proof of Proposition 2.7. □

We are now ready to prove Theorem 1.4. Choose a coordinate chart \((D, z)\) of \(M\) together with a frame \(e_L\) of \(L\) over \(D\). Writing \(\pi : L \to M\) for the canonical fiber projection, we have

\[
\pi^{-1}(D) = \{\xi e_L(z) : (z, \xi) \in D \times \mathbb{C}\}.
\]

Under this trivialization, \(D(L)\) and \(S(L)\) can be written as follows locally over \(D\),

\[
D(L) \cap \pi^{-1}(D) = \{W = (z, \xi) \in D \times \mathbb{C} : |\xi|^2 H(z, \overline{z}) < 1\},
\]

\[
S(L) \cap \pi^{-1}(D) = \{W = (z, \xi) \in D \times \mathbb{C} : |\xi|^2 H(z, \overline{z}) = 1\}.
\]

Here \(H(z) = H(z, \overline{z}) = |e_L(z)|_\overline{H}^2\). In the local coordinates, we write \(g = (g_{\overline{\gamma}})\) on \(D\). By the definition of \(g\), we have \(g_{\overline{\gamma}} = \frac{\partial^2 \log H}{\partial z \partial \overline{z}}\). Write \(G(z) = G(z, \overline{z}) = \det(g_{\overline{\gamma}}) > 0\). In the local coordinates, the Kähler form \(\tilde{\omega}\) in Theorem 1.4 is given by \(\tilde{\omega} = -i\tilde{\partial}\tilde{\partial} \log u\), where \(u = (GH)^{-\frac{1}{m+1}} \phi(\xi|H^{1/2}(z))\) and \(\phi\) is given by part (2) of Proposition 2.7. By the properties of \(\phi\), \(u\) is real analytic in a neighborhood of \(\overline{D(L)} \cap \pi^{-1}(D)\). By the identical proof as in Proposition 2.5, we can show \(u = 0\) on \(S(L) \cap \pi^{-1}(D)\) and \(J(u) = 1\) on \(D(L) \cap \pi^{-1}(D)\).

Since \(J(u) = 1\), equivalently, \(\det((-\log u)_{\overline{\gamma}})\) is arbitrarily chosen, we conclude \(\tilde{g}\) is a Kähler–Einstein metric in \(D(L)\).

It remains to prove \(\tilde{g}\) gives a complete metric on \(D(L)\). By the Hopf-Rinow theorem, it suffices to show \((D(L), \tilde{g})\) is geodesically complete. Let \(\gamma : [0, a) \to D(L)\) be a non-extendible geodesic in \(D(L)\) of unit speed with respect to \(\tilde{g}\). We only need to show that \(a = +\infty\), equivalently that \(\gamma\) has infinite length. For that, we first establish the following lemma.

**Lemma 2.14.** The metric \(\tilde{g} \geq \frac{1 - \lambda}{m+1} \pi^*(g)\) in \(D(L)\).

**Proof of Lemma 2.14:** Fix a coordinate chart \((D, z)\) of \(M\) together with trivialization of \(L\) over \(D\). Let \(Z\) be as in Proposition 2.7 and let \(y(r) = \frac{1}{Z(r)}\). Under the coordinates of \(\pi^{-1}(L)\), as in § 2.1, we write \(X = X(W) := |\xi|^2 H_{1/2}(z)\) and \(Y = Y(W) := \frac{2}{m+1} - \frac{1}{\pi(\varphi)}\varphi(X)\). Similarly as in § 2.1, by (2.5), we have \(Y = y(r)\) for \(r = X\). Furthermore, by Proposition 2.7, \(Y \in \left[\frac{2}{m+1}, \infty\right)\) on \(D(L) \cap \pi^{-1}(D)\).

Since the setup here is the same as in § 2.1, an identical version of Lemma 2.6 still holds. In particular, we have in \(D(L) \cap \pi^{-1}(D)\), writing \(Y' = \frac{\partial Y}{\partial X}\),

\[
\tilde{g}_{\overline{\gamma}} = (-\log u)_{\overline{\gamma}} = -\frac{1}{m+1} R_{\overline{\gamma}} + \frac{Y}{2} g_{\overline{\gamma}} + \frac{Y'}{X} X_i X_j, \quad \text{if } 1 \leq i, j \leq m - 1,
\]

\[
\tilde{g}_{\overline{\gamma}} = (-\log u)_{\overline{\gamma}} = \frac{Y'}{X} X_i X_j, \quad \text{if } i = m \text{ or } j = m.
\]

Recall by Proposition 2.7, \(Z(r)\) is even, real analytic and positive on \([-1, 1]\), \(Z'(r) < 0\) on \((0, 1)\) and \(Z''(0) = 0, Z''(0) < 0\). Note \(g'(r) = -Z^{-2}(r) Z'(r)\). It follows that \(\frac{Y}{X}\) is a real analytic even function on \((-1, 1)\). Furthermore, it is positive on \((-1, 1)\). Consequently, \(\frac{Y}{X}\) is a positive real analytic function in \(D(L) \cap \pi^{-1}(D)\). Finally by (2.10) and (2.11), since \((X_i X_j)\) is semi-positive definite and \(\frac{Y}{X} \geq \frac{1}{m+1}\), we have

\[
\tilde{g}_{\overline{\gamma}} = \left(-\frac{1}{m+1} R_{\overline{\gamma}} + \frac{Y}{2} g_{\overline{\gamma}}\right) \oplus 0 \geq \frac{1}{m+1} \left(-R_{\overline{\gamma}} + g_{\overline{\gamma}}\right) \oplus 0 \text{ on } D(L) \cap \pi^{-1}(D).
\]
By the assumption on the Ricci eigenvalues, we have $R_{ij} \leq \lambda_n g_{ij}$ with $\lambda_n < 1$. Then the lemma follows easily.

Next we write $\hat{\gamma} = \pi(\gamma)$ for the projection of $\gamma$ to $M$ and proceed in two cases:

**Case I:** Assume $\hat{\gamma}$ is not contained in any compact subset of $M$. In this case, since $g$ is complete on $M$, the length $L_g(\hat{\gamma})$ of $\hat{\gamma}$ under the metric $g$ equals $+\infty$. Now by Lemma 2.14 the length $L_{\tilde{g}}(\gamma)$ of $\gamma$ under the metric $\tilde{g}$ satisfies $L_{\tilde{g}}(\gamma) \geq \sqrt{1 + \lambda_n} L_g(\hat{\gamma})$. Therefore it also equals $+\infty$. Hence $a = +\infty$.

**Case II:** Assume $\hat{\gamma}$ is contained in some compact subset $K$ of $M$. Note for any sequence $\{t_i\}_{i \geq 1}$ with $t_i \to a$, we must have $|\gamma(t_i)| \to 1$. Otherwise, by passing to subsequence, $\gamma(t_i)$ converges in $D(L)$, which contradicts the assumption that $\gamma$ is non-extendible. Consequently, there exist some small $\epsilon > 0$ and some $0 < t_0 < a$ such that $\gamma([t_0, a)) \subseteq W_\epsilon := \{w \in D(L) : \pi(w) \in K, |w|_h > \epsilon\}$.

Again by the assumption on the Ricci eigenvalues, we have $\text{Ric} \leq \lambda_n g \leq g$. Then by (1.4), we have in $D(L)$,

$$\omega(w, \overline{w}) = \omega_1(w, \overline{w}) := -i\partial \overline{\partial} \log |w|_h.$$ 

Define a function $\psi : L \to \mathbb{R}$ by $\psi(w) := |w|_h^2 - 1$. Then by the well-known Grauert’s observation, $\psi$ is strictly plurisubharmonic at every point $w \in L$ with $|w|_h > 0$. Moreover, $\psi$ is a defining function of $S(L)$.

Write $\varphi(w) = \phi(|w|_h)$. Recall $\phi(1) = 0, \phi'(1) < 0$, and $\phi > 0$ on $(-1, 1)$. Hence $\varphi = (-\psi)\mu$ for some positive smooth function $\mu$ in a neighborhood of $W_\epsilon$. By page 509 of Cheng–Yau [6], it proves $\Psi := \log \frac{1}{(-\psi)}$ has bounded gradient with respect to $\omega_0 = i\partial \overline{\partial} \Psi$. More precisely, $|\nabla \Psi|_{\omega_0} \leq 1$ in $W_\epsilon$.

Here the gradient is taken with respect to $\omega_0$. Note in any coordinates chart, we have

$$\Psi_{w_i} = \frac{1}{(-\psi)} \psi_{w_i} + \frac{1}{(-\psi)} \psi_{w_i} \geq \frac{1}{(-\psi)} \psi_{w_i}.$$ 

Therefore $\omega_0 \geq \frac{1}{(-\psi)} i\partial \overline{\partial} \psi$. Write $\kappa := \log \frac{1}{\mu}$. By the compactness of $W_\epsilon$ and the positivity of $i\partial \overline{\partial} \psi$, we see $i\partial \overline{\partial} \psi \geq -ci\partial \overline{\partial} \kappa$ in $W_\epsilon$ for some positive constant $c > 0$. Consequently, when $\frac{1}{(-\psi)}$ is large enough, we have $\omega_0 > 4(-i\partial \overline{\partial} \kappa)$. Hence we can find $M > 0$ such that in $V_M := \{z \in W_\epsilon : \Psi(z) > M\}$, it holds that $\omega_0 > 4(-i\partial \overline{\partial} \kappa)$. This implies $\omega_1 = -i\partial \overline{\partial} \log \varphi = \omega_0 + (i\partial \overline{\partial} \kappa) > \frac{3}{4} \omega_0$ in $V_M$. Consequently, $|v|_{\omega_0} \geq \frac{\sqrt{3}}{2} |v|_{\omega_0}$ for any tangent vector $v$.

Next we choose a sequence $\{t_j\}_{j \geq 1}$ such that all $t_j \geq t_0, t_j \to a$, and $\gamma(t_j) \in O_j := \{z \in W_\epsilon : \Psi(z) > 2^j\}$. Then for any $j$ large enough, it holds that $O_{j-2} \subset V_M$. Moreover, we can find some $0 < t_j^* < t_j$ such that $\gamma((t_j^*, t_j)) \subset O_{j-1}$ and $\Psi(\gamma(t_j^*)) = 2^{j-1}$. Then we have

$$\int_0^{t_j} |\gamma'(t)|_{\omega_0} dt \geq \int_{t_j^*}^{t_j} |\gamma'(t)|_{\omega_0} dt \geq \frac{\sqrt{3}}{2} \int_{t_j^*}^{t_j} |\gamma'(t)|_{\omega_0} dt$$

$$\geq \frac{\sqrt{3}}{2} \int_{t_j^*}^{t_j} |\nabla \Psi, \gamma'(t)|_{\omega_0} dt = \frac{\sqrt{3}}{2} \int_{t_j^*}^{t_j} \frac{d}{dt}(\Psi \circ \gamma(t)) dt = \Psi \circ \gamma(t_j) - \Psi \circ \gamma(t_j^*) > 2^{j-1}.$$ 

This proves $\gamma$ has infinite length and thus $a = +\infty$.

Therefore in any case, $a = +\infty$. This proves the completeness of the metric $\tilde{g}$. The uniqueness of a complete Kähler–Einstein metric of negative curvature is well-known and follows from Yau’s Schwarz Lemma [33]. This finishes the proof of Theorem 1.4.

**Remark 2.15.** Proposition 1.8 shows that in Theorem 1.4 the assumption that all Ricci eigenvalues are strictly less than 1 cannot be relaxed. On the other hand, it remains interesting to see whether
the constancy assumption on the Ricci eigenvalues can be dropped. More precisely, let $M$ be a complex manifold and $(L, h)$ be a negative line bundle over $M$. Assume the Kähler metric $g$ induced by the dual bundle $(L^*, h^{-1})$ is complete on $M$. Assume at every point $p \in M$, the Ricci eigenvalues of $(M, g)$ are all strictly less than one. Does the disk bundle $D(L) = \{w \in L : |w|_h < 1\}$ admit a complete Kähler–Einstein metric with negative Ricci curvature?

2.3. Proof of Proposition 1.8. In this section, we prove Proposition 1.8. By Theorem 1.4, it suffices to prove the “only if” implication. For that, we let $(L, h)$ be as in the assumption of Proposition 1.8, such that $D(L)$ admits a complete Kähler–Einstein metric with negative Ricci curvature, and we will prove $\lambda < 1$. Set

$$L_0 := \{([Z], \xi Z) : \xi \in \mathbb{C} \text{ and } Z \in \mathbb{C}^{n+1} \setminus \{0\}\} \subset \mathbb{CP}^n \times \mathbb{C}^{n+1},$$

which is the tautological line bundle over $\mathbb{CP}^n$. Let $h_0$ be the Hermitian metric on $L_0$ defined by

$$h_0(\xi Z) := |\xi Z|^2 \quad \text{for any } ([Z], \xi Z) \in L_0.$$  

Then $\omega_0 := -c_1(L_0, h_0) = i\partial \bar{\partial} \log h_0$ induces the Fubini-Study metric $g_0$ on $\mathbb{CP}^n$, which satisfies the Kähler–Einstein equation $\text{Ric}(\omega_0) = (n + 1)\omega_0$.

Note that the automorphism group $\text{Aut}(\mathbb{CP}^n)$ is $\text{PGL}(n + 1)$. For any $f \in \text{Aut}(\mathbb{CP}^n)$, there exists some $A \in \text{GL}(n + 1)$ such that $f([Z]) = [ZA]$. Note $f$ naturally induces a bundle isomorphism $F : L_0 \to L_0$, depending on the choice of $A$,

$$F([Z], \xi Z) = ([ZA], \xi Z A).$$

In particular, if $A \in U(n + 1)$, then $f$ is an isometry of $(\mathbb{CP}^n, g_0)$ and $F$ is an isometry of $(L_0, h_0)$. More generally, every $f \in \text{Aut}(\mathbb{CP}^n)$ also induces an automorphism of $L_0^k$ given by

$$(2.12) \quad F([Z], \xi Z \otimes Z \cdots \otimes Z) = ([Z], \xi Z A \otimes Z A \cdots \otimes Z A).$$

In addition, if $A \in U(n + 1)$, then $F$ is an isometry of $(L_0^k, h_0^k)$.

Since the Picard group of $\mathbb{CP}^n$ is generated by the tautological line bundle $L_0$, we can assume, up to isomorphism, $L = L_0^k$ for some positive integer $k$. Now we have two Hermitian metrics, $h$ and $h_0$, on $L$. Their induced metrics on $\mathbb{CP}^n$, $g$ and $k g_0$, respectively satisfy

$$\text{Ric}(\omega) = \lambda \omega \quad \text{and} \quad \text{Ric}(k \omega_0) = \frac{n + 1}{k} (k \omega_0).$$

Here $\omega$ denotes the Kähler form of $g$. Since $[\text{Ric}(\omega)] = [\text{Ric}(k \omega_0)] = c_1(\mathbb{CP}^n)$ and $[\omega] = [k \omega_0] = c_1(L)$, we have $\lambda = \frac{n + 1}{k}$.

By the uniqueness of the complete Kähler–Einstein metric on $\mathbb{CP}^n$, there exists some $f \in \text{Aut}(\mathbb{CP}^n)$ such that $k g_0 = f^* g$. By a standard argument in Kähler geometry, up to a bundle isometry, we can just assume $(L, h) = (L_0^k, h_0^k)$, and $g = k g_0$. In this case, the isometry group of $(\mathbb{CP}^n, g)$ is $\text{PU}(n + 1)$, which acts transitively on $\mathbb{CP}^n$.

Suppose $D(L)$ admits a complete Kähler–Einstein metric of negative Ricci curvature. Write its Kähler form as $\tilde{\omega}$. By rescaling the metric, we can assume $\text{Ric}(\tilde{\omega}) = -(n + 2)\tilde{\omega}$. Set $U_0 := \{[Z_0, Z_1, \cdots, Z_n] \in \mathbb{CP}^n : Z_0 \neq 0\} \subset \mathbb{CP}^n$. Let $z = (z_1, \cdots, z_n)$ be the local affine coordinates of $\mathbb{CP}^n$ on $U_0$, that is, $z_j = Z_j/Z_0$ for $1 \leq j \leq n$. Under the local trivialization of $L$ on $U_0$:

$$([1, z], (1, z) \otimes \cdots \otimes (1, z)) \to (z, \xi) \in U_0 \times \mathbb{C},$$
Given any biholomorphism $\phi$ on $\pi^{-1}(U_0)$, for simplicity, we also denote $\pi^{-1}(U_0)$.

Set $u = (\det(g_{ij}))^{-(n+2)}$. Since $\tilde{\omega}$ is Kähler-Einstein, $u$ is real analytic on $\pi^{-1}(U_0) \cap D(L)$ (cf. Theorem 6.1 in [11]). We write the Kähler–Einstein condition in terms of $u$:

$$-\partial_i \partial_j \log u^{-(n+2)} = -(n+2) \tilde{g}_{ij}. \tag{2.13}$$

By taking the determinant, we get

$$\det((-\log u)_{ij})_{1 \leq i, j \leq n+1} = u^{-(n+2)}. \tag{2.14}$$

Given any biholomorphism $F : D(L) \to D(L)$, by the uniqueness of negatively curved complete Kähler–Einstein metric, we have $F^* \tilde{\omega} = \tilde{\omega}$. This yields $F^* \omega^{n+1} = \omega^{n+1}$, and in local coordinates this writes into

$$u(F(z, \xi)) | \det JF(z, \xi)|^{-\frac{n+2}{n+1}} = u(z, \xi) \quad \text{if} \quad (z, \xi), F(z, \xi) \in \pi^{-1}(U_0) \cap D(L), \tag{2.15}$$

where $JF$ is the Jacobian matrix.

We will use this transformation relation to simplify $u$. Consider the $S^1$ action on $D(L)$. That is, for any $\theta \in [0, 2\pi)$, we have an associated biholomorphism $R_\theta : D(L) \to D(L)$ defined by

$$R_\theta([Z], \xi Z \otimes Z \cdots \otimes Z) = ([Z], e^{i\theta} \xi Z \otimes Z \cdots \otimes Z).$$

In local coordinates $(z, \xi)$, $R_\theta(z, \xi) = (z, e^{i\theta} \xi)$, and the determinant of the Jacobian of $R_\theta$ equals $e^{i\theta}$. We let $F = R_\theta$ in (2.15) to obtain

$$u(z, \xi) = u(z, |\xi|) \quad \text{for any} \quad (z, \xi) \in \pi^{-1}(U_0) \cap D(L). \tag{2.16}$$

Let $f$ be an isometry of $(\mathbb{C}P^n, \omega_0)$. Recall that $f$ induces a bundle isometry $F$ as in (2.12). In particular, $F$ is a biholomorphism on $D(L)$. Since $\text{Iso}(\mathbb{C}P^n, \omega_0) = \text{PU}(n+1)$, $f$ is rational. Thus there exists a complex variety $E$, depending on $f$, such that $f|_{U_0 \setminus E}$, which we still denote by $f$, gives a holomorphic rational map from $U_0 \setminus E \to U_0$. Moreover, the induced bundle isometry $F$ can be written as follows for some linear function $p$ in $z$:

$$F(z, \xi) = (f(z), \xi p(z)^k) \quad \text{on} \quad \pi^{-1}(U_0 \setminus E) \cap D(L).$$

To apply the transformation relation (2.15) to the above map $F$, we need to compute $|\det Jf|$ and $|\det JF|$. Since $f \in \text{Iso}(\mathbb{C}P^n, \omega_0)$, $f$ preserves the volume form $\frac{\omega^n}{n!}$. Note that on $U_0$,

$$\frac{\omega_0^n}{n!} = \frac{1}{(1 + |z|^2)^{n+1}} i^n dz_1 \wedge d\bar{z}_1 \wedge \cdots \wedge dz_n \wedge d\bar{z}_n. \tag{2.17}$$

Thus,

$$\frac{|\det Jf(z)|^2}{(1 + |f(z)|^2)^{n+1}} = \frac{1}{(1 + |z|^2)^{n+1}} \quad \text{for any} \quad z \in U_0 \setminus E. \tag{2.18}$$

Note that the Hermitian metric of $L$ is $h_0^k$ and

$$h_0^k(\xi(1, z) \otimes \cdots \otimes (1, z)) = |\xi|^2 (1 + |z|^2)^k.$$

Since $F$ preserves this Hermitian metric, we have

$$|\xi|^2 (1 + |z|^2)^k = |\xi|^2 |p(z)|^{2k} (1 + f(z))^k.$$
Thus,
\[(2.19) \quad |p(z)|^2 = \frac{1 + |z|^2}{1 + |f(z)|^2} \quad \text{for any } z \in U_0 \setminus E.\]

By (2.18) and (2.19), we obtain
\[|\det(JF)(z)| = |\det(Jf)(z)| \cdot |p(z)|^k = \left(\frac{1 + |f(z)|^2}{1 + |z|^2}\right)^{\frac{n+1-k}{2}}.\]

Now we can rewrite (2.15) into
\[u(F(z, \xi)) \cdot \left(\frac{1 + |f(z)|^2}{1 + |z|^2}\right)^{n+1-k} = u(z, \xi).\]

Since \(\text{Iso}(\mathbb{CP}^n, \omega_0)\) acts transitively on \(\mathbb{CP}^n\), for any \(z \in U_0\) we can choose some \(f \in \text{Iso}(\mathbb{CP}^n, \omega_0)\) such that \(f(z) = 0\). Therefore, we get
\[u(z, \xi) = u(0, \xi p(z)^k) \cdot \left(\frac{1}{1 + |z|^2}\right)^{\frac{n+1-k}{n+2}}.\]

By (2.16) and (2.19), we simplify it into
\[(2.20) \quad u(z, \xi) = u(0, |\xi| (1 + |z|^2)^k) \cdot \left(\frac{1}{1 + |z|^2}\right)^{\frac{n+1-k}{n+2}}.\]

We denote
\[G(z) := \frac{k^n}{(1 + |z|^2)^{n+1}}, \quad H(z) := h((1, z) \otimes \cdots \otimes (1, z)) = (1 + |z|^2)^k.\]

Note that by (2.17), \(G(z)\) is the determinant of the metric \(g = k g_0\). By writing \(X := |\xi| H^{\frac{1}{2}}\), the equation (2.20) is reduced to
\[u(z, \xi) = k^{\frac{n}{n+2}} u(0, X) (GH)^{-\frac{1}{n+2}}.\]

Let \(\phi(r) = k^{\frac{n}{n+2}} u(0, r)\) for \(r \in (-1, 1)\). Then \(\phi\) is a positive, real analytic, even function (see (2.16)).

We rewrite \(u\) into
\[u(z, \xi) = \phi(X) (GH)^{-\frac{1}{n+2}}.\]

We shall reduce the complex Monge-Ampère equation (2.14) on \(u\) into an ODE on \(\phi\). Set
\[(2.22) \quad y(r) := \frac{2}{n + 2} - \frac{r \phi'(r)}{\phi(r)}.\]

By the same computation as in Lemma 2.6, we have
\[\left(- \log u\right)_{\bar{\jmath} j} = \begin{cases} \frac{1}{n + 2} R_{ij} + \frac{Y}{2} g_{ij} + \frac{Y'}{X} X_i X_j & \text{if } 1 \leq i, j \leq n, \\ \frac{Y'}{X} X_i X_j & \text{if } i = n + 1 \text{ or } j = n + 1, \end{cases}\]

where \(Y = y|_{r=X}, \ Y' = y'|_{r=X}, \ X_i = \frac{\partial X}{\partial z_i} \) for \(1 \leq i \leq n + 1\) \((\xi = z_{n+1})\) and \(X_j\) is defined similarly as in Lemma 2.6; \(g = \sum g_{ij} dz_i \otimes d\overline{z}_j\) and \(R_{ij}\) is the Ricci curvature of \(g\). Moreover,
\[\det\left((- \log u)_{\bar{\jmath} j}\right)_{1 \leq i, j \leq n + 1} = \frac{P(Y) Y'}{2^{n+2} X} GH,\]

where
\[P(Y) = \det(Y I_n - \frac{2}{n + 2} \text{Ric}(g) \cdot g^{-1}) = (Y - \frac{2\lambda}{n + 2})^n.\]
Therefore, the complex Monge–Ampère equation (2.14) now writes into
\[ P(Y)Y' = 2^{n+2}X\phi(X)^{-(n+2)}GH. \]
After simplification, we obtain
\[ P(Y)Y' = 2^{n+2}X\phi(X)^{-(n+2)} \quad \text{for any } X \in (0, 1). \]
That is,
\[ P(y)y' = 2^{n+2}r\phi(r)^{-(n+2)} \quad \text{for any } r \in (0, 1). \]
Note that \( \phi(r) \) and \( y(r) \) are both real analytic on \((-1, 1)\). It follows that
\[ P(y)y' = 2^{n+2}r\phi(r)^{-(n+2)} \quad \text{for any } r \in (-1, 1). \]

We observe the following properties of function \( y(r) \).

**Lemma 2.16.** \( y = y(r) \) satisfies (1) \( y'(0) = 0 \); (2) \( y'(r) > 0 \) for any \( r \in (0, 1) \); and (3) \( \int_\varepsilon^1 y'(r)dr = +\infty \) for any \( \varepsilon \in (0, 1) \). In particular, \( y \) is an increasing function on \((0, 1)\) and \( \lim_{r \to 1^-} y(r) = +\infty \).

**Proof.** Since \( \phi(r) \) is an even function on \((-1, 1)\), by (2.22), \( y(r) \) is also an even function on \((-1, 1)\). Thus, \( y'(0) = 0 \). Next, note that \( (\log(\frac{1}{u}))_{ij} \) is positive definite by the Kähler–Einstein condition (2.13). Thus,
\[ (\log(\frac{1}{u}))_{n+1,n+1} = \frac{Y'}{X^n}X_{n+1}^2 \frac{Y'H}{4X} > 0 \quad \text{for } X \in (0, 1). \]
Therefore, \( y' > 0 \) on \((0, 1)\). To prove (3), we consider a curve \( \gamma(t) = (0, \ldots, 0, t) \in \pi^{-1}(U_0) \cap D(L) \) for \( t \in (\varepsilon, 1) \). Since \( \hat{\omega} \) is complete, the length of \( \gamma \) with respect to \( \hat{\omega} \) is infinity. Note that on \( \gamma \), \( H = 1 \) and \( X = t \). Thus, by Hölder’s inequality
\[ \infty = \int_\varepsilon^1 |\gamma(t)|_{\hat{\omega}} dt = \sqrt{2} \int_\varepsilon^1 (\frac{y'}{4t})^\frac{1}{2} dt \leq \sqrt{2}(\int_\varepsilon^1 y'dt)^\frac{1}{2} : (\int_\varepsilon^1 \frac{1}{4t} dt)^\frac{1}{2}. \]
Therefore, \( \int_\varepsilon^1 y' = \infty \) for any \( \varepsilon \in (0, 1) \).

We are now ready to prove \( \lambda < 1 \). First, we compare the vanishing order at \( r = 0 \) of both sides in (2.23). Since \( \phi(r) \) is positive on \((-1, 1)\), the vanishing order of the right hand side is 1. Therefore, so is the left hand side. By this fact, since \( y'(0) = 0 \) and \( y(0) = \frac{2}{n+2} \), we must have \( y''(0) \neq 0 \) and
\[ 0 \neq P(y)|_{r=0} = \left( \frac{2}{n+2} - \frac{2\lambda}{n+2} \right)^n. \]
Therefore, \( \lambda \neq 1 \). It remains to rule out the case \( \lambda > 1 \). Assume \( \lambda > 1 \). Since \( y(0) = \frac{2}{n+2} \) and \( y \) is increasing to infinity on \((0, 1)\), there exists some \( r^* \in (0, 1) \) such that \( y(r^*) = \frac{2\lambda}{n+2} \). We let \( r = r^* \) in (2.23) to obtain
\[ 0 = 2^{n+2}r^* \phi(r^*)^{-(n+2)} > 0. \]
This is a contradiction. Hence we must have \( \lambda < 1 \), and this proves Proposition 1.8.

**Remark 2.17.** By using the same argument as above, one can prove the following result: Let \( M = \mathbb{C}P^{n_1} \times \cdots \times \mathbb{C}P^{n_k} \). Let \( \pi_i : M \rightarrow \mathbb{C}P^{n_i} \) be the projection from \( M \) to the \( i \)-th component \( \mathbb{C}P^{n_i} \). Let \( (L_i, h_i) \) be a line bundle over \( \mathbb{C}P^{n_i} \) such that the dual line bundle \( L_i^{-1} \) induces a Kähler–Einstein metric \( g_i \) on \( \mathbb{C}P^{n_i} \). Let \( L, h \) be the line bundle over \( M \) defined by \( (L, h) = \pi_1^*(L_1, h_1) \otimes \cdots \otimes \pi_k^*(L_k, h_k) \). Then the disk bundle \( D(L) \) admits a complete Kähler–Einstein metric with negative Ricci curvature if and only if \( \lambda_i < 1 \) for every \( 1 \leq i \leq k \).
2.4. An interesting case in Theorem 1.4 and proof of Proposition 1.9. A case of particular interest in Theorem 1.4 is when the base manifold $M$ is a bounded domain of holomorphy $D$. Recall that by a result of Mok–Yau [23], given $\lambda < 0$, any bounded domain of holomorphy $D \subseteq \mathbb{C}^n$ admits a unique complete Kähler-Einstein metric $g$ with $\text{Ric}(g) = \lambda g$. Write $z = (z_1, \cdots, z_n)$ for the coordinates of $\mathbb{C}^n$, and $g = \sum g_{\overline{\alpha}} d z_\alpha \otimes d \overline{z_\alpha}$. Write $G(z) = \det(g_{\overline{\alpha}})$. Let $L = D \times \mathbb{C}$ be the trivial line bundle over $D$ and $H = H(z, \overline{z})$ a metric of $L$ with $g_{\overline{\alpha}} = \frac{\partial^2 \log H}{\partial z_\alpha \partial \overline{z_\alpha}}$ (the existence of $H$ is guaranteed by the Kähler–Einstein condition). In this case, the disk bundle $D(L)$ becomes a domain in $\mathbb{C}^m = \mathbb{C}^n \times \mathbb{C}, m = n + 1$,

$$\Omega = D(L) = \{W = (z, \xi) \in D \times \mathbb{C} : |\xi|^2 H(z, \overline{z}) - 1 < 0\}. \tag{2.24}$$

Likewise, $S(L) \subseteq D \times \mathbb{C}$ is defined by $|\xi|^2 H(z, \overline{z}) = 1$. Note all $n$ Ricci eigenvalues of the metric $g$ equal to $\lambda$. By Theorem 1.4, $\Omega$ admits a complete Kähler-Einstein metric $\tilde{g}$ with Ricci curvature equals to $-(m + 1)$. We further use (1.4) to write the metric $\tilde{g}$ in a more concrete way. For that, we first investigate the function $\phi$ given by Proposition 2.7. Writing $\mu = \frac{2\lambda}{m+1}$, the polynomials $P(y), \hat{P}(x), Q(y), \hat{Q}(x)$ in Proposition 2.7 are given by,

$$P(y) = (y - \mu)^n, \quad Q(y) = \frac{m+1}{m}y(y - \mu)^m - \frac{1}{m}(y - \mu)^{m+1} + c;$$

$$\hat{P}(x) = (1 - \mu x)^n, \quad \hat{Q}(x) = \frac{m+1}{m}(1 - \mu x)^m - \frac{1}{m}(1 - \mu x)^{m+1} + cx^{m+1}.$$  

Here $c = -(\frac{2}{m+1})^{m+1}(1 - \lambda)^m(1 + \frac{\lambda}{m})$. It turns out that in this case the ODE considered in Proposition 2.7 can be a lot simplified. Let $\xi(r) = \frac{Z(r)}{1 - \mu Z(r)}$, which defines a real analytic and even function in a neighborhood of $[-1, 1]$. With the change of variables from $Z$ to $\xi$, one can verify that the ODE in (2.6) is reduced to (2.25), and $\phi(r) = 2(\frac{r}{Z(P(Z))})^{\frac{-1}{m+1}} Z = 2(\frac{r}{Z})^{\frac{-1}{m+1}} \xi$. In addition, since $(m + 1)Zr' \phi' + (m + 1 - 2Z)\phi = 0$, we have (2.26) holds. Then Proposition 2.7 and Theorem 1.4 (together with Proposition 2.5) yield Proposition 2.18 and Theorem 2.19, respectively.

**Proposition 2.18.** There exists a unique real analytic function $\xi(r)$ on $J := [-1, 1]$ (meaning it extends real analytically to some open interval containing $J$) such that the following conditions hold:

$$r \xi' = -c \xi^{m+1} + a \xi - 1 \text{ on } J, \quad \xi(1) = 0. \tag{2.25}$$

Here $c$ is as above and $a = -\frac{2\lambda}{m} > 0$. Furthermore, the function $\phi(r) = 2\left(\frac{r}{Z}\right)^{\frac{-1}{m+1}} \xi$ is the function in part (2) of Proposition 2.7. In addition, the following holds:

$$r \xi \phi' + (1 - \alpha \xi) \phi = 0 \text{ with } \alpha = \frac{2(1 - \lambda)}{m+1}. \tag{2.26}$$

**Theorem 2.19.** Let $D \subset \mathbb{C}^n$ be a bounded domain of holomorphy and $g$ be a complete Kähler-Einstein metric on $D$ with some negative Ricci curvature $\lambda$. Let $G, H$ be as above and $\Omega$ be the domain in $\mathbb{C}^m$ as defined in (2.24). Let $\xi$ and $\phi$ be as in Proposition 2.18. Set

$$u(W) = (GH)^{-\frac{1}{m+1}} \phi(\xi|H^\frac{1}{2}(z)). \tag{2.27}$$

Then $u$ is real analytic in $\Omega$, and $\log \frac{1}{u}$ gives a potential function for a complete Kähler-Einstein metric on $\Omega$ with Ricci curvature $-(m + 1)$. In particular, $u$ is the (global) Cheng–Yau solution in $\Omega$. It extends real analytically across the boundary part $S(L)$.

**Remark 2.20.** The ODE (2.25) can be explicitly solved when $\lambda = -m$. In this case, $a = \alpha = 2$ and $c = 0$. A direct computation yields $\xi(r) = \frac{1}{2}r^2, Z(r) = \frac{1-r^2}{2+\mu r^2}$ and $\phi(r) = 1 - r^2$. 


While it seems difficult to solve (2.25) explicitly in general, in this section we will study the rationality of $\xi$ (equivalently, the rationality of $Z$) and find some applications.

**Proposition 2.21.** The following statements are equivalent: (1) $\xi$ is rational; (2) $\phi^{m+1}$ is rational; (3) $\lambda = -m$.

**Proof of Proposition 2.21:** We first prove (1) and (2) are equivalent. By Proposition 2.18, $\phi^{m+1} = \left(\frac{-2}{r}\right)(2\xi)^{m+1}$. Consequently, the rationality of $\xi$ implies that of $\phi^{m+1}$. On the other hand, by (2.26),

$$\frac{1}{r} = \frac{\alpha - r \phi'}{\phi} = \alpha - r \frac{\phi'}{\phi} = \alpha - \frac{r}{m+1} \frac{\phi^{m+1}}{\phi^{m+1}}.$$ 

Hence if $\phi^{m+1}$ is rational, then so is $\xi$. This proves the equivalence of (1) and (2). By Remark 2.20, we see (3) implies (1) and (2). It then suffices to show (1) implies (3). Suppose $\xi$ is rational and write $\xi(r) = \frac{p(r)}{q(r)}$ with $p$ and $q$ coprime. Putting this into the ODE in (2.25), we obtain

$$(2.28) \quad rq^{m-1}(p'q - pq') = -cp^{m+1} + apq^m - q^{m+1}.$$ 

Since $m \geq 2$, we have $q$ divides $p^{m+1}$. But this is only the case when $q$ is constant. Therefore we can assume $q = 1$ and thus $\xi = p$. Since $\xi$ cannot be constant by (2.25), we have the degree of $p$ is at least 1. Then by comparing the degree of both sides of (2.28), we must have $c = 0$, and consequently $\lambda = -m$. This finishes the proof of Proposition 2.21. \hfill $\Box$

We are now ready to prove Proposition 1.9.

**Proof of Proposition 1.9:** Let $D$ be the $n$-dimensional complex unit ball $\{ z \in \mathbb{C}^n : |z|^2 < 1 \}$. Let $m = n + 1$, $\lambda < 0$ and $H = (1 - |z|^2)\frac{p}{n}$. Let $g = \sum g_{ij}dz_i \otimes d\overline{z}_j$ be the induced metric with $g_{ij} = \frac{\partial^2 \log H}{\partial z_i \partial \overline{z}_j}$. It is a well-known fact that $g$ is a complete Kähler-Einstein metric on $D$ with Ricci curvature equals to $\lambda$. In addition, writing $G(z) = \det(g_{ij})$, we have $G = (\frac{1}{\lambda})n \frac{m}{(1 - |z|^2)^m}$. To keep notation simple, we will write $\mu = \mu(n) = (\frac{1}{\lambda})^{2m(n-1)}m$, and thus $\mu^{-1}G = (1 - |z|^2)^{-m}, H = (\mu^{-1}G)^{-\frac{2}{m}}$.

Note the disk bundle $\Omega$ as defined in (2.24) is now reduced to

$$\Omega = \Omega_{\lambda} := \{ W = (z, \xi) \in \mathbb{C}^n \times \mathbb{C} : z \in \mathbb{B}^n, |\xi|^2(1 - |z|^2)^{\frac{m}{n}} < 1 \}.$$ 

Set $p^* = \frac{1}{pm}$. If we pick $\lambda = -\frac{1}{p^*}$, then we have $\Omega_{-\frac{1}{p^*}} = E_p$. Therefore by Theorem 2.19, writing $u(W)$ for the Cheng-Yau solution of $E_p$, we have

$$(2.29) \quad u(W) = \mu\frac{n^*}{n^*+1}\frac{p}{p}\phi(\mu\frac{n^*}{n^*+1}\xi(G(z))) \frac{p}{p}.$$ 

We also recall the Bergman kernel $K$ of $E_p$ was computed by D’Angelo [10]:

$$K(W, \overline{W}) = \sum_{i=0}^{m} c_i \frac{(1 - |z|^2)^{-m+i}}{((1 - |z|^2)^{p} - |\xi|^2)^{1+i}}.$$ 

Here $c_i$ are constants depending on $i, m$ and $p$. Note $(1 - |z|^2)^{\frac{1}{p}} = (\mu^{-1}G)^{-p^*}$. Consequently,

$$K(W, \overline{W}) = \sum_{i=0}^{m} c_i \frac{((\mu^{-1}G)^{-p^*})^{-1+i}}{((\mu^{-1}G)^{-p^*} - |\xi|^2)^{1+i}}$$

$$(2.30) \quad = (\mu^{-1}G)^{1+p^*} \sum_{i=0}^{m} \frac{1}{c_i (1 - (\mu^{-1}G)^{p^*} |\xi|^2)^{1+i}}.$$ 

To establish Proposition 1.9, we only need to show that if the Bergman metric of $E_p$ is Kähler-Einstein, then $p = 1$. For that, we assume the Bergman metric $g_B$ of $E_p$ is Kähler-Einstein and first follow the work of Fu-Wong [15] to compute the volume form of $g_B$. Note a generic boundary
point of $E_p$ is smooth and strictly pseudoconvex (indeed spherical). Fix any strictly pseudoconvex boundary point $W^*$. By using Fefferman’s expansion for the Bergman kernel near $W^*$ and the argument in Cheng–Yau ([6], page 510), we see the Ricci curvature of $g_B$ at $W \in E_p$ tends to $-1$ as $W$ approaches $W^*$. By the Kähler-Einstein assumption, the Ricci curvature of $g_B$ must equal to $-1$. Then by Proposition 1.2 in [15], the determinant of $g_B$ equals the Bergman kernel up to a constant multiple. On the other hand, the volume form of two complete Kähler–Einstein metrics, $((−\log u)\bar{j})$ and $g_B$, on $E_p$ can only differ by a constant multiple. Consequently, we have $u^{-(m+1)}(W) = cK$ for some constant $c > 0$. Combining this with (2.29) and (2.30), we obtain

$$\phi^{-(m+1)}(r) = c \sum_{i=0}^{m} c_i (1 - r^2)^{1+i}. \tag{2.31}$$

This implies $\phi^{m+1}$ is rational. By proposition 2.21, $\lambda = -\frac{1}{p^2} = -m$. That is, $p = 1$. \hfill \square

3. Kähler surface with constant scalar curvature and Proof of Theorem 1.13

3.1. Preliminaries from CR and pseudohermitian geometry. In this section, we briefly review some background materials on the CR and pseudohermitian geometry, which will be used in the proof later. For more details, we refer readers to [31], [20] and [29].

3.1.1 Pseudohermitian geometry. Let $X$ be a smooth orientable manifold of real dimension $2n+1$. An almost CR structure on $X$ is a pair $(H(M), J)$, where $H(M)$ is a subbundle of $TX$ with rank $2n$, and $J$ is an almost complex structure on $H(M)$. We can then decompose $H(M) \otimes \mathbb{C} = T^{1,0}X \oplus T^{0,1}X$, where $J$ acts by $i$ on $T^{1,0}X$ and by $-i$ on $T^{0,1}X = \bar{T}^{1,0}X$. $(X, H(M), J)$ is called a CR manifold if $T^{1,0}X$ satisfies the integrability condition $[T^{1,0}X, T^{1,0}X] \subset T^{1,0}X$.

Since $X$ is orientable and the complex structure $J$ defines an orientation on $H(M)$, the annihilator subbundle $H(M)\perp := \text{Ann}(H(M)) \subset TX$ is also orientable. A section $\theta$ of $H(M)^\perp$ is a real 1-form. If $\theta$ is nowhere vanishing, then we shall refer to such $\theta$ as a contact form for $H(M)$. (The assumption of strict pseudoconvexity below justifies this terminology as $\theta$ will then be a contact form in the classical sense.) A CR structure $(X, H(M), J)$ together with a choice of contact form $\theta$ is referred to as a pseudohermitian structure, a terminology that is explained and motivated below. Let $\omega = d\theta$. Then $\omega(\cdot, J\cdot)$ defines a symmetric bilinear form on $H(M)$. If this symmetric bilinear form is positive definite, then the CR manifold $X$ is said to be strictly (or strongly) pseudoconvex.

The Reeb vector field associated with the contact form $\theta$ is the unique vector field $T$ on $X$ such that $\theta(T) = 1$ and $T \perp d\theta = 0$.

From now on, $(X, H(M), J)$ is always assumed to be a strictly pseudoconvex CR manifold and $\theta$ is a given choice of a contact form. Let $\{Z_1, \cdots, Z_n\}$ be a local frame of $T^{1,0}X$ and $Z_\alpha = Z_\alpha \bar{\alpha}$ for $1 \leq \alpha \leq n$. Then $\{T, Z_1, \cdots, Z_n, Z_\bar{1}, \cdots, Z_\bar{n}\}$ is a local frame of $TX \otimes \mathbb{C}$. We denote the dual frame by $\{\theta, \theta^1, \cdots, \theta^n, \theta^\bar{1}, \cdots, \theta^\bar{n}\}$. Note this is an admissible coframe in the terminology of Webster [30], and $\{\theta^1, \cdots, \theta^n\}$ can be identified with a coframe for $(T^{1,0}X)^\ast$. By the integrability condition and the fact that $T$ is the Reeb vector field, we have

$$d\theta = i g_{\alpha\bar{\beta}} \theta^\alpha \wedge \theta^\bar{\beta},$$

where $g_{\alpha\bar{\beta}}$ is a positive definite Hermitian matrix. The induced Hermitian form on $T^{1,0}X$ is called the Levi form. Some authors refer to the symmetric form in the previous paragraph as the Levi form, but one is the complexification (and restriction to $T^{1,0}X$) of the other so both contain the same information.
Webster introduced the notion of a pseudohermitian structure in [30]. By fixing a contact form $\theta$, he showed that there are uniquely determined 1-forms $\omega_{\alpha}^\beta, \tau^\beta$ on $X$ satisfying

\begin{equation}
\begin{aligned}
d\theta^\beta &= \theta^\alpha \wedge \omega_{\alpha}^\beta + \theta \wedge \tau^\beta, \\
\omega_{\alpha\beta} + \omega_{\beta\alpha} &= dg_{\alpha\beta}, \quad \tau^\alpha \wedge \theta^\alpha = 0,
\end{aligned}
\end{equation}

where the complex conjugate is reflected in the index (e.g., $\bar{\omega}_{\beta\alpha} = \omega_{\bar{\alpha}\bar{\beta}}$), and we have used the Levi form $g_{\alpha\beta}$ to raise and lower the index. These conventions will be also adapted in the following. We can write $\tau^\alpha = A_{\alpha\gamma} \theta^\gamma$ with $A_{\alpha\gamma} = A_{\gamma\alpha}$, and $(A_{\alpha\gamma})$ is called the pseudohermitian torsion. The Tanaka-Webster connection is defined by

$$
\nabla Z_{\alpha} = \omega_{\alpha}^\beta \otimes Z_{\beta}, \quad \nabla Z_{\alpha} = \omega_{\alpha}^\beta \otimes Z_{\beta}, \quad \nabla T = 0.
$$

In the case $(A_{\alpha\gamma})$ all vanish, we say that the Tanaka-Webster connection $\nabla$ is (pseudohermitian) torsion free. By the work of Webster [30] (cf. [29]), the curvature form is given by

$$
\Omega_{\alpha}^\beta := d\omega_{\alpha}^\beta - \omega_{\alpha}^\gamma \wedge \omega_{\gamma}^\beta
$$

$$
= - R_{\mu\alpha\beta}^\gamma \theta^\mu \wedge \theta^\gamma + \nabla^\beta A_{\alpha\gamma} \theta^\gamma \wedge \theta - \nabla_{\alpha} A_{\gamma}^\beta \theta^\gamma \wedge \theta + i \theta^\alpha \wedge \tau^\beta - i \tau^\alpha \wedge \theta^\beta,
$$

where $R_{\mu\alpha\beta}^\gamma$ (equivalently, $R_{\mu\alpha}^\beta$) is the pseudohermitian curvature. Taking trace, we have the pseudohermitian Ricci curvature $R_{\mu\nu} = -R_{\mu\nu\alpha}^\alpha$ and the pseudohermitian scalar curvature $R = R_{\mu\nu\alpha}^\alpha g^{\mu\nu}$.

### 3.1.2 The Fefferman space.

Let $(X, H(M), J)$ be a CR manifold and $\theta$ a choice of contact form, giving the CR manifold a pseudohermitian structure as defined in § 3.1.1. We introduce the canonical line bundle of $X$ as follows:

$$
K := \{ \eta \in \Lambda^{n+1}(X) : V \rarrow \eta = 0 \text{ for any } V \in T^{0,1}X \}.
$$

If $X$ obtains its CR structure from an embedding in a complex manifold $N$, then $K$ is naturally isomorphic to the restriction of the canonical line bundle $K_N$ of $(n + 1, 0)$ forms on $N$.

Let $K^*$ be the canonical line bundle with the zero section deleted. We define an intrinsic circle bundle $F = K^*/R^+$ as the quotient of $K^*$ by the $R^+$ action $\eta \to \lambda \eta$ for any $\lambda \in R^+$. A point in $F$ is an equivalent class $[\eta]$ of $(n + 1, 0)$-forms under multiplication by any $\lambda \in R^+$. We can fix a unique representative $\eta_0$ by imposing the volume normalization condition

\begin{equation}
\begin{aligned}
i\gamma^2 n! \theta \wedge (T \rarrow \eta_0) \wedge (T \rarrow \bar{\eta_0}) &= \theta \wedge d\theta^n.
\end{aligned}
\end{equation}

In an admissible coframe $\{ \theta, \theta^1, \ldots, \theta^n, \bar{\theta}^1, \ldots, \bar{\theta}^n \}$ over an open set $U \subset X$, define $\zeta$ to be

$$
\zeta = (\det g_{\alpha\beta})^{1/2} \theta \wedge \theta^1 \wedge \cdots \wedge \theta^n.
$$

One can verify $\zeta$ is a nonvanishing $(n + 1, 0)$ form on $U$ and satisfies (3.2). Therefore, $\zeta$ serves as a local frame of the circle bundle $F$ over $U$: any point $\eta_0$ of $F$ over $U$ can be expressed as $e^{i\gamma} \zeta$. We will use $\gamma$ as a local fiber coordinate.

The Fefferman metric on $F$ is given in terms of the pseudohermitian invariants by

\begin{equation}
\begin{aligned}
g = g_{\alpha\beta} \theta^\alpha \cdot \theta^\beta + 2 \theta \cdot \sigma,
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\sigma = \frac{1}{n+2} (d\gamma + i \omega_{\alpha}^\alpha - \frac{i}{2} g_{\alpha\beta} g_{\alpha\beta} - \frac{1}{2(n+1)} R \theta).
\end{aligned}
\end{equation}

The Fefferman metric $g$ is a Lorentz metric with signature $(2n + 1, 1)$, and $(F, g)$ is called the Fefferman space. The conformal class of the Fefferman metric is a CR invariant of $(X, H(M), J)$. The reader is referred to, e.g., [20] for more details.
3.1.3 The circle bundle and Kähler geometry. Let \((L, h)\) be a Hermitian line bundle over a complex manifold \(M\) of dimension \(n\). We assume \((L, h)\) is a negative line bundle, that is, \(\omega = -c_1(L, h)\) induces a Kähler form on \(M\). Consider the circle bundle
\[
S(L) = S(L, h) := \{ v \in L : |v|_h = 1 \},
\]
which is a \((2n + 1)\)-dimensional CR manifold. By an observation of Grauert, it is strictly pseudoconvex. Set \(\theta = i \partial \bar{\partial} \log |v|_h^2\), which defines a contact form on \(S(L)\). In this way, we obtain a pseudohermitian structure on the strictly pseudoconvex CR manifold \(S(L)\) with contact form \(\theta\); we shall use the notation \((S(L), \theta)\) for this pseudohermitian structure.

Let \((U, (z^1, \cdots, z^n))\) be a local chart of \(M\) on which we have a local trivialization \(e_L\) of \(L\). If we write 
\[
|e_L|^2 = H(z, \bar{z}),
\]
then locally \(\omega = i \partial \bar{\partial} \log H(z, \bar{z}) := ig_{\alpha \beta} \partial \bar{\partial} z^\alpha \partial \bar{\partial} z^\beta\) with 
\[
g_{\alpha \beta} = \frac{\partial^2 \log H(z, \bar{z})}{\partial z^\alpha \partial \bar{z}^\beta}.
\]

Over \(U\), \(S(L)\) is given by \(\{(z, \xi) \in U \times \mathbb{C} : |\xi|^2 H(z, \bar{z}) = 1\}\) with the contact form \(\theta = i \partial \bar{\partial} \log (|\xi|^2 H)\) and \(d\theta = \omega\). We have a local frame of the complexified tangent bundle \(TS(L) \otimes \mathbb{C}\):
\[
T = i(\xi \frac{\partial}{\partial \xi} - \bar{\xi} \frac{\partial}{\partial \bar{\xi}}), \quad Z_\alpha = \frac{\partial}{\partial z^\alpha} - \bar{\xi} \frac{\partial}{\partial \bar{\xi}}, \quad Z_{\bar{\alpha}} = \bar{Z}_\alpha.
\]
The dual frame is given by
\[
\theta, \quad \theta^\alpha = dz^\alpha, \quad \theta^{\bar{\alpha}} = d\bar{z}^{\bar{\alpha}}.
\]

Let \(\nabla\) be the Tanaka-Webster connection of the pseudohermitian structure induced by \(\theta\). As is well-known in this case, the Tanaka-Webster connection is (pseudohermitian) torsion free (i.e., the pseudohermitian torsion defined in § 3.1.1 vanishes) and the connection (covariant differentiation) is given by
\[
\nabla_T Z_\alpha = 0, \quad \nabla_{\bar{\alpha}} Z_\beta = 0, \quad \nabla_{\bar{\alpha}} Z_\beta = \bar{\Gamma}_{\bar{\alpha} \beta}^{\bar{\gamma}} Z_\gamma,
\]
where \(\bar{\Gamma}_{\bar{\alpha} \beta}^{\bar{\gamma}} = g^{\bar{\gamma} \nu} \frac{\partial g_{\bar{\nu} \bar{\alpha}}}{\partial z^\beta}\) (see more details in [29]). Note that the \(\bar{\Gamma}_{\bar{\alpha} \beta}^{\bar{\gamma}}\) are \(S^1\)-invariant and can be identified with the Christoffel symbol of the Levi-Civita connection of \((M, g)\) (where \(g\) denotes the Kähler metric induced by the Kähler form \(\omega\)).

Let \(\pi : S(L) \to M\) be the natural projection. Then \(\pi_* T = 0, \pi_* Z_\alpha = \frac{\partial}{\partial z^\alpha}\) and \(\pi_* Z_{\bar{\alpha}} = \frac{\partial}{\partial \bar{\xi}}\). Under this map, we can actually identify the Tanaka-Webster connection on the CR tangent bundle \(H(S(L)) \otimes \mathbb{C}\) with the Levi-Civita connection on \(M\). In particular, the Tanaka-Webster connection 1-forms \(\omega_{\bar{\alpha} \beta}\) are identified with the Levi-Civita connection 1-form of \((M, g)\). By the work of Webster [30] (cf. [29]), the pseudohermitian curvatures are given by
\[
R_{\mu \nu \bar{\alpha} \beta} = \frac{\partial^2 g_{\alpha \beta}}{\partial z_\mu \partial \bar{z}_\nu} - g_{\gamma \delta} \frac{\partial g_{\beta \delta}}{\partial z_\nu} \frac{\partial g_{\alpha \gamma}}{\partial z_\mu} = R_{\mu \nu \alpha \beta}^M, \quad R_{\mu \nu} = R_{\mu \nu}^M, \quad R = R^M,
\]
where \(R_{\mu \nu \alpha \beta}^M, R_{\mu \nu}^M\) and \(R^M\) are respectively the (Kähler) Riemannian, Ricci and scalar curvature of \((M, \omega)\). Due to these identities, we can drop the superscript ‘\(M\)’ in the curvature notations of \((M, \omega)\) without causing any ambiguity.

In computations, we shall often use normal coordinates for \(g\) near a given point \(p \in M\), under which we have all connection 1-forms \(\omega_{\alpha \beta}\) vanish at \(p\) (i.e., all Christoffel symbols \(\bar{\Gamma}_{\bar{\alpha} \beta}^{\bar{\gamma}}\) vanish) and
\[
(3.5) \quad (g_{\alpha \beta}(p)) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad (R_{\alpha \beta}(p)) = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix},
\]
where \(\lambda_1\) and \(\lambda_2\) are are the Ricci eigenvalues at \(p\).
3.2. Proof of Theorem 1.13. In this section, we focus on the case of Kähler surfaces \( (n = 2) \) with constant scalar curvature. In this case, we can give an explicit formula of the obstruction function in terms of curvature tensors of the Kähler surface (Theorem 3.1 below), from which Theorem 1.13 will follow immediately.

Let \( K_{\alpha\beta} \) be the trace-modified Ricci curvature tensor defined by 
\[
K_{\alpha\beta} = \frac{1}{4}(R_{\alpha\beta} - \frac{1}{6}Rg_{\alpha\beta}).
\]
We denote \( \Lambda = K_{\alpha\beta}K^{\alpha\beta} \), where the indices are raised up by using \( g^{\alpha\beta} \).

**Theorem 3.1.** If \( (M, g) \) is a Kähler surface with constant scalar curvature, then the obstruction function \( O \) of the circle bundle \( S(L) \) up to a nonzero constant multiple is given by
\[
\Delta^2 \Lambda + R^{\alpha\beta\gamma\delta} \nabla_{\alpha} \nabla_{\beta} \Lambda,
\]
where \( \Delta = g^{\alpha\beta} \nabla_{\alpha} \nabla_{\beta} \) is the (complex) Laplacian on \( M \).

We first sketch the idea to prove Theorem 3.1 here. In the seminal work of Fefferman and Graham [14], they introduced the obstruction tensor \( O_{ij} \) on an even dimensional conformal manifold. The obstruction tensor is a conformally invariant symmetric 2-tensor. Consider a strictly pseudoconvex CR manifold \( X \) with pseudohermitian structure \( (X, \theta) \) and let \( (\mathcal{F}, g) \) be its Fefferman space. In [19], Graham and Hirachi pointed out the relation between the obstruction function \( O \) of \( X \) and the obstruction tensor \( O_{ij} \) of its Fefferman space \( (\mathcal{F}, g) \).

**Theorem 3.2** (Proposition 3.6 in [19]). Let \( \pi: \mathcal{F} \to X \) be the natural projection. Then the pullback of \( \theta^2 \) is the obstruction tensor of \( (\mathcal{F}, g) \) up to a nonzero constant multiple.

In our situation, the CR manifold \( X \) is \( S(L) \) and \( (\mathcal{F}, g) \) is its Fefferman space. Let the local frame \( \{T, Z_\alpha, Z_\pi\} \) on an open neighborhood \( U \subset X \) and its dual frame \( \{\theta, \theta^\alpha, \theta^\pi\} \) be as introduced in §3.1. We shall identify \( \theta, \theta^\alpha, \theta^\pi \) with their pullback \( \pi^* \theta, \pi^* \theta^\alpha, \pi^* \theta^\pi \) on \( \mathcal{F} \) respectively. Putting them together with \( \sigma \) introduced in (3.4), we obtain a local coframe on \( \mathcal{F} \):
\[
(\theta^0, \ldots, \theta^{2n+1}) := (\theta, \theta^1, \ldots, \theta^n, \theta^1, \ldots, \theta^n, \sigma).
\]

By a straightforward computation, this is the dual frame of
\[
(X_0, \ldots, X_{2n+1}) := (N, Y_1, \ldots, Y_n, Y_1, \ldots, Y_n, (n + 2)S),
\]
where \( S \) is the vector field induced by the \( S^1 \) action on \( \mathcal{F} \), and
\[
N = T + \frac{R}{2(n + 1)} S, \quad Y_\alpha = Z_\alpha - \frac{i}{2} g^{\delta\gamma}(Z_\alpha g_{\gamma\delta}) S, \quad Y_\alpha = \overline{Y_\alpha}, \quad 1 \leq \alpha \leq n.
\]

**Remark 3.3.** For any function \( f \) on \( S(L) \), we can lift it to an \( S^1 \)-invariant function \( \pi^* f \) on \( \mathcal{F} \). Then \( X_i, 0 \leq i \leq 2n, \) (i.e., \( N, Y_\alpha, Y_\pi, 1 \leq \alpha \leq n, \)) acting on \( \pi^* f \), respectively, is the same as the lift of \( Tf, Z_\alpha f, Z_\pi f \) to \( \mathcal{F} \). On the other hand, \( X_{2n+1} \) always annihilates \( \pi^* f \). These facts will be often used in the following computations without being explicitly pointed out. We will also identify \( \pi^* f \) with \( f \) when there is no ambiguity.

In this local coframe (3.7), Theorem 3.2 yields that the only possibly nonzero component of the obstruction tensor \( O_{ij} \) is the \( \theta^2 \) component, i.e., \( O_{00} \). Furthermore, under the map \( \pi: S(L) \to M \), the obstruction function \( O \) equals \( O_{00} \) up to a nonzero constant multiple. Therefore, to find \( O \) it suffices to compute \( O_{00} \).

We will use the letters \( i, j, k \) to denote indices ranging between 0 and \( 2n + 1 \), and use Greek letters \( \alpha, \beta, \gamma \) to denote indices ranging between 1 and \( n \). Let \( D \) be the Levi-Civita connection of \( (\mathcal{F}, g) \). Let \( \rho_{ij} \) and \( \rho \) be respectively the Ricci and scalar curvature of \( (\mathcal{F}, g) \). When \( M \) is a Kähler surface
(n = 2), we have dim$_B F = 6$. In this case, Graham and Hirachi [18] gave an explicit formula for the obstruction tensor in terms of certain curvatures and their covariant derivatives.

**Theorem 3.4 ([18]).** When dim$_B F = 6$, one has

\[
O_{ij} = B_{ij;k} - 2W_{kijl}B^{kl} - 4P_k^kB_{ij} + 8P^{kl}C_{(ij)k;l} - 4C^{ik}_jC_{ljk} + 2C_{ijkl}C_{jkl} + 4P_{k;l}C_{(ij)} - 4W_{kijkl}P_{m}P^{ml},
\]

where $W_{ijkl}$ is the Weyl curvature tensor of the Fefferman space $(F, g)$; $P_{ij}, C_{ijk}$ and $B_{ij}$ are respectively the Schouten, Cotton and Bach tensor of $(F, g)$ defined by

\[
P_{ij} = \frac{1}{4}(\rho_{ij} - \rho_{i} g_{ij}), \quad C_{ijk} = P_{ij;k} - P_{ik;j}, \quad B_{ij} = P_{ij;k} - P_{ik;j} - P^{kl}W_{kijl}.
\]

The parentheses in $C_{(ij)k;l}$ and $C_{(ij)}^l$ above indicate symmetrization over the index pair $i, j$: $C_{(ij)k;l} = \frac{1}{2}C_{ij;k;l} + \frac{1}{2}C_{ij;k;l}$, and likewise for $C_{(ij)}^l$.

By Lee’s work [20], the Fefferman metric $g$ on $F$ can be characterized by Webster’s pseudohermitian invariants on $X$. As a result, we can translate the curvature tensors in (3.9), such as the Schouten, Cotton, Weyl and Bach tensors, into the pseudohermitian curvatures on $X$. This process consists of standard, but technical calculations; we will therefore leave it to Appendix § 4. It is worth to mention that every $S^1$-invariant tensor on $F$ can be identified with a tensor on $X$. We shall then express the component $O_{00}$ in terms of the pseudohermitian curvatures. As pointed out in § 3.1, the pseudohermitian curvatures on $X$ can be identified with the corresponding curvatures of the Kähler manifold $(M, \omega)$. This allows us to write $O_{00}$ in terms of the curvatures on $(M, \omega)$ and obtain the desired result in Theorem 3.1. However, a complete computation would $a priori$ be quite laborious. We make a key observation that Theorem 1.1 can be applied to much simplify the process.

Before proving Theorem 3.1, let us set up some notations. Denote by $T = T(R_{\alpha\beta}, g_{\alpha\beta})$ the vector space of all pseudohermitian tensors which are linear combinations of the products of $R_{\alpha\beta}, g_{\alpha\beta}$ and their contractions. For example, all the following terms

\[
R = R_{\alpha\beta}g^{\alpha\beta}, \quad K_{\alpha\beta} = \frac{1}{4}(R_{\alpha\beta} - \frac{1}{6}Rg_{\alpha\beta}), \quad K_{\alpha\beta}^\gamma K_{\alpha\beta}^\gamma, \quad \Lambda = K_{\alpha\beta}K^{\alpha\beta}
\]

are in $T$. Note that neither the full Riemannian curvature $R_{\alpha\beta\gamma\delta}$ nor any covariant derivative of $R_{\alpha\beta\gamma\delta}$ is allowed in $T$. For two tensors $A$ and $B$, we write $A = B + T$ if $A - B \in T$.

Let $\lambda_1 \leq \lambda_2$ be the Ricci eigenvalue functions on $M$. That is, for any $p \in M$, $\lambda_1(p)$ and $\lambda_2(p)$ denote the two eigenvalues of the endomorphism $R_{\alpha\beta}^p : T^1_p M \rightarrow T^1_p M$. Denote by $\mathcal{P} = \mathcal{P}(\lambda_1, \lambda_2)$ the vector space of symmetric polynomials of $\lambda_1$ and $\lambda_2$ (which are well-defined smooth functions on $M$). For example, all of $\lambda_1 + \lambda_2, \lambda_1^2 + \lambda_2^2$ and $\lambda_1\lambda_2$ are elements in $\mathcal{P}$. For another example, the complete contraction of any tensor in $T$ is always in $\mathcal{P}$. This is because we can choose the normal coordinates at a given point $p$ to make (3.5) hold. For two functions $\Phi$ and $\Psi$ on $M$, we write $\Phi = \Psi + \mathcal{P}$ if $\Phi - \Psi \in \mathcal{P}$.

We are in the position to prove Theorem 3.1. In the proof, we will use some results and formulas from Appendix § 4.

**Proof of Theorem 3.1:** We first need the following lemma on the covariant derivative of the Bach tensor on $(F, g)$.

**Lemma 3.5.**

\[
g^{kl}B_{\alpha\beta,kl} = 8\Lambda^2 + 4R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda + \frac{10}{3}R \Delta \Lambda + \mathcal{P}.
\]
Proof. We work with the local frame \( \{ X_0, \cdots, X_{2n+1} \} \) with \( n = 2 \). By (4.1) we have
\[
g^{kl} B_{00,kl} = B_{00,0} B_{00,2n+1} + B_{00,2n+1} B_{00,0} + 2g^{\alpha \beta} B_{00,\alpha \beta} + 2g^{\beta \alpha} B_{00,\beta \alpha}.
\]
Let us compute these four terms one by one. Let \( \Gamma^k_{ij} \) be the Christoffel symbol of the Levi-Civita connection \( \mathcal{D} \) on \( (\mathcal{F}, g) \). Since \( \Gamma^p_{00} = \Gamma^p_{2n+1} = 0 \) for any \( p \) by (4.3), we have
\[
B_{00,0} B_{00,2n+1} = X_{2n+1} B_{00,0} \quad B_{00,2n+1} B_{00,0} = X_0 B_{00,2n+1}.
\]
For the same reason, we also have \( B_{00,0} = 0 \) and \( B_{00,2n+1} = X_{2n+1} B_{00,0} \). By Corollary 4.9 and Remark 3.3, it follows that \( B_{00,0} = 0 \) and thus \( B_{00,0} = B_{00,2n+1} = 0 \).

We note \( g^{\alpha \beta} B_{00,\alpha \beta} \) and \( g^{\beta \alpha} B_{00,\beta \alpha} \) are the conjugate of each other. Thus it is sufficient to compute either one of them. Since the Bach tensor is symmetric,
\[
B_{00,\alpha \beta} = X^\rho_{\beta} B_{00,\alpha} - \Gamma^p_{\beta 0} B_{00,\alpha} - \Gamma^p_{\beta 0} B_{00,p} - \Gamma^p_{\beta 0} B_{00,p} = X_\beta B_{00,\alpha} - 2\Gamma^p_{\beta 0} B_{00,\alpha} - \Gamma^p_{\beta 0} B_{00,p}.
\]
By (4.3) and the fact \( B_{00,0} = B_{00,2n+1} = 0 \), we get
\[
(3.10) \quad B_{00,\alpha \beta} = X_\beta B_{00,\alpha} - 2\Gamma^\mu_{\beta 0} B_{00,\mu} - \Gamma^\mu_{\beta 0} B_{00,\mu} - \Gamma^{2n+1}_{00,\alpha \beta} B_{00,2n+1} = X_\beta B_{00,\alpha} + 2i K_\beta^\gamma B_{00,\gamma}.
\]

To proceed, we need to compute the first order covariant derivatives \( B_{00,\alpha} \) and \( B_{00,\gamma} \). By (4.3),
\[
B_{00,\alpha} = X_\alpha B_{00} - 2\Gamma^\mu_{\alpha 0} B_{00,\mu} = X_\alpha B_{00} - 2i K_\alpha^\mu B_{00,\mu},
\]
\[
B_{00,\gamma} = X_\alpha B_{00,\gamma} - \Gamma^\mu_{\alpha 0} B_{00,\mu} - \Gamma^\mu_{\alpha 0} B_{00,\mu} + \Gamma^\mu_{\alpha \gamma} B_{00,\mu} = X_\alpha B_{00,\gamma} - i K_\alpha^\mu B_{00,\mu} + i^2 g_{\alpha \gamma} B_{00}.
\]
We put these identities back into (3.10) and use Corollary 4.9 to obtain
\[
B_{00,\alpha \beta} = X_\beta (X_\alpha B_{00} - 2i K_\alpha^\mu B_{00,\mu} + 2i K_\alpha^\gamma B_{00,\gamma} + i^2 g_{\alpha \gamma} B_{00}) = X_\beta X_\alpha B_{00} + 2\nabla^\beta K_\alpha^\mu \nabla_\mu \Lambda + 2K_\alpha^\mu \nabla_\mu \Lambda + 2K_\alpha^\gamma \nabla_\gamma \Lambda - K_{\alpha \beta} B_{00} + \mathcal{T}
\]
We shall trace out the index by the Fefferman metric \( g \). Note that \( g^{\alpha \beta} \nabla_\beta K_\alpha^\mu = 0 \) and \( g^{\alpha \beta} K_\alpha^\beta = \frac{1}{6} R \) (see Lemma 4.2). Thus, (4.1) and Corollary 4.9 again we have
\[
g^{\alpha \beta} B_{00,\alpha \beta} = 2g^{\alpha \beta} X_\beta X_\alpha B_{00} + 8K_{\alpha \beta} \nabla_\alpha \nabla_\beta \Lambda - \frac{1}{3} R B_{00} + \mathcal{P}
\]
\[
= 2\Delta (2\Delta \Lambda + (\frac{1}{3} R - \frac{1}{6} g^{\alpha \beta} R \nabla_\alpha \nabla_\beta \Lambda)) + 2(R^{\alpha \beta} - \frac{1}{6} R g^{\alpha \beta}) \nabla_\alpha \nabla_\beta \Lambda - \frac{2}{3} R \Delta \Lambda + \mathcal{P}
\]
\[
= 4\Delta^2 \Lambda + 2R^{\alpha \beta} \nabla_\alpha \nabla_\beta \Lambda + \frac{5}{3} R \Delta \Lambda + \mathcal{P}.
\]
So the result follows from
\[
g^{kl} B_{00,kl} = 2g^{\alpha \beta} B_{00,\alpha \beta} + 2g^{\beta \alpha} B_{00,\beta \alpha} = 8\Delta^2 \Lambda + 4R^{\alpha \beta} \nabla_\alpha \nabla_\beta \Lambda + \frac{10}{3} R \Delta \Lambda + \mathcal{P}
\]
\[
\square
\]
We continue to prove Theorem 3.1. The proof divides into two steps. In the first step, we prove (3.6) holds up to some zero order term, that is,
\[
(3.11) \quad \mathcal{O}_{00} = 8\Delta^2 \Lambda + 8R^{\alpha \beta} \nabla_\alpha \nabla_\beta \Lambda + \mathcal{P}.
\]
Then in the second step, by comparing with some model case which has constant Ricci eigenvalues and applying Theorem 1.1, we conclude the zero order term represented by \( \mathcal{P} \) in the above equation must be identically zero.

Step 1. We first prove (3.11).
We will compute each term of $\mathcal{O}_{00}$ in (3.9) up to some term in $\mathcal{P}$. Since the first term is computed in Lemma 3.5, we shall begin from the second term in (3.9).

- **Computation of $W_{k00}B^{kl}$.**

By (4.1) and (4.14) in the appendix and the symmetry of the Bach tensor, we have

$$W_{k00}B^{kl} = g^{\alpha\beta}g^{\gamma\delta}W_{\alpha00\beta}B_{\gamma\delta} + g^{\alpha\beta}g^{\gamma\delta}W_{\beta00\alpha}B_{\gamma\delta} = 8g^{\alpha\delta}g^{\gamma\delta}W_{\alpha00\beta}B_{\gamma\delta}.$$  

Since $B_{\gamma\delta} \in \mathcal{T}$ by Corollary 4.9 and $W_{\alpha00\beta} \in \mathcal{T}$ by (4.14), it follows that $W_{k00}B^{kl} \in \mathcal{P}$.

- **Computation of $P_k^kB_{00}$.**

By (4.9) and (4.4), we have

$$P_k^kB_{00} = 2\Delta \Lambda + \mathcal{P}.$$  

Therefore, by (4.9), $B_{00} = 2\Delta \Lambda + \mathcal{P}$. Therefore, $P_k^kB_{00} = \frac{2}{3}R\Delta \Lambda + \mathcal{P}$.

- **Computation of $P^{kl}C_{00k,l}$.**

By (4.1), we have

$$P^{kl}C_{00k,l} = P_{ij}C_{00k,l}g^{ji}g^{kl} = P_{00}C_{002n+1,2n+1} + P_{2n+1,2n+1}C_{000,0} + 4P_{\alpha\beta}C_{00\delta\gamma}g^{\alpha\delta}g^{\gamma\beta} + 4P_{\beta\alpha}C_{00\gamma\delta}g^{\alpha\delta}g^{\gamma\beta}.$$  

We need to compute the covariant derivatives of the Cotton tensor. Since $\Gamma_{2n+1,2n+1} = \Gamma_{2n+1,0} = \Gamma_{00} = 0$ for any $p$ by (4.3), we have

$$C_{002n+1,2n+1} = X_{2n+1}C_{002n+1}, \quad C_{000,0} = X_0C_{000}.$$  

By Proposition 4.5 and Remark 3.3, it follows that

$$C_{002n+1,2n+1} = C_{000,0} = 0.$$  

Note that the last two terms of (3.13) are the conjugate of each other. Thus we only need to compute the last one. By (4.3), we have

$$C_{00\gamma,\delta} = X_\delta C_{00\gamma} - \Gamma_{\delta\gamma}^\rho C_{00\rho} - \Gamma_{\delta\gamma}^\rho C_{00\rho} - \Gamma_{\delta\gamma}^\rho C_{00\rho} = X_\delta C_{00\gamma} + iK_{\delta}^\beta C_{\rho\gamma} + iK_{\delta}^\beta C_{\rho\gamma} - \frac{i}{2}g_{\gamma\delta}C_{000} - \frac{i}{2}K_{\gamma\delta}C_{002n+1}.$$  

We further apply Proposition 4.5 and obtain

$$C_{00\gamma,\delta} = \frac{1}{2}X_\delta X_\gamma \Lambda + \mathcal{T}.$$  

Therefore, by (4.9) it follows that

$$4P_{\beta\alpha}C_{00\gamma,\delta}g^{\alpha\delta}g^{\gamma\beta} = K^\gamma\delta X_\delta X_\gamma \Lambda + \mathcal{T} = \frac{1}{4}R^\gamma\delta \nabla_\gamma \nabla_\delta \Lambda - \frac{1}{24}R\Delta \Lambda + \mathcal{T}.$$  

We put it back into (3.13) and get

$$P^{kl}C_{00k,l} = \frac{1}{2}R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda - \frac{1}{12}R\Delta \Lambda + \mathcal{T}.$$  

- **Computation of $C_{0k}^iC_{0i}^{0k}$ and $C_{0k}^{kl}C_{0kl}$.**
Since \( C_{ijk} = 0 \) if at least one of the index is \( 2n + 1 \) by Proposition 4.5, we have
\[
C_k^{0l}C_{0lk} = g^{ik}g^jC_{ij0}C_{0lk} = g^{ik}g^j\gamma^\delta (C_{\alpha 0\gamma}C_{\delta 0\delta} + C_{\beta 0\gamma}C_{\delta 0\alpha} + C_{\alpha 0\delta}C_{\gamma 0\delta} + C_{\beta 0\delta}C_{\gamma 0\alpha}).
\]
By Proposition 4.5 again, \( C_{\alpha 0\beta} = 0 \) and \( C_{\alpha 0\beta} \in \mathcal{T} \). It follows that \( C_k^{0l}C_{0lk} \in \mathcal{P} \). Similarly, we also have
\[
C_0^{kl}C_{0kl} = g^{ik}g^j\gamma^\delta (C_{0\alpha\gamma}C_{0\beta\delta} + C_{0\beta\gamma}C_{0\alpha\delta} + C_{0\alpha\delta}C_{0\beta\gamma} + C_{0\beta\delta}C_{0\alpha\gamma}) \in \mathcal{P}.
\]

**Computation of \( P_{k,l} C_{00} \).**

Since \( P_k = \frac{1}{3}R \) by (3.12) and \( R \) is constant, we have \( P_{k,l} C_{00} = 0 \). Therefore, \( P_{k,l} C_{00} = 0 \).

**Computation of \( W_{k0l} P_{m} P^{ml} \).**

By (4.14) and (4.10), we have
\[
W_{k0l} P_{m} P^{ml} = W_{00\alpha} P_{a} P^{a\beta} + W_{\beta \alpha\alpha} P_{a} P^{a\beta} = W_{00\alpha} P_{a} P^{a\beta} + W_{\beta \alpha\alpha} P_{a} P^{a\beta}.
\]
By (4.14) again and (4.9), it follows that \( W_{00\alpha}, P_{a} \in \mathcal{T} \). Therefore, \( W_{k0l} P_{m} P^{ml} \in \mathcal{P} \).

Now we have done the computations for all terms in \( \mathcal{O}_{00} \). We put them back into (3.9) to obtain
\[
\mathcal{O}_{00} = 8\Delta^2 \Lambda + 4R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda + \frac{10}{3} R \Delta \Lambda - \frac{8}{3} R \Delta \Lambda + 4R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda - \frac{2}{3} R \Delta \Lambda + \mathcal{P}
\]
\[
= 8\Delta^2 \Lambda + 4R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda + \mathcal{P}.
\]
Thus (3.11) is proved. Consequently, \( \mathcal{O}_{00} - 8\Delta^2 \Lambda - 8R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda = P \) for some \( P \in \mathcal{P} \).

**Step 2.** We then show \( P = 0 \).

Given \( \lambda \in \mathbb{R} \), let \( \Delta_\lambda \) be the unit disk \( D(0,1) \subset \mathbb{C} \) endowed with Kähler metric
\[
\omega_\lambda = \begin{cases} 
\frac{2}{\lambda} i\partial \overline{\partial} \log(1 + |z|^2) & \text{when } \lambda > 0 \\
\frac{1}{2} i\partial \overline{\partial} |z|^2 & \text{when } \lambda = 0 \\
\frac{2}{\lambda} i\partial \overline{\partial} \log(1 - |z|^2) & \text{when } \lambda < 0.
\end{cases}
\]
Then \( \Delta_\lambda \) has constant Gauss curvature \( \lambda \). Given \( a, b \in \mathbb{R} \), \( \Delta_a \times \Delta_b \) is a Kähler surface with constant Ricci eigenvalues \( a \) and \( b \). By Theorem 1.1, its circle bundle is obstruction flat. On the other hand, by Step 1 of the proof, we know the obstruction tensor is in the form of (3.11). Since \( \Lambda \) is a constant in this case,
\[
0 = \mathcal{O}_{00} = P(a,b) \quad \text{for any } a, b \in \mathbb{R}.
\]
Thus we must have \( P \equiv 0 \) and \( \mathcal{O}_{00} = 8\Delta^2 \Lambda + 8R^{\alpha\beta} \nabla_\alpha \nabla_\beta \Lambda \). Combining this with Theorem 3.2 (see the discussion right after Remark 3.3), the desired conclusion follows immediately.

We are now ready to prove Theorem 1.13.

**Proof of Theorem 1.13:** By Remark 1.14, when \( (M,g) \) has constant scalar curvature, the differential operator \( \Delta^2 + R^{\alpha\beta} \nabla_\alpha \nabla_\beta \) appearing in (3.6) is the Lichnerowicz operator \( L \). Then Theorem 3.1
are not related, By raising up the index we obtain
\[ (g_{\alpha\beta}) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad (R_{\alpha\beta}) = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix}. \]
Thus, the trace-modified Ricci curvature is given by
\[ (K_{\alpha\beta}) = \frac{1}{4} \left( \frac{5}{6} \lambda_1 - \frac{1}{6} \lambda_2 \quad 0 \\ 0 \quad \frac{5}{6} \lambda_2 - \frac{1}{6} \lambda_1 \right). \]
It follows that
\[ \Lambda = \frac{1}{16} \left( \frac{5}{6} \lambda_1 - \frac{1}{6} \lambda_2 \right)^2 + \frac{5}{6} \lambda_2 - \frac{1}{6} \lambda_1 \right)^2 = \frac{1}{288} (13 \lambda_1^2 + 13 \lambda_2^2 - 10 \lambda_1 \lambda_2) = \frac{13}{288} R^2 - \frac{1}{8} C. \]
Since the scalar curvature \( R \) is a constant, we have \( \Lambda = -8LC \). Therefore the Kähler metric is obstruction flat if and only if \( LC = 0 \). If \( M \) is compact, by integration by parts, we have \( LC = 0 \) if and only if \( \nabla_\beta \nabla_\alpha C = 0 \), which is equivalent to say that \( \text{grad}^{1,\bar{1}} C = g^{\alpha\bar{\beta}} \nabla_\beta C \frac{1}{\partial C} \) is a holomorphic vector field on \( M \).

3.3. Proof of Proposition 1.15. Since these two examples in Proposition 1.15 are not related, we shall prove them separately. Let us first prove part (a) in Proposition 1.15.

Recall the Burns-Simanca metric is defined by
\[ \omega = i\partial\bar{\partial}(|z|^2 + \log |z|^2) \quad \text{for any } z = (z_1, z_2) \in \mathbb{C}^2 \setminus \{0\}. \]
Therefore, the metric tensor and its inverse are
\[ (g_{\alpha\beta}) = \left( \begin{array}{cc} 1 + \frac{|z_1|^2}{|z|^2} & -\frac{\partial z_2}{\partial z_1} \\ -\frac{\partial z_2}{\partial z_1} & 1 + \frac{|z_2|^2}{|z|^2} \end{array} \right) \quad (g^\alpha{}_{\bar{\beta}}) = \frac{|z|^2}{1 + |z|^2} \left( \begin{array}{cc} 1 + \frac{|z_1|^2}{|z|^2} & \frac{\partial z_2}{\partial z_1} \\ \frac{\partial z_2}{\partial z_1} & 1 + \frac{|z_2|^2}{|z|^2} \end{array} \right). \]
A straightforward computation shows the Ricci tensor is given by
\[ (R_{\alpha\beta}) = \frac{1}{|z|^4(1 + |z|^2)^2} \left( |z_2|^2 + |z|^2(|z_2|^2 - |z_1|^2) \quad -(2|z|^2 + 1)z_2 \right) \begin{pmatrix} -2z_1 z_2 & |z_1|^2 - |z_2|^2 \end{pmatrix}. \]
By raising up the index we obtain
\[ (R^\alpha{}_{\beta}) = \frac{1}{|z|^2(1 + |z|^2)^2} \left( |z_2|^2 - |z_1|^2 \quad -2z_1 z_2 \right) \begin{pmatrix} -2z_1 z_2 & |z_1|^2 - |z_2|^2 \end{pmatrix}. \]
The scalar curvature is \( R = \text{tr}(R^\alpha{}_{\beta}) = 0 \) and the central curvature is \( C = \det(R^\alpha{}_{\beta}) = -\frac{1}{(1 + |z|^2)^4}. \)
By a straightforward computation, we have
\[ \Delta C = -\frac{12}{(1 + |z|^2)^5} + \frac{16}{(1 + |z|^2)^6} \quad \Delta^2 C = -\frac{240|z|^2 + 60}{(1 + |z|^2)^7} + \frac{480|z|^2 - 96}{(1 + |z|^2)^8}. \]
Moreover, we also have
\[ R^{\alpha\bar{\beta}} \nabla_\alpha \nabla_\beta C = \frac{20|z|^2 - 4}{(1 + |z|^2)^8}. \]
Therefore,
\[ LC = \Delta^2 C + R^{\alpha\bar{\beta}} \nabla_\alpha \nabla_\beta C = -\frac{240|z|^2 + 60}{(1 + |z|^2)^7} + \frac{500|z|^2 - 100}{(1 + |z|^2)^8}. \]
The above equals 0 if and only if \( |z|^2 = \frac{4 + \sqrt{10}}{6} \). This yields part (a) of Proposition 1.15.

To show part (b) of Proposition 1.15, we first prove the following theorem.
**Theorem 3.6.** Let \((M, g)\) be a compact Kähler surface with constant nonnegative scalar curvature and with discrete automorphism group. If \((M, g)\) is not Kähler–Einstein and not locally symmetric (i.e., is not locally isometric to any Hermitian symmetric space), then \((M, g)\) is not obstruction flat.

**Proof.** Suppose \((M, g)\) is obstruction flat. Then by Theorem 1.13, \(\text{grad}^{1,0} C\) is a holomorphic vector field. Since \((M, g)\) has discrete automorphism group, \(\text{grad}^{1,0} C\) must be trivial and therefore \(C\) is constant on \(M\). Now that both the central curvature \(C\) and the scalar curvature are constant, we conclude that the Ricci eigenvalues are constant. Since \((M, g)\) is not Kähler–Einstein, the two Ricci eigenvalues must be distinct. But this is impossible by Theorem 2 in [1] (note in [1], by “Ricci tensor has constant eigenvalues”, it means the Ricci eigenvalues are constant in our terminology), as \((M, g)\) is not locally symmetric and has nonnegative scalar curvature. \(\square\)

Now to establish part (b) of Proposition 1.15, it suffices to prove

**Lemma 3.7.** Let \(k \geq 14\). Then there is a complex surface \(M\) obtained by the blow up of \(\mathbb{CP}^2\) at \(k\) suitably chosen points, that admits a scalar flat Kähler metric \(g\) satisfying all the following conditions:

1. the automorphism group of \(M\) is discrete;
2. \((M, g)\) is not Kähler-Einstein;
3. \((M, g)\) is not locally symmetric.

**Proof.** First by Theorem A in [24], the complex projective plane \(\mathbb{CP}^2\), blown up at 10 suitably chosen points, \(p_1, \ldots, p_{10}\) (not necessarily distinct), admits a scalar flat Kähler metric, and any further blow-up of the resulting complex surface \(\tilde{M}\) still admits a scalar flat Kähler metric. Note there exists a union \(T\) of subvarieties of \(\tilde{M}\) such that \(\tilde{M} \setminus T\) is biholomorphic to \(\mathbb{CP}^2 \setminus \cup_{i=1}^{10} \{p_i\}\). Next we pick distinct points \(q_1, \ldots, q_{k-10}\) in \(\tilde{M} \setminus T \cong \mathbb{CP}^2 \setminus \cup_{i=1}^{10} \{p_i\}\) such that the first 4 points are in general position, which means any choice of 3 of them are linearly independent in \(\mathbb{C}^3\). Then we blow up \(\tilde{M}\) at \(q_1, \ldots, q_{k-10}\) to obtain a complex surface, which will be denoted by \(M\). By the aforementioned result in [24], we see that \(M\) admits a scalar flat Kähler metric \(g\). Since \(q_1, \ldots, q_{k}\) are in general position, it is well known that the automorphism group of \(M\) is discrete. For the convenience of the readers, we sketch a proof here.

Let \(\pi : M \rightarrow \mathbb{CP}^2\) be the natural projection, induced by the blowups. Let \(L_i = \pi^{-1}(p_i)\) for \(1 \leq i \leq 10\) and \(H_j = \pi^{-1}(q_j)\) for \(1 \leq j \leq k - 10\). They are all compact subvarieties of \(M\). If \(f\) is an automorphism of \(M\) that is sufficiently close to the identity, then \(\pi \circ f(L_i)\) is in an affine neighborhood of \(p_i\), and \(\pi \circ f(H_j)\) is in an affine neighborhood of \(q_j\). On the other hand, since \(\pi \circ f\) is a proper map, \(\pi \circ f(L_i)\) and \(\pi \circ f(H_j)\) are complex subvarieties of \(\mathbb{CP}^2\). This implies \(\pi \circ f\) is constant on each \(L_i\) and \(H_j\). But \(f\) is an automorphism of \(M\) and \(\pi\) is isomorphic away from \(L_i\) and \(H_j\). Hence we must have \(f(L_i) = L_i\) and \(f(H_j) = H_j\) for all \(i\) and \(j\). Consequently, denoting by \(W\) the union of \(L_i\) and \(H_j\), \(f\) is a biholomorphism of \(M \setminus W\). We conclude there exists an automorphism \(\phi\) of \(\mathbb{CP}^2\) such that \(\pi \circ f = \phi \circ \pi\). Note it must hold that \(\phi(p_i) = p_i\) and \(\phi(q_j) = q_j\) for all \(i\) and \(j\). Since \(q_1, \ldots, q_{k}\) are in general position, \(\phi\) must be the identity map of \(\mathbb{CP}^2\). Consequently, \(f\) is the identity map of \(M\). Therefore, the automorphism group of \(M\) is discrete.

It also follows from a standard argument that \((M, g)\) is not Kähler-Einstein. Indeed note the Chern number of \(M\) satisfies \(c_1^2(M) = 9 - k < 0\). Assume \(\text{Ric}(g) = \lambda \omega_g\). Then \(\int_M \text{Ric}(g) \wedge \text{Ric}(g) = \lambda^2 \int_M \omega_g^2 \geq 0\), a plain contradiction. For more details, we refer the readers to page 236 of [24]. Finally, since the blowup of a simply connected compact complex manifold is also simply-connected,
we see $M$ must be simply connected. Then $M$ cannot be locally symmetric. Otherwise $M$ is (globally) biholomorphic to some Hermitian symmetric space, which contradicts (1). \hfill $\square$

4. Appendix: Computation of several tensors

In this appendix, we will compute several tensors that were used in §3. We will first compute them in general dimension, and then restrict to the 2-dimensional case.

Let $(L,h)$ be a negative line bundle over a complex manifold $M$ of dimension $n$. We assume $(L,h)$ is negative and let $\omega = -c_1(L,h)$ be the induced Kähler form on $M$. Thus, $(M,\omega)$ is a Kähler manifold and we denote the induced Kähler metric by $g$. Let $X = S(L)$ be the circle bundle, which is a strictly pseudoconvex CR manifold of dimension $2n + 1$. Let the local frame $\{T,Z^\alpha,\bar{Z}^\alpha\}$ on an open neighborhood $U \subset X$ and its dual frame $\{\theta,\theta^\alpha,\bar{\theta}^\alpha\}$ be as in §3.1. Let $(F,g)$ be the Fefferman space over $X$. We will work with the local frame $(X_0,\cdots,X_{2n+1})$ of $F$, and its dual frame $(\theta^0,\cdots,\theta^{2n+1})$ defined in (3.8) and (3.7) respectively.

We will use the Roman letters $i,j,k,\cdots$ to denote indices ranging between 0 and $2n + 1$ and Greek letters $\alpha,\beta,\gamma,\cdots$ to denote indices ranging between 1 and $n$. With respect to the above frame, by (3.3) the Fefferman metric $g$ on $F$ and the Kähler metric $g$ on $M$ are related as follows:

\[
(g_{ij}) = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & \frac{i}{2}g_{\alpha\beta} & 0 \\
0 & \frac{i}{2}g_{\bar{\alpha}\beta} & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

For the rest of this appendix, we will always assume the Kähler manifold $(M,g)$ has constant scalar curvature. We will denote by $D$ the Levi-Civita connection of the Fefferman space $(F,g)$, and denote by $\nabla$ the Tanaka-Webster connection on $X$. As discussed in §3.1, the Tanaka-Webster connection $\nabla$ is (pseudohermitian) torsion free and we can also identify it with the Levi-Civita connection on $(M,g)$. In the following context, we denote by $\rho_{ijkl},\rho_{ij}$ and $\rho$ respectively the Riemannian (Lorentzian), Ricci and scalar curvature of $(F,g)$. We denote by $R_{\alpha\beta\gamma\delta},R_{\alpha\beta}$ and $R$ respectively the pseudohermitian curvature, Ricci curvature and scalar curvature of $X$; recall that these curvatures of the pseudohermitian manifold $X$ can be identified with those of the Kähler manifold $(M,g)$.

We now compute the Schouten, Cotton, Weyl and Bach tensors of the Fefferman metric. Before carrying out the calculations, we will need the formulas for the Christoffel symbols.

4.1. The Christoffel symbol. Lee computed the Levi-Civita connection on the Fefferman space $(F,g)$. Since in our setting the Tanaka-Webster connection $\nabla$ is (pseudohermitian) torsion free and the pseudohermitian scalar curvature is constant, Lee’s result simplifies into the following.

**Proposition 4.1** (Proposition 6.5 in [20]). The Levi-Civita connection 1-form $(\phi_j^k)$ of the Fefferman metric $g$ is given by

\[
(\phi_j^k) = \begin{pmatrix}
0 & i\sigma^\beta & -i\sigma^\beta & 0 \\
\frac{i}{2}\theta^\alpha & \phi^\alpha_{\beta} & 0 & \frac{i}{2}\sigma^\alpha \\
-\frac{i}{2}\bar{\theta}^\bar{\alpha} & 0 & \bar{\phi}^\bar{\alpha}_{\bar{\beta}} & -\frac{i}{2}\bar{\sigma}^{\bar{\alpha}} \\
0 & i\theta^\beta & -i\bar{\theta}^\beta & 0
\end{pmatrix}
\]
Lemma 4.2. The following lemma on the tensor $K_{αβ}$ is assumed to be constant, $∇_α K_{βγ} = 0$. By the second Bianchi identity, we have $∇_α K_{βγ} = ∇_β K_{αγ}$. If we trace out the index $α$, then

$$∇_α K_{βγ} = ∇_γ K_α^β = \frac{1}{2(n+1)} ∇_β R = 0.$$
The other two identities in (4.6) can be proved similarly. To prove (4.7), we have
\[(\nabla_\alpha K_{\gamma}^{\beta}) K_{\beta}^{\gamma} = \frac{1}{2} \nabla_\alpha (K_{\gamma}^{\beta} K_{\beta}^{\gamma}) = \frac{1}{2} \nabla_\alpha \Lambda.\]

Similarly, we can also prove \[K_{\gamma}^{\delta} \nabla_\alpha K_{\gamma}^{\beta} = \frac{1}{2} \nabla_\alpha \Lambda.\]

We now prove the last identity. Since \(R\) is constant, by the second Bianchi identity we have
\[\nabla_\alpha \nabla_\gamma R_{\beta\gamma} = \frac{1}{n+2} \nabla_\alpha \nabla_\gamma R_{\beta\gamma} + \frac{1}{n+2} \nabla_\alpha \nabla_\beta R_{\gamma} = 0.\]

We use the Ricci identity to commute the covariant derivatives:
\[\nabla_\alpha \nabla_\gamma R_{\beta\gamma} = \nabla_\alpha \nabla_\gamma R_{\beta\gamma} + R_{\mu\beta} R_{\alpha\gamma} \theta^\mu + R_{\gamma\nu} R_{\alpha\beta} \theta^\nu + 2n \sigma \sigma + 2K_{\alpha\beta} K_{\alpha\beta} \theta \theta.\]

Note that by the second Bianchi identity again we have
\[\nabla_\alpha \nabla_\gamma R_{\beta\gamma} = 0.\]

Finally, (4.8) follows from the above three equations. \(\Box\)

### 4.2. The Schouten tensor

In [20], Lee expressed the curvature of the Fefferman metric on \(\mathcal{F}\) in terms of the pseudohermitian curvature on \(X\). In our setting the Tanaka-Webster connection \(\nabla\) is (pseudohermitian) torsion free and the pseudohermitian scalar curvature is constant, and Lee’s result simplifies into the following.

**Theorem 4.3 (Theorem 6.6 and Theorem 6.2 in [20]).** The Ricci curvature tensor of \((\mathcal{F}, g)\) is given by
\[\rho_{ij} = \frac{1}{2} \left( \frac{\rho}{n+1} R g_{ij} + n K_{\alpha\beta} \theta^\alpha \theta^\beta + n K_{\alpha\beta} \theta^\beta \theta^\alpha + 2n \sigma \sigma + 2K_{\alpha\beta} K_{\alpha\beta} \theta \theta.\]

In particular, the scalar curvature of \((\mathcal{F}, g)\) is \[\rho = \frac{2(2n+1)}{n+1} R.\]

The Schouten tensor is defined as
\[P_{ij} = \frac{1}{2n} (\rho_{ij} - \frac{\rho}{2(2n+1)} g_{ij}).\]

By Theorem 4.3, we can express the Schouten tensor in terms of pseudohermitian curvatures.

\[P_{ij} = \begin{pmatrix}
\frac{1}{n} \Lambda & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} K_{\alpha\beta} & 0 \\
0 & \frac{1}{2} K_{\alpha\beta} & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \]

where \(\Lambda = K_{\alpha\beta} K_{\alpha\beta}^{\beta}\).

We emphasize that \(P_{ij}\) is a tensor on the Fefferman space \(\mathcal{F}\), and its indices are raised up or lowered down by the Fefferman metric \(g\). On the other hand, \(K_{\alpha\beta}\) is a pseudohermitian curvature on \(X\), whose indices are raised up or lowered down by the pseudohermitian metric \(g\). For example,
\[P_{\alpha\beta}^{\gamma} = \frac{1}{2} g^{\alpha\delta} K_{\delta\gamma} g^{\beta} = 2 g^{\alpha\delta} K_{\delta\gamma} g^{\beta} = 2K_{\alpha\beta}^{\beta}.
\]

A straightforward computation gives
\[P_{ij} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 2K_{\alpha\beta} & 0 & 0 \\
0 & 2K_{\alpha\beta} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{n} \Lambda
\end{pmatrix}.
\]
4.3. The Cotton tensor. Since the Cotton tensor is defined as $C_{ijk} = P_{ij,k} - P_{ik,j}$, we first compute the covariant derivatives of the Schouten tensor $P_{ij}$.

**Proposition 4.4.** The covariant derivatives of the Schouten tensor are given as follows.

1. $P_{00,k} = \frac{1}{n}X_k\Lambda$ for any $k$.
2. $P_{0\alpha,k} = P_{\alpha 0,k} = \begin{cases} \frac{i}{2}(K_{\alpha\gamma}K_{\gamma\beta} - \frac{1}{n}g_{\alpha\beta}) & \text{when } k = \bar{\beta} \\ 0 & \text{otherwise} \end{cases}$
3. $P_{\bar{\alpha},k} = P_{\bar{\alpha} 0,k} = \begin{cases} -\frac{i}{2}(K_{\bar{\gamma}\bar{\nu}}K_{\bar{\nu}\bar{\mu}} - \frac{1}{n}g_{\bar{\mu}\bar{\nu}}) & \text{when } k = \beta \\ 0 & \text{otherwise} \end{cases}$
4. $P_{\alpha\bar{\beta},k} = P_{\bar{\beta}\alpha,k} = \begin{cases} \frac{1}{2}\nabla_\gamma K_{\alpha\bar{\beta}} & \text{when } k = \gamma \\ \frac{1}{2}\nabla_\bar{\gamma} K_{\alpha\bar{\beta}} & \text{when } k = \bar{\gamma} \end{cases}$
5. $P_{\alpha\bar{\beta},k} = P_{\bar{\beta}\alpha,k} = 0$ for any $k$.
6. $P_{ij,k} = 0$ if at least one of $i, j$ and $k$ is $2n + 1$.

**Proof.** We start with the covariant derivative formula

\[ P_{ij,k} = X_kP_{ij} - \Gamma^l_{ki}P_{lj} - \Gamma^l_{kj}P_{il}. \tag{4.11} \]

To prove (1), we let $i = j = 0$ in the above equation and apply (4.9) to obtain

\[ P_{00,k} = X_kP_{00} - \Gamma^l_{k0}P_{l0} - \Gamma^l_{0k}P_{0l} = X_kP_{00} - 2\Gamma^0_{k0}P_{00}. \]

Since $\Gamma^0_{k0} = 0$ for any $k$ and $P_{00} = \frac{1}{n}\Lambda$, it follows that $P_{00,k} = \frac{1}{n}X_k\Lambda$.

For (2), we first note $P_{0\alpha,k} = P_{\alpha 0,k}$ as the Schouten tensor is symmetric. Therefore it is sufficient to prove the formula for $P_{0\alpha,k}$. For that, we let $i = 0$ and $j = \alpha$ in (4.11) and get

\[ P_{0\alpha,k} = X_kP_{0\alpha} - \Gamma^l_{k0}P_{l\alpha} - \Gamma^l_{0k}P_{0l} = -\Gamma^0_{k0}P_{0\alpha} - \Gamma^0_{k0}P_{00}. \]

By (4.3) and (4.9), we get

\[ P_{0\alpha,k} = \begin{cases} \frac{i}{2}K_{\alpha\bar{\gamma}}K_{\gamma\beta} - \frac{i}{2n}g_{\alpha\beta}\Lambda & \text{when } k = \bar{\beta}, \\ 0 & \text{otherwise}. \end{cases} \]

Then the result in (2) follows from the symmetry $K_{\gamma\beta} = K_{\bar{\beta}\gamma}$. We take the conjugate of the equation (2) to obtain (3).

To prove (4) we let $i = \alpha$ and $j = \bar{\beta}$ in (4.11) and apply (4.9) to obtain

\[ P_{\alpha\bar{\beta},k} = X_kP_{\alpha\bar{\beta}} - \Gamma^l_{k\alpha}P_{l\bar{\beta}} - \Gamma^l_{k\bar{\beta}}P_{l\alpha} = \frac{1}{2}X_kK_{\alpha\bar{\beta}} - \Gamma^0_{k\alpha}P_{\mu\bar{\beta}} - \Gamma^0_{k\bar{\beta}}P_{\alpha\mu}. \]

It follows that when $k = \gamma$, by Remark (3.3) and (4.3),

\[ P_{\alpha\bar{\beta},\gamma} = \frac{1}{2}X_{\gamma}K_{\alpha\bar{\beta}} - \frac{1}{2}\Gamma^\mu_{\gamma\alpha}K_{\mu\bar{\beta}} - \frac{1}{2}\Gamma^\nu_{\gamma\beta}K_{\alpha\nu} = \frac{1}{2}Z_{\gamma}K_{\alpha\bar{\beta}} - \frac{1}{2}\Gamma^\mu_{\gamma\alpha}K_{\mu\bar{\beta}} - \frac{1}{2}\Gamma^\nu_{\gamma\beta}K_{\alpha\nu}. \]

When $k = \bar{\gamma}$, $P_{\alpha\bar{\beta},\bar{\gamma}} = \frac{1}{2}\nabla_\bar{\gamma}K_{\alpha\bar{\beta}}$. Likewise when $k = 0, 2n + 1$, one can show $P_{\alpha\bar{\beta},k} = 0$. The equations (5) and (6) can be proved in the same way as above, and we omit the proof.

Then the explicit formulas of the Cotton tensor are given as follows.

**Proposition 4.5.** The following equations hold.

\[ $\square$
(1) $C_{ijk} = 0$ if at least one of $i, j$ and $k$ is $2n + 1$.
(2) $C_{00k} = \frac{1}{n} X_k \Lambda$ for any $k$.
(3) $C_{0ak}$ equals $-\frac{1}{n} \nabla \alpha \Lambda$ when $k = 0$, equals $i(K_\alpha^\gamma K_{\gamma \beta} - \frac{4}{n} g_{\alpha \beta})$ when $k = \beta$, and equals 0 for any other $k$.
(4) $C_{0\bar{a}k}$ equals $-\frac{1}{n} \nabla \bar{a} \Lambda$ when $k = 0$, equals $-i(K_{\bar{a}}^\gamma K_{\gamma \bar{\beta}} - \frac{4}{n} g_{\bar{a} \bar{\beta}})$ when $k = \bar{\beta}$, and equals 0 for any other $k$.
(5) $C_{0ak}$ equals $\frac{i}{2} (K_\alpha^\gamma K_{\gamma \beta} - \frac{4}{n} g_{\alpha \beta})$ for $k = \beta$, and equals 0 for any other $k$.
(6) $C_{0\bar{a}k}$ equals $-\frac{i}{2} (K_{\bar{a}}^\gamma K_{\gamma \bar{\beta}} - \frac{4}{n} g_{\bar{a} \bar{\beta}})$ for $k = \bar{\beta}$, and equals 0 for any other $k$.
(7) $C_{\alpha \bar{b}k}$ equals $-\frac{i}{2} \nabla K_{\alpha \bar{b}k}$ for $k = \gamma$, and equals 0 for any other $k$.
(8) $C_{\alpha \bar{b}k}$ equals $\frac{i}{2} \nabla K_{\alpha \bar{b}k}$ for $k = \gamma$, and equals 0 for any other $k$.

Proof. The above formulas follow directly from Proposition 4.4 as $C_{ijk} = P_{ij,k} - P_{ik,j}$. To show $C_{\alpha \bar{b}k} = 0$, we need to apply (4.6) to see $\nabla K_{\alpha \bar{b}k} = 0$. \qed

4.4. The Weyl tensor. We shall compute the Weyl curvature tensor, which is defined by

$$W_{ijkl} = \rho_{ijkl} - (P_{ik} g_{jl} + P_{jk} g_{il} - P_{il} g_{jk} - P_{jk} g_{il}).$$

Here $\rho_{ijkl}$ is the Riemannian curvature of the Fefferman metric, given by the structure equation

(4.13) \hspace{1cm} \Omega_{i}^{j} := d\phi_{i}^{j} - \phi_{i}^{k} \wedge \phi_{k}^{j} = -\frac{1}{2} \rho_{pqij} \theta^{p} \wedge \theta^{q}.

Proposition 4.6. The Weyl curvature tensor satisfies

$$W_{p002n+1} = 0 \quad \text{for any } p, \quad W_{a2n+102n+1} = 0,$$

(4.14) \hspace{1cm} W_{\alpha00\beta} = W_{\alpha00\bar{\beta}} = 0, \quad W_{\alpha0\bar{0}\beta} = W_{\beta0\alpha} = -\frac{1}{2} K_{\alpha}^{\gamma} K_{\gamma \beta} + \frac{\Lambda}{2n} g_{\alpha \beta},
W_{\alpha\beta0\delta} = W_{\alpha2n+10\delta} = 0, \quad W_{\alpha0\gamma \delta} = -\frac{i}{2} \nabla K_{\alpha \gamma \delta}.

Proof. We begin with the computation of the curvature form $\Omega_{0}^{0}$. By (4.2), we have

$$\Omega_{0}^{0} = d\phi_{0}^{0} - \phi_{0}^{k} \wedge \phi_{k}^{0} = -\phi_{0}^{\beta} \wedge \phi_{\beta}^{0} - \phi_{0}^{\bar{\beta}} \wedge \phi_{\bar{\beta}}^{0} = -i \sigma^{\beta} \wedge \frac{i}{2} \theta_{\beta} - i \sigma^{\bar{\beta}} \wedge \frac{i}{2} \theta_{\bar{\beta}}.$$ 

Since $\sigma^{\beta} = K_{\gamma \beta} \theta^{\gamma}$ and $\theta_{\beta} = g_{\beta \gamma} \theta^{\gamma}$, it follows that $\sigma^{\beta} \wedge \theta_{\beta} = K_{\gamma \beta} \theta^{\gamma} \wedge \theta^{\delta}$. Therefore,

$$\Omega_{0}^{0} = -\frac{1}{2} K_{\gamma \beta} \theta^{\gamma} \wedge \theta^{\delta} + \frac{1}{2} K_{\gamma \bar{\beta}} \theta^{\gamma} \wedge \theta^{\bar{\delta}} = 0.$$ 

Thus, by (4.13) the Riemannian curvature satisfies $\rho_{pq0}^{0} = 0$ for any $p, q$. By lowering down the index, we get $\rho_{pq02n+1} = 0$ for any $p, q$. Then by (4.12),

$$W_{pq02n+1} = - \left(P_{pq} g_{q2n+1} + P_{q2n+1} g_{p0} - P_{p2n+1} g_{q0} - P_{q0} g_{p2n+1} \right) \quad \text{for any } p, q.$$ 

In particular, we let $q = 0$ and apply (4.1) to get

$$W_{p002n+1} = - \left(P_{p0} g_{02n+1} + P_{02n+1} g_{p0} - P_{p2n+1} g_{00} - P_{00} g_{p2n+1} \right) = -P_{p0} + P_{00} g_{p2n+1}.$$ 

When $p = 0$, it follows immediately $W_{0002n+1} = 0$. When $p \neq 0$, $P_{p0}$ and $g_{p2n+1}$ both vanish, and thus $W_{p002n+1} = 0$. Therefore, $W_{p002n+1} = 0$ for any $p$.

Moreover, by (4.12) (4.1) and (4.9), we also have

$$W_{a2n+102n+1} = - \left( P_{a0} g_{a2n+1} + P_{2n+1} g_{a0} - P_{a2n+1} g_{2n+10} - P_{2n+1} g_{a2n+1} \right) = 0.$$
We then compute $\Omega_0^\alpha$:

$$
\Omega_0^\alpha = d\phi_0^\alpha - \phi_0^k \wedge \phi_k^\alpha = d(i\omega^\alpha) - \phi_0^\beta \wedge \phi_\beta^\alpha = i d(K_\gamma^\alpha \theta^\gamma) - i K_\gamma^\beta \theta^\gamma \wedge (\omega_\beta^\alpha + i K_\beta^\alpha \theta + i \delta_\beta^\alpha \sigma).
$$

We use the normal coordinates at a given point $p \in M$. At $p$ all $\omega_\alpha^\beta$ vanish and furthermore

$$
\Omega_0^\alpha = i \nabla_\delta K_\gamma^\alpha \theta^\delta \wedge \theta^\gamma + i \nabla_\delta K_\gamma^\alpha \theta^\delta \wedge \theta^\gamma + K_\gamma^\beta K_\beta^\alpha \theta^\gamma \wedge \theta + K_\gamma^\alpha \theta^\gamma \wedge \sigma.
$$

By (4.6), $\nabla_\delta K_\gamma^\alpha$ is symmetric in $\gamma$ and $\delta$. Thus the first term on the right hand side vanishes. Therefore,

$$
\Omega_0^\alpha = - i \nabla_\delta K_\gamma^\alpha \theta^\gamma \wedge \theta^\delta - K_\gamma^\beta K_\beta^\alpha \theta^\gamma \wedge \theta + K_\gamma^\alpha \theta^\gamma \wedge \sigma.
$$

It follows that the Riemannian curvatures satisfy

$$
\rho_{\gamma 00}^\alpha = - K_{\gamma}^\beta K_{\beta}^\alpha, \quad \rho_{\gamma 00}^\alpha = 0,
$$

$$
\rho_{\gamma 00}^\alpha = 0, \quad \rho_{\gamma 00}^\alpha = - K_{\gamma}^\alpha.
$$

We shall lower down the index $\alpha$. Note that the left hand sides are curvatures of the Fefferman metric, whose index is raised up or lowered down by the Fefferman metric $g_{\alpha \beta}$. But the right hand sides are pseudohermitian curvatures, whose index is raised up or lowered down by the pseudohermitian metric $g_{\alpha \beta}$. By relation $g_{\alpha \beta} = \frac{1}{2} g_{\alpha \beta}$, we obtain

$$
\rho_{\gamma 00}^\beta = - \frac{1}{2} K_{\gamma}^\mu K_{\mu}^\beta, \quad \rho_{\gamma 00}^\beta = 0,
$$

$$
\rho_{\gamma 00}^\beta = 0, \quad \rho_{\gamma 00}^\beta = i \nabla_\delta K_{\gamma}^\beta, \quad \rho_{\gamma 2n+1 0}^\beta = - \frac{1}{2} K_{\gamma}^\beta.
$$

We can further compute the Weyl curvatures by (4.12), (4.1) and (4.9). We first compute $W_{\alpha 00\beta}$:

$$
W_{\alpha 00\beta} = \rho_{\alpha 00}^\beta - (P_{\alpha 0} g_{0\beta} + P_{\beta 0} g_{\alpha 0} - P_{\beta 0} g_{\alpha 0} - P_{00} g_{\alpha + \beta}) = \frac{1}{2} K_{\gamma}^\alpha K_{\gamma}^\beta + \Lambda g_{\alpha \beta}.
$$

By the symmetry of the Weyl curvature, we also have

$$
W_{\beta 00\alpha} = W_{\alpha 00\beta} = - \frac{1}{2} K_{\gamma}^\alpha K_{\gamma}^\beta + \Lambda g_{\alpha \beta}.
$$

Next we compute $W_{\alpha 03\beta}$ and $W_{00\alpha}$, Similarly as above, we get

$$
W_{\alpha 03\beta} = \rho_{\alpha 03}^\beta - (P_{\alpha 0} g_{0\beta} + P_{\beta 0} g_{\alpha 0} - P_{\beta 0} g_{\alpha 0} - P_{00} g_{\alpha + \beta}) = 0.
$$

We take the conjugate and obtain $W_{\alpha 03\beta} = 0$. We can similarly compute $W_{\alpha 30\delta}$ and $W_{\alpha \beta 0\delta}$:

$$
W_{\alpha 30\delta} = \rho_{\alpha 30}^\delta - (P_{\alpha 0} g_{3\delta} + P_{\beta 0} g_{\alpha 0} - P_{\beta 0} g_{\alpha 0} - P_{00} g_{\alpha + \delta}) = 0,
$$

$$
W_{\alpha 30\delta} = \rho_{\alpha 30}^\delta - (P_{\alpha 0} g_{3\delta} + P_{\beta 0} g_{\alpha 0} - P_{\beta 0} g_{\alpha 0} - P_{00} g_{\alpha + \delta}) = \frac{i}{2} \nabla_\delta K_{\alpha}^\beta.
$$

For the last equality we have used (4.6). By taking the conjugate and using the symmetry of Weyl tensor, we also have

$$
W_{\alpha 60\gamma} = W_{\alpha 06\gamma} = W_{\delta 003} = - \frac{i}{2} \nabla_\delta K_{\gamma}^\beta.
$$

Finally we compute $W_{\alpha 2n+1 0\delta}$ in a similar way:

$$
W_{\alpha 2n+1 0\delta} = \rho_{\alpha 2n+1 0\delta} - (P_{\alpha 0} g_{2n+1 \delta} + P_{\beta 0} g_{\alpha 0} - P_{\beta 0} g_{\alpha 0} - P_{00} g_{\alpha + \delta}) = - \frac{1}{2} K_{\alpha}^\delta + \frac{1}{2} K_{\alpha}^\delta = 0.
$$
Proposition 4.7. The Weyl curvature tensor satisfies

\begin{equation}
W_{\alpha\beta\gamma\delta} = \frac{1}{2}R_{\alpha\beta\gamma\delta} + \frac{1}{2}K_{\alpha\beta}g_{\gamma\delta} + \frac{1}{2}K_{\gamma\delta}g_{\alpha\beta} + \frac{1}{2}K_{\gamma\beta}g_{\alpha\delta} + \frac{1}{2}K_{\alpha\delta}g_{\gamma\beta},
\end{equation}

\begin{align}
W_{\alpha\beta\gamma\delta} &= 0, \\
W_{2n+1\alpha\beta 2n+1} &= W_{2n+1\alpha\beta 2n+1} = 0.
\end{align}

Proof. We first compute the Riemannian curvature $\rho_{\alpha\beta\gamma\delta}$ of the Fefferman metric. Note

\[\Omega_{\alpha}^{\beta} = d\phi_{\alpha}^{\beta} - \phi_{\alpha}^{j} \wedge \phi_{j}^{\beta} = d\phi_{\alpha}^{\beta} - \phi_{\alpha}^{0} \wedge \phi_{0}^{\beta} - \phi_{\alpha}^{\gamma} \wedge \phi_{\gamma}^{\beta} - \phi_{\alpha}^{2n+1} \wedge \phi_{2n+1}^{\beta}.\]

By (4.2), we get

\[\Omega_{\alpha}^{\beta} = d(w_{\alpha\beta} + iK_{\alpha\beta}d\theta + i\delta_{\alpha}^{\beta}d\sigma) + \frac{1}{2}\theta_{\alpha} \wedge K_{\gamma\delta}d\theta^{\gamma} \wedge \theta^{\delta} + \frac{1}{2}K_{\alpha\delta}d\theta^{\delta} \wedge \theta^{\beta} - (\omega_{\alpha}^{\gamma} + i\bar{K}_{\alpha}^{\gamma}d\theta + i\delta_{\alpha}^{\gamma}d\sigma) \wedge \omega_{\gamma}^{\beta} + iK_{\beta\gamma}d\theta + i\delta_{\beta}^{\gamma}d\sigma).\]

We next compute the term $d\sigma$. For that, we use the normal coordinates at a given point $p \in M$. Then by (3.4) the following holds at $p$:

\[d\sigma = \frac{1}{n+2}(id\omega_{\alpha}^{\beta} - \frac{1}{2(n+1)}Rd\theta).\]

Note that at $p$ we have $d\omega_{\alpha}^{\beta} = -R_{\gamma\delta\alpha}^{\beta}d\gamma \wedge d\delta$. In particular, $d\omega_{\alpha}^{\beta} = R_{\gamma\delta\alpha}^{\beta}d\gamma \wedge d\delta$. We can thus simplify $d\sigma$ into

\[d\sigma = \frac{1}{n+2}(iR_{\alpha\beta}d\gamma \wedge d\delta - \frac{1}{2(n+1)}iRg_{\alpha\beta}d\gamma \wedge d\delta) = iR_{\alpha\beta}d\gamma \wedge d\delta.\]

By this expression of $d\sigma$, under the normal coordinates at $p$ we write the curvature form into

\[\Omega_{\alpha}^{\beta} = d\omega_{\alpha}^{\beta} + iK_{\alpha}^{\beta}d\theta - \delta_{\alpha}^{\beta}K_{\gamma\delta}d\theta^{\gamma} \wedge d\delta^{\beta} + \frac{1}{2}\theta_{\alpha} \wedge K_{\gamma\delta}d\theta^{\gamma} \wedge d\delta^{\beta} + \frac{1}{2}K_{\alpha\delta}d\theta^{\delta} \wedge d\beta^{\gamma} \mod \theta.
\]

Thus by (4.13)

\[\rho_{\gamma\delta\alpha}^{\beta} = R_{\gamma\delta\alpha}^{\beta} + K_{\alpha}^{\beta}g_{\gamma\delta} + \delta_{\alpha}^{\beta}K_{\gamma\delta} + \frac{1}{2}g_{\alpha\delta}K_{\gamma\beta} + \frac{1}{2}K_{\alpha\delta}g_{\gamma\beta}.\]

We lower down the index $\beta$ to get the following equation. Here again recall on the two sides of the above equation the indices are raised up or lowered down by $g_{ij}$ and $g_{\alpha\beta}$ respectively.

\[\rho_{\gamma\delta\alpha\beta} = \frac{1}{2}R_{\gamma\delta\alpha\beta} + \frac{1}{2}K_{\alpha\beta}g_{\gamma\delta} + \frac{1}{2}g_{\alpha\delta}K_{\gamma\beta} + \frac{1}{2}K_{\alpha\delta}g_{\gamma\beta}.\]

The corresponding Weyl curvature is given by

\[W_{\alpha\beta\gamma\delta} = \rho_{\alpha\beta\gamma\delta} - \left( P_{\gamma\delta\alpha}^{\beta\gamma} + P_{\beta\gamma\delta}^{\alpha} - P_{\alpha\delta\gamma}^{\beta\gamma} - P_{\beta\gamma\delta}^{\alpha} \right).
\]

\[= \frac{1}{2}R_{\alpha\beta\gamma\delta} + \frac{1}{2}K_{\alpha\beta}g_{\gamma\delta} + \frac{1}{2}g_{\alpha\delta}K_{\gamma\beta} + \frac{1}{2}K_{\alpha\delta}g_{\gamma\beta}.
\]

Next we compute the Riemannian curvature $\rho_{\alpha\beta\gamma\delta}$ and the Weyl curvature $W_{\alpha\beta\gamma\delta}$.

\[\Omega_{\alpha}^{\beta} = d\phi_{\alpha}^{\beta} - \phi_{\alpha}^{j} \wedge \phi_{j}^{\beta} = -\phi_{\alpha}^{0} \wedge \phi_{0}^{\beta} - \phi_{\alpha}^{2n+1} \wedge \phi_{2n+1}^{\beta}.
\]

Then by (4.2)

\[\Omega_{\alpha}^{\beta} = -\frac{1}{2}\theta_{\alpha} \wedge \sigma^{\beta} - \frac{1}{2}\sigma_{\alpha} \wedge \theta^{\beta} = -\frac{1}{2}g_{\alpha\gamma}d\theta^{\gamma} \wedge K_{\beta\delta}d\theta^{\delta} - \frac{1}{2}K_{\alpha\gamma}d\theta^{\gamma} \wedge \theta^{\delta}.\]
Finally, we compute Proposition 4.8. where $\Delta = W$

By taking the conjugate, we also have

$$\rho_{\gamma\delta\alpha} = \frac{1}{4} g_{\alpha\gamma} K_{\beta\delta} + \frac{1}{4} g_{\beta\delta} K_{\alpha\gamma} - \frac{1}{4} g_{\alpha\delta} K_{\beta\gamma} - \frac{1}{4} g_{\beta\gamma} K_{\alpha\delta}.$$

Therefore, the corresponding Weyl curvature is

$$W_{\alpha\beta\gamma\delta} = \rho_{\alpha\beta\gamma\delta} - (P_{\alpha\gamma} g_{\beta\delta} + P_{\beta\delta} g_{\alpha\gamma} - P_{\alpha\delta} g_{\beta\gamma} - P_{\beta\gamma} g_{\alpha\delta}) = 0.$$

Finally, we compute $\rho_{2n+1 \beta \alpha 2n+1}$ and $W_{2n+1 \beta \alpha 2n+1}$. By (4.2), we have

$$\Omega_\alpha^0 = d\phi_\alpha^0 - \phi_\alpha^j \wedge \phi_\alpha^0 = \frac{i}{2} d(g_{\alpha\beta} \theta^\beta) - (\omega^\alpha_\beta + iK_\alpha^\beta \theta + i\delta^\beta_\alpha \sigma) \wedge \frac{i}{2} \theta^\beta.$$

Since $d\theta^\beta = \theta^\alpha \wedge \omega^\alpha_\beta$ by (3.1), if we use normal coordinates at a given point, then it simplifies into

$$\Omega_\alpha^0 = -(iK_\alpha^\beta \theta + i\delta^\beta_\alpha \sigma) \wedge \frac{i}{2} g_{\beta\gamma} \phi_\gamma^\beta + \frac{1}{2} K_\alpha^\beta \theta \wedge \theta^\gamma + \frac{1}{2} g_{\alpha\gamma} \sigma \wedge \theta^\gamma.$$

Thus, $\rho_{2n+1 \gamma \alpha} = -\frac{1}{2} g_{\alpha\gamma}$. If we lower down the index 0, then $\rho_{2n+1 \gamma \alpha 2n+1} = -\frac{1}{2} g_{\alpha\gamma}$. Therefore,

$$W_{2n+1 \beta \alpha 2n+1} = \rho_{2n+1 \beta \alpha 2n+1} - (P_{2n+1 \alpha} g_{\beta\gamma} 2n+1 + P_{\beta\gamma} g_{\alpha\delta} 2n+1 - P_{2n+1 \alpha} g_{\beta\gamma} 2n+1 - P_{\beta\gamma} g_{\alpha\delta} 2n+1 + 1)$$

$$= -\frac{1}{2} g_{\alpha\beta} + \frac{1}{2} g_{\alpha\beta} = 0.$$

By taking the conjugate, we also have $W_{2n+1 \alpha\beta 2n+1} = 0$. \hfill \Box

4.5. The Bach tensor. We next compute the Bach tensor $B_{ij} = g^{kl} D_l C_{ijk} - P^{kl} W_{kijl}$.

**Proposition 4.8.** The Bach tensor of the Fefferman metric satisfies

$$B_{00} = \frac{4}{n} \Delta \Lambda + 8K_{\alpha\beta} K_{\gamma\delta} K_{\gamma}^{\alpha} - \frac{4}{n(n+1)} \Delta R,$$

$$B_{\alpha\beta} = -\frac{n-1}{(n+1)(n+2)^2} RR_{\alpha\beta} + \frac{n-1}{(n+2)^2} R^\alpha_\mu R^\mu_\beta + \frac{n-1}{4(n+1)^2} R^2 g_{\alpha\beta} - \frac{n-1}{n} \Lambda g_{\alpha\beta},$$

$$B_{0\alpha} = \frac{2n-2}{n} i\nabla_\alpha \Lambda, \quad B_{02n+1} = 0,$$

where $\Delta = g^{\alpha\beta} \nabla_\alpha \nabla_\beta$ is the complex Laplacian on the base Kähler manifold $M$.

**Proof.** We begin with the computation of $B_{00}$. Note

$$B_{00} = g^{kl} D_l C_{00k} - P^{kl} W_{k00l}.$$

By (4.10) and the symmetry of Weyl tensor, the second term on the right hand side writes into

$$P^{kl} W_{k00l} = P^{00} W_{0000} + P^{03} W_{0003} + P^{30} W_{3000} + P^{2n+1} W_{2n+1002n+1}$$

$$= 2P^{03} W_{0003} + P^{2n+1} 2^{n+1} W_{2n+1002n+1}.$$

We further use (4.14), (4.10) and (4.4) to write it into

$$P^{kl} W_{k00l} = 4K^{\alpha\beta} (\frac{1}{2} K_{\alpha\gamma} K_{\gamma\beta} + \frac{\Lambda}{2n} g_{\alpha\beta}) = -2K_{\alpha\gamma} K_{\gamma}^{\mu} K_{\mu}^{\alpha} + \frac{\Lambda}{n(n+1)} R.$$
Let us also compute the first term on the right hand side of (4.16).

\[ g^{kl} D_l C_{00k} = D_{2n+1} C_{000} + g^{\alpha \beta} D_\beta C_{00\alpha} + g^{\bar{\beta} \bar{\alpha}} D_\alpha C_{00\bar{\beta}} + D_0 C_{002n+1}. \]  

We need to compute the covariant derivatives of the Cotton tensor on the right hand side of the above equality. For the first one,

\[ D_{2n+1} C_{000} = X_{2n+1} C_{000} - \Gamma^p_{2n+1 0} C_{p00} - \Gamma^p_{2n+1 0} C_{0p0} - \Gamma^p_{2n+1 0} C_{00p}. \]

Since \( C_{000} \) = 0 by Proposition 4.5 and \( \Gamma^p_{2n+1 0} = 0 \) for any \( p \) by (4.3), it follows that \( D_{2n+1} C_{000} = 0. \)

For the second and third terms in (4.17), we apply Proposition 4.5 and (4.3) to obtain

\[ D_\beta C_{00\alpha} = X_\beta C_{00\alpha} - \Gamma^p_{\beta \alpha} C_{p0\alpha} - \Gamma^p_{\beta \alpha} C_{0p\alpha} - \Gamma^p_{\beta \alpha} C_{00\alpha}, \]

\[ g^{\alpha \beta} D_\beta C_{00\alpha} = 2 n g^{\alpha \beta} X_\beta X_\alpha \Lambda + 3 K^\beta_\beta (K^{\alpha \mu} K_{\mu \gamma} - \Lambda g^{\alpha \gamma}); \]

\[ g^{\bar{\beta} \bar{\alpha}} D_\alpha C_{00\bar{\beta}} = 2 \bar{n} g^{\bar{\beta} \bar{\alpha}} X_{\bar{\beta}} X_{\bar{\alpha}} \Lambda + 3 K^{\gamma \gamma} (K^{\bar{\alpha} \bar{\mu}} K_{\bar{\mu} \bar{\gamma}} - \Lambda g^{\bar{\alpha} \bar{\gamma}}); \]

\[ = \frac{3}{2} \Delta \Lambda + 3 K^{\alpha \beta} K^{\gamma \gamma} K_{\gamma \alpha} - \frac{3}{2 n (n + 1)} \Lambda R. \]

Note that \( g^{\alpha \beta} D_\beta C_{00\alpha} \) is real. By taking the conjugate, we see \( g^{\bar{\alpha} \bar{\beta}} D_{\bar{\alpha}} C_{00\bar{\beta}} = g^{\alpha \beta} D_\beta C_{00\alpha}. \)

For the last term in (4.17), we have

\[ D_0 C_{002n+1} = X_0 C_{002n+1} - \Gamma^p_{00} C_{p02n+1} - \Gamma^p_{00} C_{0p2n+1} - \Gamma^p_{00} C_{002n+1}. \]

Since \( C_{002n+1} = 0 \) by Proposition 4.5 and \( \Gamma^p_{00} = \Gamma^p_{02n+1} = 0 \) for any \( p \) by (4.3), it follows that \( D_0 C_{002n+1} = 0. \)

Bringing these results on Cotton tensor’s derivatives into (4.17), we get

\[ g^{kl} D_l C_{00k} = \frac{4}{n} \Delta \Lambda + 6 K^{\alpha \beta} K^{\gamma \gamma} K_{\gamma \alpha} - \frac{3}{n (n + 1)} \Lambda R. \]

Therefore,

\[ B_{00} = \frac{4}{n} \Delta \Lambda + 8 K^{\alpha \beta} K^{\gamma \gamma} K_{\gamma \alpha} - \frac{4}{n (n + 1)} \Lambda R. \]

Next we will compute \( B_{\alpha \beta}: \)

\[ B_{\alpha \beta} = g^{kl} D_l C_{\alpha \beta k} - P^{kl} W_{\alpha \beta l}. \]

The second term on the right hand side writes into

\[ P^{kl} W_{\alpha \beta l} = P^00 W_{\alpha \beta 0} + P^{2n+1 2n+1} W_{2n+1 \alpha \beta 2n+1} + P^{\gamma \gamma} W_{\gamma \alpha \beta \gamma} + P^{\delta \gamma} W_{\delta \alpha \beta \gamma}. \]

By (4.10), (4.14) and (4.15), we get

\[ P^{kl} W_{\alpha \beta l} = P^{00} + P^{\gamma \gamma} W_{\delta \alpha \beta \gamma} \]

\[ = - \frac{1}{2} K^{\gamma \gamma} K_{\gamma \beta} + \frac{\Lambda}{2 n} g_{\alpha \beta} + 2 K^{\gamma \gamma} \left( \frac{1}{2} R_{\alpha \delta \gamma \beta} + \frac{1}{2} K_{\alpha \beta} g_{\gamma \delta} + \frac{1}{2} K_{\gamma \delta} g_{\alpha \beta} + \frac{1}{2} K_{\gamma \beta} g_{\alpha \delta} + \frac{1}{2} K_{\alpha \delta} g_{\gamma \beta} \right). \]

We use (4.4) and the fact that \( \Lambda = K^{\alpha \beta} K_{\alpha \beta} \) to simplify it into

\[ P^{kl} W_{\alpha \beta l} = K^{\gamma \gamma} R_{\alpha \delta \gamma \beta} + \frac{1}{2 n} \Lambda g_{\alpha \beta} + \frac{2 n + 1}{2 n} \Lambda g_{\alpha \beta} + \frac{3}{2} K_{\alpha} K_{\gamma \beta}. \]
We next compute the first term on the right hand side of (4.18).

\begin{equation}
\tag{4.20}
g^{k\ell} D_l C_{\alpha\beta k} = D_0 C_{\alpha\beta 2n+1} + D_{2n+1} C_{\alpha\bar{\beta}0} + 2g^{\gamma\delta} D_{\gamma} C_{\alpha\beta\gamma} + 2g^{\gamma\nu} D_{\gamma} C_{\alpha\bar{\beta}\nu}.
\end{equation}

Let us compute these covariant derivatives of the Cotton tensor. Since $C_{\alpha\beta\gamma} = 0$ if at least one of the index is $2n + 1$ by Proposition 4.5 and $\Gamma^0_{\alpha\beta\gamma} = 0$ for any $p$ by (4.3),

\[ D_0 C_{\alpha\beta 2n+1} = -\Gamma^0_{02n+1} C_{\alpha\beta p} = 0. \]

For the second term in (4.20), we have
\[
D_{2n+1} C_{\alpha\bar{\beta}0} = X_{2n+1} C_{\alpha\bar{\beta}0} - \Gamma^p_{2n+1} C_{\mu\bar{\beta}0} - \Gamma^p_{2n+1} C_{\alpha\bar{\beta}0} - \Gamma^p_{2n+1} C_{\alpha\beta p} = -\Gamma^p_{2n+1} C_{\mu\bar{\beta}0} - \Gamma^p_{2n+1} C_{\alpha\beta p}.
\]

By (4.3), we get
\[
D_{2n+1} C_{\alpha\bar{\beta}0} = -\Gamma^\nu_{2n+1} C_{\nu\bar{\beta}0} - \Gamma^p_{2n+1} C_{\alpha\bar{\beta}0} = -i\delta^\mu_{\alpha} C_{\mu\bar{\beta}0} + i\delta^\nu_{\alpha} C_{\alpha\bar{\beta}0} = 0.
\]

For the third term in (4.20), we apply (4.3), Remark 3.3 and Proposition 4.5 to obtain
\[
D_\delta C_{\alpha\bar{\beta}\gamma} = X_\delta C_{\alpha\bar{\beta}\gamma} - \Gamma^p_\delta C_{\alpha\bar{\beta}0} - \Gamma^p_\delta C_{\alpha\bar{\beta}0} - \Gamma^p_\delta C_{\alpha\bar{\beta}p} = \frac{1}{2} \nabla_\gamma K_{\alpha\bar{\beta}} - \frac{1}{2} g_{\alpha\beta} (K_{\alpha\mu} K_{\mu\beta} - \frac{n}{\Lambda} g_{\gamma\beta}) - \frac{1}{4} g_{\gamma\delta} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}).
\]

Therefore,
\[
2g^{\gamma\delta} D_\delta C_{\alpha\bar{\beta}\gamma} = -\nabla_\gamma \nabla_\gamma K_{\alpha\bar{\beta}} - \frac{n}{2} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}).
\]

For the last term in (4.20), we have
\[
D_\gamma C_{\alpha\bar{\beta}\delta} = X_\gamma C_{\alpha\bar{\beta}\delta} - \Gamma^p_\gamma C_{\rho\bar{\beta}\delta} - \Gamma^p_\gamma C_{\rho\bar{\beta}\delta} - \Gamma^p_\gamma C_{\alpha\bar{\beta}p} = X_\gamma C_{\alpha\bar{\beta}\delta} - \Gamma^p_\gamma C_{\rho\bar{\beta}\delta} - \Gamma^p_\gamma C_{\alpha\bar{\beta}p}.
\]

By Proposition 4.5 and (4.3), it follows that
\[
D_\gamma C_{\alpha\bar{\beta}\delta} = -\frac{1}{4} g_{\gamma\beta} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}) + \frac{1}{4} g_{\gamma\delta} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}).
\]

Therefore,
\[
2g^{\gamma\delta} D_\gamma C_{\alpha\bar{\beta}\delta} = -\frac{1}{2} \delta_\beta^\gamma (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}) + \frac{n}{2} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}) = \frac{n-1}{2} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}).
\]

We put the formulas on covariant derivatives of the Cotton tensor into (4.20) and obtain
\begin{equation}
\tag{4.21}
g^{k\ell} D_l C_{\alpha\beta k} = \nabla_\gamma \nabla_\gamma K_{\alpha\beta} - \frac{3}{2} (K_{\alpha\mu} K_{\mu\beta} - \frac{\Lambda}{n} g_{\alpha\beta}).
\end{equation}

By putting (4.19) and (4.21) into (4.18), we have
\[
B_{\alpha\beta} = \nabla_\gamma \nabla_\gamma K_{\alpha\beta} - K^{\gamma\delta} R_{\alpha\beta\gamma\delta} - \frac{1}{2(n+1)} R K_{\alpha\beta} - \frac{n-1}{n} \Lambda g_{\alpha\beta} - 3K_{\alpha\gamma} K_{\gamma\beta}.
\]
By (4.5) and (4.8), we finally get
\[
B_{\alpha\beta} = \frac{R}{2(n+1)(n+2)} g^{\gamma\delta} R_{\alpha\beta\gamma\delta} + \frac{1}{n+2} R_{\alpha}^{\mu} R_{\mu\beta} - \frac{1}{2(n+1)} R K_{\alpha\beta} - \frac{n-1}{n} \Lambda g_{\alpha\beta} - 3K_{\alpha}^{\gamma} K_{\gamma\beta}
\]
\[
= - \frac{n-1}{(n+1)(n+2)^2} R R_{\alpha\beta} + \frac{n-1}{(n+1)(n+2)^2} R_{\alpha}^{\mu} R_{\mu\beta} + \frac{n-1}{4(n+1)(n+2)^2} R^2 g_{\alpha\beta} - \frac{n-1}{n} \Lambda g_{\alpha\beta}.
\]

The last two equations of Proposition 4.8 can be proved similarly and we omit the proof. \(\square\)

**Corollary 4.9.** When \(n = 2\), we have
\[
B_{00} = 2\Delta \Lambda + 4\left(\frac{1}{3} \Lambda R - \frac{1}{63} R^3\right)
\]
\[
B_{\alpha\beta} \in T, \quad B_{0\alpha} = i \nabla_\alpha \Lambda, \quad B_{02n+1} = 0.
\]

**Proof.** Note that the last three identities follow immediately from Proposition 4.8. It remains to prove the first one on \(B_{00}\). Fix a point \(p \in M\) and we use the normal coordinates at \(p\). In particular (3.5) holds at \(p\), i.e., \((g_{\alpha\beta})\) becomes the identity matrix and \((R_{\alpha\beta})\) becomes \(\text{diag}(\lambda_1, \lambda_2)\) at \(p\). Since \(K_{\alpha\beta} = \frac{1}{4}(R_{\alpha\beta} - \frac{1}{6} R g_{\alpha\beta})\), we have the following two equations hold at \(p\).
\[
(K_{\alpha\beta}) = \begin{pmatrix}
\frac{5\lambda_1-\lambda_2}{24} & 0 \\
0 & \frac{5\lambda_2-\lambda_1}{24}
\end{pmatrix} := \begin{pmatrix}
\mu_1 & 0 \\
0 & \mu_2
\end{pmatrix};
\]
\[
K_{\alpha}^{\beta} K_{\gamma}^{\gamma} K_{\alpha}^{\gamma} = \mu_1^3 + \mu_2^3 = \frac{1}{8}(\mu_1 + \mu_2)^3(3\mu_1^2 + 3\mu_2^2 - (\mu_1 + \mu_2)^2).
\]

Note that \(\mu_1 + \mu_2 = 4R\) and \(\mu_1^2 + \mu_2^2 = \Lambda\). Therefore,
\[
K_{\alpha}^{\beta} K_{\gamma}^{\gamma} K_{\alpha}^{\gamma} = \frac{1}{12} R(3\Lambda - \frac{1}{36} R^2) = \frac{1}{4} \Lambda R - \frac{1}{24 \cdot 3^3} R^3.
\]

Finally bringing the above identity into the first equation of Proposition 4.8, we get
\[
B_{00} = 2\Delta \Lambda + 8\left(\frac{1}{4} \Lambda R - \frac{1}{24 \cdot 3^3} R^3\right) - \frac{2}{3} \Lambda R = 2\Delta \Lambda + \frac{4}{3} R\Lambda - \frac{1}{2 \cdot 3^3} R^3.
\]
\(\square\)
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