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ABSTRACT
In this article, we propose an all-in-one statement which includes existence, uniqueness, regularity, and numerical approximations of mild solutions for a class of stochastic partial differential equations (SPDEs) with non-globally monotone nonlinearities. The proof of this result exploits the properties of an existing fully explicit space-time discrete approximation scheme, in particular the fact that it satisfies suitable a priori estimates. We also obtain almost sure and strong convergence of the approximation scheme to the mild solutions of the considered SPDEs. We conclude by applying the main result of the article to the stochastic Burgers equations with additive space-time white noise.
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1. Introduction
In this work, we exploit the properties of the approximation method introduced in [1] for a class of stochastic partial differential equations (SPDEs) with non-globally monotone nonlinearities driven by additive space-time white noise and obtain existence, uniqueness, and (spatial) regularity of the solution processes for such SPDEs. At the same time, we achieve almost sure convergence of the approximation scheme (see Theorem 3.2). The proof of the main result of the article (see Theorem 3.2) employs a priori estimates obtained in [2, Corollary 2.6] as well as an existence and uniqueness result for solutions of a class of Banach space valued evolution equations in [3, Corollary 8.4]. In addition, under the abstract setting of the main result, we apply a strong convergence result in [2, Theorem 3.5], and thereby provide an all-in-one statement for existence, uniqueness, and (spatial) regularity of the solution processes and strong convergence of the approximation scheme in case of the considered SPDEs (see Corollary 3.3).

The approximation method we consider is the space-time full-discrete nonlinearity-truncated accelerated exponential Euler-type scheme that converges strongly to the solutions of certain infinite-dimensional stochastic evolution equations with superlinearly growing non-linearities and driven by additive noise such as stochastic Kuramoto–Sivashinsky equations with space-time white noise (see [1, Corollary 5.2]).
stochastic Burgers equations and Allen–Cahn equations both driven by space-time white noise (see [2, Corollaries 5.6 and 5.11]), and two-dimensional stochastic Navier–Stokes equations driven by a certain trace class noise (see [4, Theorem 5.1]). Moreover, [5, Theorem 1.1] establishes spatial and temporal rates of strong convergence for this scheme in the case of stochastic Allen–Cahn equations. We would also like to mention that explicit approximation methods similar to the one in [1] have been introduced and proven to converge strongly for some stochastic evolution equations with superlinearly growing nonlinearities in, e.g., [6–14].

To explain our result better let us consider $H$ to be the real Hilbert space given by $H = L^2((0, 1); \mathbb{R})$, $A : D(A) \subseteq H \to H$ to be the Laplace operator with Dirichlet boundary conditions on $H$, and $(H_r, \langle \cdot, \cdot \rangle_{H_r}, \| \cdot \|_{H_r})$, $r \in \mathbb{R}$, to be a family of interpolation spaces associated to $-A$. The main result of this article, Theorem 3.2, is applicable to a subclass of stochastic evolution equations considered in Theorem 3.5 in [2]. This subclass has to satisfy an additional regularity condition on the nonlinearity (see Setting 3.1, in particular, inequality (3.1)), which is crucial in the proof of pathwise a priori estimates for the approximation process (see Lemma 2.2). These a priori bounds guarantee that the solution process takes values in an appropriate proper subspace of $H$, that is, $H_q$ for some $q \in (0, \infty)$, which determines the spatial regularity. We note that Theorem 3.5 in [2] requires that there exists a solution $X : \Omega \times [0, T] \to H_q$ for some appropriate $q \in [0, \infty)$. Our main result establishes existence and uniqueness of the mild solution with a compatible spatial regularity. Techniques similar to the ones appearing in our proof can, e.g., be found in [15, Theorem 3.1 and Section 4.3] which, in particular, provides existence and uniqueness of the mild solution for stochastic Burgers equations with additive space-time white noise with values in the Banach space $C((0, 1), \mathbb{R})$ exploiting spectral Galerkin approximations.

As an example, we choose to apply the main result of this article to the stochastic Burgers equations driven by space-time white noise. In this way for every $q \in (1/8, 1/4)$ we obtain the existence and uniqueness of the mild solution taking values in the space $H_q$. In particular, Corollary 4.3 establishes the existence and uniqueness of the mild solution of the stochastic Burgers equation

$$
\frac{\partial}{\partial t} X_t(x) = \frac{\partial^2}{\partial x^2} X_t(x) - X_t(x) \cdot \frac{\partial}{\partial x} X_t(x) + \frac{\partial}{\partial t} W_t(x) 
$$

(1.1)

with $X_0(x) = \xi(x)$, $\xi \in H_{1/2}$, and $X_t(0) = X_t(1) = 0$ for $t \in [0, T]$, $x \in (0, 1)$. We would like to note that there are several existence and uniqueness results in the literature for mild solutions of stochastic Burgers equations driven by colored noise (see, e.g., [16]) and by space-time white noise (see, e.g., [17] in the case of cylindrical Wiener process and [18] in the case of Brownian sheet). Other relevant references can, e.g., be found in [19, Section 13.9] and [20, Chapter 14] and the references mentioned therein. Our results extend the strong convergence result for stochastic Burgers equations in [2, Corollary 5.6] because they yield existence, uniqueness, and spatial regularity of the mild solution and at the same time not only strong but also almost sure convergence for the numerical scheme.

To conclude, let us mention the fact that our main all-in-one results (in particular, Corollary 3.3) can also be applied to the Kuramoto–Sivashinsky equations considered in [1], recovering the strong convergence result for the numerical scheme obtained there.
and also recovering the existence and uniqueness of the mild solution obtained in, e.g., [21].

1.1. Outline of the article

First, in Section 2, we analyze pathwise regularity properties of the considered approximation scheme for a certain family of evolution equations. In particular, we obtain in Section 2 pathwise a priori estimates and convergence to a local mild solution (see Lemmas 2.2 and 2.3, respectively). The non-explosion of the approximation scheme then leads to non-explosion of the unique maximal solution and therefore to pathwise existence and uniqueness of the global solution (see Proposition 2.4). The main result of the article is given in Section 3 in Theorem 3.2. It allows us to obtain an all-in-one statement for existence, uniqueness, and (spatial) regularity of the solution processes and strong convergence of the approximation scheme in Corollary 3.3. Finally, in Section 4, we apply the latter to the stochastic Burgers equations with space-time white noise (see Corollary 4.3).

1.2. Notation

Throughout this article the following notation is used. Let \( \mathbb{N} = \{1, 2, 3, \ldots\} \) be the set of all natural numbers. We denote by \( [\cdot]_h : \mathbb{R} \to \mathbb{R}, h \in (0, \infty) \), the functions which satisfy for all \( t \in \mathbb{R}, h \in (0, \infty) \) that

\[
[t]_h = \max((\infty, t] \cap \{0, h, -h, 2h, -2h, \ldots\}). \tag{1.2}
\]

For a set \( A \) we denote by \( |A| \in \mathbb{N} \cup \{0\} \cup \{\infty\} \) the number of elements of \( A \) and we denote by \( \text{Id}_A : A \to A \) the function which satisfies for all \( a \in A \) that \( \text{Id}_A(a) = a \) (identity function on \( A \)). For a topological space \( (X, \tau) \) we denote by \( B(X) \) the Borel sigma-algebra of \( (X, \tau) \).

2. Pathwise global solutions

This section is devoted to prove a pathwise existence of a unique global solution and convergence of the approximation scheme. We establish this result in Proposition 2.4. The main ingredients of the proof of Proposition 2.4 are Lemmas 2.2 and 2.3. The latter establishes convergence and non-explosion of a (local) solution in a certain general setting and the former shows suitable a priori bounds for the (deterministic) approximation scheme.

Setting 2.1. Let \( (H, \langle \cdot, \cdot \rangle_H, \| \cdot \|_H) \) be a separable \( \mathbb{R} \)-Hilbert space, let \( \mathbb{H} \subseteq H \) be a nonempty orthonormal basis of \( H \), let \( \eta, \kappa \in [0, \infty) \), let \( \lambda : \mathbb{H} \to \mathbb{R} \) satisfy that \( \inf_{b \in \mathbb{H}} \lambda_b > -\min\{\eta, \kappa\} \), let \( A : D(A) \subseteq H \to H \) be the linear operator which satisfies \( D(A) = \{v \in H : \sum_{b \in \mathbb{H}} |\lambda_b \langle b, v \rangle_H|^2 < \infty\} \) and \( \forall v \in D(A) : Av = \sum_{b \in \mathbb{H}} -\lambda_b \langle b, v \rangle_H b \), let \( (H_r, \langle \cdot, \cdot \rangle_{H_r}, \| \cdot \|_{H_r}), r \in \mathbb{R}, \) be a family of interpolation spaces associated to \( \kappa - A \) (see, e.g., [22, Section 3.7]), and let \( T, \theta, c \in (0, \infty), \theta, \epsilon \in [0, \infty), \alpha, \varphi \in [0, 1), \gamma \in (0, 1), \rho \in [-\alpha, 1 - \max\{\alpha, \gamma\}], \varrho \in (\rho, 1 - \gamma), \chi \in (0, \min\{(\varrho - \rho)/(1 + \theta/2), (1 - \alpha - \rho)/(1 + \theta)\}) \).
2.1. A priori bounds

Lemma 2.2. (A priori bounds). Assume Setting 2.1, assume in addition that 
\( \sup_{t \in \mathbb{R}} |\lambda_t| < \infty \), let \( \beta \in (0, \infty) \), \( h \in (0, \min\{1, T\}) \), and let \( Y, O, \tilde{O} : [0, T] \to H, F \in C(H, H) \), \( \phi, \Phi : H \to [0, \infty) \) satisfy for all \( v, w \in H, t \in [0, T] \) that \( \eta O \in C([0, T], H) \), \( \tilde{O}_t = O_t - \int_0^t e^{(t-s)(A-\eta)} \eta O_s \, ds \), \( ||F(v)||_{H,\gamma} \leq c(2\epsilon + ||v||_{H,\gamma}^2), ||F(v)||_{H,\gamma}^2 \leq \theta \max\{1, ||v||_{H,\gamma}^{2+\theta}\} \).

\[
\langle v, F(v + w) \rangle_H \leq \frac{1}{2} \phi(w)||v||_{H,\gamma}^2 + \phi ||(\eta - A)^{1/2}v||_{H,\gamma}^2 + \frac{1}{2} \Phi(w),
\]

(2.1)

\[
||((\eta - A)^{-1/2}(F(v) - F(w)))||_{H,\gamma}^2 \leq \theta \max\{1, ||v||_{H,\gamma}^{\theta}, ||v - w||_{H,\gamma}^{2+\theta}\},
\]

(2.2)

and

\[
Y_t = \int_0^t e^{(t-s)A} \left( ||Y_{[s],H}||_{H,\gamma} + ||O_{[s],H}||_{H,\gamma} \right) F(Y_{[s],H}) \, ds + O_t.
\]

(2.3)

Then it holds that \( \eta O \in C([0, T], H) \) and for all \( t \in [0, T] \) that

\[
||Y_t - O_t||_{H,\gamma} \leq \frac{2e^{-\epsilon}}{(1 - \gamma - \epsilon)} \left( \epsilon + \sup_{s \in [0, T]} ||O_{[s],H}||_{H,\gamma} \right) ds
\]

\[
+ \left( 1 + \frac{\theta e^{(2+\theta)(1+(\kappa + \sqrt{\eta} + \sqrt{\eta}|\kappa - \eta|e^{\gamma}))(\kappa - A)^{\rho-\epsilon}||O|_{L(H)} + \sqrt{\theta + \sqrt{\eta}}^{(2+\theta)}}{(1 - \rho)(1 - \rho - \gamma)(2+\theta)} \right)
\]

\[
\times \int_0^t e^{\Phi(O_{[s],H}) + 2\eta(1+\beta)du} \left[ \Phi(O_{[s],H}) + \frac{\eta}{2\beta} ||O_{[s],H}||_{H}^2 \right] ds
\]

\[
+ \max\{1, \eta, T\} \left( 1 + \int_0^T ||\sqrt{\eta}O_{[s],H}||_{H,\gamma}^{(2+\theta)} du \right) \right] ds.
\]

(2.4)

Proof of Lemma 2.2. First, observe that for all \( s \in (0, T) \) it holds that

\[
||((\kappa - A)^{(q+\gamma)}e^{A})||_{L(H)} = e^{\kappa s^{-(q+\gamma)}}||s(\kappa - A)^{(q+\gamma)}e^{\kappa s^{-(q+\gamma)}}||_{L(H)} \leq e^{\kappa s^{-(q+\gamma)}}
\]

(cf., e.g., Lemma 11.36 in [23]). This, (2.3), the triangle inequality, and the assumption that \( \forall \, v \in H : ||F(v)||_{H,\gamma} \leq c(2\epsilon + ||v||_{H,\gamma}^2) \) imply that for all \( t \in [0, T] \) it holds that

\[
||Y_t - O_t||_{H,\gamma} \leq \int_0^t ||((\kappa - A)^{(q+\gamma)}e^{(t-s)A})||_{L(H)}||F(Y_{[s],H})||_{H,\gamma} \, ds
\]

\[
\leq c \int_0^t e^{(t-s)\kappa}(t-s)^{-(q+\gamma)}(2\epsilon + ||Y_{[s],H}||_{H,\gamma}^2) ds
\]

\[
\leq c[2\epsilon + \sup_{s \in [0, t]} ||Y_{[s],H}||_{H,\gamma}^2] \int_0^t e^{(t-s)\kappa}(t-s)^{-(q+\gamma)} \, ds.
\]

(2.6)

This together with the fact that \( \forall \, a, b \in \mathbb{R} : |a + b|^2 \leq 2|a|^2 + 2|b|^2 \) and the fact that \( \rho + \gamma < 1 \) shows that for all \( t \in [0, T] \) it holds that
\[ \| Y_t - O_t \|_{H^s} \leq c \left[ 2c + 2 \sup_{s \in [0, T]} \| Y_{[s]} - O_{[s]} \|_{H^s} + 2 \sup_{s \in [0, T]} \| O_{[s]} \|_{H^s}^2 \right] e^{\kappa \int_0^t (t-s)^{(q+\gamma)} \, ds} \]

(2.7)

Next note that the assumption that \( \sup_{b \in H} |\lambda_b| < \infty \) assures that \( A \in L(H) \). Corollary 2.6 in [2] therefore ensures that \( \eta O \in C([0, T], H) \) and that

\[
\sup_{t \in [0, T]} \| Y_{[t]} - O_{[t]} \|_{H^s}^2 \leq \int_0^T e^{\int_0^r \phi(\eta u) + 2\eta(1+\beta)du} \left[ \Phi(\eta u) + \frac{\eta}{2\beta} ||O_u||_H^2 \right] + \frac{\theta e^{\kappa(2+\vartheta)} [1 + (\kappa + \sqrt{\eta} + \sqrt{\eta}|\kappa - \eta|e^\theta) ||(\kappa - A)^{\vartheta - \gamma}||_{L(H)} + \sqrt{\theta} + \sqrt{\eta}]^{2+\vartheta} |\max\{1, \int_0^T ||\sqrt{\eta} O_u||_{H^s} \, du\}|^{2+\vartheta}}{(1-\vartheta)(1-\alpha - \rho)^{2+\vartheta}} ds.
\]

(2.8)

Combining this with the fact that \( h < 1, 1 - \chi^\theta \geq 0, \frac{1 - \alpha - \rho}{(1 + \theta)} \geq \chi, \frac{(\alpha - \rho)}{(1 + \theta/2)} \geq \chi \) demonstrates that for all \( t \in [0, T] \) it holds that

\[
\sup_{t \in [0, T]} \| Y_{[t]} - O_{[t]} \|_{H^s}^2 \leq \left( 1 + \frac{\theta e^{\kappa(2+\vartheta)} [1 + (\kappa + \sqrt{\eta} + \sqrt{\eta}|\kappa - \eta|e^\theta) ||(\kappa - A)^{\vartheta - \gamma}||_{L(H)} + \sqrt{\theta} + \sqrt{\eta}]^{2+\vartheta} |\max\{1, \int_0^T ||\sqrt{\eta} O_u||_{H^s} \, du\}|^{2+\vartheta}}{(1-\vartheta)(1-\alpha - \rho)^{2+\vartheta}} \right) \cdot \frac{\int_0^T e^{\int_0^r \phi(\eta u) + 2\eta(1+\beta)du} \left[ \Phi(\eta u) + \frac{\eta}{2\beta} ||O_u||_H^2 \right] + \max\{1, \int_0^T ||\sqrt{\eta} O_u||_{H^s} \, du\}^{2+\vartheta} \max\{1, \int_0^T ||\sqrt{\eta} O_u||_{H^s} \, du\} |^{2+\vartheta}}{ds}.
\]

(2.9)
Moreover, note that Hölder’s inequality implies that
\[
\max\left\{ 1, \int_0^T \left\| \sqrt{\eta} O_u \right\|_{H_x}^2 \, du \right\} \leq \max\left\{ 1, \eta \int_0^T \left\| O_u \right\|_{H_x}^2 \, du \right\} \]
\[
\leq \max\left\{ \left. \max\left\{ 1, \eta \int_0^T \left\| O_u \right\|_{H_x}^2 \, du \right\} \right|^{1+\theta} \right\} \max\left\{ 1, \int_0^T \left\| O_u \right\|_{H_x}^2 \, du \right\}^{1+\theta} \]
\[
\leq \left\| \max\left\{ 1, \eta, T \right\} \right\|^{3+2\theta} \max\left\{ 1, \int_0^T \left\| O_u \right\|_{H_x}^2 \, du \right\}^{2+\theta} \]
\[
\leq \left\| \max\left\{ 1, \eta, T \right\} \right\|^{4+3\theta} \max\left\{ 1, \int_0^T \left\| O_u \right\|_{H_x}^{2(2+\theta)} \, du \right\}.
\]

This together with (2.9) yields that
\[
\sup_{t \in [0, T]} \left\| Y_{[t], h} - O_{[t], h} \right\|_H^2 \leq \left( \frac{\theta e^{\kappa(2+\theta) \left[ 1 + (\kappa + \sqrt{\eta} + \sqrt{\eta} |\kappa - \eta| e^\theta) ) (|\kappa - A - 1|^{\theta} \in L(H) + \sqrt{\theta} + \sqrt{\eta}^{2+\theta} \right]} \right)
\]
\[
\cdot \int_0^T e^{\int_0^T \Phi(\eta(\xi)_{[t], h}) + 2\eta(1+\beta) \, du} \left[ \Phi(\xi_{[t], h}) + \frac{\eta}{2\beta} \left\| \xi_{[t], h} \right\|_H^2 \right]
\]
\[
+ \left\| \max\left\{ 1, \eta, T \right\} \right\|^{4+3\theta} \max\left\{ 1, \int_0^T \left\| O_u \right\|_{H_x}^{2(2+\theta)} \, du \right\} \right\} ds.
\]

Combining this and (2.7) completes the proof of Lemma 2.2.

\[\square\]

**Lemma 2.3 (Pathwise convergence and non-explosion).** Let \((V, \left\| \cdot \right\|_V)\) be a separable \(\mathbb{R}\)-Banach space, let \((W, \left\| \cdot \right\|_W)\) be an \(\mathbb{R}\)-Banach space, let \(T, X \in (0, \infty)\), let \(J \subseteq [0, T]\) be a convex set satisfying \(0 \in J\), let \(F \in C(V, W)\) and \(\Psi : [0, \infty) \to [0, \infty)\) be a separable \(\mathbb{R}\)-Banach space, that \(\Psi([0, \infty)) \subseteq [0, \infty)\) and

\[
\Psi(r) = \sup \left\{ \left\{ \frac{||F(v) - F(w)||_W}{||v - w||_V} : v, w \in V, v \neq w, ||v||_V + ||w||_V \leq r \right\} \cup \{0\} \right\},
\]

(2.12)

let \(S : (0, T) \to L(W, V)\) be a \(\mathcal{B}((0, T))/\mathcal{B}(L(W, V))-\text{measurable function, let } \alpha \in [0, 1)\) and \((P_n)_{n \in \mathbb{N}} \subseteq L(V)\) satisfy that \(\sup_{s \in (0, T)} ||S_s||_{L(W, V)} < \infty\), \(\lim_{m \to \infty} \sup \left| p_m \right|_{L(V)} < \infty\), and

\[
\lim_{m \to \infty} \sup_{s \in [0, T]} \int_0^T ||(1 + \alpha)S_s||_{L(W, V)} \, ds = 0,
\]

(2.13)

let \(O \in C([0, T], V)\) and \(O^n : [0, T] \to V, n \in \mathbb{N}\), satisfy that

\[
\lim_{m \to \infty} \sup_{s \in [0, T]} ||O_s - O^n ||_V = 0,
\]

(2.14)

let \((h_n)_{n \in \mathbb{N}} \subseteq (0, \infty)\) satisfy that \(\lim_{m \to \infty} h_m = 0\), and let \(X \in C(J, V)\) and \(X^n : [0, T] \to V, n \in \mathbb{N}\), satisfy for all \(t \in J, n \in \mathbb{N}\) that \(X_t = \int_0^t S_{t-s} F(X_s) \, ds + O_t\),
\[
\mathcal{X}_t^n = \int_0^t P_n S_{t-s} \mathbb{1}_{[0, |h_n|^{-1}]\{(||X_{[s]}^n||_V + ||\mathcal{O}_{[s]}^n||_V) F(X_{[s]}^n)\}} ds + \mathcal{O}_t^n,
\]
and \[\lim_{m \to \infty} \sup_{s \in [0, t]} ||X_s^m||_V < \infty.\] Then it holds

(i) for all \( t \in J \) that \( \lim_{n \to \infty} \sup_{s \in [0, t]} ||X_s - X_s^n||_V = 0 \)
(ii) that \( \sup_{s \in J} ||X_s||_V < \infty.\)

**Proof of Lemma 2.3.** First, observe that Item (i) in Proposition 3.1 in [1] shows that for all \( t \in J \) it holds that

\[
\lim_{n \to \infty} \sup_{s \in [0, t]} ||X_s - X_s^n||_V = 0.
\]  

This establishes Item (i). Next note that for all \( n \in \mathbb{N}, t \in J \) it holds that

\[
||X_t||_V \leq ||X_t^n||_V + ||X_t - X_t^n||_V \\
\leq \sup_{s \in J} ||X_t^n||_V + ||X_t - X_t^n||_V \\
\leq \sup_{s \in J} ||X_t^n||_V + \sup_{s \in [0, t]} ||X_s - X_s^n||_V.
\]  

This together with Item (i) implies that for all \( t \in J \) it holds that

\[
||X_t||_V \leq \lim_{n \to \infty} \sup_{s \in J} ||X_s^n||_V + \sup_{s \in [0, t]} ||X_s - X_s^n||_V \\
\leq \lim_{n \to \infty} \sup_{s \in J} ||X_s^n||_V + \lim_{n \to \infty} \sup_{s \in [0, t]} ||X_s - X_s^n||_V \\
= \lim_{n \to \infty} \sup_{s \in J} ||X_s^n||_V < \infty.
\]  

Therefore, we obtain that

\[
\sup_{t \in J} ||X_t||_V \leq \lim_{n \to \infty} \sup_{t \in J} ||X_t^n||_V < \infty.
\]

This establishes Item (ii). The proof of Lemma 2.3 is thus completed. \( \square \)

### 2.2. Pathwise existence, uniqueness, regularity, and approximation

**Proposition 2.4** (Global solutions). Assume Setting 2.1, let \( F \in C(H_0, H_{-\theta}) \), \((P_n)_{n \in \mathbb{N}} \subseteq L(H)\), let \( \mathbb{H}_n \subseteq \mathbb{H}, n \in \mathbb{N} \), be finite subsets of \( \mathbb{H} \) satisfying for all \( n \in \mathbb{N}, u \in H \) that \( P_n(u) = \sum_{b \in \mathbb{H}_n} \langle b, u \rangle_H b \), let \( \phi, \Phi : H_1 \to [0, \infty) \) be functions such that for all \( n \in \mathbb{N}, v, w \in P_n(H) \) it holds that \( F(v) \in H, ||F(v)||_{H_{-\theta}} \leq c(2 \varepsilon + ||v||_{H}^2), \)

\[
\langle v, P_nF(v + w) \rangle_H \leq \phi(w)||v||_{H}^2 + \varphi||\eta - A||^{1/2}v||_{H}^2 + \Phi(w),
\]  

and

\[
||F(v) - F(w)||_{H_{-\theta}} \leq \theta (1 + ||v||_{H}^2 + ||w||_{H}^2) ||v - w||_{H_{-\theta}},
\]

let \((h_n)_{n \in \mathbb{N}} \subseteq (0, T] \) satisfy that \( \lim_{m \to \infty} h_m = 0 \), assume in addition that \( \alpha \in [0, 1/2], \)
\( \rho \in (\alpha, 1 - \max\{\alpha, \gamma\}), \chi \in (0, \min\{(\rho - \rho)/(1 + \theta), (1 - \alpha - \rho)/(1 + 2\theta)\}), \) and
\[
\limsup_{m \to \infty} \int_0^T \| (\text{Id}_{H_\varrho} - P_m|_{H_\varrho}) e^{tA} \|_{L(H_{-\varrho},H_\varrho)} \, ds = 0, \tag{2.22}
\]

let \( O \in C([0,T], H_\varrho) \) and \( O^n, O^n_\varrho : [0,T] \to H_\varrho, n \in \mathbb{N} \), be functions which satisfy for all \( n \in \mathbb{N}, t \in [0,T] \) that \( O^n([0,T]) \subseteq P_n(H), \eta O^n \in C([0,T], P_n(H)) \),
\[
\limsup_{m \to \infty} \sup_{s \in [0,T]} \| O_s - O^n_s \|_{H_\varrho} = 0, \tag{2.23}
\]
\[
O^n_t = O^n_0 + \int_0^t e^{(t-s)(\lambda - \eta)} \eta O^n_s \, ds, \quad \limsup_{m \to \infty} \sup_{s \in [0,T]} \| O^n_\varrho_s \|_{H_\varrho}^2 < \infty, \quad \text{and}
\]
\[
\liminf_{m \to \infty} \int_0^T e^{\int_0^s 2\phi(O^n|_{H_{-\varrho}}) \, du} \max \left\{ \Phi(\|O^n_s\|_{H_{-\varrho}}), \|O^n_s\|_{H_\varrho}^2, 1, \int_0^s \|O^n_u\|_{H_{-\varrho}}^{1 + 4\theta} \, du \right\} \, dr < \infty, \tag{2.24}
\]

and let \( X^n : [0,T] \to H_\varrho, n \in \mathbb{N} \), be functions satisfying for all \( n \in \mathbb{N}, t \in [0,T] \) that
\[
X^n_t = \int_0^T e^{(t-s)A} \mathbb{I}_{\|X^n_s\|_{H_\varrho} + \|O^n_s\|_{H_\varrho} \leq |\eta|^{-\delta}} F(X^n_s) \, ds + O^n_t. \tag{2.25}
\]

Then

(i) it holds that \( \liminf_{n \to \infty} \sup_{s \in [0,T]} \| X^n_s \|_{H_\varrho} < \infty \),

(ii) there exists a unique continuous function \( X : [0,T] \to H_\varrho \) which satisfies for all \( t \in [0,T] \) that \( \int_0^t \| e^{(t-s)A} F(X_s) \|_{H_\varrho} \, ds < \infty \) and
\[
X_t = \int_0^T e^{(t-s)A} F(X_s) \, ds + O_t, \tag{2.26}
\]

and

(iii) it holds that \( \limsup_{n \to \infty} \sup_{t \in [0,T]} \| X_t - X^n_t \|_{H_\varrho} = 0. \)

Proof of Proposition 2.4. Observe that (2.22) allows us to assume w.l.o.g. that for all \( n \in \mathbb{N} \) it holds that \( P_n(H) \neq \{0\} \). Throughout this proof we assume that for all \( n \in \mathbb{N} \) it holds that \( P_n(H) \neq \{0\} \), let \( \varepsilon \in (0,1 - \alpha - \varrho) \) be a real number, let \( \tilde{\vartheta} \in [0,\infty) \) be the real number given by
\[
\tilde{\vartheta} = \max \{ 1, \| (\eta - \lambda)^{-1}(\lambda - A) \|_{L(H)} \} \cdot \max \left\{ \frac{8\vartheta^2 + 2 \| F(0) \|_{H_{-\varrho}}^2}{\| F(0) \|_{H_{-\varrho}}^2}, \max \left\{ 1, \sup_{u \in H_{-\varrho} \setminus \{0\}} \frac{\| u \|_{H_{-\varrho}}^{2+2\vartheta}}{\| u \|_{H_{-\varrho}}^{2+2\vartheta}} \right\} \right\}, \tag{2.27}
\]

let \( \Psi : [0,\infty] \to [0,\infty] \) be the function which satisfies for all \( r \in [0,\infty] \) that \( \Psi(r) = \sup(\{\| F(v) - F(w) \|_{H_{-\varrho}} / \| v - w \|_{H_{-\varrho}} : v, w \in H_{-\varrho}, v \neq w, \| v \|_{H_{-\varrho}} + \| w \|_{H_{-\varrho}} \leq r \}) \cup \{0\} \), and let \( \psi : (0,T) \to (0,\infty) \) be the function which satisfies for all \( t \in (0,T) \) that
\[
\psi(t) = e^{\lambda \tilde{\vartheta}} - 1 + t^\varepsilon. \tag{2.28}
\]

Note that (2.21) ensures that for all \( r \in [0,\infty), v, w \in H_{\varrho} \) satisfying \( v \neq w \) and \( \| v \|_{H_{\varrho}} + \| w \|_{\varrho} \leq r \) it holds that
\[
\|F(v) - F(w)\|_{H^\omega} \leq \left( 1 + \|v\|_{H^\omega}^{\theta} + \|w\|_{H^\omega}^{\theta}\right) \theta \left( 1 + 2r^\rho\right) < \infty.
\]

Therefore, we obtain that for all \( r \in [0, \infty) \) it holds that

\[
\Psi(r) \leq \theta \left( 1 + 2r^\rho\right) \left( \sup_{u \in H^\omega \setminus \{0\}} \frac{\|u\|_{H^\omega}}{\|u\|_{H^\omega}} \right) < \infty.
\]

This establishes that

\[
\Psi([0, \infty)) \subseteq [0, \infty).
\]

Next observe that for all \( n \in \mathbb{N}, t \in [0, T] \) it holds that

\[
\|X_n\|_{H^\omega} \leq \|O_t\|_{H^\omega} + \|O_t^n - O_t\|_{H^\omega} + \|X^n - O^n_t\|_{H^\omega}.
\]

This and (2.23) yield that

\[
\liminf_{n \to \infty} \sup_{t \in [0, T]} \|X^n_t\|_{H^\omega} \leq \sup_{t \in [0, T]} \|O_t\|_{H^\omega} + \liminf_{n \to \infty} \sup_{t \in [0, T]} \|X^n_t - O^n_t\|_{H^\omega}.
\]

Furthermore, note that \( (2.21) \) and, e.g., Lemma 2.4 in [1] (with \( V = H_0, \ V = H_\rho, \ W = H_{-2}, \ W = H_{-1/2}, \ \epsilon = \theta, \ \theta = \max\{1, \|\eta - A\|^{-1}(\kappa - A)\|_{L(H)}\}^{-1} \tilde{\theta}, \ \tilde{\epsilon} = \theta, \ \tilde{\theta} = 2\tilde{\theta} \) in the notation of Lemma 2.4 in [1]) ensures for all \( v, w \in H_0 \) that

\[
\|((\eta - A)^{-1/2}(F(v) - F(w)))\|_{H_{1/2}}^2 \leq \|((\eta - A)^{-1}(\kappa - A))\|_{L(H)}^2 \|F(v) - F(w)\|_{H_{1/2}}^2 \leq \tilde{\theta}(\max\{1, \|v\|_{H_\rho}^{2\rho} \})^2 + \|v - w\|_{H_\rho}^{2+2\rho}
\]

and

\[
\|F(v)\|_{H_{-\omega}}^2 \leq \tilde{\theta}\max\{1, \|v\|_{H_\rho}^{2+2\rho}\}.
\]

In addition, observe that the assumption that \( \forall \ n \in \mathbb{N} : O^n([0, T]) \subseteq P_n(H) \) implies for all \( n \in \mathbb{N} \) that \( O^n([0, T]) \cup X^n([0, T]) \subseteq P_n(H) \). Combining this, (2.34), (2.35), and Lemma 2.2 (with \( H = P_n(H), \ \beta = 1, \ \theta = \theta, \ \tilde{\theta} = 2\tilde{\theta}, \ \phi = 0 \) \( \in P_n(H) \) \( \in L(P_n(H)), \ h = h_m, \ Y = \{0, T\} \ \supseteq t \mapsto X^n_t \in P_n(H)\), \( O = \{0, T\} \supseteq t \mapsto O^n_t(\omega) \in P_n(H)\), \( O = \{0, T\} \supseteq t \mapsto O^n_t(\omega) \in P_n(H)\), \( F = (P_n(H) \supseteq v \mapsto P_n F(v) \in P_n(H) \cap H_{-2}) \in C(P_n(H), P_n(H)), \ \phi = 2\phi P_n(H), \ \Phi = 2\Phi P_n(H) \) for \( n \in \{m \in \mathbb{N} : h_m \leq 1\} \) in the notation of Lemma 2.2) yields that for all \( n \in \{m \in \mathbb{N} : h_m \leq 1\} \) it holds that
\[
\sup_{t \in [0, T]} ||X^n_t - O^n_t||_{H_0} \leq \frac{2c}{(1 - \theta - \gamma)} \left( \epsilon + \sup_{s \in [0, T]} ||O^n_{[s]}||_{H}^2 \right) \\
\left( 1 + \frac{\tilde{\theta} e^{(2 + 2\theta)T} [1 + (\kappa + \sqrt{n} + \sqrt{\eta} |\kappa - \eta| e^\theta)| |(\kappa - A)^{0 - \theta}|_{L(H)} + \sqrt{\tilde{\theta} + \sqrt{\eta}}]^{2 + 2\theta}}{(1 - \theta)(1 - \alpha - \rho)^{2 + 2\theta}} \right) \\
\cdot \liminf_{n \to \infty} \int_0^T e^{(2 + 2\theta)t} \left[ 2 \Phi(O^n_{[s]} + \eta) + \frac{\eta}{2} ||O^n_s||_{L(H)}^2 \right] ds \max \left\{ 1, \int_0^T ||\sqrt{n} O^n_{[s]}||_{H_0}^4 du \right\} ds.
\]

(2.36)

Hence, we obtain that

\[
\liminf_{n \to \infty} \sup_{t \in [0, T]} ||X^n_t - O^n_t||_{H_0} \leq \frac{2c}{(1 - \theta - \gamma)} \left( \epsilon + \limsup_{n \to \infty} \sup_{s \in [0, T]} ||O^n_{[s]}||_{H}^2 \right) \\
\left( 1 + \frac{\tilde{\theta} e^{(2 + 2\theta)T} [1 + (\kappa + \sqrt{n} + \sqrt{\eta} |\kappa - \eta| e^\theta)| |(\kappa - A)^{0 - \theta}|_{L(H)} + \sqrt{\tilde{\theta} + \sqrt{\eta}}]^{2 + 2\theta}}{(1 - \theta)(1 - \alpha - \rho)^{2 + 2\theta}} \right) \\
\cdot \liminf_{n \to \infty} \int_0^T e^{(2 + 2\theta)t} \left[ 2 \Phi(O^n_{[s]} + \eta) + \frac{\eta}{2} ||O^n_s||_{L(H)}^2 \right] ds \max \left\{ 1, \int_0^T ||\sqrt{n} O^n_{[s]}||_{H_0}^4 du \right\} ds.
\]

(2.37)

Combining this, the assumption that \( \limsup_{m \to \infty} \sup_{s \in [0, T]} ||O^n_{[s]}||_{H}^2 < \infty \), and (2.24) assures that

\[
\liminf_{n \to \infty} \sup_{t \in [0, T]} ||X^n_t - O^n_t||_{H_0} < \infty.
\]

(2.38)

The assumption that \( O \in C([0, T], H_0) \) and (2.33) therefore prove that

\[
\liminf_{n \to \infty} \sup_{t \in [0, T]} ||X^n_t||_{H_0} < \infty.
\]

(2.39)

This establishes Item (i). In the next step we observe that (2.28) yields that

\[
\limsup_{t \to 0} \psi(t) = 0.
\]

(2.40)

Moreover, note that the fact that \( \forall \; r \in [0, 1], t \in (0, T) : ||(t(\kappa - A)) e^{tA}||_{L(H)} \leq e^{tk} \) and \( \max_{(t(\kappa - A))^{-1}(e^{t(A - \kappa)} - 1d_H)} ||L(H)| \leq 1 \) (cf., e.g., Lemma 11.36 in [23]) implies that for all \( s \in [0, T], t \in (s, T] \) it holds that
\[ s^{(\alpha + \beta + \varepsilon)} \| e^{sA} - e^{sA_n} \|_{L(\mathbb{H}_s, \mathbb{H}_0)} = s^\varepsilon \| (s(\kappa - A))^{(\alpha + \beta + \varepsilon)} e^{(t-s)A_n} + \text{Id}_H \|_{L(\mathbb{H})} \leq s^\varepsilon \| (s(\kappa - A))^{(\alpha + \beta + \varepsilon)} e^{(t-s)A_n} - \text{Id}_H \|_{L(\mathbb{H})} + s^\varepsilon \| (s(\kappa - A))^{(\alpha + \beta + \varepsilon)} e^{(t-s)\text{Id}_H} \|_{L(\mathbb{H})} \leq e^{\varepsilon (t-s)} \| (s(\kappa - A))^{(\alpha + \beta + \varepsilon)} e^{sA_n} \|_{L(\mathbb{H})} \leq s^\varepsilon e^{\varepsilon (t-s)} \leq T^e e^{\varepsilon (t-s)}. \]

(2.41)

This together with (2.28) yields that

\[ \sup_{t \in (0, T)} \left[ s^{(\alpha + \beta + \varepsilon)} + \sup_{t \in (s, T)} \frac{\| e^{sA_n} - e^{sA} \|_{L(\mathbb{H}_s, \mathbb{H}_0)}}{\| e^{\psi(t-s)} \|} \right] \leq 2e^{\varepsilon T} \sup_{t \in (0, T)} \left[ s^{(\alpha + \beta + \varepsilon)} + \sup_{t \in (s, T)} \frac{\| e^{sA_n} - e^{sA} \|_{L(\mathbb{H}_s, \mathbb{H}_0)}}{\| e^{\psi(t-s)} \|} \right] < \infty. \]

(2.43)

Combining this, (2.30), (2.40), and Item (i) in Corollary 8.4 in [3] (with \((V, \| \cdot \|_V) = (H_0, \| \cdot \|_{H_0}), (W, \| \cdot \|_W) = (H_{-\alpha}, \| \cdot \|_{H_{-\alpha}}), S = ((0, T) \ni t \mapsto (H_{-\alpha} \ni v \mapsto e^{tA}v \in H_0) \in L(H_{-\alpha}, H_0)), S = ((0, T) \ni t \mapsto (H_0 \ni v \mapsto e^{tA}v \in H_0) \in L(H_0)), s = 0, \phi = \psi\) in the notation of Corollary 8.4 in [3]) demonstrates that there exists a convex set \(J \subseteq [0, T]\) with \(\{0\} \subseteq J\) such that there exists a unique continuous function \(X : J \to H_0\) which satisfies for all \(t \in J\) that

\[ \int_0^t \| e^{(t-s)A} \|_{H_x} \| e^{(t-s)A} \|_{H} \| F(x_t) \|_{H} \, ds < \infty, \quad X_t = \int_0^t e^{(t-s)A} \| F(x_t) \|_{H} \, ds + O_t, \]

(2.44)

and

\[ \lim_{t \to \infty} \sup_{s \in [0, t]} \left[ \frac{1}{T-s} + \| X_t \|_{H_0} \right] = \infty. \]

(2.45)

Next observe that Item (i) ensures that \(\liminf_{n \to \infty} \sup_{t \in \mathbb{R}} \| X^m_t \|_{H_0} < \infty\). Lemma 2.3 (with \((V, \| \cdot \|_V) = (H_0, \| \cdot \|_{H_0}), (W, \| \cdot \|_W) = (H_{-\alpha}, \| \cdot \|_{H_{-\alpha}}), x = \alpha + \varepsilon, S = ((0, T) \ni t \mapsto (H_{-\alpha} \ni v \mapsto e^{tA}v \in H_0) \in L(H_{-\alpha}, H_0)), S = ((0, T) \ni t \mapsto (H_0 \ni v \mapsto e^{tA}v \in H_0) \in L(H_0)), s = 0, \phi = \psi\) in the notation of Lemma 2.3) hence shows that for all \(t \in J\) it holds that

\[ \limsup_{n \to \infty} \sup_{s \in [0, t]} \| X_t - X^m_t \|_{H_0} = 0. \]

(2.46)

This, in particular, implies that \(\sup_{t \in \mathbb{R}} \| X_t \|_{H_0} < \infty\). Item (iii) in Corollary 8.4 in [3] therefore assures that \(J = [0, T]\). This together with (2.44) establishes Item (ii). Next
observe that the fact that $T \in J$ and (2.46) prove Item (iii). The proof of Proposition 2.4 is thus completed.

\[ \square \]

3. The main result: existence, uniqueness, and strong convergence

In this section, we accomplish in Theorem 3.2 global existence and uniqueness of the solutions for certain class of SPDEs. Moreover, Theorem 3.2 shows an almost sure convergence of the approximation scheme (3.4). The other result of this section is Corollary 3.3, which establishes a strong convergence of the approximation scheme and follows from Theorem 3.2 and [2, Theorem 3.5].

Setting 3.1. Let $(H, \langle \cdot , \cdot \rangle_H, \| \cdot \|_H)$ be a separable $\mathbb{R}$-Hilbert space, let $\mathbb{H} \subseteq H$ be a non-empty orthonormal basis of $H$, let $\eta, \kappa \in [0, \infty)$, let $\lambda : \mathbb{H} \to \mathbb{R}$ satisfy that $\lim_{b \in \mathbb{H}} \lambda_b > -\min\{\eta, \kappa\}$, let $\Lambda : D(A) \subseteq H \to H$ be the linear operator which satisfies $D(A) = \{v \in H : \sum_{b \in H} |\lambda_b(b, v)_H|^2 < \infty\}$ and $\forall \ v \in D(A) : Av = \sum_{b \in H} -\lambda_b(b, v)_H b$, let $(H_r, \langle \cdot \cdot \rangle_{H_r}, \| \cdot \|_{H_r})$, $r \in \mathbb{R}$, be a family of interpolation spaces associated to $\kappa - \Lambda$ (see, e.g., [22, Section 3.7]), let $T, \theta, \epsilon \in (0, \infty)$, $\alpha, \rho \in [0, 1/2]$, $\varphi \in [0, 1]$, $\gamma \in (0, 1)$, $\rho \in [-1 - \max\{\alpha, \gamma\}]$, $\phi \in (\rho, 1 - \max\{\alpha, \gamma\}) \cap [0, 1]$, $\chi \in 0, \min\{(\varphi - \rho)/(1 + \vartheta), (1 - \alpha - \rho)/(1 + 2\vartheta)\}$, let $F \in C(H_0, H_\infty)$, $(P_n)_{n \in \mathbb{N}} \subseteq L(H)$, let $\mathbb{H}_n \subseteq \mathbb{H}$, $n \in \mathbb{N}$, be finite subsets of $\mathbb{H}$ satisfying that for all $n \in \mathbb{N}$, $n \in H$ that $P_n(u) = \sum_{b \in \mathbb{H}_n} \langle b, u \rangle_H b$ and $\lim_{m \to \infty} \inf\{(\lambda_b : b \in \mathbb{H} \setminus \mathbb{H}_m) \cup \{\infty\} = \infty\}$, let $\phi, \Phi : H_1 \to [0, \infty)$ be functions such that for all $n \in \mathbb{N}, v, w \in P_n(H)$ it holds that $F(v) \in H$,

\[
\|F(v)\|_{H_n} \leq c(2^\epsilon + \|v\|_H^2),
\]

(3.1)

\[
\langle v, P_n F(v + w) \rangle_H \leq \phi(\|w\|_H^2) + \varphi(\|\eta - A\|^{1/2} v)_H^2 + \Phi(w),
\]

(3.2)

and

\[
\|F(v) - F(w)\|_{H_n} \leq \theta \left(1 + \|v\|_H^2 + \|w\|_H^2\right) \|v - w\|_{H_n},
\]

(3.3)

let $(h_n)_{n \in \mathbb{N}} \subseteq (0, T]$ satisfy that $\limsup_{m \to \infty} h_m = 0$, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, let $\lambda^\alpha : [0, T] \times \Omega \to H_0, n \in \mathbb{N}$, be stochastic processes, let $\mathcal{O}^n : [0, T] \times \Omega \to H_0, n \in \mathbb{N}$, be stochastic processes with continuous sample paths, let $X^n, O^n : [0, T] \times \Omega \to H_0, n \in \mathbb{N}$, be functions, and assume for all $n \in \mathbb{N}, t \in [0, T]$ that

\[
X^n_t = \int_0^t P_n e^{(t-s)A} 1_{\{\|X^n_s \|_{H_0} \leq \|X^n_s \|_{H_0} \leq h_n^{-2}\}} F(X^n_s) \ ds + O^n_t,
\]

(3.4)

$O^n([0, T] \times \Omega) \subseteq P_n(H), O^n_t = O^n_0 - \int_0^t e^{(t-s)(A-\eta)} \eta O^n_s \ ds$, and $\mathbb{P}(X^n_t = X^n_t) = 1$.

Remark 3.2. The above setting can be interpreted in the following way. The operator $A$ is diagonal linear with respect to the orthonormal basis $\mathbb{H}$ and with the point spectrum $-\lambda$. The parameter $T$ is the end time of the SDE we consider, the parameters $\theta, \rho, \alpha, \varphi$, and $\epsilon$ represent a semi-global Lipschitz continuity of the nonlinearity $F$ (see (3.3)), the parameters $\phi, \Phi$ and the functions $\phi, \Phi$ describe the coercivity-type condition of $F$ in (3.2), and the parameter $\frac{\varphi}{\varsigma}$ determines the domain of $F$ ($F$ takes values from $H_0$). Moreover, we think of the stochastic process $O$ as the noise part of the SDE.
we consider and we think of \((\mathcal{O}^n)_{n \in \mathbb{N}}\) as certain approximations of this noise. Given all these, the approximating scheme is constructed as follows. We take the projection mappings \((P_n)_{n \in \mathbb{N}}\), the time discretizations \((h_n)_{n \in \mathbb{N}}\), and the truncation parameter \(\chi\) to construct the approximating processes \((X^n)_{n \in \mathbb{N}}\) and \((\mathcal{X}^n)_{n \in \mathbb{N}}\) as in (3.4). Additionally, we consider the noise processes \((\mathcal{O}^n)_{n \in \mathbb{N}}\) which satisfy below certain regularity conditions (see (3.5)) and which we think of as spectral Galerkin approximations of the noise process of a shifted version of the SDE we consider (with the shift parameter \(\eta\), the same as in coercivity-type condition of \(F(3.2)\)).

**Theorem 3.2** (Existence, uniqueness, and almost sure convergence). Assume Setting 3.1, let \(\Omega_0 \in \{B \in \mathcal{F} : \mathbb{P}(B) = 1\}\), and assume that for \(\omega \in \Omega_0\) it holds that

\[
\liminf_{m \to \infty} \int_0^T e^{\int_0^T 2\phi(\mathcal{O}_{[j]_{hm}}(\omega))} du \left[ 1 + \Phi(\mathcal{O}_{[j]_{hm}}(\omega)) \right] + \int_0^T \|\mathcal{O}_{[j]_{hm}}(\omega)\|^2_{H_v} du + \|\mathcal{O}_{[j]_{hm}}(\omega)\|^2_H dr < \infty
\]

(3.5)

and

\[
\limsup_{m \to \infty} \sup_{t \in [0, T]} \|O_t(\omega) - \mathcal{O}_t^m(\omega)\|_{H_v} = 0.
\]

(3.6)

Then

(i) there exists an up-to-indistinguishability unique stochastic process \(X : [0, T] \times \Omega \to H_0\) with continuous sample paths which satisfies that for all \(t \in [0, T]\) it holds \(\mathbb{P}\)-a.s. that

\[
X_t = \int_0^t e^{(t-s)A} F(X_s) \, ds + O_t
\]

(3.7)

and

(ii) there exists an event \(\Omega_1 \in \{B \in \mathcal{F} : \mathbb{P}(B) = 1\}\) such that for all \(\omega \in \Omega_1\) it holds that

\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \|X_t(\omega) - X_t^n(\omega)\|_{H_v} = 0.
\]

(3.8)

**Proof of Theorem 3.2**. Throughout this proof let \(\Omega_1 \subseteq \Omega\) be the set given by

\[
\Omega_1 = \Omega_0 \cap \{\omega \in \Omega : (\forall \ m \in \mathbb{N}, s \in [0, T] : X^n_{[s]_{hm}}(\omega) = \mathcal{X}^m_{[s]_{hm}}(\omega))\}
\]

(3.9)

and let \(X^n : [0, T] \times \Omega \to H, n \in \mathbb{N}\), be the functions which satisfy for all \(n \in \mathbb{N}, t \in [0, T]\) that

\[
X^n_t = \int_0^t P_n e^{(t-s)A} \mathbb{1}_{\{\|X^n_{[s]_{hm}}\|_{H_v} + \|\mathcal{O}^m_{[s]_{hm}}\|_{H_v} \leq h_n^{-1}\}} F(X^n_{[s]_{hm}}) \, ds + \mathcal{O}^n_t.
\]

(3.10)

Observe that the assumption that \(\forall \ n \in \mathbb{N}, t \in [0, T] : \mathbb{P}(X^n_t = \mathcal{X}^n_t) = 1\) yields that

\[
\{\omega \in \Omega : (\forall \ m \in \mathbb{N}, s \in [0, T] : X^n_{[s]_{hm}}(\omega) = \mathcal{X}^m_{[s]_{hm}}(\omega))\} \in \mathcal{F}
\]

(3.11)

and
Combining this and (3.9) demonstrates that
\[ \Omega_1 \in \{ B \in \mathcal{F} : \mathbb{P}(B) = 1 \}. \] (3.13)

Next note that the fact that for all \( r \in [0, 1], t \in [0, T] \) it holds that \( \| (t(\kappa - A))^e \eta^A \|_{L(H)} \leq e^{t\kappa} \) (cf., e.g., Lemma 11.36 in [23]) implies for all \( \varepsilon \in [0, 1 - \alpha - \varrho] \) that
\[
\sup_{s \in [0, T]} \left( e^{(\varepsilon + \varepsilon + \varrho)} \| \eta^A \|_{L(H)} \right) \leq e^{T\kappa} < \infty.
\] (3.14)

Therefore, we obtain for all \( n \in \mathbb{N}, t \in [0, T], \varepsilon \in [0, 1 - \alpha - \varrho] \) that
\[
\int_0^t \frac{\| (\text{Id}_{H\varphi} - P_n) e^A \|_{L(H, H\varphi)}}{d s}
\leq \frac{\| (\kappa - A)^{-\varepsilon} (\text{Id}_{H\varphi} - P_n) \|_{L(H)} \int_0^t e^{T\kappa} s^{(1 - \varepsilon - \varrho)} d s}{\frac{e^{T\kappa}}{(1 - \varrho - \varepsilon - \alpha)}},
\] (3.15)

This together with the assumption that \( \liminf_{n \to \infty} \inf \left( \{ \lambda_b : b \in \mathbb{H} \setminus \mathbb{H}_n \} \cup \{ \infty \} \right) = \infty \) proves that
\[
\limsup_{n \to \infty} \left( \int_0^T \frac{\| (\text{Id}_{H\varphi} - P_n) e^A \|_{L(H, H\varphi)}}{d s} \right) = 0.
\] (3.16)

Moreover, observe that the assumption that \( \forall n \in \mathbb{N}, t \in [0, T], \omega \in \Omega : \mathcal{O}_t^n(\omega) = \mathcal{O}_t^\eta(\omega) - \int_0^t e^{(t-s)(A-\eta)} \mathcal{O}_s^\eta(\omega) d s \) and the fact that \( \forall t \in [0, T] : \| e^A \|_{L(H)} \leq e^{t\kappa} \) (cf., e.g., Lemma 11.36 in [23]) imply that for all \( n \in \mathbb{N}, t \in [0, T], \omega \in \Omega \) it holds that
\[
\| \mathcal{O}_t^n(\omega) - \mathcal{O}_t^\eta(\omega) \|_{H\varphi}
\leq \int_0^t \| e^{(t-s)(A-\eta)} \|_{L(H)} \| \mathcal{O}_s^\eta(\omega) \|_{H\varphi} d s \leq \int_0^t e^{(t-s)(\kappa-\eta)} \| \mathcal{O}_s^\eta(\omega) \|_{H\varphi} d s
\] (3.17)

Therefore, we obtain for all \( \omega \in \Omega \) that
\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \| \mathcal{O}_t^n(\omega) \|_{H\varphi}
\leq \limsup_{n \to \infty} \left( \sup_{t \in [0, T]} \| \mathcal{O}_t^n(\omega) - \mathcal{O}_t^\eta(\omega) \|_{H\varphi} + \sup_{t \in [0, T]} \| \mathcal{O}_t^\eta(\omega) \|_{H\varphi} \right)
\leq (\eta T e^{T(\kappa-\eta)} + 1) \limsup_{n \to \infty} \sup_{t \in [0, T]} \| \mathcal{O}_t^\eta(\omega) \|_{H\varphi}.
\] (3.18)
Furthermore, note that the assumption that \( O : [0, T] \times \Omega \to H_\theta \) has continuous sample paths and (3.6) ensure that for all \( \omega \in \Omega_1 \) it holds that

\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \| (O_n^m(\omega)) \|_{H_\theta} \leq \limsup_{n \to \infty} \sup_{t \in [0, T]} \| O_t(\omega) - O_t(\omega) \|_{H_\theta} + \sup_{t \in [0, T]} \| O_t(\omega) \|_{H_\theta} \leq \sup_{t \in [0, T]} \| O_t(\omega) \|_{H_\theta} < \infty.
\]

Combining this with (3.18) we obtain for all \( \omega \in \Omega_1 \) that

\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \| (O_n^m(\omega)) \|_{H_\theta} < \infty. \tag{3.20}
\]

The fact that \( H_0 \subseteq H \) continuously hence shows that for all \( \omega \in \Omega_1 \) it holds that

\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \| (O_n^m(\omega)) \|_{H} < \infty. \tag{3.21}
\]

This, (3.16), and Proposition 2.4 (with \( O = ([0, T] \ni t \mapsto O_t(\omega) \in H_\theta), (O^m_n) \in \mathbb{N} = ([0, T] \ni t \mapsto O_t^m(\omega) \in H_\theta)_{n \in \mathbb{N}}, (\mathcal{O}^m)_{n \in \mathbb{N}} = ([0, T] \ni t \mapsto O_t(\omega) \in H_\theta)_{n \in \mathbb{N}}, (X^m)_{n \in \mathbb{N}} = ([0, T] \ni t \mapsto X_t^m(\omega) \in H_\theta)_{n \in \mathbb{N}} \) for \( \omega \in \Omega_1 \) in the notation of Proposition 2.4) assure that for all \( \omega \in \Omega_1 \) it holds that

\[
\liminf_{n \to \infty} \sup_{t \in [0, T]} \| X_t^m(\omega) \|_{H_\theta} < \infty \tag{3.22}
\]

and that there exists a unique function \( Y(\omega) \in C([0, T], H_\theta) \) which satisfies for all \( t \in [0, T] \) that \( \int_0^t \| e^{(t-s)A} F(Y_s(\omega)) \|_{H_\theta} \, ds < \infty \) and \( Y_t(\omega) = \int_0^t e^{(t-s)A} F(Y_s(\omega)) \, ds + O_t(\omega) \).

Let \( X : [0, T] \times \Omega \to H_\theta \) be the function which satisfies for all \( t \in [0, T], \omega \in \Omega \) that

\[
X_t(\omega) = \begin{cases} 
Y_t(\omega) & : \omega \in \Omega_1, \\
O_t(\omega) & : \omega \notin \Omega_1.
\end{cases} \tag{3.23}
\]

Observe that for all \( \omega \in \Omega \) it holds that

\[
X(\omega) \in C([0, T], H_\theta). \tag{3.24}
\]

Moreover, note that for all \( t \in [0, T], \omega \in \Omega_1 \) it holds that

\[
X_t(\omega) = \int_0^t e^{(t-s)A} F(X_s(\omega)) \, ds + O_t(\omega). \tag{3.25}
\]

Furthermore, observe that (3.3) proves that for all \( r \in [0, \infty), v, w \in H_\theta \) satisfying \( v \neq w \) and \( \| v \|_{H_\theta} + \| w \|_{H_\theta} \leq r \) it holds that

\[
\frac{\| F(v) - F(w) \|_{H_\theta}}{\| v - w \|_{H_\theta}} \leq \frac{\| v - w \|_{H_\theta}}{\| v - w \|_{H_\theta}} \theta \left( 1 + \| v \|_{H_\theta}^p + \| w \|_{H_\theta}^p \right) \leq \sup_{u \in H_\theta \setminus \{0\}} \frac{\| u \|_{H_\theta}}{\| u \|_{H_\theta}} \theta \left( 1 + 2r^p \right) < \infty. \tag{3.26}
\]

Combining this, the fact that \( \limsup_{n \to \infty} \| P_{n,H_\theta} \|_{L(H_\theta)} = 1 < \infty \), (3.16), the assumption that \( \limsup_{n \to \infty} h_n = 0 \), (3.25), (3.10), and (3.22) allows us to apply Lemma 2.3 (with
\((V, \| \cdot \|_V) = (H_\Omega, \| \cdot \|_{H_\Omega}), (W, \| \cdot \|_W) = (H_{-x}, \| \cdot \|_{H_{-x}}), T = T, \chi = \chi, J = [0, T], F = F, S = ((0, T) \ni t \mapsto (H_{-x} \ni v \mapsto e^{tA}v \in H_\Omega) \in L(H_{-x}, H_\Omega)), \) \(x = x + \chi, (P_n)_{n \in \mathbb{N}} = (H_\Omega \ni v \mapsto P_n(v) \in H_\Omega)_{n \in \mathbb{N}}, O = ([0, T) \ni t \mapsto O_t(\omega) \in H_\Omega), (O^p)_n = ([0, T) \ni t \mapsto O^p_t(\omega) \in H_\Omega)_{n \in \mathbb{N}}, (h_n)_{n \in \mathbb{N}} = (h_n)_{n \in \mathbb{N}}, X = ([0, T) \ni t \mapsto X_t(\omega) \in H_\Omega), (X^p)_n = ([0, T) \ni t \mapsto X^p_t(\omega) \in H_\Omega)_{n \in \mathbb{N}} \) for \(\omega \in \Omega_1\) in the notation of Lemma 2.3 to obtain for all \(\omega \in \Omega_1\) that
\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \| X_t^p(\omega) - X_t(\omega) \|_{H_\Omega} = 0. \tag{3.27}
\]
This, in particular, implies that for all \(t \in [0, T], \omega \in \Omega_1\) it holds that
\[
\lim_{n \to \infty} \| X_t^p(\omega) - X_t(\omega) \|_{H_\Omega} = 0. \tag{3.28}
\]
Moreover, note that Lemma 2.3 in [1] and the assumption that \(O^p : [0, T] \times \Omega \to H_\Omega, n \in \mathbb{N},\) are stochastic processes with continuous sample paths ensure that \(X^p : [0, T] \times \Omega \to H_\Omega, n \in \mathbb{N},\) are stochastic processes with right-continuous sample paths. This, (3.28), the fact that \(\forall t \in [0, T]: X_t |_{\Omega_1 \Omega_2} = O_t |_{\Omega_1 \Omega_2},\) and the fact that \(\Omega_1 \in \mathcal{F}\) prove that \(X : [0, T] \times \Omega \to H_\Omega\) is a stochastic process. Combining this, the fact that \(\mathbb{P}(\Omega_1) = 1, (3.24),\) and (3.25) ensures \(X : [0, T] \times \Omega \to H_\Omega\) is a stochastic process with continuous sample paths which satisfies that for all \(t \in [0, T]\) it holds \(\mathbb{P}\)-a.s. that
\[
X_t = \int_0^t e^{(t-s)A} F(X_s) \, ds + O_t. \tag{3.29}
\]
In the next step let \(Z : [0, T] \times \Omega \to H_\Omega\) be another stochastic process with continuous sample paths which satisfies that for all \(t \in [0, T]\) it holds \(\mathbb{P}\)-a.s. that \(Z_t = \int_0^t e^{(t-s)A} F(Z_s) \, ds + O_t.\) This ensures that there exists an event \(\Omega_2 \in \{B \in \mathcal{F} : \mathbb{P}(B) = 1\}\) such that for all \(t \in [0, T], \omega \in \Omega_2\) it holds that
\[
Z_t(\omega) = \int_0^t e^{(t-s)A} F(Z_s(\omega)) \, ds + O_t(\omega). \tag{3.30}
\]
Combining this, (3.26), (3.25), (3.14), and, e.g., Corollary 6.1 in [3] (with \((V, \| \cdot \|_V) = (H_\Omega, \| \cdot \|_{H_\Omega}), (W, \| \cdot \|_W) = (H_{-x}, \| \cdot \|_{H_{-x}}), T = T, \tau = T, F = F, x^1 = ([0, T) \ni t \mapsto X_t(\omega) \in H_\Omega), x^2 = ([0, T) \ni t \mapsto Z_t(\omega) \in H_\Omega), O = ([0, T) \ni t \mapsto O_t(\omega) \in H_\Omega), S = ((0, T) \ni s \mapsto e^{sA} \in L(H_{-x}, H_\Omega)) \) for \(\omega \in \Omega_1 \cap \Omega_2\) in the notation of Corollary 6.1 in [3]) demonstrates that for all \(t \in [0, T], \omega \in \Omega_1 \cap \Omega_2\) it holds that \(X_t(\omega) = Z_t(\omega).\) This and the fact that \(\Omega_1 \cap \Omega_2 \in \{B \in \mathcal{F} : \mathbb{P}(B) = 1\}\) show that the stochastic processes \(X\) and \(Z\) are indistinguishable. This and (3.29) establish Item (i). In the next step we combine (3.10), (3.27), and the fact that \(\forall n \in \mathbb{N}, t \in [0, T], \omega \in \Omega_1: X_t^p(\omega) = X_t^n(\omega)\) to obtain that for all \(\omega \in \Omega_1\) it holds that
\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \| X_t(\omega) - X_t^p(\omega) \|_{H_\Omega} = 0. \tag{3.31}
\]
This and (3.13) establish Item (ii). The proof of Theorem 3.2 is thus completed. \(\Box\)

**Corollary 3.3** (Strong convergence). Assume Setting 3.1, let \(p \in [2, \infty),\) and assume that
\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E}[\|O_t^p - O_t^n\|_{H_\Omega}^p] < \infty,
\]
\[
\lim_{n \to \infty} \mathbb{E} \left[ \min \{1, \sup_{t \in [0, T]} \|O_t - O_t^p\|_{H_\Omega}\} \right] = 0, \tag{3.32}
\]
and
\[
\limsup_{n \to \infty} \mathbb{E} \left[ \int_0^T e \int_0^T p^\phi((\mathcal{O}^n_{[r],h})_u) \, du (1 + \mathbb{E}(\mathcal{O}^n_{[T],h})^2 + ||\mathcal{O}^n_{[r],h}||^2_H) + \int_0^T ||\mathcal{O}^n_u||^{2p+2p\theta} H_u \, dr \right] < \infty. \tag{3.33}
\]

Then
(i) there exists an up to indistinguishability unique stochastic process \( X : [0, T] \times \Omega \to H_\theta \) with continuous sample paths which satisfies that for all \( t \in [0, T] \) it holds \( \mathbb{P} \)-a.s. that
\[
X_t = \int_0^t e^{(t-s)A} F(X_s) \, ds + O_t, \tag{3.34}
\]
(ii) it holds that \( X^n : [0, T] \times \Omega \to H_\theta, n \in \mathbb{N} \), are stochastic processes with right-continuous sample paths and
\[
\limsup_{n \to \infty} \mathbb{E} [\min \{1, \sup_{t \in [0, T]} ||X_t - X^n_t||_{H_\theta} \}] = 0, \tag{3.35}
\]
(iii) it holds that \( \limsup_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E} [||X_t||^p_{H_\theta} + ||X^n_t||^p_{H_\theta}] < \infty \), and
(iv) it holds for all \( q \in (0, p) \) that \( \limsup_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E} [||X_t - X^n_t||_{H_\theta}^q] = 0 \).

**Proof of Corollary 3.3.** First, note that (3.32) implies there exists a strictly increasing function \( k : \mathbb{N} \to \mathbb{N} \) such that
\[
\sum_{n=1}^\infty \mathbb{E} [\min \{1, \sup_{t \in [0, T]} ||O_t - \mathcal{O}^n_t||_{H_\theta} \}] < \infty. \tag{3.36}
\]

Lemma 3.1 in [2] (with \( (\Omega, \mathcal{F}, \mathbb{P}) = (\Omega, \mathcal{F}, \mathbb{P}), E = C([0, T], H_\theta), d = (C([0, T], H_\theta) \times C([0, T], H_\theta), \Omega) \equiv \sup_{t \in [0, T]} ||x(t) - y(t)||_{H_\theta} \in [0, \infty) \), \( (X_n)_{n \in \mathbb{N}} = (\mathcal{O}^n)_{n \in \mathbb{N}}, X_0 = O \) in the notation of Lemma 3.1 in [2]) hence proves that
\[
\mathbb{P} \left( \limsup_{n \to \infty} \sup_{t \in [0, T]} ||O_t - \mathcal{O}^n_t||_{H_\theta} = 0 \right) = 1. \tag{3.37}
\]
Next observe that (3.33) implies that
\[
\limsup_{n \to \infty} \mathbb{E} \left[ \int_0^T e^{\int_0^T p^\phi((\mathcal{O}^n_{[r],h})_u) \, du (1 + \mathbb{E}(\mathcal{O}^n_{[T],h})^2 + ||\mathcal{O}^n_{[r],h}||^2_H) + \int_0^T ||\mathcal{O}^n_u||^{2p+2p\theta} H_u \, dr \right] < \infty. \tag{3.38}
\]
This, in particular, yields that
\[
\mathbb{P} \left( \liminf_{n \to \infty} \int_0^T e^{\int_0^T 2p^\phi((\mathcal{O}^n_{[r],h})_u) \, du (1 + \mathbb{E}(\mathcal{O}^n_{[T],h})^2 + ||\mathcal{O}^n_{[r],h}||^2_H) + \int_0^T ||\mathcal{O}^n_u||^{2p+2p\theta} H_u \, dr < \infty \right) = 1. \tag{3.39}
\]
Combining this with (3.37) and Item (i) in Theorem 3.2 (with \( P_n = P_{k(n)}, H_n = H_{k(n)} = H_{n}, n = \mathbb{N} \), \( h_n = h_{k(n)}, h_m = h_{k(m)} \), (4.1) and Item (iv) in Theorem 3.5 in [2] (with \( H_n = H_{k(n)} \), \( O_n = O^{k(n)} \), \( A_n = A^{k(n)} \), and \( O = O \), \( X_n = X^{k(n)} \), and \( O_n = O^{k(n)} \) for \( n \in \mathbb{N} \) in the notation of Theorem 3.2) assures that there exists an up-to-indistinguishability unique stochastic process \( X : [0, T] \times \Omega \rightarrow H_q \) with continuous sample paths which satisfies that for all \( t \in [0, T] \) it holds \( \mathbb{P} \)-a.s. that

\[
X_t = \int_0^t e^{(t-s)A} F(X_s) \, ds + O_t. \tag{3.40}
\]

This establishes Item (i). Next note that the assumption that \( X_n, O_n : [0, T] \times \Omega \rightarrow H_q, n \in \mathbb{N} \), are stochastic processes and (3.4) prove that for all \( n \in \mathbb{N} \) it holds that \( X_n : [0, T] \times \Omega \rightarrow H_q \) is also a stochastic process. The assumption that \( O_n : [0, T] \times \Omega \rightarrow H_q, n \in \mathbb{N} \), are continuous, and, e.g., Lemma 2.2 in [1] therefore ensure that \( X_n : [0, T] \times \Omega \rightarrow H_q, n \in \mathbb{N} \), are stochastic processes with right-continuous sample paths. Next observe that the fact that \( H \subseteq H_{-1} = \mathbb{H}^{\mathbb{H}} \) and the fact that for all \( n \in \mathbb{N} \) it holds that \( P_n \in L(H) \) imply that there exist \( P_n \in L(H_{-1}, H), n \in \mathbb{N} \), such that for all \( v \in H, n \in \mathbb{N} \) it holds that \( P_n(v) = P_n(v) \). Items (i),(ii) and (iii) in Theorem 3.5 in [2] (with \( P_{k(n)} = P_n, n \in \mathbb{N} \), in the notation of Theorem 3.5 in [2]) therefore establish Items (ii), (iii), and (iv). The proof of Corollary 3.3 is thus completed. □

4. Example: stochastic Burgers equations

In this section, we apply Corollary 3.3 to the stochastic Burgers equations with space-time white noise. Throughout this section we use the following notation. For a set \( A \in \mathcal{B}(\mathbb{R}) \) we denote by \( \lambda_A : \mathcal{B}(A) \rightarrow [0, \infty) \) the Lebesgue-Borel measure on \( A \). For a measure space \( (\Omega, \mathcal{F}, \mu) \), a measurable space \( (S, \mathcal{S}) \), a set \( R \), and a function \( f : \Omega \rightarrow R \) we denote by \( [f]_{\mu, S} \) the set given by

\[
[f]_{\mu, S} = \{ g : \Omega \rightarrow S : g \text{ is } \mathcal{F}/S \text{-measurable and } \\
\exists A \in \mathcal{F} : \mu(A) = 0 \text{ and } \{ \omega \in \Omega : f(\omega) \neq g(\omega) \} \subseteq A \}. \tag{4.1}
\]

We denote by \( (\cdot) : \{ [v]_{\lambda(0,1), \mathcal{B}(\mathbb{R})} \in L^0(\lambda(0,1), \mathbb{R}) \} \rightarrow C((0,1), \mathbb{R}) \) the function which satisfies for all \( v \in C((0,1), \mathbb{R}) \) that \( [v]_{\lambda(0,1), \mathcal{B}(\mathbb{R})} = v \).

The following setting is a special case of Setting 3.1. In particular, we set the underlying space \( H \) to be the space of all square-integrable functions over \((0, 1)\) and the linear operator \( A \) to be the Laplacian with Dirichlet boundary conditions multiplied by some positive constant.

**Setting 4.1.** Let \( c_1 \in \mathbb{R}, T, c_0 \in (0, \infty), \kappa \in [0, \infty), \alpha = 1/2, \rho = 1/8, \gamma \in (3/4, 7/8), \varrho \in (1/8, 1 - \gamma), \chi \in (0, (\varrho - \rho)/(1 + \varrho)) \), let

\[
(H, \langle \cdot, \cdot \rangle_H, || \cdot ||_H) = (L^2(\lambda(0,1), \mathbb{R}), \langle \cdot, \cdot \rangle_{L^2(\lambda(0,1), \mathbb{R})}, || \cdot ||_{L^2(\lambda(0,1), \mathbb{R})}), \tag{4.2}
\]

let \( (e_n)_{n \in \mathbb{N}} \subseteq H \) and \( (\hat{\lambda}_n)_{n \in \mathbb{N}} \subseteq (0, \infty) \) satisfy for all \( n \in \mathbb{N} \) that

\[
e_n = \left[ \sqrt{2} \sin (n \pi x) \right]_{\lambda(0,1), \mathcal{B}(\mathbb{R})} \quad \text{and} \quad \hat{\lambda}_n = c_0 \varrho^2 n^2, \tag{4.3}
\]

let \( A : D(A) \subseteq H \rightarrow H \) be the linear operator which satisfies \( D(A) = \{ v \in H : \sum_{k \in \mathbb{N}} |\hat{\lambda}_k (e_k, v)_H|^2 < \infty \} \) and \( \forall v \in D(A) : Av = \sum_{k \in \mathbb{N}} -\hat{\lambda}_k (e_k, v)_H e_k \), let \( (H_r, \langle \cdot, \cdot \rangle_{H_r}, || \cdot ||_{H_r}) \subseteq (0, \infty) \) be a family of interpolation spaces associated to \( \kappa - A \) (see, e.g., [22, Section 3.7]), let \( F : H_{1/8} \rightarrow H_{-1/2} \) satisfy for all \( v \in H_{1/8} \) that
\[ F(v) = c_1(v^2), \tag{4.4} \]

let \((P_n)_{n \in \mathbb{N}} \subseteq L(H)\) satisfy for all \(u \in H, n \in \mathbb{N}\) that
\[ P_n(u) = \sum_{k=1}^{n} \langle e_k, u \rangle_H e_k, \tag{4.5} \]

let \((h_n)_{n \in \mathbb{N}} \subseteq (0, T]\) satisfy that \(\limsup_{m \to \infty} h_m = 0\), let \(\zeta \in H_{1/2}\), let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a normal filtration \((\mathbb{F}_t)_{t \in [0, T]}\), let \((W_t)_{t \in [0, T]}\) be an \(\mathbb{H}_t\)-cylindrical \((\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0, T]}\)-Wiener process, let \(X^n, \mathcal{O}^n, \Psi^n : [0, T] \times \Omega \to P_n(H), n \in \mathbb{N}\), be stochastic processes which satisfy for all \(n \in \mathbb{N}, t \in [0, T]\) that \(\Psi^n = P_n e^{(t-s)A} \zeta + \mathcal{O}_t^n\)
\[ [\mathcal{O}_t^n]_{\mathbb{P}, \mathcal{B}(H)} = \left[ \int_0^t P_n e^{(t-s)A} \, dW_s \right], \tag{4.6} \]

and
\[ \mathbb{P} \left( X^n = \Psi^n + \int_0^t P_n e^{(t-s)A} \mathbb{1}_{\{\|X^n\|_H + \|\Psi^n\|_H = h_n \leq |h_n|^{-\tau}\}} \, F(X^n) \, ds \right) = 1. \tag{4.7} \]

### 4.1. Properties of the nonlinearity

The following lemma shows that the function \(F\) in Setting 4.1 satisfies the elementary property (3.1).

**Lemma 4.2.** Assume Setting 4.1 and let \(r \in (3/4, \infty)\). Then it holds for all \(v \in H_{1/2}\) that \(F(v) \in H\) and that
\[ \|F(v)\|_{H_{-r}} \leq |c_1| \left( \sum_{n \in \mathbb{N}} 2\pi^2 n^2 (\kappa + c_0 \pi^2 n^2)^{-2r} \right)^{1/2} \|v\|_H^2 < \infty. \tag{4.8} \]

**Proof of Lemma 4.2.** Throughout the proof let \(v \in H_{1/2}\). Observe that, e.g., Lemma 4.5 in [24] ensures that \(F(v) \in H\). Hence, we obtain that
\[ \|F(v)\|_{H_{-r}} = \sup_{u \in H \setminus \{0\}} \frac{|\langle F(v), (\kappa - A)^{-r} u \rangle_H|}{\|u\|_H} \]
\[ = |c_1| \left[ \sup_{u \in H \setminus \{0\}} \frac{|\langle (v^2)^r, (\kappa - A)^{-r} u \rangle_H|}{\|u\|_H} \right]. \tag{4.9} \]

Next note that for all \(u \in H\) it holds that \((\kappa - A)^{-r} u \in H_r\) and
\[ (\kappa - A)^{-r} u = \sum_{n \in \mathbb{N}} (\kappa + \lambda_n)^{-r} \langle u, e_n \rangle_H e_n. \tag{4.10} \]

This ensures that for all \(u \in H\) it holds that
\[ \left( (\kappa - A)^{-r} u \right)' = \sum_{n \in \mathbb{N}} (\kappa + \lambda_n)^{-r} \langle u, e_n \rangle_H e_n' \]
\[ = \sum_{n \in \mathbb{N}} (\kappa + c_0 \pi^2 n^2)^{-r} \langle u, e_n \rangle_H \left[ \left( \sqrt{2\pi n} \cos(\pi x) \right)_{x \in (0, 1)} \right]_{\lambda_n(\cdot), \mathcal{B}(\mathbb{R})}. \tag{4.11} \]
The Cauchy–Schwarz inequality hence imply that for all \( u \in H \) it holds that

\[
\| (\kappa - A)^{-r} u \|_{L^\infty(\lambda(0,1);\mathbb{R})} \leq \sum_{n \in \mathbb{N}} \sqrt{2\pi n} \left( \kappa + c_0 \pi^2 n^2 \right)^{-r} |\langle u, e_n \rangle_H| \leq \left( \sum_{n \in \mathbb{N}} 2\pi^2 n^2 \left( \kappa + c_0 \pi^2 n^2 \right)^{-2r} \right)^{1/2} \left( \sum_{n \in \mathbb{N}} \langle e_n, u \rangle_H^2 \right)^{1/2} = \left( \sum_{n \in \mathbb{N}} 2\pi^2 n^2 \left( \kappa + c_0 \pi^2 n^2 \right)^{-2r} \right)^{1/2} \| u \|_H.
\]

(4.12)

Combining this with (4.9) yields that

\[
\| F(v) \|_{H^{-r}} \leq |c_1| \left[ \sup_{u \in H \setminus \{0\}} \left( \frac{|\langle v^2, ((\kappa - A)^{-r} u)^r \rangle_H|}{\| u \|_H} \right) \right] \leq |c_1| \left[ \sup_{u \in H \setminus \{0\}} \left( \frac{\| u \|_H}{\| u \|_H} \right) \sum_{n \in \mathbb{N}} 2\pi^2 n^2 \left( \kappa + c_0 \pi^2 n^2 \right)^{-2r} \right]^{1/2} \| v^2 \|_{L^1(\lambda(0,1);\mathbb{R})} = |c_1| \left( \sum_{n \in \mathbb{N}} 2\pi^2 n^2 \left( \kappa + c_0 \pi^2 n^2 \right)^{-2r} \right)^{1/2} \| v \|_H^2.
\]

(4.13)

Moreover, observe that the fact that \( r > 3/4 \) assures that \( \sum_{n \in \mathbb{N}} 2\pi^2 n^2 \left( \kappa + c_0 \pi^2 n^2 \right)^{-2r} < \infty \). The proof of Lemma 4.2 is thus completed. \( \square \)

4.2. Existence and uniqueness of the solution and strong convergence of the approximation scheme

Corollary 4.3. Assume Setting 4.1 and let \( p \in (0, \infty) \). Then there exists a unique stochastic process \( X : [0, T] \times \Omega \to H_0 \) with continuous sample paths which satisfies for all \( t \in [0, T] \) that

\[
\mathbb{P} \left( \int_0^t \| e^{(t-s)A} F(X_s) \|_{H_0} \, ds < \infty \right) = 1,
\]

(4.14)

that

\[
[X_t]_{\mathbb{P}, B(H)} = \left[ e^{tA} z + \int_0^t e^{(t-s)A} F(X_s) \, ds \right]_{\mathbb{P}, B(H)} + \int_0^t e^{(t-s)A} \, dW_s,
\]

(4.15)

and that

\[
\limsup_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E} [\| X_t - X^n_t \|_{H}^p] = 0.
\]

(4.16)

Proof of Corollary 4.3. Throughout this proof let \( q \in [\max\{2, p\}, \infty) \) be a real number, let \( \theta, \epsilon \in (0, \infty) \) be the real numbers given by

...
\[ \theta = |c_1| |c_0|^{-1/2} \left[ \sup_{u \in H_{1/8} \setminus \{0\}} \frac{||u||^2_{L^4(\mathbb{R}^2 ; \mathbb{R})}}{||(A)^{1/8} u||^2_H} \right] + 1 \]  

(4.17)

and \( c = |c_1| \left( \sum_{n \in \mathbb{N}} 2\pi^2 n^2 \left( \kappa + c_0 \pi^2 n^2 \right)^{-1/2} \right) \), and let \( \phi, \Phi : H_1 \to [0, \infty) \) be the functions which satisfy for all \( v \in H_1 \) that

\[ \phi(v) = \max \left\{ \frac{2|c_1|^2}{c_0}, 4 \right\} \left[ 1 + \sup_{x \in (0,1)} |v(x)|^2 \right] \]  

(4.18)

and

\[ \Phi(v) = \max \left\{ \frac{2|c_1|^2}{c_0}, 4 \right\} \left[ 1 + \sup_{x \in (0,1)} |v(x)|^{\max \{2|c_1|^2/c_0, 4\}} \right] \].  

(4.19)

Then note that Lemma 5.3 in [2] shows that for all \( v, w \in H_{1/2} \) it holds that \( F(v + w) \in H \) and that

\[ \langle v, F(v + w) \rangle_H \leq \max \left\{ \frac{2|c_1|^2}{c_0}, 4 \right\} \left[ ||v||^2_H \sup_{x \in (0,1)} |w(x)|^2 \right] + \frac{3}{4} \left[ ||(-A)^{1/2} v||^2_H \right. \\
+ \left. \max \left\{ \frac{2|c_1|^2}{c_0}, 4 \right\} \left[ 1 + \sup_{x \in (0,1)} |w(x)|^2 \right] \right] \]  

(4.20)

Moreover, observe that Lemma 5.4 in [2] demonstrates that for all \( v, w \in H_{1/8} \) it holds that

\[ ||F(v) - F(w)||_{H_{-1/2}} \leq |c_1| |c_0|^{-1/2} \left[ \sup_{u \in H_{1/8} \setminus \{0\}} \frac{||u||^2_{L^4(\mathbb{R}^2 ; \mathbb{R})}}{||(A)^{1/8} u||^2_H} \right] \\
\cdot \left( 1 + ||(-A)^{1/8} v||_H + ||(-A)^{1/8} w||_H \right) ||(-A)^{1/8} (v - w)||_H \leq \theta (1 + ||v||_{H_{1/8}} + ||w||_{H_{1/8}}) ||v - w||_{H_{1/8}} \]  

(4.21)

Furthermore, note that Lemma 4.2 assures that for all \( v \in H_{1/2} \) it holds that \( F(v) \in H \) and

\[ ||F(v)||_{H_{-1/2}} \leq c ||v||^2_H. \]  

(4.22)

In addition, observe that Proposition 4.6 in [2] (with \( p = q \) in the notation of Proposition 4.6 in [2]) proves that there exist a real number \( \eta \in [0, \infty) \) and stochastic processes \( O : [0, T] \times \Omega \to H_0, Q^n, \Sigma^n : [0, T] \times \Omega \to P_n(H), n \in \mathbb{N} \), with continuous sample paths which satisfy for all \( n \in \mathbb{N}, t \in [0, T] \) that \( [O_t]_{P,B(H)} = \int_0^t e^{(t-s)A} dW_s, [Q^n_t]_{P,F,B(H)} = \int_0^t P_n e^{(t-s)A} dW_s, [\Sigma^n_t]_{F,B(H)} = Q^n_t + P_n e^{A \xi} - \int_0^t e^{(t-s)(A-\eta)} \eta (Q^n_s + P_n e^{A \xi}) ds, \)

\[ \mathbb{P} \left( \lim_{m \to \infty} \sup_{s \in [0, T]} ||(O_s + e^{A \xi}) - (Q^n_s + P_m e^{A \xi})||_{H_q} = 0 \right) = 1, \]  

(4.23)
that

$$\limsup_{m \to \infty} \left( \mathbb{E} \left[ \int_0^T \exp \left( \int_0^T q \phi(\mathcal{O}^m_{[t]_{\hat{h}_n}}) \, du \right) \max \left\{ |\Phi(\mathcal{O}^m_{[t]_{\hat{h}_n}})|^{q/2}, 1, ||\mathcal{O}^m_{[t]_{\hat{h}_n}}||^q_H, \int_0^T ||\mathcal{O}^m_{[t]_{\hat{h}_n}} + P_n e^{A_t} \xi ||^{2q+2q_\vartheta}_{H^0} \, du \right\} \right] + \sup_{s \in [0, T]} \mathbb{E} \left[ ||\mathcal{O}^m_{[t]_{\hat{h}_n}}||^q_H \right] < \infty,$$

(4.24)

and that

$$\mathbb{P} \left( \mathcal{X}^m_t = \int_0^t P_n e^{(t-s)A} \left( ||\mathcal{X}^m_x ||_{H^0} + ||\mathcal{Q}^m_x ||_{H^0} + P_n e^{sA} \xi ||_{H^0} \leq \epsilon \right) \right) \leq F(\mathcal{X}^m_{[t]_{\hat{h}_n}}) \, ds$$

$$+ P_n e^{tA} \xi + Q^n_t = 1.$$  

(4.25)

Combining this with (4.20)–(4.22), as well as Item (i) and Item (iv) in Corollary 3.3 (with \( \mathbb{H} = \{ e_k \in \mathbb{H} : k \in \{ 1, \ldots, n - 1, n \} \} \), \( \vartheta = 1 \), \( \epsilon = 0 \), \( \varphi = 3/4 \), \( \alpha = 1/2 \), \( \rho = 1/8 \), \( \varrho = \varrho \), \( O^n = ([0, T] \times \Omega \ni (t, \omega) \mapsto (Q^n_t(\omega) + P_n e^{A_t} \xi) \in H^0) \), \( O = ([0, T] \times \Omega \ni (t, \omega) \mapsto (O_t(\omega) + e^{A_t} \xi) \in H^0) \), \( \mathbb{O}^n = ([0, T] \times \Omega \ni (t, \omega) \mapsto \mathcal{O}^n_t(\omega) \in H^0) \), \( n \in \mathbb{N} \), \( p = q \) in the notation of Corollary 3.3) we obtain that for all \( t \in [0, T] \) Equations (4.14) and (4.15) hold and that for all \( u \in (0, q) \) it holds that

$$\limsup_{n \to \infty} \sup_{t \in [0, T]} \mathbb{E} \left[ ||\mathcal{X}_t - \mathcal{X}^m_t ||^n_{H^0} \right] = 0.$$  

(4.26)

This, in particular, establishes (4.16). The proof of Corollary 4.3 is thus completed.  

\( \square \)
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