CONTRACTING CONVEX HYPERSURFACES BY CURVATURE
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ABSTRACT. We consider compact convex hypersurfaces contracting by functions of their curvature. Under the mean curvature flow, uniformly convex smooth initial hypersurfaces evolve to remain smooth and uniformly convex, and contract to points after finite time. The same holds if the initial data is only weakly convex or non-smooth, and the limiting shape at the final time is spherical. We provide a surprisingly large family of flows for which such results fail, by a variety of mechanisms: Uniformly convex hypersurfaces may become non-convex, and smooth ones may develop curvature singularities; even where this does not occur, non-uniformly convex regions and singular parts in the initial hypersurface may persist, including flat sides, ridges of infinite curvature, or ‘cylindrical’ regions where some of the principal curvatures vanish; such cylindrical regions may persist even if the speed is positive, and in such cases the hypersurface may even collapse to a line segment or higher-dimensional disc rather than to a point. We provide sufficient conditions for these various disasters to occur, and by avoiding these arrive at a class of flows for which arbitrary weakly convex initial hypersurfaces immediately become smooth and uniformly convex and contract to points.

1. Introduction

In this paper we study hypersurfaces evolving according to parabolic flows in which the speed of motion is governed by the curvature. The best-known example of such a flow is the mean curvature flow, which was studied in an influential paper of Gerhard Huisken [Hu]. Given a smooth, uniformly convex initial hypersurface, Huisken proved existence of a unique solution of the mean curvature flow, which contracts to a point in a finite time. He also proved that the solution becomes asymptotically spherical, so that rescaling about the final point by a suitable time-dependent factor gives smooth convergence to the unit sphere. This behaviour remains true even when the initial hypersurface is non-smooth or only weakly convex, for example when it is given as the boundary of an arbitrary open bounded convex region. A variety of other related flows have been considered: Kaiseng Chou [T] considered the flow by Gauss curvature, and proved that smooth, uniformly convex.
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convex initial hypersurfaces contract to points in finite time. Ben Chow extended Chou’s method to prove that convex hypersurfaces contract to points under speeds given by positive powers of the Gauss curvature, and adapted Huisken’s arguments to prove that the limiting shape is spherical under motion by the square root of the scalar curvature \([C2]\). The first author generalised these results to a natural class of curvature flows \([An1]\), with speeds homogeneous of degree one in the principal curvatures of the evolving hypersurface and satisfying some other natural conditions. The class for which such results are known was widened further in \([An8, An9]\) which, in particular, removed the curvature condition on the initial hypersurface in \([C2]\).

The weaker statement, that smooth and uniformly convex initial hypersurfaces give rise to solutions which contract to points in finite time, is known for a wider class of flows \([Han]\).

In this paper we consider a wide class of such flows, and investigate the factors which determine whether the general picture of behaviour observed in the mean curvature flow remains valid.

After the introductory sections 2 and 3 which introduce our notations and definitions and discuss elementary properties of the flows and the kinds of solution we consider, we begin with two sections which produce counterexamples to the smooth contraction of uniformly convex hypersurfaces to points:

In section 4 we find flows for which uniformly convex, smooth initial hypersurfaces can evolve to develop curvature singularities while the inradius remains positive. For this we use a parametrization of convex hypersurfaces using the inverse of the Gauss map, in which the hypersurface is determined by its support function. A hypersurface can be non-smooth but uniformly convex while its support function remains smooth, and the solutions we construct display exactly this behaviour. The class of flows where smoothness is lost in this manner is surprisingly large, and contains many flows which seem both simple and natural. We also see that the flows in which the speed is a homogeneous degree one function of the principal curvatures are easier to control, so there are relatively few flows of this kind which lose smoothness.

In section 5, we use a similar construction to provide a family of flows for which there are weakly convex smooth hypersurfaces which evolve to become non-convex. Under our assumptions this also guarantees that there are uniformly convex smooth hypersurfaces which evolve to become non-convex. For flows which are uniformly parabolic at cylindrical points, our condition is both necessary and sufficient for this behaviour to occur.

Having developed some understanding of how smoothness or convexity may be lost, we find a large class of flows for which initial smoothness and strict convexity is maintained until the hypersurface shrinks to a point (in some cases we can only prove the weaker statement that the inradius shrinks to zero). We carry this out in section 6. Our main result (Theorem 5) is sharp in the class of flows for which the function \(f^∗\) which defines the speed of motion as a function of the principal radii of curvature is concave and extends beyond the boundary of the positive cone except where it is zero. We also give some more restrictive results for concave speeds and for the case \(n = 2\) without concavity assumptions.

For flows which do not either lose smoothness or lose convexity (that is, those covered by the results of section 6), we prove an existence and uniqueness statement for barrier solutions (a kind of generalized solution which is natural for the flows we consider), with initial data given by the boundary of any open, bounded convex region. In the remaining sections of the paper we consider the question of which flows have the property that all such generalized solutions immediately become smooth and uniformly convex.

Some examples where this fails are already known, beginning with the example of Hamilton \([H3]\) who showed that a flat side of a convex surface (that is, an open subset of the surface which is contained in a plane) persists for some time under the Gauss curvature flow. Together with Daskalopoulos he investigated this phenomenon in some detail \([DH]\). The results of \([An4]\) imply that solutions eventually become smooth and uniformly convex. Caputo and Daskalopoulos \([CD]\) considered flow by the harmonic mean of principal curvatures for surfaces which are initially uniformly convex with the exception of one flat side. They showed that under this flow, the boundary of the flat side evolves by the curve shortening flow, so again flat sides persist for some time. With Natasa Sesum they extended this to hypersurfaces moving with speed given by a quotient of successive elementary symmetric functions \([CDS]\).

Previous examples where there is an affirmative answer to our question have arisen in \([An9]\), where such a result was proved for flows by powers \(\alpha \leq \frac{1}{n}\) of the Gauss curvature, and in \([An7]\).
which includes strict convexity estimates for a class of ‘mixed discriminant’ curvature flows. A related result was proved by Dieter [1], who considered curvature flows with smooth, weakly convex initial data, where the speeds were quotients of successive elementary symmetric functions of the principal curvatures. She required that for the initial hypersurface, the denominator of the quotient is positive, and proved that the hypersurface becomes immediately uniformly convex under the evolution.

In section 7 we give necessary and sufficient conditions determining whether flat sides persist (the result is a dichotomy between flows where flat sides persist and those for which there is a lower bound on the displacement for positive times, depending only on the initial inradius and circumradius). In particular we prove lower displacement bounds for flows with speed homogeneous of degree \( \alpha < 1 \) in the principal curvatures, and prove that flat sides always persist for speed homogeneous of degree \( \alpha > 1 \). In the critical case \( \alpha = 1 \) the two types of behaviour are distinguished by a single easily checked condition. In sections 8 and 9 we translate these displacement bounds into upper and lower bounds on the speed for positive times. In particular the upper bounds on displacement and speed hold for essentially arbitrary flows. We apply this observation to prove the main existence and uniqueness result for barrier solutions in section 10.

Sections 11 and 12 provide examples where unique barrier solutions exist, but are sometimes not smooth or not strictly convex.

The examples discussed in section 11 display a new kind of behaviour for such flows: Cylindrical regions can persist even in regions where flat sides do not (and so where the speed necessarily becomes strictly positive). We construct flows in which cylindrical regions in the evolving hypersurfaces have strictly positive speed, but do not become uniformly convex. Instead these persist as cylindrical regions while shrinking in radius. This has not been observed previously and shows the necessity of further conditions in order to deduce strict convexity and smoothness of solutions. Remarkably, this construction also produces examples of weakly convex hypersurfaces which do not even contract to points — for example under flow with speed equal to \(|A|\), the norm of the second fundamental form, there are smooth weakly convex \( n \)-dimensional initial hypersurfaces which collapse to a \( k \)-dimensional disk of positive radius, for any \( k \in \{1, \ldots, n-1\} \). The examples in section 12 are similar in spirit, but in this case involve regions in the Gauss image where the minimum radius of curvature is zero, which persist while shrinking under the flow. These correspond to ridges of infinite curvature which persist in the evolving hypersurface as it shrinks.

In the final section, we conclude by producing classes of flows where barrier solutions do indeed become smooth and strictly convex for positive times. Informed by the conditions in the previous sections which allow the construction of counterexamples, we produce as wide a class as possible, though our results in this section are probably not exhaustive. We state a conjecture which would amount to an essentially sharp result, but which seems to be beyond the reach of our methods.
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2. Notation and Preliminary Results

In this paper we consider the behaviour of solutions \( X : M^n \times [0,T) \rightarrow \mathbb{R}^{n+1} \) of curvature flow equations of the form

\[
\frac{\partial X}{\partial t}(x,t) = -S(A(x,t),g(x,t))\nu(x,t),
\]

where \( X \) is a smooth family of immersions (that is, \( X \) is smooth, and for each \( t \) the map \( X_t = X(\cdot,t) \) is an immersion), \( \nu(x,t) \) is the (outer) unit normal to the image hypersurface \( M_t = X_t(M,t) \) at \( X(x,t) \), \( A(x,t) \) is the second fundamental form of \( M_t \), and \( g(x,t) \) is the induced metric. Thus \( A(x,t) \) and \( g(x,t) \) are symmetric bilinear forms acting on the tangent space \( T_tM \). We require the flow to be geometrically invariant and smooth, which means that the function \( S \) is a smooth function of the components of \( A \) and \( g \) which is invariant under change of basis, i.e. for any \( L \in GL(n) \) we have \( S(L^2AL,L^2gL) = S(A,g) \). We also insist that \( S \) be homogeneous of some positive degree \( \alpha \) in the first argument, so that \( S(\lambda A,g) = \lambda^\alpha S(A,g) \) for any \( \lambda > 0 \) (this amounts to the requirement that the flow (1) has an invariance under spatial scalings).

The invariance of \( S \) implies that \( S(I,A,g) = S(g^{-1/2}Ag^{-1/2},I) \) where \( I \) is the identity matrix. Thus \( S \) is reduced to an \( O(n) \)-invariant function of one argument. Henceforward when we write \( S(A) \) we
will mean $S(A, I)$. For convenience we write $S = F^\alpha$. It follows from a theorem of Schwarz [S1] that $F(A, g) = f(\kappa(A, g))$, where $f$ is a smooth symmetric function of $n$ variables, and $\kappa = (\kappa_1, \ldots, \kappa_n)$ is the map which takes $A$ and $g$ to the vector of eigenvalues of $A$ with respect to $g$ (the principal curvatures, defined only up to order). Conversely, any such smooth symmetric function $f$ gives rise to a smooth $GL(n)$-invariant function $F$ (by a theorem of Glaser [G2]). There are several other conditions we will always impose on the function $f$:

**Conditions 1.**

(i) $f$ is a smooth symmetric function defined on the positive cone

\[ \Gamma_+ = \{ \kappa = (\kappa_1, \ldots, \kappa_n) \in \mathbb{R}^n : \kappa_i > 0 \text{ for all } i = 1, 2, \ldots, n \} \].

(ii) $f$ is strictly increasing in each argument: $f^i = \frac{\partial f}{\partial \kappa_i} > 0$ for each $i = 1, \ldots, n$ at every point of $\Gamma_+$.

(iii) $f$ is homogeneous of degree 1: $f(\lambda \kappa) = \lambda f(\kappa)$ for any $\lambda > 0$ and $\kappa \in \Gamma_+$.

(iv) $f$ is strictly positive on $\Gamma_+$ and normalised: $f(1, \ldots, 1) = 1$.

Note that condition (iv) is merely a normalization, since the positivity follows from (i) and (iii).

Several additional conditions will be used as need dictates:

**Conditions 2.**

(v) $f$ is concave on $\Gamma_+$.

(vii) $f$ is inverse concave. That is, the function

\[ f_+ (x_1, \ldots, x_n) = f \left( x_1^{-1}, \ldots, x_n^{-1} \right) \]

is concave on $\Gamma_+$.

(viii) $f_+$ vanishes on the boundary of $\Gamma_+$.

(ix) The restriction of $f_+$ to the boundary of the positive cone is inverse-concave. That is, if $f(1, \ldots, 1, 0) > 0$ then the function $\tilde{f}(x_1, \ldots, x_{n-1}) = f(x_1, \ldots, x_{n-1}, 0)$ is inverse-concave on the $(n - 1)$-dimensional positive cone $\Gamma_+^{(n-1)}$.

(xi) The restriction of $f_+$ to the boundary of the positive cone is inverse-concave.

(xii) If $\kappa \in \partial \Gamma_+$ with $f(\kappa) > 0$ then $\tilde{f}(\kappa) > 0$ for each $i$ and $f$ is smooth near $\kappa$.

(xiii) If $t \in \partial \Gamma_+$ with $f_+(t) > 0$ then $\tilde{f}(t) > 0$ for each $i$ and $f_+$ is smooth near $t$.

(xiv) The flow $f$ admits second derivative Hölder estimates in $\Gamma_+$ (see (2) below).

(xv) The flow $f$ admits second derivative Hölder estimates in $\Gamma_+ \cap \{ f > 0 \}$.

**Remark 1.**

(1) The definition of inverse-concavity here is slightly different from that in [An9, 10], but is equivalent. Previous results on hypersurface flows have always assumed one of the concavity conditions [12] or [17] with the exception of flows of surfaces [An9] (see also [AM] where no concavity is required but a small pinching ratio is assumed). There are several reasons for this: First, such conditions have been used in arguments to control curvature, in particular in curvature pinching estimates [An1, AnS, C1, C2, M1, M2], or in preserving convexity or bounding curvature [Han, L]. Secondly, some such convexity or concavity condition is necessary in order to deduce Hölder continuity of the second fundamental form using the estimates of Krylov [K1] and Evans [E]. For this either condition [xv] or [xii] will suffice. In the case of flows of surfaces, no such concavity assumption is necessary [An10, 10]. In any case the problem of proving Hölder continuity of second derivatives for non-concave parabolic operators is quite distinct from the rest of our considerations here, so it suffices for our purposes to deal with this issue by assuming conditions [xii] or [xiii] which we now discuss in more detail.

(2) Conditions [xii] and [xiii] are intended as follows: Let $K$ be any compact subset of $\Gamma$ (or $\Gamma_+ \cap \{ f > 0 \}$) in case (xiii), and $t_0 > 0$. Then there exists $\beta \in (0, 1)$ and $C > 0$ depending only on $K$ and $t_0$ such that for any solution $X : M^0 \times [0, t_0] \rightarrow \mathbb{R}^{n+1}$ of equation (1) with principal curvatures in $K$ at every point, $\|A\|_{C^0, \beta(M^0 \times [0, 2t_0])} \leq C$. The following assumptions each suffice for (xiii):

- $f$ is concave or convex;
- $f_+$ is concave or convex;
- $n = 2$ (for details see [An10]).
• $f$ is nearly isotropic on $\Gamma_+$, in the sense that $\frac{\partial f}{\partial x_i} \leq C(n)\frac{\partial f}{\partial x_j}$ for $1 \leq i, j \leq n$ at each point of $\Gamma_+$, where $C(n)$ is an explicit constant (see [AM] Theorem 7.3);

• $f_\epsilon$ is nearly isotropic, in the same sense.

If condition (viii) holds and $f$ is concave or convex, $n = 2$, or $f$ is nearly isotropic, then condition (vii) also holds.

(3) Condition (viii) is equivalent to the assumption that $f$ can be extended to satisfy conditions (i) on an open cone $\Gamma$ containing $\Gamma_+$, such that $\kappa \in \partial \Gamma \cap \partial \Gamma_+$ implies $f(k) = 0$. Condition (x) amounts to a similar condition for $f_\epsilon$.

(4) In order to make sense of conditions (viii),(viii) and (ix) we must make the observation that $f$ and $f_\epsilon$ each have continuous extensions to the closure of $\Gamma_+$. We give the argument for $f$, but the same applies equally well for $f_\epsilon$:

Lemma 1. A function $f$ satisfying Conditions (i),(ii),(iii) extends continuously to the closure $\Gamma_+$.

Proof. Since $f$ is monotone in each argument by (iii) one can define an extension to the boundary of the positive cone by setting $f(A) = \lim_{\epsilon \to 0} f(A + \epsilon I)$ (where $I = (1, \ldots, 1)$). This always exists since $f(A + \epsilon I)$ is nondecreasing in $\epsilon$ and is bounded below by zero (by the Euler identity using (ii) and (iii)). This extension is continuous: Continuity at the origin is simple, since $0 \leq f(0,b_1,\ldots,b_n) \leq \max_{1 \leq i \leq n} b_i f(I) = \|b\|_\infty f(I)$. It follows that $|f(B) - f(0)| \leq \|B\|_\infty f(I)$. Next we show continuity at a non-zero boundary point $A = (a_1, \ldots, a_k, 0, \ldots, 0)$: We write $a = \min(a_{k+1}, \ldots, a_n) > 0$. Given $\epsilon > 0$, choose $\delta > 0$ so that $f(A + \epsilon I) < f(A) + \epsilon$, and so that $\delta < \frac{\epsilon}{\max_{1 \leq i \leq n} a_i}$ if $f(A) > 0$. Then if $\|B - A\|_\infty < \delta$, we have $b_i < a_i + \delta$ for all $i$, so $f(B) < f(A + \epsilon I) < f(A) + \epsilon$. If $f(A) = 0$ then we also trivially have $f(B) \geq f(A) > f(A) - \epsilon$, while if $f(A) \neq 0$ then we have $b_i \geq \max(a_i^-,a_i) \geq (1 - \delta/a_i)a_i$, so by homogeneity and monotonicity we have $f(B) \geq f((1 - \delta/a_i)A) = (1 - \delta/a) f(A) = f(A) - \frac{\delta}{a} (f(A) - \epsilon)$. Thus in either case $f(B) < f(A) < \epsilon$ for $\|B - A\|_\infty < \delta$.

(5) Concavity of $f$ on $\Gamma_+$ is equivalent to concavity of $F$ as a function of the components of $A$ on the space of positive definite symmetric matrices (see [CNS] Section 3), or apply Lemmas 2 and 3. Similarly, inverse-concavity of $f$ is equivalent to concavity of $f_\epsilon$, which is equivalent to concavity of the function $F_\epsilon$ defined by $F_\epsilon(A) = F(A^{-1})^{-1}$.

(6) The boundary inverse-concavity condition (viii) also implies inverse-concavity of the restriction of $f$ to any face of the positive cone on which it is non-zero: For any $k > 0$, we can consider the restriction of $f$ to a $k$-dimensional face, which is a function $\tilde{f}_k$ on the $k$-dimensional positive cone $\Gamma_+^{(k)}$, given by $\tilde{f}_k(x_1,\ldots,x_k) = f(x_1,\ldots,x_k,0,\ldots,0)$. If $\tilde{f}_k$ is not identically zero, then it is positive on $\Gamma_+^{(k)}$ (by monotonicity and homogeneity). To prove that $\tilde{f}_k$ is inverse-concave, we note that the inverse-concavity condition for $\tilde{f}$ can be written using Jensen’s inequality in the form $f(\lambda x + (1 - \lambda) y) \geq \lambda f(x) + (1 - \lambda) f(y)$ for any $x,y \in \Gamma_+^{(k-1)}$ and any $\lambda \in (0,1)$. But now for any $x \in \Gamma_+^{(k)}$, let $x_\epsilon = (x_1,\ldots,x_k,\epsilon^{-1},\ldots,\epsilon^{-1}) \in \Gamma_+^{(k+1)}$. Then we have

$$\lim_{\epsilon \to 0} \tilde{f}_k(x_\epsilon) = \lim_{\epsilon \to 0} \frac{1}{f(x_1^{-1},\ldots,x_k^{-1},\epsilon,\ldots,\epsilon,0)} = \frac{1}{f(x_1^{-1},\ldots,x_k^{-1},0,\ldots,0)} = (\tilde{f}_k)_\epsilon(x),$$

where we used Lemma 4 and the fact that $f > 0$ in taking the limit. Furthermore since we have $f(x_\epsilon = (1 - \lambda) y) \geq \lambda f(x_\epsilon + (1 - \lambda) y)$, we have

$$\tilde{f}_k(x_\epsilon + (1 - \lambda) y) - \lambda\tilde{f}_k(x_\epsilon) - (1 - \lambda)\tilde{f}_k(y) = \lim_{\epsilon \to 0} (\tilde{f}_k)_\epsilon((\lambda x + (1 - \lambda) y)_\epsilon) - \lambda(\tilde{f}_k)_\epsilon(x_\epsilon) - (1 - \lambda)(\tilde{f}_k)_\epsilon(y_\epsilon)) = \lim_{\epsilon \to 0} ((\tilde{f}_k)_\epsilon(x_\epsilon + (1 - \lambda) y_\epsilon) - \lambda(\tilde{f}_k)_\epsilon(x_\epsilon) - (1 - \lambda)(\tilde{f}_k)_\epsilon(y_\epsilon) \geq 0,$

so $\tilde{f}_k$ is inverse-concave.
(7). We will show in the course of the paper that the concavity conditions \(v\) and \(vi\) are stronger than needed to keep curvature bounded or to prevent loss of convexity. In particular, in the case \(\alpha = 1\) we prove that Condition \(vi\) is essentially necessary (Theorem 2) and sufficient (Theorem 5(ii)) for curvature to remain bounded, while for \(\alpha \neq 1\) the stronger condition \(viii\) is essentially necessary (Theorem 1) and sufficient (Theorem 5(iii)). In all cases the condition \(viii\) is necessary (Theorem 3) and sufficient (Theorem 6) in the case \(\alpha = 1\) to avoid loss of convexity of solutions (however see the caveat in remark 6). Condition \(viii\) also arises as a necessary and sufficient condition for flat sides to immediately begin to move (Theorem 1) in the case \(\alpha = 1\).

Conditions \(v\) and \(vi\) correspond to properties of the speed \(S\), as discussed in [An8]. In this paper we will use notation similar to that in [An8], [M2], [Hi] and [W]. In particular, \(g = \{g_{ij}\}\) and \(A = \{A_{ij}\}\) denote respectively the metric and second fundamental form of \(M\). The mean curvature of \(M\) is

\[ H = g^{ij}h_{ij} \]

where \(g^{ij}\) is the \((i,j)\)-entry of the inverse of the matrix \(\{g_{ij}\}\). Throughout this paper we sum over repeated indices from 1 to \(n\) unless otherwise indicated. In computations on the hypersurface \(M_t\), raised indices indicate contraction with the metric.

We will denote by \(\delta S^i\) the matrix of first partial derivatives of \(S\) with respect to the components of its first argument:

\[ \frac{\partial}{\partial s} S(A + sB, g) \bigg|_{s=0} = \delta S(A, g) B_i. \]

Similarly for the second partial derivatives of \(S\) we write

\[ \frac{\partial^2}{\partial s^2} S(A + sB, g) \bigg|_{s=0} = \delta S(A, g) B_k B_i. \]

We will normally suppress the argument \((A, g)\), so that \(\delta S\) will always be understood to be evaluated at \((A, g)\) and partial derivatives of \(f\) at \(\kappa(A, g)\). We will use similar notation and conventions for other functions of matrices and eigenvalues when we differentiate them.

It will sometimes be convenient to work with the support function, which is the normal component of the position vector \(s(x, t) = (X(x, t), v(x, t))\). We will also use map \(\Psi\) which describes the speed as a function of the principal radii of curvature \(r_i = \kappa_i^{-1}\), given by

\[ \Psi(A^{-1}) = -S(A) = -F(A)^\alpha = -F(A^{-1})^{-\alpha}. \]

Note that \(\Psi(R) = \Psi(\tau) = -f_s(r_1, \ldots, r_n)^{-\alpha}\), where \(\tau = (r_1, \ldots, r_n)\) are the eigenvalues of the symmetric matrix \(R\). Note that concavity of \(f\) is equivalent to inverse-concavity of \(f_s\), and similarly inverse-concavity of \(f\) is equivalent to concavity of \(f_s\) (or of \(\Psi\)).

We now collect some useful results concerning functions \(f\) satisfying Conditions \(v\) and various parts of Conditions \(vi\).

**Lemma 2** ([EH Lemma 2], [An1 Lemma 2.20]). If \(f\) is concave on \(\Gamma_+\), then for any \(i \neq j\), \(f^j - f^j(\kappa_i - \kappa_j) \leq 0\).

**Lemma 3** ([An8 Theorem 2.1]). A function \(f\) satisfying Conditions \(v\) is inverse concave if and only if the following matrix inequality holds:

\[ Q[f] := \left( \frac{\partial^2 f}{\partial x_i \partial x_j} + \frac{2 \partial f}{\partial x_i} \frac{\delta_{ij}}{x_i} \right) \geq 0. \]

**Proof.** Since \(f\) (and hence also \(f_s\)) is smooth, inverse-concavity is equivalent to the requirement that \(\frac{d}{dx} f_s(z(s)) \big|_{x=0} \leq 0\), where \(z(s) = x_i^{-1} + s x_i^{-2} b_i\), for all \(x \in \Gamma_+\) and \(b \in \mathbb{R}^n\). A direct computation gives

\[ \frac{d^2}{dx^2} f_s(z(s)) \big|_{x=0} = \frac{1}{f(z)^2} \left[ -f^{ij} \frac{2 f^j \delta_{ij}}{x_i} + \frac{2 f^j f}{x_i^2} \right] b_i b_j = -\frac{1}{f^2} Z(b, b). \]

Any such \(b\) can be written in the form \(b = ax + w\) where \(a = \frac{L_0}{2}\) and \(f^{ij} w_i = 0\). The homogeneity of \(f\) implies \(f^j x_j = 0\), so \(Z(b, b) = Q[f] |w, w|\). Thus if \(Q[f] \geq 0\) then \(Z \geq 0\) and \(f\) is inverse-concave. Conversely, \(Q[f](v, v) = 2a^2 f + Q[f](w, w) = 2a^2 f + Z(b, b)\), so if \(f\) is inverse-concave then \(Z \geq 0\) and \(Q[f] \geq 0\). \(\square\)
Proof. Since Lemma 6, for $i$ and 2:
The Euler identity imply By definition, point where we used the fact that $\dot{\gamma}$ is homogeneous of degree zero. The normalization condition (iv) and the Euler identity imply $\sum_{i=1}^{n} \dot{\gamma}(I) = f(I) = 1$.

Lemma 5. If $f$ satisfies Conditions 1 and is inverse-concave, then $\sum_{i=1}^{n} \dot{\gamma}_i^2 \geq n^2$.

Proof. Since $f_i$ is concave, we have by Lemma 3:

$$1 \leq \frac{d}{ds} \left( f^\prime(\kappa_i^{-1} + s, \ldots, \kappa_n^{-1} + s) \right)_{|s=0} = \frac{d}{ds} \frac{1}{f \left( (\kappa_1^{-1} + s)^{-1}, \ldots, (\kappa_n^{-1} + s)^{-1} \right)_{|s=0}} = \frac{1}{f^2} \sum_{i=1}^{n} \dot{\gamma}_i^2.$$ □ □

Lemma 6 ([An1], Equation 2.23), ([G1] Lemma 1.11, [An8], Theorem 5.11). If $F(A) = f(\kappa(A))$, where $f$ is a smooth symmetric function, and $A$ is diagonal with $\kappa_i(A) \neq \kappa_j(A)$ for $i \neq j$, then

$$F(B, B) = \sum_{i,j=1}^{n} \dot{\gamma}_i B_{ij} + \sum_{i \neq j} \frac{\dot{\gamma}_i - \dot{\gamma}_j}{\kappa_i - \kappa_j} B_{ij}^2.$$ □ □

Lemma 7. If $f$ is a function satisfying Conditions 1 and $F(A) = f(\kappa_i(A))$, then $f$ is concave on $\Gamma_+$ if and only if $F$ is concave on the cone of positive definite symmetric matrices.

Lemma 8. For any inverse-concave function $f(x_1, \ldots, x_n)$ on $\Gamma_+$, we have for any $i \neq j$ and at each point $x = (x_1, \ldots, x_n)$ of $\Gamma_+$, $\left( \dot{\gamma}_i x_i^2 - \dot{\gamma}_j x_j^2 \right) (x_i - x_j) \geq 0$.

Proof. By definition, $f_s$ is concave at $(x_1, \ldots, x_n)$. Lemma 2 applies to $f_s$ to give $\left( \dot{\gamma}_i - \dot{\gamma}_j \right) (x_i - x_j) \geq 0$ for $i \neq j$. The lemma follows since $\dot{\gamma}_s = f^{2^{-2}} \dot{\gamma}_s^2$, □ □

We conclude this section by mentioning some examples of functions which satisfy Conditions 1 and 2:

- $f = E_k^{1/k}$ for any $k = 1, \ldots, n$, where $E_k$ is the $k$th elementary symmetric function of the principal curvatures of $M_k$,

$$E_k = \frac{1}{k!} \sum_{1 \leq i_1 < \cdots < i_k \leq n} \kappa_{i_1} \kappa_{i_2} \cdots \kappa_{i_k}.$$ These include $E_1 = H/n$ (the mean curvature), $E_2 = R/(n(n-1))$ (the scalar curvature) and $E_n = K$ (the Gauss curvature).

- The power means $f = H_r = \left( \frac{1}{n} \sum_{i=1}^{n} \kappa_i^r \right)^{1/r}$ for any real $r$. The case $r = 0$, corresponding to $f = K^{1/2}$ as explained in [An8], is covered above.

- $f = \frac{E_k}{E_n}$, for any $k = 1, \ldots, n-1$ (k = 0 covered above).

- $f = E_k^{1/k}$, $n \geq k > l \geq 0$.

- Convex combinations of the above examples.

- Weighted geometric means of the above examples, i.e. $f = \prod_{i=1}^{k} f_i^{\alpha_i}$, where $\alpha_i > 0$ and $\sum_{i=1}^{k} \alpha_i = 1$, and $f_1, \ldots, f_k$ come from the examples above.

All of the explicit examples above except the power means with $r > 1$ are concave, and all except for the power means with $r < -1$ are inverse-concave. Taking convex combinations or geometric means of concave examples produce more concave examples, and convex combinations and geometric means of inverse-concave examples produce inverse-concave examples [An8, Section 2].

Other examples are constructed throughout the paper (see examples 1, 2 and 9).
3. Properties of Solutions

Two fundamental properties of solutions of (1) are the following. Firstly, because the speed of motion is homogeneous in the principal curvatures, solutions have a scaling property. Indeed, if $X : M^0 \times [0, T) \to \mathbb{R}^{n+1}$ satisfies (1), then for each $\lambda > 0$, another solution $X_\lambda : M^0 \times [0, \lambda^{-1} t) \to \mathbb{R}^{n+1}$ is given by

$$X_\lambda (x, t) = \lambda X \left( x, \lambda^{-1} t \right).$$

Secondly, solutions of (1) satisfy the comparison principle: If $\{M^0_1\}$ and $\{M^0_2\}$ are two families of smooth, uniformly convex hypersurfaces, each moving under (1), and $M^0_1 \cap M^0_2 = \emptyset$, then $M^0_1 \cap M^0_2 = \emptyset$ for all $t > 0$ in the common time interval of existence. A local version also holds: if $\{M^0_1\}$ and $\{M^0_2\}$ are two families of smooth, uniformly convex hypersurfaces with boundary, each moving under (1), and $M^0_1 \cap M^0_0 = \emptyset$, then $M^0_1 \cap M^0_2 = \emptyset$ for $t \in [0, T)$.

The following evolution equations on $M_t$ are derived in [Hu], [An1], and [M2].

Lemma 9. Under the flow (1),

(i) $\frac{\partial}{\partial t} h_{ij} = -2Sh_{ij},$

(ii) $\frac{\partial}{\partial t} S = \mathcal{L}S + \mathcal{L}^k h_{kk} h^m_S S,$

(iii) $\frac{\partial}{\partial t} h = \mathcal{L}h + \mathcal{L}^{kl} h_{kk} \mathcal{L}^m h^m_S S - (1 + \alpha) S.$

(iv) $\frac{\partial}{\partial t} h_{ij} = \mathcal{L}h_{ij} + \alpha F x^{-1} \mathcal{L}^{kl} h_{kk} \mathcal{L}^m h_{mm} + \alpha (\alpha - 1) F x^{-2} \mathcal{L}^{kl} \mathcal{L}^m h_{mm} h_{mn} + h_{ij} \mathcal{L}^{kl} h_{kk} h^{mn} - (1 + \alpha) S h_{ij}.$

Here we denote by $\mathcal{L}$ the operator given by $\mathcal{L} = \mathcal{L}^k h_{kk} \mathcal{L}^m,$ where $\mathcal{L}$ is the covariant derivative on $M_t$. Condition [Hu] ensures that $\mathcal{L}$ is an elliptic operator.

For convex hypersurfaces we may alternatively adopt the Gauss map parametrisation of the flow. This parametrisation of convex hypersurfaces was extensively used in [An4]. The support function $s : \mathbb{S}^n \to \mathbb{R}$ of a smooth, uniformly convex hypersurface $M_0 \subset \mathbb{R}^{n+1}$ (given by the boundary of a convex region $\Omega$) is defined by $s(\bar{z}) = \sup \{ \langle x, \bar{z} \rangle : x \in \Omega \}$. The hypersurface $M_0$ is then given by the embedding

$$X (\bar{z}) = s(\bar{z}) \bar{z} + \nabla s(\bar{z}),$$

which takes $\bar{z}$ to the unique point in $M_0$ with normal direction $\bar{z}$ (here $\nabla$ is the gradient with respect to the standard metric and connection on $\mathbb{S}^n$). The derivative of this map is given by

$$\partial_i X = \tau_{ij} \mathcal{G}^k \partial_j \bar{z},$$

where $\tau_{ij}$ is given as follows in terms of the support function and its derivatives:

$$\tau_{ij} = \nabla_i \nabla_j s + \mathcal{G}_{ij},$$

where $\mathcal{G}_{ij}$ is the standard metric on $\mathbb{S}^n$. In particular the eigenvalues of $\tau$ with respect to the metric $\mathcal{G}$ are the inverses of the principal curvatures, or the principal radii of curvature. The solution of the evolution equation (11) is then given, up to a time-dependent diffeomorphism, by solving the scalar parabolic equation

$$\frac{\partial s}{\partial t} = \Psi \left( \nabla_i \nabla_j s + \mathcal{G}_{ij} \right) - \alpha,$$

for the support function $s$, and then defining $X (x, t)$ according to Equation (11) and reparametrizing to make $\partial_{\bar{z}}$ normal to the hypersurface.

Lemma 10. Under equation (6), the following evolution equations hold: The speed $\Psi$ evolves according to

$$\frac{\partial \Psi}{\partial t} = \mathcal{L} \Psi + \Psi \mathcal{G}_{ij} \mathcal{G}^{ij},$$
while the inverse second fundamental form $t_{ij}$ evolves by
\[ \frac{\partial}{\partial t} t_{ij} = \nabla t_{ij} + \Psi^{kl} \nabla_i r_{pq} \nabla_j g_{kl} - \Psi^{kl} \tilde{g}_{kl} t_{ij} + (1 - \alpha) \Psi \tilde{g}_{ij} \]
where $\nabla t_{ij} = \Psi^{kl} \nabla_k t_{lj}$ and $\tilde{g}_{ij}$ is a Finslerian metric, and equivalently
\[ \frac{\partial}{\partial t} t_{ij} = \nabla t_{ij} + \alpha F^t \Psi^{kl} \nabla_i r_{pq} \nabla_j g_{kl} - \alpha (\alpha + 1) F^t \Psi \tilde{g}_{kl} t_{ij} - \alpha F^t \Psi \tilde{g}_{kl} \tilde{g}_{kl} t_{ij} - (1 - \alpha) F^t \Psi \tilde{g}_{ij} \]

Proof. The evolution equation for $\Psi = \frac{\partial}{\partial t}$ follows directly by differentiating equation (6) with respect to time. For the evolution of $t_{ij}$ we differentiate equation (5) with respect to time, yielding
\[ \frac{\partial}{\partial t} t_{ij} = \nabla t_{ij} \frac{\partial}{\partial t} \Psi^{kl} \nabla_j r_{pq} \nabla_i g_{kl} - \Psi^{kl} \tilde{g}_{kl} t_{ij} + (1 - \alpha) \Psi \tilde{g}_{ij} \]
A straightforward calculation involving interchanging covariant derivatives on the first term and using symmetry yields the result. For details of Codazzi and Simons type identities applying in this setting we refer the reader to [An5, Equation 12].

Note that condition (11) ensures $\nabla$ is an elliptic operator.

Generalized solutions can be defined for equation (1) by a variety of constructions: One can write the evolving hypersurfaces as level sets of a function evolving by a degenerate parabolic equation, and find viscosity solutions of this equation by elliptic regularization — this is the so-called level-set viscosity solutions and the minimal barriers is understood [BN2], although these do not agree in general, though in many important cases they agree. In particular, the relation between level-set solutions and the minimal barriers is understood [BN2], although these do not agree in general with the generalized solutions constructed using Equation (4) from the viscosity solutions of (3) — see section 4 for examples where this is the case. Many of the results we prove depend principally on comparison arguments, and so apply to level-set viscosity solutions and to barrier solutions (defined below), and we note that uniformly convex classical solutions of the flow are instances of all of the other notions of solution described above.

In most of the results in this paper we will use the following notion of solution (similar in spirit to the set-theoretic subsolutions of mean curvature flow used by Ilmanen in [I], and including in particular the concept of minimal barriers): Let $\mathcal{F}_J$ be the space of smooth admissible sub-solutions of Equation (1) on a time interval $J$, by which we mean subsets $\Omega \subset \mathbb{R}^{n+1} \times J$ such that each time-slice $\Omega(t) = \Omega \cap (\mathbb{R}^{n+1} \times \{t\})$ is a closed set with smooth boundary depending smoothly on $t \in J$, such that for each $z \in \partial\Omega(t)$ the principal curvatures $\kappa = (\kappa_1, \ldots, \kappa_n)$ to $\partial\Omega(t)$ at $z \in \Gamma$, and the inward normal velocity of $\partial\Omega(t)$ at $z$ is no less than $f(\kappa)$. An outer barrier on a time interval $I$ is a subset $A \subset \mathbb{R}^{n+1} \times I$, such that whenever $\Omega \in \mathcal{F}_J$ with $J = [a, b] \subset I$, and $\Omega(a) \subseteq A(a)$, then $\Omega \subseteq A$. The space of such outer barriers is denoted by $\mathcal{B}_+(I)$. Similarly, let $\mathcal{F}_J^-$ be the space of smooth super-solutions, which are subsets $\Omega \subset \mathbb{R}^{n+1} \times J$ such that each time-slice $\Omega(t) = \Omega \cap (\mathbb{R}^{n+1} \times \{t\})$ is a closed set with smooth boundary depending smoothly on $t \in J$, such that for each $z \in \partial\Omega(t)$ the principal curvatures $\kappa = (\kappa_1, \ldots, \kappa_n)$ to $\partial\Omega(t)$ at $z \in \Gamma$, and the inward normal velocity of $\partial\Omega(t)$ at $z$ is no greater than $f(\kappa)$. An inner barrier on a time interval $I$ is a subset $A \subset \mathbb{R}^{n+1} \times I$, such that whenever $\Omega \in \mathcal{F}_J^-$ with $J = [a, b] \subset I$, and $A \subseteq \Omega(a)$, then $A \subset \Omega$. The space of inner barriers we denote by $\mathcal{B}_-(I)$. A barrier solution is a set which is both an outer barrier and an inner barrier. In particular, for given $t_0 \in \mathbb{R}$ and $E \subset \mathbb{R}^{n+1}$ we define the minimal barrier $\mathcal{M}^-_{t_0}(E)$ and the maximal barrier $\mathcal{M}^+_{t_0}(E)$ by
\[ \mathcal{M}^-_{t_0}(E) = \bigcap \{ A : A \in \mathcal{B}_-([t_0, \infty)), A(t_0) \supseteq E \} \]
\[ \mathcal{M}^+_{t_0}(E) = \bigcup \{ A : A \in \mathcal{B}_+(\{t_0, \infty\)), A(t_0) \supseteq E \} \]
For convenience we also write $\mathcal{M}_s^\pm(E) = \mathcal{M}_s^\pm(E) \cap (\mathbb{R}^n+1 \times \{1\})$ for the minimal and maximal barriers at time $t$. Note that intersections of outer barriers are outer barriers, and unions of inner barriers are inner barriers. In particular the minimal barrier is itself an outer barrier, and also by construction an inner barrier, and so is a barrier solution. Similarly, the maximal barrier is a barrier solution, and barrier solutions are unique if and only if these two coincide. The comparison principle implies that classical supersolutions (subsolutions) are outer (inner) barriers and that classical solutions are barrier solutions. Also note that the construction produces a unique minimal barrier and a unique maximal barrier for an arbitrary initial subset $E \subset \mathbb{R}^{n+1}$, and these obey the semigroup property $\mathcal{M}_s^\pm(E \cup t_0, t_1(E)) = \mathcal{M}_s^\pm(E)$ for $t > t_1 > t_0$. Further properties of barrier solutions will be developed in section 10.

4. Examples: Hypersurfaces which lose regularity

In this section we discuss a class of examples of singular behaviour in flows of convex hypersurfaces, in which hypersurfaces which are initially smooth and uniformly convex develop a curvature singularity before they shrink to points. The class of flows for which this happens is surprisingly large, and in particular many apparently very natural flows admit such behaviour (see remark 2 below).

We begin by considering the cases $\alpha \neq 1$:

**Theorem 1.** Suppose $\alpha \neq 1$, and condition (vi) holds but condition (vii) fails. Then there exists a uniformly convex non-smooth hypersurface $M_0$ with $C^\infty$ support function $s_0$ such that the solution of equation (6) has

$$\min\{\langle v, v \rangle : v \in TA_n, \|v\| = 1\} < 0$$

for all small $t > 0$.

**Corollary 1.** Under the assumptions of Theorem 1 there exist smooth, uniformly convex initial hypersurfaces for which the solution of the flow (6) has $\max_{A_n} |A|^2 \rightarrow \infty$ as $t \rightarrow T$, but the inradius of $M_t$ does not approach zero as $t \rightarrow T$.

The idea of the corollary is that one can find smooth, uniformly convex hypersurfaces with support function as close as desired to the support function of the non-smooth hypersurface constructed in Theorem 1. By continuous dependence on initial data for equation (6) the support functions of these will evolve to have a zero radius of curvature after some time, so that the principal curvatures become unbounded.

**Remark 2.** Before embarking on the proof, we remark that many apparently very natural flows satisfy the conditions of the theorem: For example the flows defined by $f = \left(\frac{E}{E_0}\right)^{\frac{\alpha}{m}}$ with $0 < \ell < m \leq n$ and $\alpha \neq 1$ are all covered by the theorem. In particular flow by positive powers $\alpha \neq 1$ of the harmonic mean curvature do not contract smooth uniformly convex hypersurfaces to points without encountering curvature singularities along the way. This is remarkable since in the case $\alpha = 1$ all of these flows contract arbitrary smooth, uniformly convex initial hypersurfaces to points with spherical asymptotic shape, as proved in [An8].

The theorem does not apply to the flows with $f = E_0^\alpha$, and for these we conjecture that any weakly convex initial hypersurface does indeed evolve to immediately become smooth and uniformly convex, and contracts to a point (this applies only for $0 < \alpha < 1$ since we prove in Theorem 10 that flat sides always persist in flows with $\alpha > 1$). We prove the corresponding result for $\alpha = 1$ in Theorem 25.

Although the construction is rather similar in the two cases $0 < \alpha < 1$ and $\alpha > 1$, the reasons for the failure in the two cases is quite different: In the case $0 < \alpha < 1$ the loss of smoothness is driven by the ‘reaction’ terms in the evolution of curvature, while in case $\alpha > 1$ the bad terms involve gradients of curvature, and reflect the fact that the speed $S$ is not concave (or more precisely, that $\Psi$ is not inverse-concave on the boundary of the positive cone).

**Proof.** We will consider rotationally symmetric support functions, that is support functions which depend only on the angle from the equatorial $(n-1)$-sphere in $S^n$. We parametrize $S^n$ using the map $\varphi : S^{n-1} \times (-\pi/2, \pi/2) \rightarrow S^n \subset \mathbb{R}^n \times \mathbb{R}$ defined by

$$\varphi(z, \theta) = (\cos \theta z, \sin \theta).$$
We denote by $\bar{g}$ the standard metric on $S^{n-1}$. Then the metric $g$ induced on $S^n \times (-\pi/2, \pi/2)$ by $\varphi$ is given by

$$g_{ij} = (\cos \theta)^2 \bar{g}_{ij};$$
$$g_{\theta\theta} = 0;$$
$$g_{\theta \varphi} = 1.$$

If $s$ is independent of $\varphi$, we can compute the Hessian with respect to $g$:

$$\tilde{\nabla} \tilde{\nabla}_s = -\sin \theta \cos \theta \tilde{g}_{ij,\theta};$$
$$\tilde{\nabla} \tilde{\nabla}_\theta s = 0;$$
$$\tilde{\nabla}_\theta \tilde{\nabla}_\theta s = s_{\theta \theta}.$$

where $s_{\theta}$ denotes the derivative of $s$ with respect to $\theta$. From this we deduce an expression for the matrix of radii of curvature from Equation (5):

$$\tau_{ij} = \left( s(\cos \theta)^2 - s_{\theta} \sin \theta \cos \theta \right) \bar{g}_{ij};$$
$$\tau_{\theta \theta} = 0;$$
$$\tau_{\theta \varphi} = s_{\theta \theta}.$$

The eigenvalues of this matrix with respect to the matrix $g$ are the principal radii of curvature, and these are given by

$$r_1 = s_{\theta \theta} + s;$$
$$r_2 = \cdots = r_n = s - \tan \theta s_{\theta \theta}.$$

Thus in this symmetric situation the evolution equation (6) becomes the following scalar parabolic equation in one spatial variable $\theta$:

$$\frac{\partial s}{\partial t} = \psi (s_{\theta \theta} + s, s - s_{\theta} \tan \theta, \ldots, s - s_{\theta} \tan \theta).$$

Noting that $\partial_\theta r_2 = \tan \theta (r_2 - r_1)$, and using the homogeneity of $\psi$ via the Euler relation, we differentiate equation (7) twice to deduce the following evolution equation for $r = r_1 = s_{\theta \theta} + s$:

$$\frac{\partial r}{\partial t} = \psi_1 r_{\theta \theta} + \left( \psi_1^2 r_{\theta \theta} + 2(n-1) \tan \theta \psi_1^2 (r_2 - r) - (n-1) \tan \theta \psi_2^2 \right) r_{\theta}$$
$$+ \left( (n-1) \tan^2 \theta (r - 2 r_2) \psi_2^2 - (n-1) (1 + 2 \tan^2 \theta) \psi_2^2 - (n-1) \tan^2 \theta \psi_2 r_2 
$$
$$+ (1 + \alpha) \tan^2 \theta \psi_1^2 - (1 + 2 \tan^2 \theta) \psi_1^2 \right) r$$
$$+ (1 - \alpha) (1 - \alpha \tan^2 \theta) \psi.$$

The result now follows from a simple computation for a particular choice of initial data: In the case $\alpha \in (0, 1)$ we choose $\theta_0 < \pi/2$ such that $1 - \alpha \tan^2 \theta_0 > 0$, and let $r_0$ be a $C^\infty$ function which is even, $\pi$-periodic, zero on $[0, \theta_0]$, and positive on $(\theta_0, \pi/2]$.

In the case $\alpha > 1$ we choose $0 < \theta_1 < \theta_2 < \pi/2$ such that $1 - \alpha \tan^2 \theta_1 < 0$, and let $r_0$ be $C^\infty$, even, $\pi$-periodic, zero on $[\theta_1, \theta_2]$, and positive on $(0, \theta_1)$ and $(\theta_2, \pi/2]$.

In both cases we let $s_0$ be the unique even $\pi$-periodic solution of $(s_0)_{\theta \theta} + s_0 = 0$, given explicitly by

$$s_0(\theta) = \sin \theta \int_0^\theta r_0(\tau) \cos \tau d\tau + \cos \theta \int_0^{\pi/2} r_0(\tau) \sin \tau d\tau.$$

Then $s_0$ is $C^\infty$, and equation (6) is strictly parabolic at $s_0$. Therefore there exists a unique smooth solution $s(\theta, t)$ on some time interval $[0, \delta].$ If $0 \leq \theta \leq \delta$ (and $0 < \alpha < 1$ or $\theta \in [\theta_1, \theta_2]$ (in the case $\alpha > 1$) then $\psi(\theta, 0) = r_0(\theta, 0) = r_{\theta \theta}(\theta, 0) = 0$, but $\psi(\theta, 0) > 0$, and therefore $\frac{\partial s}{\partial t}(\theta, 0) > 0$ for $t > 0$ sufficiently small.

The corollary now follows: Since the flow (6) is strictly parabolic, the solution depends continuously on the initial data, so nearby smooth, uniformly convex data (such as $s_0 + \varepsilon$ for $\varepsilon > 0$ small) will evolve so that the radii of curvature become negative while the inradius does not shrink to zero. On the corresponding hypersurface, there is a unique smooth solution for a short time, for which the curvature approaches infinity while the inradius and diameter do not approach zero.

The case $\alpha = 1$ admits fewer examples where smoothness is lost:
Figure 1. Examples of surfaces which develop negative radius of curvature in cases $0 < \alpha < 1$ and $\alpha > 1$.

Figure 2. The images of the map $X$ in equation (4) after the support functions of the surfaces in Figure 1 are evolved for a short time according to equation (6).

**Theorem 2.** Suppose that $\alpha = 1$, and that condition (xi) holds but the boundary inverse-concavity condition (x) does not hold. Then there exists a uniformly convex non-smooth hypersurface $M_0$ with smooth support function $s_0$ such that the solution of Equation (6) has $\min\{r(v,v) : v \in TS^n, \|v\| = 1\} < 0$ for all small $t > 0$.

**Proof.** The idea of the construction is the same as for Theorem 1: We produce a non-smooth uniformly convex hypersurface with smooth support function, with a point and direction in which the radius of curvature is zero and has negative time derivative. The construction is more difficult in this case since counterexamples cannot in general be constructed in the class of axially symmetric hypersurfaces.

We choose the point $e_0 = (0, 1) \in S^n \subset \mathbb{R}^{n+1} \simeq \mathbb{R}^n \times \mathbb{R}$, and the direction of zero radius of curvature will be the vector $(e_1, 0)$. We construct the support function locally first, and then show how to patch this smoothly into a suitable sphere. For points $\tilde{z} = (z, z_0)$ in the upper hemisphere we write the support function $s$ in the form

$$s(\tilde{z}) = z_0 \sigma \left( \frac{z}{z_0} \right),$$

and observe that the non-negativity of the matrix $\tau_{ij}$ is equivalent to convexity of $\sigma$. In fact we have the following identities: Write $E_i = \tilde{\nabla}_i \tilde{z} - \frac{\tilde{g}_{ij}}{z_0} \tilde{z}_j$, and note that since $\nabla_0 \tilde{z} = -\tilde{g}_{ij} \tilde{z}_j$ we have $\tilde{\nabla}_i E_j = -\frac{\tilde{g}_{ij}}{z_0} E_i$. Then differentiating (8) gives

$$\tilde{\nabla}_i s \bigg|_{\tilde{z}} = \tilde{\nabla}_i z_0 \sigma + D\sigma(E_i).$$
Differentiating again gives an expression for $\tau_{ij}$ by Equation (5):

$$\tau_{ij} = \frac{1}{\kappa_0} D^2 \sigma(E_i, E_j).$$

Differentiating further, we obtain expression for covariant derivatives of $\tau_{ij}$:

$$\bar{\nabla}_k \tau_{ij} = -\frac{1}{\kappa_0} D^3 \sigma(E_i, E_j, E_k) - \frac{\bar{\nabla}_k \kappa_0}{\kappa_0^2} D^2 \sigma(E_i, E_j)$$

$$- \frac{\bar{\nabla}_k \kappa_0}{\kappa_0^2} D^2 \sigma(E_j, E_k) - \frac{\bar{\nabla}_k \kappa_0}{\kappa_0^2} D^2 \sigma(E_k, E_i).$$

A final differentiation gives an expression for second covariant derivatives, which we evaluate at the point $(0, 1)$ where $\kappa_0 = 1$, $\bar{\nabla}_0 = 0$, and $E_i = e_i$:

$$\bar{\nabla}_l \bar{\nabla}_k \tau_{ij} = D_i D_j D_k \sigma + \tilde{g}_{kl} D_i D_j \sigma + \tilde{g}_{il} D_j D_k \sigma + \tilde{g}_{jl} D_i D_k \sigma.$$

At this point the equations (10) and (11) become

$$\tau_{ij} = D_i D_j \sigma;$$

$$\bar{\nabla}_k \tau_{ij} = D_i D_j D_k \sigma.$$

Now we make our choice of $\sigma$: By assumption, the restriction of $\psi$ to $\bar{\Gamma}_0$ is not inverse-concave. Therefore by Lemma 3 there exists a point $(0, a_2, \ldots, a_n)$ with $a_i > 0$ for $i = 2, \ldots, n$, and a unit vector $b = (0, b_2, \ldots, b_n)$ such that

$$\sum_{i=2}^n f_i^2 b_i = 0.$$ 

From the proof of Lemma 3 (or by adding a suitable multiple of $a_i$ to $b_i$) it is possible to choose $b_i$ such that $\sum_{i=2}^n f_i^2 b_i = 0$. In a suitably small ball $B_i(0)$ to be chosen below, we define

$$\sigma(z) = \frac{c_1}{24} \frac{z_1^4}{c_1} + \frac{1}{2} \sum_{k=2}^n \left( a_k + b_k z_k + \frac{1}{2} c_k z_k^2 \right) \frac{z_k^2}{c_k},$$

where $a_k$ and $b_k$ are as above, and we choose $c_1 = \frac{\delta}{24f_1^4}$ and $c_k = \frac{2c_1}{c_k} + \frac{\delta}{5f_1^2}$ for $k \geq 1$. With this choice we have at the point $(0, 1)$ that $\bar{\nabla}_l \tau_{11} = \text{diag}(0, a_2, \ldots, a_n)$, $\bar{\nabla}_l \tau_{i2} = \text{diag}(0, b_2, \ldots, b_n)$, and $\bar{\nabla}_l \bar{\nabla}_1 \tau_{11} = \text{diag}(c_1, c_2, \ldots, c_n)$. Since $f_i$ is smooth on $\bar{\Gamma}_0$ we can assume that $a_k \neq a_i$ for each $k \neq i$.

With these choices we check that $\bar{\nabla}_r \tau_{11} < 0$ under the flow $h$, at the point $(0, 1)$: By Lemma 10 since $\alpha = 1$ and $\tau_{11} = 0$,

$$\frac{\partial}{\partial t} \tau_{11} = F_{s}^{-2} F_{s}^{\bar{\nabla}^2 \bar{\nabla}_1 \bar{\nabla}_1} + F_{s}^{-2} F_{s}^{\bar{\nabla}^2 \bar{\nabla}_1 \bar{\nabla}_1} - 2F_{s}^{-3} (\bar{\nabla}_1 F_{s})^2$$

$$= f_{s}^{-2} \sum_{k=1}^n f_k^4 c_k + f_{s}^{-2} \sum_{k,l=2}^n f_k f_l b_k b_l$$

$$+ 2f_{s}^{-2} \sum_{1 \leq k < l \leq n} \frac{f_k - f_l}{a_k - a_l} \bar{\nabla}_1 \bar{\nabla}_{1k} - 2f_{s}^{-3} \left( \sum_{i=2}^n f_i b_i \right)^2,$$

where we used the expression from Lemma 2 in the last line. The last two terms vanish by our choice of $b_j$ and since $\bar{\nabla}_1 \tau_{k2} = 0$ for $k \neq l$, and the choice of $c_k$ gives

$$\frac{\partial}{\partial t} \tau_{11} = f_{s}^{-2} \sum_{k=1}^n f_k^4 \frac{\delta}{2nf_k^2} + f_{s}^{-2} \sum_{k,l=2}^n \left( f_{s}^{kl} + 2 f_k^4 \delta_{kl} \right) b_k b_l = - \frac{\delta}{2f_{s}^4} < 0,$$

where we used equation (14) in the second and third terms.

Now we show that we can choose $r > 0$ sufficiently small so that $\sigma$ is convex on $B_r(0)$ (and in fact has positive definite Hessian away from the origin). To prove this, we first compute the Hessian
of $\sigma$:

$$D^2 \sigma(v,v) = \sum_{k=1}^{n} \frac{c_k}{2} z_k v_1^2 + 2 \sum_{k=1}^{n} \left( \frac{b_k z_k + c_k z_k}{2} \right) v_1 v_k + \sum_{k=1}^{n} \left( a_k + b_k z_k + \frac{c_k}{2} z_k^2 \right) v_k^2$$

$$= \frac{c_1}{2} z_1 v_1^2 + \sum_{k=2}^{n} \frac{c_k}{2} z_k v_1^2 + \sum_{k=2}^{n} \frac{1}{2c_k} \left( z_k v_1 + 2b_k v_k \right)^2$$

$$+ \sum_{k=2}^{n} \left( a_k - \frac{2b_k}{c_k} \right) v_k^2 + \sum_{k=2}^{n} b_k z_k v_k^2 + 2 \sum_{k=2}^{n} c_k z_k z_k v_k v_k$$

$$\geq \frac{c_1}{2} z_1 v_1^2 + \sum_{k=2}^{n} \frac{c_k}{2} z_k v_1^2 + \sum_{k=2}^{n} \frac{2a_k}{2n} v_k^2$$

(15)

$$+ \sum_{k=2}^{n} b_k z_k v_k^2 + 2 \sum_{k=2}^{n} c_k z_k z_k v_k v_k.$$  

where we substituted our particular choice of $c_k$ to obtain the last term on the first line. Now the first term on the last line is controlled by the third term on the line for $|z|$ sufficiently small, and the last term is controlled by the first and third terms on the first line for $|z|$ small by the Cauchy-Schwarz inequality. This shows that for $r > 0$ small enough, the function $\sigma$ is convex on $B_r(0)$, and has strictly positive definite Hessian on $B_r(0) \setminus \{0\}$.

This completes the construction locally. The remaining steps of the proof are to show that this local convex function can be ‘pasted in’ to the support function of a sphere in a $C^\infty$ way to produce a non-smooth convex hypersurface with smooth support function. We do this in two stages: First we produce a non-smooth convex function which equals the given function $\sigma$ in a small ball and equals the support function of a sphere outside a large ball. Then we perform a smoothing to produce a $C^\infty$ convex function, taking care not to change the function near the origin and at large distances.

The first stage is straightforward: The support function of a sphere with centre on the line $\{0\} \times \mathbb{R} \subset \mathbb{R}^{n+1}$ is equal to $\sigma'(z) = C_1 \sqrt{1 + |z|^2} + C_2$ (when restricted to the line $\mathbb{R}^n \times \{1\}$), for $C_1 > 0$ and $C_2$ arbitrary. We will choose $C_1$ and $C_2$ in such a way that the function $\tilde{\sigma} = \max\{\sigma, \sigma'\}$ is equal to $\sigma$ on $B_{r/3}(0)$ and equal to $\sigma'$ on $B_r(0) \setminus B_{3r/3}(0)$ (and so extends to $\mathbb{R}^n$ by taking $\tilde{\sigma} = \sigma'$ outside $B_r(0)$, and is a globally defined convex function). To do this we first choose $C_2$ to make $\sigma' = 0$ on $\partial B_{r/3}(0)$: That is, we choose $C_2 = -C_1 \sqrt{1 + (r/3)^2}$. Since $\sigma \geq 0$ on $B_{r/3}(0)$ we then have $\sigma > \sigma'$ and hence $\tilde{\sigma} = \sigma$ on $B_{r/3}(0)$, for any $C_1 > 0$. Then we choose $C_1$ sufficiently large to ensure that $C_1 \left( \frac{1}{1 + (2r/3)^2} - \sqrt{1 + (r/3)^2} \right) > \sup_{B_r(0)} \sigma$. This guarantees that $\sigma'^2 \geq C_1 \left( \frac{1}{1 + (2r/3)^2} - \sqrt{1 + (r/3)^2} \right) \sigma$ on $B_r(0) \setminus B_{3r/3}(0)$.

Now we proceed to the second stage: We want to smooth $\tilde{\sigma}$ in the region $B_{3r/4}(0) \setminus B_{r/4}(0)$ while leaving it unchanged elsewhere and keeping it convex. We choose a function $\eta : [0, \infty) \to \mathbb{R}$ which is $C^\infty$, zero on $[0, r/4] \cup [3r/4, \infty)$, and strictly positive on $[r/4, 3r/4]$ with $\eta \leq 1$, $|\eta'| \leq 1$ and $|\eta''| \leq 1$. We also choose a $C^\infty$ function $\rho : \mathbb{R}^n \to \mathbb{R}$ which is zero outside $B_1(0)$, positive inside $B_1(0)$, and has $\int_{\mathbb{R}^n} \rho = 1$. Then for small positive $\varepsilon$ we define

$$\tilde{\sigma}_\varepsilon(z) = \int_{B_1(0)} \tilde{\sigma}(z + \varepsilon \eta(|z|) w) \rho(w) dw \varepsilon^{-n} \eta(|z|)^{-n} \int_{\mathbb{R}^n} \tilde{\sigma}(y) \rho \left( \frac{z-y}{\varepsilon \eta(|z|)} \right) dy.$$

Then $\tilde{\sigma}_\varepsilon$ is equal to $\tilde{\sigma}$ in $B_{3r/4}(0)$ and on $\mathbb{R}^n \setminus B_{3r/4}(0)$, and is $C^\infty$ (by the first expression on $B_{r/3-\varepsilon}(0)$, and on $\mathbb{R}^n \setminus B_{3r/4+\varepsilon}(0)$, and by the second expression on $B_{3r/4-\varepsilon}(0) \setminus B_{r/4+\varepsilon}(0)$, thus covering every point provided $\varepsilon < r/24$).

We claim that $\tilde{\sigma}_\varepsilon$ is convex for sufficiently small $\varepsilon > 0$. To show this we first note that there exists $\beta > 0$ such that both $\sigma - \frac{\beta}{2} |z|^2$ and $\sigma' - \frac{\beta}{2} |z|^2$ are locally convex on $B_r(0) \setminus B_{r/6}(0)$, and hence $D_i D_j \tilde{\sigma} \geq \beta \delta_{ij}$ (weakly) also. Also, there exists $K$ such that $|D\sigma| \leq K$ and $|D\sigma'| \leq K$, and hence
$|D\bar{\sigma}| \leq K$, on the same set. Now we compute the Hessian of $\bar{\sigma}_z$:

$$D_jD_l\bar{\sigma}_z = \left(\int_{B_t(0)} D_jD_l\bar{\sigma}_z \right)_{z+\epsilon \eta} \left(\delta_{ij} + \epsilon \eta \frac{\partial w_j}{\partial z} \right) \left(\delta_{kl} + \epsilon \eta \frac{\partial w_l}{\partial z} \right) \rho(w) dv^n + \epsilon \int_{B_t(0)} \left( \eta \frac{\partial w_j}{\partial z} \right) \left( \eta \frac{\partial w_l}{\partial z} \right) D\bar{\sigma}_z \rho(w) dv^n$$

$$\geq \int_{B_t(0)} \left( \beta (1-\epsilon)^2 - \epsilon K(1+6/r) \right) D\bar{\sigma}_z \rho(w) dv^n$$

for $\epsilon > 0$ sufficiently small, provided $r/4 \leq |z| \leq 3r/4$.

This completes our construction: We now have a $C^\infty$ convex function $\bar{\sigma}_z$ on $\mathbb{R}^n$ which agrees with $\bar{\sigma}$ on $B_{t/4}(0)$, has strictly positive Hessian away from the origin, and agrees with $C_1 \sqrt{1+|z|^2} + C_2$ outside $B_t$. The function $s$ on $\mathbb{S}^n$ defined by Equation (6) on the upper hemisphere, and equal to $C_1 + C_2 z_0$ on the lower hemisphere, is $C^\infty$ and is the support function of a non-smooth weakly convex hypersurface for which the solution of equation (9) has $t_{11} < 0$ at the point $(0,1)$ for any small $t > 0$. This completes the proof of Theorem 2.

Remark 3. (1). The analogue of Corollary 1 also holds.

(2). Note that the assumption of Theorem 2 is related to a lack of concavity of the function $f$: If we define $f(s) = \lim_{r \to \infty} f(x, x_2, \ldots, x_n)$, then under the conditions of the theorem $f$ exists, and the requirement is that $f$ be concave. The condition then amounts to a kind of ‘concavity at infinity’ for $f$. In particular if $f$ is concave then this is always satisfied.

Examples of flows covered by Theorem 2 include $f = H_t$ for $r < -1$. Note that in Theorem 1 we show that a necessary and sufficient condition for flat sides in the initial hypersurface to persist is $\lim_{r \to \infty} f(x, 1, \ldots, 1) = \infty$, or equivalently $f_s |_{\partial T_+} = 0$. This condition rules out the situation described in the theorem.

(3). Let us be clear on what this result means: It implies that the classical solution starting from smooth, uniformly convex initial data may cease to exist before the hypersurface shrinks to a point. This does not rule out the possibility that a convex barrier solution might continue to exist until the hypersurface shrinks to a point, or even become smooth and uniformly convex again before the final time. As indicated in figure 2, the map $X$ defined by equation (6) from the solution of equation (9) ceases to be an immersion in these examples, and does not describe a barrier solution of equation (1).

(4). The argument presented above modifies easily to give a natural condition for solutions of fully nonlinear parabolic equations of the form

$$\frac{\partial}{\partial t} u = F(D^2 u, Du, u, x, t)$$

to preserve local convexity: For any unit vector $v$, let $M_v = \{ A \in \text{Sym}(n) : Av = 0, w^T Av > 0 \text{ for } w^T v = 0 \}$. For $A \in M_v$, there is a unique $i_v(A) \in M_v$ such that $i_v A \circ Aw = w$ for all $w$ with $w^T v = 0$. Then we require that for every $p \in \mathbb{R}^n$, unit vector $v$, and time $t$, the function $(A, z, x) \in M_v \times \mathbb{R} \times \mathbb{R}^n \to F(i_v(A), p, z, x, t)$ is concave. This condition is weaker than reverse-concavity of $F$.

In the case where $F = F(D^2 u)$ is $O(n)$-invariant, then we can write $F(A) = f(\lambda)$ where $\lambda = (\lambda_1, \ldots, \lambda_n)$ are the eigenvalues of $A$ and $f$ is a symmetric smooth function. Then the condition is equivalent to the requirement that $f(0, \lambda_2^{-1}, \ldots, \lambda_n^{-1})$ is concave in $\lambda_2^{-1}, \ldots, \lambda_n$, which corresponds to the condition in Theorem 2.

If $F$ is strictly parabolic and smooth on a cone containing the positive cone, then the argument above shows that this condition is necessary to avoid loss of convexity. Provided convexity is not lost at boundary points, a maximum principle argument shows that this condition is also sufficient to keep smooth locally convex solutions locally convex. The argument in the case where $F$ is inverse-concave is given in [An8] Theorem 3.3 (see also the papers [CGM] and [BG]).
5. EXAMPLES: HYPERSURFACES WHICH LOSE CONVEXITY

In this section we give a similar construction to produce flows in which smooth, uniformly convex initial hypersurfaces can evolve to become non-convex. While these examples are more difficult to construct, they still point to the necessity for certain concavity conditions on the boundary of the positive cone.

**Theorem 3.** Suppose condition (viii) holds, but the boundary inverse-concavity condition (viii) fails. Then there exists a smooth, weakly convex compact hypersurface $M_0 = X_0(M)$ for which the solution $X_t$ of Equation (1) has negative minimum principal curvature for all small $t > 0$.

Again by the continuous dependence of solutions on initial data we have the corollary that there are smooth, uniformly convex hypersurfaces for which the classical solution (and hence the generalized solution) loses convexity, under the assumptions of the Theorem. In this sense the boundary inverse-concavity condition is necessary to guarantee that smooth, uniformly convex hypersurfaces remain convex.

**Proof.** The construction is parallel to that in Theorem 1 but we work with the hypersurfaces as graphs rather than using the support function. The result is an instance of the observation in Remark 3.

We construct a region $\Omega_0 = \{ \bar{x} = (x, x_0) : u(x) \leq x_0 \leq \sqrt{C_1^2 - |x|^2} + C_2, |x| \leq C_1 \}$, where $u$ is a smooth convex function with $u(x) = C_2 - \sqrt{C_1^2 - |x|^2}$ outside a ball $B_r(0)$. The boundary $M_0$ of $\Omega_0$ is a then a smooth convex hypersurface, and we will construct this in such a way that the smallest principal curvature is strictly negative for every small $t > 0$, under the flow (1).

We begin by constructing the function $u$ locally: We will choose $u(0) = 0$ and $Du(0) = 0$, in which case a direct computation gives the following identities at $t = 0$:

\begin{align}
(16) & \qquad h_{ij} = D_i D_j u; \\
(17) & \qquad \nabla_k h_{ij} = D_k D_i D_j u; \\
(18) & \qquad \nabla^2 h_{ij} = D_i D_j D_k D_l u - D_k D_i D_j D_l u - D_l D_k D_i D_j u.
\end{align}

By assumption there exists $a_2, \ldots, a_n > 0$ and $b_2, \ldots, b_n$ such that

$$\sum_{i,j=2}^{n} \left( \delta^{ij} + \frac{2 f^i j}{a_j} \right) b_i b_j = -\delta < 0,$$

where $\delta$ and $\delta_j$ are evaluated at $(0, a_2, \ldots, a_n)$. Furthermore, by adding a suitable multiple of $a_i$ to $b_i$ if necessary, we can assume that $\sum_{i=2}^{n} b_i = 0$. In analogy with the choice in the proof of Theorem 3, we choose

$$u(x) = \frac{c_1}{24} x_1^4 + \frac{1}{2} \sum_{k=2}^{n} \left( a_k x_1 + \frac{1}{2} c_k x_1^2 \right) x_k^2,$$

where $c_1 = \frac{\delta}{2 a_2}$ and $c_k = \frac{2 k}{a_k} + \frac{\delta}{2 n^2}$ for $k \geq 2$. We observe that by (16)–(18) we have $h_{kl} = \text{diag}(0, a_2, \ldots, a_n)$, $\nabla \bar{x} h_{ij} = \text{diag}(0, b_2, \ldots, b_n)$, and $\nabla^2 \bar{x} h_{ij} = \text{diag}(c_1, \ldots, c_n)$ at $x = 0$.

The proof of Theorem 3 shows that $u$ is convex on $B_r(0)$ for $r > 0$ sufficiently small, and uniformly convex except at the origin. By the same argument as given there, we can modify $u$ outside $B_{r/\theta}(0)$, keeping it uniformly convex and smooth, to make it equal to $C_1 - \sqrt{C_2^2 - |x|^2}$ outside $B_r(0)$, for suitable $C_1 > 0$ and $C_2 \in \mathbb{R}$. Finally, we verify that the minimal principal curvature becomes negative for small positive times: At $x = 0$ we have $h_{11} = 0$, and from the last evolution equation in Lemma 9.
we have (since $\sum f^i b_i = 0$ and $h_{ij} = 0$ for every $i$, and using Lemma 6)

$$
\frac{\partial}{\partial t} h_{ij} = \alpha f^{\alpha - 1} \sum_{k=1}^n j^k c_k + \alpha f^{\alpha - 1} \sum_{k=1}^n j^k b_i b_j
+ 2\alpha f^{\alpha - 1} \sum_{1 \leq k \neq l \leq n} \frac{j^k - j^l}{a_k - a_l} (\nabla h_{kl})^2 + \alpha (\alpha - 1) f^{\alpha - 2} \left( \sum_{k=1}^n j^k b_k \right)^2
= \alpha f^{\alpha - 1} \sum_{k=1}^n j^k b_k \frac{\delta}{2n} f + \alpha f^{\alpha - 1} \sum_{k,l=2}^n \left( j^l b_l + \frac{2 j^k}{a_k} \delta \right) b_i b_j
= \frac{-\alpha f^{\alpha - 1} \delta}{2} < 0.
$$

It follows that the smallest principal curvature immediately becomes negative under the flow $\gamma$, and the proof is complete.

Example 1. Examples where Theorem 3 applies only occur for $n \geq 3$, since the boundary inverse-concavity condition always holds for $n = 2$. One such example for $n = 3$ is given by

$$
f(x, y, z) = \frac{xy}{\sqrt{x^2 + y^2}} + \frac{xz}{\sqrt{x^2 + z^2}} + \frac{yz}{\sqrt{y^2 + z^2}},
$$

which is smooth and increasing on the cone $\Gamma = \{ x + y > 0, x + z > 0, y + z > 0 \}$. In this case we have

$$
\tilde{f}(y, z) = f^{-1}(0, y, z) = yz \sqrt{y^2 + z^2} = \sqrt{y^2 + z^2},
$$

which is certainly not concave.

6. Convergence to Points and Spherical Limits for Uniformly Convex Initial Data

In this section we prove a result which characterises which flows will deform smooth, uniformly convex initial hypersurfaces to points. Informed by the various examples constructed in previous sections, our result is exhaustive — that is, it gives a necessary and sufficient condition for this result to hold.

We remark that an earlier paper [Han] gives conditions under which smooth, uniformly convex initial data give rise to solutions which remain smooth and uniformly convex until they contract to points in finite time. His result is as follows:

Theorem 4 (Han). Suppose $f_*$ is concave, and either

(i). $f_*$ extends to a continuous function on the closed positive cone $\Gamma_+$, and is zero on the boundary $\partial \Gamma_+$; or

(ii). $\alpha = 1$, $f$ is concave, and $\sum_{i=1}^n \frac{\partial}{\partial t} (\gamma \circ f_*)$ extends to a continuous function on the closed positive cone, where $\gamma$ is a positive $C^1$ function with positive derivative at positive arguments.

Then under the flow $\gamma$, any smooth, uniformly convex initial hypersurface $M_0 = \Sigma(t) M$ has a solution $\Sigma = X_t(\Sigma)$ on a finite maximal time interval $[0, T)$, where $X$ is a $C^\infty$ family of embeddings, each hypersurface $M_t$ is uniformly convex, and $M_t \rightarrow p$ as $t \rightarrow T$, for some $p \in \mathbb{R}^{n+1}$.

Remark 4.

(1). The assumption in [3] that $f_*$ extends to a continuous function on the closed positive cone is superfluous (see Remark 2).

(2). The assumption in [11] on the trace of the derivatives extending to the boundary is not needed: This is used to obtain a curvature bound using the evolution equation for the second fundamental form, but one can instead use the evolution equation for $h_{ij}/S$. Under the assumption that $f$ is concave, the maximum eigenvalue of $h_{ij}/S$ does not increase, and an upper bound on principal curvatures follows.

(3). Apart from the points mentioned above, the assumptions in Han’s theorem are rather sharp, as the counterexamples we have provided in this paper demonstrate: At least in the case where $f_*$ extends smoothly to the boundary, Theorem 4 and Corollary 4 show that it is necessary to assume that $f_* = 0$ on $\partial \Gamma_+$ if $\alpha \neq 1$; in the case $\alpha = 1$, Theorem 2 shows that

...
some kind of concavity of \( f \) is required (at least ‘at infinity’). The assumption of concavity of \( f \) is necessary (again only ‘at infinity’) by the result of Theorem 5.

We next provide a result which extends Theorem 4, weakening the assumptions as much as possible within the class of inverse-concave speeds:

**Theorem 5.** Suppose \( f \) is concave, and either

(i) \( \alpha \neq 1 \) and \( f \) approaches zero on the boundary of the positive cone, or
(ii) \( \alpha = 1 \), and either
   (a) \( f \) approaches zero on the boundary of the positive cone; or
   (b) \( f \) is concave; or
   (c) \( n = 2 \); or
   (d) Conditions \( \{\text{ix}\} \) and \( \{\text{xi}\} \) hold.

Then the conclusion of Theorem 4 holds, and furthermore in case \( \{\text{ii}\} \), the hypersurfaces become spherical in the sense that \( S(\cdot, t) \) converges in \( C^\infty \) to an embedding \( X_f \) with image the unit sphere.

Note that \( \{\text{ii}\} \) implies \( \{\text{d}\} \), assuming condition \( \{\text{xi}\} \) holds.

**Proof.** Case (ii) can be proved by essentially the same argument as given in [Han], given the comments in remark [4(4)]. For completeness we briefly recall the argument in this case.

There exists a smooth solution on a maximal time interval \( (0, T) \). \( T \) is finite, since a sufficiently large sphere enclosing the initial hypersurface is a barrier which contracts to a point in finite time.

The evolution equation for \( S \) in Lemma 9 implies by the maximum principle that the minimum value of \( S \) is non-decreasing in \( t \), so there exists a constant \( S_- > 0 \) such that \( S(x, t) \geq S_- \) for all \( x \in M \) and \( t \in (0, T) \).

The inverse-concavity assumption allows us to deduce that the radii of curvature remain bounded by their initial maximum value, using the last evolution equation for \( \tau_{ij} \) in Lemma 10. Since \( F \) is concave by the concavity of \( f \), and Lemma 4, the gradient terms are all non-positive, as is the first term on the second line. If \( 0 < \alpha \leq 1 \) then the last term is also non-positive, so the maximum eigenvalue of \( \tau_{ij} \) does not increase. In the case \( \alpha > 1 \) we observe that \( F \leq T_{\max} \), and \( \| F \|_{ij} \tau_{ij} - (1 - \alpha) \) is non-decreasing in \( t \), so the result still holds, and we have \( \tau_{ij} \leq \tau_{\min} \) on \( M \times (0, T) \).

An upper bound on the speed can be deduced as long as the inradius stays positive: Denoting by \( R \) the inradius of \( M_B \) for some fixed \( t_0 \in (0, T) \), choose the origin at the centre of an insphere of \( M_B \), and note that \( s(x, t) \geq R \) for all \( x \in M \) and \( t \in [0, t_0] \). Then from the evolution equations for \( s \) and \( S \) in Lemma 9, we derive an evolution equation for \( Q = \frac{S}{2s-R} \) as follows:

\[
\frac{\partial Q}{\partial t} = \mathcal{L}Q + 4Q \frac{\nabla s}{2s-R} \nabla Q + \frac{Q^2}{2} \left( 1 + \alpha - R \right) \frac{\mathcal{S} h_j h_p}{s} .
\]

We can estimate the term in the last bracket using Lemma 5:

\[
\frac{\mathcal{S}}{\mathcal{S}} h_j h_p \leq \alpha f^{\alpha-1} j k_i^2 \geq \alpha f^{\alpha-1} = \alpha s^{\frac{\alpha+1}{\alpha}}.
\]

Noting that \( 2s-R \geq R \), this gives the estimate

\[
\frac{\partial Q}{\partial t} \leq \mathcal{L}Q + 4Q \frac{\nabla s}{2s-R} \nabla Q + Q^2 \left( 1 + \alpha - \alpha R^{1+2} \right) .
\]

It follows that if a new maximum value of \( Q \) is attained, then the left-hand side is non-negative, while the first term on the right is non-positive and the second is zero, and hence the bracket is non-negative. It follows that

\[
Q(x, t) \leq \max \left\{ \sup_{M_B} Q, \left( 1 + \frac{1}{\alpha} \right) R^{-(1+\alpha)} \right\}
\]

for \( (x, t) \in M \times [0, t_0] \). Noting that \( s \leq R \), this gives the estimate

\[
S(x, t) \leq 2R \leq \max \left\{ \sup_{M_B} Q, \left( 1 + \frac{1}{\alpha} \right) R^{-(1+\alpha)} \right\} .
\]
That is, we have proved that on any time interval \([0, t_0]\) where the inradius remains positive, there exists a constant \(S,\) such that \(S(x, t) \leq S,\) for all \((x, t) \in M \times [0, t_0].\)

Next we deduce a positive lower bound on the eigenvalues of \(\tau_{ij}\) (equivalently, an upper bound on principal curvatures): The speed bounds give \(S_{\leq 1/\alpha}^{-1} \leq f_\epsilon \leq S_{\leq 1/\alpha}^{-1}\). Since \(f_\epsilon\) is continuous on \(\bar{\Gamma}_+\) (see Lemma 1), the set \(K = \{ S_{\leq 1/\alpha}^{-1} \leq f_\epsilon \leq S_{\leq 1/\alpha}^{-1}\} \cap \bar{\Gamma}_+ \cap \{r_{\min} \leq r_+\}\) is compact, and so the continuous function \(r_{\min}\) attains a minimum value on \(K\). If this minimum is zero, then the point \(\vec{r}\) lies in \(\partial \Gamma_+ \cap K\). But this is a contradiction, since by assumption \(f_\epsilon = 0\) on \(\partial \Gamma_+,\) so \(\vec{r} \notin K\). Therefore \(\bar{\tau} = \inf_K r_{\min} > 0\).

We have proved that the principal curvatures remain in the compact region \(\{r_{\min} \geq r_+\} \cap \{r_{\max} \leq r_+\}\) of \(\Gamma_+\) on \(M \times [0, t_0].\) Since \(f_\epsilon\) is inverse-concave, the flow admits Hölder estimates for second derivatives (see Appendix), and by Schauder estimates the solution is bounded in \(C^k\) for every \(k.\) It follows that the solution can be extended beyond \(t_0,\) proving that the inradius converges to zero as \(t\) approaches the maximal time of existence. Since the radius of curvature is bounded, the circumanus also approaches zero, and the hypersurfaces approach a point.

Now we proceed to the case \([11]\). The sub-cases \([B] \) and \([C] \) are proved in \([An9]\) and \([An8]\) respectively, so we need only consider sub-cases \((a)\) and \((d)\). We begin with sub-case \((a)\). The proof of convergence to a point in this case is exactly as above. To prove that the limiting shape is spherical we prove a new pinching estimate which requires only inverse-concavity:

For this we prove a new pinching estimate which requires only inverse-concavity:

**Lemma 11.** If \(\alpha = 1\) and \(f_\epsilon\) is concave, then under equation \((6)\) the scaling-invariant quantity

\[
\sup_{v \in C_T^p\bar{\Lambda}} \|v\|_1 = \frac{\|v\|_{\bar{\Lambda}(C_T^p\bar{\Lambda})}}{F(v)}
\]

is strictly decreasing in \(t\) unless \(M_t\) is a totally umbilical sphere.

**Proof.** We consider the evolution of \(T_{ij} = \tau_{ij} - CF \tilde{\delta}_{ij},\) where \(C\) is chosen to make \(T_{ij}\) negative definite when \(t = 0.\) We will use the maximum principle introduced in \([An8]\) Theorem 3.2: If \(T\) is a tensor satisfying

\[
\frac{\partial}{\partial t} T_{ij} = \alpha \sum_{i,j \leq k} \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij} + \alpha \sum_{i,j \leq k} \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij} + N_{ij},
\]

and \(N\) satisfies the generalized null eigenvector condition

\[
N_{ij} v^j v^j + 2 \inf_k \alpha \sum_{i,j \leq k} \left( 2 \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij} - \alpha \tilde{\delta}_{ik} T_{ij} \right) \leq 0,
\]

whenever \(T_{ij} \leq 0\) and \(T_{ij} v^j = 0,\) and \(T_{ij} \leq 0\) initially, then \(T_{ij} \leq 0\) remains true for positive times.

The evolution equation for \(T_{ij}\) follows from those for \(\Psi\) and \(\tau_{ij}\) in Lemma \([10]\):

\[
\frac{\partial}{\partial t} T_{ij} = \sum_{i,j \leq k} \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij} + F_{,k} \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij} - 2 F_{,k} \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij} + 2 \sum_{i,j \leq k} \tilde{\delta}_{ik} \tilde{\delta}_{jk} T_{ij}.
\]

The last term satisfies the null eigenvector condition, so can be ignored. It suffices to prove that at any positive definite matrix \(\tau_{ij}\) with \(T_{ij} = \tau_{ij} - CF \tilde{\delta}_{ij} \leq 0\) and with \(T_{ij} v^j = 0\) for some unit vector \(v,\) we have for any totally symmetric 3-tensor \(B\) satisfying \((B_{ij} - C \tilde{\delta}_{ij} F_{,ip} B_{pq}) v^j v^j = 0\) the inequality

\[
\left( F_{,ip} - 2 F_{,kp} F_{,ij} (F_{,kp} F_{,ij}) B_{kl} B_{pq} v^l v^j + 2 C F_{,ip} F_{,kp} F_{,ij} (F_{,kp} F_{,ij}) B_{kl} B_{pq} ||v||^2 + 2 F_{,ip} (2 F_{,kp} (B_{lp} - B_{kl}) F_{,ip} v^j v^j - \alpha \tilde{\delta}_{ij} T_{pq}) \right) \leq 0
\]

for some choice of \(\Gamma.\) By continuity it suffices to prove this when \(\tau_{ij}\) has all eigenvectors distinct.

In this case we rotate so that \(v = \text{diag}(v_1, \ldots, v_n)\) with \(v_j < v_i\) for \(j > i,\) and observe that the null eigenvector condition implies that \(v = e_1\) and \(\tau_{1} = C f_\epsilon.\) The condition on \(B\) is then \(B_{kl} = C F_{,kp} B_{kl}\)
for each $k$. Using this and Lemma 6, the required inequality becomes (choosing $\Gamma_k = 0$ for all $k$):

$$0 \geq \sum_{k,l} j^i_k B_{1pp} B_{1q} + 2 \sum_{k,l} \frac{j^i_k - j^i_l}{\tau_l - \tau_k} B_{11} + 2 \sum_{l=2}^n \frac{j^i_k - j^i_1}{\tau_l - \tau_k} B_{11}^2 \leq 2 \sum_{k=1}^n \frac{j^i_k}{\tau_k - \tau_p} (B_{1kp})^2 \leq 2 \sum_{k=1}^n \frac{j^i_k}{\tau_k - \tau_p} \left( \Gamma_k + B_{1kp} \right)^2.$$

It follows that the optimal choice of $\Gamma_k$ is the one which makes the last terms vanish. With this choice we show that the remaining terms do indeed satisfy the required inequality: The terms involving $f_\ast$ are indeed non-positive since $f_\ast$ is concave by assumption. Of the remaining terms we consider next those involving $B_{111}$: These are (observing $C = \tau_1/f_\ast$)

$$\left( -\frac{2}{C^2 f_\ast} + \frac{2}{C^2 f_\ast} j^i \right) B_{111}^2 = \frac{2}{C^2 f_\ast} \left( -f_\ast + j^i_1 \tau_1 \right) B_{111}^2 = \frac{2}{C^2 f_\ast} \sum_{k=2}^n j^i_k \tau_k B_{111}^2 \leq 0,$$

where we used the Euler identity $\sum_{k=2}^n j^i_k \tau_k = f_\ast$. Next we consider the terms involving $B_{111}$ for $k > 1$, which are (since $C f_\ast = \tau_1$):

$$\left( \frac{2}{\tau_1} \frac{j^i_k - j^i_1}{\tau_k - \tau_1} \frac{j^i_k}{\tau_k} - \frac{j^i_1}{\tau_1} \right) B_{111}^2 = -\frac{2}{\tau_1 (\tau_1 - \tau_k)} B_{111}^2 \leq 0.$$

The next terms we consider are those involving $B_{1kk}$ for $k > 1$. These are:

$$-2 \frac{j^i_k}{\tau_1 - \tau_k} B_{1kk} \leq 0.$$

The only remaining terms are those which involve $B_{1kl}$ with $1 < k < l$. These are:

$$2 \left( \frac{j^i_k}{\tau_k - \tau_l} - \frac{j^i_l}{\tau_l - \tau_k} \right) B_{1kl}.$$}

The first term in the bracket is nonpositive by Lemma 6 and the others are negative, so the inequality holds.

Moreover we observe that the inequality is strict unless $B_{111} = 0$, $B_{1kl} = B_{1kk} = 0$ for $k > 1$, and $B_{11l} = 0$ for $1 < l < k$. By the strong maximum principle, the inequality becomes strict (and hence the strict decrease of the theorem is proved) unless there is a parallel vector field $v = e_1$ such that $\langle v, v \rangle = C^{\ast} f_\ast$. Differentiating gives $\nabla v f_\ast = \bar{\nabla} v \xi_1 = B_{1kk} = 0$, so $f_\ast$ is constant. But now we can deduce that the mean radius of curvature $S_1 = g^{ij} \tau_{ij}$ is constant, using the Simons-type identity

$$0 = \bar{\Delta} f_\ast = j^i_k \bar{\bar{\nabla}}_v \bar{\nabla} v S_1 + g^{ij} j^k \bar{\bar{\nabla}}_v \bar{\nabla} \tau_{ij} \bar{\bar{\nabla}}_v v + \frac{1}{2} \sum_{i,j} (j^i_k - j^i_1) (\tau_i - \tau_j) \leq j^i_k \bar{\bar{\nabla}} v \bar{\nabla} v + \frac{1}{2} \sum_{i,j} (j^i_k - j^i_1) (\tau_i - \tau_j),$$

where we used the concavity of $f_\ast$ and Lemma 6. The maximum principle applies to show $S_1$ is constant. Now it follows that the hypersurface is a totally umbilic sphere from the result of [EH].

\[ \square \]

**Remark 5.** The argument of the last paragraph constitutes a new result for compact convex hypersurfaces for which an inverse-concave function of curvatures is constant. This extends the main result of [EH] to allow curvature functions which are either concave or inverse-concave.

The result on the asymptotic shape of the contracting hypersurfaces in sub-case [a] now follows as in [An1], using the following observation:

**Lemma 12.** If $f_\ast$ approaches zero on $\partial \Gamma_\ast$, then for any $C > 0$ there exists $C' > 0$ such that if $\tau \in \Gamma_\ast$ and $\tau_{\text{max}} \leq C' f_\ast(\tau)$, then $\tau_{\text{max}} \leq C' \tau_{\text{min}}$.

**Proof.** Otherwise there exists a sequence $(\tau(n))$ in $\Gamma_\ast$ with $\tau_{\text{max}}(n) \leq C f_\ast(\tau(n))$ but $\tau_{\text{max}}(n) \geq n \tau_{\text{min}}(n)$. But then $\tilde{\tau}(n) = \frac{\tau(n)}{\tau_{\text{max}}(n)}$ has $\tau_{\text{max}}(n) = 1$, $f_\ast(\tilde{\tau}(n)) \geq 1/C$, and $\tau_{\text{min}}(n) \leq \frac{1}{C}$. Since the set $\{ \tau \in \Gamma_\ast : \tau_{\text{max}} \leq 1 \}$ is compact, there is a subsequence $(\tilde{\tau}(n'))$ which converges to a limit $\tau$ with $\tau_{\text{max}} \leq 1$, $f_\ast(\tau) \geq 1/C$, and $\tau_{\text{min}} = 0$. But this contradicts the assumption that $f_\ast$ is zero on $\partial \Gamma_\ast$.

\[ \square \]
To complete the argument in sub-case (d) we will require some further regularity, which we can deduce from standard results once we have the following observation:

**Lemma 13.** In case (d) for any $C > 0$ there exist constants $0 < a_- \leq a_+$ such that at any point $\tau \in \Gamma_+$ with $f_\ast(\tau) \geq C_{\max}$, $a_- \leq f_i^\ast \leq a_+$ for $i = 1, \ldots, n$.

**Proof.** Since $f_\ast$ is homogeneous of degree one, $f_i^\ast$ is homogeneous of degree zero, and it suffices to obtain the required bounds on the set $\mathcal{X} = \{ \tau \in \Gamma_+ : f_\ast(\tau) \geq C_{\max}, \tau_1 + \cdots + \tau_n = 1 \}$, which is compact. On this set, $f_i^\ast$ is continuous and non-negative, since the extension to the boundary is $C^1$ at boundary points with $f_\ast > 0$. Therefore $f_i^\ast$ attains its minimum, and the lemma follows if we can rule out the possibility of a point $\tau \in \mathcal{X}$ which is a boundary point of $\Gamma_+$, at which $f_i^\ast = 0$ for some $i$ (by Conditions (14, 15) this cannot occur at an interior point of $\Gamma_+$). Order the components of $\tau$ so that $\tau_1 \geq \tau_2 \geq \cdots \geq \tau_n = 0$, and let $k = \max\{ i : \tau_i > 0 \} > 0$. By concavity of $f_\ast$ and Lemma 2 $f_i^\ast \leq f_j^\ast \leq \cdots \leq f_n^\ast$, and so by assumption $f_i^\ast = 0$. The restriction of $f_i^\ast$ to the first $k$ components is inverse-concave on $\Gamma_+^{(k)}$, so by Lemma 8 (with $f$ replaced by $f_\ast$) we have $\sum_{i=1}^k f_i^{\ast} \tau_i = \frac{f_i(\tau_1)}{\tau_1}$ for $i = 1, \ldots, k$, and so $f_i^\ast \geq \frac{\tau_1}{k} \sum_{i=1}^k f_i^{\ast} \tau_i = \frac{f_i(\tau_1)}{\tau_1} \geq 0$. This contradicts the assumption that $f_i^\ast = 0$, and proves the lemma. □

Given the uniform bounds on $f_\ast$, we can now deduce some regularity estimates. The first step is to deduce Hölder continuity of second derivatives of the support function.

On any time interval $[0, \tau_0]$ on which $r \cdot (M_t)$ has a positive lower bound, we have $r(\zeta, \tau) \in \mathcal{X} = \{ \tau : 0 < \tau \leq f_\ast(\tau), \tau_{\max} \leq C \}$ from the estimates above. Since $f_\ast$ is concave, the set $\mathcal{X}$ is convex, and we have $\frac{\partial f}{\partial \tau} \leq \frac{\partial f}{\partial \tau} \leq \frac{\partial f}{\partial \tau}$ at each point of $\mathcal{X}$. We extend $\psi = -1/f_\ast$ to a uniformly monotone function $\theta$ defined on all of $\mathcal{X}$, by setting $\theta(\tau) = \sup \{ \psi(\tau) + DW(\tau)(\tau - \xi) : \xi \in \mathcal{X} \}$. This is a supremum of linear functions, hence concave, and agrees with $\psi$ on $\mathcal{X}$, and furthermore $\theta$ is Lipschitz and satisfies $\frac{\partial \theta}{\partial x} \leq \theta \leq \frac{\partial \theta}{\partial \tau}$ everywhere on $\mathcal{X}$.

Given any point $\bar{x} \in \mathcal{X}$, we choose coordinates for $\mathcal{X}$ so that $\bar{x} = (0, 1) \in \mathcal{X} \subset \mathbb{R}^n \times \mathbb{R} \cong \mathbb{R}^{n+1}$, and consider the evolution of the function $\sigma$ on $\mathcal{X}$ defined by equation (4). In this parametrization the matrix $\tau_j$ is given by (10) (with $\tau_0 = (1 + |x|^2)^{-1/2}$), and the metric $g_{ij}$ and its inverse $g^{ij}$ are given by

\begin{align}
\tilde{g}_{ij} & = \frac{1}{1 + |x|^2} \left( \delta_{ij} - \frac{x^i x^j}{1 + |x|^2} \right); \\
g^{ij} & = (1 + |x|^2) \left( \delta^{ij} + x^i x^j \right) = (1 + |x|^2) Q^{ij} Q^{kl},
\end{align}

where $Q^{ij} = \delta^{ij} + \frac{x^i x^j}{1 + |x|^2}$. Using this we derive the evolution equation

\begin{equation}
\frac{\partial}{\partial t} \sigma(x) = -\sqrt{1 + |x|^2} F_{\sigma} \frac{\Theta(Q \circ D^2 \sigma \circ Q)}{1 + |x|^2}.
\end{equation}

Here $\Theta(A) = \theta(\tilde{d})$, where $\tilde{d}$ is the vector of eigenvalues of $A$. The right-hand side is concave in the components of $D^2 \sigma$, and the matrix of derivatives with respect to the components of $D^2 \sigma$ are given by

\begin{equation}
\frac{\partial^2 \sigma(x)}{\partial x^i \partial x^j} = \frac{Q^{ij} Q^{kl} \Theta^{kl}}{1 + |x|^2},
\end{equation}

which has eigenvalues between $\frac{a_+}{\tau_1^2 + |x|^2}$ and $\frac{a_-}{\tau_0^2 + |x|^2}$. In particular, on the unit ball about the origin equation (21) is concave and uniformly parabolic, and we can apply the Krylov $C^{2,\alpha}$ estimates (K1) (or more conveniently [4, Corollary 14.9]), yielding in particular that for any $\tau \in (0, 1)$

\begin{equation}
|D^2 \sigma(x_2, t_2) - D^2 \sigma(x_1, t_1)| \leq C(\tau) \left( |x_2 - x_1| + \sqrt{t_2 - t_1} \right) \beta
\end{equation}

for some constant $C(\tau) > 0$ and $\beta \in (0, 1)$, for $(x_2, t_2)$ and $(x_1, t_1)$ in $B_{1/2}(0) \times [t_0, t_0]$. This implies a global Hölder continuity estimate on the matrix $\tau_j$. Our next step is to deduce bounds on the third derivatives of the support function, and in particular on the covariant derivatives of the matrix $\tau_j$. To do this we return to the evolution equation (21), in the form

\begin{equation}
\frac{\partial}{\partial t} \sigma = \Psi(Q \circ D^3 \sigma \circ Q) \frac{Q}{1 + |x|^2}.
\end{equation}
We make the (optimal) choice $\Gamma_m$.

Now we use the assumption that $\bar{\omega}_{\Gamma^2} - r_{\bar{\omega}}$ orthonormal basis remains positive definite on the entire interval $0 \leq t \leq C_3$ on $\mathbb{R}^q \times [0, t_0]$. We can apply a Schauder estimate ([L Theorem 4.9]) to deduce bounds in $L^2$ for short time from the local existence theorem. In particular, we have $|\bar{V}_x t_{ij}| \leq C_3$ on $\mathbb{R}^q \times [0, t_0]$.

Armed with this estimate, we can finally deduce a lower bound on the radii of curvature. Recall that for some $C > 0$ and $\gamma > 0$, we have for all $(z, t) \in \mathbb{R}^q \times (0, t_0)$ that $v(z, t) \in \mathcal{C}_{2\gamma}$.

We use the evolution equation from Lemma 10 to derive the following equation for $T_{ij} = r_{ij} - \varepsilon \bar{g}_{ij}$, where $\varepsilon = \varepsilon_0 e^{-L t}$, $\varepsilon > 0$ is small, and $L$ is to be chosen:

$$\frac{\partial}{\partial t} T_{ij} = \psi_{ij}^k \bar{V}_k T_{ij} + \psi_{pq,ij}^r \bar{V}_p q_{r} T_{ij} - \psi_{ij}^r \bar{g}_{kl} T_{ij} + L \bar{g}_{ij}.$$  

For $\varepsilon_0 > 0$ sufficiently small, $T_{ij}$ is positive definite at $t = 0$. We will choose $L$ to ensure that $T_{ij}$ remains positive definite on the entire interval $[0, t_0]$. If this is not the case, then there is some first point and time $(z, t) \in \mathbb{R}^q \times (0, t_0]$ and direction $v \in T_z \mathbb{R}^q$ for which $T_{ij} v^j = 0$. We choose an orthonormal basis $\{e_i\}$ for $T_z \mathbb{R}^q$ such that $e_i = v$, and such that $r_{ij} = \text{diag}(r_1, \ldots, r_n)$ at $(z, t)$ with $r_i$ in non-decreasing order. Let $m = \max |i| : r_i = \varepsilon$. By continuity we can assume $r_{i+1} > r_i$ for $i > m$. We have $\bar{V}_k r_{ij} = 0$ for $1 \leq a, b \leq m$, $\sum_{a, b} r_{a b} \leq 0$, and (as in [An8 Theorem 3.2])

$$0 \leq \psi_{ij}^k \bar{V}_k \bar{V}_i T_{11} - \sum_{\Gamma} 2 \psi_{ij}^k \left[ 2 \psi_{ij}^k \bar{V}_i r_{p q} - \Gamma_{ik} \bar{V}_i r_{p q} - \Gamma_{ik} \bar{V}_i r_{p q} \right].$$

We make the (optimal) choice $\Gamma_k^p = \frac{e_i r_{ip}}{r_{ip} - \varepsilon}$ for $m < k, p \leq n$, and $\Gamma_k^0 = 0$ otherwise. This yields

$$\psi_{ij}^k \bar{V}_k \bar{V}_i T_{11} \geq 2 \sum_{k, j \leq m} \frac{\psi_{ij}^k \left[ \bar{V}_i (r_{jp}) \right]^2}{r_{ip} - \varepsilon}.$$  

Using the identity from Lemma 10, we arrive at the inequality

$$0 \geq \sum_{p, q = m} \left( \psi_{ij}^p + \frac{2 \psi_{ij}^p}{r_{ip} - \varepsilon} \delta_{pq} \right) \bar{V}_i r_{p q} - \bar{V}_i r_{p q}$$

(23)

$$+ 2 \sum_{m < p < q \leq n} \left( \psi_{ip} - \psi_{ip} \frac{r_{ip} - \varepsilon}{r_{ip} - \varepsilon} + \psi_{iq} \frac{r_{iq} - \varepsilon}{r_{iq} - \varepsilon} \right) \left( \bar{V}_i r_{pq} \right)^2 + (L - \psi_{ij}^p \bar{g}_{pq}) \varepsilon.$$

Now we use the assumption that $f_1$ is inverse-concave on $\partial \Gamma_{\bar{r}}$: Let $\bar{r}_i = 0$ for $i = 1, \ldots, m$, and $\bar{r}_i = r_i$ for $i = m + 1, \ldots, n$. Then $|x - \bar{r}| = \varepsilon \leq \varepsilon_0$, so provided $\varepsilon_0 \leq \varepsilon_1$ we have $\bar{r} \in \mathcal{C}_\gamma$. It follows that

$$\sum_{p, q = m} \left( \psi_{ip} + \frac{2 \psi_{ip}}{r_{ip} - \varepsilon} \delta_{pq} \right) \bar{V}_i r_{p q} \geq 0,$$
and so
\[ \sum_{p,q \geq m} \left( \psi^{pq} - \frac{2 \psi^p}{r_p} \delta_{pq} \right) \left| \nabla_1 \tau_{pp} \nabla_1 \tau_{qq} \right| \]
\[ = \sum_{p,q \geq m} \left( \psi^{pq} - \frac{2 \psi^p}{r_p} \delta_{pq} + \frac{2 \epsilon \psi^p}{r_p} \delta_{pq} \right) \left| \nabla_1 \tau_{pp} \nabla_1 \tau_{qq} \right| \]
\[ \geq \sum_{p,q \geq m} \left( \psi^{pq} - \frac{2 \psi^p}{r_p} \delta_{pq} \right) \left| \nabla_1 \tau_{pp} \nabla_1 \tau_{qq} \right| \]
\[ \geq -\epsilon \left( M_1 + \frac{M_2^2}{8a} \right) \sum_{p \geq m} \left( \psi_1 \tau_{pp} \right)^2 \]
\[ \geq -\epsilon \left( M_1 + \frac{M_2^2}{8a} \right) C^2. \]

Similarly we can bound the second term in (23). By the assumption of inverse-concavity on the boundary we have at \( t \) for each \( m < p < q \leq n \)
\[ \frac{\psi^p - \psi^q}{r_q - r_p} + \frac{\psi^p}{r_p} = \frac{\psi^2}{r_p \tau_q} - \frac{\psi^2}{r_p (r_q - r_p)} \geq 0 \]
by Lemma [8]. Using this we find
\[ \left( \frac{\psi^p - \psi^q}{r_q - r_p} + \frac{\psi^p}{r_p} \right) \left| \nabla_1 \tau_{pp} \nabla_1 \tau_{qq} \right| \]
\[ = \left( \frac{\psi^p - \psi^q}{r_q - r_p} + \frac{\psi^p}{r_p} \right) \left| \nabla_1 \tau_{pp} \nabla_1 \tau_{qq} \right| \]
\[ \geq -\epsilon \sum_{i=1}^m \int_0^1 \left( \psi^i - \psi^0 \right) \left( \tau_q - \tau_p \right) \left| \tau + (1 - \tau) \right| ds \]
\[ \geq -\epsilon \left( -M_1 - M_2 \tau_q - M_2 \frac{a_-}{r_q} + a_- \frac{a_-}{r_q} \right) \]
\[ \geq -\epsilon \left( M_1 + \frac{M_2^2}{2a} \right). \]

The inequality (23) becomes
\[ 0 \geq \epsilon \left( -CM_1 - C \frac{M_2^2}{a} \right) C^2 + L - Ca_+, \]
where \( C \) is a constant depending only on \( n \). But the right hand side is strictly positive if we choose \( L \)
suitably large depending on \( M_2, M_3, a_+, C_3 \) and \( n \), and we have a contradiction. This proves that the
inequality \( \tau_{ij} \geq \epsilon_0 e^{-t \tilde{g}_{ij}} \) is preserved, provided \( \epsilon_0 \leq \epsilon_1 \) and \( L \) is chosen to make the right-hand side of (24) positive.

The proof of subcase [d] can now be completed exactly as before: We have established that as
long as the inradius remains positive the principal radii of curvature remain in a compact region of the open positive cone, and higher regularity follows by standard Schauder estimates, proving that the solution can be continued to a longer time interval. This implies that the inradius converges to zero at the end of the interval of existence. The circumradius also converges to zero since \( \kappa_{min} \) has a positive lower bound.

Remark 6. 1. We do not know whether the limiting shape in case [d] is always spherical.
This is the case if the inverse-concavity of \( f_\ast \) on the boundary of the positive cone is strict in non-radial directions, since then one can deduce that \( f_\ast \) is inverse-concave on the sets \( \tau_1 = \epsilon (\tau_2 + \tau_3) \) for small \( \epsilon > 0 \), and so the inequality \( \tau_1 \geq \epsilon (\tau_2 + \cdots + \tau_n) \) is preserved, by a slight modification of the argument in [An8]. It then follows that the ratio of circumradius to inradius remains bounded, and one can extract a smooth hypersurface as a limit of rescalings as the final time is approached. The result of Lemma [11] then implies that the limit
hypothesis is a sphere. However it seems possible that with only weak inverse-concavity on the boundary, the ratio of inradius to circumradius could become unbounded.

2. One should be cautious about the sense in which the conditions are necessary and sufficient:  
The conditions are necessary and sufficient in the case where \( f \) and \( f_* \) are \( C^{2,1} \) up to the boundary of the positive cone at points where they are non-zero (in particular, if \( f \) and \( f_* \) extend smoothly beyond the boundary at such points). We have not ruled out the possibility that there could be flows with \( \alpha \neq 1 \) for which \( f_* \) does not vanish on the boundary of the positive cone, but does not extend as a strictly monotone smooth function to a larger cone, and for which solutions do not lose smoothness. In particular, is seems possible that if the coefficients of \( f_* \) become unbounded near the boundary of the positive cone, the resulting fast diffusion could have the effect of preventing loss of smoothness. The same considerations apply for the requirement for concavity at infinity. However we have not so far been able to construct any examples where this occurs.

In the case \( \alpha = 1 \) we also have a result of this kind when the speed is concave:

**Theorem 6.** Suppose \( \alpha = 1 \), \( f \) is concave, condition \( \text{(viii)} \) holds, and \( f \in C^{2,1}_{loc}(\Gamma_+ \cap \{ f > 0 \}) \). Then the solution of \( \text{(1)} \) for any smooth, uniformly convex initial hypersurface exists and remains smooth and uniformly convex on a finite maximal time interval \([0, T]\), and the inradius \( r_- (M_t) \) converges to zero as \( t \) approaches \( T \).

In this generality we are unable to prove that the circumradius also converges to zero, so it is conceivable that the solution could collapse onto a lower-dimensional convex body of positive diameter.

In the case where \( f \) is concave and zero on \( \partial \Gamma_+ \), it was proved in [An1] that arbitrary smooth, uniformly convex initial hypersurfaces contract to points with spherical limiting shape under Equation \( \text{(1)} \). We do not know whether the limiting shape must be spherical under the assumptions of Theorem 6, but as in case \( \alpha = 0 \) of Theorem 5 such a result does hold if the inverse-concavity on the boundary is strict in non-radial directions.

*Proof.* In the case where \( f \) is concave there is a well-known curvature pinching estimate, much easier to prove in this case than the result of Lemma 11.

**Lemma 14.** Let \( \{ M_t \}_{0 \leq t < T} \) be a family of uniformly convex hypersurfaces evolving by Equation \( \text{(1)} \) with \( f \) concave and \( \alpha = 1 \), and suppose at \( t = 0 \) the inequality \( h_{ij} \leq C f g_{ij} \) holds for some \( C > 0 \). Then the same is true for each \( t \in (0, T) \).

*Proof.* From the evolution of \( h_{ij} \), \( f \) and \( g_{ij} \) we find:

\[
\frac{\partial}{\partial t} (h_{ij} - C f g_{ij}) = \mathcal{L} (h_{ij} - C f g_{ij}) + \mathcal{F}_{pq} \nabla h_{pq} \nabla h_{rs} + f^k \kappa^2 (h_{ij} - C f g_{ij}) - 2 f h^p \left( h_{pj} - C f g_{pj} \right).
\]

Hamilton’s maximum principle for tensors [III, Theorem 9.1] applies to show that the inequality \( h_{ij} - C f g_{ij} \leq 0 \) is preserved.

Since \( f \) is concave and inverse-concave on the boundary, we have exactly as in Lemma 11 that for any \( C > 0 \) there exist constants \( 0 < a_- \leq a_+ \) such that at any point \( \kappa \in \Gamma_+ \) with \( f(\kappa) > 0 \) and \( f(\kappa) \geq C \kappa_{\max} \), \( a_- \leq \frac{\beta}{\rho} \leq a_+ \). The evolution equation for \( \kappa \) implies that a lower bound \( f \geq f_* > 0 \) is preserved, and we also have an upper bound \( f \leq f_* \), while the inradius remains positive using the same argument as in Theorem 5, since that argument depends only on an estimate of the form \( \sum_i f^i \kappa_i^2 \geq \gamma f^2 \).

The next step is to deduce bounds on the derivatives of the second fundamental form. These can be produced in two steps as in the proof of Theorem 5. The evolving hypersurfaces can be written locally as the graph of a function \( u \) evolving by a uniformly parabolic scalar equation, and the concavity of \( f \) allows the application of the Evans-Krylov estimates to deduce \( C^{2,\beta} \) estimates. Differentiating the scalar equation in a spatial direction gives a uniformly parabolic equation for \( v = \partial_3 u \), and Schauder estimates then produce \( C^{2,\beta} \) estimates for \( v \), which imply bounds for \( \| \nabla \bar{h}_{ij} \| \).

Finally, we can prove that \( \kappa_{\min} \) remains positive while the inradius is positive, by considering the evolution equation for \( t_{ij} = h_{ij} - \kappa_0 e^{-t} g_{ij} \). The details are formally almost identical to the corresponding computation in the proof of Theorem 5. As before, bounds on all higher derivatives follow by Schauder theory, and it follows that the solution continues to exist until the inradius converges to zero.
Remark 7. We expect that there should be a result which holds without assuming that either \( f \) or \( f_\alpha \) is concave. One might conjecture that if conditions (viii), (ix) and (xii) hold (and \( f \) and \( f_\alpha \) extend as \( C^{2,1} \) functions up to the boundary of the positive cone near points where they are non-zero), and \( f_\alpha = 0 \) on the boundary of the positive cone if \( \alpha \neq 1 \), then a similar result should hold. Under these assumptions, maximum principle arguments show that if the hypersurface remains smooth, then it remains uniformly convex, and if the support function remains smooth, then the principal curvatures remain bounded. At present we have a result in this direction (but still requiring stronger hypotheses) only in the case \( n = 2 \):

Theorem 7. If \( n = 2 \), and either \( 0 < \alpha < 1 \) with \( f \geq CH \), or \( \alpha = 1 \), then the solution of (\( \Box \)) for any smooth, uniformly convex initial hypersurface exists and remains smooth and uniformly convex on a finite maximal time interval [0, \( T \)], and the inradius \( r_\alpha(M_t) \) converges to zero as \( t \) approaches \( T \). In the case \( \alpha = 1 \) the surfaces \( M_t \) contract to a point as \( t \to T \) and the limiting shape is spherical.

Proof. The case \( \alpha = 1 \) was proved in [An9]. In the case \( 0 < \alpha < 1 \) we also use the computations of [An9]: Choosing \( G = \left( \frac{k_2 - n}{k_2 + n} \right)^2 \), we have from the computations there (equation 6 and the following discussion) that at any spatial maximum point of \( G \),

\[
\frac{\partial G}{\partial t} \leq 4(1 - \alpha) \frac{KSG}{H} = (1 - \alpha)SGH(1 - G).
\]

An upper bound on the speed \( S \) holds as long as the inradius has a positive lower bound, by the argument given in the proof of Theorem 5. By assumption we also have that \( H \leq f/C \) is bounded. Therefore \( 1 - G \) has an exponentially decaying lower bound, so remains strictly positive. Since the speed \( S \) also has a positive lower bound (from the evolution equation for \( S \)), the flow is uniformly parabolic and the solution remains smooth and uniformly convex, on any time interval where the inradius has a positive lower bound (here the regularity results of [An10] are used). The result follows.

7. Bounds on displacement and flat sides

In the previous section we were concerned with flows which keep smooth, strictly convex hypersurfaces smooth and strictly convex. In the remaining sections of the paper we are concerned with the behaviour of the flows starting from initial data which are boundaries of open bounded convex regions, but may be neither smooth nor uniformly convex.

In this section we are concerned with the displacement of the hypersurface in short positive time intervals. The easy direction is to bound the displacement from above, which we accomplish using spherical barriers. Positive lower bounds on displacement are more subtle, and require the construction of suitable barriers. The main result of this section is a complete characterisation of the flows for which such a lower displacement bound exists. The results for \( \alpha \neq 1 \) can be seen as higher-dimensional analogues of the results proved for evolving curves in [An3], but the intermediate case \( \alpha = 1 \) introduces some new features.

7.1. Upper displacement bound. As in [An3], we obtain an upper bound on the displacement of the evolving hypersurfaces using spheres enclosed within \( M_0 \) as barriers. We denote by \( R_+ \) and \( R_- \) the circumradius and inradius of \( M_0 \).

Theorem 8. For any smooth, uniformly convex solution \( \{ M_t \}_{t>0} \) of (\( \Box \)),

\[
s(z, t) \geq s(z, 0) - C(\alpha) \frac{R_+}{R_-} \frac{1}{1+\alpha}
\]

for all \( t \in \left[ 0, \frac{1}{1+\alpha} R_+^{1+\alpha} \right] \) in the interval of existence of the solution and all \( z \in S^n \).

Proof. Choose the origin \( O \) to be the centre of a ball of radius \( R_- \) enclosed by \( M_0 \). Fix \( z \in S^n \) and define for each \( \delta \in (0, 1) \) a sphere

\[
S_\delta = (1 - \delta)X(z, 0) + \delta S_{R_-}(O) = \left\{ y \in \mathbb{R}^{n+1} : |y - (1 - \delta)X(z, 0)| = \delta R_- \right\},
\]

where \( X(., 0) \) is the embedding of \( M_0 \) given by (\( \Box \)). \( S_\delta \) is contained within the convex hull of \( B_{R_-}(O) \) and \( X(z, 0) \) and so, since \( M_0 \) is convex, \( S_\delta \) is enclosed by \( M_0 \). Under equation (\( \Box \)), this sphere evolves...
to \( S(t) (1 - \delta) X(z, 0) \), where \( r(t) \) evolves according to
\[
\frac{dr}{dt} = -\frac{1}{r^{\alpha}}.
\]
With initial condition \( r(0) = \delta R_- \), this ODE has solution
\[
r(t) = \left( \delta^{1+\alpha} R_+^{1+\alpha} - (1 + \alpha) t \right)^{\frac{1}{1+\alpha}},
\]
and the sphere shrinks to a point at time \( t = \frac{\delta^{1+\alpha} R_+^{1+\alpha}}{1+\alpha} \). By the comparison principle, each of these shrinking spheres remains enclosed by \( M_t \), as long as both exist, so in particular \( (1 - \delta) X(z, 0) \) is enclosed by \( M_t \) for \( 0 \leq t \leq \frac{\delta^{1+\alpha} R_+^{1+\alpha}}{1+\alpha} \). This gives the estimate (choosing \( \delta \) so that \( \delta^{1+\alpha} R_+^{1+\alpha} = (1 + \alpha) t \))
\[
s(t,z) = \sup \{ \langle y, z \rangle : y \in \Omega_t \} \geq ((1 - \delta) X(z, 0), z) = (1 - \delta) s(z, 0).
\]
Therefore
\[
s(t,z) - s(z,0) \geq -\delta s(z,0) \geq -\frac{(1 + \alpha) t^{\frac{1}{1+\alpha}}}{R_-} (2R_+ + C(\alpha) R_+^{1+\alpha} t^{\frac{1}{1+\alpha}}).
\]

7.2. Lower displacement bound. Next we consider lower displacement bounds. This is simplest in the case \( 0 < \alpha < 1 \), where spherical barriers suffice to prove that the hypersurfaces move:

**Theorem 9.** If \( 0 < \alpha < 1 \) then
\[
s(t,z) \leq s(z,0) - (1 - \alpha) a t^{\frac{a}{1+\alpha}} R_+^{\frac{a}{1+\alpha}} t^{\frac{1}{1+\alpha}}
\]
for \( 0 \leq t \leq \alpha^{-1} R_+^{1+\alpha} \) while the solution continues to exist.

**Proof.** Choose the origin \( O \) to be at the centre of a sphere of radius \( R_+ \), which encloses \( M_0 \). Then for any fixed \( z \in S^d \), \( M_0 \) is contained in the region \( B_R(O) \cap \{ y : \langle y, z \rangle \leq s(z,0) \} \). For any \( r > R_+ \), we can choose a unique sphere of radius \( r \) which encloses the latter region and intersects the hyperplane \( \{ y, z \rangle = s(z,0) \} \) in the same set as \( S_R(0) \). The centre of this sphere is at the point \( O - \left( \sqrt{r^2 + s^2 - R_+^2} - s \right) z \), where \( s = s(z,0) \). By the comparison principle, \( M_t \) is contained in the sphere with the same centre of radius \( r(t) = \left( r^{1+\alpha} - (1 + \alpha) t \right)^{1/(1+\alpha)} \leq r - r^{-\alpha} t \), and so
\[
s(t,z) - s(z,0) \leq \frac{r^2 - s^2}{r + \sqrt{r^2 + s^2 - R_+^2}} - r - r^{-\alpha} t
\]
\[
\leq \frac{r^2}{r} - r^{-\alpha} t.
\]
For \( 0 < t < \frac{R_+^{1+\alpha}}{\alpha} \) we choose \( r = \left( \frac{R_+^2}{\alpha} \right)^{\frac{1}{1+\alpha}} \), yielding
\[
s(t,z) - s(z,0) \leq -\left( 1 - \alpha \right) a t^{\frac{a}{1+\alpha}} R_+^{\frac{a}{1+\alpha}} t^{\frac{1}{1+\alpha}}.
\]

As a consequence of this result, an initial hypersurface containing a flat side (that is, an open subset contained in a supporting hyperplane) must immediately move. We will see in Section 9 that this implies that the speed of motion immediately becomes positive, so that the flat side becomes curved. Next we investigate the situation in the case \( \alpha > 1 \). Here we have the reverse situation, and flat sides always persist:

**Theorem 10.** Suppose \( \Omega_0 \) is a bounded open convex region, and \( M_0 = \partial \Omega_0 \). Suppose that for some \( z \in S^d \), \( M_0 \) has a flat side in direction \( z \). That is, there exists \( y_0 \in M_0 \) with \( \langle y, z \rangle = h(z) = \sup \{ \langle y, z \rangle : y \in \Omega_0 \} \) and \( r > 0 \) such that the hemisphere \( B_r^{1+1}(y_0) \cap \{ \langle y, z \rangle < h(z) \} \) is contained in \( \Omega_0 \). Then if \( \{ M_t = \partial \Omega_t \} _{0 \leq t \leq T} \) is any generalized solution of the flow \( \Gamma \), satisfying Conditions 2 with \( \alpha > 1 \), then \( y_0 \in M_t \) for \( 0 \leq t \leq C(\alpha) e^{1+\alpha} \).
Furthermore, the boundary of \( A \) is \( C^2 + \frac{1}{\sigma^2} \)-convex, so in particular the boundary of \( \partial A \) is also strictly positive on \( \partial A \cap \{ x > 0 \} \).

The boundary of \( A \) contains the disk \( \{ (0, y) : |y| \leq 1 \} \). We look in more detail at the behaviour of \( \partial A \) near the boundary curve \( \{ (0, y) : |y| = 1 \} \). For \( |y| > 1 \) near this curve the curvature in the radial direction is given by

\[
\kappa_r = \frac{x}{1 + x^2}^{3/2} = \frac{\alpha (2 \alpha - 1)}{(\alpha - 1)^2} (|y| - 1)^{1/2} (1 + o(1)) \quad \text{as } |y| \to 1;
\]

so in particular the boundary of \( A \) is \( C^2 + \frac{1}{\sigma^2} \)-convex. The curvatures in the orthogonal directions satisfy

\[
\kappa_\perp = \frac{x}{|y|^{1/2}} = \frac{2 \alpha - 1}{\alpha - 1} (|y| - 1)^{1/2} (1 + o(1)) \quad \text{as } |y| \to 1.
\]

Also we can compute

\[
s = \frac{2 \alpha - 1}{\alpha - 1} (|y| - 1)^{1/2} (1 + o(1)) = \frac{2 \alpha - 1}{\alpha - 1} \left( \frac{(\alpha - 1)^2}{\alpha (2 \alpha - 1)} \right) \kappa_r^\alpha (1 + o(1)).
\]

Since \( s \) is strictly positive and \( \kappa_r \) and \( \kappa_\perp \) are bounded away from \( \{ x = 0 \} \), there exists \( \beta > 0 \) such that

\[
s \geq \beta \max \{ \kappa_r, \kappa_\perp \}^\alpha \geq \beta S
\]

everywhere on \( \partial A \) (since \( f(1, \ldots, 1) = 1 \), so that \( S = f^{\alpha} \leq \kappa_r^\alpha \max \), by the monotonicity and homogeneity of \( f \)). It follows that \( \left( \frac{t^{1/\alpha} - 1 + \alpha z}{t^{1/\alpha}} \right)^{1/\alpha} A \) is a subsolution of (1).

Let \( \mu > 0 \) such that \( A \subset B_{\mu}(0) \) (for example, \( \mu = 4 \) suffices for any \( \alpha > 1 \)), and let \( L \) be a rotation which takes \( (1, 0) \) to \( -z \) and \( \mathbb{R}^3 \) to \( \{ y, z \} = 0 \). Then \( y_0 + \frac{\mu}{2} L(A) \subset \Omega_0 \). The comparison principle then gives that \( y_0 + \left( \frac{t^{1/\alpha} - 1 + \alpha z}{t^{1/\alpha}} \right)^{1/\alpha} L(A) \subset \Omega_r \), and hence \( y_0 \in M_r \) for \( 0 \leq t \leq \frac{\mu}{2} \left( \frac{t^{1/\alpha} - 1 + \alpha z}{t^{1/\alpha}} \right)^{1/\alpha} \) while the solution exists.

The remaining case is \( \alpha = 1 \), which will be of most interest in the present paper. In this case there is a simple dichotomy between those flows for which flat sides persist and those where there is
a lower bound on the displacement for positive times, and we provide a very simple criterion which distinguishes the two:

**Theorem 11.** If $\alpha = 1$, then flat sides move under $\mathbf{I}$ if and only if $f_s = 0$ on the boundary of the positive cone. That is,

1. If part (vii) of Conditions 2 holds, then under $\mathbf{I}$ we have for all $t > 0$ in the interval of existence and all $z \in \mathbb{S}^n$

\begin{equation}
(27) \quad s(z, t) \leq s(z, 0) - R_t, \chi \left( \frac{\|w\|}{s} \right),
\end{equation}

where $\chi(\xi)$ is the inverse function of the function $\hat{f}$ defined by $\hat{f}(x) = f(x, 1, \ldots, 1)$.

2. If part (viii) of Conditions 2 does not hold, there exists $C > 0$ such that if $\{M_t\}_{0 \leq t \leq T}$ is a generalised solution of $\mathbf{I}$ and $y_0 \in M_0$ and $z \in \mathbb{S}^n$ with $\langle y_0, z \rangle = s_0(z) = \sup \{\langle y, z \rangle : y \in \Omega_0\}$, and the hemisphere $B_t(y_0) \cap \{y, z < s_0(z)\}$ is contained in $\Omega_0$ for some $r > 0$, then $y_0 \in M_t$ for $0 \leq t \leq \min\{C^2, T\}$.

**Proof.** We begin with the first case. We will construct barriers which force the hypersurface to move, as follows: Fix $z \in \mathbb{S}^n$, and rotate so that $\xi_{n+1} = z$. We construct graphical barriers, of the form $\{(x, y) \in \mathbb{R}^n \times \mathbb{R} : y = u(|x|, t)\}$. We require these to be supersolutions of the flow, so that

$\frac{\partial u}{\partial t} \geq -\sqrt{1 + (\nu')^2} \left( \frac{-u''}{|x|} \sqrt{1 + (\nu')^2} \right)^2 + \frac{-u'}{|x|} \sqrt{1 + (\nu')^2} \left( \frac{-u''}{|x|} \right)^2 + \frac{-u'}{|x|} \sqrt{1 + (\nu')^2} \left( \frac{-u''}{|x|} \right)^2) ;$

and also that they be of the form $u(|x|, t) = w(|x| + vt)$. This gives $\frac{\partial w}{\partial t} = vw_t$, and the required inequality becomes

$\frac{\partial w}{\partial t} \geq w'\left( \frac{|x| w''}{w'(1 + (w')^2)} \right)^{1/2} = \frac{w'w''}{|x|}\left( \frac{|x| w''}{w'(1 + (w')^2)} \right)^{1/2}.
\]

Choosing the origin to be at the centre of a ball of radius $R_+ \subset \text{containing } M_0$, we have that for all $t > 0, M_t$ is contained in the half-cylinder $\{(x, y) : |x| \leq R_+, y < s(z, 0)\}$. We construct our graphical solution on the domain $\{|x| \leq 3R_+\}$, so that $\nu |x| \leq 3vR_+$, and so it suffices to find a solution of

$3vR_+ \leq \hat{f} \left( \frac{|x| w''}{w'(1 + (w')^2)} \right).
\]

Since $\hat{f}$ is increasing, there is a well-defined inverse function and we can write equivalently

$\frac{w''}{w'(1 + (w')^2)} \geq \frac{1}{|x|} \hat{f}^{-1}(3vR_+).
\]

An explicit solution in the equality case with $w(R_+) = s(z, 0)$ is given by

$w(r) = s(z, 0) - 3R_+ \int_{1/3}^{\hat{f}(3R_+)} \frac{\xi^{\sigma}}{\sqrt{1 - \xi^{2\sigma}}} d\xi$

$\leq s(z, 0) + \frac{3R_+}{1 + \sigma} \left( \left( 1 \right)^{1 + \sigma} - \left( \frac{r}{3R_+} \right)^{1 + \sigma} \right),
\]

where $\sigma = \hat{f}^{-1}(3vR_+)$. Note that in the cylinder $\{|x| \leq R_+\}$ these solutions lie above the hyperplane $y = s(z, 0),$ and so above the initial hypersurface $M_0$. By the comparison principle, we have that $M_t$ lies below the hypersurface

$\{(x, y) : y = w(|x| + vt), 0 \leq |x| \leq 3R_+ - vt\}
\]

(note that the boundary of this hypersurface lies outside the cylinder and so cannot meet $M_t$). For fixed $t > 0$ we choose $v = \frac{2R_+}{3}$, yielding that $M_t$ lies below

$\{(x, y) : y = w(|x| + 2R_+) \leq w(2R_+), 0 \leq |x| \leq R_+\}.$
In particular this gives
\[ s(z,t) - s(z,0) \leq \frac{3R_+}{1 + \sigma} \left( \left( \frac{1}{3} \right)^{1+\sigma} - \left( \frac{2}{3} \right)^{1+\sigma} \right) \leq -R_+3^{-1} \left( \frac{\sigma^2}{2} \right). \]
This establishes (27) since \( \hat{f} = f^{-1}. \)

Next we consider the second case. As in Theorem 10 we will prove the existence of a self-similar subsolution with a flat side. We use the set \( A \) constructed in the proof of Theorem 10 (take \( \alpha = 2 \) for concreteness). Then we have
\[ \kappa_\perp = 3(|y| - 1)^2(1 + o(1)) \quad \text{as} \quad |y| \to 1, \]
and
\[ s = 3(|y| - 1)^2(1 + o(1)) \quad \text{as} \quad |y| \to 1. \]
It follows that there exists \( \beta > 0 \) such that
\[ s \geq \beta \kappa_\perp \]
everywhere on \( \partial A. \) Let \( f_x = \lim_{x \to \infty} \hat{f}(x) < \infty. \) Now we observe that for \( x > 0, \)
\[ S = f(\kappa_\perp, \kappa_\perp, \ldots, \kappa_\perp) = \kappa_\perp f \left( \frac{\kappa_\perp}{\kappa_\perp}, 1, \ldots, 1 \right) = \kappa_\perp \hat{f} \left( \frac{\kappa_\perp}{\kappa_\perp} \right) \leq f_x \kappa_\perp, \]
and therefore \( s \geq \frac{\beta}{f_x} S \) everywhere on \( \partial A. \)

It follows that \( \left( \frac{r_0^2 - t}{t} \right)^2 A \) is a subsolution of the flow (1), and the result follows as in Theorem 10.

\[ \square \quad \square \]

8. Upper Speed Bounds

To obtain an upper speed bound, we use methods similar to those in [An1], [An5], [An6], [M1] and [M2], which originate from the work of Chou on Gauss curvature flow ([1]).

**Theorem 12.** Let \( f \) be such that \( \sum_i f^i \kappa^i \geq C_1 f^3 \) on \( \Gamma_t. \) Then there exists \( C_2 \) depending on \( \alpha \) and \( C_1 \) such that for any smooth, uniformly convex solution \( \{ M_t \}_{0,T} \) of \( \Gamma \) with \( R_- \leq r_- (M_t) \leq r_+ (M_t) \leq R_+, \)
\[ S(x,t) \leq C_2 f \frac{R_+}{R_-} \left( R^{-\alpha} + t^{-\frac{\alpha}{1+\alpha}} \right). \]

**Proof.** We use the method of Chou [1] discussed previously in the proof of Theorem 5. Consider the function \( Q = \frac{s}{\delta^2} \) for a small constant \( \delta \) to be chosen. Its evolution equation is
\[ \frac{\partial}{\partial t} Q = \mathcal{L} Q + \frac{2}{(s - \delta)} \xi_i \xi_j V_i V_j Q - \frac{\delta}{(s - \delta)} \xi_i \xi_j h_{ij} h_{pl} Q + (1 + \alpha) Q^2 \]
\[ \leq \mathcal{L} Q + \frac{2}{(s - \delta)} \xi_i \xi_j V_i V_j Q - C_1 \alpha \delta (s - \delta)^{1/\alpha} Q^{2+1/\alpha} + (1 + \alpha) Q^2 \]
since \( \xi_i \xi_j h_{ij} h_{pl} = \alpha \xi_i^2 \xi_j \xi_l \geq C_1 \alpha \xi_i^2 \xi_j \xi_l. \) Taking \( \delta = \frac{R_+}{R_-} \), we find
\[ \frac{\partial}{\partial t} Q \leq \mathcal{L} Q + \frac{2}{(s - \delta)} \xi_i \xi_j V_i V_j Q + \left( 1 + \alpha - \alpha \delta^{1+1/\alpha} Q^{1/\alpha} \right) Q^2, \]
from which it follows from the maximum principle that
\[ \max_{\partial \Omega} \left( \frac{2(1 + \alpha) \delta^{1/\alpha}}{\alpha} \right) \delta^{-(1+\alpha)} Q^{-\alpha} \leq \left( \frac{2}{1+\alpha} \right) \frac{\alpha}{\delta^{1+1/\alpha} Q^{1/\alpha}}. \]
The result now follows from the definition of \( Q \) and the fact that \( s \leq 2R_+. \) \( \square \quad \square \)

**Remark 8.** The upper speed bound can also be deduced from the upper displacement bound using the Harnack estimate (Theorem 13) as in [An3] Lemma II.2.1. The proof above is more robust since the Harnack inequality requires inverse-concavity. The assumption on \( f^i \kappa^i \) is always satisfied (with \( C_1 = 1 \)) in the inverse-concave case by Lemma 5.
9. LOWER SPEED BOUNDS

In this section we translate the bounds on displacement into bounds above and below on the speed for positive times. In [An3] and [An9] estimates of this kind were achieved by combining the lower displacement bounds with the Harnack estimate [An2] Theorem 5.6, which requires that the speed be inverse-concave.

**Theorem 13.** For any smooth, uniformly convex solution of (6) on $\mathbb{R}^n \times (0, T)$,
\[
\frac{\partial}{\partial t} \left( \Psi_t \pi_{ij} \right) \leq 0.
\]

Following [CDS] Theorem 2.2] and [AM] Lemma 12.2] we here deduce the lower speed bounds using an estimate first proved by Smoczyk [S2] Proposition 4] for the mean curvature flow. The result is that lower speed bounds hold precisely when lower displacement bounds do:

**Theorem 14.** For any flow of the form (1) satisfying Conditions [7] with $\alpha > 0$, and any $z \in \mathbb{R}^n$ and $t_2 > t_1 \geq 0$,
\[
-\Psi(z, t_2) \geq \frac{s(z, t_1) - s(z, t_2)}{1 + \alpha(t_2 - t_1)}.
\]

Recall that $\Psi = -s$, so Theorem 14 amounts to a lower bound on the speed $S$ in any direction in which the support function has strictly decreased.

**Proof.** The evolution equation (9) for the support function $s$ can be rewritten in the form
\[
\frac{\partial s}{\partial t} = \Psi^i \hat{\chi}_{ij} \hat{\psi}_{ij} + s \hat{\phi}_{ij} \hat{g}_{ij} + (1 + \alpha)\Psi.
\]

Combining this with the evolution equation for $\Psi$ in Lemma 10, we find:
\[
\frac{\partial}{\partial t} (s - (1 + \alpha)(t - t_1)\Psi) = \nabla \cdot (s - (1 + \alpha)(t - t_1)\Psi + (s - (1 + \alpha)(t - t_1)\Psi) \Psi \hat{g}_{ij}.
\]

It follows from the maximum principle that if $s - (1 + \alpha)(t - t_1)\Psi = 0$ for all $z \in \mathbb{R}^n$ at $t = t_1$, then $s - (1 + \alpha)(t - t_1)\Psi \geq 0$ for all $z \in \mathbb{R}^n$ at $t = t_2 > t_1$. In particular, if we fix $z \in \mathbb{R}^n$ and choose the origin to be at $X(z, t_1)$, then $s(z, t_1) = 0$ while $s(z', t_1) \geq 0$ for all $z'$, so the inequality holds at $t = t_1$, and therefore we have
\[
0 \leq s(z, t_2) - (1 + \alpha)(t_2 - t_1)\Psi(z, t_2) = s(z, t_2) - s(z, t_1) - (1 + \alpha)\Psi(z, t_2),
\]

which gives the result of the Theorem. $\Box$

**Corollary 2.** If $0 < \alpha < 1$ then
\[
S \geq \frac{1 - \alpha}{1 + \alpha} \beta^{\frac{\alpha}{\alpha + 1}} \min \left\{ t, \alpha^{-1}R_+ \right\} \frac{s(z)}{R_+}.
\]

If $\alpha = 1$ and $f_\alpha = 0$ on $\partial \Gamma_+$ then
\[
S \geq \frac{R_+}{2} \left( \frac{s(z)}{R_+} \right).
\]

**Proof.** This follows immediately from Theorem 14 using the displacement estimates proved in Theorem 9 and Theorem 11. $\Box$

10. EXISTENCE AND UNIQUENESS OF BARRIER SOLUTIONS

This section explores the existence and uniqueness of barrier solutions, and their dependence on the initial data. The results are largely consequences of the existence theorems and displacement bounds proved in the previous sections.

When working with convex regions it is natural to work with the Hausdorff distance, but in a more general setting it is useful to use a stronger metric which is suited to the fact that our notion of barrier solution involves inclusion of sets but is intended as an evolution of the boundaries of these sets: For closed sets $U$ and $V$ we define
\[
d_{\mathcal{H}}(U, V) = \max \{ d_{\mathcal{H}}(U, V), d_{\mathcal{H}}(\partial U, \partial V) \}.
\]

**Lemma 15.** Suppose $U$ and $V$ are compact convex sets. Then $d_{\mathcal{H}}(U, V) = d_{\mathcal{H}}(U, V)$. Furthermore if $\Omega_1$ and $\Omega_2$ are closed sets such that $U \subset \Omega_i \subset V$ for $i = 1, 2$, then $d_{\mathcal{H}}(\Omega_1, \Omega_2) \leq d_{\mathcal{H}}(U, V)$. $\Box$
Proof. \( d_{\mathcal{H}}(\partial U, \partial V) \) is equal to the larger of \( \sup_{y \in \partial V} d(x, \partial V) \) and \( \sup_{x \in U} d(y, \partial U) \), where \( d(x, C) = \inf \{ d(x, y) : y \in C \} \). Let \( x \in \partial U \). By compactness \( d(x, \partial V) = d(x, y) \) for some \( y \in \partial V \). We consider two cases: If \( x \not\in V \) then \( y \) attains the minimum distance from \( x \) to \( V \), so \( d(x, \partial V) \leq d_{\mathcal{H}}(U, V) \). If \( x \in V \), then let \( H = \{ z : z \cdot v \leq k \} \) be any supporting hyperplane for \( U \) at \( x \), so that \( z \cdot v = k \) and \( U \subset H \). Let \( w \) be a point in \( V \) which maximizes \( w \cdot v \). Then \( B_{d_{\mathcal{H}}(x, V)}(x) \subset V \), so \( w \cdot v \geq k + d(x, y) \). It follows that \( d(w, U) \geq d(x, y) \) and hence \( d(x, y) \leq d_{\mathcal{H}}(U, V) \). Thus \( d(x, \partial V) \leq d_{\mathcal{H}}(U, V) \) for every \( x \in \partial U \), so \( \sup_{x \in \partial V} d(x, \partial V) \leq d_{\mathcal{H}}(U, V) \). The same argument with \( U \) and \( V \) interchanged gives \( \sup_{y \in \partial U} d(y, \partial U) \leq d_{\mathcal{H}}(U, V) \). Therefore \( d_{\mathcal{H}}(\partial U, \partial V) \leq d_{\mathcal{H}}(U, V) \) and \( d_{\mathcal{H}}(U, V) = d_{\mathcal{H}}(U, V) \) as required.

Now we prove the second statement: We have \( \sup_{x \in \partial U} d(x, \partial U) \leq \sup_{x \in \partial V} d(x, \partial V) \leq d_{\mathcal{H}}(U, V) \), and similarly \( \sup_{x \in \partial V} d(x, \partial V) \leq \sup_{x \in \partial U} d(x, \partial U) \leq d_{\mathcal{H}}(U, V) \). It remains to show \( d_{\mathcal{H}}(\partial U, \partial V) \leq d_{\mathcal{H}}(U, V) \). To see this, let \( z \in \partial U \), and let \( z \) be the nearest point in \( U \) to \( x \). If \( x \neq y \) let \( v = \frac{x - y}{\| x - y \|} \), and otherwise let \( v \) be any unit normal vector to \( U \) at \( z \). In either case \( U \subset \{ w : w \cdot v \leq z \cdot v \} \). We note that \( z + x \in V \) for \( s \geq d_{\mathcal{H}}(U, V) \), since \( d(z + x, U) = s \) for \( s > 0 \). Let \( s_0 = \sup \{ s : z + s \in \partial U \} \in d_{\mathcal{H}}(U, V) \), and let \( y = z + s_0 \). Then \( y \in \partial U \) and \( d(y, x) \leq d_{\mathcal{H}}(U, V) \).

\[ d(x, \partial U) \leq d_{\mathcal{H}}(U, V), \]

and since \( x \in \partial U \) is arbitrary, \( \sup_{x \in \partial U} d(x, \partial U) \leq d_{\mathcal{H}}(U, V) \). The same argument with \( \Omega \) and \( \Omega \) interchanged gives \( \sup_{x \in \partial U} d(x, \partial U) \leq d_{\mathcal{H}}(U, V) \), and hence \( d_{\mathcal{H}}(\partial U, \partial V) \leq d_{\mathcal{H}}(U, V) \) as required.

In comparing with non-convex sets the following lemma is useful:

**Lemma 16.** Let \( \Omega \) be a compact convex set with nonempty interior, and suppose (by translating if necessary) that \( r - B \subset \Omega \subset r + B \), where \( B \) is the closed unit ball in \( \mathbb{R}^{n+1} \). Then there exist constants \( K \) and \( L \) depending only on \( r \) and \( r \), such that the following hold:

(i) If \( \Omega' \) is any closed set with \( d_{\mathcal{H}}(\Omega', \Omega) \leq d \) and \( d < 1/K \), then \( (1 - Kd)\Omega \subset \Omega' \subset (1 + Kd)\Omega \).

(ii) If \( \Omega' \) is closed and \( (1 - a)\Omega \subset \Omega' \subset (1 + a)\Omega \) for \( a < 1 \), then \( d_{\mathcal{H}}(\Omega', \Omega) \leq La \).

Note that \( \Omega' \) need not be convex, though \( \Omega \) must be.

**Proof.**

(i). By assumption we have \( d_{\mathcal{H}}(\Omega', \Omega) \leq d \), so \( \Omega' \subset \Omega + dB \subset \partial \Omega + \frac{d}{n+1} \Omega = \left( 1 + \frac{d}{n+1} \right) \Omega \), where the addition is in the sense of Minkowski, so that \( U + V = \{ x + y : x \in U, y \in V \} \).

The last equality used convexity of \( \Omega \).

To get the reverse inclusion we must work harder: Assume that \( d < \frac{1}{4} \), and let \( x \in \left( 1 - \frac{d}{n+1} \right) \Omega \). Then \( x + 4dB \subset x + \frac{d}{n+1} \Omega \subset \left( 1 - \frac{d}{n+1} \right) \Omega + \frac{d}{n+1} \Omega = \Omega \). Therefore \( d(x, \partial \Omega) \geq 4d \).

But we also have that \( x \in \Omega \subset \Omega' + dB \), so there exists \( y \in \Omega' \) and \( z \in B \) such that \( x = y + d z \). We claim that \( y + dB \subset \Omega' \). Otherwise there exists \( w \in y + dB \) with \( w \in \partial \Omega' \).

But \( d_{\mathcal{H}}(\partial \Omega', \partial \Omega) \leq d \), so there exists \( q \in \partial \Omega \) with \( d(q, w) \leq d \). But then \( d(x, \partial \Omega) \leq d(x, q) + d(y, w) + d(w, q) \leq 3d \), which is impossible since we proved \( d(x, \partial \Omega) \geq 4d \).

In particular we have \( x \in y + dB \subset \Omega' \). Since \( x \in \left( 1 - \frac{d}{n+1} \right) \Omega \) is arbitrary, we have \( \left( 1 - \frac{d}{n+1} \right) \Omega \subset \Omega' \), completing the proof of (i) with \( K = \frac{1}{4} \).

(ii). By assumption \( \Omega' \subset (1 + a)\Omega = \Omega + a\Omega \subset \Omega + ar \). Also, \( \Omega = (1 - a)\Omega + a\Omega \subset \Omega' \). Therefore \( d_{\mathcal{H}}(\Omega, \Omega') \leq ar \).

Now let \( x \in \partial \Omega \). Since \( (1 - a)\Omega \subset \partial \Omega \) we have \( (1 - a)\text{int}(\Omega) \subset \partial \Omega \), so \( x \in \Omega' \setminus (1 - a)\text{int}(\Omega) \). But \( (1 - a)\text{int}(\Omega) \subset \partial \Omega \setminus (1 - a)\text{int}(\Omega) \). It follows that \( x = (1 + s)z \) for some \( s \in [-a, a] \) and \( z \in \partial \Omega \). In particular \( d(x, \partial \Omega) \leq |s||z| \leq ar \).

That is, we have \( \partial \Omega' \subset \partial \Omega + ar \). Finally, let \( x \in \partial \Omega \). Then \( (1 - a)x \in \partial \Omega \subset \partial \Omega' \), but \( (1 + a)x \not\in \partial \Omega' \). Therefore there exists \( s \in [-a, a] \) such that \( (1 + s)x \in \partial \Omega' \). Thus \( d(x, \partial \Omega) \leq ar \), and we have proved \( \partial \Omega \subset \partial \Omega' + ar \).

This proves (ii) with \( L = r \).

We note that such a result does not hold if \( d_{\mathcal{H}}(\Omega, \Omega') \) is replaced by the Hausdorff distance \( d_{\mathcal{H}}(\Omega, \Omega') \): For example we could take \( \Omega' \) to be a finite set of points approximating \( \Omega \) as closely as desired in Hausdorff distance, in which case \( \Omega \) cannot be included in any scaled copy of \( \Omega' \).
The proof of Theorem 8 was given for classical solutions. However, the argument involves nothing more than comparison with classical solutions (shrinking spheres), so we can apply the same argument to barrier solutions to give the following:

**Proposition 1.** Let \(\{\Omega_t\}_{0 \leq t \leq T}\) be a barrier solution of (1), such that \(\Omega_0\) is a compact convex set with nonempty interior. Then \(\tilde{d}_{\mathcal{E}}(\Omega_t, \Omega_0) \leq C(t-a)^{1/(1+\alpha)}\) for \(a < t < b\), for some \(C\) depending on the inradius and circumradius of \(\Omega_0\).

Next we prove the following result concerning continuous dependence of barrier solutions on initial data:

**Theorem 15.** Let \(\{\Omega_t\}_{0 \leq t \leq T}\) be a barrier solution of equation (1), such that \(\Omega_t\) is convex and bounded with nonempty interior. By a suitable translation we assume that there exists \(0 < r_- \leq r_+\) such that \(r_- B \subset \Omega_t\) and \(\Omega_t \subset r_+ B\) for each \(t \in [0, T]\). Then there exist \(C_1\) and \(C_2\) depending only on \(r_-\) and \(r_+\) such that for any other barrier solution \(\{\Omega'_t\}_{0 \leq t \leq T}\), the following holds:

\[
\sup_{0 \leq t \leq T} \tilde{d}_{\mathcal{E}}(\Omega'_t, \Omega_t) \leq C_1 \tilde{d}_{\mathcal{E}}(\Omega'_0, \Omega_0) + C_2 \tilde{d}_{\mathcal{E}}(\Omega'_0, \Omega_0).
\]

**Proof.** Let \(d = \tilde{d}_{\mathcal{E}}(\Omega_0, \Omega'_0)\). By the previous Lemma, we have \(\Omega_t \subset (1 + Kd)\Omega_0\) for some \(K\) depending on \(r_-\) and \(r_+\). The scaling invariance of the flow enables us to write down the solutions of (1) with initial data given by the right and left sides of the above inclusion, in terms of the sets \(\Omega_t\). The comparison principle therefore gives

\[
\{1 - Kd\}\Omega_t \subset (1 - Kd)\Omega_t \subset (1 + Kd)\Omega_t \subset \{1 + Kd\}\Omega_t.
\]

Since \(\{1 - Kd\}\Omega_t \subset (1 + Kd)\Omega_0\) we also have

\[
\{1 - Kd\}\Omega_t \subset (1 + Kd)\Omega_0 \subset \{1 + Kd\}\Omega_0.
\]

Therefore by Lemma 15 we have

\[
\tilde{d}_{\mathcal{E}}(\Omega_t, \Omega'_t) \leq \tilde{d}_{\mathcal{E}}\left(\{1 - Kd\}\Omega_t, \{1 - Kd\}\Omega'_t\right) + \tilde{d}_{\mathcal{E}}\left(\{1 + Kd\}\Omega_t, \{1 + Kd\}\Omega'_t\right) \leq Kd + \tilde{d}_{\mathcal{E}}(\Omega_0, \Omega'_0).
\]

The last term is controlled by the displacement bound of Theorem 8 which gives

\[
\tilde{d}_{\mathcal{E}}\left(\{1 - Kd\}\Omega_t, \{1 + Kd\}\Omega_t\right) \leq C\left(1 - Kd\right)^{-\alpha} - \left(1 - Kd\right)^{-\alpha} \leq \tilde{C}d \frac{t}{r} \frac{1}{r}.\]

This completes the proof. \(\square\)

A rather general uniqueness result follows immediately from Theorem 15: Convex barrier solutions are unique.

**Theorem 16.** Let \(\{\Omega_t\}_{0 \leq t \leq T}\) and \(\{\Omega'_t\}_{0 \leq t \leq T}\) be barrier solutions of (1), and suppose that \(\Omega_t\) is a compact convex set with nonempty interior, for each \(t\), and \(\Omega_0 = \Omega'_0\). Then \(\Omega_t = \Omega'_t\) for each \(t \in (0, T)\).

Note that we do not assume \(\Omega'_t\) is convex. Our next result is a compactness theorem for convex solutions, which we will employ in proving existence:

**Theorem 17.** For each \(k \in \mathbb{N}\), suppose \(\Omega^{(k)}_t \subset \mathbb{R}^{n+1} \times [0, T]\) is a barrier solution of (1), such that for each \(k\) and each \(t\), \(\Omega^{(k)}_t = \{x: (x, t) \in \Omega^{(k)}_t\}\) is a compact convex set. Assume that the inradian of \(\Omega^{(k)}_t\) are bounded below by \(r_- > 0\), and there exists \(r_+\) such that \(\Omega^{(k)}_t \subset B_{r_+}(0)\) for all \(k\) and \(t\). Then there exists a subsequence \(\Omega^{(k)}_t\) and a barrier solution \(\Omega_t \subset \mathbb{R}^{n+1} \times [0, T]\) of (1) with \(\Omega_t = \{x: (x, t) \in \Omega_t\}\) convex for each \(t\), such that \(\lim_{k \to \infty} \sup_{0 \leq t \leq T} \tilde{d}_{\mathcal{E}}(\Omega^{(k)}_t, \Omega_t) = 0\).
Proof. Passing to a subsequence, we can assume by the Blaschke selection theorem that Ω(t) converges to a compact convex set Ω0. Passing to a further subsequence we can assume \( d_\mathcal{R}(\Omega(t), \Omega_0) \leq 2^{-k} \). For a suitable choice of origin we have \( B_r(0) \subset \Omega_t \subset B_r(0) \). Since \( d_\mathcal{R}(\Omega(t), \Omega_0) \leq 2^{-k} + 2^{-l} \) by the triangle inequality, Theorem 15 gives \( \sup_{0 \leq t \leq T} d_\mathcal{R}(\Omega(t), \Omega_0) \leq C_1 (2^{-k} + 2^{-l}) + C_2 (2^{-k} + 2^{-l}) \). Therefore \( \Omega(t) \) is Cauchy in Hausdorff distance for each \( t \), and hence converges to some compact convex set \( \Omega \), with \( \sup_{0 \leq t \leq T} d_\mathcal{R}(\Omega(t), \Omega_0) \leq C_1 2^{-k} + C_2 2^{-l} \). It remains to prove that the limit is a barrier solution. Suppose \( \{ A_t \}_{a \leq t \leq b} \) is a classical supersolution with \( 0 \leq a < b \leq T \) and \( \Omega_a \subset \Omega_b \). It follows from Lemma 16 that \( (1 - 2^{-k} K) \Omega_a \subset \Omega_b \subset \Omega_a \), so the barrier solution \( (1 - 2^{-k} K) \Omega_a \subset (1 - 2^{-k} K) \Omega_b \subset \Omega_a \) remains inside \( A_t \) for each \( t \) where both are defined. Letting \( k \to \infty \) and using the continuity of \( \Omega \) from Proposition 11 we deduce that \( \Omega_t \subset A_t \) for all \( t \in [a, b] \). The argument for comparison with classical subsolutions is similar.

Next we prove the main existence result:

**Theorem 18.** Let \( f \) satisfy the hypotheses of Theorem 5, 6 or 7. Then for any compact convex region \( \Omega_0 \) with nonempty interior in \( \mathbb{R}^{n+1} \) there exists a unique barrier solution \( \{ \Omega_t \}_{0 \leq t \leq T} \) of equation (1) with initial data \( \partial \Omega \), with the inradius of \( \Omega_0 \) approaching zero as \( t \to T \).

Proof. Let \( \Omega_0^{(k)} \) be a sequence of smoothly, uniformly convex regions converging to \( \Omega_0 \) in Hausdorff distance. For each \( k \) there is a smooth solution \( \{ M^{(k)}_t = \partial \Omega^{(k)}_t \}_{0 \leq t \leq T} \) of equation (1) with initial data \( \partial \Omega_0^{(k)} \), with the inradius of \( M_0^{(k)} \) converging to zero as \( t \to T \) (by Theorem 5 (5 or 7)). This gives a lower bound on \( T_k \) independent of \( k \); if \( B_r(p) \) is contained in the interior of \( \Omega_0 \), then \( B_r(p) \subset \Omega_0^{(k)} \) for all sufficiently large \( k \). Therefore by comparison \( B_{r(t)}(p) \) is contained in \( \Omega_0^{(k)} \) for all \( k \) and all \( t \in [0, T_k] \), where \( r(t)^{1+\alpha} = r(t)^{1+\alpha} - (1+\alpha)t \) and \( T_k = r(t)^{1+\alpha} \). Therefore \( T_k \geq t \). For all large \( k \), by Theorem 17 the solutions \( \{ \Omega^{(k)}_t \}_{0 \leq t \leq T_k} \) have a subsequence which converges to a barrier solution \( \{ \Omega_t \}_{0 \leq t \leq T} \) with the desired initial condition. Since this solution can be extended as long as the inradius remains positive (and since the inradius is non-increasing in \( t \) the inradius must converge to zero at the end of the maximal interval of existence.

11. Examples: Convex hypersurfaces which collapse to disks

In this section we will investigate some interesting examples of curvature flows in which some weakly convex hypersurfaces do not become uniformly convex, even though the speed of motion becomes strictly positive. Surprisingly, in these cases there are weakly convex regular \( n \)-dimensional hypersurfaces which do not even contract to points, instead shrinking to line segments, or more generally disks of dimension less than \( n \). These are the first such examples known, and for our purposes they serve to indicate the necessity of further conditions on the speed beyond those required to obtain positive speed in the previous sections. We note that this behaviour can occur for arbitrary values of \( \alpha \), in contrast to the situation for flat sides.

We are motivated by the following highly degenerate example: If \( f(x_1, \ldots, x_n) = \max \{ x_1, \ldots, x_n \} \) and \( \alpha > 0 \), then there is a \( C^{1,1} \)-generalized solution given by taking a cylinder of arbitrary length \( L \) and radius 1, and capping it with unit hemispheres. This evolves to give the cylinder of the same length \( L \) and radius \( (1 - (1 + \alpha)\tau)^{1/(1+\alpha)} \), capped with semispheres of the same radius. In particular the length of the cylinder does not decrease while the radius tends to zero. Notice that this is just the Minkowski sum of the interval of length \( L \) with a sphere of shrinking radius. Similarly, there are generalized solutions given by the Minkowski sum of a disk of dimension \( k \) with a shrinking sphere, and these collapse onto the disk. In the constructions below we modify these to find similar examples involving classical solutions for a class of flows which satisfy Conditions (1) and indeed for which arbitrary smooth, uniformly convex initial hypersurfaces have smooth solutions which remain uniformly convex and contract to points.

Our main result is as follows:

**Theorem 19.** Let \( \hat{f}(x) = f(x, 1, \ldots, 1) \) and \( g(x) = \hat{f}(x)^{\alpha} - \hat{f}(0)^{\alpha} \). If \( \int_0^t \frac{1}{1+\alpha} \, dz < \infty \), then there exists \( \tau > 0 \) such that if \( L > 2 \) and \( \{ M_t = \partial \Omega_t \}_{0 \leq t \leq T} \) is any barrier solution of Equation (1) such
that \( B_t^0(0) \times (-L, L) \subseteq \Omega_0 \subseteq B_t^0(0) \times \mathbb{R} \), then
\[
B_{t_0}^0(0) \times (-L-2, L-2) \subseteq \Omega_t \subseteq B_{t_0}^0(0) \times \mathbb{R}
\]
for \( t \in [0, t_0] \cap [0, T) \), where \( r(t) = (1 - (1 + \alpha) \hat{f}(0)^{\alpha/\beta})^{1/\beta} \).

The condition in the theorem amounts to a certain degeneracy of the speed in directions of small curvature. In particular, if \( \hat{f}(x)^{\alpha} \leq \hat{f}(0)^{\alpha} + C x^{1+\beta} \) with \( \beta > 0 \), then the Theorem applies. We give some examples below.

Theorem 2. If \( \hat{f}(0) > 0 \) and \( \int_0^1 \frac{1}{\hat{f}(t)^{1/(1+\alpha)}} \, dt < \infty \), then there exists \( C > 0 \) such that if \( L > C \) and
\[
B_t^0(0) \times (-L, L) \subseteq \Omega_0 \subseteq B_t^0(0) \times \mathbb{R}
\]
then \( \{0\} \times \{ - (L-C), (L-C) \} \subseteq \Omega_t \) for \( 0 < t < T \). In particular any barrier solution \( \{M_t\} \) of (1) does not converge to a point as \( t \to T \).

Before proving this result, we note some examples where it applies:

Example 2. Let \( S = |A|^\alpha \), i.e. \( f(x_1, \ldots, x_n) = \left( \sum_{i=1}^n x_i^2 \right)^{1/2} \). Then \( \hat{f}(x) = (x^2 + n - 1)^{1/2} \), and
\[
g(x) = (x^2 + n - 1)^{1/2} - (n-1)^{1/2} \approx \frac{2}{3} (n-1)^{1/2} - x^2, \quad \text{so} \quad \int_0^1 \frac{x^2}{g(x)^2} \, dx < \infty,
\]
and both Theorem 19 and Corollary 3 apply, for any \( \alpha > 0 \). The same holds for \( f(x_1, \ldots, x_n) = \left( \sum_{i=1}^n x_i^n \right)^{1/p} \), if \( \alpha > 0 \) and \( p > 1 \) (i.e. powers of the power means \( H_r \) for \( r > 1 \)).

Example 3. If \( S = K^{1/(n-1)} \), then \( \hat{f}(x) = x^{1/(n-1)} \), so \( g^{-1}(z) = z^{n/(n-1)} \), and by Theorem 19 cylindrical regions persist (in this case without shrinking) for \( 1 - n/\alpha > 0 \), i.e. \( \alpha > n \). Note that Hamilton verified that cylindrical regions immediately vanish under Gauss curvature flow for \( n = 2 \) (corresponding to the case \( \alpha = n \) in [H3]). This was extended in [An5, Theorem 23], where it was proved that cylindrical regions persist under Gauss curvature flows if and only if \( \alpha > n \). It is known in these cases that the ratio of circumsradius to inradius is bounded [An5, Theorem 4], so the behaviour described in Corollary 3 is impossible here.

Example 4. If \( S = (K/E_k)^{\alpha/(n-k)} \), then we have \( \hat{f}(x) = \left( \frac{x}{C_1 + C_2 x} \right)^{1/(n-k)} \) for some positive \( C_1 \) and \( C_2 \) depending on \( n \) and \( k \). In particular \( \hat{f}(x) \) is approximately \( (x/C_2)^{1/(n-k)} \) for \( x \) small, and cylindrical regions persist if \( \alpha > n-k \).

As these examples illustrate, the dependence of the behaviour on \( \alpha \) is evident only in the cases where \( \hat{f}(0) = 0 \), and not in cases where \( \hat{f}(0) > 0 \).

Now we proceed to the proofs.

Proof of Theorem 19. First assume \( \hat{f}(0) > 0 \). We will prove the existence of a homothetically shrinking subsolution of the flow with a cylindrical region. The construction produces a rotationally symmetric hypersurface of the form \( \phi(r,z) = (r,u(r)) \) for \( r \in \mathcal{I} \subseteq \mathbb{R} \) and \( z \in S^{n-1} \). For a homothetic subsolution with the same shrinking rate as the cylinder we require that
\[
\hat{f}(0)^{\alpha} (X,v) \geq S.
\]
This amounts to the following equation for the function \( u \):
\[
\hat{f}(0)^{\alpha} (u - ru') \geq \sqrt{1 + u'^2} f \left( \frac{1}{u'\sqrt{1 + u'^2}} ; \frac{1}{u'\sqrt{1 + u'^2}} ; \cdots ; \frac{1}{u'\sqrt{1 + u'^2}} \right)^\alpha
\]
\[
= u^{-\alpha} \left( 1 + (u')^2 \right)^{-\frac{\alpha}{2}} f \left( \frac{-u u''}{1 + (u')^2} \right)^\alpha
\]
(29)
where \( u(r) = 1 \) for \( |r| \leq r_0 \) (this is the cylindrical region). Note that the equation is certainly satisfied in this region. In order to construct \( u \) we first make some definitions: We define
\[
G(z) = \int_0^z \frac{ds}{g^{-1}(s)}
\]
Then by assumption \( G \) is a continuous increasing concave function with \( G(0) = 0 \), and has infinite gradient at \( z = 0 \). It follows that \( G^{-1} \) is increasing, convex and continuously differentiable with \( G^{-1}(0) = 0 \) and \( (G^{-1})'(0) = 0 \). We set
\[
v(x) = \begin{cases} 
1 - \int_0^x G^{-1}(s) \, ds, & x > 0 \\
1, & x \leq 0.
\end{cases}
\]
Then \( v \) is a \( C^2 \) concave function satisfying
\[
v'(x) = -G^{-1}(r - r_0),
\]
and
\[
v''(r) = -\frac{1}{G'(-v'(r))} = -g^{-1}(-v')
\]
for \( r > 0 \), so that
\[g(-v') = -v'
\]
and consequently
\[
\hat{f}(-v')^\alpha = \hat{f}(0)^\alpha - v'.
\]
We restrict if necessary to a short interval \( 0 < r < a \), so that \( 0 < v(x) < \frac{1}{2} \) and \( |v'| \leq 1 \). Then we have since \( \hat{f} \) is increasing that
\[
\hat{f} \left( \begin{array}{c}
-\frac{v'}{1 + (v')^2}
\end{array} \right)^\alpha \leq \hat{f}(0)^\alpha - v'.
\]
Also, we have \( v^{-1}(x) \leq 1 - \int_0^{v(x)} \left( \begin{array}{c}
\frac{v'}{1 + (v')^2}
\end{array} \right) ds \leq 1 - (1 + (v'(r))2) s ds \leq 1 - 4v'(r), \) and \( (1 + (v'(r))2) \leq 1 - v'(r), \) so on this interval we have
\[
\text{(30)} \quad v^{-\alpha} \left( 1 + (v')^2 \right)^{-\frac{\alpha}{2}} \hat{f} \left( \begin{array}{c}
-\frac{v'}{1 + (v')^2}
\end{array} \right)^\alpha \leq \hat{f}(0)^\alpha (v - C_1 v')
\]
for some \( C_1 > 0 \). Now we extend \( v \) beyond \( a \) arbitrarily to a smooth, strictly concave function on \((0, b)\) with \( v(x) \to 0 \) as \( x \to b \), and such that the hypersurface \( \{X = (x, v(x)z) : 0 < x \leq b, \ z \in S^{n-1}\} \) is smooth and uniformly convex at the point \((b, 0)\). On the compact region of this hypersurface corresponding to \( a \leq x \leq b, \ (1, 0, v) \) is strictly positive, and continuous, and hence on this region there exists a constant \( C_2 \) such that
\[
\text{(31)} \quad S - \hat{f}(0)^\alpha (X, v) \leq C_2.
\]
Now we define our homothetic subsolution by setting \( u(r) = v(r - r_0) \) where \( r_0 = \max\{C_1, C_2\} \). Then on the interval \((r_0, r_0 + a)\) we have by \text{(30)}
\[
u^{-\alpha} \left( 1 + (u')^2 \right)^{-\frac{\alpha}{2}} \hat{f} \left( \begin{array}{c}
-\frac{u'}{1 + (u')^2}
\end{array} \right)^\alpha \leq \hat{f}(0)^\alpha (v - C_1 v'),
\]
as required. On the remaining interval we have by \text{(31)}
\[
S - \hat{f}(0)^\alpha (X, v) = S - \hat{f}(0)^\alpha (r_0(1, 0) + (r - r_0, v(r - r_0), v)) \leq (C_2 - r_0)((1, 0), v) \leq 0,
\]
as required. Therefore with this choice of \( r_0 \) the hypersurface satisfies Equation \text{(25)} everywhere. Let \( A_0 = \{(x, y) : |y| < u(|x|), \ |x| \leq r_0 + b\} \) be the region enclosed by this hypersurface. Then the computation above shows that \( A_t = (1 - (1 + \alpha)\hat{f}(0)^\alpha a_0^{1/(1 + a})A_0 \) is a subsolution of Equation \text{(1)}, and hence by the comparison principle \( A_t \subseteq M_t \) if \( A_0 \subseteq M_0 \). But we also have that the shrinking closed cylinder of radius \( (1 - (1 + \alpha)\hat{f}(0)^\alpha a_0^{1/(1 + a}) \) encloses \( M_t \), and the result follows.

Next we consider the case where \( \hat{f}(0) = 0 \). In this case it does not make sense to seek a homothetically shrinking solution since the cylindrical region should not move, and instead we attempt to construct a translating subsolution. This means that we are seeking a solution of
\[
\text{(32)} \quad S \leq V ((1, 0), v)
\]
where \( V > 0 \) is the speed of motion. In the graphical parametrization this becomes
\[
\text{(33)} \quad u^{-a} \left( 1 + (u')^2 \right)^{-\frac{1 + \alpha}{2}} \hat{f} \left( \begin{array}{c}
-ua'
\end{array} \right)^\alpha \leq -Vu'.
\]
The construction is similar to that used above: We define \( v(x) \) exactly as before, giving a solution of

\[
\hat{f} \left( \frac{-v''}{1 + (v')^2} \right)^\alpha \leq -v'.
\]

On an interval \((0, a)\) we have \( u \) close to \( 1 \) and \(|u'|\) small, and hence we have

\[
u'^\alpha \left( 1 + (u')^2 \right)^{\frac{1-\alpha}{\alpha}} \hat{f} \left( \frac{-u''}{1 + (u')^2} \right)^\alpha \leq -V_1 u'
\]

for some \( V_1 > 0 \). Now as before we extend arbitrarily to a smooth, uniformly convex hypersurface, and observe that since \( S/\{(1,0), v\} \) is strictly positive on this region, the ratio \( S/\{(1,0), v\} \) is bounded by some constant \( V_2 \). Taking the hypersurface to translate with speed \( \max\{V_1, V_2\} \) then gives a translating subsolution of the flow, and the result again follows.

**Proof of Corollary 3.** In this case the construction in the proof of Theorem 19 produces a homothetic subsolution \( A_t \), containing a cylindrical part, which shrinks at the same rate as the cylinder of the same radius. Precisely, \( A_0 \) is defined as \( \{(x,y) : |y| < u(x), |x| \leq r_0 + b\} \), where \( u \) is a concave function with \( u(x) = 1 \) for \( |x| \leq r_0 \). We take \( C = r_0 + b \). If \( L > C \) then \( A_0 + (L-C)(1,0) \) and \( A_0 - (L-C)(1,0) \) are both contained in \( M_0 \). The time-dependent set \( B_t \) given for each \( t \) by the convex hull of \( r(t)A_0 + (L-C)(1,0) \) and \( r(t)A_0 - (L-C)(1,0) \) is a subsolution of the flow if \( r(t) = (1 - (1 + \alpha)f(0)\alpha)\frac{1}{1+(1+\alpha)f(0)} \), so we have \( B_t \subset M_t \) for \( 0 \leq t \leq 1/((1+\alpha)f(0))\alpha \). On the other hand \( M_t \) is contained in the cylinder \( \{(x,y) : |y| \leq r(t)\} \), so the maximal time of existence is no greater than \( 1/((1+\alpha)f(0))\alpha \), and \( (L - C, L + C) \times \{0\} \subset M_t \) for all \( t \) in the interval of existence.

A similar construction gives the following result for hypersurfaces which have a region isometric to \( B^k(0) \times S^{n-k} \). In cases where such cylinders move we prove the existence of homothetic subsolutions, and in cases where the cylinders do not move we prove existence of subsolutions with translating radius, and deduce the following.

**Theorem 20.** Fix \( k \in \{2, \ldots, n - 1\} \) and define for \( x, p > 0 \)

\[
f_k(x, p) = f(x, p, \ldots, p, 1, \ldots, 1).
\]

Define

\[
g_{k,p}(x) = f_k(x, p)^\alpha - f(0, \ldots, 0, 1, \ldots, 1)^\alpha.
\]

Note that \( g_{k,p} \) is increasing for each \( k \) and \( p \), and so has a well-defined inverse \( g_{k,p}^{-1} \). If \( \limsup_{p \to 0} \frac{g_{k,p}(0, p)^\alpha}{p} < \infty \) and \( \int_0^{\infty} \frac{dp}{g_{k,p}^{-1}(p)} < \infty \) for sufficiently large \( V \), then \((n-k)\)-cylindrical regions persist, in the following sense: If \( f_k(0, 0) > 0 \) then there exists \( p > 0 \) and \( b > 0 \) such that if \( \{M_t\}_{0 \leq t \leq T} \) is a viscosity solution of \( B^k(0) \times S^{n-k} \), such that \( B^k_{p+\alpha t} \times S^{n-k} \subset M_0 \subset \mathbb{R}^k \times \bar{B}^{n-k}_0 \), then

\[
B^k_{p+\alpha t} \times S^{n-k} \subset M_t \subset \mathbb{R}^k \times \bar{B}^{n-k+1}_0
\]

where \( r(t) = \left( r_0^{1+\alpha} - (1 + \alpha)f_k(0, 0)\alpha t \right)^{\frac{1}{1+\alpha}} \), for \( 0 \leq t < T \). If \( f_k(0, 0) = 0 \) then there exists \( a, b, V > 0 \) such that if \( B^k_{R(t)} \times S^{n-k} \subset M_0 \subset \mathbb{R}^k \times \bar{B}^{n-k+1}_0 \), then

\[
B^k_{R(t)} \times S^{n-k} \subset M_t \subset \mathbb{R}^k \times \bar{B}^{n-k+1}_0
\]

where \( R(t) = R - ar_0 - V(t)r_0^{\alpha} \), as long as \( R(t) \geq br_0 \).

Again, the condition is related to degeneracy of \( \hat{f}' \) when \( k_0 = 0 \) at points of the form \((0, \ldots, 0, 1, \ldots, 1)\).

**Example 5.** Under the flow with \( S = |\alpha| \) for any \( \alpha > 0 \), hypersurfaces containing regions isometric to \( B^k(0) \times S^{n-k} \) have an enclosed \( k \)-disc of positive radius throughout their evolution if \( R \) is sufficiently large, for any \( k = 1, \ldots, n-1 \). The same holds for \( S = H^\alpha \) for \( r > 1 \) and \( \alpha > 0 \).

**Example 6.** The result in the case \( S = K^{\alpha/\alpha} \) agrees with the conclusions in [An5]: Cylindrical regions of the form \( B^k \times S^{n-k} \) persist if \( \alpha > \frac{2}{k} \). This is sharp, as proved in [An5] Theorem 23.
Example 7. For flow by powers of other elementary symmetric functions of the principal curvatures \((S = E_m^{m/\alpha})\) the theorem implies that \(k\)-cylindrical regions persist provided \(m + k > n\) and \(\alpha > \frac{m}{m + k - 1}\). This agrees with the previous example in the case \(m = n\); the case \(m = 1\) corresponds to powers of the mean curvature, and in this case \(k\)-cylindrical regions do not persist for any \(k < n\).

Example 8. Other interesting examples are \(S = \left(\frac{E_m}{m}\right)^{\frac{m}{m + l}}\) where \(0 \leq l < m\) and \(E_m\) is the \(m\)th elementary symmetric function of the principal curvatures. In this case the Theorem implies that cylindrical regions of the form \(B^k \times S^{n-k}\) persist when \(k + m > n\) and \(\alpha > \max\left\{1, \frac{m - l}{m + n - 1}\right\}\).

Example 9. Under the flow \(S = H - \frac{E_m}{m+1}\), cylindrical regions of the form \(B^k \times S^{n-k}\) persist if \(k \geq n - j\). Thus in the case \(j = 1\) hypersurfaces can collapse to \((n - 1)\)-dimensional disks, but not lower-dimensional ones; in the case \(j = n - 1\) then hypersurfaces can collapse to line segments, or disks of any dimension up to \(n - 1\).

12. EXAMPLES: NON-SMOOTH CONVEX HYPERSURFACES WHICH FAIL TO BECOME SMOOTH

In this section we give a construction similar to that of the previous section, which produces generalized solutions for a class of flows from weakly convex initial data, which fail to immediately become smooth. This result is distinct from that in Section 5 since the examples constructed here are for flows which keep smooth, uniformly convex hypersurfaces smooth and uniformly convex until they contract to points (and indeed in some cases always have spherical limiting shape). These examples arise when \(f_\alpha\) has degenerate derivative in directions orthogonal to the boundary of the positive cone. We note that the condition required to rule out the persistence of flat sides (i.e. \(f_\alpha = 0\) on the boundary of \(\Gamma_x\)) excludes the examples we construct here.

**Theorem 21.** Let \(\alpha = 1\) and suppose \(f_\alpha(0,1,\ldots,1) > 0\), and \(f\) satisfies the assumptions of Theorem 5. Let \(\tilde{f}_\alpha(x) = f_\alpha(x,1,\ldots,1)\), and \(g(x) = \tilde{f}_\alpha(0)^{-1} - \tilde{f}_\alpha(x)^{-1}\). If \(\int \frac{1}{g(x)} \, dz < \infty\), then for any \(L > 0\) there exists \(\tau > 0\) such that if \(\Omega_0\) is an open convex region satisfying

\[
B^1_\alpha(0) \times \{0\} \subset \Omega_0 \subset \text{conv}(B^1_\alpha(0) \times \{0\}, (0,L), (0, -L))
\]

then the generalized solution \(\{\Omega_t\}\) of Equation (1) satisfies

\[
B^1_\alpha(0) \times \{0\} \subset \Omega_t \subset \text{conv}(B^1_\alpha(0) \times \{0\}, (0,2L), (0, -2L))
\]

for \(0 < t < \tau\), where \(r(\tau)^2 = 1 - 2\tilde{f}_\alpha(0)^{-1}\). In particular \(\Omega_t\) is Lipschitz but not \(C^1\) for \(t\) in this range.

Before embarking on the proof, we mention some examples to which the result applies: If \(f = H_f\) with \(r < -1\), then the conditions of the theorem hold. We note that in these cases \(f\) is concave and zero on the boundary of the positive cone, and indeed arbitrary uniformly convex, smooth initial hypersurfaces remain smooth and uniformly convex until the shrink to points, becoming spherical in the process. Thus the result complements the second part of Theorem 11. That result shows that flat parts of the hypersurface can persist; the present result shows that non-smoothness in the form of ridges in the surface can also persist for a more restricted class of flows.

**Proof.** We work with the evolution equation (6) for the support function, in an axially symmetric situation. Instead of working with the support function \(s\) as a function on the unit sphere, it is convenient to work with a related function \(\sigma\) defined on the unit cylinder \(\mathbb{R} \times S^{n-1}(0) \subset \mathbb{R} \times \mathbb{R}^n\), defined as follows: We define \(P : \mathbb{R} \times S^{n-1}(0) \to S^{n-1}_\ell(0)\) by

\[
P(u,z) = \frac{(u,z)}{\sqrt{1 + u^2}}.
\]

and then set \(\sigma(u,z) = s(P(u,z))\sqrt{1 + u^2}\). We note that the support function may be naturally considered as a homogeneous degree one function on \(\mathbb{R}^{n+1}\), and then \(s\) is the restriction of this to \(S^n\), while \(\sigma\) is the restriction of the same function to the cylinder \(\mathbb{R} \times S^{n-1}\). The axial symmetry assumption corresponds to the requirement that \(\sigma\) be independent of \(z\).

We compute the principal radii of curvature in terms of \(\sigma\) and its derivatives, using the formula (5). For this purpose we derive formulae for the metric \(\bar{g}\) and connection \(\bar{V}\) induced by \(P\) onto
We relate these to the metric $\tilde{g}$ and connection $\tilde{\nabla}$ on $S^{n-1}$, working in local coordinates in which $\partial_0 = \frac{\partial}{\partial u}$ and $\partial_i$ is tangent to $S^{n-1}$ for $i = 1, \ldots, n-1$. The metric is given by

\[
\tilde{g}_{00} = \frac{1}{(1+u^2)^2}, \\
\tilde{g}_{0i} = 0; \\
\tilde{g}_{ij} = \frac{\delta_{ij}}{1+u^2};
\]

while the connection is given by

\[
\tilde{\nabla}_a \partial_0 = -\frac{2u}{1+u^2} \partial_a; \\
\tilde{\nabla}_a \partial_i = -\frac{u}{1+u^2} \partial_i; \\
\tilde{\nabla}_i \partial_j = \tilde{\nabla}_j \partial_i + u \delta_{ij} \partial_0.
\]

From these we find the following expressions for the components of the matrix $r$:

\[
\begin{align*}
\tau_{00} &= \frac{\partial^2 \tilde{g}}{\partial u^2} - (\tilde{\nabla}_a \partial_0)s + \tilde{g}_{00}s = \frac{\sigma''}{\sqrt{1+u^2}}; \\
\tau_{0i} &= 0; \\
\tau_{ij} &= \tilde{\nabla}_i \tilde{\nabla}_j s - (\tilde{\nabla}_i \partial_j - \tilde{\nabla}_j \partial_i)s + \tilde{g}_{ij}s = \frac{\sigma - u\sigma'}{\sqrt{1+u^2}} \tilde{g}_{ij}.
\end{align*}
\]

Since the principal radii of curvature are the eigenvalues of $\tau$ with respect to $\tilde{g}$, these are given by

\[
\nu_i = (1+u^2)^{3/2} \sigma''_i, \quad \tau_i = \sqrt{1+u^2} (\sigma - u\sigma'), \quad i = 1, \ldots, n-1.
\]

From this and equation (34) we derive the following evolution equation for $\sigma$:

\[
\frac{\partial \sigma}{\partial t} = -\frac{\sqrt{1+u^2}}{f_s \left( (1+u^2)^{3/2} \sigma'', \sqrt{1+u^2} (\sigma - u\sigma'), \ldots, \sqrt{1+u^2} (\sigma - u\sigma') \right)}
\]

(34)

The unit disc $B^n_f(0) \times \{0\}$ corresponds to $\sigma(u) = 1$ for all $u$. It follows that the set

\[
\mathcal{S}_\sigma = \left\{ (0,y,t) \in \mathbb{R} \times \mathbb{R}^n \times \left[ 0, \frac{\hat{f}_s(0)}{2} \right] : |y| \leq \sqrt{1-\frac{2t}{\hat{f}_s(0)}} \right\}
\]

is an inner barrier.

To prove the theorem we will combine this inner barrier with an outer barrier: Precisely, we construct a homothetic supersolution $\sigma_+$, with the same rate of shrinking as the disc, and with $\sigma_+(u) = 1$ for $|u| \leq u_0$. Such a homothetic supersolution satisfies

\[
\frac{1}{\sigma_+ - u \sigma'_+} f_s \left( (1+u^2) \sigma''_+, \sigma_+ - u \sigma'_+ \right) \geq \frac{\sigma_+}{f_s(0)},
\]

or equivalently

\[
g \left( \frac{1+u^2 \sigma''_+}{\sigma_+ - u \sigma'_+} \right) \leq \frac{1}{f_s(0)} \left( \sigma_+ - u \sigma'_+ \right) \leq \frac{1}{f_s(0)} \left( \sigma_+ - u \sigma'_+ \right).
\]

(35)

If $\sigma_+$ is convex with $\sigma_+(u) = 1$ for $u \leq u_0$, then $\sigma_+ \geq 1$ and $\sigma_+ - (u - u_0) \sigma'_+ = -(u - u_0) \sigma''_+ \leq 0$ for $u \geq u_0$, so $\sigma_+ - (u - u_0) \sigma'_+ \leq 1$, or equivalently $(u - u_0) \sigma'_+ \geq \sigma_+ - 1$. It follows that $1 - \sigma_+ - (u - u_0) \sigma'_+ \geq \sigma'_+ - u_0 - 1 \geq 1 - \frac{u}{u_0} \geq 1 - u_0 \geq (\sigma_+ - 1)$ provided $u_0 < u \leq \frac{1}{2} u_0$. If we arrange that $\sigma_+ - u \sigma'_+ > 0$, then for $u_0 \leq u \leq \frac{1}{2} u_0$ it suffices to find a solution of the inequality

\[
g \left( \frac{1+u^2 \sigma''_+}{\sigma_+ - u \sigma'_+} \right) \leq \frac{1}{2 f_s(0)} (u \sigma'_+ - (\sigma_+ - 1)).
\]

(36)
A solution with equality can be found explicitly as follows: We introduce a new variable \( v = u^{\alpha+1}/(1 - \alpha v) \). Then \( \dot{v} = u^{\alpha+1}/(1 + v) \), so the solution is given by

\[
\int_0^t \frac{dz}{(1 - z)^{\alpha+1}/2} = \frac{1}{\alpha} \log \left( 1 + \frac{u^2}{1 + u_0^2} \right).
\]

The factor \( 1/(1 - z) \) is comparable to 1 for \( z \) small, so the integral on the left exists and defines \( v \) as a \( C^1 \) function of \( u \). The identity \( (\sigma_+ - u)/u \) may then be integrated to produce a \( C^2 \) function \( \sigma_+ \) on some interval \([0, u_1]\) with \( \sigma_+(u) = 1 \) for \( u \leq u_0 \), where \( 0 < u_0 < u_1 \). We extend \( \sigma_+ \) to be even in \( u \).

Now we use the barrier \( \sigma_+ \) to prove the theorem: From the function \( \sigma_+ \) we construct a singular hypersurface from the image of a map \( X \) from \( S^{n-1} \times [-u_1, u_1] \) to \( \mathbb{R}^{n+1} \), defined by \( X(z, s) = (\sigma_+(s, x) - u^{\alpha+1}/(1 - \alpha v), x) \). We have \( X(u, z) = (0, z) \) for \( |u| \leq u_0 \), and \( X \) is a smooth strictly locally convex embedding for \( u_0 < |u| \leq u_1 \). In particular \( X(u, z) \cdot (1, 0) = \sigma_+(u) \) increases monotonically from \( u = u_0 \) to \( u = u_1 \), and the set \( \mathcal{A} = \{(x, y) \in \mathbb{R} \times \mathbb{R}^n : x = \sigma_+(u), |y| \leq \sigma_+(u) - u^{\alpha+1}/(1 - \alpha v), |u| \leq u_1 \} \) is convex. From our construction we have that the set

\[
\mathcal{A}_+ = \left\{ (x, y, t) \in \mathbb{R} \times \mathbb{R}^n \times \left[ 0, \frac{3f_0}{8} \right] : (x, y) \in \left[ 1 - \frac{2t}{f_0}, \frac{2t}{f_0} \right] \mathcal{A}, |x| \leq \frac{\sigma_+(u_1)}{2} \right\}
\]

is an outer barrier to the flow.

Now, under the assumption that \( f \) satisfies the conditions of Theorems \[13,15,17\], Theorem \[18\] guarantees the existence of a unique barrier solution for any initial data given by the boundary of an open convex region, which is therefore equal to the intersection of all outer barriers and to the union of all inner barriers. In particular if the initial data contains \( \mathcal{A}_- \) and is contained in the set \( \mathcal{A}_+ \) at \( t = 0 \), then this remains true on the interval \([0, \frac{3f_0}{8}]\), and it follows that the solution has a persisting ridge of infinite curvature on this time interval.

There are some interesting questions which arise from the above construction: We proved that the ridges of infinite curvature persist for some time, but we have so far not been able to construct examples where the ridges persist until the hypersurface shrinks to a point. Can such examples occur? And further, could there exist an example where the initial hypersurface encloses an open convex region, but the limiting shape as the hypersurfaces contract to a point is the degenerate shrinking disc?

13. Strict convexity and smoothness

In this section we investigate which flows admit upper and lower bounds on principal curvatures for positive times. As the examples of the previous section indicate, this is a much more subtle question than the upper and lower speed bounds. We do not attempt to give a complete characterization of when such bounds hold, but instead provide such estimates for several natural classes of flows.

We remark that the examples constructed previously provide a number of necessary conditions: We must have \( \alpha < 1 \) to avoid flat sides persisting, and if \( \alpha = 1 \) then we must have \( f_\alpha = 0 \) on the boundary of the positive cone; if \( \alpha < 1 \) then we must also have \( f_\alpha = 0 \) on the boundary of the positive cone to avoid loss of smoothness, while if \( \alpha = 1 \) then this requires \( f_\alpha \) to be inverse-concave on the boundary. Finally, to avoid loss of convexity we must have \( f \) inverse-concave on the boundary, and to avoid examples such as shrinking cylinders we must impose a certain non-degeneracy near points on the boundary of the positive cone where \( f \) is non-zero.

We begin by discussing the case \( n = 2 \), which is somewhat simpler than the higher-dimensional cases.

**Theorem 22.** Let \( n = 2 \) and suppose \( 0 < \alpha < 1 \) and \( f_\alpha \) is concave. Assume that either

(i) \( (x) \) holds and \( f > 0 \) on \( \Gamma^+ \setminus \{0\} \); or

(ii) \( f \) and \( f_\alpha \) both vanish on \( \partial \Gamma^+ \), and \( \int_0^1 f_\alpha(1, x) dx < \infty \).

Then the barrier solution with initial data given by the boundary of an bounded open convex region is smooth and uniformly convex for small positive times.

**Proof.** Let \( \Omega_0 \) be a bounded open convex region in \( \mathbb{R}^3 \). We begin by approximating \( \partial \Omega_0 \) by smooth, uniformly convex regions \( \Omega_0^{(h)} \). Theorem \[13\] provides the existence of a solution \( \{ \Omega_0^{(h)} \}_{0 \leq h \leq T_0} \) for
each $k$, with $\Omega^{(k)}_t$ converging to a point as $t \to T_k$. Comparison with an enclosed shrinking sphere gives a positive limit inferior of $T$ of $T_k$ as $k \to \infty$. The results of Section 10 imply that the regions $\Omega^{(k)}_t$ converge in the $d_{\infty}$ distance to the unique barrier solution $\{\Omega_t\}_{0 \leq t < T}$ with initial data $\Omega_0$. We proceed by obtaining estimates on the solutions $\Omega^{(k)}_t$, independent of $k$ for positive $t$, which are then inherited by the limit $\Omega_t$.

Since $f_s$ is zero on the boundary of $\Gamma_+$, Corollary 2 provides a positive lower bound on the speed $S$ depending only on the inradius and circumsradius of $\Omega^0_t$ and on $t$, for any small $t > 0$. Theorem 12 with remark 8 provides an upper bound on $\Psi$. We consider case (i) first. In this case $\dot{F}^k$ is uniformly bounded and have a positive lower bound on $\Gamma_+$, by the assumption (x).

Now consider case (ii): As before we can work on a time interval where we have uniform upper and lower bounds on the speed $S$ for some positive constants $s_-$ and $s_+$. The idea is to use the integral assumption to deduce that some components of $f_s$ become large near the boundary of the positive cone, and this will allow us to prove an upper bound on $S$. The evolution equation for $S_1$ is obtained from a trace of the evolution equation in Lemma 10

$$\frac{\partial S_1}{\partial t} = \mathcal{S}_1 + g^{ij} \frac{\partial^2}{\partial x_i \partial x_j} \mathcal{S}_1 - \Psi \frac{\partial}{\partial x_i} S_1 - n(1 - \alpha)^2 \Psi.$$ 

Since $\Psi$ is negative and concave and $\alpha \leq 1$, all of the terms on the right-hand side are non-positive at a maximum point of $S_1$. We discard all but the second-last, and use the expression for $\Psi$ in terms of $f_s$ to obtain

$$\frac{\partial S_1}{\partial t} \leq \mathcal{S}_1 - \alpha S^{-(1+\alpha)} F^k \frac{\partial S_1}{\partial x_i}.$$ 

The key term to understand is $F^k \frac{\partial S_1}{\partial x_i} = \sum_{i=1}^2 f_s^i$. In the two-dimensional case we observe that since $f_s$ is concave, we can write $F^k \frac{\partial S_1}{\partial x_i} = Q(S_1/f_s^i)$, where $Q$ is a non-decreasing function. Thus we have

$$F^k \frac{\partial S_1}{\partial x_i} = Q(S_1/f_s^i) = Q(S^{1/\alpha} S_1) \geq Q(S^{1/\alpha} S_1).$$

Therefore by the maximum principle we have

$$S_1 \leq S^{-(1+\alpha)} G^{-1} \left( \alpha S^{-(1+1/\alpha)} (t-t_0) \right)$$

where $G(x) = \int_x^\infty \frac{dx}{Q(z)}$, provided the function $\frac{1}{Q(z)}$ is integrable. We relate the latter condition to the integral condition in the theorem, by making the change of variables $z = \frac{x}{h(x)}$, where $h(x) = f_s(x, 1)$.

We observe that $\lim_{x \to 0} \frac{h(x)}{h'(x)} = 0$. A direct computation at the point $(x, 1)$ gives $Q(z) = (1-x)h'(x) + h(x) = h'(x) \left( 1 - x + \frac{h(x)}{h'(x)} \right)$. We also compute $dz = -\frac{h'}{h} \left( 1 + x - \frac{h(x)}{h'(x)} \right) dx$, and hence

$$G \left( \frac{1+x}{h(x)} \right) = \int_x^\infty \frac{dz}{Q(z)} = \int_0^x \frac{h'}{h} \left( 1 + x - \frac{h(x)}{h'(x)} \right) dx = \int_0^x dx = \frac{x}{h(x)}.$$ 

The assumption in the theorem is that $\int_0^x \frac{dx}{h(x)} < \infty$, and it follows that we have an upper bound on $S_1$ for each positive time.

Since $f_s = 0$ on the boundary of $\Gamma_+$, an upper bound on $S_1$ and a lower bound on $f_s$ imply a lower bound on principal radii of curvature. Therefore the principal radii of curvature remain in a compact subset of $\Gamma_+$ on which the equation is uniformly parabolic, and uniform higher derivative estimates follow from [An10] and Schauder estimates as in the previous case. \qed
Note that in the case $n = 2$ the inverse-concavity of $f$ and $f_*$ on the boundary of the positive cone are automatic, since they are linear on the boundary line. Note that the condition in the second case of the theorem is always satisfied if $f(x, 1)$ is bounded by a positive power of $x$, as it is in most classical examples. An example which does not satisfy the condition but still has $f = f_* = 0$ on the boundary of $\Gamma_+$ is given by $f(x, y) = \frac{x+y}{\log(x+y) - \log x - \log y}$. In examples such as this the equation becomes singularly parabolic near points with $u_{\text{min}} = 0$, so one might expect that a Harnack principle or strong maximum principle might imply strict convexity. Because of this we conjecture that the result should still hold if the integral condition in case [3] is removed. It also seems likely that the assumption that $f_*$ is concave could be removed. In this case the result would be essentially sharp in view of the counterexamples constructed previously.

Now we proceed to the higher-dimensional case. We begin with a class of flows in which the speed is comparable to a power of the mean curvature, analogous to the first case in Theorem [2].

**Theorem 23.** Suppose $0 < \alpha \leq 1$, $f$ is concave or convex, and condition [x] holds. Also assume that $f$ is inverse-concave on the boundary of the positive cone (i.e. condition [x] holds). Then for any open bounded convex region $\Omega$, the unique barrier solution $\{ \Omega_t \}_{0 \leq t < T}$ with initial data $\Omega$ is smooth and strictly convex for $0 < t < T$.

**Proof.** The existence of a unique barrier solution is provided by Theorem [18]. The remainder of the proof is essentially the same as the first case of the previous Theorem, except that the estimates of Krylov [K1] instead of those of [An10] are used to provide H"older continuity of second derivatives.

Another class includes examples such as powers of the Gauss curvature. The argument we use here is similar to that used for Gauss curvature flows in [An5], and depends on the diffusion becoming fast in directions of small curvature.

**Theorem 24.** Suppose that $0 < \alpha \leq 1$, $f$ and $f_*$ both vanish on the boundary of the positive cone, and $f_*$ is concave. Define $\sigma(r) = \inf \{ \tilde{F}_r(I) : \tau_{\text{max}}(A) \geq r, F_*(A) = 1 \}$, and suppose that $\int_1^\infty \frac{\alpha_0 + 1}{\alpha_0 (\alpha_0 + 1)} < \infty$. Then for any bounded open convex region $\Omega_0$, the unique barrier solution $\{ \Omega_t \}_{0 \leq t < T}$ with initial data $\Omega_0$ is smooth and uniformly convex for $0 < t < T$.

**Proof.** As in the previous arguments it suffices to work on a time interval where we have uniform upper and lower bounds on the speed: $S_- \leq S(x, t) \leq S_+$ for some positive constants $S_-$ and $S_+$. We key estimate comes from the evolution of $\tau_j$ from Lemma [10] which implies

$$
\frac{\partial}{\partial t} \tau_j \leq \mathcal{F}_j - a \tau_j^{-(1+\alpha/2)} \mathcal{F}_j \max_{\Omega} \tau_j.
$$

It follows from the definition of $\sigma$ that

$$
\tilde{F}_r(I) = \tilde{F}_r(\mathcal{F}_j/I) \geq \sigma \left( \tau_{\text{max}} \tau_j^{1/\alpha} \right),
$$

since the largest eigenvalue of $\tau/F_*(\tau)$ is $\tau_{\text{max}} \tau_j^{1/\alpha} \geq 1$. By the maximum principle we therefore have

$$
\tau_{\text{max}}(p, t) \leq S^{-1/\alpha} \left( \frac{a \tau_{\text{max}}}{(1+\alpha/2) (t-t_0)} \right),
$$

where $G(z) = f_{\alpha} \frac{\partial}{\partial z} \sigma (\alpha_0, \alpha)$. This gives an upper bound on $\tau_{\text{max}}$ for positive times under the assumption of the Theorem. A lower bound then follows since $f_*$ vanishes on the boundary of the positive cone. The equation is therefore uniformly parabolic, and uniform higher derivative estimates follow. Since the barrier solution is the limit of the smooth approximating solutions, the same estimates hold for the barrier solution.

We provide some examples where Theorem [24] applies: Take $f = \prod_{k=1}^n \left( \frac{\alpha_k}{\alpha_k + 1} \right)^{\alpha_k}$, where $\sum \alpha_k = 1$, $\alpha_k \geq 0$ for every $k$, and $\alpha_k > 0$ and $\alpha_1 > 0$. This is a geometric mean of the functions $S_k S_{k-1}/S_{k-1}$, each of which is concave and inverse-concave. Furthermore, $f$ vanishes on the boundary since $\alpha_k > 0$, and $f_* = \prod_{k=1}^n \left( \frac{S_k}{S_{k-1}} \right)^{\alpha_{k+1}-1}$ vanishes on the boundary of the positive cone since $\alpha_k > 0$. We note that if we order the principal radii of curvature, so that $\tau_1 \geq \tau_2 \geq \cdots \geq \tau_n$, then $S_k/S_{k-1}$ is comparable to $\tau_k$, so we have that $S_1/f_*$ is comparable to $\prod_{k=2}^n \left( \frac{\tau_k}{\tau_1} \right) \tau_k^{1-\alpha_k}$. But we also have (from differentiating the $S_n/S_{n-1}$-terms) that $\tilde{F}_r(I) \geq n \alpha_1 \left( \frac{S_n}{S_{n-1}} \right)^{\alpha_1-1} \prod_{k=1}^n \left( \frac{S_k}{S_{k-1}} \right)^{\alpha_{k+1}-\alpha_k},$
which is comparable to \( \prod_{k=1}^{n} \left( \frac{\tau_k}{\tau_1} \right)^{\alpha_k-1} \), hence bounded below by a multiple of \( (\tau_1/\tau_n)^{\alpha_n} \). That is, \( F_c(I) \geq c \alpha_1 (S_1/f_1)^{\alpha_1} \), and the Theorem applies.

Our final class of flows only allows \( \alpha = 1 \), but we conjecture that a similar result should hold with \( 0 < \alpha < 1 \) also. This class involves a mixture of the methods of the previous two cases: First using fast diffusion to bound the principal curvatures above, and then using uniform parabolicity to obtain lower bounds on principal curvatures.

**Theorem 25.** Assume \( \alpha = 1 \), \( f \) is concave, \( f_\infty = 0 \) on \( \partial \Sigma_+ \), and conditions (viii) and (x) hold. Define \( \sigma(r) = \inf \{ \sum_i f_i^2 : f(\kappa) = 1, \kappa_{\max} \geq r \} \), and suppose that \( f_\infty^\infty \frac{df}{dr}(r) < \infty \). Then for any bounded open convex region \( \Omega_0 \), the unique barrier solution \( \{ \Omega_t \}_{0 \leq t \leq T} \) with initial data \( \Omega \) is smooth and uniformly convex for \( 0 < t < T \).

**Proof.** We use the evolution of the second fundamental form from equation (iv) in Lemma 9. In the case \( \alpha = 1 \) the concavity of \( f \) gives

\[
\frac{\partial}{\partial t} h_i^j \leq \mathcal{L} h_i^j + h_i^j F_1 h_p^q h_{pl}.
\]

Working as in the previous theorems on a time interval \([t_0, t_1]\) where the speed \( S \) has uniform positive upper and lower bounds, so that \( S_- \leq S(x, t) \leq S_+ \), we compute

\[
\frac{\partial}{\partial t} \left( \frac{h_i^j}{2S-S_-} \right) \leq \mathcal{L} \left( \frac{h_i^j}{2S-S_-} \right) + \frac{4V_k S}{2S-S_-} \frac{\partial}{\partial t} \left( \frac{h_i^j}{2S-S_-} \right) - \frac{S_- h_i^j}{(2S-S_-)^2} F_1 h_p^q h_{pl}.
\]

The definition of \( \sigma \) gives \( F_1 h_p^q h_{pl} \geq \sigma \left( \frac{\kappa_{\max}}{S_-} \right) \geq \sigma \left( \frac{S_- \kappa_{\min}}{2S_- S_+} \right) \), and it then follows from the maximum principle that

\[
\frac{\kappa_{\max}}{2S_- S_+} \leq \frac{S_-}{S_+} G^{-1} \left( \frac{S_- (t-t_0)}{2S_+} \right),
\]

where \( G(z) = \int_{-\infty}^{t_0} \frac{dt}{\sigma(r)} \). This gives an upper bound on \( \kappa_{\max} \) for each \( t > t_0 \). Condition (x) then implies uniform bounds above and below on \( f \). Therefore the flow is uniformly parabolic, and we proceed as in Theorem 23.

Perhaps the most important examples where Theorem 25 applies are the following (analogous to the examples above for Theorem 24): Let \( F = \prod_{k=1}^{n} \left( \frac{\tau_k}{\tau_1} \right)^{\alpha_k} \), where \( 0 < \alpha_k < 1 \), \( \alpha_k \geq 0 \) for all \( k \), and \( \sum_{k=1}^{n} \alpha_k = 1 \). Important special cases include \( \alpha_1 = \cdots = \alpha_k = 1/2 \), which yields \( F = F_1^{1/k} \).

In these cases we have \( F(h^2) \geq \alpha_1 \kappa_{\max} F \), so \( \sigma(r) \geq \alpha_1 r \), and the condition of the Theorem is satisfied.

We conclude this section and the paper by stating a conjecture, which would amount to a set of conditions which are close to being necessary and sufficient:

**Conjecture 1.** Let \( 0 < \alpha_1 \leq 1 \). Suppose that \( f_\infty \) vanishes on the boundary of the positive cone, and that \( f \) extends smoothly to \( \partial \Sigma_+ \) near points where it is non-zero in such a way that the derivative of \( f \) normal to the boundary is positive, and \( f \) is inverse-concave on the boundary of \( \Sigma_+ \) (that is, condition (viii) holds). Also assume that condition (x) holds. Then, for any initial data \( M_0 \) given by the boundary of an open bounded convex region, there exists a unique barrier solution \( \{ M_t \}_{0 \leq t \leq T} \) of (1). The hypersurfaces \( M_t \) are smooth and strictly convex for \( 0 \leq t < T \), and converge to a point as \( t \to T \).

The assumption on Hölder estimates is automatically satisfied if \( f \) is concave, for example, and is automatic in the two-dimensional case by the results of [An10]. The normal derivative condition rules out the shrinking cylinder examples of section 11 and the persisting ridges of section 12 are ruled out since \( f_\infty \) vanishes on the boundary of the positive cone. Progress towards this conjecture would seem something similar to a version of the strong maximum principle of Bony [B] with weak regularity assumptions.
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