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I. INTRODUCTION

Since the pioneering work initiated by Backus, Kehoe and Kyland (1992), the study of international real business cycle models has been growing fast in the last several years and has become one of the most active research areas in the business cycle literature.

Backus, Kehoe and Kyland (1992, 1995) ask whether a two-country real business cycle model can account simultaneously for domestic and international aspects of business cycles. Their results indicate that although their models can explain many stylized facts, the quantity anomaly and the price anomaly1 are quite robust for the choice of parameter values and even to the perturbations of the model structure. Zimmermann (1999) introduces exogenous exchange rate movements in addition to standard technological shocks, and his model comes much closer to replicating the relatively high volatility observed in the data, but it cannot solve the quantity anomaly. To mimic the volatile real exchange rate, Mendoza (1991a, 1991b and 1995) introduces exogenous world interest rate shock and/or the terms of trade shock into his small open economy models.

To replicate the salient (international anomalies) features of the data, some researchers introduce other sources of shocks, like oil shocks (Costello and Praschnick 1993) and taste shocks (Stockman and Tesar 1995). But both of these shocks turn out to have little effect on cross-country correlations and the variability of trade-related variables. Devereux, Gregory and Smith (1992) develop a model with a particular type of non-separability between consumption and leisure. They succeed in lowering the cross-country correlation of consumption, by modifying the specification of an agents' preference. Canova and Ubide (1997) develop a two-country model with home production. Their results indicate that an international business cycle model with household production can better match cross-country output, consumption and labor correlations.

A few papers build international business cycle models with intermediate inputs (See Costello and Praschnick 1993, Head 1997 and Kouparitsas 1995). Costello and Praschnick (1993) develop a two-country model which predicts a higher cross correlation of output than Backus, Kehoe and Kyland (1995). Head (1997) builds a two-country model with differentiated intermediate goods and shows that increasing returns to the variety of intermediate goods can lead to a positive international transmission of the business cycle. Kouparitsas (1995) introduces production interdependence via intermediate inputs. In his two-country model, primary products are used as an intermediate input in the production of manufactured goods, and the North imports primary products from the South in exchange for exports of manufactured goods.

Recently, Ambler, Cardia and Zimmermann (forthcoming) built a two-country, multi-sector model to examine the role of sectoral shocks and intermediate goods trade in the international propagation of the business cycle. Whalley (1995) reports that the share of trade in intermediate goods is larger than the share of trade in final goods. For example, trade in intermediate goods represents approximately 60%
of total trade. Given its quantitative importance in the data, Ambler, Cardia and Zimmermann (forthcoming) argue that introducing trade in intermediate goods in multi-country models could significantly affect their ability to explain the main features of the intertemporal transmission of the business cycle.

In our paper, we build a small open economy, multi-sector model to examine the effects of sectoral shocks and the terms of trade shocks in the international transmission mechanism of the business cycle. Our model has at least three salient features. First, in contrast to the model developed by Ambler, Cardia and Zimmermann (forthcoming), which is a two-country international real business cycle model with two sectors that can be solved by the linear quadratic approximation method, our model is a one-country model with two sectors. A two-country model is based on the relation either between large countries or groups of countries, whereas our model is based on a small open economy, thereby treating the shock from overseas as an exogenous variable.

Second, our model has incorporated import goods, which can be used for production as input factors. Import goods as input factors imply that the terms of trade shock affect macroeconomic variables through sectoral goods production and marginal productivity of sectoral goods production. For example, the terms of trade shock decrease the relative price of import goods, and thus increase imports. The increased imports raise the marginal productivities of capital, labor supply and intermediates, and then increase sectoral productions, and thus GDP, consumption and investment. This procedure shows a different mechanism from the substitution of consumption and investment to imports in a one-sector model.

Third, we incorporate two sectoral productivity shocks in our model. Two sectoral shocks affect macroeconomic variables through the changes of sectoral productivities. The effects of two sectoral productivity shocks are different in magnitude and directions. By incorporating two sectoral productivity shocks, we analyze which sector of manufacturing and non-manufacturing sector impacts more strongly on economic fluctuations.

Our model can solve the quantity anomaly to a considerable extent. Moreover, we found out that the non-manufacturing industry is a dominant sector in the Australian business fluctuation. Moreover, technology change in manufacturing production has a weaker effect on Australian business fluctuations than technology shock of foreign sector, which is reflected in terms of trade shocks.

This paper is organized as follows: Section II provides a full description of the dynamic stochastic model of a small open economy. Section III shows the conditions for optimal allocation of the dynamic programming problem. Section IV provides the key findings as well as sensitivity analysis and impulse response analysis. Finally, concluding remarks are presented in Section V.

II. AN INTERNATIONAL REAL BUSINESS CYCLE MODEL WITH TWO SECTORS

A dynamic stochastic model of a small open economy is developed to investigate
the shock effects of manufacturing and non-manufacturing sectors and terms of trade. The structure of the model is a streamline version of the model used by Ambler, Cardia and Zimmermann (forthcoming) and Mendoza (1991a). Our model cannot analyze the spillover effects of productivity shocks from one country to the other country differently from Ambler, Cardia and Zimmermann (forthcoming). However, we incorporate the terms of trade into our model, and thus we can analyze that productivity shocks of foreign sector have effects on the domestic sector.

1. Preferences

Agents of infinite life having identical preferences allocate $C_t$ (private consumption) and $N_t$ (labor supply) intertemporarily to maximize utility.

$$V = E \left[ \sum_{t=0}^{\infty} \beta^t U(C_t, N_t) \right]$$ (1)

The instantaneous utility function and time-preference functions are as follows:

$$U(\cdot) = \frac{\left[ C_t - \frac{N_t^{1+\theta}}{1+\theta} \right]^{1-\gamma} - 1}{1-\gamma}$$ (2)

$$U(\cdot) < 0, \ U'(\cdot) > 0, \ U'(0) = \infty, \ 1 + \theta > 1, \ \gamma > 1$$

The parameter $\beta$ is the rate of time preference. The parameter $\theta$ is the elasticity of substitution between consumption and labor supply. The coefficient $\gamma$ indicates relative risk aversion. The intertemporal discount rate equalizes to the world’s real interest rate according to the accumulation of foreign financial assets.

2. Sectoral Production and Technology

The sectoral productions are given by Cobb-Douglas production function using capital, labor, intermediate goods and import goods.

$$X_{1t} = \epsilon_{1t} K_{1t}^{\nu_1} N_{1t}^{\phi_1} M_{1t}^{\psi_1} I_{1t}^{\xi_1}$$ (4)

$$X_{2t} = \epsilon_{2t} K_{2t}^{\nu_2} N_{2t}^{\phi_2} M_{2t}^{\psi_2} I_{2t}^{\xi_2}$$ (5)

where $\sum \nu_i = 1, \sum \phi_i = 1$ and $X_{1t}$ and $X_{2t}$ are sectoral outputs, respectively. $K_{1t}$ and $N_{1t}$ are the capital stock and labor supply used in sector $i$, respectively. $M_{1t}$ indicates the intermediate goods which are used to produce sectoral good $i$. $\nu_i$ and $\phi_i$ are referred to as the shares of input factors for production in two sectors. Sectoral productions are dependent on the sectoral technology shocks $\epsilon_{1t}$ and $\epsilon_{2t}$ as well as the input factors. The sectoral technology shocks, $\epsilon_{1t}$ and $\epsilon_{2t}$, follow the first-order Markov distribution function.
3. Intermediate Goods Production

Intermediate goods producers aggregate sectoral good to produce intermediate goods. The intermediate goods are used to produce sectoral goods.

\[ MX_t = [\omega F_{X_1}^{1-\mu} + (1 - \omega) F_{X_2}^{1-\nu}]^{1-\rho} \]  

(6)

where \( F_{X_1} \) and \( F_{X_2} \) are the amounts of \( X_{1t} \) and \( X_{2t} \) to produce intermediate goods \( MX_t \), respectively. \( \omega \) implies the contribution degree of sector 1 goods in intermediate good production. \( \rho \) indicates the substitution elasticity between sectoral goods. The produced intermediate goods are distributed in \( MX_t = \sum_i MX_i \) and used for the production of sectoral goods.

4. Final Good Production

Final goods producers aggregate sectoral goods to produce final goods, which are used for consumption, investment and exports.

\[ Y_t = [\pi Q_{1t}^{1-\lambda} - (1 - \pi) Q_{2t}^{1-\lambda}]^{1-\delta} \]  

(7)

where \( Q_{it} \) is the amount of \( X_{it} \) used to produce final good \( Y_t \). The final goods aggregator (\( \lambda \)) shows the substitution elasticity between sectoral goods. \( \pi \) represents the share of sector 1 goods in the final goods production. The final goods producer allocates the sectoral goods for profit maximization.

5. Capital Accumulation, Trade Balance and Financial Structure

The law of motion for the capital stock is as follows:

\[ K_{it+1} = K_{it}(1 - \delta) + I_{it} \quad i = 1, 2 \]  

(8)

where \( I_{it} \) denotes sectoral investment, and \( \delta \) is a constant sectoral rate of depreciation. It assumes that capital stock does not move between sectors.

The financial structure is linked with trade balance. Financial structure assumes that an agent in the economy is a small participant and this representative agent has access to world capital markets to borrow and lend foreign financial assets \( (A_t) \). Holdings of foreign financial assets \( (A_{t+1}) \) evolve according to:

\[ P_{d,t}EX_t - P_{m,t}IM_t = P_{m,t}A_{t+1} - (1 - \tau^*)P_{m,t}A_t \]  

or

\[ \epsilon_{st}P_{d,t}EX_t - IM_t = A_{t+1} - (1 + \tau^*)A_t \]  

(9)
where, $\varepsilon_{AD} = \frac{P_{m,t}}{P_{m,t}}$, $P_{d,t}$, and $P_{m,t}$ are export prices and import prices, respectively. EXt is exports; IMt is imports; $r^*$ is the exogenously determined world's real interest rate; $\varepsilon_{3t}$ is the terms of trade shock; and $p$ is the relative price of exports to imports and is assumed as one.

6. Resource Constraint

Finally, the model completes with a resource constraint as follows:

$$
\varepsilon_{3t}pC_t + K_{1t+1} - (1 - \delta_1)K_{1t} + K_{2t+1} - (1 - \delta_2)K_{2t} + IM_t + A_{1t+1} - (1 + r^*)A_t
$$

$$
\leq \varepsilon_{3t}Y_t - \frac{\phi_1(K_{1t+1} - K_{1t})}{K_{1t}} - \frac{\phi_2(K_{2t+1} - K_{2t})}{K_{2t}}
$$

(10)

where $\phi_1$ and $\phi_2$ are parameters to restrict the adjustment costs. The aggregate resource constraint of the economy indicates that the sum of consumption, investment, and exports cannot be exceeded by the final goods production.

III. DYNAMIC PROGRAMMING PROBLEM, SOLUTION TECHNIQUE AND PARAMETER CALIBRATIONS

1. Solving Dynamic Programming Problems

The social planner selects paths of consumption and labor supply to maximize the whole life-time utility. To solve the dynamic programming problem, the household's optimal intertemporal decisions are to choose the control variables $(C_t, K_{1t+1}, K_{2t+1}, A_{1t+1}, N_{1t}, N_{2t}, MX_{1t}, MX_{2t}, IM_{1t}, IM_{2t}, Q_{1t}, Q_{2t}, F_{1t}, F_{2t})$ in period $t$, given the state of the economy as described by $(K_{1t}, K_{2t}, A_t, e_{1t}, e_{2t}$ and $e_{3t})$. To solve the dynamic programming problem, the Lagrangian problem is built as follows:

$$
L = E_t \beta^t \left[ C_t - \frac{N_{1t}^{1+\gamma}}{1+\theta} \right]^{1-\gamma} - \mu_{1t} \left( \varepsilon_{3t}Y_t - \varepsilon_{3t}C_t - K_{1t+1} - (1 - \delta_1)K_{1t} - K_{2t+1} - (1 - \delta_2)K_{2t} IM_t + (1 - \delta_2)A_{1t+1} - (1 - \delta_2)A_t \right)
$$

$$
+ \phi_1(K_{1t+1} - K_{1t})^2 + \phi_2(K_{2t+1} - K_{2t})^2 - \mu_{2t}(X_{1t} - Q_{1t} - F_{1t}) + \mu_3(X_{2t} - Q_{2t} - F_{2t}) + \mu_4 \left( \omega F_{1t}^{1-\rho} + (1 - \omega) F_{2t}^{1-\rho} \right)^{1-\rho} - MX_{1t} - MX_{2t} \right]
$$

(11)

The first-order conditions for utility maximization are:
To solve the dynamic program problem by using the undetermined coefficient method.
(Christiano 1998), we should linearize the first order conditions around the steady state values. Then, all control variables and costate variables can be expressed as linear functions of current capital stocks, foreign financial assets and shocks ($K_{1t}$, $K_{2t}$, $A_t$, $\epsilon_{1t}$, $\epsilon_{2t}$ and $\epsilon_{3t}$). We can simulate the model by generating the random shocks.

2. Calibration

We use economic theory extensively as the basis for restricting the general framework for finding numerical values for parameters. The relevant parameters of preference are principally taken from Mendoza (1991a) and Ambler, Cardia and Zimmermann (forthcoming). The world real interest rate is set at 4%, which is obtained from Mendoza (1991a), and thus intertemporal discount rate ($\beta$) is calculated as 0.96 ($1/(1+r^*)$). The parameter of the intertemporal elasticity of substitution in labor supply is set at 0.455 from Mendoza (1991a). The coefficient of relative risk aversion ($\gamma$) is set to 1.8.

| Parameter | Definition | Value |
|-----------|------------|-------|
| $\beta$   | The rate of time preference | 0.9615 |
| $\gamma$  | Coefficient of relative risk aversion | 1.8 |
| $\theta$  | Inverse of the intertemporal elasticity of substitution in labor supply | 0.455 |
| $\phi_1$  | Capital shares in manufacturing production | 0.11 |
| $\phi_2$  | Capital shares in non-manufacturing production | 0.29 |
| $\phi_3$  | Labor shares in manufacturing production | 0.21 |
| $\phi_4$  | Labor shares in non-manufacturing production | 0.33 |
| $\phi_5$  | Intermediate goods shares in manufacturing production | 0.56 |
| $\phi_6$  | Intermediate goods shares in non-manufacturing production | 0.34 |
| $\phi_7$  | Import goods shares in manufacturing production | 0.12 |
| $\phi_8$  | Import goods shares in non-manufacturing production | 0.04 |
| $1/\mu$   | Elasticity of substitution in intermediate good production | 0.9 |
| $\omega$  | Manufactured good shares in intermediate good production | 0.43 |
| $1/\lambda$ | Elasticity of substitution in final good production | 0.9 |
| $\pi$     | Manufactured good share in final good production | 0.36 |
| $\delta_1$ | Depreciation rate in capital stock of manufacturing sector | 0.12 |
| $\delta_2$ | Depreciation rate in capital stock of non-manufacturing sector | 0.08 |
| $\phi_1$  | Adjustment costs in manufacturing sector | 1.0 |
| $\phi_2$  | Adjustment costs in non-manufacturing sector | 1.0 |
| $r^*$     | World interest rate | 0.04 |
The relevant parameters of sectoral productions are calculated from national income data and input-output tables. By using average annual values of input-output tables, capital shares \( \phi_1 \) and \( \phi_2 \) are set at 0.11 and 0.29, and labor shares \( \phi_3 \) and \( \phi_4 \) are calculated as 0.21 and 0.33 in manufacturing and non-manufacturing productions, which means that manufacturing productions are relatively more labor intensive than non-manufacturing productions. Intermediate goods shares \( \phi_3 \) and \( \phi_4 \) in manufacturing and non-manufacturing productions are set at 0.56 and 0.34, respectively. Import goods shares \( \phi_4 \) are 0.12 and 0.04, respectively. The elasticities of substitution \( (1/\rho) \) between sectoral goods in intermediate good production are set as 0.9, and the elasticity of substitution \( (1/\lambda) \) between sectoral goods in final goods production is also 0.9 obtained from Ambler, Cardia and Zimmermann (forthcoming).

The parameters for intermediate goods production are computed from input-output tables. Sectoral goods shares in intermediate goods production \( \omega \) and \( (1 - \omega) \) are calculated as average annual values of 0.43 and 0.57. Sectoral goods shares also in final goods production \( \pi \) and \( (1 - \pi) \) are set as 0.26 and 0.74 from input-output tables. Depreciation rates \( \delta_1 \) and \( \delta_2 \) are set at 0.12 and 0.08, respectively. Adjustment cost coefficients \( \phi_1 \) and \( \phi_2 \) are set at the same value of 1.0.

3. Shock Process

Parameters of shock process are estimated using sectoral gross domestic product (GDP) data, which is filtered by the linear time trend. It is assumed that the shock process follows the first-order Markov distribution function and is estimated by VAR (vector autoregression). The estimation result is as follows:

\[
\begin{bmatrix}
\varepsilon_{1t+1} \\
\varepsilon_{2t+1} \\
\varepsilon_{3t+1}
\end{bmatrix}
= \begin{bmatrix}
0.43 & 0.70 & -0.14 \\
-0.09 & 0.88 & 0.02 \\
0.48 & 0.53 & 0.51
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{1t} \\
\varepsilon_{2t} \\
\varepsilon_{3t}
\end{bmatrix}
+ \begin{bmatrix}
W_{1t+1} \\
W_{2t+1} \\
W_{3t+1}
\end{bmatrix}
\]

The variance-covariance matrix of the innovation is:

\[
\begin{bmatrix}
0.00074 & 0.00039 & 0.00064 \\
0.00039 & 0.00028 & 0.00026 \\
0.00064 & 0.00026 & 0.00266
\end{bmatrix}
\]

and the percentage standard deviations are 2.7, 1.7 and 5.2 respectively. The diagonal terms show the variance of shocks and the terms below the diagonal terms represent the covariance values.

IV. EMPIRICAL FINDINGS

1. Business Cycle Properties

Table 2 represents the major features of the real economy and the benchmark.
economy. The standard deviations of the real data from Table 2 provide that investment, 6.71, is more volatile than output, 5.0, and consumption, 4.46. The standard deviation of trade balance shows the lowest value at 1.0. The highest standard deviation is shown from foreign financial assets at 15.26. In addition, the standard deviations of imports and investment are fairly high at 8.39 and 6.71. The standard deviations of the benchmark economy are similar to real data in consumption (4.46, 3.76), investment (6.71, 6.83) and trade balance (1.00, 1.59). In addition, labor supply shows low values (1.07, 2.74) even though it is overestimated. The standard deviations of foreign sectors such as imports, interest payments and terms of trade correlate well with the real data in size order even though they are underestimated. In the case of first order serial correlation, the benchmark economy mimics fairly well the real data. For instance, the autocorrelations of consumption are similar at 0.51 and

**Table 2. Statical Moments: Australian Data and the Benchmark Model**

| Australian data | 1965-1999 | The benchmark model |
|-----------------|-----------|---------------------|
| **GDP**         |           |                     |
| \( \sigma_x \)  | 5.00      | 5.00                |
| (0.929)         | (0.596)   | (0.022)             |
| \( \rho_{x,t-1} \) | 0.45      | 0.45                |
| (0.139)         | (0.212)   | (0.014)             |
| \( \rho_{x,GDP} \) | 1.00      | 1.00                |
| **Consumption** |           |                     |
| \( \sigma_x \)  | 4.46      | 3.76                |
| (0.912)         | (0.455)   | (0.014)             |
| \( \rho_{x,t-1} \) | 0.51      | 0.39                |
| (0.138)         | (0.218)   | (0.014)             |
| \( \rho_{x,GDP} \) | 0.95      | 0.96                |
| (0.022)         | (0.014)   |                     |
| **Investment**  |           |                     |
| \( \sigma_x \)  | 6.71      | 6.83                |
| (1.087)         | (0.809)   | (0.039)             |
| \( \rho_{x,t-1} \) | 0.44      | 0.45                |
| (0.161)         | (0.216)   | (0.039)             |
| \( \rho_{x,GDP} \) | 0.76      | 0.89                |
| (0.076)         | (0.039)   |                     |
| **Labor supply**|           |                     |
| \( \sigma_x \)  | 1.07      | 2.74                |
| (0.178)         | (0.322)   | (0.034)             |
| \( \rho_{x,t-1} \) | 0.55      | 0.49                |
| (0.097)         | (0.208)   | (0.034)             |
| \( \rho_{x,GDP} \) | 0.46      | 0.89                |
| (0.198)         | (0.208)   |                     |
| **Import**      |           |                     |
| \( \sigma_x \)  | 8.39      | 5.70                |
| (1.872)         | (0.680)   | (0.005)             |
| \( \rho_{x,t-1} \) | -0.04     | 0.42                |
| (0.103)         | (0.216)   | (0.005)             |
| \( \rho_{x,GDP} \) | 0.47      | 0.99                |
| (0.169)         | (0.216)   |                     |
| **Interest payments** | 15.26    | 6.41                |
| (2.566)         | (0.731)   | (0.163)             |
| \( \rho_{x,t-1} \) | 0.40      | 0.84                |
| (0.138)         | (0.151)   | (0.163)             |
| \( \rho_{x,GDP} \) | 0.44      | 0.03                |
| (0.169)         | (0.151)   |                     |
| **Trade balance** | 1.00      | 1.59                |
| (0.172)         | (0.188)   | (0.075)             |
| \( \sigma_x \)  | 0.14      | 0.16                |
| (0.171)         | (0.236)   | (0.075)             |
| \( \rho_{x,t-1} \) | 0.08      | 0.74                |
| (0.133)         | (0.236)   |                     |
| \( \rho_{x,GDP} \) | 0.08      |                     |
| (0.034)         | (0.133)   |                     |
| **Terms of trade** | 5.43      | 3.01                |
| (0.897)         | (0.359)   | (0.085)             |
| \( \sigma_x \)  | 0.43      | 0.40                |
| (0.175)         | (0.219)   | (0.085)             |
| \( \rho_{x,t-1} \) | 0.76      | 0.70                |
| (0.147)         | (0.219)   |                     |
| \( \rho_{x,GDP} \) | 0.07      |                     |
| (0.039)         | (0.219)   |                     |

**NOTES:** The Australian data are obtained from ABS, divided by the 15+ population, deflated by import prices (See Mendoza 1995 and Senhadji 1998), logged and detrended by a Hodrick-Prescott filter with the smoothing parameter set at 100 (See Mendoza 1993b and Senhadji 1998). \( \sigma_x \) is the percentage standard deviation, \( \rho_{x,t-1} \) is the first-order autocorrelation, and \( \rho_{x,GDP} \) is the contemporaneous correlation with GDP. The values in the parenthesis represent the standard deviations estimated by GMM (Generalized Method of Moment) using the Hansen-Heaton-Ogaki gauss program. The model statistics are based on the sample average values of 100 simulations of 36 years. We generated histories of 169 observations and truncated the first 133 observations so that the results do not depend on the initial condition of the state variables of the model (Ambler, Cardia and Zimmermann forthcoming).
0.39 in the real data and the benchmark economy, respectively. Moreover, the autocorrelations of investment (0.44, 0.45), labor supply (0.55, 0.49), trade balance (0.14, 0.16) and terms of trade (0.43, 0.40) prove that the benchmark economy replicates fairly well the real economy. The correlations of macroeconomic variables with output mimic well the benchmark economy in consumption (0.95, 0.96), investment (0.76, 0.89) and terms of trade (0.76, 0.70). In general, the benchmark economy replicates the distinguished features of a real economy. Our model especially shows a better feature in terms of explaining the persistence of fluctuation as compared to other real business cycle models.

2. Sensitivity Analysis

Table 3 presents the findings of simulation that raise every parameter by 5%. In general, the macroeconomic variables of the benchmark model are stable to the change of parameters. Autocorrelations are relatively more sensitive to the change of parameters than standard deviation and correlations with output. Investment (from 6.49 to 6.97) is most sensitive to the change of parameter in standard deviation. The intertemporal elasticity of substitution in labor supply affects relatively strongly investment.

**Table 3. Sensitivity Analysis**

| Volatility | First-order serial correlation | Correlation with output |
|------------|--------------------------------|-------------------------|
| C          | I                              | M                       | TB/Y                       | C          | I                              | M                       | TB/Y                       |
| Baseline Model | 3.76                           | 6.83                    | 5.70                       | 1.59       | 0.39                           | 0.45                    | 0.42                       | 0.16       | 0.96                           | 0.89                    | 0.99                       | 0.74 |
| $\gamma$  | 3.81                           | 6.97                    | 5.71                       | 1.55       | 0.39                           | 0.46                    | 0.43                       | 0.14       | 0.96                           | 0.90                    | 0.99                       | 0.72 |
| $\theta$  | 3.59                           | 6.51                    | 5.74                       | 1.58       | 0.45                           | 0.52                    | 0.43                       | 0.17       | 0.93                           | 0.88                    | 0.93                       | 0.73 |
| $r^*$     | 3.75                           | 6.87                    | 5.69                       | 1.57       | 0.39                           | 0.45                    | 0.42                       | 0.27       | 0.95                           | 0.89                    | 0.99                       | 0.80 |
| $\delta_1$ | 3.77                           | 6.78                    | 5.71                       | 1.63       | 0.39                           | 0.45                    | 0.43                       | -0.04      | 0.96                           | 0.89                    | 0.99                       | 0.66 |
| $\delta_2$ | 3.77                           | 6.71                    | 5.69                       | 1.58       | 0.39                           | 0.44                    | 0.42                       | 0.19       | 0.95                           | 0.89                    | 0.99                       | 0.76 |
| $\varphi_1$ | 3.75                           | 6.80                    | 5.69                       | 1.55       | 0.39                           | 0.46                    | 0.43                       | 0.31       | 0.96                           | 0.89                    | 0.99                       | 0.82 |
| $\varphi_2$ | 3.74                           | 6.49                    | 5.68                       | 1.69       | 0.39                           | 0.46                    | 0.43                       | -0.15      | 0.96                           | 0.89                    | 0.99                       | 0.63 |
| $\omega_1$ | 3.78                           | 6.77                    | 5.66                       | 1.58       | 0.38                           | 0.45                    | 0.42                       | 0.20       | 0.95                           | 0.89                    | 0.99                       | 0.77 |
| $\sigma_1$ | 3.81                           | 6.80                    | 5.73                       | 1.59       | 0.38                           | 0.44                    | 0.42                       | 0.19       | 0.95                           | 0.89                    | 0.98                       | 0.76 |
| $\rho_1$  | 3.76                           | 6.80                    | 5.70                       | 1.59       | 0.39                           | 0.45                    | 0.42                       | 0.09       | 0.96                           | 0.89                    | 0.99                       | 0.72 |
| $\lambda$ | 3.71                           | 6.69                    | 5.69                       | 1.58       | 0.39                           | 0.46                    | 0.42                       | 0.04       | 0.96                           | 0.90                    | 0.98                       | 0.70 |

**NOTE:** Baseline model with each of the following parameters increased by 5%
The adjustment cost of the non-manufacturing sector has a strong effect on the standard deviation of trade balance. Trade balance is most sensitive to the change of parameters in autocorrelation. Trade balance is also most affected by the change of the adjustment cost of the non-manufacturing sector. Consumption, investment and imports are very stable to the change of parameters in autocorrelation. However, consumption and investment are affected relatively strongly by the change of the intertemporal elasticity of substitution in labor supply, which indicates that labor supply has a role in connecting sectors, thereby allowing spillover effects across sectors. The parameter ($\rho$), which causes a spillover effect, does not have a significant effect on major macroeconomic variables.

3. Impulse Response Analysis

This section presents the impulse response of economic variables to the shocks of sectoral productions and terms of trade shock. Impulse response analysis is useful to assess the dynamic characterization of an economic system and to measure the magnitude of the effects of economic variables to the shock.

Figure 1 shows the impulse response of each variable to 1% positive shocks of sectoral productivities and the terms of trade. To compare the size of shock effects, Figure 1 shows the effect of each variable to three different shocks; namely, the productivity shocks of both manufacturing and non-manufacturing productions, and the terms of trade shock. The effect of the productivity shock of the non-manufacturing sector on GDP is stronger than the effects of the productivity shock of manufacturing production and the terms of trade shock. The effects of the productivity shock of manufacturing production and terms of trade shock on GDP are similar in magnitude. For the 1% positive shocks, GDP increases, and then converges to an equilibrium path. The effect of productivity shock of non-manufacturing production on consumption is greater than the effects of the productivity shock of manufacturing production and the terms of trade shock, and is similar to output. Interestingly, the terms of trade shock have a stronger effect on consumption than the productivity shock of manufacturing production. The effects of the shocks on investment and imports are in the order of the productivity shock of non-manufacturing production, terms of trade shock and the productivity shock of manufacturing production, and are different from the effect on consumption. The increase of productivity in non-manufacturing production causes the decline of domestic price, and may decrease imports. However, if the quantitative effect overwhelms the price effect likely to occur in our model, the imports rise. Moreover, in our model, because the exogenous terms of trade are assumed, the quantitative effects have a dominant role on imports. A distinguishing feature is that the effect of the productivity shock of non-manufacturing production on investment is relatively higher than on GDP, consumption and imports, in comparison with the effects of the productivity shock of manufacturing production and the terms of trade shock.
FIGURE 1. IMPULSE RESPONSE TO SECTORAL PRODUCTIVITY SHOCKS AND TERMS OF TRADE SHOCK

(a) GDP

(b) Consumption

(c) Investment
A positive productivity shock in manufacturing production and positive terms of trade shock increase trade balance. On the other hand, a positive productivity shock in non-manufacturing production decreases trade balance, indicating that the shock increases imports more than exports. A positive productivity shock in manufacturing production has a stronger effect on trade balance than on terms of trade shock, different from other macroeconomic variables. In other words, the increase of productivity in manufacturing causes exports to rise, whereas the increase of productivity in non-manufacturing causes imports to increase. In the Australian economy, the portion of non-manufacturing productions is over 80% of industry productions. Accordingly, the productivity shock of non-manufacturing production has stronger effects on macroeconomic variables than the productivity shock of manufacturing production and terms of trade. Moreover, it is an interesting feature that the terms of trade shock have a stronger effect than the productivity of manufacturing production on economic variables.
V. CONCLUDING REMARKS

Our paper analyzes an international real business cycle model of a small open economy. Under the assumption that the model of the economy produces two goods, and has two sectoral productivity shocks and terms of trade shocks, our paper investigates the central issue of how economic variables fluctuate in response to shocks.

We conducted the quantitative analysis on the effects of sectoral productivity shocks and the terms of trade shock using the Australian data. The model economy replicates fairly well the real economy in properties of second moments. The finding of sensitivity analysis supports the notion that the model is stable except for trade balance. The autocorrelation of trade balance is relatively sensitive to the change of adjustment cost in non-manufacturing production, which indicates the strong connection between the non-manufacturing sector and the foreign sector. The change of elasticity of substitution in intermediate goods production, which shows spillover effects between sectors, has a small effect on manufacturing. This implies that sectoral transmission effects are very stable. From impulse response analysis, the productivity of non-manufacturing production has a dominant role in the business cycle of the Australian economy. The effect is stronger than the productivity shock of manufacturing production and the terms of trade shock. Moreover, the strong effect increases imports more than exports, and thus declines trade balance temporarily, while the productivity shock of manufacturing production increases exports more than imports.
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**APPENDIX: DATA**

The Australian data are obtained from ABS (Australian Bureau Statistics). All series are composed of yearly observations from 1965 to 1999. All variables except for labor supply are divided by import price. *Output*: nominal GDP. *Consumption*: nominal private final consumption expenditure. *Investment*: nominal gross capital formation. *Labor supply*: the number of non-farm civilian wage and salary earners × index of hours worked. *Population*: civilian population aged 15 years and over. *Interest payments*: (nominal investment income to overseas - nominal investment income from overseas). *Import*: nominal imports of goods. *Trade balance*: (nominal exports of goods - nominal imports of goods) ÷ nominal GDP. *Terms of trade*: implicit price index of goods export ÷ implicit price index of goods import.
ENDNOTES

1 The quantity anomaly means that in the data, cross-country correlations of output are generally higher than cross-country correlations. The price anomaly implies that general equilibrium models do not generate fluctuations in terms of trade as large as those observed in the data.

2 Positive terms of trade shock can be caused by business downturn in the foreign sector. However, in our paper, it is assumed that the terms of trade shocks are mainly caused by the productivity shocks in the foreign sector.

3 In the production of sectoral goods, CES production function is too complicated to deal with four production factors such as labour, capital, intermediate goods and import goods. On the other hand the final good production function has an an aggregating feature which can mix two sectoral goods, and thus CES function is suitable for final good production.

4 The business cycle model, in which exports and imports are incorporated, should include the concept of exchange rate. However, we incorporate the terms of trade instead of exchange rate into our model such as Senhadji (1998) and Schmitz-Grohé (1998). It is assumed that the terms of trade include the concept of exchange rate because the change of exchange rate has influence on the terms of trade.

5 Mendoza (1995) assumes that importable good price is the same as capital good price. In our model, we follow Mendoza's assumption.

6 It should be noted that $Y$, is not gross domestic product but $cY$, IM, is gross domestic product. In other words, this implies that import goods are used directly for intermediate good production, but indirectly for consumption and investment.

7 These values are obtained from the national account data by using the average ratios of sectoral investments to sectoral capital stocks.