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Abstract

As more decisions in our daily life become automated, the need to have machine learning algorithms that make fair decisions increases. In fair representation learning we are tasked with finding a suitable representation of the data in which a sensitive variable is censored. Recent work aims to learn fair representations through adversarial learning. This paper builds upon this work by introducing a novel algorithm which uses dampening and stacking to learn adversarial fair representations. Results show that that our algorithm improves upon earlier work in both censoring and reconstruction.

1. Introduction

The need to have machine learning algorithms that make fair decisions becomes increasingly important in modern society. A decision is fair if it does not depend on a sensitive variable such as gender, race, or age. Models trained with biased data can lead to unfair decisions (Mehrabi et al., 2021). In fair representation learning we are tasked with finding a suitable representation of the data in which the sensitive variable is censored. This ensures that these representations can be used for any downstream task, such as classification or segmentation, which should not rely on the value of the sensitive variable (Zemel et al., 2013). Throughout this paper, we often refer to this sensitive variable as the protected variable.

It is important to note that the notion of fairness is not trivial, and a multitude of fairness constraints have been proposed (Dwork et al., 2012). This paper in particular attempts to learn representations such that any predictor trained on these representations abide to statistical parity with regards to the protected variable. This means that the classifier should treat the data containing the protected variable statistically similar to the general population, i.e. there is no bias towards the protected variable.

An additional point on fair representation learning is that it is not always the case that (un)fairness is our main concern. Often times, our representations contain some intended but unwanted bias which we want to eliminate. Suppose we are given a set of documents, the task is to discover the topics that are present. Moreover, once we find the topics, we want to associate with each of the topics a sentiment score (either positive or negative) by computing the sentiment of each individual document. Traditional algorithms use the underlying word distribution as a basis for a topic model. With the rise of more advanced language models such as BERT (Devlin et al., 2019), which are very proficient at modelling semantic similarity of sentences across multiple languages, it is no surprise that these models are also used for topic mining (Zhao et al., 2021). These models are often pretrained on huge text corpora and the resulting sentence embeddings contain a lot of information, even about the sentiment of the sentence. In other words, if we would use these representations together with a clustering algorithm to find the topics, what we will often find is that some topics are centered around sentiment, i.e. a topic only containing “positive” sentences. Since it is in most cases infeasible to retrain these models in order to remove the unwanted bias, we are forced to remove the unwanted bias afterwards from the representations. With the increasing popularity of pretrained models for transfer learning across a wide variety of tasks related to audio, speech, language, and images, the need for a strong algorithm for learning fair unbiased representations becomes apparent.

Often with learning a fair representation, the naive approach of dropping certain features of the data is insufficient. The origin of the bias might latently depend on some nonlinear combination of other variables, and can thus leak back into a decision making model. This inspired the work by (Edwards & Storkey, 2016), which aims to learn a fair representation through adversarial learning. They use an auto-encoder as a generator for the new representation whose aim is to learn a new latent representation which attempts to censor the protected variable for the adversary. This work was later extended in (Madras et al., 2018) where they propose learning objectives for other fairness metrics such as equalized odds and equal opportunity. In (Kenfack et al., 2021) this work was further extended by introducing stacked auto-encoders to enforce fairness and improve censoring at different latent
spaces.

This work builds on the previous adversarial approach. In particular it focuses on the case where the downstream task we may encounter is unknown, i.e. it can be either some supervised classification objective or some unsupervised clustering or segmentation objective. The challenge with learning fair representations is that on one hand we want to censor the data, and on the other we want to retain as much information as possible. Since these objectives are often opposed, the approaches in (Edwards & Storkey, 2016), (Madras et al., 2018), (Kenfack et al., 2021), and various others define the global objective of the model as a weighted sum of reconstruction error and predictive loss. This requires the trainer of a model to select some suitable hyperparameter which defines how much we value reconstruction error over predictive loss. This hyperparameter often has a large impact on the learned representations we get, and we can identify at least three issues with it. Firstly, we have no a priori knowledge on how the reconstruction error and the predictive loss relate. It could be nonlinear, which makes it almost impossible to make an informed decision beforehand. Secondly, the value of this hyperparameter gives us no formal guarantee of the censoring capabilities of the model. Some values can cause a collapse of the model. Thirdly, the hyperparameter choice is not explainable to the relevant stakeholders of the model. This makes it impractical for most industry use cases where hyperparameter choices need to be justified. As such, many authors using this methodology such as (Edwards & Storkey, 2016), (Madras et al., 2018), (Feng et al., 2019), and (Kenfack et al., 2021) either use a trial-and-error approach, or an arbitrary chosen constant, with regard to the choice of this hyperparameter. More often than not, the censoring capabilities of the learned representation are a hard constraint of the model. Thus, in many industry use cases, we are only interested in finding solutions in some restricted hypothesis space abiding some censoring constraint.

A second perhaps even greater issue with the previous work is its instability. In particular, due to the unstable dynamic between actor and adversary we often learn suboptimal solutions. This has been observed in many cases such as (Edwards & Storkey, 2016) and (Kenfack et al., 2021), but never fully addressed.

This paper attempts to mitigate these issues by introducing a novel algorithm for learning fair representations. In particular, it uses dampening to stabilize the interaction between actor and adversary, and uses stacking to learn strong censored representations within a restricted hypothesis space. As we will see, this algorithm outperforms the current approach in both censoring and reconstruction.

The remainder of the paper is structured in the following way: in Section 2 we briefly reiterate related work, in Section 3 we formally define the problem, in Section 4 we introduce our approach and novel algorithm, in Section 5 and 6 we discuss the experiments and results, and in Section 7 we conclude this work.

2. Related Work

In (Zemel et al., 2013) the first fair representation learning approach was presented. Their methodology aims to map input data to a new representation in terms of a probabilistic mapping to a set of prototypes.

In (Louizos et al., 2016) an architecture based on the Variational Auto-Encoder was proposed in order to learn fair representations, called the Variational Fair Auto-Encoder. This model uses priors to encourage independence between the sensitive and latent factors of variation.

In (Edwards & Storkey, 2016) the first adversarial approach was introduced to learning fair representations. They use an auto-encoder as a generator for the new representation whose aim is to learn a new latent representation which attempts to censor the protected variable for the adversary. This work was later extended by (Madras et al., 2018) where they propose learning objectives for other fairness metrics. In (Kenfack et al., 2021) this work was further extended by introducing stacked auto-encoders to enforce fairness at different latent spaces.

This work builds and improves upon this previous work on adversarial learning. We propose a novel algorithm using dampening and stacking for learning fair representations which increases censoring and decreases reconstruction error.

3. Problem Definition

This paper focuses purely on representation learning rather than classification. Our aim is to learn a fair representation independent of the downstream task we may encounter (supervised or unsupervised). We adopt the notation of (Edwards & Storkey, 2016) of using the letter X to represent the data, and S to represent the protected variable. Each \( x_i \in \mathbb{R}^n \) is assumed to be some real-valued vector, and each \( s_i \in S \) is either 0 or 1, denoting if instance \( i \) is sensitive or not: \( s_i \in \{0, 1\} \). We adopt the following fairness criteria: given data X and protected variable S, we aim to learn a new representation \( f(X) \) for which it holds that for any predictor \( g \) derived from \( f(X) \) we have \( g(f(X)) \perp S \), i.e. \( g(f(x)) \) and S are independent, often denoted as the fairness constraint of statistical parity (Dwork et al., 2012).

In short, our aim is to find a representation \( f(X) \) which give no predictive preference towards S. Throughout this paper we refer to \( f(X) \) as the censored representation. It is important to note that the censored representation is not
(necessarily) in the same space as the original data, and can have a different number of dimensions.

On one hand we are aiming to censor the representation, while on the other hand our goal is to retain as much information as possible. In order to capture these opposite objectives, we frame our setting as an adversarial learning problem. Similar to (Edwards & Storkey, 2016) and various papers following this, we model two agents with competing objectives:

- An auto-encoder $e$ with corresponding decoder $d$ representing the actor; and
- A classifier $h$ representing the adversary.

As per usual, $e$, $d$ and $h$ are implemented in this paper using a feed-forward neural network. We aim to find a censored representation $e(X)$. The objective of the adversary is to predict $S$ from the censored representation $e(X)$, while the aim of the actor is to learn this censored representation such that $d(e(X))$ is as close to $X$ as possible (the normal objective of an auto-encoder) and to deny the adversary from being able to learn $S$ from $e(X)$.

To make these notions precise, let $\mathcal{L}_{e,d}^{\text{act}}$ be the loss of the auto-encoder. We set this loss to be the mean-squared error (MSE), otherwise known as the reconstruction error:

$$\mathcal{L}_{e,d}^{\text{act}} = \frac{1}{|X|} \sum_{x_i \in X} \|x_i - d(e(x_i))\|^2_2$$

Moreover, we set the loss of the adversary to be the negative cross-entropy loss over $S$:

$$\mathcal{L}_{e,h}^{\text{adv}} = \frac{1}{|X|} \sum_{s_i, \hat{s}_i \in S, h(e(x))} s_i \log(\hat{s}_i) + (1 - s_i) \log(1 - \hat{s}_i)$$

Note that the above formulation, following the convention of (Edwards & Storkey, 2016) and (Madras et al., 2018), takes the negative of the usual cross-entropy. Defining the loss as a maximization problem rather than a minimization one, allows us to state a joint objective of the actor and adversary in the form of a min-max problem. Particularly, we let $\mathcal{L}(e, d, h)$ be the joint loss, and we define it as a weighted sum of $\mathcal{L}_{e,d}^{\text{act}}$ and $\mathcal{L}_{e,h}^{\text{adv}}$:

$$\mathcal{L}(e, d, h) = \mathcal{L}_{e,d}^{\text{act}} + \alpha \mathcal{L}_{e,h}^{\text{adv}}$$

Here $\alpha$ is some predetermined chosen hyperparameter denoting the importance of $\mathcal{L}_{e,d}^{\text{act}}$ over $\mathcal{L}_{e,h}^{\text{adv}}$. Since we consider the negative cross-entropy loss, the aim is to minimize this loss under the assumption that the adversary is trying to maximize this. Thus, our aim is to find $e$ and $d$ which satisfy the following:

$$\min_{e,d} \max_h \mathcal{L}(e, d, h)$$

Once we have found such an $e$ and $d$, we are usually only interested in the censored representation $e(X)$, which as noted earlier can be embedded in a different space than $X$. However, sometimes we are interested in the censored original representation $d(e(X))$, since these representations share a lot of the inherent properties of $X$ both dimension- and structure-wise. Thus, depending on the use case and task, we may choose to use $e(X)$ or $d(e(X))$ as the censored data.

### 3.1. Restricting the Hypothesis Space

A big problem with the joint loss function $\mathcal{L}(e, d, h)$ is the correct choice of $\alpha$. This hyperparameter needs to be selected beforehand, and it has a large impact on the representations we learn. Since (1) we have no a priori knowledge on how $\mathcal{L}_{e,d}^{\text{act}}$ and $\mathcal{L}_{e,h}^{\text{adv}}$ relate for a given $X$ and $S$, (2) choices of $\alpha$ give us no formal guarantee on the censoring ability of the encoder, and (3) a choice of $\alpha$ is hard to explain to the relevant stakeholders, any choice of $\alpha$ is hard to justify and interpret. Additionally, low and high values for $\alpha$ could cause the trivial function to be learned, i.e. either the encoder learns an uncensored representation, or a constant function is learned.

In order to eliminate these problems, we propose a different objective function. More often than not, the censoring capabilities of the target function are a hard constraint on the resulting model. We recognize that perfect censoring is in most cases not feasible, and as such these hard constraints should define a hypothesis space of possible target functions. An example hard constraint could be that we do not wish that a very competent adversary receives above 60% accuracy on trying to classify the gender based on a loan application. Such a hard constraint solves the problem of not having a formal guarantee of the target function, and is both more intuitive and explainable to the relevant stakeholders.

To formalize this, we assume a score function $\text{score}_{X,S,e}(h)$ and accompanying threshold $T$ which evaluates the performance of adversary $h$ based on data $X$, $S$ and encoder $e$. The constrained hypothesis space $\hat{E}$ for $e$ can be defined as follows:

$$\hat{E} = \{ e \mid \text{score}(\arg\max_{X,S,e} \mathcal{L}_{e,h}^{\text{adv}}) \leq T \}$$

We assume that $\text{score}$ and $T$ are chosen in accordance with the distribution of $S$ such that $\hat{E}$ is nonempty, e.g. if we are interested in accuracy, $T$ should at least be 50%. The global objective is now to simply to minimize $\mathcal{L}_{e,d}^{\text{act}}$ by only considering encoders from the viable hypothesis space $\hat{E}$:

$$\min_{e \in \hat{E}, d} \mathcal{L}_{e,d}^{\text{act}}$$

In order to find solutions in $\hat{E}$, different optimization meth-
ods need to be used. One of the main contributions of this paper is that we supply such an algorithm.

4. Our Approach

In this section we will work towards a novel algorithm for learning better censored representations. Before delving into the technical details, it is worthwhile to discuss the shortcomings of the current approach. As mentioned in (Edwards & Storkey, 2016), (Madras et al., 2018), and various other papers, it is very difficult to train these models due to the unstable dynamic between the actor and the adversary. This is true for adversarial learning in general because of the underlying saddle point optimization problem. Different approaches in literature have been proposed to stabilize adversarial networks, ranging from simple solutions such as early stopping or weight clipping (Arjovsky et al., 2017) to more intricate ones such as adding extra stabilizing steps (Yadav et al., 2018).

In the context of our setting, it is worthwhile to investigate what the root cause of the instability is. During training, the adversary is too competent if the adversary is too competent and the size of the gradients is also mentioned in (Edwards & Storkey, 2016), but not further explored.

Now consider what this means when we are actually training and updating the actor and adversary. When we adjust the weights of the actor and adversary in turns, as described in (Goodfellow et al., 2014), we run the risk that the adversary will never be sufficiently competent in the task. This is particularly true when we use a strong adversary with a lot of parameters, which typically need more batches to properly converge. This means that we are constantly making big weight adjustments in an imprecise direction, which again causes the adversary to be incompetent. On the other hand when we train the adversary in the inner loop, apart from it being very inefficient, we would also run the risk of the adversary being too strong, and not being able to make any meaningful updates.

To mitigate these problems and to make the training process more stable, we introduce the notion of dampening in the next section. Afterwards we will discuss the notion of stacking, allowing us to continuously increase the censoring capabilities of the encoder. Dampening, in combination with stacking forms the basis of our novel algorithm.

4.1. Dampening

Dampening is a function that will serve as a stabilizing method of our algorithm in the interaction between actor and adversary. As we will see, dampening returns a number between 0 and 1 denoting how much information the classifier has over a training sample. First, let us define $g$ as a function over subsets $S'$ of our protected variable $S \subseteq S'$:

$$g(S') = \frac{1}{|S'|} \max \left( \sum_{S'_i \in S'} s'_i, \sum_{S'_i \in S'} 1 - s'_i \right)$$

In words, $g(S')$ represents the best possible accuracy a predictor can receive when using only information about $S'$. Observe that since the protected variable is binary, $g(S') \in [0.5, 1]$. The role of $g(S')$ is to serve as a baseline guessing accuracy.

Using this guessing accuracy, we can define dampening $d$. In the below definition, we use $\text{acc}(f, X', S')$ as shorthand notation to denote the accuracy score of $f$ on training sample $X', S'$.

**Definition 4.1** (Dampening). Given a classifier $f$ and training sample $X', S'$, dampening $d$ is defined as:

$$d(f, X', S') = \frac{\max(0, \text{acc}(f, X', S') - g(S'))}{1 - g(S')}$$

Whenever $g(S') = 1$, we set $d(f, X', S') = 0$.

In words, dampening $d(f, X', S') \in [0, 1]$ tells us the percentage decrease of number of misclassifications would we
use $f$ instead of guessing the most frequent label in the sample. Whenever dampening is 1 for $f$, we know that $f$ achieves perfect accuracy on the training sample $X', S'$, and whenever dampening is 0 we would be no worse off by just informed guessing. Thus, dampening is a measure of information a classifier has over a certain classification task. An important property of dampening is that it is contained within the unit interval, meaning that when we use it as a scaling factor the corresponding result will never be larger than the original value. We experimented with different notions of bounded information, such as the standard Pearson correlation and the $\phi$-coefficient (MCC), but found dampening to work the best for a variety of tasks. We suspect it is due to its linear scaling with the number of correctly classified samples whenever its value is nonzero; a small increase in correctly classified samples translates in a small increase in dampening, and vice versa for a big increase.

4.2. Stacking

Stacking is a technique for censoring which was recently introduced in (Kenfack et al., 2021). The idea is that during training we start out with a simple encoder which learns a censored representation. After this initial training phase, we freeze the encoder and append a new trainable one. This process continues until we are completely done with training. Another perspective on this process is that once we learn a censored representation, we recursively start over on a completely new training process, except that we use the censored representation as the new input. The key idea behind stacking is that once a censored representation is learned and frozen, it is highly likely that some information about the protected variable is lost for good. Thus in theory, repeating the stacking operation can give us representation with arbitrary strong censoring properties.

It is important to note that the authors found that stacking did increase censoring over the original approach, but unsurprisingly also comes at the cost of reconstruction error. In other words, stacking should preferably be combined with a very careful and stable censoring algorithm, which in our case is handled by the addition of dampening. Stacking together with dampening serves the basis for our algorithm, which as we will see outperforms the basic approach in both censoring and reconstruction.

4.3. The Algorithm

In Algorithm 1 we propose our new algorithm called ALFR-DS (“Adversarial Learned Fair Representations using Dampening and Stacking”). This algorithm differs from basic ALFR, as discussed in (Edwards & Storkey, 2016), on three key aspects:

- We introduce a different loss function for the actor and adversary, instead of the same function $L(e, d, h)$ as given in Section 3 for both.

- We use an inner loop for normal backpropagation, and add an extra outer loop which incorporates stacking. An extra termination condition is added which allows us to find solutions in the restricted hypothesis space $E$, as defined in Section 3.1.

- We train the actor and adversary concurrently instead of interleaved.

In the description of the algorithm, we use $L_{e,d}^{act}(X')$ and $L_{e,h}^{adv}(X', S')$ to denote the loss functions defined in Section 3 applied to $X'$ and $S'$. We use $\theta^{act}$ and $\theta^{adv}$ to refer to the model parameters of the actor ($e$ and $d$) and subsequently the adversary ($h$). The fixed learning rate $\eta$ can be replaced with a parameter-dependent dynamic one: in all of our experiments we have found the Adam optimizer to work the best (Kingma & Ba, 2014).

The role of dampening in the algorithm is to act like a “fuzzy” turn-taking mechanism: whenever the adversary is weak, $\delta$ will be close to 0 in our algorithm. This means the actor will hardly use the loss of the adversary in updating the censored representations, i.e. it will act like a normal auto-encoder. Since representation learning in a normal auto-encoder is stable, it gives the adversary time to learn and catch up. Whenever the adversary is strong, $\delta$ will be close to 1, meaning the adversary will hardly update itself. This allows the auto-encoder to incorporate the loss of the adversary and learn a new censored representation. In other words, the actor can catch up. This is how dampening stabilizes the learning process: it gives either the actor or the adversary time to catch up, resulting in only informative updates of the model. In our experiments we found that

| Algorithm 1 ALFR-DS |
|---------------------|
| Initialize $e = id$ {Start with the ”empty” encoder.} Initialize $\theta^{act}$ and $\theta^{adv}$ randomly. |
| repeat |
| Initialize $\epsilon_{new}$ randomly. |
| $e = e_{new} \circ e$ {Add new encoder to the (frozen) stack.} |
| repeat |
| $X', S'$ = random mini-batch from $X, S$ |
| $L^{act} = L_{e,d}^{act}(X')$ |
| $L^{adv} = L_{e,h}^{adv}(X', S')$ |
| $\delta = d(h \circ e, X', S')$ |
| $\theta^{act} = \theta^{act} - \eta \cdot (\nabla_{\theta^{act}} L^{act} + \delta \cdot \nabla_{\theta^{adv}} L^{adv})$ |
| $\theta^{adv} = \theta^{adv} + \eta \cdot (1 - \delta) \cdot \nabla_{\theta^{adv}} L^{adv}$ |
| until Sufficient epochs reached. |
| Freeze encoder $e$. |
| until $score_{X,e}(h) \leq T$ or Deadline reached. |
We present experiments on two standard widely used benchmarks, we chose to use the Database of Handwritten Datasets (ACL-IMDb) (Maas et al., 2011). Uneven distributed in nature. It is often not clear how to anonymize a single digit while also keeping the data intact. Moreover, it is a widely spread used dataset, which allows us to easy replicate results. Finally, the censored original space allows us to visually inspect the censoring quality of the network.

In Figure 1 we get a first sample of the different outputs of ALFR-DS(3) (middle) and ALFR (LR) (bottom). In one instance ALFR-DS censors an 8 to a 3 and in another instance an 8 to a 6. From this visual inspection, it is clear
that a lot more information is lost about the original images with ALFR. We tend to see an “imprint” of an 8 across most images in the censored representations. Although we suspect that ALFR-DS retains more information, the results are shown in the next section.

### 5.3. ACL-IMDb

Closely related to (Sweeney & Najafian, 2020) and (Kenna, 2021) where they perform a debiasing on word embeddings, we are concerned with removing sentiment bias from sentence embeddings. Motivated by what we wrote in the introduction, this task is very reminiscent of an actual problem we might encounter, and the main inspiration for our algorithm. The dataset contains 25,000 reviews of movies, which are either labeled positive (1) or negative (0). We set our protected variable S to be equal to this. To get our representations, we embed each review to a 512-dimensional vector using the latest Universal Sentence Encoder for English (Cer et al., 2018).

In order to get an idea of the importance of censoring sentiment in the context of topic mining, we perform the following data exploration. First we perform K-Means clustering (K=20) on the data, and set these clusters to be the topics. Next, we compute for each topic the top correlated words using Pearson correlation. For each topic, we use the top 3 correlated words as a topic description. The result is shown in Table 1 for both the original and censored representations using ALFR-DS. The words in bold are related to sentiment. We can see that in the uncensored representations, we have several topics which are centered around sentiment (“worst, waste, bad” and “great, recommend, excellent”), while our representations are fairly objective apart from a few sentiment-related words. Thus, if we want to find topics using a prelearned representation which are not biased by sentiment, it is important to censor the representations first.

### 6. Results

As previously mentioned, the aim is to find censored representations with low reconstruction error and for which adversaries receive low accuracy scores for predicting S. In Figure 2 and Figure 3 we can see the reconstruction error for ALFR-DS, ALFR and Uncensored for the MNIST and ACL-IMDb task respectively during training time. Final reconstruction errors on a separate test set are not reported since they are equivalent of the final reconstruction error on the train set.
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Figure 3. Reconstruction error (MSE) over 30 epochs for the ACL-IMDb task.

Table 2. All the accuracy scores of different adversaries with increasing strength trained on the final representation as learned by ALFR-DS and ALFR. Lower is better, and best is highlighted in bold.

| Algorithm          | MNIST       | ACL-IMDb    |
|--------------------|-------------|-------------|
|                    | LR     | MLP | LR     | MLP |
| ALFR-DS(1)         | 0.91 ± 0.01| 0.98 ± 0.01| 0.58 ± 0.03| 0.61 ± 0.04|
| ALFR-DS(2)         | **0.90 ± 0.0** | 0.95 ± 0.01| **0.53 ± 0.02** | 0.54 ± 0.02|
| ALFR-DS(3)         | 0.91 ± 0.0 | **0.93 ± 0.02** | 0.53 ± 0.03 | **0.53 ± 0.03** |
| ALFR (LR)          | 0.92 ± 0.03| 0.95 ± 0.01| 0.62 ± 0.14 | 0.65 ± 0.13 |
| ALFR (MLP)         | 0.93 ± 0.02| 0.95 ± 0.01| 0.68 ± 0.12 | 0.69 ± 0.12 |
| Uncensored         | 0.96 ± 0.0 | 0.99 ± 0.0 | 0.79 ± 0.01 | 0.81 ± 0.0 |

Table 2. The results for the final accuracy scores once a censored representation is learned is reported in Table 6. The lowest theoretical accuracy that can be achieved due to the distribution of $S$ is 0.9 for the MNIST task, and 0.5 for the ACL-IMDb task. The highest possible accuracies are reported for Uncensored. Again ALFR-DS achieves superior results in both censoring and reconstructing over ALFR. Specifically with respect to the ACL-IMDb task, we see that ALFR has much more variation in the reported accuracies in comparison to ALFR-DS, which is due to the unstable nature of ALFR. It is clear from the results that the number of stacked encoders in ALFR-DS does come at the cost of reconstruction. Particularly, ALFR-DS(1) in both tasks is greatly outperformed by ALFR-DS(3) in terms of censoring, however ALFR-DS(1) leaves much more of the data intact. It is thus clear that a balance has to be struck between censoring and reconstruction, which is normally handled by the algorithm with the use of the score function with accompanying threshold $T$. In both tasks when it comes to censoring, ALFR-DS(2) and ALFR-DS(3) perform similarly except when a strong nonlinear MLP adversary was tasked to predict $S$, in which case it becomes clear that ALFR-DS(3) has greater censoring capabilities. It is noteworthy to observe that ALFR(LR) outperforms ALFR(MLP) for censoring even though a weaker adversary was used during training. The reason is that LR converges much faster, and thus gives a more informative loss signal to the actor after each turn. Due to dampening, ALFR-DS does not have this problem and can reliably be used against strong adversaries.

As already mentioned, we have only reported results for ALFR when $\alpha = 1$. We have found that ALFR-DS outperforms ALFR in both censoring and reconstruction for almost all values of $\alpha$, except for the cases when ALFR learns the trivial functions, i.e. an uncensored encoder or a constant function.

7. Conclusions

In this paper, we have given a novel algorithm that uses dampening to stabilize the interaction between actor and adversary, and uses stacking to learn strong censored representations within a restricted hypothesis space. This algorithm outperforms the current approach in both censoring and reconstruction, as shown in our empirical results.

It should be noted that in this adversarial approach, the censoring capabilities are highly dependent on the strength of the adversary we train against. If we censor against a weak opponent, a strong opponent might still be able to uncover some of the unwanted bias. We believe it would be interesting to consider a setting where we train against multiple adversaries in increasing complexity and strength in order to decide what the optimal trade-off between reconstruction and censoring is.

Another line for future research is to address the increasing complexity of the encoder during training. It is often unwanted for reasons of efficiency to use large models. Moreover, such a model may contain a lot of redundancy, since the completion of the inner loop of our algorithm does not guarantee that the encoder is always optimally converged. Perhaps recent advances in Neural Network Compression can assist with this.
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