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SUMMARY In 2019, a completely new algorithm, spherical evolution (SE), was proposed. The brand new search style in SE has been proved to have a strong search capability. In order to take advantage of SE, we propose a novel method called the ladder descent (LD) method to improve the SE population update strategy and thereby propose a ladder spherical evolution search (LSE) algorithm. With the number of iterations increasing, the range of parent individuals eligible to produce offspring gradually changes from the entire population to the current optimal individual, thereby enhancing the convergence ability of the algorithm. Experiment results on IEEE CEC2017 benchmark functions indicate the effectiveness of LSE.
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1. Introduction

In the last two decades, complex optimization problems in the real world have become the focus of research. To solve these problems, various nature-inspired meta-heuristic algorithms have been constantly proposed [1]. These algorithms can be classified into three main classes: evolutionary, physics-based and swarm intelligence (SI) [2] algorithms.

Evolutionary algorithms (EA) are usually inspired by biological evolution, such as reproduction, mutation, recombination and selection. The most popular type of EA is the genetic algorithm (GA) [3], [4]. Proposed by Holland in 1992, GA simulates population evolution in nature. Differential evolution [5]–[7] is a powerful algorithm as well, which is based on vector differences and therefore primarily applicable to numerical optimization problems.

Physics-based algorithms typically mimic physical rules. Gravitational search algorithm (GSA) [8]–[10] is one of the physics-based algorithms. The search agents of GSA are a collection of masses that interact with each other based on the Newtonian gravity and the laws of motion.

SI is the collective behavior of decentralized and self-organized systems which may be natural or artificial, and the SI algorithm is obtained by simulating these behaviors. The search agents of the SI algorithm navigate using the simulated collective and social intelligence of creatures. Some of the most popular SI algorithms are ant colony optimization [11] and artificial bee colony [12], [13].

SE [14] is a typical EA with a spherical search style. It’s widely accepted that an excellent meta-heuristic algorithm is expected to achieve a good balance between exploration and exploitation [15]. In order to strengthen the exploitation ability of SE, we innovatively propose a new population update strategy for SE. As the number of iterations increases, the number of the parent individuals participating in the iteration decreases in a step-down manner. Individuals who have the opportunity to produce offspring are reduced from all individuals in the population to the current optimal one in the population. This new population generation method, namely Ladder Descent (LD) method, enables SE to concentrate the search around the promising solutions, thus accelerating its convergence and obtaining better solutions.

The main contributions of this paper can be summarized as follows:

1) To our best knowledge, we are the first to improve the update strategy of SE population, which not only enhances the optimization ability of SE, but also gives more insights into the search dynamics of SE.

2) Experimental results based on thirty IEEE CEC2017 benchmark function instances show the superiority of the proposed method in comparison with the original one. The results can increase the interests in research on meta-heuristic algorithms, thereby promoting the development of related fields.

2. Spherical Evolution

Firstly, SE is briefly introduced. There are seven variants of SE. In this study, we choose SE04 [14] as it performs the best among all variants. According to Tang [14], the search operators of metaheuristic algorithms have some common characteristics or patterns, which can be represented as:

\[
X_{i,j}^{new} = X_{i,j}^{old} + \sum_{k=1}^{n} SS \left( C_{i,j}^k + D_{i,j}^k \right) \tag{1}
\]

where \(X^{new}, X^{old}, C\) and \(D\) denote four solution sets by four populations and each population is represented with \(\text{popsize}\)
rows and \( \text{Dim} \) columns. \( n \) denotes the number of updating units; \( SS \left( C^k, D^k \right) \) represents the updating units in the search operator and decides the search style.

The update formula of a single individual in the matrix of SE can be represented as:

\[
X^\text{new}_j = X^\text{old}_j + \sum_{k=1}^{n} SS \left( C^k_j + D^k_j \right)
\]

\( j = 1, 2, \ldots, \text{Dim} \)

where \( X^\text{old}_{R,j} \) is an individual randomly selected from the parent matrix. \( R \) represents the serial number of the individual, and it is a random integer between 1 and \( \text{popsize} \). This way of selecting individual parents focuses on ensuring the diversity of the population in the iterative process.

The updating units of SE can be represented as Eqs. (3)–(7) in high-dimensions, two-dimensions and one-dimension, respectively [16].

\[
SS_{\geq 3} \left( C_{i,j}, D_{i,j} \right) = SF() \cdot \left\| C_{i,*} - D_{i,*} \right\|_2 \cdot \prod_{k=j}^{\text{dim}-1} \sin \left( \theta_i \right), j = 1
\]

\[
SS_{\geq 3} \left( C_{i,j}, D_{i,j} \right) = SF() \cdot \left\| C_{i,*} - D_{i,*} \right\|_2 \cdot \cos \left( \theta_{j-1} \right) \cdot \prod_{k=j}^{\text{dim}-1} \sin \left( \theta_i \right), 1 < j \leq \text{dim} - 1
\]

\[
SS_{\leq 2} \left( C_{i,j}, D_{i,j} \right) = SF() \cdot \left\| C_{i,*} - D_{i,*} \right\|_2 \cdot \cos \left( \theta_{j-1} \right), j = \text{dim}
\]

\[
SS_{\leq 2} \left( C_{i,j}, D_{i,j} \right) = SF() \cdot \left\| C_{i,*} - D_{i,*} \right\|_2 \cdot \sin \left( \theta \right)
\]

\[
SS_{\leq 1} \left( C_{i,j}, D_{i,j} \right) = SF() \cdot \left[ C_{i,j} - D_{i,j} \right] \cdot \cos \left( \theta \right)
\]

where \( SF() \) denotes a scale factor that can appropriately adjust the radius length, and \( \left\| C_{i,*} - D_{i,*} \right\|_2 \) denotes the radius of sphere computed by Euclidean norm in high dimensions. \( \theta \) denotes the angle between \( C_{i,*} \) and \( D_{i,*} \), and it is generated by a random number of uniform distribution between \([0, 2\pi]\). The dimension size is denoted as \( \text{dim} \) (\( \text{dim} \geq 3 \)).

The main characteristics of spherical search style are the larger search range and undirected search trajectory due to changes in \( \| C_{i,*} - D_{i,*} \|_2 \) and \( \theta \). These characteristics give SE a stronger search ability and enable it to avoid local optimal. In two-dimensional space, the search space of the spherical search style is a whole region of the circle when the angle is adjusted from 0 to \( 2\pi \). The length of the radius is adjusted from 0 to \( |D_i - C_i| \).

3. A Ladder Spherical Evolution Search Algorithm

Based on the study of the SE, a novel LSE algorithm is proposed in this paper. LD changes the way of selecting individuals in the parent population, which not only ensure the diversity of the population in the early stage of the iterative process, but also enhances the convergence ability of the algorithm in the latter of the iterative process. The operators of LD can be represented as:

\[
X^\text{new}_j = X^\text{old}_{A,j} + \sum_{k=1}^{n} SS \left( C^k_j + D^k_j \right)
\]

\( j = 1, 2, \ldots, \text{Dim} \)

where \( X^\text{old}_{A,j} \) denotes the parent individual who is eligible to participate in the iteration. We first numbered all the individuals in the population in the order of fitness value in a descending order. Then we use \( A \) to screen the individuals in the parent population to generate \( X^\text{old}_{A,j} \). The symbol \( A \) represents the serial number of the individual, and it is a random integer between 1 and \( P \). For example, when the value of \( A \) is 1, \( X^\text{old}_{A,j} \) represents the parent individual ranked first in the population, that is, the parent individual with the best fitness value. \( P \) is an upper limit, and its value decreases stepwise as the number of iterations increases. It can be represented as:

Fig. 1 Different population update methods of SE and LSE.
where \( P = [(1 - \frac{it}{maxiter}) \cdot popsize] \) (9)

where \( it \) represents the current number of iterations, and \( maxiter \) is the maximum number of iterations.

The difference of population update strategy of the original SE and LSE are illustrated in Fig. 1, where the red dot represents the parent individual eligible to produce offspring. \( X_{a,j} \) represents the individual in the population, \( a \) is the serial number of the individual, and the smaller the \( a \), the closer to the current optimal. We can find that during the iteration process of SE, any parent individual has the opportunity to participate in the iteration, thereby generating a diverse of offspring individuals. Different from SE, as the number of iterations increases, the range of parent individuals in LSE who are eligible to produce offspring gradually narrows to the current optimal solution, which thus makes the search concentrate on more promising search regions.

4. Experimental Results

To verify the performance of the proposed LSE, 30 benchmark functions of IEEE CEC2017 composed of unimodal functions (F1–F3), simple multimodal functions (F4–F10), hybrid functions (F11–F20) and composition functions (F21–F30) are applied to the experiment. We tested all functions with the max iteration number of 15000, a population size of 20, a dimension of 30 and each function was run for 30 times.

The experiment results on IEEE CEC2017 are summarized in Table 1 where the highlighted ones are the best. For each function, the symbol + (i.e., win) which means that LSE performs significantly better (i.e., the obtained \( p \)-value is smaller than 0.05) than SE on the current function via the Wilcoxon rank-sum test at a significant level \( \alpha = 0.05 \) [17]. Similarly, symbol - (i.e., lose) means that the \( p \)-value of the comparative algorithm is less than or equal to 0.05, suggesting that the LSE is worse than SE on the function. Symbol ~ (i.e. tie) denotes that the \( p \)-values of two algorithms are greater than 0.05, indicating that there is no significant difference on one function between both algorithms. Totally, W/T/L shows the number of win, tie and lose between the two algorithms according to statistical analysis. Its value of 18/12/0 suggests that LSE performs better than SE on 18 functions out of all 30 tested functions.

Furthermore, the analysis results of the Wilcoxon matched-pairs signed-rank test are also presented in Table 2 by only considering the mean value of each function. We can find that the exact \( p \)-values is less than 0.05, which means that LSE performs significantly better than SE on IEEE CEC2017 test suit.

Figure 2 illustrates convergence graphs for three typical functions F10, F12, and F30. The abscissa and ordinate represent the number of iteration and the average of best-so-far
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solutions, respectively. From these results, we can find that LSE converges faster than SE. Figure 3 depicts box-and-whisker graphs. The top and bottom line in the figure represents the maximum and minimum value in fitness except for outliers, respectively. The upper and lower borderline of the rectangle represents the upper and lower quantiles, respectively. The line in the middle of a rectangle represents the median. The results show that the values of all types of lines of LSE are smaller than SE. These characteristics reveal that LSE can not only converge quickly and get rid of local optimum, but also provide the best solutions.

Above all, we can conclude that the experimental results demonstrate that the incorporation of the LD method into SE is effective.

5. Conclusions

In this paper, we propose a LSE algorithm, in which the LD method is added to the SE, thus improving the population update method of the SE population. To assess the performance of LSE, we compare it with original SE on benchmark functions in IEEE CEC2017. Experimental results suggest that the proposed LSE is efficient. The results give a guidance for the related research in the evolution of the population update method in evolutionary algorithms.
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