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In the last ten years, various automated machine learning (AutoML) systems have been proposed to build end-to-end machine learning (ML) pipelines with minimal human interaction. Even though such automatically synthesized ML pipelines are able to achieve a competitive performance, recent studies have shown that users do not trust models constructed by AutoML due to missing transparency of AutoML systems and missing explanations for the constructed ML pipelines. In a requirements analysis study with 26 domain experts, data scientists, and AutoML researchers from different professions with vastly different expertise in ML, we collect detailed informational needs to establish trust in AutoML. We propose XAutoML, an interactive visual analytics tool for explaining arbitrary AutoML optimization procedures and ML pipelines constructed by AutoML. XAutoML combines interactive visualizations with established techniques from explainable artificial intelligence (XAI) to make the complete AutoML procedure transparent and explainable. By integrating XAutoML with JupyterLab, experienced users can extend the visual analytics with ad-hoc visualizations based on information extracted from XAutoML. We validate our approach in a user study with the same diverse user group from the requirements analysis. All participants were able to extract useful information from XAutoML, leading to a significantly increased trust in ML pipelines produced by AutoML and the AutoML optimization itself.
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1 INTRODUCTION

Machine learning (ML) has become a vital part in many aspects of daily life. Yet, building well-performing ML applications is a challenging and time-consuming task that requires highly specialised data scientists and domain experts. The limited availability of data scientists slows down the further dissemination of ML. AutoML aims at improving the current approach of building ML applications in two aspects: (1) ML experts can benefit from automating tedious tasks, including hyperparameter optimization (HPO), leading to higher efficiency and greater focus on more challenging tasks; and (2) domain experts can be enabled to build ML pipelines on their own without having to rely on an ML expert. In the beginning, AutoML was only used for a few aspects of the data science endeavour, e.g., tuning the hyperparameters of a classification algorithm. More recently, huge improvements have been made that enable users to automate the complete process from data encoding, preprocessing, and feature engineering to model building. Lately, researchers have proposed many new approaches for AutoML, which have reached astonishing performances, e.g., [1, 21, 23, 54]. With the ever-increasing degree of automation, understanding and validating the behaviour of AutoML systems becomes inherently more difficult. Although multiple commercial solutions have been released in the past years, e.g., [12, 15, 32], AutoML is still primarily an active research topic and only has a niche existence in the larger ML universe [30].

Currently, AutoML is only seen as a tool aiding human users during their ML endeavour in an interactive fashion [76]. However, current implementations are not designed with human interaction in mind. From a user’s perspective, AutoML systems are a black-box that creates another black-box, namely the ML pipeline, promising to solve their prediction problem. They behave in a take-it-or-leave-it manner without providing users sufficient information about the optimization procedure or the resulting ML pipelines. Without sufficient information, users cannot make an informed and accountable decision: about whether an ML pipeline created via AutoML should be used at all. During their optimization procedure, a multitude of ML pipeline candidates are generated that are all able to solve the given task. However, AutoML systems tend to create extremely diverse candidates with no significant performance differences [80]. Validating and selecting a model from the abundance of provided solutions is a time-consuming task, even for seasoned ML practitioners. For domain experts with no expertise in ML, this task is practically impossible. Furthermore, modern AutoML systems build long and arbitrarily complex ML pipelines by selecting from dozens of ML primitives—each tunable by multiple hyperparameters—, making it inherently impossible for humans to grasp the complete, high-dimensional search space. In combination with the black-box nature of many AutoML systems, it is nearly impossible to understand what is going on during the optimization procedure. This lack of transparency and explainability severely limits the trust in AutoML [14, 19, 44, 73]. Furthermore, this makes the application of AutoML for automated decision making in high-risk domains, like healthcare or finance, impossible.

In this paper, we propose a new visual analytics tool titled eXplainable Automated Machine Learning (XAutoML) for analysing and understanding ML pipelines produced by AutoML systems. This visualization aims to empower all user groups of AutoML, namely domain experts, data scientists, and AutoML researchers, by (1) making the internal optimization procedure and search space of AutoML systems transparent and (2) providing enough information to validate and select automatically synthesized ML models quickly. By combining existing techniques from explainable artificial intelligence (XAI) and visualizations tailored to AutoML, XAutoML provides a holistic visualization that makes the performed optimizations transparent and the synthesized ML models explainable. Users can compare pipeline candidates, analyse the optimization procedure independent of the actually used AutoML system to gain process insights, inspect single ML models to gain data and model insights, and inspect ML ensembles, which are often produced during the AutoML optimization. XAutoML is integrated with JUPYTERLAB [61] to blend with the usual data
science workflow. It provides measures to import the result of an AutoML optimization and export analytical results directly to Jupyter for further manual analysis.

The contributions of our work are summarised as follows:

- XAutoML is the first visual analytics tool for AutoML aimed at establishing trust. By combining existing visualization techniques with methods from XAI, XAutoML can visualize different aspects of the underlying AutoML system as well as the generated ML models in a single holistic framework. It is the first system covering data, model, and process insights all at once. In contrast to existing visual analytics tools for AutoML, XAutoML is not designed for a specific user group but is a toolbox containing information for different user groups.
- In semi-structured interviews, the informational needs of 26 domain experts, data scientists, and AutoML researchers for establishing trust in AutoML are gathered. This is the first structured evaluation of requirements of domain experts for AutoML systems at all.
- We introduce two new visualizations to explain aspects of the AutoML optimization procedures for users with minimal AutoML knowledge. In combination with improved existing visualizations, XAutoML is able to visualize all important aspects of the optimization procedure of state-of-the-art AutoML systems.
- We perform a user study with the same diverse user group from the requirements analysis to validate XAutoML. The study proves that XAutoML is usable and useful for participants from the three different user groups and helps establishing trust in the ML models created by AutoML. Participants highlighted the benefits of integrating the visual analytics with JupyterLab.

The paper is structured as follows: Section 2 introduces related work. In Section 3, requirements for XAutoML are collected based on interviews with potential users and a literature review, followed by the actual design of XAutoML in Section 4. The intended usage of XAutoML is highlighted by case studies in Section 5 and evaluated in user studies in Section 6. The paper closes with a discussion in Section 7 followed by a brief conclusion.

2 RELATED WORK

Our work on visualizing and explaining the decision-making of AutoML systems builds upon a significant amount of related work in the areas of trust in artificial intelligence (AI), XAI and AutoML. Additionally, already existing visual analytics tools proposed for AutoML are introduced.

2.1 Trust in Artificial Intelligence

The issue of defining trust has been discussed in many research areas, for example, psychology and management. For this work, we follow the definition of trust provided by Lee and See [43]: trust is “the attitude that an agent will help achieve an individual’s goals in a situation characterised by uncertainty and vulnerability”. According to Siau and Wang [68], trust of a human in an AI system depends on various factors. Some of those factors—like perception or reviews of other users of an AI system—cannot be affected immediately as they rely on external aspects over which we have no control. However, we have immediate control over the factors transparency and explainability and can improve these. To trust AI applications, humans should be able to observe the internals of an AI system and the AI system should justify its decisions, behaviours, and certainty [79]. In the context of AutoML, both AutoML itself as well as the generated ML pipeline are AI systems that have to be trusted. Consequently, these transparency and explainability factors have to be applied to both AI systems.
Several recent studies have revealed that data scientists do not trust AutoML systems [14, 19, 73, 76]. Even though participants acknowledged that such systems were able to provide high quality solutions [73], they refused to use them as they do not want to be accountable for a model they do not understand [19]. Furthermore, data scientists even argued that AutoML should be limited to people with ML knowledge, to prevent people from "automating bad decisions" [14]. Interestingly, participants of all referenced studies named the limited transparency as well as missing explanations of the final ML model as the main reasons for their limited trust.

### 2.2 Explainable Artificial Intelligence

XAI is the research area concerned with explaining AI systems in a way that can be understood by humans. Usually, automated decision making systems and ML models do not operate in a vacuum; rather they, at least to some extent, have to cooperate with human users. For ML models to be relevant and helpful, humans have to accept decisions made by those models. Yet, humans have the desire to understand a decision or get an explanation because they do not tend to trust decisions made by others blindly. This directly conflicts with the black-box nature of modern ML systems.

Consequently, establishing trust in an AI system is an important motivation for explainability [9]. In the following, several XAI techniques are introduced shortly.

ML can be restricted to models that are inherently interpretable, meaning that the reasoning of a model as a whole can be understood by humans in a reasonable time [47], removing the black-box nature of ML completely. This requires the model to be transparent and the mapping of data inputs to predictions to be comprehensible [17]. Unfortunately, interpretable models, like linear models, usually perform worse than black-box models like support-vector machines (SVMs) or artificial neural networks, implying a trade-off between explainability and accuracy [9, 24].

Instead of relying on interpretable models, surrogate approaches explain an arbitrary black-box model by producing similar predictions using an interpretable model. Global surrogates are trained to approximate a black-box model on the complete input space [52], for example approximating an artificial neural network with a decision tree [66]. In contrast, local surrogates are only valid for single data instances and their direct vicinity. Consequently, only local insights of a black-box ML model can be obtained.

As an alternative to explaining the black-box model, XAI techniques can also be used to explain the relation of input features to the dependent variable. Partial dependence plots (PDPs) visualize the average relation of a set of input features to the target variable marginalised over all other features [25]. Similarly, independent conditional expectations (ICEs) visualize the marginal performance of single-data instances separately [28]. Finally, permutation feature importance [7] measures the impact of single features on the predictive power of an ML model. By randomly shuffling the values of a single feature, the relation of the feature with the dependent variable is broken. As a consequence, important features should induce a large accuracy decrease of the ML model while unimportant features should not influence the accuracy at all.

### 2.3 Automated Machine Learning

The term AutoML summarizes systems and techniques that enable an automated creation of fine-tuned ML pipelines with minimal human interaction [80]. Those techniques promise to enable domain experts without knowledge of ML or statistics to build ML pipelines on their own. In addition, data scientists can increase their productivity by automating specific steps of their workflow.
In the beginning, AutoML methods covered only single aspects of creating an ML pipeline. The earliest works in AutoML focused on optimizing the hyperparameters of a single ML algorithm [5, 34]. Specialised systems only consider feature engineering [11, 38, 42] or the composition of multiple ML primitives into complex pipeline structures [18, 41]. More recently, AutoML systems that are capable of synthesising fine-tuned pipelines, including data cleaning, feature engineering, and modeling, have emerged [23, 51, 54, 70, 81].

Given an input data set, a loss function, and a predefined search space, AutoML systems use a variety of different strategies to generate ML pipelines. For example, auto-sklearn [23] uses Bayesian optimization for algorithm selection and hyperparameter optimization, TPOT [54] uses genetic programming for building complex shaped pipelines and HPO, ATM [70] combines multi-armed bandit learning with Bayesian optimization for optimizing the hyperparameters of a fixed pipeline and dswizard [81] combines Monte Carlo tree search (MCTS) for pipeline structure search with Bayesian optimization for HPO.

Modern AutoML systems incorporate many techniques from standard ML to boost the performance of the synthesized end-to-end pipelines, e.g., [2, 21, 23, 80]. Those techniques aim to either decrease the optimization duration, like hierarchical search spaces or multi-fidelity approximations, or improve the predictive performance, for example via ensemble learning. Although those techniques are helpful for the optimization, they make the optimization procedure more complex and difficult to understand.

Applying XAI techniques to AutoML has been tested in a few publications. Freitas [24] suggests restricting AutoML to only interpretable models and shows that this limitation only induces non-significant performance decreases. Yet, when complete end-to-end pipelines are synthesized, having an interpretable model does not explain the complete pipeline. AutoPrognosis [2] creates explanations of the final model using decision lists as a global surrogate. Finally, Amazon SageMaker Autopilot [15] makes the optimization procedure more transparent by exporting ready-to-use Jupyter notebooks containing models tested during the optimization.

2.4 Visual Analytics for AutoML

In the context of AutoML, two different groups of visual analytics tools exist: (1) tools for explaining the AutoML optimization procedure and (2) tools assisting a user with selecting one of the constructed ML models. Besides presenting new visual analytics tools for AutoML, recent studies have analysed the desired interactions between AutoML systems and human users. Those studies are analysed in more detail during the requirements analysis in Section 3.

Explaining the AutoML Optimization. Some AutoML systems provide basic visualizations about the optimization procedure to offer some degree of transparency. These include the performance of all tested candidates over time [1, 23] and a parallel coordinate view [37] to visualize all evaluated hyperparameters for single models [1, 29, 46, 48]. Although those methods allow the inference of valuable information for experienced users, many important details, like any information about the behaviour of the constructed pipelines, are missing.

While parallel coordinates are easy to understand for a single algorithm with a few hyperparameters, they become confusing for complete pipelines. AUTOAIViz [78] introduces conditional parallel coordinates (CPC) to visualize hyperparameters of complete sequential pipelines produced by AUTOAI [75]. By stacking parallel coordinates hierarchically, users are only presented with a limited number of axes at once, namely one axis for each step in the pipeline. Stacked axes can be expanded to reveal individual hyperparameters. ATMSeer [77] provides both transparency and controllability for ATM [70], the underlying AutoML system. Users can observe the optimization progress—selecting a classifier and optimizing its hyperparameters—and the performance of the generated ML models in real-time with different
granularity. In addition, users can control the optimization procedure and adjust the search space in-place during an optimization. **Hypertendril** [56, 57] focuses on visualizing the HPO search strategy of AutoML systems. By combining a parallel coordinates view with a scatter plot of sampled values of a limited set of hyperparameters over time, users are able to distinguish different search strategies. In addition, **Hypertendril** provides an estimate of the hyperparameter importance to guide users while adjusting the search space. All aforementioned visualization tools require a fixed pipeline structure. In contrast, **PipelineProfiler** [55] specializes on comparing different pipeline structures visually. A comprehensible visualization of different pipelines structures is provided by merging multiple structures into a single directed acyclic graph (DAG). Additionally, **PipelineProfiler** provides the option to render the visualization directly in Jupyter.

While those visualization tools provide valuable insights, there are still severe limitations: All presented frameworks can either handle different pipeline structures or provide insights for hyperparameter optimization, but considering both aspects simultaneously is crucial for modern AutoML systems. Other important aspects like ML ensembles or data inspection are completely ignored. While the integration of a visual analytics tool with a single AutoML system enables detailed inspections and control over this system, it basically prevents the application to other AutoML systems. An AutoML visualization should be compatible with multiple AutoML systems to be relevant for a wide user basis. With **XAutoML** we aim to overcome these limitations.

**Visual Analytics for Model Selection.** As AutoML systems produce numerous different models with very similar performances during their search procedure, assessing the performance and finally selecting a model is a challenging task for users. Various visual analytics systems have been proposed to assist domain experts with model selection: EMA [10], **CLaVis** [33], **Visus** [65], and **Boxer** [27] provide a ranking of evaluated candidates and options to compare the performance of multiple models using different metrics and confusion matrices. While **Boxer** especially focuses on the analysis of fairness, accountability, transparency, and ethics (FATE), EMA and **Visus** provide a front-end to guide domain experts during initial exploratory data analysis and specifying an AutoML optimization procedure. **CLaVis** focuses on comparing models using different scores like the performance or used hyperparameters. Even though those visual analytics tools provide simple performance statistics of ML models, no explanation of the actual model behaviour in terms of XAI is provided to aid users in selecting ML models for high-risk domains requiring further model reasoning [26]. **explAIner** [69] combines various explanation techniques in a single interactive user interface allowing users to explain various aspects of an ML model. Yet, **explAIner** is limited to evaluating a single model at once making it unsuited for AutoML.

Our approach not solely aims at assisting users in selecting a well-performing model, but it is also intended to provide enough information to establish trust in the selected model. This implies that model explanations should be considered as an additional factor for model selection besides the pure model performance. As those visual analytics tools are exclusively targeted on domain experts, crucial information about the ML model, like the pipeline structure, are hidden on purpose, making those tools less suited for experienced ML users. With **XAutoML**, we aim to overcome these limitations allowing users to select the aspects of a model analysis they are interested in. Finally, all mentioned papers failed to actually collect potential requirements from domain experts. We aim to fill this gap by performing a requirements analysis prior to designing **XAutoML**.
3 REQUIREMENTS ANALYSIS

We want to understand the needs for visual analytics of AutoML practitioners. Therefore, we first collect the requirements from different user groups through a literature review in combination with semi-structured interviews. Based on these results, we identify commonly requested explanations when using AutoML systems and distill them into three key analytical needs that visualization can solve. Finally, we formulate four design goals for XAutoML.

3.1 Collecting Informational Needs for Trust in AutoML

Various studies have collected potential requirements from data scientists regarding the use of AutoML [19, 45, 73, 74]. The important message from all these studies is that participants refused to use an ML model constructed by AutoML just because it performed well. Instead, further insights to validate the ML model were requested, e.g., to explain the behaviour of a model due to legal constraints. In addition, more information about the optimization procedure was desired, including information about other evaluated ML models and the internal reasoning of the optimizer. Finally, data scientists wanted to have the ability to modify the constructed ML model to adapt it to their personal preferences.

To the best of our knowledge, no study has evaluated the requirements of domain experts for using AutoML systems with or without visual analytics. Therefore, we performed a requirements analysis to collect important aspects affecting trust in AutoML from a diverse user basis covering domain experts, data scientists, and AutoML researchers.

In our study, we conducted a card-sorting exercise to understand informational needs in visual analytics for AutoML. Participants were given a set of digital cards containing explanations of and information about various parts of the AutoML optimization procedure. Each card contained a verb, i.e. "view", "know", and "compare", followed by a single piece of information related to either the AutoML system itself or the produced ML models. For example, one card stated "View statistics of input data" and another stated "View global surrogate for model". Each card was accompanied by an example visualization. Figure 1 contains the according visualizations for the previous examples.

We created 24 different cards based on similar studies for data scientists [19, 45] and requested information in interviews with AutoML users [14, 73]. These cards, denoted as R01 to R24, covered various aspects of data (examining the processed data), process (understanding the AutoML procedure), and model (explaining the ML model) insights. The complete set of cards and the raw results are available in Table 4 in the Appendix. Besides the predefined digital cards, participants were encouraged to add cards with additional information or explanations that they would be interested in. Participants were asked to rank the available cards from most to least important for establishing trust in AutoML and the models produced by it.

For this study 26 participants with a diverse background were recruited. Participants were acquired via a snowball sampling method, beginning the with colleagues involved in data science and fellow researchers. 46% of the participants...
assigned themselves the role data scientist, 42% domain expert, and 12% AutoML researcher. However, many participants also stated that a clear assignment to just one of these roles is difficult. The participants’ professions included manufacturing (34%), information technologies (27%), healthcare (23%), finance (4%), automotive (4%), graduate student (4%), and business administration (4%).

Prior to the study, participants were informed about the nature of the study and its procedure. As we did not expect all participants to have prior experience with AutoML, we provided a baseline AutoML interface based on screenshots of a commercial AutoML system excluding easily identifiable features like the company’s logo or name. We also provided an introduction to AutoML from an end-user perspective. The goal was to familiarise participants with the high-level design goals of AutoML and to generate a general understanding of how AutoML can aid them in their work.

Although participants were given the opportunity to add their own cards, only seven decided to use this option. Therefore, we first discuss the results of the pre-defined cards before considering the additional cards in more detail.

Figure 2 provides the ranking of the importance of the 24 predefined cards grouped by domain experts and data scientists. We treat data scientists and AutoML researchers as a single group for better readability and because it does not distort the results dramatically. As expected, domain experts and data scientists rank information about the final performance of a model, in textual (R17) or visual form (R18), as by far the most important information. Providing explanations for a model’s behaviour in form of local (R19) or global surrogates (R20) is the second most important kind of information. Some information, like the ability to compare different pipelines (R23), are more important to data scientists than domain experts. For the majority of cards, no clear preferences were found regarding the importance of the information we presented.

The seven additional cards cover three different topics. Five participants stated that they would like to modify candidates in-place to assess the impact of hyperparameters and different pipeline structures on the performance. Participant P5 expressed their desire to compare the created model with an analytical model, given that such a model already exists. P10 wanted to compare data produced by the different stages in an ML pipeline to validate that relevant information is still preserved.
3.2 Accommodating a Heterogeneous Target Audience

According to its self-proclamation, AutoML targets domain experts and data scientists [80]. A third (unintentional) user group is AutoML researchers and developers who spend considerable time studying various AutoML systems. Figure 2 shows that a clear distinction between the informational needs of domain experts and data scientists is not possible for most information. Even though slight differences between the two user groups are visible, those differences are often negligible or overlap significantly. Only for ten cards, a significant difference ($p \leq 0.05$) can be observed: Information about input data (R02 and R03) and data after feature engineering (R09, R10, and R11) are more relevant for domain experts. Data scientists stated they would always perform an exploratory data analysis before building models with AutoML. Therefore, they do not require this information in an AutoML visualization. Data scientists are significantly more interested in understanding and comparing pipeline structures (R13 and R23). Domain experts primarily stated that knowing which algorithms are used in a pipeline would not be helpful as the background knowledge to interpret this information is missing. For the same reasons domain experts also stated not being interested in a search space overview (R14) and search strategy visualization (R15, R16). For the remaining cards, the informational need does not correlate with the role of a data scientist or domain expert but highly depends on the knowledge background of the person. Similar results were also observed in other studies [14, 19, 73].

Current AutoML visual analytics tools always distinguish between either a domain expert, with no expertise in ML or programming, and a data scientist, who is only interested in technical model details but not the underlying domain [10, 26, 27, 33, 55, 57, 65, 77, 78]. We argue that the user basis is more diverse, with many shades between the classic domain expert and data scientist. Consequently, the visual analytics tool should not force users into either of the roles; rather, it should enable them to fully use their potential: A domain expert with no ML skills but knowledge in data visualization should be able to build their desired visualizations instead of being limited to the visual interface optimized for users with no technical experience. Instead of this one dimensional distinction of user groups, we group users based on their domain knowledge and ML expertise as displayed in Figure 3. In addition to the established terms domain expert and data scientist, we will refer to domain experts with fundamental ML knowledge as domain data scientists. If only a high expertise in ML is relevant, we will combine both users groups to (domain) data scientists. For the sake of completeness, users with neither ML nor domain expertise are denoted as citizen researchers and will not be further considered in this work. It is important to note that both dimensions are continuous and no clear distinction between the four user groups exists. A visual analytics tool for AutoML should provide, to varying extents, useful information for all user groups and users should be able to select relevant information.

Fig. 3. Different user groups of AutoML based on their domain and ML expertise.
3.3 Blending with the Data Science Workflow

To ease the use of the visual analytics tool, XAutoML should blend with the typical data science workflow. Wang et al. [76] proposed the data science workflow shown in Figure 4. This workflow contains three stages: preparation, modeling, and deployment, which can be further divided into ten steps from data acquisition to runtime monitoring and model improvement. The execution of the steps data cleaning to model validation is usually an open-ended, exploratory and iterative process [4, 10, 53] which uses ad-hoc visual analytics extensively [76]. These visualizations enable practitioners to gain insights into their data and models quickly. In recent years, Jupyter has become the de-facto standard environment for such interactive visualization tasks [19, 64].

Jupyter Notebook [39] and its successor, JupyterLab [61], are web-based programming environments that support interactive data science and scientific computing. JupyterLab is built around the idea of computational notebooks, which combine code, execution results, and descriptive texts into a single file [64].

AutoML systems aim to (partially) automate the steps from feature engineering up to ensembling in the data science workflow. If AutoML would be more commonly used, it is reasonable to assume that it would be mainly used in the context of Jupyter as all surrounding steps in the workflow are also mostly executed in it. Instead of providing the visual analytics as a stand-alone external tool, it should be integrated with Jupyter to provide a cohesive environment for users [14]. This integration has an additional advantage: Data analytics range from simple statistical analysis to advanced ML techniques. It is virtually impossible for any single visual analytics tool to cover the complete range of possible analytics. Instead of pursuing this unreachable goal, we argue to provide easy options for experienced users to extend the visual analytics with their own ad-hoc visualizations in Jupyter. To encourage such behaviour, the tool should be designed as a data pipe in the data science workflow. In contrast to a data sink that only consumes data, namely the results of an AutoML optimization, a data pipe is able to emit new data the user can continue working with. Therefore, options for exporting (intermediate) data sets and ML artifacts should be implemented. Consequently, XAutoML could blend seamlessly with the data science workflow, as displayed in Figure 4.

Although Jupyter is a mighty tool for (domain) data scientists, programming skills are required to create notebooks, which makes it to a certain degree unsuited for users with no programming skills. Following Grappiolo et al. [31], we argue that Jupyter can become a useful tool for these users if additional visualization features are incorporated into notebooks that enable them to use Jupyter. Fortunately, JupyterLab provides a powerful extension application...
programming interface (API) that allows the inclusion of interactive JavaScript applications directly into notebooks. These extensions provide the opportunity to eliminate the prerequisite of programming skills, making Jupyter a usable environment for all types of users.

3.4 Visualization Needs and Design Goals

Based on the results from the initial requirements analysis and the literature review, we formulate three visualization needs, denoted as N1 to N3, that XAutoML aims to support. In addition, four non-functional design goals, denoted as G1 to G4, are listed.

N1. Effective and Efficient Validation of ML Models. The ability to understand and validate a model produced by AutoML is crucial for the prevalence of AutoML. If users simply decide not to use it due to missing trust in the results [76], AutoML will fail to become relevant. Therefore, the foremost goal of XAutoML is to provide necessary information to quickly assess the validity of single models and support users in selecting a model from the multitude of produced ones.

N2. Understanding and Diagnosing of AutoML Methods. AutoML methods are currently often designed as black-box optimizations. To provide a better understanding and interpretation of the complex and diverse optimization strategies in AutoML, we aim to provide an effective and intuitive visualization of (1) what the complete search space looks like, (2) how pipeline structures are synthesized, and (3) how hyperparameters are optimized. This visualization shall provide a rough understanding of the underlying search algorithm, without requiring extensive knowledge in AutoML.

N3. Search Space Refinements. As shown in Section 3.3, AutoML is usually used in an iterative workflow. Between two consecutive runs of AutoML, users have the option to adapt the underlying search space that is provided as a preset before performing the optimization. To effectively choose a refined search space, users should have information about which regions of the search space perform well and which regions can be pruned.

G1. Align with the Target Audience of AutoML. AutoML is aimed to assist domain experts and data scientists. Therefore, the visual analytics should also target these two groups. In addition, AutoML researchers should be able to extract useful information from the visual analytics.

G2. Blend with the Usual Data Science Workflow. We expect visual analytics to be constantly involved in the workflow of using AutoML. Therefore, it is crucial that the visual analytics blend seamlessly with the usual data science workflow. On one hand, this implies that output generated by an AutoML system has to be transferred easily to the visual analytics tool or that perhaps the visual analytics tool can be used to start an AutoML optimization. On the other hand, this implies that it has to be possible to transfer ML models back from the visual analytics tool to the usual data science environment, namely Jupyter.

G3. Always Provide more Detailed Information. The informational need of users is diverse. Following the idea of Five Whys [67], XAutoML should provide information in a hierarchical fashion to prevent overloading users with unnecessary and undesired information. At the highest level, only very basic information should be available and users should have the option to dig deeper into certain analytics aspects to get more information. Ultimately, the visual analytics tool can not provide all the information required by a proficient user. Therefore, we aim to add options to break-out of XAutoML. This extends G2 by not only exporting selected models but also exporting artifacts related to models, e.g., intermediate data sets or sub-pipelines, for further manual inspection in Jupyter.
Fig. 5. Overview of XAutoML. (A) The visualization is integrated with Jupyter and can be accessed with a few lines of code. (B) On the left side, the optimization overview provides basic statistics about the optimization run (B1), a scatter plot of the accuracy of all candidates over time (B2), and a receiver operating characteristic (ROC) curve of selected candidates (B3, hidden). (C) The leaderboard view provides a comprehensive overview of all evaluated candidates. Users can open single candidates (C1) to reveal detailed information about them (only partially visible). In the performance details view (C2), performance metrics and basic performance visualizations are available. By clicking the Continue in Jupyter button (C3), the according information can be exported to a new Jupyter cell. (D) Users can access the search space and ensemble inspection via these tabs.

G4. Be Open to the AutoML World. The AutoML landscape is still rapidly developing and constantly shifting. To stay relevant, the visual analytics tool should not be coupled to a specific AutoML implementation. This implies that XAutoML should only depend on generic information provided by AutoML systems. Therefore, the common basis for the visual analytics and AutoML implementations should be scikit-learn [59], NumPy [71] and pandas [49], three commonly used libraries for ML in Python.

4 XAutoML: EXPLORING AUTOML OPTIMIZATIONS

To fulfill the requirements, visual needs, and design goals identified in the previous section, we developed XAutoML. The interface of XAutoML is embedded in Jupyter and consists of an optimization overview, a candidate inspection to explore individual pipeline candidates, a search space inspection to gain insights about the optimization process and search space, and finally, an ensemble inspection view. The individual views are described in more detail in the following sections. Figure 5 provides an overview of XAutoML.

4.1 Optimization Overview

The optimization overview (Figure 5, B) provides an overview of the results of an AutoML optimization on a high level, including the total optimization duration, the number of evaluated candidates, and the performance of the best candidate. In addition, basic performance visualizations, namely the performance of all candidates over time and the
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number of candidates grouped by performance, are available. Users can select multiple candidates in the overview to compare their receiver operating characteristic (ROC) curves. With these views, users can quickly identify interesting models for a detailed inspection. The candidate inspection view of interesting models can be opened directly from the overview.

4.2 Validating Machine Learning Models

The leaderboard (see Figure 5, C) provides a tabular overview of all evaluated candidates. Each row displays the performance (R17), average prediction time, and a pipeline visualization of a single candidate. The pipeline visualization renders all pipeline steps as a directed acyclic graph (DAG) that enables users to identify differences between the various candidates quickly (R13, R23). Via the Continue in Jupyter button, the corresponding candidate can be exported to Jupyter.

Users can reveal more details about candidates by selecting the corresponding entries in the leaderboard (see Figure 5, C1). The candidate inspection view provides data and model transparency for a single ML pipeline. Users can find all required information to decide if the corresponding model is a “good” model worth selecting (N1). Therefore, existing XAI techniques are incorporated to provide a holistic visual user interface. Users can interactively control the level of detail they are interested in. The requirements analysis revealed no clear preferences regarding the presented information. Therefore, we decided to implement most of the model and data inspections and provide measures for users to visualize or extract the missing information on their own.

Related information is aggregated in a card with a short description (Figure 5, C2) that can be revealed by selecting it. Figure 6 provides an overview of all implemented cards which are described in more detail later in this section. Inspections in each card are always computed based on the output of a single step in the pipeline. In Figure 5, a virtual data source node is currently selected and all inspections are calculated on the input data. Users can observe how the different steps in a pipeline affect the data by selecting the corresponding nodes in the pipeline visualization (see Figure 5, C4) and inspecting the updated content of the different cards. Each card provides at least one option to export the visualized data to Jupyter. Finally, users can also compare the information presented in a single card for various models (see Figure 5, C5, R22, R23, R24).

The performance details view (Figure 6a) provides basic performance metrics (R17) and visualizations (R18). Displayed are training and validation performance, duration of the training, and duration of predicting new samples. The class report provides the precision and recall for each individual target class. Additionally, a standard confusion matrix and ROC curve are displayed. Users can export the class report and confusion matrix to Jupyter for further analysis or visualization.

The global surrogate view (Figure 6b) fits a decision tree to the predictions of the selected candidate (R19). Users can interactively control the size of the decision tree by specifying the maximum number of leave nodes, effectively weighting the explainability of the surrogate versus the fidelity to the black-box model. The fidelity bar provides an estimate of how good the decision tree resembles the actual model. Users can export the fitted decision tree to Jupyter for further analysis.

In the data set preview (Figure 6c), users can inspect the output data set of the currently selected pipeline step (R1, R5, R9). This allows users to observe how each step in the pipeline modifies the input data and provides data transparency. We deliberately decided not to support data visualizations. Study participants stated highly varying goals and desires for visualizations, covering gaining data insights, viewing statistical distributions, and generating cohorts for the analysis of FATE, just to name a few. Instead of providing only a limited data visualization—that would often be too restricted for visualizations, covering gaining data insights, viewing statistical distributions, and generating cohorts for the analysis of FATE, just to name a few. Instead of providing only a limited data visualization—that would often be too restricted for
users—, we rely on users to generate their own data visualizations in Jupyter and only provide tabular representations of the data. While this prevents users without knowledge in data visualization from visualizing the data, experienced users are not artificially limited by the visual analytics tool. Besides inspecting the tabular data, users can generate local surrogates (R20), computed via LIME [63], for arbitrary records in the data set.

The selected hyperparameters of each step in the pipeline are listed in the configuration view (Figure 6d). The hyperparameters are displayed in a CPC plot to visualize the respective search space (R14) and selected value for each hyperparameter (R21). In addition, the structure search graph at the time of sampling this pipeline structure is also displayed. More details regarding the CPC and structure search graph are available in Section 4.3.

Hyperparameters can have a significant impact on the performance of an ML model. In reality, only a few hyperparameters actually impact the performance significantly [35] making it important to identify these. The hyperparameter importance view (Figure 6e) visualizes the importance of single hyperparameters and interactions between pairs of them (N3). The hyperparameter importance is calculated using fANOVA [35]. By selecting a hyperparameter, users get a detailed overview of well- and bad-performing regions in the search space. Using these visualizations, experienced users can extract valuable insights on how to modify the search space for the next optimization round.
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Finally, the feature importance view (Figure 6f) reveals information about relevant features. Using a permutation feature importance \(^7\), the impact of each feature on the predictive power of the ML model is measured. Besides a ranking of all features, users can also view PDP and ICE plots. In case of a multi-class classification task, users can select the target class in PDP and ICE via a drop-down menu.

4.3 Inspecting the AutoML Optimization Procedure

Besides validating models produced by AutoML, gaining insights to the actual AutoML optimization procedure was ranked as a desired information during the requirements analysis. This process transparency can help users to understand what the search space looks like, how different pipelines are chosen, and which strategy is used to optimize hyperparameters (N2). Furthermore, users are given information helping them to decide if the search space was sufficiently explored and the optimization algorithm is converging to a local minimum.

Pipeline Structure Search. A multitude of different search strategies have been proposed to synthesize pipeline structures. In general, pipeline structure search approaches can be divided into three different groups: (1) The simplest approaches use a fixed pipeline structure that does not change during the optimization. Instead, only the hyperparameters of the individual pipeline steps are fine-tuned. This pipeline structure is usually hand-crafted based on best-practices. (2) Template-based approaches also utilise a best-practise pipeline, but single steps in the pipeline are restricted to a set of algorithms instead of a fixed algorithm. The optimizer is allowed to, for example, pick a classification algorithm on its own instead of only tuning an SVM. (3) Approaches in the third group are able to build pipelines with flexible shape. During the optimization, the pipeline shape can be adopted to the given problem instance freely based on some internal optimization strategy.

For a normal AutoML user, it is often not obvious what the pipeline structure search space actually looks like and how the AutoML system traverses the search space. XAutoML provides a novel, intuitive visualization that allows users to grasp the general idea of the search procedure, independent of the actual AutoML system (R15). Therefore, we iteratively merge all constructed pipelines into a single structure search graph. Using a time-lapse function, users can observe how this structure search graph is constructed iteratively and can deduct the approximate search strategy and the corresponding structure search space. Figures 7, 8, and 9 provide example visualizations for the three aforementioned search strategies.

Usually, a single ML pipeline is interpreted as a DAG in which each node is an ML primitive and edges indicate the flow of data between the primitives. ML pipelines often contain parallel paths, e.g., to use different pre-processing steps for numerical and categorical features. In the merged graph, it is not directly apparent if two child nodes of a node are actually part of the same pipeline using parallel paths or two different pipelines using identical steps at the beginning of the pipelines. A distinction between these two cases is important to correctly assess the pattern of constructed pipelines. In the case of parallel paths, we provide a visual guidance by adding the names of selected columns to out-going edges (see Figure 7).

Merging two pipeline structures to a joint structure search graph can be interpreted as a bipartite graph matching problem. To merge two DAGs \(G_1\) and \(G_2\), we use a simplified version of the graph matching algorithm proposed by Ono et al. [55]: Similar to computing the edit distance between two strings using dynamic programming, a cost matrix \(|G_1| \times |G_2|\) with all possible substitutions, additions, and deletions is constructed. Using the Hungarian algorithm [40], a mapping with minimal cost of rows to columns is computed. Two nodes are considered identical if they substitute each other, i.e., their substitution is selected in the cost matrix. \(G_1\) and \(G_2\) are merged by creating a compound node.
for identical nodes identified in the previous step and adding all remaining nodes from $G_1$ and $G_2$ to the new graph. Starting with the first two sampled pipeline structures, we repeat this procedure iteratively to merge the next pipeline structure into the joint structure search graph up to the currently selected timestamp in the time-lapse.

**Conditional Parallel Coordinates for Non-Linear Pipelines.** The conditional parallel coordinates (CPC) visualization proposed by Weidele et al. [78] provides an intuitive way to inspect the hyperparameters of a complete ML pipeline. It is an extension of the original parallel coordinates visualization [37] that allows users to interactively control the amount of information shown. Instead of showing all hyperparameters at once, CPC introduces different conditional layers of details. Users can drill down into particular steps of the ML pipeline (see Figure 10, A1), revealing more details, namely all potential algorithms that can be used in this step, in form of a parallel coordinate plot. Each algorithm can be expanded again to reveal its hyperparameters (see Figure 10, A2). This hierarchical stacking of the axes fits naturally with AutoML search spaces. Search spaces are usually defined as tree structures due to conditional dependencies between hyperparameters [36]. If, for example, an SVM is configured to use a linear kernel, the $\gamma$ hyperparameter for radial basis function kernels is inactive as it does not change the behaviour of the SVM.

The visualization proposed by Weidele et al. [78] has two limitations, preventing the usage in combination with arbitrary AutoML systems. First, CPC requires a fixed number of coordinates present in all evaluated pipelines. This implies that all pipelines have to have the exact same number of steps. To resolve this limitation, we extend CPC by...
introducing the option to not provide values for selected coordinates. These missing values are indicated by a dashed line (see Figure 10, B). Second, CPC assumes a total order of pipeline steps. Yet, in reality, pipelines often contain parallel paths to use different pre-processing steps for categorical and numerical features. We extend CPC to support non-linear pipelines by splitting the vertical space into multiple simultaneous coordinates (see Figure 10, C1 and C2) for steps containing parallel paths. Consequently, the axes in CPC align with the actual pipeline shape again.

Users can observe the hyperparameter search strategy in a time-lapse (R16, N2). To observe the sampling of individual hyperparameters, a sampling history view—inspired by the visualizations in HyperTendril [57]—can be opened by selecting specific axes (see Figure 10, D). The sampling history view, displayed in Figure 11, contains multiple plots, one for each selected hyperparameter. Each individual hyperparameter is visualized using a scatter plot: Each scatter point represents a single ML model, the $x$-axis presents the timestamp at which the model was sampled, and the $y$-axis represents the value of the selected hyperparameter. Additionally, a color scale is used to encode the performance of each evaluated model such that users can confirm the optimization is converging to a local minimum. On the right-hand side, a histogram shows the distribution of sampled values over the possible search space. By selecting a scatter point, the details for the according model can be inspected. Figure 11 contains four example visualizations for different search strategies.

Finally, we integrate CPC with the remaining user interface. Users can highlight individual candidates for a more detailed inspection by brushing numerical axes or selecting a choice in categorical axes. Further details for interesting candidates identified in CPC can be accessed in the candidate inspection view by selecting the candidate.

**Candidate Similarity and Search Space Coverage.** Current AutoML systems do not provide measures for users to estimate the optimization progress. Users usually have to provide an optimization duration before starting the optimization but have no guidance on what optimization duration is suited for their problem. An optimization duration is long enough if the search space was sufficiently explored and the optimizer converged to a local minimum. We propose a new procedure to visually inspect the coverage of an arbitrary AutoML search space, based on a non-linear metric.
Fig. 11. Visualization of different hyperparameter search strategies.

**Algorithm 1:** High-level description of the algorithm to visualize the exploration progress of the complete search space.

1. **Data:** Evaluated Candidates $\tilde{\lambda}$, Performances $\pi(\tilde{\lambda})$.
2. Hyperparameter Search Spaces $\Lambda$

   a. Merge all search spaces $\tilde{\Lambda}$ into $\Lambda_{\text{merged}}$.
   b. Create artificial boundary candidates $\tilde{\lambda}_{\text{boundary}}$ based on $\Lambda_{\text{merged}}$.
   c. For each pair $\lambda', \lambda'' \in \tilde{\Lambda} \cup \tilde{\lambda}_{\text{boundary}}$, compute the distance $d(\lambda', \lambda'')$ using Equation (1).
   d. Project $\tilde{\lambda}$ into a 2d-space using an MDS based on $d(\lambda', \lambda'')$.
   e. Fit a regression model $\hat{r} : \mathbb{R}^2 \times \pi(\tilde{\lambda}) \to \mathbb{R}$.
   f. Create performance heat map using $\hat{r}$.

Fig. 12. Visualization of the exploration and exploitation progress of the complete search space in two dimensions. Each scatter point represents a candidate, the heat map in the background provides an estimate of the performance.
Given all previously evaluated candidates, their according search space definitions, and their performances, we want to create a single plot that visualizes how well the search space was explored. As some AutoML systems use a progressive widening of the search space, e.g., [81], a support of multiple search spaces is necessary. In the first step, we reuse the algorithm to merge different pipelines presented in the previous section to merge all hierarchical input search spaces into a single DAG $\Lambda_{\text{merged}}$. All existing candidates are padded with the default value of each newly introduced hyperparameter.

Next, boundary candidates $\tilde{\lambda}_{\text{boundary}} = \{\min(\lambda_1), \max(\lambda_1)\} \times \cdots \times \{\min(\lambda_i|\lambda_i), \max(\lambda_i|\lambda_i)\}$ are created with $\min(\lambda_i)$ and $\max(\lambda_i)$ being the lower and upper boundary of hyperparameter $i$, respectively, and $|\lambda|$ being the number of hyperparameters in $\Lambda_{\text{merged}}$. For high-dimensional search spaces this step is skipped due to the combinatorial explosion of possible candidates. Next, the pair-wise distances between all candidates are calculated respecting the tree-structured search space. Therefore, we assume that the importance of a hyperparameter $\lambda_i$ is directly dependent on its depth $\delta(\lambda_i)$ in the hierarchical search space tree. The distance between two candidates is defined as a normalized heterogeneous euclidean distance weighted by $\delta(.)$ as

$$d(\lambda', \lambda'') = \sum_{i=1}^{|\lambda|} \text{dist}(\lambda'_i, \lambda''_i).$$

(1)

For a numerical hyperparameter $\lambda_i$, $\text{dist}(.)$ is defined as

$$\text{dist}(\lambda'_i, \lambda''_i) = \frac{\lambda'_i - \min(\lambda_i)}{(\max(\lambda_i) - \min(\lambda_i)) \delta(\lambda_i)} - \frac{\lambda''_i - \min(\lambda_i)}{(\max(\lambda_i) - \min(\lambda_i)) \delta(\lambda_i)}.$$

In case of $\lambda_i$ being a categorical hyperparameter, $\text{dist}(.)$ is defined as

$$\text{dist}(\lambda'_i, \lambda''_i) = \frac{1 - \mathbb{1}(\lambda'_i, \lambda''_i)}{\delta(\lambda_i)}$$

with $\mathbb{1}$ being the indicator function.

Based on this distance matrix, all candidates are mapped into a 2d-space using an MDS. Furthermore, a regression model $\hat{r} : R^2 \times \pi(\tilde{\lambda}) \rightarrow R$ is fitted on the performance of the 2d candidates. This regression model is used to create a heat map showing the expected performance of the complete search space. In combination with an interactive time-lapse, users can check the iterative exploration of the search space and the exploitation of knowledge about well-performing regions.

### 4.4 Ensemble Inspection

Many AutoML systems construct an ensemble of the best performing pipelines instead of yielding only the best candidate [23, 54, 81]. Therefore, XAutoML provides an ensemble inspection view. This view contains the previously introduced candidate inspections for the complete ensemble. In addition, two visualizations are used to aid users in assessing the ensemble quality. We provide a tabular listing of all candidates in the ensemble with the according ensemble weighting. Users can open ensemble members in the candidate inspection view to get further details about the underlying ML model. In addition, users can compare the individual predictions of all ensemble members on any record in the input data set.

Finally, we provide a decision surface plot for all ensemble members and the complete ensemble. A decision surface is a hyper-plane separating data points in the input data space according to their predicted class label. By mapping these hyper-planes into a two-dimensional space via a principal component analysis (PCA) [58] and using a color-coding for regions separated by decision surfaces, the decision making of a classifier can be visualized as a heat map. Even
though these decision surface plots only provide a very rough impression of the actual decision making of the models, users can still get an impression of how the different ensemble members behave. The decision surface plots shall enable users to quickly identify interesting ensemble members that behave differently from the rest. Those models can then be inspected in more detail.

4.5 Implementation Details

XAutoML is designed as a JupyterLab extension. The front-end is implemented in React [50], Recharts [62] and D3 [6]. The back-end, responsible for everything related to model evaluations, is implemented as a Python package using scikit-learn [59], NumPy [71] and pandas [49].

Execution results of AutoML systems—namely the fitted models, a description of the complete search space, and some minimal meta-information—can be imported into XAutoML via a small wrapper code. Supported AutoML systems are dswizard [81], auto-sklearn [23], grid and random search from scikit-learn [59], FLAML [72], and Optuna [1].

To provide a seamless integration with Jupyter the imported execution results are rendered as a custom MIME type. The Jupyter extension connects this custom MIME type with the React application. Additionally, the extension provides measures to export code snippets to new Jupyter cells which are used to extract artefacts from XAutoML and transfer them to Jupyter. Whenever the execution of Python code is necessary, e.g., for evaluating a single model, the extension provides a connection to the currently running user-kernel such that all code is executed in the same Python environment. The complete source code is publicly available on Github\(^1\) and can also be installed easily via the Python package manager.

5 CASE STUDIES

To highlight how XAutoML supports users of AutoML systems, we describe how it can be used in combination with an arbitrary AutoML system for three real-world case studies.

5.1 Case Study 1: Understanding the Generated ML Pipelines

In this case study, we illustrate how a domain expert persona named Alice, a physician with no ML expertise, can use XAutoML to analyse models generated via AutoML. Alice aims at creating a model predicting whether a patient has a high risk for a cardiovascular disease. With no prior knowledge of ML, she uses a web-based service to fit different classification models on historical records of patients she has collected. After the optimization is done, Alice is presented with a single model with 87% accuracy.

Due to the high-risk nature of misclassifications, Alice does not want to use the suggested best-performing model blindly but instead wishes to examine the produced models closely before using them. She loads the results in XAutoML to gain more insights into the generated models. At first glance, she notices that all displayed models have an accuracy between 86% and 87%. She opens the performance details for the best performing model. The first important information is the specificity and selectivity of the model. Alice reviews the confusion matrix and model report to assess the number of misclassifications. After checking that the other candidates yield similar specificity, she continues to validate that the model makes sensible decisions. Therefore, she opens the feature importance inspection and global surrogate. Alice notices that most models use an electromyography (EMG) diagram shape as the most important feature, which aligns with her expectation. The best candidate uses the patient’s sex as the second most important feature to classify a high

\(^1\)Available at https://github.com/Ennosigaeon/xautoml
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risk. She disagrees with this assessment and moves on to the second-best candidate. This model uses the presence of exercise-induced angina, which makes more sense in her opinion, so she decides to further analyse this candidate. Next, Alice takes a closer look at a few patient records. By selecting records from the data set preview with low confidence, Alice analyses why the model is not sure about the predicted class. By comparing the provided local surrogates with her background knowledge, she verifies that these particular patients have indeed no clear symptoms. Satisfied with the provided explanations, Alice decides to pick the second-best model.

5.2 Case Study 2: Steering the Optimization Procedure

Next, we illustrate how XAutoML helps a data scientist persona, to evaluate the search process as a whole and single pipeline candidates. Bob, who is a consultant developing ML models for customers, is tasked with creating an optimized ML pipeline. As usual, he starts up JupyterLab to perform an exploratory data analysis. After familiarising with the data set, Bob wants to create a set of baseline models using AutoML. He starts the optimization procedure in the AutoML system of his choice. After the optimization procedure has finished, he loads the results in XAutoML.

Bob first scans the leaderboard with all candidates and observes that the accuracy differences between the top pipelines are less than 2% and very similarly looking pipelines have been created. By comparing the different structure graphs, Bob can quickly examine which algorithms are used in the single pipeline candidates. Before exploring a candidate in more detail, he wants to examine whether enough pipeline candidates have been created and if the search space was sufficiently investigated. He switches to the search space overview and examines the explored pipelines in the CPC plot. At first, he notices that only a single pipeline using an SVM was tested. Furthermore, gradient boosting was only used without preprocessing. A glance at the 2D optimization progress view shows that all candidates are quite evenly scattered in the search space and no cluster of similar candidates was created. With this information, Bob decides that the search process was prematurely stopped and should be resumed for some more time. While checking the search space overview, he also notices that pipelines using a decision tree performed worse than the remaining candidates. Therefore, Bob decides to remove decision trees altogether. After the second optimization run, he checks the optimization progress view again and this time a cluster of similar candidates is visible. Convinced that the search procedure was performed thoroughly, he again turns to the candidate inspection.

By selecting a well-performing pipeline using a random forest from the leaderboard, the details of the according pipeline are revealed. A glance at the hyperparameter importance view reveals that the selected imputation strategy has the largest impact on the pipeline performance. Bob selects the according imputation step in the pipeline visualization and exports the intermediate data set and the isolated imputation algorithm via a single click to PYTHON code. He continues to visualize the generated intermediate data set using his known tooling in Jupyter and tests the impact of different imputation strategies on the transformed data. Satisfied with the explored hyperparameters, he decides not to start a new optimization procedure.

Bob exports the PYTHON code of the selected pipeline via a simple click and can continue directly in Jupyter. Since he noticed that some steps in the automatically generated pipeline do not modify the data set, he continues to adapt the pipeline in Jupyter manually.

\[\text{For the sake of completeness, most AutoML systems still lack the option to actually deploy models to production without programming skills. Yet, this is a technical problem that is solved by many commercial solutions, e.g., H2O.ai [32] or DataRobot [16], and is not further considered in this case study.}\]
5.3 Case Study 3: Validating the Behaviour of AutoML Methods

In the final case study, a persona named Charlie, who is an AutoML researcher, uses XAutoML to visualize and verify an AutoML algorithm under active development. This new algorithm is supposed to build pipeline structures with increasing complexity and length using MCTS. For each created pipeline, the hyperparameters are supposed to be optimized via hyperopt [5], a well-established model-based HPO algorithm. The performance of his approach is fairly good but worse than existing AutoML systems. To analyse this shortcoming, Charlie loads a recent optimization run into XAutoML and opens the search space inspection.

He examines all evaluated pipeline structures in the structure search graph. By rewinding through the complete optimization run using the time-lapse function he can examine the traversal of the search tree step by step. At first glance, the pipeline construction performs as expected and better pipelines are found over time. Next, he turns to inspecting the evaluated hyperparameters. He selects a pipeline with mediocre performance at random to check the hyperparameters of the used classifier. By opening all hyperparameters in the sampling history view he checks the sampled hyperparameters over time. Charlie notices that the hyperparameters appear to be sampled at random without converging to a local minimum. hyperopt uses Bayesian optimization to select promising hyperparameter values. This requires building an internal model of the search space based on previous observations. In the beginning, random values are sampled to build an initial model. The new AutoML system simply did not evaluate enough hyperparameters for each pipeline candidate to build an initial model and basically only used random search for HPO. Realising this, Charlie decides to increase the number of hyperparameter evaluations of each pipeline candidate to utilize the full potential of hyperopt.

6 EVALUATION

In this section, we demonstrate the usefulness and effectiveness of XAutoML in three user studies. As discussed by Muller et al. [53], many different roles are involved within data science projects. Similarly, AutoML also does not aim to support a single user group but tries to assist multiple roles. Accordingly, an evaluation of AutoML visualization methods should also be performed with multiple user groups.

6.1 Study Protocol and Participants

Each user study is aimed at a different user group, i.e., domain experts, (domain) data scientists and AutoML researchers. These studies were performed with the same 26 participants from the requirements analysis study in Section 3.1. The user studies used a semi-structured method and consisted of four major phases:

(1) The first phase is used to gain a better understanding of the participants daily work and abilities. Each participant is asked to describe their job role and their daily tasks in regard to data analysis and ML. Additionally, participants are shortly asked to gauge their proficiency with ML and AutoML on 5-point Likert scales.

(2) The second phase aims to familiarise participants with the current state-of-the-art in AutoML. Depending on their stated proficiency with ML and AutoML, participants were given a short, high-level introduction to AutoML. They were provided the typical outputs produced by state-of-the-art AutoML systems, e.g., [23, 54, 72], in a Jupyter notebook, namely a textual representation of the best pipeline, the validation loss of the best pipeline, as well as a visualization of the loss during the optimization. Based on this information, participants were asked to provide a first evaluation of their trust in AutoML to establish a baseline trust measure.
Next, participants were asked to interact with XAutoML for roughly 40 minutes. During this phase, participants were encouraged to speak while using the system in a think-aloud study, as it was done in other evaluations of visual analytics tools, e.g., [55, 57, 77, 78]. To encourage the exploration of the various aspects of XAutoML, participants were given small tasks to solve. The different tasks are described in detail in the next sections. We reused the exact same run history from the second phase for all evaluations.

Finally, the trust of the participants in AutoML methods was evaluated again using the same questionnaire as in Phase 2. In addition, the visual design and usability of XAutoML are recorded using a 5-point Likert scale. In the end, participants were asked to reflect on any information that was missing in XAutoML. Finally, liked and disliked elements of the study could be voiced, and participants were given the opportunity to provide feedback freely.

6.1.1 Domain Experts: Establishing Trust in the Generated Pipelines. In the case study for domain experts, we aim to gauge the ability of domain experts to quickly validate and select ML models using XAutoML. Particularly interesting are potential effects of information overloading [60] as domain experts are exposed to much information they can not understand, for example, the importance of hyperparameters or the search space overview.

Participants were provided with a data set tailored to their professional background, instead of participants using their personal data sets, to eliminate effects of different data sets. They were selected to be (1) a classification problem, (2) a relevant problem in the according domain, (3) not trivially-solved by an ML algorithm, and (4) simple enough to be solvable by a domain expert by hand. For example, participants with a healthcare background were asked to create an ML model predicting a high risk for a stroke based on eleven continuous and categorical features [22]. Besides the raw data, domain experts were also provided with a description of all features and were allowed to familiarise with the data set.

Afterwards, each domain expert was asked to use the visualization to validate some of the produced models. The goal was to either find a model the domain expert was willing to use or determine that the produced models are not helpful and that the AutoML optimization should be repeated. To guide the exploration of the participants, we created a set of information-retrieval tasks listed in Table 5 in the Appendix. All tasks only concerned general information provided in XAutoML or validating the behaviour of an ML model and required no specific ML knowledge.

6.1.2 (Domain) Data Scientists: Informed Usage of AutoML. In the second case study, we aim to validate that (domain) data scientists are able to find and extract useful and understandable information from XAutoML. Of special interest are the integration of XAutoML with the usual data science workflow and to which extent (domain) data scientists without prior knowledge of AutoML are able to grasp the internals of the used AutoML system.

Data scientists were asked to use XAutoML to analyse predictive models for the "Multiple Features: Morphological" data set [20]. This data set contains six unknown morphological features related to handwritten numbers. To encourage the exploration of the different views, participants were asked to solve a set of factual information-retrieval tasks involving most of the previously described views. The complete list of all tasks, including the success rate, is given in Table 6 in the Appendix. In addition, participants were given prerecorded run histories of various AutoML systems on the same data set and were asked to gain insights into the underlying AutoML system.

6.1.3 AutoML Researchers: Validating the Optimization Procedure. The user study regarding AutoML researchers differs from the previous two studies. In addition to solving the same tasks like the data scientists, researchers were asked to
Table 1. Summary of the questionnaire measuring the trust in AutoML and its generated models for domain experts (DE), data scientists (DS), AutoML researcher (AR), and all together. For each question, the two rows represent results before and after using XAutoML, respectively. Values are given on a scale of 1 (strongly disagree) to 5 (strongly agree).

| Question | Before | After | DE | DS | AR | All |
|----------|--------|-------|----|----|----|-----|
| Q11 I understand how good the selected model is. | 3.15 | 3.10 | 2.33 | 3.04 | 3.88 | 4.50 |
| Q12 I understand what the selected model does. | 3.38 | 2.80 | 1.33 | 2.92 | 4.23 | 4.70 |
| Q13 I have enough information to decide if I want to use the model. | 2.46 | 2.10 | 2.33 | 2.31 | 3.77 | 4.20 |
| Q14 I have an idea what happened during the AutoML optimization. | 1.92 | 2.90 | 2.00 | 2.31 | 2.54 | 4.30 |
| Q15 I would trust a model constructed by AutoML. | 2.54 | 2.90 | 2.33 | 2.65 | 3.92 | 3.90 |
| Q16 I think AutoML can help me in my daily work. | 3.62 | 3.50 | 3.67 | 3.58 | 4.00 | 4.50 |

6.2 Main Insights and Participant Feedback

Overall, XAutoML was able to increase the trust in AutoML systems significantly. On a scale from 1 (strongly disagree) to 5 (strongly agree), trust in ML models constructed by AutoML increased from 2.65 ± 0.89 to 3.96 ± 0.82, $p = 6.65e^{-7}$, $d = 1.52^4$ after using XAutoML. Participants attributed the increased trust to a better understanding of the generated models and insights to the underlying optimization procedure. Accordingly, participants were able to successfully extract enough information to decide whether to use an ML pipeline created via AutoML or not (2.31 ± 0.74 versus 4.00 ± 0.89, $p = 5.94e^{-10}$, $d = 2.07$). In the following, we take a closer look at how XAutoML improves process transparency and model validation. Furthermore, we discuss feedback provided by the participants. Details of all presented quantitative results are available in Table 1 and Table 2.

Validating ML Models. Participants used XAutoML extensively to validate and compare ML models. Depending on their background in ML, different explanations were utilised. Unsurprisingly, users without knowledge in ML mainly focused on the performance metrics and global surrogates to gain insights into the behaviour of models. By inspecting multiple performance metrics on the train and test data in combination with the confusion matrix, users stated they received enough information to correctly assess the performance of a model (3.04 ± 1.04 versus 4.42 ± 0.50, $p = 7.21e^{-8}$, $d = 1.70$). After picking a promising model, those users usually investigated the global surrogate to check if the model “does something sensible” (P23). Local surrogates and feature importance were consulted less often.

Experienced ML users did not focus on the global and local surrogates and feature importance. This can at least partially be attributed to the analysed data set as the meaning of features was unknown to the participants. Consequently,

---

3As some minimal wrapper logic is necessary to extract the fitted models and search space from the AutoML system, the desired systems of the participants were communicated prior to the user study and wrappers were provided by the authors.

4Given are mean ± standard deviation, the $p$-value, and the effect size in terms of Cohen’s $d$ [13].
those explanations had only minimal potential to provide new insights. Instead, participants focused more on gaining insights by inspecting the used algorithms in the different pipelines. ML practitioners liked the visualization of pipeline structures. The ability to observe changes in the data and the possibility to extract each intermediate data set were considered very useful both for “visualizing the data” (P3) as well as “pipeline debugging” (P5). Some participants were able to detect ineffective or superfluous steps in the constructed pipelines using the intermediate data sets. Consequently, all participants were able to understand the behaviour of the constructed ML models significantly better using XAutoML (2.92 ± 1.32 versus 4.46 ± 0.65, \( p = 1.21 \times 10^{-6}, d = 1.48 \)).

Understanding the AutoML Optimization Procedure. The second analytical need supported by XAutoML is aiding users in understanding the underlying AutoML search strategy and search space. Even though XAutoML was able to increase the understanding of the AutoML system (2.31 ± 1.09 versus 3.42 ± 1.17, \( p = 4.15 \times 10^{-4}, d = 0.99 \)), the results highly depend on the participant’s prior experience with ML. Users with little to no knowledge in ML had gained only minor insights into the AutoML procedures. They usually stated either missing knowledge in ML or math to understand the internals or were simply not interested in it.

In contrast, (domain) data scientists were able to gain insights into the AutoML optimization procedure. Even though they had no prior practical experience with AutoML, nearly all participants were able to correctly identify and distinguish template-based, fixed, and flexible optimization strategies for pipeline structures. Multiple users were surprised by the complexity of ML pipelines produced by some AutoML systems. “I thought AutoML is only good for hyperparameter optimization and pipeline construction is just a small extension” (P10).

Similarly, most users were able to correctly identify different hyperparameter search strategies like random search, grid search or a model-based optimization. “Observing the search in a time-lapse is extremely helpful to understand the search algorithms” (P9). The combination of structure search graph and CPC enabled users to quickly identify the hyperparameters for each step in a potential ML pipeline. Nearly all users were able to formulate a rough concept of the underlying search space.

P12, an experienced AutoML user, highlighted the usefulness of the optimization progress view for assessing the progress of the optimization run. “It is often quite hard to judge if the optimization has actually converged yet. The overview gives me this information at a glance” (P12). Yet, they also remarked that providing this information in real-time during the optimization procedure would be even more helpful. We discuss this issue of human guidance in Section 7.

AutoML in the Data Science Workflow. The integration with Jupyter and the option to export data sets and artifacts ML from XAutoML to Jupyter was received overwhelmingly positive. Only a single participant with programming skills said this integration is a “nice gimmick” (P8) while all other participants highlighted the usefulness of this feature for their workflow. “Visualizations can only offer a subset of all potential analyses. Experts with domain knowledge are able to extract more information” (P2). Many participants confirmed our intended workflow presented in Section 3.3. They stated they could imagine using AutoML for creating an evaluation baseline in a new project they would aim to improve. Visual analytics are considered an integral part of AutoML. “Just because I was able to validate results in a single case, I will not trust AutoML in general” (P1). The current integration with Jupyter and the export of various artefacts from XAutoML does not force users to adapt their usual workflow. “There is simply no reason not to use the visualization” (P14). Unsurprisingly, the integration with Jupyter was basically ignored by participants without programming skills.
Table 2. Summary of the questionnaire measuring the visual design and usability of XAutoML for domain experts (DE), data scientists (DS), AutoML researcher (AR), and all together. Values are given on a scale of 1 (strongly disagree) to 5 (strongly agree).

| Question                                                                 | DE   | DS   | AR   | All  |
|--------------------------------------------------------------------------|------|------|------|------|
| Q21 The visual design is easy to comprehend.                             | 4.15 | 4.20 | 4.33 | 4.19 |
| Q22 The visual design provides sufficient details for me.               | 4.31 | 4.50 | 4.67 | 4.42 |
| Q23 The visual design seems complete.                                    | 4.15 | 4.40 | 4.67 | 4.31 |
| Q24 The visual design helps me to decide if I should trust AutoML.      | 4.15 | 4.60 | 4.33 | 4.35 |
| Q25 The visual design is helpful for my goals.                          | 3.77 | 4.40 | 4.67 | 4.12 |

Grounding the Expectation in ML. An interesting effect we were able to observe is that participants’ proficiency in ML correlates negatively ($r = -0.31$) with the understanding of what the proposed ML model does. Without providing additional explanations, participants with a low proficiency in ML reiterated the goal of the use-case when asked if they understood what the model does instead of questioning the actual behaviour of the ML model. Even when challenging this assumption, participants were still convinced that the provided ML model would solve their task. This is a good example of the risk of potentially “automating bad decisions” [14] without noticing it by practitioners with minimal ML expertise. During the usage of XAutoML most domain experts discarded the model initially suggested by the AutoML optimizer quickly using the global surrogate and performance metrics. Consequently, domain experts were able to identify invalid models, effectively preventing this pitfall.

Validating the Behaviour of the Search Algorithm. P11, an AutoML researcher, tested XAutoML with an AutoML system building increasingly more complex pipelines over time. The system uses an $\epsilon$-greedy approach to explore new pipelines in the beginning of the optimization and picks from the already evaluated pipelines towards the optimization end. Using the time-lapse function of the structure search graph, P11 observed how during the first half of the optimization mostly new pipelines with increasing length are sampled, just as they expected. Yet, towards the end of the optimization, the search algorithm suddenly started favouring very short pipelines. Longer pipelines that were also previously evaluated are completely ignored. Confused by this observation, P11 checked the implementation of the search procedure after the user study and detected a bug enforcing the selection of the shortest possible pipeline in an exploitation step. Even though this information would have also been available by carefully studying the evaluated pipelines in the log file, XAutoML revealed this flaw in under two minutes.

Information Overload. In general, users were satisfied with the information presented in XAutoML. No participants requested additional information not available in it. On average, all user groups agreed to the statements that the visual design provides sufficient details and is complete. Even though not all information were relevant for all users, participants acknowledged the benefit of showing too much information instead of too little. “Users differ very much in their experience and knowledge. I like that people are able to pick the information they need” (P23). However, the current way of providing the information in XAutoML is suboptimal. Nearly all participants, independent of their personal background, remarked a visual information overload [60] during the first minutes of the user study. “There are too many features to grasp the complete program immediately” (P3). Yet, users were able to solve 95.2% of the given tasks indicating that they were able to find the desired information. Furthermore, on average, participants agreed to the statement that the visual design is easy to comprehend and helpful for their goals. From these apparently contradicting statements, we deduce that a better structuring of the presented information is necessary. Possible solutions are discussed in Section 7.
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**Trust in Automated Machine Learning.** XAutoML was able to improve the trust of participants in AutoML significantly (2.65 ± 0.89 versus 3.96 ± 0.82, \( p = 6.65 \times 10^{-7}, d = 1.52 \)). Furthermore, participants, on average, agreed that the visual design helped them to decide if they should trust AutoML. Both data scientists and AutoML researchers consider the visual design as helpful for their goals. In comparison, domain experts have a rather negative opinion on the helpfulness of the visual design regarding their goals. Multiple domain experts explained during the study that data analytics is a rather small part of their daily work and AutoML is only of limited use for them. Consequently, we observed the smallest improvement on participants’ assessment of the helpfulness of AutoML in their daily work using XAutoML (3.58 ± 0.95 versus 4.15 ± 0.78, \( p = 1.02 \times 10^{-2}, d = 0.66 \)). We do not consider this a shortcoming of AutoML but rather attribute this observation to our limited number of participants.

### 6.3 System Usability

The usability of XAutoML is evaluated using the system usability score (SUS) [8]. To compute the SUS, participants were asked to fill out the standard SUS survey at the end of the user study. The SUS contains ten questions participants had to grade on a scale of 1 (strongly disagree) to 5 (strongly agree) and ranks a system on a scale from 0 to 100. Our system reached 72.4 ± 13.22 points. According to Bangor et al. [3], this grades the usability of XAutoML in the upper region of OK making it acceptable. The major criticism of participants was that support by a technical person is required for using this system (5.2 of 10 possible points). However, most participants also stated that they would only require support by a technical person during the initial contact with the system and felt confident that no more support would be required after using it a few times. This assessment is supported by the fact that participants were able to solve 95.2% of the tasks in the user study.

### 7 DISCUSSION & FUTURE WORK

Study participants were interested in validating the behaviour of single ML models and/or understanding the internals of the AutoML optimization. This confirms our identified visualization needs N1 and N2. It is important to note that these two needs do not correlate with the traditional user groups of data scientists and domain experts but depend on a more diverse personal background knowledge of each participant.

Interestingly, most participants with ML expertise considered AutoML only as a baseline method for ML. Instead of using a proposed model directly, they wanted to build a custom model manually improving on the performance yielded by AutoML. A potential explanation could be that most study participants had no prior experience with AutoML and were therefore satisfied with AutoML building “good enough models” (P3) for a baseline. Finding the best possible ML model via AutoML was not a goal of the participants. Consequently, a search space refinement—and therefore identifying well-performing regions in the search space—for consecutive optimization runs was not interesting for the study participants. This contradicts our identified visualization need N3. Further research with users having a wider spectrum of prior knowledge in AutoML is necessary to validate our identified analytical needs.

Instead of designing XAutoML for a single user group, we decided to provide a lot of information and rely on users to pick the relevant and ignore the rest. The user study showed that participants from all three user groups were able to extract relevant information from XAutoML supporting our design goal G1. Furthermore, study participants having programming skills highlighted the benefits of integrating XAutoML with JUPYTER. Extracting data from the visual analytics for further manual analysis was considered an integral part for incorporating AutoML and the visual analytics into the usual workflow of the participants. This confirms our design goals G2 and G3. Finally, existing AutoML systems can be integrated with XAutoML easily as only minimal information has to be provided by the AutoML system.
supporting our design goal G4. To prove this claim, XAutoML is currently able to visualize the results of five different AutoML libraries.

P21, a domain expert, mentioned an alternative usage scenario for AutoML: Instead of using the constructed ML models for a predictive task, they think AutoML in combination with the global and local surrogates can help to "extract new knowledge" (P21) from the given data set. Without the visual analytics, they would not be able to tap into the potential knowledge extracted by AutoML.

7.1 Current Limitations

During the first minutes of the user study, many participants stated that they were overwhelmed by the amount of different information presented in the visualization. This was the major criticism of XAutoML. We tried to prevent this visual information overload by designing XAutoML to provide information in different levels of details supporting our design goal G3. Yet, apparently, the current visual design fails at this task at least partially. This initial shock was usually overcome within roughly 40 minutes of participants interacting with XAutoML. Further analysis on how to restructure the presented information and visualizations is necessary. During the study several participants proposed to add the option to configure the visual analytics tool by the user to hide irrelevant information. Alternatively, pre-defined views tailored to specific areas of interest could be created, similar to the current visual analytics approaches. Users could select areas they are interested in and add further information on demand later on. Alternatively, some participants suggested introducing additional layers to expose users to less information at once.

XAutoML is currently designed to create post-hoc explanations. Users can only analyse the results of an AutoML optimization run after it has finished. Based on the extracted insights, users can adapt the search space and data set to guide the next optimization run into the right direction. From a user’s perspective, this workflow can be cumbersome as the lengthy completion of the AutoML optimization has to be awaited. In the spirit of human-guided ML, a tight coupling between AutoML system and visual analytics is highly desirable [26] to control the optimization procedure and modify the search space in-place during the optimization. Yet, this directly conflicts with the design goal to support many AutoML systems. In addition, it exposes users to internal information of the AutoML optimizer that could be hard to understand for end-users. Further research is required to distill common user interactions with AutoML systems to a standardized framework coupling visual analytics and optimizer.

As a consequence of the post-hoc explanations and the abstraction of the underlying AutoML system, most visualizations are computed on the fly. These ad-hoc computations become quite time-consuming for large data sets, severely limiting the user experience. Even though all computed results are cached and the input data for costly operations is down-sampled, the initial computation of the requested data may still require too much time for an interactive system. Another drawback of being AutoML systems agnostic is the lack of information about the internal optimizer reasoning. XAutoML only provides visualizations based on the evaluated models over time. Given this information, users of XAutoML are able to make an educated guess about the internal reasoning of the AutoML optimizer. It would be better if AutoML systems provide more inherent information to establish trust and explain their behaviour, but unfortunately, this is simply not the case with current state-of-the-art AutoML systems.

Multiple participants remarked that relevant information, they were looking for, was not easy to find due to a discrepancy in the used terminology. XAutoML uses established terms from ML, yet participants are often not familiar with ML and use other terms for the same concept, e.g., recall for binary classification and sensitivity. The effort to mentally map to known terms made usage of XAutoML unnecessary straining for some participants.
7.2 Future Work

Currently, programming skills are necessary to access the visualization. This basically prevents users without programming skills from using XAutoML. For now, we accepted this limitation as programming skills are also necessary to actually create an AutoML optimization run to be visualized in XAutoML. We plan to overcome both limitations, by providing an option to run the visualization as a stand-alone web service and including a control plane similar to Visus [65]. This control plane could allow users to create AutoML optimization procedures and configure them accordingly through a visual user interface.

During the user study, many users voiced their desire to create specific ML models based on the insights extracted from their detailed analysis of ML models, e.g., giving a higher importance to a specific feature. Gil et al. [26] have analysed common requirements for human-guided ML. An option to incorporate human guidance into a running AutoML optimization, building single models specifically requested by the user, would be useful.

XAutoML is currently limited to classification tasks on tabular data. An extension to further learning tasks and data types is desirable and was requested during the user study by multiple participants. Similarly, we plan the inclusion of further AutoML systems to increase the potential user basis of XAutoML.

8 CONCLUSIONS

We presented XAutoML, an open-source visual analytics tool for establishing trust in AutoML procedures by making AutoML optimizations transparent and explaining ML models produced by AutoML. In a requirement analysis study, we have collected desired explanations and information from a diverse user basis containing 12 data scientists, 11 domain experts, and 3 AutoML researchers. The results indicate that designing visual analytics tools focused on a single user group is, in the context of AutoML, not helpful. A clear assignment of explanations to specific user groups is often not possible. XAutoML allows users to pick interesting information from a broad spectrum. In a user study, we were able to prove the effectiveness and usefulness of XAutoML. Our results showed, that the usage of XAutoML significantly increased the understanding of AutoML systems and ML models produced by them leading to an increased trust of users in AutoML.
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Table 3. Summary of the questionnaire measuring the prior knowledge of domain experts (DE), data scientists (DS), AutoML researcher (AR), and all together in AutoML related topics. Values are given on a scale of 1 (strongly disagree) to 5 (strongly agree).

| Question | DE | DS | AR | All |
|----------|----|----|----|-----|
| Q01 I am confident in building my own ML pipelines. | 1.85 | 4.10 | 4.00 | 2.96 |
| Q02 I am familiar with scikit-learn. | 2.08 | 3.70 | 4.33 | 2.96 |
| Q03 I am familiar with AutoML. | 1.77 | 2.20 | 4.67 | 2.27 |
| Q04 I understand how AutoML tools work. | 1.38 | 2.90 | 4.33 | 2.31 |
| Q05 I believe AutoML produces good models. | 2.46 | 3.30 | 3.67 | 2.92 |
Table 4. Table of all cards containing potential information presented during the card-sorting requirements analysis. Given is the mean rank of each card for domain experts (DE), data scientists (DS), AutoML researchers (AR), and all. A rank of 1 equals the most important information, a rank of 24 the least important.

| Task                                                                 | DE   | DS   | AR   | All  |
|----------------------------------------------------------------------|------|------|------|------|
| R01 View the input data                                             | 13.1 | 18.1 | 11.0 | 14.8 |
| R02 Know context information about features in the input data        | 7.9  | 14.9 | 16.0 | 11.5 |
| R03 View statistics of input data                                   | 10.3 | 19.3 | 14.0 | 14.2 |
| R04 Visualize the input data                                        | 11.3 | 17.1 | 17.7 | 14.3 |
| R05 View the pre-processed data                                     | 13.7 | 18.7 | 17.3 | 16.0 |
| R06 Know how input data was pre-processed                           | 15.4 | 11.3 | 15.7 | 13.8 |
| R07 View statistics of pre-processed data                           | 10.0 | 13.5 | 17.0 | 12.2 |
| R08 Visualize pre-processed data                                    | 13.2 | 14.0 | 22.0 | 14.5 |
| R09 View data after features engineering                            | 9.2  | 13.7 | 17.3 | 11.8 |
| R10 View statistics of data after feature-engineering               | 11.2 | 16.0 | 16.3 | 13.6 |
| R11 Visualize data after feature-engineering                        | 10.0 | 13.8 | 20.7 | 12.7 |
| R12 Know how new features are derived from existing features        | 11.8 | 10.2 | 16.3 | 11.7 |
| R13 View the complete processing pipeline                            | 16.2 | 6.7  | 10.7 | 11.9 |
| R14 Know which pre-processing, feature engineering, and modeling algorithms are available | 15.8 | 9.1  | 8.0  | 12.3 |
| R15 Know how pipelines are chosen                                   | 17.5 | 9.3  | 3.3  | 12.7 |
| R16 Know how hyperparameters are chosen                              | 17.8 | 13.9 | 5.0  | 14.8 |
| R17 View performance metrics                                        | 2.8  | 4.6  | 1.0  | 3.3  |
| R18 Visualize evaluation metrics                                    | 9.4  | 8.6  | 15.7 | 9.8  |
| R19 View global surrogates for model                                | 11.5 | 9.9  | 13.3 | 11.1 |
| R20 View local surrogates for model                                 | 9.5  | 8.4  | 13.0 | 9.5  |
| R21 View hyperparameters of model                                   | 17.7 | 15.1 | 8.7  | 15.7 |
| R22 Compare performance and explanations of various models with each other | 10.6 | 8.4  | 6.0  | 9.2  |
| R23 Compare pipeline structures with each other                     | 17.5 | 10.3 | 6.3  | 13.4 |
| R24 Compare hyperparameters of identical pipelines                  | 16.8 | 15.1 | 7.7  | 15.1 |

Table 5. Set of the tasks given to participants without expertise in ML with the percentage of correct answers.

| Task                                                                 | Correct % |
|----------------------------------------------------------------------|-----------|
| Optimization Overview                                                |           |
| T01 What performance does the best pipeline have?                    | 100       |
| T02 Is the best pipeline performing significantly better than the rest? | 100       |
| T03 Are better pipelines found over time?                            | 100       |
| T04 How many pipelines were generated in total?                      | 100       |
| Candidate Inspection                                                 |           |
| T11 What performance does the model have regarding <METRIC>?          | 100       |
| T12 Which rules does the model use for a prediction?                 | 100       |
| T13 What are the reasons for a single prediction?                    | 100       |
| T14 Which features are important?                                    | 100       |
Table 6. Set of the tasks given to participants with expertise in ML with the percentage of correct answers.

| Optimization Overview                              | Correct % |
|----------------------------------------------------|-----------|
| T21 What performance does the best pipeline have?  | 100       |
| T22 Is the best pipeline performing significantly better than the rest? | 100       |
| T23 Are better pipelines found over time?           | 94        |
| T24 How many pipelines were generated in total?     | 100       |

| Candidate Inspection                               | Correct % |
|----------------------------------------------------|-----------|
| T31 What steps does the pipeline have?              | 100       |
| T32 Which classifier does the pipeline use?         | 100       |
| T33 Which are the hyperparameters of this pipeline? | 94        |
| T34 How fast is a prediction using this pipeline?   | 100       |
| T35 Which are the most important hyperparameters?   | 100       |
| T36 What range should <HYPERPARAMETER> be to yield a good performance? | 94        |
| T37 Why was a single sample predicted as <CLASS>?    | 88        |
| T38 How does this pipeline approximately work?      | 100       |

| Search Space                                       | Correct % |
|----------------------------------------------------|-----------|
| T41 What does the search space look like?           | 94        |
| T42 Which classifier was most often used in all candidates? | 88        |
| T43 How many pipelines use an <ALGORITHM> as first step? | 94        |
| T44 How many hyperparameters does the random forest have? | 100       |
| T45 Does the search algorithm converge to a local minimum? | 94        |
| T46 Can you explain the how the search algorithm for pipelines works? | 94        |
| T47 Can you explain the how the search algorithm for hyperparameters works? | 94        |

| Ensemble Inspection                                | Correct % |
|----------------------------------------------------|-----------|
| T51 Which is the most important member in the ensemble? | 94        |
| T52 Are there models which should be removed from the ensemble? | 76        |