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Abstract

Consider $n$ nodes communicating over an unreliable broadcast channel. Each node has a single packet that needs to be communicated to all other nodes. Time is slotted, and a time slot is long enough for each node to broadcast one packet. Each broadcast reaches a random subset of nodes. The objective is to minimise the time until all nodes have received all packets. We study two schemes, (i) random relaying, and (ii) random linear network coding, and analyse their performance in an asymptotic regime in which $n$ tends to infinity. Simulation results for a wide range of $n$ are also presented.

1 Introduction

The problem of multicasting a message from a single source to multiple receivers over wired networks such as the Internet has been widely studied. Content distribution networks and live streaming were some of the major motivations. Early work sought centralised algorithms for building optimal multicast trees according to specified performance measures; see, e.g., [1, 2]. This often gave rise to NP-hard optimisation problems, typically variants of the Steiner tree problem, and much work was devoted to developing approximation algorithms for these problems. Subsequently, interest shifted to distributed algorithms for constructing multicast trees on overlay networks [3, 4]. These works mainly focused on throughput and on reliability
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under erasures, e.g., due to packet losses caused by congestion. A lightweight
gossip-style scheme for content dissemination in peer-to-peer networks was
presented in [5]. A number of works proposed network coding as a mecha-
nism to maximise throughput [6, 7, 8]. The delay performance of network
coding was analysed in [9, 10].

The increasing prevalence of wireless communication at the network edge
motivates interest in broadcast channels as opposed to point-to-point links.
Live streaming of a single source in dense wireless networks has been stud-
ied in [11]. A motivating application for the work in this paper comes from
autonomous vehicles, which need to exchange data on velocity, acceleration
and manoeuvring intentions reliably and with very low latency. The work
presented here is also relevant to flooding of routing information in wireless
ad-hoc networks, and to cyber-physical systems composed of large numbers
of sensors and control devices communicating over wireless channels. Com-
mon features of these applications are short messages, originating from many
nodes in the network, and needing to be communicated to many other nodes
with very low latency. Moreover, communication links are unreliable and
one-hop communication is not possible between all pairs of nodes. These
are the features addressed in the work presented here. In addition, as low
latency is achieved by minimising the number of transmissions, it has the
side-effect of reducing energy use. Hence, the algorithms presented here are
also relevant to applications in which energy is the binding constraint [12].

The remainder of this section places our contribution within the context
of related work. The system model and problem statement are presented in
Section 2, followed by a lower bound on the best achievable delay in Section 3.
Two specific algorithms, based on random forwarding and random linear
network coding respectively, are presented in Sections 4 and 5, along with
an analysis of their performance. We present simulation results in Section 6,
and conclude in Section 7.

1.1 Related Work

Consider a population of $n$ agents represented by the nodes of a directed
communication graph $G = (V, E)$. Time is discrete and a time slot is long
enough for a node to transmit one message of a fixed size, known as a packet.
A transmission by node $u$ in time slot $t$ is received correctly by $v$ if $(u, v) \in E$
and no other node $w$ such that $(w, v) \in E$ transmits in the same time slot.
If two or more such in-neighbours of $v$ transmit in the same time slot, then
their packets collide and are erased at $v$ (but may be received correctly at
other nodes). There are no errors or erasures other than due to collisions.
Two problems have been studied on this system model. In the \emph{broadcasting} problem, a single node $v$ has a single packet which needs to be communicated to all other nodes. In the \emph{gossiping} or \emph{allcast} problem, each node has a single packet, and all nodes need to receive all packets. In each time slot, nodes may retransmit any packet they have previously received, but may not alter the contents of a packet. The objective is to construct a schedule of minimal length which ensures that all nodes receive the required packets. Both centralised and distributed versions of these problems have been studied, as well as versions in which the graph $G$ is known or unknown to the agents.

It was shown in [13] that even the broadcasting problem is NP-hard. An approximation algorithm which achieves a cost within a logarithmic (in $n$) factor of the optimal was presented for the broadcasting problem in [14], and extended to the gossiping problem in [15]. The approach taken in both these works is to construct breadth-first-search (BFS) trees, which incurs a one-time cost. Other approaches to the broadcasting and gossiping problems, which yield polylogarithmic approximations, are presented in [16, 17, 18]. The above works address general networks, which might be known or unknown to the agents.

The special case of random geometric graphs, also known as the Gilbert disk or Boolean model, was studied in [19, 20, 21]. A constant factor approximation algorithm was obtained for such graphs in [21] using BFS trees. An asymptotically optimal algorithm for the one-dimensional case was presented in [19]. Our paper complements these works by studying the special case of dense Erdős-Rényi random graphs. We show that random forwarding achieves a logarithmic approximation factor while respecting the constraint of only retransmitting received packets, while network coding achieves a constant factor approximation but violates this constraint.

The works cited above address collisions as well as the choice of which packet to transmit in each time slot in their scheduling algorithms. We abstract out collisions, assuming orthogonal channels. (Alternatively, collisions can be dealt with at a lower layer in the protocol stack, incurring an $O(\log n)$ penalty on average.) This is the same system model as considered in [22]. They also use network coding, and obtain delay bounds for general networks. Specialising their results to our network model recovers a constant factor approximation guarantee, but with poorer (and less explicit) constants than we obtain. In addition, our proof techniques are very different, being based on concentration inequalities rather than combinatorial identities.

Finally, a complete graph with random edge capacities is studied in [23]. The authors characterise the capacity region, and present push-pull algo-
rithms (which do not employ network coding) for the gossiping problem
which they show to be asymptotically optimal.

2 System Model

We consider a set of $n$ agents or nodes, each of whom has a single packet
to transmit. All packets are of the same size. Time is discrete, and di-
vided into slots or rounds. Each agent gets to broadcast a single packet in
each round. Each broadcast is received error-free at a subset of agents, and
erased completely at the others; no packets are received partially or with
errors. We ignore issues related to contention, assuming that they have been
dealt with at a lower layer. We assume that agents have unlimited storage
and computational power. The algorithms that we consider require mem-
ory growing linearly with the number of agents, and computational power
growing polynomially (at most as a cubic).

Let $G_t = (V, E_t)$ denote the directed graph whose vertices are the agents;
if edge $(u, v)$ is in $E_t$, it denotes that the broadcast by agent $u$ in time slot
t is received by agent $v$. The objective is to minimise the time until all
packets reach all agents. Agents may cooperate to achieve this objective,
but subject to the following restrictions. The size of the packet transmitted
by an agent in any round must be a constant (i.e., not growing with $n$), and
its content must only depend on the agent’s original packet, and the packets
it has received in previous rounds. We assume that agents are unaware of
the graphs, $G_t$. In fact, the algorithms we propose only require packets
to have identifiers; it is not necessary for agents to have identifiers, or to
know who they can communicate with. Finally, we assume that no agents
are faulty or malicious, i.e., that they all implement any specified algorithm
complying with the restrictions. We now state two assumptions about the
graph sequence, $G_t$, $t \in \mathbb{N}$.

Assumptions

A1. In each time slot $t$, the communication graph $G_t$ is a directed Erdős-
Rényi random graph $G(n, p)$, for a fixed $p > 0$. In other words, each
directed edge is present with probability $p$, independent of all other
edges.

A2. The graph $G_t$ is fixed once and for all, i.e., $G_t = G_1$ for all $t \in \mathbb{N}$.

Assumption A1 says that all nodes face a similar environment, and hence
have approximately the same in- and out-degrees as each other, concentrated
sharply around the mean value of $np$. Furthermore, there is no spatial structure, in physical or latent space. The parameter $p \in (0, 1]$ determines the edge density. The assumption is plausible when agents are in fairly close proximity, and connectivity is dominated by random fading rather than by attenuation. Examples include autonomous vehicles within a small neighbourhood or stretch of road, or sensors or IoT devices within a small building.

Assumption A2 is appropriate for environments with slow fading, compared to the time scale required for the allcast to complete; as our focus is on low-latency applications, the assumption seems realistic. In addition, intuition suggests, and the simulations reported in Section 6 confirm, that if the random graphs evolve over time, then that only reduces the dissemination time of the algorithms we study. As such, the fixed topology setting mandated by this assumption appears to be a worst-case scenario for the allcast problem.

3 A lower bound

In this section, we present an elementary lower bound on the number of rounds required by any allcast algorithm. We say that a property holds “with high probability (whp)” if the probability that the property is satisfied tends to 1 as $n$ tends to infinity.

**Proposition 1.** Let $G_t = (V, E_t)$, $t = 1, 2, 3, \ldots$ be a sequence of directed communication graphs with common vertex set, $V$. Let $d_{\text{in}}^t(v)$ denote the in-degree of node $v$ in $G_t$, and let

$$
\tau_v = \inf \{ T : \sum_{t=1}^{T} d_{\text{in}}^t(v) \geq n - 1 \}.
$$

Then, for any allcast algorithm, the time until all nodes have all packets is at least as large as $\max_{v \in V} \tau_v$.

In particular, if $G_t \equiv G$ for all $t \in \mathbb{N}$ and $d_{\text{min}}$ is the minimum in-degree of any vertex in $G$, then allcast requires at least $(n - 1)/d_{\text{min}}$ rounds, for any algorithm.

**Proof.** The proof is straightforward. Each node needs to receive $n-1$ distinct packets in total, and node $v$ can receive at most $d_{\text{in}}^t(v)$ distinct packets in round $t$. Hence, the earliest time by which node $v$ can receive $n-1$ distinct packets is $\tau_v$, and the claim follows. \qed
The in-degree of vertices of directed Erdős-Rényi random graphs \(G(n,p)\) concentrate sharply around \(np\), as \(n\) tends to infinity with \(p\) fixed. This yields the following corollary.

**Corollary 1.** Suppose that for each \(t \in \mathbb{N}\), \(G_t\) is an Erdős-Rényi random graph, \(G(n,p)\). Given an allcast algorithm \(A\), let \(T^{\text{all}}(A)\) denote the random time until all nodes have all packets. Then, for any \(q > p\),

\[
P(T^{\text{all}}(A) \leq \frac{1}{q}) \leq \frac{1}{q} e^{-n(n-1)H(q;p)},
\]

where \(H(q;p) = q \log \frac{q}{p} + (1-q) \log \frac{1-q}{1-p}\) denotes the relative entropy or KL-divergence of the Bernoulli distribution with parameter \(q\), denoted \(\text{Bern}(q)\), with respect to the \(\text{Bern}(p)\) distribution.

**Remark.** Note that we make no assumption about the joint distribution of the random graphs \(G_t\), or about the algorithm \(A\). In particular, the algorithm may use knowledge of the entire sequence \(G_t, t \in \mathbb{N}\), and may even design the sequence, subject only to the constraint on the marginal distributions.

The proof uses a well-known bound on large deviations for binomial random variables, variously known as Bernstein’s or Chernoff’s inequality; it also follows readily from Sanov’s theorem. We state it below for easy reference as we shall make repeated use of it.

**Lemma 1.** Suppose that \(X\) is a binomially distributed random variable with parameters \((n,p)\), which we denote by \(X \sim \text{Bin}(n,p)\). Then,

\[
P(X > nq) \leq \exp\left(-nH(q;p)\right), \quad \forall q > p,
\]

\[
P(X < nq) \leq \exp\left(-nH(q;p)\right), \quad \forall q < p.
\]

**Proof of Corollary 1.** By Proposition 1, for any algorithm \(A\), \(T^{\text{all}}(A) \geq \tau_v\) for all \(v \in V\). Hence,

\[
\sum_{v \in V} \sum_{t=1}^{T^{\text{all}}(A)} d^t(v) \geq n(n-1).
\]

Therefore, for the event \(T^{\text{all}}(A) \leq \frac{1}{q}\) to occur, there must be at least one \(t \in \{1, \ldots, \lfloor \frac{1}{q} \rfloor\}\) such that \(\sum_{v \in V} d^t(v) \geq qn(n-1)\). Hence, by the union bound,

\[
P(T^{\text{all}}(A) \leq \frac{1}{q}) \leq \sum_{t=1}^{\lfloor \frac{1}{q} \rfloor} P\left(\sum_{v \in V} d^t(v) \geq qn(n-1)\right).
\]
But $\sum_{v \in V} d_t^n(v)$ has a $\text{Bin}(n(n-1),p)$ distribution, since $G_t$ is a directed Erdős-Rényi random graph for each $t$. The claim of the corollary thus follows easily from Lemma 1. □

4 Random message forwarding

In this section, we propose and analyse a simple gossip-style algorithm for allcast. The analysis requires Assumption A2 to hold, but the algorithm can be implemented on time-varying networks. We first present two variants of the gossip algorithm.

Algorithm Relay

1. In the first round, each node broadcasts its own packet.

2. Each node stores all packets received in previous rounds in memory, organised by the earliest round in which they were received.

3. In each round $t \geq 2$, each node broadcasts a packet chosen uniformly at random from either
   - Algorithm R1: all packets it received in the first round, or
   - Algorithm R2: all packets it received in all previous rounds, $1, \ldots, t-1$.

   In either case, the choices are mutually independent across nodes, and across rounds at the same node.

If Assumption A2 holds, the graph topology is fixed once and for all. As nodes only forward packets received in the first round in Algorithm R1, the algorithm can ensure all messages reach all nodes only if the graph diameter is at most two, i.e., only if there is a one or two-hop path between any pair of nodes. It is easy to show that the diameter of a dense Erdős-Rényi random graph $G(n,p)$ is indeed bounded above by 2 whp, for any $p > 0$. This will be implicitly proved in the analysis we present. Algorithm R2 is more robust, and does not require the graph diameter to be bounded, but the best upper bound we can prove on its performance is not as good as that for Algorithm R1. We now state our performance guarantees.

Theorem 1. Consider a sequence of systems indexed by the number of nodes, $n$, and satisfying Assumptions A1 and A2. For an allcast algorithm $R'$, let $T_n^{\text{all}}(R')$ denote the number of rounds until every node has received every
message in a system with $n$ nodes employing algorithm $R'$. Let $\epsilon > 0$ be fixed. Then,
\[
\lim_{n \to \infty} \mathbb{P}(T_{n}^{\text{all}}(R1) > \frac{2(1+\epsilon)}{p} \log(n)) = 0,
\]
\[
\lim_{n \to \infty} \mathbb{P}(T_{n}^{\text{all}}(R2) > \frac{2(1+\epsilon)}{p^2} \log(n)) = 0,
\]
where the probabilities are calculated over randomness in both the communication graph and the algorithm.

Fix $n \in \mathbb{N}$, and let $G = (V, E)$ be a directed Erdős-Rényi random graph $G(n, p)$ denoting the communication graph in the $n$th system. For $v \in V$, denote its in- and out-neighbourhoods in $G$ by $N_{v}^{\text{in}} = \{ u \in V : (u, v) \in E \}$ and $N_{v}^{\text{out}} = \{ w \in V : (v, w) \in E \}$, and its in- and out-degrees by $d_{v}^{\text{in}} = |N_{v}^{\text{in}}|$ and $d_{v}^{\text{out}} = |N_{v}^{\text{out}}|$. For $u, v \in V$, let $M_{uv} = N_{v}^{\text{out}} \cap N_{u}^{\text{in}}$ denote the set of nodes which connect $u$ and $v$ via two-hop directed paths.

In proving the theorem, we will use the fact that the in- and out-degrees of all vertices are concentrated around their mean values, as are the cardinalities of the sets $M_{uv}$, $u, v \in V$. We now state and prove this fact.

**Lemma 2.** Fix $\delta > 0$, and let $\mathcal{E}_{\delta}^{1}$ and $\mathcal{E}_{\delta}^{2}$ denote the events,
\[
\mathcal{E}_{\delta}^{1} = \bigcap_{v \in V} \left\{ \frac{d_{v}^{\text{in}}}{np} \in (1-\delta, 1+\delta) \text{ and } \frac{d_{v}^{\text{out}}}{np} \in (1-\delta, 1+\delta) \right\},
\]
\[
\mathcal{E}_{\delta}^{2} = \bigcap_{u, v \in V} \left\{ \frac{|M_{uv}|}{(n-2)p^2} > 1-\delta \right\}.
\]

Then,
\[
\mathbb{P}(\mathcal{E}_{\delta}^{1}) \leq 2ne^{-\gamma(n-1)}, \quad \mathbb{P}(\mathcal{E}_{\delta}^{2}) \leq n^2 e^{-\gamma(n-2)},
\]
where $\gamma = \min\{D((1-\delta)p; p); D((1+\delta)p; p)\} > 0$. The dependence of $\gamma$ on $\delta$ has not been made explicit in the notation.

**Proof.** Observe that the in- or out-degree of a given node in a given timestep is a $\text{Bin}(n-1, p)$ random variable. Similarly, $|M_{uv}|$ is a $\text{Bin}(n-2, p^2)$ random variable, as each $w \neq u, v$ is in the set $M_{uv}$ with probability $p^2$, independent of all other nodes. Hence, the claims of the lemma follow from Lemma 1 and the union bound. \hfill \square

**Proof of Theorem 1.** Fix $u, v \in V$. For $t \in \mathbb{N}$, let $\mathcal{B}(u, v, t)$ denote the event that $v$ has not received $u$’s packet within the first $t$ rounds. We now derive
a bound on the conditional probability of $B(u, v, t)$ given $\mathcal{E}_\delta^1 \cap \mathcal{E}_\delta^2$, when Algorithm R1 is employed.

At the end of the first round, each node $w \in M_{uv} \subseteq N_u^{\text{out}}$ receives $u$’s packet, amongst $d_{uv}^u$ packets in total. Under Algorithm R1, in each subsequent round, it broadcasts $u$’s packet with probability $1/d_{uv}^u$, independent of other nodes and rounds. For $B(u, v, t)$ to occur, no node $w \in M_{uv}$ should choose to transmit $u$’s packet in any of the rounds $2, \ldots, t$. Hence, we see that

$$P(B(u, v, t)|\mathcal{E}_\delta^1 \cap \mathcal{E}_\delta^2) = \mathbb{E}\left[ \prod_{w \in M_{uv}} \left(1 - \frac{1}{d_{uv}^u}\right)^{t-1} \mid \mathcal{E}_\delta^1 \cap \mathcal{E}_\delta^2 \right]$$

$$\leq \left(1 - \frac{1}{(1 + \delta)np}\right)^{(1-\delta)(n-2)p^2(t-1)}$$

$$\leq C \exp\left(-\frac{(1-\delta)(n-2)pt}{(1+\delta)n}\right),$$

where $C = \exp((1-\delta)p/(1+\delta))$ is a constant that does not depend on $n$. Setting $t = 2(1 + \epsilon) \log n/p$ and using the union bound, we obtain from the above that

$$P\left( \bigcup_{u,v \in V} B(u, v, t) \mid \mathcal{E}_\delta^1 \cap \mathcal{E}_\delta^2 \right)$$

$$\leq C \exp\left(2 \log n - \frac{2(1 + \epsilon)(1 - \delta)(n - 2) \log n}{(1 + \delta)n}\right).$$

(1)

It is clear that, for given $\epsilon > 0$, we can choose $\delta > 0$ sufficiently small that the exponent on the RHS is a strictly negative multiple of $\log n$, for all $n$ sufficiently large.

Now, the probability that there are some $u, v \in V$ such that $v$ fails to receive $u$’s packet within $2(1 + \epsilon) \log n/p$ rounds is bounded as follows:

$$P\left( \bigcup_{u,v \in V} B\left(u, v, \frac{2(1 + \epsilon) \log n}{p}\right) \right)$$

$$\leq P\left( \bigcup_{u,v \in V} B\left(u, v, \frac{2(1 + \epsilon) \log n}{p}\right) \mid \mathcal{E}_\delta^1 \cap \mathcal{E}_\delta^2 \right) + P((\mathcal{E}_\delta^1)^c) + P((\mathcal{E}_\delta^2)^c).$$

By (1) and Lemma 2, each of the summands on the RHS tends to zero as $n$ tends to infinity, for a suitable choice of $\delta > 0$. Thus, we have proved the first claim of the theorem.

The proof of the second claim is very similar. The only difference is that we use the bound that the probability of $w \in M_{uv}$ choosing to broadcast $u$’s
packet in any round is at least $1/n$ under Algorithm R2 (as $w$ has at most $n$ packets).

While Theorem 1 is stated under the assumption that the communication graph is fixed over time, the careful reader will have noticed that the proof only relies on the properties established in Lemma 2. More precisely, if we define $N_{v}^{\text{in}}(t)$ and $N_{v}^{\text{out}}(t)$ to be the in and out neighbourhoods of vertex $v$ in the communication graph $G_{t} = (V, E_{t})$ at time step $t$, and define $M_{uv}(t) = N_{v}^{\text{out}}(1) \cap N_{u}^{\text{in}}(t)$, and if the probability bounds in Lemma 2 hold for the in and out-degrees in time step 1, and for the cardinalities of $M_{uv}(t)$ in each of the first $2(1 + \epsilon)\log n/p^{2}$ time steps, then the conclusion of Theorem 1 still holds. An example of a random graph model satisfying these conditions is one in which the edges evolve as independent On-Off Markov chains, with stationary probability $p$ of being On. Simulation results for this model are presented in Section 6.

5 Random linear network coding

In this section, we present a different approach to allcast based on network coding. As before, in the first round, each node broadcasts its own packet. In subsequent rounds, instead of forwarding packets, nodes compute random linear combinations, over some finite field, of packets received in the first round. They broadcast this linear combination, along with the coefficients used. When a node has received $n$ linearly independent vectors of coefficients (or $n - 1$, excluding coefficients on its own packet), it can solve the resulting system of linear equations to decode all packets. Thus, the number of rounds required for allcast is related to the rank of random matrices of coefficients over finite fields. We now specify the algorithm precisely before analysing its performance.

For the purposes of describing the algorithm, each packet is considered to be a fixed length vector over a finite field, $\mathbb{F}_{q}$; linear combinations are computed in this vector space. The performance of the algorithms we present is not sensitive to the choice of $q$, so we shall take $q = 2$ for definiteness. We use 0 and 1 to denote the additive and multiplicative identities in $\mathbb{F}_{2}$ as well as the real numbers 0 and 1; it will be clear from context which is intended. The algorithms described below are parametrised by a constant $\beta > 1$, which does not depend on $n$, the system size.

Algorithm $\text{RLNC}(\beta)$

1. In the first round, each node broadcasts its own packet. It also stores
each packet received in the first round in a buffer. Let $N_{v}^{\text{in}}$ denote the set of packets received by node $v$ in the first round, and let $d_{v}^{\text{in}} = |N_{v}^{\text{in}}|$.

2. In each subsequent round, each node broadcasts a random linear combination over $\mathbb{F}_{2}$ of packets it received in the first round, computed as follows. Let $X_{vw}(t) \in \mathbb{F}_{2}$ denote the coefficient assigned by node $v$ to node $w$’s packet in round $t$. Then, $X_{vw}(t)$ are mutually independent random variables, and

$$
\mathbb{P}(X_{vw}(t) = 1) = \begin{cases} 
(\beta \log d_{v}^{\text{in}})/d_{v}^{\text{in}}, & w \in N_{v}^{\text{in}}, \\
0, & \text{otherwise}.
\end{cases}
$$

It transmits the corresponding coefficients, $X_{vw}(t)$, in the same packet.

Strictly speaking, the overhead imposed by transmitting the coefficients means that packet sizes are not independent of the system size, $n$. If they were transmitted in the form of a coefficient vector, with one element for each node, the overhead would be $n$ bits. An alternative is to only transmit identifiers of nodes whose coefficient is 1. The number of such coefficients employed by the algorithm is random, but concentrated sharply around a multiple of $\log n$. The length of each identifier is $O(\log n)$. Thus, the overhead is $O(\log^{2} n)$ bits, in probability and in expectation. Nevertheless, for practically relevant values of $n$, and practically relevant packet sizes, it is reasonable to assume that transmitting coefficients increases packet sizes by no more than a constant factor. For example, if packet sizes are 1Kb and $n = 10^{3}$, then appending a vector of coefficients merely doubles the packet size.

Algorithm RLNC$(\beta)$ is fully distributed, and requires no knowledge about the system on the part of individual agents or nodes. In particular, nodes do not need to know $n$ or $p$. As nodes only use packets received in the first round to compute the linear combinations broadcast in subsequent rounds, the algorithm relies for its correctness on the fact that the communication graph has diameter 2, whp. While one can modify the algorithm to use packets received in subsequent rounds in the linear combinations, the analysis of such a generalisation does not appear tractable using the approach in this paper.

Once each node has received a linearly independent set of $n-1$ random linear combinations, the messages can be recovered by solving the resulting linear system. We seek to bound the number of transmission rounds until this is possible for all nodes. Our main result is as follows.
Theorem 2. Consider a sequence of systems indexed by the number of agents, \( n \), and satisfying assumptions A1 and A2. Let \( T_n^{\text{all}}(\text{RLNC}(\beta)) \) denote the number of rounds needed until all agents are able to decode all packets when they employ Algorithm RLNC(\( \beta \)). Then, for any \( \beta > 8 \),

\[
\lim_{n \to \infty} \mathbb{P}(T_n^{\text{all}}(\text{RLNC}(\beta)) > \lceil \frac{1}{p} \rceil + 2) = 0.
\]

The theorem says that the number of rounds needed to disseminate all messages to all nodes remains bounded if network coding is employed. Equivalently, the total number of broadcasts required scales linearly in the number of nodes. Moreover, the number of rounds needed is at most two more than the lower bound of \( \lceil \frac{1}{p} \rceil \) required by any algorithm. This is in contrast to random relaying, which needs a number of rounds growing logarithmically in the system size, or a number of broadcasts growing as a multiple of \( n \log n \).

The proof will proceed through a sequence of lemmas. In order to prove the theorem, we need to study the ranks of the random matrices of coefficients generated by the algorithm. We start by describing these matrices in detail.

Let \( A(t, v) \) denote the matrix of coefficients received by agent \( v \) in rounds \( 2, 3, \ldots, t + 1 \). This is a \( td_v^{\text{in}} \times n \) matrix. Each row corresponds to the coefficient vector chosen by one of the in-neighbours of \( v \) in one of the rounds. The columns index the agents, i.e., the nodes in the graph. If the \( j^\text{th} \) element of a row is equal to 1, this means that the corresponding agent, in the corresponding round, included \( j \)'s packet in the linear combination that it broadcast.

We want to find the smallest value of \( t \) such that \( A(t, v) \) has rank \( n \) for every \( v \in V \); then, it is guaranteed that all agents can decode all messages at the end of round \( t + 1 \). The reason that we have excluded round 1 is only for ease of analysis. The coefficient vectors used by a given node from round 2 onwards are i.i.d., but have a different distribution in round 1. Ignoring round 1 yields an upper bound on the number of rounds needed, which differs by at most 1 from the true number.

Our analysis below will draw heavily on techniques used by Blömer et al. [24], who study the ranks of sparse random matrices over finite fields. (The dense case was studied by Mukhopadhyay [25].) The main difference is that, while they consider matrices with i.i.d. entries, there are dependencies in the matrices generated by our model, caused by the fact that they can only have 1s in positions corresponding to edges of the communication graph, which is unchanged from one round to the next. Hence, we need to adapt the analysis accordingly.
Recall that the kernel of an $m \times n \mathbb{F}_2$-valued matrix $A$ is defined as
\[
\ker(A) = \{ x \in \mathbb{F}_2^n : Ax = 0 \}.
\]
(2)

We use $0$ to denote a vector all of whose elements are the additive identity in $\mathbb{F}_2$, and refer to it as the zero vector.

The $m \times n$ matrix $A$ has rank $n$ if and only if $\ker(A) = \{0\}$. If $A$ is a random matrix, then we can obtain a lower bound on the probability that it has rank $n$ by upper bounding the probability that there is a non-zero vector in the kernel; such an upper bound can be computed by taking the union bound on $P(x \notin \ker(A))$ over all non-zero $x \in \mathbb{F}_2^n$, which is a finite set. We now apply this to the matrices $A(t, v)$.

Fix $i, v \in V$. Let $R_i(t, v)$ denote the $t \times n$ sub-matrix of $A(t, v)$ composed of rows corresponding to broadcasts by node $i \in N_v^i$. If $j \notin N_v^i$, then column $j$ of $R_i(t, v)$ has to be zero, since $i$ cannot use $j$’s packet as part of the linear combination it transmits. If $j \in N_v^i$, then, by Algorithm RLNC($\beta$), the elements of column $j$ are independent $\text{Bern}(\pi_i)$ random variables, where $\pi_i = \beta \log(d_{in}^i)/d_{in}^i$. Finally, the sub-matrices $R_i(t, v)$ of $A(t, v)$ corresponding to distinct $i$ are mutually independent. Thus, we have fully specified the probability law of the random matrix $A(t, v)$, given the communication graph. We now study its rank.

**Lemma 3.** Fix $m, n \in \mathbb{N}$, $p \in (0, 1)$ and $\pi \in (0, 1/2)$. Let $R \in \mathbb{F}_2^{m \times n}$ be a random matrix with mutually independent columns, constructed as follows: each column of $R$ is zero with probability $1 - p$; with the residual probability $p$, it is composed of i.i.d. $\text{Bern}(\pi)$ entries.

Fix $k \in \mathbb{N}$, $1 \leq k \leq n$, and a vector $x_k \in \mathbb{F}_2^n$ consisting of $k$ ones and $n - k$ zeros. Then,
\[
P(Rx_k = 0) = \sum_{s=0}^{k} \binom{k}{s} p^s (1 - p)^{k-s} \left( \frac{1 + (1 - 2\pi)^s}{2} \right)^m.
\]

**Proof.** By symmetry, the probability of the event of interest does not depend on which $k$ elements of $x_k$ are non-zero. The event $Rx_k = 0$ is the event that the sum of the corresponding $k$ columns of $R$ is zero.

Now, each of these columns is zero with probability $1 - p$. Let $k - S$ denote the random number of such columns, and note that $S$ has a $\text{Bin}(k, p)$ distribution. Then, $Rx_k = 0$ if and only if the sum of the $S$ columns of $R$ which are not forced to be zero is the zero vector. By conditioning on the
possible values of $S$, and using Lemma 4 below, we thus obtain that

$$
P(Rx_k = 0) = \sum_{s=0}^k P(S = s)P(Rx_k = 0 | S = s)
= \sum_{s=0}^k \binom{k}{s} p^s(1 - p)^{k-s} \left( \frac{1 + (1 - 2\pi)^s}{2} \right)^m
$$

This establishes the claim of the lemma.

**Lemma 4.** Let $\pi \in (0, 1/2)$, and let $B \in \mathbb{F}_2^{m \times s}$ be a random $m \times s$ matrix whose elements are i.i.d. $\text{Bern}(\pi)$ $\mathbb{F}_2$-valued random variables. Let $e \in \mathbb{F}_2^s$ denote the all-one column vector. Then,

$$
P(Be = 0) = P(s, \pi)^m, \quad \text{where } P(s, \pi) = \frac{1 + (1 - 2\pi)^s}{2}.
$$

**Proof.** The elements of the vector $Be$ are mutually independent $\mathbb{F}_2$-valued random variables. Thus, it suffices to show that each element is zero with probability $P(s, \pi)$.

Each element of $Be$ is the sum, in $\mathbb{F}_2$, of $s$ independent $\text{Bern}(\pi)$ random variables. Hence, we obtain the recursion

$$
P(0, \pi) = 1, \quad P(s, \pi) = (1 - \pi)P(s - 1, \pi) + \pi(1 - P(s - 1, \pi)).
$$

It is readily verified that the expression given in the statement of the lemma solves this recursion.

Lemma 3 gives an exact expression for the probability that a vector with $k$ ones is in the kernel of a random matrix $R$. We now use this to derive inequalities that are more convenient to work with.

**Lemma 5.** Let $m, p, \pi, R$ be as in the statement of Lemma 3, and let $x_k$ denote a $\mathbb{F}_2$-valued vector with exactly $k$ ones. Then,

$$
P(Rx_k = 0) \leq 2^{-m} \left[ 1 + \exp(-kp\pi) + 2 \exp\left(-\frac{k}{m} D\left(\frac{p}{2}; p\right)\right) \right]^m.
$$

In addition,

$$
P(Rx_k = 0) \leq e^{-kmp\pi/4},
$$

for all $k \leq k^* = \max\left\{ k : (1 - 2\pi)^k \geq 1/2 \text{ and } \left(1 - \frac{\pi k}{2}\right)^m \geq 1/2 \right\}.$
Proof. We obtain from Lemma 3 and the fact that \((1 - 2\pi)^s\) is a decreasing function of \(s\) that

\[
\mathbb{P}(R_{x_k} = 0) \leq \sum_{s=0}^{[kp/2]-1} \binom{k}{s} p^s (1-p)^{k-s}
+ \left(\frac{1 + (1 - 2\pi)^{[kp/2]}}{2}\right)^m \sum_{s=[kp/2]}^{k} \binom{k}{s} p^s (1-p)^{k-s}
\]

(3)

The first term in the above sum is bounded by \(\exp(-kD(p/2;p))\) by Lemma 1, while \((1 - 2\pi)^{kp/2} \leq \exp(-kp\pi)\) since \(e^{-x} \geq 1 - x\). Hence, we obtain from (3) that

\[
\mathbb{P}(R_{x_k} = 0) \leq \exp\left(-\frac{k}{m}D\left(p/2; p\right)\right)^m + \left(\frac{1 + \exp(-kp\pi)}{2}\right)^m
\]

The last inequality follows from the fact that \((a + b)^m \geq a^m + b^m\) for any \(a, b \geq 0\) and any \(m \in \mathbb{N}\).

Thus, we have established the first claim of the lemma. The proof of the second claim will use the inequality

\[
(1 - 2x)^s \leq 1 - xs, \quad \forall x \in (0, 1/2), s \geq 0: (1 - 2x)^s \geq \frac{1}{2}. \tag{4}
\]

This is readily verified by noting that for any fixed \(x \in (0, 1/2)\), the function \(g(s) = (1 - 2x)^s - 1 + xs\) satisfies \(g(0) = 0\) and \(g'(s) < 0\) for all \(s \in (0, \frac{\log 2}{\log(1-2x)})\).

Hence, \((1 - 2\pi)^s \leq 1 - \pi s\) for all \(s \leq k \leq k^*\), and we obtain from Lemma 3 that

\[
\mathbb{P}(R_{x_k} = 0) \leq \sum_{s=0}^{k} \binom{k}{s} p^s (1-p)^{k-s}\left(1 - \frac{\pi s}{2}\right)^m
\]

\[
\leq \sum_{s=0}^{k} \binom{k}{s} p^s (1-p)^{k-s}\left(1 - \frac{m\pi}{4} s\right)
\]

\[
= 1 - \frac{km\pi}{4} \leq e^{-km\pi/4}.
\]
The second inequality is obtained by invoking (4) again, while the last inequality uses the elementary inequality $e^{-x} \geq 1 - x$. This completes the proof of the lemma.

Lemma 6. Consider a sequence of directed Erdős-Rényi communication graphs $G(n, p)$ indexed by $n$, with given $p > 0$. Fix $\delta > 0$ and suppose that for each $n$, $G(n, p)$ belongs to the set $E^1_\delta$ defined in Lemma 2.

Fix $v \in V$ and set $t = \lceil \frac{1}{p} \rceil + 1$. Let $A(t, v)$ denote the matrix of coefficients received by vertex $v$ in rounds $2, 3, \ldots, t+1$ when Algorithm RLNC($\beta$) is employed. Let $x_k \in \mathbb{F}_2^n$ denote a vector with exactly $k$ ones.

Suppose $\beta > 8$, and set $\gamma = 1 + (\beta/8) > 2$. Let $\alpha > 0$ be sufficiently small that
\[
(1 - \frac{\alpha \beta}{2(1 - \delta)})^t > \frac{1}{2} \text{ and } \exp\left(-\frac{\alpha \beta}{2(1 - \delta)}\right) > \frac{1}{2}.
\]

Then, for all $n$ sufficiently large, we have the following:
\[
\mathbb{P}(A(t, v)x_k = 0) \leq \begin{cases} 
  n^{-\gamma k}, & 1 \leq k \leq \lfloor \frac{\alpha n}{\log n} \rfloor, \\
  \left(\frac{1+\exp(-\beta k \log n/n)}{2}\right)^{(1-\delta)(1+p)n}, & \lfloor \frac{\alpha n}{\log n} \rfloor \leq k \leq n.
\end{cases}
\]

Proof. Let $R_u(t, v)$ denote the matrix of coefficients received by $v$ from $u \in N^\text{in}_v$ in time slots $2, \ldots, t+1$. Then,
\[
A(t, v) = (R_1(t, v)^T \ | \ \ldots \ | \ R_{d^\text{in}_u}(t, v)^T)^T
\]
up to a permutation of the rows, and it is clear that $A(t, v)x_k = 0$ if and only if $R_u(t, v)x_k = 0$ for every in-neighbour $u$ of $v$. Moreover, the matrices $R_u(t, v)$, $u \in N^\text{in}_v$, are i.i.d. Hence,
\[
\mathbb{P}(A(t, v)x_k = 0) = \prod_{u \in N^\text{in}_v} \mathbb{P}(R_u(t, v)x_k = 0) = \mathbb{P}(R_u(t, v)x_k = 0)^{d^\text{in}_u},
\]
for an arbitrary $u \in N^\text{in}_v$. As $d^\text{in}_u \geq (1 - \delta)np$ by the assumption that the event $E^1_\delta$ occurs, it follows that
\[
\mathbb{P}(A(t, v)x_k = 0) \leq \mathbb{P}(R_u(t, v)x_k = 0)^{(1-\delta)np}.
\]

Next, the matrix $R_u(t, v)$ has the same probability law as the matrix $R$ in Lemmas 3 and 5, with $m = t$ and $\pi = \beta \log(d^\text{in}_u)/d^\text{in}_u$. Hence, the inequalities in Lemma 5 apply to $\mathbb{P}(R_u(t, v)x_k = 0)$. Noting that $d^\text{in}_u \geq (1 - \delta)np$ on the
event $\mathcal{E}_\delta^1$, and that the bounds in Lemma 5 are a decreasing function of $\pi$, we infer that
\[
\mathbb{P}(R_u(t, v) x_k = 0) \leq 2^{-t} \left[ 1 + \exp\left( -\beta k \frac{\log((1 - \delta)np)}{(1 - \delta)n} \right) + 2 \exp\left( -\frac{k}{t} D\left(\frac{p}{2}; p\right) \right) \right]^t,
\]
for all $k \in \{1, \ldots, n\}$, and
\[
\mathbb{P}(R_u(t, v) x_k = 0) \leq \exp\left( -\beta k \frac{\log((1 - \delta)np)}{4(1 - \delta)n} \right)^k \geq \frac{1}{2} \quad \text{and} \quad \left( 1 - \beta k \frac{\log((1 - \delta)np)}{2(1 - \delta)n} \right)^t \geq \frac{1}{2}. \tag{7}
\]

Let $\alpha > 0$ be as in the lemma. Then,
\[
\left( 1 - 2\beta \frac{\log((1 - \delta)np)}{(1 - \delta)n} \right)^{\frac{2\alpha n}{\log n}} \sim \exp\left( -\frac{2\alpha \beta}{(1 - \delta)p} \right) > \frac{1}{2}, \tag{8}
\]
where the inequality holds by the assumptions of the lemma. We use the asymptotic notation $a_n \sim b_n$ to denote that $a_n / b_n$ tends to 1 as $n$ tends to infinity. Similarly,
\[
\left( 1 - \beta \frac{\alpha n}{\log n} \frac{\log((1 - \delta)np)}{2(1 - \delta)n} \right)^t \sim \left( 1 - \frac{\alpha \beta}{2p(1 - \delta)} \right)^t > \frac{1}{2}. \tag{9}
\]
It follows from (8) and (9) that, for all $n$ sufficiently large,
\[
\left( 1 - 2\beta \frac{\log((1 - \delta)np)}{(1 - \delta)n} \right)^k \geq \frac{1}{2} \quad \text{and} \quad \left( 1 - \beta k \frac{\log((1 - \delta)np)}{2(1 - \delta)n} \right)^t \geq \frac{1}{2},
\]
if $k \leq \frac{\alpha n}{\log n}$. Hence, we obtain from (5) and (7) that, for all $n$ sufficiently large and all $k \leq \frac{\alpha n}{\log n}$,
\[
\mathbb{P}(A(t, v) x_k = 0) \leq \left( \exp\left( -\beta k \log((1 - \delta)np)/4(1 - \delta)n \right) \right)^{(1 - \delta)np} \\
= \exp\left( -\frac{\beta k pt \log((1 - \delta)np)}{4} \right) \\
\leq ((1 - \delta)np)^{-\beta k/4} \leq n^{-\gamma k}.
\]
We have used the fact that $t = \lceil \frac{1}{\delta} \rceil + 1$ to obtain the second inequality. The last inequality holds for all $n$ sufficiently large because $\beta$ was assumed to be larger than 8 and so $\gamma = 1 + (\beta/8) < \beta/4$. 
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We have thus established the first claim of the lemma. Next, we turn to the second claim. Substituting (6) in (5) yields the inequality

\[
P(A(t, v)x_k = 0) \leq \left[1 + \exp\left(-\beta k \log((1-\delta)np)\right) + 2 \exp\left(-\frac{k}{\delta} D\left(\frac{p}{2} ; p \right)\right)\right] (1-\delta)np t
\]

Since \( t = \lceil \frac{1}{p} \rceil + 2 \) are fixed positive constants, it is easy to see that

\[
npt \exp\left(-\frac{k}{\delta} D\left(\frac{p}{2} ; p \right)\right) = o(1) \quad \forall \ k \geq \frac{an}{\log n}.
\]

Furthermore, \( npt \geq n(1 + p) \). Hence, we obtain from the above that

\[
P(A(t, v)x_k = 0) \leq \left[1 + o(1)\right]\left[1 + \exp\left(-\beta k \log((1-\delta)np)\right)\right] (1-\delta)(1+p)n t.
\]

Since \( \log((1-\delta)np) > \frac{\log n}{n} \) for all \( n \) sufficiently large and fixed \( \delta, p > 0 \), the second claim of the lemma is seen to hold.

We are now ready to complete the proof of the main result about the number of rounds required by the \( RLNC(\beta) \) algorithm.

**Proof of Theorem 2.** Observe that Algorithm \( RLNC(\beta) \) fails to complete after \( t = \lceil \frac{1}{p} \rceil + 2 \) rounds only if there is some vertex \( v \) for which the matrix \( A(t, v) \) has a non-zero vector in its kernel, for \( t = \lceil \frac{1}{p} \rceil + 1 \). Here, \( A(t, v) \) is the matrix of coefficients received by vertex \( v \) in rounds \( 2, \ldots, t+1 \). In other words, there is some vertex \( v \), some \( k \geq 1 \), and some vector \( x_k \in \mathbb{F}_2^n \) with exactly \( k \) 1s such that \( x_k \in \ker(A(t, v)) \). As there are \( \binom{n}{k} \) such vectors in \( \mathbb{F}_2^n \), each of which is equally likely to belong to \( \ker(A(t, v)) \), we obtain by the union bound that

\[
P(A(t, v)x_k = 0) \leq \sum_{v \in V} \sum_{k=1}^n \binom{n}{k} P(A(t, v)x_k = 0 | \mathcal{E}_\delta^1), \quad t = \lceil \frac{1}{p} \rceil + 1.
\]

\[18\]
The event $E_1^\delta$ was defined in Lemma 2.

We will now use Lemma 6 to bound the terms in the sum in the last line above. The constant $\delta > 0$ appearing in its statement may be chosen arbitrarily small. We assume henceforth that it is chosen such that $(1-\delta)(1+p) > 1$.

Let $\alpha > 0$ be as in the statement of Lemma 6. Then, it follows from the lemma that

$$\sum_{k=1}^{\left\lfloor \frac{\alpha n}{\log n} \right\rfloor} \binom{n}{k} P(A(t,v)x_k = 0|E_1^\delta) \leq \sum_{k=1}^{\left\lfloor \frac{\alpha n}{\log n} \right\rfloor} \frac{n^k}{k!} n^{-\gamma k} \leq \exp(n^{1-\gamma}) = o\left(\frac{1}{n}\right),$$

since $\gamma = 1 + (\beta/8) > 2$.

Next, observe from Lemma 6 that, for $n$ sufficiently large and $k \geq \frac{\alpha n}{\log n}$, we have

$$P(A(t,v)x_k = 0|E_1^\delta) \leq \left(1 + \exp(-\alpha \beta)\right)^{(1-\delta)(1+p)n}. \quad (12)$$

Now, define

$$\theta = \inf \{ q \geq 0 : D(q;1/2) \leq \log(1+e^{-n\beta}) \}.$$  

The set over which the infimum is taken is non-empty, since $D(q;1/2)$ decreases from $\log 2$ at $q = 0$ to $0$ at $q = 1/2$. Hence, $\theta \in (0,1/2)$, and $D(\theta;1/2) = \log(1+\exp(-\alpha \beta))$ by the continuity of $D(\cdot;1/2)$. Thus, it follows from (12) that

$$\sum_{k=\left\lfloor \frac{\alpha n}{\log n} \right\rfloor}^{\left\lfloor \frac{\theta n}{\log n} \right\rfloor} \binom{n}{k} P(A(t,v)x_k = 0|E_1^\delta)$$

$$\leq \left(1 + \exp(-\alpha \beta)\right)^{(1-\delta)(1+p)n} \left(1 + \exp(-\alpha \beta)\right)^n \sum_{k=\left\lfloor \frac{\alpha n}{\log n} \right\rfloor}^{\left\lfloor \frac{\theta n}{\log n} \right\rfloor} \binom{n}{k} 2^{-n}$$

$$\leq \left(1 + \exp(-\alpha \beta)\right)^{(1-\delta)(1+p)n} \left(1 + \exp(-\alpha \beta)\right)^n \mathbb{P}(\text{Bin}(n,1/2) \leq \theta n)$$

$$\leq \left(1 + \exp(-\alpha \beta)\right)^{(1-\delta)(1+p)n} \left(1 + \exp(-\alpha \beta)\right)^n e^{-nD(\theta;1/2)}.$$  

We have used Lemma 1 to obtain the last inequality. Substituting $D(\theta;1/2) =$
\[
\log(1 + \exp(-\alpha \beta)), \text{ we get }
\]
\[
\sum_{k=\lceil \theta n \rceil}^{\lfloor n/8 \rfloor} \binom{n}{k} \mathbb{P}(\mathbf{A}(t, v) x_k = \mathbf{0}|\mathcal{E}_{\delta}^1) \leq \left( \frac{1 + \exp(-\alpha \beta)}{2} \right)^{(1-\delta)(1+p)-1} n^\theta \frac{\log n}{n}
\]
\[
= o\left( \frac{1}{n} \right),
\]
since \( \delta \) is chosen so that \((1-\delta)(1+p) > 1\).

Next, observe from Lemma 6 that, for \( n \) sufficiently large and \( k \geq \theta n \), we have
\[
\mathbb{P}(\mathbf{A}(t, v) x_k = \mathbf{0}|\mathcal{E}_{\delta}^1) \leq \left( \frac{1 + n^{-\theta \beta}}{2} \right)^{(1-\delta)(1+p)n}.
\]

Hence,
\[
\sum_{k=\lceil \theta n \rceil}^{\lfloor n/8 \rfloor} \binom{n}{k} \mathbb{P}(\mathbf{A}(t, v) x_k = \mathbf{0}|\mathcal{E}_{\delta}^1)
\]
\[
\leq \left( \frac{1 + n^{-\theta \beta}}{2} \right)^{(1-\delta)(1+p)-1} n^{1-\theta \beta} \sum_{k=\lceil \theta n \rceil}^{\lfloor n/8 \rfloor} \binom{n}{k} 2^{-n}
\]
\[
\leq \left( \frac{1 + n^{-\theta \beta}}{2} \right)^{(1-\delta)(1+p)-1} \exp(n^{1-\theta \beta}) \mathbb{P}(\text{Bin}(n, 1/2) \leq \frac{n}{8})
\]
\[
\leq \left( \frac{1 + n^{-\theta \beta}}{2} \right)^{(1-\delta)(1+p)-1} \exp\left(n^{1-\theta \beta} - n D\left(\frac{1}{2}; \frac{1}{2}\right)\right).
\]

We have used Lemma 1 to obtain the last inequality. Notice that the bound holds trivially if \( \theta > 1/8 \), since an empty sum is zero by convention. Now, \((1-\delta)(1+p) > 1\) by the choice of \( \delta \), while \( n^{1-\theta \beta} < n D(1/8; 1/2) \) for all \( n \) sufficiently large. Hence, it follows that
\[
\sum_{k=\lceil \theta n \rceil}^{\lfloor n/8 \rfloor} \binom{n}{k} \mathbb{P}(\mathbf{A}(t, v) x_k = \mathbf{0}|\mathcal{E}_{\delta}^1) = o\left( \frac{1}{n} \right).
\]

Finally, for \( k \geq n/8 \) and sufficiently large \( n \), we see from Lemma 6 that
\[
\mathbb{P}(\mathbf{A}(t, v) x_k = \mathbf{0}|\mathcal{E}_{\delta}^1) \leq \left( \frac{1 + n^{-\beta/8}}{2} \right)^{(1-\delta)(1+p)n}
\]
\[
\leq 2^{-(1-\delta)(1+p)n} \exp\left((1-\delta)(1+p)n^{1-(\beta/8)}\right)
\]
\[
= 2^{-(1-\delta)(1+p)n}(1 + o(1)),
\]
since $\beta > 8$ by assumption. Hence,

\[
\sum_{k=[n/8]}^{n} \binom{n}{k} \mathbb{P}(\mathbf{A}(t, v) x_k = 0|\mathcal{E}_i^j) \leq (1 + o(1))2^{-[(1-\delta)(1+p)-1]n} \sum_{k=0}^{n} \binom{n}{k} 2^{-n} = o\left(\frac{1}{n}\right),
\]

since $\sum_{k=0}^{n} \binom{n}{k} 2^{-n} = 1$, and $(1 - \delta)(1 + p) > 1$.

Substituting equations (11) (13), (14) and (15) in (10), we get

\[
\mathbb{P}\left(T_n^{\text{all}}(RLNC(\beta)) > \left\lceil \frac{1}{p} \right\rceil + 2 \mid \mathcal{E}_i^j\right) \leq \sum_{v \in V} o\left(\frac{1}{n}\right) = o(1).
\]

In addition, $\mathbb{P}\left((\mathcal{E}_i^j)^c\right) = o(1)$ by Lemma 2. Combining these bounds with the inequality,

\[
\mathbb{P}\left(T_n^{\text{all}}(RLNC(\beta)) > \left\lceil \frac{1}{p} \right\rceil + 2\right) \leq \mathbb{P}\left(T_n^{\text{all}}(RLNC(\beta)) > \left\lceil \frac{1}{p} \right\rceil + 2 \mid \mathcal{E}_i^j\right) + \mathbb{P}\left((\mathcal{E}_i^j)^c\right),
\]

yields the claim of the theorem. \qed

6 Simulation results

The analytical results obtained in the last two sections are of an asymptotic character. Moreover, they only pertain to static networks. To complement these, we present Monte Carlo simulations for a range of network sizes, both in static and time-varying networks. In addition, we use simulations to explore the gaps between results that we can prove and which we conjecture, as described in more detail below. The simulations are written in CUDA C. Each result depicted in the figures below is based on 10,000 simulation runs, summarised in a box-and-whisker plot. The box shows the median and upper and lower quartiles from the 10,000 runs, while the whiskers show the full range of data observed.

The simulations of static networks demonstrate that the asymptotic results capture the performance of networks of a moderate size (100+ nodes), but may break down for small networks. We see that in the time-varying network models which we simulated, the algorithms perform significantly better than the theoretical bounds, lending support to our conjecture that static networks are the worst case. We now discuss the simulation results in detail.
Figure 1: Number of rounds required for allcast by Algorithms R1 and R2 from Section 4 on Erdős-Rényi random graphs $G(n, p)$. Plotted against $n$ on a semilog scale, for fixed $p = 0.4$. Box plots based on 10,000 replicates each. Dashed lines correspond to theoretical bounds of $2 \log n/p$ (lower line) and $2 \log n/p^2$ (upper line) from Theorem 1.

### 6.1 Static networks

Figure 1 shows the performance of the two random relaying algorithms, Algorithm R1 and R2, described in Section 4. The algorithms were simulated on 10,000 independent realisations of Erdős-Rényi random graphs $G(n, p)$, with $p = 0.4$ and different values of $n$. For each value of $n$ and $p$, the box plots show the median and upper and lower quartile of the number of rounds needed for all nodes to receive all messages; the whiskers show the full range of values seen in the simulations. The dashed lines in the figure depict the theoretical upper bounds of $2 \log n/p$ and $2 \log n/p^2$ from Theorem 1 on the number of rounds required for allcast. As $n$ is displayed on a logarithmic scale on the $x$-axis, these bounds appear as straight lines in the figure.

We observe from the figure that the box plots corresponding to Algorithms R1 and R2 sit virtually on top of each other and are hard to distinguish. Thus, the simulations show that Algorithm R2 performs as well as Algorithm R1, even though the bound we were able to prove in Theorem 1 on the number of rounds required was much weaker for Algorithm R2 than for Algorithm R1. The simulations suggest that the number of rounds required by both algorithms are close to $2 \log n/p$. Finally, we notice that the whiskers are very wide for $n = 64$, the smallest value of $n$ for which results are depicted. This reflects that the asymptotic analysis becomes poorer for small
values of $n$. This is driven by variability in the Erdős-Rényi random graphs, which may contain nodes with very low degrees (or even isolated nodes if we simulate enough instances for small enough $n$); these are bottlenecks for allcast.

Figure 2: Number of rounds required for allcast by Algorithms R1 and R2 from Section 4 on Erdős-Rényi random graphs $G(n, p)$. Plotted against $1/p$ for fixed $n = 1024$. Box plots based on 10,000 replicates each. The dashed line corresponds to the theoretical bound of $2 \log n/p$ from Theorem 1.

While Figure 1 showed how the number of rounds required for allcast depends on $n$ for fixed $p$, we show how it depends on $p$ for fixed $n$ in Figure 2. We fix $n = 1024$ and run Algorithms R1 and R2 on 10,000 independent realisations of Erdős-Rényi random graphs $G(n, p)$ for different values of $p$. We plot the number of rounds required for allcast against $1/p$; the theoretical bound $2 \log n/p$ from Theorem 1 is the dashed straight line in the figure. It is clear from the figure that the relation between the number of rounds and $1/p$ is linear for both Algorithm R1 and R2, and that the number of rounds is very close to the theoretical bound of $2 \log n/p$. We have not plotted the theoretical bound of $2 \log n/p^2$ for Algorithm R2 as it is clear that this bound is not tight and does not capture the true performance of this algorithm. Finally, we observe that the number of rounds required becomes more variable as $p$ decreases. This shows that stochastic fluctuations become more important as the graph becomes sparser.

We now turn to the performance of Algorithm $RLNC(\beta)$ from Section 5, which employs network coding. Figure 3 shows the number of rounds required to achieve allcast on Erdős-Rényi random graphs $G(n, p)$ with $p = 0.4$ and different values of $n$, when using $RLNC(\beta)$ with $\beta = 8$. The dashed
horizontal line is the theoretical bound of $\lceil 1/p \rceil + 2 = 5$ from Theorem 2. The box plots, based on 10,000 replicates, are close to the theoretical bound, and also show low variability. This demonstrates that not only does network coding achieve much lower delay than forwarding on average, it is also more reliable. The relation between the number of rounds required and the edge probability $p$ of the random graphs is depicted in Figure 4, fixing the number of nodes at $n = 256$ and the RLNC sparsity parameter at $\beta = 8$. The box plots are based on 10,000 replicates and the dashed line is the theoretical bound of $\lceil 1/p \rceil + 2$. The plots again show that the vast majority of simulations are close to the theoretical bound, and the variability exhibited in the remainder is not large. In fact, we observe in some of the plots that the median and upper and lower quartiles all coincide, demonstrating how sharply the distribution is concentrated.

Next, we investigate the affect of the sparsity parameter $\beta$ of the network code on the algorithm’s performance. Theorem 2 suggests that this constant should be taken to be greater than 8. However, our simulations show this to be unduly conservative, and that the algorithm works for much smaller $\beta$. In Figure 5, we compare the performance of $RLNC(\beta)$ for different values of $\beta$, across a wide range of network sizes, $n$. The plots show that, while decreasing $\beta$ worsens performance, the impact is small; decreasing $\beta$ from 8 to 4 has a negligible effect, and going from $\beta = 4$ to $\beta = 2$
typically increases the number of rounds required for allcast by 1 or 2. The impact is more pronounced in smaller networks, and manifests mainly in greatly increased variability in the tail, but only a small increase in the typical number of round required. If we further decrease $\beta$ to 1, then there is a marked increase in the number of rounds typically required; in small networks, performance is severely degraded. This is consistent with the results in [24], which show that $\beta = 1$ is the critical density of non-zero entries per row required for random matrices over finite fields to have full rank. In summary, the simulations suggest that, even though $\beta > 8$ is assumed in Theorem 2, we obtain performance close to the bound in this theorem for all $\beta \geq 2$. On sufficiently large networks, even $\beta \geq 1$ might be adequate.

### 6.2 Time-varying networks

The theoretical analysis presented in this paper is for static networks. This was justified on grounds of timescale separation, i.e., the timescale on which the network topology changes is far slower than the latencies acceptable for allcast. Nevertheless, there may be applications or environments in which this assumption is violated, and so we explore the performance of our algorithms in settings which relax this assumption.

We consider a network model in which the edges evolve as independent
On-Off Markov chains. In each time step $t$, and for each $(u, v) \in V \times V$, we retain the state of this ordered pair with probability $1 - \alpha$, where $\alpha \in [0, 1]$ is a parameter of the model. Thus, with probability $1 - \alpha$, we take $(u, v) \in E_t$ if and only if $(u, v) \in E_{t-1}$. With the residual probability $\alpha$, we resample the edge from a Bernoulli($p$) distribution, independent of everything else. We could equivalently describe the Markov chain by stating that an edge changes from Off to On with probability $\alpha p$ and from On to Off with probability $\alpha(1 - p)$ in each time step. It is easy to see that the stationary distribution for each edge is to be present with probability $p$, and we initialise the edges independently with this distribution to obtain a stationary Markov chain. Observe that we recover static networks if we take $\alpha = 0$; if $\alpha = 1$, the whole network is resampled at each time step and there is no temporal correlation.

Figures 6 and 7 depict the results for Algorithms R1, R2 and $RLNC(\beta)$, with $\beta = 2$, employed on time-varying networks with $n = 64$ nodes and steady-state edge probability $p = 0.4$. We have plotted the number of rounds
Figure 6: Number of rounds required by Algorithms R1 and R2 for allcast on evolving networks, plotted against the edge resampling probability, \( \alpha \). Networks have \( n = 64 \) nodes and edge probability \( p = 0.4 \). Boxplots based on 10,000 replicates. The dashed line depicts the asymptotic bound \( \frac{2}{p} \log(n) \approx 20.8 \) rounds for static networks from Theorem 1.

Figure 7: Number of rounds required by Algorithm RLNC(2) for allcast on evolving networks, plotted against the edge resampling probability, \( \alpha \). Networks have \( n = 64 \) nodes and edge probability \( p = 0.4 \). Boxplots based on 10,000 replicates. The dashed line depicts the asymptotic bound \( \lceil 1/p \rceil + 2 = 5 \) rounds for static networks from Theorem 2.
required for allcast by each algorithm against the parameter $\alpha$, which measures how quickly the network changes over time. Each boxplot is based on 10,000 replications, with each replication run until allcast completes over the evolving network. We see from the figures that for all algorithms, as $\alpha$ increases, the time required for allcast decreases. This provides some support for our conjecture that static networks are the worst case.

7 Conclusion

The goal of this work was to develop lightweight distributed low-latency algorithms for the allcast problem, of disseminating one packet from each node in a connected communication graph to all other nodes. We presented two classes of algorithms, one based on random relaying and another based on random linear network coding. We considered a slotted time model in which each node broadcasts once in each time slot, and broadcasts are received error-free by its neighbours in the communication graph. We evaluated the performance of our algorithms on directed Erdős-Rényi random graphs $G(n, p)$, where $n$ denotes the number of nodes and $p$ the edge probability. We presented analytical results in an asymptotic regime where $n$ tends to infinity with $p$ fixed; we showed that the time complexity (number of time slots required for allcast) of random relaying grows logarithmically in the number of nodes, whereas the time complexity of random coding remains bounded, irrespective of the number of nodes. The analytical results were complemented by Monte Carlo simulations for a wide range of system sizes. These showed that the asymptotic results provide a good approximation to the observed performance in systems of moderate size, ranging from 128 nodes upwards. They also showed that random coding substantially outperforms random relaying over the whole range of simulated parameters, by between a factor of 4 to 10. Finally, while our analytical results only pertain to static networks, the simulations showed that the proposed algorithms are robust to network dynamics; in fact, their performance improves if networks evolve over time.

A major limitation of the analytical results presented in this paper is that they only pertain to two-hop networks. The algorithms can be easily extended to general networks, but the analysis is greatly complicated by the dependencies induced. A new approach is needed to extend the analysis to general networks. Secondly, we did not study the numerical complexity of decoding the random linear codes proposed, or seek to develop efficient algorithms for this purpose; for example, we did not evaluate the convergence
of belief propagation algorithms for our coding scheme. These are open problems for future research.
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