Abstract

Although overparameterized models have shown their success on many machine learning tasks, the accuracy could drop on the testing distribution that is different from the training one. This accuracy drop still limits applying machine learning in the wild. At the same time, importance weighting, a traditional technique to handle distribution shifts, has been demonstrated to have less or even no effect on overparameterized models both empirically and theoretically. In this paper, we propose importance tempering to improve the decision boundary and achieve consistently better results for overparameterized models. Theoretically, we justify that the selection of group temperature can be different under label shift and spurious correlation setting. At the same time, we also prove that properly selected temperatures can extricate the minority collapse for imbalanced classification. Empirically, we achieve state-of-the-art results on worst group classification tasks using importance tempering.

1 Introduction

Overparameterized neural networks have achieved state-of-the-art performance on numerous machine learning tasks. However, they can fail when the test data distribution differs from the training data distribution. In this paper, we consider the generalization properties of overparameterized neural networks on a typical subgroup of the data [1,2], particularly when a certain subgroup of the data is hard to sample [3] and overparameterized neural networks become vulnerable to fitting spurious features [4,5,6,7,8].

Importance weighting [10,11,12] is a classical statistical technique to train machine learning models that can adapt to class imbalances by re-weighting the loss function during training. Using importance weights, one can construct an unbiased estimator of the test loss via upweighting the training data that are more likely to appear in the test data. However, recent studies show that importance weighting has little to no impact on generalization when training deep neural networks to convergence [9,13,14], but rather only improves optimization properties [15]. [16] proved that overparameterized models trained with dynamic importance weighting [17] also does not improve over ERM. Moreover, in the current deep learning paradigm, practitioners frequently train overparameterized models that can interpolate the training data [18,19]. Empirically, importance weighting has an impact only if strong
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Figure 1: As shown in [9], importance weighting does not change the decision boundary, but importance tempering can. Training data points are colored according to their true labels. The learned boundary is plotted as dotted blue line in (a) and shown by the different background colors in (b).

regularization, i.e., early stopping or explicit $l_2$ regularization, is applied [9]. Theoretically, it has been shown that overparameterized linear and non-linear models trained with the importance weighted exponential or cross-entropy loss converge to the max-margin model [20, 21, 22, 23, 24] and such models will ignore the importance weights [13].

In this paper, we address these problems by proposing an alternative to importance weighting for overparameterized models, dubbed importance tempering (IT). Inspired by [3], we assign different margins to the training examples from different groups by adding temperature parameters to the exponential-tailed point loss. Unlike importance weighting, which has little to no impact when the network interpolates the training data, importance tempering increases the margin for the minority class and finds a better decision boundary, as shown in Figure 1 for a simple Gaussian mixture dataset. Our numerical experiments show that importance tempering increases worst group accuracy even when the model is overparameterized. This observation refutes the hypothesis of [2], which states that overparameterization causes deep neural networks to overfit to spurious features in the data.

1.1 Related Works

**Implicit Bias of Gradient Descent** To understand how gradient descent and its variants help deep learning to find solutions with good generalization performance on the test data, a recent line of research has studied the implicit bias of gradient descent in different settings. For example, gradient descent is biased towards solutions with minimum norm under $l_2$ loss [25, 26] and will converge to large margin solutions when using exponential-tailed loss [20, 21, 22, 23, 24].

**Imbalanced Classification** [3] considered a label-distribution-aware margin loss for imbalanced data classification and selected the margin to minimize the generalization bound. [14] considered using a polynomial tailed loss (such as the focal loss [28]) instead of an exponential-tailed or cross-entropy loss. For the loss functions they consider, importance weighting can still have an effect even for overparameterized models. In this paper, we focus on using the cross-entropy loss since this is the most commonly used loss for classification problems in practice. [29, 30, 31, 32, 33, 34] proposed different loss functions for imbalanced classification tasks. For a detailed discussion, we refer the reader to Remark 1. Furthermore, all of these papers focused on the average classification error over all groups, while in the present paper we also address the worst group classification error. This leads to a different selection of the class margins from what [3] proposed.

1.2 Our Contributions

In summary, our contributions are as follows:

- We introduce importance tempering to fix the ineffectiveness of importance weighting [9] for overparameterized models. Theoretically, we prove that using importance tempering with a homogeneous neural network will result in the assignment of different margins to each group [3] via the implicit bias of (stochastic) gradient descent on exponential-tailed loss [20, 21, 22, 23, 24].
- We discuss the impact of importance tempering on the recently discovered phenomenon of neural collapse [35] on imbalanced datasets. In particular, we show that importance tempering can fix minority collapse [36] for overparameterized models. We also find that it is consequential whether importance tempering is applied to the last layer features or classifier. These two settings lead to different geometries for the last layer features, from which we conclude that importance tempering should be applied to the last layer classifier but not the features.
- We conduct experiments on two types of distribution shifts. We find that the optimal importance tempering varies for different types of distribution shifts, which is in contrast to
the common practice of selecting an importance weight equal to the imbalance ratio. We also show that importance tempering consistently improves the worst group accuracy even when the model is larger, refuting the hypothesis of [2] that overparameterization causes deep neural networks to overfit to spurious features in the data.

2 Importance Tempering

In this section, we introduce our method, importance tempering (IT), which can be viewed as an analogue of importance weighting for overparametrized models trained with an exponential-tailed loss. We apply different temperatures to the exponential loss for different data points to control the model’s level of confidence for each data point. Specifically, we show that IT will assign different classification margins to different subgroups of the data. Our proofs use techniques from [20, 22, 24].

2.1 Problem setup

We assume that data points \( x = \{ (x_i, y_{i, g}) \}_{i=1}^n \) are sampled from \( n_g \) groups. Here \( x_i \in \mathbb{R}^d \) are the features, \( y_{i, g} \in \mathbb{R} \) is the label, and \( g_i \in \{1, 2, \ldots, n_g\} \) is the corresponding group label. Empirical risk minimization (ERM) aims to optimize \( \mathcal{L}^{\text{ERM}}(\theta) = \frac{1}{n} \sum_{i=1}^n \exp(-y_i q(x_i, \theta)) \), where \( q(x, \theta) \) denotes the output of a neural network on input \( x \) with parameters \( \theta \). For simplicity, in this section, we consider a binary classification setting, i.e., \( y \in \{-1, 1\} \) and our prediction is given by the sign of \( q(x, \theta) \). We will discuss how to use importance tempering with cross-entropy loss for multi-class classification problems in Section 3.2. IT modifies the ERM setting by adding temperature parameters for each group in the data:

\[
\mathcal{L}^{\text{IT}}(\theta) = \frac{1}{n} \sum_{i=1}^n \exp(-y_i q(x_i, \theta) f[g_i]).
\]

where \( f[g_i] \) is the importance weight of group \( g_i \). We then train \( \theta \) by minimizing \( \mathcal{L}^{\text{IT}} \).

Remark 1. Adding a temperature parameter was first introduced for facial recognition in [37, 38]. Independent work [30, 29] also introduced a temperature for the label shift problem. Our paper is different from these papers from two perspectives. First, these papers only address classification error without distribution shift. In this paper, we mainly discuss the impact of importance tempering on an overparameterized model’s worst group performance. At the same time, the theory in [29] only considers the two-class classification problem with label shift. In Section 3.2, we show that the geometry of multi-class problems can be very different. Second, label shift is a special case of the problem we consider. In particular, the group variables \( g_i \) can be different from the classes, which leads to a different selection of the temperature.

2.2 importance tempering corrects the implicit bias

In this section, following [22], we will show that training an overparametrized homogeneous neural network with IT results in the solution of a cost-sensitive SVM problem [39, 40]. We make the following assumption on our model:

Assumption 1 (Homogeneous model). There exists a constant \( L > 0 \) such that

\[
q(x, \alpha \theta) = \alpha^L q(x, \theta), \forall \alpha > 0.
\]

This assumption includes \( L \)-layer fully-connected and convolutional neural networks with ReLU or LeakyReLU activations as widely used examples. For such a model, we can establish the following result:

Theorem 1 (Informal). For a homogeneous model \( q(x, \theta) \) with some regularity conditions, let \( \theta(t) \) denote the model parameters trained with gradient flow at time \( t \). If there exists a time \( t_0 \) such that \( \mathcal{L}^{\text{IT}}(\theta(t)) < \frac{1}{n} \), then any limit point of \( \frac{\theta(t)}{\|\theta(t)\|} \) is along the direction of (i.e., a scalar multiple of) a Karush-Kuhn-Tucker (KKT) point of the following minimum-norm separation problem:

\[
\min_{\theta} \|\theta\| \quad \text{s.t.} \quad y_i q(x_i, \theta) \geq 1/f[g_i], \quad i = 1, \ldots, n.
\]
3 Importance Tempering for Label Shift

In this section, we focus on the problem of label shift. In this case, the subgroups coincide precisely with the different classes (labels) of the data. This setting has been well studied for underparameterized models [41][42][43]. We provide the corresponding theory for overparameterized models in the label shift setting. Our method is compared with the reweighting-based method [44] in Table 2. In this setting, the ratio of sample sizes across different classes is different for training and testing. For example, training data from a certain group of people may be extremely rare due to a bias in the data collection procedure, but we still want our model to perform well for this under-sampled group after we train and deploy it. Formally, consider a K-class classification problem, where \( n_i \), \( i \in [K] \) samples in the training data are drawn from class \( i \) (sampled from distribution \( p_i \)). In the imbalanced setting, we may expect that the \( n_i \) are of vastly different sizes.

3.1 A Generalization Theorem for the Binary Case

Below we provide a generalization bound in the binary label shift setting, which suggests setting the temperature as the square root of imbalance ratio. The proof of the theorem is shown in Appendix B.

**Theorem 2.** (Informal) Let \( \mathcal{F} \) denote the function class of two-layer 2-homogeneous neural networks, and let \( C(\mathcal{F}) \) denote some proper complexity measure of the model class. If we fix the sum of temperatures \( \sum_i f[i] \) to be a constant, then with high probability over the randomness of the training data, we have

\[
\max_i \mathbb{P}_{x \sim p_i} \left[ y_i q(x, \theta) \leq 0 \right] \lesssim \max_i f[i] \sqrt{\frac{C(\mathcal{F})}{n_j}}.
\]

Furthermore, selecting \( f[i] \propto \sqrt{n_i} \) minimizes the resulting bound.

**Remark 2.** Similarly, if we consider a balanced test distribution, the average test error can be bounded by \( \sum_i f[i] \sqrt{\frac{C(\mathcal{F})}{n_j}} \). In this situation, \( f[i] \propto \sqrt{n_i} \) still minimizes the bound. The corresponding empirical results are also plotted in Figure 3.2.

We tested our theory on both the CIFAR-10 [45] and Fashion MNIST [46] datasets with a ResNet-32 [47] model. We specify minority and majority groups with \( n_1 \) and \( n_2 \) training points, respectively, and set the importance tempering for the minority group to be \( \left( \frac{n_1}{n_2} \right)^\gamma \), where \( \gamma \) is a hyperparameter to be tuned. The majority group has an importance tempering equal to 1. (Note that this is equivalent to setting the temperature for each group.) We then vary \( \gamma \) from 0 to 1. The experiment confirms our theory as the model achieves the best performance with \( \gamma \approx 0.5 \). For more details, we refer to Section 3.3.

3.2 Multi-class and Neural Collapse

Recently, [35] observed that during the terminal phase of training (i.e., the stage after achieving zero training error) over a balanced dataset, the features for data points within the same class collapse to their mean, and the feature means for each class will converge to the simplex equiangular tight frame (ETF). This neural collapse [35] phenomenon enables us to understand the benefit of training after achieving zero training error to achieve better performance in terms of generalization and robustness. For imbalanced datasets, [36] discovered that the minority classes are not distinguishable in terms of achieving zero training error to achieve better performance in terms of generalization and robustness. For the multi-class classification problem, there are two ways to introduce importance tempering. Following [36], in this section, we study the two resulting loss functions and explore their differences in the extremely imbalanced limit. We analyze this setting by way of the layer peeled model [17][48][49] as follows. A standard neural network architecture computes an output of the form

\[
f(x; W_{full}) = W_L \sigma (b_{L-1} + W_{L-1} \sigma (\cdots \sigma (b_1 + W_1 x)) \right)
\]

In the layer peeled model, for each data point in the dataset \( \bigcup_{i=1}^{K} \{x_{k,i}, i = 1, \cdots, n_k \} \), its last layer representation \( h_{k,i} = \sigma (b_{L-1} + W_{L-1} \sigma (\cdots \sigma (b_1 + W_1 x_{k,i}))) \in \mathbb{R}^d \) is considered as a free variable which we can choose directly. The same holds for the last layer classifier \( W \in \mathbb{R}^{K \times d} = W_L = [w_1, w_2, \cdots, w_K] \) which will be applied to the representations \( h_{k,i} \). The unconstrained
We find that introducing the temperature on the last layer classifier is better. Table 1: Effect of incorporating importance tempering on the last layer features vs. classifiers for imbalanced CIFAR-10. We first link the converged solution of gradient flow on homogeneous neural networks to the KKT point of the corresponding minimum-norm separation problem. We then consider the global solution of the cost-sensitive SVM problem to study the geometry of the last layer features and classifiers in the extremely imbalanced setting. Following [50, 3, 36], we consider the step imbalance setting in this section. We consider two different class sizes during training time: the majority classes each contain $n_A$ training examples ($n_1 = n_2 = \cdots = n_{K/2} = n_A$), and the minority classes each contain $n_B$ training examples ($n_{K/2+1} = n_{K/2+2} = \cdots = n_K = n_B$). We call $R := \frac{n_B}{n_A}$ the imbalance ratio. At test time, however, the classes are balanced, i.e., each class has the same number of data points.

To incorporate importance tempering into the cross-entropy loss, we can either add the temperature to the last layer features $h$ or to the last layer classifier $w$. Introducing the temperature at these different positions results in two different objective functions:

$$\mathcal{L}_{IT}(W) = - \sum_{k=1}^{K} \sum_{i=1}^{n_k} \log \left( \frac{\exp(w_k^\top h_{k,i})}{\sum_{j=1}^{K} \exp(w_j^\top h_{k,i})} \right),$$

$$\mathcal{L}_{IT}(W) = - \sum_{k=1}^{K} \sum_{i=1}^{n_k} \log \left( \frac{\exp(\lambda_k w_k^\top h_{k,i})}{\sum_{j=1}^{K} \exp(\lambda_j w_j^\top h_{k,i})} \right).$$

Remark 3. The ambiguity in where to add IT only appears in the case of label shift. For a general worst group problem (i.e., where the groups are not necessarily aligned with the labels), one can only add the temperature to the last layer features $h$. In this case, the objective function is different from the independent work of [29].

3.2.1 Theoretical Results

Here we show how the choice of importance tempering and the position at which it is introduced can impact the geometry of the last layer features and classifiers in the extremely imbalanced setting (i.e., $R \to \infty$) considered by [36]. We first link the converged solution of gradient flow on homogeneous neural networks to the KKT point of the corresponding minimum-norm separation problem. We then consider the global solution of the cost-sensitive SVM problem to study the geometry of the last layer features. From [22, 49], we know that the gradient descent dynamics of objective function (2) converges to a KKT point of

$$\min_{W, H} \frac{1}{2}\|W\|_F^2 + \frac{1}{2}\|H\|_F^2 \quad \text{s.t.} \quad w_k^\top h_{k,i} - w_j^\top h_{k,i} \geq 1, \quad k \neq j \in [K], \quad i \in [n_k],$$

the gradient descent dynamics of (3) converges to a KKT point of

$$\min_{W, H} \frac{1}{2}\|W\|_F^2 + \frac{1}{2}\|H\|_F^2 \quad \text{s.t.} \quad \lambda_k w_k^\top h_{k,i} - \lambda_j w_j^\top h_{k,i} \geq 1, \quad k \neq j \in [K], \quad i \in [n_k],$$

and the gradient descent dynamics of (4) converges to a KKT point of

$$\min_{W, H} \frac{1}{2}\|W\|_F^2 + \frac{1}{2}\|H\|_F^2 \quad \text{s.t.} \quad \lambda_k w_k^\top h_{k,i} - \lambda_j w_j^\top h_{k,i} \geq 1, \quad k \neq j \in [K], \quad i \in [n_k].$$
Worst group accuracy \[1, 2, 51\] is a relevant metric for reducing the reliance of machine learning.
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Discussion

Theorem 3 shows that tempering the last layer features \(h\) enables the class means (centered at the global-mean) to form the largest possible equal-sized angles between any pair of class means, while tempering the last layer classifier \(w\) only enlarges the angles between the minority classes. This leads to larger angles (from \(\arccos \left(-\frac{1}{K-1}\right)\) when tempering \(h\) to \(\arccos \left(-\frac{1}{K-1}\right)\) when tempering \(w\)) between the minority class vectors and thus better results on the minority classes.
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4 Importance Tempering for Spurious Correlations

Worst group accuracy \[1, 2, 51\] is a relevant metric for reducing the the reliance of machine learning models on spurious correlations [4, 7, 52]. In this setting, each example is composed of the input \(x\), a label (core attribute) \(y \in \mathcal{Y}\), and a spurious attribute \(a \in \mathcal{A}\). Each data point belongs to a group \(g = (y, a) \in \mathcal{Y} \times \mathcal{A}\). Spurious correlations refer to correlations between the label and the spurious attribute for a particular group (which in general will not generalize across different groups). Here we focus on the binary case \(\mathcal{Y} = \{0, 1\}\) and \(\mathcal{A} = \{0, 1\}\). Following [1, 2, 51], we test our objective function with a ResNet-50 [47] on the CelebA and Waterbird dataset and Bert [53] on the MultiNLI
Figure 4: Overparameterization hurts the worst-group accuracy when the model is trained by ERM and importance weighting objectives. However, overparameterization still helps when importance tempering is applied. We plot the mean error over 2 replicates. The red line here indicates the interpolation threshold.

dataset. In CelebA, the label $y$ is whether or not the image contains a person with blonde hair. The spurious attribute is the gender of the person in the image. In the Waterbird dataset, we aim to classify land and water birds. Here, the spurious attribute is the background of the image (land or water). For natural language processing, \cite{Zaheer2018} recently found that there is a spurious correlation between contradictions and the presence of negation words such as nobody, no, never, and nothing. We use the MultiNLI dataset to distinguish between entailed, neutral, and contradictory examples and aim to achieve good accuracy regardless of the spurious attribute (presence or absence of negation words).

More details on these datasets can be found in \cite{Tramer2020}. The experiment details are shown in Appendix E.

Table 2: Comparison of Empirical Risk Minimization (ERM), Importance Weighting (IW), group DRO, and importance tempering (IT) models on several group shift and spurious correlation benchmarks. Large Models refers to results using WideResNet-50 for computer vision and Bert Large for natural language processing.

| Dataset                | Worst-Group Accuracy |
|------------------------|-----------------------|
|                        | ERM       | ERM | IW    | IW    | Group DRO | Group DRO | IT    | IT    |
| Label Shift 1:10       | Fashion MNIST | 69.9 | 0    | 73.2  | 0    | -     | -     | 79.0  | 0     |
| CIFAR10                | 64.3      | 0    | 71.3  | 0    | -     | -     | 72.7  | 0     |
| Label Shift 1:100      | Fashion MNIST | 27.7 | 0    | 59.8  | 0    | -     | -     | 64.7  | 0     |
| CIFAR10                | 21.5      | 0    | 33.2  | 0    | -     | -     | 57.2  | 0     |
| Spurious Correlations  | CelebA     | 41.1 | 47.8 | 82.1  | 83.8 | 88.3  | 88.9  | 89.1  | 90.1  |
| Waterbird              | 60.0      | 63.7 | -    | 88.0  | 86.0 | 91.4  |        | 88.7  | 89.5  |
| MultiNLI               | 65.7      | -    | 64.8  | -    | 77.7 | -     |        | 75.9  | -     |
| Large Models           | CelebA     | 76.7 | 77.8 | 86.8  | 88.5 | 87.4  | 87.5  | 90.6  | 89.8  |
| MultiNLI               | 74.0      | -    | 74.3  | -    | 76.9 | -     |        | 78.9  | -     |

| Strong $\ell_2$ Regularization | ✓ | ✓ | ✓ | ✓ | ✓ |

4.1 Importance Tempering Cooperates with Overparameterization

It has recently been observed \cite{Koh2020} that increasing model size beyond zero training error, i.e. overparameterization, can lead to better test error, which is commonly referred to as the “double descent” phenomenon. However, \cite{Tramer2020} showed that increasing model size well beyond the point of zero training error can hurt test error on minority groups when there are spurious correlations in the data, and hypothesized that the inductive bias towards memorizing fewer examples hurts accuracy for the minority group. Below we will show that importance tempering allows us to refute this hypothesis by changing the importance of memorization for each group.

**Synthetic Experiment Setup** We first test the impact of overparameterization on the synthetic dataset proposed in \cite{Tramer2020}. In this case, both the labels and spurious attributes are $\pm 1$: $\mathcal{Y} = \mathcal{A} = \{\pm 1\}$. Consider two equally-sized minority groups with $a = -y$ and two equally-sized majority groups with $a = y$. In addition, every input is composed of core features $x_{\text{core}} \in \mathbb{R}^d$ and spurious features $x_{\text{spur}} \in \mathbb{R}^d$, i.e. $x = [x_{\text{core}}, x_{\text{spur}}] \in \mathbb{R}^{2d}$. We assume that both the core and spurious features are noisy and formally are sampled according to

$$x_{\text{core}}| y \sim \mathcal{N}(y1, \sigma^2_{\text{core}} I_d); x_{\text{spur}}| y \sim \mathcal{N}(a1, \sigma^2_{\text{spur}} I_d),$$

where $\sigma^2_{\text{core}}, \sigma^2_{\text{spur}}$ are the variance of the core and spurious features. Consider logistic regression on ReLU random features $\text{ReLU}(Wx) \in \mathbb{R}^m$ \cite{Li2017, Li2018}, where $W \in \mathbb{R}^{m \times 2d}$ is a random matrix with each row sampled uniformly from the unit sphere $S^{2d-1}$. We set the number of training data $n = 3000$ and dimension $d = 100$. Setting the same hyperparameters as \cite{Tramer2020}, we vary the random
feature model size by increasing the number of random features from 10 to 10,000. The average and worst group test results are shown in Figure 4(a).

**CelebA** Following the experiment setting in [2], we train a ResNet-10 model [47] for 50 epochs, varying model size by increasing the network width from 10 to 100 as in [58]. The average and worst group test results are shown in Figure 4(b). Unlike [2] reporting the fully trained model, we report the result of the model early-stopped at the epoch with the best worst-group validation accuracy. Importance weighting achieves a best worst-group test error of 85.0% at width 20. If importance tempering is used instead, the best worst-group test error of 86.7% is achieved at width 100. Thus overparameterization still helps with generalization when importance tempering is used. We also record the best epoch numbers and report them in Figure 5. We find that training longer in order to explore the larger parameter space only helps when importance tempering is used.

These results inspired us to use importance temperature with even larger models to further push the state of the art. We used WideResNet-50 [59] for CelebA and Bert Large [53] for MultiNLI. In Table 2, larger models consistently improved the result when IT is used. To the best of the authors’ knowledge, these results give the new state-of-the-art performance on these datasets.

### 4.2 How Does Importance Tempering Help?

We return to the question of how importance tempering can help overparameterized models learn patterns that generalize to both majority and minority groups, rather than learning spurious correlations and simply memorizing the minority group. Here, we first re-investigate the intuitive story and the toy dataset in [2]. Based on the story and theory, we discuss why importance tempering can avoid learning spurious correlations and how different factors will affect the selection of the temperature.

The intuitive story in [2]. To answer the question of what makes overparameterized models memorize the minority instead of learning generalizable patterns, [2] hypothesize that the *inductive bias of overparameterized models favors memorizing as few points as possible*, e.g., by exploiting variations due to noise in the features. Consider a model that takes advantage of the fact that the label $y$ and spurious feature $a$ are correlated for the majority group in the training data and predicts $y$ using the spurious features. The model only needs to memorize the points in the minority group. Conversely, if the core features are much noisier, then a model that predicts $y$ via the core features needs to memorize a large fraction of the training data. Due to the inductive bias that seeks to minimize the number of points memorized, the training procedure will select the model that uses spurious features rather than core features to make its predictions.

Importance tempering can help this situation by changing the cost of memorizing data from the different groups. Using importance tempering, we can make the margin requirement on the minority data large. This makes memorizing a single minority datum more challenging. Concretely, we increase the classifier norm by a larger amount in order to memorize the minority points. In this case, although the number of data to be memorized is smaller for the model using spurious features, the cost of memorizing the minority data is larger. The inductive bias of the training procedure will then force the model to learn patterns that generalize to both the minority and majority classes, rather than just memorizing the minority.

![Figure 5: The statistics of the best epoch for CelebA evaluated by robust validation accuracy. Both ERM and IW need early stopping to add strong regularization, while training longer helps IT generalize better.](image)

![Figure 6: Illustration of different factors that affect the optimal inverse temperature $\lambda$ setting.](image)
We introduce importance tempering, a method that not only improves the decision boundary of overparameterized models when even trained on imbalanced data, but also guarantees uniformly good performance over all subgroups of the data both theoretically and empirically. We also observed that the selection of optimal temperature can be different from the optimal importance weight in the label shift setting. We characterized the last layer representation geometry resulting from different ways of incorporating importance tempering. Lastly, in the case of avoiding learning spurious correlations, we found that just considering the imbalance ratio is insufficient to decide the optimal temperature for preventing a model from learning spurious correlations.

In this paper, we have mainly considered the classification problem. It remains an open problem to modify the inductive bias for regression models in order to conquer imbalanced training sets. In

Theory for the example in [2]. To theoretically illustrate the impact of importance tempering and factors that affect the selection of temperature, we revisit a more general version of [2]'s example parameterized by more hyper-parameters. In this model, the features \( x \) consist of a core feature, a spurious feature, and noise features, i.e. \( x = [x_\text{core}, x_\text{spu}, x_\text{noise}] \). For simplicity, [2] set the core feature \( x_\text{core} \in \mathbb{R} \) and the spurious feature \( x_\text{spu} \in \mathbb{R} \) to be scalars. The model can memorize the data through the noisy feature \( x_\text{noise} \in \mathbb{R}^2 \). Following [2], we consider a more general dataset

\[
x_i \sim \mathcal{N}(\mu_i, y, (\mu_i, \sigma_i)^2), \quad x_i \sim \mathcal{N}(\mu_i, a, (\mu_i, \sigma_i)^2), \quad x_n \sim \mathcal{N}
\]

where \( \sigma_i, \sigma_n, \mu_1, \mu_2 \) are five constants. \( \mu_1, \mu_2 \) denote the scale of the features. When the features are larger, the classifier needs a smaller norm to achieve a margin of a fixed size. Due to the inductive bias of training overparameterized models, this task is easier to learn. \( \sigma_i, \sigma_n \) denote the noise in the features. Smaller noise means the feature contains more information, i.e. a smaller fraction of the data needs to be memorized when this feature is used. For simplicity, we set \( \sigma_n = 0 \). (In [2], \( \sigma_n \) is set to be very small, and reducing the noise level on the spurious feature should only make our task harder.) We set \( \mathcal{N} \gg n \) so that a linear classifier can interpolate and memorize all the data via the noisy feature. The training data is composed of four groups, each corresponding to a combination of the label \( y \in \{-1, 1\} \) and the spurious attribute \( a \in \{-1, 1\} \). Each of the two majority groups with \( a = y \) consists of \( \frac{n_{\text{maj}}}{2} \) data points \( \{(x^{(i)}_{\text{maj}}, y^{(i)}_{\text{maj}})\}_{i=1}^n \), and each of two minority groups with \( a = -y \) consists of \( \frac{n_{\text{maj}}}{2} \) data points \( \{(x^{(i)}_{\text{min}}, y^{(i)}_{\text{min}})\}_{i=1}^n \). We consider linear classifiers with a large margin requirement for the minority class:

\[
\mathcal{F}^\lambda_{\text{interpolate}} := \{w : y_{\text{maj}}(w \cdot x^{(i)}_{\text{maj}}) \geq 1, i = 1, \ldots, n_{\text{maj}} \text{ and } y_{\text{min}}(w \cdot x^{(i)}_{\text{min}}) \geq \lambda, i = 1, \ldots, n_{\text{min}}\}. \tag{9}
\]

**Theorem 4 (Informal).** Suppose that \( \sigma_n \) is not too large (so memorizing points is expensive) and \( \sigma_i \) is also not too large (so that the core feature is reasonably informative). Then there exists a selection of inverse temperature \( \lambda \) for the minority group and an estimator \( w_{\text{use-core}} = [w_{c}, w_{s}, w_{n}] \in \mathcal{F}^\lambda_{\text{interpolate}} \) with \( w_{\text{use-core}} = 0 \) such that for \( w_{\text{use-spu}} = [w_{c}, w_{s}, w_{n}] \in \mathcal{F}^\lambda_{\text{interpolate}} \) with \( w_{c} \leq \|w_{\text{use-core}}\| \)

The proof of this theorem is shown in Appendix [3] and the discussion of how different factors affect the selection of the temperature can be found in Remark [5]. In short, if the core problem is easier and more information is stored in the core feature, a smaller inverse temperature \( \lambda \) can be used. To verify our theory, we also perform an experiment on the dataset (8) with logistic regression on the ReLU random features ReLU\((Wx) \in \mathbb{R}^5 \) [56] [57] and summarize the results in Figure [6]. Figure [6(a)] shows that the optimal temperature increases when there is more information in the spurious feature, while Figure [6(b)] suggests that the optimal temperature increases when the spurious task is easier. Both our theory and empirical experiments show that the importance tempering should be tuned manually, rather than simply setting it to only depend on the imbalance ratio.

Last but not least, we investigate the same dataset that Theorem 1 [2] considers (with a special selection of hyper-parameters). In [2], ERM and importance weighting have worst group error larger than \( 1/2 \). We show in Theorem [5] that, using IT, we can achieve better than random classification results for all groups. The proof is presented in Appendix [12].

**Theorem 5 (Informal).** Using IT, the inverse temperature \( \lambda \) can be selected so that the resulting classifier achieves strictly better than random (i.e., less than error \( 1/2 \)) worst-group performance on [2]'s example, while ERM and importance weighting cannot.

5 Discussion and Future Works

We introduce importance tempering, a method that not only improves the decision boundary of overparameterized models even when trained on imbalanced data, but also guarantees uniformly good performance over all subgroups of the data both theoretically and empirically. We also observed that the selection of optimal temperature can be different from the optimal importance weight in the label shift setting. We characterized the last layer representation geometry resulting from different ways of incorporating importance tempering. Lastly, in the case of avoiding learning spurious correlations, we found that just considering the imbalance ratio is insufficient to decide the optimal temperature for preventing a model from learning spurious correlations.

In this paper, we have mainly considered the classification problem. It remains an open problem to modify the inductive bias for regression models in order to conquer imbalanced training sets. In
addition, our results currently suggest that the importance temperature should be tuned manually. Automatic selection of the temperature is another avenue for future research. At the same time, the optimization process is discussed in this paper, i.e. we have only considered the geometric skew in [60] but not the statistical skew. It is interesting to consider the design of optimization methods for our objectives.
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A Connection to hard-margin Support Vector Machine

In this section, we will adopt the results in [22] and [49] to show the impact of importance tempering on the convergence direction. Before starting formal discussion, we first introduce the regularity assumption on our model.

Assumption 2 (Regularity). \( q(x, \cdot) \) is locally Lipschitz and admits a chain rule for any fixed \( x \).

This is a technical assumption on the network output, as shown in [61, 22], the output of almost every neural network satisfies the regularity condition (as long as the neural network is composed by definable pieces in an \( \alpha \)-minimal structure, e.g., ReLU, sigmoid, LeakyReLU). Then we introduce the formal version of Theorem 1.

**Theorem 6.** Suppose Assumption 2 and 1 holds for \( q \). Let \( \theta(t) \) denote the model parameters trained with gradient flow at time \( t \). If there exists a time \( t_0 \) such that \( L^1(\theta(t_0)) < \frac{1}{n} \), any limit point of \( \min_{\theta(t)} \|w\| \) is along the direction (i.e., a scalar multiple of) a Karush-Kuhn-Tucker (KKT) point of the following minimum-norm separation problem:

\[
\min_w \|w\| \quad \text{s.t.} \quad y_i q(x_i, \theta) \geq 1/f[g_i], \quad i = 1, \ldots, n.
\]

Its proof is straightforward based on the following result in [22]:

**Theorem 7 (4.4 of [22]).** Denote the loss function as \( L(\theta) := \frac{1}{n} \sum_{i=1}^{n} \ell(y_i q(x_i, \theta)) \), where \( \ell(q) = e^{-q} \) denotes the exponential loss, for gradient flow with Assumption 1 and 2 hold, if we further assume that there exists a time \( t_0 \) such that \( L(\theta(t_0)) < \frac{1}{n} \), then any limit point of \( \{\theta(t) : t > 0\} \) is along a KKT point of the following constrained optimization problem:

\[
\min \frac{1}{2} \|\theta\|^2_2 \quad \text{s.t.} \quad y_i q(x_i, \theta) \geq 1 \quad \forall 1 \leq i \leq n
\]  

(10)

**Proof of Theorem 6.** The proof of Theorem 6 simply follows the fact that both the label \( y_i \) and group temperature \( f[g_i] \) are determined at an instance level, thus we can absorb the group temperature in the label. Note that we have no requirement on the dataset in Theorem 7, which allows us to create a synthetic dataset \( \{(x_i, f[g_i], y_i)\}_{i=1}^{n} \) and apply Theorem 7 on this synthetic dataset. In this way, we can conclude that the limit point of the gradient flow is along the direction of a KKT point of the following minimum-norm separation problem:

\[
\min \frac{1}{2} \|\theta\|^2_2 \quad \text{s.t.} \quad y_i q(x_i, \theta) \geq 1/f[g_i] \quad \forall 1 \leq i \leq n
\]  

(11)

as desired. \( \square \)

B The Generalization Theorem

In this section, we consider the generalization property of a importance tempering large margin two-layer neural network (Theorem 2). Let us consider a binary classification problem with a training set \((x_i, y_i)_{i \in [n]}\) of \( n \) pairs of observations with \( x_i \in \mathbb{R}^d \) and \( y_i \in \{-1, 1\} \). We predict the function using a two-layer neural network

\[
h_m(w, x) = \frac{1}{m} \sum_{j=1}^{m} \phi(w_j, x),
\]

where \( m \geq 1 \) is the number of units and \( w = (w_j)_{j \in [m]} \) are trainable parameters. We refer to \( \phi \) a feature function and in this section we assume \( \phi \) is 2-homogeneous. We train the two-layer neural network using importance tempering and finally convergences to the following large margin SVM problem

\[
\begin{align*}
\min & \quad \|w\| \\
\text{subject to } & \quad \gamma_1 h_m(w, x_i) y_i \geq 1, \text{ for } y_i = 1 \\
& \quad \gamma_{-1} h_m(w, x_i) y_i \geq 1, \text{ for } y_i = -1
\end{align*}
\]  

(12)
Following [62, 23], we characterize the large margin solution of the two-layer neural network utilizing the integral representation and its corresponding variational $\mathcal{F}_1$ norm. We formulate the large margin problem of an infinite wide two-layer neural network using the following integral representation

$$\mathcal{C} := \max_{\mu \in \mathcal{P}(S^{p-1})} \min_{i \in [n]} \gamma_i y_i \int_{S^{p-1}} \phi(\theta, x_i) d\mu(\theta)$$

To bound $\mathcal{C}$, we define the complexity of the dataset $S_n = (x_i, y_i)_{i=1}^n$ is formulated as

$$\Delta_r(S_n) := \sup_P \inf_{y_i \neq y_i'} \|P(x_i) - P(x_{i'})\| : P \text{ is a rank } r \text{ orthogonal projection}$$

**Lemma 1.** Assume that $\|x_i\| \leq R$ for $i \in [n]$. For any $\epsilon \in (0, 1)$ and $r \in [d]$, there exists $C(r), C_\epsilon(r) > 0$ such that

$$\mathcal{C} \geq \min_{r \in [d]} \min \left\{ C(r), C_\epsilon(r) \left( \frac{\Delta_r(S_n)}{R} \right)^{\frac{2d+3}{2d}} (\gamma_1 + \gamma_2)^{\frac{2d+3}{2d}} \right\}$$  \hspace{1cm} (13)

**Proof.** Let $\text{dist}_S$ be the distance function to a set $S$, i.e. $\text{dist}_S(x) = \inf_{y \in S} \|x - y\|$. We know that function $\text{dist}_S$ is 1-Lipschitz. We denote $D_{\pm} := \{x_i : y_i = \pm 1\}$ and $P_r$ the projection that achieves the supremum in Equation (13). Now let us consider the following function

$$f_r(x) = 2 \max \left( 0, 1 - \frac{\text{dist}_{P_r(D_{\pm})}(P_r(x))}{(\gamma_1 + \gamma_1-1)\Delta_r(S_n)} \right) - 2 \max \left( 0, 1 - \frac{\text{dist}_{P_r(D_{\pm})}(P_r(x))}{(\gamma_1 + \gamma_1-1)\Delta_r(S_n)} \right).$$

This function is $\frac{4}{\gamma_1 + \gamma_1-1}\Delta_r(S_n)$ Lipschitz, satisfies $\|f\|_{\infty} \leq 2$ and $\gamma_i y_i f_r(x) = 2$ for all $i \in [n]$. Using the approximation results of Lipschitz function in $\mathcal{F}_1$ (Prop 6 and Section 4.5 in [62]), we know that we have a function

$$\|\tilde{f}\| \leq O \left( C(\epsilon, r) \left( \frac{\Delta_r(S_n)}{R} \right) \right)^{\frac{2d+3}{2d}} (\gamma_1 + \gamma_1-1)^{\frac{2d+3}{2d}}$$

such that $\sup_{\|x\| \leq R} |\tilde{f}(x) - f_r(x)| \leq \frac{1}{\gamma_1 + \gamma_1-1}$. Thus we know that $f_r$ is a separation function and the minimum norm solution only has smaller norm. \hfill \Box

**Theorem 8.** Suppose we have a class-imbalanced binary classification task with $n_1$ positive examples sampled from distribution $p_1$ and $n_{-1} < n_1$ negative examples sampled from distribution $p_{-1}$. Then if we train a infinite wide two-layer neural network with importance tempering objective function $\exp(-\gamma y_i h_m(w, x))$ on the negative class, with probability at least $1 - \delta$ over the training set, the limiting model have

$$\max_i \mathbb{P}_{x \sim p_1} \left[ y, q(x, \theta) \leq 0 \right] \lesssim \max_i \gamma_i \sqrt{\frac{1}{n_2} \left( \frac{R}{\Delta_r(P)} \right)^{\frac{5+3}{9}}} (\gamma_1 + \gamma_1-1)^{\frac{2d+3}{d}} + \sqrt{\log \frac{1}{\delta} \log \frac{1}{\gamma_1}}.$$  

If we fixed $\gamma_1 + \gamma_1-1$ as a constant, the best way to select the temperature will become $\gamma_1 \propto \sqrt{n_2}$ to minimize the right hand size function.

**Proof.** If we train with importance tempering objective function $\exp(-\gamma y_i h_m(w, x))$, then by Theorem 1 we converge to the KKT point of

$$\min_{y_i} \|h\|_{\mathcal{F}_1}$$

subject to

$$\gamma_1 h_m(w, x_i) y_i \geq 1, \text{ for } y_i = 1, \gamma_1 - h_m(w, x_i) y_i \geq 1, \text{ for } y_i = -1$$

(14)

Using Theorem 1 we knows that

$$\max_{\mu \in \mathcal{P}(S^{p-1})} \min_{i \in [n]} \gamma_i y_i \int_{S^{p-1}} \phi(\theta, x_i) d\mu(\theta) \geq \min_{r \in [d]} \left\{ C(r), C_\epsilon(r) \left( \frac{\Delta_r(S_n)}{R} \right)^{\frac{2d+3}{2d}} \right\}$$

Combined the Rademacher complexity bound in [62] (Prop 7. [62]), we have

$$\text{Rad}_n \leq \frac{\|f\|_{\mathcal{F}_1}}{\sqrt{n}} \leq \frac{1}{\sqrt{n}} \left( \frac{R}{\Delta_r(P)} \right)^{\frac{5+3}{9}} (\gamma_1 + \gamma_1-1)^{\frac{2d+3}{d}}.$$
Then we can apply the standard margin-based generalization bound (Theorem 2 of [63]), to obtain with probability $1 - \delta$, we have

$$
\mathbb{P}_{x \sim p_i} [y_i q(x, \theta) \leq 0] \leq 4\gamma_i \text{Rad}_{n_i} + \sqrt{\log \frac{1}{\delta} + \frac{1}{n_i}} \gamma_i \sum_{i=1}^{n_i} \left( \frac{R}{\Delta_r(P)} \right)^{\frac{2d+2}{d+2}} (\gamma_1 + \gamma_2)^{-\frac{2d+2}{d+2}} + \sqrt{\log \frac{1}{\delta} + \frac{1}{n_i}}
$$

(15)

**Remark 4.** We provided generalization bound for two-layer neural network because one can know the margin for two-layer case using technique in [23]. We can also generalize our theorem to ResNet. Together with the Rademacher complexity bound (Theorem 12 [64]), we can obtain a similar bound of ResNet. If we can assume the margin after temperature to become $O(1)$, then we can also be applied to general classifiers.

**C Proof for ULPM with importance tempering**

In this section, we present the proof of Theorem 3 in Section 3.2. We mainly follow the unconstrained layer-peeled model [49], a top-down model to understand how overparameterized well-trained end-to-end deep architectures can effectively extract features. We aim to show the last layer feature will behave very different geometric properties under the extremely imbalanced setting [36].

**C.1 Vanilla Cross-entropy Objective Leads To Minority Collapse Solution**

We first consider the vanilla cross-entropy loss. We will show that the minority classes are distinguishable in terms of their last layer features. Following [36] [49], we consider the unconstrained layer-peeled model (ULPM) temperature:

$$
\min_{W, H} \mathcal{L}(W, H)
$$

(16)

\[ := \min_{W, H} - \sum_{k=1}^{K} \sum_{i=1}^{n_i} \log \left( \frac{\exp (w_k^T h_{k,i})}{\sum_{j=1}^{K} \exp (w_j^T h_{k,i})} \right). \]

[22] [27] proved that gradient descent on this loss will converge to the solution of the minimum-norm separation problem

$$
\min_{W, H} \frac{1}{2} \|W\|_F^2 + \frac{1}{2} \|H\|_F^2
$$

s.t. $w_k^T h_{k,i} - w_j^T h_{k,i} \geq 1, \quad k \neq j \in [K], i \in [n_k].$

(17)

We first prove that the within-class variation of the activation becomes negligible as these activation collapse to their class mean, i.e. $h_{k,i_1} = h_{k,i_2} = \frac{1}{n_k} \sum_{i=1}^{n_k} h_{k,i}$ for all $k \in [K]$. If we have a feasible solution $(W, H)$ subject to $\|h_{k,i_1} - h_{k,i_2}\| \geq \epsilon > 0$ for some $k \in [K], i_1, i_2 \in [k]$. We can construct $W, H$ via letting $\tilde{h}_{k,i_1} = h_{k,i_2} = \frac{1}{2} (h_{k,i_1} + h_{k,i_2})$ and all the other vectors unchanged $h_{k', i'} = h_{k', i'}, \forall (k', i') \neq (k, i_1)$ or $(k, i_1)$. We first check that $\tilde{W}, \tilde{H}$ is also a feasible solution for

$$
\begin{align*}
& w_k^T \tilde{h}_{k,i_1} - w_j^T \tilde{h}_{k,i_1} = w_k^T h_{k,i_2} - w_j^T h_{k,i_2} = \frac{1}{2} \left[ (w_k^T h_{k,i_1} - w_j^T h_{k,i_2}) + (w_k^T h_{k,i_1} - w_j^T h_{k,i_2}) \right] \geq 1.
\end{align*}
$$

At the same time, the objective function will decay at least $\epsilon^2$ for we have $\frac{1}{2} \|\tilde{h}_{k,i_1}\|^2 + \|\tilde{h}_{k,i_2}\|^2 = \frac{1}{2} \|h_{k,i_1}\|^2 + \|h_{k,i_2}\|^2 - 2\|h_{k,i_1} - h_{k,i_2}\|^2 \leq \frac{1}{2} \|h_{k,i_1}\|^2 + \|h_{k,i_2}\|^2 - \epsilon^2$. Thus we know that the within-class variation of the activation becomes negligible as these activation collapse to their class
mean, i.e. \( h_{k,i_1} = h_{k,i_2} = \frac{1}{n_k} \sum_{i=1}^{n_k} h_{k,i} \) for all \( k \in [K] \). Thus problem (17) can be formulated as

\[
\begin{align*}
& \min_{W, H} \frac{1}{2} \|W\|^2_F + \frac{1}{2} \sum_{i=1}^{K} n_K \|h_k\|^2 \\
& \text{s.t.} w_k^\top h_k - w_j^\top h_k \geq 1, \quad k \neq j \in [K].
\end{align*}
\] (18)

To balance the problem, we further consider another reparameterization of \( W \). We substitute \( W \) by \( \sqrt{Kn/2} W \), where \( n = \sum_{i=1}^{K} n_i \) is the total number of data, and lead the following problem

\[
\begin{align*}
& \min_{W, H} \frac{1}{2} \|W\|^2_F + \frac{1}{2} \sum_{i=1}^{K} \frac{2n_K}{Kn} \|h_k\|^2 \\
& \text{s.t.} w_k^\top h_k - w_j^\top h_k \geq 1, \quad k \neq j \in [K].
\end{align*}
\] (19)

The newly introduced parameterization will only changes the the scale of the solution but will not change the angle between them. Thus this reformulation will not change our final conclusion.

We first proved that on the limiting objective function, i.e. the coefficient before the norm of minority’s feature vector in objective function limits to zero and leads to objective (20), will cause a minority collapse solution. For the features in not shown in the objective function, we also move the constraints on the minority to have the proof.

**Lemma 2.** The global optimal solution of the following problem

\[
\begin{align*}
& \min_{W, H} \mathcal{L}_{\lim}(W, H) := \frac{1}{2} \|W\|^2_F + \frac{1}{2} \sum_{i=1}^{K/2} \|h_k\|^2 \\
& \text{s.t.} w_k^\top h_k - w_j^\top h_k \geq 1, \quad \forall k \neq j, k \leq \frac{K}{2},
\end{align*}
\] (20)

satisfies the condition that \( w_k = w_{k'}, \forall k \leq k' \leq K \). Moreover, for any feasible solution \((W, H)\) with \( \|w_k - w_{k'}\| \geq \epsilon \) for some \( \frac{K}{2} + 1 \leq k < k' \leq K \), we can find another feasible solution \((W', H')\) such that \( \mathcal{L}_{\lim}(W, H) - \mathcal{L}_{\lim}(W', H') \geq \epsilon^2 \).

**Proof.** First we observe that the optimal solution \((W, H)\) must satisfy \( \sum_{i=1}^{K} w_i = 0 \), otherwise we can set \( \bar{w}_i = w_i - \frac{1}{K} \sum_{i=1}^{K} w_i \) and \( \bar{W} = (\bar{w}_1, \cdots, \bar{w}_K) \) such that

\[
\bar{w}_k^\top h_k - \bar{w}_j^\top h_k = w_k^\top h_k - w_j^\top h_k \geq 1, \quad \forall 1 \leq k \leq K/2, j \neq k,
\]

and

\[
\|\bar{W}\|_F^2 = \frac{K}{K} \|w_k - \frac{1}{K} \sum_{i=1}^{K} w_i\|^2 = \|W\|_F^2 - \frac{1}{K} \sum_{i=1}^{K} \|w_i\|^2 < \|W\|_F^2,
\] (21)

which contradicts the optimality of \((W, H)\).

Second we observe that the optimal solution \((W, H)\) must satisfy \( w_{K/2+1} = \cdots = w_K \), otherwise we can set \( \bar{w}_i = w_i, \forall 1 \leq i \leq K/2, \bar{w}_{K/2+1} = \cdots = \bar{w}_K := \frac{2}{K} \sum_{i=K/2+1}^{K} w_i \) and \( \bar{W} = (\bar{w}_1, \cdots, \bar{w}_K) \) such that

\[
\bar{w}_k^\top h_k - \bar{w}_j^\top h_k = \frac{2}{K} \sum_{j=K/2+1}^{K} (w_k^\top h_k - w_j^\top h_k) \geq 1, \forall 1 \leq k \leq K/2, \frac{K}{2} + 1 \leq j \leq K,
\]

and by Cauchy-Schwarz inequality:

\[
\|\bar{W}\|_F^2 = \sum_{k=1}^{K/2} \|w_k\|^2 + \frac{K}{2} \|w_k\|^2 < \sum_{k=1}^{K/2} \|w_k\|^2 + \sum_{k=K/2+1}^{K} \|w_k\|^2 < \|W\|_F^2,
\] (22)

which contradicts the optimality of \((W, H)\).
Finally, for any feasible solution \((W, H)\), if we have \(\|w_k - w_{k'}\| \geq \epsilon\) for \(k < k' < K\). Then we can replace \(w_k\) and \(w_{k'}\) by \(\frac{1}{2}(w_k + w_{k'})\), which is still feasible for (20), and
\[
\|w_k\|^2 + \|w_{k'}\|^2 - 2\|\frac{1}{2}(w_k + w_{k'})\|^2 = \frac{1}{2}\|w_k - w_{k'}\|^2 \geq \epsilon^2
\]
(23)

Then we aim to show that if the global solution \((H^*, W^*)\) of (5) have a limit, then the limit is a minority collapse solution, i.e.
\[
\lim_{K \to \infty} w_k^* - w_{k'}^* = 0, \quad \text{for all K/2 < k < k' \leq K}.
\]

Once a solution satisfies the constraints on the majority constraints \(w_k^T h_k - w_j^T h_j \geq 1, \quad \forall k \neq j, k, k \leq \frac{K}{2}\) if \(\|w_k - w_{k'}\| \geq \epsilon\) for some \(\frac{K}{2} + 1 \leq k < k' \leq K\), we can find another feasible solution \((W', H')\) such that \(\mathcal{L}(W, H) - \mathcal{L}_{\lim}(W', H') \geq \epsilon^2\). To satisfies the minority constraints, one only needs to let \(\frac{w_k}{\|w_k\|} = \frac{w_j}{\|w_j\|}\) and \(\|h_i\| \geq \epsilon\) for some \(\delta_1 > 0\). In this case, if we take \(\frac{n_k}{\delta_1} \leq \epsilon + \delta_2\) for some \(\delta_2 > 0\), then \(\lim_n \frac{\sum_{i=K/2+1}^{K/2} ||h_i||^2}{\|w_k\|^2} = 0\). Thus \(\lim_n \mathcal{L}(W, H) - \mathcal{L}_{\lim}(W', H') \geq \epsilon^2\). At the same time, using the similar proof, we can prove that \(\mathcal{L}_{\lim}(W', H')\) can become the limit objective function value for some limiting feasible solutions. Thus we knows that the limiting solution must satisfy the minority collapse condition, i.e., \(\|w_k - w_{k'}\| = 0, \forall K/2 < k < k' < K\).

C.2 importance tempering on \(h\)

In this subsection, we consider putting the temperature on the last layer feature \(H\). Following [35, 39], we consider the unconstrained layer-peeled model (ULPM), but here we cooperate the importance tempering on \(W\) and leads to the following new model
\[
\min_{W, H} \mathcal{L}(W, H) := \min_{W, H} - \sum_{k=1}^{K} \sum_{i=1}^{n_k} \log \left( \frac{\exp(\lambda_k w_k^T h_{k,i})}{\sum_{j=1}^{K} \exp(\lambda_j w_j^T h_{j,i})} \right).
\]
(24)

[22, 27] proved that gradient descent on this loss will converge to the solution of the re-weighted minimum-norm separation problem
\[
\min_{W, H} \frac{1}{2} \|W\|_F^2 + \sum_{i=1}^{K} n_k \|h_k\|^2
\]
(25)

s.t. \(\lambda_k w_k^T h_k - \lambda_j w_j^T h_k \geq 1, \quad k \neq j \in [K]\).

Similar to previous section, we first prove that the within-class variation of the activation becomes negligible as these activation collapse to their class mean, i.e. \(h_{k,i_1} = h_{k,i_2} = \frac{1}{n_k} \sum_{i=1}^{n_k} h_{k,i}\) for all \(k \in [K]\). If we have a feasible solution \((W, H)\) subject to \(\|h_{k,i_1} - h_{k,i_2}\| \geq \epsilon > 0\) for some \(k \in [K], i_1, i_2 \in [k]\). We can construct \(\tilde{W}, \tilde{H}\) via letting \(\tilde{h}_{k,i_1} = \tilde{h}_{k,i_2} = \frac{1}{2}(h_{k,i_1} + h_{k,i_2})\) and all the other vectors unchanged \(\tilde{h}_{k',i'} = h_{k',i'}, \tilde{w}_{k'} = w_{k'}\) for all \((k', i') \neq (k, i_1)\) or \((k, i_2)\). We first check that \(\tilde{W}, \tilde{H}\) is also a feasible solution for
\[
w_k^T \tilde{h}_{k,i_1} - w_j^T \tilde{h}_{k,i_1} = w_k^T h_{k,i_1} - w_j^T h_{k,i_1} = \frac{1}{2} \left[ (w_k^T h_{k,i_1} - w_j^T h_{k,i_1}) + (w_k^T h_{k,i_1} - w_j^T h_{k,i_2}) \right] \geq 1.
\]

Theorem 9. If we applied the importance tempering \(\lambda_k = C \sqrt{n_k}, \forall k \in [K]\), where \(C > 0\) is a positive constant, then the optimal solution of the following constrained optimization problem satisfies neural collapse condition.
\[
\min_{W, H} \frac{1}{2} \|W\|_F^2 + \frac{1}{2} \|H\|_F^2
\]
(26)

s.t. \(\lambda_k w_k^T h_{k,i} - \lambda_j w_j^T h_{k,i} \geq 1, \quad k \neq j \in [K], i \in [n_k]\).
Proof. First we can find that the margin will not change if we minus a vector $a$ for all $w_j$, so if we denote the mean of classifier $\bar{w}_i = w_i - \frac{1}{K}\sum_{i=1}^{K} w_i$, and then we have $w_k^\top h_{k,i} - w_j^\top h_{k,i} = \bar{w}_k^\top h_{k,i} - \bar{w}_j^\top h_{k,i}$. Note that $\sum_{j=1}^{K} \bar{w}_j^\top h_{k,i} = 0$ then sum this inequality over $j$ we have:

$$(K - 1)\bar{w}_k^\top h_{k,i} - \sum_{j\neq k} \bar{w}_j^\top h_{k,i} = K\bar{w}_k^\top h_{k,i} \geq \frac{(K - 1)}{\lambda_k}, \quad \forall k \in [K], i \in [n_k].$$

By Cauchy inequality, we have:

$$\frac{1}{2}(\frac{1}{\sqrt{n_k}}||\bar{w}_k||^2 + \sqrt{n_k}||h_{k,i}||^2) \geq \bar{w}_k^\top h_{k,i} \geq \frac{(K - 1)}{KC}. \quad (27)$$

Dividing $\sqrt{n_k}$ on both sides of $(27)$ and sum over $k$ and $i$ we have:

$$\frac{1}{2}(||\bar{W}||_F^2 + ||H||_F^2) \geq \frac{(K - 1)K}{KC}, \quad (28)$$

which gives us a lower bound for optimal value in optimization problem $(26)$. On the other hand, by the derivation of this lower bound we know that if the equality holds in equation $(28)$, then the mean of classifier equals to zero, i.e., $\sum_{i=1}^{K} w_i = 0$, $w_i = \bar{w}_i$, and the equality in $(27)$ holds for any $k \in [K]$ and $i \in [n_k]$, which implies that:

$$w_k = \sqrt{n_k} h_{k,i}, \quad ||w_k||^2 = n_k ||h_{k,i}||^2 = \frac{K - 1}{KC}, \quad \forall k \in [K], i \in [n_k]. \quad (29)$$

Take above equation back into the constraint of the constrained optimization problem $(26)$, we can obtain that:

$$w_k^\top h_{k,i} = \frac{K - 1}{K\lambda_k}, \quad w_j^\top h_{k,i} = -\frac{1}{K\lambda_k}, \quad \cos(w_k, w_j) = -\frac{1}{K - 1}. \quad (30)$$

Combine equation $(29)$ and $(30)$ together we can obtain that the optimal solution satisfies neural collapse conditions. \qed

C.3 importance tempering on $W$

In this subsection, we consider putting the temperature on the last layer classifier $W$. Following [36, 49], we consider the unconstrained layer-peeled model (ULPM), but here we cooperate the importance tempering on $W$ and leads to the following new model

$$\min_{\tilde{W}, \tilde{H}} \mathcal{L}(\tilde{W}, \tilde{H}) := \min_{\tilde{W}, \tilde{H}} - \sum_{k=1}^{K} \sum_{i=1}^{n_k} \log \left( \frac{\exp(\lambda_k w_k^\top h_{k,i})}{\sum_{j=1}^{K} \exp(\lambda_j w_j^\top h_{k,i})} \right). \quad (31)$$

[22, 27] proved that gradient descent on this loss will converge to the solution of the re-weighted minimum-norm separation problem

$$\min_{\tilde{W}, \tilde{H}} \frac{1}{2}||\tilde{W}||_F^2 + \frac{1}{2} \sum_{i=1}^{K} ||h_k||^2 \quad \text{s.t.} \lambda_k w_k^\top h_k - \lambda_j w_j^\top h_k \geq 1, \quad k \neq j \in [K]. \quad (32)$$

We want to proof that the classifier will form a ETF with largest possible angles. However, the solution of the non-convex problem does not lies in a compact set and leads to technical problems. In this section, we will discuss the intuition of why we think the limiting classifier will become a ETF. Similar to previous section, We first prove that the within-class variation of the activation becomes negligible as these activation collapse to their class mean, i.e. $h_{k,i_1} = h_{k,i_2} = \frac{1}{n_k} \sum_{i=1}^{n_k} h_{k,i}$ for all $k \in [K]$. If we have a feasible solution $(\tilde{W}, \tilde{H})$ subject to $||h_{k,i_1} - h_{k,i_2}|| \geq \epsilon > 0$ for some $k \in [K], i_1, i_2 \in [k]$. We can construct $\tilde{W}, \tilde{H}$ via letting $\tilde{h}_{k,i_1} = \tilde{h}_{k,i_2} = \frac{1}{2}(h_{k,i_1} + h_{k,i_2})$ and all
We first prove that if the global solution of problem (34) have a directional limit when \( n \) we know that we can always keep within-class variation of the activation becomes negligible as these activation collapse to their class At the same time, the objective function will decay at least \( \lim \) Then we will prove that To balance and simplify the problem, we further consider another reparameterization of \( w \) for \( \lim \). Thus problem (17) can be formulated as

\[
\min_{w, H} \frac{1}{2} \|W\|_F^2 + \frac{1}{2} \sum_{i=1}^K n_K \|h_k\|^2 \\
\text{s.t.} \lambda_k w_k^\top h_k - \lambda_j w_j^\top h_k \geq 1, \quad k \neq j \in [K].
\]

To balance and simplify the problem, we further consider another reparameterization of \( W \). We substitute \( w_k \) by \( \sqrt{Kn_A/n_B} w_k \), where \( n = \sum_{i=1}^K n_i \) is the total number of data, and lead the following problem

\[
\min_{W, H} \sum_{i=1}^{K/2} \frac{n_B}{n} \|w_i\|^2 + \sum_{i=K/2+1}^{K} \frac{n_A}{n} \|w_i\|^2 + \sum_{i=1}^K \frac{2n_k}{n} \|h_k\|^2 \\
\text{s.t.} w_k^\top h_k - w_j^\top h_k \geq 1, \quad k \neq j \in [K].
\]

Note that this reparameterization will not change any conclusion of the directional convergence. We first discuss the intuitive interpretation of this optimization problem. Under the limit \( \frac{n_A}{nB} \to \infty \), problem (34) can be considered as minimizing the norm of classifier corresponding to the minority classes and the norm of the features corresponding to the majority classes.

We first prove that if the global solution of problem (34) have a directional limit when \( \frac{n_A}{nB} \to \infty \), then we will have \( \lim_{R \to \infty} \|w_i\| = \infty \), \( \lim_{R \to \infty} \|h_i\| = 0(1 \leq i \leq K/2) \) for all majority classes and \( \lim_{R \to \infty} \|w_i\| = 0, \lim_{R \to \infty} \|h_i\| = \infty(K/2 + 1 \leq i \leq K) \) for all minority classes. First we prove that

\[
\lim_{R \to \infty} \sum_{i=1}^{K/2} \frac{n_B}{n} \|w_i\|^2 + \sum_{i=K/2+1}^{K} \frac{n_A}{n} \|w_i\|^2 + \sum_{i=1}^K \frac{2n_k}{n} \|h_k\|^2 \to 0.
\]

This is because once \( w_j^\top h_k \leq 0 \) for all pairs of \( k, j \) (this is feasible for the ETF is a simple example), we can always keep \( w_k \) and scale \( w_j \) to zero, \( \|w_j\| \|h_k\| \) to infinity and \( \frac{n_A}{nB} \|h_k\| \) to zero. In this case \( w_k h_k \geq 0 \) and \( \frac{2n_k}{n} \|h_k\|^2 \) for all pairs of \( k, j \). Thus we can keep this sequence always satisfies the constraints and limits \( \sum_{i=1}^{K/2} \frac{n_B}{n} \|w_i\|^2 + \sum_{i=K/2+1}^{K} \frac{n_A}{n} \|w_i\|^2 + \sum_{i=1}^K \frac{2n_k}{n} \|h_k\|^2 \) to zero. For \( \lim_{R \to \infty} \sum_{i=1}^{K/2} \frac{n_B}{n} \|w_i\|^2 + \sum_{i=K/2+1}^{K} \frac{n_A}{n} \|w_i\|^2 + \sum_{i=1}^K \frac{2n_k}{n} \|h_k\|^2 \to 0 \), we knows that \( \lim \|h_i\| = 0(1 \leq i \leq K/2) \) and \( \lim \|w_i\| = 0(K/2 + 1 \leq i \leq K) \). To satisfies the constraints, we know that \( \lim \|w_i\| = \infty(1 \leq i \leq K/2) \) and \( \lim \|h_i\| = \infty(K/2 + 1 \leq i \leq K) \).

Then we will prove that \( \lim_{R \to \infty} w_j^\top h_k \geq 1(1 \leq i \leq K/2) \) for all majority classes. This is because for \( w_j(K/2 + 1 \leq i \leq K) \) for majority class and \( h_k(1 \leq i \leq K/2) \) for the majority classes, we have \( 0 \leq \|w_j h_k\| \leq \|w_j\| \|h_k\| \to 0 \). Thus we have

\[
\lim_{R \to \infty} w_j^\top h_k \geq 1 - \lim_{R \to \infty} \|w_j^\top h_k\| = 1(1 \leq i \leq K/2).
\]

Thus we have

\[
1 = \lim_{R \to \infty} w_k^\top h_k \leq \lim_{R \to \infty} \frac{n}{\sqrt{n_A n B}} (\frac{n_B}{n} \|\widehat{w}_i\|^2 + \frac{n_A}{n} \|\widehat{w}_i\|^2).
\]
For minority classes, we first decompose $\hat{w}_i = w_i - \frac{2}{K} \sum_{i=K/2+1}^{K} w_i$, then $\hat{w}_i^\top h_i - \hat{w}_j^\top h_i = w_i^\top h_i - w_j^\top h_i \geq 1$ and $\sum_{i=K/2}^{K} \|w_i\|^2 = \sum_{i=K/2}^{K} \|\hat{w}_i\|^2 + \frac{K}{2} \|\frac{2}{K} \sum_{i=K/2+1}^{K} w_i\|^2$. At the same time, we knows that

$$\frac{K}{2} - 1 \leq \sum_{j=K/2+1, j \neq i}^{K} \hat{w}_i^\top h_i - \hat{w}_j^\top h_i = (\frac{K}{2} - 1)\hat{w}_i^\top h_i - (\sum_{j=K/2+1, j \neq i}^{K} \hat{w}_j) h_i = \frac{K}{2} \hat{w}_i^\top h_i \leq \frac{nK}{\sqrt{nA^nB}} \frac{(n_B)}{n} \|\hat{w}_i\|^2 + \frac{n_A}{n} \tag{36}$$

At the same time, the equality of $\frac{35}{36}$ and $\frac{35}{36}$ can be achieved when $\frac{w_i}{\|w_i\|} = \frac{h_i}{\|h_i\|}$ and

$$\lim_{R \to \infty} \cos(h_k, h_j) = -\frac{1}{\frac{K}{2} - 1}, \quad \|\hat{h}_k\| = \|\hat{h}_j\|,$$

for all $\forall K/2 + 1 \leq k \neq j \leq K$.

Finally, we only need to prove that the solution also satisfies the other constraints. This is because if we can let $w_j^\top h_i \leq 0(\forall 1 \leq j \leq \frac{K}{2}, \frac{K}{2} + 1 \leq j \leq K)$ (the constraint that we can classify the minority data from the majority data) then $w_j^\top h_i \to \infty$. This can be easily satisfied, for we can use first half of the feature to construct the ETF for minority classes and the second part to construct the majority classes. Once this happens, we have $w_i^\top h_i - w_j^\top h_j \to \infty \geq 1$.

### D Proof for Synthetic Dataset from [2]

In this section, we present the proof of Theorem [4]. We use the synthetic dataset [2].

- $x_c | y \sim \mathcal{N}(\mu_c y, (\mu_c \sigma_c)^2)$
- $x_s | a \sim \mathcal{N}(\mu_s a, (\mu_s \sigma_s)^2)$
- $x_n \sim \mathcal{N}(0, \sigma^2_n I_N)$

where $\sigma_c, \sigma_s, \sigma_n, \mu_1, \mu_2$ are five constants, $\mu_1, \mu_2$ denotes the scale of the features. When the features are larger, the classifier will need a smaller norm to achieve a margin of a fixed size. Due to the inductive bias of training overparameterized models, this task is easier to learn. $\sigma_c, \sigma_s$ denote the noise in the features. Smaller noise means the feature contains more information, i.e. a smaller fraction of the data will need to be memorized when using this feature. Different from [2], we add a normalizing factor $n$ in the noisy feature, i.e. the $\sigma_n$ in [2] is $\frac{\sigma_n}{\sqrt{n}}$ in our paper. We introduce this normalization so that the cost to memorize all the data is $O(1)$ but not $O(n)$ in [2]’s setting. In this regime, we could consider how the norm of core classifier and norm of spurious classifier affects the problem. If one considers the limit $\sigma_n \to 0$, i.e. the regime that inductive bias emphasize more on the cost to memorize the data, the result will go back to [2]’s result. In Appendix [12] we go back to [2]’s example and proof that importance tempering can achieve better than random results while [2] proves that overparameterized model will have error larger than $\frac{2}{\pi}$. We first provide several concentration inequalities for the following proofs

**Lemma 3** ([2] Lemma 8, Lemma 9.). For $N = \Omega(poly(n))$, with probability greater than $1 - 1/2000$,

$$|x_n^{(i)} \cdot x_n^{(j)}| \leq \frac{\sigma^2_n}{n^6} \left(1 - O\left(\frac{1}{n^2}\right)\right) \sigma^2_n \leq \|x_n^{(i)}\| \leq \left(1 + O\left(\frac{1}{n^3}\right)\right) \sigma^2_n$$

for all $1 \leq i \neq j \leq n$.

Following [2], for any estimator $\hat{w} = [\hat{w}_c, \hat{w}_s, \hat{w}_n], \hat{w}_c, \hat{w}_s \in \mathbb{R}$ and $\hat{w}_n \in \mathbb{R}^N$, we decompose $\hat{w}_n$ using reprenter theorem,

$$\hat{w}_n = \sum_{i=1}^{n} \frac{\alpha^{(i)}_n}{\sigma^2_n} x_n^{(i)}.$$

For we can separate all the data via setting $\alpha^{(i)}_n = 1$ and $\hat{w}_c = \hat{w}_s = 0$. Thus we can consider all estimator with $O(n)$ norm, this leads to $\alpha^{(i)}_n \leq O(n)$. Thus for all $x^{(i)}$, we have

$$\hat{w}_n \cdot x^{(i)} = \frac{\alpha^{(j)}_n}{\sigma^2_n} \|x_n^{(i)}\|^2 + \sum_{j=1, j \neq i}^{n} \frac{\alpha^{(j)}_n}{\sigma^2_n} x_n^{(j)} \cdot x_n^{(i)} = \alpha^{(j)}_n + O\left(\frac{1}{n^2}\right).$$
D.1 Compare $\|w^c\|$ and $\|w^s\|$ 

Let $\lambda > 1$ be the margin for the minority class enforced by influence temperature. Furthermore, write $x_c(i) = y(i) + z_c(i)$ where $z_c(i) \sim N(0, \sigma)$. To simplify our proof, we use $w_s, w_c$ to denote $\frac{w_s}{\mu_s}, \frac{w_c}{\mu_c}$ and the norm of $w$ will be defined as $\frac{w_s^2}{\mu_s^2} + \frac{w_c^2}{\mu_c^2} + \|w_n\|^2$. Suppose that $w_c$ and $w_s$ are fixed. By the near-orthonormality of the $x_c(i)$ and the margin constraint, we can actually determine $a(i)$ almost exactly:

\[
a(i) = \begin{cases} 
y(i)(1 - w_s - w_c - w_c z_c(i)) + O\left(\frac{1}{n}\right) & i \in G_{\text{maj}} \\
y(i)(\lambda + w_s - w_c - w_c z_c(i)) + O\left(\frac{1}{n}\right) & i \in G_{\text{min}}
\end{cases}
\]

(For a complete proof of this fact, see Lemma 7 below.) This allows us to compute the expected norm of a separator $w$ in terms of $w_s$ and $w_c$:

\[
\mathbb{E}[\|w\|^2] = \frac{w_s^2}{\mu_s^2} + \frac{w_c^2}{\mu_c^2} + \frac{p_{\text{maj}}}{n\sigma_n^2} \mathbb{E}[(1 - w_s - w_c - w_c z)^2] + \frac{p_{\text{min}}}{n\sigma_n^2} \mathbb{E}[(\lambda + w_s - w_c - w_c z)^2] + O\left(\frac{1}{n}\right). \tag{37}
\]

We first consider the case when $w_c = 0$ and we may only use the spurious feature. In this case, there is no randomness in $\|w\|^2$ (all of the randomness comes from the core feature) and we can compute the expectation exactly:

\[
\mathbb{E}[\|w\|^2] = \frac{w_s^2}{\mu_s^2} + \frac{p_{\text{maj}}}{\sigma_n^2} (1 - w_s)^2 + \frac{p_{\text{min}}}{\sigma_n^2} (\lambda + w_s)^2
\]

provided that $w_s \in [-\lambda, 1]$. This is a quadratic with minimum at $w_s = \frac{(\frac{p_{\text{maj}}}{\sigma_n^2} - \frac{p_{\text{min}}}{\sigma_n^2})^2}{\sigma_n^2}$. (note that this falls within the required range), which yields

\[
\mathbb{E}[\|w^\text{use-spu}\|^2] \geq \frac{p_{\text{maj}}}{\sigma_n^2} + \frac{\lambda^2 p_{\text{min}}}{\sigma_n^2} - \frac{(\frac{p_{\text{maj}}}{\sigma_n^2} - \frac{p_{\text{min}}}{\sigma_n^2})^2}{\sigma_n^2} \tag{38}
\]

Next, we turn our attention to $w^\text{use-core}$. The terms in (37) all take the form $\mathbb{E}[(a + bz)^2]$, where $a$ and $b$ are constants and $z \sim N(0, \sigma^2)$. This is a Gaussian integral, and some elementary manipulations show that, for $b > 0$,

\[
\mathbb{E}[(a + bz)^2] = (a^2 + b^2\sigma^2)\Phi\left(\frac{a}{b\sigma}\right) + \frac{a b \sigma}{\sqrt{2\pi}} e^{-\frac{a^2}{2 b^2 \sigma^2}}. \tag{39}
\]

Note that when $a = 0$, this equation simplifies to $\frac{1}{2} b^2 \sigma^2$. Thus, taking $w_s = 0$ and $w_c = 1$, we obtain

\[
\mathbb{E}[\|w^\text{use-core}\|^2] \leq \frac{1}{\mu_c^2} + \frac{1}{2 n\sigma_n^2} + \left[\left((\lambda - 1)^2 + \sigma^2\right)\Phi\left(\frac{\lambda - 1}{\sigma}\right) + \frac{1}{\sqrt{2\pi}} e^{-\frac{\lambda^2}{2\sigma^2}}\right]\frac{p_{\text{min}}}{n\sigma_n^2}
\leq \frac{1}{\mu_c^2} + \frac{1}{2 n\sigma_n^2} + \left(\lambda^2 - 2 \lambda + 1 + \sigma^2 + \frac{1}{\sqrt{2\pi}} \frac{p_{\text{min}}}{n\sigma_n^2}\right) \tag{40}
\]

\[
= \frac{1}{\mu_c^2} + \frac{1}{2\sigma_n^2} + \left(\lambda^2 - 2 \lambda + 1 + \sigma^2 + \frac{1}{\sqrt{2\pi}}\right)\frac{1 - p_{\text{maj}}}{\sigma_n^2}. \tag{41}
\]

Combining (38) and (41), we see that the max margin solution will prefer $w^\text{use-core}$ over $w^\text{use-spu}$ provided that

\[
\frac{p_{\text{maj}}}{\sigma_n^2} + \frac{\lambda^2 p_{\text{min}}}{\sigma_n^2} - \frac{(\frac{p_{\text{maj}}}{\sigma_n^2} - \frac{p_{\text{min}}}{\sigma_n^2})^2}{\sigma_n^2} \geq \frac{1}{\mu_c^2} + \left(\frac{1}{2\sigma_n^2} + \left(\lambda^2 - 2 \lambda + 1 + \sigma^2 + \frac{1}{\sqrt{2\pi}}\right)\frac{1 - p_{\text{maj}}}{\sigma_n^2}\right).
\]
This gives us a quadratic in $\lambda$ inequality

$$
\left( \frac{p_{\text{min}}^2}{\sigma_n^2} + \frac{1}{\mu_1^2} \right) \lambda^2 - 2 \left( 1 - \frac{1}{2\sqrt{2}\pi} \right) p_{\text{min}} \left( \frac{p_{\text{min}} p_{\text{maj}}}{\sigma_n^2} + \frac{\sigma_n^2}{\sigma_n^2 + \mu_1^2} \right) \lambda \\
+ \frac{1}{\mu_1^2} + \frac{1}{2} p_{\text{maj}} + \left( 1 - \frac{1}{\sqrt{2}\pi} + \sigma^2 \right) \left( \frac{1 - p_{\text{maj}}}{\sigma_n^2} \right) - \frac{p_{\text{maj}}}{\sigma_n^2} - \frac{p_{\text{maj}}^2}{\sigma_n^2 + \mu_1^2} \leq 0
$$

(42)

First of all, we have \( \left( \frac{p_{\text{min}}^2}{\sigma_n^2} + \frac{1}{\mu_1^2} \right) \geq 0 \). If \( \sigma_n \) is small enough, i.e. the inductive bias emphasis more on reducing the effort to memorize data and the terms at the scale \( \frac{1}{\sigma_n^2} \) dominates, then \( \lambda \) satisfies (43) will always satisfies (42).

$$
\frac{1 - \frac{1}{2\sqrt{2}\pi}}{p_{\text{min}}^2} p_{\text{min}} + p_{\text{min}} p_{\text{maj}} - \sqrt{\Delta} \leq \lambda \leq \frac{1 - \frac{1}{2\sqrt{2}\pi}}{p_{\text{min}}^2} p_{\text{min}} + p_{\text{min}} p_{\text{maj}} + \sqrt{\Delta}
$$

(43)

then \( \|w_s\| \leq \|w_c\| \), where \( \Delta = [(1 - \frac{1}{2\sqrt{2}\pi})p_{\text{min}} + p_{\text{min}} p_{\text{maj}}]^2 - (\frac{p_{\text{min}}}{\sigma_n^2})((1 - \frac{1}{\sqrt{2}\pi} + \sigma)p_{\text{min}} - \frac{p_{\text{maj}}}{\sigma_n^2})^2 \). Note that if \( \sigma \) small enough and \( p_{\text{maj}} \) large enough, then \( \Delta > 0 \). This indicates that there exists a temperature \( \lambda \) prefer to use the core feature in this regime.

**Remark 5.** In this remark, we will discuss how different parameters changes the selection of temperature \( \lambda \), i.e. the solution of (42). If using the spurious feature to classifier is harder (\( \mu_c \) becomes smaller), the quadratic coefficient becomes larger and the abstract value of linear coefficient becomes smaller. This indicates that the mean of the solution \( \lambda \) will become smaller via Vieta’s formulas. If the information of core feature decrease (\( \sigma \) becomes larger) or using the core feature to classifier is harder (\( \mu_c \) becomes smaller), (42) will becomes harder to satisfies. If the core feature have too less information (\( \sigma \) is too larger) or the core task is hard enough (\( \mu_c \) is large enough), even importance tempering cannot fix the bias. At the same time, the smallest possible \( \lambda \) will becomes larger. This indicates that lager temperature is needed.

### D.2 Accuracy of importance tempering on [2]’s Example.

In this section, we present the proof of Theorem 5 which indicates that importance tempering can achieve better random accuracy on [2]. At the same time, [1] proved that ERM/importance weighting will have error larger than \( \frac{1}{3} \).

In all of the proofs that follow, we use big-O notation to analyze the behavior of various quantities as \( n \) gets large. Thus quantities such as \( 1/(1-p) \), \( \lambda \), etc. will be hidden by \( O(1) \) as we assume that they do not grow with the sample size \( n \).

Our first goal will be to show that \( \|w\|^2/n \) concentrates around its expectation for any minimum-norm separator \( w \). This in turn will allow us to just analyze the expected norm to prove that importance temperature achieves better than random worst-group accuracy. In all of the lemmas that follow, the result holds for sufficiently large \( n \); we omit this from the lemma statements for brevity.

**Lemma 4.** If \( w \) is a minimum norm separator and the high-probability results of Lemma 3 hold, then \( \|w\|^2 = O(n) \).

**Proof.** Define \( \alpha^{(i)} = 2y^{(i)} \) if \( i \in I_{\text{maj}} \) and \( \alpha^{(i)} = 2\lambda y^{(i)} \) if \( i \in I_{\text{min}} \). Observe that \( \|w\|^2 = O(n) \) and \( y^{(i)}w \cdot x^{(i)} \) satisfies all of the margin requirements for large enough \( n \) when the high probability events of Lemma 3 hold. This completes the proof.

**Lemma 5.** If the high-probability results of Lemma 3 hold, then a minimum norm separator must have \( \|\alpha^{(i)}\| = O(n) \).
Proof. Let \( i \) be such that \( |\alpha^{(i)}| = \max_j |\alpha^{(j)}| \). We have
\[
\|w\|^2 = \sum_{i=1}^n (\alpha^{(i)})^2 (w^{(i)})^2 + \sum_{i \neq j} \alpha^{(i)} \alpha^{(j)} x^{(i)} \cdot x^{(j)} \\
\geq |\alpha^{(i)}|^2 (1 - O(\frac{1}{n^3})) - n^2 |\alpha^{(i)}|^2 O(\frac{1}{n^6}) \\
= |\alpha^{(i)}|^2 (1 - O(\frac{1}{n^3})).
\]
If \( |\alpha^{(i)}| = \Omega(n) \), then \( \|w\|^2 = \Omega(n^2) \), but we know that a minimum norm separator has \( \|w\|^2 = O(n) \) by the previous lemma. This completes the proof. \( \square \)

Lemma 6. Any minimum norm separator \( w \) has \( |w_c| = O(1) \) and \( |w_s| = O(1) \) with probability at least \( 1 - 4/2000 \).

Proof. Let \( r_1 = \mathbb{P}(yx_c \leq -1/2) \) and \( r_2 = \mathbb{P}(yx_c \geq 1/2) \), and note that \( r_1, r_2 > 0 \) are constants independent of \( n \). By Hoeffding’s inequality, there exists \( n_0 \) (which can depend on \( p, r_1, r_2 \)) such that for all \( n \geq n_0 \), with probability at least \( 1 - 1/2000 \), all four of the following conditions hold simultaneously:

1. At least \( \frac{1}{2} r_1 n_{\text{maj}} \) of the majority points have \( y^{(i)}x_c^{(i)} \leq -1/2 \). (This will be used for the case \( w_s \leq 0, w_c \geq 0 \).)
2. At least \( \frac{1}{2} r_2 n_{\text{maj}} \) of the majority points have \( y^{(i)}x_c^{(i)} \geq 1/2 \). (\( w_s \leq 0, w_c \leq 0 \))
3. At least \( \frac{1}{2} r_1 n_{\text{min}} \) of the minority points have \( y^{(i)}x_c^{(i)} \leq -1/2 \). (\( w_s \geq 0, w_c \geq 0 \))
4. At least \( \frac{1}{2} r_2 n_{\text{min}} \) of the minority points have \( y^{(i)}x_c^{(i)} \geq 1/2 \). (\( w_s \geq 0, w_c \leq 0 \))

We will show that \( |w_c| = O(1) \) in the first case; the remaining three cases hold via nearly identical arguments. Suppose that we are in the first case, i.e., \( w \) has \( w_s \leq 0 \) and \( w_c \geq 0 \). Then observe that
\[
\frac{\|w\|^2}{n} \geq \frac{1}{n} \sum_{i \in \mathcal{I}_{\text{maj}}} (1 - w_s - y^{(i)}x_c^{(i)}w_c)_+^2 - O\left(\frac{1}{n^3}\right) \\
\geq \frac{1}{n} \frac{r_1 n_{\text{maj}}}{2} (1 + \frac{1}{2} w_c)^2 - O\left(\frac{1}{n^3}\right) \\
= \frac{r_1 n_{\text{maj}}}{2} (1 + \frac{1}{2} w_c)^2 - O\left(\frac{1}{n^3}\right). 
\]

Note that this final expression goes to infinity at a rate independent of \( n \) as \( w_c \geq 0 \) increases. Since we know that \( \|w\|^2/n = O(1) \) with probability at least \( 1 - 1/2000 \) (this is the case when we do not use \( w_c \) or \( w_s \) and simply memorize all the points), a minimum norm separator must have \( \|w\|^2/n = O(1) \) as well. In particular, this means that \( w_c \geq 0 \) must remain bounded independent of \( n \). To complete the remaining cases, follow the same logic, but replace the indices of summation in (44) with \( i \in \mathcal{I}_{\text{maj}}, y^{(i)}x_c^{(i)} \geq 1/2 \) for case 2, and so on for cases 3 and 4. Taking a union bound of the failure probabilities completes the proof for \( w_c \) with a failure probability at most \( 2/2000 \). The same argument (actually it is simpler because there is no noise in the spurious feature) shows the result for \( w_s \). \( \square \)

Lemma 7. A minimum norm separator has \( |\alpha^{(i)} - y^{(i)}(1 - w_s - w_c x_c^{(i)} +) = O\left(\frac{1}{n^3}\right) \) for \( i \in \mathcal{I}_{\text{maj}} \) and \( |\alpha^{(i)} - y^{(i)}(\lambda + w_s - w_c x_c^{(i)} +) = O\left(\frac{1}{n^3}\right) \) for \( i \in \mathcal{I}_{\text{min}} \).

Proof. Assume that the high probability events of Lemmas 4 and 5 hold; this happens with probability at least \( 1 - 5/2000 \). Observe that \( \|w\|^2 \) is increasing in \( |\alpha^{(i)}| \) as long as \( |\alpha^{(i)}| = \Omega\left(\frac{1}{n^3}\right) \). We have
\[
\|w\|^2 = (\alpha^{(i)})^2 (x_n^{(i)})^2 + \sum_{j \neq i} \alpha^{(i)} \alpha^{(j)} x_n^{(i)} \cdot x_n^{(j)} + (\text{constant terms in } \alpha^{(i)}) 
\]
This is the expected squared norm of \( \alpha^{(i)} \). The coefficient on \((\alpha^{(i)})^2\) is \( \|x_n^{(i)}\|^2 \geq 1 - O(\frac{1}{n^2}) \), and the absolute value of the coefficient on \(\alpha^{(i)}\) is \( |\sum_{j \neq i} \alpha^{(j)} x_n^{(j)} \cdot x_n^{(i)}| \leq n \cdot O(n) \cdot O(\frac{1}{n^2}) = O(\frac{1}{n^2}) \). Thus \( \|w\|^2 \) is increasing for \( |\alpha^{(i)}| = O(\frac{1}{n^2})/(1 - O(\frac{1}{n^2})) = O(\frac{1}{n^2}) \), so we can choose \( c_0 = O(\frac{1}{n^2}) \) such that \( \|w\|^2 \) is increasing in \( |\alpha^{(i)}| \) for \( |\alpha^{(i)}| \geq c_0 \).

Next, we examine the margin constraints on a separator. We will just examine the case that \( i \in I_{\text{maj}} \) and \( y^{(i)} = 1 \); the other cases are nearly identical. For such a point, we have

\[
w \cdot x^{(i)} = w_s + w_c x_c^{(i)} + \alpha^{(i)} \|x_n^{(i)}\|^2 + \sum_{j \neq i} \alpha^{(j)} x_n^{(j)} \cdot x_n^{(i)} \geq 1
\]

From this, it follows that the \( i \)-th point satisfies the margin constraint iff

\[
\alpha^{(i)} \geq \frac{1}{\|x_n^{(i)}\|^2} (1 - w_s - w_c x_c^{(i)} - \sum_{j \neq i} \alpha^{(j)} x_n^{(j)} \cdot x_n^{(i)}).
\]  

(47)

The lower bound \((47)\) is unwieldy because it depends on the other \( \alpha^{(j)} \), but by Lemmas 3 and 5, \((47)\) admits a precise form up to an \( O(n^{-2}) \) correction. Observe that for the RHS of \((47)\), we have:

\[
(47) \geq (1 - O(1/n^3))(1 - w_s - w_c x_c^{(i)} - O(\frac{1}{n^4}))
\]

\[
\geq 1 - w_s - w_c x_c^{(i)} - O(\frac{1}{n^4}) - O(\frac{\log n}{n^3})
\]

(48)

\[
\geq 1 - w_s - w_c x_c^{(i)} - O(\frac{1}{n^2}).
\]

(49)

Here \((48)\) follows because \( w_s, w_c = O(1) \) and \( |x_n^{(i)}| = O(\log n) \) with probability at least \( 1 - 1/2000 \). Similarly, we have

\[
(47) \leq (1 + O(1/n^3))(1 - w_s - w_c x_c^{(i)} + O(\frac{1}{n^4}))
\]

\[
\leq 1 - w_s - w_c x_c^{(i)} + O(\frac{1}{n^4}) + O(\frac{\log n}{n^3})
\]

\[
\geq 1 - w_s - w_c x_c^{(i)} + O(\frac{1}{n^2}).
\]

(50)

Thus we can let \( c_1 = O(n^{-2}) \) be chosen so that

\[
\frac{1}{\|x_n^{(i)}\|^2} \left( 1 - w_s - w_c x_c^{(i)} - \sum_{j \neq i} \alpha^{(j)} x_n^{(j)} \cdot x_n^{(i)} \right) - (1 - w_s - w_c x_c^{(i)}) \leq c_1.
\]

Now we know that \( \alpha^{(i)} \) will be chosen according to two criteria: (i) subject to the constraint \((47)\), and (ii) to minimize \( \|w\|^2 \). From these two criteria, the definition of \( c_0 \), and the lower and upper bounds on \((47)\), we conclude that \( \alpha^{(i)} \) must be a number between \( \max\{-c_0, 1 - w_s - w_c x_c - c_1\} \) and \( \max\{c_0, 1 - w_s - w_c x_c + c_1\} \). A simple casework argument shows that the endpoints of this interval are always within \( O(n^{-2}) \) distance from \( (1 - w_s - w_c x_c)_{+} \). Taking a union bound over the failure probabilities from Lemmas 3 and \(|x_n^{(i)}| = O(\log n)\) shows that this result holds with probability at least \( 1 - 6/2000 \), completing the proof.

In the remainder of the proofs, we will define \( f(w) = w_s^2 + w_c^2 + \sum_{i \in I_{\text{maj}}} (1 - w_s - w_c x_c^{(i)})^2 + \sum_{i \in I_{\text{maj}}} (\lambda + w_s - w_c x_c^{(i)})^2 \), so that

\[
\mathbb{E}[f(w)] = w_s^2 + w_c^2 + n_{\text{maj}} \mathbb{E}[(1 - w_s - w_c x_c)^2] + n_{\text{min}} \mathbb{E}[(\lambda + w_s - w_c z)^2].
\]

This is the expected squared norm of \( w \) treating \( w_s, w_c, \) and the \( \alpha^{(i)} \) as parameters and in expectation over the randomness in the \( x^{(i)} \), under the assumption that the \( x_n^{(i)} \) are perfectly orthonormal. A combination of Lemma 7 and a Bernstein bound will show that \( \|w\|^2 \) concentrates tightly around \( \mathbb{E}[f(w)] \) with high probability, which we now prove.
Lemma 8. With probability at least 0.99, we have \(||w||^2 - \mathbb{E}[f(w)]| = O(\sqrt{n})|.

Proof. From Lemma 7, we know that
\[
\alpha^{(i)} = \begin{cases} y^{(i)} (1 - w_s - w_c x_c^{(i)})_+ \pm O\left(\frac{1}{n}\right) & i \in G_{\text{maj}} \\ y^{(i)} (\lambda + w_s - w_c x_c^{(i)})_+ \pm O\left(\frac{1}{n}\right) & i \in G_{\text{min}} \end{cases}
\]
with probability at least 1 - 6/2000. It follows immediately that \((\alpha^{(i)})^2 ||x_n^{(i)}||^2 = (1 - w_s - w_c x_c^{(i)})_+^2\pm O\left(\frac{\log n}{n}\right)\) for majority points and similarly for the minority points. (Here we have used that \(||x_c^{(i)}|| = O(\log n)\) with probability at least 1 - 1/2000, and that \(||x_n^{(i)}||^2 = 1 \pm O(n^{-3})\). From this fact and Lemma 8 (which holds with probability at least 1 - 1/2000), we have
\[
||w||^2 - f(w) \leq n \cdot O\left(\frac{\log n}{n^2}\right) + \sum_{i\neq j} \alpha^{(i)} \alpha^{(j)} x_n^{(i)} x_n^{(j)} = O\left(\frac{\log n}{n}\right).
\] (51)

We now show that \(f(w)\) will be close to its expectation with high probability. Observe that \((1 - w_s - w_c x_c^{(i)})_+^2\) and \((\lambda - w_s - w_c x_c^{(i)})_+^2\) are all \((2(\lambda + |w_s| + |w_c|) + |w_c|)^2 = O(1)\) sub-exponential. This follows from the simple fact that \(||c||_{\psi_2} \leq \alpha\) for any constant \(c, (\cdot)_+\) is 1-Lipschitz and therefore does not increase the sub-Gaussian norm, and from the fact that \(||Z||_{\psi_2} = ||Z||_{\psi_2}^{(2)}\) for any sub-Gaussian random variable \(Z\). Thus by Bernstein’s inequality, there exists a constant \(c_2 = O(1)\) (depending on \(\lambda, w_s, w_c\)) such that
\[
\mathbb{P}(|f(w) - \mathbb{E}f(w)| \geq t) \leq 2 \exp\left(-\min\left(\frac{t^2}{nc_2^2}, \frac{t}{c_2}\right)\right).
\] (52)

Letting \(t_0 = c_2 \sqrt{n \log \frac{2000}{\log n}} = O(\sqrt{n})\), we see that \(|f(w) - \mathbb{E}f(w)| \leq 2t_0 = O(\sqrt{n})\) with probability at least 1 - 1/2000 for all sufficiently large \(n\). Finally, using the triangle inequality
\[
||w||^2 - \mathbb{E}f(w)\leq ||w||^2 - f(w) + |f(w) - \mathbb{E}f(w)|
\]
and substituting the bounds (51) and (52) on these two terms yields the desired result. Taking a union bound over the failure probabilities shows that this fails with probability at most 9/2000 < 1/100.

Lemma 8 shows us that \(\frac{||w||^2}{n} = \frac{\mathbb{E}f(w)}{n} + O(n^{-1/2})\) with high probability, so it suffices to prove Theorem 5 for \(\mathbb{E}f(w)\). Note that by the construction of the data generating distribution, \(w_c - w_s > 0\) means that the classifier has better than random accuracy on the majority group, and \(w_c + w_s > 0\) means that the classifier has better than random accuracy on the minority group. The remainder of the proof will therefore be spent analyzing \(\mathbb{E}f(w)\) and showing that \(w_c - w_s, w_c + w_s > 0\) for a minimum norm separator and for a specific range of values of \(\lambda\).

Lemma 9. For any \(w\), replacing \(w_c\) with \(|w_c|\) does not increase (37). Thus, we may assume WLOG that \(w_c \geq 0\).

Proof. If \(w_c \geq 0\) the statement is obvious, so assume that \(w_c < 0\). Since \(z \sim N(0, 1)\) in (37), it suffices to show that
\[
(1 - w_s - w_c z)_+ \geq (1 - w_s + w_c z)_+
\]
for any \(z\). The above inequality holds because \((\cdot)_+\) is nondecreasing and \(w_c < 0\), so we are done.

Lemma 10. Let \(u = w_c + w_s\) and \(v = w_c - w_s\). Then we have
\[
\mathbb{E}[||w||^2] \geq \mathbb{E}[u v] + \mathbb{E}[u^2] + \mathbb{E}[v^2] + \mathbb{E}[w_c^2] + \mathbb{E}[w_s^2] + \mathbb{E}[w_c w_s]
\]
rewriting the remaining terms in terms of \(u, v\), and then applying formula (39) to each of the expectations.
Theorem 10 (Formal version of Theorem 9). For $\frac{p}{n(1-p)} + \frac{1}{2} \left(1 - \frac{1}{\sqrt{2\pi}}\right) \leq \lambda \leq \frac{1 + 1/\sqrt{2}}{n(1-p)}$, with probability at least 0.99, we have that $u, v > 0$. In particular, for this range of margins $\lambda$, IT has strictly better than random worst-group accuracy.

Proof. By Lemma 9, we may assume that $w_c = (u+v)/2 \geq 0$. If $1-u \geq 0$, then $1-u = \alpha(u+v)/2$ for some $\alpha$. Then (I) becomes

$$\text{(I)} = w_c^2 \left( (\alpha^2 + 1)\Phi(\alpha) + \frac{\alpha}{\sqrt{2\pi}} e^{-\alpha^2/2} \right).$$

If we similarly let $\lambda - v = \beta(u+v)/2$, then we see that

$$\text{(II)} = w_c^2 \left( (\beta^2 + 1)\Phi(\beta) + \frac{\beta}{\sqrt{2\pi}} e^{-\beta^2/2} \right).$$

Combining these, we have:

$$\frac{\mathbb{E}[\|w\|^2]}{n} \geq pw_c^2 \left( (\alpha^2 + 1)\Phi(\alpha) + \frac{\alpha}{\sqrt{2\pi}} e^{-\alpha^2/2} \right) + (1-p)w_c^2 \left( (\beta^2 + 1)\Phi(\beta) + \frac{\beta}{\sqrt{2\pi}} e^{-\beta^2/2} \right)$$

with the identities $\alpha w_c = 1-u$, $\beta w_c = \lambda - v$, and $w_c = (u+v)/2$.

Before we proceed, let us first examine the quantity $f(x) = (x^2 + 1)\Phi(x) + \frac{x}{\sqrt{2\pi}} e^{-x^2/2}$. Observe that for $x \geq 0$, we have $f(x) \geq \frac{1}{2}(x^2 + 1)$. Furthermore, if $x \geq 1$, we have the tighter lower bound

$$\Phi(x) \geq 1 - \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \implies f(x) \geq x^2 + 1 - \frac{1}{\sqrt{2\pi}} e^{-x^2/2}(x^2 - x + 1) \geq x^2 + 1 - \frac{1}{\sqrt{2\pi}} e^{-x^2/2}.$$ (54)

The lower bound on $\Phi(x)$ comes from the standard Gaussian tail bound $\mathbb{P}(Z \geq x) \leq \frac{1}{\sqrt{2\pi}} e^{-x^2/2}$ for $x \geq 1$. The second inequality on the RHS of (54) follows from maximizing $e^{-x^2/2}(x^2 - x + 1)$ over $x \geq 1$.

Recalling that (I) and (II) were defined as expectations of nonnegative quantities, we also have the lower bound $f(x) \geq 0$ for $x < 0$. We can now use (53) to show that whenever $u \leq 0$ or $v \leq 0$, we must have $\mathbb{E}[\|w\|^2] > \mathbb{E}[\|w_{use-core}\|^2]$ for an appropriate choice of $\lambda$.

Note that since $w_c = (u+v)/2$ and we know that $w_c \geq 0$ for any separator, at most one of $u, v$ may be negative. Thus, the four cases that follow cover all possibilities. Also, recall that $\alpha$ and $\beta$ are defined such that $\alpha = \frac{2(1-u)}{u+v}$ and $\beta = \frac{2(\lambda - u)}{u+v}$.

Case 1.1: $u \leq 0$ and $v > \lambda$. In this case, $\alpha \geq 0$, and we can replace (53) with

$$\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2}pw_c^2(\alpha^2 + 1) = \frac{1}{2}p \left( (1-u)^2 + \frac{(u+v)^2}{4} \right).$$ (55)

(This uses the fact that $f(\alpha) \geq \frac{1}{2}(\alpha^2 + 1)$ for $\alpha \geq 0$.) The minimum of (55) over $u$ occurs at $u = \frac{4}{5} - \frac{v}{5}$ and has value at least $\frac{p}{10}(\lambda + 1)^2$ since $v > \lambda$. Thus we have $\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{p}{10}(\lambda + 1)^2$ in this case.

Case 1.2: $u \leq 0$ and $0 \leq v \leq \lambda$. In this case, $\alpha, \beta \geq 0$. We further split into two subcases based on whether $\beta \leq 1$ or $\beta > 1$.

If $\beta > 1$, then we can apply (54) to the $\beta$ portion of (53) as well as the lower bound for $\alpha \geq 0$ to the other part. This yields

$$\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2}pw_c^2(\alpha^2 + 1) + (1-p)w_c^2(\beta^2 + 1 - \frac{1}{\sqrt{2\pi}} e^{-\beta^2/2})$$

$$= \frac{1}{2}p \left( (1-u)^2 + \frac{(u+v)^2}{4} \right) + (1-p) \left( (\lambda - v)^2 + c_1(u+v)^2 \right),$$ (56)
where \( c_1 = \frac{1}{4}(1 - \frac{1}{\sqrt{2\pi}}) \). The minimum of (56) over \( v \) occurs at

\[
v = \frac{2(1 - p)\lambda - (2c_1(1 - p) + \frac{3}{4})u}{2(1 + c)(1 - p) + \frac{3}{4}}.
\]

Substituting this into (56), we obtain

\[
\mathbb{E}[\|w\|^2] \geq \frac{-16c_1\lambda^2(-1 + p)^2 - 8p + 8c_1(-1 + p)p + 2\lambda^2(-1 + p)p + 7p^2}{2(-8 + 8c_1(-1 + p) + 7p)}u \\
+ \frac{-32c_1\lambda(-1 + p)^2 + 16p - 16c_1(-1 + p)p + 4\lambda(-1 + p)p - 14p^2}{2(-8 + 8c_1(-1 + p) + 7p)}u \\
+ \frac{16c_1(-1 + p) - 10p - 8c_1(-1 + p)p + 9p^2}{2(-8 + 8c_1(-1 + p) + 7p)}u^2.
\]

Taking the derivative of (57) with respect to \( u \), we arrive at

\[
32c_1\lambda(-1 + p)^2 - 16p - 16c_1p(-1 + p) + 4\lambda(-1 + p)p + 14p^2 + 16(1 - p) + 10p - 8c_1p(-1 + p) - 9p^2u, \\
\]

\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{16c_1(1 - p) + 2p}{2(8 + 8c_1(1 - p) - 7p)}(1 - p)\lambda^2 + \frac{8p + 8c_1p(-1 + p) - 7p^2}{2(8 + 8c_1(1 - p) - 7p)}u.
\]

Observe that since \( 0 < c_1, p < 1 \), the coefficient on \( u \) is nonnegative. If \( \lambda < \frac{1}{2(1 - p)} \), then the constant term in this expression is also negative. Thus for \( u \), the minimum occurs at \( u = 0 \). Substituting \( u = 0 \), we finally find that

\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{16c_1(1 - p) + 2p}{2(8 + 8c_1(1 - p) - 7p)}(1 - p)\lambda^2 + \frac{8p + 8c_1p(-1 + p) - 7p^2}{2(8 + 8c_1(1 - p) - 7p)}u.
\]

Otherwise, \( \beta \leq 1 \). In this case, we have

\[
\beta = \frac{2(\lambda - v)}{u + v} \leq 1 \implies v \geq \frac{2\lambda - u}{3} \geq \frac{2}{3}\lambda
\]

since \( u \leq 0 \). Since both \( \alpha, \beta \geq 0 \), (55) can be lower bounded by

\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2}pw^2(\alpha^2 + 1) + \frac{1}{2}(1 - p)w^2(\beta^2 + 1) = \frac{1}{2}\left(p(1 - u)^2 + \frac{(u + v)^2}{4} + (1 - p)(\lambda - v)^2\right).
\]

The minimum of (58) over \( u \) occurs at \( u = \frac{4p - v}{4p + v} \), at which point we have

\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2}\left(p\left(1 - \frac{4p - v}{1 + 4p}\right)^2 + (1 - p)(\lambda - v)^2 + \frac{1}{4}\left(\frac{4p - v}{1 + 4p} + v\right)^2\right).
\]

The derivative of the above with respect to \( v \) is

\[
\frac{p - (1 + 3p - 4p^2)\lambda + (1 + 4p - 4p^2)v}{1 + 4p},
\]

which is positive when \( v \geq \frac{(1 + 3p - 4p^2)\lambda - p}{1 + 4p - 4p^2} \); in particular, it is positive for \( v \geq \frac{2}{3}\lambda \), and therefore plugging \( v = \frac{2}{3}\lambda \) into (59) gives us the lower bound

\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{(1 + 7p - 4p^2)\lambda^2 + 12p\lambda + 9p}{18 + 72p}.
\]

For \( p \approx 1 \), this lower bound is greater than the one we obtained for the \( \beta > 1 \) case. Thus we can conclude that

\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq c_2(1 - p)\lambda^2 + c_3
\]

whenever \( u \leq 0 \) and \( 0 \leq v \leq \lambda \).
Case 2.1: $v \leq 0$ and $u > 1$. In this case, $\beta \geq 0$. We further split into two sub-cases depending on the size of $\beta$.

If $0 \leq \beta \leq 1$, then note that
\[
\beta = \frac{2(\lambda - v)}{u + v} \leq 1 \implies 0 \geq v \geq \frac{2\lambda - u}{3}.
\]
Thus we must have $u \geq 2\lambda$. With this in mind, we can replace (53) with
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2} \left( 1 - p \right) \left( (\lambda - v)^2 + \frac{(u + v)^2}{4} \right). \tag{60}
\]
The minimum of (60) over $v \leq 0$ occurs at $v = 0$ if $u \leq 4\lambda$ and $v = \frac{4\lambda - u}{u}$ if $u > 4\lambda$. In the former case, we have
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2} \left( 1 - p \right) (\lambda^2 + \frac{u^2}{4}) \geq (1 - p)\lambda^2
\]
since $u \geq 2\lambda$. In the latter case, substituting $v = \frac{4\lambda - u}{u}$ into (60) and recalling that $u > 4\lambda$, we have
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{10} \left( 1 - p \right) (\lambda^2 + u^2) \geq \frac{5}{2} (1 - p)\lambda^2.
\]
We always have the lesser of these two lower bounds, namely $\frac{\mathbb{E}[\|w\|^2]}{n} \geq (1 - p)\lambda^2$.

Otherwise, we have $\beta > 1$ and we can apply inequality (54) to (53). This yields
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq (1 - p)uw_c \left( \beta^2 + 1 - \frac{1}{\sqrt{2\pi}} \right) = (1 - p) \left( (\lambda - v)^2 + c_1(u + v)^2 \right), \tag{61}
\]
where $c_1 = \frac{1}{2}(1 - \frac{1}{\sqrt{2\pi}})$. We can minimize the above expression with respect to $v \leq 0$. The minimum occurs at $v = 0$ when $u \leq \frac{1}{c_1}$ and at $v = \frac{\lambda - c_1 u}{1 + c_1}$ when $u > \frac{1}{c_1}$. In the first case, we have
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq (1 - p)(\lambda^2 + c_1 u^2) \geq (1 - p)(\lambda^2 + c_1)
\]
since $u > 1$. In the second case, we have
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq (1 - p) \left( \frac{c_1(\lambda + u)}{1 + c_1} \right)^2 + c_1 \left( \frac{(1 + c_1)u + \lambda - c_1 u}{1 + c_1} \right)^2
\]
\[
= (1 - p) \left( \frac{c_1(\lambda + u)}{1 + c_1} \right)^2 + c_1 \left( \frac{\lambda + u}{1 + c_1} \right)^2
\]
\[
\geq (1 - p)(1 + \frac{1}{c_1})\lambda^2.
\]
To finish Case 2.1, we always have at least the minimum of the lower bounds which we have obtained in this section, namely $\frac{\mathbb{E}[\|w\|^2]}{n} \geq (1 - p)\lambda^2$.

Case 2.2: $v \leq 0$ and $0 \leq u \leq 1$. In this case, $\beta, \alpha \geq 0$. In fact, we have the stricter constraint $\beta > 1$. To see this, recall that we showed in Case 2.1 that when $\beta \leq 1$, we have $v \geq \frac{2\lambda - u}{3} > 0$ for $0 \leq u \leq 1$. Since we have assumed $v \leq 0$, this cannot happen, thus $\beta > 1$ and we can apply inequality (54) to (53). Since $\alpha \geq 0$ in this setting as well, we have
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2} p \left( (1 - u)^2 + \frac{(u + v)^2}{4} \right) + (1 - p) \left( (\lambda - v)^2 + c_1(u + v)^2 \right), \tag{62}
\]
with $c_1 = \frac{1}{2}(1 - \frac{1}{\sqrt{2\pi}})$ as before. We again compute the derivative of (62) with respect to $v$:
\[
p\frac{u + v}{4} + 2(1 - p)(v - \lambda + c_1(u + v)) = \left( \frac{p}{4} + 2(1 - p)(1 + c_1) \right) v + \left( \frac{pu}{4} + 2(1 - p)c_1 u - 2(1 - p)\lambda \right)
\]
\[
= \left( \frac{p}{4} + 2(1 - p)(1 + c_1) \right) v + \left( \frac{p}{4} + 2(1 - p)(c_1 - \lambda) \right).
\]
Note that this is nonpositive for all $v \leq 0$ provided that $\lambda \geq c_1 + \frac{p}{\pi(1 - p)}$. In this case, (62) is minimized at $v = 0$ and we have
\[
\frac{\mathbb{E}[\|w\|^2]}{n} \geq \frac{1}{2} p \left( (1 - u)^2 + \frac{u^2}{4} \right) + (1 - p)(\lambda^2 + c_1 u^2) \geq (1 - p)\lambda^2.
\]
We now analyze $c_\gamma$. We will first set $p < \gamma$.

To tackle this problem, we will first use a low temperature to train the model for a number of epochs when the true $\gamma$ and then apply the high temperature to train for the remaining epochs. For results in Figure 3.2, we find that when applying importance tempering method for learning extremely and 1e-5 after 250 epochs. For numerical experiments under label shift setting, we train a ResNet-32 [47] on both Fashion MNIST [46] and CIFAR-10 [45] datasets. In both cases, we train the ResNet-32 model using stochastic gradient descent method with a momentum term of 0.9, a weight decay rate of 2e-4 and a batch size of 128. Each model is trained for 400 epochs, and we use an adaptive learning rate schedule where the initial learning rate is set to be 0.1 and it will be annealed to 1e-3 after 150 epochs and 1e-5 after 250 epochs.

For results in Table 21 and Figure 3, we adopt this pretraining techniques and report the optimal results for $\gamma$ ranging from 0.0 to 1.0.


### E.2 Spurious Correlation

On Waterbirds and CelebA dataset, we use the Pytorch torchvision implementation of the ResNet50 model, starting from pretrained weights. We train the ResNet50 models using stochastic gradient descent with a momentum term of 0.9 and 1\’a batch size of 128; the original paper used batch sizes of 128 or 256 depending on the dataset. Following [1], we use a fixed learning rate instead of the standard adaptive learning rate schedule so that we can compare the difference between ours and previous methods (avoid introducing more hyperparameters). Different from [1], we train all the model till 500 epochs, so that we can fully explore the feature space which enables us to get benefit from overparameterization. For the standard training, we select apply a 1e-4 weight decay and for strong $\ell_2$ penalty, we use $\lambda = 1.0$ for waterbirds and $\lambda = 0.1$ for CelebA. For CelebA, we select temperature $(1/75, 1/100, 1/100, 1)$ for standard training and $(1/100, 1/225, 1/275, 1)$ for regularized models. For Waterbirds, we select temperature $(1/100, 1/50, 1, 1/75)$ for standard training and $(1/20, 1/15, 1, 1/15)$ for regularized models. We use the Pytorch torchvision implementation of the WideResNet50 model as our larger models. For other hyperparameter, we set the same as the previous setting. For CelebA, we select temperature $(1/75, 1/250, 1/250, 1)$ for standard training and $(1/100, 1/225, 1/275, 1)$ for regularized models. On MultiNLI dataset, we use huggingface pytorch-transformers implementation [65] for the Bert (bert-base-uncased) and Bert large (bert-large-uncased) model, starting from pretrained weights. We use the default tokenizer and model settings from that implementation, including a fixed linearly-decaying learning rate starting at 0.00002, AdamW optimizer, dropout, batch size of 32 and no weight decay as [1] implements. We select temperature as $(1/150, 1/8000, 1.300, 3, 1/80, 1)$. 
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