A significant level of stigma and inequality exists in mental healthcare, especially in under-served populations, which spreads through collected data. When not properly accounted for, machine learning (ML) models learned from data can reinforce the structural biases already present in society. Here, we present a systematic study of bias in ML models designed to predict depression in four different case studies covering different countries and populations. We find that standard ML approaches show regularly biased behaviors. However, we show that standard mitigation techniques, and our own post-hoc method, can be effective in reducing the level of unfair bias. We provide practical recommendations to develop ML models for depression risk prediction with increased fairness and trust in the real world. No single best ML model for depression prediction provides equality of outcomes. This emphasizes the importance of analyzing fairness during model selection and transparent reporting about the impact of debiasing interventions.

1 Introduction

Depression is a leading cause of disability worldwide, a major risk factor for the global burden of disease, and can even lead to suicide [1-2]. Taking into account that the global prevalence of depression increased by 25% during the COVID-19 outbreak [3]. Being able to identify those individuals at risk would be of great value to enable the application of personalized preventive measures. To this end, it is necessary to characterize the factors leading up to the development of depression in order to include appropriate predictors in the model. Research to date points to the importance of both genetic and environmental factors
(as well as their interaction) in the etiology of depression [4-5]. Furthermore, environmental factors have been shown to co-occur, exerting cumulative effects on depression risk. The totality of these environmental influences is often referred to as the exposome and includes environmental and lifestyle factors, as well as traumatic life events [6]. In addition to being necessary to get the full picture, exposome data are also relatively inexpensive and easy to acquire, typically through questionnaires [7], which effectively move ML models from paper to practice.

Motivated by the successful application of ML in different contexts of the medical domain, there is a spike in the use of ML for the detection, diagnosis, and treatment of depression. Specifically, supervised ML methods are commonly used to learn predictive models from historical data, which are then applied to predict possible illness development in new cases and patients. Recently, concerns have been raised about algorithmic bias [8] and the undesirable ability of ML models of amplifying unfair behaviors masked in past practice, that is, in the data used for model learning. The term “algorithmic bias” usually refers to differences in the predictive power of models when applied to different subgroups of the population. These differences are particularly pertinent if they are found when the subgroups are obtained according to some protected attribute such as ethnicity, socioeconomic status, sex, age, or co-morbidities. Within these subgroups, the subgroups that are adversely impacted by the bias are known as the unprivileged groups, and those that are unfairly benefited by the bias are the privileged groups. Former groups should be protected from the malicious effects of bias. Despite this undesirable behavior, it is not a common practice to assess the bias of ML models (and try to mitigate it) in healthcare applications. This focus is even more scarce in the mental health literature. In [8], an ML algorithm on psychiatric notes to predict 30-day psychiatric readmission regarding sex, ethnicity, and insurance type is examined without addressing algorithmic bias. In [9], they reduce bias for clinical prediction models of postpartum depression only associated with one protected attribute - binarized ethnicity (Black individuals and White individuals).

In mental health, several unintentional discriminative behaviors have been detected, which could potentially be reproduced by ML models if they are reflected in the training data. Specifically, a lack of representation of the patient subgroups has been reported; for example, some racial and ethnic groups do not use mental health services as much as others due to cultural stigma surrounding mental illness [10-11]. Prior research shows that the prevalence or incidence of depression differs across subgroups; for example, women are about twice as likely as men to develop depression during their lifetime [12]. In addition, manifest discrepancies in relevant factors such as lifestyle or nutritional habits between
subgroups have also been reported [13]. These, and possibly other factors, can be rooted in the data which is used to learn ML models.

In this paper, motivated by these known facts about depression, we investigate how ML algorithms could perpetuate or reduce structural inequality and unfair bias learned from the data. We present a systematic analysis of unfair bias in ML models designed to predict the presence or absence of depression from environmental and lifestyle data, using four public datasets: LONGSCAN [14], FUUS [15], NHANES [16], and the UK Biobank (UKB) [17]. We study unfair bias on protected attributes including demographic factors (sex, ethnicity, nationality), socioeconomic status (age, income, academic qualifications), and co-morbidities (cardiovascular disease (CVD), diabetes), and evaluate the interplay of model accuracy and fairness. We analyze the ability of standard bias mitigation techniques to reduce the discrimination level of the models learned for our four case studies. Discrimination is measured as the performance difference, in terms of fairness and standard ML metrics, before and after performing bias mitigation. We have found unfair biases in the behavior of the models learnt with standard ML techniques regarding several protected attributes in all the case studies. We also found, however, that mitigation techniques are effective in reducing discrimination levels. Our results demonstrate that bias monitoring is essential in the evaluation of ML-based predictive models in mental health and currently available bias mitigation techniques provide a powerful toolset to mitigate any systematic bias against protected groups.

2 Methods

In this section, we introduce and perform an initial descriptive analysis of the available data of our case studies (Sec. 2.1). In the following, we describe the predictive models tested (Sec. 2.2) and the five strategies we considered to mitigate bias (Section 2.3). We also explain both standard ML and fairness evaluation metrics used in our experiments (Sec. 2.4). Finally, we explain several implement details for the sake of reproducibility (Sec. 2.5).

2.1 Datasets

This study uses four public datasets: LONGSCAN, FUUS, NHANES, and UK Biobank. All the participants and/or their carers/guardians provided written informed consent in LONGSCAN, NHANES, and UKB studies. This was not required in the case of FUUS according to the laws that regulate “non-interventional clinical research” in France [15]. While LONGSCAN and FUUS are datasets of late adolescents, NHANES and UKB have most subjects between 40 and 80 years of age. Table 1 describes the protected attributes of these
datasets. Note that not all the datasets report the same protected attributes. The LONGSCAN, FUUS, NHANES, and UKB datasets have relatively equal proportions of male and female subjects. A higher prevalence of depression in women versus men is evident in the LONGSCAN, NHANES, and UKB datasets. No sex effect also is found with depression symptoms among college freshmen in the FUUS dataset, which is consistent with previous studies [18-20]. Other protected attributes have a highly skewed distribution.

Table 1. Protected attributes and other relevant features of the used datasets

| Subgroup         | Attribute | LONGSCAN | FUUS  | NHANES | UKB  |
|------------------|-----------|----------|-------|--------|------|
| No. of subjects  |           | 911      | 4,184 | 36,259 | 461,033 |
| No. of features  |           | 47       | 62    | 86     | 143  |
| Sex, % (Depression rate, %) | Male      | 44.2 (19.4) | 42.6 (12.2) | 49.1 (6.5) | 46.6 (3.2) |
|                  | Female    | 55.8 (36.0) | 57.4 (12.9) | 50.9 (10.9) | 53.4 (4.5) |
| Age (%); Depression rate (%) | 0–20 years | -        | -     | 7.5 (7.1) | -    |
|                  |           |          |       |        |      |
|                  | 20–40 years | -        | -     | 31.7 (8.2) | 1.1 (4.2) |
|                  |           |          |       |        |      |
|                  | 40–60 years | -        | -     | 31.1 (10.8) | 59.9 (4.0) |
|                  |           |          |       |        |      |
|                  | 60–80 years | -        | -     | 24.1 (8.0) | 39.0 (3.8) |
|                  |           |          |       |        |      |
|                  | >80 years  | -        | -     | 5.7 (5.7) | -    |
| Ethnicity (%); Depression rate (%) | White     | 24.7 (35.1) | -     | 41.9 (8.6) | 93.9 (3.9) |
|                  | Mexican   | -        | -     | 16.2 (8.6) | -    |
|                  | Other Hispanic | -    | -     | 9.5 (11.8) | -    |
|                  | Black     | 55.9 (24.4) | -     | 21.9 (8.9) | 1.7 (3.2) |
|                  | Asian     | -        | -     | -      | 2.4 (3.1) |
|                  | Other/Multiracial | 19.4 (32.8) | -     | 10.6 (6.2) | 1.5 (4.7) |
| Nationality (%); Depression rate (%) | French    | -        | 92.4 (12.3) | -      | -    |
|                  | Foreigner | -        | 7.6 (16.2) | -      | -    |
| Income (%); Depression rate (%) | Low-income | -        | -     | 36.6 (13.3) | 39.9 (4.9) |
|                  | High-income | -       | -     | 63.4 (6.1) | 44.7 (2.8) |
Qualifications (%); Depression rate (%)

| Level   | -   | -   | 5.9 (7.0) | 18.8 (5.4) |
|---------|-----|-----|-----------|------------|
| Level 0 | -   | -   | 9.5 (12.9)| 20.9 (3.9) |
| Level 1 | -   | -   | 13.3 (13.2)| 5.3 (5.0)  |
| Level 2 | -   | -   | 21.5 (9.3)| 11.0 (3.6) |
| Level 3 | -   | -   | 21.8 (8.9)| 6.5 (4.4)  |
| Level 4 | -   | -   | 28.0 (3.9)| 32.3 (2.9) |
| Level 5 | -   | -   |           |            |
| Level 6 | -   | -   |           |            |

Diabetes (%); Depression rate (%)

| Absence | -   | -   | - | 94.4 (3.9) |
| Presence | -   | -   | - | 5.1 (6.3)  |

CVD (%); Depression rate (%)

| Absence | -   | -   | - | 76.8 (3.4) |
| Presence | -   | -   | - | 23.2 (5.6) |

Qualification levels have different meaning in the NHANES and UKB datasets due to the difference in the United States and British school systems, more detailed in the Supplementary Table 7; The sum of all the percentages might not be equal to 100 as a result of missing data. Note that participants are all in the same age group in the LONGSCAN and FUUS datasets. The income attribute in the LONGSCAN is a time-varying variable. The FUUS dataset does not report ethnicity and income attributes.

Participants and features. Participants in LONSCAN were enrolled from five sites, located in different regions of the United States (South, East, Midwest, Northwest, and Southwest), with different selection criteria, representing varying levels of risk or exposure to maltreatment during the period spanning from 1991 to 2012. The LONGSCAN interview and questionnaire data were collected when target children were at ages 4, 6, 8, 12, 14, 16, and 18. Out of 1354 total participants, we kept the 67.3% of children who completed an interview at age 18 years including depression outcomes, leading to 911 samples available for our study. Among these 911 individuals, there were 363 cases with depression at the age of 18, and 548 controls. The study design is shown in Supplementary Figure 1: data from three different stages (early childhood, late childhood, teen) were collected to predict depression at age of 18. Up to 23 descriptive variables grouped as demographic variables, lifestyles variables, and adverse exposures variables, both time-invariant and repeatedly measured along these stages, were considered (see Supplementary Table 3). Note that the use of data for this study was approved by the National Data Archive on Child Abuse and Neglect (NDACAN). Participants in FUUS were undergraduate students who underwent a
compulsory medical visit at the university medical service in Nice (France) between September 2012 and June 2013. Among 4184 total participants, there are 528 cases with depression and 3656 controls. A total of 62 biomedical and demographic features were used including binary, ordinal and continuous variables (see Supplementary Table 4). Participants in NHANES provided data for this study between 2005 and 2018, and were selected by random sampling of the American population. Among 36259 total participants, there were 3168 cases with depression and 33091 controls. 86 potential predictors were used including demographic data, socioeconomic status, medical history, prescription medications, and lifestyle characteristics (see Supplementary Table 5). Our ML-based models for the FUUS and NHANES datasets are a screening tool for depression. Note that the FUUS and NHANES dataset were publicly available. Participants in UKB were enrolled from 22 assessment centers, located in England, Wales, and Scotland, during the period spanning between 2006 and 2010. Among the 461,033 participants initially without depression, 18112 cases (3.93%) developed depression. Our ML-based models predict a depression event within 10 years. Up to 143 descriptive variables were used, including demographic data, socioeconomic status, medical history, lifestyle characteristics, early life factors, and traumatic events (see Supplementary Table 6). Note that the use of data for this study was approved by UKB, under the project title “Association between Early-Life-Stress and Psycho-Cardio-Metabolic Multi-Morbidity: The EarlyCause H2020 Project” (application number 65769).

*Building the ground truth - depression outcome.* We acquired ground truth label information—whether a participant has depression or not—using dataset-specific information. In LONGSCAN, depression was assessed using a self-reported questionnaire at age 18, which includes a specific question regarding having depression. In NHANES, the Patient Health Questionnaire-9 (PHQ-9) was used. This screening questionnaire consists of 9 items (scored 0-3) and has a specificity and sensitivity of 88% for major depressive disorder (MDD) at a threshold score of 10 or more [21]. Therefore, we chose the threshold at PHQ-9 score 10. Additionally, we carefully excluded participants’ feelings and expressions, as well as lifestyle characteristics (physical activity, diet, sleep habits) from the set of descriptive features, which could cause label leakage. In FUUS, the depression outcome was evaluated in a two-stage process. If the result of an initial 4-item screening questionnaire indicated possible presence of MDD (at least two of the four symptoms present), the participants were assessed by a medical provider for the full Diagnostic and Statistical Manual of Mental Disorders Fourth Edition (DSM IV) criteria [22]. In UKB, the depression outcome was defined as an occurrence of a depressive episode (ICD10 code F32 and F33) after the date of assessment, which was drawn from hospital inpatient diagnoses or conditions self-reported.
2.2 Predictive models

Two popular types of ML models have been considered: (i) logistic regression (LR) [23], a linear classifier, and (ii) extreme gradient boosting (XGB) [24], a boosting ensemble method. In this paper, we do not focus on the algorithmic aspects of the ML methods considered, but rather on their clinical application and the fairness assessment of their predictions. These techniques work as explained next:

2.3 Bias mitigation approaches

Among all the available bias-mitigation techniques, we consider four standard methods in this study: Suppression (SUP), Reweighing (RW) [25], Disparate impact remover (DIR) [26], Calibrated equalized odds post-processing (CPP) [27]. Moreover, we propose a novel post-hoc disparity mitigation named Subgroup-specific score threshold (3ST). Three different pre-processing mitigation techniques (SUP, RW, and DIR) operate over training data, and two different post-processing mitigation techniques (CPP and 3ST) operate over the model’s predictions. This is illustrated in Figure 1.

![Figure 1. The fairness ML pipeline used in this study.](image)

**Suppression (SUP).** Protected attributes are directly removed from the training dataset. First, the protected attribute is removed from the dataset. A new ML model is learnt from this new version of the dataset.

**Reweighing (RW).** This method weights the samples in each (group, label) combination differently to make the protected attribute and outcome statistically independent of each other before model learning. For example, the weight for a sample with positive outcome from a privileged group would be (Number of cases in the privileged group × Number of
cases with positive outcome)/(Total sample size \times Number of cases of the privileged group with positive outcome). Weights are computed similarly for other samples from the remaining groups and classes. The model is learnt from this new training dataset with weighted samples.

**Disparate impact remover (DIR).** Given a dataset \( D = (X, Y, C) \), with protected attribute \( X \), remaining attributes \( Y \), and class variable or outcome \( C \), this repair process attempts to remove bias in the remaining features in \( Y \). New values are assigned to all the cases and variables in \( Y \). The new values ensure that all the groups follow the same distribution over every variable, making adjustments based on percentiles and quantile functions. The predictive model is learnt from the new training dataset.

In the three previous bias-mitigation techniques, we act on the training data. Once a newly prepared version of the training dataset is obtained, an ML model is learned from it. Bias mitigation is assessed on the outputs of this model. The following two techniques perform differently. The model is learned from the original data. The outputs of the model are modified under some criteria. Bias mitigation is assessed on the modified outputs of this model.

**Calibrated equalized odds postprocessing (CPP).** The method calibrates the predicted probability so that the false-positive rate or the false-negative rate of privileged and unprivileged groups are on average equal. It modifies the score outputs of the model for the different subgroups so that the output labels meet an equalized odds objective. In our clinical application, we focus on identifying individuals at risk of depression and desire equitable outcomes; therefore, we consider recall more important than precision, which leads us to set a cost constraint objective: the equal false-negative rates between the subgroups.

**Subgroup-specific score threshold (3ST).** We propose this novel post-processing bias mitigation method. It is inspired by the idea that, as class balance discrepancies between groups in the training dataset can lead most of the ML models for the classification problem to learn that one group has a higher probability of being part of one class or another, a single default decision threshold of 0.5 for all groups can result in outcome disparities. Therefore, we choose subgroup-specific thresholds for unprivileged groups that are adversely impacted by the unfair bias so that their sensitivity is similar to that of the overall training set. A fixed threshold of 0.5 is used for the remaining groups. This procedure is described in Algorithm 1. Note that [28] uses the name 3ST for their method, where they determine thresholds that balance this metric across groups using a different procedure on the test set.
Algorithm 1: Subgroup-specific score threshold (3ST) tunes the decision threshold of an unprivileged group towards the objective of equal sensitivity within the overall training set

**Input:** A training set $D = \{(c_i, p_i, g_i)\}_{i=1}^n$, where $c_i$ is the class label, $p_i$ is the vector of predicted probabilities, and $g_i$ is the group membership

**Result:** A vector of threshold values $\theta$, one per group

1. Initialize threshold vector to $\theta_g = 0.5$ for all the groups, $g$
2. sensitivity\_overall := Calculate sensitivity in the overall training set with decision threshold at 0.5
3. For each unprivileged group, $g$:
   a. Consider all the possible thresholds and calculate the sensitivity at each threshold of the unprivileged group $g$
   Find the candidate threshold $\theta$ such that the absolute difference between its associated sensitivity and sensitivity\_overall is minimum
   $diff := \text{abs}(\text{sensitivity}_g, \text{sensitivity\_overall})$
   b. if $diff < \text{mindiff}$, then adopt threshold $\theta$ for group $g$, $\theta_g = \theta$
4. Use the vector of thresholds $\theta$ to predict the class of new data

2.4 Evaluation metrics

*Performance metrics.* To assess predictive performance, we consider two standard ML performance metrics, namely, the area under the receiver operating characteristic curve (AUC-ROC) that is a plot of false positive rate versus true positive rate, and the balanced accuracy (BAcc), which is the arithmetic mean of sensitivity and specificity, using the presence and absence of depression as the positive and negative class, respectively. When discussing the fairness-accuracy trade-off, we report on empirical accuracy measured by the latter metric because, in practice, classification will be performed at a fixed threshold [9]. However, we report AUC-ROC performance after applying the most effective bias mitigation algorithms in Supplementary Table 2.

*Fairness metrics.* There are three kinds of fairness metrics depending on the fairness concept that they account for: metrics that account for individual fairness, for group fairness, and for both [29]. In this study, we focus exclusively on group fairness metrics for binary classification tasks, which means that subgroups defined by a protected attribute should be received similar model outcome measured by some statistical metrics. In this clinical application, identifying all individuals at risk of depression is desirable; therefore, we
consider sensitivity over specificity which leads us to compare true-positive rates across subgroups. Specifically, we choose the equal opportunity difference (EOD) metric, which states that a binary classifier is fair if its true-positive rates (TPR) are equal across groups (i.e., a value of 0 indicates complete fairness). Let \( D = (X, Y, C) \) be the dataset, with the protected variable \( X \), regular descriptive variables \( Y \), and the class variable \( C \). Predictions provided by a ML model are denoted \( \hat{C} \). Let us define \( \Omega^X \) as the set of possible values of variable \( X \). For example, for the protected attribute “sex”, \( \Omega^X = \{\text{male}, \text{female}\} \). A subgroup of population is formally defined as all the samples in the dataset \( D \) with the same value assigned to the protected attribute \( X \). We define the TPR of a specific subgroup \( x \in \Omega^X \) as

\[
TPR_x(\hat{C}) := E_{Y \mid C = 1, X = x} \left[ \hat{C} \mid C = 1, X = x \right]
\]

Exact equality, \( TPR_{x_0}(\hat{C}) = TPR_{x_1}(\hat{C}) \), for \( x_0, x_1 \in \Omega^X \), is often hard to verify or enforce in practice. More generally, we use differences among the TPRs of the different subgroups \( x \in \Omega^X \) to measure the level of discrimination \( \Gamma \) [30]:

\[
\Gamma^{TPR}_x(\hat{C}) := \left| TPR_{x_0}(\hat{C}) - TPR_{x_1}(\hat{C}) \right|
\]

Specifically, EOD measures the difference of TPR between the unprivileged and privileged groups:

\[
EOD = TPR_{x=\text{unprivileged}} - TPR_{x=\text{privileged}}
\]

2.5 Implementation details

We use Python’s Scikit-learn [31] and XGBoost libraries [24] to implement the LR and the XGB model, correspondingly. RW, DIR, and CPP bias-mitigation techniques are implemented using the AI Fairness 360 (AIF360) library [29]. We perform k-fold cross-validation for model performance measurements and nested cross-validation to carry out hyper-parameter optimization (see details in Supplementary Table 8), with \( k = 5 \) for the LONGSCAN, FUUS, NHANES datasets, and \( k = 10 \) for the UKB dataset. Cost-sensitive learning is applied to every LR and XGB model through the \textit{class_weight} and \textit{scale_pos_weight} parameters respectively as a means to improve accuracy for positive classes due to the problem of imbalanced classification. We impute the missing data using the statistical imputation algorithm. We use Tukey’s range test [32] to find the 95%-significance level for the true-positive rates for each group over k-fold cross-validation.
3 Results

In this section, we study the behavior of the different ML models before and after bias mitigation techniques are applied. Firstly, ML models are learned from data and their predictive performance, and unfair bias, are quantified (Sec. 3.1). Secondly, bias mitigation techniques are applied to these models and, to assess their efficiency, we evaluate the interplay between predictive performance and fairness in the adapted models (Sec. 3.2). We measure performance and fairness metrics of predictive models for depression trained in four datasets: LONGSCAN, FUUS, NHANES, and UKB.

3.1 Initial model performance and bias assessment

We present results with LR models below, whereas the XGB models, qualitatively similar to those of LR models, are available in the Supplement. Regarding predictive performance, LR models achieved lower prediction accuracy in the LONGSCAN dataset and the FUUS dataset. The predictive performance of LR models was considerably better in the NHANES dataset and UKB (see Table 2). These results support that large amounts of data give standard ML models much more predictive power. Rankings of feature importance are available for each predictive model in the Supplement.

Table 2. Predictive performance of LR classifiers learned without bias mitigation from the different datasets

| Dataset    | BAcc*       | AUC-ROC*     |
|------------|-------------|--------------|
| LONGSCAN   | 0.621 [0.577-0.664] | 0.644 [0.590-0.699] |
| FUUS       | 0.615 [0.598-0.632] | 0.671 [0.647-0.695] |
| NHANES     | 0.719 [0.711-0.727] | 0.793 [0.785-0.800] |
| UKB        | 0.729 [0.725-0.734] | 0.800 [0.794-0.806] |

*Mean [95%-confidence interval]

Figure 2 displays the fairness metric of the LR models by dataset, protected attribute and subgroup. In each plot, the horizontal shift or difference in performance for different subgroups reveals the bias. Let us analyze the bias assessment by (type of) protected attribute: demographic factors, socioeconomic status, and co-morbidities.

Protected attributes: demographic factors (sex, ethnicity, nationality). We show consistent sex differences across datasets in the top row of Figure 2, with higher true positive rates for female subjects. The differences in true positive rates between sex are only statistically
significant at the 95% confidence level for the LONGSCAN, NHANES, and UKB datasets. Note that there are no sex differences in rates of depression among subjects in the FUUS dataset (see Table 1). Interestingly, the mean difference between sexes in the UKB and NHANES datasets (0.1121, 0.167, p < 0.001 respectively) is less than in the LONGSCAN dataset (0.4103, p < 0.001). Sex, the top importance feature in LR and XGB for the LONGSCAN dataset, has a much lower rank in the feature importance ranking order in the NHANES and UKB datasets (see the feature importance rankings in the Supplement), which means depression outcome is less sensitive to sex bias in the NHANES and UKB datasets with large sample size and features compared to the LONGSCAN dataset. We highlight the benefit obtained from considering a larger number of risk factors in the predictive model and adequate sample size to reduce bias. This evidence is in line with [30], where enhanced data collection is pointed out as a means to lessen discrimination without sacrificing accuracy. The second row of Figure 2 shows differences in true-positive rates between racial groups, which were not statistically significant, with black subjects and "other/multiracial" subjects having the lowest true-positive rates for the LONGSCAN dataset and the NHANES dataset, respectively; except for the case between black subjects and white subjects in the LONGSCAN dataset, their true-positive rates have nonoverlapping confidence intervals. Interestingly, the UKB subjects in the "do not know/prefer not to answer" ('Missing') group have the lowest true-positive rates, compared with others. As shown in Figure 2, true-positive rates for nationality have non-overlapping confidence intervals. Specifically, foreigner subjects have a higher rate than French subjects. We note that foreigner subjects have a higher observed depression rate in the training set.

Protected attributes: socioeconomic status (age, income, academic qualifications). We find that the true-positive rates do not differ much across age groups with many overlapping intervals. However, subjects under 20 years old have the lowest true-positive rate. This may be partially due to the fact that small subset sizes (see Table 1) may not reflect accurate depression rates amongst the adolescents and young adults subpopulation, whose symptoms of depression and other mental illnesses have increased significantly over the last decades [33]. Differences in true-positive rates in the NHANES dataset are also observed between qualification groups. As seen in Figure 2, subjects in the "Level 5" group have the lowest true-positive rates, compared with others in both the NHANES and UKB datasets and subjects in the "Level 0" (Refused/Don't know/Missing) group in the NHANES dataset is also in the unprivileged side. As shown in Figure 2, true-positive rates for income have non-overlapping confidence intervals. Specifically, low-income subjects have a much higher rate than high-income subjects. We note that low-income subjects have a higher baseline observed event rate.
Figure 2. Group-specific true positive rates for LR classifiers learned without bias mitigation from the different datasets. Each plot shows the results per subgroup for a Dataset-Protected attribute pair. Note that the classifiers show regularly biased behaviors due to a lack of representation, varying rates of depression across groups, unequal distribution of features between groups, or a combination of any of these characteristics in the four different study populations.

*Protected attributes: co-morbidities (CVD, diabetes).* As shown in Figure 2, true-positive rates for CVD and diabetes all have non-overlapping confidence intervals. Specifically, individuals experiencing CVD/diabetes have a much higher rate than subjects without CVD/diabetes. These inequitable outcomes support that CVD and diabetes should be considered as an important comorbidity of depression.
3.2 Model performance after bias mitigation

To assess bias mitigation, we analyze changes in fairness metrics between the previously discussed base models and the new classifiers obtained after bias mitigation. Moreover, given the clinical application, most people would not find it fair to reduce discriminatory outcomes if it identifies fewer actual positives overall. There exists an open discussion in the related literature [25,34] regarding the actual existence of the so-called fairness-accuracy trade-off when bias mitigation is implemented, meaning that predictive performance is reduced if one tries to make the model fairer. A trade-off of accuracy for fairness is often undesirable in healthcare. Thus, we have two objectives: increasing accuracy and non-discrimination. We report the results using the 2D points combining two metrics: (i) a fairness metric, measured by EOD and (ii) a standard ML performance metric, measured by BAcc, on the test set, using 10-fold cross-validation, to determine whether our models for depression prediction are experiencing a fairness-accuracy trade-off. A model can be considered as fair if EOD is between -0.1 and 0.1, its ideal value is 0 and for BAcc, the larger the better. Figure 3 presents the 2D points in the fairness-accuracy space achieved by each
bias mitigation technique. The base model, without bias mitigation, is also shown. The implemented bias methods help to improve fairness, for all protected attribute perspectives. This is a desirable mitigation result. Figure 4 reports the combined best fairness-accuracy results among all bias-mitigation methods for all protected attributes. It is noteworthy that debiasing through RW, DIR, and 3ST substantially improves fairness without compromising model accuracy. On the other hand, the CPP technique preserves precision when calibrating recall, which results in BAcc reduction, according to most of the protected attributes, except for the diabetes attribute. In addition, SUP only partially achieves fairness between groups. This method removes the protected attribute from the training dataset, as they are considered biased features. This result suggests that bias is not only contained in those features but elsewhere. DIR not only excludes them but also adjusts non-protected features that are highly correlated to them. In any case, this repair tool is a good baseline to investigate whether this bias comes from non-protected features.
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Figure 4. Group differences in true positive rates for an LR classifier after applying bias mitigation algorithms, reporting the best results

Note that true-positive rates for the best mitigation technique (RW) regarding the “income” protected attribute on models learned from the NHANES dataset still have non-overlapping
confidence intervals, although the mean difference between groups was considerably reduced from 0.2485 ($p < 0.001$) to 0.0929 ($p < 0.001$).

4 Discussion

ML algorithms have achieved state-of-the-art performance in many clinical tasks. However, to deploy them in these life-or-death-stakes applications, it must be understood that they can induce biases against unprivileged subgroups and precautionary actions need to be taken in different deployment stages [35]. Here, we leverage our empirical study on four datasets to analyze the need of bias mitigation techniques, as well as their effectiveness, when using ML models to predict mental health issues such as depression.

*Bias found when following the standard ML approach.* Our results indicate that models learned following the standard ML approach show regularly unfair biased behaviors (see Figure 2). We find that, for the classification problem, unequal distribution of classes between groups in the training dataset can lead the predictive model to learn that one group has a higher probability of being part of one class or another, as can be observed in Table 1 and Figure 2. Therefore, ML models trained on the unbalanced dataset of a trial population, and even though the sample in clinical trials is representative of the patient population (not biased sampling), provide potential inequitable outcomes if deployed without integrating bias mitigation techniques. This evidence encourages ML practitioners in healthcare not only to report the model performance on the overall population regardless of the subject membership to subpopulations, but also to audit and address algorithmic bias.

*Bias can be mitigated.* Our results show that the bias mitigation techniques improve fairness compared to the no-intervention base models. All the techniques considered enhance results in terms of the difference in true-positive rates, in different proportions. However, the techniques exhibit differences regarding the effect on the accuracy of the classifiers. Those learned in combination with the RW, DIR, and 3ST mitigation techniques preserve predictive performance, whereas other techniques (SUP, CPP) compromise the level of accuracy, leading them to perform less reliably (see Figure 3). Our findings point out that the RW technique combined with the use of a larger number of risk factors diminishes the impact of the protected attributes (and other possible proxy attributes) on the outcome of the model, which leads to reduced algorithmic bias in NHANES and UKB datasets. This solution is appropriate in our case study as it performs well when it is integrated into predictive model learning while preserving the distribution and values of the original training data, unlike DIR and SUP. In addition, we find that our proposed post-hoc disparity mitigation method (3ST) mitigates bias while preserving predictive performance. However, as other post-doc technical
solutions for imposing fairness, it might be difficult to obtain the optimal threshold for subgroups with small populations underrepresented in the training set. Therefore, RW, DIR, and 3ST are three types of bias-mitigation algorithms that could be tested with clinical predictive models with known differences in disease manifestation in subjects by protected attributes (sex, age, race/ethnicity). We also highlight the importance of having adequate data collection to improve fairness and encourage communities to open health data.

*Fairness-accuracy, a real trade-off?* In fairness literature, the existence of a trade-off between fairness and accuracy is a common assumption, that is, that fairness cannot be improved without sacrificing predictive performance [25]. A few studies also have pointed out that this trade-off may necessitate the application of more complex methods [36-37]. In our case, the standard techniques RW, DIR, and CPP or our proposed method 3ST reduce bias while preserving predictive performance for each specific (dataset, protected attribute) pair. Thus, it is noteworthy that the fairness-accuracy trade-off is not consistently observed in our case studies in depression prediction without requiring complex ML methods. In line with [38], this evidence encourages the ML community to intentionally propose frameworks that maximize both predictive performance enhancement and bias reduction, not accepting an alleged trade-off between them. There is probably no golden bullet, as there is no single best ML model for all prediction problems providing equality of outcomes naturally. ML practitioners need to figure out which combination of type of classifier and bias mitigation algorithm is appropriate for the use case at hand, so that it produces the best results in terms of both accuracy and fairness.

In conclusion, we conduct an empirical study on four exposome datasets to show the ability of bias mitigation techniques to increase fairness of machine learning models obtained to predict depression from environmental and lifestyle data. In addition, our main effort in this work has been directed toward providing empirical evidence to encourage clinical decision-makers to carefully evaluate a proposed framework in terms of both its accuracy and fairness prior to deployment. Experimental results support the idea that it is possible to improve algorithmic fairness without sacrificing their accuracy. We consider that our promising results could enable a wider use of ML techniques in mental healthcare. This should inevitably go hand-in-hand with the assessment of possible biases in the models and the appropriate mitigation techniques, if required.

In the future, we expect to examine simultaneously the effects of having multiple protected attributes such as ethnicity, sex, socio-economic status, geographical location, or co-morbidities (type 1 and type 2 diabetes, or cardiovascular disease), as well as extending
to use protective factors data, such as intelligence, temperament, cognitive appraisal, support from a significant person, which may counteract the negative effects of risk factors for depression, along with environmental and lifestyle data. In addition, we aim to integrate genetic and biological data, which are robust risk factors for depression, in our research.

**Data availability**

All four datasets are free to download for research purposes from

- LONGSCAN: [https://www.ndacan.acf.hhs.gov/datasets/dataset-details.cfm?ID=170](https://www.ndacan.acf.hhs.gov/datasets/dataset-details.cfm?ID=170)
- FUUS: [https://datadryad.org/stash/dataset/doi:10.5061/dryad.54qt7](https://datadryad.org/stash/dataset/doi:10.5061/dryad.54qt7)
- NHANES: [https://wwwn.cdc.gov/nchs/nhanes/default.aspx](https://wwwn.cdc.gov/nchs/nhanes/default.aspx)
- UK Biobank (UKB): [https://www.ukbiobank.ac.uk/enable-your-research/register](https://www.ukbiobank.ac.uk/enable-your-research/register)

FUUS and NHANES datasets are open access and can be downloaded directly from their links above. LONGSCAN and UKB datasets can be accessed under request to the National Data Archive on Child Abuse and Neglect (NDACAN) and the UK Biobank Access Management Team, respectively. The results for UKB in this study will be returned to the UK Biobank within 6 months since publication, as required.

**Code availability**

Sample code for all data processing and analysis presented in this work can be found at [https://github.com/ngoc-vien-dang/FairML-Depression](https://github.com/ngoc-vien-dang/FairML-Depression).
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