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Abstract This article broadly reviews our knowledge of solar flares. There is a particular focus on their global properties, as opposed to the microphysics such as that needed for magnetic reconnection or particle acceleration as such. Indeed solar flares will always remain in the domain of remote sensing, so we cannot observe the microscales directly and must understand the basic physics entirely via the global properties plus theoretical inference. The global observables include the general energetics – radiation in flares and mass loss in coronal mass ejections (CMEs) – and the formation of different kinds of ejection and global wave disturbance: the type II radio-burst exciter, the Moreton wave, the EIT “wave,” and the “sunquake” acoustic waves in the solar interior. Flare radiation and CME kinetic energy can have comparable magnitudes, of order $10^{32}$ erg each for an X-class event, with the bulk of the radiant energy in the visible-UV continuum. We argue that the impulsive phase of the flare dominates the energetics of all of these manifestations, and also point out that energy and momentum in this phase largely reside in the electromagnetic field, not in the observable plasma.
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1 Introduction

Carrington [1859] first reported the occurrence of a solar flare, a manifestation seen as he observed sunspots in “white light” through a small telescope. One could immediately conclude from this chance observation that the disturbance of the solar atmosphere was compact, brief, and extremely energetic. Carrington’s fellow amateur observer Hodgson [1859] confirmed the observation and likened the brilliance of the display to that of
the bright A0 star α Lyrae. Further evidence of the significance of the event lay in its effects seen in terrestrial compasses, both prompt and delayed (e.g., Chapman and Bartels 1940).

The idea that a solar disturbance could affect a terrestrial instrument such as a compass seemed highly improbable at the time, but it turned out to be indeed a correct association, so this first observed flare served to suggest immediately the capability for such a solar event to have widely felt influences. This article briefly reviews general flare physics and discusses its problems from the point of view of large-scale effects such as the generation of global waves, and of ejecta. The idea is to ask what we can learn about the fundamental processes in the flare by observations of its large-scale effects. We must bear in mind the other aspect of the flare of September 1, 1859, namely that its effects seemed to originate in compact and short-lived features in the deep atmosphere. Coronal mass ejections (CMEs), on the other hand, can become huge and reach the scale of the solar system. Thus the physics involved in a solar flare require consideration of multiple scales.

This article discusses the global properties of a flare, and by this we mean the phenomena extending well beyond the chromosphere and the coronal loops that define most of the radiative effects (the flare proper, in a strict sense). To introduce the discussion of these global properties, and to have a framework for them, we begin in Section 2 with an overview of key observational and theoretical facts and ideas about solar flares. Knowledgeable readers should be able to skip this material, which goes over general occurrence properties and then summarizes what appear to be the four main phases of a flare, mainly as identified via X-ray signatures. Then Sections 3 (Global effects) and Section 4 (Energetics) discuss various global properties, including CMEs. The newest global facts, from the past decade or so, come from many spacecraft (RHESSI, SOHO, TRACE, Hinode, SORCE, STEREO for example) and from radio and optical observatories on the ground. Sections 3.3 and 3.4 in particular tackle the global waves, which have advanced observationally to become an important new guide to flare and CME physics.

2 Background

2.1 Flare morphology

As noted by Carrington, a powerful solar flare can locally increase the intensity of the photosphere by an order of magnitude. An example is a C2.0 event observed by TRACE, and Jess et al. (2008) found a GOES C2.0 event even with ground-based observations.

In the chromosphere, flare detectability becomes far easier, and spectroscopic observations in (e.g.) Hα make it possible to detect much weaker and therefore more numerous events. Hudson et al. (2006) report a GOES C1.3 event observed by TRACE, and Jess et al. (2003) found a GOES X-class flare. Nowadays space-based observations with no seeing limitation (Hudson et al. 1992; Matthews et al. 2003; Hudson et al. 2006; Wang 2009) make it possible to detect much weaker and therefore more numerous events. These have generally been the most energetic events (GOES X-class flares). Nowadays space-based observations with no seeing limitation (Hudson et al. 1992; Matthews et al. 2003; Hudson et al. 2006; Wang 2009) make it possible to detect much weaker and therefore more numerous events. In the chromosphere, flare detectability becomes far easier, and spectroscopic observations in (e.g.) Hα make it possible to detect much weaker and therefore more numerous events. Hudson et al. (2006) report a GOES C1.3 event observed by TRACE, and Jess et al. (2008) found a GOES C2.0 event even with ground-based observations.

Different phases of a flare have characteristic evolutionary patterns. In this review we discuss three rela-
effect, the dominant temporal behavior pattern: the coronal manifestations of a flare essentially integrate the impulsive-phase energy release, owing to the relatively slow cooling times of coronal material. The white-light flare continuum, which together with its UV extension is about two orders of magnitude more important the flare X-rays [Emslie et al. 2005, Hudson et al. 2010], also occurs in the impulsive phase, along with the powerful electron acceleration. See Sections 2.1 and 4.1.1 for further comments.

Mass motions often occur simultaneously with the flare brightening. The most powerful events have a one-to-one association with coronal mass ejections (CMEs), which have the clear appearance of the expansion of the coronal field and the creation of new “open” field that can support solar-wind flow. Sometimes the CME appears to entrain much or all of a pre-existing solar prominence. A CME is the spectacular ejection of mass outward past the occulting disk of a coronagraph observing the corona in Thomson-scattered white light. One can use the intensity to estimate the mass, often more than $10^{15}$ g, and the radial motion (often more than $10^3$ km/s) shows that the kinetic energy may exceed $10^{32}$ erg for major events. The departure of coronal mass also produces the soft X-ray dimming [Rust and Hildner 1976, Hudson et al. 1996] signature of a flare.

Flares also frequently produce jets of material apparently along the field; X-ray jets (e.g., Shimojo et al. 1996) frequently in association with a microflare brightening in closed fields, even though the jet flow itself occurs on large-scale or even open fields. Flare mass motions thus include both flows perpendicular to the field, identifiable with CMEs, and flows parallel to it: sprays and surges at chromospheric wavelengths, and jets at X-ray and EUV wavelengths. The CMEs occur preferentially in the most energetic events; Yashiro et al. (2006) find that virtually all X-class flares have accompanying CMEs. The energy threshold for near one-to-one correspondence appears to be at about the GOES X2 level, some multiple of $10^{32}$ erg total energy. Jets can happen in tiny events, even at the network level; they accompany microflares but can also occur in the quiet Sun, for example in the polar regions (e.g., Shimojo et al. 1996).

The close association of perpendicular plasma flows in flares is not surprising, since the field must restructure itself globally to release energy in the form of an implosion [Hudson 2000]. What is surprising is that such flows are hard to detect except in the most energetic events, which have CME associations; even more surprising is that the CME eruption appears to add energy to the global field by creating a large-scale cur-
rent sheet (Section 3). Recent observations have provided some evidence for implosive motions leading during or just prior to the impulsive phase of a flare (e.g., Sui et al. 2004; Veronig et al. 2006). This is consistent with the observation that ribbon expansion typically does not develop clearly until the later phase of a flare (e.g., Yang et al. 2009), consistent with a chromospheric interpretation of these early motions as a contraction (e.g., Ji et al. 2007).

2.3 Flare and CME occurrence patterns

2.3.1 Flares and microflares

Flares have complicated images and time histories, but there are simplifying patterns. Normal classifications in common use include the soft X-ray energy flux in the standard GOES spectral bands of 1-8Å and 0.5-4Å. The more traditional Hα classification the flare importance by area and visual brightness. Table 1 gives a quick overview of these classifications. It should be noted that most of the extensive properties of flare scale roughly together, with a scatter of some fraction of one order of magnitude, over several decades of range. This is one interpretation of the “big flare syndrome” (Kahler 1982), which we illustrate in Figure 2 (Thomas and Teske 1971). This reveals a tight correlation between two quite different flare properties: the emission from the corona in soft X-rays at about $10^7$ K, and the emission from the chromosphere in Hα at about $10^4$ K. A successful model of this relationship would require some sort of regulatory mechanism – part of the big-flare syndrome – to avoid the parameter dependence that obviously is not there.

Flares tend to occur in isolation, localized in space and time but with strong correlations; typically one active region will produce dozens of flares, especially during periods of flux emergence (often near the beginning of the lifetime of a given region, but not always). The most powerful events usually occur in active regions.

In a time series such as the GOES soft X-ray data there will often be long intervals of slow variation in between the discrete flare events. This strongly implies the existence of two distinct sources of coronal energy release: flare-like and steady. The flare-like component consists of readily identifiable outbursts whose occurrence distribution function in peak flux follows a power law. Generally the distribution function $dN/dR \propto R^{-\alpha}$ has a slope $\alpha < 2.0$ for a given observable parameter R such as the GOES peak flux, implying that the smaller events contribute relatively less than the larger events (e.g., Hudson 1991). Calibrating the observable R against the total energy of an event (the big-flare syndrome), we conclude that microflares cannot “heat” the corona although the integrated energy is reasonably close (e.g., Shimizu 1995). Note that this concept makes little sense in any case, since the corona is extensive and relatively steady, whereas the flares are compact and transient; RHESSI for example observes no microflares outside active regions (e.g., Hannah et al. 2008).

Parker’s (1988) concept of “nanoflares” could help. It seems entirely reasonable that frequent small-scale, non-thermal energy releases could provide a sufficiently smooth energy input to maintain steady coronal heating. In Parker’s view this would result from the dynamics of small-scale current sheets that would inevitably form in the coronal plasma. Observationally, this is a difficult problem since the nanoflares would be undetectable individually almost by definition; the events can run together and confuse their time series to the point where they could not be distinguished individ-

![Fig. 2](image-url) An early example of Kahler’s “big flare syndrome”: the tight correlation found between soft X-rays and Hα emission by Thomas and Teske (1973).

| GOES | Ho class | Ho area (Sq. degrees) | Emission measure (cm⁻³) |
|------|----------|----------------------|-------------------------|
| X10  | 4        | 24.7                 | $10^{24}$               |
| X    | 3        | 12.4                 | $10^{20}$               |
| M    | 2        | 5.1                  | $10^{19}$               |
| C    | 2        | 2.0                  | $10^{18}$               |
| B    | S        | <2.0                 | $10^{17}$               |
| A    | S        | <2.0                 | $10^{16}$               |
ually. If nanoflares do explain coronal heating (e.g., Cargill 1994), they must have different occurrence patterns from the flares or micromflares.

2.3.2 Flares and CMEs

The most energetic CMEs occur in close association with powerful flares (see Sections 3.3.7 and 4.1.4). Nevertheless large-scale CMEs do occur in the absence of major flares, even though these tend to be slower and less energetic. These involve flare-like events in quiet regions of the Sun, with large-scale ribbon features seen in chromospheric lines (Harvey et al. 1986) and the appearance of large-scale soft X-ray arcades. Such quiet-Sun CMEs frequently coincide with filament eruptions (e.g., Hanaoka et al., 1994). The physics of the filament channel and magnetic flux rope is thereby strongly implicated in the formation of a CME, and this may also apply to active-region flare/CME occurrences but on a smaller scale and with greater intensity of energy release. These events in the quiet Sun are slower, cooler, and fainter than active-region flares (e.g., Hudson et al. 1995). The term “impulsive phase” might not seem to apply to them, since they are generally not detectable with current instrumentation in hard X-rays, γ-rays, or gyrosynchrotron emission, but this may simply reflect the limited sensitivity of the observations. Finally we note the well-known property of CME initiation, namely that it may significantly precede the flare impulsive phase (e.g., Mittal and Narain 2010).

2.4 X-ray signatures

Figure 3 illustrates the four flare phases we discuss (see Figure 1 for a schematic view), using the event SOL2002-07-23T00:35 as an example.

2.4.1 Early phase

Often the GOES light curve will have a precursor increase prior to the impulsive phase of a flare. Although this is often interpreted as “preheating,” soft X-ray images show that in many cases the precursor, though a part of the flare, does not coincide with the structure supporting the impulsive phase (Farínek and Savio 1998), hence not reflecting the plasma conditions at the site of major energy release, but instead shows pre-flare dynamics associated with flux emergence (e.g., Chifor et al. 2007).

Hard X-rays also show interesting features prior to the impulsive phase, as discovered in the event of Figure 3 (Lin et al 2003). These observations reveal a coronal source with a steep non-thermal spectrum and weak footpoint emissions. The observed emissions require a major part of the flare energy, even though the impulsive-phase acceleration has not yet begun (Battaglia et al. 2009) suggest that this phase proceeds via conduction-driven evaporation as a response to this energy input, which is presently not understood. We note that observations of source motions now are beginning to suggest the contraction of the coronal magnetic field in this phase (Hudson 2000); see also the discussion below in Section 4 regarding flare energetics.

2.4.2 Impulsive phase

Spiky bursts of hard X-rays and microwave-millimeter wave radiation characterize the impulsive phase of a flare, due respectively to the bremsstrahlung and gyrosynchrotron emission from non-thermal electrons, inferred to have been accelerated into a continuous power-law distribution that may extend to the MeV range. The time variations during this phase exhibit the “soft-hard-soft” pattern, with a close negative correlation between the hard X-ray flux and its power-law spectral index γ as determined by a fit to \( j(\varepsilon) \propto \varepsilon^{-\gamma} \) (Kane and Anderson 1970; Grigis and Benz 2004). Such bursts sometimes exhibit quasi-periodic pulsations (Parks and Winckler 1971).

The new bolometric observations (Woods et al. 2006) show that this flux, \( L_X \), amounts to about 1% of the bolometric luminosity (Emslie et al. 2005; Kretzschmar et al., 2010; Quesnel et al. 2010) for the most energetic
flares. We interpret these soft X-ray fluxes as described above, namely as hot plasma collecting in closed magnetic structures that extend into the corona. These flux tubes trap plasma at high temperatures, which then cools following the Serio scaling law $n_e^2 \propto T$ (Serio et al. 1991). The coronal residence time is a few minutes (the reason for the Neupert effect, illustrated in Figure 4, since this time scale usually exceeds that of the energy release). The growth phase of the flare soft X-ray source detected by GOES corresponds to the impulsive phase, in which hard X-ray emission appears. The right panel of this Figure compares GOES derivative and hard X-ray fluxes, showing the effect clearly but also illustrating the absence of an exact relationship (Dennis and Zarro 1993; Veronig et al. 2002). One would not expect any particular detailed relationship in view of the complex spatial structures of a flare, which implies a range of physical conditions and presumably variations of the evaporation physics.

Soft X-ray images beautifully define solar flares as coronal magnetic structures. The first observations came from sounding rockets, and then from Skylab (e.g. articles in Sturrock 1980), but the definitive view was produced by the SXT instrument (Tsuneta et al. 1991) on the Yohkoh satellite, launched in 1991. These observations revealed the coronal structures of flares often to consist of loops, clearly defined by the magnetic field in a manner consistent with the low plasma beta (ratio of gas pressure to magnetic pressure) inferred from the observations. In the impulsive phase of a flare, though, at the time of major energy release, the soft X-ray images of flares may not look like loops. Figure 5 shows the example of the well-studied GOES X5.3 flare SOL2002-08-25T16:45 (Kaufmann et al. 2002; Metcalf et al. 2003). In this image the dominant structures are not loops, but instead features close to the chromospheric and photospheric ribbon features of the flare. These features correspond to impulsive soft X-ray emission in the chromospheric footpoints (McTiernan et al. 1993; Hudson et al. 1994). This image, not untypical of the impulsive phase, further explains why one would not expect a precise match to the Neupert effect: the flare structures are complex.

2.4.3 Gradual phase

The soft X-ray images of the gradual phase of a flare often look strikingly different from the impulsive-phase image shown in Figure 5. In the most powerful events, and especially those with CME association and the “long decay event” (LDE) property of an hours-long duration, one can often see a well-developed cusp structure in the soft X-ray images. Figure 6 shows an excellent example, again from Yohkoh/SXT. The cusp is striking, but what is even more striking is the fact that it originated in a flare one day earlier (GOES X2.3). The image here shows the situation just before a GOES X1.2 flare in the same active region, which was observed to have no drastic effect on the cusp left over from the previous flare (see e.g., Fletcher and Warren 2003). This behavior predominates; extensive surveys such as those of Tripathi et al. (2004) and Li and Zhang (2009) do not remark on exceptions. But on occasion an apparently stable arcade resulting from a previous flare (as
Fig. 6 Soft X-ray image from Yohkoh/SXT for a flare SOL2000-06-07T14:49. The tip of the cusp strikingly resembles a coronal helmet streamer, and such a cusp configuration is often taken to indicate the presence of a large-scale current sheet but may also have a geometrical origin. The image scale (roughly 1 R⊙) can be inferred from the faint glimpse of the N polar coronal hole in the background.

in the cusped arcade of Figure 6 can indeed blow out (Liu et al. 2009; Liu 2009). This implies that the increased stability of the restructured field does not mean that it cannot accumulate sufficient energy and/or helicity to erupt again (Nitta and Hudson 2001). As with homologous flares, this presumably means that flux emergence has extended spatial and temporal coherence.

The usual interpretation of the cusp structure is in terms of the standard magnetic-reconnection model (the consensus theoretical views expressed in Forbes et al. 2006). This scenario most naturally explains the gradual phase of a flare as the reconnection and closing down of the field opened in a transient manner by the associated CME. This presupposes that the CME expansion stores energy in the field, as it appears to do during the eruption. The impulsive phase remains ill-understood in this standard picture. The problem lies in how to evade the Aly-Sturrock theorem (Aly 1984; Sturrock 1991), which states that a global open-field configuration maximizes the stored magnetic energy for a fixed boundary field. Forbes et al. (2006) offer several suggestions regarding this, but in my view none of them seem convincing except for the implosion argument given in Section 4.3 below.

In any case, following the eruption, the standard model naturally explains the two-ribbon arcade configuration and even the extended heating; as the reconnection proceeds to higher and higher altitudes, new high-energy loops appear. These then cool by radiation and conduction — in rough balance because they regulate each other (e.g., Moore et al. 1986; Fisher and Hawley 1990) — appearing sequentially in emissions characteristic of lower and lower temperatures (e.g., Neupert et al. 1967), and and at the same time shrinking geometrically (Svestka et al. 1987; Forbes and Acton 1996). The conductive losses from these loops cause their footpoints to radiate strongly in transition-region and chromospheric lines, such as the bright ribbon structures seen in both and well studied in Hα. The “supra-arcade downflows” provide an interesting new wrinkle in this area (McKenzie and Hudson 1999; Sheeley et al. 2004). The on-line movie attached to Gallagher et al. (2002), for example, shows beautiful “tadpoles” drifting down with the hot spiky structure above the arcade (e.g., Svestka et al. 1998). Asai et al. (2004) have shown that these downflows, or tadpoles, also tend to match the timing of hard X-ray emission as observed by RHESSI for the γ-ray event SOL2002-07-23T00:35.

2.4.4 Extended flare phase

The “extended flare” phase designates events with major coronal non-thermal developments generally coinciding in time with the gradual-phase arcade development, but not clearly related to it. These can include meter-wave bursts of type II and type IV (e.g., Wild et al. 1963) and now hard X-ray signatures as well (e.g., Cliver et al. 1986; Krucker et al. 2008).

These processes involve the long-term storage of particles in coronal magnetic fields, at altitudes ranging up to a fraction of 1 R⊙. The particles may be relativistic; pion-decay γ rays can in some cases be detected hours after the flare injection (Chupp et al. 1987; Kanbach et al. 1993). The meter-wave radio signatures are complex and fascinating (e.g., Pick and Vilmer 2008), resulting from a mixture of free-free, gyrosynchrotron, and plasma radiation resulting from coupling from Langmuir turbulence excited by various processes. Often the extended phase includes meter-wave emission of both type II (Langmuir-wave conversion at a shock front propagating through the ambient corona) and type IV (attributed to relativistic electrons trapped in large-scale closed fields).

The prototype hard X-ray extended event was the event SOL1969-03-30T02:47 (Frost and Dennis 1971), for which the identification of the coronal sources could be done by chance occultation (see also Hudson 1978), from which one can get a height estimation by simple geometry. The coronal sources of the extended flare generally have harder spectra, slower time variations, and lower peak microwave frequencies; the sources may move with time as in the famous “Westward Ho!” type IV burst (Riddle 1970) SOL1969-03-01T23:00 seen at 80 MHz, or more recently detected moving hard X-
Table 2  The “Kiplinger effect”\textsuperscript{a}

| SEP | no SEP |
|-----|--------|
| SHH\textsuperscript{b} | 12 6 |
| no SHH | 0 19 |

\textsuperscript{a}Grayson et al. (2009)

\textsuperscript{b}The “soft-hard-harder” pattern; see text

ray sources [Hudson et al. 2001, Krucker et al. 2007]. There are also apparently stationary hard X-ray sources in the extended flare phase. These sources may have bright footpoint emission as in the impulsive phase [Qiu et al. 2004; Krucker et al. 2008] and exhibit spectral variations consistent with stable trapping with collisional energy losses for the lowest-energy particles. The implied spatial scales of this trapping may be large (e.g., Krucker et al. 2008), and have long durations (e.g., Figure 3).

The extended phase of a flare is the site of one of the major mysteries in the flare/CME/SEP environment (SEPs are “solar energetic particles”), namely what we could call the “Kiplinger effect”: SEPs are associated with the particular “soft-hard-harder” spectral evolution seen in this phase (Kiplinger 1995). This distinguishes the hard X-ray behavior from that seen in the impulsive phase (Section 2.4.2). The implied association is mysterious because the SEPs, according to current consensus, originate mainly in diffusive shock acceleration at the CME-driven bow shock. There should be no direct connection between this process and the corona where gradual hard X-ray sources appear; specifically no magnetic connection could exist within the standard models (see following). The RHESSI observations have now convincingly confirmed this association [Grayson et al. 2009], as shown in Table 2.

2.4.5 The standard model

The development of a flare/CME process is extremely complicated, involving major gaps in our understanding of the microphysics in particular. Accordingly the accepted concepts involve simple cartoons or sketches that in principle link the observables to the energy sources and mechanisms involved. New observations are typically described in terms of the features of the cartoon, which in principle is not the best way to discover new mechanisms that may not feature in the accepted model or any of its variants.

Without question the present standard model for flare and CME development is the “CSHKP” model [Svestka and Cliver 1992], whose essence consists of a large-scale current sheet in which magnetic reconnection drives the flows that release energy. An early full description of such a model was that of [Hirayama 1974], in the context of filament eruption, but the initial “C” of CSHKP refers to [Carmichael 1964]. More recent work has not resulted in any substantial modifications of this cartoon, and Figure 7 shows a modern version due to [Cargill and Priest 1983]. Note that this is a 2D representation of an inherently 3D physical process; the third dimension allows for the formation of a plasmoid analogous to structures found in the geomagnetic tail.

This 3D view was clearly seen in earlier representations of the CSHKP model, such as that of [Hirayama 1974].

The standard model does not readily lend itself to explaining the impulsive phase, since the reconnection process in principle requires the existence of a large-scale current sheet only created by the flare itself via the expansion of the field (see Section 2.4 for a discussion of flare phases, and Section 4.3 for a summary overview of this problem). Another weakness of the standard model is its MHD underpinnings. As has long been known (e.g., Lin and Hudson 1976) and now abundantly confirmed (see Section 4) the energy of a flare or of a CME has a major component of non-thermal particle acceleration. Since an MHD plasma has no non-thermal particles as such, the standard model cannot describe these key observations. Nevertheless the CSHKP model captures many of the features of eruptive flares, especially the behavior of the flare ribbons.
2.5 Flare spectroscopy

Flares generally increase the brightness of the Sun across the entire wavelength range; remarkably making the Sun an astronomically bright object where it normally might be darker than the night sky — in hard X-rays, for example. The global spectrum determines the fate of the flare energy release, at least as regards radiant energy, and so it is a key part of the discussion in Section 4. It also is the only tool for studying flares and similar phenomena on stars, as opposed to the Sun where we can resolve the spectral components spatially to a good degree, as described in the sections above. Figure 8 gives a continuum (broad-band) overview of the flare spectrum, in comparison with the spectrum of the quiet Sun.

The overall spectrum of the quiet Sun has a near-blackbody character at visual and near-IR wavelengths, with absorption features (lines and continua) becoming more prominent at UV wavelengths. Excesses over a fitted blackbody function then appear at EUV and far-IR wavelengths and beyond. One defines the effective temperature \( T_{\text{eff}} \) in terms of the solar luminosity \( L_{\odot} \):

\[
L_{\odot} = \sigma T_{\text{eff}}^4
\]

with a value of about 5777 K (e.g., Cox 2000). For comparison the photospheric temperature of the standard VAL-C model (Vernazza et al. 1981) is 6420 K. This substantial difference reflects the complicated physics of the solar atmosphere, which of course a 1D model such as VAL-C cannot fully capture. The lowest frequency at which the quiet Sun can be detected does not extend much below 20 MHz (e.g., Erickson et al. 1977) because of competition from non-solar sources. Interestingly the Fermi satellite has detected quiet-Sun \( \gamma \)-ray emission above 20 MeV (Orlando et al. 2009), giving a spectral range of some 15 decades!

All of the detectable wave bands provide some diagnostic information, each characteristic of the sources in the particular wave band. As will be appreciated from the discussion above, a solar flare involves an enormous range of physical parameters in its constituent parts. In most cases we simply cannot obtain complete data. A further point to note is line-of-sight confusion. In most non-radio wavebands the corona is transparent, so that foreground or background confusion can easily result. It is clear morphologically that filaments and filament-channel magnetic fields can play an important role in CME eruptions, but to characterize the coronal plasma in a filament cavity is difficult (see, e.g., Schmit et al. 2009).

3 Global effects

3.1 Energy buildup and release

For a clear discussion of the nomenclature of the various global manifestations in the corona, see the short article by Vršnak (2005). In general we believe that the flare and CME derive their energy from storage in the magnetic field, and so there must be a sudden restructuring involved in this energy release. We are interested here mainly in these sudden effects, rather than in the buildup of energy that must proceed much more slowly. At intermediate time scales, there may be other time scales involved. For example, the “two-ribbon flare” paradigm was known from early \( \text{H}_\alpha \) observations to involve the apparent growth of “loop prominence systems” (e.g., Bruzek 1964) or “sporadic coronal condensations,” to use some archaic terminology. We now recognize this apparent growth as a cooling process, in that the flare itself creates higher-temperature plasmas ini-
tially (see Section 4.3); these higher-temperature loops are not detectable in Hα or even at the EUV wavelengths of SOHO/EIT, for example. The plasmas cool and become visible outside the X-ray band, eventually recombining to produce Hα and the “coronal rain” downflows resulting from the draining of high-density coronal flux tubes by mass motions along the field. The initial formation of the hot plasmas can be extended in time (MacCombie and Rust 1979), a property of the standard model (e.g. Hirayama 1974).

The decisive part of the overall process, though, is the initial energy release. That is the main theme of this overview, and we proceed now to discuss the different global signatures of the process.

3.2 CMEs

The CMEs of course cannot be observed directly with the flare effects, since they are defined in terms of the coronagraphic observations. Flares, on the other hand, are observed in the low corona and below, so the observing domains are almost always disjoint. This is a bit awkward, since we are interested in CMEs in this review mainly as they guide us to the initial energy release. Hudson and Cliver (2001) discuss other “non-coronagraphic” views of the CMEs, many of which allow the CME development – within model restrictions – to be tracked back to the lower atmosphere. Examples of this would be EUV or radio observations, which do not have the above-the-limb limit imposed by coronagraphs. One must always be careful, however, in identifying specific features seen in such different emission processes with true (Thomson scattering) observations of CMEs according to their definition. For instance, a height-vs.-time plot for a CME that compares EUV and Thomson-scattering signatures will have some uncertainty related to feature identification.

The last decade or so has seen a substantial improvement in our observational understanding of CME origins. The first of the breakthroughs was the discovery of a frequently close linkage between the impulsive phase of a powerful flare, both spatially and temporally, and the acceleration phase of the associated CME (Dere et al. 1997; Zarro et al. 1999; Zhang et al. 2001). This observation suggested a solution to one of the major problems in CME dynamics – how can the coronal magnetic field evolve catastrophically into a higher-energy state? The answer may be that there is a balancing act, perhaps mediated by large-scale magnetic reconnection, that allows the flaring part of the field to collapse and release energy (Hudson 2000), part of which then goes into the CME kinetic energy (see discussion in Section 4.3). The best current assessment of the energetics (Emslie et al. 2005) suggests that the CME and flare require comparable amounts of energy (Section 4) at least for the most powerful events.

3.3 Waves

The restructuring of the coronal magnetic field will naturally induce waves radiating outwards; in particular a fast-mode MHD wave was identified early as a likely candidate (Uchida 1968) for the Moreton wave (chromospheric) and the meter-wave type II burst (coronal). The restructuring also can be seen as a CME, and this phenomenon is closely connected to the physics of global waves. Note that the flare excitation of a large-scale wave is often described as a pressure pulse, but because of the low plasma beta the gas pressure would contribute only negligibly (Section 4.3). As discussed by Vršnak (2005), flare-excited waves can propagate freely, as “simple” or “blast” waves, which will decay fairly promptly, or they can continue to gain energy from a driving “piston” due to other physics. Here the important piston would be the CME eruption, which can continue into interplanetary space as an ICME, continually driving a bow shock ahead of the disturbance. The impact of one of these ICME-driven shocks striking the Earth’s magnetosphere, the “storm sudden commencement,” had been identified as a shock signature well before the space age (e.g. Chapman and Bartels 1940).

The interplanetary shock wave has many interesting properties; for example the theory of diffusive shock acceleration widely used in astrophysics applies here as well in supernova remnants. A recent paper by Mewaldt et al. (2008) suggests that a major fraction (of order 10%) of the total energy can wind up in particles accelerated by this shock front, presumably by this process.

3.3.1 Type II bursts

The first of the global signatures to be detected reliably was the meter-wave type II radio burst, also called at that time the “slow drift” burst to distinguish it from the fast-drift type III bursts, which have an entirely different explanation (e.g. Wild et al. 1963). Figure 9 shows a beautiful example. In both cases the radio emission results from coupling between Langmuir waves generated by small-scale motions within the disturbance, coupling to electromagnetic radiation at the
plasma frequency or its harmonic. Since the plasma frequency decreases as the coronal density drops off radially ($\omega_{pe} = \sqrt{4\pi n_e e^2/m_e}$), the drifts strongly tend to be towards lower frequencies. The straightforward interpretation would be that of a fast-mode (compressive) MHD wave, launched by a pressure pulse associated with the flare (Uchida 1968). This idea led to a successful theoretical explanation that combined the meter-wave type II burst with the Moreton wave (see Section 3.3.2 below) and which did not involve a CME. CME-associated type II emission certainly does occur longer wavelengths, best observed via radio antennae in space (e.g. Bougeret et al. 1976).

The Uchida theory has gradually become less probable for several reasons, though. First, the radio observations from space show the apparent low-frequency extensions of the metric type II burst, even to the plasma frequency characteristic of one AU. It would be improbable for a flare-driven blast wave as such to survive as far as the Earth, since its energy must decay. Second, as observations improved, it became clear that the powerful flares that make these type II bursts and CMEs originated in regions of low plasma beta. Thus the gas pressure pulse would not be relevant in comparison with the dynamics associated with the field restructuring, and so the flare brightening itself would not show the existence of any energetically relevant pressure pulse. Finally, it appeared in many cases that the drifting motions of the metric and long-wavelength type II signatures could be identified with each other, and so via the Occam’s Razor principle a desire arose to simplify the phenomenology and simply have all type II bursts come from CME bow waves. Nevertheless the metric type II bursts have a clearly demonstrable association with an exciter at the onset of the impulsive phase, i.e. a strong flare association (Figure 9). This is convincing evidence of an association, but current explanations have indeed veered away from flares as direct causes of type II bursts. The change of paradigms has interesting consequences as discussed in Section 3.4.

3.3.2 Chromospheric waves

Global wave signatures in the chromosphere made their appearance in 1959, with observations made possible by narrow-band Hα filters and good seeing (Moreton and Ramsey 1960; Athay and Moreton 1961). These wave are now almost universally called Moreton waves, but had originally been noted by the developer of the filter, H. E. Ramsey. Figure 10 shows an excellent recent example (SOL2006-12-06T18:40; Balasubramaniam et al. 2010).

Theory was difficult with the Moreton waves at first, because it was clear that they were too fast ($\sim 10^3$ km/s) for any known wave mode in the chromosphere, where they were observed to propagate. This led to Uchida’s theory of the fast-mode MHD shock wave (Uchida 1968). In this picture a global wave radiated out into the corona from the flare site, but its energy refracted back down into the chromosphere as a result of the height dependence of the Alfvén speed. Thus the Moreton wave became the “sweeping skirt” of the true coronal wave. In Uchida’s view, this was a blast wave rather than a driven wave; indeed the refraction of the wave’s energy could probably help stave off its decay, and many of the Moreton waves only appeared in limited angular sectors. A particularly remarkable example of a Moreton wave, termed a “solar tsunami,” occurred with event SOL2006-12-06T18:40 (Balasubramaniam et al., 2010). This particular event, occurring near solar minimum, displayed an almost isotropic wave radiation and was not deflected by other active regions.

The chromospheric wave signatures also include the “winking filament” phenomenon, in which a remote filament bobs down and up as the Moreton wave front passes it (e.g. Okamoto et al. 2004). The wink would re-
Given Uchida’s identification of the Moreton wave with the exciter of the type II burst, it seemed logical that soft X-ray imaging observations of the corona would show the phenomenon directly; note that the high temperature of the corona makes this wavelength range (the soft X-rays and EUV) its natural emissions. The Rankine-Hugoniot relations give values for the density and temperature jumps at a shock front; for a large Mach number the density jump approaches a factor of four asymptotically. In spite of this clear expectation, though, plausible X-ray signatures of global coronal waves were not found by the Yohkoh/SXT instrument, launched in 1991, until the event SOL1996-05-08T08:08. Analysis of this flare (Hudson et al. 2003) and others (Khan and Aurass 2002; Narukage et al. 2002) helped to explain the lack of X-ray observations: the inferred Mach number was small; this coupled with the low image resolution and cadence of the SXT observations made detection and identification difficult. Figure 11 shows snapshots from the event observed by Khan and Aurass (2002).

Other problems are the long-standing geometrical problems that apply to most wavelengths: the projection of a spherical shock front resembles a loop, and the the fact that the corona is optically thin means that the driver and its wave overlap in the image plane. In addition the radial decrease in density means that X-ray brightness of the wave would drop rapidly with height, a problem both because of signal-to-noise ratio and also with respect to image dynamic range, which for soft X-rays can be many decades of intensity.

### 3.3.4 Coronal shocks

The signatures of shocks are now known to be well defined in some coronagraph images (Vourlidas et al. 2003; Ontiveros and Vourlidas 2009), although this discovery took time and has perhaps produced surprises. Contrary to the cartoon description of something like a bow shock, still suitable as a description of the ICME structure, the main coronal effects often appear to be in the flanks of the wave. Some of the published examples have clear linear features trailing behind the CME, and these can be seen to affect ambient streamer structures that they interact with. The shock signatures in the CME-driven wave flanks suggest that these parts of the structure may serve to link the type II and Moreton waves, suggesting a replacement for the Uchida blast-wave theory. If this could be established we would finally be able to link the processes that produce the coronal and interplanetary type II signatures, which has been a perplexing problem for a long time. We discuss this further in Section 3.3.7 below. Figure 12 shows two examples. The left panel (Vourlidas et al. 2003) illustrates the importance of the wave flank, while the event in the right panel (Ontiveros and Vourlidas 2009) has a disk-center origin that obscures this geometrically.

There have been many previous hints about the importance of non-radial motions in CME development in the low corona: (i) ejecta seen in soft X-rays often have a distinctly non-radial component. (ii) Type II radio bursts also often have a non-radial component. This of itself is not so conclusive, since we do not understand the special condition (Cliver et al. 1999) that allows the emission to occur in the first place. (iii) CMEs often appear to expand drastically from a compact source in the lower atmosphere (Dere et al. 1997). Adding to this there are recent observational and modeling results (e.g., Temmer et al. 2009) associating the Moreton wave with lateral expansion of the CME in the low corona.

### 3.3.5 EIT waves

The “EIT wave” observed in one of the EUV wave bands (typically 171Å or 195Å) was a striking observation that came with SOHO’s EIT instrument (Moses et al. 1997; Thompson et al. 1999), although earlier EUV observations of course showed similar structures if not...
so well from the point of view of imaging (e.g., Neupert 1989). Figure 13 shows one of the early examples, that of SOL1997-04-07T14:03 (Thompson et al. 1999). The initial thought was to identify the EIT waves with the shock front responsible for the Moreton wave and metric type II burst. This thought certainly seemed insufficient when Delanné (2000) pointed out that some EIT waves had velocities much smaller than any feasible Alfvén speed in the corona. We now understand the EIT signatures to result from more than one mechanism; Biesecker et al. (2002) identify a small subset of them that one could associate with global shocks. As with the X-ray observations of the corona, a shock signature would certainly be expected, and so why are so few observed? Again there are the geometrical problems and signal-to-noise problems, as with the soft X-rays. Furthermore there is the passband issue for any line detection: do the ambient temperature and dynamics of the medium through which the wave passes allow the particular line to be excited? Would a shock-associated temperature increase actually result in a brightening, or a dimming, because of the temperature dependence?

The great sensitivity and high resolution of EIT, and of succeeding EUV imagers such as those on satellites such as TRACE, STEREO, and SDO, make the observation of these global waves quite routine. There is no question that different effects are being lumped together under one “EIT wave” heading (e.g., Wills-Davey and Welsch 2003). It is also clear, especially from movie representations, that much of the EIT wave effect is in fact a signature of the CME mass loss from the corona, i.e. an EUV dimming analogous to those seen in soft X-rays (e.g., Hudson et al. 1998). Thus the EIT wave phenomena not only waves, but transient coronal holes and more diffuse brightenings associated with CME launches.

3.3.6 Seismic waves

A solar flare produces effects in the solar interior even though its main energy release appears to be in the solar atmosphere. Wolff (1972) predicted these effects, writing “...a major solar flare, which releases more than $10^{32}$ ergs during its explosive phase, should deliver organized acoustical impulses to the solar interior containing about $10^{29}$ ergs...” and noted an uncertainty in his estimate of about a factor of 10. Kosovichev and Zharkova (1995) modeled this process, anticipating their observational discovery of the waves (Kosovichev and Zharkova 1998) at about the right magnitude. It is interesting that (a) Wolff assumed minimal effects of ionization in the generation of the pressure pulse, while at the same time Hudson (1972) was assuming maximal ionization
in order to explain white-light flares; and (b) that Wolff anticipated the possible magnetic effects as discussed below.

The flare seismic waves consist of a set of ripples on the photosphere, observable via their Doppler signature as they move radially away from the flare site at apparent velocities of about 40 km/s, often focused into sectors and sometimes revealing multiple radiant points (Kosovichev 2006). The radiant points of the waves closely match the various signatures of the impulsive phase (Figure 13; Lindsey and Donea 2008), and the optimum frequency bands for the holographic technique (Lindsey and Braun 1990; Donea et al. 1999) appear to be 3-7 mHz, corresponding to time scales \((2\pi\omega)^{-1}\) of 10-50 s.

This ready agreement suggests that acoustic-wave excitation depends more on the details of the way this happens (see Section 3.3). The momentum balance should be helpful diagnostically but is seldom discussed in this context, except for the case of the evaporative flow and its effects on chromospheric line profiles (Canfield et al. 1987). For comparison with the acoustic wave momentum, let us estimate the momentum present in surges, flares, and CMEs. Table 3 does this by crudely scaling all properties to typical values observable in an X1-class flare. Such a scaling is unsupported by correlation analysis, but is consistent with the estimates of Ontiveros and Vourlidas (2009), noting that most of their events originated behind the limb and are thus not at all suitable for scaling. The duration of the impulse matters, because the detection sensitivity for helioseismic waves depends upon the temporal frequency (and resulting spatial structure) of the photospheric ripples.

| Phenomenon       | Mass \(\times 10^g\) | Velocity \(\text{km/s}\) | \(\Delta t\) s | Momentum \(\text{g cm/s}^2\) |
|------------------|----------------------|--------------------------|----------------|--------------------------|
| Surge/jet\(^a\)  | \(2 \times 10^{15}\) | 500                      | \(\sim 300\)  | \(-1.1 \times 10^{21}\)  |
| Flare energy\(^b\)| \(10^4\)              | 100                      |               | \(10^{21}\)            |
| CME mass\(^c\)   | \(10^{16}\)          | 100                      | 100           | \(-10^{24}\)           |
| Evaporation\(^d\)| \(2 \times 10^{15}\) | 500                      | 30            | \(-1 \times 10^{23}\)  |
| Trapping\(^e\)   | \(2 \times 10^{15}\) | 500                      | 30            | \(-1 \times 10^{23}\)  |
| Draining\(^f\)   | \(2 \times 10^{15}\) | 10                       | \(\sim 10^4\) | \(2 \times 10^{21}\)   |

| Phenomenon       | Mass \(\times 10^g\) | Velocity \(\text{km/s}\) | \(\Delta t\) s | Momentum \(\text{g cm/s}^2\) |
|------------------|----------------------|--------------------------|----------------|--------------------------|

\(^a\)Bain and Fletcher (2004); \(^b\)Alfvénic (Fletcher and Hudson 2009); \(^c\)Rough estimate; \(^d\)Canfield et al. (1987); \(^e\)\(10^{29}\) erg
revealing that essentially all major flares have CMEs (Figure 16). Above GOES X2 the association reported thus far is 100%, implying that a flare anywhere on the disk at this magnitude will have an accompanying CME. It is therefore interesting to study the most powerful events that do not have CMEs; is this the result of detection bias (e.g. the well-known “plane of the sky” bias resulting from the angular dependence of the Thomson cross-section), or is it due to a physical mechanism that we can identify?

There are X-class “CMEless” flares, but the list is short. Wang and Zhang (2007) and Gopalswamy et al. (2009) find a total of 13 events over the interval 2000-2005, with maximum GOES class X1.7 and generally no trace of eruption or coronal “extended flare” (Section 2.4.4) activity (generally including type II bursts). This list of CMEless flares, also describable as “confined flares” (e.g., Moore et al. 2001) has a hint of Thomson-scattering angular bias, in that only 3/13 of the CMEless events occurred at heliolongitudes >45° (Y. Liu, personal communication 2010; see Figure 17), where one might expect twice as many. But there is no question that major CMEless flares do occur, and this has important consequences for our understanding of global wave origins.

Fig. 14 Left: white-light flare emission for the event SOL2003-10-29T20:49; right: acoustic power sources (“egression power”). The white light has been time-filtered in the same 5-7 mHz bandpass as in for the holographic reconstruction (Lindsey and Donea 2008). Note the easier visibility of the acoustic sources in the umbra, where the acoustic noise levels are lower.

Fig. 16 Probability of CME occurrence as a function of GOES peak flux (adapted from Yashiro et al., 2006).

Fig. 17 Probability distribution function of absolute heliolongitudes of the union of the CMEless X-class flare lists of Wang and Zhang (2007) and Gopalswamy et al. (2009) (13 events total, of which 3 originated outside ±45° heliolongitude).
3.4 Wave synthesis: the Huygens Principle

We have seen that there are several kinds of global wave signatures now identifiable in the solar atmosphere and interior: the interplanetary shock, the metric type II exciter, the Moreton wave, the direct coronal observation in white light, the X-ray signature, and the interior seismic wave. Each of these signatures, except for the interplanetary shock, appears to have its origin in the lower atmosphere and to be both spatially and temporally consistent with excitation during the impulsive phase of the flare. A single sudden restructuring of a part of the solar atmosphere might explain all of these features, but the physical details tend to be obscured by the flare itself and our understanding may require insights gotten from theory or modeling. Clearly, since the impulsive phase contains a large fraction of the flare energy (see Section 4) our understanding of wave excitation will be closely linked to our understanding of the restructuring that produces the flare in the first place.

How do we extract information about flare/CME physics from global waves? The clear answer is to apply the Huygens principle to the observations to seek information about the nature of the wave radiant source (Wills-Davey and Thompson, 1999; Khan and Aurass, 2002; Hudson et al., 2003; Temmer et al., 2009). It is limited by the resolution and sensitivity of the observations in several ways, but in principle Huygens reconstructions can give us key information about the shape, location, and activation time of the actual region of magnetic energy release. Note that this region must have finite dimensions to be able to store sufficient energy, as described in the next Section.

4 Energetics

4.1 Overview

4.1.1 Spectral energy distribution

A flare consists of the sudden release of magnetically stored energy. “Follow the energy” should be a good principle by which to learn how and why the flare develops. In this section we describe the state of the art of energy storage, transport, and release in flares. This task has received some closure recently because, at last, we have the first “Sun as a star” observations of total luminosity as seen in measurements of the total solar irradiance (TSI). Woods et al. (2006) observed an individual event (SOL2003-10-28T19:54, one of the “Halloween flares”) using data from the SORCE spacecraft, and summed-epoch analysis of SOHO observations have shown this to be a systematic effect (Kretzschmar, 2010; Quesnel et al., 2010). According to these results, the total flare luminosity is of order 100 × the reported GOES soft X-ray luminosity, or $L_X/L_{\text{tot}} \sim 0.01$. A major component of the luminosity is in the impulsive phase, consistent with the white light signatures already known but implying a significant extension into the near UV (Figure 8). Note that Thomas and Teske (1971) estimated $L_X/L_{\text{tot}}$ at about 10%, an order of magnitude above our current understanding.

4.1.2 Energy storage

Although the main luminosity of a solar flare comes from the chromosphere, its volume does not appear to allow it to contain enough energy (e.g., Fletcher and Warren, 2003). Figure 19 illustrates this. One could push the estimate of magnetic energy by increasing the area above the $10^{18}$ cm$^2$ assumed, increasing $|B|$ above the 1500 G assumed, and/or increasing the thickness of the layer above the 2500 km adopted for the VAL-C model (Vernazza et al., 1981). Clearly, if not the chromosphere, then the low coronal volume could contain the canonical $10^{33}$ erg needed for a major flare. We discuss further intricacies of energy storage in Section 4.2 below, but the general conclusion will be that we do not know now where flare energy can be stored in sufficient magnitude.

We take the opportunity here to discuss rarely mentioned alternative sites of flare energy storage. Table 4 summarizes some of the other possibilities: gravitational potential energy, estimated from the Wilson depression and from filament levitation; energy flow in real time through the photosphere; escape of optically thin radiation such as Lyα; and trapped particle radiation. This latter mechanism (Elliot, 1969; Hudson et al., 2003) is...
4.1.3 Energy transport

Energy storage in the corona and release in the chromosphere, on time scales of a few seconds, means that we require a fast and efficient transport mechanism. We also have the evidence from hard X-rays, γ-rays, and solar energetic particles that particle acceleration plays a major role in energy transport. The thick-target model invoking electrons (Neupert 1968; Kane and Donnelly [1971]; Brown 1971; Hudson 1972) resulted naturally from these requirements. Such a model works for the electron beams known from in situ observations of interplanetary electron streams associated with type III bursts.

In the case of the intense energy of the impulsive-phase energy transport, though, there have always been important theoretical questions about beam stability (e.g., Colgate 1978; van den Oord 1990). With modern data these beam-stability questions have become inescapable, and so energy transport by other means seems inevitable. Fletcher and Hudson (2008) propose transport by Alfvén waves generated in the corona, for example by flows associated with magnetic reconnection. This mechanism also may lead to electron acceleration by wave damping in the denser chromosphere, and so it would have many of the properties of the standard thick-target model.

4.1.4 Role of CMEs

The role of CMEs in flare energetics is complicated. Most flares, even including some at the GOES X-class level (Wang and Zhang 2007, see Section 3.3.7) do not have associated CMEs. Yet when they do, the estimated energy of the CME can rival that of the flare emission itself (e.g., Emslie et al. 2005). We note that the CME energy usually is broken down into kinetic energy, enthalpy, gravitational potential energy, and magnetic energy (e.g., Vourlidas et al. 2000). The latter term dominates, especially since recent data suggest strongly that CMEs arise in coronal regions with low plasma β, and yet the field cannot be directly observed. Worse yet, since the restructuring of the field is generally thought to drive the CME, its magnetic energy must therefore be taken as negative, rather than positive.

When a CME occurs, its kinetic energy correlates strongly with the peak GOES flux (Burkepile et al. 2004; Gopalswamy et al. 2005). We illustrate this point in Figure [20] based on data compiled by Gopalswamy et al. (2005). Timing arguments may give a different impression of the energetics (e.g., Kahler, 1992; Harrison, 1995), but we regard these as less direct. Figure [21] (Sime & Hundhausen 1992), frequently cited to illustrate this timing argument, makes it clear that the CME and its flare are virtually simultaneous, and indeed that the acceleration of the CME matches the impulsive phase of the flare as well as can be judged. This confirms the conclusion drawn later, from better data, that there is no appreciable delay between the energetically signifi-
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Fig. 20 Correlation of CME kinetic energy with GOES peak flux, based on the Halloween flare data given by Gopalswamy et al. (2005).

Fig. 21 A figure frequently shown to illustrate the early onset of a CME relative to its associated flare (from Sime & Hundhausen 1992, as cited by Kahler, 1992). Upper: coronagraph height-vs-time plot for the CME SOL1989-08-17T20:07; lower: GOES low-energy time history showing its closely associated flare. The decreasing background in the GOES data is from a preceding X-class flare.

cient phases of the CME and its associated flare (Dere et al. 1997, Zarro et al. 1999, Zhang et al. 2001).

Nevertheless the CME energy is large; Mewaldt et al. (2007) argue that even the SEP particles accelerated by the CME-driven interplanetary shock wave, in our current understanding, may contain as much as 10% of the total event energy. Further complication regarding this conclusion comes from the effect discovered by Kiplinger (1995) and now confirmed by Grayson et al. (2009): flares with associated SEPs, normally associated with particle acceleration by the CME shock, have a characteristic hard X-ray behavior pattern. The spectrum gradually hardens with time, the “soft-hard-harder” (SHH) pattern. Table 2 shows the clear RHESSI association of SEPs with this SHH pattern.

4.2 The fields

The discussion above confirms what many authors have concluded, namely that the coronal magnetic field is the only plausible repository for flare energy prior to the event. We discuss below how to understand this reservoir better.

4.2.1 Static

In practice one can measure the vector magnetic field in the photosphere via use of the linear and circular polarization of a magnetically sensitive Fraunhofer line. This measurement is stable enough to permit the inference of vertical currents via Ampere’s law, although there are several subtleties in this inference. The extrapolation of the (static) photospheric field into the corona can be done at three levels of mathematical sophistication. A potential field has no body currents in the corona; very commonly one sees representations of the “potential-field source-surface” (PFSS) field, which is a potential field in a concentric shell of the corona, nominally extended from the photosphere to 2.5 R⊙; in this construction the field at this “source surface” of the solar wind then is required to be radial (Altschuler and Newkirk 1969; Schatten et al. 1969). Physically this requires a fictitious current system to flow at and above the source surface itself.

More sophisticated models are either linear force-free field models (LFFF) or, almost generally, non-linear force-free field (NLFFF) models. In the NLFFF models the force-free parameter \( \alpha(x, y) = (\nabla \times B) / B \) is considered to be a function of position \((x, y)\) at the level of the photosphere. The magnitude of this variable can be estimated directly from the vector-magnetographic data by an Ampere’s law integration in a horizontal plane, yielding the vertical current density \( j_z(x, y) \).

Several groups now pursue the increasingly better observational material in attempts to obtain accurate extrapolations (DeRosa et al. 2009), but such work has many limitations. The almost complete lack of observations of the coronal magnetic field would have to rank high on the list of problems, but we could also note the incompleteness of the physics. As an illustration of the latter, consider the simplest possible coronal magnetic structure, a loop anchored (“line-tied”) in the photosphere at both ends. Because of the force-free condition \( \nabla \times B \cdot B = 0 \), the parameter \( \alpha(x, y) \) must be constant along a field line. Thus the two ends of a field line within a magnetic loop must have the same value of
α at either end. This however is non-physical because the function \( \alpha(x, y) \) must be determined by the solar interior via its dynamo physics and flows, and generally cannot match at two independently given points. DeRosa et al. (2009) discuss this problem further. To obtain a static MHD model of a coronal loop therefore requires the application of a physically incorrect boundary condition, and the MHD framework would not be appropriate for describing even this basic and well-observed coronal structure. We note though that most of the work on photospheric field extrapolation does not go as far as the MHD approximation and relies on purely mathematical techniques.

The problem described above appears to conflict with the broadly accepted idea that an LFFF state must describe a relaxed field, as enunciated by Woltjer (1956) for a closed system. The solar corona is not closed, though, because most of its magnetic flux evidently links through the photosphere. Thus from the argument given above it seems unlikely that a relaxed LFFF state can ever exist in the corona, except for field volumes physically detached from the photosphere. For a photospheric Alfvén speed of 20 km/s and a spatial scale of \( R_\odot \), this suggests a time scale greater than a day or so within which a relaxed equilibrium could never be achieved. We discuss this problem further in the following section 4.2.2 and note that careful analysis with vector magnetogram data may in fact show no sign of relaxation to an LFFF state (Blevbel et al. 2002).

Figure 22 shows representative examples of NLFFF field extrapolation from the photosphere into the corona for two particular active regions (Régnier and Priest 2007). For the volume modeled in each region, the plots show the mean energy density vs height, and the fraction of “non-potential energy density” as an upper limit to what could be released by a flare. The non-potential energy is concentrated near the base of the coronal volume, especially for AR 8210, as one would expect. It is noteworthy that Régnier and Priest (2007) find non-potential excess energies considerably less than \( 10^{32} \) erg for each region, even though AR 8210 did produce an X-class flare. In general it appears that the coronal field extrapolations do not capture the flare energy sources well at the present time (DeRosa et al. 2009).

4.2.2 Dynamic

Flares do result in photospheric image changes associated with magnetic fields (Rust 1972). The photospheric fields themselves also show striking flare effects when viewed via Zeeman splitting, rather than as an image feature such as umbra or facula (Wang 1992, Kosovichev and Zharkova 2001, Sudol and Harvey 2005) (see Figure 23). The observed variations thus far have only been clearly recognized in the line-of-sight component of the field, partly because the sampling is much more efficient; the GONG magnetograms used by Sudol and Harvey (2005) have a regular one-minute cadence. This flare-associated variations appear as stepwise changes, usually superposed on a varying background. Because only the line-of-sight component is measured, the change can be either positive or negative, and cannot give any information about the energy contained in the field as such.

The stepwise variation of the field associated with a given flare can be determined across the image, as in the example in Figure 23. Note the gradual trend in the background in this plot, and the relatively large scatter from point to point. The continuous stream of data at a regular cadence nevertheless allows a fit to the time series pixel by pixel, and the fit also determines an epoch for each pixel even in the presence of flare interference in the magnetic signals (e.g., Qiu and Gary 2003). The epochs of the variations measured in this way by Sudol and Harvey (2005) turn out to coincide as a rule with the impulsive phase of the flare (Section 2.4), and the image configurations of the altered pixels resemble the flare ribbons. These properties generally fit the expectation that a global-scale change of the field would drive the various forms of energy release observed in a flare. The line-of-sight field variations are only qualitative in nature, but we can expect a much more exact understanding of the coronal field variations to come from systematic vector measurements now becoming available.

4.3 Large-scale motions and a myth

A major flare and/or CME releases an energy equivalent to about one second’s worth of solar luminosity. This by consensus view must have come from stored magnetic energy (but see the pessimistic comment in Section 4.2.1). Wolff (1972) remarked “...an enormous amount of magnetic field energy, comparable to the total flare release of \( 10^{32} \) ergs, seems to be annihilated during the flare. This should cause a subsequent relaxation of the entire field structure surrounding the flare, moving large masses of material in the process.” This was restated slightly more generally by Hudson (2000) in the sense of a magnetic implosion, and Figure 18 describes this process. If these simplistic but physically reasonable views hold, then the Lorentz force thus invoked would be an excellent source of the global wave motions we described in Section 3.3.

The problem with this view has always been that the bulk of flare mass motions have seemed explosive...
Fig. 22 The results of potential (lower curves) and non-linear force-free (upper curves) extrapolations from photospheric vector field measurements from Regnier and Priest (2007) for two solar active regions (NOAA AR 8151 and 8210, respectively). The inset plots show the variation of non-potential energy density with height.

Fig. 23 One of the examples of stepwise changes in the photospheric longitudinal magnetic field by Sudol and Harvey (2005) as “ubiquitous features of X-class flares.” Left: a GONG longitudinal magnetogram (10-m average prior to the event) for the flare SOL2002-05-20T15:29 (X2.1, S21 E65); middle: a representation of the field change across the flare time; right: the field variation in a representative pixel. In the time-series plot the vertical lines denote the GOES start, peak (15:29 UT), and end times. The total duration of the plot is four hours, and the vertical scale spans 400 G.

Can a part of the coronal magnetic field simply expand unstably, with no compensating contractions elsewhere? A CME gives every appearance of doing just that, and indeed the standard flare model assumes that this expansion of the field results in the formation of a large-scale current sheet from which flare energy can then be extracted. Where is the energy for this process coming from? A part of the answer to this problem may be hidden in one of the major “myths” of flare physics: the structural significance of the observable parts of a flare or CME. Since the plasma beta is low (e.g., Gary 2001) in the cores of active regions, the flare and CME effects originating there have a predominantly electrodynamic character. The visible mass mainly serves mainly as a marker, which in some circumstances we can use to help define the velocity field. But to the extent that the plasma beta is small, the energy and momentum transport reside in the field, not in the gas component of the plasma.
5 Conclusions

In this review we have had two objectives: first, to review the phenomenology and physics of flares and associated CMEs, and second, to put these ideas in the context of global effects such as the large-scale waves of several types. For flares or the onsets of CMEs we can never directly observe the microphysics, as is possible in arguably related physical phenomena in space plasmas close enough to permit \textit{in situ} observations. Thus in a sense we are always going to be stuck with the problem of inference from remote data.

The data and theoretical ideas available are generally consistent with the ideas that both flares and CMEs originate in magnetic energy storage concentrated in the low corona. When flares and CMEs occur together, they correlate strongly and we find that the impulsive phase of the flare coincides with the acceleration phase of the CME. When they occur separately, which is seldom the case for powerful events, the distinction appears to be in the environment of the energy release, i.e. in the properties of unrelated coronal magnetic structure nearby.

The large-scale wave signatures all point back to the impulsive phase as nearly as we can tell. This is consistent with the recent finding – via flare effects on the total solar irradiance – that the impulsive phase contains a large fraction of the flare luminosity. This recent work on energetics suggests $L_X/L_{\text{tot}} \sim 0.01$ for at least the major flares. This contrasts interestingly with results for stellar flares, for which $L_X/L_{\text{tot}}$ suggests values of 0.5-1 for this ratio.
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