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Abstract

A potentially powerful method of social-scientific data collection and investigation has been created by an unexpected institution: the law. Article 15 of the EU’s 2018 General Data Protection Regulation (GDPR) mandates that individuals have electronic access to a copy of their personal data, and all major digital platforms now comply with this law by providing users with “data download packages” (DDPs). Through voluntary donation of DDPs, all data collected by public and private entities during the course of citizens’ digital life can be obtained and analyzed to answer social-scientific questions – with consent. Thus, consented DDPs open the way for vast new research opportunities. However, while this entirely new method of data collection will undoubtedly gain popularity in the coming years, it also comes with its own questions of representativeness and measurement quality, which are often evaluated systematically by means of an error framework. Therefore, in this paper we provide a blueprint for digital trace data collection using DDPs, and devise a “total error framework” for such projects. Our error framework for digital trace data collection through data donation is intended to facilitate high quality social-scientific investigations using DDPs while critically reflecting its unique methodological challenges and sources of error. In addition, we provide a quality control checklist to guide researchers in leveraging the vast opportunities afforded by this new mode of investigation.

1 Introduction

Digital traces left by citizens during the natural course of modern life hold an enormous potential for social-scientific discoveries (King, 2011), because they can measure aspects of our social life that are difficult or impossible to measure by more traditional means (Pentland, 2010). For example, classic sociological theory describes citizens’ interactions (Coleman, 1990), but large-scale data on such interactions are only now becoming available from digital platforms (e.g. Szell et al., 2010). Similarly, experiments show that news reports can produce different opinions depending on the consumer’s political motivations (e.g. Bolsen et al., 2014), but only through digital media we can now observe the simultaneous dynamics of consumed (mis)information, motivation, and opinion. With increased datafication and digitalization of our societies, the study of digital traces gains even more relevance. As more and more of our social lives happens on platforms, the digital traces we leave behind on those platforms become an important object of study (Papacharissi, 2010). Further examples of digital traces’ potential abound, and indeed, digital trace data collected through Application Programming Interfaces (APIs) and web scraping have been used in many applications, including network analysis from mobile phone data (Blondel et al., 2015); price indexing from online shop prices (de Haan & Hendriks, 2013); political opinion and electoral success prediction from Twitter data (Jungherr, 2015).
Schoen et al., 2013); and personality profiling from Facebook “likes” (Kosinski et al., 2013; see also Settanni et al., 2018 for an overview of similar studies).

In recent times, however, the faucet of social science data from APIs and web scraping has been decisively turned off by the relevant tech companies (Bruns, 2019; Freelon, 2018; Perriam et al., 2020). Through mutual agreement and negotiation between academia and industry, new efforts to make such data available to social scientists are underway, for example through “Social Science One” (King & Persily, 2019). These data are now becoming available in aggregated form under strict privacy protections (D’Orazio et al., 2015; Messing et al., 2020). While this new collaborative model is useful for social-scientific investigation of certain research questions, it does not fit all purposes mentioned above and has raised concerns about the role of platforms (for an overview, see Halavais 2019). First, by their very definition, the imposed data protection regulations ensure these data cannot address questions of individual (user-level) dynamics or networks (Oberski & Kreuter, 2020). Second, APIs provide public data only; much of digital trace data’s putative power, however, lies in private data that is too sensitive to share, such as location history, browsing history, or private messaging (Quan-Haase & Young, 2010). Third, the available data generally pertain to a nonrandom subset of the digital platform’s user group (e.g. Facebook or Twitter) which is not representative of many populations of social-scientific interest (Mellon & Prosser, 2017; Pfeffer et al., 2018). Fourth, for both approaches, the researcher is entirely dependent on the private company that holds the data; sudden retractions of this collaborative spirit can, and have, occurred, posing a risk to the research process (Bruns, 2019). In addition, there is no possibility to independently verify that the data is complete and checked for measurement errors. Finally, even when a data processing company decides to share data for scientific purposes, the citizens who actually generated those data are generally impossible to contact for their consent, in some cases putting a firm legal basis for further data analysis in question (for example, following article 6, EU General Data Protection Regulation, or similar laws in other jurisdictions). Issues two and three regarding private data and nonrandom subsets can be overcome by collecting data via the installation of a tracker, plugin or app, such as performed by Andrews et al. (2015), Araujo et al. (2017), Haenschen (2020), and Reeves et al. (2019) and Scharkow (2019).

In this paper, we present an alternative workflow to collect and analyze digital traces, based on data download packages (DDPs). As of May 2018, any entity, public or private, that processes the personal data of citizens of the European Union is legally obligated by the EU General Data Protection Regulation (GDPR European Union, 2016) to provide that data to the data subject upon request, and in digital format (GDPR Article 15; Ausloos, 2019). Most major private data processing entities, comprising social media platforms as well as smartphone systems, search engines, photo storage, e-mail, banks, energy providers, and online shops comply with...
this right to data access by providing DDPs to the data subjects. To our knowledge, most large
companies that operate internationally provide the same service to their users outside European
Union. Our proposed workflow consists of five steps (see Figure 1). First, data subjects are
recruited as respondents using standard survey sampling techniques (Valliant et al., 2018) and
the researcher determines which DDPs are relevant for the particular research question under
investigation. Second, respondents request their DDPs with the various selected providers,
storing these locally on their own device. Third, stored DDPs can then be locally processed
to extract relevant research variables, after which consent is requested of the respondent (step
four) to send these derived variables to the researcher for analysis (step five). To aid researchers
in planning, executing, and evaluating studies that leverage the richness of DDPs, we discuss
the steps involved our proposed workflow. The short explanation of our proposed workflow
already illustrates that in this process, decision should be made regarding both measurements
and representation. In such cases, traditional survey research has benefited greatly from the
“total survey error” framework (Groves & Lyberg, 2010); here we therefore present DDP data
collection in a “total error” framework (Biemer, 2016) adapted specifically to this new mode of
data collection (see also Amaya et al., 2020, for a generic total error framework for “big data”).

The aim of this paper is to introduce and discuss the idea of data donation for scientific
research. As processing DDPs in such a way that high quality research can be performed is
complex and challenging, a total error framework is introduced to guide researchers through
this process. We first briefly discuss the right of access in the GDPR in the next section. We
then present an example research question that might be addressed using Instagram DDPs
collected from Dutch adolescents in the “Adolescents, Well-being & Social Media” (AWeSome)
study (Beyens et al., 2020). Subsequently we present our total error framework for DDPs,
and discuss the steps involved in answering such a research question in the context of this
framework. Finally, we discuss limitations of our approach, as well as future directions for
methodological investigation. Appendix A provides a ready-to-use checklist as a guideline for
researchers evaluating or conducting DDP studies.

2 The right of access in the GDPR

In recent years, jurisdictions around the world have enacted or are in the process of enacting
new data protection legislation. Examples outside the EU include the 2017 Japanese Amended
Act on the Protection of Personal Information (AAPI 2016), the 2020 Brazilian General Data
Protection Law (LGDP 13.709/2018), the 2020 California Consumer Privacy Act (375/2018),
the 2019 New York SHIELD act (S5575B/2019), and the proposed Personal Data Protection
Bill (PDP Bill 2019) in India. Many of these laws have been designed specifically for their
compatibility with the European Union’s wide-reaching data protection legislation (Singh &
Ruj, 2020; Suda, 2020), the General Data Protection Regulation (GDPR), which has applied
across the EU and the UK since May of 2018. Together, these jurisdictions alone comprise
about 2.2 billion people, over a quarter of the world’s population.

The GDPR grants all natural persons (“data subjects”), whatever their nationality or resi-
dence, certain rights regarding their “personal data” with respect to “data controllers”, such as
tech companies, governments, mobile phone providers, etc. Although the GDPR is currently
likely best known among data analysts for restricting what data controllers can do with personal
data, the GDPR also grants data subjects the right of access (Article 15). This entails “the
right to obtain from the controller confirmation as to whether or not personal data concerning
him or her are being processed, and, where that is the case, access to the personal data...”
(Article 15.1; emphasis added). Note that Article 15 also enables access to information regard-
ing data recipients and sources, retention periods and data derived from your personal data.
Article 15.3 further specifies the obligation for controllers to provide a copy of personal data, requiring them to do so “in a commonly used electronic form” whenever the data subject made their request by electronic means. The GDPR further grants the right to data portability in the closely related article 20, which states: “The data subject shall have the right to receive the personal data concerning him or her, which he or she has provided to a controller, in a structured, commonly used and machine-readable format and have the right to transmit those data to another controller without hindrance from the controller to which the personal data have been provided”.

In practice, most large “data controllers” currently comply with the right of access to one’s personal data and the right to data portability by providing users with the option to retrieve an electronic “data download package” (DDP). For example, at the moment of writing, Google provides a “takeout” option[1] and Facebook[2] WhatsApp[3], Instagram[4], Uber[5], Apple[6], Netflix[7], and Microsoft[8] provide similar tools. Compliance with the right of data portability has sometimes been less straightforward for other data-controllers (Wong & Henderson, 2019). To our knowledge, with the exception of WeChat, none of the large global data controllers limit use of these tools to the European Union. Indeed, all other legislation mentioned above — including the California Consumer Privacy Act — grant some right of access, though often more limited than that found in the GDPR. Pursuant to GDPR article 20, data controllers cannot arbitrarily limit the data they provide in this package, or prevent their users from sharing its contents with third parties, such as social scientists. Third parties may freely process such packages, for example for scientific purposes, on the basis of user consent (articles 20 and 6). The right of access is limited in that it cannot be invoked to infringe on the rights or freedoms of others, particularly on other natural persons’ data protection rights, or on trade secrets; thus, the provided data should not a priori include personal data pertaining to other people (Wachter et al., 2017). For example, Facebook’s data download packages do not include information on the user’s “friends” (only the interactions these “friends” have with the data subject), nor does it provide details regarding Facebook’s proprietary algorithms. In this sense, data included in DDPs are limited. Furthermore, in keeping with other rights granted by the GDPR, data subjects may also request deletion of their own data.

In spite of the limitations of the right of access, a wealth of information is contained in data download packages offered as its direct consequence. At the time of writing it appears likely that a large proportion of persons globally who use a smartphone or the internet will have some data in their DDPs. In the following section, we discuss how this fact can be leveraged for novel social-scientific research, as well as the pitfalls and errors that must be controlled along the way.

3 Using data-download packages (DDPs) for scientific research

To illustrate the considerations relevant when using DDPs for social-scientific research and thereby showing it potential, we will take the example of one hypothetical research question

---

[1]https://support.google.com/accounts/answer/3024190
[2]https://www.facebook.com/help/1701730696756092
[3]https://faq.whatsapp.com/general/account-and-profile/how-to-request-your-account-information/
[4]https://help.instagram.com/181231772500920/?helpref
[5]https://help.uber.com/riders/article/request-a-copy-of-your-uber-data?nodeId=2e8690001-8408-4bac-b92a-956d793ac6d11
[6]https://privacy.apple.com/
[7]https://www.netflix.com/account/getmyinfo
[8]https://support.microsoft.com/en-us/help/4468251/microsoft-account-view-your-data-on-the-privacy-dashboard
that may be of interest to social scientists, and that we think could be answered using DDP collection. However, many other research questions can very well be answered by using DDP collection. For example research questions recently investigated using APIs and web scraping, such as the previously discussed network analysis from mobile phone data (Blondel et al., 2015), price indexing from online shop prices (de Haan & Hendriks, 2013), political opinion and electoral success prediction from Twitter data (Jungherr, 2015; Schoen et al., 2013), and personality profiling from Facebook “likes” (Kosinski et al., 2013) can be investigated while being more explicit regarding the generalizability of the findings. Alternatively, research questions typically investigated using surveys, such as energy consumption (Guerra-Santin & Itard, 2010), time spent (Elevelt et al., 2019) or budget research (Breedveld et al., 2002) can be executed without suffering from issues such as recall bias or bias due to social desirability.

Our exemplary research question is inspired by the “Adolescents, Well-being & Social Media” (AWeSome) project (Beyens et al., 2020). In a first study, adolescents (ages 14–15) in Dutch classrooms, as well as their parents and teachers, were approached by the researchers to participate in a series of surveys. Study participants were asked to answer a single survey question regarding their well-being six times per day on their mobile phone for a week. In addition, at a separate occasion they were asked to complete a survey regarding their use of WhatsApp and Instagram; in this small study, it appeared that Instagram was the most widespread social network. Furthermore, the use of self-reporting of well-being in this study may be a limitation because of recall bias (Beyens et al., 2020).

Here, we anticipate a larger follow-up study in which adolescents’ emotions are investigated using information obtained from their Instagram DDPs. For illustration purposes, we will work with a simple, descriptive, example research question:

Example RQ: How do emotions of Dutch adolescents differ when they are at home compared to when they are not?

To answer this question, we must obtain (1) the consent and participation of a larger group of Dutch adolescents and their parents, and (2) measurements of the participants’ emotions, as well as a measure of whether they are at home or not.

Here we will discuss the steps that would be required to obtain these data using DDPs. At each of these steps, errors can occur. In order to obtain useful answers to our research question, we must therefore take account of, and, where possible, control such errors. To enumerate the error sources associated with each step in a data collection, a highly convenient framework is the total error framework (Biemer, 2016; Japec et al., 2015). In a total error framework, each step of the data collection process is described, together with the errors that might arise from that step. The final “total” error in the analysis or statistics produced is then a combination of the sequence of preceding errors. The concept of “total error” arose from the survey methodology literature (Groves & Lyberg, 2010), where “total survey error” (TSE) is the standard framework for designing, evaluating, and optimizing data collection (Biemer, 2010; Biemer & Lyberg, 2003). Amaya et al. (2020) extended this framework to generic “big data” studies, Sen et al. (2019) extended this framework to digital trace data and Beinhauer et al. (2020) extended the framework to sensor data.

Here, we aim to aid future researchers in performing high-quality studies using DDPs by presenting a total error framework targeted specifically at DDP collection. Figure 2 presents a generic overview of our framework. In addition, Figure 3 applies the framework from Figure 2 to our example research question above. As shown in Figures 2 and 3 and following the standard TSE formulation, data collection consists of a “measurement side” and a “representation side”. The measurement side deals with the extent to which the construct of theoretical interest is adequately measured by the procedure performed in the study. In a survey, this amounts to the extent to which answers to a survey question correspond to the construct of interest (e.g. well-being). With DDP collection, several additional steps are necessary, including definition of the
3.1 Measurement side

3.1.1 Construct

On the measurement side of the framework, the first step is to consider how the constructs (concepts) of interest can potentially be measured using indicators (proxies) found in DDPs. Following our example, it would appear reasonable to presume that it is possible to determine whether a person is at home using location data, and indeed Elevelt et al. (2019) showed that this can be done relatively reliably. Similarly, the existence of the field of “affective computing” suggests it may be possible to determine a person’s emotions from their facial expressions in photos and videos (Dibeklioğlu et al., 2015; Kaya, Gürpınar, et al., 2017; Li & Deng, 2020).

At this stage, errors can occur due to a mismatch between the chosen concept and the chosen indicator. For example, Instagram is often described as a “storytelling” device to assert the user’s desired identity in contrast to the user’s true identity (e.g. Martínez-García, 2017). In other words, Instagram photos and videos are likely to measure how adolescents wish to be seen by others – a construct that, as attested by popular culture, centuries of literature, and many readers’ personal experience, may differ from their genuine emotional state.

Construct error is especially important since it enters at the very first step of measurement...
and has the potential to invalidate all downstream efforts unless controlled (Saris & Gallhofer, 2007). Methods of controlling construct error might include: careful elaboration of the theory underlying the research question, expert evaluation of the proposed indicator, and “triangulation” (Munafò & Davey Smith, 2018) – for example, comparison of research results between DDP and other types of measurement, or simultaneous DDP-survey measurement followed by multitrait-multimethod modeling (Oberski et al., 2017; Revilla et al., 2017). Because construct validity is such a crucial issue, we would suggest that simultaneous measurement using a combination of sources, including DDPs, is advisable; this idea is in line with similar advice given by Japec et al. (2015) and Konitzer et al. (2020). Our proposed workflow foresees in this need explicitly, by embedding the DDP collection step within a larger, more traditional, survey data collection effort.

3.1.2 Indicator

Once the researcher has identified valid indicators for the construct(s) of interest, the next step is to determine from which “data controller(s)” the DDP(s) is/are most useful to answer the research question. For our example research question, we are interested in whether adolescents feel different emotions when they are at home compared to when they are not. As individuals typically switch locations multiple times a day, a DDP that registers location only once a day would not be sufficient to make the distinction we are interested in. The location history listed in the Instagram DDP only logs a location when it is selected by the user while sharing media on the “timeline” or in the “stories” (Manikonda et al., 2014) and would therefore not be sufficiently dense to appropriately distinguish between being home or not for every location the respondent visits throughout a day. Alternatively, Google Location History passively logs
visited locations by combining internal phone GPS with connected WiFi devices and cell towers (Ruktanonchai et al., 2018) and is therefore much more appropriate for the research question under evaluation. In terms of measuring emotions via social platforms (Kramer et al., 2014), adolescents frequently use Instagram (Valkenburg et al., 2011), where emotions can be shared through both images and text (Bouko, 2020), which can be shared both publicly and privately.

At this stage, errors can occur when the measurements collected in the DDP diverge for some reason from what they intend to measure. For example, when satellites are temporarily out of order (Andrei et al., 2020), the measurements logged in Google Location History might diverge more from the user’s true location.

**Measurement error** is particularly relevant because all measurements can be prone to error (Brakenhoff et al., 2018) and it can distort all relationships under evaluation (Biemer & Lyberg, 2003). A way to control for measurement error is by collecting multiple independent measurements of the construct of interest and investigate the variance of these measurements (Carroll et al., 2006) or their correlations (Bland & Altman, 1996). Furthermore, these independent measurements can be used to estimate the unobserved “true” variable (Biemer, 2011). In practice, this can be accounted for similarly as construct error, namely to supplement DDPs with survey measurements. In addition, measurement and construct error can be simultaneously estimated and accounted for using the previously discussed multitrait-multimethod modeling (Oberski et al., 2017). To investigate positive affect using images in Instagram DDPs, a way to account for measurement error here can be to measure facial expression from other sources, such as self reports, sharing of selfies through ESM or using another DDP. The information extracted from these different sources can then be used as indicators of the construct of interest by means of a latent variable model.

### 3.1.3 DDPs

Once a specific set of DDPs has been chosen to answer the research question of interest, the next step is to think more specifically which files of these DDPs are essential and how these relevant files are going to be extracted from the DDPs. For our example research question, we are interested in determining the emotional expressions of faces on images. The extraction step here would be to identify all images in the Instagram DDP.

**Extraction error** occurs when errors are made by the extraction algorithm, the image detection algorithm for example. A simple example of such an error is when the image detection algorithm only selects files with a .jpg extension, while the DDP of interest also contains images with a .png extension. Another example of this type of error is that images might be stored under different directories, and some are systematically missed. Moreover, controllers might also differentiate in their responses over time/location as well as file formats/structures (Ausloos et al., 2019). To minimize the possibility of extraction error, researchers should extensively investigate the content of the DDPs of interest, and how the structures and data type might differ over different users.

### 3.1.4 Extracted data

Once the relevant files have been extracted, an algorithm can be applied transforming the extracted files into data that can be used to answer the research question. In some cases, this step is very simple as data can be extracted from the files directly without further processing. For example, if the researcher is merely interested in seeing how often a person is home, this information is directly available in Google DDPs, at the time of writing in the file “Location History.json”. However, even with direct measures such as these, some degree of transformation might be needed; for example, as Google is not always certain of a person’s location, multiple
semantic locations are typically listed with corresponding probabilities. A predefined transformation rule can for example select the semantic location with the highest probability and the transformed data only contains these selected locations. A more complex set of transformations may also be needed, for example in the form of a pretrained supervised prediction model. Following the example, a face detection algorithm (Hjelmaas & Low, 2001; Hsu et al., 2002) followed by an emotional expression detection algorithm could be applied to the images in the Instagram DDP, for example using pretrained models or by models further developed my means of transfer learning, such as by Kaya, Gürpinar, et al. (2017).

Algorithmic error occurs when errors are made while generating transformed data from the extracted DDP files. When classifying emotions from faces, algorithmic error can be due to a face not being detected (as can be seen in Figure 4, a face incorrectly being detected, an incorrect emotional classification, or because the algorithmic uncertainty is lost once a classification is made. In other words, algorithmic error is the typical classification or prediction error in predicting social variables using found data, which is the focus of a large body of literature (Blondel et al., 2015; Elevelt et al., 2019; Jungherr, 2015; Kosinski et al., 2013; Settanni et al., 2018). In line with our exemplary research question, research has also illustrated that algorithmic error can influence outcomes of computer vision algorithms (Buolamwini & Gebru, 2018). In the current work, we emphasize that, while this type of error is certainly important, it constitutes only one type of error within the total error framework. In other words, the “ground truth” employed by supervised modeling exercises is, within our framework, an error-prone and potentially partially invalid proxy of the concept of interest.

Algorithmic error in the current framework is essentially prediction error on an (error-prone) measure of some socially relevant variable. As such, it is among the most studied errors within the framework at the time of writing. As emphasized in every basic textbook on machine learning, a proper evaluation of the likely amount of error is key, and can be accomplished by separating training and test observations, whether this is using data splits or resampling techniques (Bengio et al., 2017; Bishop, 2006; Murphy, 2012). When applying pretrained models as an extraction method, the researcher should ideally evaluate whether the error incurred within the DDP dataset at hand is indeed similar to that within the test set of the original model. For example, the type of photographs taken by teenagers might be different from standard benchmark datasets on which image recognition models were trained. Obtaining an accurate estimate of the algorithmic error rate also makes it possible to handle downstream decisions more adequately, by using standard measurement error models. For example, when we know that a classification model has a 90% sensitivity and 75% specificity, a simple table of predicted counts from this model can be corrected by multiplying it by the inverse of a matrix with these rates on the diagonal (Beauxis-Aussalet & Hardman, 2017; Boeschoten et al., 2018). However, the difficulty of obtaining appropriate estimates of algorithmic errors should not be underestimated, particularly if pre-trained models are used for which training occurred using a different data-set.

3.1.5 Transformed data

After the transformed data files from all respondents are received and safely stored by the researcher, an integrated dataset can be generated containing data from all respondents, and linking the measurements received from possibly multiple DDPs to, for example, survey outcomes. As typically measurements at different time-points are collected through DDPs, attention should be paid to appropriately integrating the multiple datasets by linking on both person and time level (Harron et al., 2015; Zhang, 2012). For our example research question, we should link the collected emotions to collected locations on time-level per person.

While linking the multiple sources on subject level and linking the subjects, integration
error can occur (Kim & Tam, 2020), for example when time-stamps are not appropriately matched or when information collected from multiple sources is not appropriately linked on subject level (Doidge & Harron, 2019). Such errors can be prevented to an extent by creating software tests and other checks (Myers et al., 2004) at every stage of the linkage process that create reports which can be compared with sensible expectations. For example, the time period should not suddenly extend into unseen years, outliers should be detected, etc. In addition, the procedures used should be computationally reproducible, so that any errors can be detected in the future and easily corrected (Stodden et al., 2014; Stodden & Miguez, 2014).

See Figure 4 for a visual representation of how errors can affect outcomes on the measurement side of the framework. In addition, see the first part of Appendix A for guidance on how severe bias due to measurement errors can be prevented.

3.2 Representation side

3.2.1 Target population

On the representation side, researchers have in mind to what population their results should be generalized, a target population. For the example research question, the target population is Dutch adolescents. Furthermore, researchers investigate how a sample or participants can be selected from that target population, this is the sampling frame. If your target population is Dutch adolescents, it can be infeasible to randomly select a set of respondents out of that complete population directly. A practical approach can be to first select a sample of high schools and then select a number of adolescents here. Such a sampling scheme is known as clustered sampling (Bethlehem et al., 2011; Lohr, 2008).

The discrepancy between the target population and the sampling frame is denoted as (under)coverage error, as certain subgroups are not covered by the sampling frame. Coverage error can result in the problem that the obtained results cannot be generalized to the population of interest. For example, when Dutch high schools are used for the sampling frame, the subgroup of adolescents not going to high school have no probability of being included in the sample and obtained results can therefore not be generalized to Dutch adolescents, but only to Dutch adolescents going to high school. A solution can be to use multiple sampling frames (Lohr, 2009).

3.2.2 Sampling frame

When the sampling frame has been determined, the sample can be selected using traditional sampling theory (Cochran, 2007), for example a simple random sample can be selected by randomly selecting a number of adolescents from the high school registers and invite them to participate in the research. Alternatively, using strata or clusters can be more convenient here, for example to first select a number of high schools and approach a sample of adolescents via these schools.

Failing to select a representative sample results in sampling error, failure to generalize results to the target population. Many large studies use model-based approaches (Chambers & Skinner, 2003), combining several stages of stratification and clustering to minimize sampling error (De Leeuw et al., 2008). Alternatively, adaptive designs can be used to minimize sampling error (Bethlehem et al., 2011) and to for example increase the sampling probability for certain subgroups if their response rate is relatively low. Stratification has also been listed by Japec et al. (2015) as an important contribution to the goal of generalizability in big data research.
Figure 4: Visual illustration of the measurement side of the framework when using emotional expressions on images found in an Instagram DDP to measure positive affect.
3.2.3 Sample

Once the sample has been determined, its members can be invited to participate in the research. As with any type of research, part of the sampled subjects will not or only partly respond. This can be due to multiple reasons. First, the subject is not willing to participate at all. Second, the subject is willing to participate in the overall project, but is not willing to provide her DDP. Third, the subject is willing to participate, but does not use the platform from which the DDP is requested.

Regardless of the reason for not participating in the research, this will lead to nonresponse error and can lead to bias in results (Groves & Peytcheva, 2008). To minimize bias caused by respondents not willing to participate or only willing to partly participate, it is recommended to accompany data-download research with questionnaires. This provides the researcher with substantive information regarding the non-responders in terms of data-download packages. When viewed as a missing data problem, this means that once more information is known about the non-respondents, the likelihood increases that the Missingness is At Random (MAR), as variables are observed through which the missingness can be explained. This is in contrast to a situation when nothing is known about the nonrespondents, so that the missingness cannot be explained (Missing Not At Random, MNAR) (Schafer & Graham, 2002). When the missingness can be explained, it can be accounted for by method such as multiple imputation or weighting (Boeschoten et al., 2017). To minimize the number of respondents that are willing to participate but to not use the platform under investigation, the researcher should also focus on how often the target population makes use of the platform under investigation when determining which platform to use for research. When considering the example research question, existing research showed that YouTube, WhatsApp, Instagram and Snapchat were used most frequently by adolescents in 2019 (van Eldik et al., 2019). Furthermore, Android had a market share of 86.1% in 2017 (Alvanooey et al., 2020).

3.2.4 Respondents

If a respondent decides to participate in the research, she still needs to work through a process of multiple stages. The packages should be requested and downloaded. A piece of software should be installed and the packages should be opened and processed with this software, as can be seen in Figure 1. Next, the output is generated by the software and the respondent determines whether she is willing to share this output with the researcher and, if so, actually approve the sharing.

These steps are not straightforward. Therefore, clear guidelines, reminders and assistance are required to guide the respondents through this process (Shirima et al., 2007). Some attrition is likely to occur due to the fact that respondents are not willing or able to invest the time and effort in this procedure, resulting in compliance error. For example, when a respondent requests her Instagram DDP, it typically takes several hours to days for Instagram to prepare this DDP, so the respondent needs to reserve multiple moments throughout several days to successfully participate in this research, and the researchers should probably build in several reminders throughout this process to nudge the respondent into successfully completing the process. Furthermore, by processing and visualizing locally, the respondent has control over the data and is truly informed.

3.2.5 Respondents with DDPs

Once the respondent complied with all the steps required to complete the process, the transformed data is collected in a file. For our example research question, a respondent will for example review a csv file containing timestamps, classified emotions and supplementary infor-
ation describing whether it was text or an image that was classified (as can be seen at the bottom of Figure 4).

This file should be reviewed by the respondent in order to give informed consent regarding sharing this information with the researchers. If the respondent decides to not or only partly share this file, this results in consent error. Consent error may be substantial, and could be related to topics of interest measured within the DDPs. Without any further information about the respondent, for example for a survey, this would lead to missingness “not at random” (MNAR; Schafer & Graham, 2002), which is difficult to account for. With information from surveys or other sources, it may be reasonable to assume the missingness is “at random” (MAR), especially when survey variables are strongly related to the study outcomes.

“Local signal processing” may alleviate the consent error considerably. First, local processing will allow researchers to avoid requesting sensitive information, perhaps making respondents more willing to share (Singer, 1993). For example, respondents could be more likely to give consent to share the datum of “looking unhappy” in a photograph than sharing all their private images. Second, the respondent can see that the only information that is requested is directly related to their interaction with the researcher: a scientific study. Most adolescents will intuit that, to study well-being, the researcher does not need to know their study habits, for instance. In other words, local signal processing is designed to comply with key data protection principles such as ‘data minimization’ and ‘data protection by design’ as well as more generally preserve the interaction’s “contextual integrity” (Nissenbaum, 2004). Some studies have suggested that preserving contextual integrity can help improve consent (Hutton & Henderson, 2015).

Once the integrated data-set is finalized, it can be used to perform the final analyses to answer the research question of interest. For example, the researcher can investigate what type of emotions are more often detected while being at home and while being at other locations, and it can be investigated how these differences in emotional outings differ within and between persons.

See the second part of Appendix A for guidance on how severe bias due to representation errors can be prevented.

4 Discussion

Data-download packages (DDPs) allow us to study known phenomena in a novel manner, or even to study new social phenomena. Using DDPs for scientific research is attractive for multiple reasons. First, the existence of DDPs, and the right of the data subject to pass on information to social scientists, is guaranteed by EU law. Second, participants can easily investigate the data they share to give informed consent. Third, by starting off with a traditional random sample, the approach suggested in this paper allows researchers to generalize to populations of interest more easily than could be achieved with “found samples”. This approach also allows for longitudinal data collection in parallel with the DDPs. More generally, fourth, DDPs do not only provide a very diverse set of available digital traces, but they can also easily be combined with other data, such as other DDPs, surveys, register data, and so forth. Finally, the approach suggested in this paper allows for experimental designs using digital trace outcomes, but under the same scrutiny as regular social-scientific experiments and with true informed consent that respects the contextual integrity of the research-participant interaction.

Of course, use of DDPs is also challenging. We have focused on summarizing some of the challenges to inference within our error framework, and hope this framework can serve as a guide to preventing errors where possible, and mitigating their effects otherwise. At the same time, the suggested approach also has several drawbacks that are unrelated to inference per se.
First, researchers should have good faith in not only respondents, but also in data controllers, as both have the opportunity to omit data during the process. Data controllers can fail to provide respondents their complete DDPs, and respondents can choose to remove parts of the DDP they are not willing to share with the researcher. As data not shared with the researcher can differ from shared data, this can bias results. A second challenge is that the world of DDPs changes rapidly. The structure and content changes continuously and individuals can be triggered to delete their own packages making them useless as research subjects. A third challenge is that, to safeguard participants’ privacy and for scientists to comply with data protection requirements themselves, most research infrastructure should be set up in advance. For example, it should be clear which parts of which data-download packages are selected and an algorithm should be prepared to make transformations to a pre-defined format. A fourth disadvantage is that available and free pre-trained algorithms are not always available for the specific research purposes, requiring the researcher to collect raw data and train an algorithm.

Fifth, digital skills of participants are a major challenge. To address them an easy to use front end of the data collection tool is key. A sixth challenge is that data-download packages are not consistently formatted over different data controllers. For example, there are already many ways to provide timestamps (Dyreson & Snodgrass, 1993) so software should be adjusted to appropriately handle such differences. A seventh challenge is that a DDP itself is not formatted as a typical data set with respondents as rows and variables as columns. Instead, it typically comes as a zip file containing json files, images and videos, and processing should take place in order for it to be used for statistical analyses. A last challenge is that conducting research of this type should be carried out by a multidisciplinary team of social scientists, data scientists, computer scientists and data management experts.

Researchers can minimize the influence of issues such as the rapidly changing environment of DDPs and the inconsistency in DDPs by focussing their processes on structural characteristics such as for example usernames and timestamps. Issues such as setting up the infrastructure in advance and training algorithms without access to the complete data have been overcome before (Lovestone & Consortium, 2020), however ensuring that the usability of such infrastructures meets the level of digital skills of the participant remains an important challenge here. For challenges regarding data protection, informed consent, reproducibility and replicability, extensive research has been performed and guidelines have been developed on which we reflect in the following subsections.

4.1 Data protection and informed consent

Before a DDP of a respondent is shared, it is unknown what kind of information the package exactly contains. Social researchers will only be interested in the specific parts of the DDP that help to answer their research question, but a DDP possibly contains sensitive personal information. By using distributed local computation at the respondent’s device to extract only the relevant information, it can be prevented that a researcher stores sensitive information. For example, an Instagram DDP can contain sensitive images. The researcher is not interested in the sensitive content, but in the emotional expressions of the faces on these images. Therefore, an emotional detection algorithm could be run locally and only the classifications of the emotional expressions are shared with the researcher.

During this privacy preserving transformation step, three aspects should be carefully considered. First, respondents store their DDPs locally on a device. After participating, respondents should be informed of this and should have the option to either preserve the packages under their own responsibility, or to permanently delete the packages from the device in use. Second, to maximize informed consent, respondents should be shown an example illustrating what information is extracted from the data-download package. In the case of transforming faces
on pictures into classifications of emotional expressions, the example should show a picture as input and the classifications of emotional expressions per detected face at output, as can be seen in Figure 4. Such an example makes clear what information from the data-download package is shared with the researcher exactly. In addition, respondents should have access to output of the transformations applied to their own DDP to explicitly approve or reject sharing the transformations with the researcher. Existing research on successful informed consent can be consulted, see for example (Kreuter et al., 2016).

To ensure that sensitive information is not shared with the researcher and to ensure that the procedure of obtaining the transformed data occurs in a privacy preserving and ethical way, it is important that researchers consult ethical review boards of their universities in this process and obtain ethical approval for the research. Furthermore, researchers should consult data managers to develop a solid plan to receive the transformed data in a safe environment from the respondents and to generate an integrated database built with an architecture that can be accessed by the researchers, such as SURFsara in the Netherlands (Scheerman et al., 2020).

4.2 Reproducibility and replicability

Although reproducibility and replicability are essential for scientific research (Patil et al., 2016; Stodden & Miguez, 2014), these criteria are challenging to meet when using DDPs (Gayo-Avello, 2012). The field of digital trace data in general is a rapidly changing environment (Stier et al., 2019), and this holds for DDPs as well. When using local computation, reproducibility may only be feasible on the level of the transformed data received by the researchers, not on the raw DDPs, as they were never in the possession of the researcher in the first place.

To support replicability, tools and analysis code should depend on structures specific for particular data controllers as little as possible, and should be easily updatable and extendable as structures of DDPs from specific data controllers will inevitably change. To help achieve this goal, the highest standards of software engineering for architecture design, testing, documentation, version control and support should be applied and software engineers should be involved during all stages of the process (Myers et al., 2004). In addition, FAIR principles (Wilkinson et al., 2016) should be used for data archiving, documentation and long-term storage. As these go beyond the expertise of most social scientists, Research Data Management Offices should be involved or at least consulted, see for example (“Utrecht University Research Data Management Support”, n.d.). Frameworks such as differential privacy (Dwork, 2008) are relevant to guarantee reuse.

5 Conclusion

If researchers interested in using DDPs for scientific research follow the proposed workflow, improvements can be made regarding generalizability of findings. This holds for the exemplary research question discussed, but also for example for the research questions discussed in the introduction such as the network analysis from mobile phone data (Blondel et al., 2015), price indexing from online shops (de Haan & Hendriks, 2013), political opinion and electoral success prediction from Twitter data (Jungherr, 2015; Schoen et al., 2013), and personality profiling from Facebook “likes” (Kosinski et al., 2013). Furthermore, research questions typically investigated using surveys can be executed without suffering from issues such as recall bias or bias due to social desirability, such as the examples discussed in the introduction regarding such as energy consumption (Guerra-Santin & Itard, 2010), time spent (Elevelt et al., 2019) or budget research (Breedveld et al., 2002).
To summarize, it is clear that our proposal is no silver bullet for solving all problems associated with modern social science. In spite of these challenges, however, we believe that leveraging the advantages of DDP collection can become an important tool in the social scientist’s arsenal.
A Checklist for social scientific research using Data Download Packages

Measurement side
(determine per construct separately)

Construct
□ The construct of interest is clearly defined
□ The construct of interest matches the scope of the research

Indicator(s)
□ All aspects of the construct can be sufficiently represented through observable indicators (proxies)
□ The indicators can be measured by data controllers

DDPs
□ Data controllers are selected in which the indicators of interest are measured
□ The denseness of the measured indicators matches the research purpose
□ The credibility of the data controller is positively evaluated
□ The number of different data controllers is minimized to reduce response burden

Extracted data
□ Presence of the indicator is evaluated for all file formats present in the DDP
□ Relevant files are extracted using validated scripts with known accuracy rates

Transformed data
□ A transformation method is selected that extracts the outcome values for each indicator
□ The transformation method is trained on a sample similar to the data collected by means of DDPs
□ The transformation method has a known accuracy rate estimated on a comparable dataset
□ The transformation method does not systematically include, exclude or misclassifies specific (identifiable) cases
□ The outcome values sufficiently represent all indicators identified
Analysis of interest

☐ The shared data is linked on person level, such that different sets of transformed data are represented by different columns in one data-set

☐ Individual respondents can be clearly identified, for example by means of an anonymized identification number

☐ The variables are clearly identified for each respondent

Representation side

Target population

☐ A target population is identified that matches the research purpose

☐ All identifiable subgroups can in theory be included in the study

Sampling frame

☐ All identifiable subgroups of the target population are present in the sampling frame

☐ Evaluate whether the available sampling frame matches the research purpose

Sample

☐ All subgroups in the sampling frame have a probability to be included in the sample

☐ All subgroups in the sampling frame have an equal or known probability to be included in the sample

Respondents

☐ The communication towards the sample is clear and simple

☐ Communication is possible in the respondent’s language

☐ The procedure is explained in a step-by-step manner for informed consent at the start of the procedure

Respondent’s DDPs

☐ The software’s usability has been validated on an independent validation sample

☐ The software is available for different types of devices and different versions of operating systems

☐ 24 hour assistance is available during the data collection period

Analysis of interest

☐ The respondents can see the final data-set containing the transformed data before it is shared with the researcher for informed consent
B Definitions

- Personal data: Information relating to an identified or identifiable natural person (van der Sloot, 2020). Data subject: The person that the personal data refer to. Data processing entity / Data controller: The person or organization responsible for processing personal data. In this paper we refer to the online platforms providing data download packages as data controllers. However, note that as a researcher collecting DDPs, you are a data controller as well (van der Sloot, 2020).

- Data controller: The person or organization responsible for processing personal data. The controller decides which data will be processed, how and why (van der Sloot, 2020).

- Data download package (DDP): Because of the right of data access, data subjects are always allowed to retrieve their personal data from data controllers. Here, data controllers are obliged to comply with such a request and because of the right of data portability, provide the requested data in a machine readable format. To comply with these rules, social media platforms typically provide data subjects with a .zip file containing the personal data requested (van der Sloot, 2020).

- Consent: When data subject provide researchers their DDPs, consent should be provided. This means that the data subject confirms that the data provided given freely; that the data subject is informed regarding what data are shared exactly and how the data will be processed by the researcher. Consent can be provided via a written, electronic or oral statement (van der Sloot, 2020).

- Target population: The population to be investigated, and about which conclusions are to be drawn (Bethlehem et al., 2011).

- Sampling frame: A list, map, or other specification of units in the target population from which a sample of data subjects may be selected (De Leeuw et al., 2008).

- Sample: The set of data subjects within the sampling frame selected for participation in the research in practice.

- Respondents: Data subjects within the sample who complied with participation in the research.

- Responses: Data collected from the data subjects who complied with participation in the research.

- Construct: A conceptual variable that is known to exist but cannot be directly observed (Privitera, 2018).

- Indicator: Variables (constructed by means of measurement instruments) that aim to measure either the construct of interest or are closely related to the construct of interest.

- Transformation method: Algorithm that is used to transform the data obtained from the DDPs into features and classifications that can be used for further research.

- Transformed data: The features or classification extracted using transformation method which can be used for further research.
Data integration: The theory and techniques used for data linkage and micro integration. Here, data linkage techniques vary from record linkage to statistical matching. Micro integration techniques vary from harmonization of measures in concept to actual adjustments of data (Zhang, 2012).
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