Abstract

Decentralized learning enables a group of collaborative agents to learn models using a distributed dataset without the need for a central parameter server. Recently, decentralized learning algorithms have demonstrated state-of-the-art results on benchmark data sets, comparable with centralized algorithms. However, the key assumption to achieve competitive performance is that the data is independently and identically distributed (IID) among the agents which, in real-life applications, is often not applicable. Inspired by ideas from continual learning, we propose Cross-Gradient Aggregation (CGA), a novel decentralized learning algorithm where (i) each agent aggregates cross-gradient information, i.e., derivatives of its model with respect to its neighbors’ datasets, and (ii) updates its model using a projected gradient based on quadratic programming (QP). We theoretically analyze the convergence characteristics of CGA and demonstrate its efficiency on non-IID data distributions sampled from the MNIST and CIFAR-10 datasets. Our empirical comparisons show superior learning performance of CGA over existing state-of-the-art decentralized learning algorithms, as well as maintaining the improved performance under information compression to reduce peer-to-peer communication overhead. The code is available here on GitHub.

1. Introduction

Distributed machine learning refers to a class of algorithms that are focused on learning from data distributed among multiple agents. Approaches to design distributed deep learning algorithms include: centralized learning (McMahan et al., 2017), decentralized learning (Lian et al., 2017; Nedić et al., 2018), gradient compression (Seide et al., 2014; Alistarh et al., 2018) and coordinate updates (Richtárik and Takáč, 2016; Nesterov, 2012). In centralized learning, a central parameter server collects, processes, and sends processed information back to the agents (Konečný et al., 2016). As a popular approach for centralized learning, Federated Learning (FL) leverages a central parameter server and learns from dispersed datasets that are private to the agents. Another approach is Federated Averaging (McMahan et al., 2017) where agents avoid communicating with the server at each learning iteration and significantly decrease the communication cost.

Decentralized learning: While having a central parameter server is acceptable for data center applications, in certain use cases (such as learning over a wide-area distributed sensor network), continuous communication with a central parameter server is often not feasible (Haghighat et al., 2020). To address this concern, several decentralized learning algorithms have been proposed, where agents only interact with their neighbors without a central parameter server.

Recent advances in decentralized learning involve gossip
Table 1. Comparison between different decentralized learning approaches. Rate: convergence rate for the optimization algorithm, Comm.: Communication overhead per mini-batch, Bo. Gr. Var.: Bounded gradient variances and variations as an assumption, Bo. Sec. Mom.: Bounded second moment of the gradient as an assumption, $m_s$: model size for the local agent, $N_b$: total number of non-zero elements in $\Pi$ (total number of communications per mini-batch), $\gamma$: auxiliary costs due to forward and backward pass of the neural network, $b$: floating point precision of arithmetic computations (e.g. 64)

| Method      | Rate                                      | Comm.          | Bo. Gr. Var. | Bo. Sec. Mom. |
|-------------|-------------------------------------------|----------------|--------------|---------------|
| DPSGD       | $O\left(\frac{1}{K} + \frac{1}{\sqrt{NK}}\right)$ | $O(m_sN_b + \gamma)$ | Yes | No |
| SGP         | $O\left(\frac{1}{K} + \frac{1}{K^{1/2}} + \frac{1}{\sqrt{NK}}\right)$ | $O(m_sN_b + \gamma)$ | Yes | No |
| SwarmSGD    | $O\left(\frac{1}{K}\right)$              | $O(m_sN_b + \gamma)$ | No | Yes |
| CGA (ours)  | $O\left(\frac{1}{K} + \frac{1}{K^{1/2}} + \frac{1}{\sqrt{NK}} + \frac{1}{K^{1/2}}\right)$ | $O(2m_sN_b + \gamma)$ | Yes | No |

* The communication overhead per mini-batch for CompCGA method is $O\left(\frac{2m_sN_b}{k} + \gamma\right)$

Averaging algorithms (Boyd et al., 2006; Xiao and Boyd, 2004; Kempe et al., 2003). Combining SGD with gossip averaging, Lian et al. (2017) shows analytically that decentralized parallel SGD (DPSGD) has less communication overhead than its central counterpart (Dekel et al., 2012). Along the same line of work, Scaman et al. (2018) introduced a multi-step primal-dual algorithm while Yu et al. (2019) and Balu et al. (2021) introduced the momentum version of DPSGD. Tang et al. (2019) proposed DeepSqueeze, error-compensated compression is used in decentralized learning to achieve the same convergence rate as the one of centralized algorithms. Koloskova et al. (2019) utilized compression strategies to propose CHOCCO-SGD algorithm which learns from agents connected in varying topologies. Similarly with the aid of compression, Lu and De Sa (2020) and Vogels et al. (2020) introduced compression-based algorithms that improves the memory usage and running time of existing decentralized learning approaches. Assran et al. (2019) proposed the SGP algorithm which converges at the same sub-linear rate as SGD and achieves high accuracy on benchmark datasets. Additionally, Koloskova et al. (2020) presented a unifying framework for decentralized SGD analysis and provided the best convergence guarantees. More recently, SwarmSGD was proposed by Nadiradze et al. (2019) which leverages random interactions between participating agents in a graph to achieve consensus. In a recent work, Arjenvani et al. (2020) proposes using AGD to achieve optimal convergence rate both in theory and practice. Jiang et al. (2018) propose multiple consensus and optimality rounds and the tradeoff between the consensus and optimality in decentralized learning.

Handling non-IID data: It is well known that decentralized learning algorithms can achieve comparable performance with its centralized counterpart under the so-called IID (independently and identically distributed) assumption. This refers to the situation where the training data is distributed in a uniformly random manner across all the agents. However, in real life applications, such an assumption is difficult to satisfy. Considering centralized learning literature, Li et al. (2018) proposed a variant of FL by adding a penalty term in the local objective function in FedProx algorithm. They further showed that their algorithm achieves higher accuracy when learning from non-IID data compared to FedAvg. Motivated by life-long learning (Shoham et al., 2019), FedCurv was proposed by adding a penalty term to the local loss function, with respect to Fisher information matrix. In another research study, FedAvg-EMD (Zhao et al., 2018) utilized the earth mover’s distance (EMD) as a metric to quantify the distance between the data distribution on each client and the population distribution, which was perceived as the root cause of problems arising in the non-IID scenario. Li et al. (2019b) showed the limitations with FedAvg on non-IID data analytically. Also, FedNova was proposed in which they use a normalized gradient in the update law of FedAvg after they show that the standard averaging of client models after heterogeneous local updates results in convergence to a stationary point (Wang et al., 2020). Similar to the case of decentralized learning, compression techniques (Sattler et al., 2019; Rothchild et al., 2020), momentum variant of algorithms (Wang et al., 2019; Li et al., 2019a), the use of adaptive gradients (Tong et al., 2020), and use of controllers in agent’s and server’s models (Karimireddy et al., 2019a) are also used in centralized learning for coping with non-IID data. Hsieh et al. (2019) proposes a solution for learning from non-IID data by Estimating the degree of deviation from IID by moving the model from one data partition to another. They then Evaluate the accuracy on the other data set and calculate the accuracy loss, and based on this measure, SkewScout controls the communication tightness by automatically tuning the hyper-parameters of the decentralized learning algorithm. In their experimental results, they consider until 80% non-IID data whereas in our approach our dataset is partitioned in a fully non-IID was based on the classes.

Although the above centralized approaches can handle departure from IID assumption, there still exists a gap in decentralized learning and several approaches fail under significant non-IID distribution of data among the agents (Hsieh...
Contributions: To overcome the issue of handling non-IID data distributions in a decentralized learning setting, we propose the Cross-Gradient Aggregation (CGA) algorithm in this paper. We show its effectiveness in learning (deep) models in a decentralized manner from both IID and non-IID data distributions. Inspired by continual learning literature (Lopez-Paz and Ranzato, 2017), we devise an algorithm which in each step of training, collects the gradient information of each agent’s model on all its neighbors’ datasets and projects them into a single gradient which is then used to update the model. We use quadratic programming (QP) to obtain such a projected gradient. We provide an illustration of this algorithm in Figure 1.

The communication cost for our proposed algorithm is higher than the other state-of-the-art algorithms due to additional cost for two-way communication of the model parameters to, and the gradient information from, the neighbors. A comparison of the communication costs is provided in Table 1. Therefore, we also propose a compressed variant (CompCGA) to reduce the communication cost. Finally we validate the performance of our algorithms on MNIST and CIFAR-10 with different graph typologies. Our code is publicly available on GitHub1. We then compare the effectiveness of our algorithm with SwarmSGD (Nadiradze et al., 2019), SGP (Assran et al., 2019), and DPSGD (Lian et al., 2017) and show that we can achieve higher accuracy in learning from non-IID data compared to the state-of-the-art decentralized learning approaches. Note that the adjacency matrix Π is a doubly stochastic matrix constructed using the edge set of the graph, C. For (i, j) ∈ C, we assign zero link weights (i.e., πij = 0), and if (i, j) ∈ C, the link weights are assigned such that the Π is stochastic and symmetric, e.g., for a ring topology, πij = 1 3

Definition 1. For agent j, consider the dataset Dj, the differentiable objective function fj, and the model parameter copy xj. The self-gradient is defined as:

\[ g^{jj} := \nabla_x f_j(D_j; x_j^l) . \]  

Definition 2. For a pair of agents j, l, consider the dataset Dj, the differentiable objective function f1, and the model parameter copy x1. The cross-gradient is defined as:

\[ g^{jl} := \nabla_x f_l(D_l; x_j^l) . \]  

In words, the cross-gradient is calculated by evaluating the gradient of the loss function private to agent l at the parameters of agent j. Both the self-gradient gjj and the cross-gradient gjl immediately lend themselves to their stochastic counterparts (implemented by simply mini-batching the private datasets); in the rest of the paper, we will operate under this setting.
We now propose the CGA which is initialized by training with \(D\). Cross-Gradient Aggregation (QP) projection step, which we discuss in detail below. To accelerate convergence, a momentum-like adjustment term is incorporated to obtain the final update law.

Definition 3. \(f(\cdot)\) is \(L\)-smooth if \(\forall x, y:\)

\[
\mathcal{F}(x) \leq \mathcal{F}(y) + \nabla \mathcal{F}(y)^\top (x - y) + \frac{L}{2} \|x - y\|^2.
\] (6)
In order to analyze the convergence of decentralized learning algorithms, the following assumptions are standard.

**Assumption 1.** Each function \( f_i(x) \) is \( L \)-smooth.

**Assumption 2.** There exist \( \sigma > 0 \) and \( \delta > 0 \) such that
\[
\mathbb{E}_{\zeta \sim D_i} \left[ \| \nabla F_i(x; \zeta) - \nabla f_i(x) \| \right] \leq \sigma^2,
\]
and that
\[
\frac{1}{N} \sum_{i=1}^{N} \| \nabla f_i(x) - \nabla F(x) \| \leq \delta^2. \tag{7}
\]

**Assumption 3.** Define \( g^i = \nabla F_i(x; \zeta) \). Then, there exists \( \epsilon > 0 \) such that
\[
\mathbb{E}_{\zeta \sim D_i} \left[ \| g^i - g^i \| \right] \leq \epsilon^2. \tag{8}
\]

Assumption 1 implies that \( F(x) \) is \( L \)-smooth. Assumption 2 assumes bounded variances due to non-IID-ness. Equation 7 bounds the variance within the same agent (“intra-variance”) while Equation 8 bounds the variance among different agents (“inter-variance”).

Assumption 3 is necessitated by our adoption of the QP projection step. Intuitively, if the local optimization problem is meaningful, then this assumption holds. In this assumption, the value of \( \epsilon \) is governed by the difference between the data distributions possessed by each agent. Note that thus far, Eq. 8 has been used to study the effect of non-IID data in most analyses of decentralized learning; previous methods operate upon \( g^i \). In our work, we combine both Eq. 8 and Eq. 9 to mathematically show convergence.

We next impose another assumption on the graph that serves to characterize consensus.

**Assumption 4.** The mixing matrix \( \Pi \in \mathbb{R}^{N \times N} \) is a doubly stochastic matrix with \( \lambda_1(\Pi) = 1 \) and
\[
\max \{ |\lambda_2(\Pi)|, |\lambda_N(\Pi)| \} \leq \sqrt{\rho} < 1, \tag{10}
\]
where \( \lambda_i(\Pi) \) is the \( i \)-th largest eigenvalue of \( \Pi \) and \( \rho \) is a constant.

### 3.1. Theoretical Results

We now present our theoretical characterization of CGA. We focus only on the case of non-convex objective functions. All detailed proofs are presented in the Appendix, and follow from basic algebra and sequence convergence theory. Below, \( i \) indicates the agent index; the average of all agent model copies is represented by \( \bar{x} \); throughout the analysis, we assume that the objective function value is bounded below by \( F^* \). We also denote \( a_n = O(b_n) \) if \( a_n \leq c b_n \) for some constant \( c > 0 \).

We first present a lemma showing that CGA achieves consensus among the different agents, and then prove our main theorem indicating convergence of the algorithm.

**Lemma 1.** Let Assumptions 1-4 hold. Define \( \{\bar{x}_k\}, \forall k \geq 0 \) as the agent average sequence obtained by the iterations of CGA. If \( \beta \in [0, 1) \) is the momentum coefficient, then for all \( K \geq 1 \), we have:
\[
\frac{K-1}{N} \sum_{k=0}^{K-1} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \| x_k - x^i_k \| \right] \leq \frac{2\alpha^2}{(1-\beta)^2} \left( \frac{\epsilon^2}{1-\rho} + \frac{3\sigma^2}{(1-\sqrt{\rho})^2} + \frac{3\delta^2}{(1-\sqrt{\rho})^2} \right) K + \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})} \sum_{k=0}^{K-1} \mathbb{E} \| x_k \| \sum_{i=1}^{N} \sum_{k=0}^{K-1} \nabla f_i(x^i_k) \| x^i_k \| \| . \tag{11}
\]

A complete proof can be found in the [Supplementary Section A.1](#). From Lemma 1, we can observe that the evolution of the deviation of the model copies from their average can be attributed to two terms. The first is the following constant:
\[
\frac{2\alpha^2}{(1-\beta)^2} \left( \frac{\epsilon^2}{1-\rho} + \frac{3\sigma^2}{H} + \frac{3\delta^2}{H} \right) K,
\]

...
where (I) is controlled by Assumption 3 (which also implies how well the local QP is solved), (II) is related to sampling variance, and (III) indicates the gradient variations (determined by the data distributions). Additionally, the step size and momentum coefficient can be tuned to reduce the negative impact of these variance coefficients. The second is the following term:

$$
\frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})} \sum_{k=0}^{K-1} \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i)\right]^2,
$$

where (IV) is the summation of the squared norms of average gradients, the effect of which can be controlled by leveraging the step size and momentum coefficient.

Lemma 1 also aligns with the well-known result phenomenon in decentralized learning that the consensus error is inversely proportional to the spectral gap of the graph mixing matrix. Using the above lemma, we obtain the following main result.

**Theorem 1.** Let Assumptions 1-4 hold. Suppose that the step size $\alpha$ satisfies the following relationships:

$$
\begin{align*}
0 < \alpha &\leq \frac{\beta L}{16(1-\beta)^2(1-\sqrt{\rho})^2} - \frac{4L\alpha}{(1-\beta)^2} \\
1 - \frac{6\alpha^2L^2}{(1-\beta)^2(1-\sqrt{\rho})^2} &\geq 0.
\end{align*}
$$

For all $K \geq 1$, we have

$$
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \nabla F(x_k)\right]^2 \leq \frac{1}{C_1K} \left(\mathcal{F}(\bar{x}_0) - \mathcal{F}^*\right) + 2C_2 + C_3 \frac{\alpha^2 \beta}{(1-\beta)^4} + C_4 + \frac{2\alpha^2}{(1-\beta)^2(1-\rho)} \sigma^2 + \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})^2} \delta^2,
$$

where

$$
C_1 = \frac{\alpha}{2(1-\beta)} - \frac{(1-\beta)\alpha^2}{2\beta L}, \quad C_2 = \frac{(\beta L \alpha^2)}{2(1-\beta)^3} / C_1, \quad C_3 = \frac{\alpha L^2}{2\beta} / C_1,
$$

and

$$
C_4 = \frac{\beta L}{2(1-\beta)^3} / C_1, \quad C_5 = \frac{\alpha L^2}{2(1-\beta)} / C_1.
$$

A complete proof of Theorem 1 is discussed in the Supplementary Section A.2.

Theorem 1 shows that the average gradient magnitude achieved by the consensus estimates is upper-bounded by the difference between initial objective function value and the optimal value, as well as how well the local QP is solved, the sampling variance, and the non-IID-ness. The coefficients before these constants are determined by $\alpha$, $\beta$, and $L$; judicious selection of $\alpha$ and $\beta$ can be performed to reduce the error bound. Additionally, the step size is required to satisfy two conditions as listed in the above theorem statement. The second condition can be solved to get another upper bound, denoted by $\alpha^*$ (which will be shown in the Appendix section). Hence, if we choose $0 < \alpha \leq \min\{\frac{2\beta L}{(1-\beta)^3}, \alpha^*\}$, the last inequality naturally holds. We next present a corollary to explicitly show the convergence rate of CGA.

**Corollary 1.** Suppose that the step size satisfies $\alpha = \mathcal{O}(\frac{\sqrt{N}}{\sqrt{K}})$ and that $\epsilon = \mathcal{O}(\frac{1}{K^r})$. For a sufficiently large $K \geq \max\{\frac{144NL^2}{\beta^2}, \frac{N}{\beta^2}\}$, we have, for some constant $C > 0$,

$$
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \nabla F(x_k)\right]^2 \leq C \left(\frac{1}{\sqrt{NK}} + \frac{1}{K} + \frac{1}{K^{1.5}} + \frac{1}{K^2}\right).
$$

An immediate observation is that when $K$ is sufficiently large, the term $\mathcal{O}(\frac{1}{\sqrt{NK}})$ will dominate the convergence rate such that the linear speed up can be achieved, if increasing the number of agents $N$. This convergence rate matches the well-known best result in decentralized SGD algorithms in literature.

**Analysis of CompCGA.** We now provide some qualitative arguments to facilitate the understanding of CompCGA. Though we have not directly established its convergence rates, we can presumably extend the analysis of CGA to this setting. Observe that the core update laws for $x$ are the same for CompCGA as in CGA, but equipped with gradient compression. Moreover, for our theoretical analysis presented for CGA, the specific way in which $\bar{g}$ is calculated does not play a role, and additional compression can perhaps be modeled by changing the variation constants. Therefore, we hypothesize that CompCGA also exhibits a convergence rate of $\mathcal{O}(\frac{1}{\sqrt{NK}})$. This is also evidently seen from our empirical studies, which we present next.

4. **Experimental Results**

In this section, we analyze the performance of CGA algorithm empirically. We compare the effectiveness of our algorithms with other baseline decentralized algorithms such as SwarmSGD (Nadiradze et al., 2019), SGP (Assran et al., 2019), and the momentum variant of DPSGD (Lian et al., 2017) (DPMSGD).

**Setup.** We present the empirical studies on CIFAR-10 and MNIST datasets (MNIST results can be found in the Supplementary Section A.6). To explore the algorithm performance under different situations, the experiments are performed...
with 5, 10, and 40 agents. Here, we consider an extreme form of non-IID-ness by assigning different classes of data to each agent. For example, when there are 5 agents, each agent has the data for 2 distinct classes, and similarly when there are 10 agents, each agent has the data for 1 distinct class. When the number of agents are more than the number of classes, each class is divided into a sufficient number of subsets of samples and agents are randomly assigned distinct subsets. We use a deep convolutional neural network (CNN) model (with 2 convolutional layers with 32 filters each followed by a max pooling layer, then 2 more convolutional layers with 64 filters each followed by another max pooling layer and a dense layer with 512 units, ReLU activation is used in convolutional layers) for our validation experiments. Additionally, We use a VGG11 (Simonyan and Zisserman, 2014) model for CIFAR-10 (Detailed CIFAR-10 results can be found in the Supplementary Section A.5). A mini-batch size of 128 is used, the initial step-size is set to 0.01 for CIFAR-10, and step size is decayed with constant 0.981. The stopping criterion is a fixed number of epochs and the momentum parameter ($\beta$) is set to be 0.98. The consensus model is then used to be evaluated on the local test sets and the average accuracy is reported.

The experiments are performed on a large high-performance computing cluster with a total of 192 GPUs distributed over 24 nodes. Each node in the cluster is made of 2 Intel Xeon Gold 6248 CPUs with each 20 cores and 8 Tesla V100 32GB SXM2 GPUs. An experiment with 40 agents on a VGG11 model for CIFAR10 dataset takes about 55 seconds per epoch for execution. The code for performing the experiments is publicly available\footnote{https://github.com/yasesf93/CrossGradientAggregation}.

### 4.1. CGA convergence characteristics

We start by analyzing the performance of CGA algorithm on CIFAR-10. Figure 2 shows the convergence characteristics of our proposed algorithm via training loss versus epochs. Figure 2(a) shows the convergence characteristics of CGA for IID data distributions for different communication graph topologies. While the fully connected graph represents a dense topology, the ring and bipartite graphs represent relatively much sparser topologies.

We observe that the convergence behavior induced by the training loss remain similar across the different graph topologies, though at the final stage of training, the ring and bipartite networks moderately outperform the fully connected one. This can be attributed to more communication occurring for the fully connected case. The phenomenon of faster convergence with sparser graph topology is an observation that have been made by earlier research works in Federated Learning (McMahan et al., 2017) by reducing the client fraction which makes the mixing matrix sparser and decentralized learning (Jiang et al., 2017). However, as Figure 6(a) in the Supplementary Section A.5 shows, we observe that by training for more number of epochs, training losses associated with all graph topologies converge to similar values.

Figure 2(b) shows similar curves but for the non-IID case. In this case, we do observe a slight difference in convergence with faster rates for sparser topologies compared to their dense (fully connected) counterpart. Another phenomenon observed here is that for sparser topologies, the training process has more gradient variances and variations, which has been caused by the non-IID data distributions. This well matches the theoretical analysis we have obtained.

Finally, Figure 2(c) shows the comparison of convergence characteristics with other state-of-the-art decentralized algorithms with non-IID data distributions. CGA training is seen to be smoother compared to SwarmSGD, and to converge significantly faster compared to both SwarmSGD and SGP. From the theoretical analysis, we have shown that CGA enables to converge faster at the beginning although after a sufficiently large number of epochs, all methods listed here achieve the same rate $\mathcal{O}\left(\frac{1}{\sqrt{NK}}\right)$.

Additionally, the SwarmSGD requires a geometrically distributed random variable to determine the number of local stochastic gradient steps performed by each agent upon interaction. That causes the largest variance shown in the loss curve in Figure 2(c). Note that since DPMSGD diverges for most of the non-IID experiments (see Table 3), we do not provide its loss plots here.

### 4.2. Comparative evaluation

We compare our proposed algorithm, CGA and its compressed version, CompCGA with other state-of-the-art decentralized methods - DPMSGD, SGP and SwarmSGD. Note that in order to provide a fair comparison between the al-

### Table 2. Testing accuracy comparison for CIFAR10 with IID data distribution using CNN model architecture

| Model          | Fully-connected | Ring | Bipartite |
|----------------|-----------------|------|----------|
| DPMSGD         | 68.8% (5)       | 67.7% (5) | 67.7% (5) |
|                | 68.1% (10)      | 67.7% (10) | 67.3% (10) |
|                | 67.6% (40)      | 66.8% (40) | 57.1% (40) |
| SGP            | 66.6% (5)       | 66.3% (5) | 66.3% (5) |
|                | 59.3% (10)      | 59.2% (10) | 58.4% (10) |
|                | 46.3% (40)      | 46.2% (40) | 46.3% (40) |
| SwarmSGD       | 70.6% (5)       | 70.7% (5) | 70.7% (5) |
|                | 68.3% (10)      | 65.4% (10) | 60.3% (10) |
|                | 31.5% (40)      | 31.4% (40) | 33.4% (40) |
| CGA (ours)     | 68.5% (5)       | 67.9% (5) | 68.2% (5) |
|                | 68.5% (10)      | 67.8% (10) | 68.2% (10) |
|                | 64.6% (40)      | 63.7% (40) | 58.4% (40) |
| CompCGA (ours) | 68.4% (5)       | 68.3% (5) | 68.4% (5) |
|                | 62.2% (10)      | 62.9% (10) | 64.6% (10) |
|                | 63.3% (40)      | 53.4% (40) | 56.6% (40) |
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Figure 2. Average training loss (log scale) for (a) CGA method on IID (b) CGA method on non-IID data distributions (c) different methods on non-IID data distributions for training 5 agents using CNN model architecture

Figure 3. Average testing accuracy for different methods learning from (a) IID data distributions w.r.t graph topology (b) non-IID data distributions w.r.t graph topology (c) IID data distributions w.r.t the number of learning agents (d) non-IID data distributions w.r.t the number of learning agents

Table 3. Testing accuracy comparison for CIFAR10 with non-IID data distribution using CNN model architecture

| Model       | Fully-connected | Ring | Bipartite |
|-------------|-----------------|------|----------|
| DPMSGD      | Diverges (5)    | Diverges (5) | Diverges (5) |
|             | 10.1% (10)      | 10.0% (10) | 10.7% (40) |
|             | 10.5% (40)      | 10.7% (40) |          |
| SGP         | 66.4% (5)       | 46.3% (5) | 49.8% (5) |
|             | 59.3% (10)      | 25.8% (10) | 24.9% (10) |
|             | 46.2% (40)      | 31.4% (40) | 11.8% (40) |
| SwarmSGD    | 67.3% (5)       | 62.5% (5) | 63.9% (5) |
|             | 47.3% (10)      | 38.5% (10) | 33.8% (10) |
|             | 30.6% (40)      | 25.8% (40) | 23.5% (40) |
| CGA (ours)  | **68.4% (5)**   | **66.5% (5)** | **67.2% (5)** |
|             | **68.2% (10)**  | **48.8% (10)** | **38.9% (10)** |
|             | **62.1% (40)**  | **40.9% (40)** | **25.7% (40)** |
| CompCGA (ours) | 61.7% (5)   | 30.3% (5)    | 40.4% (5)    |
|             | 60.2% (10)      | 39.5% (10)    | 36.7% (10)    |
|             | 59.8% (40)      | 32.7% (40)    | 23.6% (40)    |

For algorithms, there are some minor adjustments that we made during the experiments. For SGP optimizer, we considered the graph to be undirected where the connected agents could both send and receive information to and from each other. On top of that, the adjacency matrix $\mathbf{A}$ in our experiments (a.k.a mixing matrix $P^{(k)}$ in Assran et al. (2019)) is fixed throughout the training process. In the implementation of SwarmSGD, we defined the number of local SGD steps, $H = 1$, where the selected pair of agents perform only a single local SGD update before averaging their model parameters. In term of graph topologies, SwarmSGD was run not only on $r$-regular graphs (fully connected and ring) as described in Nadiradze et al. (2019), we also performed experiments using bipartite graph topology which is not $r$-regular.

As a baseline, we first provide a comparative evaluation for IID data distributions in Table 2. Results show that CGA performance is comparable with or slightly better than other methods in most cases with smaller number of agents, i.e., 5 and 10. However, we do observe a noticeable reduction in testing accuracy for SGP and SwarmSGD with 40 agents communicating over Ring or Bipartite graphs (which is an expected trend as reported in Assran et al. (2019) and Sattler et al. (2019)). While the testing accuracy of CGA also decreases in these scenarios, the performance reduction is not as drastic in comparison. The performance of compCGA deteriorates slightly compared to CGA, while still maintaining better accuracy than other methods in most scenarios.

The advantage of CGA is much more pronounced under non-IID data distributions as seen in Table 3. With extreme non-IID data distributions, CGA achieves the highest accuracy for all scenarios with different number of learning agents and communication graph topologies. In contrast, the baseline method DPMSGD struggles significantly in
all scenarios with non-IID data. Other methods (SGP and SwarmSGD) while having similar performance as CGA for 5 agents and fully connected topology, their performances drop significantly more than that of CGA with higher number of agents and sparser communication graphs. CompCGA performs slightly worse than CGA, while still maintaining better accuracy than other methods in most scenarios.

Finally, we graphically summarize the overall trends that we observed in Figure 3. From Figure 3 (a) and (b), it is clear that while there is no appreciable impact of graph topology on testing accuracy under IID data distributions, the impact is quite significant under non-IID data distributions. The results shown here are with 5 agents (see Supplementary Section A.5 for 10 and 40 agents). In this case, testing accuracy decreases for sparse graph topologies which conforms with observations made in Sattler et al. (2019). Figure 3 (c) and (d) show accuracy trends with respect to the number of agents. All results shown here are with fully connected topology (see Supplementary Section A.5 for other topologies). In this regard, Assran et al. (2019) shows a slight reduction in accuracy when the number of nodes/agents increase for both SGP and DPSGD methods. We see a similar trend here for both IID and non-IID data distributions. Clearly, the impact is more pronounced for non-IID data. However, the performance decrease with increase in number agents remain small for both CGA and CompCGA under non-IID data distributions. Also, as discussed in Table 1, we notice that the communication rounds for CGA is twice as that of SGP and 4 times the communication round of SwarmSGD. Therefore, we looked at their convergence properties w.r.t communication rounds. As Figure 4 shows, CGA converges to a lower loss value after 200 communication rounds.

5. Conclusions

In this paper, we propose the Cross-Gradient Aggregation (CGA) algorithm to effectively learn from non-IID data distributions in a decentralized manner. We present convergence analysis for our proposed algorithm and show that we match the best known convergence rate for decentralized algorithms using CGA. To reduce the communication overhead associated with CGA, we propose a compressed variant of our algorithm (CompCGA) and show its efficacy. Finally, we compare the performance of both CGA and CompCGA with state-of-the-art decentralized learning algorithms and show superior performance of our algorithms especially for the non-IID data distributions. Future research will focus on addressing performance reduction in scenarios with a large number of agents communicating over sparse graph topologies.
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A. Appendix

A.1. Proof of Lemma 1

This section presents the detailed proof for Lemma 1. To begin with, we provide some technical auxiliary lemmas and the associated proof. We start with bounding the ensemble average of local optimal gradients.

The core update law for CGA is:

**Lemma 2.** Let all assumptions hold. Let \( g_i \) be the unbiased estimate of \( \nabla f_i(x_i) \) at the point \( x_i \) such that \( \mathbb{E}[g_i] = \nabla f_i(x_i) \), for all \( i \in [N] := \{1, 2, ..., N\} \). Thus the following relationship holds

\[
\mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_i \right\|^2 \right] = \frac{2\sigma^2}{N} + \frac{2}{N} \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_i) \right\|^2 \right] + 2\epsilon^2. \tag{15}
\]

**Proof.**

\[
\mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_i \right\|^2 \right] = \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} (\tilde{g}_i - g_i + g_i) \right\|^2 \right] = \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} (\tilde{g}_i - g_i) + \frac{1}{N} \sum_{i=1}^{N} g_i \right\|^2 \right]
\]

\[
\leq 2\mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} (\tilde{g}_i - g_i) \right\|^2 + \left\| \frac{1}{N} \sum_{i=1}^{N} g_i \right\|^2 \right] \leq 2 \frac{1}{N^2} \mathbb{E} \left[ \left\| \sum_{i=1}^{N} \tilde{g}_i \right\|^2 \right] + 2 \frac{\sigma^2}{N} + \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_i) \right\|^2 \right]
\]

\[
\leq 2 \epsilon^2 + 2 \frac{\sigma^2}{N} + 2\mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_i) \right\|^2 \right], \tag{16}
\]

(a) refers to the fact that the inequality \( \|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2 \). (b) holds as \( \|\sum_{i=1}^{N} a_i\|^2 \leq N \sum_{i=1}^{N} \|a_i\|^2 \). The second term in the second inequality is the conclusion of Lemma 1 in (Yu et al., 2019) (c) follows from Assumption 3. \( \square \)

Multiplying the update law by \( \frac{1}{N} 11^T \), where 1 is the column vector with entries being 1, we obtain:

\[
\mathbf{v}_k = \beta \mathbf{v}_{k-1} - \alpha \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_{k-1}^i \tag{17}
\]

\[
\mathbf{x}_k = \mathbf{x}_{k-1} + \mathbf{v}_k
\]

We define an auxiliary sequence such that

\[
\mathbf{z}_k := \frac{1}{1 - \beta} \mathbf{x}_k - \frac{\beta}{1 - \beta} \mathbf{x}_{k-1} \tag{18}
\]

Where \( k > 0 \). If \( k = 0 \) then \( \mathbf{z}_k = \mathbf{x}_k \). For the rest of the analysis, the initial value will be directly set to 0.

**Lemma 3.** Define the sequence \( \{\mathbf{z}_k\}_{k \geq 0} \) as in Eq. 18. Based on CGA, we have the following relationship

\[
\mathbf{z}_{k+1} - \mathbf{z}_k = -\frac{\alpha}{1 - \beta} \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i. \tag{19}
\]
Lemma 4. Define respectively the sequence \( \{ \bar{x}_k \}_{k \geq 0} \) as in Eq. 17 and the sequence \( \{ z_k \}_{k \geq 0} \) as in Eq. 18. For all \( K \geq 1 \), CGA ensures the following relationship
\[
\sum_{k=0}^{K-1} \left\| z_k - \bar{x}_k \right\|^2 \leq \frac{\alpha^2 \beta^2}{(1-\beta)^3} \sum_{k=0}^{K-1} \left\| \frac{1}{N} \sum_{i=1}^{N} g_k^i \right\|^2.
\]

Proof. As \( \bar{v}_0 = 0 \), we can apply 17 recursively to achieve an update rule for \( \bar{v}_k \). Therefor, we have:
\[
\bar{v}_k = -\alpha \sum_{\tau=0}^{k-1} \beta^{k-1-\tau} \left[ \frac{1}{N} \sum_{i=1}^{N} g_k^i \right] \quad \forall k \geq 1
\]

Also, based on Eq. 18 we have:
\[
z_k - x_k = \frac{\beta}{1-\beta} [x_k - x_{k-1}] = \frac{\beta}{1-\beta} \bar{v}_k
\]

Based on Equations 22 and 23 we have:
\[
z_k - x_k = -\alpha \sum_{\tau=0}^{k-1} \beta^{k-1-\tau} \left[ \frac{1}{N} \sum_{i=1}^{N} g_k^i \right] \quad \forall k \geq 1
\]

We define \( s_k = \sum_{\tau=0}^{k-1} \beta^{k-1-\tau} = \frac{1 - \beta^k}{1 - \beta} \quad \forall k \geq 1 \). We have:
\[
\left\| \bar{z}_k - \bar{x}_k \right\|^2 = \frac{\alpha^2 \beta^2}{(1-\beta)^3} \left\| \sum_{\tau=0}^{k-1} \frac{\beta^{k-1-\tau}}{s_k} \left[ \frac{1}{N} \sum_{i=1}^{N} g_k^i \right] \right\|^2 \quad \text{(Jensen Inequality)}
\]
\[
\frac{\alpha^2 \beta^2}{(1-\beta)^2} \sum_{\tau=0}^{k-1} \frac{\beta^{k-1-\tau}}{s_k} \left\| \frac{1}{N} \sum_{i=1}^{N} g_k^i \right\|^2 \leq \frac{\alpha^2 \beta^2 (1-\beta)}{(1-\beta)^3} \sum_{\tau=0}^{k-1} \beta^{k-1-\tau} \left\| \frac{1}{N} \sum_{i=1}^{N} g_k^i \right\|^2
\]

\[
\frac{\alpha^2 \beta^2}{(1-\beta)^2} \sum_{\tau=0}^{k-1} \beta^{k-1-\tau} \left\| \frac{1}{N} \sum_{i=1}^{N} g_k^i \right\|^2 \leq \frac{\alpha^2 \beta^2 (1-\beta)}{(1-\beta)^3} \sum_{\tau=0}^{k-1} \beta^{k-1-\tau} \left\| \frac{1}{N} \sum_{i=1}^{N} g_k^i \right\|^2
\]
We define the following notations:

Before proceeding to prove Lemma 1, we introduce some key notations and facts that serve to characterize the lemma.

We define the following notations:

\[
\begin{align*}
\hat{G}_k & \triangleq [\hat{g}_k^1, \hat{g}_k^2, ..., \hat{g}_k^N] \\
V_k & \triangleq [v_1^2, v_2^2, ..., v_k^N] \\
X_k & \triangleq [x_1^1, x_1^2, ..., x_k^N] \\
G_k & \triangleq [g_1^1, g_2^2, ..., g_k^N] \\
H_k & \triangleq [\nabla f_1(x_k^1), \nabla f_2(x_k^2), ..., \nabla f_N(x_k^N)]
\end{align*}
\]

We can observe that the above matrices are all with dimension \(d \times N\) such that any matrix \(A\) satisfies \(\|A\|_F^2 = \sum_{i=1}^N \|a_i\|^2\), where \(a_i\) is the \(i\)-th column of the matrix \(A\). Thus, we can obtain that:

\[
\|X_k(I - Q)\|_F^2 = \sum_{i=1}^N \|x_k^i - \bar{x}_k\|^2.
\]

**Fact 1.** Define \(Q = \frac{1}{K}11^\top\). For each doubly stochastic matrix \(\Pi\), the following properties can be obtained

- \(Q\Pi = \Pi Q\);
- \((I - Q)\Pi = \Pi(I - Q)\);
- For any integer \(k \geq 1\), \(\|(I - Q)\Pi\|_\sigma \leq (\sqrt{\beta})^k\), where \(\| \cdot \|_\sigma\) is the spectrum norm of a matrix.

**Fact 2.** Let \(A_i, i \in \{1, 2, ..., N\}\) be \(N\) arbitrary real square matrices. It follows that

\[
\|\sum_{i=1}^N A_i\|_\#^2 \leq \sum_{i=1}^N \sum_{j=1}^N \|A_i\|_\# \|A_j\|_\#.
\]

The properties shown in Facts 1 and 2 have been well established and in this context, we skip the proof here. We are now ready to prove Lemma 1.

**Proof.** Since \(X_k = X_{k-1} \Pi + V_k\) we have:

\[
X_k(I - Q) = X_{k-1}(I - Q)\Pi + V_k(I - Q)
\]
Applying the above equation $k$ times we have:

$$X_k(I-Q) = X_0(I-Q)\Pi^k + \sum_{\tau=1}^{k} V_{\tau}(I-Q)\Pi^{k-\tau} X_{0}^{\tau-0} \sum_{\tau=1}^{k} V_{\tau}(I-Q)\Pi^{k-\tau}$$  \hspace{1cm} (31)$$

As $\tilde{V}_k = \beta V_{k-1} - \alpha \frac{1}{N} \sum_{i=1}^{N} \tilde{G}_{k-1}^{t}$ $V_{0}^{\tau-0} = -\alpha \frac{1}{N} \sum_{i=1}^{N} \tilde{G}_{k-1}^{t}$, we can get:

$$X_k(I-Q) = -\alpha \sum_{\tau=1}^{k} \sum_{l=0}^{\tau-1} \tilde{G}_{l} \beta^{\tau-1-l}(I-Q)\Pi^{k-\tau} = -\alpha \sum_{\tau=1}^{k} \sum_{l=1}^{\tau-1} \tilde{G}_{l} \beta^{\tau-1-l} \Pi^{k-\tau-l}(I-Q)$$  

$$- \alpha \sum_{n=1}^{k-1} \tilde{G}_n \sum_{l=n+1}^{k} \beta^{l-1-n} \Pi^{k-1-n}(I-Q) = -\alpha \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} \tilde{G}_{\tau}(I-Q)\Pi^{k-1-\tau}.$$  \hspace{1cm} (32)$$

Therefore, for $k \geq 1$, we have:

$$\mathbb{E} \left[ \left\| X_k(I-Q) \right\|_{\bar{A}}^2 \right] = \alpha^2 \mathbb{E} \left[ \left\| \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} \tilde{G}_{\tau}(I-Q)\Pi^{k-1-\tau} \right\|_{\bar{A}}^2 \right]$$

$$\leq 2\alpha^2 \mathbb{E} \left[ \left\| \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} (\tilde{G}_{\tau} - G_{\tau})(I-Q)\Pi^{k-1-\tau} \right\|_{\bar{A}}^2 \right] + 2\alpha^2 \mathbb{E} \left[ \left\| \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} G_{\tau}(I-Q)\Pi^{k-1-\tau} \right\|_{\bar{A}}^2 \right]$$  \hspace{1cm} (33)$$

(a) follows from the inequality $\|A + B\|_F^2 \leq 2\|A\|_F^2 + 2\|B\|_F^2$.

We develop upper bounds of term $I$:

$$\mathbb{E} \left[ \left\| \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} (\tilde{G}_{\tau} - G_{\tau})(I-Q)\Pi^{k-1-\tau} \right\|_{\bar{A}}^2 \right] \leq \frac{1}{(1 - \beta)^2} \sum_{\tau=0}^{k-1} \rho^{k-1-\tau} \mathbb{E} \left[ \left\| \tilde{G}_{\tau} - G_{\tau} \right\|_{\bar{A}}^2 \right] \leq \frac{1}{(1 - \beta)^2} \sum_{\tau=0}^{k-1} \rho^{k-1-\tau} N\sigma^2 \leq \frac{N\sigma^2}{(1 - \beta)^2(1 - \rho)}.$$  \hspace{1cm} (34)$$

(a) follows from Jensen inequality. (b) follows from the inequality $\left| \frac{1 - \beta^{k-\tau}}{1 - \beta} \right| \leq \frac{1}{1 - \beta}$, (c) follows from Assumption 3 and Frobenius norm. (d) follows from Assumption 4.

We then proceed to find the upper bound for term $II$.

$$\mathbb{E} \left[ \left\| \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} G_{\tau}(I-Q)\Pi^{k-1-\tau} \right\|_{\bar{A}}^2 \right] \leq \frac{1}{(1 - \beta)^2} \sum_{\tau=0}^{k-1} \sum_{\tau'=0}^{k-1} \rho^{k-1-\tau} \mathbb{E} \left[ \left\| G_{\tau} - G_{\tau'} \right\|_{\bar{A}}^2 \right] \leq \frac{1}{(1 - \beta)^2} \sum_{\tau=0}^{k-1} \sum_{\tau'=0}^{k-1} \rho^{k-1-\tau} \left( \frac{2}{(1 - \beta)^2} \mathbb{E} \left[ \left\| G_{\tau} \right\|_{\bar{A}}^2 \right] + \frac{1}{(1 - \beta)^2} \mathbb{E} \left[ \left\| G_{\tau'} \right\|_{\bar{A}}^2 \right] \right) \leq \frac{1}{(1 - \beta)^2(1 - \sqrt{\rho})} \sum_{\tau=0}^{k-1} \rho^{(k-1-\tau)} \mathbb{E} \left[ \left\| G_{\tau} \right\|_{\bar{A}}^2 \right]$$  \hspace{1cm} (35)$$
We then proceed with finding the bounds for $\mathbb{E}[\|G_r\|^2_3]$:

$$
\mathbb{E}[\|G_r\|^2_3] = \mathbb{E}[\|G_r - H_r + H_rQ + H_rQ\|^2_3] 
\leq 3\mathbb{E}[\|G_r - H_r\|^2_3] + 3\mathbb{E}[\|H_r(I - Q)\|^2_3] + 3\mathbb{E}[\|H_rQ\|^2_3] 
\leq 3N\sigma^2 + 3N\delta^2 + 3\mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2]
$$

(a) holds because $\mathbb{E}[\|H_rQ\|^2_3] \leq \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2]$

Substituting (36) in (35):

$$
\mathbb{E}\left[\left\| \sum_{\tau=0}^{k-1} \frac{1 - \beta^{k-\tau}}{1 - \beta} G_r(I - Q) \Pi^{k-1-\tau} \right\|^2_3 \right] 
\leq \frac{1}{(1 - \beta)^2(1 - \sqrt{\rho})} \sum_{\tau=0}^{k-1} \rho^{k-1-\tau} \left[ 3N\sigma^2 + 3N\delta^2 + 3\mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2] \right]
\leq \frac{3N(\sigma^2 + \delta^2)}{(1 - \beta)^2(1 - \sqrt{\rho})^2} + \frac{3N}{(1 - \beta)^2(1 - \sqrt{\rho})} \sum_{\tau=0}^{k-1} \rho^{k-1-\tau} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2]
$$

substituting (37) and (34) into the main inequality (33):

$$
\mathbb{E}\left[ \left\| X_k(I - Q) \right\|^2_3 \right] \leq \frac{2 \alpha^2 N c^2}{(1 - \beta)^2(1 - \rho)} + \frac{2 \alpha^2}{(1 - \beta)^2(1 - \sqrt{\rho})} \left( \frac{3N(\sigma^2)}{1 - \rho} + \frac{3N(\delta^2)}{1 - \sqrt{\rho}} \right) + 3N \sum_{\tau=0}^{k-1} \rho^{k-1-\tau} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2] + \frac{6N \alpha^2}{(1 - \beta)^2(1 - \sqrt{\rho})} \sum_{\tau=0}^{k-1} \rho^{k-1-\tau} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2]
$$

Summing over $k \in \{1, \ldots, K - 1\}$ and noting that $\mathbb{E}\left[ \left\| X_0(I - Q) \right\|^2_3 \right] = 0$:

$$
\sum_{k=1}^{K-1} \mathbb{E}\left[ \left\| X_k(I - Q) \right\|^2_3 \right] \leq CK + \frac{6N \alpha^2}{(1 - \beta)^2(1 - \sqrt{\rho})} \sum_{k=0}^{K-1} \left( \frac{k^2 - k - 1}{1 - \sqrt{\rho}} \right) \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2] \leq CK + \frac{6N \alpha^2}{(1 - \beta)^2(1 - \sqrt{\rho})} \sum_{k=0}^{K-1} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x^t_i)\|^2]
$$

(39)

Where $C = \frac{2 \alpha^2}{(1 - \beta)^2} \left( \frac{N \sigma^2}{1 - \rho} + \frac{3N \sigma^2}{(1 - \sqrt{\rho})^2} + \frac{3N \delta^2}{(1 - \sqrt{\rho})^2} \right)$. 

(a) follows from Fact 2. (b) follows from the inequality $xy \leq \frac{1}{2}(x^2 + y^2)$ for any two real numbers $x, y$. (c) is derived using $
\sum_{\tau=0}^{k-1} \rho^{k-1-\tau} \leq \rho^{\frac{k-1-\tau}{1-\sqrt{\rho}}}$. 
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Dividing both sides by \( N \):

\[
\sum_{k=0}^{K-1} \frac{1}{N} E \left[ \left\| X_k (I - Q) \right\|_F^2 \right] \leq \left( \frac{2\alpha^2}{(1-\beta)^2} \right) \left( \frac{\epsilon^2}{1-\rho} + \frac{3\sigma^2}{(1-\sqrt{\rho})^2} + \frac{3\delta^2}{(1-\sqrt{\rho})^2} \right) K + \left( \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})} \right) \sum_{k=0}^{K-1} E \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i) \right\|_F^2 \right] \tag{40}
\]

We immediately have:

\[
\sum_{k=0}^{K-1} \frac{1}{N} \sum_{i=1}^{N} E \left[ \left\| \bar{x}_k - x_k^i \right\|_F^2 \right] \leq \left( \frac{2\alpha^2}{(1-\beta)^2} \right) \left( \frac{\epsilon^2}{1-\rho} + \frac{3\sigma^2}{(1-\sqrt{\rho})^2} + \frac{3\delta^2}{(1-\sqrt{\rho})^2} \right) K + \left( \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})} \right) \sum_{k=0}^{K-1} E \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i) \right\|_F^2 \right] \tag{41}
\]

A.2. Proof for Theorem 1

\textbf{Proof.} Using the smoothness properties for \( F \) we have:

\[
E[F(\bar{z}_{k+1})] \leq E[F(\bar{z}_k)] + E[(\nabla F(\bar{z}_k), \bar{z}_{k+1} - \bar{z}_k)] + \frac{L}{2} E[\|\bar{z}_{k+1} - \bar{z}_k\|^2] \tag{42}
\]

Using Lemma 3 we have:

\[
E[(\nabla F(\bar{z}_k), \bar{z}_{k+1} - \bar{z}_k)] = \frac{-\alpha}{1-\beta} E[(\nabla F(\bar{z}_k), \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i)] = \left[ -\alpha \frac{1}{1-\beta} E[(\nabla F(\bar{z}_k), \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i)] - \frac{\alpha}{1-\beta} E[(\nabla F(\bar{x}_k), \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i)] \right] \tag{43}
\]

We proceed by analysing (I):

\[
\frac{-\alpha}{1-\beta} E[(\nabla F(\bar{z}_k) - \nabla F(\bar{x}_k), \frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i)] \leq \left( \frac{1-\beta}{2\beta L} \right) E[\|\nabla F(\bar{z}_k) - \nabla F(\bar{x}_k)\|^2] + \frac{\beta L\alpha^2}{2(1-\rho)^2} E[\|\frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i\|^2] \leq \left( \frac{1-\beta}{2\beta L} \right) E[\|\bar{z}_k - \bar{x}_k\|^2] + \frac{\beta L\alpha^2}{2(1-\beta)^2} E[\|\frac{1}{N} \sum_{i=1}^{N} \tilde{g}_k^i\|^2] \tag{44}
\]
For term (II) we have:

$$
\langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_i \nabla F - \bar{g}_k \nabla F) \rangle = \langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_i) \rangle + \langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_k) \rangle
$$

(45)

We first analyse (**):

$$
\frac{-\alpha}{(1-\beta)} \mathbb{E}[\langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_i - \bar{g}_k) \rangle] \leq \frac{(1-\beta)\alpha^2}{2L} \mathbb{E}[\|\nabla F(x_k)\|^2] + \frac{\beta L}{2(1-\beta)^3} \mathbb{E}[\| \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_k - \bar{g}_i) \|^2]
$$

(46)

This holds as $\langle a, b \rangle \leq \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2$ where $a = \frac{-\alpha \sqrt{1-\beta}}{2L} \nabla F(x_k)$ and $b = -\frac{\sqrt{1-\beta}}{2} \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_i - \bar{g}_k)$.

Analysing (**):

$$
\mathbb{E}\left[\langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} \bar{g}_i \rangle \right] = \mathbb{E}\left[\langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k) \rangle \right]
$$

(47)

The above equality holds because $x_k$ and $x_k'\hat{\zeta}$ are determined by $\zeta_{k-1} = [\zeta_0, \ldots, \zeta_{k-1}]$ which is independent of $\zeta_k$, and $\mathbb{E}[g_k | \zeta_{k-1}] = \mathbb{E}[g_k'] = \nabla f_i(x_k')$. With the aid of the equity $\langle a, b \rangle = \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2 - \frac{1}{2} \|a - b\|^2$, we have:

$$
\langle \nabla F(x_k), \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k') \rangle = \frac{\|\nabla F(x_k)\|^2}{2} + \frac{\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k') \|^2}{2} - \frac{\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k) \|^2}{2}
$$

(48)

(a) follows because $\| \nabla F(x_k) - \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k) \|^2 = \frac{1}{N} \sum_{i=1}^{N} \| \nabla f_i(x_k) \|^2 - \frac{1}{N} \sum_{i=1}^{N} \| \nabla f_i(x_k') \|^2 \leq \frac{1}{N} \sum_{i=1}^{N} \| \nabla f_i(x_k) - \nabla f_i(x_k') \|^2$. Substituting (48) into (47) and (46), (47) into (45) and (44), (45) into (43):

$$
\mathbb{E}[\|F(z_{k+1} - \tilde{z}_k) \|^2] \leq \frac{(1-\beta)L}{2\beta} \mathbb{E}[\|\bar{z}_k - x_k\|^2] + \frac{\beta L \alpha^2}{2(1-\beta)^3} \mathbb{E}[\| \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_k) \|^2] + \left( \frac{(1-\beta)\alpha^2}{2\beta L} - \frac{\alpha}{2(1-\beta)} \right)
$$

$$
\mathbb{E}[\|F(x_k)\|^2] - \frac{\alpha}{2(1-\beta)} \mathbb{E}[\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k') \|^2] + \frac{\beta L}{2(1-\beta)^3} \mathbb{E}[\| \frac{1}{N} \sum_{i=1}^{N} (\bar{g}_k - \bar{g}_i) \|^2] + \frac{\alpha L^2}{2(1-\beta)} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[\| \bar{z}_k - x_k' \|^2]
$$

(49)

Lemma 3 states that:

$$
\mathbb{E}[\|\bar{z}_k - z_{k+1}\|^2] = \frac{\alpha^2}{(1-\beta)^2} \mathbb{E}[\| \frac{1}{N} \sum_{i=1}^{N} \bar{g}_k \|^2].
$$

(50)
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Substituting (49), (50) in (42):

$$
\begin{align*}
\mathbb{E}[F(z_{k+1})] & \leq \mathbb{E}[F(z_k)] + \frac{(1 - \beta)L}{2\beta} \mathbb{E}[\|z_k - \bar{x}_k\|^2] + \frac{\beta L\sigma^2}{2(1 - \beta)^3} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} (\tilde{g}_k^i) - g_k\|^2] + \left(\frac{(1 - \beta)\sigma^2}{2\beta L} - \frac{\alpha}{2(1 - \beta)}\right) \\
\mathbb{E}[\|\nabla F(z_k)\|^2] & - \frac{\alpha}{2(1 - \beta)} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i)\|^2] + \frac{\beta L}{2(1 - \beta)^3} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} (\tilde{g}_k^i - g_k^i)\|^2] + \\
\frac{\alpha L^2}{2(1 - \beta)} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i)\|^2] + \frac{\alpha^2}{(1 - \beta)^2} \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} g_k^i\|^2].
\end{align*}
$$

(51)

Rearranging the terms and dividing by $C_1 = \frac{\alpha}{2(1 - \beta)} - \frac{\frac{(1 - \beta)\sigma^2}{2\beta L}}{2(1 - \beta)}$ to find the bound for $\mathbb{E}[\|\nabla F(\bar{x}_k)\|^2]$:

$$
\begin{align*}
\mathbb{E}[\|\nabla F(z_k)\|^2] \leq \frac{1}{C_1} \left(\mathbb{E}[F(z_0)] - \mathbb{E}[F(z_{k+1})]\right) + C_2 \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} (g_k^i)\|^2] + C_3 \mathbb{E}[\|\bar{x}_k - \bar{x}_k\|^2] \\
- C_6 \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i)\|^2] + C_4 \mathbb{E}[\|\frac{1}{N} \sum_{i=1}^{N} (g_k^i - g_k^i)\|^2] + C_5 \sum_{i=1}^{N} \mathbb{E}[\|\bar{x}_k - x_k^i\|^2]
\end{align*}
$$

(52)

Where $C_2 = \frac{(\frac{(1 - \beta)\sigma^2}{2\beta L})}{2(1 - \beta)}$, $C_3 = \frac{(\frac{(1 - \beta)\sigma^2}{2\beta L})}{2(1 - \beta)}$, $C_4 = \frac{(\frac{\beta L}{2(1 - \beta)^3})}{2(1 - \beta)}$, $C_5 = \frac{(\frac{\beta L}{2(1 - \beta)^3})}{2(1 - \beta)}$, $C_6 = \frac{(\frac{\beta L}{2(1 - \beta)^3})}{2(1 - \beta)}$.

Summing over $k \in \{0, 1, \ldots, K - 1\}$:

$$
\begin{align*}
\sum_{k=0}^{K-1} \mathbb{E} \left[\|\nabla F(z_k)\|^2\right] & \leq \frac{1}{C_1} \left(\mathbb{E}[F(z_0)] - \mathbb{E}[F(z_{k+1})]\right) - C_6 \sum_{k=0}^{k-1} \mathbb{E} \left[\left\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i)\right\|^2\right] + C_2 \sum_{k=0}^{k-1} \mathbb{E} \left[\left\|\frac{1}{N} \sum_{i=1}^{N} g_k^i\right\|^2\right] \\
+ C_3 \sum_{k=0}^{k-1} \mathbb{E} \left[\|\bar{x}_k - \bar{x}_k\|^2\right] + C_4 \sum_{k=0}^{k-1} \mathbb{E} \left[\left\|\frac{1}{N} \sum_{i=1}^{N} (g_k^i - g_k^i)\right\|^2\right] + C_5 \sum_{k=0}^{k-1} \sum_{l=1}^{N} \mathbb{E} \left[\|\bar{x}_k - x_k^l\|^2\right]
\end{align*}
$$

(53)

Substituting Lemma 1, Lemma 2, and Lemma 4 and Assumption 3 into the above equation we have:

$$
\begin{align*}
\sum_{k=0}^{K-1} \mathbb{E} \left[\|\nabla F(z_k)\|^2\right] & \leq \frac{1}{C_1} \left(\mathbb{E}[F(z_0)] - \mathbb{E}[F(z_{k+1})]\right) - \left(C_6 - C_5 \frac{6\sigma^2}{(1 - \beta)(1 - \sqrt{\bar{\rho}})} - 2C_2 - 2C_3 \frac{\alpha^2\beta^2}{(1 - \beta)^4}\right) \\
\sum_{k=0}^{k-1} \left[\mathbb{E} \left[\left\|\frac{1}{N} \sum_{i=1}^{N} \nabla f_i(x_k^i)\right\|^2\right]\right] & + \left(C_2 + C_3 \frac{\alpha^2\beta}{(1 - \beta)^4}\right) \left(\frac{2\sigma^2}{N} + 2\epsilon^2\right) K + C_4 \alpha^2 K + C_5 \frac{2\alpha^2}{(1 - \beta)^2} \left(\frac{\epsilon^2}{1 - \bar{\rho}} + \frac{3\sigma^2}{(1 - \sqrt{\bar{\rho}})^2}\right) K
\end{align*}
$$

(54)

Dividing both sides by $K$:

$$
\begin{align*}
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[\|\nabla F(z_k)\|^2\right] & \leq \frac{1}{C_1 K} \left(F(z_0) - F^*\right) + \left(C_2 + C_3 \frac{\alpha^2\beta}{(1 - \beta)^4}\right) \left(\frac{2\sigma^2}{N} + 2\epsilon^2\right) + C_4 \epsilon^2 + \\
C_5 \frac{2\alpha^2}{(1 - \beta)^2} \left(\frac{\epsilon^2}{1 - \bar{\rho}} + \frac{3\sigma^2}{(1 - \sqrt{\bar{\rho}})^2} + \frac{3\delta^2}{(1 - \sqrt{\bar{\rho}})^2}\right) K
\end{align*}
$$

(55)
The above follows from the fact that \( z_0 = x_0 \) and 
\[
(C_6 - C_5 \frac{6\alpha^2}{(1-\beta)(1-\sqrt{\rho})} - 2C_2 - 2C_3 \frac{\alpha^2\beta^2}{(1-\beta)^2}) \geq 0.
\]

Therefore we have :
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| \nabla F(x_k) \|^2 \right] \leq \frac{1}{C_1 K} (F(x_0) - F^*) + \left( 2C_2 + C_3 \frac{\alpha^2\beta}{(1-\beta)^4} + C_4 + C_5 \frac{2\alpha^2}{(1-\beta)^2(1-\rho)} \right) \epsilon^2 + \left( \frac{2}{N} \left( C_2 + C_3 \frac{\alpha^2\beta}{(1-\beta)^4} \right) + C_5 \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})^2} \right) \sigma^2 + C_5 \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})^2} \delta^2.
\]

(A.3) Discussion on the Step Size

Recalling the conditions for the step size \( \alpha \) in Theorem 1,
\[
1 - \frac{6\alpha^2 L^2}{(1-\beta)(1-\sqrt{\rho})^2} - \frac{4L\alpha}{(1-\beta)^2} \geq 0.
\]

Solving the last inequality, combining the fact that \( \alpha > 0 \), we have then the specific form of \( \alpha^* \)
\[
\alpha^* = \frac{(1-\sqrt{\rho})\sqrt{16(1-\sqrt{\rho})^2 + 24(1-\beta)^3} - 4(1-\sqrt{\rho})^2}{12L(1-\beta)}.
\]

Therefore, if the step size \( \alpha \) is defined as
\[
\alpha \leq \min \left\{ \beta L, \frac{(1-\sqrt{\rho})\sqrt{16(1-\sqrt{\rho})^2 + 24(1-\beta)^3} - 4(1-\sqrt{\rho})^2}{12L(1-\beta)} \right\},
\]
Eq. 56 naturally holds true.

(A.4) Proof for Corollary 1

Proof. According to Eq. 56, on the right hand side, there are four terms with different coefficients with respect to the step size \( \alpha \). We separately investigate each term in the following. As \( C_1 = \mathcal{O}(\sqrt{\frac{N}{K}}) \). Therefore,
\[
\frac{F(x_0) - F^*}{C_1 K} = \mathcal{O}(\frac{1}{\sqrt{NK}}).
\]

While for the second term, we have
\[
C_2 = \mathcal{O}(\sqrt{\frac{N}{K}}), C_3 = \mathcal{O}(\sqrt{\frac{K}{N}}), C_4 = \mathcal{O}(\sqrt{\frac{K}{N}}), C_5 = \mathcal{O}(1),
\]
such that
\[
2C_2 \epsilon^2 = \mathcal{O}(\sqrt{\frac{N}{K^{1.5}}}), C_3 \frac{\alpha^2\beta}{(1-\beta)^4} \epsilon^2 = \mathcal{O}(\sqrt{\frac{N}{K^{1.5}}}), C_4 \epsilon^2 = \mathcal{O}(\frac{1}{\sqrt{NK}}), C_5 \frac{2\alpha^2}{(1-\beta)^2(1-\rho)} \epsilon^2 = \mathcal{O}(\frac{N}{K^2}).
\]

Similarly, we can obtain for the third term and the last term,
\[
\frac{2}{N} \left( C_2 + C_3 \frac{\alpha^2\beta}{(1-\beta)^4} \right) \sigma^2 = \mathcal{O}(\frac{1}{\sqrt{NK}}), C_5 \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})^2} \sigma^2 = \mathcal{O}(\frac{N}{K}),
\]
and
\[
C_5 \frac{6\alpha^2}{(1-\beta)^2(1-\sqrt{\rho})^2} \delta^2 = \mathcal{O}(\frac{N}{K}).
\]

Hence, By omitting the constant \( N \) in this context, there exists a constant \( C > 0 \) such that the overall convergence rate is as follows:
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| \nabla F(x_k) \|^2 \right] \leq C \left( \frac{1}{\sqrt{NK}} + \frac{1}{K} + \frac{1}{K^{1.5}} + \frac{1}{K^2} \right),
\]
which suggests when \( N \) is fixed and \( K \) is sufficiently large, CGA enables the convergence rate of \( \mathcal{O}(\frac{1}{\sqrt{NK}}) \). \qed
A.5. Additional CIFAR-10 Results

In this section, we provide more experimental results for CIFAR10 dataset trained using a CNN architecture and more complex VGG11 model architecture:

**Additional CIFAR10 results trained using CNN:**

We start by providing the corresponding accuracy plots for Figure 2 in the main paper:

![Figure 5. Average training and validation accuracy for (a) CGA method on IID (b) CGA method on non-IID data distributions (c) different methods on non-IID data distributions for training 5 agents using CNN model architecture](image)

Based on Figure 5(a), (b) CGA achieves a high accuracy for different graph topologies when learning from both IID and non-IID data distributions. However other methods i.e. DPMSGD suffer from maintaining the high accuracy when learning from non-IID data distributions. The adverse effect of non-IIDness in the data can be more elaborated upon by looking at Figure 7. Comparing (a) with (b) and (c) with (d) we can see that although the migration from IID to non-IID affects all the methods, CGA suffers less than other methods for different combinations of graph topology and graph type. The same observation can be made by looking at Figure 8 which shows the accuracy obtained for different methods w.r.t the graph type.

While Figure 2(a) harps on the phenomenon of faster convergence with sparser graph topology which is an observation that have been made by earlier research works in Federated Learning (McMahan et al., 2017) by reducing the client fraction which makes the mixing matrix sparser and decentralized learning (Jiang et al., 2017). However, as Figure 6(a) shows, by training for more epochs, all converge to similar loss values. Figure 6 shows that the loss value associated with the
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consensus model is very close to the loss values corresponding to all other agents which means the projected gradient using QP is capturing the correct direction.

Figure 7. Average testing accuracy for different methods w.r.t the number of learning agents learning from (a) IID data distributions for Ring graph topology (b) non-IID data distributions for Ring graph topology (c) IID data distributions for Bipartite graph topology (d) non-IID data distributions for Bipartite graph topology

Figure 8. Average testing accuracy for different methods w.r.t the graph topology learning from (a) IID data distributions learning from 10 agents (b) non-IID data distributions learning from 10 agents (c) IID data distributions learning from 40 agents (d) non-IID data distributions learning from 40 agents

CIFAR10 with VGG11:

We now extend our experimental analysis by using a more complex model architecture (e.g. VGG11) for CIFAR10 dataset. Tables 4 and 5 summarize the performance of CGA compared to other methods. Similar to CNN model architecture, CGA can maintain the performance when migrating from IID to non-IID data distributions. However, we observe that as VGG11 model is much more complex than CNN, all the methods suffer from an increase in the number of learning agents and complexity of graph topology.

A.6. MNIST Results

Same as what we did for CIFAR-10, we are comparing different methods performance on MNIST dataset. The results are summarized in Tables 6 and 7. Although the accuracies are generally high when learning from MNIST dataset, and most of the methods work in most of the settings, we can see that although CGA can maintain the model performance while learning from non-IID data, DPMSGD, SGP and SwarmSGD suffer from non-IIDness in the data specially when the number of agents and the graph topology combinations become more complex.
### Table 4. Model Accuracy Comparison for training CIFAR10 using VGG11 with IID data distribution

| Model   | Fully-connected | Ring       | Bipartite  |
|---------|-----------------|------------|------------|
| DPMSGD  | 67.8% (5)       | 61.9% (5)  | 61.0% (5)  |
|         | 60.8% (10)      | 60.5% (10) | 60.7% (10) |
|         | 59.8% (40)      | 60.1% (40) | 60.1% (40) |
| SGP     | 72.5% (5)       | 72.0% (5)  | 71.1% (5)  |
|         | 70.3% (10)      | 42.8% (10) | 70.2% (10) |
|         | 41.1% (40)      | 41.6% (40) | 41.5% (40) |
| SwarmSGD| 75.8% (5)       | 73.1% (5)  | 78.3% (5)  |
|         | 71.5% (10)      | 71.4% (10) | 70.1% (10) |
|         | 21.8% (40)      | 20.6% (40) | 20.3% (40) |
| CGA (ours) | 81.1% (5)     | 81.8% (5)  | 81.5% (5)  |
|         | 68.8% (10)      | 68.3% (10) | 68.2% (10) |
|         | 21.9% (40)      | 18.5% (40) | 20.3% (40) |

### Table 5. Model Accuracy Comparison for training CIFAR10 with non-IID data distribution using VGG11

| Model   | Fully-connected | Ring       | Bipartite  |
|---------|-----------------|------------|------------|
| DPMSGD  | Diverges (5)    | Diverges (5)| Diverges (5)|
|         | Diverges (10)   | Diverges (10)| 10% (10)   |
|         | 12% (40)        | Diverges (40)| 10.7% (40) |
| SGP     | 20.4% (5)       | 20.8% (5)  | 20.3% (5)  |
|         | 10.1% (10)      | 10.0% (10) | Diverges (10)|
|         | Diverges (40)   | 10.0% (40) | 10.1% (40) |
| SwarmSGD| 19.4% (5)       | 19.9% (5)  | 20.2% (5)  |
|         | 10.0% (10)      | Diverges (10)| Diverges (10)|
|         | 9.9% (40)       | 10.2% (40) | 10% (40)   |
| CGA (ours) | 74.6% (5)     | 75.8% (5)  | 77.5% (5)  |
|         | 69.8% (10)      | 38.9% (10) | 18.7% (10) |
|         | 12.8% (40)      | 20.5% (40) | 23.6% (40) |

### Table 6. Model Accuracy Comparison for training MNIST using CNN with IID data distribution

| Model   | Fully-connected | Ring       | Bipartite  |
|---------|-----------------|------------|------------|
| DPSGD   | 98.8% (5)       | 98.8% (5)  | 98.8% (5)  |
|         | 98.6% (10)      | 98.5% (10) | 98.5% (10) |
|         | 96.9% (40)      | 96.8% (40) | 96.8% (40) |
| SGP     | 96.2% (5)       | 96.3% (5)  | 96.2% (5)  |
|         | 93.2% (10)      | 93.2% (10) | 93.2% (10) |
|         | 71.4% (40)      | 71.4% (40) | 71.4% (40) |
| SwarmSGD| 98.4% (5)       | 98.4% (5)  | 98.5% (5)  |
|         | 96.1% (10)      | 96.1% (10) | 96.0% (10) |
|         | 38.3% (40)      | 38.3% (40) | 39.7% (40) |
| CGA (ours) | 98.6% (5)     | 98.7% (5)  | 98.7% (5)  |
|         | 98.2% (10)      | 98.3% (10) | 98.6% (10) |
|         | 94.7% (40)      | 95.5% (40) | 96.8% (40) |
### Table 7. Model Accuracy Comparison for training MNIST with non-IID data distribution using CNN

| Model       | Fully-connected | Ring     | Bipartite |
|-------------|-----------------|----------|-----------|
| DPSGD       | 98.3% (5)       | 98.2% (5) | 98.2% (5) |
|             | 87.1% (10)      | 74.5% (10)| 70.9% (10)|
|             | 85.3% (40)      | 72.5% (40)| 34.3% (40)|
| SGP         | 95.9% (5)       | 96.0% (5) | 95.9% (5) |
|             | 92.7% (10)      | 91.3% (10)| 90.2% (10)|
|             | 71.2% (40)      | 74.6% (40)| 62.2% (40)|
| SwarmSGD    | 98.2% (5)       | 98.1% (5) | 98.2% (5) |
|             | 93.2% (10)      | 90.9% (10)| 91.4% (10)|
|             | 24.8% (40)      | 33.5% (40)| 18.3% (40)|
| CGA (ours)  | **98.6% (5)**   | **98.5% (5)** | **98.5% (5)** |
|             | **98.2% (10)** | **96.2% (10)** | **96.2% (10)** |
|             | **94.1% (40)** | **91.6% (40)** | **91.8% (40)** |