Enhance Document Contextual Using Attention-LSTM to Eliminate Sparse Data Matrix for E-Commerce Recommender System
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Abstract—E-commerce has been the most important service in the last two decades. E-commerce services influence the growth of the economic impact worldwide. A recommender system is an essential mechanism for calculating product information for e-commerce users. The success of recommender system adoption influences the target revenue of an e-commerce company. Collaborative filtering (CF) is the most popular algorithm for creating a recommender system. CF applied a matrix factorization mechanism to calculate the relationship between user and product using rating variable as intersection value between user and product. However, the number of ratings is very sparse, where the number of ratings is less than 4%. Product Document is the product side information representation. The document aims to advance the effectiveness of matrix factorization performance. This research considers the enhancement of document context using LSTM with an attention mechanism to capture a contextual understanding of product review and incorporate matrix factorization based on probabilistic matrix factorization (PMF) to produce rating prediction. This study employs a real dataset using MovieLens dataset ML.1M and Amazon information video (AIV) to observe our ATT-PMF model. MovieLens dataset represents of number sparse rating that only contains below 4% (ML.1M). Our experiment report shows that ATT-PMF outperforms more than 2% on average than previous work. Moreover, our model is also suitable to implement on huge datasets. For further research, enhancement of product document context will be a good factor in eliminating sparse data problems in big data problems.
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I. INTRODUCTION

E-commerce is the most popular application to provide online transactions on the internet, and E-commerce influences a high impact on the growth of global economic enhancement. In everyday life, we cannot escape from online transactions such as newspapers to read, videos to watch, food to deliver, games to play, and many friends to confirm. That means, in every life, we need online transactions [1].

E-commerce services require a mechanism to serve essential product information to customer or buyer candidates. This engine is responsible for famous computing information, called the recommender system. A recommender system is an automatic engine to calculate product fit information for a customer. The successful adoption of the recommender system influences target marketing value. A recommender system is a very important tool to achieve business revenue for an e-commerce company.

There are four recommender system algorithm model classifications to build e-commerce: collaborative filtering, content-based, knowledge-based, and demographic-based filtering. According to the literature [2]–[5], collaborative filtering is the most effective algorithm for product recommendation. Collaborative filtering uses user behavior activity records in the past, especially rating information, and rating is an expression of satisfied representation about a service or product. Therefore, collaborative filtering is more useful than another algorithm, such as content-based, that considers characteristic product calculation.

The early collaborative filtering model depended on a memory-based algorithm and a popular nearest neighbor. The memory-based algorithm is a very simple model to calculate product recommendations, and they no need data training and no need to develop a complex algorithm. Memory-based is suitable for a simple model, small dataset, and no greater number of transactions. However, memory-based have
shortcomings when applying new additional data dan massive datasets. Another essential drawback of memory-based is that they cannot be integrated with other information such as user information or item information representation. An example of a product recommendation presentation can be seen in Fig. 1 below.

Fig. 1 E-commerce for online movie market from Netflix

It is a unique competition that belongs to the Netflix corporation. They will give the winner 6 million dollars for those who successfully achieve more than 10% over existing Netflix engine performance. Most academicians, experts, and researchers consider applying another collaborative filtering model based on a latent factor famously called matrix factorization, even though latent factors were developed in early 2000 by Sarwar [6]. The latent factor model uses singular value decomposition (SVD) that employs low rank dimensional. The advantage of the matrix factorization model is that it can be integrated with other information, including the product's or user's side information. The application of latent factor of matrix factorization has become popular in the Netflix competition aims to reach effectiveness level in producing rating prediction.

The fundamental problem of applying matrix factorization in sparse rating datasets has been raised. The sparse level rises when the number of ratings is minimal in the level below 4% or an extreme sparse level below 1%. The effectiveness of rating prediction using latent factors degrades significantly when applied to sparse rating. Figure 1 below illustrates unrating products causes sparse data. It impacts product information for customers inaccurately and has become a major problem in collaborative filtering issues. Most researchers involve product side information, specifically product document information such as product description, product information, and product testimony [7]–[9].

The adoption of product document to increase the effectiveness of the latent factor model have been popular in the recent decade [10]. The majority of them consider reaching a contextual understanding of the document. Several strategies capture document understanding, such as [11]. This model implements TF-IDF and a statistical model to calculate and interpret document representation called bag of the word (BOW). This algorithm successfully increased the latent factor model based on probabilistic matrix factorization (PMF). PMF is the enhancement of the SVD model that considers probabilistic mechanisms based on gaussian normal distribution [12].

Adopting traditional natural language processing in latent factor (matrix factorization) has enhanced collaborative filtering. However, the traditional NLP faced the essential shortcoming in capturing understanding in context. An expert in NLP said that the contextual understanding of phrases could be reached by considering word order and subtle words; for example, "the cat chases the mouse" is a normal situation, while "the mouse chase the cat" is an abnormal condition. According to the bag of word mechanism, both phrases are similar in the meaning of text [13].

Some algorithms integrate product documents and user information into matrix factorization models such as PMF [14]–[17]. According to the experiment report, their deep learning model performs better than the traditional latent factor approach. A deep learning framework was adopted in the last five years. Deep learning enhances performance in several computer science applications such as image processing, voice recognizing, and natural language processing. Several researchers have implemented a deep learning model in recommender system—enhancement of matrix factorization based on PMF using auto encoder to calculate product document [18]. A similar model was proposed to advance SVD model [19].

The advance of the collaborative filtering model using CNN was proposed by Kim [20]. Their model, called ConvMF achieves better performance than previous work based on the autoencoder. The improvement of CNN on this model is due to the dimensional reduction mechanism to capture product document understanding. Unlike previous work, they consider word order and subtle words to interpret product documents. Like Kim, another word order mechanism proposed by Hanafi [21] by sequential aspect mechanism where adoption of sequential mechanism achieves more useful over-dimensional reduction based on CNN. Table 1 represents the state-of-the-art collaborative filtering algorithm by enhancing document of product understanding.

| Ref. | Collaborative filtering algorithm model |
|------|----------------------------------------|
| [11] | BOW: Collaborative filtering model using PMF and TF-IDF to capture document understanding of product review document. |
| [14] | LDA: Collaborative filtering using PMF and integrated with a statistical approach to interpreted product review document. |
| [15] | CTR: Collaborative filtering using PMF integrated with topic modeling to interpret product review documents. |

Fig. 2 Unrating product cause sparse data; it has an impact on inaccurate product recommendation
Capturing contextual understanding of product review becomes an important aspect. In recent five years, several algorithm models have obtained some research, such as word embedding based on word2vec, Fastest, glove and so on. In recent years, several models have been using bidirectional word vector representation.

According to the above explanation, in the early decade, the traditional NLP model became famous for integrating document representation into latent factor models such as BOW, LDA, and CTR. However, in recent five years, some researchers have involved deep learning models in enhancing document contextual understanding, such as CDL, CNN, LSTM, and Attention model. All of them employ a latent factor model based on PMF that aims to improve rating prediction effectiveness. Different from previous work where Attention mechanisms have no adoption in sequential aspect in LSTM. Therefore, this study is expected to contribute to generating a contextual understanding of product documents using sequential to the sequential aspect, which integrated Attention and LSTM. Thus, this study combines Attention-LSTM into traditional latent factors based on PMF to enhance the effectiveness of rating prediction in large datasets.

II. MATERIALS AND METHOD

A. Probabilistic Matric Factorization (PMF)

PMF is a very popular latent factor model for producing rating predictions. Many researchers consider to adoption PMF in many research and application for a recommendation. PMF is an advanced version of SVD. The essential work mechanism can be explained as follows: \( M \) represents a movie, and \( N \) represents the user. While a rating value represents integer from 1 to \( k \), \( R_{ij} \) represents user \( i \) with movie \( j \). While \( U \in R^{D	imes N}, V \in R^{D	imes M} \). Then, \( U \) and \( V \) represent the user and movie latent factors. Aim to calculate rating prediction can be computed by \( R_{ij} = U_i^T V_j \). PMF is SVD version with Gaussian normal distribution approach. The vector representation of a user and movie resulted from the distribution with rating correspondent, where the distribution mechanism can be computed with equation 1 as follows:

\[
p(R_{ij}|U_i, V_j, \sigma^2) = N(R_{ij}|U_i^T V_j, \sigma^2) \tag{1}
\]

A mechanism to transform the latent vector of the item, the PMF model considers applying a zero-mean spherical gaussian prior that can be calculated with equation 2 as follows:

\[
p(V|\sigma^2_j) = \prod_{i=1}^{M} N(V_j|0, \sigma_j^2) \tag{2}
\]

While a mechanism to transform the latent vector of the item, the PMF model considers applying a zero-mean spherical gaussian prior that can be calculated with equation 3 as follows:

\[
p(U|\sigma^2_i) = \prod_{i=1}^{N} N(U_i|0, \sigma_i^2) \tag{3}
\]

B. Capturing Document Contextual with LSTM and Attention Mechanism

1) LSTM

RNNs, or recurrent neural networks, are artificial neural networks in which the data from the previous step is used as input for the following step. The main problem with RNNs, on the other hand, is the occurrence of gradient vanishing and exploding problems during back-propagation. For this reason, Hochreiter and Schmid Huber [24] developed the Long Short-Term Memory (LSTM) in 1997 as a solution to the problem. A modified version of recurrent neural networks, Long Short-Term Memory (LSTM) networks, can learn information from earlier time steps and apply it to subsequent time steps. Cell states, as opposed to the conventional feed-forward neural networks, are used to channel data as it flows through the LSTM network. LSTMs are capable of selectively remembering and forgetting information in this manner. As a result, its gating mechanism allowed RNNs to overcome the "short-term memory" problem. LSTM units are composed of a cell, an input gate, an output gate, and a forget gate, the last gate in the chain. The cell retains data over a random period, and the three gates continuously regulate the flow of information into and out of the cell.

LSTM is a sub-class of neural network and categorical feed-forward neural network. One advantage of the LSTM approach is considering connecting the past information section and the current section process. According to the context of NLP, this is an essential aspect of capturing a contextual understanding of phrases in a document. The LSTM consists of several hidden stages related to the input layer, output layer, the hidden state, and prior process. The advantage of LSTM is to initiate sequential aspects due to some critical calculation stages in the hidden stage. The detailed algorithm of the LSTM model can be seen on Fig 3 as follow:

![Fig 3 Basic mechanism work of LSTM [24]](image)
Multiple attention weights are calculated for each of the inputs because not all can be used in generating the corresponding output. Hence, the attention mechanism calculates multiple attention weights. The weighted sum of the annotations is used to create the context vector $C_i$ for the output result $y_i$.

$$C_i = \sum_{j=1}^{T_f} a_{ij} h_j$$ (7)

The attention weights are calculated by normalizing the result of a feed-forward neural network explained by the function that catch aligning among input at $j$ with result at $i$.

In the following equation, a softmax function is used to compute the weights $a_{ij}$.

$$a_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{T_f} \exp(e_{ik})}$$ (5)

$$e_{ij} = a(s_{t-1}, h_j)$$ (6)

$e_{ij}$ is the result value of a feed-forward neural network explained by the function $a$ that tried to catch the aligning among input at $j$ and the final result at $i$.

### C. Hybridization Attention-LSTM and PMF

Following the attention-LSTM work, applying regression algorithms such as rating prediction in a recommender system based on a collaborative filtering model is unsuitable. The output of the hybrid model between attention and LSTM in a two-dimensional vector representation is not applicable to be implemented to predict the rating directly. The hybridization approach with matrix factorization as a latent factor model is needed to address the essential problem above to produce rating prediction tasks, such as PMF, non-negative matrix factorization (NMF), and SVD. The completion of our proposed model can be seen in Figure 5, including MovieLens and Amazon datasets, document pre-processing of product review, user pre-processing, mechanism of hybridization process, integrating of matrix factorization model, and evaluation result using RMSE.

$$i \text{, } f, \text{, } o \text{, } g$$

$$c_t = c_{t-1} - O f + g o i$$

$$s_t = \tanh(c_t) - O_o g o i$$ (4)

---

The attention weights are calculated by normalizing the result of a feed-forward neural network explained by the function that catch aligning among input at $j$ with result at $i$. In the following equation, a softmax function is used to compute the weights $a_{ij}$.

$$a_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{T_f} \exp(e_{ik})}$$ (5)

$$e_{ij} = a(s_{t-1}, h_j)$$ (6)

$e_{ij}$ is the result value of a feed-forward neural network explained by the function $a$ that tried to catch the aligning among input at $j$ and the final result at $i$.

### C. Hybridization Attention-LSTM and PMF

Following the attention-LSTM work, applying regression algorithms such as rating prediction in a recommender system based on a collaborative filtering model is unsuitable. The output of the hybrid model between attention and LSTM in a two-dimensional vector representation is not applicable to be implemented to predict the rating directly. The hybridization approach with matrix factorization as a latent factor model is needed to address the essential problem above to produce rating prediction tasks, such as PMF, non-negative matrix factorization (NMF), and SVD. The completion of our proposed model can be seen in Figure 5, including MovieLens and Amazon datasets, document pre-processing of product review, user pre-processing, mechanism of hybridization process, integrating of matrix factorization model, and evaluation result using RMSE.
PMF oversees computing the relationship between the factor of user's latent model and the factor of the product's latent space, which strengthens the user and related item. For instance, $N$ as a symbol of the user and $M$ as a symbol of the item, the strategy to compute the rating score is $R \in \mathbb{R}^{N \times M}$, while the formula to compute user representation is $U \in \mathbb{R}^{K \times N}$ and item representation can be computed by $V \in \mathbb{R}^{K \times M}$, then the table of products can be calculated by $U^T V$. Following to probabilistic perspective, the normal distribution can be computed by:

$$p(R|U, V, \sigma^2) = \prod_{i=1}^{N} \prod_{j=1}^{M} N(R_{ij}|U_j^T V_i, \sigma^2)$$  \hspace{1cm} (8)

Where:
- $\mu$: mean of the total population
- $\sigma^2$: variance score
- $I_{ij}$: an indicator mechanism to produce latent user model

1) **User latent vector representation**

MovieLens collects user information representations that only contain user information representation and rating of the product information. The user latent model territory employs a zero mean spherical Gaussian prior by incorporating the user data variance value $\sigma^2$ with the formula is as follows:

$$p(U|\sigma^2) = \prod_{i=1}^{N} N(U_i|0, \sigma^2 I)$$  \hspace{1cm} (9)

2) **Item latent vector representation**

Item document information representation is collected from AIV in the form of AIV item review. A product document 2D vector 50 is obtained after a series of processes based on the LSTM mechanism. From a probabilistic standpoint, the latent item model is given by:

$$p(V|W, X, \sigma^2_W) = \prod_{i}^{M} N(v_i|\text{attention}_lstm(W, X), \sigma^2_W I)$$  \hspace{1cm} (10)
While variable \( v_j \) as item representation that is produced by attention and LSTM framework. It can be obtained by:

\[
v_j = \text{attention}_\text{lstm}(W, X_j) + \epsilon_j \tag{11}\]

3) Optimizing model and producing rating prediction mechanism

This is the last process consisting of 3 essential steps. When calculating an unknown quantity, the MAP statistic comes in handy. It is like the posterior distribution in terms of optimization and learning. To be more specific, it seeks to optimize the learning variable while considering the MAP optimization and learning. To be more specific, it seeks to optimize the learning variable while considering the MAP optimization and learning. To be more specific, it seeks to optimize the learning variable while considering the MAP optimization and learning. To be more specific, it seeks to optimize the learning variable while considering the MAP optimization and learning.

The training scenario to learn the relationship between user and item aims to minimize the loss function; the detailed formula can be seen in the equation below.

\[
\max_{U,V,W} p(U,V,W|R,X,\sigma^2,\sigma^{2}_G,\sigma^{2}_D) = \max_{U,V,W} [p(R|U,V,\sigma^2)p(U|\sigma^2)p(V|W,\sigma^2)p(W|\sigma^2)] \tag{12}\]

The training scenario to learn the relationship between user and item aims to minimize the loss function; the detailed formula can be seen in the equation below.

\[
\mathcal{L}(U,V,W) = \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{1}{2}(r_{ij} - u_i^T v_j)^2 + \frac{\lambda}{2} u_{i2}^2 + \frac{\lambda}{2} v_{j2}^2 + \frac{\lambda}{2} w_{k2}^2 \tag{13}\]

This step is critical because it involves optimizing \( W \), which represents the weight variable and bias variable for each layer in the back-propagation algorithm, which is an important step in the process. The update mechanism is designed to optimize every layer, including \( V, U, \) and \( W \), until convergence is required. It is optimized until convergence is required. The following is the formula that was used to predict the unknown rating:

\[
r_{ij} \approx \mathbb{E}[r_{ij}|u_i^T v_j, \sigma^2] = u_i^T v_j \tag{14}\]

D. Dataset

One of the most widely used datasets for e-commerce experiments is Movielens. In 1997, the University of Minnesota’s School of Computing developed it. The MovieLens datasets [28, 29] were used in most recommender system experiments. We were looking for information to help with our own personal recommendations. These datasets have some categories that are dependent on how many ratings, how many users, how many products, and how dense the sparse ratings are. AIV’s product review document was used in this experiment. This is a well-known Amazon dataset [30]. According to Table 3, here are some of the dataset’s characteristics.

This experiment utilizes MovieLens dataset categorical ml-1m, which contains one million ratings at a sparse level of 4.64 percent, and Amazon information video (AIV) as product document representation because MovieLens dataset does not contain product document representation such as review, testimony, and product description. This is a critical factor in determining the performance of hybridization among Attention, LSTM, and PMF under certain sparsity level conditions.

E. Evaluation Metrics

It is necessary to evaluate the performance of Attention-LSTM-PMF. The RMSE evaluation matrix is the most frequently used technique for determining the effectiveness of rating prediction [17, 31, 32]. The experiment’s scenario is divided into four parts, each of which divides the dataset by a 20% interval ratio, as follows: sparseness level 80% (20:80), sparseness level 60% (40:60), sparseness level 40% (60:40), sparseness level 20% (80:20).

The training process’s output was evaluated using RMSE evaluation matrix as the most popular evaluation model for rating prediction in recommender system research. The evaluation matrices have the following formula:

\[
\text{RMSE} = \sqrt{\frac{\sum_{ij} (r_{ij} - \hat{r}_{ij})^2}{\text{total # rating}}} \]

Finally, the Attention-LSTM-PMF prediction result was compared to the genuine rating collected from the most popular datasets for the recommender system (MovieLens). This is a mechanism to observe the effectiveness of the attention-LSTM model to support latent factors based on PMF.

III. RESULT AND DISCUSSION

Sparse data in recommender system territory has been a very important issue, and the growth of huge data also increases the issue more popular. Combining Attention-LSTM and PMF is a solution to handle sparse data. This experiment attempts to observe the effectiveness of the algorithm. Figure 6 demonstrated that the training result involved an 80% sparseness level with a ratio of 20% data training and 80% data testing. The training scenario compared LSTM and PMF with Attention and without attention. The impact of attention shows that success in increasing effectiveness on rating prediction is even adopted at an extremely sparse level. Attention-LSTM and PMF are represented in red, and LSTM-PMF without PMF is represented in blue.
The next section scenario attempt to decrease the sparseness level to 40% (Fig. 7), 60% (Fig. 8), and finally to 80% (Fig. 8). In every section scenario, Attention-LSTM performs better than LSTM without Attention.

Refer to the RMSE evaluation report; every training scenario reaches below 0.80, where lower RMSE achievement is better. This result shows that Attention-LSTM proved better effective over previous work. The detailed experiment result can be seen in Fig. 10.

Our best achievement is demonstrated in Fig. 9, where the RMSE result reaches almost 0.731 and the Attention mechanism's success in supporting LSTM work to increase the effectiveness of PMF in generating rating prediction.

Fig. 10 shows the attention mechanism's effectiveness over LSTM in every training scenario. Orange color represents 80% sparseness level, green represents 40% sparseness level, grey represents 60%, and the last is blue color that represents 20% sparseness level. The key success factor of attention is increasing the share weight of the latent factor document of the product that is represented in \( W \) where this variable plays an essential role in increasing the value of variable \( V \). In every case, specifically for natural language processing, seq2seq aspect success in increasing document understanding point of view.

Orange color represents LSTM-PMF versus Attention-LSTM-PMF in 80% sparseness level. The green color represents LSTM-PMF versus Attention-LSTM-PMF in 60% sparseness level, while the Grey color represents LSTM-PMF versus Attention-LSTM-PMF at 40% sparseness level, and the last experiment scenario can be seen in blue color, where this is represented on LSTM-PMF versus Attention-LSTM-PMF in 20% sparseness level. According to the experiment report in Fig 10, adopting an attention mechanism improved performance over LSTM-PMF.

The effectiveness of every PMF with the document understanding model is presented in Fig. 11. The schematic experiment comparison in this research only applied a 50% (50:50) sparseness level. The competitor in this experiment
included auto encoder and PMF (blue color), CNN and PMF (red color), LSTM and PMF (green color), and our model Attention-LSTM and PMF (yellow color). Overall models have been state-of-the-art in recommender systems in the last five years. Our model achieves significant performance over another deep learning model.

Fig. 11 RMSE comparison result over AE, CNN, LSTM, and Attention-LSTM

IV. CONCLUSION

Sparse data issues, which are caused by a minimum rating, continue to be a significant problem in the recommendation system. In this study, we proposed a latent factor model incorporating Attention, LSTM, and PMF while taking words sequential to calculate in word order to interpret document understanding and capture the contextual insight contained within the product review documents. According to the results of our experiment described above, our model outperformed previous work. Adoption Attention into LSTM-PMF performed well, according to the researchers, because of the impact of contextual insight representation of the document to support latent factors based on PMF in increasing the effectiveness level of generating ratings, which was believed to be the case. Furthermore, the involvement product documents developed with the help of Attention and LSTM improved the efficiency of the training process, allowing for greater convergence in an overall training scenario. Several methods are available to learn contextual insight interpretability, such as bidirectional word encoder representation. Considering the bidirectional model to improve contextual understanding of the document may improve the performance of matrix factorization in predicting the rating matrix. Future research work will be made more difficult because of this. PMF is a matrix factorization method that is a subset of the matrix factorization method. This can be further enhanced by incorporating other matrix factorization methods, such as SVD, SVD++, and Non-Negative Matrix Factorization (NNMF), which only take into rating information. With the help of some of the techniques previously mentioned, there is a possibility to improve the effectiveness of rating prediction in sparse data in large datasets.
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