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Abstract
Prediction of the blood flow characteristics is of utmost importance for understanding the behavior of the blood arterial network, especially in the presence of vascular diseases such as stenosis. Computational fluid dynamics (CFD) has provided a powerful and efficient tool to determine these characteristics including the pressure and velocity fields within the network. Despite numerous studies in the field, the extremely high computational cost of CFD has led the researchers to develop new platforms including Machine Learning approaches that instead provide faster analyses at a much lower cost. In this study, we put forth a Deep Neural Network framework to predict flow behavior in a coronary arterial network with different properties in the presence of any abnormality like stenosis. To this end, an artificial neural network (ANN) model is trained using synthetic data so that it can predict the pressure and velocity within the arterial network. The data required to train the neural network were obtained from the CFD analysis of several geometries of arteries with specific features in ABAQUS software. Blood pressure drop caused by stenosis, which is one of the most important factors in the diagnosis of heart diseases, can be predicted using our proposed model knowing the geometrical and flow boundary conditions of any section of the coronary arteries. The efficiency of the model was verified using three real geometries of LAD’s vessels. The proposed approach precisely predicts the hemodynamic behavior of the blood flow. The average accuracy of the pressure prediction was 98.7% and the average velocity magnitude accuracy was 93.2%. The key contribution of the proposed framework is that it can predict the hemodynamics of the blood flow in any segment of the arterial network knowing only geometrical features and velocity boundary conditions of the segment which are accessible using non-invasive methods. According to the results of testing the model on three patient-specific geometries, model can be considered as an alternative to finite element methods as well as other hard-to-implement and time-consuming numerical simulations. Furthermore, although, as a cost and time-efficient method, the model was trained for coronary arteries, however, it can be easily retrained for other types of arteries in the body using a new dataset.
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1. Introduction

Biomedical engineering as a new area of engineering follows the understanding of the blood flow and human organs under different circumstances. Progress in clinical tests and numerical simulation techniques has opened new avenues toward monitoring the human cardiovascular system from different aspects such as disease surveys, image processing, modeling and numerical simulations [1-4], and multiphysics [5, 6]. Bioengineer scientists have used and demonstrated computational fluid dynamic (CFD) capability as a powerful tool for the investigation of physiological flows [7-9], diagnosis and treatment as well as designing new devices for clinical tests [14-16]. Among all, there has been a special focus on the modeling of the cardiovascular system such as simulation of blood flow in Coronary arteries [17-20], stenosis and atherosclerosis [17-20], simulation of LDL and monocyte depositions as a critical stage in plaque generation and designing and construction of the treatment tools and methods such as in-vitro stents [21,22].

Although the computational modeling and prototyping using new methods of imaging, image processing, and especially 3-D printing have significantly boosted the development of cardiovascular medicine, however, their implantation has always been limited. This is mainly because of the patient-specified nature of cardiovascular diseases, the design and construction of geometry and simulation for each patient is a very time-consuming and computationally expensive process. Moreover, model parameterization and its requirements to the knowledge of physiological metrics such as microcirculatory resistance in coronary arteries is another challenging issue. It requires numerous simulations and computational modeling for understanding the relative importance of the physiological parameters and determination of the most influential parameters, and those that can be ignored or averaged. All together can lead to data sets that are too large and/or complex to be dealt with by conventional data processing platforms. Furthermore, processing and evaluating the vast volume of data collected is not only a time-consuming and labor-intensive process, but it is often vulnerable to poor accuracy and user bias. Fortunately, advanced computerized techniques and algorithms, such as Machine Learning (ML), as a subdivision of Artificial Intelligence (AI), have made it possible to handle large data without using special assumptions about the simulated system and managing the challenges associated with the computational modeling. More recently, ML has been developed based on a
deep learning model, which is capable of estimating the fluid flow in different bioapplications, especially in cancers, diagnosis, and treatment with high accuracy [23-25]. Training a machine based on deep learning can help physicians and medicines via developing a high accuracy AI system that predicts hemodynamic characteristics of the blood in cardiovascular systems [26-27]. Sankaran et al [28] used a machine learning approach to estimate the simulation-based solution for the investigation of the impact of geometric uncertainty on hemodynamic of blood flow. Itu et al [29] performed a study on the use of machine-learning for fractional flow reserve (FFR) prediction in coronary as an alternative to physics-based methods. The trained model predicted FFR for every point at the centerline of the coronary arteries for 87 patients and 125 lesions. The results showed an excellent agreement between machine-learning and physics-based predictions. Wu et al [30] used machine learning and two models of neural networks for the prediction of systolic pressure in coronary arteries. They used near 500 cases that 80% were used for training the machine and 20% were used to test and investigate the effect of lifestyle parameters such as age, exercise, stress level, and sexuality on blood pressure. They presented this model as an early warning system for cardiovascular diseases. Narang et al [31] for the first time performed a study on automated ML-based analysis of 3DE data sets for left heart chamber volumes. They illustrated that their method allows dynamic measurement of LV and LA volumes throughout the cardiac cycle as well as estimation of useful ejection and filling indices with high accuracy.

Tesche et al [32] compared a machine learning-based prediction of FFR in coronary with an approach based on computational fluid dynamics modeling. They studied their respective diagnostic performance against stenosis grading at coronary CT angiography. Coenen et al [33] performed a machine learning study on stenosis in coronary and showed that without CFD-based simulations, onsite CT-FFR based on Machine learning can predict hemodynamic severity of coronary stenosis with very high accuracy. Kissas et al [34] presented a study on the use of one-dimensional models of pulsatile blood flow for the construction of deep neural networks. This constructed machine estimated values that were not possible to be reliably measured in a non-invasive manner (e.g., blood pressure), by use of the governing equations of fluid flow with scattered measurements by medical images, without any need for conventional computational models. Plaques rupture as main parameters in the majority of acute coronary syndromes has been considered and studied in Cilla et al [35]. Ruptures are closely associated with stress...
concentrations for which they developed a machine to help the clinical professionals on making decisions of the vulnerability of the atheroma plaque and presented two potential applications of computational technologies, artificial neural networks and support vector machines. Jordanski et al [36] used machine learning and MLP neural network and MLR, as well as a GCRF model to predict relationships between geometric and hemodynamic parameters for predicting WSS patterns for real models of the carotid artery and an aortic aneurysm. By comparing two models with FEM simulations, they found that GCRF can improve accuracy on both AAA and carotid bifurcation models. Gaoyang et al [37] investigated 3D cardiovascular hemodynamics of coronary artery before and after bypass using deep learning. They trained a deep neural network using a patient specific synthetic data from CFD simulation. Bikia et al. [38] estimated aortic systolic pressure from cuff-pressure and pulse wave velocity using regression analysis. They used Random Forest, Support Vector Machine, Ridge and Gradient Boosting for this aim. Yang et al. [39] introduced a deep learning model to parameter estimation in cardiovascular hemodynamics using convolutional neural network and fully connected neural network. They developed a model to map the nonlinear relationship between measurements including pressure waveforms, heart rate and pulse transit time, and the parameters to be estimated. Yevtushenko et al. [40] studied the proof of concept of an image-based neural network to determine the hemodynamics for patients with aortic coarctation in a centerline aggregated form. Fossan et al. [41] used a neural network to predict pressure losses in coronary arteries.

In this study, we have developed a machine that can accurately predict hemodynamic characteristics such as pressure drop, velocity, and FFR of the LAD artery from left coronary systems. It has been shown that deep neural networks can be a promising alternative to computational fluid dynamics for calculating pressures and velocities in coronary arteries and, as future works, to cardiovascular problems. Geometrical features of artery and velocity boundary conditions were used as input features of the neural network, and the pressure and velocity distributions over time, obtained from FEM-CFD simulation were used as the outputs of the network. The model was tested using three patient-specific geometries, and the results showed that our proposed model can accurately predict pressure and velocity distribution in the artery domain.
2. Methods

2.1 Governing Equations, Hemodynamics and boundary conditions

The local-parameterized models of basic shapes of the arteries, such as a bifurcation with stenosis (LAD) and three realistic reconstructed straight arteries extracted from 4-D MRI representative of the left coronary artery have been used in this study. The flow rate varied within the range of 0.8 to 4cc/s. Blood can be considered as Newtonian fluid in arteries whose internal diameter is large compared with the size of the red blood cells. Furthermore, for the arteries with a large internal diameter (larger than 1 mm) blood can be considered as a homogeneous fluid with a viscosity independent of the velocity gradient [42, 43]. The computational fluid dynamics based on the finite element method (FEM) has been used to analyze blood flow in the arteries to solve the Navier Stokes equations. The flow has been considered incompressible, Newtonian, pulsatile, and transient and for the simulation at least 3 heart cardiac cycles have been solved, (The 3-rd cardiac cycle has been considered for analysis). The Navier-Stokes equations for the simulation of the blood flow in the cardiovascular system have been given as follow:

\[
\frac{\partial u}{\partial t} + u \nabla u = -\frac{1}{\rho} \nabla p + \mu \nabla^2 u
\]  

(1)

\[
\frac{\partial u}{\partial t} + u \nabla (u - u_{wall}) = -\frac{1}{\rho} \nabla p + \mu \nabla^2 u
\]  

(2)

Where \( u \) represents the relative fluid velocity vector, \( P \) is pressure and \( \mu \) is the viscosity. By considering blood as a Newtonian fluid, a linear correlation exists between viscous stress and the corresponding strain rate. The main boundary conditions of the computational modeling have been considered as below:

- Inlet boundary condition

Mass flow boundary conditions have been used to provide a prescribed flow rate and mass flux distribution at an inlet. For the pulsatile flow, a real profile for the inlet has been used. The frequency of heart rate has been considered 60 bpm and amplitude has been increased linearly from 0.8-4(cc/s) according to the realistic pulse model.

- Outlet boundary condition

At the outlets, a pulsatile pressure boundary condition has been used.
- Wall boundary condition
No-slip boundary condition has been considered on the wall and the fluid velocity at the wall has been set to zero.
- Fluid properties
Incompressible, Newtonian, no mesh deformation with dynamic viscosity $\nu = 0.003528$ Pa.s and density $\rho = 1060$ kgm$^{-3}$.

For the simulation, first, hexahedral grids have been generated on the geometry and a stabilized finite element model has been used. To be sure about the results accuracy and independency from pulse time in transient flow and grid sizes, a grid and time independency test have been done before performing the simulations.

### 2.2. Stenosis and pressure drop

Stenosis as the most common type of coronary artery disease (CAD) is caused by plaques generation on the endothelial walls of the coronary that lead to a decrease in the cross-sectional area of blood supply to the myocardium. The significance of the patient-specific coronary stenosis hemodynamics and the progression threat can be evaluated by comparing the hemodynamic effects induced by flow disorders [44-46]. An important parameter in coronary arterial hemodynamics is pressure drop, because of its direct relation to the power required by the heart to supply the organs. Stenosis in the arteries causes a significant pressure drop through the artery [46-48]. A higher pressure drop will result in a considerable effort that is required by heart muscle for supplying a similar blood flow rate and in some cases, it causes diseases such as heart attack and sometimes death.

Ferydoonmehr et al [48] presented a model in which pressure drop in the artery consisted of three main effects: viscous friction, blockage part, and pulsatile part. The equation of the pressure drop has been given as below:

$$
\Delta P(t) = \frac{128}{\pi} \frac{\mu q(t)}{D^3_n} L + \frac{k_v}{2} \left( \frac{A_b}{A_i} \right)^2 - 1 \rho V |V| + k_u \rho L \frac{dV}{dt}
$$

Where $L$ is the length of the artery and $k_v$ and $k_u$ are the constants determined from the experimental tests. In this study, the features have been selected in such a way that the effect of
the pressure drop as a consequence of stenosis be an influencer and evident in the machine learning predictions.

2.3. Deep Neural Network

Artificial Neural Network (ANN) is a group of multiple perceptrons/neurons in a number of layers, inspired by biological neural networks and their structures, which can be used for the prediction of outcomes by utilizing experimental knowledge or data. ANN is also known as a Feed-Forward Neural network because inputs are processed only in the forward direction. Every ANN consists of 3 layers: Input, Hidden, and Output. The input layer accepts the inputs, the hidden layer processes the inputs, and the output layer produces the results. Essentially, each layer tries to learn certain weights. A training algorithm is needed for calibrating the network weights and other parameters as a function of deviations of the outputs provided by the network and the actual values.

In this section, we propose an ANN developed for predicting pressure and velocity in the coronary arteries. Many features determine the hemodynamic characteristics of the blood flow in an artery, such as geometrical features of the artery, blood properties, boundary conditions, etc. These features must be defined before starting a CFD analysis. However, computational costs have limited using CFD simulations in many cases. Our proposed model uses some of these features to predict the pressure and velocity profile of a point in a simple artery in a network. The first step is to choose the features that have the most effects on the pressure and velocity in a coronary artery.

Table 1. List of the features used in the training set

| Feature | Description |
|---------|-------------|
| L       | The length of the artery |
| Q       | The blood flow |
| \( A_{\text{in}} \) | The inlet cross-section of the artery |
| \( A_{\text{out}} \) | The outlet cross-section of the artery |
| \( x \) | The distance of the desired point from the inlet |
| \( A_x \) | The area of the artery at the desired point |
| \( r/R_x \) | The ratio of the distance of the desired point from the centerline to the radius of the artery at the point |
| \( t \) | Time |
|-------|------|
| \( x_s \) | The distance of the stenosis from the inlet |
| \( L_s \) | The length of the stenosis |
| \( S \) | The degree of stenosis |

These features were selected according to the Navier-stokes equations and Table.1 to describe the desired point in the artery domain (Fig. 1), i.e., the point at which the pressure and velocity must be determined.

![Fig. 1](image1)

*Fig. 1* The geometry of the coronary artery under the study and the applied boundary conditions.

The reason we used stenosis parameters as input variables is that the stenosis can impact the flow and causes pressure drop due to energy loss [48], which means the flow after the stenosis cannot be described just by other features. The pressure boundary condition was not used in the features because obtaining precise clinical data for pressure is more difficult than obtaining velocity information. 4D MRI is a reliable and easy way to acquire blood velocity information; however, determining some important clinical factors such as FFR which is related to the pressure data needs some clinical invasive tools. So, one of the advantages of our proposed method is that it can be used to obtain pressure information in coronary arteries only by using geometry and flow features. Figure 2 illustrates the schematic of the Neural Network with input and output variables.
Fig. 2. The schematic Neural network with input and output variables
The model can be used to predict pressure and velocity in coronary arterial networks. It is just needed to specify the features for each artery in the arterial network and then our model can predict the output variables. In the next section, we demonstrate that how the model works. We used synthetic data which was obtained from CFD analysis to train our model and then examine the performance of the model in three real coronary artery geometries.

3. Results
In this section, the trained model, its parameters, and the results will be discussed. The synthetic data was generated using CFD ABAQUS simulations. Over 120 geometries with different features including the length, input, output cross-sections, and with one or multiple stenosis with different severities were modeled. The data was sampled from the ranges shown in table 2. The pressure and velocity profiles of the arteries’ nodes from the CFD simulations are the output variables and the parameters shown in table 2 are the input variables or the features.

Table 2. List of the features as well as their levels used in the training set

| Feature | L (mm) | Q (cc/s) | A_in (mm²) | A_out (mm²) | x (mm) | A_s (mm²) | r_s/R_s | t (sec) | x_s (mm) | L_s (mm) | S (%) |
|---------|--------|----------|------------|-------------|--------|-----------|---------|---------|----------|----------|-------|
| Range   | 15-60  | lumped heart model (0.8-4) | 6-15  | 6-15  | 0-L  | 0.6-15  | 0-1  | 0-1  | 0-L  | 4-8  | 10-90 |

We used the flow and pressure waveform of coronary arteries at rest as the boundary conditions for all of the simulations [47]. The total number of nodes (all 120 geometries) is 2,400,000. It means our dataset contained 2,400,000 samples, which were used to train the model. The model
was implemented in Tensor flow, version 2.4.1. Seventy percent of the data was used in the training set and 30% was used for the testing set. The model parameters and their values can be seen in table 3.

Table 3. The model parameters and their values

| Parameter                  | Value | Number of Hidden Layers | Number of Neurons per Hidden Layer | Learning Rate | Optimizer  | Batch Size | Number of Epochs | Nonlinearity (Activation Function) |
|----------------------------|-------|-------------------------|------------------------------------|---------------|------------|------------|-----------------|-----------------------------------|
| **Number of Hidden Layers** | 2     | 64                      | 0.001                              | RMSprop       | 10         | 100        | Relu            |

The mean squared error (MSE) is used as loss function:

$$Loss(y, \hat{y}) = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2$$

(4)

The model’s training progress for the pressure and velocity is shown in Fig. 3. It is based on mean absolute error (MAE) against the epochs. The model’s performance was evaluated after the training process was overusing the test sets. Figure 4 depicts the error distribution of the test sets prediction, and Fig. 5 shows the pressure and velocity values in the testing set predicted by the model versus their reference data. One can see the model captured the pressure values more precisely. It means the pressure behavior over the features is less complicated and so more predictable.

![Fig. 3. Mean absolute error (MAE) during the training process for (a) Pressure and (b) Velocity.](image)
The proposed method was further tested for three different cases. Cases 1 and 2 are two real geometries of LAD artery belong to two different patients and the third case is a LAD bifurcation, which is created using the point cloud method. As shown in Fig. 6, the two simple LAD arteries have stenosis that are less than 50% and the bifurcation one has one 65% stenosis in one of its branches.
Fig. 6. The geometries used to validate the proposed method. (a) Case 1: LAD artery with a 20%, two 30%, one 40%, and one 30% stenosis. (b) Case 2: LAD artery with one 30% and four 20% stenosis. (c) Case 3: LAD bifurcation with one 65% stenosis.

For the first two cases, we used pulsatile boundary conditions for the LAD artery, i.e., flow velocity for the inlets and pressure waveform for the outlets at rest. In the third case (bifurcation), the lumped parameter heart model has been coupled for the inlet, and lumped parameter coronary vascular model has been used at the outlets [47]. The linear hexahedral mesh was used for all simulations and a mesh independency analysis was carried out to ensure the accuracy of the results. The time step for each simulation was 1 second. Figure 7 shows the mesh structure and distribution created for the bifurcation case.
Fig. 8. An example of mesh structure and distribution generated for the bifurcation case.

Velocity vectors and pressure distributions of the three cases at time = 0.5 s are depicted in Figs. 8 – 10. According to the figures, the pressure has been decreased from the inlet towards the outlet. The velocity contour and vectors in the presented arteries show a maximum gradient in the stenosis area (30% stenosis in case 2 and 65% stenosis in bifurcation).

Fig. 8. (a) Pressure and (b) velocity distribution of the case 1 at t = 0.5
Fig. 9. (a) Pressure and (b) velocity distribution of the case 2 at $t = 0.5$

Fig. 10. (a) Pressure and (b) velocity distribution of the case 3 at $t = 0.5$
After extracting the data for pressure and velocity of three cases for different nodes in the domain, we used the pre-trained deep neural network to predict the pressures and velocities of the elements. The model can predict pressure and velocity in any node in the fluid domain. We picked three nodes in cases 1 and 2, and six nodes in case 3. It is worth mentioning that case three itself consists of three arteries. Figure 11 illustrates the nodes we used to examine the performance of our methods for the three cases.

Fig. 11. The nodes used to examine the proposed method for three cases: (a) case 1, (b) case 2, (c) case 3. The predicted pressure and velocity profiles (ML) compared to the reference data (CFD) for the points specified in Fig. 11 are depicted in Fig. 12-14.
Fig. 12. Pressure and velocity profiles for three points in case 1 for one pulse (1 sec).
Fig. 13. Pressure and velocity profiles for three points in case 2 for one pulse (1 sec).
Fig. 14. Pressure and velocity profiles for six points in case 3 for one pulse (1 sec).

Fig 15 shows the mean velocity profile prediction for three cross-sections at points 1-2, 2-2 and 3-1. As one can see, the accuracy of mean velocity prediction is higher than the velocity prediction in a point.
Fig. 15. Mean velocity profile for three cross-sections in three cases for one pulse (1 sec)
Fig. 16. Velocity profiles for three cross-sections of the arteries 1, 2, and 3 at t=0.5 s.

Figs. 17 and 18 show the wall pressure along three arteries at time 0.5s and pressure drop due to stenosis at artery 3-3 respectively. The wall pressure contour through the stenosis for the artery 3-3 is depicted in the Fig. 19.
Fig. 17. Wall pressure along the arteries 1, 2, and 3-3 at t=0.5 s

Fig. 18. The pressure drop due to stenosis in the artery 3-3 for one pulse (1 sec)

Fig. 19. The pressure through stenosis in the artery 3-3 at t=0.5 s
4. Discussion

As shown in Figs. 12-14, the pressure profiles predicted by the trained model are in good agreement with the reference data for all cases. However, the accuracy of the model is slightly lower at the velocity peaks where the points with high velocities may not be well captured by the model. That is, the more the velocity increases, the more unpredictable the behavior becomes. On the other hand, our model is three-dimensional and our goal was to predict every point in the domain where the variations in velocities over the features (especially r/R and A_x) are more drastic than pressure. In a cross-section, the velocity varies from 0 to its maximum value so the model needs much more data points for more precise predictions. Furthermore, the differences between the real geometries and the geometries used to train the model, especially where there are extreme distortions and instantaneous curvatures, may lead to this slight deviation of the predicted velocity values from their real ones at those cross-sections.

Despite the velocity at every single point in the domain, the mean velocity in each cross-section can be predicted more accurately by the model. The reason is that the mass conversation equations in the domain are satisfied in every cross-section. Considering the blood as an incompressible fluid, the flow can be constant at every cross-section in an artery at a certain moment. Therefore, at some cross-sections in real geometries, in which the artery is not straight, the velocity distribution may be different from the distribution at a cross-section with the same features in a straight artery, however, the mean velocity at two cross-sections are the same. Figure 15 shows that our model, which was trained by different straight arteries, can precisely predict the mean velocity at each cross-section in the domain of the real geometries.

The velocity profiles in three cross-sections of the arteries are depicted in Figure 16. The velocity magnitude in each node is in good agreement with the reference data (simulation). However, there is a slight difference between the velocity vector directions of the predicted values and reference data. The reason is that in the ANN model the velocity vectors are considered to be along with the direction of the artery centerline.

The magnitude of the pressure drop due to stenosis can be used as an index to determine the severity of stenosis. Our model can predict the pressure of every point in the domain based on geometrical features and inlet velocity, thus the pressure drop can be predicted. In Fig. 17, the wall pressure along the arteries 1, 2, and 3-3 at t=0.5 s which were predicted by our proposed
model is compared with those of real values. Figure 18 depicts the pressure drop in the artery 3-3, i.e., the difference between the downstream and upstream pressures of the stenosis over time. The pressure drop can be precisely predicted by the proposed model.

One of the most important indices to determine the severity of stenosis is fractional flow reserve (FFR). FFR represents the ratio of flow in the stenosed artery at hyperemia with the highest flow rate to the maximum reachable blood flow rate in the same branch in a healthy condition. The ratio of the mean distal coronary artery pressure to the aortic pressure during maximal vasodilatation also represents FFR [29, 44]. FFR can be evaluated based on the pressure that the model predicts for every point in the artery. According to the pressure drop predicted in the artery 3-3 due to the 65% stenosis, the FFR is 0.9, which is in good agreement with the FFR calculated based on the simulation (0.91). The predicted and real wall pressure through the stenosis is shown in Figure 19 for case 3.

The average precision of the pressure and velocity through the heart cycle is 98.7 and 93.2 respectively. The precision was calculated using the predicted values and reference data during the heart cycle for the test points in the all three cases.

5. Conclusion

In this study, we proposed a machine learning approach to predict the hemodynamic characteristics of coronary arteries. It was shown that deep neural networks can be a promising alternative to computational fluid dynamics for calculating pressures and velocities in coronary arteries and, as future works, to cardiovascular problems. Geometrical features of artery and velocity boundary conditions were used as input features of the neural network, and the pressure and velocity distributions over time, obtained from CFD simulations, were used as the outputs of the network. The model was tested on three patient-specific geometries, and the results showed that our model can predict pressure and velocity distributions in the artery domains with high accuracy. The prediction was more precise for the pressure compared to that of the velocity. Nonetheless, the prediction of the velocity at each point would be more accurate if more data points and features, for example, artery’s curvature radius were available for the training. This brings the artery distortions into account as an affecting factor on the velocity distribution. Furthermore, although, as a cost and time-efficient method, the model was trained for coronary arteries, however, it can be easily retrained for other types of arteries in the body using a new dataset. One of the most important results of the model is to predict the pressure drop due to the
existence of stenosis in the artery. For example, Atherosclerosis is serious damage that should be addressed using new approaches such as machine learning. Since the proposed model can predict the pressure at all points in the domain, one can calculate FFR for every point in an artery as an important factor to quantify the severity of stenosis. Last but not least, the proposed method is independent of the source of data, i.e., it can be trained using any type of dataset. Therefore, the accuracy of the predictions can be further improved once real and more comprehensive clinical data are used to train the model.
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