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1. Introduction

Measuring a strength of dependence of two random variables has long history and wide applications. For brief overview see Jogdeo (1982) and Lancaster (1982). More detailed information can be found in Drouet Mari and Kotz (2001) as well as Balakrishnan and Lai (2009), for example. Most of measures of dependence, introduced in vast literature on the subject, are scalar ones. Such indices are called global measures of dependence. However, nowadays there is strong evidence that an attempt to represent complex dependence structure via a single number can be misleading. To overcome this drawback, several local indices have been proposed; see Section 6.3 of Drouet Mari and Kotz (2001) for details. Many of these indices were introduced in the context of regression models or survival analysis. Some local dependence functions have been introduced as well. In particular, Kowalczyk and Pleszczyńska (1977) invented function valued measure of monotonic dependence, based on some conditional expectations and adjusted to detect dependence weaker than the quadrant one. Next, Bjerve and Doksum (1993), Bairamov et al. (2003) and Li et al. (2014), among others, introduced local dependence measures based on regression concepts. See the last mentioned paper for more information. Holland and Wang (1987) defined the local dependence function, which mimics cross-product ratios for bivariate densities and treats the two variables in a symmetrical way. This function valued measure has several appealing properties and received considerable attention in the literature; cf. Jones and Koch (2003) for discussion and references. However, on the other hand, this measure has some limitations: it is not normalized, requires existence of densities of the bivariate distribution, and is intimately linked to strong form of dependence, the likelihood ratio dependence. Recently, Tjøstheim and Hufthammer (2013) extensively discussed the role and history of local dependence measures in finance and econometrics. They also proposed the new local dependence measure, the local correlation function, based on approximating of bivariate density locally by a family of Gaussian densities. Similarly as the measure of Holland and Wang (1987), this measure treats both variables on the same basis. Though the idea behind the construction of this measure is intuitive one its computation and estimation is a difficult and complex problem. The asymptotic theory developed in Tjøstheim and Hufthammer (2013) treats in detail the problems mentioned above, in a scope that covers some time series models. In Berentsen et al. (2013) this theory is applied to describe dependence structure of different copula models.

In this paper, we propose the new function valued measure of dependence of two random variables $X$ and $Y$ and present its properties. The measure has simple form and its definition exploits cumulative distribution functions (cdf’s), only. In particular, we do not assume existence of a density of the observed vector. The measure takes values in [-1,1] and treats both variables in a symmetrical way. The measure preserves the correlation order, or equivalently the concordance order, which is the quadrant order restricted to the class of distributions with fixed marginals. In particular, it is non-negative (non-positive) if and only if $X$ and $Y$ are positively (negatively) quadrant dependent. Quadrant dependence is relatively weak, intuitive and useful dependence notion, widely used in insurance and economics; see Dhaene
et al. (2009) for an evidence and further references. The new measure obeys several properties formulated in the literature as useful or desirable. We introduce two variants of the measure. In Section 2 we consider general case, assuming that the vector \((X, Y)\) has joint cdf \(H\) and marginals \(F\) and \(G\), respectively. In Section 3 we discuss its copula-based counterpart which corresponds to some cdf \(C\) on \([0, 1]^2\) with uniform marginals. Both variants allows for readable visualization of departures from independence. We focus our presentation on the copula-based variant. Simple and natural estimator of the copula-based measure in the i.i.d. case is proposed and its appealing properties are discussed. The estimator can be effectively exploited to assess graphically underlying bivariate dependence structure and to build some formal local and global tests. Some illustrative examples are given in Section 4 to support utility of new solution. Section 6 concludes.

2. General case

Consider a pair of random variables \(X\) and \(Y\) with cdf’s \(F(x) = P(X \leq x)\) and \(G(y) = P(Y \leq y)\), respectively and a joint cdf \(H(x, y) = P(X \leq x, Y \leq y)\). Set \(D = \{(x, y) : 0 < F(x) < 1, 0 < G(y) < 1\}\) and define

\[
q(x, y) = q_H(x, y) = \frac{H(x, y) - F(x)G(y)}{\sqrt{F(x)G(y)[1 - F(x)][1 - G(y)]}}
\]

for \((x, y) \in D\). (1)

From (1) it is seen that \(q\) treats both variables \(X\) and \(Y\) symmetrically and a knowledge of \(q\) and the marginal distributions allows one to recover \(H\). The measure \(q\) fulfills the following properties, motivated by the axioms formulated in Schweitzer and Wolff (1981) and updated in Embrechts et al. (2002).

Proposition 1.

1. \(q\) is defined for any \(X\) and \(Y\).
2. \(-1 \leq q \leq 1\) for all \((x, y) \in D\).
3. If the variables \(X\) and \(Y\) are exchangeable then \(q(x, y) = q(y, x)\) for \((x, y) \in D\).
4. \(q(x, y) \equiv 0\) if and only if \(X\) and \(Y\) are independent.
5. \(q\) is non-negative (non-positive) if and only if \((X, Y)\) are positively (negatively) quadrant dependent.
6. \(q\) is maximal (minimal) if and only if \(Y = f(X)\) and \(f\) is non-decreasing (non-increasing) a.s. on the range of \(X\).
7. \(q\) respects concordance ordering, i.e. for cdf’s \(H_1\) and \(H_2\) with the same marginals, \(H_1(x, y) \leq H_2(x, y)\) for all \((x, y) \in \mathbb{R}^2\) implies \(q_{H_1}(x, y) \leq q_{H_2}(x, y)\) for all \((x, y) \in D\).

Proof. Most of the above mentioned properties are obvious. The property 6 is an immediate consequence of Fréchet-Hoeffding bounds and their properties. To justify 2 it is enough to show that \(q_H(x, y)\) is the correlation coefficient of some random variables. For this purpose,
for \((x, y) \in D\) and \((s, t) \in \mathbb{R}^2\) set
\[
\phi_x(s) = -\sqrt{1 - F(x)} 1_{(-\infty, x]}(s) + \sqrt{\frac{F(x)}{1 - F(x)}} 1_{(x, +\infty)}(s),
\]
\[
\psi_y(t) = -\sqrt{1 - G(y)} 1_{(-\infty, y]}(t) + \sqrt{\frac{G(y)}{1 - G(y)}} 1_{(y, +\infty)}(t).
\]
Then, by an elementary argument one gets
\[
q(x, y) = q_H(x, y) = E_H \phi_x(X) \psi_y(Y) = \text{Cov}_H \phi_x(X) \psi_y(Y) = \text{Corr}_H \phi_x(X) \psi_y(Y). \quad (2)
\]

Remark 1. The last expression in (2) shows that the function \(q\) is based on aggregated local correlations. Moreover, note that
\[
\int_{\mathbb{R}} \phi_x(s)dF(s) = \int_{\mathbb{R}} \psi_y(t)dG(t) = 0 \quad \text{and} \quad \int_{\mathbb{R}} \phi_x^2(s)dF(s) = \int_{\mathbb{R}} \psi_y^2(t)dG(t) = 1, \quad \text{for all } (x, y) \in D.
\]
Therefore, the value \(q(x, y)\) can be interpreted as the Fourier coefficient of the cdf \(H(s, t)\) pertaining to the quasi-monotone function \(\phi_x(s) \psi_y(t), \ (s, t) \in \mathbb{R}^2\).

Given random sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) from cdf \(H\) with marginals \(F\) and \(G\), set \(H_n, F_n, G_n\) for respective empirical cdf’s. A natural estimator \(\hat{q}_H\) of \(q_H(x, y)\) results by plugging these empirical cdf’s into (1). This, given \((x, y)\), yields rank statistics. Note that the values \(\chi_{ni}\) given by \(\hat{q}_H(X_i, Y_i), \ i = 1, \ldots, n\), have been already introduced in Fisher and Switzer (1985), as one of the two components of the so-called chi-plots, designed to investigate possible patterns of association of two random variables.

We shall not study the estimator \(\hat{q}_H\) in this paper. In the next section we comment in more detail on special case of (1), and the related problems, in the case when the role of \(H\) is played by the pertaining copula.

3. Copula-based measure of dependence

In this section, to avoid technicalities and to concentrate on the main idea, we restrict attention to cdf’s \(H\) with continuous marginals \(F\) and \(G\). Under such a restriction there exists a unique copula \(C\) such that \(H(x, y) = C(F(x), G(y))\). In other words, \(C\) is the restriction to the unit square of the joint cdf of \((F(X), G(Y))\). The copula captures the dependence structure among \(X\) and \(Y\), irrespective of their marginal cdf’s. This is important in many applications. For the related discussion see Póczos et al. (2012).

3.1. The form and further properties of \(q\)

We have
\[
q(u, v) = q_C(u, v) = \frac{C(u, v) - uv}{\sqrt{uv(1 - u)(1 - v)}} = w(u, v)[C(u, v) - uv], \quad (u, v) \in (0, 1)^2, \quad (3)
\]
The interpretation of adjustment. Namely, now for \( u \in (0,1) \) and \( s \in (0,1) \) we consider
\[
\phi_u(s) = \psi_u(s) = -\sqrt{\frac{1-u}{u}} 1_{[0,u]}(s) + \sqrt{\frac{u}{1-u}} 1_{(u,1]}(s).
\]

**Proposition 2.** The copula based measure of dependence \( q \), given by (3), additionally to 1-7, has the following properties.

8. \( q \) is invariant to strictly increasing a.s. on ranges of \( X \) and \( Y \), respectively, transformations.
9. If \( X \) and \( Y \) are transformed by strictly decreasing a.s. functions then \( q(u, v) \) transforms to \( q(1-u, 1-v) \).
10. If \( f \) and \( g \) are strictly decreasing a.s. on ranges of \( X \) and \( Y \), respectively, then \( q \)'s for the pairs \((f(x), Y)\) and \((X, g(Y))\) take the forms \(-q(1-u, v)\) and \(-q(u, 1-v)\), accordingly.
11. The equation \( q(u, v) = c, c \) a constant, can hold true if and only if \( c = 0 \).
12. If \((X, Y)\) and \((X_n, Y_n), n = 1, 2, \ldots,\) are pairs of random variables with joint cdf's \( H \) and \( H_n \), and the pertaining copulas \( C \) and \( C_n \), respectively, then weak convergence of \( \{H_n\} \) to \( H \) implies \( q_{C_n}(u, v) \to q_C(u, v) \) for each \((u, v) \in (0,1)^2\).

**Proof.** Properties 8-10 follow from Theorem 3 in Schweizer and Wolff (1981). The convergence in 12 is due to continuity of \( C \). To justify 11 observe that the equation is equivalent to \( C(u, v) = C_e(u, v) = uv + c\sqrt{uv(1-u)(1-v)} \). Since \( C \) is quasi-monotone, then \( C_e(u, v) \) should also possess such a property. Since \( C_e(u, v) \) is absolutely continuous then quasi-monotonicity is equivalent to \( \frac{\partial^2}{\partial u \partial v} C_e(u, v) \geq 0 \) for almost all \((u, v) \in [0,1] \) (in the Lebesgue measure); cf. Cambanis et al. (1976). However, \( \frac{\partial^2}{\partial u \partial v} C_e(u, v) = 1 + c[u-1/2][v-1/2]w(u, v) \) and for \( c \neq 0 \) this expression can be negative on the set of positive Lebesgue measure. \( \square \)

**Remark 2.** The properties 4 and 8-10 provide some compromise to too demanding postulates P4 and P5 discussed in Embrechts et al. (2002).

**Remark 3.** The property 11 is very different from respective property of the local dependence function of Holland and Wang (1987) which is constant for the bivariate normal distribution and some other models; cf. Jones (1998) for details.

**Remark 4.** By Fréchet-Hoeffding bounds for copulas, the property 2 saying that \( q(u, v) \in [-1,1] \) can be further sharpened to
\[
B_s(u, v) \leq q_C(u, v) \leq B^*(u, v), \quad (u, v) \in (0,1)^2
\]
where \( B_s(u, v) = w(u, v)[\max\{u + v - 1, 0\} - uv] \) and \( B^*(u, v) = w(u, v)[\min\{u, v\} - uv] \). Note that \( B_s(u, 1-u) = -1 \) for \( u \in (0,1) \) while \(-1 < B_s(u, v) \leq 0 \) otherwise. Similarly,
$B^*(u, u) = +1$ for $u \in (0, 1)$ and $0 \leq B^*(u, v) < 1$ in the remaining cases. In Figure 1 we show these bounds on the regular grid $G_{16} = \{(u, v) : u = i/16, v = j/16, i, j = 1, \ldots, 15\}$.

**Fig. 1.** Left panel: lower bound $B_*(u, v)$ of $q_C(u, v)$ on the grid $G_{16}$; right panel: upper bound $B^*(u, v)$ of $q_C(u, v)$ on the grid $G_{16}$.

**Remark 5.** Similarly as $B_*$ and $B^*$, the measure $q_C$ can be displayed in a graphical form. This is useful feature helping to visualize a structure of departures from independence. It is also worth emphasizing that though we focused on cdf’s with continuous marginals we still do not assume that $H$ or $C$ possesses a density. In Figures 2 and 3 we show plots of $q_C$ pertaining to classical Marshall-Olkin and recently introduced Mai-Scherer (2011) extreme value copulas. The displays are accompanied by scatter plots of simulated data and pertaining heat maps. Therefore, we introduce first a natural estimator of $q_C$ and present all illustrative examples in Section 4.

### 3.2. Estimates of $q_C$

Let $(X_1, Y_1), \ldots, (X_n, Y_n)$ be a random sample from cdf $H$. Furthermore, let $R_i$ be the rank of $X_i$, $i = 1, \ldots, n$, in the sample $X_1, \ldots, X_n$ and $S_i$ the rank of $Y_i$, $i = 1, \ldots, n$, within $Y_1, \ldots, Y_n$. Simple estimate of $q_C$ has the form

$$\hat{q}_C(u, v) = w(u, v)[D_n(u, v) - uv], \quad (u, v) \in (0, 1)^2,$$

where $D_n$ is rank-based empirical copula estimator of $C$, i.e.

$$D_n(u, v) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left(\frac{R_i}{n} \leq u, \frac{S_i}{n} \leq v\right), \quad (u, v) \in [0, 1]^2. \quad (5)$$

The paper of Swanepoel and Allison (2013) provides exact mean and variance of $D_n(u, v)$. Ledwina and Wylupek (2014) have shown that $D_n(u, v)$ preserves the quadrant order. More precisely, if a copula $C_1$ has larger quadrant dependence than a copula $C_2$ then, under any fixed $(u, v) \in [0, 1]^2$, any $c \in \mathbb{R}$ and any $n$, it holds that

$$P_{C_1}\left(D_n(u, v) \geq c\right) \geq P_{C_2}\left(D_n(u, v) \geq c\right). \quad (6)$$

An obvious consequence of (6) is analogous order preserving property of $\hat{q}_C(u, v)$. 
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Asymptotic properties of the empirical copula process \( Z_n(u, v) = \{ \sqrt{n}[D_n(u, v) - uv] \}, \ u, v \in [0, 1] \) have been studied by many authors; cf. Fermanian et al. (2004) for the related results and references. Since \( uv(1 - u)(1 - v) \) is the asymptotic variance of \( Z_n(u, v) \) under independence, \( \sqrt{n}q_C(u, v) \) coincides with natural weighted empirical copula process while Theorem 3 of Fermanian et al. (2004) implies that, under independence, \( \sqrt{n}q_C(u, v) \) is asymptotically \( N(0, 1) \) for each \( u, v \in (0, 1) \). The estimate \( D_n(u, v) \), in a series of papers originated by Deheuvels (1979), has been called empirical dependence function.

In application oriented papers, more popular variant of rank-based estimator of \( C \) is

\[
C_n(u, v) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}(\frac{R_i}{n+1} \leq u, \frac{S_i}{n+1} \leq v), \quad (u, v) \in [0, 1]^2.
\]

The variables \( (R_i/(n+1), S_i/(n+1)) \), \( i = 1, \ldots, n \) are called pseudo-observations in the literature. Obviously, the finite sample and basic asymptotic properties of \( C_n(u, v) \) are inherited after \( D_n(u, v) \). Therefore, we shall consider the following estimator of \( q_C \)

\[
Q_n(u, v) = w(u, v)[C_n(u, v) - uv] = \frac{C_n(u, v) - uv}{\sqrt{uv(1 - u)(1 - v)}}, \quad (u, v) \in (0, 1)^2,
\]

which, similarly as \( \hat{q}_C(u, v) \), is the rank statistic. Moreover, we set

\[
L_n(u, v) = \sqrt{n}Q_n(u, v)
\]

for the standardized version of this estimate. Simple algebra yields that for any \( (u, v) \in (0, 1)^2 \) it holds

\[
L_n(u, v) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \phi_u(\frac{R_i}{n+1})\phi_v(\frac{S_i}{n+1}) + O\left(\frac{1}{\sqrt{n}}\right).
\]

So, up to deterministic term of the order \( O(1/\sqrt{n}) \), the standardized estimator \( L_n(u, v) \) is linear rank statistic with the quasi-monotone score generating function \( \phi_u \times \phi_v \). Moreover, the definition of \( L_n \) and (6) yield that

\[
P_{C_1}\left(L_n(u, v) \geq c\right) \geq P_{C_2}\left(L_n(u, v) \geq c\right)
\]

for any \( (u, v) \in (0, 1)^2 \), any \( c \), any \( n \), and any two copulas \( C_1 \) and \( C_2 \) such that \( C_1 \) has larger quadrant dependence than \( C_2 \). Summarizing the above mentioned results, let us note that under independence \( L_n(u, v) \) is distribution free. So, given \( n \), under independence, the significance of the obtained values of this statistic can be easily assessed on a basis of simple simulation experiment. For large \( n \) one can rely on asymptotic normality of \( L_n(u, v) \). Due to (11), similar conclusions follow if one likes to verify hypothesis asserting that \( q_C(u, v) \geq 0 \). Moreover, (11) implies that different levels of strength of quadrant dependence of the underlying \( H \)'s shall be adequately quantified by order preserving \( L_n(u, v) \)'s. These results make the values of \( L_n(u, v), \ (u, v) \in (0, 1)^2 \), a useful diagnostic tool. For example, since quadrant dependence is relatively weak notion, significantly negative values of \( L_n(u, v) \) for some \( (u, v) \)'s make questionable positive quadrant dependence, and many other forms of positive dependence of the data at hand, as well.
To close, note that, given \( u \) and \( v \), the score generating function \( \phi_u \times \phi_v \), appearing in (10), is not smooth one and takes on at most four possible values, only. This causes that, under independence, the convergence of \( L_n(u, v) \) to the limiting \( N(0, 1) \) law is not very fast. Moreover, the rate of convergence is expected to depend on \( u \) and \( v \), with the least favorable situation when \((u, v)\) is close to the vertices of the unit square. We illustrate these aspects in Table 1, where simulated critical values of the test rejecting independence for large values of \(|L_n(u, v)|\) are given under some \((u, v)\)’s, five different sample sizes, and two selected significance levels \( \alpha \). In cases when finite sample distribution of \( L_n \) is far from continuous one, the problem of uniqueness of sample quantiles arises. Through, to calculate sample quantiles we apply Gumbel’s approach, described in Hyndman and Fan (1996) by Definition 7.

Table 1. Simulated critical values of the test rejecting independence for large values of \(|L_n(u, v)|\) for selected \((u, v)\), versus \( n \) and \( \alpha \).

| \( (u, v) \) | \( \alpha = 0.01 \) | \( \alpha = 0.05 \) |
|---|---|---|
| \( n \) | \( n \) |
| 200 | 300 | 400 | 500 | 600 | 200 | 300 | 400 | 500 | 600 |
| \( (1/2, 1/2) \) | 2.546 | 2.540 | 2.600 | 2.504 | 2.613 | 1.980 | 1.848 | 2.000 | 1.968 | 1.960 |
| \( (5/12, 1/12) \) | 2.520 | 2.960 | 2.800 | 2.716 | 2.583 | 1.594 | 1.575 | 1.782 | 1.968 | 2.049 |
| \( (1/16, 1/16) \) | 2.753 | 2.879 | 2.933 | 2.349 | 2.591 | 1.546 | 1.894 | 2.080 | 1.586 | 1.894 |
| \( (1/20, 1/20) \) | 2.233 | 2.735 | 3.158 | 2.589 | 3.008 | 2.233 | 1.519 | 2.105 | 1.648 | 2.149 |

The sample sizes in Table 1 are close to that we shall consider in Section 4. The results exhibit that, for this range of sample sizes, the simulated quantiles of \(|L_n(1/2, 1/2)|\) are reasonably close to the limiting ones. We studied some selection of regular grids \( \{(i/g, j/g)\mid i, j = 1, \ldots, g-1\} \), for some \( g \)'s, the related behavior of \( L_n \)'s and reported in Table 1 the results on \( L_n(1/g, 1/g) \) for \( g = 12, 16, 20 \). They illustrate the conclusion that too dense grid shall imply too much inaccuracy in the simulated quantiles while too conservative choice not necessarily provides much progress. In view of these observations, we decided to apply the regular grid \( G_{16} \) through. With this choice, for the sample sizes under consideration, the significance of observed values of \(|L_n(i/g, j/g)|\) can be easily approximately evaluated looking at the heat maps, that we provide in each case. For more precise evaluation extra simulations are needed.

Note also that there are available some smooth nonparametric estimators of copulas. See Janssen et al. (2012) and Omelka et al. (2009) for recent contributions and extensive overview. However, we do prefer to insert the estimator \( C_n \), since it is naturally linked to local correlations defined in the paper and obeys the property (11), which is crucial in finite sample inference on dependence. Counterparts of (11) for more general rank statistics are not available, according to the best our knowledge. For some related discussion see Ledwina and Wylupek (2014), Section 3.
4. Illustration

4.1. Example 1: Extreme value copulas

We start with two simulated data sets of size $n = 500$ from Marshall-Olkin and Mai-Scherer (2001) copulas given by $C(u, v) = C_{a,b}^{MO}(u, v) = \min\{u^{1-a}v, uv^{1-b}\}$, $a = 0.50, b = 0.75$, and $C(u, v) = C_{a,b}^{MS}(u, v) = \min\{u^{a}, v^{b}\} \min\{u^{1-a}, v^{1-b}\}$, $a = 0.9, b = 0.5$; cf. Nelsen (2006), p. 53 and Mai-Scherer (2001), p. 313, respectively. Both copulas possess a singular part. In Figures 2 and 3 we show dependence functions $q_C(u, v)$ for these models. The functions are accompanied by scatter plots of pseudo-observations $(R_i/(n+1), S_i/(n+1))$, $i = 1, \ldots, 500$, from the simulated samples. The scatter plots nicely exhibit the singularities and show some tendencies in the data. Right panels in these figures display respective heat maps of standardized correlations $L_n(u, v)$’s calculated on the grid $\mathbb{G}_{16}$. Each square of size $0.0625 \times 0.0625$ represents the respective value of $L_n$ in its upper-right corner. To simplify reading, each heat map is accompanied with two numbers

$$L_\ast = \min_{1 \leq i,j \leq 15} L_n(i/16, j/16) \quad \text{and} \quad L^\ast = \max_{1 \leq i,j \leq 15} L_n(i/16, j/16).$$

Both copulas represent positively quadrant dependent distributions. Under such dependence large values of $U$ tend to associate to large values of $V$ and similar pattern applies to small values. This tendency is nicely seen in the figures. Intuitively, the tendency is stronger for $C_{0.9,0.5}^{MS}$ than for $C_{0.50,0.75}^{MO}$ and this is indeed well reflected by the heat maps. The points of the grid $\mathbb{G}_{16}$ in which the estimated correlations $Q_n$ are significant on the levels 0.05 and 0.01 can be easily identified; cf. Table 1. Some possibility of testing for positive local and/or global dependence is sketched in Section 4.2.

Marshall-Olkin copula, $\alpha = 1/2, \beta = 3/4$

Fig. 2. Left panel: dependence function $q_C(u, v)$ for the Marshall-Olkin copula; middle panel: scatter plot of $(R_i/(n+1), S_i/(n+1))$, $i = 1, \ldots, n$, $n = 500$, of simulated observations from the copula; right panel: standardized estimator $L_n(u, v)$ of $q_C(u, v)$ on the grid $\mathbb{G}_{16}$. $L_\ast = -0.2, L^\ast = 12.2$. 
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Mai-Scherer copula, \(a = 0.9, b = 0.5\)

Fig. 3. Left panel: dependence function \(q_C(u,v)\) for the Mai-Scherer copula; middle panel: scatter plot of \((R_i/(n+1), S_i/(n+1))\), \(i = 1, \ldots, n, n = 500\), of simulated observations from the copula; right panel: standardized estimator \(L_n(u,v)\) of \(q_C(u,v)\) on the grid \(G_{16}\). \(L_* = 1.5, L^* = 16.1\).

Next examples follow similar pattern. They concern three real data sets considered earlier by Jones and Koch (2003). In each example of our paper we use the same scale of intensity of colors in the heat maps. This allows one to compare how different degrees of association are reflected by our estimators.

4.2. Example 2: Automobile data

We shall consider two data sets of size \(n = 392\) available through [http://lib.stat.cmu.edu/datasets/cars](http://lib.stat.cmu.edu/datasets/cars). This is 1983 ASA Data Exposition data set, collected by Ernesto Ramos and David Donoho.

The first sample collects observations of engine power (variable \(X\)), measured in horsepower, and fuel consumption (variable \(Y\)). This example was already investigated by Hawkins (1994), who fitted to the original data points decreasing regression function. Strong negative association is also clearly manifested by the scatter plot, which is based of transformed observations.

\[(\text{Engine Power, Fuel Consumption}), n = 392\]

Fig. 4. Left panel: scatter plot of \((R_i/(n+1), S_i/(n+1))\), \(i = 1, \ldots, n, n = 392\); middle panel: estimator \(Q_n(u,v)\) of \(q_C(u,v)\) on the grid \(G_{16}\); right panel: standardized estimator \(L_n(u,v) = \sqrt{n} Q_n(u,v)\) on the grid \(G_{16}\). \(L_* = -16.0, L^* = -1.2\).
The heat map indicates visible negative trend and strong negative dependence in most of the points of the grid \( G_{16} \). Only for some points close to the edges \((0,0)\) and \((1,1)\) the correlations are small in absolute value. To allow for some immediate quantitative analysis we give in Table 2 simulated quantiles of \( L_n(u, v) \) for \( n = 392 \) and two choices of \((u, v)\)’s.

Table 2. Simulated \( \alpha \)-quantiles of \( L_n(u, v) \) for two selected \((u, v)\) and \( n = 392 \).

| \((u, v)\)  | 0.01 | 0.05 | 0.10 | 0.90 | 0.95 | 0.99 |
|-------------|------|------|------|------|------|------|
| \( (\frac{1}{2}, \frac{1}{2}) \) | -2.424 | -1.616 | -1.212 | 1.212 | 1.616 | 2.222 |
| \( (\frac{1}{16}, \frac{1}{16}) \) | -1.266 | -1.266 | -1.266 | 1.320 | 2.182 | 3.044 |

The local correlations can be used to test independence and to verify local negative and positive dependence, as well. In particular, observe that except five values close to the vertices \((0,0)\) and \((1,1)\), where the standardized empirical local correlations are in \([-1.212, -2.000]\), the remaining ones are strictly less than -2.000. This, along with the rough information contained in Table 2, allow one to expect that all local correlations (in the grid points \( G_{16} \)) shall be accepted to be non positive on the standard level \( \alpha = 0.05 \).

Obviously, the local correlations can be also used to form a new test statistic on global negative dependence. A reasonable candidate is the test rejecting such hypothesis for large values of \( L^* \), see (12). By Theorem 1 of Ledwina and Wylupek (2014) such statistic preserves the correlation order. For the data under consideration, simulated in 10 000 MC runs, \( p \)-value of this test is equal to 1.

Our conclusion is that the heat map displayed in Figure 4 of this paper supports more simple picture of the overall dependence structure than this one presented in Figure 4 of Jones and Koch (2003) and obtained via kernel methods applied to the original data.

The second sample of automobile data consists of observations of acceleration time \((X)\) and fuel consumption \((Y)\). Both, the original data display in Jones and Koch (2003) and the scatter plot provided in Figure 5 of our paper, suggest some not very strong positive dependence. The plot of \( Q_n \) supports this suggestion. The heat map visualizes standardized correlations and gives better insight into the strength of this dependence. The strongest local correlations are observed close to the lower tails of both (transformed) variables and the strength of the dependence is getting weaker towards the upper tails. Again our look at the data reveals a simpler structure of the dependence that this one provided in Figure 5 of Jones and Koch (2003). In particular, we do not notice zero local dependence between moderately large values of both variables. Test rejecting positive local dependence for small values of \( L_n(i/16, j/16) \), \( i, j = 1, \ldots, 15 \), can be applied in each grid point while global positive dependence can be verified by the test rejecting it for small values of \( L^* \), see (12) and (11). For the given data, the simulated, on the basis of 10 000 observations, \( p \)-value of such
global test on positive quadrant dependence is equal to 1.

(Acceleration Time, Fuel Consumption), \( n = 392 \)

\[
\text{Fig. 5. Left panel: scatter plot of } (R_i/(n + 1), S_i/(n + 1)), \ i = 1, \ldots, n, \ n = 392; \text{ middle panel: estimator } Q_n(u, v) \text{ of } qC(u, v) \text{ on the grid } \mathcal{G}_{16}; \text{ right panel: standardized estimator } L_n(u, v) = \sqrt{n} Q_n(u, v) \text{ on the grid } \mathcal{G}_{16}. \quad L_x = 0.8, \quad L^* = 10.2.
\]

4.3. Example 3: Aircraft data

Consider \( n = 230 \) aircraft span and speed data, on log scales, from years 1956-1984, reported and analyzed in Bowman and Azzalini (1997). We summarize the data in Figure 6. Since in this example both negative and positive correlations appear, we added respective signs to the colors in the heat maps. The figure exhibits that small and moderately large values of log speed are positively correlated with log span, while for the remaining cases the relation is reversed. Two, approximately symmetrically located, regions of relatively strong dependence are seen. In general, the strength of dependence is weaker than in previous cases. Similarly as in the previous example, also here our approach provides simpler and more regular picture of the dependence structure than this one presented in Figure 2 of Jones and Koch (2003).

\[
(\log(\text{Span}), \log(\text{Speed})), \ n = 230
\]

\[
\text{Fig. 6. Left panel: scatter plot of } (R_i/(n + 1), S_i/(n + 1)), \ i = 1, \ldots, n, \ n = 230; \text{ middle panel: estimator } Q_n(u, v) \text{ of } Q(u, v) \text{ on the grid } \mathcal{G}_{16}; \text{ right panel: standardized estimator } L_n(u, v) = \sqrt{n} Q_n(u, v) \text{ on the grid } \mathcal{G}_{16}. \quad L_x = -6.5, \quad L^* = 4.6.
\]

Bowman and Azzalini (1997) used these data to discuss some drawbacks of standard corre-
lation measures. Indeed, for these data classical Pearson’s, and Spearman’s and Blomqvist’s rank statistics for assessing an association yield simulated $p$-values 0.81, 0.74, and 0.79, respectively. Kendall’s rank correlation gives simulated $p$-value 0.31, which also seems to be too high, when one is looking at the magnitude of standardized local correlations in Figure 6. Combining the local correlation into global statistic $L^o = \max_{1 \leq i,j \leq 15} |L_n(i/16, j/16)|$, with large values being significant, basing on simulation of size 10 000, we get $p$-value 0.00 for such global independence test. This shows that local correlations are more informative than each of the above single classical global indices of association.

5. Discussion

We have introduced the novel function valued measure of dependence of two random variables. Its definition, based on Studentized difference of two cdf’s, is general, simple, and natural. In our considerations, we mainly focus attention on copula-based variant of the measure. It allows for simple estimation and guarantees appealing finite sample properties of the resulting estimate. The estimate is tightly linked to the popular scatter plot and helps to extract explicit dependence structure from it. Both, the measure and the estimate, allow for comparison and visualization of different association structures. The value of the measure in a fixed point has useful interpretation as correlation coefficient of some specific increasing functions of the marginals. Also, the proposed estimate features simple interpretation and easy implementation. Its performance in real data analysis yields relatively simple, in comparison to alternative method, dependence structure. We believe that the proposed approach will be useful in practice.

Also, simple and reliable tests for local and global association, based on estimated dependencies have been proposed. It is worth noticing that, in particular, statistic like $L^*$, cf. (12), can be considered as a usable approximation of empirical isotonic canonical correlation coefficient, introduced in Schriever (1987). Similarly, $L^o$, given in (13), can be serve as an easy to implement approximate exemplification of Rényi’s idea to calculate maximal correlation over large class of functions. In Ledwina and Wylupek (2014) empirical correlations close to $L_n(u, v)$’s were successfully applied to construct highly sensitive test for detection of positive quadrant dependence. Recently, there is much of interest in detecting dependencies in some conditional copulas; see Veraverbeke et al. (2011), and Li et al. (2014) for discussion and further references. It seems that some graphical presentation of dependence structure of two random variables, conditionally upon some fixed values of a covariate, and formal application of pertaining counterparts of $L^o$, $L^*$, and $L_*$ could be useful in such considerations, as well. It is also worthy noting that the definition of $q$ can be naturally extended to higher dimensions and applied to construct tests for positive orthant dependence, for example. These questions are however beyond the scope of this initial article.
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