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Abstract: Most of the energy consumed by the residential and commercial buildings in the U.S. is dedicated to space cooling and heating systems, according to the U.S. Energy Information Administration. Therefore, the need for better operation mechanisms of those existing systems become more crucial. The most vital factor for that is the need for accurate models that can accurately predict the system component performance. Therefore, this paper’s primary goal is to develop a new accurate data-driven modeling and optimization technique that can accurately predict the performance of the selected system components. Several data-enabled modeling techniques such as artificial neural networks (ANN), support vector machine (SVM), and aggregated bootstrapping (BSA) are investigated, and model improvements through model structure optimization proposed. The optimization algorithm will determine the optimal model structures and automate the process of the parametric study. The optimization problem is solved using a genetic algorithm (GA) to reduce the error between the simulated and actual data for the testing period. The models predicted the performance of the chilled water variable air volume (VAV) system’s main components of cooling coil and fan power as a function of multiple inputs. Additionally, the packaged DX system compressor modeled, and the compressor power was predicted. The testing results held a low coefficient of variation (CV%) values of 1.22% for the cooling coil, and for the fan model, it was found to be 9.04%. The testing results showed that the proposed modeling and optimization technique could accurately predict the system components’ performance.
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1. Introduction

In 2017, about 38 quadrillion British thermal units of the total U.S. energy consumption was consumed by the residential and commercial sectors, according to the U.S. Energy Information Administration. Where it was found that in 2012, the space heating consumes most of the overall energy use in commercial buildings [1]. Moreover, the advanced global revenue will grow from $7.0 billion in 2014 to $12.7 billion in 2023. In addition to the electricity prices that are rapidly increasing and the increasing cost of operating the heating ventilation and air condition (HVAC) systems in the buildings, the buildings are responsible for 44.6% of the total CO₂ emissions, which is the most significant portion compared to 34.3% for transportation and 21.1% for the industry sector. Thus, the need for better operation mechanism of those existing systems become more crucial [2,3]. HVAC systems are heating, ventilation, and air conditioning systems that are responsible for heating and cooling the space as well as ventilation to maintain the inhabitant comfort levels. HVAC systems are complex nonlinear systems that have different variables as the parameters of those systems. Many
studies have been done to understand those systems fully as well as reducing the energy consumed by them [4]. Even though the HVAC systems operate using the same thermodynamics principles, they still have different applications depending on the building type.

Chilled water HVAC systems are one of the most popular HVAC systems. They are sized for numerous building types where careful consideration must be taken in the design process [5,6]. On the other hand, packaged DX systems (packaged direct expansion systems) are a popular system that is mostly used in commercial and office buildings throughout the United States. They are known for their reliability and compact design. Additionally, they are accountable for 54% of the cooling energy for commercial buildings [7,8]. The DX system and chilled water system models are derived from a combination of physical models of the components. The components are compressor, cooling coil, condenser, heat pipes, fans, and outdoor air mixing chambers, etc. [9].

HVAC systems are a complex nonlinear structure that consists of heat and mass transfer equipment. They also consist of sensors, controllers that control several variables of the system. Thus, to predict the energy consumed by those systems, there is a need to measure and model the individual components of the system from either measured data or from knowledge previous physical laws and methods [10]. Models can be divided into two: forward models and data-driven models. Forward models are based on engineering principles and usually required detailed physical information. The use of physical models in real system operations requires detailed physical information that may not always be available. It requires elevated time to complete the calculations that may exceed the optimization period. Therefore, physical models are rarely used for real-time operations. On the other hand, the data-based models do not need any information on the system, and they can simply be used for such real-time applications. As real-time performance data are available in most modern building automation systems BASs, data-enabled model-based techniques may be the most effective way to achieve optimally secured and demand flexible building energy system operations [11,12].

An adequately identified model can provide accurate or close to accurate results and, at the same time, may require minimum calculations time [13]. Therefore, creating an accurate model by accurately identifying their parameters became crucial.

While HVAC systems have certain features like nonlinearity, time-dependent, time-varying system dynamics, insufficient data, complex interactions between the components, and limited supervisory controls, thus modeling the HVAC systems is a very characteristic and challenging process [14]. Therefore, while developing an HVAC system and component model, close attention should be given to deciding on the accurate model structure, model parameters, and constraints [15]. So that the final selected model can accurately deal with disturbance, constraints, and uncertainties, to control the time-varying applications and time delays, and to handle a broad range of operating conditions.

Numerous data-driven models and techniques that are designed to predict the performance of the HVAC component and attempt to optimize the performance of it are now found [16]. Optimization is a process in mathematics that is used to maximize and minimize a specific function. One of the most popular optimization methods is the genetic algorithm (GA). GA is an optimization technique that is based on the theory of natural selection. GA is implemented in the process of design to minimize the cost and maximize the efficiency [17].

However, there have been some shortcomings that are associated with previous studies. Some of those shortcomings are that the models were developed on assumptions and metrics that needed to be justified, and some of the modeling techniques used, need to be further discussed to justify the selection of each modeling technique and not another. Moreover, some of those models are not flexible enough to be used in other HVAC systems.

As previously stated, to accurately predict the energy consumption of the HVAC system. Two-level of optimization need to be integrated. The first level is the component model optimization level. At the same time, the second level is a system performance optimization level. This paper’s primary goal is to develop a new accurate data-driven modeling and optimization technique that can accurately predict the performance of the selected system components (first level of optimization). The proposed
approach can be used to predict the performance of the components of the typical chilled water system and packaged DX systems.

**Research Background**

The problems surrounding building energy performance arise from the infinite architectural and mechanical building designs and multiple energy analysis methods and tools available. Energy efficiency is achieved through adequately functioning equipment and control systems. Therefore, implementing a high-efficiency HVAC plant is a must to guarantee the low running costs of the desired facility. Thus, a study was conducted on a historical building (the San Martino Castle in Parella), which discussed the criteria that can drive the process of upgrading the exciting HVAC plant as follows, giving new life to the environment, achieving adequate IAQ levels, respecting the existing structure, minimizing terminals and distribution systems, and installing the efficient system that will reduce the emissions and cost [18].

Whereas, in exciting systems, problems associated with building controls and operation are the primary causes of inefficient energy usage. Therefore, modeling and simulation of building system performance has a significant impact on energy savings [19]. One drawback of energy-saving predictions that are being used now, is using physical-based estimated data. Estimated data that are based on the physical models and equations, do not give the right estimation for building performance because they do not account for many factors like building occupants. Therefore, using actual performance data or simulation data for energy savings approaches will give a more accurate result, since they account for factors such as occupant behavior, operational inefficiencies, and interactive effects that are difficult or costly to account for in building energy models [20]. Where a study compared the design stage estimated data vs. the actual performance in the building using NBI’s (New Buildings Institute) database of LEED (Leadership in Energy and Environmental Design) certified buildings. The study found that measured EUIs for 50% of the buildings deviated by about 25% from the projected performance, with 30% significantly better and 25% significantly worse [21]. Since most of the recent buildings HVAC systems controlled with a BAS system not only to collect data but to ensure occupant comfort [22]. Therefore, there has been an increase in the number of actual building performance data. The recent availability of more data to use has smoothened the process of developing data-driven algorithms that can be used for more accurate and flexible energy savings predictions, and they represent an excellent opportunity for building commissioning [23]. Data-driven models and machine learning are used in many aspects of modern society [24]. Data-driven models that are based on real systems data are proven to be helpful tools in understanding the performance of HVAC systems and explain the relationship of the system components [15,25]. Moreover, those data-based modeling techniques are aimed towards improving the indoor air quality of the building (IAQ) as it is causing concern in the overall human health and comfort levels [26,27]. Air handling units (AHU) are nonlinear systems, and it makes it hard to maintain thermal comfort. A data acquisition system using ANN developed to control the performance of AHU [28]. Moreover, a study has been conducted to a baseline case of one zone using ANN. The inputs were weather, occupancy, and indoor temperature. The goal of the study was to minimize energy consumption. A genetic algorithm engine optimized the model. The research has shown a 25% reduction in energy consumption compared to the baseline heating strategy [29].

However, one of the shortcomings of the previous studies is that very few models have used real performance data that are collected in a long period [30]. Most of the researches that we found has trained their models using simulation data or a limited set of data collected in a short period [31]. Which more likely effected the accuracy of the predictions. For example, a study conducted by [32] to model the building systems using MATLAB TM. They considered the building as a thermal network; also, they used one season of data. Therefore, the model can be considered an incomplete model because it was covering only the winter season, so only the heating system was evaluated. Moreover, developing models using a limited range of data is not accurate for predicting the indoor temperature
and relative humidity, unlike other studies that developed models using a short period. Other studies have made their first objective to collect data on a more extended period, not less than a year, to get accurate results [33]. A study conducted by [34] developed models using an extended period (nine months). The study has found that no model can predict the indoor temperature and humidity levels. This conclusion is contradicting with [35], who used a shorter period. The results have changed when expanding the period of data collection, indicating that more extended periods of data observation and collection will result in a more accurate energy prediction.

An adequately identified model can provide accurate energy prediction. Therefore, creating an accurate model by accurately identifying their parameters became crucial. Parameters identification that is influenced by input data, excitation signals, and model structure is an essential factor in system identification accuracy and efficiency [36]. Even though parametric testing methods are crucial to determine the system order, there is still a lack of a methodical approach for the model structure selection, order determination, and parameter identification [37]. Most of the existing studies nowadays are using the trial and error approach to decide on the model structure, order, and parameters [13]. Thus, researchers have studied several ways of optimizing the HVAC systems component and performance in both conventional methods and data-driven methods. References [38,39] have discussed energy savings conventional control strategies, and optimization for variable air volume (VAV) systems. In addition to the traditional methods of optimization, there have been data-driven approaches to optimize the HVAC systems in one level of optimization as well as integrated multiple levels and algorithms of optimizations [40]. Like, an integrated optimization technique proposed that can predict the supply air temperature and static duct pressure of the air handling unit. The optimization technique will integrate four component models of a chiller, pump, fan, and a reheating device using MLP (multiple-linear perceptron) methods. The results have demonstrated an energy saving of 7% of the total consumption of the unit [16]. Additionally, a study conducted by [41] has demonstrated an optimization algorithm for office buildings, which considered the comfort ranges of temperature, humidity, and thermal adaptation capability. The results of the study have proven that the proposed optimization technique can efficiently maintain occupant comfort levels while maintaining low energy used compared to conventional buildings.

Moreover, genetic algorithm (GA) was proven by previous studies to be an efficient tool for optimizing the HVAC modeling process when implemented on a whole system level and component level [42]. A study was conducted by [43] to develop an HVAC system optimization control strategy involving a fan coil unit temperature control for energy conservation in chilled water systems. The genetic algorithm was one of the tools selected to optimize system performance. The study conducted a field experiment, and the results have demonstrated that the proposed strategy has resulted in a 39.71% energy conservation when compared against another system operating at a full load. However, studies have shown that the computational intelligence approaches have been developed on the emphasis of optimizing energy consumption first, followed by the optimization of thermal comfort, then indoor air quality, and occupant preferences [44].

Therefore, in this research, a data-driven optimization technique was proposed to optimize the performance of the HVAC systems component (component model optimization) as part of optimizing the whole system performance (system performance optimization). The study has addressed most of the shortcomings of previous studies, where the models where tested and trained on real building performance data. The data were collected for a more extended period (one year). A comparison between multiple available modeling tools was conducted to decide on the best modeling technique that will be later used. The selected modeling tool was tested and trained to choose the best model structure. A model level optimization technique using GA was implemented to automate the process of selecting the best model structure.
2. Proposed Modeling Strategy

As previously stated, the HVAC systems are a complex nonlinear component. Therefore, the use of the optimization process to automate the process of selecting the best model structure became crucial. Because every component is different, it becomes hard to propose one model that can fit that component in all systems. Choosing the best model structure is a time-consuming process, and therefore the optimization process role in automating the process of selecting the optimal model structure for any individual component can be used. Moreover, choosing the best modeling tool will be crucial to model the HVAC systems. Therefore, this paper will have two objectives. The first objective is choosing the best modeling technique after comparing multiple proposed ones. The second objective is to create accurate data-driven component models using that selected tools. Figure 1 shows a general layout of the proposed modeling strategy. The proposed approach will be used to predict the performance of the components of the typical chilled water system and packaged DX systems. The proposed method had a limitation for this study in terms of model structure variables range, and that can be adjusted accordingly depends on the system under investigation.

For the optimization process, there are two levels: one for model parameter tuning, where a typical learning algorithm is used; and the other one is the proposed calculations to determine the optimal model structures. For example, if an artificial neural network is used, the model structures are time delay, feedback delays, and the number of neurons. The model parameters are such as weights and biases. This process will perform a high-level optimization to select the best model structure by minimizing the error in model prediction. The error can be measured in terms of mean square error (MSE), root means square error (RMSE), and the coefficient of variance (CV%). Figure 2 below shows the proposed optimization process. Where the model optimization solver starts with initial variables, the objective function is then calculated. This process repeats until the optimal variables yielding the least model errors can be found.
3. Modeling Description

The major component of the chilled water variable air volume (VAV) system air handling unit (AHU) and the packaged direct expansion (DX) systems were modeled. Table 1 shows the major components that will be modeled.

| Data Based Models               | Model's Output | Description                                                                 |
|--------------------------------|----------------|-----------------------------------------------------------------------------|
| AHU Model (Cooling Coil model) | Supply air temperature | This model will capture the performance of the cooling coil as the major component of the AHU |
| AHU Model (Fan power model)    | Fan power      | This model will capture the performance of the fan                          |
| DX Model (Compressor power)    | Power          | This model captures the performance of the compressor in a packaged DX VAV system |

The models were examined to decide on the best model structure that held the highest accuracy value through a parametric study. For the cooling coil model, the supply air temperature was predicted as a function of (1) chilled water temperature, (2) chilled water valve position, (3) mixed air temperature, (4) supply airflow, and (5) mixed air humidity level. However, the fifth input (mixed air humidity ratio) was neglected for this study because there was not enough data collected to represent it. Moreover, for the fan model, the fan power was predicted as a function of fan airflow and fan speed. While for the DX system component models, the DX compressor was chosen to be modeled. Therefore, the compressor power for the DX system was predicted as a function of (1) outside temperature, (2) mixed air temperature, (3) airflow rate, and (4) moisture content mixed air.

To evaluate several data-based modeling techniques creating different models was proposed. Each model will utilize one of those techniques. The models will use the same inputs and output data to be tested and trained. Then the models will be compared, and the best-fitted model will be used selected as the modeling technique that will be used to carry on with this paper. Three predictive modeling techniques were chosen to be evaluated; those models were:

Model (1): Support vector machine (SVM).
Model (2): Artificial neural network (ANN).
Model (3): Aggregated bootstrapping (BSA).
Support vector machine (SVM) is one of the methods that use supervised learning used for classification and clustering purposes. In general, SVM is also extended to solve regression problems, and thus support vector regression.

The main idea SVM is to reduce the dimensionality of a data set consisting of many variables correlated with each other, either heavily or lightly, while retaining the variation present in the dataset, up to the maximum extent.

While artificial neural networks (ANN) is a computational structure that is inspired by the observed process of the natural neurological networking of the brain. A key for these networks is their adaptive nature, where they essentially “learn by example” rather than by traditional programming methods [45,46]

Model three is utilized using bootstrap aggregation (BSA). Bootstrapping is simply the method of random sampling with replacement. Such a sample is referred to as a resampling [47]. Moreover, there may occur some redundancy in features that will later cause errors because high dimension data cost both speed and accuracy of the classification algorithms. Since the data were measured at very short intervals of time, the data set was large. So, there was a need to convert these high dimensional data into lower space to achieve better speed and accuracy [48]. To stop overfitting from happening, bootstrapping will be implemented.

To decide on the best modeling tool, the models will be tested and trained using the same data set. The selected tools will be compared through their fitness of predicting the same output. Training and testing are the primary two steps in creating any data-driven model.

1. Training the models: Training is a phase in creating the machine learning models. A set of examples is used to fit the parameters of the model. The models are trained to entail an input and a corresponding output or target. The created model will be run with the training dataset and produces a result, which is then compared with the output or target for each selected input. Based on the results, the model parameters will be adjusted.

2. Testing the models: Testing is the final phase after training. Where a dataset will be used to provide an unbiased evaluation of the final selected model from the training set. Generally, the dataset used for testing the models is different from the one used for training.

4. Model Evaluation Strategies

After the three models were tested and trained, how well the model fits the data was examined. There are a lot of statistical metrics that are available to test and validate the model performance. Like $R^2$ (coefficient of determination), MSE (mean square error), RMSE (root mean square error), CV% (coefficient of variance), MBE (mean bias error), CVRMSE (coefficient of variance of root mean squared error), RN_RMSE (range normalized root mean squared error), etc. However, there will always be arguments that there is no conclusive statistical cut off criteria for model goodness-of-fit directories [49].

$R^2$ is one of the model performance evaluation tools that is broadly used for model testing and validation [50]. $R^2$ is better used to compare several models in terms of how good the model fits the data [44,51]. While, for example, RMSE is an error-index and often used as a measure to evaluate between two values predicted by a model and those observed from the thing that is being modeled [44]. When validating the building performance simulation models, the rule of thumb is to follow one of the main protocols like ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers) Guideline 14, FEMP (Federal Energy Management Program), and IPMVP (International Performance Measurement and Verification Protocol) [52].

Moreover, both IPMVP (International Performance Measurement and Verification Protocol) and ASHRAE Guideline 14 indicate that $R^2$ is the most important criterion by which a model’s validity and usefulness should be assessed. Therefore, in this paper $R^2$ was used to examine the fitness of the model. $R^2$, is the proportion of variation in the outcome values that is explained by the predictor variables (inputs).
In other words, $R^2$ tells us how good the model fits the data (goodness of fit). The $R^2$ value can range from 0 to 1. The higher the $R^2$, the better the model. Where an $R^2$ that is close to refers to a perfect fit while a value close to Zero or negative indicates a poor fit model [53]. An $R^2$ value of 0.9 may be understood as 90% of the variance in the baseline is explained by the modeled values.

5. Data Collection

For the chilled water VAV system, real data gathered from an existing building located in North Carolina, USA. The building that covers 88,000 sf$^2$ (464.5 m$^2$) is a three-story multi-use building. The building is equipped with six AHUs and a chilled water planet with two chillers. Two AHUs are serving each floor. Additionally, the building is equipped with a building automation system (BAS) to record the performance of the building. Figure 3 shows a schematic of a typical VAV system layout and its correlation with the BAS. The data are collected on a span of one year.

![Figure 3. Schematic of a typical chilled water variable air volume (VAV) system’s air handling unit.](image)

The arrangement of each AHU consists of supply and return fan, exhaust, outside air dampers, heating, and cooling coils, VAV boxes, and multiple zones layout. The temperature range that was covered is a minimum of 50 °F (10 °C), and a maximum of 65 °F (18.3 °C), for the supply air temperature. The building is designed to have a supply air temperature (SAT) of 55 °F (12.8 °C). The data that were collected for this study to model the cooling coil successfully, as well as the fan model, are shown in Table 2 below.

However, for the DX system, an experimental set up was conducted in a fully equipped HVAC lab that is located at North Carolina A&T State University. The lab is equipped with 3-tons DX split-system air conditioning systems. The lab is controlled by a BAS that collects all the measurements data. The measurements that were recorded, as shown in Table 2, are outdoor air conditions, temperature, and humidity ratio entering and leaving the DX coil, airflow rates, damper positions, and compressor power.

Table 2 below shows the data that was collected and how they functioned as inputs and outputs for each model.
Table 2. The collected data and how they were divided into inputs and outputs for each model.

| Collected Data                      | Input and Output | Data Based Model              |
|-------------------------------------|------------------|--------------------------------|
| Supply airflow (CFM)                |                  |                                |
| Chilled water temperature (°F)      | Input            | AHU Model (Cooling Coil model) |
| Chilled water valve position (°F)   |                  |                                |
| Mixed air temperature (°F)          |                  |                                |
| Supply air temperature (°F)         | Output           |                                |
| Supply fan speed                    | Input            | AHU Model (Fan power model)    |
| Fan airflow rate (CFM)              |                  |                                |
| Supply pressure drop (in. w.g.)     | Output           |                                |
| Fan Power (kW)                      |                  |                                |
| outside temperature (°F)            | Input            | DX Model (Compressor power)    |
| mixed air temperature (°F)          |                  |                                |
| airflow rate (CFM)                  |                  |                                |
| moisture content mixed air          |                  |                                |
| compressor power (kW)               | Output           |                                |

6. Selection of Modeling Tool Results

The selected inputs to feed the created models were chilled water temperature, chilled water valve position, mixed air temperature, and supply airflow. The output was the supply air temperature. Figure 2 shows that for predicting the supply air temperature based on the four inputs that were chosen in creating the model’s structure. The bootstrap aggregation achieved the highest $R^2$ value for testing at 97.3%. Followed by the support vector machine and artificial neural networks with an $R^2$ value for the testing period at 97.1% and 96.7%, respectively. However, when comparing the training time of the models. The artificial neural network had the lowest training time at 341.3 s, which is (less than 6 min). As shown in Figure 4, where the fitness values and the training time were plugged. All three models had a high $R^2$ that is close in value. For the bootstrap aggregation model it indeed held the highest $R^2$ value, but its training time was almost seven times as much as that for the neural network model. Moreover, the training time has increased with an increase in training set size.

![Figure 4](image_url)

**Figure 4.** Comparison of Models. (a) The training time for the three models in seconds; (b) the coefficient of determination ($R^2$) value of the testing period for all the three models.
From the results above, it was noticed that all three models held a high $R^2$ value to train the specific dataset provided. However, the training time was the cutting edge in choosing the most suitable modeling tool. The artificial neural networks model was selected to be the modeling technique to model the performance of the cooling coil because it held the lowest training time comparing to the other models. Therefore the ANN will be selected as the modeling technique that will be used to carry out this paper.

7. Parametric Study

Data-driven models that are based on real systems data are proven to be helpful tools in understanding the performance of HVAC systems and explain the relationship of the system components. Air handling units (AHU) are nonlinear systems, and it makes it hard to maintain thermal comfort. In this paper, the parametric study using ANN was conducted to predict the performance of the main components of any chilled water VAV system and DX systems; also, to validate the results of the optimization process that will be later conducted, through comparing the optimization results against the one generated through the parametric study.

The created model’s accuracy was tested in terms of MSE and CV%, which represents the error values of the models in predicting the actual performance. The model parameters that were adjusted in each iteration to get the best model structure are

1. The number of hidden layers of neurons (N). For this investigation, the number of neurons that will be used ranges from 1 to 100.
2. Feedback delay (FD). The FD in this study is measured by minutes. Each FD period is 5 min, and the total feedback delay is fifteen minutes.
3. Time delay (ID). The ID is measured in minutes for this experiment, and to match the FD, the time delay will range from 1 to 3 intervals of 5 min for each interval resulting in a total of 15 min of delay.

An ANN is carried out using four steps: (1) extract the results or data, (2) train the network using experimentally or theoretically predicted values, (3) test the network with the data that are not used for training, and (4) identify the best network structure.

8. Model Level Optimization (MLO)

Today, modeling and simulation are established for addressing the problems related to the energy consumption in buildings. Energy performance modeling and optimization techniques and control strategies are gaining thrust in the research applications. Some of the available tools are not suited to be used for time-dependent applications. However, some artificial intelligence optimization tools are best suited for those applications since they have the compatibility to adjust optimal variables set points. Additionally, those tools are fast, adaptive, and capable of solving time-dependent algorithms related to the HVAC performance promptly.

Optimization refers to a process applied for minimizing or maximizing a function. The optimization algorithm will be implemented to automate the process by determining the best model structure with the minimum error value between the actual performance data and simulated data that were generated through the parametric study. The optimization tool that will be used to execute the optimization process is the genetic algorithm (GA). There are five phases in considering GA. Those processes are (1) initial population, (2) evaluation, (3) selection, (4) crossover, and (5) mutation. Figure 4 shows the optimization process using GA and how the five steps where implemented. Step (2), evaluation, was represented as the objective function. While steps 3, 4, and 5 are described as the GA operator. Figure 5 shows the process of the model optimization and objective function using the GA operator.
The error values were represented in terms of MSE (mean square error), RMSE (root mean square error), and or CV% (coefficient of variation), were those described in the following equations.

\[ MSE(x, y) = \frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2 \]  

\[ RMSE = \sqrt{MSE} \]  

\[ CV\% = \frac{RMSE}{\text{Mean}} \times 100 \]

9. Results

A parametric study was conducted to understand better the performance of chilled water air handling units and DX packaged units. The relationship between the inputs and outputs is the parameter that will drive the results. The parametric study will generate a set of results for each iteration that the model was tested and trained. The results are transferred and organized, and the best model structure for each iteration was noted. However, for clarity of discussion, only the results of the titration that held the optimal model structure that held the absolute lowest error value are displayed. It is noted that when training the models, increasing the number of neurons has improved the accuracy of the prediction.

9.1. Cooling Coil Model Results

After conducting the parametric study and comparing all the results, the following results are for the cooling coil component. It was found that the model structure with 45 number of neurons, three intervals of feedback, and three intervals time delay held the least error values of 1.22% and 0.017 in terms of CV% and MSE, respectively. Thus, selected to be the best model structure in predicting the performance of the cooling coil, Figure 6 shows the testing and training period of a model with a number of neurons (N) ranging from 1 to 100 with a time delay (ID) of three intervals. This iteration held the optimal value.
9.2. Fan Power Model Results

While for the fan power model, the same process was applied for the parametric study. The results have shown that the model structure with 30 number of neurons held the lowest error values. CV% and MSE values were recorded to be 9.04% and 0.523, respectively. This model is selected to be the best model structure for predicting the fan power usage of the AHU fan. Figure 7 shows the training and testing results for the iteration that held the optimal value.
9.3. DX System Model Results

The results of testing and training the Dx system model have shown that the optimal model structure held a number of 15 neurons. The optimal iteration has held a CV% value of 1.54% for the training period. This model will be used as the best model in predicting the compressor power of the DX system. Figure 8 below shows the performance of the models in the training and testing period.

![DX System Model Results](image)  
*Figure 8. CV% results as a function of the number of neurons for the training and testing period of the DX model.*

9.4. Model Level Optimization (MLO) Results

After the parametric study was deployed, the optimization technique using a genetic algorithm (GA) was conducted to automate the process of selecting the best model structure through minimizing the error between the actual and simulated data. The genetic algorithm was limited to a population size of 50 and a maximum of 100 generations. The optimization results will be compared against the parametric study results to validate the results. Tables 3 and 4 show the results of the optimization process for each iteration. In Table 3, the results for the minimum CV% are displayed for the cooling coil. The moving average yielded the lowest CV% of 1.22%. Additionally, another genetic algorithm was created to predict the MSE value for each model structure. The results are shown in Table 3, where the lowest MSE yielded was 0.019. Therefore, the best model structure that can predict the cooling coil performance was at 45 number of neurons. The same process was repeated for the fan power model, and an optimization process using genetic algorithms was deployed. It was found that the best model structure that can accurately predict the fan power was at 30 number of neurons. The model with three intervals of delay yielded the lowest MSE and CV% values of 0.523 and 9.04, respectively.

| Number of Neurons | Time Delay | Feedback Delay | Minimum CV% | Minimum MSE |
|-------------------|------------|----------------|-------------|-------------|
| 45                | 1          | 3              | 1.45        | 0.019       |
| 45                | 2          | 3              | 1.46        | 0.019       |
| 45                | 3          | 3              | 1.22        | 0.02        |

| Number of Neurons | Delay Intervals | Minimum CV% | Minimum MSE |
|-------------------|-----------------|-------------|-------------|
| 30                | 1               | 9.32        | 0.555       |
| 30                | 2               | 9.04        | 0.523       |
| 30                | 3               | 9.075       | 0.527       |
It is noted that the results produced by the optimization tool are similar in value to those obtained in the parametric study. The optimization process has supported the parametric results where similar results were found. Furthermore, these results have proved that artificial neural networks can be a valuable tool in modeling the performance of CHW air handling components as well as the DX packaged systems components.

10. Conclusions and Future Work

In this paper, a data-driven optimization technique was proposed to optimize the performance of HVAC systems components (optimizing the component model structure) as part of the process of optimizing the whole system performance (optimizing the operation setpoints for the whole system).

The models predicted the performance of the cooling coil and fan as the major component of a chilled water variable air volume AHU and the compressor performance as the major component of the packaged DX system. Real data collected from a real building located in North Carolina, were used to train and test the proposed techniques. Several machine learning tools were compared to select the best modeling tool that will later be used to conduct a parametric study.

The tools that were chosen to be evaluated are support vector machine, artificial neural network, and aggregated bootstrapping. The $R^2$ was used as the criteria of evaluation following the major code ASHRAE 14 guidelines. The tools were tested and trained on the same data set to examine the results better. However, all three modeling tools had close results in terms of $R^2$. Therefore, the training time was also evaluated. The artificial neural network had a training time that was three times lower than both the other two. Therefore, artificial neural networks were chosen to be the tool to be a better modeling tool in modeling the components of the HVAC systems.

The optimization process using a genetic algorithm was conducted to select the best component model structure that held the lowest error value. Choosing the best component model structure is the first level of optimizing any HVAC system. Optimization of the performance of the HVAC system must be conducted on two levels. A component model optimization and system-level performance optimization. The two levels need to be integrated to be able to operate the HVAC system more efficiently and result in actual energy savings.

The genetic algorithm was used as the optimization algorithm to carry out this work. The optimization level results were compared against the one conducted through the parametric study, and similar results were found. Those results have shown GA to be a helpful tool in accurately predicting the performance of HVAC systems components.

The proposed data-driven modeling and optimization technique was proven to predict the performance of the investigated HVAC system components accurately.

Future work of the authors includes but is not limited to model the rest of the components of the selected HVAC systems. Models may include zone level, reheat, heat recovery, ventilation, etc. The models will be created and optimized using the data-driven optimization tool that is proposed in this paper after the tool was proven to be valid. Later, integrating all the component models and optimize the output of those models again to optimize the whole system setpoints (system-level performance optimization). The new optimized setpoints will be sent back to operate the system more efficiently. The period of optimization might be every 5–15 min. Optimizing the system setpoint is predicted to results in a more efficient system and eventually results in energy savings that will be calculated. The two levels will be tested in a fully equipped HVAC lab that is equipped with the discussed systems in the paper.
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