A Study on Darcy versus Forchheimer Models for Flow through Heterogeneous Landfills including Macropores

Roman Winter *, Archontoula Valsamidou, Holger Class and Bernd Flemisch

Institute for Modelling Hydraulic and Environmental Systems, University of Stuttgart, 70569 Stuttgart, Germany; archontoula.valsamidou@gmail.com (A.V.); holger.class@iws.uni-stuttgart.de (H.C.); bernd.flemisch@iws.uni-stuttgart.de (B.F.)

* Correspondence: roman.winter@iws.uni-stuttgart.de

Abstract: Flow through heterogeneous landfills that include macropores may occur under Reynolds numbers higher than those where Darcy’s law is valid. Extensions, such as a Forchheimer approach, may be required to include inertial effects. Our aim is developing predictive models for such landfills that are built from the low-level radioactive waste and debris of dismantled nuclear power plants. It consists of different materials, which after crushing result in a spatially heterogeneous distribution of porous-media properties in the landfills. Rain events or leakage, for example, may wash out radionuclides and transport them with the water flow. We investigate here the water flow and consider an inclusion of macropores. To deal with possibly high velocities, we choose the Forchheimer model and, taking different Forchheimer coefficients into account, compare it to the Darcy model. The focal points of the study are (i) the influence of the macropores on the flow field and (ii) the impact of the choice of the Forchheimer coefficient both on the solution and the computational effort. The results show that dependent on their size, macropores can dominate the flow field. Furthermore, Forchheimer coefficients introducing more inertial effects are associated with considerably higher runtimes.
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1. Introduction

When developing predictive models for flow through heterogeneous landfills, flow velocities beyond the validity of Darcy’s law [1,2] may be encountered. To incorporate inertial effects at higher Reynolds-number regimes, there are approaches related to Forchheimer’s extension of Darcy’s law discussed in the literature [3–6]. Our aim for the present study is to quantify the influence of employing Forchheimer’s extension on the results as well as on the numerical behavior for a particular set of model scenarios.

More precisely, we focus on flow events in heterogeneous landfills from debris of dismantled nuclear power plants after their clearance. Such debris consists mainly of demolished material such as concrete, plaster, bricks, metal, valves, piping, etc. According to [7], clearance is defined as “the removal of radioactive materials or radioactive objects within authorized practices from any further regulatory control by the regulating body”. Due to its nature, this waste can either be reused or disposed in municipal landfills [8–10]. The heterogeneity of the materials translates into a porous matrix of irregular characteristics. Matrices such as those are often called “structured” as they can contain large, continuous, structural pores, which can be called macropores [11]. According to [12], voids such as macropores are readily visible, and it is known that they can be continuous for several meters in both vertical and lateral directions. Most soils contain macropores of some sort; in [12], they are divided in categories depending on how they were formed. Since the cause of their formation is not always the same, their sizes can also vary widely [12–15]. A convenient approximation would be that pore diameters larger than 0.3–0.5 mm are...
typically classified as macropores. It should be mentioned that size is not alone a sufficient
criterion to define a macropore; structure is important as well [12].

For our study, we follow the previous works from [16–18] on the modeling of the
water pathway. They focused on 1D models under the assumption of homogeneous
spatial parameters such as porosity and permeability. Additionally, they only considered
regular rain events. We extend the model scenarios to 2D, incorporate spatial heterogeneity,
and investigate heavy rain events, which are expected to happen more frequently in the
future [17]. With the higher inflow mass from the heavy rain events and areas of high
porosity (i.e., the macropores) in the heterogeneous landfills, the flow velocities inside
the domain increase. Therefore, it is necessary to study this topic with an extension of
Darcy’s law. We will investigate the differences between Darcy’s law and the Forchheimer
extension both in terms of the results as well as of the computational performance, with a
particular focus on quantifying the influence of macropores on the water flow field.

This paper is structured as follows: We introduce and explain the governing equations
that were used for our model in Section 2. We continue with the description of the model
scenarios in Section 3 and present results and an analysis in Section 4. We interprete and
discuss our results in Section 5 and end with our conclusions in Section 6.

2. Governing Equations

In the landfills that we have in mind in this study, macropores are a relatively small
proportion of the soil volume. However, they play an important role in the flow and
transport of water and solutes [14], due to their irregular geometry and characteristics. Their
effects on flow and how they can be described in state-of-the-art models have intrigued
the interest of many researchers. According to [13], macropore flow can be categorized as
a flow phenomenon that is initiated from the soil (matrix) surface and terminated at the
deeper profile or groundwater, bypassing the intermediate soil profile. Macropore flow is
also denoted in the literature as non-equilibrium and preferential [12,13,15,19,20].

Flow in domains containing macropores is often described with the Richards equation.
\[
\frac{\partial (\phi \rho_w S_w)}{\partial t} + \nabla \cdot (\rho_w v_w) - \rho_w q_w = 0, \tag{1}
\]
which only describes the flow of the water phase [14,20–22]. The limitations of the Richards
equation with respect to the full interaction of water and gas phase can be overcome by
using a two-phase flow approach [23]. Then, the mass conservation equations can be
written as
\[
\frac{\partial (\phi \rho_a S_a)}{\partial t} + \nabla \cdot (\rho_a v_a) - \rho_a q_a = 0; \quad a \in \{w, n\}, \tag{2}
\]
with \( \phi \) denoting the porosity, \( \rho_a \) denoting the density of phase \( a \), \( S_a \) denoting the phase sat-
aruation, \( v_a \) denoting the Darcy velocity of phase \( a \), and \( q_a \) denoting the phase source term.

The phase velocity from Equation (2) can be calculated using the multi-phase extension
of Darcy’s law as
\[
v_a = -\frac{k_{ra}}{\mu_a} K (\nabla p_a - \rho_a g) \quad \text{[m s}^{-1}], \quad a \in \{w, n\}, \tag{3}
\]
with \( k_{ra} \) indicating the phase relative permeability, \( \mu_a \) indicating the phase mobility, and \( K \)
indicating the intrinsic permeability. We remark that we assume a rigid porous medium,
namely, that the porosity and permeability distribution is fixed over time.

The preferential flow introduced in the domain because of the macropores (acceler-
ation and deceleration in the pore throats) might also include inertial effects, which
are characterized by a Reynolds number larger than unity \( (Re > 1) \). For such cases, the
multi-phase extension for Forchheimer’s law
\[
- (\nabla p_a - \rho_a g) = \frac{H_a}{K k_{ra}} v_a + \beta_a \rho_a v_a |v_a| \tag{4}
\]
is an approach that has been used in the literature [3,23–27] to describe higher Re-number flow regimes in porous media, fractured, or macroporous media and also for flow near well regions [5,6]. It is a nonlinear relation with second-order corrections and, thus, can be viewed as an extension of the linear Darcy law for higher velocity regimes [26]. The nonlinear term of the equation accounts for inertial effects and contains a coefficient $\beta \text{[m}^{-1}]$, which is described as the effective non-Darcy-flow or Forchheimer coefficient. This coefficient is an empirical value specific to the porous medium [28,29] and has been a source of many controversies and ambiguities [30].

The inertial coefficient varies with geometrical characteristics of the pore structure. Methods for computing the $\beta$ coefficient can be roughly split into two categories: (i) the first one is concerned with fitting measurement data directly to the assumed model, while (ii) another approach assumes a direct correlation of $\beta$ to such fundamental properties of the porous medium as permeability ($K$), porosity ($\phi$), and in some cases tortuosity ($\tau$) [30].

The latter category can be further divided into theoretical and empirical correlations [24]. The empirical correlations of the inertia coefficient were initially determined experimentally for single-phase flow [25]. In order to account also for multi-phase flow, they were extended in terms of saturation and effective permeability correction. This way, the corresponding change in the Forchheimer flow coefficient due to saturation difference can be described [6]. The $\beta$ parameter values for typically studied porous media are reported to be greater than 5000 m$^{-1}$ [26].

In this study, we investigate flow in a heterogeneous macroporous domain. The problem is formulated for building rubble and debris of a nuclear power plant on top of a landfill. Our aim is to assess if the flow in such a porous-media domain can be studied using the standard multi-phase Darcy approach or if an inertia correction should be added. The flow models are implemented in DuMu$^x$ [31]. DuMu$^x$ is an open-source simulator and research code in C++; its main intention is to provide a sustainable and consistent framework for the implementation and application of porous-media model concepts and constitutive relations. For more information, we refer to the official website dumux.org (accessed on 28 January 2022). The flow velocities are calculated by the extended multi-phase Darcy model, Equation (3), or Forchheimer’s model, Equation (4), respectively. For Forchheimer’s law, the Forchheimer coefficient is calculated with two approaches; thus, effectively, we consider two different Forchheimer models and evaluate their differences.

1. A generalized equation for all media [32], which also is viable for multi-phase flow, formulated here according to [33]:

$$\beta_\alpha = \frac{c_F}{\sqrt{K_{r_{\alpha}}}}\quad \text{[m}^{-1}],$$

(5)

where $c_F$ is the so-called Forchheimer constant. A typical value of the constant for a range of investigated porous media is 0.55 [32]. If we insert Equation (5) in the general form of the Forchheimer Equation (4), we obtain the following equation for the first case:

$$\rightarrow v_\alpha + c_F \frac{\rho_\alpha}{\mu_\alpha} |v_\alpha|v_\alpha + \frac{K_{r_{\alpha}}}{\mu_\alpha} (\nabla p_\alpha - \rho_\alpha g) = 0.$$  

(6)

2. An equation that accounts for multi-phase flow more explicitly [6]:

$$\beta_\alpha = \frac{c_\beta \tau}{(K_{r_{\alpha}})\phi S_\alpha} \quad \text{[m}^{-1}]; \; \alpha \in \{w, n\},$$

(7)

where $c_\beta$ is a numerical constant which is found to be approximately equal to $1.5 \times 10^{-4}$ m for a specific range of investigated porous media [6].

By inserting this coefficient of Equation (7) in the Forchheimer Law, we can write the velocity of the fluid phase $\alpha$ for the second case:
\[
\vec{v}_a + \frac{c g T}{(\phi S_0)} \frac{\rho_a}{\mu_a} \vec{v}_a |\vec{v}_a| + \frac{K k_a}{\mu_a} (\nabla p_a - \rho_a g) = 0. \tag{8}
\]

For each of the different models (based on Equations (3), (6), and (8), respectively), different macropore scenarios are simulated, and then, the results are compared with respect to their accuracy and also the efficiency of the simulations. Furthermore, we study the relationship between the parameters of each model, and the inertia flow is identified using the dimensionless flow criteria, Reynolds (Re) and Forchheimer (Fo) numbers (see Section 4.1).

The Forchheimer number equals the ratio of pressure drop caused by liquid–solid interactions to that by viscous resistance [34] and indicates how microscopic effects in the porous-media structure lead to significant macroscopic nonlinear effects [35]. Due to the consistent definition and physical meaning of the variables involved, it might be a better approach for the characterization of the flow regime [6]. In porous media, there is no clear threshold number that defines the transition between the flow regimes, and the nonlinearity in non-Darcy flow is introduced from inertia instead of turbulent effects. Therefore, in porous media, non-Darcy flow can occur for small Reynolds numbers [6]. Roughly, creeping Darcy flow is observed for \(Re < 1\) [36]. Non-Darcy inertial flow (or Forchheimer flow) occurs for a range of \(1 < Re < 10\) [36]. Furthermore, the critical Forchheimer number is between 0.005 and 0.2, as stated in [6].

### 3. Model Scenarios

A major challenge in modeling landfills and their different materials as described above is the variation in their properties. Since it is impossible to predict the exact spatial distribution of the materials, we choose to create a spatial distribution with the R-project package gstat [37,38]. It requires specification of a variogram model; therefore, we chose the Matérn covariance function

\[
F(h) = \frac{1}{2^{\nu-1} \Gamma(\nu)} \left( \frac{h}{\nu} \right)^\nu K_\nu \left( \frac{h}{r} \right) \tag{9}
\]

as available in gstat. According to [39], it works well for soil variograms. Its smoothness parameter \(\nu\), appearing in Equation (9), allows for creating areas with less variation, which we assume to be the case in the landfill. For more information about the Matérn covariance function, we refer to [40]. The parameters used are shown in Appendix A in Table A2.

The most relevant spatial parameters for us are the porosity and the permeability. Since we are interested in macropores, we decided to create a porosity distribution with gstat and then relate the permeability with the Kozeny–Carman relationship [41]

\[
K = K_{ref} \frac{\phi^3 (1 - \phi_{ref})^2}{\phi_{ref}^2 (1 - \phi)^2}. \tag{10}
\]

Here, we use a reference porosity \(\phi_{ref}\) and a reference permeability \(K_{ref}\), which are calculated based on the grain-size distribution WT1 from the nuclear power plant Würgassen, as published in [42] and shown in Table 1. There, we also show the result for the mean particle diameter \(l\), which will be used in Section 4.1. Since the grain-size distribution is known, we are calculating the average particle diameter \(l\) as the weighted average of the range of diameters, namely,

\[
l = \sum_{i=1}^{6} p_i d_i, \tag{11}
\]

where \(d_i\) denotes an average fraction and the percentages \(p_i\) of the fractions are used as the weights of the average.
Table 1. Calculation of weighted average (average particle diameter) based on the grain-size distribution.

| Fraction [mm] | Average Fraction \(d_i\) [mm] | Percentage \(p_i\) [%] | Weighted Average \(p_i d_i\) [mm] |
|---------------|--------------------------------|------------------------|-----------------------------------|
| 1             | \(<1\)                         | 1                      | 3.8                               | 0.038                             |
| 2             | 2–4                            | 3                      | 3.7                               | 0.111                             |
| 3             | 4–8                            | 6                      | 9.6                               | 0.576                             |
| 4             | 8–16                           | 12                     | 15.8                              | 1.896                             |
| 5             | 16–32                          | 24                     | 25.8                              | 9.912                             |
| 6             | 32–64                          | 48                     | 25.8                              | 12.384                            |

\(l \approx 25 \text{ mm}\)

The reference porosity is calculated as in [43–47] with the coefficient of grain uniformity

\[ \eta = \frac{d_{60}}{d_{10}} \]  

and the empirical relationship between \(\phi\) and \(\eta\), namely,

\[ \phi = 0.255(1 + 0.83^\eta). \]

For this grain-size distribution, it results in the reference porosity \(\phi_{\text{ref}} = 0.35\). The reference hydraulic conductivity is calculated after the Terzaghi equation [43]

\[ k_f = C_t \left( \phi - 0.13 \right)^2 d_{10}^2, \]

with \(C_t\) as the sorting coefficient, ranging between \(6.1 \times 10^{-3}\) and \(10.7 \times 10^{-3}\). Here, we choose the average value of \(8.4 \times 10^{-3}\). Based on the the grain-size distribution from Table 1 and the porosity calculated with Equation (13), the resulting reference permeability is \(K_{\text{ref}} = 1.01 \times 10^{-9} \text{ m}^2\).

The entry pressure \(p_d\) [Pa] of the Brooks–Corey capillary pressure–saturation relationship,

\[ p_c(S_e) = p_d S_e^{-1/\lambda}, \]

is adjusted with the reference entry pressure \(p_{d,\text{ref}} = 1000\ \text{Pa}\) plus the spatially varying porosity and permeability using the Leverett J-function [48] as

\[ p_d = p_{d,\text{ref}} \sqrt{\frac{\phi K_{\text{ref}}}{\phi_{\text{ref}} K}}. \]

From Equations (9), (10), and (16), we have calculated spatial distributions for the porosity, permeability, and capillary entry pressure. As macropores, we insert additional areas with very high porosity values (dimensions shown in Table A1), and finally, we end up with the porosity fields, as shown in Figure 1.

We assign Neumann no-flow boundary conditions at the right and left side of the domain. At the top boundary, a Neumann boundary condition represents the water in-flowing rain. Its mass is calculated from the official threshold for heavy-rain events \(q = 251 \text{ m}^{-2} \text{ h}^{-1} = 0.007 \text{ kg m}^{-2} \text{ s}^{-1}\) provided by the German Weather Service [49]. At the lower boundary, we set Dirichlet conditions with a fixed pressure and saturation.

The residual water saturation for the domain is set to \(S_{\text{wr,d}} = 0.1\), except for the macropores. Several studies [23,50,51] assume the residual saturation in the macropores to zero, namely, \(S_{\text{wr,m}} = 0.0\).
Figure 1. The porosity fields for the three investigated cases: (a) no macropores; (b) two macropores from top to bottom with different width; (c) two macropores with different porosity and different width, only one from top to bottom.

In Figure 2, we show the porosity distribution histograms for the respective scenarios (a), (b), and (c). The spikes at the tails of the latter two represent the high porosities assigned to the macropores. Obviously, this confirms the bimodal porosity behavior of macroporous domains.

Figure 2. Porosity histograms for Scenarios (a–c). Every column depicts the number of cells for a porosity range \([\phi_{\text{min}}, \phi_{\text{max}}]\) with \(\Delta\phi = 0.0275\). The total number of cells is 2500.

4. Results and Analysis

4.1. Flow-Regime Characterization

In flow problems, it is important to assess which flow regime dominates. As already mentioned, in this study, we use the dimensionless \(Re\) and \(Fo\) numbers as indicators for the prevailing flow regimes. Given their values, the required flow model can be chosen accordingly. This is why for the phase-velocity value, we use the cell data results from the Darcy models.

The Reynolds number \(Re\) is based on the average grain diameter \((l)\) of Table 1 and the phase velocity,

\[
Re = \frac{|v_\alpha| \rho_\alpha l}{\mu_\alpha} \quad [-],
\]

which represents the ratio of inertial force to viscosity force. The Forchheimer number \(Fo\) has an expression that includes multi-phase and inertia effects [6],

\[
Fo = \frac{\rho_\alpha k_{\alpha} \beta_\alpha v_\alpha}{\mu_\alpha} \quad [-]; \quad \alpha \in \{w, n\},
\]

where \(\beta_\alpha\) is calculated from Equation (7).

The non-Darcy effect \((E)\) is the error caused by ignoring the non-Darcy behavior. According to [34,35], it is defined as “the ratio of the pressure gradient consumed in overcoming the liquid-to-solid interactions to the total pressure gradient” and can be calculated from [34] as

\[
E = \frac{Fo}{1 + Fo}.
\]
From this equation, we understand that the Forchheimer number is directly dependent on \( E \). If we denote \( E_c \) as the critical value for the non-Darcy effect, then the critical Forchheimer number would be

\[
F_{Oc} = \frac{E_c}{1 - E_c}.
\]  

(20)

For \( E_c = 10\% \) [4,34], the critical Forchheimer number, or the lower limit for inertial flow to be considered, is equal to \( F_{Oc} = 0.11 \). This value is larger than the one given from literature and will be used as our critical \( F_{O} \).

In Figure 3, we show the Reynolds and Forchheimer numbers for the three scenarios at the end of the simulation time. In Scenario (a), the Reynolds numbers barely reach up to \( Re = 1 \), with the majority of the domain in a smaller range of values. In Scenarios (b) and (c), where macropores are added, it reaches up to \( Re = 2.5 \). Again, the majority of the domain behaves similar to Scenario (a), but we know that this variation of values at the tails of the histograms is caused by the macropores.

![Figure 3. Reynolds (Re, top) and Forchheimer (Fo, bottom) numbers histograms, calculated with the Darcy velocity values for the three scenarios (a–c). Every column depicts the number of cells for a range \([Re/F_{Omin}, Re/F_{Omax}]\) with \( \Delta Re/Fo = 0.009/0.003 \). The total number of cells is 2500. The critical Reynolds and Forchheimer numbers are depicted as red vertical lines.](image)

According to the typical range of the Forchheimer number for transition to inertial flow from the literature, all scenarios depicted here belong in the inertial regime. Even if we take into account the “stricter” \( F_{Oc} = 0.11 \), we reach this limit already in Scenario (a). In Scenarios (b) and (c), the Forchheimer number reaches up to \( Fo = 0.35 \). We can see that with both dimensionless criteria, we have a large spread of values on the right tail for the macropore scenarios, along with some small spikes. We assume that these belong to the macroporous regions of the domain.

The results for the Forchheimer number confirm that the inertial effects are strong enough and they cannot be ignored in all three scenarios. The Reynolds criterion \( Re < 1 \) is only valid for Scenarios (b) and (c) in regions where flow is not affected by the macropores.

4.2. Velocity Streamlines

In Figure 4, we show the streamlines representing the water-phase velocity over the porosity fields for the two macropore scenarios after the last timestep. We present only the results for the Forchheimer–Case 1 model, as no significant differences between the others are visible. The strongest contribution of the macropores to the flow pattern is the preferential flow path they obviously offer. In both scenarios, we notice that the velocity streamlines around the macropores lead into them. This is caused by

- The different geometrical characteristics–continuous length and large width,
- The larger porosity and permeability compared to the rest of the domain, and
- The residual saturation, which is \( S_{\text{wr,m}} = 0.0 \).
Moreover, the water-phase velocity in the macropores is considerably higher than in the rest of the domain. As we can see, in both scenarios, the highest values occur in the thinner macropores, where we observe also a slightly higher pressure. Between the three models used to simulate flow, the Forchheimer–Case 2 is the one that differs the most compared to the other two. We assume that the two cases differ the most in regard to the approach and consideration of the inertial effects. These should have the largest impact when the velocity is changing. To distinguish the two cases, we look into the green highlighted cells in Scenario (c), where the velocity is slowed down at the end of the left (wide) macropore.

Figure 4. Water phase velocity streamlines of Forchheimer–Case 1 model for Scenarios (b) and (c).

According to [52,53], the microscopic inertial effects at high velocities distort the flow lines and, therefore, increase the gradients of velocity and the pressure drop. Additionally, ref.[35] explains this with the dissipation of energy as fluid particles accelerate in smaller pores and decelerate while entering large pore spaces. As we study our cases, there should be a visible faster acceleration or deceleration of water flow for the case with the higher inertial effect.

In Tables 2 and 3, the velocities of the green highlighted cells in Figure 4 are shown. The cells are the last in the macropore and the first afterwards. Generally, we can say that Case 2 has higher velocities in the macropores. Additionally, we can see that the velocity in Case 2 drops lower in the domain cells. If we follow the previously referenced literature, it would imply that Case 2 accelerates and decelerates more than Case 1 and therefore has more inertial effects.

Table 2. Model liquid phase velocity results [m s$^{-1}$] for scenario (c) of Forchheimer–Case 1.

|                  | Left Cell | Right Cell |
|------------------|-----------|------------|
| Macropore cells  | 2.47 × 10$^{-5}$ | 2.46 × 10$^{-5}$ |
| Domain cells     | 1.87 × 10$^{-5}$ | 1.82 × 10$^{-5}$ |

Table 3. Model liquid phase velocity results [m s$^{-1}$] for scenario (c) of Forchheimer–Case 2.

|                  | Left Cell | Right Cell |
|------------------|-----------|------------|
| Macropore cells  | 2.75 × 10$^{-5}$ | 2.75 × 10$^{-5}$ |
| Domain cells     | 1.85 × 10$^{-5}$ | 1.80 × 10$^{-5}$ |

4.3. Breakthrough Curves

Figures 5 and 6 show the breakthrough curves for all three scenarios. Breakthrough stands here for the time at which the water saturation in the lowest domain cell reaches...
a threshold of $\epsilon = 1 \times 10^{-5}$ above the residual saturation. For the Scenarios (b) and (c), the macropores are dominating, which is best displayed on a logarithmic timescale. In the macropores themselves, there are also no significant differences, especially because the arrival times are so small.

![Figure 5](image1)

**Figure 5.** Breakthrough curves for Scenario (a) and Scenario (b) and the three cases.

![Figure 6](image2)

**Figure 6.** Breakthrough curves for Scenario (c) and the three cases on the right side, with enlargement of left macropore on the left side.

The differences between the cases can be seen in Scenario (a) and the left macropore of Scenario (c), as shown enlarged in Figure 6. There, the Darcy model and the Forchheimer–Case 1 are very similar, while Case 2 clearly differs. In the areas where the water reaches the bottom faster, Case 2 is slower, while in the areas with a slower water front, Case 2 is faster. Since Case 1 is so similar to the Darcy model, this supports the approach of Case 2 having the Forchheimer coefficient with a higher inertia effect. This was also tested with higher influx boundary conditions, i.e., $q = 0.014 \text{ kg m}^{-2} \text{ s}^{-1}$. There, the differences between the models are more significant, and the results are even more clear with regard to the acceleration and deceleration.

### 4.4. Numerical Behavior

In Tables 4–6, the total runtime of the model simulations, the timesteps required for the solution, and the total of Newton iterations to solve the timesteps are listed for the implemented scenarios.

**Table 4.** Computational effort and numerical behavior for Scenario (a).

| Scenario                  | Total Time [s] | No. Global Timesteps | No. Newton Iterations | No. Failed Timesteps |
|---------------------------|----------------|----------------------|-----------------------|----------------------|
| Darcy                     | 57.08          | 121                  | 1107                  | 2                    |
| Forchheimer–Case 1        | 202.02         | 211                  | 2009                  | 1                    |
| Forchheimer–Case 2        | 1104.53        | 1274                 | 12,583                | 0                    |
Table 5. Computational effort and numerical behavior for Scenario (b).

|                     | Total Time [s] | No. Global Timesteps | No. Newton Iterations | No. Failed Timesteps |
|---------------------|---------------|----------------------|-----------------------|---------------------|
| Darcy               | 42.02         | 86                   | 787                   | 0                   |
| Forchheimer–Case 1  | 323.86        | 316                  | 3019                  | 9                   |
| Forchheimer–Case 2  | 905.74        | 1032                 | 10,159                | 6                   |

Table 6. Computational effort and numerical behavior for Scenario (c).

|                     | Total Time [s] | No. Global Timesteps | No. Newton Iterations | No. Failed Timesteps |
|---------------------|---------------|----------------------|-----------------------|---------------------|
| Darcy               | 48.30         | 98                   | 907                   | 0                   |
| Forchheimer–Case 1  | 290.04        | 316                  | 2991                  | 11                  |
| Forchheimer–Case 2  | 1003.27       | 1162                 | 11,442                | 7                   |

A general observation for the Darcy and Forchheimer–Case 2 models is that the total runtime of the simulations decreases when the macropores, which induce faster flow, are added in the domain. More specifically, for both of them, the lowest total runtime occurs for Scenario (b) (Figure 1). This may be explained by macropores being large areas in the domain where porosity, permeability, and entry pressure are constant.

For the Forchheimer–Case 1 model, the total simulation runtime increases when the macropores are added (Tables 5 and 6). Interestingly, the longest simulation for this model is for Scenario (b), for which both the other models have their shortest runtime. This will be subject to further in-depth investigations beyond the scope of this study.

4.5. Root-Mean-Square Error (RMSE)

For our goal of comparing the two Forchheimer models and understanding their possible differences, we calculate the RMSE (root-mean-square error) for key parameters of the simulations (saturation [-], mobility [Pa$^{-1}$ s$^{-1}$], and velocity [m s$^{-1}$]).

The RMSE is used to measure the error or the deviation of model-predicted results from observed values [54]. In our case, we want to measure the difference between the Forchheimer–Case 1 and Forchheimer–Case 2 results from the Darcy results. We use the Darcy results as our reference values and the results from the Forchheimer cases as the new values that need to be examined. We use the data of the final timestep.

The RMSE is calculated from the following equation [54]:

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{n}}, \quad (21)$$

where \(\hat{y}_i\) are the new values, \(y_i\) are the reference values (Darcy model results), and \(n = 2500\) is the number of cell data pairs.

We compare the Darcy and Forchheimer models, using three different response parameters with different units or no units and different scales [54]. That is why we calculate a normalized root-mean-square error (NRMSE), where we have a relative rather than an absolute squared difference. We calculate our NRMSE by dividing the squared differences with the reference values [54]:

$$\text{NRMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\frac{\hat{y}_i - y_i}{y_i})^2}{n}}. \quad (22)$$

From the results of the comparison between the Darcy and the Forchheimer–Case 1 models (Table 7), we can see that the differences of Scenario (a) are a lot smaller compared to the rest and the respective differences of the Darcy and Forchheimer–Case 2 models.
This would mean that the Darcy and Forchheimer Case 1 models are more in “agreement” for a heterogeneous domain when no macropores are added. For the rest of the scenarios, in both model differences, we notice a similar tendency with the largest differences for the water-phase velocity and water-phase saturation parameters. The differences in saturation are a result of the propagation of the flow field.

Table 7. NRMSE values for the mobile (liquid) phase parameters between the Darcy and Forchheimer–Case 1 models (t = TEnd).

| Case 1   | Saturation [-] | Mobility [-] | Velocity [-] |
|----------|----------------|--------------|--------------|
| Scenario (a) | 2.61 × 10^{-5} | 4.63 × 10^{-4} | 9.50 × 10^{-5} |
| Scenario (b) | 0.12 × 10^{-2} | 1.90 × 10^{-2} | 0.49 × 10^{-2} |
| Scenario (c) | 0.16 × 10^{-2} | 2.33 × 10^{-2} | 1.28 × 10^{-2} |

5. Discussion

In this study, we investigated flow in an unsaturated heterogeneous domain with and without macropores. In order to better understand the mechanisms that affect flow, we implemented three different model approaches: an extended multi-phase Darcy model that simulates creeping flow and two multi-phase Forchheimer models that consider the possible inertia effects. The Forchheimer models include a Forchheimer (inertia) coefficient, which is subject of our investigation. Its calculation is mainly empirical, and the theoretical equations that exist vary depending on which parameters of the domain and the phases are included. Here, we use two equations to calculate it according to [6,33].

Regarding the final steady-state flow field, we can see from the breakthrough curves (Section 4.3), as well as from the velocity streamlines (Section 4.2), that the three models do not differ substantially. This shows that the two-phase flow problem is affected by the domain’s characteristics (porosity, permeability), the traversing fluid’s characteristics (saturation, relative permeability, mobility), and their interaction (capillary pressure).

The differences in the final velocity values are a result of the different approaches to the solution of velocity. The Forchheimer coefficient based on Equation (5) depends on permeability and phase saturation via the relative permeability. On the other hand, in Equation (7), the coefficient is directly proportional to tortuosity and inversely proportional to permeability, relative permeability, porosity, and saturation. This is reflected in Figure 7, where the beta-coefficient maps of both Forchheimer cases for Scenario (a) are shown. The distribution of the beta coefficient for Case 1 resembles the distribution of porosity and permeability and shows the same spatially smooth behavior. Case 2, on the other hand, is spatially more disrupted, even though also the areas with very high and very low porosity are visible.

In Sections 4.2 and 4.3, we supposed that the Forchheimer–Case 2 has the higher inertial effects. This is also visible in Figure 7, where the coefficient can become several orders of magnitude larger. This is probably influenced the most by the difference in how the permeability is considered in the calculation of the coefficient. In Case 1, it is with a square root, while in Case 2, it is not.

Since the context this study is related to water flow and the transport of low-level radioactive substances in landfills [17], the transient flow field is of high importance. This holds in particular since the differences between the breakthrough curves increase with higher velocities. Additionally, we keep in mind that in reality, macropores reaching from top all the way through to the bottom as in Scenario (b) should be unlikely. This puts more emphasis on the behavior of the coefficients in Scenarios (a) and (c).
Choosing the “correct” Forchheimer coefficient for our case is de facto impossible, since there are so many different possibilities with different parameters [6,24,29], for which we have currently no experimental data available yet. However, we can conclude that the coefficient for Case 1 needs less computing time and represents less inertial effects. In particular, the differences to the Darcy model for Scenario (a), shown in Table 8, are marginal. If we follow our thought from above that the most interesting scenario is probably Scenario (a), we may conclude that using the Forchheimer equation with this coefficient is not appropriate and justified. It results in more computing time while providing no significant difference, even though we are above the critical Forchheimer number.

Table 8. NRMSE values for the mobile (liquid) phase parameters between Darcy and Forchheimer–Case 2 models (t = TEnd).

| Scenario | Saturation [-] | Mobility [-] | Velocity [-] |
|----------|----------------|--------------|--------------|
| Scenario (a) | $1.50 \times 10^{-2}$ | $2.27 \times 10^{-1}$ | $5.03 \times 10^{-2}$ |
| Scenario (b) | $1.18 \times 10^{-2}$ | $2.10 \times 10^{-1}$ | $6.07 \times 10^{-2}$ |
| Scenario (c) | $1.53 \times 10^{-2}$ | $2.40 \times 10^{-1}$ | $5.52 \times 10^{-2}$ |

6. Conclusions

Motivated by flow events in heterogeneous landfills from debris of dismantled nuclear power plants, we investigated the differences between Darcy’s law and the Forchheimer extension in the presence of macropores. We reach the following conclusions:

- Based on numerical scenarios, which all featured Reynolds numbers beyond the validity of Darcy’s law and, thus, an expected influence of inertia effects, we found that different approaches to calculating Forchheimer were showing different behavior in representing inertia effects.
- At the same time, the different investigated Forchheimer coefficients are associated with different computational efforts.
- Dependent on the inflow boundary condition, the resulting velocities, and the size of the investigated domain, we could show that heterogeneous setups including macropores require the Forchheimer extension to account for inertial effects for the transient transport solution.
- Macropores dominate the flow-field and the breakthrough times, in particular when they reach over large vertical distances, in this study from top to bottom.

While the present study improves our general understanding of the influence of macropores on the flow behavior by means of synthesized scenarios, further work has...
to be performed for achieving predictability in practice. In particular, we will extend the spatial dimensions to 3D and to the scale of a realistic landfill. Additionally, the transport of radionuclides and their decay chains will be considered, where the results of this study can be used to optimize the applied flow models. This further involves concepts for modeling the sorption of radionuclides. Finally, we expect to acquire experimental data to calibrate and validate the models.
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Appendix A

Table A1. Macropore parameters for the three implemented scenarios.

| Scenario (a) | Lens1 | x1 [m] | x2 [m] | y1 [m] | y2 [m] |
|--------------|-------|--------|--------|--------|--------|
| Lens2        | -     | -      | -      | -      | -      |
| Scenario (b) | Lens1 | 0.94   | 3.0    | 3.2    | 0.0    | 10.0   |
| Lens2        | 0.94  | 7.2    | 7.6    | 0.0    | 10.0   |
| Scenario (c) | Lens1 | 0.90   | 3.6    | 4.0    | 4.0    | 10.0   |
| Lens2        | 0.94  | 7.4    | 7.6    | 0.0    | 10.0   |

Table A2. Parameters for the Matern model in gstat.

| Parameter          | Value |
|--------------------|-------|
| ν                  | 2.5   |
| σ                  | 2     |
| sill               | 0.02  |
| anisotropy angle   | 90    |
| anisotropy factor  | 0.4   |
References

1. Bear, J.; Cheng, A.H.D. Modeling Groundwater Flow and Contaminant Transport; Springer: Berlin/Heidelberg, Germany, 2010; p. 850.
2. Helmig, R. (Ed.) Multiphase Flow and Transport Processes in the Subsurface: A Contribution to the Modeling of Hydrosystems; Environmental Engineering; Springer: Berlin/Heidelberg, Germany, 1997.
3. Fourar, M.; Lenormand, R. Inertial Effects in Two-Phase Flow through Fractures. Oil Gas Sci. Technol. 2000, 55, 259–268. [CrossRef]
4. Shi, W.; Yang, T.; Liu, H.; Yang, B. Numerical modeling of non-Darcy flow behavior of groundwater outburst through fault using the Forchheimer equation. J. Hydrol. Eng. 2018, 23, 04017062. [CrossRef]
5. Zhang, J.; Xing, H. Numerical modeling of non-Darcy flow in near-well region of a geothermal reservoir. Geothermics 2012, 42, 78–86. [CrossRef]
6. Zhang, A. Numerical Investigation of Multiphase Darcy-Forchheimer Flow and Contaminant Transport during SO2 Co-injection with CO2 in Deep Saline Aquifers. Master’s Thesis, Georgia Institute of Technology, Atlanta, GA, USA, 2013.
7. IAEA. Application of the Concepts of Exclusion, Exemption and Clearance (IAEA RS-G-1.7); Technical Report; International Atomic Energy Agency: Vienna, Austria, 2004.
8. WNA. Radioactive Waste Management. Available online: https://www.world-nuclear.org/information-library/nuclear-fuel-cycle/nuclear-waste-management.aspx (accessed on 4 August 2021).
9. Nielsen, P.O. Waste from Decommissioning of Nuclear Power Plants; Technical Report; Swedish Nuclear Power Inspectorate: Stockholm, Sweden, 1992.
10. Safety, N. Clearance during Nuclear Power Plant Decommissioning. Available online: https://www.nuklearsicherheit.de/P194-1 (accessed on 4 August 2021).
11. Nielsen, D.R.T.; Van Genuchten, M.; Biggar, J.W. Water flow and solute transport processes in the unsaturated zone. Water Resour. Res. 1986, 22, 895–1085. [CrossRef]
12. Beven, K.; Germann, P. Macropores and water flow in soils. Water Resour. Res. 1982, 18, 1311–1325. [CrossRef]
13. Kumar, M.R.; Meenambal, T.; Kumar, V. Macropore flow as a groundwater component in hydrologic simulation: Modelling, applications and results. Curr. Sci. 2017, 112, 1197–1207. [CrossRef]
14. Chen, C.; Wagener, R.J. Simulation of water and chemicals in macropore soils Part 1. Representation of the equivalent macropore influence and its effect on soilwater flow. J. Hydrol. 1992, 130, 105–126. [CrossRef]
15. National Research Council. Conceptual Models of Flow and Transport in the Fractured Vadose Zone; The National Academies Press: Washington, DC, USA, 2001.
16. IAEA. SR 44: Derivation of Activity Concentration Values for Exclusion, Exemption and Clearance; Technical Report; International Atomic Energy Agency: Vienna, Austria, 2005.
17. Merk, R. Numerical modeling of the radionuclide water pathway with HYDRUS and comparison with the IAEA model of SR 44. J. Environ. Radioact. 2012, 105, 60–69. [CrossRef]
18. Seher, H.; Navarro, M.; Artmann, A.; Larue, J.; Roloff, R.; Weiß, D. Modelling contaminant transport in generic landfills for decommissioning waste from German nuclear power plants. Prog. Nucl. Energy 2016, 89, 46–56. [CrossRef]
19. Christiansen, J.S.; Thorsen, M.; Clausen, T.; Hansen, S.; Refsgaard, J.C. Modelling of macropore flow and transport processes at catchment scale. J. Hydrol. 2004, 299, 136–158. [CrossRef]
20. Šimůnek, J.; Jarvis, N.J.; Van Genuchten, M.T.; Gårdenäs, A. Review and comparison of models for describing non-equilibrium and preferential flow and transport in the vadose zone. J. Hydrol. 2003, 272, 14–35. [CrossRef]
21. Rybak, I. Mathematical Modeling of Coupled Free Flow and Porous Medium Systems. Habilitation Thesis, University of Stuttgart, Stuttgart, Germany, 2016.
22. Gerke, H.H.; van Genuchten, M.T. A dual-porosity model for simulating the preferential movement of water and solutes in structured porous media. Water Resour. Res. 1993, 29, 305–319. [CrossRef]
23. Stadler, L.; Hinkelmann, R.; Helmig, R. Modeling Macroporous Soils with a Two-Phase Dual-Permeability Model. Transp. Porous Media 2012, 95, 585–601. [CrossRef]
24. Takhanov, D. Forchheimer Model for Non-Darcy Flow in Porous Media and Fractures. Master’s Thesis, Imperial College London, London, UK, 2011.
25. Wu, Y.S. Numerical Simulation of Single-Phase and Multiphase Non-Darcy Flow in Porous and Fractured Reservoirs. Transp. Porous Media 2002, 49, 209–240. [CrossRef]
26. Sukop, M.C.; Huang, H.; Alvarez, P.F.; Variano, E.A.; Cunningham, K.J. Evaluation of permeability and non-Darcy flow in vuggy macroporous limestone aquifer samples with lattice Boltzmann methods. Water Resour. Res. 2013, 49, 216–230. [CrossRef]
27. Wu, Y.S.; Lai, B.; Miskimins, J.L.; Fakcharoenphol, P.; Di, Y. Analysis of Multiphase Non-Darcy Flow in Porous Media. Transp. Porous Media 2011, 88, 205–223. [CrossRef]
28. Balhoff, M.T.; Wheeler, M.F. A predictive pore-scale model for non-Darcy flow in porous media. SPE J. 2009, 14, 579–587. [CrossRef]
29. Thauvin, F.; Mohanty, K.K. Network Modeling of Non-Darcy Flow Through Porous Media. Transp. Porous Media 1998, 31, 19–37. [CrossRef]
30. Sobieski, W.; Trykozko, A. Sensitivity Aspects of Forchheimer’s Approximation. Transp. Porous Media 2011, 89, 155–164. [CrossRef]
31. Wu, H.; Becker, B.; Burbulla, S.; Coltman, E.; Emmert, S.; Flemisch, B.; Gläser, D.; Grüninger, C.; Heck, K.; Hommel, J.; et al. DuMux 3.4.0. 2021. Available online: https://dumux.org (accessed on 11 October 2021).
32. Nield, D.A.; Bejan, A. Convection in Porous Media; Springer: Berlin/Heidelberg, Germany, 2008; Volume 165, pp. 1–45.
33. Nuske, K.P. Beyond Local Equilibrium–Relaxing Local Equilibrium Assumptions in Multiphase Flow in Porous Media. Master’s Thesis, University of Stuttgart, Stuttgart, Germany, 2014.
34. Zeng, Z.; Grigg, R. A Criterion for Non-Darcy Flow in Porous Media. *Transp. Porous Media* 2006, 63, 57–69. [CrossRef]
35. Macini, P.; Mesini, E.; Viola, R. Laboratory measurements of non-Darcy flow coefficients in natural and artificial unconsolidated porous media. *J. Pet. Sci. Eng.* 2011, 77, 365–374. [CrossRef]
36. Wang, L.; Li, Y.; Zhao, G.; Chen, N.; Xu, Y. Experimental investigation of flow characteristics in porous media at low Reynolds numbers (Re → 0) under different constant hydraulic heads. *Water* 2019, 11, 2317. [CrossRef]
37. R-Core-Team. R: A Language and Environment for Statistical Computing. 2018. Available online: https://www.r-project.org/(accessed on 29 June 2020).
38. Pebesma, E.J.; Graeler, B. R-Package ‘gstat’: Spatial and Spatio-Temporal Geostatistical Modelling, Prediction and Simulation Description. 2020. Available online: https://github.com/r-spatial/gstat/(accessed on 15 May 2020).
39. Minasny, B.; McBratney, A.B. The Matérn function as a general model for soil variograms. *Geoderma* 2005, 128, 192–207. [CrossRef]
40. Haskard, K.A. An Anisotropic Matérn Spatial Covariance Model: REML Estimation and Properties. Ph.D. Thesis, University of Adelaide, Adelaide, Australia, 2007.
41. Hommel, J.; Coltman, E.; Class, H. Porosity–Permeability Relations for Evolving Pore Space: A Review with a Focus on (Bio-)geochemically Altered Porous Media. *Transp. Porous Media* 2018, 124, 589–629. [CrossRef]
42. Müller, H.S.; Herold, G.; Fleischer, K. Rückbau kerntechnischer Anlagen–Eindringen von Radionukliden in Betonoberflächen und Freisetzung eingedrungener Aktivität aus Bauschutt und Beton; Technical Report; Karlsruher Institut für Technologie, Institut für Massivbau und Baustofftechnologie: Karlsruhe, Germany, 2007.
43. Cheng, C.; Chen, X. Evaluation of methods for determination of hydraulic properties in an aquifer-aquitard system hydrologically connected to a river. *Hydrogeol. J.* 2007, 15, 669–678. [CrossRef]
44. Ishaku, J.M.; Gadzama, E.W.; Kaigama, U. Evaluation of empirical formulae for the determination of hydraulic conductivity based on grain-size analysis. *J. Geol. Min. Res.* 2011, 3, 105–113.
45. Odong, J. Evaluation of Empirical Formulae for Determination of Hydraulic Conductivity based on Grain-Size Analysis. *J. Am. Sci.* 2007, 3, 54–60.
46. Sezer, A.; Göktepe, A.B.; Altun, S. Estimation of the permeability of granular soils using neuro-fuzzy system. *CEUR Workshop Proc.* 2009, 475, 333–342.
47. Zhang, S. Relationship between Particle Size Distribution and Porosity in Dump Leaching. Ph.D. Dissertation, The University of British Columbia, Vancouver, BC, Canada, 2015.
48. Saadatpoor, E.; Bryant, S.L.; Sepennoori, K. Effect of capillary heterogeneity on buoyant plumes: A new local trapping mechanism. *Energy Procedia* 2009, 1, 3299–3306. [CrossRef]
49. Deutscher Wetter Dienst. Definition Starkregen. Available online: https://www.dwd.de/DE/service/lexikon/begriffe/S/Starkregen.html (accessed on 10 August 2021).
50. Dalla Valle, N.; Potthast, K.; Meyer, S.; Michalzik, B.; Hildebrandt, A.; Wutzler, T. Modeling macropore seepage flows from soil water content time series by inversion of a dual permeability model. *Hydrol. Earth Syst. Sci. Discuss.* 2017, 1–31. [CrossRef]
51. Radka, K.; Kozak, J.; Jiří, Š. Numerical Study of Macropore Impact on Ponded Infiltration in Clay Soils. *Soil Water Res.* 2006, 1, 16–22. [CrossRef]
52. Ma, H.; Ruth, D.W. The microscopic analysis of high forchheimer number flow in porous media. *Transp. Porous Media* 1993, 13, 139–160. [CrossRef]
53. Fourar, M.; Lenormand, R.; Karimi-Fard, M.; Horne, R. Inertia effects in high-rate flow through heterogeneous porous media. *Transp. Porous Media* 2005, 60, 353–370. [CrossRef]
54. Otto, S. How to Normalize the RMSE [Blog Post]. Available online: https://www.marinedatascience.co/blog/2019/01/07/normalizing-the-rmse/ (accessed on 13 October 2021).