Efficient Algorithms for E-Healthcare to Solve Multiobject Fuse Detection Problem
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Object detection plays a vital role in the fields of computer vision, machine learning, and artificial intelligence applications (such as FUSE-AI (E-healthcare MRI scan), face detection, people counting, and vehicle detection) to identify good and defective food products. In the field of artificial intelligence, target detection has been at its peak, but when it comes to detecting multiple targets in a single image or video file, there are indeed challenges. This article focuses on the improved K-nearest neighbor (MK-NN) algorithm for electronic medical care to realize intelligent medical services and applications. We introduced modifications to improve the efficiency of MK-NN, and a comparative analysis was performed to determine the best fuse target detection algorithm based on robustness, accuracy, and computational time. The comparative analysis is performed using four algorithms, namely, MK-NN, traditional K-NN, convolutional neural network, and backpropagation. Experimental results show that the improved K-NN algorithm is the best model in terms of robustness, accuracy, and computational time.

1. Introduction

E-healthcare is a broad term consisting of improvements in medical services detected by digital technology. In E-healthcare, there are various diseases including diabetes, cancer, and stroke, as well as machine learning systems for diagnosing these diseases and integrating AI and so forth. Recently, deep learning classifiers have had excellent target detection performance in various electronic healthcare applications such as diagnosis of heart disease based on heart image, detection of cancer, and various EEG data sets classification including chest X-ray, diabetic retinopathy, and skin cancer. FUSE-AI, a startup company based in Hamburg, has developed a system that can detect and classify tumors in MRI scans. Hamburg has developed the FUSE-AI system, which can classify tumors based on MRI scans using machine learning classifiers.

Object detection is an artificial intelligence technology related to image processing and computer vision, which can detect various objects (vehicles, buildings, and people) in specific categories in digital videos and images. In-depth study of object detection areas includes pedestrian detection,
face detection, and traffic signal detection [1–7]. Use cases ranging from personal safety to work efficiency subdivide object detection into a wide range of areas [8–13].

Although huge innovations are taking place in the field of healthcare, many problems must still be solved, especially heterogeneous data fusion, mobile data transmission, and analysis. Facial recognition is a form of face detection that can be used as a high security measure that allows only certain people to enter, such as highly sensitive areas in government buildings. Many applications of multitarget detection and classification exist, such as face detection [14], people counting [15], vehicle detection [16], and identification of good and bad food [17].

The combination of image processing and artificial neural network is a huge combination that can be used endlessly for various purposes. In the past few years, a lot of work has been done in these two fields. Therefore, this technology has become the focus of any artificial intelligence company, and it is also very necessary for the governments of many countries/regions in the world [18]. In addition, researchers are also focusing on the modernization of other scientific fields such as artificial intelligence and information technology [19–31].

Object detection methods are usually divided into two methods, machine learning and deep learning. Machine learning methods include support vector machine (SVM) classification strategies and deep learning classification methods used by various neural networks such as convolutional neural networks (CNN), neural backpropagation networks (or backscatter communication networks), and K-nearest neighbor network (KNN) [32]. The object detection model can be divided into two parts, extraction function and classification [33–35].

In the visualization of objects, feature extraction needs to extract various visual features to provide a reliable representation [18, 33, 34, 36, 37]. In fact, these features represent similarities with the human brain and complex cells [12]. It is difficult to find a powerful feature extractor to extract all the features of an object and construct it manually. However, in classification, the classifier distinguishes the target object from other representative features or categories for visual recognition. Generally, support vector machine (SVM) [38], deformable part-based model (DPM) [39], and AdaBoost [40] are good classifiers.

This article compares three different neural networks to conduct CNN, BP, and K-NN experiments to find out which is the best in fusion detection and can also evaluate training and output time and preprocessing time. Most of the researches in the field of target detection and surveillance in wireless sensor networks (WSN) focus on single or multiple target detection. However, there are few studies aimed at monitoring and detecting fuse objects. The purpose of this research is to design a robust algorithm to effectively classify fuse objects in a single image. First, preprocess the data and prepare it for each algorithm, because each algorithm uses the data differently, especially the backpropagation network. Then train the neural network to correctly classify each fuse. We used deep learning in our research work.

The following are the key contributions of this work:

(i) We apply the new method by adding robust neighbor to the training samples to modify the K-NN model.
(ii) A comparison study is accomplished by using modified K-NN with classical K-NN, B-PN, and CNN models based on accuracy and time complexity in E-healthcare object (fuse) detection. Our study proved that, compared with other models, the modified K-NN model has higher accuracy and less time complexity.
(iii) We propose using the modified K-NN model for future research in E-healthcare object detection applications.

The rest of this article is structured as follows. Section 2 introduces related work. Section 3 introduces the methodology. Section 4 introduces the modified K-nearest neighbor (M-KNN) algorithm. Section 5 discusses the experimental results, and Section 6 discusses the comparison results. Finally, Section 7 summarizes the paper and provides prospects for future research work.

2. Related Work

2.1. CNN. CNN is an artificial neural network with similar architectures to ordinary neural networks [41]. CNNs have three sections of architectures, input neurons, learnable weights, and biases. CNN has been widely applied in the area of handwritten character recognition. CNN is an artificial neural network with an architecture similar to ordinary neural networks [41]. CNN has a three-part structure, namely, input neurons, learnable weights, and deviations, and is widely used in the field of handwritten character recognition [42–46] and face recognition [47]. The explicit assumption that the image is input is made by the CNN architecture, which allows us to encode certain attributes into the architecture. Make the forwarding function more effective and greatly reduce the number of network parameters. The general structure has special benefits for using neural networks to solve different problems. CNN has a clear biological structure; the early work of Hubel and Wiesel is based on the ANN model of cat’s visual cortex application [42, 45, 48]. CNN has been successfully applied to many classification applications such as traffic signal detection to detect various traffic signals. CNN uses supervised learning algorithms, so it can predict better classification results. The CNN architecture is shown in Figure 1.

2.2. BP. Backpropagation neural network (BPN) is a neural network used as a neural forwarding network [49–51]. The BP algorithm has a multilayer architecture mapping, which can transmit information between the forwarding and output layers. Therein, it transmits the signal through the hidden layer and adjusts the weight based on the delta rule between the actual output of the ANN and the predicted output, thereby minimizing the error rate. Any nonlinear function with arbitrary precision can usually be
approximated by a hidden BPN layer [52]. For predicting complex nonlinear systems, this feature makes BPN famous. BP algorithm is a classification model with two gradient descent methods and mean square error. When the minimum error is reached, the square number and connection weight will be adjusted. In the process of BP algorithm, the input signal is provided to the network first, and then the sample training process is carried out. Then calculate the gradient of the error signal value [53].

The architecture of BPN consists of two parts called forward propagation (or output layer) and backpropagation (or error signal). In forward propagation, the input layer is propagated to the input signal and forwarded to the hidden layer through the output layer. The weight and offset values remain constant throughout the process. The next layer is affected by the operation signal. If the predicted output layer and the output layer do not match, the operation signal will shift to the backpropagation of the error signal. On the other hand, backpropagation is defined as the difference between the expected output value and the actual output layer value. The weight and offset value will be constantly changed and added to reduce the difference between the actual output layer value and the predicted output layer value. In this step, the error signal is propagated and used as the input signal. The BP architecture is shown in Figures 2 and 3, respectively.

2.3. K-NN. In object detection, the K-NN algorithm has been successfully used for classification and regression, which is an unsupervised method. In the K-NN algorithm, the input depends on the value of $K=0$ and $K=n$ in the training process room. Due to its high accuracy and simplicity and being easy to understand and easy to implement, the K-NN algorithm has been successfully used in many data analysis applications, including pattern recognition databases, information retrieval, and machine learning [54, 55]. Therefore, this is why the top ten algorithms for data mining in recent decades have been K-NN algorithms [56]. This algorithm is used for data processing, data classification, and clustering. D. Vijayalaksmi applies the K-NN algorithm to the classification and clustering of diabetes in the medical application of diabetes. Based on the accuracy and purity of the sample, the solution was compared between the K-NN and K-means methods. The implementation results of these models show that the K-NN solution is more effective and reliable than K-means. Satheesh and Patel’s dynamic K-NN is proposed as a data classifier, combined with the principle of object-oriented programming [57]. This question is classified in a single consolidated form during the training phase. Compared with traditional K-NN, it implements and classifies solutions more effectively. The K-NN architecture is shown in Figure 4.

All object detection methods must consider the inherent uncertainty of the size, position, and structure of the target in the natural scene image. Viola Jones detector [58], histogram of oriented gradients (HOD) detector [34], and deformable part-based model (DPM) [59] are just some traditional methods of object detection in the natural image scenes.

These methods mainly rely on manually extracted object features to determine the parameters of the algorithm. However, due to the rapid development of deep learning in recent years, many object detection methods based on this advanced technology have been developed [60]. By properly training their network architecture, these methods have proven that they can accurately locate object regions in natural image scenes. The object detection method based on R-CNN, the object detection method based on SSD, and the object detection method based on YOLO are three types of object detection methods.

Researchers have proposed a variety of target detection algorithms. For example, an algorithm based on multiscale deformable CNN is proposed in [61]. The authors compare and study mainstream object detection algorithms to solve the problems faced by current methods. This study confirmed results that are comparable to or better than the latest methods. Deep convolutional networks usually are used to obtain multiscale features and solve geometric transformations by integrating deformable convolutional structures. These networks fuse multiscale features through sampling to introduce the final object recognition and region regression.

In [62], the authors introduced another object detection through flowing and fusion. The authors propose an end-to-end deep neural network (DNN) and flow fuse tracker (FFT) tracking technology, which solves two methods of tracking problems, such as target fusion and target flow. To be more precise, the FlowTracker DNN module obtains an unlimited number of target directional motions from the pixel-level optical flow in the target stream. On the other hand, the FuseTracker DNN module refines and tracks the target.
proposed by FlowTracker and integrates frame-by-frame object detection in target fusion, instead of trusting one of the two incorrect sources of target recommendations. Because FlowTracker can detect complex target motion patterns, FuseTracker can improve and integrate the targets in FlowTracker and the detector.

3. ANN Models Evaluation Methodology

In this section, three different neural networks are evaluated for CNN, BP, and K-NN experiments to find which is better in fusion detection and to determine training time, execution time, or preprocessing time. The processing process of
some networks is not simple, requiring a lot of preprocessing to adjust our data and then put it on the network. The whole process is shown in Figure 5. The data is preprocessed first, and then the demand for the network is evaluated, because each network can be processed differently in different ways. For example, the input signal required by CNN may be simple and straightforward, but processing BP may not be the case.

With the latest developments in computer vision models that focus on deep learning, object detection applications are easier to create than ever. In addition to significant performance improvements, these methods also utilize massive image data sets to reduce the need for large data sets. The current method focuses on a complete end-to-end pipeline and allows real-time use, so performance has been greatly improved. If you prepare the data in vector form, provide the same data set for each network and start the training process. After the training is completed, give the network a record from the main vector data set, and let the network predict the performance. First check the single fuse detection, and if the result is good, provide the entire test data set to the network to predict the fuse and the empty fuse slot, and allow the network difference between the two items. Finally, evaluate the accuracy and timing of each network.

The following describes in detail the experimental process from preprocessing to output detection for fuse detection.

3.1. Preprocessing. In the preprocessing process of fuse target detection, it is important to understand the basis of the specific neural network which our experiment can effectively perform. In this study, the overall results of these three models are evaluated for the first time based on 126 images of a small data set. It contains a fuse artifact and an empty fuse slot. There are several methods of detecting objects. The experiment tested three models of CNN, BP, and K-NN [9]. There are more models that can also be tested, but these three models were selected for the research work because these models have been widely used in many major applications around the world. In order to deal with these models first, the processing steps must be divided into the following questions.

Training the model with more and more images and determining the best accuracy is a difficult task. As the number of images increases from 500 to 1,000, the accuracy and time complexity of the model also increase. The model takes some time to load the data set. As a result, training time will increase. To balance the two, we use 500 images to train the model.

(1) Good data set of images: in order to train any neural network model, good experimental results require a large number of images to provide the model. The “good number” has no specific number, only the model can be trained and tested, and the number of images continues to increase until the model produces more reliable results and fewer errors. But increasing the number of images is not free. If the computer is not powerful enough, it will cost us more training time. Therefore, the collection of image data sets is a difficult task.

(2) Basic knowledge of each model: it is necessary to understand the basic knowledge of each model, because this will allow us to choose which model is the most effective to complete our work, thus spending relatively less training time and better performance. The size of the image needs to be adjusted, and usually the entire size of a single image or the entire data set needs to be changed, so it is very important to have basic knowledge of image processing; and, as mentioned above, each network takes data as input in a different format or size, in order to understand the internal data of the image and how to use it.

Before continuing to compare results, you must have basic knowledge of how neural networks work, especially how convolutional neural networks and deep neural networks work and how to train these levels. What are activation and loss functions? How do they work and how to get different results for different functions? Another important parameter in a neural network is the learning rate, which directly affects the model learning process in any neural network. During training, the average learning rate and the average failure rate should be opposite to each other. For example, if the loss is less than 0.05 and the learning rate is close to 1, it is assumed that the model is well trained and the training process can be stopped.

3.2. Data Set (Input Data). The fuse object data comes from the Natural Science Foundation of Jilin Province. This data set includes 3000 images of fuses. In order to train a custom model, the experiment needs to prepare the data set of the required target and in some cases also needs to prepare other classes and categories, so that the network can easily identify the required target and nontarget objects. Each network requires different forms and sizes of data to be fed into the network first. It is necessary to understand how this particular network works, and then do some data preprocessing and prepare for the network.

Usually, the problem of object detection related to the X problem is raised. There is no need to implement the model. The important view is how many images are needed in the training phase. Each type of representative image must have a large number (e.g., >100 and possibly >1000). The special context is required for the image perspective in pattern recognition. In traffic signal detection, it will be required to meet the image requirements under each condition, such as camera conditions and different weather conditions. The training process may be affected by these contexts, causing the model to fail to train correctly, if we have a small amount of data.

The following is a fuse board containing at least 39 fuse objects, as shown in Figure 6; the fuse board extracted fuse objects from different images and prepared our small data set, which mixed an empty fuse slot.

First, extract each fuse object, convert it to grayscale, and then adjust it to 200 × 200 in a small image to save training time.
3.3. Training Process. Training a neural network is usually simple, but sometimes it can be tricky, which can take a lot of time to find and solve difficult problems. For example, in machine learning and neural networks, it is really difficult to figure out why the learning rate is not so high and why the loss is not so low. At this stage, check the entire circle from the beginning to find the parameters that may cause the problem. These are three different python fuse detection algorithms. The training phase should include the following:

(i) Preparing images  
(ii) Extracting images  
(iii) Resize and grayscale  
(iv) Feeding network with images  
(v) Start training and monitor the learning rate

3.4. Actual Training. If the image is ready, the actual training and monitoring will be carried out in the next stage of target detection. In this process, the algorithm needs enough data to train the model. The best training phase requires more epochs and secret layers. The learning rate must be selected to improve the accuracy of the model. If adjustment is required, a very low value must be activated.

4. Modified K-Nearest Neighbour (M-KNN) Algorithm

This section contains the concept of weight features and makes an excellent improvement on distance measurement by adding suggested process weight features. The workflow of the proposed method is shown below. The idea of proposing the proposed method is to assign appropriate labels of K data training points to the instance. The first point of
starting MKNN adds a strong neighbor to the training and calculation of the sample. Then define the value after assigning the weights. Figure 7 shows the pseudocode of the K-NN modified algorithm. Validation error rate and training error rate are two parameters, and their values are between \( k = 1 \) and \( k = 7 \). If we increase the value of \( k = 1 \) to \( k = 7 \), the error rate and verification error decrease, so we use \( k = 7 \) to get the best results.

**5. Experimental Results**

This section introduces the experimental methods used to detect fuses, how to develop the data set, and how to transform the data before feeding it to each network and then discusses the training process and finally see the results. The training process is gradually repeated in CNN, BP, and KNN to detect objects. In addition, it also explains how the training process is carried out, how much time is spent on each network, and the percentage of the fuse recognition rate, which means whether the network is a fuse or an empty fuse slot determined by the percentage.

**5.1. Classification of K-Nearest Neighbour Network**

MK-NN is a very-easy-to-implement and simple architecture. It determines the closest \( K \) neighbor based on the minimum distance between the query text and the training sample. After collecting \( K \)-nearest neighbors, most of these \( K \)-nearest neighbors will be used to predict problem events. The classifier MK-NN performs the two following steps. First, the entire computational data set is run between each training observation. Then, in the training data, name the \( K \) point closest to the range. Note that \( K \) is usually an odd number to prevent this from happening. Second, estimate the conditional likelihood of each category, that is, the score of the AA midpoint with the category name (note that \( f(x) \) is an indicator function; when the statement \( xx \) is true, its value is 1; otherwise it is 0). Finally, our input \( xx \) is assigned to the most probable class. Another way to look at K-NN is to treat it as a measure of the decision boundary (i.e., the boundary of two or more categories) and then divide the data into training, testing, and verification, as shown in Table 1.

(1) Training process (K-NN): before starting training, the process needs to have various \( K \) values to see the value of \( K \) at which the network performs well. For each value of \( K \), train the model and return the accuracy results, as shown in Table 2. If \( K = 1 \), the accuracy is as high as 98%, while, for \( K = 7 \) and \( K = 9 \), it remains at 90% and so on, as shown in Table 3.

It is difficult to find the value of \( k \) in MK-NN. A smaller value means that noise will have a greater impact on efficiency, while a higher value will make it computationally expensive. If the number of categories is 2, the data scientist will usually choose an odd number, and another easy way to choose \( k \) is to set \( k = square root(n) \). The nearest neighbor algorithm uses a very basic classification method. When comparing with the new example, look at the training data to find the \( k \) training example that is the closest to the new example. Thereafter, the most common class tags (in these \( K \) training examples) are assigned to test cases. Therefore, \( Ki \) is just the number of “voting” neighbors of the test example class. If \( k = 1 \), the test example has the label as the closest example in the training set. If \( k = 3 \), it will check whether there are three closest categories in the label and will assign the most common label (i.e., at least twice) and so on to get larger \( Ks \).

(2) Preparing data (MK-NN): preparing data for MK-NN is the same as the two networks listed above, but the only difference is that MK-NN obtains data in a two-dimensional (2D) array format. For CNN, the data needs a tensor format, which can have a larger size, including color scheme parameters. But MK-NN will get the data in (sample number, dimension) format. This is why once the data size changes, the process needs to take additional steps to convert the entire training and test data set to this format.

(3) Predictions (MK-NN): if the training process for MK-NN has been completed, the process needs to verify the network data set and determine how many accurate predictions the network makes. The sample results of \( Y \) prediction are shown in Table 4. The following prediction shows a perfect fit with the test results. The first value array shows the test results, and the second value array shows the values expected by the model.

(4) Complete predictions on test data set (MK-NN): we evaluate the entire data set on the web and view the overall results. If the model is wrong, or if it is uncertain at a certain stage whether the model is the desired target, the vertical line will reflect the trustworthiness of the model. The following is the result of the complete test data set shown in Figure 8. The predictions of the test data set are perfect, and none of the predictions are lower than 98%. Overall, the model works well, and there is no single expected result with a confidence level of less than 98%.

The accuracy is \( tp = (tp + fp) \) ratio, where the number of true positives is \( tp \) and the number of false positives is \( fp \). The ability of the classifier to intuitively not mark negative samples as positive is what we called accuracy. Recall the ratio of \( tp = (tp + fn) \), where the true positive number is \( tp \) and the wrong negative number is \( fn \). Intuitively, recall is the ability of the classifier to identify all positive samples. The \( F1 \) score can be defined as the weighted average of precision and recall, where the highest score of \( F1 \) is 1, and the worst is 0. The relative accuracy and recall rate of the \( F1 \) grades are comparable. The formula for \( F1 \) score is as follows: \( F1 = 2 \cdot \frac{precision \cdot recall}{precision + recall} \).

(5) Precision and recall (K-NN): the precision and recall results based on the above perfect results are listed in Table 5.
5.2. Classification of Convolutional Neural Network. CNN is the simplest network to implement all image processing models. Therefore, CNN is always the programmer’s first choice in terms of basic object recognition. In the process of preprocessing, training, and displaying the results, when a simple item is found, there are fewer problems with the K value. Each process will be discussed in more detail below.

For the size of the output tensor (image) of the regular layer, \( O \) is the size or width of the output image. \( I \) represents entering the size or width of the image. \( K \) is the kernel size or width used in the traditional layer. \( N \) is kernel number. \( S \) is stride of the convolution operation. \( P \) is padding. The size of the output image \( (O) \) is determined by

\[
O = \frac{1 - K + 2px^2}{S} + 1. \tag{1}
\]

| Table 1: Training test and validation split. |
|---------------------------------------------|
| Training data points | Training data labels | Validation data points | Test data labels |
|----------------------|----------------------|------------------------|-----------------|
| 90                   | 90                   | 10                     | 10              |

| Table 2: Predicted labels. |
|----------------------------|
| True label | Predicted label | Predicted items | Detected class |
|------------|-----------------|-----------------|----------------|
| 0 1        | 0.0087723 0.991227 | 0.0 1.0        | Not target     |
| 0 1        | 9.99775e-01 2.244791e-04 | 1.0 0.0        | Target         |
| 0 1        | 9.99931e-01 6.88999e-05 | 1.0 0.0        | Target         |
| 0 1        | 9.998918e-01 1.081199e-04 | 1.0 0.0        | Target         |
| 0 1        | 9.991754e-01 8.245995e-04 | 1.0 0.0        | Target         |

| Table 3: Training process (K-NN). |
|-----------------------------------|
| \( K \)-value | Accuracy |
| K = 1           | Accuracy = 98% |
| K = 1           | Achieved highest accuracy of 98% on validation data |
| K = 3           | Accuracy = 98% |
| K = 5           | Accuracy = 98% |
| K = 7           | Accuracy = 98% |
| K = 1           | Achieved highest accuracy of 98% on validation data |

| Table 4: Predictions accuracy on test data (K-NN). |
|-----------------------------------------------|
| Test data set items | Correctly predicted | Incorrectly predicted | Accuracy (%) |
|---------------------|---------------------|-----------------------|--------------|
| 26                  | 25                  | 1                     | 98           |

**Figure 7: Proposed work model (modified K-NN).**
The number of channels in the output image is equal to the number of cores.

The input image is $227 \times 227 \times 3$, and the 96 kernels in the first convolutional layer are $11 \times 11 \times 3$. The path is 4 and the padding is 0. Therefore, the ratio of the output image is just after the first convolutional layer.

$$O = \frac{277 - 11 + 2x^0}{44} + 1 = 55.$$ \hspace{1cm} (2)

So, the output image size is $55 \times 55 \times 96$ (one channel for each kernel).

(1) Preparing data set (CNN): in this step, prepare a common data set for all models, because you will not be able to compare our results because you want to change the size of the data set or image. First, delete each fuse object from the key image, and then save it to the data set. The next step is to resize it to $200 \times 200$ in the small image, and then convert the RGB to grayscale to save training time, as shown in Figure 9. First load the data set and build the marker. But, before creating these systems, we need to create labels first.

A sample of the image vector is shown in Figure 10. Next, make a paste image; for example, from the first image to 104 images, the target object must be marked as 0 or 1 or as needed. Mark the remaining images from 104 to 126 as 1 or 0 as untargeted images. Select the first group of images as 0; the remaining images must be labeled as 1. There is a simple data division and a clear boundary between the target object and no target object. The division of the training test is 20% of the data used for testing and 80% of the data used for preparation. Figure 11 shows the pseudocode of the modified K-NN.

Once the data set preparation process is completed using data tags, the data and labels will be changed to change where the fuse objects are located and the order in which no data set objects are merged. It has greater significance to the network and contributes to stronger and more effective preparations. This method will repeat these steps to ensure that each of our models remain straight so that the results can be easily matched. Finally, the data set is divided into training data set and test data set. The training data set will be provided to the network for training purposes, and the test data set will be provided to the network to verify the quality of the data on the network.

### Table 5: Precision and recall.

| Label | Precision | Recall | F1-source | Support |
|-------|-----------|--------|-----------|---------|
| 0     | 1.00      | 1.00   | 1.00      | 3       |
| 1     | 1.00      | 1.00   | 1.00      | 23      |
| Av/total | 1.00     | 1.00   | 1.00      | 26      |

5.3. Training Process (CNN). The provided data can be used during the training process to train and execute the model using the fit () function. Before the training process, we should understand the number of layers required to enable this feature, as shown in Figure 12. Then compile and call the function.

On the other hand, the accuracy value should be equal to 1, and the error value should be changed to 0. During the training process, failure and accuracy must be reversed. The same is true for the lack of legitimacy and accuracy of
As long as the loss is reduced during the training phase, the checkpoint/weight will be stored as CNN.hdf5. The time used for each period/prediction should be 1.23 seconds.

5.4. Predictions (CNN). If the CNN training is complete, provide the test data set to the network and determine how many accurate predictions the network has made. An example prediction screen is shown in Table 2. The following table shows the real label [0, 1], for example, the predicted label [0.008, 0.991] and the predicted object [0, 1], and finally shows the detected category [not target]. Repeat this process for each item in the test data set and evaluate the results as shown below. As shown in Table 2, the model determines that 96% is the required target, the first bar will be almost complete, and the second bar will be almost invisible in the forecast chart. However, if the model predicts that the object accounts for 51% of the appropriate object, the height of the two bars will be almost the same. The following is the result of the complete test data set shown in Figure 13. The

5.5. Complete Predictions on the Test Data Set (CNN). If a prediction is made through a single image test, then it is time to test the entire data set on the network and see the overall results. If the model is wrong, or it is uncertain whether the model is the desired goal at a certain stage, the vertical line will reflect the trustworthiness of the model. For example, if the model determines that 96% is the required target, the first bar will be almost complete, and the second bar will be almost invisible in the forecast chart. However, if the model predicts that the object accounts for 51% of the appropriate object, the height of the two bars will be almost the same. The following is the result of the complete test data set shown in Figure 13. The
prediction of the test data set is satisfactory because, on average, all artifacts required have a confidence level of more than 96%.

5.6. Accuracy and Loss Check (CNN). Figures 14(a) and 14(b) show the accuracy and failure of the test and training data check. The accuracy of the training data is almost 0.8, and the accuracy of the test data is 0.9. Of course, the loss is initially high and gradually decreases for training and test results. If the number of periods increases and the size of the data set increases, the results will of course be updated. Or at least increase the number of periods to further improve efficiency. In the training process, more data and more opportunities, direct loss, and accuracy provide more conditions for the model. In this way, the network can learn and create more spaces between the target and the nontarget.

5.7. Classification of Backpropagation Network. Backpropagation may be the second choice of most python programmers, because python does not have a built-in framework or library to implement it easily. However, python scripts must be run to implement the backpropagation model. In other words, BP is not a simple network. Most of the steps taken are the same as CNN’s image preparation, training process, and evaluation process. The difference is that the size of the input node during the network feed is $200 \times 200$ to accommodate the input size data of each image. The key steps taken to train the network are as follows. The overall BP equation for this problem is given as follows:

$$
\delta^{l,j} = \frac{\partial C}{\partial d^{l,j}} \sigma'(z^{l,j}),
$$

$$
\delta^l = ((w^l + 1)Td^l + 1) \sigma'(z^l),
$$

$$
\frac{\partial C}{\partial b^{l,j}} = \delta^{l,j},
$$

$$
\frac{\partial C}{\partial w^{l,k}} = a^{l-1,k}\delta^l,
$$

where $k$ represents overall nodes in the layers above node $j$, $d_j$ is the expected output of node $j$, and $y_j$ is the actual output. In addition, $w$ is the weight between the inputs, and $\delta L$ is the only data required to calculate the weight gradient of layer $L$, and then we can calculate the previous $\delta^{l-1}$ layer and replicate it recursively, and $\sigma$ is the error term of node $j$.

1. Preparing data (BP): just like preparing data for CNN, the same measures are taken to prepare data for BP network. Take the same data set and the same dimensions; nothing has changed. The division of the training test is 20% of the data used for testing and 80% of the data used for preparation. First, you need to extract each fuse object from the main photo and save it to our dataset. The next step is to resize it to a small image of $200 \times 200$. Therein, we convert RGB to grayscale to save training time.

If the command is executed, python will display the progress of the training process. Each epoch will show the learning rate and the elapsed time (in
The BP network must automatically change the learning rate in each period because it must fit the input vector and output, and then measure the error. Based on the error, the learning rate will be adjusted and the network will be tested in the next period. The training phase is shown in Table 6.

2) Predictions (BP): if the training process is completed, BP will use the network test data set to test how many accurate predictions the network produces. The results of the predicted samples are shown in Table 7. The following prediction shows that these two objects are not fusion objects, and the rest are fuse objects on the network.

3) Complete predictions on test data set (BP): once the identification of a single image test is completed, it is now possible to test the entire data set on the network and view the overall results. If the model is wrong, or at a certain stage it is uncertain whether the model is the desired goal, the vertical line will reflect the trustworthiness of the model. For example, if the model determines that 96% is the required target, the first bar will be almost complete, and the second bar will be almost invisible in the forecast chart. However, if the model predicts that the object accounts for 51% of the appropriate object, the height of the two bars will be almost the same. The entire result of the test data set is shown in Figure 8. The prediction on the test data set is good because the confidence of all necessary items is not too high, and the average is only slightly higher than 51%.

4) MSE and learning rate (BP): Figures 15(a) and 15(b) show the relationship between MSE (mean square error), learning rate, and accuracy of training results. When the learning rate is maintained at 0.5, the MSE decreases rapidly and then becomes unstable but still remains high and low. In addition, since no single object is detected, the accuracy is 0%. When the learning rate drops to 0.01, the MSE drops rapidly and remains consistent throughout the rest of the period. At the same time, because the model can detect target and nontarget objects at the same time,
the accuracy is increased to 98%. The accuracy of the training data is almost 0.61, and the test data is about 0.51. Initially, of course, for both the training and the test results, the loss is very high and gradually decreases, but, by increasing the number of periods, the performance will be further improved.

6. Results and Discussion

Based on the above data, it is not difficult to conclude that K-NN has the best model among the three models. According to training time, prediction time, and prediction accuracy, KNN performed well and provided a result of 98%. As you can see, each model in the table below has several parameters. The first is whether the model needs to preprocess the image, and the second parameter is the training time, which is one of the most important parameters in neural network training. The third key parameter is estimated time. This parameter is very important for real-time systems, because the prediction must be made in real time, so delayed prediction may cause a big problem; and combine all the parameters in the final parameters with the percentage accuracy. Therefore, looking at all the data below, it is easy to assume that the performance of K-NN is very effective and that the predicted result is much higher than the planned performance. In addition, from an application point of view, processing time, memory, and resource requirements play a key role in selecting a classifier, and K-NN can provide results comparable to results that are computationally inexpensive and easy to classify.

For the computationally demanding CNN and BP, when selecting a classifier, applications where processing time and resource requirements are key considerations should also consider hardware capabilities. Table 8 and Figure 16 show the overall comparative analysis of these three models. Throughout the research process, we came to the conclusion that, compared with traditional K-NN, CNN, and BP, in terms of accuracy (%), time complexity (min), and processing high dimensionality, performance-based modified K-NN is a more effective model data set.

![Figure 15: (a) MSE versus L-Rate = 0.5. (b) MSE versus L-Rate = 0.01.](image-url)
7. Conclusion

This paper proposes an improved K-NN (MK-NN) model to improve object detection in E-healthcare applications. We analyzed the proposed MK-NN model through CNN, BP, and traditional K-NN models to find out which model is effective after multiple training and testing rounds. Our analysis results show that, based on the key parameters of the network, training time, prediction time, and prediction accuracy, MK-NN is the best model among the four models. MK-NN performs well in training time and prediction time (20 seconds, 20 minutes) and provides 98% accuracy. Future research should discover and incorporate the proposed Model Architects (MK-NN) model and compare the performance in other computer vision applications. Similarly, an interesting implementation is to use multilayer output to fully connect the layers to increase the vector size of the function to improve performance.
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