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Abstract
Although Bidirectional Encoder Representations from Transformers (BERT) have achieved tremendous success in many natural language processing (NLP) tasks, it remains a black box, so much previous work has tried to lift the veil of BERT and understand the functionality of each layer. In this paper, we find that removing or duplicating most layers in BERT would not change their outputs. This fact remains true across a wide variety of BERT-based models. Based on this observation, we propose a quite simple method to boost the performance of BERT. By duplicating some layers in the BERT-based models to make it deeper (no extra training required in this step), they obtain better performance in the down-stream tasks after fine-tuning.

1 Introduction
The progress of NLP based on deep learning advanced rapidly in recent years. In the past few years, people use pre-trained static word embedding [Mikolov et al., 2013] as features of words to solve lots of tasks, including word analogy, text classification, common name entity recognition (NER), etc. Several fine-grained analyses have been done on what static word embeddings capture [Levy and Goldberg, 2014]; the effect of hyperparameters, such as the dimension of static word embeddings, is also studied thoroughly [Yin and Shen, 2018].

Recently, the idea of contextualized word embeddings, [Peters et al., 2018] arises because it can achieve better performance than static word embeddings. BERT [Devlin et al., 2018] pre-trains a masked language model based on the transformer [Vaswani et al., 2017] to learn bidirectional contextualized representations of words. It can be quickly fine-tuned on many downstream tasks merely by appending a simple linear classifier, obtaining state-of-the-art results on a great number of NLP tasks such as text classification, natural language inference (NLI) [Wang et al., 2018], and question answering [Rajpurkar et al., 2018]. Although those BERT-based models can reach extraordinary performance on almost every NLP datasets, the black-box nature of deep learning models makes a fine-grained analysis on the contextualized word embedding and hidden representations much more difficult. It remains unclear that what those BERT-based models have learned and what features they extract.

People usually assume that the hidden states from the lower layers of BERT preserve more word identity, while the higher hidden states contain less word identity and more abstract information like syntactic or semantic information [Hewitt and Liang, 2019]. In this paper, we use a novel method to analyze the hidden states of every layer of BERT. During the pre-training stage, BERT takes a sequence of tokens as input, and the output layer, which is a linear classifier, takes the final hidden state to reconstruct the input token sequence. We found that when taking the hidden states other than the final ones as input, the linear classifier can also reconstruct the input token sequence with high accuracy. The results are counterintuitive because, during the pre-training stage, the linear classifier has never seen the input other than the final hidden states. This phenomenon is observed in most layers across variants of BERT-based models, including ALBERT [Lan et al., 2019]. The observation indicates that the hidden states of most layers in BERT preserve the word identity and have very close distribution, so they can be decoded into the input tokens by the same linear classifier.

The observation that most layers have close distribution indicates that each layer does not change the input a lot, and thus behaves like identity transform. Therefore, we assume that duplicating layers in the model would not largely change the behavior of the model a lot. The experimental results indeed show that when duplicating a few layers in the pre-trained BERT-based models, they still maintain pretty high input sentence word identity in almost every layer.

After observing the above counterintuitive properties of BERT, we shift the focus on how to utilize the properties. Because duplicating layers does not change the behaviors of BERT, we can simply use this approach to make the BERT-based models deeper without any extra effort. Then we fine-tune the deeper models on several famous NLP datasets of down-stream tasks, including SQuAD [Rajpurkar et al., 2018], SST-2 on GLUE [Wang et al., 2018], and SNLI [Bowman et al., 2015]. We find that this simple duplicating layer trick can boost the model performance on many datasets. Even for those state-of-the-art models such as ALBERT-
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Figure 1: (A) Probing hidden representations of BERT by output layer. (B) and (C) are the proposed approach, in which the layers of pre-trained models are duplicated, and then the deeper models are fine-tuned in the downstream tasks. (B) is for the BERT-based model other than ALBERT, and (C) is for ALBERT.

2 Related works

Probing task
Probing is one line of the analyzing researches in this domain. Tenney et al. [2019b] designs the edge probing problem that uses the contextualized word embeddings to train a simple model on some NLP tasks to probe what contextualized embeddings models have actually learned. Hewitt [2019] proposes structural probe, which can check whether syntax trees are embedded in a linear transform of a neural networks’ word representation space; then, it successfully shows that entire syntax trees are indeed embedded in the vector geometry of BERT.

Tenney et al. [2019a] uses a probing model to compare the syntactic and semantic information encoded in different layers of BERT, claiming that features from lower layers encode more syntactic information, whereas those from higher layers encode more semantic information. Brunner et al., 2019 trains a simple model to predict the hidden representations from one layer of BERT with input hidden representations from another layer.

Although the probing task can change the explanation problem to the supervised learning problem, the result heavily depends on the choice of the model family of probing model and the quality of optimization in the model family. It is not easy to separate the effect from the probing model itself. Hewitt and Liang [2019] proposes the concept of control task and selectivity to discuss the effect of different probing models.

Attention Visualization
Another popular way to explain the BERT model is by visualizing and analyzing the attention weights of the transformers. Vig [2019] proposes an open-source tool to visualize the attention weights. Clark et al. [2019] analyze and visualize the attention maps of BERT. Michel et al. [2019] discuss the role of multi-head attention in the BERT-based models, finding that the multi-head structure does not have a significant impact on the performance. However, the interpretability of the attention maps is still under discussion [Jain and Wallace, 2019].

Duplicating Layers
In the past, Dropout [Srivastava et al., 2014] is widely used when training deep neural networks, which can both keep models from overfitting and achieve better performance. Huang et al. [2016] utilize the similar concept on layers rather than units in one layer, also achieving great success in training very deep models. Then, Fan et al. [2019] apply the layer dropout technique on transformer-based language models. It can both boost the performance and help to prune the model.

Nonetheless, based on this layer drop method, we are still searching for yet another trick to improve performance. Also, the layer drop method cannot be applied to ALBERT. Then, instead of dropping the layers, here we try to add extra layers to BERT-based models. Note that when applying this duplicating-layer method, we can use layer drop trick [Fan et al., 2019] simultaneously, and we indeed apply this technique in our work.

3 Approach

3.1 Probing by Output Layer
The approach we used to probe the BERT-based models is shown in Figure 1 (A). BERT-based models are pre-trained by Masked Language Model (MLM), in which the model takes a token sequence with masking as input and learns to reconstruct the original token sequence. The output layer of the pre-trained BERT is a linear classifier, which takes the hidden states of the last layer as input, and output tokens. Here we used the output layer as the decoder to probe the hidden
states of BERT. Given an input token sequence, each layer of BERT outputs a sequence of vectors (hidden states). The output layer transforms each vector back into its original input token. In this way, with the output layer, we can transform the hidden states of a specific layer into a token sequence. Then we analyze the token sequence.

The approach used here is very different from the typical probing approaches, in which the classifier is learned for some specific layers with extra training data. For our method, the output layer has never seen the hidden states other than the last hidden layer before; nevertheless, when we use this output layer to decode every hidden layer, it does work.

In the experiments, we only analyze the case that input sentences do not have masking. When we use BERT in the following downstream tasks, the input sentences do not have masking, so the behavior of the model under the situation without masking is critical.

### 3.2 Duplicating Layers

In this subsection, we propose a new method to boost the performance of BERT-base models slightly. The approach is shown in Figure 1 (B) and (C). The basic idea is that we duplicate some layers in the BERT before fine-tuning, and fine-tune the model with more layers on the downstream tasks. At first glance, the proposed seems to come out of nowhere, but it would be clear why we think this approach may work after seeing the experimental results of probing by the output layer.

The approach for the BERT-based models other than ALBERT is shown in Figure 1 (B). Before fine-tuning on downstream tasks, we duplicate some of the pre-trained BERT layers to make the model deeper. Duplicating which layers would be more effective is still an open question. In the experiment section, we will further discuss this issue. We do not tie weights of the duplicated layer and the original one. That is, if we extend a 12-layer BERT into 24-layer BERT, after fine-tuning, there should be exactly 24 different layers of weights in the model.

When applying the same idea on ALBERT, there is a little difference, which is shown in Figure 1 (C). In ALBERT, all the layers share the same set of parameters. Therefore, for ALBERT, we do not need to consider where to insert new duplicated layers because all the layers have the same parameters. Here the ALBERT is pre-trained with $N$ layers, but here we fine-tune it with more than $N$ layers to see whether its performance can be improved.

### 4 Experiment

The experiments of probing by output layer are in Section 4.1, and in Section 4.2, duplicated layers are added on the pre-trained baseline models before fine-tuning them on each downstream task. All the models we analyzed in this paper are shown in Table 1, all of which use MLM as a pre-training task. Note that for both BERT-base and BERT-large, we use the uncased version. More specifically, we use whole-word-masking on BERT-large. As for Albert, we use the version-2 transformer proposed by Wolf et al. [2019]. For the downstream tasks, we used the Stanford Sentiment Treebank dataset (SST-2) [Socher et al., 2013], Stanford natural

| Model             | Layers | Hidden Dim | Heads |
|-------------------|--------|------------|-------|
| BERT-base         | 12     | 768        | 12    |
| BERT-large        | 24     | 1024       | 16    |
| ALBERT-base-v2    | 12     | 768        | 16    |
| ALBERT-large-v2   | 24     | 1024       | 16    |
| ALBERT-xlarge-v2  | 24     | 2048       | 16    |
| ALBERT-xxlarge-v2 | 12     | 4096       | 64    |

Table 1: Model used in experiments

![Figure 2: Average token accuracy of BERT on SST-2 dataset. Layer 0 means the static word embedding layer. Results on SQuAD 2.0 and SNLI are similar.](image)

Language Inference (SNLI) dataset [Bowman et al., 2015], and the Stanford Question Answering Dataset (SQuAD) [Rajpurkar et al., 2018].

### 4.1 Probing by Output Layer

Given a token sequence as input, we used the output layer to probe the hidden states of all the layers and obtained a token sequence from each layer. Then by considering the input token sequence as the ground truth, we compute token level accuracy for each layer. Figure 2 and Figure 3 shows average token level accuracy of BERT and ALBERT models, where the ground truths, or the input token sequences, are from SST-2 dataset. Results on SNLI and SQuAD are similar. Due to space limitations, we cannot show all the experimental results. Surprisingly, the accuracy of the intermediate layers of most of the models is higher than 80% except layer 0 (static embeddings) and BERT-large. That is, the input sentence can be reconstructed pretty well from all the layers by the output layer even though it only sees the last hidden layer during training. For BERT models, We can also see that fine-tuning only affects the last few layers, while other layers remain intact.

One concern is that the reason for this phenomenon is nothing but the skip-connection or LayerNorm structure. However, with these two structures, there’s still a large gap between the accuracy of BERT-large and BERT-base, especially in former layers. It is almost impossible to claim that merely with these structures can guarantee successful reconstruction.

Table 2 provides an example of probing. Notice that the token right behind the [CLS] token is not able to be reconstructed well in the last layer. This example is not a special
Figure 3: Average token accuracy of ALBERT on SST-2 dataset. Layer 0 means the static word embedding layer. Results on SQuAD 2.0 and SNLI are similar.

| Layer | Example of Decoded Sentence |
|-------|-----------------------------|
| Input | it's a bittersweet and lyrical mix of elements. |
| 0     | ##ningtome s a bittersweettrix lyrical mixfine elements, |
| 1     | itme s a bittersweetckle lyrical mix of elements, |
| 2     | itist s a bittersweet and lyrical mix of elements, |
| 3     | it was s a bittersweet and lyrical mix of elements. |
| 4     | it was s aconsweet and lyrical mix of elements. |
| 5     | it was s a bittersweet and lyrical mix of elements. |
| 6     | it was was a bittersweet and lyrical mix of elements. |
| 7     | it was was a bittersweet and lyrical mix of elements. |
| 8     | it’s a bittersweet and lyrical mix of elements. |
| 9     | it’s a bittersweet and lyrical mix of elements. |
| 10    | it’s a bitter souleet and lyrical mix of elements. |
| 11    | album’s a bitter souleet and lyrical mix of elements. |
| 12    | s a sadseet and lyrical mix of elements. |

Table 2: Here is one of the examples of probing using the output layer. The Acc here stands for the accuracy of tokens behind the special token [CLS].

The above experiments show that most layers have similar distributions, indicating that each layer, in fact, does not change the input much. Consequently, we assume that duplicating layers would not have a great influence on models. To verify this, we examine whether the input sentence can be reconstructed by the output layer if we duplicate some layers to make it deeper than the original pre-trained one. For BERT-base and BERT-large, the layers are duplicated by following the rules below. If we want to make the 12-layer BERT-base model become 15-layer, we duplicate the first three layers to achieve that; each layer can only be duplicated once. As a result, the 12-layer BERT-base can only be extended to 24-layer at most. For ALBERT, because all layers of ALBERT share the same set of parameters, we only have to determine how many layers we want it to be, and we can make it have any layer we want. The results are shown in Figure 4 and Figure 5. Here we only report the token accuracy of the output layer taking the last hidden states of the deeper model as input. As a result, the accuracy remains high after duplicating several layers for BERT-base and ALBERT-base. The accuracy of ALBERT-base maintains high after adding 6 extra layers or so. For ALBERT-large, the accuracy still remains high even when we duplicate ALBERT-large to 50 layers. As for ALBERT-xlarge and ALBERT-xxlarge, the accuracy drops more quickly. Based on these results, we have an insight that duplicating some layers without training may not change the behavior of the pre-trained model, especially, ALBERT-large, so we have the experiments in the next subsection.

Figure 4: Average token accuracy on SST-2 dataset with duplicated layers of BERT-base and 12-layer ALBERT models. Results on SNLI, SQuAD 2.0 are similar.

Figure 5: Average token accuracy on SST-2 dataset with duplicated layers of BERT-large and ALBERT models. Results on SNLI, SQuAD 2.0 are similar.
| BERT | Squad 2.0 | SNLI | SST-2 |
|------|-----------|------|-------|
|      | EM       | F1   | Acc (%) | Acc (%) |
| base (12)
| 72.91 | 76.06   | 89.56 | 91.32 |
| - (13) | 73.52 | 76.80 | 89.61 | 90.66 |
| large (24)
| 81.85 | 84.68   | 91.84 | 93.62 |
| - (25) | 81.20 | 84.44 | 91.94 | 93.35 |

Table 3: Performance of two kinds of BERT single models. The gray rows represent the baseline model, while others are the models with duplicated layers. As for the numbers in parentheses, they represent the number of layers in a model. For instance, (13) in the second row stands for extending three 12-layer BERT-based models to 13 layers by adding one duplicated layer separately. Then, these 13-layer models are picked based on their performance according to three development sets here. Lastly, We use pink cells to represent those models without improvement. On the contrary, we use the cyan cells to denote the best single model performance.

| ALBERT | Squad 2.0 | SNLI | SST-2 |
|--------|-----------|------|-------|
|        | EM       | F1   | Acc (%) | Acc (%) |
| base (12)
| 77.14 | 80.47   | 90.71 | 93.14 |
| - (13) | 77.95 | 81.27 | 90.90 | 92.48 |
| - (17) | 77.88 | 81.14 | 90.84 | 93.19 |
| - (20) | 78.60 | 81.56 | 90.50 | 92.81 |
| large (24)
| 81.66 | 84.75   | 91.45 | 94.56 |
| - (25) | 81.80 | 85.01 | 94.36 | 94.36 |
| - (27) | 81.97 | 85.29 | 91.69 | 94.44 |
| - (31) | 82.18 | 85.37 | 91.44 | 93.85 |
| xlarge (24)
| 84.42 | 87.60   | 92.33 | 95.00 |
| - (25) | 84.46 | 87.71 | 91.70 | 95.44 |
| - (26) | 84.67 | 87.89 | 92.36 | 95.00 |
| xxlarge (12)
| 86.14 | 89.36   | 93.34 | 96.89 |
| - (13) | 86.37 | 89.49 | 93.39 | 96.49 |
| - (18) | 86.04 | 89.25 | 93.49 | 96.81 |
| - (20) | -      | -     | 93.47 | 97.03 |

Table 4: Performance of four kinds of ALBERT single models. The definitions of colors are the same as those in Table 3.

4.2 Duplicating Layers

In this subsection, we show the results of duplicating layers in BERT-based models before fine-tuning. We conducted experiments on three downstream tasks: SQuAD 2.0, SNLI, and SST-2. When fine-tuning by the downstream tasks, we carefully chose hyperparameters to make sure the fine-tuned baseline models reach the performance close to the state-of-the-art. When fine-tuning those models with duplicated layers, we merely used the same hyperparameters as their baseline models. Therefore, it is worthwhile to mention that for all models with duplicated layers in this paper, we do not choose any hyperparameters for them. It is very likely that the proposed approach can show even better performance if we carefully choose the hyperparameters. Also, for every model with duplicated layers, we only trained them exactly once, whereas we trained each baseline model three times and reported their average scores to show more robust results.

The results of single model are shown in Tables 3 and 4. We found that even though not all models with duplicated layers can boost the performance, most models do benefit from those extra layers. Moreover, it is obvious that different tasks need different numbers of duplicated layers. Adding one duplicated layer for BERT is enough, whereas ALBERT usually needs more.

Additionally, we try to ensemble models with duplicated layers, hoping they can further boost the performance. We do the ensemble experiments on SQuAD, which is the most difficult one among all tasks in this work. We expect this method to be applied to those tough tasks, helping those state-of-the-art models achieve higher performance. Our ensemble method is merely summing up all the output probabilities of every model. From Table 5 and Table 6 we can see that the ensemble of those models with duplicated layers certainly boosts the performance.

Table 5: Performance of BERT ensemble models. The definitions of colors are the same as those in Table 3. Also, we do not report the ensemble BERT-large results here because we are not able to fine-tune any single model with duplicated layers that have higher performance than the baseline model. Note that sometimes we only show the top-3 ensemble score here and in Table 6 because the number of models that are better than the baseline is less or equal to 3. When this happens, we just pick all of them.

| ALBERT | Squad 2.0 |
|--------|-----------|
|        | EM | F1 |
| base-ensemble² | 78.85 | 82.04 |
| - top-3 ensemble (19,20,21)³ | 79.01 | 82.02 |
| - ensemble (14,15,19,20,22-24)⁴ | 79.33 | 82.30 |
| large-ensemble² | 82.49 | 85.63 |
| - top-3 ensemble (27,31,32)⁵ | 82.73 | 85.87 |
| - ensemble (25-32,35)⁶ | 82.96 | 86.07 |
| xlarge-ensemble² | 84.97 | 88.06 |
| - top-3 ensemble (26,30,32)⁷ | 85.50 | 88.59 |
| - ensemble (25,26,30,32)⁸ | 85.48 | 88.62 |
| xxlarge-ensemble² | 86.85 | 89.99 |
| - top-3 ensemble (13,15)³ | 86.87 | 89.91 |

Table 6: Performance of four kinds of ALBERT ensemble models. The definitions of colors are the same as those in Table 3.
baseline models. That is, directly duplicating layers on pre-trained BERT-based models before fine-tuning does not ruin the whole model; instead, it helps to improve the model performance.

The proposed approach does not improve performance in some cases. We found that models with duplicated layers can hardly obtain improvement on SST-2. The possible reason is that SST-2 is a relatively simple task comparing to the other two tasks; thus, the vanilla models can already reach quite high performance, leaving little room for improvement, so deeper models are not helpful. In addition, duplicating layer technique seems to be useless for BERT-large (this is the reason why we do not show the BERT-large result in Table 5). For all BERT-large models with duplicated layers, none of them is better than the baseline model. In fact, this result is not too surprising since from Figure 2, we can see that BERT-large has totally different layer properties compared with BERT-base. More generally, by observing Figure 2, Figure 3 and Figure 5, it seems that BERT-large is an exception among all BERT models and ALBERT models.

Even ALBERT-xxlarge’s pattern of token accuracy is much similar to BERT-base’s than BERT-large’s is.

For the models other than ALBERT, the rules to duplicate the layers influence the results. Due to space limitations, we can only briefly report the rule of thumb below:

1. Duplicating one specific layer multiple times hurts the model performance. Therefore, for all experiments regarding duplicating layers in this paper, each layer is copied at most once.

2. To extend a network from $N$ layers to $K$ layers, empirically, the best strategy is to insert each duplicated layer alternately from the front. That is, duplicate the first $K - N$ layers among the $N$ layers. We also try to insert new layers from behind, that is, duplicating the last $K - N$ layers, yet it does not benefit the performance.

5 Conclusion and Future Work

In this paper, we propose a brand new way to analyze the representations from different layers of the BERT-based models. Then we observe that the representations from almost every layer can be reconstructed to the input sentences by the output layer, even though it has never seen these representations during training. The counterintuitive results are intriguing, which provides another viewpoint when trying to analyzing BERT-based models, and will make the researchers rethink what do the BERT-based models learn in each layer. Last but not least, we propose a pretty simple method, duplicating layers, to improve models. On several NLP tasks, including SQuAD, SNLI, and SST-2, our method can indeed boost those models with state-of-the-art performance almost effortlessly. This trick can be further utilized with the ensemble methods as well.
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