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Abstract

The aim of this article is to compute the Hochschild and cyclic homology groups of the Yang-Mills algebras YM(n) (n ∈ ℤ≥2) defined by A. Connes and M. Dubois-Violette in [CD1], continuing thus the study of these algebras that we have initiated in [HS]. The computation involves the use of a spectral sequence associated to the natural filtration on the universal enveloping algebra YM(n) provided by a Lie ideal ℤym(n) in ℤym(n) which is free as Lie algebra.
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1 Introduction

The homological invariants of an algebra are closely related to the category of its representations. In particular Hochschild cohomology measures the existence of deformations (see [Ge]). The main purpose of this article is to describe Hochschild and cohomology of Yang-Mills algebras, as well as their cyclic homology. Some properties of the category of representations of these algebras were already analyzed in [HS], exploiting the Kirillov orbit method.

Let us recall the definition of Yang-Mills algebras given by A. Connes and M. Dubois-Violette in [CD1]. For a positive integer n ≥ 2, the Lie Yang-Mills algebra over an algebraically closed field k of characteristic zero is

\[ \text{ym}(n) = f(n)/\langle \sum_{i=1}^{n} [x_i, [x_i, x_j]] : j = 1, \ldots, n \rangle, \]

where f(n) is the free Lie algebra on n generators x_1, …, x_n. Its associative enveloping algebra U(ym(n)) will be denoted YM(n). It is a cubic Koszul algebra of global dimension 3 with Poincaré duality and the Calabi-Yau property (see [BT], Example 5.1).

The first instance of Yang-Mills theory in physics is through Maxwell’s equations for the charge free situation which gives a representation of the Yang-Mills algebra.

In general, the Yang-Mills equations we consider are equations for covariant derivatives on bundles over the affine space ℜ^n endowed with a pseudo-Riemannian metric g. Any complex vector bundle of rank m over ℜ^n is trivial and every connection on such bundle is given by a M_m(ℂ)-valued 1-form \[ \sum_{i=1}^{n} A_i dx^i \] with the corresponding covariant derivative given by \[ \nabla_i = \partial_i + A_i. \] The Yang-Mills equations for the covariant derivative are

\[ \sum_{i,j=1}^{n} g^{-1}(\nabla_i, [\nabla_j, \nabla_k]) = 0, \]

where \( g^{-1} = (g^{i,j}) \). Yang-Mills equations have also been recently studied due to their applications to the gauge theory of D-branes and open string theory (see [Ne, Mov, Doug]).

Despite the fact that several properties of these algebras can be expressed in a geometrical language, the arguments we use in the proofs appearing in this article are homological. In fact, the main proofs only require a detailed knowledge of the complexes involved.

It is important to notice that the behaviour of the Yang-Mills algebra with two generators YM(2) is completely different from the other cases (i.e. n ≥ 3). The algebra YM(2) is isomorphic to the enveloping algebra of the Heisenberg
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Propositions 3.16 and 3.19 and Corollaries 3.20 and 3.28, among others).

On the other hand, if the Yang-Mills algebra has a number of generators greater than or equal to three, we provide detailed computations in order to describe the zeroth and first Hochschild cohomology groups, and then, using this description, we compute the other Hochschild cohomology groups and all the Hochschild and cyclic homology groups. We also recover the results announced by M. Movshev in the preprint [Mov]. The proofs sketched there use geometrical considerations before Proposition 2.6, which allow us to provide simpler proofs of that proposition, Propositions 3.16 and 3.19 and Corollaries 3.20 and 3.28 among others).

In spite of these good homological properties, the computation of the Hochschild cohomology is rather difficult and technical. Concerning the zeroth and first Hochschild cohomology groups we prove the following result.

**Theorem 1.** If \( n \geq 3 \), the center of the Yang-Mills algebra \( \text{YM}(n) \) is \( k \) and there is an isomorphism

\[
\text{HH}^1(\text{YM}(n)) \cong k \oplus V(n)[2] \oplus \Lambda^2(V(n)[1]).
\]

In particular, using the theorem, we may interpret the non-trivial infinitesimal symmetries of the Yang-Mills algebra as dilations, translations and rotations. Our interest in the first cohomology group comes from the fact that, in the noncommutative geometrical setting, there is a one-to-one correspondence between the classes of noncommutative vector fields and derivations of an algebra.

Making use of the Koszul property of these algebras, of a corollary of Goodwillie’s Theorem obtained by M. Vigué-Poirier, and of the fact that the graded Euler-Poincaré characteristic of the cyclic homology of a multigraded algebra is known (see [1]), we describe not only the Hilbert series of the other cohomology groups, but also the ones for the cyclic homology groups.

Finally, our main result may be formulated as follows:

**Theorem 2.** If \( n \geq 3 \), then the Hilbert series for the Hochschild homology are given by

\[
\text{HH}_k(\text{YM}(n))(t) = 0, \quad \text{if} \ k \geq 4,
\]

\[
\text{HH}_3(\text{YM}(n))(t) = t^4,
\]

\[
\text{HH}_2(\text{YM}(n))(t) = \left(\frac{n(n - 1)}{2} + 1\right)t^4 + nt^3,
\]

\[
\text{HH}_1(\text{YM}(n))(t) = - \sum_{l \geq 1} \frac{\psi(l)}{l} \log(1 - nt^l + nt^{2l} - t^4) + (n(n - 1) - 1)t^4 + 2nt^3,
\]

\[
\text{HH}_0(\text{YM}(n))(t) = - \sum_{l \geq 1} \frac{\psi(l)}{l} \log(1 - nt^l + nt^{2l} - t^4) + \left(\frac{n(n - 1)}{2} - 1\right)t^4 + nt^3 + 1.
\]

Also, \( \text{HH}^*(\text{YM}(n))(t) = 0 \), if \( k \geq 4 \) and \( \text{HH}^*(\text{YM}(n))(t) = t^{-4} \text{HH}_{3-k}(\text{YM}(n))(t) \).

On the other hand, the Hilbert series for the cyclic homology are

\[
\text{HC}_{4-k}(\text{YM}(n))(t) = 1, \quad \text{if} \ k \geq 0,
\]

\[
\text{HC}_{3-k}(\text{YM}(n))(t) = 0, \quad \text{if} \ k \geq 0,
\]

\[
\text{HC}_2(\text{YM}(n))(t) = 1 + t^4,
\]

\[
\text{HC}_1(\text{YM}(n))(t) = \frac{n(n - 1)}{2}t^4 + nt^3,
\]

\[
\text{HC}_0(\text{YM}(n))(t) = - \sum_{l \geq 1} \frac{\psi(l)}{l} \log(1 - nt^l + nt^{2l} - t^4) + \left(\frac{n(n - 1)}{2} - 1\right)t^4 + nt^3 + 1.
\]

The key ingredient of the proof of this theorem is the analysis of the spectral sequence associated to the natural filtration on \( \text{YM}(n) \) provided by a Lie ideal \( \text{ym}(n) \) in \( \text{ym}(n) \) which is free as Lie algebra [HS]. Notice that since \( \text{HH}^2(\text{YM}(n)) \) and \( \text{HH}^3(\text{YM}(n)) \) are not zero, deformations of \( \text{YM}(n) \) may exist, but up to the present we do not know whether they are obstructed or not.
The contents of the article are as follows. In Section 2, we recall the definition of Yang-Mills algebras \( \text{YM}(n) \) and some of their homological properties and we compute, using the Koszul complex for this algebra, the complete Hochschild homology of \( \text{YM}(2) \), recovering results by P. Nuss [Nu] and giving explicit bases.

Section 3 is devoted to the study of the space of generators \( W(n) \) of the free Lie algebra \( \mathfrak{tym}(n) \), which will play an important role in the computation of the Hochschild cohomology of the Yang-Mills algebras. We provide a complete description of the homological properties of this space (see Theorem 3.15), which will be useful in the sequel to describe the corresponding homological properties of the enveloping algebra \( \mathcal{U}(\mathfrak{tym}(n)) \). Using the fact that \( \mathfrak{tym}(n) \) is free and non abelian, we compute the zeroth Hochschild cohomology group of \( \mathcal{U}(\mathfrak{tym}(n)) \).

In Section 4, we study the cohomology of the Yang-Mills algebra \( \mathfrak{tym}(n) \) with coefficients in the augmentation ideal of \( \mathcal{U}(\mathfrak{tym}(n)) \). The results obtained throughout this section lead to Theorem 4.1. Its proof involves the analysis of a spectral sequence associated to the filtration on \( \mathcal{U}(\mathfrak{tym}(n)) \) by powers of the augmentation ideal.

The aim of Section 5 is the description of the outer derivations of the Yang-Mills algebra \( \text{YM}(n) \) (see Theorem 5.11). This is done by using a spectral sequence associated to the filtration given by powers of the ideal generated by \( \mathfrak{tym}(n) \) and homological information obtained in Section 3.

Finally, in Section 6 we collect all previous results to prove our main result, Theorem 6.3.

Throughout this article \( k \) will denote an algebraically closed field of characteristic zero and all unadorned tensor products \( \otimes \) will be over the field \( k \), i.e. \( \otimes = \otimes_k \). All morphisms will be \( k \)-linear homogeneous of degree zero, unless the contrary is stated.
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\section{Definition and homological properties}

In this first section we fix notations and recall some elementary properties of the Yang-Mills algebras. As reference we suggest [CD1] and [HS].

\subsection{Generalities}

Let \( n \) be a positive integer such that \( n \geq 2 \) and let \( \mathfrak{f}(n) \) be the free Lie algebra on \( n \) generators \( \{x_1, \ldots, x_n\} \). This Lie algebra is provided with a locally finite dimensional \( \mathbb{N} \)-grading.

Following [CD1], the quotient Lie algebra

\[ \mathfrak{tym}(n) = \mathfrak{f}(n)/\langle \{ \sum_{i=1}^n [x_i, [x_i, x_j]] : 1 \leq j \leq n \} \rangle \]

is called the \textit{Yang-Mills algebra with \( n \) generators}.

This definition apparently differs from the one given in [CD1], where the authors consider the quotient of the free Lie algebra \( \mathfrak{f}(n) \) by the Lie ideal \( K \) generated by the relations

\[ \{ \sum_{i,j=1}^n g^{ij}[x_i, [x_j, x_k]] : 1 \leq k \leq n \}, \]

for \( g = (g_{ij}) \) a fixed invertible symmetric matrix in \( M_n(\mathbb{R}) \) and \( g^{-1} = (g^{ij}) \). The matrix \( g \) uniquely defines a nondegenerate symmetric bilinear form on the complex vector space generated by \( \{x_1, \ldots, x_n\} \). One may choose an orthonormal basis for this bilinear form. The ideal \( K \) does not depend on the choice of the basis. So, when \( k = \mathbb{C} \) our definition coincides with the one given in [CD1] once we have fixed a basis such that \( g = \text{id} \). For some physical applications, one may be interested in choosing a basis such that \( g \) is Lorentzian.

The \( \mathbb{N} \)-grading of \( \mathfrak{f}(n) \) induces an \( \mathbb{N} \)-grading of \( \mathfrak{tym}(n) \), which is also locally finite dimensional. We denote \( \mathfrak{tym}(n)_j \) the \( j \)-th homogeneous component and

\[ \mathfrak{tym}(n)_j = \bigoplus_{j=1}^l \mathfrak{tym}(n)_j, \quad (2.1) \]

The Lie ideal

\[ \mathfrak{tym}(n) = \bigoplus_{j=2}^{\infty} \mathfrak{tym}(n)_j \quad (2.2) \]
will be of considerable importance in the sequel.

The enveloping algebra \( U(\mathfrak{ym}(n)) \) will be denoted \( \text{YM}(n) \). It is the (associative) Yang-Mills algebra on \( n \) generators. If \( V(n) = \text{span}_k(\{x_1, \ldots, x_n\}) \), it turns out that

\[
\text{YM}(n) \cong T(V(n))/\langle R(n) \rangle,
\]

where \( T(V(n)) \) denotes the tensor \( k \)-algebra on \( V(n) \) and

\[
R(n) = \text{span}_k(\{ \sum_{i=1}^{n} [x_i, x_j] : 1 \leq j \leq n \}) \subseteq V(n)^{\otimes 3}.
\]

We shall also consider the enveloping algebra of the Lie ideal \( \mathfrak{ym}(n) \), which will be denoted \( \text{TYM}(n) \). Occasionally, we will omit the index \( n \) from the notation if it is clear from the context.

We shall make use of two different but related gradings on \( \mathfrak{ym}(n) \). On one hand, the grading given by (2.1) will be called the usual grading of the Yang-Mills algebra \( \mathfrak{ym}(n) \). On the other, we shall also consider the special grading of the Yang-Mills algebra \( \mathfrak{ym}(n) \), for which it is a graded Lie algebra concentrated in even degrees with each homogeneous space \( \mathfrak{ym}(n)_j \) in degree \( 2j \). These gradings induce respectively the usual grading and the special grading on the associative algebra \( \text{YM}(n) \). The last one corresponds to taking the graded enveloping algebra of the graded Lie algebra \( \mathfrak{ym}(n) \).

As noted in [HS], the algebra \( \mathfrak{ym}(n) \) is nilpotent if \( n = 2 \), in which case it is also finite dimensional (see [HS], Example 2.1). When \( n \geq 3 \), \( \mathfrak{ym}(n) \) is neither finite dimensional nor nilpotent (see [HS], Remark 3.13). Also, the algebra \( \text{YM}(n) \) is a domain for any \( n \in \mathbb{N} \), since it is the enveloping algebra of a Lie algebra.

There is an important collection of symmetries acting in the Yang-Mills algebra, which we now describe. The representation of the Lie group \( \text{SO}(n) \) on \( V(n) \) given by the standard action of matrices induces a representation of the Lie algebra \( \mathfrak{so}(n) \). Furthermore, given \( j \in \mathbb{N} \), \( V(n)^{\otimes j} \) is a representation of \( \text{SO}(n) \), and then of \( \mathfrak{so}(n) \), with the diagonal action.

There is then an action by algebra automorphisms of \( \text{SO}(n) \) on \( T(V(n)) \), which induces in turn an action by derivations of \( \mathfrak{so}(n) \) on \( T(V(n)) \). Both actions are homogeneous of degree 0.

It is readily verified that these actions on \( T(V(n)) \) preserve the ideal \( \langle R(n) \rangle \). So, \( \mathfrak{so}(n) \) acts by algebra automorphisms on \( \mathfrak{ym}(n) \) and \( \mathfrak{so}(n) \) acts by derivations. The latter induces in turn an action by derivations of \( \mathfrak{so}(n) \) on \( \mathfrak{ym}(n) \).

As before, all these actions are homogeneous of degree 0.

We summarize these facts in the following proposition.

**Proposition 2.1.** The standard action of \( \text{SO}(n) \) on \( V(n) \) induces an action by automorphisms of graded algebras on \( \text{YM}(n) \) and an action by derivations of the Lie algebra \( \mathfrak{so}(n) \) on \( \text{YM}(n) \).

Let \( Y \) be a graded left \( \text{YM}(n) \)-module provided with an action of \( \mathfrak{so}(n) \) which is homogeneous of degree 0. We shall say that the action of the Lie algebra \( \mathfrak{so}(n) \) is compatible with the action of the Yang-Mills algebra if

\[
x \cdot (zy) = (x \cdot z)y + z(x \cdot y)
\]

for all \( x \in \mathfrak{so}(n) \), \( z \in \text{YM}(n) \) and \( y \in Y \). The dot \( \cdot \) indicates both the action of \( \mathfrak{so}(n) \) on \( \text{YM}(n) \) and on \( Y \). Examples of such modules are \( \mathfrak{ym}(n) \) with the adjoint action and also the symmetric algebra \( S(\mathfrak{ym}(n)) \) with the induced action.

Since it will be useful to combine the complete collection of symmetries that are available, from now on we shall consider the category of graded left modules over the graded Yang-Mills algebra \( \text{YM}(n) \) with the usual grading provided with a compatible action of \( \mathfrak{so}(n) \) and call them admissible left \( \text{YM}(n) \)-modules, without making explicit reference to the grading or the action of \( \mathfrak{so}(n) \), unless we write the contrary. Furthermore, a homogeneous left \( \text{YM}(n) \)-linear morphism of degree 0 which is \( \mathfrak{so}(n) \)-equivariant between two admissible left \( \text{YM}(n) \)-modules will also be called admissible. The previous definitions apply as well for the category of \( \text{YM}(n) \)-bimodules and right \( \text{YM}(n) \)-modules.

An important example of admissible \( \text{YM}(n) \)-module is \( S(V(n)) \), where the generators \( \{x_1, \ldots, x_n\} \) of \( \mathfrak{ym}(n) \) act by multiplication on \( S(V(n)) \), the action of \( \mathfrak{ym}(n) \) is trivial and the action of \( \mathfrak{so}(n) \) is induced by the standard action of \( \mathfrak{so}(n) \) on \( V(n) \).

**Remark 2.2.** Since \( V(n) \), considered as an abelian Lie algebra, is a quotient of \( \mathfrak{ym}(n) \) by the Lie ideal \( \mathfrak{ym}(n) \), any graded left module \( Y \) over \( S(V(n)) \) becomes a graded left module over \( \text{YM}(n) \). If \( Y \) is provided with a homogeneous action of \( \mathfrak{so}(n) \) of degree 0, such that

\[
x \cdot (zy) = (x \cdot z)y + z(x \cdot y),
\]

for all \( x \in \mathfrak{so}(n) \), \( z \in V(n) \) and \( y \in Y \), then it is an admissible left \( \text{YM}(n) \)-module. In this case, we shall also say that \( Y \) is an admissible left \( S(V(n)) \)-module. The same applies to right modules.

Since \( \text{YM}(n) \) is a Hopf algebra, any left \( \text{YM}(n) \)-module \( Y \) is also a right \( \text{YM}(n) \)-module by using the antipode \( S \).
2.2 Homology and cohomology

We recall (see [Ber1]) that if \( A \) is a \( N \)-homogeneous \( k \)-algebra \( (N \geq 2) \) given by \( A = TV(R) \), where \( R \subset V^\otimes N \), the \( N \)-homogeneous dual algebra \( A^\vee \) is defined as the quotient \( T(V^*)/(R^\perp) \), where \( R^\perp \subset (V^*)^\otimes N \approx (V^\otimes N)^* \) is the annihilator of \( R \). In this case, the Koszul left \( N \)-complex of \( A \) is

\[
\ldots \xrightarrow{b_{i+1}} A \otimes (A^\vee_1)^* \xrightarrow{b_i} \ldots \xrightarrow{b_i} A \otimes (A^\vee_1)^* \xrightarrow{b_i} A \rightarrow 0,
\]

(2.4)

where \( (A^\vee_1) \subset V^\otimes \) and the differential \( b_i \) is the restriction of multiplication \( a \otimes (e_1 \cdots e_i) \rightarrow ae_1 \cdots e_i \). Notice that the differentials of the previous \( N \)-complex are homogeneous of degree 0.

From the \( N \)-complex (2.4) one can obtain complexes \( C_{p,r}(A) \), for \( 0 \leq r \leq N - 2 \) and \( r + 1 \leq p \leq N - 1 \), given by

\[
\ldots \xrightarrow{b^{N-r}_p} A \otimes (A^\vee_{N+r})^* \xrightarrow{b^p} A \otimes (A^\vee_{N-r})^* \xrightarrow{b^{N-p}} A \rightarrow 0.
\]

(2.5)

Following [Ber1] and [BDVW], the complex \( C_{N-1,0}(A) \) is called the Koszul complex of \( A \) and the algebra \( A \) is called Koszul if this complex is acyclic in positive degrees.

From its very definition the Yang-Mills algebra is a cubic homogeneous algebra.

The following proposition describes the dual algebra of the Yang-Mills algebra.

Proposition 2.3. Let \( YM(n) = T(V(n))/(R(n)) \) be the Yang-Mills algebra with \( n \) generators \( \{x_1, \ldots, x_n\} \). If we denote \( B^* = \{x^*_1, \ldots, x^*_n\} \) the dual basis of \( V(n)^* \), then the homogeneous components of \( YM(n)^\vee \) are

\[
YM(n)^\vee_0 = \mathbb{C}1, \quad YM(n)^\vee_1 = \bigoplus_{i,j=1}^n \mathbb{C}x^*_i x^*_j, \quad YM(n)^\vee_4 = \mathbb{C}z^2, \\
YM(n)^\vee_2 = V^*, \quad YM(n)^\vee_3 = \bigoplus_{i=1}^n \mathbb{C}z x^*_i \quad \text{and} \quad YM(n)^\vee_1 = 0,
\]

for all \( i > 4 \) and \( z = \sum_{i=1}^n (x^*_i)^2 \). The element \( z \) is central in \( YM(n)^\vee \).

\[\text{Proof.}\] See [CD1], Prop. 1. \( \square \)

From the proposition we easily obtain the following isomorphisms, which are necessary for the explicit description of the differentials of the Koszul complex of the Yang-Mills algebra:

\[
(YM(n)^\vee_1)^* \approx V(n), \quad (YM(n)^\vee_2)^* \approx V(n)^\otimes 2, \\
(YM(n)^\vee_3)^* \approx R(n), \quad (YM(n)^\vee_4)^* \approx (V(n) \otimes R) \cap (R \otimes V(n)).
\]

Furthermore, the following is true.

Proposition 2.4. The Yang-Mills algebra is Koszul of global dimension 3.

\[\text{Proof.}\] See [CD1], Thm. 1. \( \square \)

This proposition tells us that the Koszul complex over \( YM(n) \) is a projective resolution of \( k \). We shall now present its proper form of in the category of admissible left \( YM(n) \)-modules, i.e. we shall give the explicit description of the minimal projective resolution of graded left-\( YM(n) \)-modules provided with a compatible action of \( so(n) \) of the module \( k \). This is accomplished by the following complex

\[
0 \rightarrow YM(n)[-4] \rightarrow YM(n) \otimes V(n)[-2] \rightarrow b'_1 \rightarrow YM(n) \otimes V(n) \rightarrow b'_2 \rightarrow YM(n) \rightarrow k \rightarrow 0,
\]

(2.6)

with differential

\[
b'_1(z) = \sum_{i=1}^n z x_i \otimes x_i, \quad b'_2(z \otimes x_i) = \sum_{j=1}^n (zx^*_j \otimes x_i - 2z x_j x_i \otimes x_j + z x_i x_j \otimes x_j), \\
b'_1(z \otimes x_i) = z x_i, \quad b'_2(z) = \epsilon_{YM(n)}(z),
\]

where \( \epsilon_{YM(n)} \) is the augmentation of the algebra \( YM(n) \).
Let $Y$ be an admissible left $\text{YM}(n)$-module. When we apply the functor $\text{Hom}_{\text{YM}(n)}(-, Y)$ to the resolution (2.6), we obtain the complex, which we will denote $(C^*(\text{YM}(n), Y), d)$,

$$0 \longrightarrow Y \overset{d^1}{\longrightarrow} Y \otimes V(n)[2] \overset{d^2}{\longrightarrow} Y \otimes V(n)[4] \overset{d^3}{\longrightarrow} Y[4] \longrightarrow 0,$$

(2.7)
after having used the admissible isomorphisms $\text{Hom}_{\text{YM}(n)}(\text{YM}(n)[j], Y) = Y[2-j]$ and

$$\text{Hom}_{\text{YM}(n)}(\text{YM}(n) \otimes V(n)[j], Y) \overset{\sim}{\longrightarrow} Y \otimes V(n)[-j]$$

where $j \in \mathbb{Z}$. The differentials are given by

$$d^1(y \otimes x_i) = x_iy,$$

$$d^2(y) = \sum_{i=1}^{n} x_iy \otimes x_i,$$

$$d^2(y \otimes x_i) = \sum_{j=1}^{n} (x_jy \otimes x_i + x_iy \otimes x_j - 2x_iy \otimes x_j).$$

Analogously, let $Y$ be an admissible right $\text{YM}(n)$-module. If we apply the functor $Y \otimes_{\text{YM}(n)} (-)$ to the resolution (2.6) and we use the admissible right $\text{YM}(n)$-linear isomorphisms $Y \otimes_{\text{YM}(n)} \text{YM}(n)[d] \cong Y[d]$ and

$$Y \otimes_{\text{YM}(n)} \text{YM}(n) \otimes V(n)[d] \overset{\sim}{\longrightarrow} Y \otimes V(n)[d]$$

$y \otimes_{\text{YM}(n)} t \otimes x_i \mapsto y \otimes x_i$,

where $d \in \mathbb{Z}$, we obtain the complex, which we shall denote $(C_*(\text{YM}(n), Y), d)$,

$$0 \longrightarrow Y[-4] \overset{d_3}{\longrightarrow} Y \otimes V(n)[-2] \overset{d_1}{\longrightarrow} Y \otimes V(n) \overset{d_1}{\longrightarrow} Y \longrightarrow 0,$$

(2.8)
with differentials

$$d_1(y \otimes x_i) = yx_i,$$

$$d_3(y) = \sum_{i=1}^{n} yx_i \otimes x_i,$$

$$d_2(y \otimes x_i) = \sum_{j=1}^{n} (yx_j \otimes x_i + yx_i \otimes x_j - 2yx_i \otimes x_j).$$

Taking into account that $V(n)$ is concentrated in degree 1, $Y \otimes V(n)[j] = (Y \otimes V(n))[j]$, for all $j \in \mathbb{Z}$. Comparing complexes (2.7) and (2.8), we see that $(C^*(\text{YM}(n), Y), d)$ and $(C_*(\text{YM}(n), Y), d')[4]$ coincide, where $(d')_* = (-1)^{\cdot}d_*$. These complexes compute $\text{Ext}^*_{\text{YM}(n)}(k, Y)$ and $\text{Tor}^*_{\text{YM}(n)}(Y, k)$, respectively. The natural isomorphisms $\text{Ext}^*_{\text{YM}(n)}(k, Y) \cong H^*(\eta_{\text{YM}(n)}, Y)$ and $\text{Tor}^*_{\text{YM}(n)}(Y, k) \cong H_*([\eta_{\text{YM}(n)}, Y]$ (see [Wei], Exercise 7.2.4) tell us that

$$H^i(\eta_{\text{YM}(n)}, Y) = H_{3-i}(\eta_{\text{YM}(n)}, Y)[4],$$

for $0 \leq i \leq 3$.

Just to state notation, if $Z$ is a graded $k$-vector space, we denote $Z(t) = \sum_{n \in \mathbb{Z}} Z_n t^n \in \mathbb{Z}[[r^{-1}, t]]$ its Hilbert series.

Of course, since the global dimension of the Yang-Mills algebra is 3, $H^i(\eta_{\text{YM}(n)}, Y)$ and $H_i(\eta_{\text{YM}(n)}, Y)$ vanish for $i > 3$. Both Hilbert series coincide up to a shift

$$H^i(\eta_{\text{YM}(n)}, Y)(t) = t^{-4}H_{3-i}(\eta_{\text{YM}(n)}, Y)(t).$$

This relation between homology and cohomology is usually referred to as Poincaré duality, because of its resemblance to the case of closed oriented manifolds.

We can state the previous results as follows.
Proposition 2.5. (see [CD7], Eq. (1.15)) Let $Y$ be a left YM$(n)$-module, which will be considered also as a right YM$(n)$-module using the antipode of YM$(n)$. The cohomology of $\eta(n)$ with coefficients in $Y$ equals the cohomology of the complex (2.7), and the homology of the $\eta(n)$ with coefficients on $Y$ equals the homology of the complex (2.8).

We have that $(C_\bullet(YM(n), Y), d')[4] = (C^\bullet(YM(n), Y), d)$, where $(d')_\bullet = (-1)^\bullet d_\bullet$, so in particular $H^i(\eta(n), Y) \cong H_{3-i}(\eta(n), Y)[4]$, for $0 \leq i \leq 3$.

We want to stress that the Chevalley-Eilenberg resolution $(C_\bullet(\eta(n)), \delta_\bullet)$ of the admissible left YM$(n)$-module $k$ is also a resolution in the category of admissible YM$(n)$-modules. If $Y$ is an admissible left (resp. right) YM$(n)$-module, we see that the morphisms of the Chevalley-Eilenberg complex $(C^\bullet(\eta(n), Y), d^\bullet_{CE})$ (resp. $(C_\bullet(\eta(n), Y), d^\bullet_{CE})$) for the cohomology (resp. homology) of $\eta(n)$ with coefficients in $Y$ are $\mathfrak{so}(n)$-linear homogeneous of degree $0$.

We can easily check that the following diagram gives a morphism from the Koszul resolution to the Chevalley-Eilenberg resolution of $k$:

\[
\begin{array}{cccccccccccc}
\cdots & \longrightarrow & U(\eta(n)) \otimes \Lambda^3 \eta(n) & \overset{\lambda_3}{\longrightarrow} & U(\eta(n)) \otimes \Lambda^2 \eta(n) & \overset{\lambda_2}{\longrightarrow} & U(\eta(n)) \otimes \Lambda^1 \eta(n) & \overset{\lambda_1}{\longrightarrow} & U(\eta(n)) & \overset{\lambda_0}{\longrightarrow} & k & \longrightarrow & 0 \\
\cdots & \longrightarrow & U(\eta(n)[-4]) & \overset{\iota_4'}{\longrightarrow} & U(\eta(n)[{-3}]) & \overset{\iota_3'}{\longrightarrow} & U(\eta(n)[{-2}]) & \overset{\iota_2'}{\longrightarrow} & U(\eta(n)) & \overset{\iota_1'}{\longrightarrow} & U(\eta(n)) & \longrightarrow & 0 \\
\end{array}
\]

with vertical maps given by

\[
\eta(z \otimes x_i) = \sum_{j=1}^{n} (z x_j \otimes x_i \wedge x_i + z \otimes x_j \wedge [x_i, x_j]),
\]

(2.9)

\[
\theta(z) = \frac{1}{2} \sum_{i,j=1}^{n} z \otimes x_i \wedge x_j \wedge [x_i, x_j].
\]

(2.10)

It is clear that these morphisms are admissible.

Given a left $\eta(n)$-module $Y$, it can be considered as a YM$(n)$-bimodule, which we denote $Y_{\epsilon_{YM(n)}}$, where the action on the right is given by the augmentation $\epsilon_{YM(n)}$ of YM$(n)$. It is well-known that there are natural isomorphisms of the form $H^*(\eta(n), Y) \cong H^*(U(\eta(n)), Y_{\epsilon_{YM(n)}})$ and $H_*^i(\eta(n), Y) \cong H_*^i(U(\eta(n)), Y_{\epsilon_{YM(n)}})$ (see [CE], Thm. X.2.1).

Conversely, if $Y$ is a YM$(n)$-bimodule, it can be considered as a (left or right) $\eta(n)$-module via the adjoint action, denoted by $Y^{ad}$. If $Y$ is a YM$(n)$-bimodule, it can be considered as a YM$(n)$-module via the adjoint action, denoted by $Y^{ad}$. If $Y$ is a YM$(n)$-bimodule, it can be considered as a YM$(n)$-module via the adjoint action, denoted by $Y^{ad}$.

By the Poincaré-Birkhoff-Witt Theorem, there is a left YM$(n)$-linear isomorphism $S(\eta(n)) \cong U(\eta(n))^{ad}$ given by symmetrization (see [Dix], 2.4.5, Prop. 2.4.10), which is also admissible. This implies that $H^*(\eta(n), Y) \cong H^*(U(\eta(n)), S(\eta(n)))$ and $HH_*^i(U(\eta(n)), S(\eta(n)))$. We point out that these isomorphisms are $\mathfrak{so}(n)$-linear.

We recall that, if $A$ is a $\mathbb{N}_0$-graded associative algebra, $X$ is a $\mathbb{Z}$-graded right $A$-module and $Y$ is a $\mathbb{Z}$-graded left (resp. right) $A$-module, then the homology groups $\text{Tor}^A_y(X, Y)$ (resp. $\text{Ext}^A_y(X, Y)$) are in fact graded vector spaces with respect to the internal grading and we denote $\text{Tor}^A_y(X, Y)$ (resp. $\text{Ext}^A_y(X, Y)$) its homogeneous component of internal degree $q \in \mathbb{Z}$. We apply the same notation for other homology groups, e.g. Lie algebra (co)homology and Hochschild (co)homology groups.

By Proposition [2.5] $HH^*(YM(n)) = HH_{3-\bullet}(YM(n))[4]$, for $0 \leq \bullet \leq 3$, and $HH^*(YM(n)) = HH_{\bullet}(YM(n)) = 0$, for $\bullet > 3$, so one needs to compute either cohomology or homology groups.

Let us now focus on the case that $Y$ is a right $S(V(n))$-module, and by Remark [2.2] also a right YM$(n)$-module. The Chevalley-Eilenberg complex $(C_\bullet(V(n), Y), d^\bullet_{CE})$ is provided with a homogeneous $k$-linear morphism of degree 2 of the form

\[
h_p : C_p(V(n), Y) \to C_{p+1}(V(n), Y)
\]

\[
y \otimes x_i_1 \wedge \cdots \wedge x_{i_p} \mapsto \sum_{j=1}^{n} y x_j \otimes x_{i_1} \wedge \cdots \wedge x_{i_p},
\]

such that $d^\bullet_{CE} \circ h_p + h_{p-1} \circ d^\bullet_{CE} = q \cdot \text{id}_{C_p(V(n), Y)}$, for all $p$, where $q = \sum_{j=1}^{p} x_j^2 \in S(V(n))$. Hence, $h$ is a homotopy between the zero morphism and the one given by multiplication by $q$ and in particular $d^\bullet_{CE} \circ h_{p-1} \circ d^\bullet_{CE} = q \cdot d_p.$
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Moreover, if we define for each $p$ such that $0 \leq p \leq n$ the homogeneous $k$-linear isomorphism of degree $n - 2p$ given by

$$i_p : C_p(V(n), Y) \to C_{n-p}(V(n), Y)$$

$$y \otimes x_i \wedge \cdots \wedge x_{i_p} \mapsto (-1)^{i_1 + \cdots + i_p} y \otimes x_{j_1} \wedge \cdots \wedge x_{j_{n-p}},$$

where $i_1 < \cdots < i_p$, $j_1 < \cdots < j_{n-p}$ and $\{i_1, \ldots, i_p\} \cup \{j_1, \ldots, j_{n-p}\} = \{1, \ldots, n\}$, we obtain that $i_{p-1} \circ d_{n-1}^{CE} = h_{n-p} \circ i_p$. So $h_*$ essentially coincides with the differential $d_{n, *}^{CE}$, when viewing the $i_*$ as an identification. Notice that $i_{p-1} = (-1)^{2n(n-1)/2} i_{p-2}$, for all $0 \leq p \leq n$.

We may thus provide an alternative description of the complex $C_*(YM(n), Y)$ as follows. First, it is direct to check that $C_0(YM(n), Y) = C_0(V(n), Y)$ and $C_1(YM(n), Y) = C_1(V(n), Y)$. On the other hand, the maps $i_0$ and $i_1$ also give the isomorphisms $C_1(YM(n), Y) \cong C_0(V(n), Y)$ and $C_2(YM(n), Y) \cong C_1(V(n), Y)$, respectively. Furthermore, it is easily verified that $d_1 = d_1^{CE}$, $d_3 = i_1^{-1} \circ d_1^{CE} \circ i_0$ and $d_2 = d_2^{CE} \circ h_1 = i_1^{-1} \circ h_{n-2} \circ d_1^{CE} \circ i_1$. As a consequence, $H_2(YM(n), Y) \cong H_0(V(n), Y)$.

The following proposition is a generalization of Prop. 14 and 15 in [Mov].

**Proposition 2.6.** Let $Y$ be a right $S(V(n))$-module (and by Remark 2.2 also a right $YM(n)$-module). There is an isomorphism $H_2(YM(n), Y) \cong H_0(V(n), Y)$. Moreover, if the element $q = \sum x_i \in S(V(n))$ is a nonzerodivisor on $Y$ there is also an isomorphism $H_{n-1}(V(n), Y) \cong H_2(YM(n), Y)$.

**Proof.** The first part of the proposition has been already proved.

Suppose that $q$ is a nonzerodivisor on $Y$. Since $d_3 = i_1^{-1} \circ d_1^{CE} \circ i_0$, it is direct to check that $\text{Im}(d_3) = i_1^{-1}(\text{Im}(d_1^{CE}))$.

We shall prove that $\text{Ker}(d_2) = i_1^{-1}(\text{Ker}(d_1^{CE}))$. The equality $d_2 = i_1^{-1} \circ h_{n-2} \circ d_1^{CE} \circ i_1$ yields that $\text{Ker}(d_2) \supseteq i_1^{-1}(\text{Ker}(d_1^{CE}))$. Let us prove the other inclusion. The previous identity implies that $z \in \text{Ker}(d_2)$ if and only if $i_1(z) \in \text{Ker}(h_{n-2} \circ d_1^{CE})$. Hence, for an element $z \in \text{Ker}(d_2)$ we have that $h_{n-2} \circ d_1^{CE} \circ i_1(z) = 0$, so

$$0 = d_{n-1}^{CE} \circ h_{n-2} \circ d_1^{CE} \circ i_1(z) = q \circ d_{n-1}^{CE} \circ i_1(z),$$

and this implies that $d_{n-1}^{CE} \circ i_1(z) = 0$, for $q$ is a nonzerodivisor on $Y$. This proves that $z \in i_1^{-1}(\text{Ker}(d_1^{CE}))$ and thus the other inclusion.

Since $\text{Ker}(d_2) = i_1^{-1}(\text{Ker}(d_1^{CE}))$, $\text{Im}(d_3) = i_1^{-1}(\text{Im}(d_1^{CE}))$ and $i_1$ is an isomorphism, the proposition follows. \qed

### 2.3 Hochschild homology of YM(2)

As a simple application of the Koszul complex [2.8], we shall compute the Hochschild homology and cohomology of $YM(2)$. This result is known in the literature (see [NU], Chap. III, Thm. 3.2), but we provide more explicit computations. We shall also compare in the sequel these Hochschild homology and cohomology groups with those of $YM(n)$, for $n \geq 3$.

Since $\eta \eta(2) = h_1$ (see [HS], Example 2.1), $\eta \eta(2)$ has a basis $\{x, y, z\}$ as $k$-vector space, such that $[x, y] = z$ and $z \in D(\eta \eta(2))$. Notice that when $\eta \eta(2)$ is provided with the usual grading, $x$ and $y$ have degree 1, whereas $z$ has degree 2. We shall write $k(\{x, y, z\})$ instead of $S(\eta \eta(2))$.

It can be easily proved that the right action of $\eta \eta(2)$ on $k[x, y, z]$ is as follows: $p.x = -z \partial p/\partial y$, $p.y = z \partial p/\partial x$ and $p.z = 0$, for $p \in k\{x, y, z\}$.

Given $p = \sum a_{i,j}x^iy^jz^s \in k[x, y, z]$, we define $\int p dx = \sum a_{i,j}x^{i+1}y^jz^s$. One can check that

$$\frac{\partial}{\partial x} \int p dx = p, \quad \int \frac{\partial p}{\partial x} dx = p(0, y, z) \quad \text{and} \quad \frac{\partial}{\partial y} \int p dx = \int \frac{\partial p}{\partial y} dx. \quad (2.11)$$

Analogous results hold when considering variables $y$ and $z$.

The Koszul complex of $YM(2)$ is

$$0 \to k[x, y, z][−4] \xrightarrow{d_4} k[x, y, z] \otimes V(2)[−2] \xrightarrow{d_2} k[x, y, z] \otimes V(2) \xrightarrow{d_1} k[x, y, z] \to 0, \quad (2.12)$$
with differential
\[ d_1(p \otimes x + q \otimes y) = 2z_2 \left( \frac{\partial q}{\partial x} \otimes x + \frac{\partial p}{\partial y} \otimes y \right), \quad d_3(r) = -z \frac{\partial r}{\partial x} \otimes x + z \frac{\partial r}{\partial y} \otimes y, \]
\[ d_2(p \otimes x + q \otimes y) = z^2 \left( \frac{\partial r}{\partial x} \otimes x + \frac{\partial^2 p}{\partial x^2} \otimes x \right), \]
where \( p, q, r \in k[x, y, z] \).

We see that \( H_3(nm(2), YM(2)) = \text{Ker}(d_3) \) and that \( r \in \text{Ker}(d_1) \) if and only if its partial derivatives with respect to \( x \) and \( y \) vanish, i.e. if \( r \in k[z] \). As a consequence we get an homogeneous isomorphism \( HH_3(YM(2)) \cong k[z][−4] \) of degree 0.

Moreover, by Poincaré duality, we immediately have that \( HH^0(YM(2)) \cong \mathcal{Z}(YM(2)) \cong k[z] \). Since the image of \( d_1 \) is the set of polynomials of the form \( cp \), where \( p \in k[x, y, z] \) we see that \( HH_0(YM(2)) \cong k[x, y] \) of degree 0.

Let us now compute \( HH_2(YM(2)) \). Let \( \omega = p \otimes x + q \otimes y \in \text{Ker}(d_2) \). This is equivalent to the following conditions:

\[ \frac{\partial}{\partial x} \left( \frac{\partial p}{\partial x} + \frac{\partial q}{\partial y} \right) = 0, \quad \frac{\partial}{\partial y} \left( \frac{\partial p}{\partial x} + \frac{\partial q}{\partial y} \right) = 0. \]

If we write \( p = \sum_{i \in \mathbb{N}_0} p_i z^i \) and \( q = \sum_{i \in \mathbb{N}_0} q_i z^i \), for \( p_i, q_i \in k[x, y] \), then for all \( i \in \mathbb{N}_0 \), the conditions are equivalent to:

\[ \frac{\partial}{\partial x} \left( \frac{\partial p_i}{\partial x} + \frac{\partial q_i}{\partial y} \right) = 0, \quad \frac{\partial}{\partial y} \left( \frac{\partial p_i}{\partial x} + \frac{\partial q_i}{\partial y} \right) = 0, \quad \forall i \in \mathbb{N}_0. \]

Then, for all \( i \in \mathbb{N}_0 \),

\[ \frac{\partial p_i}{\partial x} + \frac{\partial q_i}{\partial y} = c_i \in k. \quad (2.13) \]

We may choose \( r = \sum_{i \in \mathbb{N}_0} r_i z^i \in k[x, y, z] \), with \( r_i \in k[x, y] \) such that

\[ r_i = \int q_{i-1} dx - \int p_{i-1}(0, y) dy, \quad \forall i \in \mathbb{N}_0. \quad (2.14) \]

Then,

\[ d_3(r) = \sum_{i \in \mathbb{N}_0} z^i \frac{\partial r_i}{\partial y} \otimes x + z^i \frac{\partial r_i}{\partial x} \otimes y. \]

As a consequence, the cycle \( \omega \) is homologous to

\[ p \otimes x + q \otimes y - d_3(r) = p_0 \otimes x + q_0 \otimes y + \sum_{i \in \mathbb{N}} z^i \left( p_i + \frac{\partial r_{i-1}}{\partial y} \right) \otimes x + z^i \left( q_i - \frac{\partial r_{i-1}}{\partial x} \right) \otimes y \]

\[ = p_0 \otimes x + q_0 \otimes y + \sum_{i \in \mathbb{N}} z^i (p_i + \frac{\partial r_{i-1}}{\partial y}) \otimes x. \]

From (2.13) and (2.14) we see that

\[ p_i + \frac{\partial r_{i-1}}{\partial y} = p_i + \frac{\partial}{\partial y} \left( \int q_i dx - \int p_i(0, y) dy \right) = p_i + \int \frac{\partial q_i}{\partial y} dx - p_i(0, y) \]

\[ = p_i + \int \left( c_i - \frac{\partial p_i}{\partial x} \right) dx - p_i(0, y) = c_i x. \]

Hence, \( \omega \) is homologous to the cycle \( \omega' = p_0 \otimes x + q_0 \otimes y + \sum_{i \in \mathbb{N}} z^i c_i x \otimes x \). If \( c_i \neq 0 \), \( z^i c_i x \otimes x \) cannot be a boundary because all boundaries have \( c_i = 0 \). Since \( \omega' \) is a cycle, it must have \( \partial q_0 / \partial y = c_0 - \partial p_0 / \partial x \), and then

\[ q_0 = c_0 y - \int \frac{\partial p_0}{\partial x} dy + h, \]

where \( h \in k[x] \) is some polynomial. Therefore, the cycle \( \omega \) is homologous to

\[ p_0 \otimes x + c_0 y \otimes y - \int \frac{\partial p_0}{\partial x} dy \otimes y + h \otimes y + \sum_{i \in \mathbb{N}} z^i c_i x \otimes x. \]
From this we can conclude that the set given by

\[ \{ y \otimes y, x^i \otimes y (i_1 \in \mathbb{N}_0), x^i y^j \otimes x - \frac{i_2}{i_3 + 1} y^{i_2 - 1} y^{i_3 + 1} \otimes y (i_2, i_3 \in \mathbb{N}_0), z^i x \otimes x (i_4 \in \mathbb{N}_0) \} \]

is a basis of \( HH_2(\text{YM}(2)) \).

In the same way we may compute the homology \( HH_1(\text{YM}(2)) \). If \( \omega = p \otimes x + q \otimes y \) is a 1-cycle, then \( \partial q_i / \partial x - \partial p_i / \partial y = 0 \), for all \( i \in \mathbb{N}_0 \). Hence there is a polynomial \( r_i \in k[x,y] \) such that \( p_i = \partial r_i / \partial x \) and \( q_i = \partial r_i / \partial y \), for all \( i \in \mathbb{N}_0 \).

If we choose \( p'_i \) and \( q'_i \) such that \( \partial p'_{i-2} / \partial x + \partial q'_{i-2} / \partial y = r_i \), for all \( i \geq 2 \), then \( \omega \) is homologous to

\[ p_0 \otimes x + q_0 \otimes y + z p_1 \otimes x + z q_1 \otimes y = \frac{\partial r_0}{\partial x} \otimes x + \frac{\partial r_0}{\partial y} \otimes y + \frac{\partial r_1}{\partial x} \otimes x + \frac{\partial r_1}{\partial y} \otimes y. \]

Moreover, we immediately see that the collection of cycles with \( r_0 = x^i y^j \in k[x,y] \) and \( r_1 = x^i y^j \in k[x,y] \), with \( i, j \in \mathbb{N}_0 \) and \( (i_1, j_2) \neq (0, 0) \), gives a basis of \( HH_1(\text{YM}(2)) \).

## 3 The module \( W(n) \)

In this section we shall study the graded vector space \( W(n) \) of generators of the free Lie algebra \( \mathfrak{tm}(n) \).

### 3.1 Generalities

In [HS], we proved that the Lie ideal \( \mathfrak{tm}(n) \) given in (2.2) is concentrated in even degrees strictly greater than 2 and that it is itself a graded free Lie algebra: it is isomorphic as a graded Lie algebra to the graded free Lie algebra on a graded vector space \( W(n) \), (see [HS], Theorem 3.12). The previous grading for \( W(n) \) is called \textit{usual}.

Of course, when considering \( \mathfrak{tm}(n) \) with the usual grading it is also a free Lie algebra and its space of generators \( W(n) \) is provided with the induced grading, called \textit{usual}.

The morphism \( W(n) \to \mathfrak{tm}(n)/[[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \) given by composing the inclusion and the canonical projection is an isomorphism. Furthermore, since \( \mathfrak{tm}(n) \) is a Lie ideal of \( \mathfrak{tm}(n), \mathfrak{tm}(n)/[[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \) has an action of \( \mathfrak{tm}(n) \) induced by the adjoint action of \( \mathfrak{tm}(n) \), such that \( \mathfrak{tm}(n) \) acts trivially. Hence the quotient \( \mathfrak{tm}(n)/[[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \) becomes a \( \mathfrak{tm}(n)/\mathfrak{tm}(n) \)-module, i.e. a \( V(n) \)-module, if we identify \( V(n) \) with the abelian Lie algebra of dimension \( n \).

It is easily checked that \( \mathfrak{tm}(n)/[[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \) is also a graded \( S(V(n)) \)-module.

On the other hand, since the action of \( \mathfrak{so}(n) \) on \( \mathfrak{tm}(n) \) is homogeneous of degree 0, it preserves the Lie ideals \( \mathfrak{tm}(n) \) and \( [[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \), so it induces a compatible action on \( \mathfrak{tm}(n)/[[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \). Using the isomorphism \( W(n) \to \mathfrak{tm}(n)/[[\mathfrak{tm}(n), \mathfrak{tm}(n)]] \), \( W(n) \) becomes a graded \( S(V(n)) \)-module with a compatible action of \( \mathfrak{so}(n) \) and hence an admissible left \( S(V(n)) \)-module and hence a \( \text{YM}(n) \)-module, such that \( \mathfrak{tm}(n) \) acts trivially.

From the previous discussion we obtain an action of \( V(n) \) on \( W(n) \), which we shall denote by \( x_i \cdot w \), such that

\[ x_i \cdot w = -[x_i, w] + \sum_{i < L} [v_{ij}, v'_{ij}], \quad (3.1) \]

for \( L \) a set of indices and some \( v_{ij}, v'_{ij} \in \mathfrak{tm}(n) \).

Taking into account that \( \mathfrak{tm}(n) = \mathfrak{t}(W(n)) \), \( \mathfrak{tm}(n) \) is the Lie subalgebra generated by \( W(n) \) inside \( \text{Lie}(T(W(n))) \). As a consequence, using that \( T(W(n)) = \bigoplus_{p \in \mathbb{N}_0} W(n)^{\otimes p} \), we may write

\[ \mathfrak{tm}(n) = \bigoplus_{p \in \mathbb{N}} \mathfrak{tm}(n)^p, \]

for \( \mathfrak{tm}(n)^p = \mathfrak{tm}(n) \cap W(n)^{\otimes p} \). When \( \varepsilon \in \mathfrak{tm}(n)^p \) we shall say that \( \varepsilon \) has \textit{internal weight} \( p \) (not to be confused with the weight of the \( \mathfrak{so}(n) \)-modules). If we denote \( \rho^p_{\varepsilon}(w) \) the projection of \( [x_i, w] \in \mathfrak{tm}(n) \) in the \( p \)-th component \( \mathfrak{tm}(n)^p \), we can write

\[ [x_i, w] = x_i \cdot w + \sum_{p \geq 2} \rho^p_{\varepsilon}(w). \]

(3.2)

Notice that the sum is finite.
**Proposition 3.1.** The graded vector space \( W(n) \) is a graded \( S(V(n)) \)-module, when both are considered with the usual grading. Moreover, since the homogeneous element \( q = \sum_{i=1}^{n} x_i^2 \in S(V(n)) \) acts by 0, \( W(n) \) is a graded \( S(V(n))/(q) \)-module.

**Proof.** The first part has been already proved. We proceed with the second one. From (3.1) it suffices to prove that

\[
\sum_{i=1}^{n} [x_i, [x_i, w]] \in [\text{tym}(n), \text{tym}(n)],
\]

for any homogeneous element \( w \in W(n) \). In order to do this we shall do induction on the usual degree \( d \) of \( w \). If \( d = 2 \), we can suppose that \( w = [x_j, x_l] \), with \( 1 \leq j, l \leq n \). In this case,

\[
\sum_{i=1}^{n} [x_i, [x_i, w]] = \sum_{i=1}^{n} [x_i, [x_i, x_j]] = \sum_{i=1}^{n} [x_i, x_j] + 2 \sum_{i=1}^{n} [x_i, [x_i, x_j]] + \sum_{i=1}^{n} [x_j, [x_i, x_i]] = 2 \sum_{i=1}^{n} [x_i, x_j] \in [\text{tym}(n), \text{tym}(n)],
\]

where we have used the Jacobi identity and the Yang-Mills relations in the last step.

Let us suppose that property (3.3) holds for any \( w \) of degree \( d \leq d_0 \) and let \( w \) be of degree \( d_0 + 1 \). We may write \( w = \sum_{j=1}^{n} [x_j, w_j] \), with \( w_j \) of degree less than or equal to \( d_0 \), and by the inductive hypothesis

\[
\sum_{i=1}^{n} [x_i, [x_i, w_j]] = \sum_{a \in A_j} [c_{a_i}^{j}, d_{a_j}^{j}] \forall 1 \leq j \leq n,
\]

where \( A_j \) is a set of indices and \( c_{a_i}^{j}, d_{a_j}^{j} \in \text{tym}(n) \). As a consequence,

\[
\sum_{i=1}^{n} [x_i, [x_i, w]] = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} [x_i, [x_j, x_j]], w_j \right) + 2 \sum_{i=1}^{n} \sum_{j=1}^{n} [x_i, [x_j, x_j]], [x_i, w_j] \right) + \sum_{i=1}^{n} [x_j, [x_i, x_i]] = 2 \sum_{i=1}^{n} \sum_{j=1}^{n} [x_i, x_j] \in [\text{tym}(n), \text{tym}(n)].
\]

\[\Box\]

The Hilbert series of the Yang-Mills algebra \( YM(n) \) was computed in [CD1], Corollary 3, to be

\[
YM(n)(t) = \frac{1}{(1-t^2)(1-nt+\ell^2)}.
\]

In [HS], Proposition 3.14, we found the Hilbert series of \( W(n) \) for the usual grading

\[
W(n)(t) = \frac{(1-t)^n - 1 + nt - nt^3 + \ell^4}{(1-t)^n}.
\]

If \( n = 2 \), it is easily checked from the previous formula that \( W(2) \) is one dimensional and concentrated in degree 2. Moreover, it may be considered as the graded \( k \)-vector space spanned by \( z = [x_1, x_2] \). It is directly checked that it is provided with the trivial action of \( S(V(2)) \) and \( S(2) \). Also, we see that \( \text{tym}(2) \cong k[z] \).

**Proposition 3.2.** If \( k \) denotes the trivial admissible \( S(V(2)) \)-module, then \( W(2) \cong k[-2] \) as admissible \( S(V(2)) \)-modules (for the usual grading), and it is spanned by \([x_1, x_2] \).

On the contrary, if \( n \geq 3 \), the Hilbert series of \( W(n) \) tells us that it is infinite dimensional, which implies that \( \text{tym}(n) \) is a free Lie algebra with an infinite number of generators. We shall present a set of generators of \( W(n) \) as \( S(V(n)) \)-module in Corollary 3.7.

As a consequence of Theorem 3.12 and Proposition 3.14 in [HS], we can describe the center of the Yang-Mills algebra \( YM(n) \) for \( n \geq 3 \).
Proposition 3.3. If \( n \geq 3 \), the center of \( \text{YM}(n) \) is \( k \).

**Proof.** On the one hand, it is clear that \( k \subseteq \mathcal{Z}(\text{YM}(n)) \).

On the other hand, \( HH^0(\text{YM}(n)) \cong H^0(\eta\eta(n), \text{YM}(n)^{ad}) \) and since symmetrization gives a graded isomorphism of \( \eta\eta(n) \)-modules from \( S(\eta\eta(n)) \) to \( U(\eta\eta(n), \text{YM}(n)^{ad}) \), \( HH^0(\eta\eta(n), \text{YM}(n)^{ad}) \cong H^0(\eta\eta(n), S(\eta\eta(n))) = S(\eta\eta(n))^{\eta\eta(n)} \).

Let us consider \( z \in S(\eta\eta(n)) \) of the form

\[
z = \sum_{(i_1, \ldots, i_n) \in \mathbb{P}^n_0, j \in L} c_{(i_1, \ldots, i_n), j} x_1^{i_1} \cdots x_n^{i_n} t_j, \tag{3.4}
\]

for \( c_{(i_1, \ldots, i_n), j} \neq 0 \) a Poincaré-Birkhoff-Witt basis of \( \text{TYM}(n) \). Then, \( z \in S(\eta\eta(n))^{\eta\eta(n)} \) if and only if

\[
0 = [w, z] = \sum_{(i_1, \ldots, i_n) \in \mathbb{P}^n_0, j \in L} c_{(i_1, \ldots, i_n), j} \left( x_1^{i_1} \cdots x_n^{i_n} [w, t_j] + \sum_{j=1}^n x_1^{i_1} \cdots x_j^{i_j-1} x_j x_j^{i_j} \cdots x_n^{i_n} t_j \right) \tag{3.5}
\]

for all \( w \in \eta\eta(n) \). We claim that this implies that \( z \in \text{TYM}(n) \). Indeed, let us suppose that this is not the case. Then \( \text{there would exist } (\rho_1, \ldots, \rho_0) \in \mathbb{P}^n_0 \) different from zero and \( l_0 \in L \) such that \( c_{(i_1, \ldots, i_n), l_0} \neq 0 \). Let

\[
\mathcal{J} = \{(i_1, \ldots, i_n) \in \mathbb{P}^n_0 : \exists l \in L \text{ such that } c_{(i_1, \ldots, i_n), l} \neq 0\},
\]

and let \( (i'_1, \ldots, i'_n) \in \mathcal{J} \) be an element of maximal degree \( i'_1 + \cdots + i'_n \). Then \([w, z]\) possesses a term of the form

\[
c_{(i'_1, \ldots, i'_n), l'} x_1^{i'_1} \cdots x_n^{i'_n} [w, t_{l'}],
\]

with \( c_{(i'_1, \ldots, i'_n), l'} \neq 0 \), which cannot be cancelled with any other term in the sum \((3.5)\) for degree reasons. Therefore, \([w, t_{l'}] = 0\) for all \( w \in \eta\eta(n) \), or equivalently, \( t_{l'} \in \mathcal{Z}(\text{TYM}(n)) \).

Since \( n \geq 3 \), \( \text{TYM}(n) \) is a free algebra with an infinite set of generators, so it is not commutative and its center is the base field \( k \). In other words, \( t_{l'} = 1 \).

We thus see that any term of the form \( c_{(i'_1, \ldots, i'_n), l'} x_1^{i'_1} \cdots x_n^{i'_n} t_{l'} \) in \((3.4)\) with \( c_{(i'_1, \ldots, i'_n), l'} \neq 0 \) and maximal \( i'_1 + \cdots + i'_n = i_{\text{max}} \) has \( t_{l'} = 1 \).

Since \([x_h, z] = 0\) for all \( h = 1, \ldots, n \), it turns out that

\[
0 = [x_h, z] = \sum_{(i_1, \ldots, i_n) \in \mathbb{P}^n_0, l_1 + \cdots + l_n = \text{max}} c_{(i_1, \ldots, i_n), l_1} \left( x_1^{i_1} \cdots x_n^{i_n} [x_h, t_{l_1}] + \sum_{j=1}^n x_1^{i_1} \cdots x_j^{i_j-1} x_h x_j x_j^{i_j} \cdots x_n^{i_n} t_j \right) \tag{3.6}
\]

Notice that in \( \star_1 \) we need only consider the summands with \( t_{l_1} \neq 1 \), since \([x_h, t_{l_1}] = 0\) if \( t_{l_1} = 1 \).

For degree reasons, we see that no term of the form \( \star_3 \) can be cancelled with any other term appearing in \( \star_2 \). On the other hand, the former cannot be cancelled with terms from \( \star_4 \) either, since \([x_h, x_j] \) is in a homogeneous component of usual degree \( 2 \) of \( \eta\eta(n) \), while \([x_h, t_j] \) is in the homogeneous component of usual degree strictly greater than \( 2 \) of \( \eta\eta(n) \). This tells us that the coefficients \( c_{(i_1, \ldots, i_n), l} \) with maximal \( i_1 + \cdots + i_n \) must vanish, which is absurd. As a consequence, \( z \in \text{TYM}(n) \).

Again, since \( z \in \mathcal{Z}(\eta\eta(n)) \cap \text{TYM}(n) \) we see that \( z \in \mathcal{Z}(\text{TYM}(n)) \). Therefore \( z \in k \) and the corollary is proved. \( \square \)

### 3.2 Another characterization of \( W(n) \)

In [HS], Section 3, it was proved that \( W(n) = H_1(\eta\eta(n), S(V(n))) \) as graded vector spaces. By Proposition 3.1, \( W(n) \) is an admissible \( S(V(n)) \)-module and, by definition, the complex \( C_*(\text{YM}(n), S(V(n))) \) is composed of admissible \( S(V(n)) \)-modules and admissible \( S(V(n)) \)-linear differentials, so its homology is an admissible \( S(V(n)) \)-module. We recall that \( S(V(n)) \otimes V(n) \) is provided with the regular left \( S(V(n)) \)-module structure. In Proposition 3.6 of this section,
we shall exhibit an admissible $S(V(n))$-linear isomorphism from $W(n)$ to the first homology group of the complex $C_\ast (\text{YM}(n), S(V(n)))$. From this result, we shall derive three important consequences: a set of generators of the $S(V(n))$-module $W(n)$ given in Corollary 3.7 and a description of the isotypic decomposition of $W(n)$ and $W(n) \otimes S(V(n)) W(n)$ in Corollaries 3.8 and 3.9, respectively.

Let $T^\ast V(n)$ be the graded vector subspace of $T(V(n))$ spanned by all homogeneous elements of degree greater than or equal to 1 and $\pi : T(V(n)) \to S(V(n))$ be the canonical projection. We start considering the following homogeneous linear map of degree 0

$$\phi : T^\ast V(n) \to S(V(n)) \otimes V(n)$$

$$\sum_{i=1}^n q_i x_i \mapsto \sum_{i=1}^n \pi(q_i) \otimes x_i.$$  

The previous mapping is well-defined since every element $x \in T^\ast V(n)$ may be written in a unique way as $x = \sum_{i=1}^n q_i x_i$ with $q_i \in T(V(n))$. The linearity and homogeneity are direct. Furthermore, since $\pi$ is surjective, $\phi$ is also surjective.

Given homogeneous elements $z, z' \in T^\ast V(n)$, we have that $\phi(z' x_i) = \pi(z') \otimes x_i = \pi(z') \pi(z) \otimes x_i$, since $\pi$ is a $k$-algebra morphism. In other words, $\phi(z' x_i) = \pi(z') \cdot \phi(z)$ for $z', z \in T^\ast V(n)$ homogeneous. In particular, taking $z' = x_j$, we see that $\phi(x_j z) = x_j \phi(z)$. Notice that this does not imply that $\phi$ is $(V(n))$-linear, since $T(V(n))$ is not a $S(V(n))$-module for the left multiplication.

We shall denote $\phi'$ the restriction of $\phi$ to $\mathcal{I}(V(n)) \subseteq T^\ast V(n)$. Then

$$\phi'(x_i) = 1 \otimes x_i,$$  

and we shall prove by induction on $l$ that

$$\phi'([x_i, \ldots, [x_{i-1}, x_i] \ldots]) = x_i \ldots x_{i-2} x_{i-1} \otimes x_i - x_i \ldots x_{i-2} x_{i-1} \otimes x_{i-1}, \quad (3.7)$$

where $l \geq 2$. The case $l = 2$ is direct.

Let us suppose that $l > 2$ and that the previous identity holds for $l - 1$. In this case

$$\phi'([x_i, \ldots, [x_{i-1}, x_i] \ldots]) = \phi(x_i [x_{i_2}, \ldots, [x_{i_{l-1}}, x_i] \ldots]) - \phi([x_i, \ldots, [x_{i-1}, x_i] \ldots]) = x_i \phi([x_{i_2}, \ldots, [x_{i_{l-1}}, x_i] \ldots]) - \pi([x_i, \ldots, [x_{i-1}, x_i] \ldots]) \otimes x_i$$

$$= x_i \phi([x_{i_2}, \ldots, [x_{i_{l-1}}, x_i] \ldots])$$

$$= x_i x_{i_2} \ldots x_{i_{l-2}} x_{i_{l-1}} \otimes x_i - x_i x_{i_2} \ldots x_{i_{l-2}} x_{i_{l-1}} \otimes x_{i_{l-1}},$$

where we have used that $\phi(x_j z') = x_j \phi(z')$, the inductive hypothesis and the fact that, since $\pi$ is a $k$-algebra morphism, $\pi([x, z]) = 0$, for all $x, z \in T(V(n))$.

**Lemma 3.4.** If $d_1 : S(V(n)) \otimes V(n) \to S(V(n))$ denotes the differential of the complex (2.8) for $Y = S(V(n))$, then $\text{Ker}(d_1) = \phi'([\mathcal{I}(V(n)), \mathcal{I}(V(n))])$.

**Proof.** The inclusion $\phi'([\mathcal{I}(V(n)), \mathcal{I}(V(n))]) \subseteq \text{Ker}(d_1)$ is immediate from identity (3.8) and the fact that every element of $[[\mathcal{I}(V(n)), \mathcal{I}(V(n))]]$ may be written as a linear combination of elements of the form $[x_i, \ldots, [x_{i-1}, x_i]]$ for $l \geq 2$.

Let us prove the other inclusion. Consider

$$y = \sum_{j=1}^n \sum_{i_0 \in \mathbb{N}_0} a_i x_i^1 \ldots x_n^1 \otimes x_j = \sum_{j=1}^n \sum_{i \in \mathbb{N}_0} a_i^j \bar{x}^i j \otimes x_j \in \text{Ker}(d_1),$$

where $\bar{i} = (i_1, \ldots, i_n)$ and the previous sum is finite. We will denote $e_i \in \mathbb{N}_0^n$, for $1 \leq i \leq n$, the vector such that $(e_i)_j = \delta_{i_j} 1 \leq j \leq n$ and we write $|\bar{i}| = i_1 + \cdots + i_n$.

We shall prove that there exists $z \in [[S(V(n)), S(V(n))]]$ such that $y = \phi'(z)$.

On one hand, $y \in \text{Ker}(d_1)$ if and only if

$$d_1(y) = \sum_{j=1}^n \sum_{i \in \mathbb{N}_0} a_i^j \bar{x}^i j e_i = 0.$$
This condition is equivalent to the following: for every \((i_1, \ldots, i_n) \in \mathbb{N}_0^n\)
\[
\sum_{j=1}^{n} a_{i_{r_j}}^j = 0,
\]
(3.9)
where we agree to write \(a_l^j = 0\), in case there exists \(l\) with \(1 \leq l \leq n\) such that \(i_l < 0\).

As a consequence, if we define
\[
y_\bar{\ell} = \sum_{j=1}^{n} a_{i_{r_j}}^j x_j^n \otimes x_j,
\]
for every \(\bar{\ell} \in \mathbb{N}_0^n\),
\[
y = \sum_{j=1}^{n} \sum_{\bar{\ell} \in \mathbb{N}_0^n} a_{i_{r_j}}^j \tilde{x}^{\bar{\ell}} \otimes x_j = \sum_{\bar{\ell} \in \mathbb{N}_0^n} \left( \sum_{j=1}^{n} a_{i_{r_j}}^j \tilde{x}^{\bar{\ell}} \otimes x_j \right) = \sum_{\bar{\ell} \in \mathbb{N}_0^n} y_\bar{\ell}.
\]
On the other hand, from (3.9), we see that \(d_1(y) = 0\) if and only if \(d_1(y_\bar{\ell}) = 0\), for all \(\bar{\ell} \in \mathbb{N}_0^n\). Therefore it suffices to prove that, given \(\bar{\ell} \in \mathbb{N}_0^n\) and \(y \in \text{Ker}(d_1)\) of the form \(y = \sum_{j=1}^{n} a_{i_{r_j}}^j \tilde{x}^{\bar{\ell}} \otimes x_j\) there exists \(z \in [f(V(n)), f(V(n))])\) such that \(y = \psi'(z)\).

Suppose given \(\bar{\ell} \in \mathbb{N}_0^n\) and \(y = \sum_{j=1}^{n} a_{i_{r_j}}^j \tilde{x}^{\bar{\ell}} \otimes x_j\) satisfying \(\sum_{j=1}^{n} a_{i_{r_j}}^j = 0\). Let \(i_{j_1}, \ldots, i_{j_l}\), with \(0 \leq l \leq n\), be the nonzero elements of the \(n\)-tuple \(\bar{\ell}\), i.e. \(i_j \neq 0\) if and only if \(j \in \{j_1, \ldots, j_l\}\).

If \(l = 0\), or equivalently \(i\) is the zero \(n\)-tuple, then necessarily \(y = 0 = \psi'(0) \in \psi'([f(V(n)), f(V(n))])\), since in this case \(a_{i_{r_j}}^j = 0\), for all \(j\) such that \(1 \leq j \leq n\).

If \(l = 1\), then there is \(j_0\), with \(1 \leq j_0 \leq n\), such that \(\bar{\ell} = m.e_{j_0}\), \(m \in \mathbb{N}\). Hence condition (3.9) implies that \(a_{j_0}^{i_{r_j}} = 0\), and therefore \(y = 0 = \psi'(0) \in \psi'([f(V(n)), f(V(n))])\).

Let \(l \geq 2\). We shall proceed by induction on \(l\), assuming that it is true for \(l - 1\). We may write
\[
y = \sum_{j=1}^{n} a_{i_{r_j}}^j \tilde{x}^{\bar{\ell}} \otimes x_j = \sum_{p=1}^{l} a_{i_{r_p}}^j \tilde{x}^{\bar{\ell}} \otimes x_p
\]
\[
= a_{i_{r_1}}^{h_1} (\tilde{x}^{\bar{\ell}_1} \otimes x_{j_1} - \tilde{x}^{\bar{\ell}_{j_1}} \otimes x_{j_1}) + a_{i_{r_2}}^{h_2} \tilde{x}^{\bar{\ell}_{j_2}} \otimes x_{j_2} + \sum_{p=3}^{l} a_{i_{r_p}}^j \tilde{x}^{\bar{\ell}} \otimes x_p
\]
\[
= a_{i_{r_1}}^{h_1} (\tilde{x}^{\bar{\ell}_1} \otimes x_{j_1} - \tilde{x}^{\bar{\ell}_{j_1}} \otimes x_{j_1}) + \sum_{p=2}^{l} a_{i_{r_p}}^j \tilde{x}^{\bar{\ell}} \otimes x_p
\]
\[
\quad = a_{i_{r_1}}^{h_1} \phi'(\text{ad}^{i_{r_1} - 1}(x_{j_1}) \circ \text{ad}^{i_{r_2} - 1}(x_{j_2}) \circ \text{ad}^{i_{r_3} - 1}(x_{j_3}) \circ \cdots \circ \text{ad}^{i_{r_l} - 1}(x_{j_l})([x_{j_1}, x_{j_2}], x_{j_3}), x_{j_4})) + \sum_{p=2}^{l} b_{i_{r_p}}^j \tilde{x}^{\bar{\ell}} \otimes x_p,
\]
for \(b_{i_{r_1}}^{j_1} = a_{i_{r_1}}^{h_1} + a_{i_{r_2}}^{j_2} \) and \(b_{i_{r_p}}^{j_p} = a_{i_{r_p}}^{j_p}, \) if \(3 \leq p \leq l\).

Since \(\sum_{p=2}^{l} b_{i_{r_p}}^{j_p} = 0\), the element \(y' = \sum_{p=2}^{l} b_{i_{r_p}}^{j_p} \tilde{x}^{\bar{\ell}} \otimes x_p\) belongs to the kernel of \(d_1\). By the inductive hypothesis, there is \(z' \in [f(V(n)), f(V(n))])\) such that \(y' = \psi'(z')\). Then
\[
y = a_{i_{r_1}}^{h_1} \phi'(\text{ad}^{i_{r_1} - 1}(x_{j_1}) \circ \text{ad}^{i_{r_2} - 1}(x_{j_2}) \circ \text{ad}^{i_{r_3} - 1}(x_{j_3}) \circ \cdots \circ \text{ad}^{i_{r_l} - 1}(x_{j_l})([x_{j_1}, x_{j_2}], x_{j_3})) + \phi'(z')
\]
\[
\quad = \phi'(a_{i_{r_1}}^{h_1} \text{ad}^{i_{r_1} - 1}(x_{j_1}) \circ \text{ad}^{i_{r_2} - 1}(x_{j_2}) \circ \text{ad}^{i_{r_3} - 1}(x_{j_3}) \circ \cdots \circ \text{ad}^{i_{r_l} - 1}(x_{j_l})([x_{j_1}, x_{j_2}], x_{j_3}) + z').
\]
This proves the lemma.

Let \(d_2 : S(V(n)) \otimes V(n) \to S(V(n)) \otimes V(n)\) be the differential of the complex (2.8) in degree 2 with \(Y = S(V(n))\). In this case,
\[
d_2 \sum_{j=1}^{n} z_j \otimes x_j = \sum_{i,j=1}^{n} (z_j x_i^2 \otimes x_i - z_i x_j \otimes x_j),
\]
We may consider the homogeneous linear map of degree 0, denoted by \( \tilde{\phi} \),
\[
[f(V(n)), f(V(n))] \rightarrow \text{Ker}(d_1)/\text{Im}(d_2),
\]
given by composition of \( \phi' \) and the canonical projection. Being the composition of surjective morphisms, \( \tilde{\phi} \) is surjective.

**Lemma 3.5.** Let \( d_2 \) be the differential of the complex \((2.8)\) in degree 2 with \( Y = S(V(n)) \) and let \( \tilde{\phi} \) be as above. If \( \langle R(n) \rangle \) denotes the Lie ideal in \( f(V(n)) \) generated by the vector space of Yang-Mills relations \((2.9)\), then \( \phi'([R(n)]) \subseteq \text{Im}(d_2) \), and therefore \( \tilde{\phi} \) induces a surjective homogeneous linear morphism of degree 0 from \( [f(V(n)), f(V(n))]/\langle R(n) \rangle = \text{tym}(n) \) to \( \text{Ker}(d_1)/\text{Im}(d_2) = H_1(\text{tym}(n), S(V(n))) \cong W(n) \).

**Proof.** First, note that \( \langle R(n) \rangle \subseteq [f(V(n)), f(V(n))] \).

Given \( j \), with \( 1 \leq j \leq n \), we shall denote \( r_j = \sum_{i=1}^{n}[x_i, [x_i, x_j]] \). Using the Jacobi relation it is easy to see that every element of \( \langle R(n) \rangle \) may be written as a linear combination of elements of the form \([x_i, [x_i, [\ldots, [x_{i_p}, r_{i_p}] \ldots]]\], for \( p \in \mathbb{N}, i_1, \ldots, i_p \in \{1, \ldots, n\} \).

Using the identity \((3.8)\), we get
\[
\phi'(x_i, [x_i, [\ldots, [x_{i_p}, r_{i_p}] \ldots]]) = \sum_{j=1}^{n}(x_i x_{i_1} \ldots x_{i_{p-1}} x_j^2 \otimes x_{i_p} - x_i x_{i_1} \ldots x_{i_{p-1}} x_{i_p} x_j \otimes x_j) = d_2(x_i, x_{i_1} \ldots x_{i_{p-1}} \otimes x_{i_p}),
\]
and so \( \phi'([R(n)]) \subseteq \text{Im}(d_2) \).

We have therefore defined a surjective homogeneous \( k \)-linear map of degree 0
\[
\tilde{\phi} : \text{tym}(n) \rightarrow H_1(\text{tym}(n), S(V(n))).
\]
We will easily see that \( \tilde{\phi}([\text{tym}(n), \text{tym}(n)]) = 0 \) as follows. Let us consider \( a, b \in [f(V(n)), f(V(n))] \) such that \( a, b \in \text{tym}(n) \). Taking into account that \( \tilde{\phi}([a, b]) \) is the class of \( \phi'([a, b]) \) in \( \text{Ker}(d_1)/\text{Im}(d_2) \), it suffices to show that \( \phi'([a, b]) \in \text{Im}(d_2) \). We shall see that in fact \( \phi'([a, b]) = 0 \).

Since \( a, b \in [f(V(n)), f(V(n))] \), we can write \( a = \sum_{j=1}^{n}[x_j, a'_j] \) and \( b = \sum_{j=1}^{n}[x_j, b'_j] \), for some \( a'_j, b'_j \in f(V(n)) \). Hence
\[
\phi'([a, b]) = \phi(ab - ba) = \phi(ab) - \phi(ba) = \pi(a)\phi(b) - \pi(b)\phi(a) = 0,
\]
where we have used that \( \pi(a) = \pi(b) = 0 \), for \( \pi \) is a \( k \)-algebra morphism.

Finally, the fact that \( \tilde{\phi}([\text{tym}(n), \text{tym}(n)]) = 0 \) implies that \( \tilde{\phi} \) induces a surjective morphism, which will be denoted by \( \Phi \),
\[
\text{tym}(n)/[\text{tym}(n), \text{tym}(n)] \xrightarrow{\Phi} H_1(\text{tym}(n), S(V(n))).
\]
Also, taking into account that \( \text{tym}(n)/[\text{tym}(n), \text{tym}(n)] \) is isomorphic to \( W(n) \) and the latter is locally finite dimensional and isomorphic to the homology \( \text{Ker}(d_1)/\text{Im}(d_2) \approx H_1(\text{tym}(n), S(V(n))) \Phi \) turns out to be an isomorphism.

We have then proved the following proposition.

**Proposition 3.6.** The map
\[
\Phi : \text{tym}(n)/[\text{tym}(n), \text{tym}(n)] \rightarrow \text{Ker}(d_1)/\text{Im}(d_2) = H_1(\text{tym}(n), S(V(n)))
\]
is admissible.

**Proof.** We have already proved that \( \Phi \) is a homogeneous linear isomorphism of degree 0. Also, the equation \((3.8)\) tells us that \( \Phi \) is \( V(n) \)-linear and \( \text{so}(n) \)-equivariant.

The previous proposition has the following important consequences.

**Corollary 3.7.** The graded vector space \( W(n) \) is generated by the finite set \([x_i, x_j]_{1 \leq i < j \leq n}\) both as a graded \( S(V(n)) \)-module and as a graded \( S(V(n))/(q) \)-module. Furthermore, a collection of generators of \( W(n) \) for both module structures is given by \([x_i, x_j]_{1 \leq i < j \leq n}\).
Proof. As stated at the beginning of this section, we consider \(S(V(n)) \otimes V(n)\) provided with the regular left action of \(S(V(n))\). It is finitely generated, and \(S(V(n))\) being noetherian, \(S(V(n)) \otimes V(n)\) is also noetherian. Since the differential \(d_1\) of the Koszul complex with coefficients in \(S(V(n))\) is a \(S(V(n))-\)linear map, its kernel is also a finitely generated \(S(V(n))-\)submodule. By Lemma 3.4, the set \(\{x_i \otimes x_j - x_j \otimes x_i \mid 1 \leq i < j \leq n\}\) is a set of generators of \(\text{Ker}(d_1)\) as \(S(V(n))-\)module.

On the other hand, since \(d_2\) is also a \(V(n)-\)linear map, \(\text{Im}(d_2)\) is a \(V(n)-\)submodule of \(\text{Ker}(d_1)\). The \(S(V(n))-\)module \(W(n) = H_1(\text{Im}(n), S(V(n)))\) is then a quotient of the finitely generated \(S(V(n))-\)module \(\text{Ker}(d_1)\) by the submodule \(\text{Im}(d_2)\), and hence it is finitely generated with set of generators \(\{[x_i, x_j] \mid 1 \leq i < j \leq n\}\). All these considerations hold as well over the algebra \(S(V(n))/q\).

In the following corollaries and the rest of this article we shall use the standard notation for the irreducible finite dimensional representations of the Lie algebras \(so(n)\) (see [FH]).

**Corollary 3.8.** Let \(n \geq 3\). The homogeneous component of degree \(p\) of \(W(n)\) vanishes for \(p \leq 1\).

For \(p \geq 2\), the homogeneous component of degree \(p\) of the \(so(n)-\)module \(W(n)\) is also an \(so(n)-\)module. If \(n = 3\), it is isomorphic to \(\Gamma_{(p-1)L_1}\); in case \(n = 4\), it is isomorphic to \(\Gamma_{(p-1)L_1 + L_2} \oplus \Gamma_{(p-1)L_1 - L_2}\); and finally, if \(n \geq 5\), it is isomorphic to \(\Gamma_{(p-1)L_1 + L_2}\).

**Proof.** The complex of graded \(so(n)-\)modules \(C_\ast(YM(n), S(V(n)))\) is the direct sum of the complexes of finite dimensional \(so(n)-\)modules

\[
0 \longrightarrow S^{p-1}(V(n))[−4] \xrightarrow{d^{p-4}} (S^{p-2}(V(n)) \otimes V(n))[−2] \xrightarrow{d^{p-3}} S^{p-1}(V(n)) \otimes V(n) \xrightarrow{d^{p-2}} S^p(V(n)) \longrightarrow 0,
\]

where \(p \in \mathbb{Z}\) and we consider \(S^p(V(n)) = 0\) if \(p < 0\). By Proposition 3.6, its homology is isomorphic to \(W(n)\) in degree one, to \(k\) in degree zero and all other homology modules vanish.

Let \(S(n)\) denote the set of isomorphism classes of irreducible finite dimensional \(so(n)-\)modules. If \(M\) is a finite dimensional \(so(n)-\)module and \(s \in S(n)\), we shall denote \(n_s(M)\) the number of copies of the isotypic component of type \(s\) appearing in \(M\). Hence, the isotypic decomposition of \(M\) may be encoded in the formal sum of finite support \(\sum_{s \in S(n)} n_s(M)s\). It is directly checked that \(M \mapsto \sum_{s \in S(n)} n_s(M)s\) is an Euler-Poincaré map (see [La], Chap. III, §8).

As a consequence, the Euler-Poincaré characteristic of a complex of finite dimensional \(so(n)-\)modules coincides with the Euler-Poincaré characteristic of its homology (see [La], Chap. XX, §3, Thm. 3.1). This result applied to the complex (3.10) allows us to compute the isotypic decomposition of the \(p\)-th homogeneous component of \(W(n)\) once we have obtained the Euler-Poincaré characteristic of (3.10). In order to do so, we shall proceed as follows.

First, we recall that \(V(n) \cong \Gamma_{L_1}\) and, by [FH], Exercise 19.21,

\[
S^p(V(n)) \cong \bigoplus_{d=0}^{[p/2]} \Gamma_{(p-2d)L_1},
\]

where \([p/2]\) denotes the integral part of \(p/2\). The isomorphism \(\Gamma_{(p-2d)L_1} \cong k\) tells us that \(\Gamma_{(p-2d)L_1} \cong \Gamma_{L_1}\). Also, we have the following fusion rule for the tensor product

\[
\Gamma_{qL_1} \otimes \Gamma_{L_1} \cong \begin{cases} \Gamma_{(q+1)L_1} \oplus \Gamma_{qL_1} \oplus \Gamma_{(q-1)L_1}, & \text{if } n = 3, \\ \Gamma_{(q+1)L_1} \oplus \Gamma_{qL_1 + L_2} \oplus \Gamma_{qL_1 - L_2} \oplus \Gamma_{(q-1)L_1}, & \text{if } n = 4, \\ \Gamma_{(q+1)L_1} \oplus \Gamma_{qL_1 + L_2} \oplus \Gamma_{(q-1)L_1}, & \text{if } n \geq 5, \end{cases}
\]

for \(q \geq 1\). The previous computation is straightforward from the Želobenko fusion rules (see [Ze], §131, Thm. 5, or [FH], Exercise 25.33, where there is a misprint since it should be \(E_i\) instead of \(H_i\)).

Using the isomorphisms (3.11) and (3.12) we find that the Euler-Poincaré characteristic of the complex (3.10) is \(k\) if \(p = 0\), it vanishes if \(p = 1\), and, for \(p \geq 2\), it is \(\Gamma_{(p-1)L_1}\) if \(n = 3\), \(\Gamma_{(p-1)L_1 + L_2} + \Gamma_{(p-1)L_1 - L_2}\) if \(n = 4\) and \(\Gamma_{(p-1)L_1 + L_2}\) if \(n \geq 5\). The corollary thus follows.

As a direct consequence of the previous corollary we obtain the following result which we shall use in Subsection 4.2.
3.3 Some algebraic properties of $W(n)$

In this subsection we shall prove some algebraic properties of $W(n)$ which will be very useful in the sequel. At the end of this subsection we briefly discuss a geometric interpretation of these properties.

The following Lemma is analogous to Künneth formula, even though the usual hypotheses are not satisfied (see [Wei, Thm. 3.6.1]).
Lemma 3.10. Let $C_* = C_*(\text{YM}(n), S(V(n)))$ be the complex (for the admissible left $\text{YM}(n)$-module $S(V(n))$ and let $z \in S(V(n))$ be a nonzero homogeneous element of degree $d$. Applying the functor $S(V(n))/\langle z \rangle \otimes_{S(V(n))} (-)$ to the complex $C_*$, we obtain the following short exact sequence composed of graded $S(V(n))$-modules and homogeneous morphisms of degree 0

$$0 \to S(V(n))/\langle z \rangle \otimes_{S(V(n))} H_q(C) \to H_q(S(V(n))/\langle z \rangle \otimes_{S(V(n))} C_*) \to \text{Tor}_q^1(S(V(n))/\langle z \rangle, H_{q+1}(C_*)) \to 0.$$ 

Proof. First, we see that $C_*$ is a complex of free graded left $S(V(n))$-modules. Its homology was computed in [HS], Prop. 3.5.

We consider a free graded resolution of the $S(V(n))$-module $S(V(n))/\langle z \rangle$, which will be denoted by $P_*$, provided with morphisms of degree 0. Since the $(V(n))$-module $S(V(n))/\langle z \rangle$ has projective dimension 1, we may choose $P_*$ such that $P_i = 0$ for $i \geq 2$.

We can apply Künneth spectral sequence (see [Wel], Thm. 5.6.4), which yields

$$E^2_{p,q} = \text{Tor}_p^q(S(V(n))/\langle z \rangle, H_q(C_*)) \Rightarrow H_{p+q}(S(V(n))/\langle z \rangle \otimes_{S(V(n))} C_*).$$

If we consider the double complex $D_{p,q} = P_p \otimes_{S(V(n))} H_q(C_*)$, the previous spectral sequence is just the spectral sequence of the filtration by columns of $D_{i,*}$. Hence, the first term of this spectral sequence is of the form $E^2_{p,q} = H_q(D_{p,*}) = P_p \otimes_{S(V(n))} H_q(C_*)$, since $P_p$ is a free graded $S(V(n))$-modules, for all $p$. As a consequence, $E^1_{p,q}$ consists of only two columns $p = 0, 1$, so a fortiori, $E^2_{p,q}$ vanishes outside the columns $p = 0, 1$. Hence we obtain a short exact sequence of graded $S(V(n))$-modules provided with homogeneous morphisms of degree 0 (see [Wel], Exercise 5.2.1, corrected in the Errata)

$$0 \to \text{Tor}_0^q(S(V(n))/\langle z \rangle, H_q(C_*)) \to H_q(S(V(n))/\langle z \rangle \otimes_{S(V(n))} C_*) \to \text{Tor}_1^q(S(V(n))/\langle z \rangle, H_{q+1}(C_*)) \to 0,$$

which proves the lemma.

Since $H_2(C_*) = 0$, the previous lemma implies that

$$H_2(\eta m(n), S(V(n))/\langle z \rangle) = H_2(S(V(n))/\langle z \rangle \otimes_{S(V(n))} C_*) \simeq \text{Tor}_1^q(S(V(n))/\langle z \rangle, H_1(C_*)) \simeq \text{Tor}_1^q(S(V(n))/\langle z \rangle, W(n)).$$

On the other hand, there is a free graded resolution of the $S(V(n))$-module $S(V(n))/\langle z \rangle$ of the form

$$0 \to S(V(n))[-j] \to S(V(n)) \to S(V(n))/\langle z \rangle \to 0,$$

so the $S(V(n))$-module $S(V(n))/\langle z \rangle$ has projective dimension less than or equal to 1. From the previous resolution, we conclude that $\text{Tor}_1^q(S(V(n))/\langle z \rangle, W(n)) \simeq \text{ann}_{W[-j]}(z)$, where $\text{ann}_W(z) = \{ w \in W : z \cdot w = 0 \}$.

We recall that $q = \sum_{i=1}^n x_i^2 \in S(V(n))$. If $z = q$, then $j = 2$ and we obtain a homogeneous left $S(V(n))/\langle q \rangle$-linear isomorphism of degree 0 of the form $H_2(S(V(n))/\langle q \rangle \otimes_{S(V(n))} C) \simeq W(n)[-2]$.

Let us now assume that $z = x_i$. By the previous isomorphisms, we have that

$$H_2(\eta m(n), S(V(n))/\langle x_i \rangle) \simeq \text{Tor}_1^q(S(V(n))/\langle x_i \rangle, W(n)) \simeq \text{ann}_{W[-j]}(x_i).$$

Since we have chosen $n \geq 3$, then $H_{n-1}(V(n), S(V(n))/\langle x_i \rangle) = 0$.

Taking into account that $q$ and $x_i$ are coprime in $S(V(n))$, the $S(V(n))$-linear map on $S(V(n))/\langle x_i \rangle$ given by multiplication by $q$ is injective. Proposition 2.6 tells us that $H_2(\eta m(n), S(V(n))/\langle x_i \rangle) = 0$. This in turn implies that $\text{ann}_{W(n)}(x_i) = 0$, for all $i = 1, \ldots, n$, so every $x_i$ is a nonzerodivisor on $W(n)$ and hence the natural morphism of localization $W(n) \to W(n)_{x_i}$ is injective for all $i = 1, \ldots, n$.

We have proved the following result.

Proposition 3.11. Let $n \geq 3$. The generators $x_1, \ldots, x_n \in S(V(n))$ are nonzerodivisors on $W(n)$.

The following fact is implicit in [Mov].

Proposition 3.12. Consider $q = \sum_{i=1}^n x_i^2 \in S(V(n))$ and $A = S(V(n))/\langle q \rangle$. There is a short exact sequence of graded $A$-modules

$$0 \to W(n) \to \Omega_{A/k} d_{\omega}^+ A_+ \to 0,$$

where $A_+ = \oplus_{m \geq 1} A_m$ is the irrelevant ideal of the $\mathbb{N}_0$-graded algebra $A$, $\Omega_{A/k}$ is the module of Kähler differentials of $A$ over $k$ and $d_{\omega}^+$ is the map induced by the Eulerian derivation $d_{\omega} : A \to A$. 
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Proof. We know that there is a homogeneous isomorphism \( W(n)[-2] \cong H_2(A \otimes_{S(V(n))} C_\bullet) \) of graded \( A \)-modules of degree 0. Inspecting the complex \( A \otimes_{S(V(n))} C_\bullet \), we conclude that

\[
\text{Ker}(id_A \otimes d_3) = \{ \sum_{i=1}^{n} a_i \otimes x_i : \sum_{i} a_i x_i = 0 \},
\]

because

\[
(id_A \otimes d_3)(\sum_{i=1}^{n} a_i \otimes x_i) = \sum_{i,j=1}^{n} (a_i x_j^2 \otimes x_i - a_i x_j x_i \otimes x_j)
= \sum_{i=1}^{n} a_i q \otimes x_i - \sum_{j=1}^{n} (\sum_{i=1}^{n} a_i x_i) x_j \otimes x_j
= - \sum_{j=1}^{n} (\sum_{i=1}^{n} a_i x_i) x_j \otimes x_j,
\]

and thus \((id_A \otimes d_3)(\sum_{i=1}^{n} a_i \otimes x_i) = 0\) if and only if \(\sum_{i=1}^{n} a_i x_i = 0\), for \(A\) is a domain. Also,

\[
\text{Im}(id_A \otimes d_3) = \{ \sum_{i=1}^{n} ax_i \otimes x_i : a \in A \}.
\]

The second fundamental sequence for the quotient \( A = S(V(n))/\langle q \rangle \) is

\[
\langle q \rangle / \langle q \rangle^2 \overset{\delta}{\to} A \otimes_{S(V(n))} \Omega_{S(V(n))/k} \overset{\alpha}{\to} \Omega_{A/k} \to 0,
\]

where \(\delta(q) = dq\) and \(\alpha(p \otimes_{S(V(n))} dz) = \tilde{pdz}\), for \(z, p \in S(V(n))\).

Since \(\Omega_{S(V(n))/k} \cong S(V(n)) \otimes V(n)\), by the isomorphism \(z \otimes x_i \mapsto zd x_i\) (see [Hart], Example 8.2.1), we derive that, using this identification, \(\text{Im}(\delta) = \text{Im}(id_A \otimes d_3)\) and, moreover, the map

\[
(A \otimes V(n))/\text{Im}(id_A \otimes d_3) \to \Omega_{A/k}
\]

\[
\tilde{p} \otimes x_i \mapsto \tilde{pd} \tilde{x}_i,
\]

is a homogeneous \(A\)-linear isomorphism of degree 0. In other words, there is a short exact sequence of graded \(A\)-modules

\[
0 \to A[-2] \to A \otimes V(n) \to \Omega_{A/k} \to 0,
\]

where the first mapping is \(a \mapsto \sum_{i=1}^{n} ax_i \otimes x_i\). Notice that \(A \otimes V(n) = (A[-1])^n\).

Finally, the morphism given by the inclusion \(\text{Ker}(d_2) \hookrightarrow A \otimes V(n)\) induces a map of graded \(A\)-modules \(W(n) \cong H_2(A \otimes_{S(V(n))} C_\bullet)[2] \hookrightarrow (A \otimes V(n))/\text{Im}(id_A \otimes d_3) \cong \Omega_{A/k}\). It is readily verified that it provides the first morphism of the short exact sequence of the proposition. Also, it is clear that the map \(d_{ca}^e\) is an epimorphism and its kernel coincides with the image of the previous morphism.

\[\square\]

Remark 3.13. Let \(n \geq 3\). The projective spectrum of the graded \(k\)-algebra \(A = S(V(n))/\langle q \rangle\) gives an irreducible projective variety \(X\) with structure sheaf \(O_X\) and the finitely generated graded \(S(V(n))/\langle q \rangle\)-module \(W(n)\) provides a coherent sheaf \(W(n)^{-}\). Proposition 3.11 may be interpreted as stating that the natural morphism \(\alpha : W(n) \to \Gamma_*(W(n)^{-})\) is in fact injective (see [MM], p. 115), a result implicitly used in [Mov]. We define \(M(n) = W(n)[2]\). For reasons that will be clear later, we will prefer to work with \(M(n)\).

Also, from the previous considerations we may derive the following fact mentioned in [MS], Example 4, and in [Mov]: the sheaf of \(O_X\)-modules \(M(n)^{-}\) is isomorphic to the tangent sheaf of \(X\). This is proved as follows. We first note that the functor \((-)^{-}\) is exact. Let \(i : X \to \mathbb{P}(V(n))\) be the inclusion of \(X\) in \(\mathbb{P}(V(n))\). Since the functor \(i^*\) is right exact, applying \(i^*\) to the Euler exact sequence for the projective space (see [Hart], Example 8.20.1, [Huy], Prop. 2.4.4), we derive the exact sequence of sheaves of \(O_X\)-modules

\[
O_X \to (O_X[1])^n \to i^*(T_{\mathbb{P}(V(n))}) \to 0,
\]
where the first map is induced by

\[ A \rightarrow (A[1])^n \]

\[ z \mapsto (zx_1, \ldots, zx_n). \]

We may compare this exact sequence with the one obtained by applying the functor \((-)^-\) to the short exact sequence (3.15). This implies that \( \Omega_{A/k}^* \cong \iota^*([T_{\mathbb{P}(V(n))}]-2) \).

On the other hand, we can consider the short exact sequence of the normal fiber bundle of a subvariety (see [Mi], p. 150)

\[ 0 \rightarrow \mathcal{T}_X \rightarrow \iota^*([T_{\mathbb{P}(V(n))}]) \rightarrow N_X[\mathbb{P}(V(n))] \rightarrow 0, \]

where \( N_X[\mathbb{P}(V(n))] = \mathcal{H}om_{O_X}(I/I^2, O_X) \) denotes the normal fiber bundle associated to the inclusion \( i : X \rightarrow \mathbb{P}(V(n)) \) and \( I = \langle q \rangle^- \) is the sheaf of ideals of \( O_{\mathbb{P}(V(n))} \) which defines \( X \). In this case, we have the following chain of isomorphisms

\[ N_X[\mathbb{P}(V(n))] = \mathcal{H}om_{O_X}(I/I^2, O_X) = (\mathcal{H}om_A(\langle q \rangle/\langle q \rangle^2, A))^- = (A[2])^- = O_X[2], \]

where the penultimate isomorphism is induced by the homogeneous \( A \)-linear isomorphism \( \mathcal{H}om_A(\langle q \rangle/\langle q \rangle^2, A) \cong A[2] \) of degree 0 given by \( f \mapsto f(\bar{q}) \). Also, the last map in the previous short exact sequence is induced by \( d'_n \). Hence, \( \mathcal{T}_X \cong W(n)[2]^* \cong M(n)^- \).

The previous results allow us to give a geometrical interpretation of \( M(n) \) as the tangent bundle over \( X \). Moreover, since \( X \) has a transitive action of \( SO(n) \), it becomes a homogeneous space \( SO(n)/P \), for some parabolic subgroup \( P \) with Lie algebra \( p = \mathfrak{so}(n-2) \times k \times V(n-2) \), where \( V(n-2) \) is an abelian Lie algebra within \( \mathfrak{so}(n-2) \) acts by the standard representation and \( k \) acts diagonally. Both the tangent bundle \( M(n)^- \) and the tautological line bundle \( O_X[-1] \) are homogeneous vector bundles associated to some irreducible representations of lowest weight \( -\lambda \) over \( p \), so we may apply Borel-Weil-Bott theorem in order to compute \( H^*(X, E) \), for \( E \) equal to \( M(n)[i]^* \) or \( (M(n)^-) \otimes_Q M(n)^-)[i] \). Amazingly, this gives plenty of information about the module \( M(n) \): it allows to prove that the natural morphism \( \alpha : M(n) \rightarrow \Gamma(X, M(n)^-) \) is an isomorphism for \( n \geq 4 \) and also gives a complete description in case \( n = 3 \), to compute the groups \( \text{Tor}_i^{\mathbb{P}(V(n))}(M(n), M(n)) \), etc. We shall not pursue these ideas in this article, since we shall replace them by shorter algebraic considerations. We refer to [Hers] and references therein for a complete description of the previous geometrical insight.

### 3.4 Homological properties of \( W(n) \)

#### 3.4.1 Generalities

Let \( R \) and \( S \) be two \( k \)-algebras, \( X \) a right \( R \)-module, \( Y \) an \( R \)-\text{-}S \)-bimodule and \( Z \) a left \( S \)-module. If \( Q_+ \rightarrow X \) and \( P_+ \rightarrow Z \) are corresponding projective resolutions, we can consider the second term of the base-change spectral sequence \( E_2^{p,q} = \text{Tor}_p^R(X, \text{Tor}_q^S(Y, Z)) \), given by the filtration by rows of the double complex \( C_{p,q} = Q_q \otimes_R Y \otimes_Z P_p \). If \( Y \) is a flat \( R \)-module, it converges to \( \text{Tor}_2^R(X \otimes_R Y, Z) \) (see [Wei], Exercise 5.6.2).

We shall consider the previous spectral sequence for the case \( R = S(V(n)), S = YM(n), Y = S(V(n)), Z = k \) and any graded \( S(V(n)) \)-module \( X \), given by

\[ E_2^{p,q} = \text{Tor}_p^{\text{YM}(n)}(X, \text{Tor}_q^{\text{YM}(n)}(S(V(n)), k)) \Rightarrow \text{Tor}_2^{\text{YM}(n)}(X, k). \]

Notice that \( \text{Tor}_2^{\text{YM}(n)}(X, k) \cong H_{p+q}(\text{ym}(n), X) \).

**Remark 3.14.** We choose \( Q_+ = \Lambda^* V(n) \otimes X \otimes S(V(n)) = C_+ (V(n), X \otimes S(V(n))) \). It is easily verified that it is indeed a projective resolution of the right \( S(V(n)) \)-module \( X \). On the other side, we choose \( P_+ \) as the Koszul resolution (2.6) of the left \( YM(n) \)-module \( k \).

In this case, the base-change spectral sequence is given by the filtration by rows of the double complex

\[ C_{p,q} = Q_q \otimes_{S(V(n))} S(V(n)) \otimes_{YM(n)} P_p \approx \Lambda^q V(n) \otimes X \otimes C_p(YM(n), S(V(n))), \tag{3.16} \]

with vertical differential \( d^{CE} \otimes \text{id}_{YM(n)} \), where we consider the action of \( V(n) \) on \( X \otimes S(V(n)) \), and with horizontal differential \( \text{id}_{A^*V(n) \otimes X} \otimes d_+ \), where \( d_+ \) is the differential of \( C_+ (YM(n), S(V(n))) \).
On the other hand, since \( \text{Tor}_q^{\text{Sym}}(S(V(n)), k) \cong H_q(\text{ym}(n), S(V(n))) \) and using Proposition 3.5 of [HS] and Proposition 3.6 we have the admissible \( S(V(n)) \)-linear isomorphisms

\[
\text{Tor}_q^{\text{Sym}}(S(V(n)), k) \cong \begin{cases} 
k, & \text{if } \bullet = 0, \\
W(n), & \text{if } \bullet = 1, \\
0, & \text{if not.} \end{cases}
\]

Thus, our spectral sequence has only two nonzero rows

\[
E^2_{p,0} \cong \text{Tor}_p^{S(V(n))}(X, k) \cong H_p(V(n), X)
\]

and

\[
E^2_{p,1} \cong \text{Tor}_p^{S(V(n))}(X, W(n)) \cong H_p(V(n), X \otimes W(n)).
\]

The last isomorphism follows from the usual fact that \( \text{Tor}_p^{S(V(n))}(M, N) \cong H_p(M \otimes N) \) (see [Wei], Thm. 5.6.6, Exercise 7.3.5 for the Ext groups, which is analogous).

Furthermore, since the spectral sequence has only two rows, it gives a long exact sequence of the form (see [Wei], Exercise 5.2.2)

\[
\begin{align*}
&\to H_p(\text{ym}(n), X) \to H_p(V(n), X) \to H_{p-2}(V(n), X \otimes W(n)) \\
&\to H_{p-1}(\text{ym}(n), X) \to H_{p-1}(V(n), X) \to H_{p-3}(V(n), X \otimes W(n)) \to \ldots \\
&\ldots \to H_2(\text{ym}(n), X) \to H_2(V(n), X) \to H_0(V(n), X \otimes W(n)) \to \\
&\to H_1(\text{ym}(n), X) \to H_1(V(n), X) \to 0,
\end{align*}
\]

and the isomorphism \( H_0(\text{ym}(n), X) \cong H_0(V(n), X) \).

However, since \( \text{ym}(n) \) has global dimension equal to 3, \( H_p(\text{ym}(n), X) = 0 \), if \( p \geq 4 \). This implies that

\[
H_{p+1}(V(n), X) \cong H_{p-1}(V(n), X \otimes W(n)),
\]

for \( p \geq 4 \).

We shall be mostly interested in the case that \( X \) is given by the admissible \( S(V(n)) \)-module \( W(n)^{\otimes i} \), for \( i \in \mathbb{N}_0 \), which is an admissible \( S(V(n)) \)-module provided with the diagonal action. It is readily verified that, if \( X = W(n)^{\otimes i} \), all previously considered morphisms are in fact homogeneous of degree 0 and \( \text{so}(n) \)-linear. For the rest of this subsection, all morphisms will also be \( \text{so}(n) \)-linear, unless we say the opposite.

The long exact sequence \( (3.19) \) for \( X = W(n)^{\otimes i} \) becomes

\[
\begin{align*}
&\to H_p(\text{ym}(n), W(n)^{\otimes i}) \to H_p(V(n), W(n)^{\otimes i}) \to H_{p-2}(V(n), W(n)^{\otimes (i+1)}) \\
&\to H_{p-1}(\text{ym}(n), W(n)^{\otimes i}) \to H_{p-1}(V(n), W(n)^{\otimes i}) \to H_{p-3}(V(n), W(n)^{\otimes (i+1)}) \to \ldots \\
&\ldots \to H_2(\text{ym}(n), W(n)^{\otimes i}) \to H_2(V(n), W(n)^{\otimes i}) \to H_0(V(n), W(n)^{\otimes (i+1)}) \to \\
&\to H_1(\text{ym}(n), W(n)^{\otimes i}) \to H_1(V(n), W(n)^{\otimes i}) \to 0,
\end{align*}
\]

and we obtain the isomorphism \( H_0(\text{ym}(n), W(n)^{\otimes i}) \cong H_0(V(n), W(n)^{\otimes i}) \).

Also, the isomorphisms \( (3.20) \) tell us that

\[
H_{p+1}(V(n), W(n)^{\otimes i}) \cong H_{p-1}(V(n), W(n)^{\otimes (i+1)}),
\]

for \( p \geq 4 \) and \( i \in \mathbb{N}_0 \).

In fact, a stronger statement relating these homology groups holds.

**Theorem 3.15.** Let \( n \geq 3 \) and \( i \geq 1 \). There is a long exact sequence of \( \text{so}(n) \)-modules and \( \text{so}(n) \)-equivariant morphisms homogeneous of degree zero

\[
0 \to H_2(\text{ym}(n), W(n)^{\otimes i}) \overset{\partial}{\to} H_1(V(n), W(n)^{\otimes (i+1)}) \overset{\delta}{\to} H_2(\text{ym}(n), W(n)^{\otimes i}) \overset{\partial}{\to} \\
\to H_2(V(n), W(n)^{\otimes i}) \overset{\delta}{\to} H_0(V(n), W(n)^{\otimes (i+1)}) \overset{\delta}{\to} H_1(\text{ym}(n), W(n)^{\otimes i}) \overset{\delta}{\to} H_1(V(n), W(n)^{\otimes i}) \to 0,
\]
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and a collection of homogeneous \(so(n)\)-equivariant isomorphisms given by \(H_0(\mathfrak{m}(n), W(n)^{\otimes i}) \simeq H_0(V(n), W(n)^{\otimes i})\) and

\[
H_0(V(n), W(n)) \simeq \Lambda^2 V(n), \quad H_1(V(n), W(n)) \simeq \Lambda^3 V(n) \oplus V(n)[−2],
\]

\[
H_2(V(n), W(n)) \simeq \Lambda^4 V(n) \oplus k[−4], \quad H_p(V(n), W(n)^{\otimes i}) \simeq \Lambda^{p+2} V(n), \quad \text{for } p \geq 2, \text{ except } p = 2, i = 1.
\]

**Proof.** Let us first suppose that \(i = 0\), so \(W(n)^{\otimes i} \simeq k\). Taking into account that \(H_4(\mathfrak{m}(n), W(n)^{\otimes i})\) vanishes, we have the following exact sequence

\[
0 \to H_4(V(n), k) \to H_2(V(n), W(n)) \to H_3(\mathfrak{m}(n), k) \to H_3(V(n), k) \to H_1(V(n), W(n)) \to 0.
\]

On the other hand, the isomorphisms \(H_p(V(n), k) \simeq \Lambda^p V(n)\), easily obtained from the Chevalley-Eilenberg complex, and

\[
H_0(\mathfrak{m}(n), k) \simeq k, \quad H_1(\mathfrak{m}(n), k) \simeq V(n), \quad H_2(\mathfrak{m}(n), k) \simeq V(n)[−2], \quad H_3(\mathfrak{m}(n), k) \simeq k[−4],
\]

which follow from the Koszul complex \((2.8)\), imply that \(H_0(V(n), W(n)) \simeq \Lambda^2 V(n)\) and the following short exact sequences

\[
0 \to \Lambda^4 V(n) \to H_2(V(n), W(n)) \to k[−4] \to 0
\]

and

\[
0 \to \Lambda^3 V(n) \to H_3(V(n), W(n)) \to V(n)[−2] \to 0.
\]

Note that we have used that the maps \(H_2(\mathfrak{m}(n), k) \to H_2(V(n), k)\) and \(H_3(\mathfrak{m}(n), k) \to H_3(V(n), k)\) vanish, since they are \(so(n)\)-linear maps between different irreducible representations.

Since \(H_p(\mathfrak{m}(n), k) = 0\), for all \(p \geq 4\) and \(H_p(V(n), k) \simeq \Lambda^p V(n)\), there are isomorphisms

\[
H_p(V(n), W(n)) \simeq \Lambda^{p+2} V(n), \quad \text{for all } p \geq 3. \tag{3.23}
\]

Let us now assume that \(i \geq 1\).

We shall first prove the following proposition.

**Proposition 3.16.** If \(n \geq 3\) and \(j \in \mathbb{N}\), then \(H_p(V(n), W(n)^{\otimes j}) = 0\), for \(p \geq n\), and, in consequence, \(H_3(\mathfrak{m}(n), W(n)^{\otimes j}) = 0\), for \(j \in \mathbb{N}\).

**Proof.** The second statement follows directly from the first one, since by Proposition \((3.20)\) there is an isomorphism \(H_0(V(n), W(n)^{\otimes j}) \simeq H_3(\mathfrak{m}(n), W(n)^{\otimes j})\).

Let us prove the first one, proceeding by induction on \(j\).

Assume that \(j = 1\). In this case, using \((3.20)\) for \(i = 0\) we obtain that there is an isomorphism \(H_{p+1}(V(n), k) \simeq H_{p}(V(n), W(n))\), for \(p \geq 4\), so \(H_p(V(n), W(n)) \simeq \Lambda^{p+2} V(n)\), for \(p \geq 3\). Then \(H_p(V(n), W(n)) = 0\), for \(p \geq n\).

Supposing that the proposition holds for \(j − 1\), we will prove it for \(j\). In this case, the isomorphism \((3.20)\) for \(i = j − 1\) implies that \(H_{p+1}(V(n), W(n)^{\otimes (j−1)}) = H_{p−1}(V(n), W(n)^{\otimes j})\), for \(p \geq 4\). Hence \(H_p(V(n), W(n)^{\otimes j}) \simeq H_{p+2}(V(n), W(n)^{\otimes (j−1)}) = 0\), for \(p \geq n\). The proposition is then proved.

As a consequence of the previous proposition, \(H_2(\mathfrak{m}(n), W(n)^{\otimes j}) = 0\) if \(i \geq 1\), and we obtain an exact sequence

\[
0 \to H_3(V(n), W(n)^{\otimes j}) \to H_1(V(n), W(n)^{\otimes (j+1)}) \to H_2(\mathfrak{m}(n), W(n)^{\otimes j}) \to H_2(V(n), W(n)^{\otimes j}) \to 0.
\]

On the other side, the vanishing of \(H_4(\mathfrak{m}(n), W(n)^{\otimes j})\), for \(i \geq 3\), yields that \(H_p(V(n), W(n)^{\otimes (j+1)}) \simeq H_{p+2}(V(n), W(n)^{\otimes j})\), for \(p \geq 2\). By induction, it turns out that \(H_p(V(n), W(n)^{\otimes j})\) is isomorphic to \(H_{p+2}(j−1)(V(n), W(n))\), for all \(p \geq 2, j \geq 2\). Using \((3.23)\), we see that \(H_p(V(n), W(n)^{\otimes j}) \simeq \Lambda^{p+2} V(n)\), in case \(p \geq 2\) and \(j \geq 2\). We may summarize the previous information as follows:

\[
H_p(V(n), W(n)^{\otimes j}) \simeq \Lambda^{p+2} V(n)
\]

if \(p \geq 2\) and \(i \geq 1\), except in case \(p = 2\) and \(i = 1\). This completes the proof of the theorem.

The following remark describes some of the morphisms appearing in the exact sequence of Theorem 3.15
Remark 3.17. If \( i \geq 1 \), the maps \( S'_i \) and \( S_i \) in the previous theorem coincide with the differentials \( d^2_{3,0} \) and \( d^2_{1,2} \) of the second term of the base-change spectral sequence, and the isomorphisms \( H_p(V(n), W(n)^{B_0}) \to H_{p-2}(V(n), W(n)^{B_0+1}) \) for \( p \geq 4 \) coincide with the differentials \( d^2_{p,0'} \).

If \( i = 0 \), the injections \( \Lambda^3 V(n) \to H_3(V(n), W(n)) \) and \( \Lambda^3 V(n) \to H_1(V(n), W(n)) \) coincide with \( d^2_{4,0} \) and \( d^2_{3,0} \), respectively. Also, the isomorphisms \( H_p(V(n), W(n)^{B_0}) \to H_{p-2}(V(n), W(n)^{B_0+1}) \) for \( p \geq 5 \) coincide with differentials \( d^2_{p,0'} \).

On the other hand, the total complex of the double complex (3.16) for \( X = W(n)^{B_0} \), which may be rewritten as

\[
\mathcal{C}_p = \Lambda^3 V(n) \otimes W(n)^{B_0} \otimes C_p (YM(n), S(V(n))
\]

is quasi-isomorphic to \( C_\bullet (YM(n), W(n)^{B_0}) \), and the quasi-isomorphism is given by the map

\[
\text{Tot}(\mathcal{C}_\bullet) \to C_\bullet (YM(n), W(n)^{B_0})
\]

induced by the projection

\[
\mathcal{C}_0 = W(n)^{B_0} \otimes C_\bullet (YM(n), S(V(n))) \to C_\bullet (YM(n), W(n)^{B_0})
\]

given by the action of \( S(V(n)) \) on \( W(n)^{B_0} \), i.e. \( w \otimes z \otimes v \mapsto wz \otimes v \), if \( z \otimes v \) belongs to \( C_1(YM(n), S(V(n))) \) or \( C_2(YM(n), S(V(n))) \), \( w \in W(n)^{B_0} \), \( z \in S(V(n)) \) and \( v \in V(n) \); and \( w \otimes z \mapsto wz \), if \( z \) belongs to \( C_0(YM(n), S(V(n))) \) or \( C_3(YM(n), S(V(n))) \), \( w \in W(n)^{B_0} \) and \( z \in S(V(n)) \). From this quasi-isomorphism, the maps \( B_i \) and \( B'_i \) appearing in Theorem 3.15 can be described as follows. As it is usual, identifying \( E_{p,q} \) with subquotients of \( \text{Tot}(\mathcal{C}_\bullet) \), the mappings \( B_i \) and \( B'_i \) are induced by the composition of the inclusion and the quasi-isomorphism (3.24) (see [Wei], Exercise 5.1.2, Exercise 5.1.3).

Finally, let us describe the morphism \( I_i : H_1(\eta \eta(n), W(n)^{B_0}) \to H_1(V(n), W(n)^{B_0}) \). In order to do so, we recall that, if \( E \) is a \( V(n) \)-module, the Lie algebra morphism \( \eta \eta(n) \to V(n) \) given by the canonical projection induces a morphism of complexes \( C_\bullet (\eta \eta(n), E) \to C_\bullet (V(n), E) \). This in turn induces a morphism in the homology groups \( H_\bullet (\eta \eta(n), E) \to H_\bullet (V(n), E) \). In particular, there is a map \( H_1(\eta \eta(n), E) \to H_1(V(n), E) \), induced by \( \text{id}_E \otimes \pi \).

On the other hand, from the comparison of resolutions achieved at the end of Subsection 2.2, we see that the map \( \text{id}_E \otimes \text{inc} : E \otimes V(n) \to E \otimes \eta \eta(n) \) induces an isomorphism \( H_1(\eta \eta(n), E) \to H_1(\eta \eta(n), E) \). Therefore, if we choose as representatives of the homology \( H_1(\eta \eta(n), E) \) the cycles of \( C_1(YM(n), E) \), and as representatives of the homology \( H_1(V(n), E) \) the cycles of \( C_1(V(n), E) \), the mapping \( H_1(\eta \eta(n), E) \to H_1(V(n), E) \), induced by the identity \( \text{id}_E \otimes \pi \), coincides with the one induced by \( \text{id}_E \otimes \pi \). By [Wei], Exercise 5.1.3, if we choose as representatives of the homology \( H_1(\eta \eta(n), W(n)^{B_0}) \) the cycles of \( C_1(YM(n), W(n)^{B_0}) \), and as representatives of the homology \( H_1(V(n), W(n)^{B_0}) \) the cycles of \( C_1(V(n), W(n)^{B_0}) \), the map \( I_i \) is induced by the identity \( \text{id}_{W(n)^{B_0}} \otimes \pi \). This shows that \( I_i \) also coincides with the morphism induced by \( \text{id}_{W(n)^{B_0}} \otimes \pi \).

Proposition 3.18. Let \( n \geq 3 \). The morphism \( S_1 : H_2(V(n), W(n)) \to H_0(V(n), W(n)^{B_2}) \) is an injection. By exactness of the sequence of Theorem 3.15, \( B'_1 \) is surjective and \( I'_1 = 0 \).

Proof. We proceed by inspection on the morphisms at the level of the double complex which defines the base-change spectral sequence (see [Wei], Exercise 5.1.2).

In the first place, from the double complex (3.16), Remark 3.17 and [Wei], Exercise 5.1.2, the morphism \( \Lambda^4 V(n) \to H_3(V(n), k) \to H_2(V(n), W(n)) \) is induced by

\[
x_{i_1} \wedge x_{i_2} \wedge x_{i_3} \wedge x_{i_4} \mapsto \sum_{i \in \mathbb{N}^4} e(\sigma) x_{i(1)} \wedge x_{i(2)} \otimes [x_{i(3)}, x_{i(4)}],
\]

where the image element is a cycle in \( \Lambda^2 V(n) \otimes W(n) \).

Also, the element

\[
\sum_{1 \leq i < j \leq n} x_i \wedge x_j \otimes [x_i, x_j] \in \Lambda^2 V(n) \otimes W(n)
\]

is a non-trivial cycle, since it is the image of the cycle

\[
(0, \sum_{1 \leq i < j \leq n} x_i \wedge x_j \otimes (x_i \otimes x_j - x_j \otimes x_i), \sum_{i=1}^n x_i \otimes 1 \otimes x_i, -1 \otimes 1 \otimes 1)
\]

is a non-trivial cycle, since it is the image of the cycle

\[
(0, \sum_{1 \leq i < j \leq n} x_i \wedge x_j \otimes (x_i \otimes x_j - x_j \otimes x_i), \sum_{i=1}^n x_i \otimes 1 \otimes x_i, -1 \otimes 1 \otimes 1)
\]
in the degree 3 component of the total complex of the double complex (3.16) for \( i = 0 \). This element does not vanish in the homology of the total complex, since \(-1 \otimes 1 \oplus 1\) cannot be in the image of the vertical differential by degree reasons. Moreover, the image of this element in \( H_2(\text{ym}(n), k) \approx \mathbb{Z} \).

We conclude that a basis for \( H_2(V(n), W(n)) \) is given by the set of classes of the following collection of cycles

\[
\{ \sum_{\sigma \in \mathbb{S}_4} e(\sigma) x_{(1)} \land x_{(2)} \otimes [x_{(3)}, x_{(4)}] : 1 \leq i_1 < i_2 < i_3 < i_4 \leq n \} \cup \{ \sum_{1 \leq j \leq n} x_i \land x_j \otimes [x_i, x_j] \}. \tag{3.26}
\]

By [Wei], Exercise 5.1.2, the morphism from \( H_2(V(n), W(n)) \) to \( H_0(V(n), W(n)^{op}) \) satisfies that

\[
\sum_{\sigma \in \mathbb{S}_4} e(\sigma) x_{(1)} \land x_{(2)} \otimes [x_{(3)}, x_{(4)}] \mapsto \sum_{\sigma \in \mathbb{S}_4} e(\sigma) [x_{(1)}, x_{(2)}] \otimes [x_{(3)}, x_{(4)}],
\]

for all \( 1 \leq i_1 < i_2 < i_3 < i_4 \leq n \) and it is not hard to check that these image elements are linearly independent in \( \Lambda^2 V(n) \otimes \Lambda^2 V(n) \).

Since \( W(n) \) is a graded \( S(V(n)) \)-module and \( W(n)_{2} = \Lambda^2 V(n) \), it turns out that \( (W(n) \otimes W(n))_k = \Lambda^2 V(n) \otimes \Lambda^2 V(n) \) is the non trivial homogeneous component of lowest degree. Notice that the image of the basis (3.26) of \( H_2(V(n), W(n)) \) is in fact included in \( (W(n) \otimes W(n))_k \) and this implies that \( S_1 \) is an injection.

Let us suppose that \( n \geq 3 \) and \( i \geq 2 \). The action of \( q = \sum_{i=1}^{n} x_i \otimes x_i \) on \( W(n)^{op} \) is given by the coproduct of \( YM(n) \), so in order to make it explicit we will compute \( \Delta^{(i)}(q) \), which is of the form

\[
\Delta^{(i)}(q) = \sum_{p=0}^{i-1} 1_{YM(n)}^{op} \otimes q \otimes 1_{YM(n)}^{op} + \sum_{p \leq q \leq i-2} 1_{YM(n)}^{op} \otimes x_i \otimes 1_{YM(n)}^{op} \otimes x_i \otimes 1_{YM(n)}^{op}.
\]

Proposition 3.19. If \( n \geq 3 \) and \( i \geq 2 \), then \( q \) is nonzerodivisor on the \( S(V(n)) \)-module \( W(n)^{op} \).

Proof. We recall that \( \text{Tor}^{YM(\text{YM}(n))}_{p}(Y, Y') \approx \text{Tor}^{YM(\text{YM}(n))}_{p}(k, Y \otimes Y') \), where \( Y \otimes Y' \) has the diagonal action.

We first notice that \( (S(V(n))/\langle q \rangle)^{op} \) is an algebra with the usual structure and that the hypothesis on \( n \) implies that \( q \in S(V(n)) \) is irreducible (see [Hart], Exercise 5.12) and hence \( S(V(n))/\langle q \rangle \) is a domain. Since \( k \) is algebraically closed and \( S(V(n))/\langle q \rangle \) is a finitely generated integral domain, \( (S(V(n))/\langle q \rangle)^{op} \) is in fact a finitely generated integral domain (see [Ch-E], Thm. 14.1.5).

The action of \( q \in S(V(n)) \) on \( (S(V(n))/\langle q \rangle)^{op} \) is given by multiplication by the nonzero element

\[
2 \sum_{p \leq q \leq i-2} 1_{S(V(n))/\langle q \rangle}^{op} \otimes x_i \otimes 1_{S(V(n))/\langle q \rangle}^{op} \otimes x_i \otimes 1_{S(V(n))/\langle q \rangle}^{op} \in (S(V(n))/\langle q \rangle)^{op},
\]

and this shows that \( q \) is a nonzerodivisor on \( (S(V(n))/\langle q \rangle)^{op} \).

We claim that \( \text{Tor}^{YM(\text{YM}(n))}_{p}(S(V(n))/\langle q \rangle)^{op}, k) \) vanishes for \( p \geq 2 \) and \( a \in \mathbb{N} \). In order to prove this result, we proceed as follows. The case \( a = 1 \) has already been analyzed, since the projective resolution (3.13) implies that \( S(V(n))/\langle q \rangle \) has projective dimension 1. If \( a > 1 \), then

\[
\text{Tor}^{YM(\text{YM}(n))}_{p}(S(V(n))/\langle q \rangle)^{op}, k) \approx \text{Tor}^{YM(\text{YM}(n))}_{p}(S(V(n))/\langle q \rangle)^{op(a-1)}, S(V(n))/\langle q \rangle),
\]

and the latter homology group vanishes, since \( S(V(n))/\langle q \rangle \) has projective dimension 1. Our claim implies that the bounded below graded \( S(V(n)) \)-module \( (S(V(n))/\langle q \rangle)^{op} \) has projective dimension 1 for all \( a \in \mathbb{N} \) (see [Ber2], Prop. 2.3 and Cor. 2.4).

We will next prove that

\[
H_{n-1}(V(n), (S(V(n))/\langle q \rangle)^{op} \otimes W(n)^{op}) = 0 \tag{3.27}
\]

and

\[
H_{n}(V(n), (S(V(n))/\langle q \rangle)^{op} \otimes W(n)^{op}) = 0, \tag{3.28}
\]
for all \(a, b \in \mathbb{N}_0\) such that \(a + b = i\). The case \(a = 0\) follows directly from Theorem 3.15. Let us now assume that \(a \in \mathbb{N}\). Since

\[
H_p(V(n), (S(V(n))/\langle q \rangle)^{\otimes a} \otimes W(n)^{\otimes b}) \cong \text{Tor}_p^{\mathfrak{m}}((S(V(n))/\langle q \rangle)^{\otimes a} \otimes W(n)^{\otimes b}),
\]

it suffices to show that this last homology group vanishes for \(p = n - 1\) and \(p = n\). This is indeed the case, since, as explained before, the projective dimension of the graded \(S(V(n))\)-module \((S(V(n))/\langle q \rangle)^{\otimes a}\) is 1.

In view of the form of the projective resolution \([3.13]\), \(\text{ann}_{S(V(n))}(-1)(q)\) is isomorphic to the homology group \(\text{Tor}_1^{\mathfrak{m}}((S(V(n))/\langle q \rangle, W(n)^{\otimes b}))\), so it suffices to show that this last group vanishes in order to prove the proposition. In fact we will prove a stronger statement asserting that, for every \(a, b \in \mathbb{N}_0\) such that \(i = a + b \geq 2\), the homology group

\[
\text{Tor}_1^{\mathfrak{m}}((S(V(n))/\langle q \rangle, (S(V(n))/\langle q \rangle)^{\otimes a} \otimes W(n)^{\otimes b})) \cong \text{ann}_{S(V(n))}(-1)(q)
\]

vanishes, holds. The case \(a = i\) and \(b = 0\) follows directly since \(q\) is a nonzerodivisor on \((S(V(n))/\langle q \rangle)^{\otimes a}\), as previously stated.

Let us now assume that \(i \geq 2\). We shall proceed by induction on \(b\). The case \(b = 0\) (so \(a = i\)) has already been proved.

Let us assume that \(\text{Tor}_1^{\mathfrak{m}}((S(V(n))/\langle q \rangle, (S(V(n))/\langle q \rangle)^{\otimes(i-j)} \otimes W(n)^{\otimes j})\) vanishes for \(j = 0, \ldots, b - 1 < i\), where \(b \geq 1\). We shall prove that it also vanishes for \(j = b \leq i\).

Since

\[
\text{Tor}_1^{\mathfrak{m}}((S(V(n))/\langle q \rangle, (S(V(n))/\langle q \rangle)^{\otimes(i-b)} \otimes W(n)^{\otimes b})) \cong \text{Tor}_1^{\mathfrak{m}}\left(\left(\frac{S(V)}{\langle q \rangle}\right)^{\otimes(i-b)} \otimes W(n)^{\otimes(b-1)}, W\right),
\]

where we have omitted the index \(n\), it suffices to prove that the last homology group vanishes.

By the inductive hypothesis, \(q\) is a nonzerodivisor on \((S(V(n))/\langle q \rangle)^{\otimes(i+1-b)} \otimes W(n)^{\otimes(b-1)}\), so Proposition 2.6 implies that

\[
H_2\left(\text{ann}_{\mathfrak{m}}(n), \left(\frac{S(V)}{\langle q \rangle}\right)^{\otimes(i+1-b)} \otimes W(n)^{\otimes(b-1)}\right) \cong H_{n-1}\left(V(n), \left(\frac{S(V)}{\langle q \rangle}\right)^{\otimes(i+1-b)} \otimes W(n)^{\otimes(b-1)}\right).
\]

Also, the same proposition tells us that

\[
H_3\left(\text{ann}_{\mathfrak{m}}(n), \left(\frac{S(V)}{\langle q \rangle}\right)^{\otimes(i+1-b)} \otimes W(n)^{\otimes(b-1)}\right) \cong H_p\left(V(n), \left(\frac{S(V)}{\langle q \rangle}\right)^{\otimes(i+1-b)} \otimes W(n)^{\otimes(b-1)}\right).
\]

Isomorphisms \([3.27]\) and \([3.28]\) imply that the previous homology groups vanish. Using the previous computations and the exact sequence \([3.19]\) for \(X = (S(V(n))/\langle q \rangle)^{\otimes(i+1-b)} \otimes W(n)^{\otimes(b-1)}\), we conclude that

\[
H_1(V(n), X \otimes W(n)) \cong H_3(V(n), X).
\]

Isomorphisms \([3.20]\) tell us that this homology group is isomorphic to \(H_{3+2(b-1)}(V(n), (S(V(n))/\langle q \rangle)^{\otimes(b-1)})\), which vanishes, since \((S(V(n))/\langle q \rangle)^{\otimes b}\) has projective dimension 1. The proposition is thus proved.

From the proposition we obtain the following corollary.

**Corollary 3.20.** If \(n \geq 3\) and \(i \geq 2\), then \(H_2(\text{ann}_{\mathfrak{m}}(n), W(n)^{\otimes i}) = 0\).

**Proof.** Since \(q\) is a nonzerodivisor on \(W(n)^{\otimes i}\) by Proposition \([3.19]\) and \(H_{n-1}(V(n), W(n)^{\otimes i}) = 0\) by Theorem \([3.15]\), Proposition \([2.6]\) yields that \(H_2(\text{ann}_{\mathfrak{m}}(n), W(n)^{\otimes i}) = 0\). \(\square\)

### 3.4.2 The minimal projective resolution of \(W(n)\) and other results

We define \(M(n) = W(n)^{[2]}\). We shall focus ourselves on \(M(n)\) instead of \(W(n)\) because of the following homological properties (see also Remark \([3.13]\)).

**Proposition 3.21.** The \(\mathbb{N}_0\)-graded \(S(V(n))\)-module \(M(n)\) is Koszul, i.e., \(\text{Tor}_p^{\mathfrak{m}}(M(n), k)\) is concentrated in degree \(p\), for all \(p \in \mathbb{N}_0\).
Proof. Let us first consider \( n = 2 \). Since \( W(2) \cong k[-2] \) (see Proposition 3.2 and \( S(V(2)) \) is a Koszul algebra (where the Chevalley-Eilenberg resolution of the Lie \( V(n) \)-module \( k \) coincides with the Koszul resolution), \( M(2) \) is a Koszul \( S(V(2)) \)-module.

Let now \( n \geq 3 \). Taking into account that \( \text{Tor}_p^{S(V(n))}(M(n), k) = H_p(V(n), M(n)) \), the proposition follows from Theorem 3.15 since it implies that

\[
H_0(V(n), M(n)) \cong H_0(V(n), W(n))[2] \cong (\Lambda^2 V(n))[2],
\]

\[
H_1(V(n), M(n)) \cong H_1(V(n), W(n))[2] \cong (\Lambda^3 V(n))[2] \oplus V(n),
\]

\[
H_2(V(n), M(n)) \cong H_2(V(n), W(n))[2] \cong (\Lambda^4 V(n))[2] \oplus V(n),
\]

\[
H_p(V(n), M(n)) \cong H_p(V(n), W(n))[2] \cong (\Lambda^{p+2} V(n))[2],
\]

for \( p \geq 3 \). \( \square \)

As explained in [Ber2], Prop. 2.3, the minimal projective resolution \( P(M(n))_* \) of the graded \( S(V(n)) \)-module \( M(n) \) for \( n \geq 3 \) has the form:

\[
0 \to S(V(n)) \otimes \text{Tor}_{n-1}^{S(V(n))}(M(n), k) \to S(V(n)) \otimes \text{Tor}_{n-2}^{S(V(n))}(M(n), k) \to \cdots
\]

\[
\to S(V(n)) \otimes \text{Tor}_1^{S(V(n))}(M(n), k) \to S(V(n)) \otimes \text{Tor}_0^{S(V(n))}(M(n), k) \to M(n) \to 0. \quad (3.29)
\]

This in turn implies that, if \( N \) is another \( \mathbb{N}_0 \)-graded \( S(V(n)) \)-module, then \( \text{Tor}_{*}^{S(V(n))}(M(n), N) \) has homogeneous components of internal degree greater than or equal to \( i \).

We shall find a differential \( d^n_\bullet \) for the previous resolution (3.29). In order to do so, let us consider the Chevalley-Eilenberg complex \( R(M(n))_* = (C_*(V(n), S(V(n))), d^{CE}_\bullet) \) for the regular module \( S(V(n)) \). It is acyclic in positive degrees since its homology is \( H_*(V(n), S(V(n))) = 0 \) for \( \bullet \geq 1 \). Notice that \( R(M(n))_{*+2} \) is a graded vector subspace of \( S(V(n)) \otimes \text{Tor}_\bullet^{S(V(n))}(M(n), k) \) for \( \bullet \in \mathbb{N}_0 \).

We define \( d^n_\bullet \) of the minimal projective resolution of \( M(n) \) as follows. If \( v \in R(M(n))_{p+2} \), for \( p \geq 1 \), we take \( d^n_p(v) = d^{CE}_p(v) \). Let us denote \( \{e_1, \ldots, e_n\} \) a basis of \( V(n) \cong H_1(V(n), M(n)) \) and \( \{e\} \) a basis of \( k[-2] \cong H_2(V(n), M(n)) \); given \( z \in S(V(n)) \). We set

\[
d^p_2(z \otimes c) = \sum_{j=1}^{n} x_j \otimes e_j, \quad (3.30)
\]

\[
d^p_i(z \otimes e_i) = \sum_{j=1}^{n} x_j \otimes x_j \wedge x_i. \quad (3.31)
\]

The differential \( d^n_\bullet \), for \( \bullet \in \mathbb{N} \), is given extending \( k \)-linearly.

Finally, the augmentation morphism \( d^0_\bullet : P(M(n))_0 \to M(n) \) is given by

\[
d^0_\bullet(z \otimes x_i \wedge x_j) = z[x_i, x_j]. \quad (3.32)
\]

By Corollary 3.7 \( M(n) \) is a finitely generated \( S(V(n)) \)-module with set of generators \( \{[x_i, x_j] : 1 \leq i < j \leq n\} \), so \( d^p_\bullet \) is surjective.

It is readily verified that \( d^n_\bullet \) is a homogeneous \( S(V(n)) \)-linear and \( so(n) \)-equivariant map of degree 0 and \( d^p_\bullet \circ d^{p+1}_\bullet = 0 \), for all \( p \in \mathbb{N}_0 \).

Furthermore, we will now prove that the complex \( P(M(n))_* \) is acyclic in positive degrees and hence a resolution of \( M(n) \). On the one hand, since \( H_*(P(M(n))) = H_{*+2}(R(M(n))) \) for \( \bullet \geq 3 \), the exactness of \( P(M(n))_* \), for \( \bullet \geq 3 \) is direct. The case \( \bullet = 2 \) is also direct, for the differential given in (3.30) is injective. The other cases, i.e. \( \bullet = 0, 1 \), can be checked as follows.

For \( \bullet = 1 \), let us consider \( z = z' + z'' \in \text{Ker}(d^1_\bullet) \) with

\[
z' = \sum_{1 \leq i < j \leq n} z_{ij} x_i \wedge x_j \wedge x_i \in S(V(n)) \otimes (\Lambda^3 V(n))[2],
\]

\[
z'' = \sum_{i=1}^{n} z_i e_i \in S(V(n)) \otimes V(n),
\]
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and thus $d^p_1(z'') \in \text{Im}(d^p_{3\text{CE}})$. Since $\text{Im}(d^p_{3\text{CE}}) = \text{Ker}(d^p_{2\text{CE}})$, we see that

$$0 = d^p_{2\text{CE}}(d^p_1(z'')) = \sum_{1 \leq i, j \leq p} (z_i x_j^2 \otimes x_i - z_i x_j x_i \otimes x_j).$$

Therefore, it turns out that $d^p_{2\text{CE}} \circ d^p_1|_{S(V(n)) \otimes V(n)} = d_2$, where $d_2$ is the differential of $C_\bullet(\text{YM}(n), S(V(n)))$ given by (2.8) and $z'' \in S(V(n)) \otimes V(n)$ belongs to the kernel of $d_2$. By Proposition 3.5 of [HS], $H_2(nm(n), S(V(n))) = 0$ and, as a consequence, there is a $w \in S(V(n))$ such that $z'' = d_2(w) = d_2^p(w \otimes c)$, so the complex $P(M(n))_\bullet$ is exact in degree 1.

The only condition left to prove for $P(M(n))_\bullet$ to be a resolution of $M(n)$ is that $\text{Ker}(d^p_0) = \text{Im}(d^p_1)$. We start observing that the following diagram

$$
\begin{array}{ccc}
S(V(n)) \otimes \Lambda^2 V(n) & \xrightarrow{d^p_0} & M(n) \\
\downarrow{d^p_{2\text{CE}}} & & \downarrow{\Phi} \\
\text{Ker}(d_1) & \xrightarrow{\pi} & \text{Ker}(d_1)/\text{Im}(d_2)
\end{array}
$$

is commutative, where $\pi$ is the canonical projection and $\Phi$ is the isomorphism of Proposition 3.6 Then, given $w \in S(V(n)) \otimes \Lambda^2 V(n), w \in \text{Ker}(d^p_0)$ if and only if there exists $w' \in S(V(n)) \otimes V(n)$ such that $d^p_{2\text{CE}}(w) = d_2(w')$. Taking into account that $d_2 = d^p_{2\text{CE}} \circ d^p_1|_{S(V(n)) \otimes V(n)}$, it turns out that $d^p_{2\text{CE}}(w) = d^p_{2\text{CE}}(d^p_1(w'))$, or, equivalently, $w - d^p_1(w') \in \text{Ker}(d^p_{2\text{CE}}) = \text{Im}(d^p_3)$. The fact that $d^p_3 = d^p_{1\text{F}}|_{M(M(n))_0}$ yields that $\text{Ker}(d^p_0) = \text{Im}(d^p_1)$.

We have thus proved the following result.

**Proposition 3.22.** Let $n \geq 3$. The complex (3.29) provided with the so(n)-equivariant differential $d^p_\bullet$ satisfying $d^p_1|_{M(M(n))} = d^p_{1\text{F}}$ and (3.30) and (3.31) is a minimal projective resolution of the graded $S(V(n))$-module $M(n)$.

Let $R$ be a graded commutative $k$-algebra, and let $N, N', M$ and $M'$ be graded $R$-modules. By mimicking [Wei], Appendix 2.7.8 and Exercise 2.7.5, the external product

$$
\text{Tor}_i^R(M, M') \otimes_R \text{Tor}_j^R(N, N') \to \text{Tor}_{i+j}^R(M \otimes_R N, M' \otimes_R N')
$$

is an $R$-linear map homogeneous of degree 0. It can be constructed as follows. If $P_\bullet \to M, P'_\bullet \to N$ and $P''_\bullet \to M \otimes_R N$ are respectively graded projective resolutions of the graded $R$-modules $M, N$ and $M \otimes_R N$, there exists a morphism $\text{Tot}(P_\bullet \otimes_R P'_\bullet) \to P''_\bullet$, unique up to chain homotopy equivalence. The external product is then induced by the morphism $\text{Tot}(P_{\bullet, 0} \otimes_R P'_{\bullet, 0} \otimes_R N) \to P''_{\bullet, 0} \otimes_R (M \otimes_R N)$.

We are interested in the case $R = S(V(n)), N = N' = S(V(n))/\langle q \rangle$ (which will still be denoted by $A$, as in Proposition 3.12), $M = M(n), i = 0$ and $j = 1$. We shall also assume that $M'$ is a graded $A$-module. By taking into account the graded $S(V(n))$-linear isomorphisms $M(n) \otimes_{S(V(n))} A \simeq M(n)$ and $M' \otimes_{S(V(n))} A \simeq M'$, we shall consider the $S(V(n))$-linear map homogeneous of degree 0

$$
\times_{p, 1}^{\nu'} : \text{Tor}^{\text{Fiso}}_{p, 1}(M(n), M') \otimes_{S(V(n))} \text{Tor}^{\text{Fiso}}_{1}(A, A) \to \text{Tor}^{\text{Fiso}}_{p+1}(M(n), M').
$$

But $\text{Tor}_{1}^{\text{Fiso}}(A, A) \simeq A$, so the previous map is in fact

$$
\times_{p, 1}^{\nu'} : \text{Tor}^{\text{Fiso}}_{p, 1}(M(n), M') \to \text{Tor}^{\text{Fiso}}_{p+1}(M(n), M').
$$

We take $P_\bullet = P'_\bullet = P(M(n))_\bullet$ and $P''_\bullet$ given by (3.13) with $\nu = \nu'$ of degree $d = 2$. In this case we must find a chain map $t_\bullet : \text{Tot}(P(M(n)))_\bullet \otimes_{S(V(n))} P''_\bullet \to P(M(n))_\bullet$.

Since $P''_\bullet$ consists of only two non-zero terms, the double complex $C_{p, q} = P(M(n))_p \otimes_{S(V(n))} P'_q$ has only two non-trivial rows $q = 0, 1$. We define the morphism $t_\bullet$ as follows. In the first place, if $v \in C_{p, 0} = P(M(n))_p \otimes_{S(V(n))} S(V(n)) \simeq P(M(n))_p$, let $t_p(v \otimes 1_A) = v$. Suppose now that $p \geq 1$ and $v' \in C_{p-1, 1} = P(M(n))_{p-1} \otimes_{S(V(n))} S(V(n))[-2] \simeq P(M(n))_{p-1}[1][−2]$. There is an isomorphism $P(M(n))_p \simeq R(M(n))_{p+1} \oplus C_p$ as graded $S(V(n))$-modules, where $C_1 = S(V(n)) \otimes V(n), C_2 = S(V(n)) \otimes [k[−2]]$ and the other ones are trivial. Consider an $S(V(n))$-linear map $s_\bullet : P(M(n))_{p-1}[1] \to P(M(n))_\bullet$ homogeneous of degree 0 for $\bullet \in \mathbb{N}$ and represented in matrix form as follows

$$
s_\bullet = \begin{pmatrix}
    s_{1, 1} & s_{1, 2} \\
    s_{2, 1} & s_{2, 2}
\end{pmatrix}.
$$
where $s^i_*$ are maps of graded $S(V(n))$-modules defined as follows:

$$s^1_1: R(M(n))_{p+1}[-2] \to R(M(n))_{p+2}$$

$$z \otimes x_i \wedge \cdots \wedge x_{j+1} \mapsto \sum_{i=1}^n z x_i \otimes (x_i \wedge x_{i+1} \wedge \cdots \wedge x_{j+1}),$$

$$s^2_1: S(V(n)) \otimes (A^2 \wedge V(n)) \to S(V(n)) \otimes V(n)$$

$$z \otimes x_g \wedge x_h \mapsto (z x_g \otimes x_h - z x_h \otimes x_g),$$

and $s^2_p = 0$, for $p \geq 1$. Also,

$$s^2_2: S(V(n)) \otimes V(n)[-2] \to S(V(n)) \otimes (k[-2])$$

$$z \otimes e \mapsto z \otimes c,$$

and $s^2_2 = 0$, if $p \neq 2$. Finally, $s^1_p = 0$, for all $p \in \mathbb{N}$.

It is trivially verified that $s_*$ satisfies $s_{p+1} \circ s_* = 0$, $d \circ s + s \circ d = q$, and the external product $\times^M_{p,1}$ coincides with the morphism induced in homology by $id_M \otimes S(V(n)) s_{p+1}$, for $p \in \mathbb{N}_0$.

We have the following simple result.

**Proposition 3.23.** Let

$$x = \sum_{i=1}^n (x_i \otimes 1 - 1 \otimes x_i) \otimes x_i \in A \otimes A \otimes V(n)$$

be a cycle of the Chevalley-Eilenberg complex for the homology of $V(n)$ with coefficients in $A \otimes A$. It is a generator of $\text{Tor}^1_{S(V(n))}(A, A)$ as an $S(V(n))$-module.

**Proof.** It is easily verified that $x$ is a cycle. Also, since there are no boundaries for $\text{Tor}_{1,2}^{S(V(n))}(A, A)$, by degree reasons, it cannot be a boundary. Since $x$ has internal degree 2 and $\text{Tor}^1_{S(V(n))}(A, A) \simeq A[-2]$, $x$ must be a generator of the $S(V(n))$-module $\text{Tor}^1_{S(V(n))}(A, A)$.

The previous proposition yields a useful description of the image of $x_{0,1}^{M_{V(n)}}$.

**Corollary 3.24.** The image of $x_{0,1}^{M_{V(n)}}$ is the set of elements of degree $j \geq 2$ in $H_1(V(n), M(n) \otimes M(n))$ of the form

$$\sum_{i=1}^n \sum_{l \in L} (m_i x_i \otimes m'_i - m_i \otimes m'_i x_i) \otimes x_i,$$

for $L$ a finite set of indices and $m_i, m'_i \in M(n)$ homogeneous of degrees $d_i$ and $d'_i$, such that $d_i + d'_i = j - 2$, for all $l \in L$. These elements will be called generic.

**Proof.** By the previous proposition,

$$\sum_{i=1}^n (x_i \otimes 1 - 1 \otimes x_i) \otimes x_i$$

is a homogeneous generator of the graded $S(V(n))$-module $\text{Tor}^1_{S(V(n))}(A, A)$. Since the morphism $x_{0,1}^{M_{V(n)}}$ is $S(V(n))$-linear homogeneous of degree 2, the elements of its image are of the prescribed form.

We want to describe the kernel and cokernel of the map $x_{0,1}^{M_{V(n)}}$. As $\text{Tor}^1_{S(V(n))}(A, A) \simeq A[-2]$, it has homogeneous components of degree greater than or equal to 2. By degree reasons, the cokernel of the external product for $M' = M(n)$ contains the homogeneous component of internal degree 1 of $\text{Tor}^1_{S(V(n))}(M(n), M(n))$, which is an $\mathbb{N}$-graded $S(V(n))$-module by the Koszul property of $M(n)$.

In this case, we can consider the following mixed complex of (non graded) $A$-modules $B(M')_* = M' \otimes S(V(n)) P(M(n))_*$, with vertical differential $id_M \otimes d^c_*$ and horizontal differential $id_M \otimes S(V(n)) s_{*+1}$. Since $q$ acts by zero on any $A$-module, the previous conditions imply that $(B(M'), d_*, s_{*+1})$ satisfies the definition of a mixed complex (see [Kai]). We recall that the first quadrant Connes’ double complex associated to the previous mixed complex is defined
as $B(M')_{p,q} = B(M')_{q,p}$ if $0 \leq p \leq q$ and zero otherwise, $H_k(B(M'))$ denotes the usual vertical homology of $B(M'_\bullet)$, and the homology of its total complex is called the cyclic homology $HC_\bullet(B(M'))$ of the mixed complex $B(M'_\bullet)$.

The filtration by columns of Connes’ double complex yields the so-called Connes’ spectral sequence, which also gives that $HC_0(B(M')) \cong H_0(B(M'))$ and that the first cyclic homology group $HC_1(B(M'))$ fits in the low degree exact sequence of $A$-modules (see [Wei], 9.8.6)

$$H_1(B(M')) \to H_2(B(M')) \to HC_2(B(M')) \to H_0(B(M')) \to H_1(B(M')) \to HC_1(B(M')) \to 0,$$

(3.33)

where the first and the fourth map are induced by $id_M \otimes s_2$ and $id_M \otimes s_1$, respectively. So, $HC_1(B(M'))$ is isomorphic to the cokernel of the map $\times_{0,1}$ (without considering the grading). When dealing with these mixed complexes we will not take into account any grading.

If $0 \to M'_1 \to M'_2 \to M'_1 \to 0$ is a short exact sequence of $A$-modules, it induces in turn a short exact sequence of mixed complexes $0 \to B(M'_1) \to B(M'_2) \to B(M'_1) \to 0$, so a short exact sequence of the corresponding total complexes (see [Wei], Exercise 1.3.6) and hence a long exact sequence of cyclic homologies

$$\cdots \to HC_p(B(M'_1)) \to HC_p(B(M'_2)) \to HC_p(B(M'_3)) \to HC_{p-1}(B(M'_1)) \to \cdots$$

If $M' = A$, the total complex $\text{Tot}(P(M(n)) \otimes S(V(n)))$ computes $HC_{\bullet+A}(M(n), A)$, which can also be computed from any of the complexes $M(n) \otimes S(V(n))$ or $P(M(n)) \otimes S(V(n)) \otimes A$. Moreover, the canonical projections from the total complex to either $M(n) \otimes S(V(n))$ or $P(M(n)) \otimes S(V(n)) \otimes A$ are quasi-isomorphisms. By diagram chasing arguments, the component of the quasi-isomorphism from $M(n) \otimes S(V(n))$ to $P(M(n)) \otimes S(V(n)) \otimes A$ passing through $\text{Tot}(P(M(n)) \otimes S(V(n)))$ in degree $e = 1$ is induced by $(\pi_A \otimes id_{P(n)}) \otimes s_1$, for $\pi_A : S(V(n)) \to A$ the canonical projection. This implies that $\times_{0,1}$ is an isomorphism.

On the other hand, the associated mixed complex $B(A, \bullet)$ has only vertical homology $H_0(B(A))$ and $H_1(B(A))$ and the first term of the Connes’ spectral sequence $E^1_{p,q} = H_{p,q}(B(A))$ for $B(A, \bullet)$ satisfies that $d^1_{p,q} : E^1_{p,q} \to E^1_{p+1,q}$ coincides with $\times_{0,1}$, hence it is an isomorphism. As a consequence, $HC_*^A(B(A)) = 0$, for $\bullet \geq 1$.

The short exact sequence of graded $A$-modules $0 \to A_* \to A \to k \to 0$ (where $A_*$ is the irrelevant ideal of $A$) implies that $HC_\bullet(B(A_*)) \cong HC_{\bullet+A}(B(k))$, for $\bullet \geq 1$. It is direct to check that $HC_3(B(k)) \cong \Lambda^3 V(n) \oplus \Lambda^3 V(n) \oplus V(n)$ and $HC_4(B(k)) \cong \Lambda^4 V(n) \oplus \Lambda^4 V(n) \oplus \Lambda^2 V(n) \oplus k$, since all morphisms of $B(k)$ are zero. It follows that $HC_5(B(A_*)) \cong \Lambda^5 V(n) \oplus \Lambda^5 V(n) \oplus \Lambda^4 V(n) \oplus \Lambda^2 V(n) \oplus k$.

The long exact sequence of cyclic homology obtained from the short exact sequence of graded $A$-modules given by (3.15), is given by

$$0 \to HC_1(B(\Omega M_{1/k})) \to HC_0(B(A[-2])) \to HC_0(B(A[1]^\bullet]) \to HC_0(B(\Omega A_{1/k})) \to 0.$$ 

It is directly verified that $HC_0(B(A[1]^\bullet])) \cong M(n)[-2]$, $HC_0(B(A[1]^\bullet])) \cong M(n)[-1]^\bullet$ and, under these identifications, the map $HC_0(B(A[-2])) \to HC_0(B(A[-1]^\bullet]))$ coincides with $w \mapsto \sum_{i=1}^n w_i \otimes x_i$ and it is injective, since ann$_{W(n)}(x_i) = 0$ for all $i = 1, \ldots, n$ (see Prop. 3.11), implying that $HC_1(B(\Omega M_{1/k})) = 0$. Since $HC_*^A(B(A_*)) = 0$, for $\bullet \geq 1$, we find that $HC_*^A(B(\Omega M_{1/k})) = 0$, for $\bullet \geq 2$. Hence, the long exact sequence of cyclic homology obtained from the short exact sequence of graded $A$-modules given by (3.14) assures that $HC_2(B(A_*)) = HC_1(B(M(n)))$, so $HC_1(B(M(n))) \cong \Lambda^5 V(n) \oplus \Lambda^5 V(n) \oplus \Lambda^2 V(n) \oplus k$. Moreover, Theorem 3.15 tells us that $H_2(B(M(n))) \cong H_2(V(n), M(n) \otimes k) \cong \Lambda^2 V(n)$, so, from the proof of Proposition 4.17 in the next section, we obtain that the homology classes of the cycles

$$\sum_{\sigma \in S_n} \epsilon(\sigma)[x_{i_1}\otimes x_{i_2}] \otimes [x_{i_3}\otimes x_{i_4}] \otimes [x_{i_5}\otimes x_{i_6}] \wedge x_{i_7}, 1 \leq i_1 < i_2 < i_3 < i_4 < i_5 < i_6 \leq n$$

provide a basis composed of elements of degree 2 of $H_2(V(n), M(n) \otimes k)$. Since the second map of the low degree exact sequence (3.33) is induced by the inclusion of the complex $(B(M(n))_{\bullet,2})$ in $\text{Tot}(B(M(n)))_{\bullet,2}$ and the components of the boundaries of $\text{Tot}(B(M(n)))_{\bullet,2}$ in $B(M(n))_{\bullet,2}$ have degree strictly greater than 2, we deduce that the previous list of homology classes is also linearly independent when considered in $\text{Tot}(B(M(n)))_{\bullet,2}$, and therefore, the second map of long exact sequence (3.33) is injective and the kernel of the map $\times_{0,1}$ is isomorphic to $\Lambda^2 V(n) \oplus \Lambda^2 V(n) \oplus k$ as $k$-vector spaces.

We shall first give an explicit description of the cokernel of the external product.
**Proposition 3.25.** Let \( n \geq 3 \). There is a sequence of \( k \)-vector space isomorphisms

\[
\text{Coker}(\mathcal{X}_{0,1}^{\text{sh}}) \cong \text{Tor}^{\text{sh}}_{1,1}(M(n), M(n)) \cong \Lambda^5 V(n) \oplus \Lambda^3 V(n) \oplus V(n),
\]
where we consider for each direct summand of \( \text{Tor}^{\text{sh}}_{1,1}(M(n), M(n)) \) the following bases given by the homology classes of the cycles of the Chevalley-Eilenberg complex \( C_1(V(n), M(n) \otimes S(V(n)) \otimes M(n)) \):

(i) for \( V(n) \):

\[
\left\{ \sum_{1 \leq i < j \leq n} [x_i, x_j] \otimes [x_i, x_j] + \sum_{1 \leq i < j \leq n} ([x_i, x_j] \otimes [x_i, x_j] + [x_i, x_j] \otimes [x_i, x_j]) \right\}_{1 \leq i < j \leq n},
\]

(ii) for \( \Lambda^3 V(n) \):

\[
\left\{ \sum_{1 \leq i < j < k \leq n} \varepsilon(\sigma) ([x_{i(1)}, x_{i(2)}] \wedge [x_{i(1)}, x_i] \otimes [x_i, x_j] \wedge [x_i, x_j]) \right\}_{1 \leq i < j < k \leq n},
\]

(iii) for \( \Lambda^5 V(n) \):

\[
\left\{ \sum_{\sigma \in S_3} \varepsilon(\sigma) [x_{i(1)}, x_{i(2)}] \otimes [x_{i(1)}, x_{i(2)}] \otimes [x_{i(3)}, x_{i(3)}] \right\}_{1 \leq i_1 < i_2 < i_3 \leq n}.
\]

**Proof.** The fact that these classes are cycles of the Chevalley-Eilenberg complex is direct but rather tedious to check. Also, it is easy to see that they all belong to

\[
(C_1(V(n), M(n) \otimes S(V(n)) \otimes M(n)))_1 = M(n)_0 \otimes M(n)_0 \otimes V(n) = \Lambda^2 V(n) \otimes \Lambda^2 V(n) \otimes V(n),
\]
where there are no boundaries by degree reasons. We leave the simple but rather long proof that they all form a linearly independent set, which mostly depends on degree reasons.

On the other hand, since

\[
\Lambda^3 V(n) \oplus \Lambda^3 V(n) \oplus V(n) = \text{Coker}(\mathcal{X}_{0,1}^{\text{sh}}) \cong \text{Tor}^{\text{sh}}_{1,1}(M(n), M(n)) \cong \Lambda^5 V(n) \oplus \Lambda^3 V(n) \oplus V(n),
\]
all previous inclusions must be equalities and the proposition follows. \( \square \)

Finally, we will provide an explicit description of the kernel of the external product.

**Proposition 3.26.** Let \( n \geq 3 \). There is an isomorphism of graded \( k \)-vector spaces, homogeneous of degree 0,

\[
\text{Ker}(\mathcal{X}_{0,1}^{\text{sh}}) \cong \Lambda^4 (V(n)[1]) \oplus \Lambda^2 (V(n)[1]) \oplus k,
\]
where we consider for each direct summand the bases given by the homology classes of the following cycles of the Chevalley-Eilenberg complex \( C_0(V(n), M(n) \otimes S(V(n)) \otimes M(n)) \):

(i) for \( k \):

\[
\left\{ \sum_{1 \leq i < j \leq n} [x_i, x_j] \otimes [x_i, x_j] \right\},
\]

(ii) for \( \Lambda^2 V(n) \):

\[
\left\{ \sum_{i=1}^n [x_i, x_i] \wedge [x_i, x_i] \right\}_{1 \leq i < j \leq n},
\]

(iii) for \( \Lambda^4 V(n) \):

\[
\left\{ \sum_{\sigma \in S_4} \varepsilon(\sigma) [x_{i(1)}, x_{i(2)}] \otimes [x_{i(1)}, x_{i(2)}] \otimes [x_{i(3)}, x_{i(4)}] \right\}_{1 \leq i_1 < i_2 < i_3 < i_4 \leq n}.
\]
Proof. As in the proof of the previous proposition, it is direct but tedious to verify that these classes are cycles of the Chevalley-Eilenberg complex. Also, it is easy to see that they all belong to

\[(\mathcal{C}_0(V(n), M(n) \otimes S(V(n)) M(n)))_0 = M(n)_0 \otimes M(n)_0 = \Lambda^2 V(n) \otimes \Lambda^2 V(n),\]

that they belong to \(\text{Ker}(\times_{j=0}^n)\) and that they all form a linearly independent set, always using degree considerations. Finally, since

\[\Lambda^4(V(n)[1]) \oplus \Lambda^2(V(n)[1]) \oplus k = \text{Ker}(\times_{j=0}^n) \supseteq \text{Tor}_{0,0}^i(M(n), M(n)) \supseteq \Lambda^4(V(n)[1]) \oplus \Lambda^2(V(n)[1]) \oplus k,\]

all the inclusions must be equalities and the proposition follows. \(\square\)

Remark 3.27. It is clear that \(k \oplus \Lambda^4(V(n)[1]) \subseteq H_0(V(n), S^2 M(n))\) and \(\Lambda^2(V(n)[1]) \subseteq H_0(V(n), \Lambda^2 M(n))\). It is not difficult to find exactly which irreducible so(n)-representations among the ones given for the decomposition of \(H_{0,0}(V(n), M(n)^{0,0})\) in Corollary 3.29 belong to \(H_{0,0}(V(n), S^2 M(n))\) or \(H_{0,0}(V(n), \Lambda^2 M(n))\). On the one hand, we recall that if \(\lambda\) is a dominant weight and \(\alpha\) a positive root of so(n) such that \(\lambda(H_{\alpha}) \neq 0\), then \(\Gamma_{2,1} \subseteq S^2 \Gamma_{1,1}\) and \(\Gamma_{2,1-l} \subseteq \Lambda^2 \Gamma_{1,1}\) (see [FH], Exercise 25.32). First, applying the previous fact to \(\lambda = L_1\) for \(n = 3\), we see that

\[\Gamma_{2,1} \subseteq H_{0,0}(V(n), S^2 M(n)),\]

and secondly, to \(\lambda = L_1 + L_2\) for \(n \geq 4\), we find that

\[\Gamma_{2,1} \subseteq H_{0,0}(V(n), S^2 M(n)).\]

Also, for a suitable \(\alpha\) in each case, we conclude that

\[\Gamma_{2,1} \subseteq H_{0,0}(V(n), \Lambda^2 M(n)), \quad \text{if } n = 5,\]

\[\Gamma_{2,1} \subseteq H_{0,0}(V(n), \Lambda^2 M(n)), \quad \text{if } n = 6,\]

\[\Gamma_{2,1} \subseteq H_{0,0}(V(n), \Lambda^2 M(n)), \quad \text{if } n \geq 7.\]

Using a dimension argument, it is not difficult to check that, for \(n \geq 5\), \(H_{0,0}(V(n), \Lambda^2 M(n)) \cong \Lambda^2 V(n)[1] \cong \Lambda^2 V(n)[1]\) is the direct sum of \(\Lambda^2 V(n)[1]\) and the modules appearing in the previous list, in each case (see [FH], Eq. (24.29) and (24.41)). The same argument implies that \(H_{0,0}(V(n), \Lambda^2 M(n)) \cong \Lambda^2 V(n)[1] \cong \Lambda^2 V(n)[1]\) is the direct sum of \(\Lambda^2 V(n)[1]\) and \(\Gamma_{2,1}\), for \(n = 4\). Finally, for \(n = 3\), \(H_{0,0}(V(n), \Lambda^2 M(n))\) is isomorphic to \(\Lambda^2 V(n)[1]\).

As a consequence of Corollary 3.20 and Proposition 3.25, we may obtain the following corollary, which corrects the one stated in [Mov], Corollary 21.

Corollary 3.28. Let \(n \geq 3\). The graded \(S(V(n))-\text{module} W(n)^{0i}\) is free (or projective, or flat) if and only if \(i > \max(2, (n - 1)/2)\).

Proof. Since \(W(n)^{0i}\) is a bounded below graded \(S(V(n))-\text{module}, it is free (or projective, or flat) if and only if \(H_i(V(n), W(n)^{0i})\) vanishes for all \(i > 0\) (see [Ber], Prop. 2.3 and Cor. 2.4). By Theorem 3.15 we see that this is never the case for \(i = 1\). Moreover, Proposition 3.25 implies that \(H_1(V(n), W(n)^{0i})\) does not vanish, so we assume that \(i \geq 3\).

Theorem 3.15 tells us that, if \(p \geq 2\), then \(H_p(V(n), W(n)^{0i}) \cong \Lambda^{p+2i} V(n)\) vanishes if and only if \(p + 2i > n\), i.e. \(i > (n - p)/2\). Hence, the collection of homology groups \(\{H_p(V(n), W(n)^{0i})\}_{p=2}^\infty\) vanish if and only if \(i > (n - 2)/2\).

Finally, by Corollary 3.20 \(H_2(\text{Ext}(n), W(n)^{0i}) = 0\) for \(i \geq 2\), which implies that the map \(S_{1}^{2} : H_2(V(n), W(n)^{0i}) \rightarrow H_1(V(n), W(n)^{0i})\) is an isomorphism. Therefore, there is an isomorphism \(H_1(V(n), W(n)^{0i}) \cong \Lambda^{3+2(i-1)} V(n)\), for \(i \geq 3\). Then, \(H_1(V(n), W(n)^{0i}) = 0\) if and only if \(1 + 2i > n\), i.e. \(i > (n - 1)/2\). The corollary is thus proved. \(\square\)

Remark 3.29. Since \(M(2) = W(2)[2]\) is isomorphic to the trivial admissible \(S(2))-\text{module} (see Proposition 3.24), it is not hard to see that Theorem 3.15, Propositions 3.16 and 3.19, and Corollaries 3.20 and 3.28 are not true if \(n = 2\). Nevertheless, it may be directly verified that Propositions 3.18, 3.23 and 3.26 are valid even if \(n = 2\).
4 The cohomology $H^\bullet(\eta\mathfrak{m}(n), \text{Ker}(\epsilon_{\eta\mathfrak{m}(n)}))$

In this section we shall compute the cohomology groups $H^0(\eta\mathfrak{m}(n), \text{Ker}(\epsilon_{\eta\mathfrak{m}(n)}))$ and $H^1(\eta\mathfrak{m}(n), \text{Ker}(\epsilon_{\eta\mathfrak{m}(n)}))$, which will be used in the next section in order to determine the first Hochschild cohomology group of the Yang-Mills algebra $\text{YM}(n)$, for $n \geq 3$. From now on, we shall assume that $n \geq 3$, unless otherwise stated. All morphisms will also be $\mathfrak{so}(n)$-equivariant, unless we state the contrary.

4.1 Analysis of the spectral sequence

To simplify notation, we shall denote the augmentation ideal $\text{Ker}(\epsilon_{\eta\mathfrak{m}(n)})$ simply by $I$.

Let us consider the increasing filtration $F_\bullet I$ of admissible $\eta\mathfrak{m}(n)$-modules of $I$ given by

$$F_p I = \begin{cases} I, & \text{if } p \geq -1, \\ I^{-p}, & \text{if } p \leq -2. \end{cases}$$

The previous filtration is exhaustive and Hausdorff and it induces an exhaustive and Hausdorff increasing filtration $F_\bullet C_\bullet(\text{YM}(n), I)$ on the complex $C_\bullet(\text{YM}(n), I)$, with $F_\bullet C_\bullet(\text{YM}(n), I) = C_\bullet(\text{YM}(n), F_\bullet I)$. Therefore, we obtain a spectral sequence whose zeroth term is

$$E^0_{p,q} = F_p C_{p+q}/F_{p-1} C_{p+q} \simeq C_{p+q}(\text{YM}(n), F_p I)/C_{p+q}(\text{YM}(n), F_{p-1} I) \simeq C_{p+q}(\text{YM}(n), F_p I/F_{p-1} I).$$

Moreover, the isomorphism of graded algebras $\text{TYM}(n) \simeq TW(n)$ yields an isomorphism of admissible $\eta\mathfrak{m}(n)$-modules

$$F_p I/F_{p-1} I = \begin{cases} I^{-p}/I^{-p+1} \simeq W(n)^{\otimes(-p)}, & \text{if } p \leq -1, \\ 0, & \text{if } p \geq 0. \end{cases}$$

Son the initial term of the spectral sequence may be written as

$$E^0_{p,q} \simeq C_{p+q}(\eta\mathfrak{m}(n), F_p I/F_{p-1} I) \simeq \begin{cases} C_{p+q}(\eta\mathfrak{m}(n), W(n)^{\otimes(-p)}), & \text{if } p \leq -1, \\ 0, & \text{if } p \geq 0. \end{cases}$$

As a consequence,

$$E^1_{p,q} \simeq \begin{cases} H_{p+q}(\eta\mathfrak{m}(n), W(n)^{\otimes(-p)}), & \text{if } p \leq -1, \\ 0, & \text{if } p \geq 0. \end{cases}$$

By Corollary 3.20, $H_2(\eta\mathfrak{m}(n), W(n)^{\otimes i}) = 0$, for $i \geq 2$, so we see that $E^1_{p,2-p} = 0$, for all $p \in \mathbb{Z} \setminus \{-1\}$. Also, Proposition 3.16 tells us that $H_3(\eta\mathfrak{m}(n), W(n)^{\otimes i}) = 0$, for $i \geq 1$, so we have that $E^1_{p,3-p} = 0$, for all $p \in \mathbb{Z}$. Furthermore, $H_j(\eta\mathfrak{m}(n), W(n)^{\otimes i}) = 0$ for $j \notin \{0, 1, 2, 3\}$ and $i \in \mathbb{N}_0$, so by Corollary 3.28, the spectral sequence is bounded and therefore convergent. Thus, $H_3(\eta\mathfrak{m}(n), I) = 0$.

We may present the previous results in a pictorial way.
We shall study the differential

\[ d^1_{-1,3} : E^1_{-1,3} = H_2(\eta m(n), W(n)) \to H_1(\eta m(n), W(n)^{\otimes 2}) = E^1_{-2,3}. \]

We will see in Proposition 4.9 that the kernel of the map \( d^1_{-1,3} \) is exactly \( V(n)[-4] \), for which a basis was given in Proposition 3.25 and Corollary 3.24. This implies that \( E^2_{-1,3} \approx V(n)[-4] \). Hence, \( H_2(\eta m(n), I) \) is a subquotient of \( V(n)[-4] \). However, since the spectral sequence is defined in the category of \( \mathfrak{s}\mathfrak{o}(n) \)-modules, \( H_2(\eta m(n), I) \) must be a subquotient as an \( \mathfrak{s}\mathfrak{o}(n) \)-module. As \( V(n)[-4] \) is an irreducible \( \mathfrak{s}\mathfrak{o}(n) \)-module, \( H_2(\eta m(n), I) \) can only be \( V(n)[-4] \) or trivial. This last possibility is impossible, due to the fact that, given \( i = 1, \ldots, n \), the homology classes of the cycles

\[ \sum_{i=1}^{n} [x_i, x_i] \otimes x_i \in C_2(\eta m(n), t\eta m(n)) \subseteq C_2(\eta m(n), I) \]

considered in Lemma 4.2 form a linearly independent set, by internal weight reasons.

Therefore, we have proved the following theorem.

**Theorem 4.1.** If \( n \geq 3 \), \( H_2(\eta m(n), \text{Ker}(\epsilon_{\eta m(n)})) = H_2(\eta m(n), t\eta m(n)) \) is isomorphic to \( V(n)[-4] \) as a graded \( \mathfrak{s}\mathfrak{o}(n) \)-module and \( H_3(\eta m(n), \text{Ker}(\epsilon_{\eta m(n)})) \) vanishes.

### 4.2 Computation of the kernel of \( d^1_{-1,3} \)

In this subsection we shall prove that \( \text{Ker}(d^1_{-1,3}) \approx V(n)[-4] \).

We recall the isomorphism of admissible \( \eta m(n) \)-modules \( W(n)^{\otimes 2} \approx \Lambda^2 W(n) \oplus S^2 W(n) \), and the surjective map \( B'_1 : H_2(V(n), W(n)^{\otimes 2}) \to H_2(\eta m(n), W(n)) \) given in Theorem 3.13 (see Proposition 3.18). If we define the homology groups

\[ H_{2,r}(\eta m(n), W(n)) = \text{Im}(B'_1|_{H_2(V(n), S^2 W(n))}) \]

and

\[ H_{2,a}(\eta m(n), W(n)) = \text{Im}(B'_1|_{H_2(V(n), \Lambda^2 W(n))}) \]

it turns out that \( H_2(\eta m(n), W(n)) = H_{2,r}(\eta m(n), W(n)) + H_{2,a}(\eta m(n), W(n)) \).

The following lemmas will be useful in the sequel.

**Lemma 4.2.** The image under \( B'_1 \) of the homology classes of the cycles \( x \) in \( W(n)^{\otimes 2} \otimes V(n) \) considered in Corollary 3.24 and Proposition 3.25 is described as follows.
(V(n)-type component) Given \( l, \) with \( 1 \leq l \leq n, \) and
\[
x = \sum_{1 \leq i, j \leq n} [x_i, x_j] \otimes [x_i, x_j] \otimes x_l + \sum_{1 \leq i, j \leq n} ([x_i, x_j] \otimes [x_i, x_j] \otimes x_j + [x_i, x_j] \otimes [x_i, x_j] \otimes x_j),
\]
\( B'_i(\bar{x}) \) is the homology class of the cycle \( \sum_{j=1}^{n} [x_i, x_j] \otimes x_j \in C_2(\text{YM}(n), W(n)). \)

(\( \Lambda^3 \text{V}(n) \)-type component) Given \( i_1, i_2, i_3 \) such that \( 1 \leq i_1 < i_2 < i_3 \leq n, \) and
\[
x = \sum_{l=1}^{n} \sum_{\sigma \in S_3} \varepsilon(\sigma) ([x_{i_1}, x_{i_2}, x_{i_3}] \otimes [x_{i_1}, x_{i_2}, x_{i_3}] \otimes x_l) + \sum_{l=1}^{n} \sum_{\sigma \in S_3} \varepsilon(\sigma) ([x_{i_1}, x_{i_2}, x_{i_3}] \otimes [x_{i_1}, x_{i_2}, x_{i_3}] \otimes x_l),
\]
\( B'_i(\bar{x}) \) is the homology class of the cycle \( \sum_{\sigma \in S_3} [x_{i_1}, x_{i_2}, x_{i_3}] \otimes x_{i_1} \in C_2(\text{YM}(n), W(n)). \)

(\( \Lambda^5 \text{V}(n) \)-type component) Given \( i_1, i_2, i_3, i_4, i_5 \) such that \( 1 \leq i_1 < i_2 < i_3 < i_4 < i_5 \leq n, \) and
\[
x = \sum_{\sigma \in S_5} \varepsilon(\sigma) [x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}, x_{i_5}] \otimes [x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}, x_{i_5}],
\]
\( B'_i(\bar{x}) \) vanishes.

(generic-type component) If \( x \) is a generic cycle of the form
\[
x = \sum_{i=1}^{n} (wx_i \otimes [x_i, x_j] - w \otimes [x_i, x_j]x_i) \otimes x_i,
\]
then \( B'_i(\bar{x}) \) is the homology class of the cycle \( \sum_{i=1}^{n} \sum_{\sigma \in S_5} \varepsilon(\sigma) [x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}, x_{i_5}] \otimes [x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}, x_{i_5}] \) and an
\( \Delta \) : \( W(n) \to \text{YM}(n) \)
\[
\Delta(w) = \sum_{i=1}^{n} x_i \rho_i^2(w) + \rho_i^2(x_i w) + \tilde{w},
\]
where \( \rho_i^2 \) is given by (3.2) and \( \tilde{w} \in \oplus_{p \geq 3} \text{ym}(n)^p. \)

Lemma 4.3. If \( p_2 : \text{ym}(n) \to \text{ym}(n)^2 \) denotes the canonical projection, then
\[
p_2(\sum_{i=1}^{n} [x_i, [x_i, \ldots, [x_i, [x_p, x_q]] \ldots]]])
\[
= 2 \sum_{i=1}^{n} [x_i x_i \ldots x_i, [x_i, x_i, \ldots, x_i, x_p, x_q]] + 2 \sum_{i=1}^{n} x_i \ldots x_i, [x_i, x_p], [x_i, x_q]],
\]
for all \( r \in \mathbb{N}_0. \)

Proof. We proceed by induction. In the first place, using the Yang-Mills relations and, it is not hard to prove that
\[
\Delta([x_i, x_j]) = 2 \sum_{l=1}^{n} [[x_i, x_l], [x_l, x_j]].
\]
We must now show a similar expression for \( \Delta(\vec{x}[x_p, x_q]) \), for \( |\vec{r}| > 0 \), where \( \vec{x} = x_{i_1} \ldots x_{i_r} \) and \( |\vec{r}| = r \geq 1 \). In order to do so we consider the element in \( \text{tym}(n) \)

\[
\sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, x_{i_r}, [x_p, x_q]]]] (4.3)
\]

whose component in \( \text{tym}(n)^2 \) is obtained by replacing in the previous expression \( [x_l, \cdot] \) by \( x_l(-) + \rho^2_l(-) \), and which gives

\[
\Delta(\vec{x}[x_p, x_q]) + \sum_{h=1}^{r} \sum_{l=1}^{n} x_l^2 x_{i_1} \ldots x_{i_h} \rho^2_l(x_{i_{h+1}} \ldots x_{i_r}, [x_p, x_q]). \quad (4.4)
\]

On the other hand, using the Jacobi identity and the Yang-Mills relations \(2.3\), the element \(4.3\) may be rewritten as

\[
\sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, x_{i_r}, [x_p, x_q]]]]
\]

\[
= \sum_{h=1}^{r} \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_{i_h}, x_{i_{h+1}}, \ldots, x_{i_r}, [x_p, x_q]]], \ldots]] + \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_p, x_q]]], \ldots]]
\]

\[
= \sum_{h=1}^{r} \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_{i_h}, x_{i_{h+1}}, \ldots, x_{i_r}, [x_p, x_q]]], \ldots]] + 2 \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_p, x_q]]], \ldots]] + \sum_{h=1}^{r} \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_{i_h}, x_{i_{h+1}}, \ldots, x_{i_r}, [x_p, x_q]]], \ldots]]
\]

Furthermore, the same relations may be used to further simplify as follows

\[
\sum_{h=1}^{r} \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_{i_h}, x_{i_{h+1}}, \ldots, x_{i_r}, [x_p, x_q]]], \ldots]]
\]

\[
= \sum_{h=1}^{r} \sum_{l=1}^{n} \sum_{g=1}^{h} [x_{i_1}, \ldots, [x_{i_g}, x_{i_{g+1}}, \ldots, x_{i_h}, [x_p, x_q]], \ldots, \ldots]] + \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_p, x_q]]], \ldots]] + \sum_{h=1}^{r} \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_{i_h}, x_{i_{h+1}}, \ldots, x_{i_r}, [x_p, x_q]]], \ldots, \ldots]]
\]

which also coincides with

\[
\sum_{h=1}^{r} \sum_{l=1}^{n} \sum_{g=1}^{h} [x_{i_1}, \ldots, [x_{i_g}, x_{i_{g+1}}, \ldots, x_{i_h}, [x_p, x_q]], \ldots, \ldots]] + \sum_{h=1}^{r} \sum_{l=1}^{n} \sum_{g=h+1}^{r} [x_{i_1}, \ldots, [x_{i_h}, x_{i_{h+1}}, \ldots, x_{i_g}, [x_p, x_q]], \ldots, \ldots]]
\]

\[
+ \sum_{l=1}^{n} [x_l, [x_l, [x_{i_1}, \ldots, [x_p, x_q]]], \ldots]]
\]
Hence,
\[
\sum_{h=1}^{r} \sum_{l=1}^{n} [x_t, [x_{i_1}, \ldots, [x_{i_r}, x_{i_h}], \ldots, [x_{i_r}, x_{i_q}]] \ldots] 
- \sum_{h=1}^{r} \sum_{l=1}^{n} [x_{i_1}, \ldots, [[x_{i_r}, x_{i_h}], \ldots, [x_{i_r}, x_{i_q}]] \ldots] \in \bigoplus_{p \geq 2} \text{sym}(n)^p.
\]

Therefore, we have proved that
\[
\sum_{l=1}^{n} [x_t, [x_{i_1}, \ldots, [x_{i_r}, x_{i_q}]] \ldots] = 2 \sum_{h=1}^{r} \sum_{l=1}^{n} [x_t, [x_{i_1}, \ldots, [[x_{i_r}, x_{i_h}], \ldots, [x_{i_r}, x_{i_q}]] \ldots]]
+ 2 \sum_{l=1}^{n} [x_{i_1}, \ldots, [[x_{i_r}, x_{i_q}], [x_{i_r}, x_{i_q}]] \ldots] + \tilde{w},
\]
where \(\tilde{w} \in \bigoplus_{p \geq 2} \text{sym}(n)^p\). Then, we see that
\[
p_2(\sum_{l=1}^{n} [x_t, [x_{i_1}, \ldots, [x_{i_r}, x_{i_q}]] \ldots])) = 2 \sum_{h=1}^{r} \sum_{l=1}^{n} x_t x_{i_1} \ldots [[x_{i_r}, x_{i_q}], \ldots, [x_{i_r}, x_{i_q}]] + 2 \sum_{l=1}^{n} x_t [[x_{i_r}, x_{i_q}], [x_{i_r}, x_{i_q}]]
\]
and the lemma is thus proved. \(\square\)

The following proposition is a consequence of the previous lemmas.

**Proposition 4.4.** The restriction
\[
d^1_{-1,3}|_{H_{2,0}(\text{sym}(n), W(n))} : H_{2,0}(\text{sym}(n), W(n)) \to H_1(\text{sym}(n), W(n)^{\otimes 2})
\]
is an injection. Moreover, \(B^i_1 \circ i_2 \circ d^1_{-1,3} : H_2(\text{sym}(n), W(n)) \to H_2(\text{sym}(n), W(n))\) coincides with the map \(\pi_a : H_2(\text{sym}(n), W(n)) \to H_{2,0}(\text{sym}(n), W(n))\) induced by the canonical projection \(W(n)^{\otimes 2} \to \Lambda^2 W(n)\), where \(I_2\) is the map defined in Theorem 3.15.

**Proof.** It suffices to prove the second statement, since the former is a direct consequence of the latter.

The fact that \(B^i_1\) is surjective implies that \(H_2(\text{sym}(n), W(n))\) is generated as \(k\)-module by the images under \(B^i_1\) of the cycles given in Lemma 4.2. First, the cycles corresponding to the \(V(n)\)-type component belong to the symmetric part \(H_{2,0}(\text{sym}(n), W(n))\) and they vanish when we apply \(d^1_{-1,3}\) to them, since \(d^1_{-1,3}\) corresponds to the class in \(I^2/I^3 \cong W(n)^{\otimes 2}\) of the map given by
\[
\sum_{j=1}^{n} [x_i, x_j] \otimes x_j \mapsto \sum_{j,p=1}^{n} ([[[x_i, x_j], x_p], x_p] \otimes x_j - 2[[[x_i, x_j], x_p], x_p] \otimes x_p + [[[x_i, x_j], x_j], x_p] \otimes x_p)
= \sum_{j,p=1}^{n} (2[[x_i, x_p], [x_j, x_p]] \otimes x_j - 2[[x_i, x_j], [x_p, x_p]] \otimes x_p) = 0.
\]

Notice that we have used the Jacobi identity and the Yang-Mills relations.

Second, the cycles corresponding to the \(\Lambda^3 V(n)\)-type component belong to \(H_{2,0}(\text{sym}(n), W(n))\). In order to obtain
the image under $d_{1,3}^1$ of a representative of this component, we see that $d_{1,3}^1$ is induced by the class in $I^2/I^3$ of
\[
\sum_{\sigma \in A_3} [x_{i(1)}, x_{i(2)}] \otimes x_{i(3)}
\]
\[
\mapsto \sum_{\sigma \in A_3} \sum_{p=1}^n \left( \left( [[x_{i(1)}, x_{i(2)}], x_p] \otimes x_{i(3)} - 2\left( [[x_{i(1)}, x_{i(2)}], x_p] \otimes x_{i(3)} \right) \right) \right.
\]
\[
+ \left( [[x_{i(1)}, x_{i(2)}], x_p] \otimes x_{i(3)} \right)
\]
\[
= \sum_{\sigma \in A_3} \sum_{p=1}^n \left( 2\left( [[x_{i(1)}, x_p], [x_{i(2)}, x_p]] \otimes x_{i(3)} - 2\left( [[x_{i(1)}, x_p], [x_p, x_{i(3)}]] \otimes x_{i(2)} \right) \right) \right.
\]
\[
= \sum_{\sigma \in A_3} \sum_{p=1}^n \left( e(\sigma) \left( [x_{i(1)}, x_{i(2)}] \wedge [x_{i(3)}, x_p] \otimes x_p + [x_{i(1)}, x_p] \wedge [x_{i(2)}, x_p] \otimes x_{i(3)} \right) \right)
\]

where we have again used the Jacobi identity and the Yang-Mills relations. By Lemma 4.2, we conclude that $B_1^1 \circ I_2 \circ d_{1,3}^1 \circ x_{\text{cond}, 0, 1}^{\text{top}} = \pi_\sigma \circ B_1^1 \circ x_{\text{cond}, 0, 1}^{\text{top}}$. In order to do so, it suffices to prove the previous identity only for the case of cycles $w \otimes [x_i, x_j] \in H_0(V(n), W(n)^{\otimes n})$, with $w = x_{i_1} \ldots x_{i_n} [x_{p_1}, x_{q_1}]$. Taking into account that $d_{1,3}^1 \circ B_1^1 \circ x_{\text{cond}, 0, 1}^{\text{top}}$ is given by the is given by the class in $F^2/F^3$ of the map than sends $w \otimes [x_i, x_j]$ to
\[
\sum_{j=1}^n \left( [x_i, x_j, [x_j, [x_{i_1}, [x_{i_2}, [x_{i_3}, [x_{i_4}, \ldots, [x_{i_n}, x_{p_1}, x_{q_1}]]]]]] \otimes x_j - [x_i, x_j, [x_{i_1}, [x_{i_2}, [x_{i_3}, [x_{i_4}, \ldots, [x_{i_n}, x_{p_1}, x_{q_1}]]]]]] \otimes x_j \right.
\]
\[
+ 2\left( [x_i, x_j, [x_{i_1}, [x_{i_2}, [x_{i_3}, [x_{i_4}, \ldots, [x_{i_n}, x_{p_1}, x_{q_1}]]]]]] \otimes x_j - 2\left( [x_i, x_j, [x_{i_1}, [x_{i_2}, [x_{i_3}, [x_{i_4}, \ldots, [x_{i_n}, x_{p_1}, x_{q_1}]]]]]] \otimes x_j \right) \right.
\]
\[
- [x_i, x_j, [x_{i_1}, [x_{i_2}, [x_{i_3}, [x_{i_4}, \ldots, [x_{i_n}, x_{p_1}, x_{q_1}]]]]]] \otimes x_j + [x_i, x_j, [x_{i_1}, [x_{i_2}, [x_{i_3}, [x_{i_4}, \ldots, [x_{i_n}, x_{p_1}, x_{q_1}]]]]]] \otimes x_j \right)
\]

we see that $d_{1,3}^1 \circ B_1^1 \circ x_{\text{cond}, 0, 1}^{\text{top}} (w \otimes [x_i, x_j])$ is
\[
\sum_{j=1}^n \left( \sum_{k=0}^r \left( x_i \underbrace{x_{i_k}, \ldots, x_{i_k}}_{k=i} \ldots \right) [x_i, x_{i_k}, [x_{i_{k+1}}, [x_{i_{k+2}}, \ldots, [x_{i_{k+n}}, x_{p_1}, x_{q_1}]]] \otimes x_j - x_i \underbrace{x_{i_k}, \ldots, x_{i_k}}_{k=i} \ldots [x_i, x_{i_k}, [x_{i_{k+1}}, [x_{i_{k+2}}, \ldots, [x_{i_{k+n}}, x_{p_1}, x_{q_1}]]] \otimes x_j \right)
\]
\[
- 2x_i x_{i_1} \ldots x_{i_n} [x_{i_1}, x_{p_1}, x_{q_1}] \otimes x_j + 2x_j x_{i_1} \ldots x_{i_n} [x_{i_1}, x_{p_1}, x_{q_1}] \otimes x_j
\]
\[
+ 2\left( [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j - 2\left( [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j \right) \right.
\]
\[
- x_i [x_{i_1}, x_{j_1}, x_{i_2} \ldots x_{i_n}, x_{p_1}, x_{q_1}] \otimes x_j \right)
\]

where we have used the identity 4.2 and the following equality
\[
2\left( [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j - [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j \right)
\]
\[
-2\left( [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j + [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j \right)
\]
\[
= 2\left( [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j - 2\left( [x_i, x_j, x_{i_1} x_{i_2}, x_{i_3} x_{i_4}, \ldots, x_{i_n} x_{p_1}, x_{q_1}] \otimes x_j \right) \right.
\]
\[
- [x_i, x_{i_1}, x_{i_2}, \ldots, x_{i_n}, x_{p_1}, x_{q_1}] \otimes x_j \right)
\]
We may rewrite (4.8) as the sum of a coboundary in $C_1(V(n), W(n)^{02})$

$$
\sum_{i=1}^{n} \left( d_{CE}^{2} \left( 2[[x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i \wedge x_j - 2[[x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i \wedge x_j \right) + 2d_{CE}^{2} \left( \sum_{h=1}^{r} x_i x_i \ldots x_{h-1}, [[x_i, x_h], x_{h+1}, \ldots, x_n, [x_p, x_q]] \otimes x_i \wedge x_j \right) + 2d_{CE}^{2} (x_i, \ldots, x_n, [x_i, x_p], [x_i, x_q], \otimes x_i \wedge x_j) \right)
$$

and a cycle in $C_1(\eta m(n), W(n)^{02})$

$$
\sum_{i=1}^{n} \left( -2[x_i, x_j, x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i + 2[x_i, [x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i \\
- x_i [[x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i + 2[[x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes [x_i, x_j] \\
+ 2 \sum_{h=1}^{r} x_i x_i \ldots x_{h-1}, [[x_i, x_h], x_{h+1}, \ldots, x_n, [x_p, x_q]] \otimes [x_i, x_j] \\
- 2[[x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes [x_i, x_j] + 2 x_i, \ldots, x_n, [x_i, x_p], [x_i, x_q] \otimes [x_i, x_j] \right).
$$

Using the description of $I_2$ given in Remark [3.17] we get that $I_2 \circ d_{-1,3}^{1} \circ B_{1}^{a} \circ \times_{0,1}^{hm}(w \otimes [x_i, x_j])$ is the class of the cycle in $C_1(V(n), W(n)^{02})$ given by

$$
\sum_{i=1}^{n} \left( [x_i, x_j, x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i - 2[x_i, [x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i \right),
$$

which is equal to

$$
\sum_{i=1}^{n} \left( ([x_i, x_j], x_i, \ldots, x_n, [x_p, x_q]) - [[x_i, x_j], x_i x_i, \ldots, x_n, [x_p, x_q]] \otimes x_i \right)
$$

and may be simplified to give the following expression for $I_2 \circ d_{-1,3}^{1} \circ B_{1}^{a} \circ \times_{0,1}^{hm}(w \otimes [x_i, x_j])$:

$$
\sum_{i=1}^{n} \left( (w \wedge [x_i, x_j] x_i - w x_i \wedge [x_i, x_j]) \otimes x_i \right).
$$

The proposition is thus proved. □

Let us consider the Lie algebra $h(n) = \eta m(n)/C^{2}(\eta m(n))$, where $C^{2}(\eta m(n))$ is the second step of the lower central series of $\eta m(n)$. There is an isomorphism $h(n) \cong W(n) \oplus \Lambda^2 W(n)$ as graded vector spaces. Besides, $\Lambda^2 W(n) = Z(h(n))$ and $[\ , \ ] : W(n) \wedge W(n) \to \Lambda^2 W(n)$ is a homogeneous isomorphism of degree 0. The Lie algebra $\eta m(n)$ being free, $h(n)$ is a free nilpotent Lie algebra of nilpotency index equal to 2.

Since the adjoint action of $\eta m(n)$ on $\eta m(n)$ induces an action on the quotient $h(n)$, the graded vector space $S^2 h(n)$ has a natural graded action of $\eta m(n)$. We will denote $D(h(n))$ the graded vector space $(S^2 h(n))_{\eta m(n)}).$ Hence, $D(h(n))$ is provided with a graded action of $\eta m(n)$ such that $\eta m(n)$ vanishes, and, in consequence, the graded action of $\eta m(n)$ on $D(h(n))$ in turn induces a graded action of $V(n) = \eta m(n)/\eta m(n)$ on $D(h(n))$.

If $a, b \in h(n)$, we shall denote $a \circ b$ the class of $a \otimes b + b \otimes a + /2 \in S^2 h(n)$ in $D(h(n))$. In this case,

$$
x_i, (a \circ b) = [x_i, a] \circ b + a \circ [x_i, b].
$$

Proposition 4.5. There is a short exact sequence of graded $S(V(n))$-modules

$$
0 \to \Lambda^3 W(n) \overset{\alpha}{\to} D(h(n)) \overset{\beta}{\to} S^2 W(n) \to 0,
$$

38
where $\beta$ is induced by the natural projection of $S^2\mathfrak{h}(n) \to S^2W(n)$ and $\alpha$ is given by

$$w_1 \wedge w_2 \wedge w_3 \mapsto [w_1 \circ [w_2, w_3]],$$

for $w_1, w_2, w_3 \in W(n)$.

**Proof.** We know that $\mathfrak{h}(n) \cong W(n) \oplus \Lambda^2W(n)$ as graded vector spaces. Therefore, $D(\mathfrak{h}(n))$ is a quotient of $S^2\mathfrak{h}(n) \cong S^2W(n) \oplus (W(n) \otimes \Lambda^2W(n)) \oplus S^2\Lambda^2W(n)$ (isomorphism of graded vector spaces).

However, the last direct summand belongs to $\text{tm}(n), S^2\mathfrak{h}(n)$. This follows from the fact that, given $\nu, \nu', w, w' \in W(n)$, then

$$\nu. (\tilde{w} \circ [\nu', w']) = [\nu, w] \circ [\nu', w'] + \tilde{w} \circ [\nu, [\nu', w']] = [\nu, w] \circ [\nu', w'],$$

since $[\nu, [\nu', w']] \in C^2(\text{tm}(n))$. Also, by degree reasons, we see that the subset of $D(\mathfrak{h}(n))$ defined by the classes of the elements of the graded vector space $W(n) \otimes \Lambda^2W(n) \subseteq S^2\mathfrak{h}(n)$ is in fact a graded $S(V(n))$-submodule of $D(\mathfrak{h}(n))$.

Since $\text{tm}(n)$ is a free Lie algebra generated by $W(n)$, it is clear by an internal weight argument that $S^2W(n) \cap \text{tm}(n).S^2\mathfrak{h}(n) = 0$. As a consequence, the projection $p : D(\mathfrak{h}(n)) \to S^2W(n)$ is a $k$-linear epimorphism. It is also homogeneous $S(V(n))$-linear of degree $0$, for the classes in $D(\mathfrak{h}(n))$ of the elements of $W(n) \otimes \Lambda^2W(n) \subseteq S^2\mathfrak{h}(n)$ form a graded $S(V(n))$-module and $p$ is the natural projection given by the quotient by this submodule.

On the other hand, given $\nu \otimes_s [w, w']$ in the component $W(n) \otimes \Lambda^2W(n) \subseteq S^2\mathfrak{h}(n)$, it turns out that

$$\nu \otimes_s [w, w'] = -\nu \otimes_s [w', w] = -w' \otimes_s [w, v] + w.(\nu \otimes_s w').$$

Therefore, the map $\alpha$ is well-defined, and it is readily verified to be $S(V(n))$-linear. Furthermore, $\text{Im}(\alpha)$ coincides with the collection of classes in $D(\mathfrak{h}(n))$ of the elements in $W(n) \otimes \Lambda^2W(n) \subseteq S^2\mathfrak{h}(n)$. The injectivity of $\alpha$ follows from the fact that $\text{tm}(n)$ is a free Lie algebra generated by $W(n)$.

From now on, we shall identify $\Lambda^3W(n)$ with the image of $\alpha$ in $D(\mathfrak{h}(n))$. Moreover, by the previous proposition, we will not write the bars denoting class for the elements of $W(n)$, and hence, we shall often write $w_1 \circ [w_2, w_3] \in \Lambda^3W(n)$ instead of $w_1 \wedge w_2 \wedge w_3$.

The previous short exact sequence implies that there exists a map in homology of the form

$$\delta : H_1(V(n), S^2W(n)) \to H_0(V(n), \Lambda^3W(n)), \tag{4.12}$$

which by the Snake Lemma, is induced by

$$\sum_{i=1}^n w_i \otimes_s w'_i \otimes x_i \mapsto \sum_{i=1}^n \left( \sum_{f \in L'} u_{i,f} \wedge u'_{i,f} \wedge w'_i + \sum_{l \in L} v_{i,l} \wedge v'_{i,l} \wedge w_i \right), \tag{4.13}$$

where we have used the notation defined by

$$[x_i, w_i] = x_i w_i + \sum_{l \in L} [u_{i,l}, u'_{i,l}],$$

$$[x_i, w'_i] = x_i w'_i + \sum_{l' \in L'} [v_{i,l'}, v'_{i,l'}],$$

for $L$ and $L'$ two finite set of indices and $u_{i,f}, u'_{i,f}, v_{i,l}, v'_{i,l} \in \text{tm}(n)$, for all $i = 1, \ldots, n, l \in L$ and $l' \in L'$.

Using the notation given in (4.2), then

$$\sum_{i=1}^n w_i \otimes_s w'_i \otimes x_i \mapsto \sum_{i=1}^n (\rho_i^2 (w_i) \circ w'_i + \rho_i^2 (w'_i) \circ w_i). \tag{4.14}$$

On the other hand, the restriction of the morphism $B_2 : H_0(V(n), W(n)^{\otimes 3}) \to H_1(\text{tm}(n), W(n)^{\otimes 2})$ of the long exact sequence of Theorem 5.13 to $H_0(V(n), \Lambda^3W(n))$ is induced by (see Remark 5.17)

$$w_1 \wedge w_2 \wedge w_3 \mapsto w_1 \wedge w_2 \otimes w_3 + w_2 \wedge w_3 \otimes w_1 + w_3 \wedge w_1 \otimes w_2. \tag{4.15}$$
Proposition 4.6. If \( \delta : H_1(V(n), S^2W(n)) \to H_0(V(n), \Lambda^3 W(n)) \) is the map \((4.12)\), the following diagram is commutative
\[
\begin{array}{ccc}
H_1(V(n), S^2W(n)) & \xrightarrow{\delta} & H_0(V(n), \Lambda^3 W(n)) \\
\downarrow_{d_2'} & & \downarrow_{\partial_{S^2}} \\
H_2(\Omega\mu(n), W(n)) & \xrightarrow{\partial_{S^2}} & H_1(\Omega\mu(n), W(n)^{S^2})
\end{array}
\]

Proof. It is direct from the expressions of the maps given by \((4.13), (4.15), (4.11), (4.6), (4.7)\) and Lemma 4.2.

Proposition 4.7. The restriction of the map \( B'_1 \) to \( H_1(V(n), S^2W(n)) \) has kernel isomorphic to \( \Lambda^5 V(n) \), whereas the restriction of \( B_2 \) to \( H_0(V(n), \Lambda^3 W(n)) \) is injective.

Proof. Let us first show that \( \text{Ker}(B'_1|_{H_1(V(n), S^2W(n))}) = \Lambda^5 V(n) \). Lemma 4.2 tells us that \( \Lambda^5 V(n) \subseteq \text{Ker}(B'_1) \). Furthermore, the expression of the cycles given in Proposition 3.15 implies that \( \Lambda^5 V(n) \subseteq H_1(V(n), S^2W(n)) \).

On the other hand, by the long exact sequence of Theorem 3.15, \( \text{Ker}(B'_1) = \text{Im}(S'_1) \). Using the same theorem, we derive that \( S'_1 \) is injective and \( H_1(V(n), W(n)) \cong \Lambda^5 V(n) \), so \( \text{Ker}(B'_1) \cong \Lambda^3 V(n) \). Therefore, the restriction of the morphism \( B'_1 \) to \( H_1(V(n), S^2W(n)) \) has kernel \( \Lambda^5 V(n) \).

Let us now prove that the map \( B_2|_{H_2(\Omega\mu(n), \Lambda^3 W(n))} \) is injective. On the one hand, by the exact sequence of Theorem 3.15, \( \text{Ker}(B_2) = \text{Im}(S_2) = S_1(H_2(V(n), W(n)^{S^2})) \). By the same theorem, \( H_2(V(n), W(n)^{S^2}) \cong \Lambda^6 V(n) \). In fact, using the same ideas explained in Proposition 3.18 the cycles
\[
\left\{ \sum_{\sigma \in \mathcal{G}_6} \epsilon(\sigma)[x_{i_1(i)}, x_{i_2(i)}] \otimes [x_{i_3(i)}, x_{i_4(i)}] \otimes x_{i_5(i)} \wedge x_{i_6(i)} : 1 \leq i_1 < i_2 < i_3 < i_4 < i_5 < i_6 \leq n \right\}
\]
form a basis of \( H_2(V(n), W(n)^{S^2}) \) since, by the double complex \((3.16)\), Remark 3.17 and \((W_\ell)\), Exercise 5.1.2, the map \( \Lambda^6 V(n) = H_0(V(n), k) \hookrightarrow H_2(V(n), W(n)^{S^2}) \) induced by
\[x_i \wedge x_j \wedge x_k \wedge x_l \wedge x_m \wedge x_n \mapsto \sum_{\sigma \in \mathcal{G}_6} \epsilon(\sigma)[x_{i_1(i)}, x_{i_2(i)}] \otimes [x_{i_3(i)}, x_{i_4(i)}] \otimes x_{i_5(i)} \wedge x_{i_6(i)};
\]
where the last element is a cycle in \( W(n)^{S^2} \otimes \Lambda^3 V(n) \). Similar arguments as those used for the map \( S_1 \) in Proposition 3.18 assure that the image under the morphism \( S_2 \) of an element of this basis is the class of the cycle
\[
\sum_{\sigma \in \mathcal{G}_6} \epsilon(\sigma)[x_{i_1(i)}, x_{i_2(i)}] \otimes [x_{i_3(i)}, x_{i_4(i)}] \otimes [x_{i_5(i)}, x_{i_6(i)}].
\]
Hence, \( \text{Im}(S_2) \subseteq H_0(V(n), S^3W(n)) \). Taking into account that \( S^3W(n) \cap \Lambda^3 W(n) = \{0\} \), it turns out that the kernel of the map \( B_2|_{H_2(\Omega\mu(n), \Lambda^3 W(n))} \) vanishes.

Proposition 4.8. The kernel of the map \( \delta : H_1(V(n), S^2W(n)) \to H_0(V(n), \Lambda^3 W(n)) \) given in \((4.13)\) is \( V(n)[-4] \oplus \Lambda^5 V(n) \).

Proof. It is clear from Propositions 4.6 and 4.7 that \( \Lambda^5 V(n) \subseteq \text{Ker}(\delta) \). Also, the expression for the cycles of \( V(n) \) given in Lemma 4.2 and the expression for \( \delta \) given in \((4.13)\) tell us that \( V(n)[-4] \subseteq \text{Ker}(\delta) \). The change of degree comes from the fact that, in Lemma 4.2, we have studied the homology of \( M(n) \). The elements given by the cycles of \( (\Lambda^3 V(n))[-2] \) belong to \( H_1(V(n), \Lambda^3 W(n)) \) and therefore are not in the kernel of the map \( \delta \).

In consequence, it suffices to prove that \( \delta \) is injective if restricted to the subspace spanned by the generic elements of \( H_1(V(n), S^2W(n)) \), which is rather tedious. We shall anyway include the proof of this fact because it is quite non evident.

Since \( \delta \) is a homogeneous morphism of degree 0, it suffices to restrict to homogeneous generic elements.

Now, we may consider a generic element of \( H_1(V(n), S^2W(n)) \) which we shall assume to be the homology class of a \( k \)-linear combination of cycles of the form
\[
\left. \sum_{i=1}^{n} \left( ([x_i, x_j] x_i \otimes \bar{x_3} [x_p, x_q] - [x_i, x_j] \otimes \bar{x_3} [x_p, x_q] x_i) \otimes x_l \right. \right.
\]
\[
\left. + (\bar{x_3} [x_p, x_q] \otimes [x_i, x_j] x_l - \bar{x_3} [x_p, x_q] x_l \otimes [x_i, x_j]) \otimes x_l \right) \quad (4.16)
\]
for $\lceil \ell \rceil \geq 0$, and which is obtained from the map \(\times_{0,1}^{new}\) applied to the element

\[
([x_i, x_j] \otimes \bar{x}_i [x_p, x_q] - \bar{x}_i [x_p, x_q] \otimes [x_i, x_j]) \otimes \left( \sum_{l=1}^{n} (x_l \otimes 1 - 1 \otimes x_l) \otimes x_l \right)
\]

(4.17)

in \(C_0(V(n), \Lambda^2 W(n)) \otimes C_1(V(n), (S(V(n))/(q))^{\otimes 2})\). We shall denote \(\bar{c} = [x_i, x_j] \otimes \bar{x}_i [x_p, x_q] - \bar{x}_i [x_p, x_q] \otimes [x_i, x_j]\). We notice that the generic elements (4.16) have degree greater than or equal to 6.

Note that the map \(\times_{0,1}^{new}\) “interchanges parity” between \(H_0(V(n), \Lambda^2 W(n))\) and \(H_1(V(n), \Lambda^2 W(n))\), i.e., it sends the module \(H_0(V(n), \Lambda^2 W(n))\) to \(H_1(V(n), S^2(W(n)))\) and the module \(H_0(V(n), S^2 W(n))\) to \(H_1(V(n), \Lambda^2 W(n))\).

Let \(c\) be the cycle given by (4.16) and \(\bar{c}\) its homology class. If we use the identity given in (4.14), then \(\delta(\bar{c})\) is given by the cycle

\[
\sum_{l=1}^{n} \left( \rho_l^1([x_i, x_j] x_l) \otimes \bar{x}_i [x_p, x_q] + [x_i, x_j] x_l \otimes \rho_l^1(\bar{x}_i [x_p, x_q]) \right)
\]

(4.18)

On the other hand, since

\[
\begin{align*}
\alpha^l_1 - \alpha^l_2 &= (\rho_l^1([x_i, x_j] x_l)) \otimes \bar{x}_i [x_p, x_q] - \alpha^l_1(\rho_l^1([x_i, x_j] x_l)) \otimes \bar{x}_i [x_p, x_q] \\
\beta^l_1 - \beta^l_2 &= -[x_i, x_j] \otimes (\rho_l^1(\bar{x}_i [x_p, x_q] x_l)) + [x_i, x_j] \otimes \rho_l^1(\bar{x}_i [x_p, x_q] x_l)
\end{align*}
\]

it turns out that the class of the cycle

\[
\sum_{l=1}^{n} \left( \rho_l^1([x_i, x_j] x_l) \otimes \bar{x}_i [x_p, x_q] - [x_i, x_j] \otimes \rho_l^1(\bar{x}_i [x_p, x_q] x_l) + \rho_l^2(\bar{x}_i [x_p, x_q] x_l) \otimes [x_i, x_j] \right)
\]

(4.19)

Using the identity (4.14), we may rewrite the cycle (4.19) as follows

\[
\Delta([x_i, x_j]) \otimes \bar{x}_i [x_p, x_q] - [x_i, x_j] \otimes \Delta(\bar{x}_i [x_p, x_q]) - \Delta(\bar{x}_i [x_p, x_q]) \otimes [x_i, x_j] + \bar{x}_i [x_p, x_q] \otimes \Delta([x_i, x_j])
\]

\[
= 2(\Delta([x_i, x_j]) \otimes \bar{x}_i [x_p, x_q] - [x_i, x_j] \otimes \Delta(\bar{x}_i [x_p, x_q]))
\]

(4.20)

Identity (4.14) tells us that

\[
[x_i, x_j] \otimes p_2(\sum_{l=1}^{n} [x_l, [x_i, x_l, \ldots, x_i, [x_p, x_q], \ldots]])
\]

\[
= [x_i, x_j] \otimes (\Delta(\bar{x}_i [x_p, x_q]) + \sum_{h=1}^{r} \sum_{i=1}^{n} x_i \otimes x_i, \rho_{i+h}^1 (x_{i+h}, \ldots x_i [x_p, x_q]))
\]

\[
= [x_i, x_j] \otimes \Delta(\bar{x}_i [x_p, x_q]) - d_1^{new}(x_i, x_j) \otimes \sum_{h=1}^{r} \sum_{i=1}^{n} x_i \otimes x_i, \rho_{i+h}^1 (x_{i+h}, \ldots x_i [x_p, x_q]) \otimes x_i)
\]

\[
- d_1^{new}(x_i, x_j) \otimes \sum_{h=1}^{r} \sum_{i=1}^{n} x_i x_i, \ldots x_i, \rho_{i+h}^1 (x_{i+h}, \ldots x_i [x_p, x_q]) \otimes x_i)
\]

(21)
so $\delta(\bar{c})$ is given by the cycle

$$2\left(\sum_{i=1}^{n}([x_i, x_i], [x_i, x_j]) \circ x_p, x_q) - [x_i, x_j] \circ p_2(\sum_{i=1}^{n} [x_i, [x_i, \ldots, [x_i, [x_p, x_q]] \ldots]])\right). \quad (4.22)$$

Making use of (4.2) of Lemma 4.3 in the previous equation, we obtain that

$$4 \sum_{i=1}^{n} \left(\left([x_i, x_i], [x_i, x_j]\right) \circ \bar{x}_p [x_p, x_q] - [x_i, x_j] \circ \bar{x}_p([x_i, x_p], [x_i, x_q])\right), \quad (4.23)$$

We shall denote this cycle by $c'$.

Let us now consider the $k$-linear map

$$\xi : \Lambda^2 V(n) \rightarrow \Lambda^2 V(n) \otimes \Lambda^2 W(n),$$

given by

$$\xi([x_i, x_j], [x_i, [x_i, x_j]]) = z_1(0)x_i \wedge x_j \otimes [x_i, x_j]z_2 \wedge [x_i, x_j]z_3,$$

for $z_i \in S(V(n)), i = 1, 2, 3$.

It is readily verified that, if $\Lambda^2 V(n)$ is provided with the trivial action of $S(V(n))$, $\xi$ is an $S(V(n))$-linear and $so(n)$-equivariant map, so it induces a morphism between the homology groups

$$\bar{\xi} : H_0(V(n), \Lambda^2 V(n)) \rightarrow H_0(V(n), \Lambda^2 V(n) \otimes \Lambda^2 W(n)) = \Lambda^2 V(n) \otimes H_0(V(n), \Lambda^2 W(n)).$$

We shall prove that $\bar{\xi}(\delta(\bar{c}))$ is the class of the cycle

$$2 \sum_{1 \leq i \neq j \leq n} x_i \wedge x_j \otimes (x_i \wedge x_j)\bar{c} + \sum_{i=1}^{n} \left(\delta_{i,0} x_p \wedge x_q \otimes [x_i, x_i] \wedge [x_i, x_j] - \delta_{i,0} x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q]\right), \quad (4.24)$$

where $(x_p \wedge x_q)\bar{c}$ denotes the action of $x_p \wedge x_q \in \Lambda^2 V(n) \simeq so(n)$ on $\bar{c}$ (see [FH], §20.1, (20.4)). The expression (4.24) does not depend on the choice of $\bar{c}$ since the differential of the Chevalley-Eilenberg complex is $so(n)$-equivariant.

Let us compute $\bar{\xi}(\delta(\bar{c}))$. In order to do so, it suffices to apply $\xi$ to the cycle $c'$ given in (4.23). Then $\xi(c')$ is given by

$$4 \sum_{i=1}^{n} \left(\left(x_i \wedge x_i \otimes [x_i, x_j]\right) \circ \bar{x}_p [x_p, x_q] + x_i \wedge x_j \otimes \bar{x}_p([x_i, x_p], [x_i, x_q]) - [x_i, x_j] \circ \bar{x}_p([x_i, x_p], [x_i, x_q])\right), \quad \xi(c'), \text{ first part}$$

$$- \sum_{b=1}^{r} x_i \wedge x_j \otimes x_i x_{i_1} \ldots [x_i, x_{i_{b-1}}, \ldots, x_i] [x_p, x_q], \quad \xi(c'), \text{ second part}$$

$$- \sum_{b=1}^{r} x_i \wedge x_i \otimes x_i x_{i_1} \ldots [x_i, x_{i_{b-1}}, \ldots, x_i] [x_p, x_q], \quad \xi(c'), \text{ third part}.$$
where we have used that

\[ \sum_{i=1}^{n} x_p \wedge x_q \otimes [x_i, x_j] \wedge x_{i_1} \ldots x_{i_s} [x_i, x_j] = \sum_{i=1}^{n} x_p \wedge x_q \otimes [x_i, x_j] \wedge x_{i_1} \ldots x_{i_s} [x_i, [x_i, x_j]] = 0. \]

Since \( \star_2 \) is evidently a boundary and \( \star_1 \) is a boundary if \( \tilde{h} > 0 \), thus \( \bar{\xi}(c') \) is equivalent to

\[ 2 \sum_{i=1}^{n} \left( x_i \wedge x_i \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] - x_i \wedge x_j \otimes [x_i, x_i] \wedge \tilde{x}_i [x_p, x_q] + \delta_{\bar{\theta}, 0} x_p \wedge x_q \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] + x_i \wedge x_p \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] - \delta_{\bar{\theta}, 0} x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q] \right) \]

\[ + x_i \wedge x_p \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] - x_i \wedge x_q \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] - \delta_{\bar{\theta}, 0} x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q] \]

\[ + \sum_{i=1}^{r} x_i \wedge x_{i_0} \otimes [x_i, x_j] \wedge x_{i_1} \ldots x_{i_0} [x_p, x_q] \]

\[ = 2 \sum_{i=1}^{n} \left( x_i \wedge x_i \otimes (x_i \wedge x_j) \cdot \tilde{x}_i [x_p, x_q] + x_i \wedge x_j \otimes (x_i \wedge x_j) \cdot \tilde{x}_i [x_p, x_q] + x_i \wedge x_p \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] + x_i \wedge x_q \otimes [x_i, x_j] \wedge \tilde{x}_i [x_p, x_q] \right) \]

\[ + \delta_{\bar{\theta}, 0} x_p \wedge x_q \otimes [x_i, x_j] \wedge [x_i, x_j] - \delta_{\bar{\theta}, 0} x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q] \]

\[ + \sum_{i=1}^{r} x_i \wedge x_{i_0} \otimes [x_i, x_j] \wedge (x_i \wedge x_{i_0}) (\tilde{x}_i [x_p, x_q]) \]

\[ = 2 \sum_{1 \leq s \leq t \leq n} x_s \wedge x_t \otimes (x_s \wedge x_t) \cdot \tilde{x} [x_p, x_q] + \sum_{i=1}^{n} \delta_{\bar{\theta}, 0} (x_p \wedge x_q \otimes [x_i, x_j] \wedge [x_i, x_j] - x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q]). \]

which may be further simplified to give

\[ 2 \sum_{1 \leq s \leq t \leq n} x_s \wedge x_t \otimes (x_s \wedge x_i) \cdot \tilde{c} + \sum_{i=1}^{n} \delta_{\bar{\theta}, 0} (x_p \wedge x_q \otimes [x_i, x_j] \wedge [x_i, x_j] - x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q]). \]

If \( \tilde{h} > 0 \), i.e., \( \tilde{c} \) has degree strictly greater than 4, then

\[ \bar{\xi}(\delta(\tilde{c})) = 2 \sum_{1 \leq s \leq t \leq n} x_s \wedge x_t \otimes (x_s \wedge x_i) \cdot \tilde{c}. \]

In this case, if \( \tilde{c} \in \text{Ker}(\delta) \), then, since \( \{x_s \wedge x_t \}_{1 \leq s \leq t \leq n} \) is a basis of \( \Lambda^2 V(n) \), it must be that \( (x_s \wedge x_t) \cdot \tilde{c} = 0 \), for all \( 1 \leq s \leq t \leq n \). This in turn implies that \( \tilde{c} \) belongs to the trivial representation of \( \text{so}(n) \) in \( H_0(V(n), W(n)^{\otimes 2}) \). However, Corollary 3.3 tells us that this is not possible.

If \( \tilde{h} = 0 \), \( \tilde{c} \) has degree 4 and

\[ \bar{\xi}(\delta(\tilde{c})) = 2 \sum_{1 \leq s \leq t \leq n} x_s \wedge x_t \otimes (x_s \wedge x_t) \cdot \tilde{c} + \sum_{i=1}^{n} (x_p \wedge x_q \otimes [x_i, x_j] \wedge [x_i, x_j] - x_i \wedge x_j \otimes [x_i, x_p] \wedge [x_i, x_q]). \] (4.25)

If \( n = 3 \), from \( H_0(V(n), \Lambda^2 W(n)) = \text{Ker}(\chi_{0,1}^W) \), we need not consider this case (see Remark 3.27).

Let us thus assume that \( n \geq 4 \) and that \( \tilde{c} \) is any non trivial element of an isotypic component in \( H_0(V(n), \Lambda^2 W(n)) \) different from (the ones appearing in) \( \Lambda^2 V(n) \). In this case, since both \( \chi_{0,1}^W \) and \( \delta \) are \( \text{so}(n) \)-equivariant, \( \delta(\chi_{0,1}^W(\tilde{c})) \) vanishes if and only if \( \delta \circ \chi_{0,1}^W \) vanishes on the complete isotypic component to which \( \tilde{c} \) belongs. In this case, we fix

\[ \tilde{c} = \begin{cases} \{e_1, e_2\} \wedge \{e_1, e_4\} \in \Gamma_{2L_2}, & \text{if } n = 4, \\ \{e_1, e_2\} \wedge \{e_1, e_5\} \in \Gamma_{2L_2+L_2}, & \text{if } n = 5, \\ \{e_1, e_2\} \wedge \{e_1, e_7\} \in \Gamma_{2L_2+L_2+L_2}, & \text{if } n \geq 7, \end{cases} \]
where \(\{e_1, \ldots, e_n\}\) is a basis of \(V(n)\) for which the quadratic form of \(V(n)\) is polarized (see [FH], §18.1). We may choose this basis as follows. Let \(m = \lceil n/2 \rceil\) be the integral part of \(n/2\). If \(n\) is even, we define \(e_j = (x_j + ix_{j+m})/\sqrt{2}\) and \(e_{j+m} = (x_j - ix_{j+m})/\sqrt{2}\), for \(1 \leq j \leq m\); whereas, if \(n\) is odd, we also define \(e_n = x_n\).

We have intentionally omitted the case \(n = 6\) in the previous list since we should consider two different isotypic components: \(\tilde{c} = [e_1, e_2] \wedge [e_1, e_3] \in \Gamma_{2L_1 + L_2 + L_3}\) and \(\tilde{c} = [e_1, e_2] \wedge [e_1, e_3] \in \Gamma_{2L_1 + L_2 - L_3}\).

We shall see that \(\xi(\delta(\chi_{\infty}^{(0)}(\tilde{c}))\)) does not vanish in any case. We start recalling the following elementary fact: Consider a \(k\)-vector space \(V\) of finite dimension \(n\), \(\phi \in (V^* \otimes V^*)^\ast\) a bilinear map on \(V^\ast\), and a basis \(\{v_1, \ldots, v_n\} \subseteq V\), with dual basis \(\{v_1^\ast, \ldots, v_n^\ast\} \subseteq V^\ast\). By the canonical identification \((V^* \otimes V^*)^\ast \cong V \otimes V\), we see that the expression

\[
\sum_{i,j=1}^{n} \phi(v_j^\ast, v_i^\ast) v_i \otimes v_j \in V \otimes V
\]

identifies with \(\phi\), so it is independent of the choice of the basis. When \(V\) is provided with a nondegenerate symmetric bilinear form \(Q : V \otimes V \to k\), we may consider \(\phi = Q^{-1}\), the inverse form of \(Q\) (i.e., the one obtained by the condition that the map \(v \mapsto Q(v, -)\) from \(V\) to \(V^\ast\) is an isometry).

We shall apply the previous fact in order to rewrite equation \((4.25)\) as follows. First,

\[
\sum_{i=1}^{n} x_i \otimes x_i = \sum_{i=1}^{m} (e_i \otimes e_{i+m} + e_i \otimes e_i) + \delta_{n-2m,1} e_n \otimes e_n,
\]

where we have used \(\phi\) equal to the inverse of the form on \((n)\). Also, the nondegenerate symmetric form \(K(x_s \wedge x_t, x_r \wedge x_r) = \delta_{s,r} \delta_{t,r} - \delta_{s,t} \delta_{r,r}\) is invariant, so it is a Killing form on \(\Lambda^2 V(n)\), coinciding with \(\text{tr}((-) \circ (-))/(-8)\) under the canonical identification \(\Lambda^2 V(n) \cong \mathfrak{so}(n)\) (see [FH], §20.1, (20.4)). Hence,

\[
\sum_{1 \leq s < r \leq n} \gamma_{s,r} ^{-1} (e_s \wedge e_r)^\ast (e_s \wedge e_r) \otimes (e_s \wedge e_r) = \sum_{1 \leq s < r \leq n} K^{-1} (e_s \wedge e_r)^\ast (e_s \wedge e_r) \otimes (e_s \wedge e_r).
\]

By the previous considerations, we may rewrite the expression \((4.25)\) for \(\tilde{c}(\delta(\chi_{\infty}^{(0)}(\tilde{c})))\), where \(\tilde{c} = [e_1, e_2] \wedge [e_1, e_3] \wedge [e_1, e_6]\) and \(h \in \{3, 4, 5, 6\}\) is given according to the previous choices of cycles. There is one term of the form \((e_1 \wedge e_2) \otimes a_{1,2}\) in the cycle representing the homology class \(\tilde{c}(\delta(\chi_{\infty}^{(0)}(\tilde{c})))\), where

\[
a_{1,2} = (e_{1+m} \wedge e_{2+m})([e_1, e_2] \wedge [e_1, e_h]) - \sum_{i=1}^{m} ([e_i, e_1] \wedge [e_{i+m}, e_h] + [e_{i+m}, e_1] \wedge [e_i, e_h]) - \delta_{n-2m,1}[e_n, e_1] \wedge [e_n, e_h]
\]

\[
\begin{align*}
&= [e_1, e_{1+m}] \wedge [e_1, e_h] - [e_1, e_2] \wedge [e_{2+m}, e_h] - [e_{2+m}, e_2] \wedge [e_1, e_h] - \\
&\quad \sum_{i=1}^{m} ([e_i, e_1] \wedge [e_{i+m}, e_h] + [e_{i+m}, e_1] \wedge [e_i, e_h]) - \delta_{n-2m,1}[e_n, e_1] \wedge [e_n, e_h],
\end{align*}
\]

and it clearly does not vanish. Since there are no boundaries in this degree, \(\tilde{c}(\delta(\chi_{\infty}^{(0)}(\tilde{c})))\) is not zero, and \(a_{\text{fortiori}}\)
\(\delta(\chi_{\infty}^{(0)}(\tilde{c}))\) does not vanish. The proposition is thus proved.

Let us now come back to the study of the spectral sequence of the previous section.

**Proposition 4.9.** The kernel of the differential \(d^1_{-1,3}\) is isomorphic to \(V(n)[-4]\), where a basis for \(V(n)[-4]\) is given in Lemma \((4.2)\).

**Proof.** By the previous proposition and Propositions \((4.6)\) and \((4.7)\) we see that \(\text{Ker}(d^1_{-1,3}) \cong V(n)[-4]\).

**5 Computation of \(HH^1(\text{YM}(n))\)**

In this section we shall finally compute the group of outer derivations \(HH^1(\text{YM}(n))\), for \(n \geq 3\). We recall that, since the beginning of the previous section, we have assumed that \(n \geq 3\), unless we say the contrary.

We begin by describing some derivations of \(\text{YM}(n)\).
Proposition 5.1. There is a homogeneous $k$-linear monomorphism of degree 0

$$k \oplus V(n)[2] \oplus \Lambda^2(V(n)[1]) \hookrightarrow HH^1(\text{YM}(n)).$$

Proof. We shall consider the following collection of plain derivations of $\text{YM}(n)$ (in the non graded sense). They are homogeneous $k$-linear maps certain of degree, but satisfying the usual Jacobi identity (not the graded version).

In the first place, the homogeneous morphism of degree 0 given by

$$d_{eu} : \text{YM}(n) \to \text{YM}(n)
\quad z \mapsto |z|,$$

where $z \in \text{YM}(n)$ is homogeneous of usual degree $|z|$, is a derivation of $\text{YM}(n)$, called the Eulerian derivation.

Next, we define the derivations $d_i, i = 1, \ldots, n$ of degree $-1$ induced by the morphisms of the same name

$$d_i : V(n) \to T(V(n))
\quad x_j \mapsto \delta_{i,j}.$$

Finally, since $\mathfrak{so}(n) \cong \Lambda^2 V(n)$ acts on $\text{YM}(n)$ by derivations of degree 0, we immediately obtain a homogeneous map of degree 0 from $\Lambda^2(V(n)[1])$ to $\text{Der}(\text{YM}(n))$.

It is directly checked that the previous derivations induce a homogeneous $k$-linear monomorphism of degree 0

$$k \oplus V(n)[2] \oplus \Lambda^2(V(n)[1]) \hookrightarrow \text{Der}(\text{YM}(n)). \tag{5.1}$$

By degree reasons, it is only necessary to prove that the set of derivations induced by the the standard basis of $\mathfrak{so}(n)$ and the Eulerian derivation is linearly independent, which is clear.

The map of the proposition is then the composition of the morphism \([\text{5.1]}\) with the canonical projection

$$\text{Der}(\text{YM}(n)) \to \text{Der}(\text{YM}(n))/\text{Innder}(\text{YM}(n)) \cong HH^1(\text{YM}(n)).$$

Since the inner derivations have degree greater than or equal to 1, except for the zero derivation, it turns out that the previous composition is also injective. The proposition is thus proved. \(\square\)

We devote the rest of this section to prove that the monomorphism of Proposition\([\text{5.1]}\) is in fact an isomorphism. This will be achieved by making use of the spectral sequence associated to a filtration of $S(\eta \text{ym}(n))$.

First, the isomorphism of admissible $\text{YM}(n)$-modules $\text{YM}(n)^{ad} \cong S(\eta \text{ym}(n))$ implies that

$$HH^1(\text{YM}(n)) \cong H^1(\eta \text{ym}(n), \text{YM}(n)) = H^1(\eta \text{ym}(n), S(\eta \text{ym}(n))) = \bigoplus_{i \in \mathbb{Z}} H^1(i \eta \text{ym}(n), S^i(\eta \text{ym}(n))).$$

Let $I$ be the ideal of $S(\eta \text{ym}(n))$ generated by $\eta \text{ym}(n)$. We deduce that $I$ is also an admissible $\text{YM}(n)$-module, for $\eta \text{ym}(n)$ is an admissible $\text{YM}(n)$-module. Therefore, we may consider the decreasing filtration $\{F^p S(\eta \text{ym}(n))\}_{p \geq 0}$ of admissible $\text{YM}(n)$-modules of $S(\eta \text{ym}(n))$ given by

$$F^p S(\eta \text{ym}(n)) = \begin{cases} I^p, & \text{if } p \geq 1, \\
S(\eta \text{ym}(n)), & \text{if } p \leq 0. \end{cases}$$

We see that $F^p S(\eta \text{ym}(n))$ is exhaustive and Hausdorff. Given $i \in \mathbb{N}$, it induces a decreasing filtration $\{F^p S^i(\eta \text{ym}(n))\}_{p \geq 0}$ of $\eta \text{ym}(n)$-modules on $S^i(\eta \text{ym}(n))$, which also becomes exhaustive and Hausdorff. For each $p \geq 0$, there is a natural isomorphism of admissible $\text{YM}(n)$-modules

$$F^p S^i(\eta \text{ym}(n))/F^{p+1} S^i(\eta \text{ym}(n)) \cong S^{i-p} V(n) \otimes S^p(\eta \text{ym}(n)),$$

where the action of $\eta \text{ym}(n)$ on $S^{i-p} V(n)$ is trivial and the action of $\mathfrak{so}(n)$ on each factor is the obvious one.

This filtration provides a collection of spectral sequences $^iE_\ast^\ast$ with

$$^iE_1^{p,q} = H^{p+q}(\eta \text{ym}(n), S^{i-p} V(n) \otimes S^p(\eta \text{ym}(n))), \tag{5.2}$$
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for all \( i \in \mathbb{N}_0 \), where by definition \( S^q(-) = 0 \), whenever \( q < 0 \). Each of these spectral sequences is bounded and, hence, convergent. The complete spectral sequence \( E^{*,*} = \bigoplus_{q \in \mathbb{Z}} E^{q,*} \) is therefore convergent. We remark that the collection of spectral sequences \( iE^{*,*} \), \( i \in \mathbb{N}_0 \), and its direct sum \( E^{*,*} \) are considered in the category of admissible YM-modules.

Since the isomorphism of admissible YM-modules \( S(\eta(n)) \simeq \mathcal{U}(\eta(n))^\text{ad} \) preserves the internal degree, it induces an isomorphism \( S^i(\eta(n)) \simeq \text{Ker}(\varepsilon_{\eta(n)}) \), and, as a consequence,

\[
H_*(\eta(n), \text{Ker}(\varepsilon_{\eta(n)})) \simeq H_*(\eta(n), S^*(\eta(n))) = \bigoplus_{i \in \mathbb{N}} H_*(\eta(n), S^i(\eta(n))).
\]

By Theorem 5.1 \( H_2(\eta(n), \text{Ker}(\varepsilon_{\eta(n)})) = 0 \), which yields that \( H_2(\eta(n), S^i(\eta(n))) = 0 \) for all \( i \in \mathbb{N} \). On the other hand, by the same theorem, \( H_2(\eta(n), \text{Ker}(\varepsilon_{\eta(n)})) \simeq H_2(\eta(n), \eta(n)) = V(n)[-4] \), so it turns out that \( H_2(\eta(n), S^i(\eta(n))) = 0 \) for all \( i \geq 2 \).

Taking into account the Poincaré duality of the Yang-Mills algebra, we obtain the following result.

**Proposition 5.2.** The homology groups \( H^0(\eta(n), S^i(\eta(n))) \) and \( H^i(\eta(n), S^i(\eta(n))) \) vanish for \( i \geq 1 \) and for \( i \geq 2 \), respectively. There is a homogeneous isomorphism of \( \mathfrak{s}\mathfrak{o}(n) \)-modules of degree 0 of the form \( H^1(\eta(n), \eta(n)) \simeq H^1(\eta(n), k) \simeq V(n) \).

From the previous proposition and recalling that

\[
iE^{p,q}_0 \simeq F^pH^1(\eta(n), S^i(\eta(n)))/F^{p+1}H^1(\eta(n), S^i(\eta(n))),
\]

we conclude that \( H^1(\eta(n), S^i(\eta(n))) \) is a direct sum (as a graded \( \mathfrak{s}\mathfrak{o}(n) \)-module) of a subquotient of \( iE_2^{1,0} \) and a subquotient of \( iE_2^{0,1} \).

![E^{**}_1](image)

**Figure 2:** First step \( E^{**}_1 \) of the spectral sequence. The dotted lines indicate the limits wherein the spectral sequence is concentrated.

We shall begin by analyzing \( iE_2^{1,0} \). In order to do so, it is necessary to compute the kernel of \( i d_1^{1,0} \) and the image of \( i d_0^{1,0} \), for \( i \in \mathbb{N}_0 \).

First, making use of the identifications

\[
iE_1^{0,0} = H^0(\eta(n), S^iV(n)) \simeq S^iV(n)
\]

and

\[
iE_1^{1,0} = H^1(\eta(n), S^{i-1}V(n) \otimes \eta(n)) \simeq S^{i-1}V(n) \otimes V(n)
\]

given in Proposition 5.2 it is clear that \( i d_0^{1,0} \) may be identified with the de Rham differential \( d_0^{\text{ad}} \) restricted to the \( i \)-th component of the symmetric algebra \( S(V(n)) \), which is given by

\[
d_0^{\text{ad}} : S^iV(n) \otimes \Lambda^pV(n) \to S^{i-1}V(n) \otimes \Lambda^{p+1}V(n)
\]

\[
z \otimes x_{i_1} \wedge \cdots \wedge x_{i_p} \mapsto \sum_{j=1}^n \partial_j(z) \otimes x_j \wedge x_{i_1} \wedge \cdots \wedge x_{i_p}.
\]

(5.3)
The following lemmas will be used in the forthcoming study of the spectral sequence we are dealing with.

**Lemma 5.3.** The image of the differential

\[ d_1^{1,0} : E_1^{1,0} \rightarrow E_2^{1,0} = H^1(\eta, \tau(n), V(n) \otimes \tau(n)) \to E_2^{2,0} = H^2(\eta, \tau(n), S^2(\tau(n))) \]

is canonically isomorphic to \( \Lambda^2 V(n) \). In fact, the image of \( d_1^{1,0} \) coincides with the image of the linear monomorphism \( \tilde{1} : \Lambda^2 V(n) \rightarrow H^2(\eta, \tau(n), S^2(\tau(n))) \)

given by the composition of the map \( \tilde{1} : \Lambda^2 V(n) \rightarrow Z^2(\eta, \tau(n), S^2(\tau(n))) \) defined by

\[
\tilde{1}(x_i \wedge x_j) = \sum_{p,l,i=1}^n \left( 4[x_i, x_p][x_j, x_l], x_i][x_j, x_l] \otimes x_p - 4[[x_i, x_p], x_l]x_j, x_l] \otimes x_p \right.
\]

\[
- 2[x_i, x_l][x_j, x_l] \otimes x_p + 2[[x_i, x_l], x_p][x_j, x_l] \otimes x_p \right).
\]

and the canonical projection \( Z^2(\eta, \tau(n), S^2(\tau(n))) \rightarrow H^2(\eta, \tau(n), S^2(\tau(n))) \).

**Proof.** By Proposition 5.2, \( H^1(\eta, \tau(n), V(n) \otimes \tau(n)) \cong V(n)^{\otimes 2} \). Furthermore, by the description of a basis of cocycles of the cohomology group \( H^1(\eta, \tau(n), \tau(n)) \) given in the paragraph preceding Theorem 4.1, we see that the homology class in \( H^1(\eta, \tau(n), V(n) \otimes \tau(n)) \) corresponding to \( x_i \otimes x_j \in V(n)^{\otimes 2} \) is that of the cocycle

\[
\sum_{i=1}^n x_i \otimes [x_j, x_l] \otimes x_i \in V(n) \otimes C^1(\eta, \tau(n)),
\]

which will be denoted by \( \tilde{x}_{i,j} \). Therefore, we have that \( d_1^{1,0}(\tilde{x}_{i,j}) \) is the class of the cocycle

\[
\sum_{p,l,i=1}^n \left( 2[x_i, x_p][x_j, x_l], x_i][x_j, x_l] \otimes x_p - 2[[x_i, x_p], x_l]x_j, x_l] \otimes x_p \right.
\]

\[
- 2[x_i, x_l][x_j, x_l] \otimes x_p + 2[[x_i, x_l], x_p][x_j, x_l] \otimes x_p \right)
\]

\[
= \sum_{p,l,i=1}^n \left( 2[x_i, x_p][x_j, x_l], x_i][x_j, x_l] \otimes x_p - 2[[x_i, x_p], x_l]x_j, x_l] \otimes x_p \right.
\]

\[
- [x_i, x_l][x_j, x_l] \otimes x_p + 2[[x_i, x_l], x_p][x_j, x_l] \otimes x_p \right)
\]

\[
= \sum_{p,l,i=1}^n \left( 2[x_i, x_p][x_j, x_l], x_i][x_j, x_l] \otimes x_p - 2[[x_i, x_p], x_l]x_j, x_l] \otimes x_p \right.
\]

\[
- [x_i, x_l][x_j, x_l] \otimes x_p + 2[[x_i, x_l], x_p][x_j, x_l] \otimes x_p \right).
\]

It is readily verified that the previous identity vanishes if we take \( \tilde{x}_{i,j} = \tilde{x}_{i,j} + \tilde{x}_{j,i} \), for all \( i, j = 1, \ldots, n \). On the other hand, if \( \tilde{x}_{i,j} = \tilde{x}_{i,j} - \tilde{x}_{j,i}, 2d_1^{1,0}(\tilde{x}_{i,j}) \) is given by the cocycle

\[
\sum_{p,l,i=1}^n \left( 4[x_i, x_p][x_j, x_l], x_i][x_j, x_l] \otimes x_p - 4[[x_i, x_p], x_l]x_j, x_l] \otimes x_p \right.
\]

\[
- 2[x_i, x_l][x_j, x_l] \otimes x_p + 2[[x_i, x_l], x_p][x_j, x_l] \otimes x_p \right).
\]
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Hence, $\partial^1_{d_1}(\tilde{x})$ is the class of a cocycle of degree 8.

Also, $\iota$ is injective, and we can see this as follows. Let us first consider the case $n \neq 4$. Indeed, the fact that the map $\iota$ is a non-trivial $so(n)$-equivariant and that $\Lambda^2 V(n)$ is irreducible implies that $\iota$ is monomorphic. For the case $n = 4$ we proceed analogously, but taking into account that $\Lambda^2 V(n) \cong \Gamma_{L_1+L_2} \oplus \Gamma_{L_1-L_2}$ and $\iota$ does not vanish in any direct summand.

From the complex $C^*(YM(n), S^2(\Omega^m(n)))$, we see that the subspace $B^2(YM(n), S^2(\Omega^m(n)))_8$ generated by the coboundaries of degree 8 is an epimorphic image of $S^2(\Omega^m(n))_8$ under the $so(n)$-equivariant map $d_3$. It is not hard to prove that the intersection between the image of $\iota$ and $B^2(YM(n), S^2(\Omega^m(n)))_8$ is trivial, so $\tilde{i}$ is also injective. This can be deduced from arguments on isotypic components, which we now explain. If $n \neq 6$, Remark 3.27 tells us that $\text{Im}(\iota) \cong \Lambda^2 V(n)$ is not an isotypic component of $S^2(\Lambda^2 V(n))$, which yields that the previous intersection is trivial. The case $n = 6$ is analogous.

**Lemma 5.4.** Denote $p : V(n)^{\otimes 2} \to \Lambda^2 V(n)$ the canonical projection. The following diagram is commutative

\[
\begin{array}{ccc}
E^1 \oplus E^1 & \xrightarrow{i d^1_{i 0}} & E^2 \\
H^1(\Omega^m(n), S^{i-1} V(n) \otimes \Omega^m(n)) & \xrightarrow{=} & H^2(\Omega^m(n), S^{i-2} V(n) \otimes S^2 \Omega^m(n)) \\
S^{i-1} V(n) \otimes V(n) & \xrightarrow{d^0_{dr} \otimes \text{id}_{V(n)}} & S^{i-2} V(n) \otimes V(n)^{\otimes 2} \\
& \xrightarrow{\text{id}_{S^{i-2} V(n)} \otimes p} & S^{i-2} V(n) \otimes \Lambda^2 V(n)
\end{array}
\]

Also, note that $(\text{id}_{S^{i-2} V(n)} \otimes p) \circ (d^0_{dr} \otimes \text{id}_{V(n)}) = d^1_{dr}$.

**Proof.** The second statement is direct. In order to prove the first statement of the lemma, it suffices to restrict to the case that $\tilde{c} \in H^1(\Omega^m(n), S^{i-1} V(n) \otimes \Omega^m(n))$ is represented by

\[
\sum_{j=1}^n z \otimes [x_j, x_l] \otimes x_l,
\]

where $z = x_{j_1} \ldots x_{j_{i-1}} \in S^{i-1} V(n)$. Notice that we have used the description of a basis of cocycles of the cohomology group $H^1(\Omega^m(n), \Omega^m(n))$ given in the paragraph preceding Theorem 4.1. Thus, $i d^1_{i 0}(\tilde{c})$ is the cohomology class of the cocycle

\[
\sum_{l,j=1}^n \sum_{h=1}^{i-1} \left( 2x_{j_1} \ldots [x_{j_h}, x_g] \ldots x_{j_{i-1}} \otimes [[x_j, x_l], x_g] \otimes x_l - 2x_{j_1} \ldots [[x_{j_h}, x_g], x_l] \ldots x_{j_{i-1}} \otimes [x_j, x_l] \otimes x_g \\
- 2x_{j_1} \ldots [x_{j_h}, x_l] \ldots x_{j_{i-1}} \otimes [[[x_j, x_l], x_g] \otimes x_g + x_{j_1} \ldots [x_{j_h}, x_l] \ldots x_{j_{i-1}} \otimes [[[x_j, x_l], x_g] \otimes x_g \\
+ x_{j_1} \ldots [x_{j_h}, x_l] \ldots x_{j_{i-1}} \otimes [x_j, x_l] \otimes x_g \\
\right)
\]

\[
= \sum_{l,j=1}^n \sum_{h=1}^{i-1} \partial_{i} z \left( 2[x_{j_h}, x_g] \otimes [[x_j, x_l], x_g] \otimes x_l - 2[[x_{j_h}, x_g], x_l] \otimes [x_j, x_l] \otimes x_g \\
- 2[x_{j_h}, x_l] \otimes [[[x_j, x_l], x_g] \otimes x_g + [x_{j_h}, x_l] \otimes [[[x_j, x_l], x_g] \otimes x_g \\
+ [[x_{j_h}, x_l], x_g] \otimes [x_j, x_l] \otimes x_g \\
\right)
\]

\[
= \sum_{r=1}^n \partial_{i} z \otimes i(x_r \wedge x_l).
\]
The lemma is then proved. □

As a direct consequence of the previous lemmas and the fact that \( H^1_{\text{dR}}(S(V(n))) = 0 \) (see [Wei], Cor. 9.9.3), we obtain the following proposition.

**Proposition 5.5.** The following diagram

\[
\begin{array}{cccc}
  iE^{0,0}_1 & \xrightarrow{i d_{0,1}^i} & iE^{0,1}_1 & \xrightarrow{i d_{0,1}^i} & iE^{1,0}_1 \\
  S^1 V(n) & \xrightarrow{id_k^i} & S^{i-1} V(n) \otimes V(n) & \xrightarrow{id_k^i} & S^{i+2} V(n) \otimes \Lambda^2 V(n)
\end{array}
\]

is commutative. Since \( H^1_{\text{dR}}(S(V(n))) = 0 \), this implies that \( iE^{0,1}_2 = 0 \), for all \( i \in \mathbb{N}_0 \).

By the previous proposition we conclude that \( iE^{0,1}_2 = 0 \) for \( i \in \mathbb{N}_0 \). Hence, \( H^1(\mathfrak{m}(n), S'(\mathfrak{n}(n))) \) is isomorphic (as graded a \( \mathfrak{so}(n) \)-module) to a subquotient of \( iE^{0,1}_2 \). Since \( iE^{0,1}_2 = \text{Ker}(i d_{0,1}^i) \), it will be convenient to make this map explicit.

**Lemma 5.6.** The image of the differential

\[
i d_{0,1}^i : 1 E^{0,1}_1 = H^1(\mathfrak{m}(n), V(n)) \rightarrow 1 E^{1,1}_1 = H^2(\mathfrak{m}(n), \mathfrak{tym}(n))
\]

is naturally isomorphic to \( S^2_{\text{int}} V(n) \cong S^2 V(n)/k.\tilde{q} \), where \( \tilde{q} = \sum^n_{i=1} x_i \otimes x_i \). In fact, the image of \( i d_{0,1}^i \) coincides with the image of the linear monomorphism

\[
i' : S^2_{\text{int}} V(n) \rightarrow H^2(\mathfrak{m}(n), \mathfrak{tym}(n))
\]

given by the composition of the map \( i' : S^2_{\text{int}} V(n) \rightarrow Z^2(\mathfrak{Y}(\mathfrak{m}(n), \mathfrak{tym}(n))) \) defined as

\[
i'(x_i \otimes x_j) = \sum_{p, l=1}^{n} (-2[[x_i, x_p], x_j] \otimes x_p - 2[[x_j, x_p], x_i] \otimes x_p)
\]

and the canonical projection \( Z^2(\mathfrak{Y}(\mathfrak{m}(n), \mathfrak{tym}(n))) \rightarrow H^2(\mathfrak{m}(n), \mathfrak{tym}(n)) \).

**Proof.** By Proposition 5.2 \( H^1(\mathfrak{m}(n), V(n)) \cong V(n)^{\otimes 2} \). Analogously to Lemma 5.3, we find that, if \( \tilde{x}_{i,j} \) is the cohomology class of the cocycle \( x_i \otimes x_j \in V(n) \otimes C^1(\mathfrak{Y}(\mathfrak{m}(n), k) \), then \( i d_{0,1}^i(\tilde{x}_{i,j}) \) is the cohomology class of the cocycle

\[
\sum_{p=1}^{n} (-2[[x_i, x_p], x_j] \otimes x_p + [[x_j, x_p], x_i] \otimes x_p).
\]

The Jacobi identity tells us that \( i d_{0,1}^i(\tilde{x}_{i,j}^a) \) vanishes if \( \tilde{x}_{i,j}^a \) is the cohomology class of the cocycle \( x_i \otimes x_j - x_j \otimes x_i \in V(n) \otimes C^1(\mathfrak{Y}(\mathfrak{m}(n), k) \), for all \( i, j = 1, \ldots, n \). Moreover, by the Yang-Mills relations \( 2.3 \), \( i d_{0,1}^i(\tilde{q}) = 0 \) with \( \tilde{q} = \sum_{i=1}^{n} \tilde{x}_{i,i} \).

On the other hand, if \( \tilde{x}_{i,j}^r \) is the cohomology class of \( x_i \otimes x_j + x_j \otimes x_i \) (for \( 1 \leq i \leq j \leq n \)), \( i d_{0,1}^i(\tilde{x}_{i,j}^r) \) is given by the cocycle

\[
\sum_{p=1}^{n} (-2[[x_i, x_p], x_j] \otimes x_p - 2[[x_j, x_p], x_i] \otimes x_p).
\]

Therefore, \( i d_{0,1}^i(\tilde{x}_{i,j}^r) \) is the class of a cocycle of degree 6. However, there are also coboundaries in this degree, which are of the form

\[
\sum_{1 \leq a < b \leq n} \sum_{p=1}^{n} c_{a,b}[[x_a, x_b], x_p] \otimes x_p.
\]

Hence, we see that the cocycle \( 5.7 \) is equivalent to

\[
-4 \sum_{p=1}^{n} [[x_i, x_p], x_j] \otimes x_p.
\]
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It is easily checked that \( i' \) is injective, which follows from the fact that the map \( i' \) is a non trivial \( so(n) \)-equivariant and that \( S^2_{\text{ir}} V(n) \) is an irreducible \( so(n) \)-module.

Considering the complex \( C^*(YM(n), \Omega^n(n)) \), we see that the space \( B^2(YM(n), \Omega^n(n)) \) spanned by the coboundaries of degree 6 is an epimorphic image of \( (\Omega^n(n))_t \approx \Lambda^2 V(n) \) under the \( so(n) \)-equivariant map \( d_3 \). It is not hard to prove that the interaction between \( B^*(YM(n), \Omega^n(n)) \) and the image of \( i' \) is trivial, since \( \text{Im}(i') \approx S^2_{\text{ir}} V(n) \) is not an isotypic component of \( \Lambda^2 V(n) \). This implies that \( i' \) is monomorphic.

\[ 
\text{Lemma 5.7. If we denote } p' : V(n)^{\otimes 2} \to S^2_{\text{ir}} V(n) \text{ the canonical projection, the following diagram is commutative} 
\]

\[ 
\begin{array}{c}
\text{H}^1(\Omega(n), S^1 V(n)) \quad \text{H}^2(\Omega(n), S^{2-1} V(n) \otimes \Omega(n)) \\
S^1 V(n) \otimes V(n) \quad \text{S}^{2-1} V(n) \otimes V(n)^{\otimes 2} \quad \text{S}^{2-1} V(n) \otimes S^2_{\text{ir}} V(n)
\end{array}
\]

\[ 
\text{Proof. It is enough to prove the lemma when } \bar{c} \in H^1(\Omega(n), S^1 V(n)) \text{ is represented by } z \otimes x_j \in S^1 V(n) \otimes C^1(YM(n), k), \text{ where } z = x_j, \ldots, x_j \in S^1 V(n). \text{ If this is the case, } i d_{1,1}^1(\bar{c}) \text{ is the cohomology class of the cocycle} 
\]

\[ 
\sum_{i=1}^n \sum_{h=1}^i (-2x_i, \ldots, [[x_h, x_i], x_j]) \ldots x_j, x_j + x_j, \ldots, x_j, x_j \otimes x_j
\]

\[ 
= \sum_{i=1}^n \sum_{h=1}^i \partial_d(z) \otimes (-2[[x_r, x_i], x_j] + [[x_r, x_j], x_i]) \otimes x_i.
\]

\[ 
\square 
\]

The previous lemma implies the following result.

\[ 
\text{Proposition 5.8. The space } E_{\text{ir}}^{0,1} \text{ vanishes for } i \geq 3. \text{ Furthermore,} 
\]

\[ 
(1) \quad E_{\text{ir}}^{0,1} \text{ is the vector space with basis given by the cohomology class of the cocycles } \{x_i : i = 1, \ldots, n\}, \text{ where } x_i \in V(n) = C^1(YM(n), k), \]

\[ 
(2) \quad E_{\text{ir}}^{1,1} \text{ is the vector space with basis given by the cohomology class of the cocycles} 
\]

\[ 
\left\{x_i \otimes x_j - x_j \otimes x_i : 1 \leq i < j \leq n\right\} \cup \left\{ \sum_{i=1}^n x_i \otimes x_i \right\} \subseteq C^1(YM(n), V(n)), 
\]

\[ 
(3) \quad E_{\text{ir}}^{2,1} \text{ is the vector space with basis given by the cohomology class of the cocycles} 
\]

\[ 
\left\{ \sum_{i=1}^n x_i x_i \otimes x_i - \frac{1}{2} x_i^2 \otimes x_j : i = 1, \ldots, n \right\} \subseteq C^1(YM(n), S^2 V(n)). 
\]

\[ 
\text{Proof. First, it is direct to prove that the collection of elements of } C^1(YM(n), k) \text{ given in item (1) is indeed a basis of cocycles, since } H^1(YM(n), k) \approx V(n). \text{ On the other hand, Lemma 5.6 says that, Ker(} d_{1,1}^1) \text{ is generated by the cocycles given in item (2).} 
\]

\[ 
\text{Let } i \geq 2. \text{ We consider} 
\]

\[ 
z = \sum_{j=1}^n z_j \otimes x_j \in S^1 V(n) \otimes V(n) 
\]
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a representative of a cohomology class \( \bar{\xi} \) in \( {E}^{0,1}_1 \). We notice that

\[
(id_{\mathcal{E}_1} - V(n)) \otimes p') \circ (\partial^{\mathcal{D}}_{\mathcal{R}} \otimes \text{id}_{V(n)})(\sum_{j=1}^{n} z_j \otimes x_j) = \sum_{j=1}^{n} \partial_h(z_j) \otimes x_h \otimes x_j \in S^{i-1}V(n) \otimes S^2_{\mathcal{R}} V(n).
\]

Therefore, by Lemma 5.7, \( \bar{\xi} \in \text{Ker}(\partial^{\mathcal{D}}_{\mathcal{I}}) \) if and only if the following conditions are satisfied:

(i) \( \partial_h z_j = -\partial_j z_h \), for all \( h, j = 1, \ldots, n \) such that \( h \neq j \),

(ii) \( \partial_h z_h = \partial_j z_j \), for all \( h, j = 1, \ldots, n \).

We shall first analyze the case \( i = 2 \). In order to do so, we shall assume that

\[
z_j = \sum_{m,l=1}^{n} a_{l,m}^j x_l x_m \in S^2 V(n),
\]

where \( a_{l,m}^j \in k \), for all \( l, m = 1, \ldots, n \). The previous conditions are respectively equivalent to

(a) \( a_{l,m}^j = -a_{j,m}^l \), for all \( j, l, m = 1, \ldots, n \) such that \( j \neq l \),

(b) \( a_{j,m}^l = a_{l,m}^j \), for all \( j, l, m = 1, \ldots, n \).

The first condition implies that, if \( j, l, m \) are all different, then

\[
-a_{l,j}^m = a_{l,m}^j = a_{m,j}^l,
\]

so, it must be \( a_{l,m}^j = 0 \). Also, both conditions yield that, given \( j \neq l \),

\[
-a_{j,l}^m = a_{l,j}^m = a_{l,l}^m.
\]

We shall denote \( \alpha_i = a_{l,l}^i \).

Applying these considerations we may simplify the expression of \( z \) as follows

\[
z = \sum_{j=1}^{n} \sum_{m,l=1}^{n} a_{l,m}^j x_l x_m \otimes x_j = \sum_{j=1}^{n} (2 \sum_{1 \leq m \leq n \atop m \neq j} a_{j,m}^j x_j x_m \otimes x_j + \sum_{1 \leq m \leq n \atop m \neq j} a_{m,m}^j x_m^2 \otimes x_j + a_{l,j}^j x_j^2 \otimes x_j)
\]

\[
= \sum_{j=1}^{n} (\sum_{1 \leq m \leq n \atop m \neq j} 2x_m x_j x_m \otimes x_j - \sum_{1 \leq m \leq n \atop m \neq j} \alpha_j x_m^2 \otimes x_j + \alpha_j x_j^2 \otimes x_j)
\]

\[
= \sum_{m=1}^{n} 2\alpha_m \left( \sum_{j=1}^{n} x_j x_m \otimes x_j - \frac{1}{2} x_j^2 \otimes x_m \right).
\]

where we have omitted the terms with \( a_{l,m}^j \) (\( j, l, m \) all different) in the last member of the first line, since they vanish. In consequence, we have proved that \( S^2 {E}^{0,1}_1 \) is spanned by the basis given in item (3).

We shall now show that \( {E}^{0,1}_1 \) is equal to 0 for \( i \geq 3 \). This is a direct consequence of the following auxiliary lemma.

**Lemma 5.9.** Let \( n \geq 3 \) and let \( p_1, \ldots, p_n \) be homogeneous polynomials of degree \( i \geq 3 \) in \( k[x_1, \ldots, x_n] \) which satisfy that

(I) \( \partial_h p_j = -\partial_j p_h \), for all \( h, j = 1, \ldots, n \) such that \( h \neq j \),

(II) \( \partial_h p_h = \partial_j p_j \), for all \( h, j = 1, \ldots, n \).

Then, \( p_1 = \cdots = p_n = 0 \).
Proof. We choose different elements \( j_1, j_2, j_3 \in \{1, \ldots, n\} \). Applying condition (I), it turns out that
\[
\partial_j \partial_{j_i} p_{j_i} = \partial_j \partial_{j_i} p_{j_i} = -\partial_j \partial_{j_i} p_{j_i} = \partial_j \partial_{j_i} p_{j_i} = \partial_j \partial_{j_i} p_{j_i} = -\partial_j \partial_{j_i} p_{j_i}.
\]
Therefore, \( \partial_j \partial_{j_i} p_{j_i} = 0 \), if \( j_1, j_2, j_3 \) are all different. This in turn implies that
\[
p_j = a_j x_j^1 + \sum_{b=1, b \neq j}^{i} \sum_{d=1}^{i} a_{h,b} x_j^{i-d} x_h^d
\]
for \( j \in \{1, \ldots, n\} \). Also, if \( j_1, j_2 \in \{1, \ldots, n\} \) are two different elements, conditions (I) and (II) tell us that
\[
\partial_j^2 p_{j_1} = \partial_j \partial_{j_1} p_{j_1} = \partial_j \partial_{j_1} p_{j_1} = \partial_j \partial_{j_1} p_{j_1} = \partial_j \partial_{j_1} p_{j_1}.
\]
Hence, \( \partial_j^2 p_{j_1} = \partial_j^2 p_{j_1} \) for all \( j_2, j_3 \neq j_1 \). Using this identity in equation (5.10), we conclude that
\[
p_j = a_j x_j^1 + \sum_{b=1, b \neq j}^{i} \sum_{d=1}^{i} a_{h,b} x_j^{i-d} x_h^d
\]
for all \( j \in \{1, \ldots, n\} \). If \( j \neq j' \),
\[
\partial_{j'} p_j = a_{j',1} x_{j'}^{i-1} + 2 a_{j',2} x_{j'}^{i-2} x_j.
\]
In particular, condition (I) says that \( a_{j,1} = 0 \) for all \( j, j' = 1, \ldots, n \) such that \( j \neq j' \), so
\[
p_j = a_j x_j^1 + \sum_{b=1, b \neq j}^{i} \sum_{d=1}^{i} a_{h,b} x_j^{i-d} x_h^d.
\]
We need to consider two cases: \( i > 3 \) and \( i = 3 \). If \( i > 3 \), condition (I) also tells us that \( a_{j,2} = 0 \), for all \( j, j' = 1, \ldots, n \) such that \( j \neq j' \). In this case, \( p_j = a_j x_j^1 \), for all \( j \in \{1, \ldots, n\} \), and condition (II) implies that \( a_j = 0 \), for all \( j \in \{1, \ldots, n\} \), so \( p_j \) vanishes for all \( j \in \{1, \ldots, n\} \).

If \( i = 3 \), we recall that
\[
\partial_j p_j = 3 a_j x_j^1 + \sum_{b=1, b \neq j}^{i} a_{h,b} x_h^2.
\]
Identity \( \partial_j p_j = \partial_j p_{j'} \) implies that \( a_j = 0 \), for all \( j \in \{1, \ldots, n\} \), and \( a_{h,2} = 0 \), for \( h \neq j, j' \). Since \( n \geq 3 \), \( p_j \) vanishes for all \( j \in \{1, \ldots, n\} \). The lemma is thus proved. \( \Box \)

The proof of the proposition is then complete. \( \Box \)

Proposition 5.10. The kernel of \( 2d_2^{0,1} \) vanishes. In consequence, \( 2E_3^{0,1} = 0 \).

Proof. We first observe that \( 2E_2^{0,1} \) is isomorphic to \( V(n) \) as \( so(n) \)-modules, so it is an irreducible \( so(n) \)-module. If we apply the differential \( 2d_2^{0,1} \) to the cohomology class represented by a cocycle of the form
\[
\sum_{i=1}^{n} (x_i x_i \otimes x_i - 1/2 x_i^2 \otimes x_i),
\]
we obtain the cohomology class of the cocycle in \( C^2(YM(n), S^2((\text{tym}(n)))) \) given by
\[
\sum_{i=1}^{n} (2 [x_i, x_m] \otimes x_i x_m \otimes x_i - 2 [x_i, x_i] \otimes [x_i, x_m] \otimes [x_i, x_m] - [x_i, x_m] \otimes [x_i, x_m] \otimes x_i).
\]
We point out that the cohomology classes of the previous cocycles are linearly independent, which implies that \( \text{Ker}(2d_2^{0,1}) = 0 \). This can be deduced as follows. Taking into account \( 2E_2^{0,1} \) is an irreducible \( so(n) \)-module and \( 2d_2^{0,1} \) is \( so(n) \)-equivariant, the latter is an isomorphism if it does not vanish. Since there are no coboundaries of the same internal degree and the cocycles \( 5.12 \) are nonzero, we conclude that \( \text{Ker}(2d_2^{0,1}) = 0 \). \( \Box \)

By Propositions 5.1, 5.8 and 5.10, we derive the main result of this section.

Theorem 5.11. The morphism given in Proposition 5.7 is bijective, so that
\[
HH^1(YM(n)) \simeq k \oplus V(n)[2] \oplus \Lambda^2(V(n)[1]).
\]
6 Hochschild and cyclic homology of YM(n)

6.1 Generalities
In this subsection, A shall denote a connected graded k-algebra (i.e. $A_0 = k$). We shall denote $HC_\bullet(A)$ the $\bullet$-th cyclic homology group of A and $\overline{HC}_\bullet(A) = HC_\bullet(A)/HC_\bullet(k)$ the reduced $\bullet$-th cyclic homology group. Also, $\overline{HH}_\bullet(A) = HH_\bullet(A)/HH_\bullet(k)$ shall denote the reduced $\bullet$-th Hochschild homology group. We recall that $\overline{HH}_\bullet(A) = HH_\bullet(A)$, for $\bullet \geq 1$, $\overline{HH}_0(A) = HH_0(A)/k$, $HH_0(A) = HC_0(A)$ and $\overline{HH}_0(A) = \overline{HC}_0(A)$. In fact, all of them are not only abelian groups but also $k$-vector spaces.

As it is usual, if A is provided with a $\mathbb{N}_0$-grading, then the cyclic homology has two gradings: the homological grading and the internal one. So, we shall denote $HC_{j,i}(A)$ and $HC_{i,j}(A)$ the components of internal degree $j$ of $HC_i(A)$ and $\overline{HC}_i(A)$, respectively. As a consequence, these groups are graded vector spaces with respect to the internal grading.

If A is an $\mathbb{N}_0$-graded algebra, the relation between the previous homologies is provided by the following collection of short exact sequence of graded vector spaces (see [We]), Thm. 9.9.1)

$$0 \to \overline{HC}_{-1}(A) \to \overline{HH}_i(A) \to \overline{HC}_i(A) \to 0,$$

(6.1) for all $i \geq 0$, derived from Connes’ long exact sequence. This is a corollary of Goodwillie’s Theorem proved by M. Vigué-Poirrier (see [Good] and [VP]).

We recall that the Euler-Poincaré characteristic for the Hilbert series is given by

$$\chi_{\overline{HC}_\bullet(A)}(t) = \sum_{p \in \mathbb{Z}} (-1)^p \overline{HC}_p(A)(t).$$

(6.2)

The following proposition is a particular case of Theorem 3.5, Eq. (16), in [I].

**Proposition 6.1.** If $A$ is an $\mathbb{N}_0$-graded algebra, then

$$\chi_{\overline{HC}_\bullet(A)}(t) = \sum_{l \geq 1} \frac{\varphi(l)}{l} \log(A(t)).$$

Corollary 3 of [CD1] and Proposition 6.1 yield the following result.

**Proposition 6.2.** If YM(n) denotes the Yang-Mills algebra with n generators provided with the usual grading, then

$$\chi_{\overline{HC}_\bullet(YM(n))}(t) = \sum_{l \geq 1} \frac{\varphi(l)}{l} \log(YM(n)(t)) = - \sum_{l \geq 1} \frac{\varphi(l)}{l} \log(1 - nt' + nt'' - t''').$$

6.2 Hochschild and cyclic homology of the Yang-Mills algebra

Corollary 3 of [CD1], Proposition 3.3, Theorem 5.11 and Proposition 6.1 tell us that

$$\overline{HH}_1(YM(n))(t) = t^4,$$

$$\overline{HH}_2(YM(n))(t) = \left(\frac{n(n-1)}{2} + 1\right)t^4 + nt^3,$$

$$\chi_{\overline{HC}_\bullet(YM(n))}(t) = - \sum_{l \geq 1} \frac{\varphi(l)}{l} \log(1 - nt' + nt'' - t'''),$$

where we have used the Poincaré duality of the Yang-Mills algebra. We shall find the Hilbert series of the other homology $k$-vector spaces by putting together the following facts.

First, taking into account the short exact sequence (6.1) and that $HH_\bullet(YM(n)) = 0$ for $\bullet \geq 4$, we conclude that $\overline{HC}_\bullet(YM(n)) = 0$ for $\bullet \geq 3$. Moreover,

$$\begin{align*}
\overline{HC}_2(YM(n))(t) &= \overline{HH}_3(YM(n))(t), \\
\overline{HC}_1(YM(n))(t) &= \overline{HH}_2(YM(n))(t) - \overline{HC}_2(YM(n))(t) \\
&= \overline{HH}_2(YM(n))(t) - \overline{HH}_3(YM(n))(t), \\
\overline{HC}_0(YM(n))(t) &= \overline{HH}_0(YM(n))(t).
\end{align*}$$

(6.3)
Second, as noted in Eq. (1.22) of [CD2], the Koszul property of YM(n) implies that

\[ \sum_{i=0}^{3} (-1)^i \overline{HH}_i(YM(n))(t) = 0. \] (6.4)

Finally, it may be directly checked from (6.1) that

\[ \chi_{\overline{HC}_i(YM(n))}(t) = \sum_{i=0}^{3} (-1)^i \overline{HC}_i(YM(n))(t) = \sum_{i=0}^{3} (-1)^i (3-i) \overline{HH}_i(YM(n))(t). \] (6.5)

These two last identities constitute a linear system

\[ \overline{HH}_0(YM(n))(t) = \chi_{\overline{HC}_i(YM(n))}(t) - 2 \overline{HH}_1(YM(n))(t) + \overline{HH}_2(YM(n))(t), \]
\[ \overline{HH}_0(YM(n))(t) = \chi_{\overline{HC}_i(YM(n))}(t) - 3 \overline{HH}_2(YM(n))(t) + 2 \overline{HH}_3(YM(n))(t), \]

with unique solution

\[ \overline{HH}_0(YM(n))(t) = \chi_{\overline{HC}_i(YM(n))}(t) - 2 \overline{HH}_3(YM(n))(t) + \overline{HH}_2(YM(n))(t), \]
\[ \overline{HH}_1(YM(n))(t) = \chi_{\overline{HC}_i(YM(n))}(t) - 3 \overline{HH}_3(YM(n))(t) + 2 \overline{HH}_2(YM(n))(t). \]

Hence, we have proved the main result of this article, which we can now state in detail.

**Theorem 6.3.** If \( n \geq 3 \), then the Hilbert series of the Hochschild homology of the Yang-Mills algebra YM(n) are given as follows

\[ HH_4(YM(n))(t) = 0, \]
\[ HH_3(YM(n))(t) = t^4, \] if \( \bullet \geq 4 \),
\[ HH_2(YM(n))(t) = \frac{n(n-1)}{2} t^4 + n t^3, \]
\[ HH_1(YM(n))(t) = -\sum_{l \geq 1} \frac{\varphi(l)}{l} \log(1 - nt^d + nt^3 - t^l) + (n(n-1)-1)t^d + 2nt^3, \]
\[ HH_0(YM(n))(t) = -\sum_{l \geq 1} \frac{\varphi(l)}{l} \log(1 - nt^d + nt^3 - t^l) + \left(\frac{n(n-1)}{2} - 1\right)t^d + nt^3 + 1. \]

The Hochschild cohomology is given by Poincaré duality: \( HH^\bullet(YM(n)) = 0 \), for \( \bullet > 3 \), and \( HH^\bullet(YM(n)) = HH_{3-\bullet}(YM(n))[4] \), for \( 0 \leq \bullet \leq 3 \).

On the other hand, the Hilbert series for the cyclic homology are

\[ HC_{4+2\bullet}(YM(n))(t) = 1, \] if \( \bullet \geq 0 \),
\[ HC_{3+2\bullet}(YM(n))(t) = 0, \] if \( \bullet \geq 0 \),
\[ HC_2(YM(n))(t) = 1 + t^4, \]
\[ HC_1(YM(n))(t) = \frac{n(n-1)}{2} t^d + nt^3, \]
\[ HC_0(YM(n))(t) = -\sum_{l \geq 1} \frac{\varphi(l)}{l} \log(1 - nt^d + nt^3 - t^l) + \left(\frac{n(n-1)}{2} - 1\right)t^d + nt^3 + 1. \]

For completeness, we collect the results given in subsection 2.3 and relations (6.3) for \( n = 2 \).
Theorem 6.4. If $n = 2$, then the Hilbert series for the Hochschild homology are

\[
HH_\bullet(YM(2))(t) = \begin{cases} 
0, & \text{if } \bullet \geq 4, \\
\frac{t^4}{1 - t^2}, & \\
2t^3 \left( \frac{1 + t - t^2}{(1 - t^2)(1 - t)} \right), & \\
\frac{t(2 - t)(1 + t^2)}{(1 - t^2)}, & \\
1 - \frac{t}{(1 - t)^2}. & 
\end{cases}
\]

The Hochschild cohomology is given by Poincaré duality: $HH^\bullet(YM(2)) = 0$, for $\bullet > 3$, and $HH^\bullet(YM(2)) = HH_{4-\bullet}(YM(2))[4]$, for $0 \leq \bullet \leq 3$.

Also, the Hilbert series for the cyclic homology are given by

\[
HC_{4+2\bullet}(YM(2))(t) = 1, \quad \text{if } \bullet \geq 0, \\
HC_{3+2\bullet}(YM(2))(t) = 0, \quad \text{if } \bullet \geq 0, \\
HC_2(YM(2))(t) = 1 + \frac{t^4}{1 - t^2}, \\
HC_1(YM(2))(t) = \frac{(2 - t)t^3}{(1 - t)^2}, \\
HC_0(YM(2))(t) = \frac{1}{(1 - t)^2}.
\]
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