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Abstract Strong vibrations due to wind induced loads and earthquakes have undesirable effects on tall buildings and long-span bridges, and can cause discomfort, dizziness and anxiety for their occupants and users. The Single Tuned Mass Damper (STMD) is vibration control device used to mitigate strong motion. This study investigated the STMD from the perspective of multi-objective optimization. The main goal was to identify and characterize the Pareto set of optimal STMD parameters in terms of damping and stiffness. The optimization was performed using a multi-objective optimization algorithm based on gradient descent and successive bisecting of the search domain. $H_\infty$ and $H_2$ norms of the transfer matrices for structural displacement and acceleration were considered as design objectives. We found that for peak response reduction, irrespective of the excitation type, structural damping and STMD mass ratio, the Pareto set was linear and extended mainly in the direction of frequency ratio, while the damping ratio varied marginally within the set. For RMS displacement and peak acceleration minimization, the Pareto set was composed of two segments. Additionally, in all instances, the Pareto set was found to be bounded by the single-objective optimal STMDs for the considered design objectives. The implications of the findings were discussed and approximations of the Pareto optimal STMD were suggested.
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1 Introduction

Vibration control has become a requirement for the design of secure and reliable tall buildings and long-span bridges. In fact, with the advancement of construction materials and methods, the stiffness of tall and long structures has declined. As a result, structures became more prone to dynamic effects caused by earthquakes and wind induced loads. Moreover, strong vibrations not only threatened the structural integrity of buildings and bridges, but also the comfort of users and occupants [1]. In this regard, vibration control is considered one of the cost-effective solutions to mitigate such problems. Subsequently, a wide range of control strategies and devices were researched and developed during the last century [2], and the Single Tuned Mass Damper (STMD) is one of the most well known and mature [3].

The optimization of the STMD has considerable impact on the effectiveness of the control system. For a given STMD mass, optimal damping and stiffness improve the capacity of the STMD in mitigating structural vibration. As such, multiple researchers investigated the optimal STMD and its behavior. First, Den Hartog [4] formulated the fixed-point theory to derive expressions for optimal STMD parameters. Later, various closed form expressions of optimal STMD parameters for Single Degree Of Freedom (SOF) undamped structures under different load types and for various optimized parameters were proposed by Warburton [5]. Researchers also studied the STMD in the case of damped structures [6–8]. Recently, evolutionary algorithms and machine learning were successfully employed for the optimization of the STMD for multiple degrees of freedom structures [9–13]. While optimal STMD is effective, Xu and Igusa [14] revealed that it’s sensitive to changes in frequency ratio, which may decrease the control system performance. They also proposed the multiple tuned mass dampers as an alternative and robust control system. The mentioned studies investigated various aspects of the STMD, nevertheless, they only considered the design and study of this control device from the perspective of single objective optimization.

The optimization of the STMD is a Multi-objective Optimization Problem (MOP). The objectives of vibration control are ensuring the structural integrity of structures, the security
of their various services and the comfort of the users and occupants. To satisfy these different requirements, designers are often tasked with optimizing the STMD for multiple design objectives at the same time. Such objectives may include, peak displacement, peak acceleration and inter-story drift. For example, to ensure the comfort of occupants and users, excessive motion must be mitigated, and peak acceleration values, that induce inertial forces on the human body, should be reduced [1]. To evaluate the STMD performance in mitigating structural vibration and measure structural response, especially displacement and acceleration, the norms $H_\infty$ and $H_2$ are generally used. $H_\infty$ represents the peak value of the dynamic amplification factor of the considered response component. $H_2$, on the other hand, can be interpreted as the average system gain over all frequencies, and is also the Root-Mean-Square (RMS) of the impulse response of the system.

While it’s possible to convert an MOP into a single-objective optimization problem, for example by considering a linear combination of normalized displacement and acceleration as a design objective, it is not guaranteed that the obtained design is Pareto optimal. In this sense, multi-objective optimization is advantageous as it can generate a set of optimal designs, from which designers can choose an adequate design based on some constraints. While, recent studies have examined the STMD which designers can choose an adequate design based on some advantageous as it can generate a set of optimal designs, from the STMD as an MOP.

The main goal of this study was to investigate the behavior of the Pareto optimal STMD, and characterize the Pareto set of optimal designs for structural vibration mitigation. The controlled structure was modeled as a Single Degree Of Freedom (SDOF) system. $H_\infty$ and $H_2$ norms of displacement and acceleration were considered as design objectives. The multi-objective optimization was performed using the algorithm proposed by Dellnitz, Schütze and Hestermeyer [17]. An efficient implementation of the algorithm was coded in Julia. Finally, approximations of the Pareto sets were proposed.

2 Problem formulation

A Single Degree Of Freedom (SDOF) structure with mass $m_s$, damping $c_s$, stiffness $k_s$, damping ratio $\xi_s$ and natural frequency $\omega_s$, is equipped with an STMD with mass $m_d$, damping $c_d$, stiffness $k_d$ and natural frequency $\omega_d$. The vibration control system is characterized by its mass ratio $\mu_d$, damping ratio $\xi_d$ and frequency ratio $\gamma_d$.

$$\mu_d = \frac{m_d}{m_s}, \quad \xi_d = \frac{c_d}{2m_s\omega_d}, \quad \gamma_d = \frac{\omega_d}{\omega_s}$$

2.1 Transfer functions

The governing system of equations of the motion of the structure-STMD system (Figure 1) is written in matrix form as

$$M\ddot{\mathbf{x}} + C\dot{\mathbf{x}} + K\mathbf{x} = \mathbf{u}$$

where $\mathbf{x} = [x_s \ x_d]^T$ is the displacement vector. $x_s$ and $x_d$ are the primary structure and damper displacements relative to ground. $\ddot{\mathbf{x}}$ and $\dot{\mathbf{x}}$ are the acceleration and velocity vectors. $M$, $C$, and $K$ are the mass, damping and stiffness matrices of the combined system.

$$\mathbf{G}(\omega) = \begin{bmatrix} G_d(\omega) \\ G_{stmd}(\omega) \end{bmatrix} = (-\omega^2\mathbf{M} + i\omega\mathbf{C} + \mathbf{K})^{-1} \begin{bmatrix} m_s \\ \Theta m_d \end{bmatrix}$$

2.2 Approximations

Figure 1. Structure-STMD combined system.
2.2 Design Objectives

The $H_\infty$ and $H_2$ norms of a transfer function $G$ are defined as

$$H_\infty(G) = \sup_{\omega \geq 0} |G(\omega)|$$

$$H_2(G) = \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} |G(\omega)|^2 \, d\omega \right)^{1/2}$$

The $H_\infty$ and $H_2$ of the transfer functions $G_d$, $G_a$, $G_d^{w/o}$ and $G_a^{w/o}$ can be defined in the same manner. It should be noted that for the acceleration response, only the $H_\infty$ norm was considered.

For the controlled structure

$$H_\infty(G_d) = H_\infty^d$$

$$H_2(G_d) = H_2^d$$

$$H_\infty(G_a) = H_\infty^a$$

For the uncontrolled structure

$$H_\infty(G_d^{w/o}) = H_\infty^{d\ w/o}$$

$$H_2(G_d^{w/o}) = H_2^{d\ w/o}$$

$$H_\infty(G_a^{w/o}) = H_\infty^{a\ w/o}$$

The primary objective of vibration control is limiting structural response, and more specifically, the displacement and acceleration components. The goal is to guarantee that support elements, like columns and beams, can withstand the external load. Additionally, it seeks to prevent the failure of the different building services, such as plumbing and ventilation. A successful controller design must also ensure the occupants and users comfort, and avert feelings of stress and panic that are usually induced by excessive motion.

The performance of the control system is defined by its ability to reduce structural response. In this paper, we considered the $H_\infty$ and $H_2$ norms of displacement and the $H_\infty$ of acceleration of the primary structure as potential design objectives.

The current MOP can be stated as follows

given $\xi_s$, $\Theta$, $\mu_d$

find $x = (\xi_d, \gamma_d) \in \mathbb{R}^2$

minimize $F(x)$

where $F$ is 2 dimensional vector-valued function. $F$ represents the multi-objective for the current optimization problem of the STMD. In this paper we considered the two cases of $F = (f_\infty^d, f_\infty^a)$ and $F = (f_2^d, f_2^a)$ such that

$$f_\infty^d = \frac{H_\infty^d}{H_\infty^{d\ w/o}}$$

$$f_2^d = \frac{H_2^d}{H_2^{d\ w/o}}$$

$$f_\infty^a = \frac{H_\infty^a}{H_\infty^{a\ w/o}}$$


3 Optimization procedure

The main objective of the optimization procedure of the MOP is to identify the Pareto set. In other words, the domain of STMD parameters that generates the Pareto front for the considered design objectives. For any point in this domain, any change in one of the parameters causes an increase in at least one of the design objectives.

The proposed algorithm is based on the paper written by Dellnitz, Schütze and Hestermeyer [17]. Given a starting search domain, the goal of the algorithm is to identify the Pareto set contained in that domain for the considered design objectives. The procedure produces a tight covering of the Pareto set represented by a collection of boxes containing the points of the Pareto set.

3.1 Pareto optimality

In the case of multi-objective optimization, the objective function is not a scalar but a vector, it is therefore necessary to properly define the notion of minimum for a vector. In accordance with the definition of Pareto efficiency, the following definition was adopted

$$\forall a, b \in \mathbb{R}^2 \ a \leq b \iff a_i \leq b_i \text{ for } i = 1, 2$$

In this sense, a point $\bar{x} \in \mathbb{R}^2$ is called globally Pareto optimal, or non-dominated, if there is no point $y \in \mathbb{R}^2$ such that $F(y) \leq F(\bar{x})$ and $F(y) \neq F(\bar{x})$.

3.2 Search direction

The proposed optimization scheme relies on gradient descent to minimize the objective function. The search direction for every optimization objective was taken as the gradient of the considered objective function with respect to STMD parameters $\xi_d$ and $\gamma_d$.

To determine the search direction that minimizes all objectives, the set of optimization objectives $F$ is associated with the following Quadratic Optimization Problem (QOP)

given $F = (f_1, f_2)$, $x$

find $\alpha = (\alpha_1, \alpha_2) \in \mathbb{R}^{+2}$ such that $\sum_{i=1}^{2} \alpha_i = 1$

minimize $\left\| \sum_{i=1}^{2} \alpha_i \nabla f_i(x) \right\|^2$

where $F$ is the multi-objective, $f_1$ and $f_2$ are the design objectives described in 2.2, $x$ is the point at which we want to find the search direction, $\nabla f_i(x)$ is the search direction for the $i$-th optimization objective calculated at $x$.

If $\bar{\alpha} = (\bar{\alpha}_1, \bar{\alpha}_2)$ denotes the solution of the QOP, then, the global search direction $q(x)$ at $x \in \mathbb{R}^2$ is found by

$$q(x) = -\sum_{i=1}^{2} \bar{\alpha}_i \nabla f_i(x)$$

Given a starting point $x_i$ in the search domain, the next point $x_{i+1}$ which minimizes all optimization objectives is calculated.
by the iteration
\[ x_{i+1} = x_i + h q(x_i) \]  
where \( h \) is the step size.

After a sufficient number of iterations, the described scheme converges to a sub-stationary point \( \bar{x} \) for which \( q(\bar{x}) \approx 0 \). This means the goal of the optimization procedure is to identify the set of sub-stationary points.

### 3.3 Step size

While the iteration scheme may converge to a sub-stationary point, its performance depends on the step size \( h \). On the one hand, a large step size decreases convergence time, however, it may cause overshooting. On the other hand, a small step size reduces the risk of overshooting but increases convergence time. Therefore, a variable step size which takes into account the shape of the objective functions was adopted.

At every step of the iteration scheme, the step size was computed with line search [20]. First, for every optimization objective \( f_i \), we defined the following minimization objective
\[ \phi(s_i) = f_i(x + s_i q(x)) \]
where \( s_i \) is the step size, \( x \) is the point at which we found the search direction and \( q(x) \) is the search direction found by solving the QOP.

To calculate a step size that guarantees the minimization of the objective \( f_i \), we proceeded as follows

1. Set the initial step size \( s_i = 1.0 \), and other parameters \( c_1 = 10^{-4}, c_2 = 0.1 \) and \( \tau = 0.9 \).
2. Terminate if \( s_i \) satisfies the strong Wolfe conditions
   \[ \phi(s_i) \leq \phi(0) + c_1 s_i \phi'(0) \]
   \[ |\phi'(s_i)| \leq c_2 |\phi'(0)| \]
3. Else, reduce the step size
\[ s_i \leftarrow \tau s_i \]  
Repeat from 2

The step sizes \( s_1 \) and \( s_2 \) minimize the two optimization objectives \( f_1 \) and \( f_2 \), respectively. To ensure that all objectives are minimized, the step size \( h \) for the MOP was taken as the smallest of the computed step sizes.
\[ h = \min(s_1, s_2) \]

### 3.4 Bisecting

The initial search domain, denoted by \( B_0 \), is considered to be a box defined by its center and radiiuses, one for each of the dimensions. Subsets of \( B_0 \) are considered to be a collection of boxes and are obtained through bisecting \( B_0 \) along one of the dimensions. For example, \( B_1 \) refers to the subsets of \( B_0 \) that are obtained by bisecting along the first dimension. Subsets of \( B_1 \) are obtained in the same manner by bisecting along the next dimension. In general, \( B_k \) refers to the subsets of \( B_0 \) that are obtained after \( k \) operations of bisecting. \( k \) is called the bisecting depth. It should be noted that after bisecting along the last dimension, the next bisecting direction is the first dimension. Figure 2 shows how the algorithm iteratively converges to cover the Pareto set for one of the optimization problems described in [17].

### 3.5 Implementation

Let \( B_0 \) be the initial box which covers the Pareto optimal set. The subsequent collections of boxes are constructed in the following manner

1. Through bisecting of \( B_{i-1} \), a new collection \( \hat{B}_i \) of boxes is created such that
\[ \bigcup_{B \in B_{i-1}} B = \bigcup_{B \in \hat{B}_i} B \]  

2. The new collections of boxes \( B_i \) is defined as
\[ B_i = \left\{ B \in \hat{B}_i, B \cap g(B_{i-1}) \neq \emptyset \right\} \]

where \( g(x) \) is the image of the point \( x \) after applying the iteration scheme a sufficient number of times starting from \( x \).

The algorithm was coded with the Julia programming language. The following Julia scientific packages were used:
- Optim.jl [18] for single valued function minimization;
- FiniteDifferences.jl for numerical evaluation of the gradient;
The optimal design for the tuned mass damper (STMD) was sought, considering the mass ratio, structural damping, excitation type, and external load. The objective was to optimize peak displacement and acceleration reduction under seismic excitation.

3.6 Samples
In the second step, the described algorithm relies on evaluating the image of a set. In practice, this is achieved by computing the images of an adequate number of randomly selected sample points. At the start of the optimization process, the boxes are large, therefore, a considerable number of points, more than 64 for each box, must be used to accurately evaluate their images. However, near the end of the process, the size of the boxes becomes so small that only one point per box is needed.

3.7 Initial search domain
The described algorithm is only able to cover the Pareto set within the given initial search domain. If the initial search domain doesn’t cover the entirety of the Pareto set, then the results of the algorithm won’t be complete. For the studied problem, which is the optimization of the STMD, the values of the optimized parameters have known bounds. As such, we safely assumed that the damping ratio $\xi_d$ is contained in the range $[0, 1.0]$, and the frequency ratio $\gamma_d$ is in the range $[0.0, 2.0]$. By starting from $B_0 = [0.0, 1.0] \times [0.0, 2.0]$ and running the algorithm for a few iterations, we had an approximate location of the Pareto set and adjusted the initial search domain accordingly.

4 Results
The implemented algorithm was employed to optimize damping and frequency ratios of the STMD for peak displacement and acceleration minimization. Additionally, the impact of STMD mass ratio, structural damping and excitation type on the Pareto set was also investigated.

4.1 Peak displacement and acceleration
In this section, we examined and characterized the Pareto set for peak displacement and acceleration reduction under seismic excitation. The following values of structural damping and the mass ratio of the STMD were selected: $\xi = 0.03$ and $\mu_d = 0.02$. The bisecting depth was set to 16, and the initial search domain to $B_0 = [0.0, 0.2] \times [0.0, 1.0]$.

The Pareto set and Pareto front were both linear (Figure 3). The Pareto set was found to be extended in the direction of frequency ratio.

The single-objective optimization of the STMD showed that the designs that minimize either $f^d_\infty$ or $f^a_\infty$ were located at the extremities of the Pareto set. They differed only in frequency ratio, and had almost equal damping ratios. The design from the Pareto set with minimal frequency ratio $\xi_d = 0.096$, $\gamma_d = 0.9657$ was optimal for the first design objective $f^d_\infty$, while the STMD design with maximal frequency ratio $\xi_d = 0.095$, $\gamma_d = 0.9839$ was optimal for the second design objective $f^a_\infty$.

The slope of the Pareto front was $-0.827$, which indicated that the considered design objectives were competing objectives, and the reduction in peak displacement was higher than the reduction of peak acceleration across the Pareto set (Fig. 3B).

The single-objective optimization of the combined objective $f^d_\infty + f^a_\infty$ was not successful in finding the Pareto optimal solution of the MOP. In fact, it produced a design that was optimal only for peak displacement reduction.

4.2 Effect of $\mu_d$, $\xi$, and $\Theta$ on the Pareto set
In this section, we investigated the effect of the different parameters that influence STMD design on the Pareto set, mainly mass ratio, structural damping ratio and external load (Figure 4). The case of $\xi = 0.03$ and $\mu_d = 0.02$ under seismic excitation (Fig. 4A) was taken as reference.

**Mass ratio:** The reduction of mass ratio caused the Pareto set to move moderately leftwards and upwards (Fig. 4B). In other words, the optimal damping ratio decreased and optimal frequency ratio increased. Additionally, the range of optimal frequency ratio decreased, and the Pareto set shrunk.

**Structural damping:** With the increase of structural damping ratio, the Pareto set shifted slightly rightwards (Fig. 4C).
The optimal damping ratio rose by a small amount. In terms of optimal frequency ratio, the maximal value of this parameter remained almost the same, while the minimal value decreased. As a result, the range of optimal frequency ratio grew, and the Pareto set expanded.

**External excitation:** Under wind induced load, the Pareto set moved upwards compared to the case under seismic excitation, and rotated slightly clockwise (Fig. 4D). The values of optimal damping ratio remained almost the same. The optimal frequency ratio increased, however, the length of the range of this parameter didn’t change.

**Parametric study**

Regardless of structural damping ratio, STMD mass ratio and excitation type, the Pareto set for the minimization of peak displacement and acceleration was almost linear (Figure 5). Moreover, it extended in the direction of frequency ratio. Put differently, the value of Pareto optimal damping ratio of the STMD remained almost constant inside the Pareto set.

In all instances, the Pareto set for $F = (f^d, f^s)$ was located between the single-objective optimal designs for $f^d$ and $f^s$. It was bounded from the bottom by the single-objective optimal design for peak displacement reduction, and from the top by the one for peak acceleration reduction.

### 4.2 RMS displacement and peak acceleration

In this case, we examined and characterized the Pareto set for peak and RMS displacement reduction under seismic excitation. We considered the same previous design problem: $\xi_s = 0.03$ and $\mu_d = 0.02$. The bisecting depth was set to 16, and the initial search domain to $B_0 = [0.0, 0.2] \times [0.9, 1.0]$. 

**Figure 4.** Pareto sets for normalized peak displacement and acceleration reduction for different parameters combinations.

**Figure 5.** Pareto sets for peak displacement and acceleration reduction for $\xi_s = 0.03$ and $\xi_s = 0.04$ under seismic ($\Theta = 1$) and wind induced ($\Theta = 0$) loads. $\mu_d = 0.01$, $\mu_d = 0.02$, $\mu_d = 0.03$. $\circ$: Optimal design for $f^d_{\infty}$. $\bullet$: Optimal design for $f^s_{\infty}$. 

The optimal damping ratio rose by a small amount. In terms of optimal frequency ratio, the maximal value of this parameter remained almost the same, while the minimal value decreased. As a result, the range of optimal frequency ratio grew, and the Pareto set expanded.

**External excitation:** Under wind induced load, the Pareto set moved upwards compared to the case under seismic excitation, and rotated slightly clockwise (Fig. 4D). The values of optimal damping ratio remained almost the same. The optimal frequency ratio increased, however, the length of the range of this parameter didn’t change.

**Parametric study**

Regardless of structural damping ratio, STMD mass ratio and excitation type, the Pareto set for the minimization of peak displacement and acceleration was almost linear (Figure 5). Moreover, it extended in the direction of frequency ratio. Put differently, the value of Pareto optimal damping ratio of the STMD remained almost constant inside the Pareto set.

In all instances, the Pareto set for $F = (f^d, f^s)$ was located between the single-objective optimal designs for $f^d$ and $f^s$. It was bounded from the bottom by the single-objective optimal design for peak displacement reduction, and from the top by the one for peak acceleration reduction.
Contrary the previous study, the Pareto set and Pareto front were not linear. The Pareto set for the minimization of RMS displacement and peak acceleration was composed of two segments (Fig. 6A). The Pareto front had the same shape as a reciprocal function (Fig. 7B).

Similar to the results of 4.1, the Pareto set joined the single-objective optimal STMD designs for $f_2$ and $f_\infty$. The design with minimal damping and frequency ratios ($\xi_d = 0.070$, $\gamma_d = 0.9635$) was optimal for RMS displacement, and the one with maximal damping and frequency ratios ($\xi_d = 0.093$, $\gamma_d = 0.9851$) minimized peak acceleration. Starting from the optimal design for $f_2^d$ and traveling along the Pareto set, the frequency ratio increased considerably in the beginning, while damping ratio increased moderately. Afterwards, the frequency ratio remained constant as the damping ratio increased until it reached the optimal design for $f_\infty^d$.

The shape of the Pareto front (Fig. 6B) shows that the considered design objectives were competing objectives. Moreover, the reduction in peak acceleration was much higher than that of RMS displacement across the Pareto set.

The single-objective optimization of the combined objective $f_2^d + f_\infty^d$ was not successful in finding a true Pareto optimal design, but instead, it minimized only peak acceleration.

**Effect of $\mu_d$, $\xi_s$, and $\Theta$ on the Pareto set**

In this section, we investigated the effect of mass ratio, structural damping ratio and external load on the Pareto set (Figure 7). The case of $\xi_s = 0.03$ and $\mu_d = 0.02$ under seismic excitation (Fig. 7A) was taken as reference.

**Mass ratio:** As the mass ratio decreased, the Pareto set moved upwards and leftwards (Fig. 7B). The optimal damping ratio declined and optimal frequency ratio increased. In addition, the range of Pareto optimal frequency ratio shrank.

**Structural damping:** With the increase of damping ratio, the Pareto set shifted marginally upwards and rightwards (Fig. 7C). It also extended significantly downwards, in other words, the minimal value of Pareto optimal frequency ratio decreased, and the range of this parameter expanded.

**External excitation:** Under wind induced load, the Pareto set moved upwards (Fig. 7D). The extremities of the Pareto set had the same value of damping ratio as before, however, the values of frequency ratio rose, but not by the same amount. As a result, the Pareto set shrunk, and its shape changed slightly.

**Parametric study**

Regardless of the value of structural damping ratio and mass ratio, the Pareto set, for RMS displacement and peak acceleration reduction, maintained its shape under either external excitation (Figure 8).

In all cases, the Pareto set for $F = (f_2^d, f_\infty^d)$, was located between the single-objective optimal designs for $f_2^d$ and $f_\infty^d$. It was bounded from the bottom by the single-objective optimal design for RMS displacement reduction, and from the top by the one for peak acceleration reduction.

**Design formulas**

While the optimization for $F = (f_\infty^d, f_\infty^\infty)$ produced a linear Pareto set which can be easily approximated as it was bounded...
by the optimal design for $f^d_2$ and $f^s_\infty$, the Pareto set for $F = (f^d_2, f^s_\infty)$ was composed of two segments (Figure 7). In fact, it joined three different points, two of which corresponded to the optimal design for $f^d_2$ and $f^s_\infty$. Therefore, in this section, we presented design formulas to find the coordinates of the third point that is the intersection of the segments. Knowing all three points, the Pareto set can be fully characterized.

The values of damping and frequency ratios of the intersection point can be computed by

$$
\xi_d = \frac{a_1}{\mu_d (1 + a_2 \mu_d)} \frac{1}{1 + \mu_d} \tag{31}
$$

$$
\gamma_d = \frac{b_1}{1 + b_2 \mu_d} \frac{1}{1 + \mu_d} \tag{32}
$$

where for seismic excitation

$$
a_1 = 0.857\xi_s + 0.265 \tag{33}
$$

$$
a_2 = -18.717\xi_s + 2.562 \tag{34}
$$

$$
b_1 = 1.021\xi^2_s - 0.037\xi_s + 1.000 \tag{35}
$$

$$
b_2 = 25.217\xi^2_s - 2.044\xi_s - 0.449 \tag{36}
$$

and under wind induced load

$$
a_1 = 0.579\xi_s + 0.257 \tag{37}
$$

$$
a_2 = 0.339\xi_s + 2.897 \tag{38}
$$

$$
b_1 = 2.599\xi^2_s + 0.097\xi_s + 1.000 \tag{39}
$$

$$
b_2 = 4.740\xi_s + 0.134 \tag{40}
$$

In order to derive the design formulas for damping and frequency ratio for the intersection point, we began by approximating $\xi_d$ and $\gamma_d$ as functions of $\mu_d$ for different values of structural damping $\xi_s$ under both excitation types using the functions defined in (31) and (32). The considered functions were found through trial and error. The Least-Squares Fitting was used to find the values of $a_1, a_2, b_1$ and $b_2$ for every value of $\xi_s$ under seismic and wind induced loads. Afterwards, the values of the control parameters $a_1, a_2, b_1$ and $b_2$ as functions of $\xi_s$ were approximated by polynomial functions for both excitation types using the same technique.

5 Discussion and Conclusion

The multi-objective design of the STMD for the mitigation of structural displacement and acceleration was studied. The main structure was modeled as an SDOF system taking inherent structural damping into account. The main goal of the paper was to find and characterize the set of Pareto optimal damping and frequency ratios of the control device.

This study shows that for the mitigation of structural vibration due to earthquake and induced load considering the $H_\infty$ norm, the Pareto set of optimal damping and frequency ratios extends along the frequency ratio, while the damping ratio inside the set is nearly constant (Figure 5). In other words, two Pareto optimal STMD designs can differ greatly in frequency ratio but will have very similar damping ratios. This may be

![Figure 8. Pareto sets for RMS displacement and peak acceleration reduction for $\xi_s = 0.03$ and $\xi_s = 0.04$ under seismic ($\Theta = 1$) and wind induced ($\Theta = 0$) loads.](image-url)
interpreted as the fact that the Pareto optimal STMD remains Pareto optimal for some variation in frequency ratio, but not in damping ratio. As such, we can probably conclude that, contrary to the single-objective STMD, the Pareto STMD is sensitive to damping ratio and not to frequency ratio within a certain range.

The single-objective optimization considering the linear combination $f_{\infty}^d + f_{\infty}^a$ failed (Figure 3). This was most likely due to the fact that the Pareto front in this case was linear and the absolute value of the slope was smaller than 1. In fact, the reduction of peak displacement was higher than that of peak acceleration, which meant that the displacement was more favored during the optimization process. Consequently, the resulting design was optimal for $f_{\infty}^a$ only. To get a true optimal design for both objectives, the objective $0.827 f_{\infty}^d + f_{\infty}^a$ should have been considered. It is therefore not guaranteed for the single-objective optimization of the MOP to always succeed when optimizing for $H_{\infty}$. As a matter of fact, the results will depend on the shape of the Pareto front, and more specifically, its slope.

The outcomes of the present work can provide a convenient method to approximate the Pareto optimal STMD for $F = (f_{\infty}^d, f_{\infty}^a)$. As shown through the parametric studies (Figure 5), regardless of the mass ratio, structural damping ratio and excitation type, the Pareto set for the design of the multi-objective STMD was linear and located between the single-objective optimal designs for displacement and acceleration mitigation. Such designs can be found using existing closed form expressions or single objective optimization. Thus, a linear Pareto set, joining the two designs, might present a good approximation of the actual Pareto set, avoiding the need for combining the design objectives or performing numerical multi-objective optimization.

As for the minimization of RMS displacement $f_{\infty}^d$ and peak acceleration $f_{\infty}^a$, the Pareto set was composed of two line segments. The extremities of the set corresponded to the single objective optimal designs for $f_{\infty}^d$ and $f_{\infty}^a$. The optimization of the combined objective $f_{\infty}^d + f_{\infty}^a$, similar to the previous case, failed. Since the reduction of peak acceleration was higher than the reduction of RMS displacement, $f_{\infty}^a$ was favored during the optimization process and the produced design was optimal only for peak acceleration.

For the optimization of $F = (f_{\infty}^d, f_{\infty}^a)$, the Pareto set can be fully described by three points. The two extremities whose coordinates can be computed using existing closed expressions of optimal damping and frequency ratios for $f_{\infty}^d$ and $f_{\infty}^a$, or by single objective optimization. Additionally, the coordinates of the third point can be found using the equations presented in the last paragraph of the results.
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