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ABSTRACT Cell-free massive multiple-input multiple-output (CF-mMIMO) systems are expected to provide faster and more robust connections to user equipments by cooperation of a massive number of distributed access points (APs), and to be one of the key technologies for beyond 5G (B5G). CF-mMIMO systems with multiple-antenna APs have been investigated from various viewpoints recently. However, no comprehensive analysis of the impact of antenna distribution on CF-mMIMO system performance has been done so far, which is important for practical deployment. Besides spectral efficiency, in B5G, energy efficiency of user equipments is one of the key indicators because various kinds of battery-limited devices connect to the network. Thus, this paper provides a comprehensive performance analysis of the impact of antenna distribution on the performance indicators, while considering several combining/precoding schemes and transmit power control algorithms. For uplink maximal-ratio combining, the concentrated deployment has the best performance thanks to the channel hardening and favorable propagation phenomena. On the other hand, the concentrated deployment prominently suffers from shadowing effects. For uplink/downlink minimum mean-square error combining with transmit power control, the semi-distributed deployments show the best performance, and it implies that we can reduce the number of APs to 1/4 for uplink and to 1/2 for downlink while keeping the same performance as the fully-distributed deployment.

INDEX TERMS Antenna distribution, battery lifetime prolongation, cell-free massive MIMO, energy efficiency, spectral efficiency, transmit power control.

I. INTRODUCTION

In conventional cellular network systems, user equipments (UEs) in a certain area called cell are connected only to the base station. To improve UE performance in cellular systems, cells are deployed densely. However, the resulting inter-cell interference not only limits performance, but also causes unfair penalization of cell-edge UEs compared to the cell-center UEs \cite{1}. To remedy these problems, cell-free massive multiple-input multiple-output (CF-mMIMO) eliminates the concept of cell \cite{2}, \cite{3}.\textsuperscript{1} Access points (APs) are distributed in a network coverage area, and all APs cooperate with each other to enhance performance of all UEs; consequently all signals are “useful,” and inter-cell interference is completely absent. In addition, the distance between an AP and a UE becomes shorter, which realizes better channel condition, especially for the “cell-edge” UEs in cellular systems, and provides macro-diversity against shadowing. Furthermore, every AP connects to the central processing unit (CPU), and the CPU conducts signal processing. CF-mMIMO will be an expected important technology for beyond 5G (B5G), or 6G,\textsuperscript{2} because it improves performance and enables network operators

\textsuperscript{1} CF-mMIMO is also strongly related to the concepts of network MIMO, CoMP, and C-RAN.

\textsuperscript{2} The terms B5G, which we use henceforth, and 6G are used interchangeably in the literature.
to design networks more flexibly for various scenarios of B5G [4].

In B5G scenarios, there are two main performance indicators: spectral efficiency (SE) and energy efficiency (EE). Until now, many methods have been considered for (i) maximizing SE, i.e., to make the best use of the precious spectrum resource; this is also related to the user-experienced data rates, and (ii) maximizing the total EE of a network, and (iii) maximizing EE of each UE. Improvement of the total EE is important for environmental reasons, e.g., Sustainable Development Goals (SDGs), and to minimize electricity expenses of the operators, while the EE of each UE determines necessary battery capacity and/or the lifetime of a device, e.g., Internet of Things (IoT) [5], [6], [7]. As mentioned in the previous paragraph, CF-mMIMO can realize flexible optimization for both SE and EE.

When CF-mMIMO first appeared under this name around 2015 [8], [9], a default assumption for academic investigations was that each AP has a single antenna. Soon after that, multiple-antenna APs were also taken into account [10], [11], and this has become a common system model by now. Such multi-antenna APs are a more natural approach for improving UE performance while keeping the number of AP locations (which mostly determine deployment cost) constant. The antenna distribution has been investigated, e.g., in 5G networks [12]. Reference [13] investigates two key phenomena called channel hardening and favorable propagation on CF-mMIMO systems with maximal-ratio combining (MRC). It reveals that, for a given antenna density, it is beneficial to have a few multi-antenna APs rather than many single-antenna APs to harden channels. However, it does not clarify onto how many APs a given number of antennas should be distributed. This viewpoint is important especially for network operators. The superior performance of semi-distributed deployments (multiple-antenna APs) compared to the fully-distributed deployment (single-antenna APs) was also shown experimentally in an indoor environment [14]. However, the performance of CF-mMIMO in terms of AP antenna distribution has not been fully investigated yet. Reduction of number of APs has benefit especially for network operators. For example, one of the difficulties for system deployment is to acquire sites to install APs by buying or renting from others. If the semi-distributed case has better performance than the fully-distributed case, it makes it easier to deploy CF-mMIMO systems. In addition, reduction of number of APs makes the total length of wired fronthaul between APs and CPUs shorter and thus also reduces the cost. This paper aims at providing a general evaluation both uplink and downlink semi-distributed CF-mMIMO including several different combining (beamforming)3 and precoding schemes and transmit power control (TPC) algorithms.

In a commercial operation, TPC is implemented to modify SE or EE with the goal of improvement of UE performance by reducing interference from neighboring UEs. Several TPC algorithms have been proposed; the most common algorithm in CF-mMIMO papers is to maximize the minimum SE among all UEs; for convenience, we henceforth refer to it as the max-min SE algorithm [2]. In our conference paper [15], we analyzed semi-distributed CF-mMIMO systems, including the impact of the max-min SE algorithms. It revealed the superiority of semi-distributed deployments for uplink zero-forcing (ZF), but the performance is still unclear for other combining schemes, e.g., MRC or minimum mean-square error (MMSE), downlink communications, the shadowing effects and TPC algorithms. Other proposed TPC algorithms focus on maximizing EE [16], [17], [18], [19]. However, these papers target the total i.e., whole-network, EE. If total EE is focused on, some UEs can communicate with high EE and others may suffer from low EE, which causes the battery of the latter UEs to deplete more quickly.

As we assume that CF-mMIMO is deployed for one of the aforementioned B5G applications, improvement of each UE's EE is one of the key requirements to prolong a battery life. Therefore, investigation of TPC algorithms targeting maximization of each UE's EE is also important. In [20], [21], [22], [23], authors propose the maximization of the minimum EE as an optimization criterion, and evaluate its performance in conventional cellular systems, not in distributed antenna systems. The performance should be different in CF-mMIMO because the propagation characteristics are different from conventional cellular systems. Motivated by this, in [24], the authors investigated the performance of EE, especially focused on the minimum EE of UEs. We also obtained real-world channel data by using a drone, and evaluated their impact on performance by computer simulations [25], [26].

The contribution and findings of this paper are as follows:

- General investigation of the impact of antenna distribution on the performance of CF-mMIMO in the uplink and downlink. Numerical results are obtained with two common combining schemes (MRC and MMSE) as well as three TPC algorithms (max-min SE, maximizing the sum SE (max-sum SE), and maximizing the minimum EE (max-min EE)). Especially, the performance with the max-min EE algorithms in CF-mMIMO systems has not been investigated yet.
- Investigation of the outage probability4 of EE per UE, which can be used as an indicator to evaluate whether UEs waste their batteries, with the combining schemes mentioned above. It is noteworthy that even though outage probability is one of the important indicators, previous works do not provide investigations for CF-mMIMO.

---

3. Both combining and beamforming are commonly used to denote the linear combination of antenna signals, and we will use “combining” hereinafter.

4. In this paper, outage probability means the probability that a performance threshold is not met. Actual values of threshold change depending on service requirements, and so do the outage probabilities.
Clarity that, in uplink MRC, the concentrated deployment shows the best SE and EE performance on average. However, with the concentrated deployment, the performance of UEs suffering from bad channel condition is severely affected by shadowing effects. In this way, semi-distributed deployments have superiority.

Clarifying that semi-distributed deployments outperform the fully-distributed and concentrated deployment in all cases for MMSE with TPC. This implies that network operators can reduce the cost of deployment for antenna distribution while keeping UE performance at a given level.

Notation is as follows: boldface lowercase and uppercase letters denote column vectors and matrices, respectively. Especially, \( \mathbf{0}_{LN} \) denotes an all-zero vector with length of \( LN \). The superscripts \((\cdot)^T\), \((\cdot)^H\), and \((\cdot)^{-1}\) denote the transposed matrix, the Hermitian transpose, and matrix inverse, respectively. The absolute value, the Euclidean norm of a vector, and the expectation are denoted by \(|\cdot|\), \(\|\cdot\|\), and \(\mathbb{E}\{\cdot\}\), respectively. \(\text{diag}[\mathbf{X}]\) denotes the transformation from a vector to a diagonal matrix, where the elements of a vector are allocated diagonally. Similarly, \(\text{diag}(\mathbf{X})\) denotes the transformation from a diagonal matrix to a vector, where the diagonal elements of a matrix are the elements of a vector. \(\mathbf{X} \otimes \mathbf{Y}\) denotes Kronecker product of matrices, where each element is \(x_{ab}y\). Finally, \(z \sim \mathcal{N}_c(0, 1)\) stands for a complex Gaussian random variable \(z\) with mean 0 and variance 1.

### II. SYSTEM MODEL

There are \( L \) APs deployed in an area, and each AP is equipped with \( N \) antennas. Thus, the total number of AP antennas is \( LN \). The index of the \( n \)th antenna of the \( l \)th AP antenna is expressed by using a tuple \((l, n)\). Here, \( L = 1 \) means the concentrated deployment, and \( N = 1 \) means the fully-distributed deployment. All \( K \) UEs are spatially multiplexed in the area, and communicate with all APs. We assume that each UE has a single antenna. The system is illustrated in Fig. 1.

The channel coefficient (complex channel gain) \( h_{l,n,k} \) between the \((l, n)\)-th antenna and the \(k\)th UE can be modeled as

\[
h_{l,n,k} = \sqrt{\beta_{l,k} p_{l,n,k}},
\]

where \( \beta_{l,k} \) describes the path loss and large-scale power variations (shadowing) between the \(l\)th AP and the \(k\)th UE, and \( p_{l,n,k} \) is the (complex) small-scale fading. The indexes of antennas \((l, n)\) and APs \((l)\) are used in (1) to analyze the relationship between performance results and antenna distribution, which is discussed in Section V.

More specific channels are explained in the following by dividing the channel into line-of-sight (LoS) and non-line-of-sight (NLoS) components. We assume throughout the paper that the channel is frequency-non-selective and time-invariant over the duration of transmission. Generalization to the frequency-selective case are straightforward assuming that OFDM is used as modulation format.

A LoS channel vector \( h_{k}^{(\text{LoS})} \in \mathbb{C}^{LN \times 1} \) for the \(k\)th UE is given as follows:

\[
h_{k}^{(\text{LoS})} = \begin{bmatrix} B_{1,k} \cdots 0 \\ \vdots \quad \ddots \quad \vdots \\ 0 \cdots B_{L,k} \end{bmatrix} \begin{bmatrix} p_{1,k}^{(\text{LoS})} \\ \vdots \\ p_{L,k}^{(\text{LoS})} \end{bmatrix},
\]

where \( B_{l,k} \in \mathbb{C}^{N \times N} \) is a diagonal matrix of large-scale fading, and \( B_{1,k} \in \mathbb{C}^{N \times LN} \) is given by

\[
B_{k} = \text{diag} \begin{bmatrix} \sqrt{\beta_{1,k}} \\ \vdots \\ \sqrt{\beta_{L,k}} \end{bmatrix} \otimes I_N.
\]

Note that large-scale fading coefficients correspond to each channel between an AP and a UE. \( p_{l,k}^{(\text{LoS})} \in \mathbb{C}^{N \times 1} \) is a vector of local phase changes of the LoS component within the \(l\)th AP.

Similarly, an NLoS channel vector \( h_{k}^{(\text{NLoS})} \in \mathbb{C}^{LN \times 1} \) for the \(k\)th UE is given by

\[
h_{k}^{(\text{NLoS})} = B_{k} R_{k}^{1/2} p_{k}^{(\text{NLoS})},
\]

where \( R_{k} \in \mathbb{C}^{LN \times LN} \) is a block diagonal small-scale fading correlation matrix denoted as

\[
R_{k} = \begin{bmatrix} R_{1,k} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & R_{L,k} \end{bmatrix},
\]
Finally, the channel vector of Rician fading for the $k$th UE can be written by using diagonal matrices as

$$
\begin{align*}
\mathbf{h}_k &= \begin{bmatrix}
F_{\text{LoS}}^{(1,k)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & F_{\text{LoS}}^{(L,k)}
\end{bmatrix} \mathbf{h}_k^{\text{LoS}} + \begin{bmatrix}
\sqrt{\frac{\kappa_{l,k}}{\kappa_{l,k}+1}} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sqrt{\frac{1}{\kappa_{l,k}+1}}
\end{bmatrix} \mathbf{h}_k^{\text{NLoS}},
\end{align*}
$$

where $\mathbf{F}_{\text{LoS}}^{(1,k)}, \mathbf{F}_{\text{LoS}}^{(L,k)} \in \mathbb{R}^{N \times N}$ denote Rician K-factor matrices, and are expressed as

$$
\begin{align*}
\mathbf{F}_{\text{LoS}}^{(1,k)} &= \begin{bmatrix}
\sqrt{\frac{\kappa_{l,k}}{\kappa_{l,k}+1}} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sqrt{\frac{1}{\kappa_{l,k}+1}}
\end{bmatrix}, \\
\mathbf{F}_{\text{LoS}}^{(L,k)} &= \begin{bmatrix}
\sqrt{\frac{\kappa_{l,k}}{\kappa_{l,k}+1}} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sqrt{\frac{1}{\kappa_{l,k}+1}}
\end{bmatrix}.
\end{align*}
$$

$\kappa_{l,k}$ is the K-factor between the $l$th AP and the $k$th UE. We assume here implicitly that all antenna elements on an AP experience the same large-scale fading, shadowing, and Rician fading, which is fulfilled for a (reasonably small) uniform linear or rectangular array. In the parlance of the standardization organization 3GPP, we assume the antennas on an AP to be “co-located” [27].

**A. UPLINK SIGNAL MODEL**

The received signal at the $(l,n)$-th antenna of the $i$th symbol is given by

$$
y_{l,n}(i) = \sqrt{\rho^{(u)}} \sum_{k=1}^{K} h_{l,n,k} \sqrt{q_{k}} s_{k}(i) + z_{l,n}(i),$$

where $s_{k}(i)$ is a transmitted symbol of the $k$th UE normalized to unit average power, and its transmit power coefficient is $q_{k}$, i.e., the maximum value is 1. $z_{l,n}(i) \sim \mathcal{N}_c(0,1)$ is the normalized additive white Gaussian noise (AWGN) at the $(l,n)$-th antenna. $\rho^{(u)}$ is the transmit signal-to-noise ratio (SNR), i.e., the ratio of the maximum transmitted signal power divided by the noise power.

**B. CHANNEL ESTIMATION**

For channel estimation, $\tau^{(p)}$ pilot resources are allocated within the coherence interval, and all UEs transmit pilot signals in the resources. Let $\sqrt{\tau^{(p)}} \mathbf{\varphi}_k$ be the $(p)$-dimensional pilot sequence vector of the $k$th UE, where $\|\mathbf{\varphi}_k\|^2 = 1$, and the corresponding received signal vector at the $(l,n)$-th antenna $y_{l,n}^{(p)} \in \mathbb{C}^{\tau^{(p)} \times 1}$ can be written as [28]

$$
y_{l,n}^{(p)} = \sqrt{\rho^{(p)} \tau^{(p)}} \sum_{k=1}^{K} h_{l,n,k}^{(p)} \mathbf{\varphi}_k + z_{l,n}^{(p)}.
$$

Then, the MMSE channel estimate can be obtained as [28]

$$
\hat{h}_{l,n,k} = \frac{\sqrt{\rho^{(p)} \tau^{(p)}} \sum_{k'=1}^{K} \rho^{(q)} q_{k'} h_{l,k}'^{H} \mathbf{\varphi}_k'} + 1}{\sqrt{\rho^{(p)} \tau^{(p)}} \sum_{k'=1}^{K} \rho^{(q)} q_{k'} h_{l,k}'^{H} \mathbf{\varphi}_k'}.
$$

**III. PERFORMANCE METRIC**

This paper evaluates the performance of SE and EE from an antenna distribution point of view for each combining/precoding scheme and TPC algorithm. They will be expressed by using a general form of combining/precoding vectors.

**A. UPLINK COMBINING SCHEMES**

Uplink combining vectors of MRC and MMSE are given as follows by using the channel estimate obtained in (11):

$$
\mathbf{v}_k = \begin{cases}
\hat{h}_k & \text{(MRC)} \\
\rho^{(u)} q_k \left( \sum_{k'=1}^{K} \rho^{(q)} q_{k'} \hat{h}_k^{H} + C_k \right)^{-1} \hat{h}_k & \text{(MMSE)},
\end{cases}
$$

where $\hat{h}_k = [\hat{h}_{1,1,k}, \ldots, \hat{h}_{1,N,k}, \hat{h}_{2,1,k}, \ldots, \hat{h}_{L,N,k}]^T \in \mathbb{C}^{L \times N}$ is the channel estimation vector whose elements are $\hat{h}_{l,n,k}$. $C_k = \mathbf{h}_k \mathbf{h}_k^H$ is the channel estimation error and given by $\mathbf{v}_k = \mathbf{h}_k - \hat{h}_k$. ZF is also one of the commonly used combiners, and can be obtained by omitting $C_k$ from MMSE combiner.

**B. DOWNLINK PRECODING SCHEMES**

In this paper, we use time division duplex. Due to channel reciprocity, the downlink precoding vector can be written as a re-normalized version of the uplink combining vector $\mathbf{v}_k$ of the corresponding weighting scheme (MRC or MMSE) as presented in (12):

$$
\mathbf{w}_k = \frac{\sqrt{\rho^{(d)}} \eta_k \mathbf{v}_k}{\|\mathbf{v}_k\|},
$$

where $\rho^{(d)}$ is the downlink transmit SNR. $\eta_k$ is the transmit power coefficient allocated to the signals sent to the $k$th UE, which is in the range between 0 and 1, i.e., all APs use the same coefficient $\eta_k$ for the $k$th UE.

**C. SE**

Based on [3], the uplink signal-to-interference-plus-noise ratio (SINR) of the $k$th UE at the receiver after the combining is given by

$$
\text{SINR}^{(u)}_k = \frac{\rho^{(u)} q_k \|\mathbf{h}_k\|^2}{\sum_{k' \neq k}^{K} \rho^{(q)} q_{k'} \|\mathbf{h}_k\|^2 + \|\mathbf{w}_k\|^2}. \tag{14}
$$

Similarly, the downlink SINR is given by

$$
\text{SINR}^{(d)}_k = \frac{\|\mathbf{h}_k^{H} \mathbf{w}_k\|^2}{\sum_{k' \neq k}^{K} \|\mathbf{h}_k^{H} \mathbf{w}_{k'}\|^2 + 1}. \tag{15}
$$
Under the assumptions about the channel in Section II, and assuming transmission with capacity-achieving codes, the SE is obtained as follows by using the uplink or downlink SINR:

\[ S_k = \log_2 (1 + \text{SINR}_k). \]  

(16)

The SEs enter the objective of the max-min SE, the max-sum SE, and the max-min EE algorithms explained in the following section.

D. EE

Based on the generic approach of [29], we introduce a total power consumption model as follows:

\[ P_{\text{total}} = \bar{P} \sum_{k=1}^{K} q_k + K P_U + L(P_{\text{fix},\text{AP}} + P_{\text{bh},\text{AP}}) + LN(P_{\text{fix},\text{ant}} + P_{\text{bh},\text{ant}}). \]

(17)

where \( \bar{P} \) is the maximum transmit power, and \( P_U \) is the necessary power to run circuit components at each UE. The subscripts “fix,” “bh,” “AP,” and “ant” denote fixed and backhaul power consumption as well as power consumption related each AP and antenna, respectively. In this paper, we assume that the baseline energy consumption of an AP is independent of the number of antenna elements.

In addition, \( P_{\text{bh}} \) of an AP or an antenna is given as follows by using the corresponding maximum power consumption \( P_{\text{bh}} \) for processing and backhauling the signal from each antenna elements:

\[ P_{\text{bh}} = P_{\text{bh}} \frac{R_{\text{bh}}}{C_{\text{bh}}}, \]

(18)

where \( R_{\text{bh}} \) and \( C_{\text{bh}} \) are the actual and maximum backhaul rate, respectively.

More realistic models for power consumption can be considered but increase the complexity. Thus, we use this simplified power consumption model in this paper because the components appearing in (17) account for the majority of power consumption, and also because this model is commonly used in other papers in the literature [30], [31], [32].

When we focus on the power consumed only at the UE side, the power consumption is given by omitting AP-side components and expressed as

\[ P_k = P_{q_k} + P_U. \]

(19)

Therefore, the total (whole network) EE is given by

\[ E_{\text{total}} = \text{Bandwidth} \cdot \sum_{k=1}^{K} w_k^{(b)} S_k, \]

(20)

where \( w_k^{(b)} \) is the weight for each UE. The weight can be chosen arbitrarily depending on the application and target, e.g., if the goal is to maximize the minimum lifetime of UE, the weight can be chosen proportional to the remaining battery charge.

Finally, EE of the \( k \)th UE is given by

\[ E_k = \text{Bandwidth} \cdot \frac{w_k^{(b)} S_k}{P_k}. \]

(21)

EE will be used as an objective of the max-min EE algorithm explained in detail in the following section.

IV. TPC ALGORITHMS

TPC is commonly used in practical cellular systems to reduce interference and improve the performance. The performance of each TPC algorithm depends on the antenna distribution. In this section, we introduce several TPC algorithms used for performance comparison.

A. MAX-POWER ALGORITHM

In the max-power algorithm, all UEs transmit signals with the maximum allowed power. For example, in the uplink, power control coefficients \( q_k = 1 \) for all UEs. One of the benefit of this algorithm is that it does not require any complicated calculation to obtain coefficient values. This is not strictly a TPC algorithm, but we investigate it to obtain a performance baseline against which to compare other TPC algorithms. With this algorithm, SE and EE per UE of each antenna distribution have the same tendency, i.e., the higher SE is, the higher EE is, because the denominator of (21) is constant with respect to UE power consumption.

B. MAX-MIN SE ALGORITHM

The max-min SE algorithm is one of the most commonly used TPC algorithms in CF-mMIMO papers. It aims to maximize the minimum SE among all UEs [2].

The maximization problem can be written as

\[ \text{maximize}_{q_k} \min_{k=1,\ldots,K} S_k \]

subject to \( 0 \leq q_k \leq 1, k = 1, \ldots, K. \)

(22)

Since the logarithmic function in (16) increases monotonically as the SINR becomes larger, the problem (22) can be reformulated as follows:

\[ \text{maximize}_{q_k, t} t \]

subject to \( t \leq \text{SINR}_k, k = 1, \ldots, K, \]

\[ 0 \leq q_k \leq 1, k = 1, \ldots, K. \]

(23)

As described in [33], the problem (23) can be reformulated into a geometric programming (GP), and the proof is shown in Appendix A. Therefore, the objective function and constraints of the problem (23) are monomial and posynomial functions in terms of power coefficients. Since the problem (23) is a standard GP, it can be solved by convex optimization software, e.g., CVX for MATLAB [34], [35].

C. MAX-SUM SE ALGORITHM

The max-sum SE algorithm aims to maximize the total SE of all UEs, and the problem can be written as [36]

\[ \text{maximize}_{q_k} \sum_{k=1}^{K} S_k \]

subject to \( 0 \leq q_k \leq 1, k = 1, \ldots, K. \)

(24)
The problem (24) can be rewritten as

\[
\begin{align*}
\text{maximize}_{\{q_k, \nu\}} & \quad \prod_{k=1}^{K} t_k \\
\text{subject to} & \quad t_k \leq 1 + \text{SINR}_k, \ k = 1, \ldots, K, \\
& \quad 0 \leq q_k \leq 1, \ k = 1, \ldots, K.
\end{align*}
\]

(25)

As described in [36], the problem (25) can be reformulated into GP, and the proof is shown in Appendix B.

Note that transmit power of some UEs might be set to extremely small value if it helps to increase the sum SE.

### D. MAX-MIN EE ALGORITHM

Operating networks in an energy-efficient way is a common target worldwide. Inspired by the formulation of the max-min SE algorithm, the max-min EE algorithm aims to maximize the minimum EE while meeting the required minimum SE, and its optimization problem can be written as

\[
\begin{align*}
\text{maximize}_{\{q_k\}} & \quad \min_{k=1, \ldots, K} E_k \\
\text{subject to} & \quad S_k \geq S_k^{(\nu)}, \ k = 1, \ldots, K, \\
& \quad 0 \leq q_k \leq 1, \ k = 1, \ldots, K.
\end{align*}
\]

(26)

where \(S_k^{(\nu)}\) is the required minimum SE for the \(k\)th UE to ensure a certain level of quality of service. The value of \(S_k^{(\nu)}\) depends on the use cases of each UE. In this paper, for simplicity, we assume that \(S_k^{(\nu)}\) is the common value among all UEs, and denote it as \(S^{(\nu)}\) henceforth.

According to the definition of \(E_k\) in (21), the problem (26) can be reformulated as follows:

\[
\begin{align*}
\text{maximize}_{\{q_k\}} & \quad \min_{k=1, \ldots, K} \frac{\text{Bandwidth} \cdot w^{(b)}_k S_k}{Pq_k + Pu} \\
\text{subject to} & \quad S_k \geq S^{(\nu)}, \ k = 1, \ldots, K, \\
& \quad 0 \leq q_k \leq 1, \ k = 1, \ldots, K.
\end{align*}
\]

(27)

To make the problem easier to handle, replace \(q_k\) in the denominator with an auxiliary variable \(\nu\):

\[
\begin{align*}
\text{maximize}_{\{q_k, \nu\}} & \quad \min_{k=1, \ldots, K} \frac{\text{Bandwidth} \cdot w^{(b)}_k S_k}{P\nu + Pu} \\
\text{subject to} & \quad S_k \geq S^{(\nu)}, \ k = 1, \ldots, K, \\
& \quad 0 \leq q_k \leq 1, \ k = 1, \ldots, K, \\
& \quad q_k \leq \nu, \ k = 1, \ldots, K, \\
& \quad \nu^* \leq \nu \leq 1.
\end{align*}
\]

(28)

where \(\nu^*\) is the slack variable and given as the maximum \(q_k\) obtained by solving the following optimization problem:

\[
\begin{align*}
\text{maximize}_{\{q_k\}} & \quad \min_{k=1, \ldots, K} q_k \\
\text{subject to} & \quad S_k \geq S^{(\nu)}, \ k = 1, \ldots, K, \\
& \quad 0 \leq q_k \leq 1, \ k = 1, \ldots, K.
\end{align*}
\]

(29)

It can be proved that the optimal solutions of the problems (26) and (28) are equal [37]. Therefore, \(\nu^*\) is given by

\[
\nu^* = \frac{\sum_{k=1}^{K} q_k^*}{K},
\]

(30)

where \(q_k^*\) is the optimal solution of the problem (29).

It is noted that the objective function of the problem (28) increases monotonically when \(\nu\) is in the range of \(\nu^* \leq \nu \leq \nu^{\text{opt}}\), and decreases monotonically in the range of \(\nu^{\text{opt}} \leq \nu \leq 1\). Therefore, \(\nu^{\text{opt}}\) can be obtained by using a simple linear search algorithm, e.g., the hill-climbing algorithm [37].

Then, the problem (28) can be solved as follows:

1. Find the optimal value of \(\nu\) to maximize the minimum EE using a linear search algorithm.
2. Optimize \(q_k\) to maximize the minimum EE while ensuring the required minimum SE.

### V. NUMERICAL EVALUATION

In this section, we present evaluations of SE and EE for semi-distributed systems as well as the fully-distributed and concentrated systems, based on Monte Carlo simulations. Table 1 shows the basic parameters of numerical simulations. The values listed on the table will be applied unless other values are mentioned specifically. APs and UEs are distributed following a uniform distribution, i.e., a binomial point process. In addition, we assume that the pilot signal of every UE is orthogonal with each other, i.e., there is no pilot contamination. Pilot contamination degrades the accuracy of channel estimation, which makes performance worse. The Rician K-factor is a function of the distance between an AP and a UE, following the model of the 3GPP channel model [38]. The required minimum SE \(S^{(\nu)}\) will be mentioned with each result. For simplicity, we set weight \(w^{(b)}_k\) to 1 for all UEs.

In this paper, we fix the total number of antennas \((LN)\). Therefore, the number of antennas on each AP \((N)\) is determined based on the number of APs \((L)\).
As we assume that the \((l, n)\)-th antenna is placed on the \(l\)th AP following the notation of Section II, the large-scale fading is given as follows, based on [40], [41]:

\[
\beta_{l,k} = g_0 - 10 \gamma \log_{10} \left( \frac{d_{l,k}}{d_0} \right) + \frac{\sigma_{\omega}^2}{\sqrt{2}} \left( \omega_k^{\text{AP}} + \omega_k^{\text{UE}} \right), \tag{31}
\]

where \(d_{l,k}\) is the distance between the \(l\)th AP and the \(k\)th UE. \(\omega_k^{\text{AP}}\) and \(\omega_k^{\text{UE}}\) are normalized shadow fading of the \(l\)th AP and the \(k\)th UE, respectively, and \(\sigma_{\omega}^2\) is its variance. Although shadowing is related to the link, and not separately to the AP and UE, splitting the total link shadowing into two contributions following [40], [41] is expected to (approximately) consider the shadowing correlation between different UEs and APs, respectively.

In addition, we assume that each AP has a uniform linear antenna array (ULA), and an element \(P_{l,n,k}^{(\text{LoS})}\) of a vector \(P_{l,k}^{(\text{LoS})}\) is given as

\[
P_{l,n,k}^{(\text{LoS})} = \exp(2\pi j d_n (n - 1) \sin(\phi_{l,k}) \sin(\theta_{l,k})), \tag{32}
\]

where \(d_n\) is the distance between adjacent antennas within an AP, \(\phi_{l,k}\) and \(\theta_{l,k}\) denotes the azimuth and the elevation angles between the \(l\)th AP and the \(k\)th UE, respectively. Similarly, following a model presented in [42], an element \(r_{n_1,n_2}^{(\text{NLoS},l,k)}\) of a matrix \(R_{l,k}\) is defined between two adjacent antennas and given by (33), shown at the bottom of the page.

In this paper, the hill-climbing algorithm is applied to optimize \(\nu\). The initial value is set as \(\nu^{\text{init}} = \nu^*\). The step size for each iteration is set to 0.1, and \(\nu\) approaches 1. If the obtained minimum EE is smaller than that of the previous point, the step size will be divided by 3 and the sign will be inverted, i.e., the point will turn back with a smaller step. The iteration will end if the step size becomes smaller than \(10^{-4}\).

This section is organized as follows: First, we analyze uplink SE and EE performance without TPC for MRC and MMSE. Then, we focus on the performance of uplink MMSE with TPC, uplink MRC with TPC, and downlink MMSE with/without TPC. Note that all simulations in this section assume channel estimation error, i.e., non-ideal knowledge of CSI.

### A. UPLINK

#### 1) SE AND EE PERFORMANCE WITHOUT TPC

In this section, we investigate the SE and EE performance difference between MRC and MMSE with the max-power algorithm, i.e., no TPC is applied. These results are the basis of performance comparison in the following sections. As mentioned in Section IV-A, SE and EE show similar performance in terms of antenna distribution because the power consumption of each UE is the same.

Although simulation results include channel estimation errors, if we assume that the channel is estimated perfectly, the SINR (14) can be reformulated as follows:

\[
\text{SINR}_k = \frac{\rho v_k^H h_k^H v_k}{\sum_{k' \neq k} \rho v_{k'}^H h_k^H v_{k'} + v_k^H v_k}. \tag{34}
\]

Note that we can omit \(q_k\) because \(q_k = 1\) for the max-power algorithm. By applying the Rayleigh quotient [42], the maximum SINR is expressed by

\[
\text{SINR}^{(\text{max})}_k = h_k^H v_k. \tag{35}
\]

1) MRC: Fig. 2 shows the performance of SE, sum SE, and EE for MRC, respectively. As can be seen in Fig. 2(a), the concentrated deployment has the best performance. This is because the phenomena of channel hardening and favorable propagation becomes stronger when larger numbers of antennas gather at one spot [3]. Another finding is that the starting point of CDF curves for all antenna distributions are extremely close to 0. The reason for this is that MRC cannot mitigate interference caused by other UEs with the maximum transmit power.

\[
\int_{n_1,n_2} f_{r_{n_1,n_2}^{(\text{NLoS},l,k)}} = \int_{-\infty}^{\infty} \exp(2\pi j d_a (n_1 - n_2) \sin(\phi_{l,k} + \delta_a) \sin(\theta_{l,k})) \frac{1}{\sqrt{2\pi\sigma_\phi}} \exp\left(\frac{-\delta_a^2}{2\sigma_\phi^2}\right) d\delta_a \tag{33}
\]
In Fig. 2(b), the gap between each antenna distribution becomes narrower as the number of APs decreases, however, the gap between \( L = 4 \) and \( L = 1 \) is wider than that of \( L = 16 \) and \( L = 4 \). The reason is the same as for the SE performance, i.e., the channel hardening phenomenon is very strong for \( L = 1 \) because all AP antennas are gathered at one spot. And Fig. 2(c) shows the same shape as in Fig. 2(a) since the transmit powers of all UEs are the same, which is included in the denominator of EE.

2) MMSE: Fig. 3 shows the performance of SE, sum SE, and EE for MMSE, respectively. Compared to Fig. 2, the overall performance of SE, sum SE and EE for MMSE is better than that for MRC. This is because the MMSE combiner can mitigate the interference from surrounding UEs. While it has been established that for concentrated MIMO, in the limit of very large number of antenna elements, MRC can suppress interference [43], \( LN \) in our investigations (up to 256) is smaller than the regime in which this happens; furthermore, in the distributed case, the convergence of MRC is even slower.

For all three performance measures, \( L = 64 \) outperforms \( L = 256 \). Furthermore, \( L = 16 \) also shows similar performance as \( L = 64 \) and \( L = 256 \), which means that the number of APs can be reduced by 75% while keeping the UE performance essentially the same. This result is also helpful for network operators because they can cut down the cost of system deployment. Unlike the MRC case, \( L = 1 \) shows the worst performance. This is because the distance between an AP and a UE becomes longer as the number of APs decreases, and the total received power also decreases.

The relationship between the performance and antenna distributions for MMSE is analyzed in Appendix C.

2) MMSE WITH TPC

In this section, the performance for MMSE with applying TPC is evaluated. Fig. 4 shows the 5- and 50-percentile SE/sum SE performance with various number of AP locations. Note that, in the figure, the performance of 5- and 50-percentile SE is obtained by applying the max-min SE algorithm, and the performance of 5- and 50-percentile sum SE is obtained by applying the max-sum SE algorithm.

As can be seen, all performances improve as the number of APs becomes larger, and converge in the range between \( L = 16 \) and \( L = 256 \). Especially, there are maxima at \( L = 64 \) for every case. This means that the semi-distributed deployments have superiority for both average UE performance and outage performance.

Fig. 5 shows the EE performance with the max-min EE algorithm. The minimum SE for all UEs is 5 bit/s/Hz in Fig. 5(a) and 15 bit/s/Hz in Fig. 5(b). As can be seen in Fig. 3(a), most of UEs can achieve 5 bit/s/Hz, therefore, the CDF curves are smooth. In addition, compared to Fig. 3(c), the range of EE becomes wider. This is because the transmit power of most UEs is reduced to meet the minimum required SE, which means the interference to surrounding UEs is also reduced. On the other hand, nearly half of UEs cannot achieve 15 bit/s/Hz, therefore the slope of CDF curves decreases at 1 Gbit/J. In addition, for the same reason, the gap between \( L = 256 \) and \( L = 1 \) becomes narrower at lower CDF.

Fig. 5(c) shows the EE performance of minimum SE 5 bit/s/Hz with random \( w_k^{(b)} \), each of which follows the uniform distribution in the range of \( (0, 1) \). Note that the result can vary depending actual realization of \( w_k^{(b)} \). Compared
FIGURE 5. The EE performance for MMSE of each UE with different minimum SE, i.e., 5 bit/s/Hz and 15 bit/s/Hz. The performance with random $w^{(b)}$ with minimum SE 5 bit/s/Hz is also investigated. The performance is evaluated with various values of the number of APs ($L$) from fully-distributed ($L = 256$) to concentrated ($L = 1$).

FIGURE 6. The SE performance for MMSE with various values of shadowing standard deviation. Note that the shadowing effects become stronger as the standard deviation increases. The performance is evaluated with various values of the number of APs ($L$) from fully-distributed ($L = 256$) to concentrated ($L = 1$).

TABLE 2. The minimum SEs (bit/s/Hz) and EE (Gbit/J) for MMSE ($S^{(r)} = 5$ bit/s/Hz for EE performance).

|            | $L = 256$ | $L = 64$ | $L = 16$ | $L = 4$ | $L = 1$ |
|------------|-----------|----------|----------|---------|---------|
| SE         |           |          |          |         |         |
| No TPC     | 7.86      | 7.16     | 7.25     | 5.54    | 1.99    |
| Max-min SE | 8.79      | 8.13     | 8.16     | 6.51    | 2.72    |
| Sum SE     |           |          |          |         |         |
| No TPC     | 103       | 105      | 96.9     | 77.1    | 60.8    |
| Max-sum SE | 111       | 112      | 104      | 84.3    | 67.2    |
| EE         |           |          |          |         |         |
| No TPC     | 0.524     | 0.478    | 0.483    | 0.369   | 0.133   |
| Max-min EE | 0.937     | 0.837    | 0.841    | 0.609   | 0.193   |

to Fig. 5(a), performance of all antenna distribution is degraded. This is because $w^{(b)}$ of some UEs, especially those suffering from bad channel conditions, is degraded drastically. It will be future work to investigate the performance by setting $w^{(b)}$ according to each UE’s environment.

Finally, Table 2 shows the minimum SE, sum SE, and EE obtained by applying corresponding TPC algorithms compared to max-power algorithm, i.e., without TPC. Each TPC algorithm works to achieve the goal shown in its name. For example, max-min SE tries to maximize the minimum SE and has no responsibility to maximize sum-SE or the minimum EE. The same can be said for the max-sum SE and the max-min EE algorithms. Therefore, for instance, comparison of sum-SE performance between the max-sum SE algorithm and the max-min SE algorithm does not provide significant insights. This is why we show the performance comparison between each TPC algorithm and “no TPC.” Note that $S^{(r)} = 5$ bit/s/Hz for the max-min EE algorithm. The minimum SE improves by 15% on average and up to 37% for $L = 1$. The minimum sum SE improves by about 8%. And the minimum EE improves by 75% on average. As can be seen, the growth rate of EE is the highest among all three performance metrics. EE is one of the important key indicators for 5G systems, and the max-min EE algorithm will be useful method to improve UE performance.

1) Shadowing effects on SE: In this section, we investigate the effects of shadowing on SE for MMSE. Shadowing standard deviations $\sigma_s$ of 4, 8, and 16 dB are evaluated. As can be seen in Fig. 6(c), the performance for $L = 1$ degrades dramatically compared to other deployments, due to an absence of macro-diversity. In other words, gathering all antennas at one spot causes performance degradation to all channels when this spot is in a shadowing dip. On the other hand, if antennas are distributed at different spots, some channels suffer from severe shadowing dips while others are in shadowing peaks, leading to an improvement in at least some cases. The shadowing does not affect the superiority/inferiority of each antenna distribution for MMSE compared to MRC which is investigated in the following section.

3) MRC WITH TPC

In this section, the performance for MRC with applying TPC is evaluated. Fig. 7 shows the 5- and 50-percentile SE/sum SE performance with various number of APs. Note that, in
the figure, the performance of 5- and 50-percentile SE is obtained by applying the max-min SE algorithm, and the performance of 5- and 50-percentile sum SE is obtained by applying the max-sum SE algorithm.

As can be seen, the performance is degraded as the number of APs becomes larger, except for 5-percentile SE. This is because the channel hardening phenomenon becomes stronger. The fully-distributed deployment has the worst performance in all cases. On the other hand, concentrated deployment suffers from shadowing effects more drastically than other antenna distributions because all AP antennas are gathered at one spot and are affected by the same shadowing effects. On average (i.e., for the 50-percentile), concentrated arrays enable good suppression of interference because (for MRC) the normalized inner product of two random Gaussian vectors converges more quickly to zero when the statistics of those two vectors are identical. However, the UEs that have low performance (i.e., accounting for the bottom part of the CDF) are the ones suffering from deep shadowing. Since a concentrated array provides only micro-diversity, but no macro-diversity, distributed arrays perform better. This is the reason why semi-distributed deployments are superior to the concentrated deployment for 5-percentile SE. The effect of shadowing on SE is further investigated in the following section.

Fig. 8 shows the EE performance for MRC with $S^{(r)} = 1$ bit/s/Hz. The value is selected based on the result shown in Fig. 2(a), where almost 90% of the UEs can achieve it. However, the UEs that have low performance (i.e., accounting for the bottom part of the CDF) are the ones suffering from deep shadowing. Since a concentrated array provides only micro-diversity, but no macro-diversity, distributed arrays perform better. This is the reason why semi-distributed deployments are superior to the concentrated deployment for 5-percentile SE. The effect of shadowing on SE is further investigated in the following section.

1) Shadowing effects on SE: On the other hand, shadowing effects prominently impact the absolute performance of MRC. Thus, in this section, we investigate the effects of shadowing on SE for MRC. The shadowing standard deviation $\sigma_s$ of 4, 8, and 16 dB are evaluated.

As can be seen on Fig. 9(c), the performance for $L = 1$ degrades dramatically compared to other deployments. This
is because gathering all antennas at one spot causes performance degradation to all channels when shadowing realization is worse. On the other hand, if antennas are distributed at different spots, some channels suffer from severe shadowing dips while others are in shadowing peaks, leading to an improvement in at least some cases. Finally, when we focus on the outage probability, the semi-distribution shows the best performance. This indicates that semi-distribution is robust with respect to various kinds of channel environments especially for the UEs which suffer from bad channel condition.

From the results on Fig. 9(a), the performance of $L = 1$ does not change so much compared to Fig. 9(b). On the other hand, semi-distributed deployments improve their performance. This is because semi-distribution have more realizations of shadowing than the concentrated deployment, and which not only averages out channel variations, but even increases the chance of “opportunistic” shadowing peaks that provide improved SNR. In summary, at the phase of deploying CF-mMIMO systems in a practical environment, semi-distributed deployments are robust to account for the shadowing effects, and reduce the cost of deploying hardware and cables.

B. DOWNLINK
1) SE AND EE PERFORMANCE WITHOUT TPC
In this section, we investigate the downlink SE and EE performance of MMSE with the max-power algorithm, i.e., no TPC is applied. These results are the basis of the performance comparison in the following sections.

Fig. 10 shows the downlink performance of SE, sum SE, and total EE for MMSE without TPC. The performance is evaluated with various values of the number of APs ($L$) from fully-distributed ($L = 256$) to concentrated ($L = 1$).

From the results on Fig. 10(a), the performance of $L = 1$ does not change so much compared to Fig. 10(b). On the other hand, semi-distributed deployments improve their performance. This is because semi-distribution have more realizations of shadowing than the concentrated deployment, and which not only averages out channel variations, but even increases the chance of “opportunistic” shadowing peaks that provide improved SNR. In summary, at the phase of deploying CF-mMIMO systems in a practical environment, semi-distributed deployments are robust to account for the shadowing effects, and reduce the cost of deploying hardware and cables.

5. This is based on that the signal processing effort for an antenna signal consumes more power than the “overall” AP signal processing.
suffering only a small degradation of SE performance results in better total EE performance.

2) MMSE WITH TPC

In this section, the downlink performance for MMSE with TPC is evaluated. Fig. 11 shows the 5- and 50-percentile SE/sum SE performance with various numbers of AP locations. Note that, in the figure, the performance of 5- and 50-percentile SE is obtained by applying the max-min SE algorithm, and the performance of 5- and 50-percentile sum SE is obtained by applying the max-sum SE algorithm.

As can be seen, similar to Fig. 4, all performances improve as the number of APs becomes larger in the range between $L = 1$ and $L = 128$. There are maxima at $L = 128$ for every case and the performance becomes worse for $L = 256$. This means that the semi-distributed deployments have superiority for both average UE performance and outage performance.

VI. CONCLUSION

In this paper, we investigated the SE and EE performance of CF-mMIMO systems in terms of antenna distributions. With various kinds of TPC algorithms and UE combining/precoding schemes, we clarified that we can obtain similar performance of SE and EE with a specific combining scheme regardless of TPC algorithms.

In uplink MRC, the concentrated deployment has the best average SE performance thanks to the channel hardening. When we focus on the performance improvements of UEs which suffer from severely bad environment, semi-distributed deployments outperform the concentrated deployment. This tendency is more remarkable when the effects of shadowing become stronger.

In uplink/downlink MMSE, the semi-distributed deployments have almost the same performance as the fully-distributed deployment, and we can reduce the number of APs to 1/4 for uplink and to 1/2 for downlink while keeping UE performance essentially the same.

APPENDIX A

POSYNOMIAL FORM OF SINR CONSTRAINT

First, the SINR constraint in (23) can be rewritten as a form of posynomial function as follows:

$$\frac{1}{q_k} \left( \sum_{k' \neq k}^{K} e_{k,k'} q_{k'} + \sum_{k' = 1}^{K} f_{k,k'} q_{k'} + r_k \right) < \frac{1}{t}, \quad (36)$$

where

$$e_{k,k'} = \left( \frac{1}{\sum_{l=1}^{L} \sum_{n=1}^{N} \mathbb{E}\left[ \left| \tilde{h}_{l,n,k} \right|^{2} \right]} \frac{\beta_{l,k'}}{\beta_{l,k}} \right)^{2} \left| \varphi_{k'}^{\mathsf{H}} \varphi_{k} \right|^{2}, \quad (37)$$

$$f_{k,k'} = \frac{\sum_{l=1}^{L} \sum_{n=1}^{N} \mathbb{E}\left[ \left| \tilde{h}_{l,n,k} \right|^{2} \right]}{\beta_{l,k'}} \left( \frac{\sum_{l=1}^{L} \sum_{n=1}^{N} \mathbb{E}\left[ \left| \tilde{h}_{l,n,k} \right|^{2} \right]}{\beta_{l,k}} \right)^{2}, \quad (38)$$

$$r_k = \frac{\sum_{l=1}^{L} \sum_{n=1}^{N} \mathbb{E}\left[ \left| \tilde{h}_{l,n,k} \right|^{2} \right]}{\rho \left( \sum_{l=1}^{L} \sum_{n=1}^{N} \mathbb{E}\left[ \left| \tilde{h}_{l,n,k} \right|^{2} \right] \right)^{2}}. \quad (39)$$

The left-hand side of (36) is a posynomial function.

APPENDIX B

HOW TO SOLVE THE PROBLEM (25)

First, we define a function as follows:

$$f(q_k) = 1 + \text{SINR}_k. \quad (40)$$

For any polynomial $g(x) = m_i(x)$, where $i$ is the index of iteration, it can be said for any $\alpha_i$ that

$$g(x) \geq \tilde{g}(x) = \prod_{i} \left( \frac{m_i(x)}{\alpha_i} \right)^{\alpha_i}. \quad (41)$$

As shown in (14), SINR is a fraction. Therefore, the SINR constraint in the problem (25) can be expressed as:

$$\frac{\tilde{f}_k(q_k)}{g_k(q_k)} \geq t_k. \quad (42)$$

By replacing $f_k(q_k)$ with a monomial $\tilde{f}_k(q_k)$, the SINR constraint can be converted as

$$\tilde{f}_k(q_k) \geq t_k g_k(q_k). \quad (43)$$

Finally, the problem (25) can be transformed into GP by repeating the conversion for all UEs.

APPENDIX C

PERFORMANCE AND ANTENNA DISTRIBUTION FOR MMSE

SINR for MMSE is given by

$$\text{SINR}_k = \rho h_k^{\mathsf{H}} \left( \sum_{k' = 1}^{K} \rho h_{k'} h_{k'}^{\mathsf{H}} + I_M \right)^{-1} h_k. \quad (44)$$
Note that we can omit \( q_k \) because \( q_k = 1 \) for the max-power algorithm. In order to omit the variation of small-scale fading coefficients, the expectation operation over the small-scale fading is taken:

\[
E[\text{SINR}_k] = \rho \mathbf{h}_k^H \left( \sum_{k=1}^{K} \rho \mathbb{E} \left[ \mathbf{h}_k \mathbf{h}_k^H \right] + I_{LN} \right)^{-1} \mathbf{h}_k. 
\] (45)

Here, the expectation of channel coefficients is given by a correlation matrix \( R^{(\text{ch})}_{\mathbf{h}} \) whose elements are in the range between 0 and 1. For example, when all antennas are distributed, \( R^{(\text{ch})}_{\mathbf{h}} = I_{LN} \). On the other hand, when all the AP antennas are concentrated (conventional massive MIMO setup), \( R^{(\text{ch})}_{\mathbf{h}} \) is given as follows:

\[
R^{(\text{ch})}_{\mathbf{h}} = \begin{bmatrix}
1 & r_{12} & r_{13} & \cdots & r_{1M} \\
r_{21} & 1 & r_{23} & \cdots & r_{2M} \\
& & \ddots & \ddots & \vdots \\
& & & \ddots & 1 \\
r_{M1} & \cdots & \cdots & r_{M(M-1)} & 1
\end{bmatrix}, \tag{46}
\]

where \( 0 < r < 1 \), and the diagonal elements are 1.

When the antennas are semi-distributed, some elements are exactly 0 because antennas of different APs are uncorrelated. For instance, assuming that \( N = 2 \):

\[
R^{(\text{ch})}_{\mathbf{h}} = \begin{bmatrix}
1 & r_{12} & 0 & \cdots & 0 \\
r_{21} & 1 & 0 & \cdots & \vdots \\
& & \ddots & \ddots & \vdots \\
& & & \ddots & 1 \\
0 & \cdots & \cdots & r_{M(M-1)} & 1
\end{bmatrix}, \tag{47}
\]

where \( 2 \times 2 \) sub-matrices are placed diagonally, and other elements are 0. Note that the more antennas each AP has, the more non-zero elements the correlation matrix includes. Therefore, UE performance can be highly affected, i.e., it improves or degrades drastically by channel variations due to the concentrated antennas. On the other hand, when antennas are distributed, UE performance will be averaged. However, too small number of antennas may obtain lower desired received signal power compared to interference and noise power, which cause UE performance degradation. The total performance depends on the balance of channel correlation and interference suppression, and can be future work for investigation.
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