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Abstract

The so-called Schwinger effect, the creation of electron-positron pairs in strong electric fields, has been discussed for nearly eighty years even though an experimental verification of this effect seemed to be impossible: The generation of electric fields of the order of $10^{18} V/m$, which are required to overcome the exponential suppression of the Schwinger effect, was not feasible. Nevertheless there has been substantial progress in the theoretical models and methods as well as a rapid development in LASER and computer technology during the last decades. As a consequence, plans for high-intensity LASER facilities have been made and thus an experimental measurement of the Schwinger effect could become possible in the near future.

In this master thesis the non-perturbative electron-positron pair production in time-dependent electric fields is investigated. The quantum kinetic formalism is employed in order to calculate the electron density for various field configurations. The corresponding set of first order, ordinary differential equations is analyzed and numerically solved. The focus of this study lies on the dynamically assisted Schwinger effect in pulsed electric fields with at least two different time scales. Furthermore, interference effects arising in setups with multiple pulses are examined and first results for an optimization of the particle number yield by pulse-shaping are given.
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Introduction

1.1 Historical Overview

One of the most important calculations of the 1930s regarding particle production was F. Sauters seminal investigation of an electron in a potential of the form $V = \nu x$ [1], corresponding to a static electric field. His computations within the framework of barrier scattering revealed that the transmission coefficient is exponentially suppressed and becomes sizable only at field strengths of the order of $10^{18} V/m$,

$$P \approx \exp \left( -\pi \frac{m_e^2 c^3}{\hbar e |E|} \right). \tag{1.1}$$

A few years later W. Heisenberg and H. Euler [2] published a seminal paper in which they investigated the non-linear effect of virtual electron-positron pairs on the electromagnetic field as well as electron-positron pair production. One of the results worth mentioning is the effective Lagrangian

$$\mathcal{L}_{\text{eff}} = \frac{1}{\hbar c} \int_{0}^{\infty} \frac{d\eta}{\eta^3} e^{-\eta E_{\text{crit}}}$$

$$\times \left( i e^2 \eta^2 (\vec{E} \cdot \vec{B}) \frac{\cos \left( \eta e \sqrt{\vec{E}^2 - \vec{B}^2} + 2i (\vec{E} \cdot \vec{B}) + \text{c.c.} \right)}{\cos \left( \eta e \sqrt{\vec{E}^2 - \vec{B}^2} + 2i (\vec{E} \cdot \vec{B}) - \text{c.c.} \right)} + 1 + \frac{e^2 \eta^2}{3} (\vec{B}^2 - \vec{E}^2) \right). \tag{1.2}$$

The weak field expansion of this effective Lagrangian yields as leading order
correction to the Maxwell Lagrangian [3]:

\[
\mathcal{L}_{\text{eff}} = \frac{\mathbf{E}^2 - \mathbf{B}^2}{2} + \frac{\alpha}{90\pi E_{\text{crit}}^2} \left( \left( \mathbf{E}^2 - \mathbf{B}^2 \right)^2 + 7 \left( \mathbf{E} \cdot \mathbf{B} \right)^2 \right),
\]

(1.3)

with \(\alpha\) the fine structure constant and \(E_{\text{crit}}\) the critical field strength for particle pair production

\[
E_{\text{crit}} = \frac{m_e^2 c^3}{\hbar e}.
\]

(1.4)

The effective Lagrangian (1.3) describes effects, which are not covered by Maxwell equations. This lies in the fact that the electromagnetic fields appearing in the Lagrangian are of quartic order and thus Maxwell equations in the vacuum become modified by non-linear terms. This results in the capability of describing phenomena like vacuum polarization or light-light scattering. In particular the amplitude for this scattering in the low energy limit is [4]

\[
S = \frac{\alpha}{90\pi E_{\text{crit}}^2} \int d^4x \left( \left( \mathbf{E}^2 - \mathbf{B}^2 \right)^2 + 7 \left( \mathbf{E} \cdot \mathbf{B} \right)^2 \right).
\]

(1.5)

In the following years, attempts to formulate a consistent theory of the interaction between electromagnetic fields and matter were made. However, they all failed in various aspects. It ultimately took physicists up to the 1950s for a theory that could describe the electromagnetic force relativistically and could cope with quantum corrections. This theory, whose inventors R. Feynman, J. Schwinger and S. Tomanaga received the Physics Nobel Prize in 1965, is referred to as QED or quantum electrodynamics, nowadays.

One of the Nobel laureates, J. Schwinger, also worked on particle pair creation in the 1950s. At that time he calculated the probability for particle creation in a spatially homogeneous and time-independent electric field using a proper time method [5]. This allowed him to derive the probability \(\Gamma\) of electron-positron pair creation per unit time and volume

\[
\Gamma = 2 \text{Im} (\mathcal{L}_{\text{eff}}),
\]

(1.6)

where the imaginary part of the Lagrangian is given by

\[
\text{Im} (\mathcal{L}_{\text{eff}}) \sim \frac{e^2 E^2}{8\pi^3} \sum_{n=1}^{\infty} \frac{1}{n^2} \exp \left( -\frac{m_e^2 \pi n}{e E} \right).
\]

(1.7)

The following decades were dominated by the quest for obtaining a standard model of particle physics, whereas only minor progress in the field of the Schwinger effect was made. Things changed, however, in the 1990s due to the advent of fast computers and high-intensity LASERs. Hence within ten years of development striking breakthroughs have been achieved in numerical simulations, for instance, for
particle production [6–8]. In addition new methods, like the quantum kinetic approach [9–12] have been devised based on previous work on quantum field theory and transport theory. Recently also experimental physicists have shown an increased interest in high-intensity LASER experiments [13] investigating fundamental issues like the Schwinger effect. Most notably, both the XFEL and ELI facilities are supposed to explore physics at new scales [14, 15]. In this respect, they are going to provide the most intense electric fields ever produced in a laboratory in upcoming experiments.

1.2 Aspects of Pair Production

A direct observation of the Schwinger effect has been considered as impossible for a long time as electric field strengths of the order of $10^{18} \text{V/m}$ seemed out of reach. However a modern LASER can provide field strengths of approximately $10^{15} \text{V/m}$ and even stronger LASERs are planned. Experimental physicists clearly benefit from this development as they are provided with a new powerful tool for experiments. The challenge from a theorist’s perspective is now to perform calculations for realistic field parameters. It is obvious, for example, that a LASER field shows a time dependence. In addition, the assumption of a spatially homogeneous field simplifies the equations a lot, but is also not very realistic.

The first calculations concerning the pair creation process were formulated as a scattering problem. The possibility of an electron tunneling through a potential barrier characterizes this effect also nowadays when we talk about the vacuum tunneling probability for an electron. This method for calculation gave a first estimate, but soon novel and more reliable approaches have been established. Schwinger for example calculated the analytic solution for a time-independent field with the aid of a proper time technique, which was for years the most advanced method. Moreover, semi-classical approaches like the WKB formalism proved to be successful in describing the pair production process. In addition for the case of completely uniform electric fields more advanced algebraic approaches have been introduced [16] and calculations based on solitons have been made to describe special field configurations [17,18]. In order to describe more realistic field configurations, in the 1990s and in the beginning of the 21st century new formalisms to calculate the Schwinger effect numerically have been introduced, for instance the quantum kinetic approach [11]. Other approaches are a closely related scattering-like formalism in terms of the Riccati equation [19], the Dirac-Heisenberg-Wigner formalism [6,20,21] or the numerical worldline formalism [22].

Once these methods were established, it became feasible to investigate various aspects of pair creation for the first time. A large and growing body of literature has investigated time-dependent electric fields. One prominent example is the sinusoidal field $E = \varepsilon E_{\text{crit}} \sin \left(\frac{t}{\tau}\right)$ [23–25], which was first discussed in the 1970s [26]. Another field configuration widely explored in various computations is the Sauter field
\( E = \varepsilon E_{\text{crit}} \text{sech}^2 (t/\tau) \) [27, 28], which was also first investigated in the 1970s [29] and further analyzed in an S-matrix formalism [30] as well as in the worldline approach [22, 31]. Moreover, the question has been raised whether it is possible to lower the threshold for particle production in order to abet the experimental verification of the Schwinger effect. Therefore it has been suggested [28, 32–35] that the particle production rate could be significantly enhanced by the superposition of electric fields with different time scales. Moreover there have been first investigations of the Schwinger effect in space-time dependent electric fields [36–38]. Furthermore there was theoretical progress as well: For instance, it was shown [39] that there is a difference between particle production rate and the rate associated with the decay of the vacuum.

As already mentioned, the WKB approach has turned out to be a very successful tool for describing pair production since its first application to the Schwinger effect. It is still widely used and gives new insight into this process [19, 40, 41]. For example, the interference effects occurring in pulsed fields with subcycle structure, first observed in F. Hebenstreit et al. [42], could be explained conclusively within the WKB approach [43, 44]. It is also important to state here, that the different approaches give similar results [45] and are sometimes even equivalent [19, 36, 46].

The interested reader is referred to the articles [4, 14, 15, 47, 48] for further information on the topic. If one searches for an extensive review on particle production, high-intensity LASERs and its applications we encourage the reader to have a look at [3, 49].

### 1.3 Objective of this Thesis

We will entirely focus on the quantum kinetic approach in this thesis, as it provides a flexible and well-established formalism. This thesis is divided into three parts. In the first part, we introduce our notation and state our assumptions. Afterwards we derive a quantum kinetic equation for the particle distribution function

\[
\dot{F}(\vec{q}, t) = W(\vec{q}, t) \int_{t_{\text{Vac}}}^{t} dt' W(\vec{q}, t') (1 - F(\vec{q}, t')) \cos (2\theta(\vec{q}, t, t')), \quad (1.8)
\]

with \( W(\vec{q}, t), \theta(\vec{q}, t, t') \) as input functions. Due to the fact, that the formulation in terms of this integro-differential equation is cumbersome in numerical simulations, we will also derive the equivalent set of ordinary differential equations of first order [9]

\[
\begin{bmatrix}
\dot{F} \\
\dot{G} \\
\dot{H}
\end{bmatrix} =
\begin{bmatrix}
0 & W & 0 \\
-W & 0 & -2\omega \\
0 & 2\omega & 0
\end{bmatrix}
\begin{bmatrix}
F \\
G \\
H
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
W
\end{bmatrix}, \quad (1.9)
\]
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where \( G, H \) are auxiliary quantities and \( W, \omega \) input functions. Then we will calculate an analytical solution for the electric field

\[
E = \varepsilon E_{\text{crit}} \text{sech}^2 \left( \frac{t}{\tau} \right).
\]  

(1.10)

The chapter ends with a presentation of an optimization algorithm.

Throughout the second and third part we shall work with the field configuration

\[
A(t) = \sum_i -\varepsilon_i \tau_i \tanh \left( \frac{t - t_{0,i}}{\tau_i} \right), \quad E(t) = \sum_i \varepsilon_i \text{sech}^2 \left( \frac{t - t_{0,i}}{\tau_i} \right).
\]

(1.11)

The second part assesses different numerical methods, such that one can use the results presented as guideline data.

In the final part all results are shown in a structured way. Firstly, we try to find new enhancement effects resulting in threshold lowering. To do that we give an account of our attempts to combine different time scales to obtain optimal pulse shapes. Second, we point out that one can observe interferences in the particle distribution depending on the diverse input parameters. Consequently we are able to perform calculations, which show the possibility for an indirect measurement of the Schwinger effect. To conclude, the results obtained from applying optimization procedures to our system are presented.
Quantum Kinetic Equation

Various methods have been developed to calculate the particle distribution function for the created electrons until today. In this chapter the quantum kinetic formalism is presented, because it has a number of attractive features. First and foremost it is highly flexible and easy to implement in computer programs. Secondly, it is a fast way to obtain results for different setups in the parameter region we are interested in.

The derivation of the quantum kinetic equation follows closely the PhD-thesis of F. Hebenstreit [37]. It can also be found in the publications [11, 27, 28]. However, we do not employ their compact form, but write it down in a more elaborate way. Hence we will explicitly examine the derivation of the quantum Vlasov equation and subsequently an analytical solution for the Sauter field configuration is presented. At the end of this chapter we shall also give an introduction to optimal control theory and its applications to pair production.

2.1 Notation

We start with introductory remarks on the notation for the purpose of a clear structure and better readability of the mathematical intense part of this thesis.

We use the common notation for indices. This means that for Latin letters $i, j = 1, 2, 3$ hold, while for Greek letters $\mu, \nu = 0, 1, 2, 3$ is assumed. Moreover we use Einstein summation convention

$$\partial_{\mu} \gamma^{\mu} = \sum_{\mu=0}^{3} \partial_{\mu} \gamma^{\mu}$$

(2.1)

to improve readability.
In the following we will define basis vectors and introduce the gamma matrices $\gamma^\mu$. We specify the unit vectors
\[
\vec{e}_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \vec{e}_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad \vec{e}_3 = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \quad \vec{e}_4 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}
\] (2.2)
and denote the unit matrix as $I$. At certain points we write $I_d$ to denote the unit matrix in a specific dimension. Moreover, we choose the Weyl or chiral basis [50] for gamma matrices:
\[
\gamma^0 = \begin{pmatrix} 0 & I_2 \\ I_2 & 0 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & -\sigma^i \\ \sigma^i & 0 \end{pmatrix}, \quad \gamma^5 = i\gamma^0\gamma^1\gamma^2\gamma^3 = \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix}
\] (2.3)
with the Pauli matrices $\sigma^i$
\[
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] (2.4)
The first four gamma matrices form a Clifford algebra, satisfying the important anti-commutator relation
\[
\{\gamma^\mu, \gamma^\nu\} = 2g^{\mu\nu}
\] (2.5)
with the metric tensor
\[
g^{\mu\nu} = \text{diag} (1, -1, -1, -1).
\] (2.6)
Accordingly, they are hermitian and anti-hermitian, respectively
\[
(\gamma^0)\dagger = \gamma^0, \quad (\gamma^i)\dagger = -\gamma^i, \quad (\gamma^5)\dagger = \gamma^5
\] (2.7)
and fulfill
\[
(\gamma^0)^2 = I, \quad (\gamma^i)^2 = -I, \quad (\gamma^5)^2 = I.
\] (2.8)
We denote
\[
x^\mu = (x^0, x^1, x^2, x^3), \quad x^0 = t
\] (2.9)
and introduce the shorthand notation
\[
\partial_t = \frac{\partial}{\partial t}, \quad \partial_\mu = \frac{\partial}{\partial x^\mu}, \quad (\partial_t \Psi) = \dot{\Psi}.
\] (2.10)
To distinguish scalars from vectors we write an extra $\vec{\cdot}$ above a vector. For adjoint variables we use the notation $\bar{\Psi}$, which is equal to $\bar{\Psi} = \Psi^\dagger \gamma^0 = (\Psi^*)^T \gamma^0$, where $^T$ means transpose and $^*$ complex conjugate.

The preferred system of units in high-energy physics is the Heaviside Lorentz system. Additionally we use natural units and set $\hbar = c = 1$. In chapter 3 we also
set $m_e = 1$ and express all variables in terms of the electron mass. The electron charge $e$ in this system of units is given by $e = \sqrt{4\pi\alpha} \sim 0.3028$, where $\alpha$ is the fine structure constant $\alpha \approx 1/137$. Last but not least the Maxwell equations take the form

\begin{align*}
\vec{\nabla} \cdot \vec{E} &= \rho, \\
\vec{\nabla} \cdot \vec{B} &= 0, \\
\vec{\nabla} \times \vec{E} + \left( \partial_t \vec{B} \right) &= 0, \\
\vec{\nabla} \times \vec{B} - \left( \partial_t \vec{E} \right) &= \vec{j}.
\end{align*}

(2.11a) (2.11b) (2.11c) (2.11d)

It is not possible to solve the problem of electron-positron pair creation in the framework of QED for any given field configuration exactly. As a consequence, we have to employ several approximations: In recent studies theorists concentrated on spatially homogeneous time-dependent fields and so do we. If we intended to abandon the assumption of spatial homogeneity, we would have to use a more general approach such as the DHW-formalism [6,37]. As it is our aim to describe processes occurring at field strengths of about $E_{cr} = 1.3 \cdot 10^{18}V/m$ [2] a mean field description of the electric field should be a good approximation. In further agreement with the literature we treat the electric field classically and quantize only the matter field.

Motivated by standing waves, we will consider only electric fields whereas magnetic fields are totally neglected

\begin{align*}
\vec{E} &= -\vec{\nabla} \phi - \partial_\tau \vec{A}, \\
\vec{B} &= \vec{\nabla} \times \vec{A},
\end{align*}

(2.12)

with $\vec{A}$ the vector potential and $\phi$ the scalar potential. Then we exploit the gauge freedom

\begin{align*}
A_\mu &\rightarrow A_\mu + \partial_\mu \rho
\end{align*}

(2.13)

to choose Weyl or temporal gauge $\phi = 0$ giving us

\begin{align*}
\vec{A} \rightarrow \vec{A} + \vec{\nabla} \rho = \vec{A}, \quad \phi \rightarrow \phi - \frac{\partial \rho}{\partial t} = 0.
\end{align*}

(2.14)

We assume the electric field points into the same direction all the time. Thus potential and electric field take on the form

\begin{align*}
A(t) &= \begin{pmatrix} 0, \vec{A}(t) \end{pmatrix} = (0, 0, 0, A_x(t)), \\
E(t) &= \begin{pmatrix} 0, \vec{E}(t) \end{pmatrix} = (0, 0, 0, E(t)).
\end{align*}

(2.15a) (2.15b)
2.2 Quantum Vlasov Equation

As we will see in the following, the description of the whole pair creation process is similar to characterizing a many-body problem by a Boltzmann equation

\[ \partial_t F(\vec{q}, t) = S(\vec{q}, t) + C(\vec{q}, t). \]  

(2.16)

On the left-hand side the temporal change of the distribution of the particles is written. On the right-hand side we have both a source term \( S(\vec{q}, t) \) for particle production and another one that describes the collisions \( C(\vec{q}, t) \).

The derivation of the source term \( S(\vec{q}, t) \) is our main goal in the next sections, while we will disregard the collision term. This neglect can be justified by applying a simple analysis based on the relaxation time method [9]. The idea is to model the collision term as

\[ C(\vec{q}, t) = \frac{F_{eq}(\vec{q}, t) - F(\vec{q}, t)}{\tau_r}, \]  

(2.17)

with \( F_{eq}(\vec{q}, t) \) the equilibrium distribution function for fermions. The relaxation time \( \tau_r \) is interpreted as the average time between two particle collisions. Due to the fact that the density of the created particles is sufficiently low for subcritical electric fields, one finds \( \tau_r \gg 1 \) and, as a consequence, \( C(\vec{q}, t) \ll S(\vec{q}, t) \). The dominance of the source term over the collision term legitimizes the neglect of collisions in the parameter region under consideration.

2.3 Equation of Motion

In this section we derive the quantum Vlasov equation. As we do not give an introduction to quantum field theory, we refer the interested reader for details to books on this subject [50–53].

A good starting point for the derivation is the QED Lagrangian

\[ \mathcal{L} = i\overline{\Psi} (\gamma^\mu \partial_\mu - ie\gamma^\mu A_\mu) \Psi - m\overline{\Psi}\Psi - \frac{1}{4}F_{\mu\nu}F^{\mu\nu}, \]  

(2.18)

with charged spinor fields \( \Psi(\vec{x}, t), \overline{\Psi}(\vec{x}, t) = \Psi^\dagger \gamma^0 \). The mass term \( m \) explicitly denotes \( m_e \mathbb{I} \). Our first objective is to find an equation of motion for the fields \( \Psi(\vec{x}, t) \) and \( \overline{\Psi}(\vec{x}, t) \). This is achieved by applying a variational principle to the Lagrangian. This gives the famous Euler-Lagrange equation of motion

\[ \partial_\mu \left( \frac{\partial \mathcal{L}}{\partial (\partial_\mu \Psi)} \right) - \frac{\partial \mathcal{L}}{\partial \Psi} = 0. \]  

(2.19)

For the adjoint spinor field this leads to

\[ \partial_\mu \left( i\overline{\Psi} \gamma^\mu \right) - e\overline{\Psi} \gamma^\mu A_\mu + m\overline{\Psi} = 0. \]  

(2.20)
Complex conjugation yields for the spinor field

\[ i\gamma^\mu \partial_\mu \Psi + e\gamma^\mu A_\mu \Psi - m\Psi = 0, \quad (2.21) \]

\[ (i\gamma^0 \partial_t + i\vec{\gamma} \cdot \vec{\nabla} + e\gamma^\mu A_\mu - m) \Psi = 0. \quad (2.22) \]

Now we use the specific form of the vector potential in (2.15) and obtain an equation of motion for \( \Psi (\vec{x}, t) \)

\[ \left( i\gamma^0 \partial_t + i\vec{\gamma} \cdot (\vec{\nabla} - ie\vec{A}(t)) - m \right) \Psi (\vec{x}, t) = 0. \quad (2.23) \]

The spinor fields \( \Psi (\vec{x}, t) \) and \( \bar{\Psi} (\vec{x}, t) \) are treated as dynamically independent fields. For the sake of completeness we can write down the canonical momenta

\[ \Pi = \frac{\partial L}{\partial \dot{\Psi}} = i\Psi^\dagger \quad (2.24) \]

and the equal time anti-commutation relation (ETAR)

\[ \{ \Psi (\vec{x}, t), \Pi (\vec{x}', t) \} = i\delta (\vec{x} - \vec{x}'). \quad (2.25) \]

Because of the spatial homogeneity of the vector potential, it is indicated to decompose both the spinor field \( \Psi (\vec{x}, t) \) and its conjugate field \( \Pi (\vec{x}, t) \) into their Fourier modes

\[ \Psi (\vec{x}, t) = \int \frac{d^3q}{(2\pi)^3} e^{i\vec{q} \cdot \vec{x}} \psi (\vec{q}, t), \quad \Pi (\vec{x}, t) = \int \frac{d^3q}{(2\pi)^3} e^{-i\vec{q} \cdot \vec{x}} \pi (\vec{q}, t). \quad (2.26) \]

Similar to (2.24) we have for the mode functions \( \pi (\vec{q}, t) = i\psi^\dagger (\vec{q}, t) \). The mode functions also fulfill an ETAR

\[ \{ \psi (\vec{q}, t), \pi (\vec{q}', t) \} = i(2\pi)^3 \delta (\vec{q} - \vec{q}'). \quad (2.27) \]

Inserting the Fourier expansion into (2.23) and using the relations

\[ i\gamma^0 (\partial_t \Psi (\vec{x}, t)) = i\gamma^0 \int \frac{d^3q}{(2\pi)^3} e^{i\vec{q} \cdot \vec{x}} (\partial_t \psi (\vec{q}, t)), \quad (2.28a) \]

\[ i \left( \vec{\gamma} \cdot \vec{\nabla}_x \right) \Psi (\vec{x}, t) = i\vec{\gamma} \int \frac{d^3q}{(2\pi)^3} (i\vec{q}) e^{i\vec{q} \cdot \vec{x}} \psi (\vec{q}, t), \quad (2.28b) \]

we obtain

\[ \int \frac{d^3q}{(2\pi)^3} e^{i\vec{q} \cdot \vec{x}} \left( i\gamma^0 (\partial_t \psi (\vec{q}, t)) - \vec{\gamma} \cdot \left( \vec{q} - e\vec{A}(t) \right) \psi (\vec{q}, t) - m\psi (\vec{q}, t) \right) = 0. \quad (2.29) \]
This equation is not only true for the whole integration but for every integrand. Hence it is sufficient to work with

\[
(i\gamma^0\partial_t - \vec{\gamma}\cdot(\vec{q} - e\vec{A}(t)) - m)\psi(\vec{q},t) = 0. \tag{2.30}
\]

Introducing the kinetic momentum \(\pi(\vec{q},t) = \vec{q} - e\vec{A}(t)\) and especially \(\pi_3(\vec{q},t) = q_3 - eA_z(t)\) the equation of motion for the Fourier modes reads

\[
(i\gamma^0\partial_t - \vec{\gamma}\cdot\vec{\pi}(\vec{q},t) - m)\psi(\vec{q},t) = 0. \tag{2.31}
\]

Apparently this is an ordinary differential equation of first order. In order to solve it, we introduce a quasi-particle representation in the following.

### 2.3.1 Quasi-Particle Representation

The first step in transforming equation (2.31) is to introduce an ansatz for the mode function

\[
\psi(\vec{q},t) = (i\gamma^0\partial_t - \vec{\gamma}\cdot\vec{\pi}(\vec{q},t) + m)\Phi(\vec{q},t). \tag{2.32}
\]

The equation of motion then takes the form

\[
(i\gamma^0\partial_t - \vec{\gamma}\cdot\vec{\pi}(\vec{q},t) - m)(i\gamma^0\partial_t - \vec{\gamma}\cdot\vec{\pi}(\vec{q},t) + m)\Phi(\vec{q},t) = 0. \tag{2.33}
\]

Explicit calculation of the left hand side gives

\[
(-\frac{d^2}{dt^2} - i\vec{\gamma}\cdot\vec{\pi}\gamma^0\partial_t - im\gamma^0\partial_t - i\gamma^0\partial_t(\vec{\gamma}\cdot\vec{\pi})
+ (\vec{\gamma}\cdot\vec{\pi})^2 + m\vec{\gamma}\cdot\vec{\pi} + im\gamma^0\partial_t - m\vec{\gamma}\cdot\vec{\pi} - m^2)\Phi(\vec{q},t) = 0. \tag{2.34}
\]

We see that some of the terms cancel each other upon using the relations

\[
\partial_t(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t)) = \gamma^3\partial_t(q_3 - eA_z(t)) = e\gamma^3E(t),
\tag{2.35}
\]

\[
(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t))^2 = -\frac{d\pi_1^2}{dt} - \frac{d\pi_2^2}{dt} - \frac{d\pi_3^2}{dt} = -\frac{d\pi^2}{dt}. \tag{2.36}
\]

Together with\(^1\)

\[-i\gamma^0\partial_t(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t))\Phi(\vec{q},t) = i(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t))\gamma^0(\partial_t\Phi(\vec{q},t)) + ie\gamma^0E(t)\Phi(\vec{q},t) \tag{2.37}
\]

equation (2.34) is simplified to

\[
(\frac{d^2}{dt^2} + ie\gamma^0\gamma^3E(t) + \frac{d\pi^2}{dt} + m^2)\Phi(\vec{q},t) = 0. \tag{2.38}
\]

\(^1\) \(-i\gamma^0\partial_t(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t))\Phi(\vec{q},t) = -i\gamma^0(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t))(\partial_t\Phi(\vec{q},t)) - i\gamma^0(\partial_t(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t)))\Phi(\vec{q},t)
= i(\vec{\gamma}\cdot\vec{\pi}(\vec{q},t))\gamma^0(\partial_t\Phi(\vec{q},t)) + ie\gamma^0\gamma^3E(t)\Phi(\vec{q},t)\)
Introducing the notation $\omega^2(\vec{q}, t) = \pi^2(\vec{q}, t) + m_e^2$ this equation is written as

\[
(\mathbb{I} \partial_t^2 + \text{i}e\gamma^0\gamma^3 E(t) + \mathbb{I}\omega^2(\vec{q}, t)) \Phi(\vec{q}, t) = 0,
\]  

(2.39)

which is formal equivalent to an oscillator-type equation with an additional time-dependent term. Now we expand the function $\Phi(\vec{q}, t)$ in a basis of eigenvectors of $\gamma^0\gamma^3$. The matrix representation of $\gamma^0\gamma^3$ is

\[
\gamma^0\gamma^3 = \begin{pmatrix}
0 & \mathbb{I} \\
\mathbb{I} & 0 \\
\sigma^3 & 0 \\
0 & -\sigma^3
\end{pmatrix}
\]  

(2.40)

which makes it easy to determine the eigenvectors. They are given by

\[
R_1 = \begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}, \quad R_2 = \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}, \quad R_3 = \begin{pmatrix}
0 \\
1 \\
0
\end{pmatrix}, \quad R_4 = \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix},
\]  

(2.41)

where $R_1, R_2$ have eigenvalue $\lambda = 1$ and $R_3, R_4$ have eigenvalue $\lambda = -1$. This gives us the possibility to expand $\Phi(\vec{q}, t)$ in the basis of the eigenvectors

\[
\Phi(\vec{q}, t) = \sum_{r=1}^{4} \chi_r(\vec{q}, t) R_r
\]  

(2.42)

with $\chi_r(\vec{q}, t)$ as time-dependent coefficients. Inserting this expansion into (2.39) leads to

\[
(\mathbb{I} \partial_t^2 + \mathbb{I}\omega^2(\vec{q}, t) + \text{i}e\gamma^0\gamma^3 E(t)) \sum_{r=1}^{4} \chi_r(\vec{q}, t) R_r
\]

\[
= (\mathbb{I} \partial_t^2 + \mathbb{I}\omega^2(\vec{q}, t)) \sum_{r=1}^{4} \chi_r(\vec{q}, t) R_r + \text{i}eE(t) \sum_{r=1}^{4} \chi_r(\vec{q}, t) \gamma^0\gamma^3 R_r.
\]  

(2.43)

The term $(\ast)$ is an eigenvalue equation yielding $R_{1,2}$ and $-R_{3,4}$, respectively. We obtain one equation for every component, which leads to two different scalar equations

\[
(\partial_t^2 + \omega^2(\vec{q}, t) + \text{i}eE(t)) \chi_r(\vec{q}, t) = 0 \quad r = 1, 2,
\]  

(2.44a)

\[
(\partial_t^2 + \omega^2(\vec{q}, t) - \text{i}eE(t)) \chi_r(\vec{q}, t) = 0 \quad r = 3, 4.
\]  

(2.44b)

Each of these equations appears twice. Note that the Dirac equation (2.31) is a first order differential equation having four linear independent solutions. On the

\footnote{We will refer to $\chi_r(\vec{q}, t)$ as mode functions from this point on.}
other hand, (2.39) is a second order differential equation such that we obtain eight linear independent solutions in total. However, this redundancy can be removed by choosing only one complete set of solutions corresponding to either (2.44a) or (2.44b).

Hence we decided to skip the second equation. This leaves us with one differential equation of second order with fundamental system \( \chi_r^+ (\vec{q}, t) \) and coefficients \( c_r^+ (\vec{q}) \), \( c_r^- (\vec{q}) \) where \( r = 1, 2 \). Now we have four different components and can write

\[
\Phi (\vec{q}, t) = \sum_{r=1}^{2} (c_r^+ (\vec{q}) \chi_r^+ (\vec{q}, t) R_r + c_r^- (\vec{q}) \chi_r^- (\vec{q}, t) R_r) .
\]  

Note that the summation goes from one to two and not up to four anymore. Using the equation above one obtains

\[
\psi (\vec{q}, t) = \left( i \gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} (\vec{q}, t) + m \right) \Phi (\vec{q}, t)
\]

\[
= \sum_{r=1}^{2} \left( i \gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} (\vec{q}, t) + m \right) \left( c_r^+ (\vec{q}) \chi_r^+ (\vec{q}, t) R_r + c_r^- (\vec{q}) \chi_r^- (\vec{q}, t) R_r \right) 
\]

and thus the spinor field takes the form

\[
\psi (\vec{q}, t) = \sum_{r=1}^{2} \left( u_r (\vec{q}, t) c_r^+ (\vec{q}) + v_r (-\vec{q}, t) c_r^- (\vec{q}) \right)
\]

with

\[
\begin{align*}
  u_r (\vec{q}, t) &= \left( i \gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} (\vec{q}, t) + m \right) \left( \chi_r^+ (\vec{q}, t) R_r \right) , \\
  v_r (-\vec{q}, t) &= \left( i \gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} (\vec{q}, t) + m \right) \left( \chi_r^- (\vec{q}, t) R_r \right) .
\end{align*}
\]

Moreover, we redefine the coefficients

\[
a_r (\vec{q}) = c_r^+ (\vec{q}) , \quad b_r^\dagger (-\vec{q}) = c_r^- (\vec{q}) ,
\]

such that we can write

\[
\psi (\vec{q}, t) = \sum_{r=1}^{2} \left( u_r (\vec{q}, t) a_r (\vec{q}) + v_r (-\vec{q}, t) b_r^\dagger (-\vec{q}) \right) .
\]  

In the equation above \( u_r (\vec{q}, t) \) and \( v_r (-\vec{q}, t) \) are time-dependent spinors, whereas \( a_r (\vec{q}) \) and \( b_r^\dagger (-\vec{q}) \) can be interpreted as annihilation and creation operators. These creation/annihilation operators are fermionic operators and thus the following ETAR
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Note that the coefficients \( \alpha (\vec{q}, t) \) and \( \beta (\vec{q}, t) \) in the equation above satisfy the relation 

\[
|\alpha (\vec{q}, t)|^2 + |\beta (\vec{q}, t)|^2 = 1.
\]

(2.54)
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letters to distinguish them from the spinors \(u_r (\vec{q}, t)\) and \(v_r (\vec{-q}, t)\). They are given by

\[
U_r (\vec{q}, t) = (\gamma^0 \omega (\vec{q}, t) - \vec{\gamma} \cdot \vec{\pi} (\vec{q}, t) + m) (\kappa_r^+ (\vec{q}, t) R_r) ,
\]

(2.56a)

\[
V_r (\vec{-q}, t) = (-\gamma^0 \omega (\vec{q}, t) - \vec{\gamma} \cdot \vec{\pi} (\vec{q}, t) + m) (\kappa_r^- (\vec{q}, t) R_r) .
\]

(2.56b)

The functions \(\kappa^\pm_r\) are the mode functions in the quasi-particle representation, which are chosen according to the ansatz

\[
\kappa^+ (\vec{q}, t) = \frac{e^{-i\theta (\vec{q}, t)}}{\sqrt{2\omega (\vec{q}, t) (\omega (\vec{q}, t) - \pi_3 (\vec{q}, t))}},
\]

(2.57a)

\[
\kappa^- (\vec{q}, t) = \frac{e^{i\theta (\vec{q}, t)}}{\sqrt{2\omega (\vec{q}, t) (\omega (\vec{q}, t) + \pi_3 (\vec{q}, t))}},
\]

(2.57b)

with the dynamical phase \(\theta (\vec{q}, t) = \int_{t_0}^t \omega (\vec{q}, \tau) d\tau\). Note that \(\omega (\vec{q}, \tau)\) is time-dependent due to its dependence on the vector potential \(A (t)\).

The two functions \(\kappa^\pm_r\) are chosen such that they coincide with the mode functions \(\chi^\pm_0\) in the case of a vanishing vector potential. The calculation of \(\chi^\pm_0\), which is done in A.1 yields

\[
\chi^\pm_0 (\vec{q}, t) = \frac{1}{\sqrt{2\omega (\vec{q}) (\omega (\vec{q}) \mp \pi_3)}} e^{\mp i \omega (\vec{q}) t}.
\]

(2.58)

In the case of vanishing electric field and vector potential the following simplification is obtained

\[
\omega (\vec{q}, t) \rightarrow \omega (\vec{q}) = m_e^2 + \vec{q}^2.
\]

(2.59)

Hence the integration in the dynamical phase \(\theta (\vec{q}, t)\) yields

\[
\theta (\vec{q}, t) = \int_{t_0}^t \omega (\vec{q}, \tau) d\tau \rightarrow \omega (\vec{q}) (t - t_0).
\]

(2.60)

We skip an arbitrary phase \(e^{\mp i \omega t_0}\) and obtain

\[
\kappa^\pm_0 = \chi^\pm_0 (\vec{q}, t) = \frac{e^{\mp i \omega (\vec{q}) t}}{\sqrt{2\omega (\vec{q}) (\omega (\vec{q}) \mp \pi_3)}},
\]

(2.61)

proofing that our ansatz for \(\kappa^\pm (\vec{q}, t)\) is valid.

To summarize, we can express the spinor \(\psi (\vec{q}, t)\) in both the particle and in the
quasi-particle representation

\[ \psi (\vec{q}, t) = \sum_{r=1}^{2} \left( u_r (\vec{q}, t) a_r (\vec{q}) + v_r (\vec{q}, t) b_r^\dagger (-\vec{q}) \right) \]

\[ = \sum_{r=1}^{2} \left( U_r (\vec{q}, t) A_r (\vec{q}, t) + V_r (\vec{q}, t) B_r^\dagger (-\vec{q}, t) \right) . \]

In order to fully specify the Bogoliubov transformation, we still have to derive an equation for \( \alpha (\vec{q}, t) \) and \( \beta (\vec{q}, t) \). However a calculation of these two coefficients is rather challenging but done explicitly in A.2. Here it is sufficient to know that these coefficients are given by

\[ \alpha (\vec{q}, t) = i \sqrt{\omega^2 (\vec{q}, t) - \frac{\pi^2}{3} (\vec{q}, t)} \left( \partial_t - i \omega (\vec{q}, t) \right) \chi^+ (\vec{q}, t) , \quad (2.64a) \]

\[ \beta (\vec{q}, t) = -i \sqrt{\omega^2 (\vec{q}, t) - \frac{\pi^2}{3} (\vec{q}, t)} \chi^0 (\vec{q}, t) \left( \partial_t + i \omega (\vec{q}, t) \right) \chi^+ (\vec{q}, t) . \quad (2.64b) \]

An important aspect of the mode functions in the two different representations is their similar behaviour for vanishing potentials and fields at asymptotic times \( t \to -\infty \). In this limit, both types of mode functions \( \kappa^\pm (\vec{q}, t) \) and \( \chi^\pm (\vec{q}, t) \) coincide with the free mode function \( \chi^0_\pm (\vec{q}, t) \) up to an arbitrary phase. To check this we may calculate the Bogoliubov coefficients in this limit and find

\[ \alpha (\vec{q}, t \to -\infty) = \frac{1}{2i \sqrt{\omega^2 - q^2}} \left( \partial_t - i \omega \right) \chi^0_+ \]

\[ = i \sqrt{\omega^2 - q^2} \frac{1}{2i \sqrt{\omega^2 - q^2}} \]

\[ = 1 \quad (2.65) \]

and

\[ |\beta (\vec{q}, t \to -\infty)|^2 = 1 - |\alpha (\vec{q}, t \to -\infty)|^2 = 0. \quad (2.66) \]

This shows that the two basis indeed coincide at asymptotic times \( t \to -\infty \).

2.3.2 Deriving the Source Term

This is now the final part of the derivation, namely the calculation of the equation of motion for the one-particle distribution function \( F (\vec{q}, t) \). This function gives the quasi-particle number density for any canonical momentum \( \vec{q} \). It is a time-dependent quantity and defined as the expectation value of the quasi-particle number operator\(^1\):

\[ F (\vec{q}, t) = \lim_{V \to \infty} \frac{1}{V} \sum_{r=1}^{2} \langle A^\dagger_r (\vec{q}, t) A_r (\vec{q}, t) \rangle . \quad (2.67) \]

\(^1\) In other words the one-particle distribution function holds as an expectation value of the quasi-particles in our system divided by its volume. This is due to the spatial homogeneity of the system.
We start with the definition of the particle number density in the time-independent basis
\[ N_r (\vec{q}) = \lim_{V \to \infty} \frac{1}{V} \langle a_r^\dagger (\vec{q}) a_r (\vec{q}) \rangle = \lim_{V \to \infty} \frac{1}{V} \langle b_r^\dagger (-\vec{q}) b_r (-\vec{q}) \rangle. \]  
(2.68)

Using the operators \( A_r (\vec{q}, t) \) and \( A_r^\dagger (\vec{q}, t) \), which have been defined in (2.53a)
\[ A_r (\vec{q}, t) = \alpha (\vec{q}, t) a_r (\vec{q}) - \beta^* (\vec{q}, t) b_r^\dagger (-\vec{q}) , \]  
(2.69a)
\[ A_r^\dagger (\vec{q}, t) = \alpha^* (\vec{q}, t) a_r^\dagger (\vec{q}) - \beta (\vec{q}, t) b_r (-\vec{q}) . \]  
(2.69b)
the computation of their product gives
\[ A_r^\dagger A_r = |\alpha|^2 a_r^\dagger a_r - \beta \alpha^* a_r + \alpha^* \beta a_r^\dagger b_r^\dagger + |\beta|^2 b_r b_r^\dagger. \]  
(2.70)

Correspondingly the expectation value is given by
\[ \langle A_r^\dagger A_r \rangle = |\alpha|^2 \langle a_r^\dagger a_r \rangle + |\beta|^2 \langle b_r b_r^\dagger \rangle. \]  
(2.71)

As the order of the operators is important we have to rearrange the terms in the equation above. For that reason we use the anti-commutator relation defined in (2.51a) to get
\[ \langle b_r b_r^\dagger \rangle = \langle b_r b_r^\dagger + b_r^\dagger b_r - b_r^\dagger b_r \rangle = \langle \{ b_r, b_r^\dagger \} \rangle - \langle b_r^\dagger b_r \rangle = V - \langle b_r^\dagger b_r \rangle. \]  
(2.72)
We proceed with the calculation
\[
\frac{1}{V} \langle A_r^\dagger A_r \rangle = \frac{|\alpha|^2}{V} \langle a_r^\dagger a_r \rangle + \frac{|\beta|^2}{V} \langle b_r b_r^\dagger \rangle = \frac{|\alpha|^2}{V} N_r + \frac{|\beta|^2}{V} (V - \langle b_r^\dagger b_r \rangle) \\
= (1 - |\beta|^2) N_r + |\beta|^2 - \frac{|\beta|^2}{V} \langle b_r^\dagger b_r \rangle = N_r + |\beta|^2 (1 - 2N_r) ,
\]  
(2.73)
leading to the distribution function
\[ F (\vec{q}, t) = \sum_{r=1}^{2} (N_r (\vec{q}) + |\beta (\vec{q}, t)|^2 (1 - 2N_r (\vec{q}))) . \]  
(2.74)

The time-independent quantity \( N_r (\vec{q}) \) specifies the initial conditions of our system. We choose \( N_r (\vec{q}) = 0 \) to get pure vacuum for \( t \to -\infty \). Thus the one-particle distribution function takes the form
\[ F (\vec{q}, t) = \sum_{r=1}^{2} |\beta (\vec{q}, t)|^2 = 2 |\beta (\vec{q}, t)|^2 . \]  
(2.75)
Another useful quantity is the quasi-particle correlation function
\[
C(\vec{q},t) = \lim_{V \to \infty} \frac{1}{V} \sum_{r=1}^{2} \langle B_r^\dagger (\vec{-q},t) A_r^\dagger (\vec{q},t) \rangle.
\] (2.76)

Again we reformulate this equation to express \(C(\vec{q},t)\) in terms of the coefficients \(\alpha(\vec{q},t)\) and \(\beta(\vec{q},t)\). This time we work with the operators
\[
A_r^\dagger(\vec{q},t) = \alpha^*(\vec{q},t) a_r^\dagger(\vec{q}) - \beta(\vec{q},t) b_r(\vec{-q}),
\] (2.77a)
\[
B_r^\dagger(\vec{-q},t) = \beta(\vec{q},t) a_r(\vec{q}) + \alpha^*(\vec{q},t) b_r^\dagger(\vec{-q})
\] (2.77b)
and multiply them to obtain
\[
B_r^\dagger A_r^\dagger = \alpha^* \beta a_r a_r^\dagger + \alpha^* \alpha^* b_r^\dagger b_r^\dagger - \beta \alpha^* b_r^\dagger b_r.
\] (2.78)

Then we take the expectation value
\[
\langle B_r^\dagger A_r^\dagger \rangle = \beta \alpha^* \langle a_r a_r^\dagger \rangle - \alpha^* \beta \langle b_r^\dagger b_r \rangle.
\] (2.79)

Reordering of the operators and division by the volume gives
\[
\frac{1}{V} \langle B_r^\dagger A_r^\dagger \rangle = \beta \alpha^* \left( 1 - \frac{1}{V} \langle a_r a_r^\dagger \rangle \right) - \frac{\alpha^* \beta}{V} \langle b_r^\dagger b_r \rangle.
\] (2.80)

Taking the limit on both sides of the equation results in
\[
\lim_{V \to \infty} \frac{1}{V} \langle B_r^\dagger A_r^\dagger \rangle = \beta \alpha^* - N_r - \alpha^* \beta N_r.
\] (2.81)

Finally we use the initial condition \(N_r(\vec{q}) = 0\) again, which leads to
\[
C(\vec{q},t) = \lim_{V \to \infty} \frac{1}{V} \sum_{r=1}^{2} \langle B_r^\dagger (\vec{-q},t) A_r^\dagger (\vec{q},t) \rangle
= \sum_{r=1}^{2} \beta(\vec{q},t) \alpha^*(\vec{q},t) = 2\alpha^*(\vec{q},t) \beta(\vec{q},t).
\] (2.82)

A formulation of \(F(\vec{q},t), C(\vec{q},t)\) in terms of \(\alpha(\vec{q},t)\) and \(\beta(\vec{q},t)\) is not very advantageous as one would have to know the exact mode functions \(\chi^+(\vec{q},t)\). Therefore, we try to obtain an equation for \(F(\vec{q},t)\), which is easier to compute. After another
tedious calculation, performed in A.3, we obtain

\[ \dot{\alpha}(\vec{q}, t) = \frac{1}{2} W(\vec{q}, t) \beta(\vec{q}, t) e^{2i\theta(\vec{q}, t)}, \]  
(2.83a)

\[ \dot{\beta}(\vec{q}, t) = -\frac{1}{2} W(\vec{q}, t) \alpha(\vec{q}, t) e^{-2i\theta(\vec{q}, t)}, \]  
(2.83b)

with

\[ W(\vec{q}, t) = \frac{e E(t) \epsilon(\vec{q})}{\omega(\vec{q}, t)}, \quad \omega(\vec{q}, t) = m_e^2 + \vec{\pi}^2(\vec{q}, t), \]  
(2.84)

\[ \epsilon(\vec{q}) = m_e^2 + q_1^2 + q_2^2. \]  
(2.85)

Taking into account these equations, we find\(^1\)

\[ \dot{C}(\vec{q}, t) = -W(\vec{q}, t) (1 - F(\vec{q}, t)) e^{-2i\theta(\vec{q}, t)} \]  
(2.86)

and\(^2\)

\[ \dot{F}(\vec{q}, t) = -W(\vec{q}, t) \text{Re} \left( C(\vec{q}, t) e^{2i\theta(\vec{q}, t)} \right). \]  
(2.87)

Integration of \(\dot{C}(\vec{q}, t)\) with respect to \(t\) gives an expression we can insert into (2.87)

\[ \dot{F}(\vec{q}, t) = -W(\vec{q}, t) \text{Re} \left( \int_{t'} dt' W(\vec{q}, t') (1 - F(\vec{q}, t')) e^{2i(\theta(\vec{q}, t) - \theta(\vec{q}, t'))} \right). \]  
(2.88)

Introducing the shorthand notation

\[ \theta(\vec{q}, t) - \theta(\vec{q}, t') = \int_{t'}^{t} \omega(\vec{q}, t'') dt'' = \theta(\vec{q}, t, t'). \]  
(2.89)

we finally arrive at

\[ \dot{F}(\vec{q}, t) = W(\vec{q}, t) \int_{t_{vac}}^{t} dt' W(\vec{q}, t') (1 - F(\vec{q}, t')) \cos (2\theta(\vec{q}, t, t')). \]  
(2.90)

Given the one-particle distribution function, the asymptotic particle number per unit volume can be calculated according to

\[ N = \int_{-\infty}^{\infty} d^3q F(\vec{q}, \infty). \]  
(2.91)

\(^1\) \(\dot{C} = 2 \left( \dot{\alpha}^* \beta + \alpha^* \dot{\beta} \right) = 2 \left( \frac{1}{2} W \beta^* e^{-2i\theta} \beta - \frac{1}{2} \alpha^* W \alpha e^{-2i\theta} \right) = -W (\alpha^* \alpha - \beta^* \beta) e^{-2i\theta} = -W \left( \alpha^* \alpha - \frac{1}{2} \alpha^* W \alpha e^{-2i\theta} \right) = -W (1 - F) e^{-2i\theta} \)

\(^2\) \(\dot{F} = 2 \partial_t |\beta|^2 = 4 \text{Re} \left( \beta \dot{\beta}^* \right) = 4 \text{Re} \left( -\frac{1}{2} \beta W \alpha e^{2i\theta} \right) = -W \text{Re} (2\alpha^* \beta e^{2i\theta}) = -W \text{Re} (C e^{2i\theta}) \)
Equation (2.90) is an integro-differential equation, where the right hand side acts as a source term for the system. The factor \((1 - F(\vec{q}, t'))\) under the integral gives evidence for non-Markovian behaviour. Furthermore, this term represents Pauli exclusion principle, thus we refer to this term as Pauli-blocking factor. The second interesting part is the \(\cos (2\theta(\vec{q}, t, t'))\), which is an indicator for a highly non-local problem in time.

We have not taken into account the electric fields, which are created by the produced particles, so far. This disregard is based upon previous investigations \cite{9,27}, where it has been shown, that those internal fields only play a role for critical field strengths or high particle densities. However, their contribution to the final particle density is rather low even in these regimes. Therefore we decided to entirely neglect this back reaction effect in this thesis.

### 2.3.3 Differential Equation

In order to solve the integro-differential equation (2.90) we have to calculate the occurring integrals as exact as possible. In this respect the highly oscillating term \(\cos (2\theta(\vec{q}, t, t'))\) is numerically challenging. Moreover, due to the non-Markovian behaviour, the complete time-history of the one-particle distribution function has to be taken into account, which is potentially error-prone. To avoid these complications we rewrite this equation as a coupled differential equation as proposed by J. C. R. Bloch et al. \cite{9}. In close analogy to this paper we introduce the auxiliary functions

\[
G(\vec{q}, t) = \int_{t_{V ac}}^{t} dt' W(\vec{q}, t') (1 - F(\vec{q}, t')) \cos (2\theta(\vec{q}, t, t')) , \tag{2.92a}
\]

\[
H(\vec{q}, t) = \int_{t_{V ac}}^{t} dt' W(\vec{q}, t') (1 - F(\vec{q}, t')) \sin (2\theta(\vec{q}, t, t')) , \tag{2.92b}
\]

where

\[
W(\vec{q}, t) = \frac{eE(t) \varepsilon_{\perp}(\vec{q})}{\omega^2(\vec{q}, t)} , \quad \varepsilon_{\perp}^2(\vec{q}) = m_e^2 + q_1^2 + q_2^2 . \tag{2.93}
\]

\[
\theta(\vec{q}, t, t') = \int_{t'}^{t} \omega(\vec{q}, t'') dt'' , \quad \omega^2(\vec{q}, t) = m_e^2 + (\vec{q} - e\vec{A}(t))^2 . \tag{2.94}
\]

The derivatives of the auxiliary functions with respect to \(t\) yield

\[
\dot{G}(\vec{q}, t) = W(\vec{q}, t) (1 - F(\vec{q}, t)) - 2\omega(\vec{q}, t) H(\vec{q}, t) , \tag{2.95a}
\]

\[
\dot{H}(\vec{q}, t) = 2\omega(\vec{q}, t) G(\vec{q}, t) , \tag{2.95b}
\]

where we have used

\[
\dot{\theta}(\vec{q}, t, t') = \partial_t \left( \int_{t'}^{t} \omega(\vec{q}, t'') dt'' \right) = \omega(\vec{q}, t) . \tag{2.96}
\]
Combining the equations (2.95b)(2.95a) with (2.90) gives us now the possibility to work with a coupled differential equation of first order

\[ \dot{F}(\vec{q},t) = W(\vec{q},t) \cdot G(\vec{q},t), \] (2.97)

\[ \dot{G}(\vec{q},t) = W(\vec{q},t) (1 - F(\vec{q},t)) - 2\omega(\vec{q},t) \cdot H(\vec{q},t), \] (2.98)

\[ \dot{H}(\vec{q},t) = 2\omega(\vec{q},t) G(\vec{q},t). \] (2.99)

Its matrix form is

\[
\begin{pmatrix}
\dot{F} \\
\dot{G} \\
\dot{H}
\end{pmatrix} =
\begin{pmatrix}
0 & W & 0 \\
-W & 0 & -2\omega \\
0 & 2\omega & 0
\end{pmatrix}
\begin{pmatrix}
F \\
G \\
H
\end{pmatrix} +
\begin{pmatrix}
0 \\
W \\
0
\end{pmatrix},
\] (2.100)

which indicates a special structure of the system. Initial conditions are chosen such that one starts with a pure vacuum at asymptotic time \( t \to -\infty \)

\[ F(\vec{q},t \to -\infty) = G(\vec{q},t \to -\infty) = H(\vec{q},t \to -\infty) = 0. \] (2.101)

### 2.4 Analytical Solutions

The relationship between time-dependent electric fields and the particle number density has been widely investigated in the last decade. One of the most-studied field configurations is the pulsed Sauter field

\[ A(t) = -\varepsilon E_{cr} \tau \tanh \left( \frac{t}{\tau} \right), \quad E(t) = \varepsilon E_{cr} \text{sech}^2 \left( \frac{t}{\tau} \right), \] (2.102)

as it allows for an analytical solution. As nearly all of our investigations in chapter 3 and chapter 4 will be based on combinations of such simple pulses, we give the complete calculation of the one-particle distribution function \( F(\vec{q},t) \) for a single pulse in this section.

First we set \( m_e = 1 \) and introduce the notation

\[ \tilde{A}(t) = eA(t) = -\varepsilon \tau \tanh \left( \frac{t}{\tau} \right), \] (2.103)

\[ \tilde{E}(t) = eE(t) = \varepsilon \text{sech}^2 \left( \frac{t}{\tau} \right) = \varepsilon \left( 1 - \tanh^2 \left( \frac{t}{\tau} \right) \right), \] (2.104)

For convenience we redefine \( A(t) = \tilde{A}(t) \) and \( E(t) = \tilde{E}(t) \) to keep the notation of the variables simple. This redefinition holds for the rest of this section, giving

\[ \pi_3^2(\vec{q},t) = (q_3 - A_z(t))^2, \quad \omega^2(\vec{q},t) = 1 + q_1^2 + q_2^2 + \pi_3^2(\vec{q},t). \] (2.105)
Consequently we obtain for the equation of motion (2.44a)
\[
\left( \partial_t^2 + \omega^2 (q, t) + i \varepsilon \text{sech}^2 \left( \frac{t}{\tau} \right) \right) \chi (q, t) = 0,
\]
(2.106)
where we have skipped the irrelevant index of the mode function \( \chi (q, t) \). For convenience, we transform the time variable
\[
t \mapsto u = \frac{1}{2} \left( 1 + \tanh \left( \frac{t}{\tau} \right) \right), \quad [-\infty, \infty] \rightarrow [0, 1]
\]
(2.107)
which leads to
\[
A (u) = -\varepsilon \tau (2u - 1), \quad E (u) = 4u\varepsilon (1 - u).
\]
(2.108)
Additionally, we calculate
\[
\begin{align*}
t &= \tau \arctanh (2u - 1), \\
u (1 - u) &= \frac{1}{4} \left( 1 - \tanh^2 \left( \frac{t}{\tau} \right) \right) = \frac{1}{4} \text{sech}^2 \left( \frac{t}{\tau} \right), \\
\partial_t &= (\partial_t u) \partial_u = \frac{1}{2\tau} \text{sech}^2 \left( \frac{t}{\tau} \right) \partial_u = \frac{2}{\tau} u (1 - u) \partial_u,
\end{align*}
\]
(2.111)
\[
\partial_t^2 = \frac{4}{\tau^2} u (1 - u) \partial_u (1 - u) \partial_u.
\]
(2.112)
Expressing the equation of motion in terms of the new time variable \( u \) yields
\[
\left( \frac{4}{\tau^2} u (1 - u) \partial_u (1 - u) \partial_u + \omega^2 (q, u) + 4i\varepsilon u (1 - u) \right) \chi (q, u) = 0.
\]
(2.113)
For convenience we divide by \( \frac{4}{\tau^2} \) and obtain
\[
\left( u (1 - u) \partial_u (1 - u) \partial_u + \frac{\tau^2}{4} \omega^2 (q, u) + i\varepsilon \tau^2 u (1 - u) \right) \chi (q, u) = 0.
\]
(2.114)
In the next step we use an ansatz for the mode function \( \chi (q, u) \):
\[
\chi (q, u) = u^\alpha (1 - u)^\beta \eta (q, u)
\]
(2.115)
with independent parameters \( \alpha \) and \( \beta \). Inserting this ansatz into (2.114) gives after

\[^1\text{As} \alpha, \beta \text{ are constant they can be easily distinguished from the Bogoliubov coefficients.}\]
a tedious calculation, which is carried out in A.4, the differential equation
\[
u^{\alpha+2} (1-u)^{\beta+2} \times \partial_u (\partial_u \eta (\vec{q}, u)) + \left( 2\alpha u^{\alpha+1} (1-u)^{\beta+2} - 2\beta u^{\alpha+2} (1-u)^{\beta+1} + u^{\alpha+1} (1-u)^{\beta+2} - u^{\alpha+2} (1-u)^{\beta+1} \right) \times (\partial_u \eta (\vec{q}, u)) + \left( \alpha (\alpha-1) u^\alpha (1-u)^{\beta+2} + \beta (\beta-1) u^{\alpha+2} (1-u)^{\beta-1} - \alpha u^{\alpha+1} (1-u)^{\beta+1} + \beta u^{\alpha+2} (1-u)^{\beta-1} \right) \times \eta (\vec{q}, u) + \frac{\tau^2}{4} \left( 1 + q_1^2 + q_2^2 + q_3^2 + 2q_3\varepsilon \tau u - 2q_3\varepsilon \tau (1-u) + \varepsilon^2 \tau^2 u + \varepsilon^2 \tau^2 (1-u)^2 - 2\varepsilon^2 \tau^2 u (1-u) + 4i\varepsilon u (1-u) \right) u^{\alpha} (1-u)^{\beta} \times \eta (\vec{q}, u)
\]
\[= 0. (2.116)\]

We shall simplify this lengthy equation by rewriting it as a hypergeometric differential equation [54]¹
\[
(u (1-u) \partial_u^2 + (c - (a + b + 1) u) \partial_u - ab) \partial_u \eta (\vec{q}, u) = 0. (2.117)
\]

To this end we make an ansatz for \(a, b\) and \(c\)
\[
c = 1 - i\tau \omega_0, \\
b = 1 + i\varepsilon \tau - \frac{i\tau \omega_0}{2} + \frac{i\tau \omega_1}{2}, \\
a = -i\varepsilon \tau^2 - \frac{i\tau \omega_0}{2} + \frac{i\tau \omega_1}{2},
\]
where we have used
\[
\omega_0^2 = \omega^2 (u = 0) = 1 + q_1^2 + q_2^2 + (q_3 - \varepsilon \tau)^2, \\
\omega_1^2 = \omega^2 (u = 1) = 1 + q_1^2 + q_2^2 + (q_3 + \varepsilon \tau)^2.
\]

Using these definitions, the prefactors of \(\partial_u \eta\) and \(\eta\) are given by
\[
(\partial_u \eta (\vec{q}, u)) : \\
(\partial_u \eta (\vec{q}, u)) = (c - (1 + b + a) u) \\
= (1 - i\tau \omega_0 - 2u + i\tau \omega_0 u - i\tau \omega_1 u) (2.120)
\]

¹ The hypergeometric differential equation is a special form of Riemann’s differential equation.
and

\[ \eta(\vec{q}, u) : \]

\[ -ab = -\varepsilon^2 \tau^4 + i\varepsilon \tau^2 + \frac{\tau^2 \omega_0^2}{4} + \frac{\tau^2 \omega_1^2}{4} - \frac{\tau^2 \omega_0 \omega_1}{2} + \frac{i\tau \omega_0}{2} - \frac{i\tau \omega_1}{2}. \] (2.121)

The hard part is now to check the prefactors in (2.116). We have to divide our whole equation by \( u^{\alpha+1} (1 - u)^{\beta+1} \). Comparing the prefactor yields the coefficients

\[ \alpha = -\frac{i\tau \omega_0}{2}, \quad \beta = \frac{i\tau \omega_1}{2}. \] (2.122)

Given these expressions, we finally check the equivalence of the terms proportional to \( \eta(\vec{q}, u) \). The prefactor of \( \eta(\vec{q}, u) \) in (2.116) and the right-hand side of (2.121) have to be equivalent. Thus we want to check whether this is the case or not. Writing both expression on one side we obtain

\[ -\omega_0^2 \ (1 - u)^2 - \omega_1^2 u^2 + 1 + \vec{q}^2 + 2q_3 \varepsilon \tau u - 2q_3 \varepsilon \tau (1 - u) \]
\[ + \varepsilon^2 \tau^2 u^2 - 2\varepsilon^2 \tau^2 u (1 - u) + \varepsilon^2 \tau^2 (1 - u)^2 + 4\varepsilon^2 \tau^2 u (1 - u) \]
\[ -\omega_0^2 u - \omega_1^2 u + \omega_0^2 u^2 + \omega_1^2 u^2 \]
\[ = 0. \] (2.123)

We pick out all terms with \( \omega_0, \omega_1 \) and find\(^2\)

\[ -\omega_0^2 + 2\omega_0^2 u - \omega_1^2 u^2 - \omega_0^2 u^2 - \omega_1^2 + \omega_0^2 = -1 - \vec{q}^2 + 2q_3 \varepsilon \tau - \varepsilon^2 \tau^2 - 4q_3 \varepsilon \tau u. \] (2.124)

Inserting this expression in (2.123) leads to

\[ \varepsilon^2 \tau^2 u^2 - 2\varepsilon^2 \tau^2 u + 2\varepsilon^2 \tau^2 u^2 + \varepsilon^2 \tau^2 - 2\varepsilon^2 \tau^2 u + \varepsilon^2 \tau^2 u^2 + 4\varepsilon^2 \tau^2 u^2 - 4\varepsilon^2 \tau^2 u^2 = 0 \] (2.125)

and as all terms vanish we find

\[ 0 = 0, \] (2.126)

which is true and completes the check.

Our next goal is to derive an expression for the one-particle distribution function \( F(\vec{q}, t) \) in terms of the solutions of the hypergeometric differential equation (2.117). This equation has three singular points \( \{0, 1, \infty\} \). A convergent solution for all \( u < 1 \) can be found for all variables \( a, b \) and \(-c \not\in \mathbb{N}_0\). As \( c \in \mathbb{C} \) in our case, the ansatz

\[ \eta(\vec{q}, u) = \sum_{n=0}^{\infty} a_n u^n, \quad a_{n+1} = \frac{(a + n) (b + n)}{(1 + n) (c + n)} a_n \] (2.127)

\[ \begin{align*}
-\omega_0^2 + 2\omega_0^2 u - \omega_1^2 u^2 - \omega_0^2 u^2 - \omega_1^2 + \omega_0^2 &= -1 - \vec{q}^2 + 2q_3 \varepsilon \tau - \varepsilon^2 \tau^2 + u + \vec{q}^2 u - 2q_3 \varepsilon \tau u + \varepsilon^2 \tau^2 u - u - \vec{q}^2 u - 2q_3 \varepsilon \tau u - \varepsilon^2 \tau^2 u \\
&= -1 - \vec{q}^2 + 2q_3 \varepsilon \tau - \varepsilon^2 \tau^2 - 4q_3 \varepsilon \tau u.
\end{align*}\]
is well defined. For \( a_0 = 1 \) we get the so called hypergeometric function \( _2\!F_1 (a, b; c; u) \). The function \( \eta^+ \) can be identified with the so-called “regular solution”.

\[
\eta^+ (\vec{q}, u) = _2\!F_1 (a, b; c; u). \quad (2.129)
\]

The second linearly independent solution of the hypergeometric differential equation is given by

\[
u^1 \!_{\vec{q}, u} = (1 - a - c, 1 + b - c, 2 - c, u) = u^1 \!_{\vec{q}, u} (1 - u)^{c-a-b} _2\!F_1 (1 - a, 1 - b, 2 - c, u). \quad (2.130)
\]

As a matter of fact, this function can be identified with

\[
\eta^- (\vec{q}, u) = u^{-2a} (1 - u)^{-2\beta} _2\!F_1 (1 - a, 1 - b, 2 - c; u). \quad (2.131)
\]

To get the mode functions \( \chi^\pm (\vec{q}, u) \) we have to resubstitute \( \eta^\pm (\vec{q}, u) \) in our ansatz (2.115)

\[
\chi^+ (\vec{q}, u) = N^+ u^\alpha (1 - u)^\beta _2\!F_1 (a, b; c; u), \quad (2.132a)
\]

\[
\chi^- (\vec{q}, u) = N^- u^{-\alpha} (1 - u)^{-\beta} _2\!F_1 (1 - a, 1 - b, 2 - c; u), \quad (2.132b)
\]

with \( N^\pm \) as normalization constants. These constants are calculated in A.5

\[
N^+ (\vec{q}) = \frac{e^{-i\vec{\phi}(\vec{q})}}{\sqrt{2\omega (\vec{q}, 0) (\omega (\vec{q}, 0) - \pi_3 (\vec{q}, 0))}}, \quad (2.133a)
\]

\[
N^- (\vec{q}) = \frac{e^{i\vec{\phi}(\vec{q})}}{\sqrt{2\omega (\vec{q}, 0) (\omega (\vec{q}, 0) + \pi_3 (\vec{q}, 0))}}. \quad (2.133b)
\]

We are now able to calculate the one-particle distribution function according to (2.75)

\[
F (\vec{q}, t) = 2 |\beta (\vec{q}, t)|^2, \quad (2.134)
\]

as we know each term appearing in the definition of \( \beta (\vec{q}, t) \)

\[
\beta (\vec{q}, t) = -i \varepsilon \!_\perp \kappa^+ (\vec{q}, t) (\partial_t + i\omega (\vec{q}, t)) \chi^+ (\vec{q}, t). \quad (2.135)
\]

To proceed we transform all functions in \( \beta (\vec{q}, t) \) to the new time variable \( u \). This

\[
_{p}\!F_q (a_1, \ldots, a_p; b_1, \ldots, b_q; z). \quad \text{Its}
\]

radius of convergence is \( R = 1 \) and its serious expansion is given by

\[
_{2}\!F_1 (a, b; c; u) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!}, \quad (2.128)
\]

where \( ()_n \) denotes the Pochhammer symbol.
\[ \partial_t = \partial_u (\partial_t u) = \frac{2}{\tau} u (1 - u) \partial_u, \quad (2.136) \]
\[ \varepsilon_{\perp}^2 (\vec{q}, u) = \omega^2 (\vec{q}, u) - \pi_3^2 (\vec{q}, u) = (\omega (\vec{q}, u) - \pi_3 (\vec{q}, u))(\omega (\vec{q}, u) + \pi_3 (\vec{q}, u)) \quad (2.137) \]

and thus\(^3\)
\[ F (\vec{q}, u) = \left( 1 + \frac{\pi_3 (\vec{q}, u)}{\omega (\vec{q}, u)} \right) |N^+|^2 \]
\[ \times \left\{ \left( \frac{2}{\tau} u (1 - u) \partial_u + i \omega (\vec{q}, u) \right) u^\alpha (1 - u)^\beta 2F_1 (a, b, c; u) \right\}^{(++)}. \quad (2.138) \]

We focus on the term (++) first. The derivative term gives
\[ \partial_u \left( u^\alpha (1 - u)^\beta 2F_1 (a, b, c; u) \right) = \alpha u^{\alpha - 1} (1 - u)^\beta 2F_1 (a, b, c; u) \]
\[ - \beta u^\alpha (1 - u)^{\beta - 1} 2F_1 (a, b, c; u) + u^\alpha (1 - u)^\beta \frac{ab}{c} 2F_1 (1 + a, 1 + b, 1 + c; u), \quad (2.139) \]

where we have used the relation
\[ \partial_{\alpha_2} 2F_1 (a, b, c; u) = \frac{ab}{c} 2F_1 (1 + a, 1 + b, 1 + c; u). \quad (2.140) \]

The term (++) can thus be written as
\[ \left\{ \left( \frac{2}{\tau} u (1 - u) \partial_u + i \omega (\vec{q}, u) \right) u^\alpha (1 - u)^\beta 2F_1 (a, b, c; u) \right\}^{(++)}. \quad (2.141) \]

As \( \alpha, \beta \) are purely imaginary we get
\[ \left| u^\alpha (1 - u)^\beta \right| = \left| e^{\alpha \ln(u)} e^{\beta \ln(1-u)} \right| = 1. \quad (2.142) \]

\[^3\quad F (\vec{q}, u) = \left| \frac{\varepsilon_{\perp}^2 (\vec{q}, u)}{\omega (\vec{q}, u)} \right|^2 \left| \left( \frac{2}{\tau} u (1 - u) \partial_u + i \omega \right) N^+ (\vec{q}, u) u^\alpha (1 - u)^\beta 2F_1 (a, b, c; u) \right|^2 \]
\[ = (1 + \frac{\pi_3}{\omega}) |N^+|^2 \left| \left( \frac{2}{\tau} u (1 - u) \partial_u + i \omega \right) u^\alpha (1 - u)^\beta 2F_1 (a, b, c; u) \right|^2. \]
The remaining terms will be denoted as

\[ F_1 (\vec{q}, u) = \frac{2}{\tau} u (1 - u) \frac{ab}{c} F_1 \left( 1 + a, 1 + b, 1 + c; u \right), \]  
(2.143)

\[ F_2 (\vec{q}, u) = (\omega(\vec{q}, u) - (1 - u) \omega_0 - u \omega_1) \frac{2}{e} F_1 \left( a, b, c; u \right), \]  
(2.144)

such that the one-particle distribution function as a function of the transformed time variable \( u \) is given by

\[ F (\vec{q}, u) = |N^+|^2 \left( 1 + \frac{\pi_3(\vec{q}, u)}{\omega(\vec{q}, u)} \right) |F_1 (\vec{q}, u) + iF_2 (\vec{q}, u)|^2. \]  
(2.145)

According to the previous discussion of the quasi-particle picture, we are mainly interested in the asymptotic behaviour of the one-particle distribution function. Hence we investigate \( F (\vec{q}, u) \) in the limit \( u \to 1^- \) corresponding to \( t \to \infty \). The one-particle distribution function for asymptotic times is given by

\[ F (\vec{q}, u \to 1^-) = \left| N^+ (\vec{q}) \right|^2 \left( 1 + \frac{\pi_3 (\vec{q}, 1)}{\omega_1} \right) |F_1 (\vec{q}, u \to 1^-) + iF_2 (\vec{q}, u \to 1^-)|^2. \]  
(2.146)

In A.6 we explicitly show that this can be simplified to

\[ F (\vec{q}, u \to 1^-) = \frac{2 \sinh (\pi \tau (2 \varepsilon \tau + \omega_0 - \omega_1)/2) \sinh (\pi \tau (2 \varepsilon \tau - \omega_0 + \omega_1)/2)}{\sinh (\pi \tau \omega_0) \sinh (\pi \tau \omega_1)}. \]  
(2.147)

### 2.5 Optimal Control Theory

In this section we shall give an introduction to optimization followed by a presentation of important equations. These relations will be derived step by step, beginning with a cost functional and ending with a discussion about the gradient and the optimization direction. Finally, the implementation on a computer is discussed.

Optimal control theory is a mathematical optimization method operating under certain control laws. These laws are necessary to have control over the calculation and force the system into a state for which an optimality criterion is achieved. To perform these calculations one introduces a cost functional \( J \), which depends on input parameters, constraints and control variables. Usually the constraints are inequalities, chosen such that they force the system away from unwanted configurations. The control variables on the other hand are governed by differential equations and evaluated such that they do not violate the boundary conditions. The goal is then to minimize the cost functional under the given constraints.

In our case, optimal control theory forces a given potential \( A(t) \) into a stationary point concerning the asymptotic particle number density. In order to derive the
corresponding equations, we start with the differential equation (2.92). Due to the fact, that \( F(\vec{q}, t) \), \( G(\vec{q}, t) \) and \( H(\vec{q}, t) \) form a complete system, we have to take all of them into account. Furthermore we introduce the Lagrangian parameters \( \mu_F(\vec{q}, t), \mu_G(\vec{q}, t), \mu_H(\vec{q}, t) \) needed for the adjoint differential equation. In addition we define the inner products

\[
\langle f(t), g(t) \rangle_t = \int_\mathbb{R} f(\vec{q}, t) g(\vec{q}, t) \, dq,
\]

(2.148)

\[
\langle f, g \rangle = \int_\mathbb{R} \langle f(t), g(t) \rangle_t \, dt.
\]

(2.149)

The most important part regarding optimal control theory is to find an appropriate cost functional. In our case, we want to maximize the asymptotic particle number, so we start with the expression

\[
J(F(\vec{q}, t), G(\vec{q}, t), H(\vec{q}, t), A) = -\gamma \int_\mathbb{R} F(\vec{q}, T) \, dq + p[A],
\]

(2.150)

with \( A(t) \) as control variable and \( p[A] \) being an additional functional. As we try to keep the derivation as general as possible we specify the form of \( p[A] \) later.

The next step is to introduce constraints given by

\[
\lambda_F(\vec{q}, t) = \dot{F}(\vec{q}, t) - W(\vec{q}, t) \, G(\vec{q}, t) = 0,
\]

(2.151)

\[
\lambda_G(\vec{q}, t) = \dot{G}(\vec{q}, t) + W(\vec{q}, t) \, F(\vec{q}, t) + 2\omega(\vec{q}, t) \, H(\vec{q}, t) - W(\vec{q}, t) = 0,
\]

(2.152)

\[
\lambda_H(\vec{q}, t) = \dot{H}(\vec{q}, t) - 2\omega(\vec{q}, t) \, G(\vec{q}, t) = 0,
\]

(2.153)

where as usual

\[
W(\vec{q}, t) = \frac{E(t) \, \varepsilon_\perp(\vec{q})}{\omega^2(\vec{q}, t)}, \quad \varepsilon^2_\perp(\vec{q}) = 1 + q_1^2 + q_2^2, \quad \omega^2(\vec{q}, t) = \varepsilon^2_\perp + (q_3 - A_z(t))^2.
\]

(2.154)

Then we can write down the Lagrange function

\[
L = J(F, G, H, A) + \langle \lambda_F, \mu_F \rangle + \langle \lambda_G, \mu_G \rangle + \langle \lambda_H, \mu_H \rangle.
\]

(2.156)
We search for a stationary point of the Lagrange function

\[ L = J + \int dq \int dt \left( (\mu_F \partial_t + W \mu_G) F \right. \]
\[ + (-W \mu_F + \mu_G \partial_t - 2\omega \mu_H) G + (2\omega \mu_G + \mu_H \partial_t) H - W \mu_G \]
\[ = J + \int dq \left( \mu_F F \big|_R - \int dt (\dot{\mu}_F F) + \int dt W \mu_G F \right. \]
\[ + \mu_G G \big|_R - \int dt (\dot{\mu}_G G) + \int dt (-W \mu_F - 2\omega \mu_H) G \]
\[ + \mu_H H \big|_R - \int dt (\dot{\mu}_H H) + \int dt 2\omega \mu_G H - \int dt W \mu_G \bigg), \]

thus

\[ \frac{\delta L}{\delta F} = \frac{\delta L}{\delta G} = \frac{\delta L}{\delta H} = 0, \] (2.158)

which gives the adjoint differential equation

\[ \dot{\mu}_F (\vec{q}, t) = W (\vec{q}, t) \mu_G (\vec{q}, t), \] (2.159)
\[ \dot{\mu}_G (\vec{q}, t) = -W (\vec{q}, t) \mu_F (\vec{q}, t) - 2\omega (\vec{q}, t) \mu_H (\vec{q}, t), \] (2.160)
\[ \dot{\mu}_H (\vec{q}, t) = 2\omega (\vec{q}, t) \mu_G (\vec{q}, t). \] (2.161)

One has to solve this equation backwards in time with the initial conditions

\[ \frac{\delta L}{\delta F (\vec{q}, T)} = \mu_F (\vec{q}, T) - \gamma = 0, \] (2.162)
\[ \frac{\delta L}{\delta G (\vec{q}, T)} = \mu_G (\vec{q}, T) = 0, \] (2.163)
\[ \frac{\delta L}{\delta H (\vec{q}, T)} = \mu_H (\vec{q}, T) = 0. \] (2.164)

Finally, we proceed with the derivation of the gradient for a given potential. First we split the Lagrange function into two parts

\[ L (F, G, H, \mu_F, \mu_G, \mu_H, A) = p[A] + \int dq \int dt W (\mu_G F - \mu_F G - \mu_G) \]
\[ + 2 \int dq \int dt \omega (-\mu_H G + \mu_G H) + \tilde{L} (F, G, H, \dot{\mu}_F, \dot{\mu}_G, \dot{\mu}_H), \] (2.165)

where all irrelevant terms are absorbed into \( \tilde{L} \).
Now we define the reduced cost functional from the relevant part

\[ \tilde{J}(A) = p[A] + \int dq \int dt W (\mu_G F - \mu_F G - \mu_G) \]

\[ + 2 \int dq \int dt \omega (-\mu_H G + \mu_G H) \] (2.166)

which gives us the gradient

\[ \nabla \tilde{J} = \frac{\delta L}{\delta A} = \frac{\delta p}{\delta A} - 2 \int dq (-\mu_H G + \mu_G H) \frac{q - A}{\omega} \]

\[ + \int dq \frac{\varepsilon}{\omega^2} \partial_t (\mu_G F - \mu_F G - \mu_G). \] (2.167)

So far we have not specified the functional \( p[A] \). Our idea is to use this term as a punishment term to prevent field configurations with higher field strengths from dominating the calculations. Therefore, we introduce an upper limit \( E_{\text{max}} \) and a lower limit for the field strength \( E_{\text{min}} \) and choose

\[ p[A] = -\mu_1 \int_\mathbb{R} dt \ln \left( E_{\text{max}} (t) + \dot{A} \right) - \mu_2 \int_\mathbb{R} dt \ln \left( -E_{\text{min}} (t) - \dot{A} \right), \] (2.168)

where \( \mu_1, \mu_2 \) assesses the importance of the constraints. This fixes the additional term for the gradient

\[ \frac{\delta p}{\delta A} = -\mu_1 \frac{\dot{E}_{\text{max}} + \dot{A}}{(E_{\text{max}} + \dot{A})^2} - \mu_2 \frac{\dot{A} + \dot{E}_{\text{min}}}{(E_{\text{min}} + \dot{A})^2}. \] (2.169)

Note that such a term for the constraints still allows us to implement negative field strengths.

During calculation we have to perform a line search to minimize the cost functional. We proceed by stepwise calculation of the problem

\[ J \left( A_i - \alpha_i \nabla \tilde{J}(A_i) \right), \] (2.170)

where the gradient \(-\nabla \tilde{J}(A_i)\) gives the search direction and \( \alpha_i \) the step length. A crucial point here is to find \( \alpha_i' \)'s such that convergence can be achieved. In our case we simple use bisection method and apply the so-called Wolfe conditions to the algorithm

\[ J \left( A_k - \alpha_k \nabla \tilde{J}(A_k) \right) \leq J(A_k) - c_1 \alpha_k \langle \nabla \tilde{J}(A_k) , \nabla \tilde{J}(A_k) \rangle, \] (2.171a)

\[ \langle \nabla \tilde{J} \left( A_k - \alpha_k \nabla \tilde{J}(A_k) \right) , \nabla \tilde{J}(A_k) \rangle \leq c_2 \langle \nabla \tilde{J}(A_k) , \nabla \tilde{J}(A_k) \rangle, \] (2.171b)
where $0 < c_1 < c_2 < 1$. The first inequality implies that the cost functional becomes smaller for each step whereas the second one states that the gradient vanishes at a stationary point.
Analytical solutions, like the one presented in chapter 2, are only available for a very restricted number of field configurations. Hence, one has to rely on numerical approaches in general. As we have employed a numerical approach in our calculations we have included this chapter for several reasons: It explains the effectiveness of the differential equation formalism and introduces several other transformations. Moreover, it provides information about the performance of different algorithms, shows the results of various numerical benchmark tests and demonstrates the pros and cons of discretized potentials.

3.1 Differential Equation

As already shown in chapter 2, we benefit from transforming the integro-differential equation

$$\dot{F}(\vec{q},t) = W(\vec{q},t) \int_{t_{\text{vac}}}^{t} dt' W(\vec{q},t') (1 - F(\vec{q},t')) \cos(2\theta(\vec{q},t,t')) \quad (3.1)$$

into a coupled differential equation of first order

$$\dot{F}(\vec{q},t) = W(\vec{q},t) \cdot G(\vec{q},t), \quad (3.2a)$$
$$\dot{G}(\vec{q},t) = W(\vec{q},t) (1 - F(\vec{q},t)) - 2\omega(\vec{q},t) \cdot H(\vec{q},t), \quad (3.2b)$$
$$\dot{H}(\vec{q},t) = 2\omega(\vec{q},t) G(\vec{q},t), \quad (3.2c)$$

with $W(\vec{q},t) = \frac{eE(t)\varepsilon_\perp(\vec{q})}{\omega^2(\vec{q},t)}$, $\varepsilon_\perp^2(\vec{q}) = m_e^2 + q_1^2 + q_2^2$, $\omega^2(\vec{q},t) = m_e^2 + (\vec{q} - e\vec{A}(t))^2$ for computational reasons. In the following subsections we introduce additional transformations and discuss their applicability.
3.1.1 Transformation 1

In this subsection we show a transformation, which, we hope, could prevent the calculation from producing underflow errors. This should result in a more stable code.

We start again from the integro-differential equation (3.1). However, we write \( F(t) = a I(t) \) this time with \( a \) being a simple constant. This gives

\[
a \dot{I}(\vec{q}, t) = W(\vec{q}, t) \int_{t\text{vac}}^{t} dt' W(\vec{q}, t') (1 - a I(\vec{q}, t')) \cos(2\theta(\vec{q}, t, t')).
\]

(3.3)

Then we introduce the two auxiliary functions

\[
G = \int_{t\text{vac}}^{t} dt' W(\vec{q}, t') (1 - a I(\vec{q}, t')) \cos(2\theta(\vec{q}, t, t')),
\]

(3.4)

\[
H = \int_{t\text{vac}}^{t} dt' W(\vec{q}, t') (1 - a I(\vec{q}, t')) \sin(2\theta(\vec{q}, t, t')).
\]

(3.5)

As the system is basically the same as before, the results for the derivatives are similar to the previous calculation

\[
\dot{G}(\vec{q}, t) = W(\vec{q}, t) (1 - a I(\vec{q}, t)) - 2\omega(\vec{q}, t) H(\vec{q}, t),
\]

(3.6)

\[
\dot{H}(\vec{q}, t) = 2\omega(\vec{q}, t) G(\vec{q}, t).
\]

(3.7)

We have now an equation for \( I(\vec{q}, t) \) instead of \( F(\vec{q}, t) \)

\[
\begin{pmatrix}
0 & W/a & 0 \\
-aW & 0 & -2\omega \\
0 & 2\omega & 0
\end{pmatrix}
\begin{pmatrix}
I \\
G \\
H
\end{pmatrix}
+ \begin{pmatrix}
0 \\
W \\
0
\end{pmatrix}.
\]

(3.8)

Using the initial conditions

\[
I(\vec{q}, t \rightarrow -\infty) = G(\vec{q}, t \rightarrow -\infty) = H(\vec{q}, t \rightarrow -\infty) = 0
\]

(3.9)

we calculate \( I(\vec{q}, t) \) and recover \( F(\vec{q}, t) \) in the end by

\[
F(\vec{q}, t) = a I(\vec{q}, t).
\]

(3.10)

The main advantage of this transformation is that \( I(\vec{q}, t) \) is larger than the one-particle distribution function for \( a < 1 \).

3.1.2 Transformation 2

The idea of this transformation is to rewrite the differential equation (3.2) in such a way that it is solved on a compact interval. This should help saving computer
time and, moreover, the calculations should become more stable as one needs fewer evaluation steps. Thus, we start from the coupled differential equation (3.2) and employ a transformation, which will be adopted for field configurations of the type

\[
A(t) = \sum_i -\varepsilon_i \tau_i \tanh \left( \frac{t - t_{0,i}}{\tau_i} \right), \quad E(t) = \sum_i \varepsilon_i \text{sech}^2 \left( \frac{t - t_{0,i}}{\tau_i} \right). \tag{3.11}
\]

We will distinguish the dominant electric field (index 1) from all other ones (index \(i \neq 1\)) until the end of this subsection. The introduced transformation is similar to the one used to derive the analytic solution for the single pulse potential in chapter 2

\[
t \mapsto u = \frac{1}{2} \left( 1 + \tanh \left( \frac{t}{\tau_1} \right) \right), \quad [-\infty, \infty] \rightarrow [0, 1]. \tag{3.12}
\]

At that point one gets an impression of the disadvantage of this transformation. The most important parameter in the transformation is the pulse length \(\tau_1\), which restricts our calculations to setups with a dominant long pulse. The adjective 'dominant' means in our notion \(\tau_1 \gg \tau_i\) and \(\varepsilon_1 \gg \varepsilon_i\). Using the new variable \(u\) we obtain the following transformed vector potential

\[
A(u) = A_1(u) + \sum_i A_i(u) = -\tau_1 \varepsilon_1 (2u - 1) - \sum_i \tau_i \varepsilon_i \tanh \left( \frac{\tau_1 \arctanh (2u - 1) - t_{0,i}}{\tau_i} \right) \tag{3.14}
\]

and transformed electric field

\[
E(u) = E_1(u) + \sum_i E_i(u) = 4\varepsilon_1 u (1 - u) + \sum_i \varepsilon_i \left( 1 - \tanh^2 \left( \frac{\tau_1 \arctanh (2u - 1) - t_{0,i}}{\tau_i} \right) \right), \tag{3.15}
\]

where \(t_{0,i}\) is the time lag between the dominant pulse and pulse \(i\). It may look like a big disadvantage that the terms in the sum become harder to compute. Analysis of the computation time, however, shows that the compression of the time interval from \([-\infty, \infty]\) to \([0, 1]\) outweighs the drawbacks.
The resulting differential equation looks similar to (3.2)

\[
\begin{align*}
\partial_u F (\vec{q}, u) &= W (\vec{q}, u) \cdot G (\vec{q}, u), \\
\partial_u G (\vec{q}, u) &= W (\vec{q}, u) \cdot (1 - F (\vec{q}, u)) - 2\omega (\vec{q}, u) \cdot H (\vec{q}, u), \\
\partial_u H (\vec{q}, u) &= 2\omega (\vec{q}, u) \cdot G (\vec{q}, u),
\end{align*}
\]

(3.16a)

(3.16b)

(3.16c)

however, the input functions are different

\[
\begin{align*}
\omega^2 (\vec{q}, u) &= \frac{\tau_1 r^2 (\vec{q}, u)}{2u (1 - u)}, \quad r (\vec{q}, u) = \sqrt{\varepsilon^2 (\vec{q}) + (q_3 - A (u))^2}, \\
\varepsilon^2 (\vec{q}) &= m_e^2 + q_1^2 + q_2^2, \quad W (\vec{q}, u) = \frac{E (u) \varepsilon (\vec{q})}{r^2 (\vec{q}, u)}.
\end{align*}
\]

(3.17)

(3.18)

In the end we want to give some hints concerning numerical efficiency. One can observe in (3.14) and (3.15) that the term \(\tau_1 \arctanh (2u - 1) - t_{0,i}\) remains unchanged for a given value of \(u\). Therefore it is much faster to calculate this term once and read it from the memory instead of calculating it several times. The same reasoning applies to \(r (\vec{q}, u)\).

3.1.3 Low Density Approximation

Low density indicates that the particle number is low such that \(F (\vec{q}, t') \ll 1\) for all \(t \in \mathbb{R}\). Accordingly, we approximate the Pauli-blocking term

\[
(1 - F (\vec{q}, t')) \sim 1
\]

such that the integro-differential equation takes the form

\[
\dot{F} (\vec{q}, t) = W (\vec{q}, t) \int_{t_{V,ac}}^t dt' W (\vec{q}, t') \cos (2\theta (\vec{q}, t, t')).
\]

(3.20)

The benefit of this approximation is that the history of the process itself is ignored, which leads to a simple integral. N.B.: This advantage vanishes, however, if one deals with the equivalent differential equation

\[
\begin{align*}
\dot{F} (\vec{q}, t) &= W (\vec{q}, t) \cdot G (\vec{q}, t), \\
\dot{G} (\vec{q}, t) &= W (\vec{q}, t) - 2\omega (\vec{q}, t) \cdot H (\vec{q}, t), \\
\dot{H} (\vec{q}, t) &= 2\omega (\vec{q}, t) G (\vec{q}, t),
\end{align*}
\]

(3.21)

(3.22)

(3.23)

as the neglect of the term \((1 - F (\vec{q}, t'))\) gives only worse results.
3.2 Comparison of Transformations

After deriving three distinct differential equations (2.99), (3.8), (3.16) to describe pair creation theoretically, the question of the “best” method arises. Thus we first have to identify the favorable transformation and correspondingly a well-adapted solver. In our computation we use the configuration

\[ A(t) = \sum_i -\varepsilon_i \tau_i \tanh \left( \frac{t - t_{0,i}}{\tau_i} \right), \quad E(t) = \sum_i \varepsilon_i \sech^2 \left( \frac{t - t_{0,i}}{\tau_i} \right), \]  

(3.24)

where we choose specific configurations to investigate three aspects of the different transformations: The first and most crucial one is runtime\(^1\), the others are accuracy and stability. Usually accuracy is the most important specification, but according to the thesis of M. Orthaber [28] we know that a sufficiently good accuracy can be achieved. Nevertheless we will also test it on our own, especially with configurations that are comparable with the analytical solution.

In the following we perform runtime and accuracy tests for the different transformations and refer to them as

**Standard** differential equation (2.99),

**Standard(I)** differential equation (2.99) with an additional implicit solver,

**Transformation 1** differential equation (3.8) with additional parameter \( a = 10^{-4} \),

**Transformation 2** differential equation (3.16),

**Transformation 2(I)** differential equation (3.16) with an additional implicit solver.

We have used a Runge-Kutta 8 solver from Numerical Recipes 3 [55] for non-stiff problems and the RADAU5 solver from E. Hairer [56] for stiff differential equations. In numerical calculations, we cannot start at asymptotic times \( t \to -\infty \) nor can we end at \( t \to \infty \). In our simulations, the starting point was chosen such that the vector potential was numerically constant up to a relative precision of \( 10^{-7} \), corresponding to a vanishing electric field. The end point was reached once the potential becomes constant again.

For the system “Standard(I)” computations using the implicit solver have been performed from initial time up to a maximum of 10 per cent of the pulse length of the first pulse. In contrast, for the setup “Transformation2(I)” the implicit calculation has been done for \( u \) starting at \( 10^{-8} \) and ending at 0.1. Then the solver has changed.

Choosing the right end point for the implicit solver is a very tricky issue. If one works too early with an explicit solver, the computation time will increase. If

\(^1\) The values given for the runtime should only hold as an indicator whether a transformation works well or not, because for a detailed analysis one would have to perform hundreds of simulation runs and analyze all data.
one waits too long with a change of the solvers one runs into troubles regarding accuracy. Even worse, it could happen that the solver produces completely wrong results, although the calculation looks stable \(^2\).

For the purpose of a systematic evaluation of the various transformations, we have picked out a sample of the later used field configurations and compared the obtained results. We analyze the runtime performance in Tab.3.1 and the accuracy performance in Tab.3.2. Comparing these results one gets the impression that the Standard solver is slow, but works for every field configuration under consideration as one can see in Tab.3.2. The more elaborated solvers “Standard(I)” and “Transformation2(I)”, on the other hand, are the better choice for certain configurations. One has to be aware, however, that these solvers cannot be used for every field configuration as presented in Tab.3.2.

\(^2\) A possible explanation for this effect could be the need of a higher precision for an implicit solver.
Table 3.1: Runtime comparison for different field configurations and solvers. The results are normalized to the results of the Standard solver to get a better impression of the pros and cons of the various transformations. The solver for St(I), Tr2 and Tr2(I) are faster in every calculation except those with ten small pulses.3

| Field Parameters | St     | St(I)   | Tr2(I)  | Tr2    | Tr1    |
|------------------|--------|---------|---------|--------|--------|
| \((\varepsilon[1], \tau[1/m], t0[1/m])\) |        |         |         |        |        |
| \(\varepsilon = 0.1, \tau = 100^1\) | 1.000  | 0.675   | 0.689   | 0.910  | 2.212  |
| \(\varepsilon = 0.005, \tau = 3^1\) | 1.000  | 0.746   | 0.682   | 0.312  | 1.511  |
| \(\varepsilon_1 = 0.1, \tau_1 = 100,\) | 1.000  | 0.743   | 0.611   | 0.893  | 2.060  |
| \(\varepsilon_2 = 0.01, \tau_2 = 2^2\) | 1.000  | 0.674   | 0.630   | 2.138  |
| \(\varepsilon_1 = 0.1, \tau_1 = 100,\) | 1.000  | 0.654   | 0.422   | 0.558  | 2.213  |
| \(\varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30^2\) | 1.000  | 0.839   | 1.706   | 1.458  | 1.802  |
| \(\varepsilon = \pm 0.005, \tau = 3, t_0 = 5^3\) | 1.000  | 0.827   | 1.843   | 1.769  | 2.203  |
| \(\varepsilon_1 = 0.1, \tau_1 = 100,\) | 1.000  | 0.654   | 0.422   | 0.558  | 2.213  |
| \(\varepsilon_2 = \pm 0.005, \tau_2 = 3, t_0 = 9^4\) | 1.000  | 0.650   | 0.430   | 0.543  |
| \(\varepsilon_1 = 0.1, \tau_1 = 100,\) | 1.000  | 0.926   | 0.306   |        |        |
| \(\varepsilon_2 = \pm 0.005, \tau_2 = 3, t_0 = 9^4\) | 1.000  | 0.650   | 0.430   | 0.543  |

\(^1\) Single pulse  \(^2\) Double pulse  \(^3\) Ten identical pulses with time lag \(t_0\)  \(^4\) One long pulse and ten short pulses

The tables Tab.3.1 and Tab.3.2 provide much information with regard to coding fast and reliable computer program. We can conclude that the use of an implicit solver at the beginning of a calculation is a competitive alternative compared to the standard solver. The surprising failures are possibly driven by numerical instabilities, which could probably be overcome by using a different implicit solver. A good option would be a Gauss-Runge-Kutta solver of 4th or higher order.

These tables further illustrate that the solver “Standard” produces correct results for any given configuration above a certain numerical limit, which is set by a combination of the field strength parameter and the pulse length. Additionally, we observe that the solver “Transformation2” gives the same results as the solver “Standard” for all field configurations possessing a dominant pulse, however, performs substantially faster in these cases.
Table 3.2: Comparison of the particle number for different solvers and field configurations. The solver St works for any field configuration, whereas the implicit/explicit solver St(I) surprisingly fails for a single pulse configuration. The solver Tr2(I), on the other hand, performs pretty well for all field configurations except those it was not designed for, i.e. configurations without a dominant pulse.

| Field Parameters | St  | St(I) | Tr2(I) | Tr2 | Tr1 |
|------------------|-----|-------|--------|-----|-----|
| \((\varepsilon[1], \tau[1/m], t0[1/m])\) |     |       |        |     |     |
| \(\varepsilon = 0.1, \tau = 100\) | 1.529 | 1.668 | 1.529 | 1.540 | 1.529 |
| \(\varepsilon = 0.005, \tau = 3\) | 5.856 | 5.856 | 5.856 | 5.933 | 5.856 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2\) | 4.240 | 4.240 | 4.240 | 4.240 | 4.240 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30\) | 4.021 | 4.021 | 4.021 | 4.021 | |
| \(\varepsilon = \pm 0.005, \tau = 3, t_0 = 5\) | 8.700 | 8.700 | 30.99 | 31.03 | 8.700 |
| \(\varepsilon = 0.005, \tau = 3, t_0 = 5\) | 3.782 | 3.782 | 5.241 | 5.267 | 3.782 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9\) | 1.421 | 1.421 | 1.421 | 1.420 | 1.421 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9\) | 1.353 | 1.353 | 1.353 | 1.353 | 1.353 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, t_{0,1} = 200, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 24.95\) | 2.259 | 2.259 | 2.259 | | 4

1 Single pulse  2 Double pulse  3 Ten identical pulses with time lag \(t_0\)  4 One long pulse and ten short pulses

In order to conduct stability tests, we have performed calculations upon changing the parameters only slightly. In this way we can identify parameter regions in which our numerics work properly. These calculations indicate that the particle distribution function is more difficult to calculate for negative values of \(q_3\) than for positive ones. Probably this happens, because particle pair creation occurs for negative values of \(q_3\) at earlier times such that one would have to start the calculations at earlier initial times, too. Another aspect worth mentioning is that a change \(t \rightarrow -t\) in the potential gives a mirrored distribution function \(F(q_3, t \rightarrow \infty) \rightarrow F(-q_3, t \rightarrow \infty)\). This is a further monitoring option for our solvers and in perfect agreement with ideas presented in C. K. Dumlu et al. [44].
3.3 Full Momentum Space

In the previous section we only investigated the performance of the various differential equations. In this section we shall give ideas for further optimization, especially for the calculation of the particle spectrum in full momentum space. An option, for example, is to use an interpolation algorithm avoiding calculations of less important data points. Another idea would be to use an improved integration routine such as Romberg integration.

First we investigate the issue of interpolation routine. To test them we have used single pulse configurations involving configurations for \( q_1 = q_2 = 0 \). For the purpose of testing we use the differential equation (3.16), but the results remain valid for the other transformations as well.

We tried a 1D cubic spline interpolation [55] in direction of fixed \( q_3 \). On the other hand, we use a linear spline interpolation [55] in the direction of fixed \( q_\perp \) as well as in case of errors in direction of fixed \( q_3 \). As a matter of fact, we have also tested other routines, but they all suffer from severe disadvantages. A 2D cubic spline for example does not work properly, because of the typically irregular data grid. Working with such a method would cause a lot of additional computer time without the certainty that the result would be worth it. A 2D linear spline interpolation as well as Laplace interpolation are not able to produce accurate results as higher order interpolation routines are a necessity at least in direction of fixed \( q_3 \).

We investigate the performance for calculating the particle number for various parameters. It can be seen from the data in Tab.3.3B that the results for \( \Delta q_\perp \in [0.1, 0.5] m \) and \( \Delta q_\perp = \Delta q_3 \) are in good agreement with the analytical calculation. As expected, the results get better the more data points are involved. Tab.3.3A, on the other hand, shows that the runtime increases significantly by decreasing \( \Delta q_3 = 0.05m \) to \( \Delta q_3 = 0.01m \) whereas the accuracy of the results is not improved.

A similar analysis is performed for a different parameter set in Tab.3.4. These results indicate that we have to use a step size of at least \( \Delta q_\perp = 0.1m \) for these parameters. A decrease in the momentum spacing is, however, accompanied by an increase in runtime. As a matter of fact, if we choose the spacing too small, the runtime increases substantially whereas the accuracy is not affected anymore. Accordingly, finding the appropriate value for \( \Delta q \) is an important but nontrivial task.
Table 3.3: Runtime comparison for different momentum spacings for a single pulse in particle distribution with $\varepsilon = 0.005$, $\tau = 3m^{-1}$ in A. The results are normalized to the fastest calculation and all momenta are given in units of the electron mass $q[m]$. In B the results for the particle number are normalized to a calculation based on the analytical result.

|        | $\Delta q_\perp = 0.5$ | $\Delta q_\perp \in [0.1, 0.5]$ | $\Delta q_\perp = \Delta q_3$ |
|--------|------------------------|----------------------------------|-----------------------------|
| A      |                        |                                  |                             |
| Important $q_3^\dagger$ | 1.000                  | 1.631                            | 3.063                       |
| $\Delta q_3 = 0.05$  | 1.210                  | 1.621                            | 3.263                       |
| $\Delta q_3 = 0.01$  | 3.810                  | 6.968                            | 62.705                      |

$^\dagger$ $\Delta q_3 = 0.05$, 10% Tolerance, whether a $\Delta q_3$ is calculated is chosen dynamically

|        | $\Delta q_\perp = 0.5$ | $\Delta q_\perp \in [0.1, 0.5]$ | $\Delta q_\perp = \Delta q_3$ |
|--------|------------------------|----------------------------------|-----------------------------|
| B      |                        |                                  |                             |
| Important $q_3^\dagger$ | 1.0255                  | 1.0021                           | 0.9979                      |
| $\Delta q_3 = 0.05$  | 1.0253                  | 1.0039                           | 0.9997                      |
| $\Delta q_3 = 0.01$  | 1.0245                  | 1.0047                           | 1.0000                      |

$^\dagger$ $\Delta q_3 = 0.05$, 10% Tolerance, whether a $\Delta q_3$ is calculated is chosen dynamically
Table 3.4: Runtime comparison for different momentum spacings for a single pulse with $\varepsilon = 0.1$, $\tau = 100m^{-1}$ in A. The results for the particle number are normalized to the fastest calculation and all momenta are given in units of the electron mass $q[m]$. In B the results for the particle number are normalized to a calculation based on the analytical result.

|       | $\Delta q_{\perp} = 0.5$ | $\Delta q_{\perp} \in [0.1, 0.5]$ | $\Delta q_{\perp} = \Delta q_3$ |
|-------|-------------------------|-----------------------------------|---------------------------------|
| A     | Important $q_3^I$       | 1.000                             | 2.129                           | 3.461                           |
|       | $\Delta q_3 = 0.05$     | 1.345                             | 2.943                           | 4.843                           |
|       | $\Delta q_3 = 0.01$     | 6.235                             | 14.058                          | 98.640                          |

$^I$ $\Delta q_3 = 0.05$, 10% Tolerance, whether a $\Delta q_3$ is calculated is chosen dynamically

|       | $\Delta q_{\perp} = 0.5$ | $\Delta q_{\perp} \in [0.1, 0.5]$ | $\Delta q_{\perp} = \Delta q_3$ |
|-------|-------------------------|-----------------------------------|---------------------------------|
| B     | Important $q_3^I$       | 0.771168                          | 1.02592                         | 1.02585                         |
|       | $\Delta q_3 = 0.05$     | 0.770376                          | 1.0005                          | 1.0005                          |
|       | $\Delta q_3 = 0.01$     | 0.74475                           | 0.9998                          | 1.00086                         |

$^I$ $\Delta q_3 = 0.05$, 10% Tolerance, whether a $\Delta q_3$ is calculated is chosen dynamically

We now turn our attention towards integration algorithms. For configurations with $q_{\perp} = 0$ it was sufficient to use the trapezoidal rule for integration, but for calculations in two dimensions this is not true any more. We have used Romberg integration instead to obtain better results. The problem with this integration routine is, however, that we need data points outside of the calculated grid. In order to avoid calculation of extra data points, which would increase the runtime tremendously, we have used a 2D polynomial interpolation [55] instead. As one can see in Tab.3.5A, the trapezoidal rule is still competitive for short pulses. For the long pulse, however, we need a much smaller step size of $\Delta q_3 = 0.01m$ in the trapezoidal rule integration compared to the Romberg integration.
Table 3.5: Comparison of the accuracy when adopting different integration routines for a single pulse with A) $\varepsilon = 0.005$, $\tau = 3 m^{-1}$ and B) $\varepsilon = 0.1$, $\tau = 100 m^{-1}$. In addition the influence of different momentum spacings has been investigated. The results for the particle number are normalized to a calculation based on the analytical result. All momenta are given in units of the electron mass $q[m]$.

| A | $\Delta q_\perp = 0.5$ | $\Delta q_\perp \in [0.1, 0.5]$ | $\Delta q_\perp = \Delta q_3$ |
|---|---|---|---|
| Important | $q_3^1$ | TR $^2$ | RI $^3$ | TR | RI | TR | RI |
| $\Delta q_3 = 0.05$ | 1.0255 | 1.0210 | 1.0021 | 1.0070 | 0.9979 | 1.0027 |
| $\Delta q_3 = 0.01$ | 1.0260 | 1.0253 | 1.0110 | 1.0039 | 1.0068 | 0.9997 |

$^1$ $\Delta q_3 = 0.05$, 10% Tolerance, whether a $\Delta q_3$ is calculated is chosen dynamically

| B | $\Delta q_\perp = 0.5$ | $\Delta q_\perp \in [0.1, 0.5]$ | $\Delta q_\perp = \Delta q_3$ |
|---|---|---|---|
| Important | $q_3^1$ | TR $^2$ | RI $^3$ | TR | RI | TR | RI |
| $\Delta q_3 = 0.05$ | 1.2967 | 0.7711 | 1.0259 | 1.0259 | 1.0258 | 1.0258 |
| $\Delta q_3 = 0.01$ | 0.7703 | 0.7703 | 1.0263 | 1.0005 | 1.0262 | 1.0005 |

$^1$ $\Delta q_3 = 0.05$, 10% Tolerance, whether a $\Delta q_3$ is calculated is chosen dynamically

$^2$ Trapezoidal rule $^3$ Romberg integration
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3.4 Comparison with Lookup-Table

We finally want to check whether simulations with precalculated values of the vector potential and the electric field yield the same results as calculations where these values are calculated on-the-fly. This investigation is motivated by the request to calculate the pair production process for arbitrary field configurations as well.

Therefore, we recompute all field configurations, which have previously been discussed in Tab.3.1 and Tab.3.2. In comparison, we have now precalculated the vector potential and the electric field for a different number of sampling points. The values for a required time step have been calculated by interpolation routines.

Table 3.6: Runtime comparison for different sets of sampling points. Potential and electric field have been discretized first. In order to calculate intermediate values linear interpolation is used. The results for the runtime are normalized to the results of the “Standard” solver.

| Field Parameters $(\varepsilon[1], \tau[1/m], t0[1/m])$ | St  | Trans2(I) 512 | Points | 4096 | Points | 32768 | Points |
|------------------------------------------------|-----|---------------|--------|------|--------|------|--------|
| $\varepsilon = 0.1, \tau = 100^1$                | 1.00| 0.689         | 0.784  | 2.532|
| $\varepsilon = 0.005, \tau = 3^1$               | 1.00| 0.682         | 0.331  | 4.470| 22.82 |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2^2$ | 1.00| 0.611         | 0.202  | 0.527| 1.900 |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30^2$ | 1.00| 0.630         | 0.220  | 0.526| 1.872 |
| $\varepsilon = \pm 0.005, \tau = 3, t_0 = 5^3$ | 1.00| 0.099         | 1.406  | 4.441|
| $\varepsilon = 0.005, \tau = 3, t_0 = 5^3$     | 1.00| 0.051         | 1.535  | 5.016|
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9^4$ | 1.00| 0.422         | 0.167  | 0.699|
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9^4$ | 1.00| 0.430         | 0.090  | 0.143| 0.692 |

$^1$ Single pulse  $^2$ Double pulse  $^3$ Ten identical pulses with time lag $t_0$  $^4$ One long pulse and ten short pulses
Table 3.7: Comparison of the particle number for different sets of sampling points. In order to calculate intermediate values linear interpolation is used.

| Field Parameters | St  | Tr2(I) | 512 Points | 4096 Points | 32768 Points |
|------------------|-----|--------|------------|-------------|--------------|
| $\varepsilon = 0.1$, $\tau = 100$ | 1.529 | 1.529 | 1.586 | 1.529 | |
| $\varepsilon = 0.005$, $\tau = 3$ | 5.856 | 5.856 | 5.733 | 5.859 | 5.857 |
| $\varepsilon_1 = 0.1$, $\tau_1 = 100$, $\varepsilon_2 = 0.01$, $\tau_2 = 2^2$ | 4.240 | 4.240 | 2.218 | 2.748 | 4.212 |
| $\varepsilon = \pm 0.005$, $\tau = 3$, $t_0 = 5^3$ | 4.021 | 4.021 | 1.672 | 2.572 | 3.993 |
| $\varepsilon = 0.005$, $\tau = 3$, $t_0 = 5^3$ | 3.782 | 3.435 | 3.780 | 3.783 | |
| $\varepsilon_1 = 0.1$, $\tau_1 = 100$, $\varepsilon_i = \pm 0.005$, $\tau_i = 3$, $t_0 = 9^4$ | 1.421 | 1.421 | 1.006 | 1.413 | |
| $\varepsilon_1 = 0.1$, $\tau_1 = 100$, $\varepsilon_i = 0.005$, $\tau_i = 3$, $t_0 = 9^4$ | 1.353 | 1.353 | 7.925 | 9.193 | 1.345 |

$^1$ Single pulse  $^2$ Double pulse  $^3$ Ten identical pulses with time lag $t_0$  $^4$ One long pulse and ten short pulses

The number of sampling points is very important as one can see in Tab.3.6 and Tab.3.7. Interestingly, we can observe a lack of accuracy in case of 512 sampling points. For most configurations, at least 4096 sampling points are essential. For very difficult and complex pulse structures even 32768 points produce an error of 1%. Additionally, these tables demonstrate that there are field configurations with a comparatively long runtime. This is quite surprising as lookup tables are usually used to accelerate calculations. It seems that error correction during a calculation slows down the whole computation. This also indicates that there are problems concerning stability when using discretized potentials in conjunction with linear interpolation.

In order to remedy the difficulties with linear interpolation we switch to a more advanced interpolation routine, namely cubic interpolation. This interpolation routine is more advantageous when dealing with a high number of sampling points as one can see in Tab.3.8 and Tab.3.9. For 512 sampling points there are empty cells due to a very long runtime, however, the larger the set of sampling point get the better the calculations become. For 32768 sampling points, for example, cubic interpolation outperforms linear interpolation as presented in Tab.3.8.
Table 3.8: Runtime comparison for different sets of sampling points. In order to calculate intermediate values cubic interpolation has been used. The results for the runtime are normalized to the results of the “Standard” solver.

| Field Parameters $(\varepsilon[1], \tau[1/m], t_0[1/m])$ | St Points | Trans2(I) 512 Points | 4096 Points | 32768 Points |
|----------------------------------------------------------|------------|----------------------|-------------|-------------|
| $\varepsilon = 0.1, \tau = 100^1$                       | 1.000      | 0.689                | 0.9648      | 0.968       | 1.111       |
| $\varepsilon = 0.005, \tau = 3^1$                       | 1.000      | 0.682                | 1.183       | 1.585       | 5.734       |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2^2$ | 1.000      | 0.611                | 0.7291      | 0.9519      |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30^2$ | 1.000      | 0.630                | 0.8945      | 1.167       |
| $\varepsilon = \pm 0.005, \tau = 3, t_0 = 5^3$           | 1.000      | 0.209                | 0.2319      | 0.4572      |
| $\varepsilon = 0.005, \tau = 3, t_0 = 5^3$               | 1.000      | 0.1824               | 0.2396      | 0.5574      |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9^4$ | 1.000      | 0.422                | 0.3086      | 0.3273      |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9^4$ | 1.000      | 0.430                | 0.3076      | 0.3311      |

$^1$ Single pulse  $^2$ Double pulse  $^3$ Ten identical pulses with time lag $t_0$  $^4$ One long pulse and ten short pulses
Table 3.9: Comparison of the particle number density for different sets of sampling points. In order to calculate intermediate values cubic interpolation has been used.

| Field Parameters \((\varepsilon[1], \tau[1/m], t_0[1/m])\) | St | Tr2(I) | 512 Points | 4096 Points | 32768 Points |
|---|---|---|---|---|---|
| \(\varepsilon = 0.1, \tau = 100\) | 1.529 | 1.529 | 1.45 | 1.519 | 1.528 |
| \(\varepsilon = 0.005, \tau = 3\) | 5.856 | 5.856 | 5.617 | 5.838 | 5.85 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2\) | 4.240 | 4.240 | 3.162 | 4.221 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30\) | 4.021 | 4.021 | 2.970 | 4.00 |
| \(\varepsilon = \pm 0.005, \tau = 3, t_0 = 5^3\) | 8.700 | 7.990 | 8.634 | 8.692 |
| \(\varepsilon = 0.005, \tau = 3, t_0 = 5^3\) | 3.782 | 3.637 | 3.791 | 3.784 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9^4\) | 1.421 | 1.421 | 1.127 | 1.415 |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9^4\) | 1.353 | 1.353 | 1.04 | 1.347 |

\(^1\) Single pulse \(^2\) Double pulse \(^3\) Ten identical pulses with time lag \(t_0\) \(^4\) One long pulse and ten short pulses
In this chapter we present our new findings regarding particle pair production, with a focus on the following key aspects: First an analysis of combinations of two pulses with two different time scales is done. These combination of fields have been discussed recently, but we provide an accurate perspective on setups with new combinations and also on the full momentum spectrum in comparison to these previous investigations [28, 32, 34]. Secondly an investigation of many-pulse configurations is done. In addition, the differences between fields consisting of equally and alternating signed pulses are examined. These investigations should produce novel insights for an either direct or indirect measurement of the Schwinger effect. Adopting optimal control theory, we finally present results on pulse shaping in particle pair production for the first time.
4.1 Dynamically Assisted Schwinger Effect

As mentioned previously, we focus on combinations of pulses with different time scales. To this end, we employ the electric field:

\[ E(t) = \sum_i \varepsilon_i \text{sech}^2 \left( \frac{t - t_{0,i}}{\tau_i} \right). \]  

(4.1)

Before ultimately coming to the results, we shall introduce the Keldysh parameter \( \gamma \). It is defined for a single pulse as

\[ \gamma = \frac{\tau_T}{\tau} = \frac{m_e}{e E_{\text{crit}} \tau} = \frac{1}{m_e \tau \varepsilon}, \]  

(4.2)

where \( \tau \) is the pulse length and \( \tau_T \) is the characteristic time for a tunneling process from the Dirac sea to the continuum. The Keldysh parameter separates two different regimes. For a parameter value of \( \gamma \ll 1 \) the pair production process shows characteristics of a tunneling process and is therefore associated with the Schwinger effect. On the other hand, a parameter value of \( \gamma \gg 1 \) indicates that a high number of photons is absorbed. This parameter region is referred to as multiphoton regime as the multiphoton absorption process dominates the pair production in this case. It is the idea of the dynamically assisted Schwinger effect to combine pulses in the different parameter regimes. In order to describe such a process properly, we introduce the combined Keldysh parameter \( \gamma_C \), which is defined based on properties of both pulses [32,34].

\[ \gamma_C = \frac{1}{m_e \tau_2 \varepsilon_1}. \]  

(4.3)

Here \( \tau_2 \) is the pulse length of the short pulse and \( \varepsilon_1 \) the maximal field strength of the long pulse. This enables us to characterize the field pulses in terms of one parameter as illustrated in the following figures.

In Fig.4.1 we investigate the enhancement of particle production when combining two pulses, the first one with \( \gamma_1 \ll 1 \) and the second one with \( \gamma_2 \gg 1 \). We further define enhancement as the ratio

\[ \frac{N_C}{N_1 + N_2}, \]  

(4.4)

where \( N_1, N_2 \) denote the particle number in a single pulse of given parameters, whereas \( N_C \) denotes the particle number for combined electric fields. As can be seen in Fig.4.1 the enhancement becomes largest at a combined Keldysh parameter of \( \gamma_C \approx 2 \). At this point the pair production rate of the two single pulses is of the same order. Remarkably, there seems to be no qualitative difference between calculations based on the full momentum space Fig.4.1a-d and calculations based only on the parallel momentum Fig.4.1e.
**Figure 4.1:** Enhancement of the particle number density due to dynamical assistance. The calculations in $a - d$ are based on full momentum space calculations whereas the calculation in $e$ is done in the parallel direction only. The offset between the two pulses is $t_0 = 0$. The absolute field strength is varied in each plot line. The same pulse length $\tau_1$ is used in $a$, $c$ and $b$, $d$, respectively, whereas the field strength ratio $\varepsilon_2/\varepsilon_1$ is the same in $a$, $b$ and $c$, $d$, respectively.
Figure 4.2: Enhancement of the particle number density based on a full momentum space calculation. A short pulse is assisting a long pulse with an offset of $t_0 = 0$. The field parameters of the short pulse are varied while the parameters for the long pulse are fixed at $\varepsilon_1 = 0.1$, $\tau_1 = 102.2\, m^{-1}$.

In the next calculation, illustrated in Fig. 4.2, we varied the field strength of the short pulse, while keeping the parameters for the long pulse fixed at $\varepsilon_1 = 0.1$, $\tau_1 = 102.2\, m^{-1}$. Again, the effect from the dynamical assistance of photon absorption is most pronounced at $\gamma_C \approx 2$. The highest relative enhancement effect can be seen for the configuration $\varepsilon_2 = 0.005$. On the other hand, the highest absolute values are obtained for $\varepsilon = 0.025$. The increase in the absolute value of the enhancement for increasing values of $\varepsilon_2$ is simply explained with the higher overall field strength in combining the two pulses.
Figure 4.3: Enhancement of the particle number density based on a calculation in the parallel direction only. The offset between the two pulses is $t_0 = 0$. The field strengths are $\varepsilon_1 = 0.1$ for the long pulse and $\varepsilon_2 = 0.01$ for the short pulse.

Subsequently, we kept the field strength constant at $\varepsilon_1 = 0.1$, $\varepsilon_2 = 0.01$ and varied just the pulse lengths. The results obtained from these calculations are shown in Fig.4.3. Interestingly, all lines meet at $\gamma_C > 2.2$ whereas the influence of the different pulse lengths can be observed in the region $0 < \gamma_C < 2$. The limit $\gamma_C \to 0$ corresponds to a situation where the first pulse is in the regime $\gamma_C \ll 1$ whereas the second pulse becomes adiabatically constant. Thus the outcome corresponds more or less to the outcome obtained from a single pulse with pulse strength $\varepsilon_1 + \varepsilon_2$. In the limit $\gamma_C > 2.2$ the particle production due to the second pulse $\gamma_2 \gg 1$ starts to dominate. In this limit, the effect of the first pulse $\gamma_1 \ll 1$ becomes effectively negligible.
Figure 4.4: Oscillations in the particle distribution function caused by combining two pulses with different pulse scales. We assume $\varepsilon_1 = 0.25$, $\tau_1 = 50m^{-1}$ for the long pulse. The field strength of the short pulse is $\varepsilon_2 = 0.025$ whereas different time scales $\tau_2 = 1m^{-1}$ or $\tau_2 = 5m^{-1}$ have been used. The offset between the two pulses is $t_0 = 0$. The dashed line is the simple sum of the long and the shorter second pulse. In $a$, the two fields strengths have the same sign whereas they have opposite sign in $b$.

Finally, we also investigate the particle distribution in Fig.4.4. We have used a long pulse with parameters $\varepsilon_1 = 0.25$, $\tau_1 = 50m^{-1}$ combined with a short pulse $\varepsilon_2 = 0.025$, $\tau_2 = 1m^{-1}$ and $\varepsilon_2 = 0.025$, $\tau_2 = 5m^{-1}$, respectively. For a single pulsed field $\gamma_1 \ll 1$ no oscillations in the distribution function can be observed. This is even true for configurations of two pulses when $\tau_2$ is not too short. For the even shorter multiphoton pulse $\tau_2 = 1m^{-1}$, however, the distribution is deformed leading to more than one local maximum. Moreover an interesting behaviour of the particle distribution is observed when changing the sign of the second pulse $\varepsilon_2 \rightarrow -\varepsilon_2$. This effect will be discussed in more detail in the following sections.
So far we have seen that one additional short pulse can significantly change the distribution and the number density of the created particles. We proceed by investigating configurations with more than one short pulse. To be specific, we will investigate dynamical assistance of a long pulse by a train of short pulses as well as the resulting interference pattern in the momentum distribution.

We present results on the momentum distribution for a configuration with one long pulse $\varepsilon_1 = 0.1$, $\tau_1 = 150m^{-1}$ and ten identical small pulses with $\varepsilon_2 = 0.05$, $\tau_2 = 5m^{-1}$ separated by a time lag of $10m^{-1}$ in Fig.4.5. Note that this is only a shorthand notation. Explicitly, it means that the first small pulse has a time lag of $t_{0,1} = -4.5t_0$ and the last small pulse has a time lag of $t_{0,10} = 4.5t_0$. Moreover, we investigate configurations where the small pulses have the same sign as the long pulse (denoted as parallel) and alternating signs (denoted as alternating), respectively. In fact one can observe the effect due to each small pulse in the parallel configuration in Fig.4.5a. For the alternating configuration, however, only the pulses parallel to the long pulse yield an enhancement as seen in Fig.4.5b. Again, this effect is due to the dynamical assistance, as each photon absorption boosts the particle production only in a small momentum range. Furthermore, we observe that the two different configurations differ by the range occupied in momentum space. This might be due to the fact that all small pulses act accelerating in the parallel configuration whereas half of the pulses also act decelerating in the alternating configuration. Finally, the particle number at its local minima shows different characteristics as well: They increase in the center for the parallel configuration whereas they decrease in the center for the alternating configuration. Unfortunately, we could not find a simple explanation for this effect.

\[ \text{Figure 4.5: Particle distribution function for a configuration with a long pulse being assisted by ten evenly spaced short pulses. Their field parameters are } \varepsilon_1 = 0.1, \tau_1 = 150m^{-1}, |\varepsilon_2| = 0.05, \tau_2 = 5m^{-1} \text{ and the time lag is chosen to be } t_0 = 10m^{-1}. \text{ We present the parallel configuration in } a \text{ and the alternating configuration in } b. \]
In Fig.4.6 we present the results for a setup with one long pulse \( \varepsilon_1 = 0.1, \tau_1 = 100m^{-1} \) and ten short pulses \( \varepsilon_2 = 0.005, \tau_2 = 3m^{-1} \). Again, the ten short pulses are evenly spaced, however, the pulse train is only switched on when the long pulse reaches its peak value. Thus, \( t_{0,1} = 0 \) and \( t_{0,i} > 0 \) is true. Consequently interferences can be seen in the particle distribution function also for higher parallel momenta in Fig.4.6.

![Figure 4.6](image)

**Figure 4.6:** Particle distribution function for a configuration with a long pulse being assisted by ten evenly space short pulses. The characteristic field parameters for the long pulse are \( \varepsilon_1 = 0.1, \tau_1 = 100m^{-1} \) and for the 10 evenly spaced short pulses they are \( \varepsilon_2 = 0.005, \tau_2 = 3m^{-1} \). The first small pulse has a time lag of \( t_{0,1} = 0 \). Again we present the parallel configuration in a and the alternating configuration in b. The results are compared with a field consisting of all pulses with positive field strengths placed on top of each other as shown by the gray line.

4.2 Interferences in Many Pulse Configurations

In this section we want to analyze the ideas presented in [43] within the quantum kinetic approach. In this paper, it has been suggested that setups with alternating fields show characteristics of a Ramsey interferometer. We have performed the corresponding computations and additionally examined configurations consisting of equally signed pulses.

The particle distribution function for both cases is shown in Fig.4.7. We consider \( N = 10 \) equally spaced pulses with parameters \( \varepsilon = 0.02, \tau = 3m^{-1} \) and a specific time lag. Most notably, the two configurations show a very different behaviour: In the parallel configuration we obtain a width in momentum space corresponding to \( N^2 \) times the particle distribution function of a single pulse with the same parameters as shown in Fig.4.7a. For the alternating configuration, however, one obtains the corresponding maximum magnitude as shown in Fig.4.7b. Note, that the exact form of the distribution function strongly depends on the choice of the time lag \( t_0 \). These findings further support the idea of choosing pulses with an adjusted time lag to enhance the pair production probability substantially.
Similarly to [43] we have also calculated the peak value of the particle distribution function for an alternating field configuration consisting of $N = 2$ short pulses with parameters $\varepsilon = 0.1$, $\tau = 25m^{-1}$. The results are illustrated in Fig.4.8 and are consistent with the previous discussion.

**Figure 4.7:** Positive interference effects in particle distribution for $N = 10$ short pulses with field parameters are $\varepsilon = 0.02$, $\tau = 3m^{-1}$. For comparison, we plot $N^2$ times the particle distribution function of a single pulse with the same parameters. We present the parallel configuration in $a$ and the alternating configuration in $b$.

**Figure 4.8:** Behaviour of the peak value of the particle distribution function for $N = 2$ short pulses with parameters $\varepsilon_1 = 0.1$, $\tau_1 = 25m^{-1}$ and $\varepsilon_2 = -0.1$, $\tau_2 = 25m^{-1}$. The maximal value of the distribution function is shown as a function of the time lag and compared with $N^2$ times the peak value of the distribution function of a single pulse with the same parameters.
4.3 Oscillations in Particle Density

Based on the discussion of the previous section, it has been our main goal to combine interference effects with the dynamical assistance effect. Obviously, it is unrealistic to do calculations for the whole configuration space, so we have computed only the most intuitive setups. Accordingly, we will examine the dynamical assistance of a long pulse with a train of short pulses in both the parallel and the alternating configuration. Finally, an additional antisymmetric configuration has been used for comparison. This setup has been tweaked such that one has only parallel pulses in the beginning and anti-parallel pulses in the end.

The results presented in Fig.4.9 exhibit several surprising details of electron positron pair production. In this investigation, we defined a maximal field strength $\varepsilon_{\text{max}} = 0.1$ and a maximal energy of the configuration $E_n = 1.33m$ to avoid that field strength effects spoil the result. Moreover, we consider pulse trains consisting of 10 equally spaced short pulses. The thick blue line shows the particle number for the superposition of a single long pulse with the pulse train whereas the red line shows the particle number for the pulse train only.

We first focus on the results of the pulse train without a long pulse. We observe that the particle number oscillates as function of the time lag. Most notably, big local maxima and comparatively less pronounced local extrema arise, at least for the parallel and the alternating configuration. In the anti-symmetric configuration, however, a double peak structure appears and the local extrema become much more pronounced. It is quite remarkable, however, that the oscillatory behaviour as a function of the time lag is very regular and stable in all possible configurations, at least for large values of $t_0$.

Adding a single long pulse to the pulse train, we find in Fig.4.9 that the pattern of local extrema due to the pulse train is inherited by the full solution. We observe, however, that a long pulse can keep the small pulses from causing oscillations in the distribution function for rather large values of $\tau_2$. For decreasing values of $\tau_2$, however, the oscillations are damped for higher time lags but stay observable. It is also remarkable that the superposition of a long pulse results in a delay of the oscillation frequency. Thus, the surprising effect arises that the additional long pulse can both increase and decrease the particle number depending on the time lag $t_0$.

Based on Fig.4.9, we may observe interesting aspects. We start our analysis with a detailed description of the results for the time interval $t_0 \in [0, 3m^{-1}]$ and have a look at the pattern of local minima in Fig.4.10. These results indicate that there is a strong correspondence between the number of the local minima and the number of pulses used. Besides comparing the behaviour of the particle distribution function for the first two time intervals in Fig.4.11, a more detailed comparison between the parallel and the alternating configuration is shown in Fig.4.12. This surprising result raises the question whether there is a deeper connection between these two configurations. In Fig.4.13, we finally resolve that the local maxima pattern in a pulse train can cause oscillations in setups with an additional long pulse.
Figure 4.9: Particle number as function of the time lag $t_0$ between $N = 10$ short pulses with pulse length $\tau_2$ assisting a single long pulse. The thick blue line shows the particle number for the superposition of a single long pulse with the pulse train whereas the red line shows the particle number for the pulse train only. The maximal field strength is limited to $\varepsilon_{\text{max}} = 0.1$ and the maximal energy to $1.33m$. We present results for the parallel configuration in $a, b$ and for alternating fields in $c, d$. In $e, f$ we started with positive fields and ended with negative fields. For a better orientation the values of $1, 10, 100$ times the particle number of a single small pulse as well as the results for asymptotic time lags are shown.
Figure 4.10: Pattern of the local extrema in the particle number for a different number of pulses in the pulse train. A different number of pulses produces a different number of local maxima between the peak values. We show the results for pulse trains with parameters $\varepsilon = 0.005$ and $\tau = 3m^{-1}$ in the parallel configuration.

Figure 4.11: Damping of the local extrema pattern in the particle number upon changing the time interval. ‘First interval’ refers to a time lag of $t_0 \in [0, 3]$ whereas ‘second interval’ refers to a time lag of $t_0 \in [3, 6]$. We show the results for a pulse train of $N = 10$ pulses with parameters $\varepsilon = 0.005$ and $\tau = 3m^{-1}$. The height of the oscillations decreases for higher time intervals.
Figure 4.12: Dependence of the particle number on the used field configuration. Again, we show the results for a pulse train of \( N = 10 \) pulses with parameters \( |\varepsilon| = 0.005 \) and \( \tau = 3m^{-1} \). The red line corresponds to a parallel field configuration, while the blue line corresponds to the alternating configuration.

Figure 4.13: Inheritance of local oscillations in the particle number from a pulse train of \( N = 10 \) pulses with parameters \( \varepsilon = 0.005 \) and \( \tau = 3m^{-1} \) compared with a single long pulse in addition to the same pulse train.
4.3.1 Time-scale Comparison

Similar to the last section we focus on the influence of the chosen configuration on the particle number and provide further data for pulse trains in parallel and alternating configurations. Again, we use pulse trains consisting of $N = 10$ equally space pulses and vary their pulse length $\tau_2$.

It can be observed in Fig.4.14, that the oscillations in the parallel case become smaller in magnitude the longer the pulse gets. For the alternating configuration, however, additional peaks arise which become even more pronounced for longer pulses. For long pulses it even looks as if the frequency of the oscillations has doubled in the alternating case. On the contrary, the weak local extrema in the symmetric configuration seem to vanish.

Figure 4.14: Particle number for $N = 10$ pulses with field strength $\varepsilon = 0.02$ and increasing pulse length. The blue line corresponds to parallel configurations and the red line to anti-parallel configurations, both are shown as a function of the time lag $t_0 > 5$. 
Figure 4.15: Behaviour of local fluctuations in the particle number with increasing pulse length for parallel configuration. The used field strength has been $\varepsilon = 0.02$. The pattern of the local extrema vanishes for longer pulse lengths.

We further investigate the parallel configuration and focus on a time lag of about $t_0 \sim 20$. The first interesting observation, as illustrated in Fig.4.15, is that the small local extrema vanish entirely for longer pulses. The main maximum, however, becomes broader.
Figure 4.16: Behaviour of local fluctuations in the particle number with increasing pulse length for alternating configuration. The used field strength has been $\varepsilon = 0.02$. An additional local extremum arises for longer pulse lengths.

In Fig.4.16 we have done the same detailed analysis of local extrema, but this time for the alternating configuration. The main difference compared to the parallel configuration is that the local extrema do not vanish for longer pulse lengths. Instead another local extremum raises for longer pulses. Therefore, one gets the impression that the rate of oscillations has doubled. This gives rise to a distinctive difference between the parallel and the alternating configuration.
4.3.2 Field Strength Comparison

In the last part of this section, we investigate the impact of the field strength on the particle number for the parallel configuration. In this case, we use a pulse train with $N = 10$ single pulses with pulse length $\tau = 3m^{-1}$ and different field strengths $\varepsilon_2$. It can be seen in Fig.4.17 that there is a qualitative change in the particle number for increasing field strengths.

Again, we further investigate the details in Fig.4.18. We can see that the shape of the particle distribution function shows significant distinctions for different field strengths.

![Figure 4.17: Particle number for a pulse train of $N = 10$ pulses with pulse length $\tau = 3m^{-1}$ and increasing pulse strength.](image)

**Figure 4.17**: Particle number for a pulse train of $N = 10$ pulses with pulse length $\tau = 3m^{-1}$ and increasing pulse strength.
Figure 4.18: Particle number for a pulse train of $N = 10$ pulses with increasing pulse strength for $t_0 > 20$ with pulse length $\tau = 3 m^{-1}$ and different field strength.
4.4 Pulse Shaped Fields

In this section, we explain the basic aspects of pulse shaping. The goal of these calculations is to maximize the particle number by deforming the electric field according to the optimal control algorithm. At the beginning, we introduce the procedure and then go ahead and present the data. First, we define an initial electric field, which has the form

\[ E(t) = \varepsilon \text{sech}^2 \left( \frac{t}{\tau} \right). \tag{4.5} \]

Then we discretize the vector potential and the electric field with 4096 non-equidistant points. These sampling points are obtained from a set of equidistant sampling points by means of an \textit{atanh} mapping. This transformation needs to be performed in order to obtain the necessary accuracy later on. Additionally, we will compute the gradient for the search direction at these sampling points as well. Subsequently, we solve both the standard differential equations of first order (2.99) and the adjoint differential equation (2.161). We do not only save the results at asymptotic times, but keep the values at all sampling points. The computation of the gradient is straightforward (2.167) and gives us the search direction via steepest descent method

\[ A_{i+1}(t) = A_i(t) - \alpha_i \nabla J (A_i(t)) \cdot \text{sech}^2 \left( \frac{t}{\tau} \right). \tag{4.6} \]

The \textit{sech}^2 \left( \frac{t}{\tau} \right)-term is introduced to ensure sufficient damping of the gradient so that the electric field vanishes at asymptotic times for every iteration step. Another crucial task is to fix the constraints for the optimal control algorithm. Generally spoken, the electric field strength increases ad infinitum if there is no upper bound. To ensure that this will not happen in our simulations we introduced bounds for the field strength.

The easiest way to do this is to define a maximum field strength for all times. However, we also tried to use time-dependent constraints. In Fig.4.19 we show the deformation of the initial pulse \( \varepsilon = 0.01, \tau = 5m^{-1} \). In this calculation the upper limit is set at \( \varepsilon = 0.01, \tau = 6m^{-1} \) whereas the lower limit is set at \( \varepsilon = 0.009, \tau = 4m^{-1} \). Both limits hold with a small offset to ensure that there is free space to explore.

We investigated the impact of weaker constraints, too. The corresponding results are shown in Fig.4.20. It can be seen that the preferred substructure appearing after optimization has periodic form.

In order to understand this pulse form we have further investigated setups with two different initial conditions in Fig.4.21. These initial parameters are \( \varepsilon = 0.01, \tau = 3m^{-1} \) in Fig.4.21a and \( \varepsilon = 0.1, \tau = 20m^{-1} \) in Fig.4.21c. In both cases the upper limit for the field strength is specified at 101 percent of the initial field strength. As one can see from Fig.4.21b and Fig.4.21d, the substructures favored by the optimal control algorithm are very similar. Most notably, both the oscillation rate and the peak height of the substructure resemble each other. Accordingly, one may conclude the existence of an optimal field configuration.
According to Fig.4.21 we conclude that the optimal setup shows substructures of alternating fields with pulse lengths of $\tau \approx 0.5 - 0.6m^{-1}$. As a matter of fact, this is what one would expect from an investigation of the particle number of a single pulse as shown in Fig.4.22. The particle number shows a maximum at $\tau \approx 0.5m^{-1}$ [28] corresponding to the threshold for creating the rest mass of the electron-positron system. Due to the fact that we have not chosen any constraint with respect to the oscillation frequency, it seems that the optimization procedure drives the field configuration towards the multiphoton optimum.

In order to find a maximum of the particle number for any initial field configuration, it seems to be best to add short pulses in alternating configuration with $\tau \approx 0.5m^{-1}$. Hence, the search for an optimal field configuration can be reduced to the two cases presented in Fig.4.23. It can be seen that either the peak or the valley of the optimized short pulse configuration is at $t = 0$. Nevertheless, one has to be aware of the fact that the short-pulsed substructure will dominate the production rate and thus, mainly the multiphoton effect will contribute to the particle number. Accordingly, the optimal field configuration with regard to particle production does not correspond to the dynamically assisted Schwinger effect, but to the multiphoton effect. This is in agreement with previous studies, where multiphoton pair production becomes perturbative for $\tau \approx 0.5m^{-1}$ [26] whereas the dynamically assisted Schwinger effect is still exponentially suppressed [32].

![Figure 4.19](image-url)

**Figure 4.19:** Deformation of an optimized electric field for time-dependent constraints. The upper limit in the field strength is obtained at two points, whereas the lower limit does not affect the result. The initial field parameters are $\varepsilon = 0.01$, $\tau = 5m^{-1}$ whereas the bounds are $\tau = 4m^{-1}$ and $\tau = 6m^{-1}$ and the offset $\Delta \varepsilon = \pm 0.0001$. 
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Figure 4.20: Deformation of an initial electric field without constraints. The initial field parameters are $\varepsilon = 0.008$, $\tau = 5m^{-1}$.

Figure 4.21: Deformation of an optimized field for different initial configurations and a constant constraint. One obtains similarities in the structure of optimized fields even for different initial fields. The initial configurations are $\varepsilon = 0.01$, $\tau = 3m^{-1}$ in $a$ and $\varepsilon = 0.1$, $\tau = 20m^{-1}$ in $c$. In $b$ and $d$ the corresponding substructures are shown. Most notably, the oscillation rate and the peak height of the substructure resemble each other.
Figure 4.22: Dependence of the particle number on the pulse length for a single pulse in the multiphoton regime. For any given field strength the particle number increases with decreasing $\tau$ until it reaches $\tau \approx 0.5m^{-1}$, corresponding to the threshold for creating the rest mass of the an electron and a positron.

Figure 4.23: The two possible cases for a local maximum in the particle number within our approach. The oscillations are on top of the initial field with either a positive or a negative sign. The global maximum in the particle number then depends on the chosen constraints.
Conclusions

In this thesis we have presented an investigation of particle pair production in strong electric fields within the framework of quantum kinetic theory. We focused on field configurations consisting of superpositions of Sauter pulses. Our main findings are the following:

We further investigated the dynamically assisted Schwinger effect. In comparison to previous work, we focused on the effect of superimposing a strong and long pulse with a different number of short and weak pulses. In this respect, we have also examined the idea of a similarity between Ramsey-interferometry and the Schwinger effect. Our simulations revealed that the particle distribution function is sensitive to the specific form of the electric field. A further result of this analysis suggests that an indirect measurement of the Schwinger effect in well-adjusted experimental setups might be possible.

In the course of our simulations it turned out that the combination of different solvers might enhance the numerical performance significantly. In this respect, we want to emphasize that a thorough selection of both solution and interpolation algorithms can save a large amount of computer time.

Most notably we have derived equations to do pulse-shaping within the framework of optimal control theory systematically. The results of this investigation have revealed that the optimization procedure drives the system into a well-defined direction. Starting from a given initial field the system evolves into a state, in which the initial field is superimposed by an oscillating field. The oscillation rate of the superimposed field seems to correspond to the perturbative threshold for particle production.
This research has raised questions, which need to be further investigated. Unfortunately, an explanation for the deformations in the particle distribution as observed in our simulations cannot be given at the moment. Further studies on this subject, probably in complementary approaches, could reveal this puzzle. Moreover, further research might explore configurations with more realistic parameters in the optical or X-ray regime. Another focus should be laid on the inclusion of magnetic field effects and spatial inhomogeneities. Finally, we think that the idea of optimization to enhance pair production should be pursued in the future. Further investigations could offer new opportunities in this as well as in related research areas.

All in all one can conclude there are still unsolved mysteries hidden in the area of strong field QED and, particularly, pair production. The rapid advances in LASER technology give us hope that an experimental observation based on explicit theoretical predictions comes into reach within the next decade.
A.1 Normalization of Mode Functions

The mode functions $\chi^+ (\vec{q},t)$ and $\chi^- (\vec{q},t)$ form the fundamental system of the differential equation

$$\left( \partial_t^2 + \omega^2 (\vec{q},t) + ieE(t) \right) \chi (\vec{q},t) = 0. \quad (A.1)$$

For a vanishing electric field $E(t) \to 0$ the term $\omega (\vec{q},t)$ becomes $\omega(q)$ and we obtain the simpler oscillator equations

$$\left( \partial_t^2 + \omega^2 (\vec{q}) \right) \chi_0 (\vec{q},t) = 0. \quad (A.2)$$

The linear independent solutions of this equation are clearly given by plane waves and thus the mode functions are given by

$$\chi_0^+ (\vec{q},t) = \frac{1}{N^+} e^{-i\omega(\vec{q})t}, \quad \chi_0^- (\vec{q},t) = \frac{1}{N^-} e^{i\omega(\vec{q})t}, \quad (A.3)$$

where $N^\pm$ are normalization factors. They can be found by adopting the orthogonality relations for the spinors $u_r (\vec{q},t)$ and $v_r (-\vec{q},t)$

$$u_r^\dagger (\vec{q},t) \cdot u_s (\vec{q},t) = v_r^\dagger (-\vec{q},t) \cdot v_s (-\vec{q},t) = \delta_{rs}, \quad (A.4)$$

$$\bar{u}_r (\vec{q},t) \cdot u_s (\vec{q},t) = -\bar{v}_r (-\vec{q},t) \cdot v_s (-\vec{q},t) = \frac{m}{\omega} \delta_{rs}, \quad (A.5)$$

$$u_r^\dagger (\vec{q},t) \cdot v_s (-\vec{q},t) = 0, \quad (A.6)$$

where $r = 1, 2 \quad s = 1, 2$. For the sake of a simple presentation we just show the calculation of $u_1^\dagger \cdot u_1$ in explicit form here. The spinor $u_r$ was defined by

$$u_r (\vec{q},t) = (i\gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} (\vec{q},t) + m) \chi^+ (\vec{q},t) R_r \quad r = 1, 2 \quad (A.7)$$
so we can write for vanishing electric fields

\[ u_r (\vec{q}, t) = (i\gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} (\vec{q}) + m) \chi_0^+ (\vec{q}, t) R_r. \]  

(A.8)

Using the definitions for the gamma matrices we obtain

\[ \vec{\gamma} \cdot \vec{\pi} = \begin{pmatrix} 0 & 0 & -\pi_3 & -\pi_1 + i\pi_2 \\ 0 & 0 & -\pi_1 - i\pi_2 & \pi_3 \\ \pi_1 + i\pi_2 & \pi_3 & 0 & 0 \\ \pi_1 - i\pi_2 & 0 & 0 & 0 \end{pmatrix}, \]  

(A.9)

\[ i\gamma^0 = \begin{pmatrix} 0 & 0 & i & 0 \\ 0 & 0 & 0 & i \\ i & 0 & 0 & 0 \\ 0 & i & 0 & 0 \end{pmatrix}. \]  

(A.10)

Accordingly, the spinor takes the form

\[ u_1 (\vec{q}, t) = \begin{pmatrix} m \\ 0 \\ i\partial_t - q_3 \\ -q_1 - iq_2 \end{pmatrix} \chi_0^+ (\vec{q}, t), \]  

(A.11)

\[ u_1^\dagger (\vec{q}, t) = (m \ 0 \ -i\partial_t - q_3 \ -q_1 + iq_2) (\chi_0^+)^* (\vec{q}, t). \]  

(A.12)

Using the orthogonality relation between the spinors \( u^\dagger u = 1 \), their scalar product gives

\[ u_1^\dagger \cdot u_1 = m^2 |\chi_0^+|^2 - (i\partial_t + q_3) (\chi_0^+)^* (i\partial_t - q_3) \chi_0^+ \]

\[- (-q_1 + iq_2) (\chi_0^+)^* (q_1 + iq_2) \chi_0^+ \]  

(A.13)

and using the relations

\[ (q_3 + i\partial_t) (\chi_0^+)^* (q_3 - i\partial_t) \chi_0^+ \]

\[ = q_3^2 |\chi_0^+|^2 - iq_3 (\partial_t \chi_0^+ ) (\chi_0^+)^* + iq_3 \chi_0^+ (\partial_t (\chi_0^+)^*) + |\partial_t \chi_0^+|^2 \]  

(A.14)

\[- (q_1 + iq_2) \chi_0^+ (-q_1 + iq_2) (\chi_0^+)^* = q_1^2 |\chi_0^+|^2 + q_2^2 |\chi_0^+|^2 \]  

(A.15)

one ends up with

\[ u_1^\dagger \cdot u_1 = m^2 |\chi_0^+|^2 + q^2 |\chi_0^+|^2 + iq_3 (\partial_t (\chi_0^+)^*) \]

\[- (\partial_t \chi_0^+ ) (\chi_0^+)^* + |\partial_t \chi_0^+|^2. \]  

(A.16)
In combination with equation (A.3) this leads to an equation for the normalization constant \( N^+ \)

\[
\omega^2 \left| \frac{e^{-i\omega t}}{N^+} \right|^2 + i q_3 \left( \frac{e^{-i\omega t}}{N^+} \right) - \left( -\frac{i\omega e^{-i\omega t}}{N^+} \right) \frac{e^{i\omega t}}{(N^+)^2} + \left| -\frac{i\omega e^{-i\omega t}}{N^+} \right|^2 = 1. \tag{A.17}
\]

This is equal to

\[
\omega^2 - q_3 \omega - q_3 \omega + \omega^2 = \left| N^+ \right|^2 \tag{A.18}
\]

and yields to the result

\[
N^+ (\vec{q}) = \sqrt{2 \omega (\vec{q})} (\omega (\vec{q}) - q_3). \tag{A.19}
\]

Using the orthogonality relation between the spinors \( v^\dagger v = 1 \), one obtains the normalization constant \( N^- = \sqrt{2 \omega (\omega + q_3)} \). Thus we can express both mode functions for a vanishing electric field as

\[
\chi_0^\pm (\vec{q}, t) = \frac{1}{\sqrt{2 \omega (\vec{q}) (\omega (\vec{q}) + q_3)}} e^{\mp i\omega (\vec{q}) t}. \tag{A.20}
\]

It can be checked explicitly that all other orthogonality relations hold when we use this normalization.

### A.2 Bogoliubov Coefficients

We start with the spinor \( \psi (\vec{q}, t) \) in the particle and in the quasi-particle representation

\[
\psi (\vec{q}, t) = \sum_{r=1}^{2} (u_r (\vec{q}, t) a_r (\vec{q}) + v_r (-\vec{q}, t) b^\dagger_r (-\vec{q})). \tag{A.21}
\]

\[
= \sum_{r=1}^{2} (U_r (\vec{q}, t) A_r (\vec{q}, t) + V_r (-\vec{q}, t) B^\dagger_r (-\vec{q}, t)). \tag{A.22}
\]

By inserting the expressions (2.53a) and (2.53b)

\[
A_r (\vec{q}, t) = \alpha (\vec{q}, t) a_r (\vec{q}) - \beta^* (\vec{q}, t) b^\dagger_r (-\vec{q}); \tag{A.23a}
\]

\[
B^\dagger_r (-\vec{q}, t) = \beta (\vec{q}, t) a_r (\vec{q}) + \alpha^* (\vec{q}, t) b^\dagger_r (-\vec{q}) \tag{A.23b}
\]
into the equation above one gets the expression

\[
\sum_{r=1}^{2} \left( (\gamma^0\omega - \vec{\gamma} \cdot \vec{\pi} + m) \kappa^+ R_r \left( \alpha a_r - \beta^* b_r^\dagger \right) \\
+ \left( -\gamma^0\omega - \vec{\gamma} \cdot \vec{\pi} + m \right) \kappa^- R_r \left( \beta a_r + \alpha^* b_r^\dagger \right) \right) \\
= \sum_{r=1}^{2} \left( (i\gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} + m) \chi^+ R_r a_r \\
+ \left( i\gamma^0 \partial_t - \vec{\gamma} \cdot \vec{\pi} + m \right) \chi^- R_r b_r^\dagger \right) .
\]

We split this equation now in different parts for better readability. The left hand side gives for \( r = 1 \)

\[
\begin{pmatrix}
 m_e \\
 0 \\
 \omega - \pi_3 \\
 -\pi_1 - i\pi_2
\end{pmatrix}
\kappa^+ \left( \alpha a_1 - \beta^* b_1^\dagger \right) + \begin{pmatrix}
 m_e \\
 0 \\
 -\omega - \pi_3 \\
 -\pi_1 - i\pi_2
\end{pmatrix}
\kappa^- \left( \beta a_1 + \alpha^* b_1^\dagger \right).
\] (A.25)

Consequently we find for \( r = 2 \)

\[
\begin{pmatrix}
 \pi_1 - i\pi_2 \\
 \omega - \pi_3 \\
 0 \\
 m_e
\end{pmatrix}
\kappa^+ \left( \alpha a_2 - \beta^* b_2^\dagger \right) + \begin{pmatrix}
 \pi_1 - i\pi_2 \\
 -\omega - \pi_3 \\
 0 \\
 m_e
\end{pmatrix}
\kappa^- \left( \beta a_2 + \alpha^* b_2^\dagger \right).
\] (A.26)

The right hand side gives for \( r = 1 \)

\[
\begin{pmatrix}
 m_e \\
 0 \\
 i\partial_t - \pi_3 \\
 -\pi_1 - i\pi_2
\end{pmatrix}
\chi^+ a_1 + \begin{pmatrix}
 m_e \\
 0 \\
 i\partial_t - \pi_3 \\
 -\pi_1 - i\pi_2
\end{pmatrix}
\chi^- b_1^\dagger
\]

(A.27)

and for \( r = 2 \)

\[
\begin{pmatrix}
 \pi_1 - i\pi_2 \\
 i\partial_t - \pi_3 \\
 0 \\
 m_e
\end{pmatrix}
\chi^+ a_2 + \begin{pmatrix}
 \pi_1 - i\pi_2 \\
 i\partial_t - \pi_3 \\
 0 \\
 m_e
\end{pmatrix}
\chi^- b_2^\dagger.
\] (A.28)

The obtained expression is a vector equation with four components. To keep the treatment simple, we do not deal with all four components at the same time. Rather
we start with the first component
\[
m_e \kappa^+ \left( a a_1 - \beta^* b_1^\dagger \right) + m_e \kappa^- \left( \beta a_1 + \alpha^* b_1^\dagger \right) \\
+ (\pi_1 - i\pi_2) \kappa^+ \left( a a_2 - \beta^* b_2^\dagger \right) + (\pi_1 - i\pi_2) \kappa^- \left( \beta a_2 + \alpha^* b_2^\dagger \right)
\]
\[
= m_e \chi^+ a_1 + m_e \chi^- b_1^\dagger + (\pi_1 - i\pi_2) \chi^+ a_2 + (\pi_1 - i\pi_2) \chi^- b_2^\dagger
\]
and find via comparison of coefficients
\[
a_1: \quad \kappa^+ \alpha + \kappa^- \beta = \chi^+, \quad m_e \neq 0,
\]
\[
a_2: \quad \kappa^+ \alpha + \kappa^- \beta = \chi^+, \quad (\pi_1 - i\pi_2) \neq 0,
\]
\[
b_1^\dagger: \quad -\kappa^+ \beta^* + \kappa^- \alpha^* = \chi^-, \quad m_e \neq 0,
\]
\[
b_2^\dagger: \quad -\kappa^+ \beta^* + \kappa^- \alpha^* = \chi^-,
\]
We are dealing with massive particles so we can use equations (A.30) (A.32) and neglect the restrictions of the equations (A.31) (A.33). We proceed with the second component
\[
(\omega - \pi_3) \kappa^+ \left( a a_2 - \beta^* b_2^\dagger \right) + (\omega - \pi_3) \kappa^- \left( \beta a_2 + \alpha^* b_2^\dagger \right)
\]
\[
= (i\partial_t - \pi_3) \chi^+ a_2 + (i\partial_t - \pi_3) \chi^- b_2^\dagger
\]
and again we find via comparison of coefficients
\[
a_2: \quad (\omega - \pi_3) \kappa^+ \alpha - (\omega + \pi_3) \kappa^- \beta = (i\partial_t - \pi_3) \chi^+
\]
\[
b_2^\dagger: \quad - (\omega - \pi_3) \kappa^+ \beta^* - (\omega + \pi_3) \kappa^- \alpha^* = (i\partial_t - \pi_3) \chi^-.
\]
We get four different equations (A.30), (A.32), (A.35) and (A.36), as the lower two components in (A.24) do not contain additional information. Now we restrict ourselves to the coefficients of the operators \(a_i\) and pick out the two equations
\[
\kappa^+ \alpha + \kappa^- \beta = \chi^+, \quad (A.37a)
\]
\[
(\omega - \pi_3) \kappa^+ \alpha - (\omega + \pi_3) \kappa^- \beta = (i\partial_t - \pi_3) \chi^+.
\]
Multiplying equation (A.37a) with \((\omega + \pi_3)\) and taking the sum of both equations gives
\[
(\omega + \pi_3 + \omega - \pi_3) \kappa^+ \alpha = (\omega + \pi_3) \chi^+ + (i\partial_t - \pi_3) \chi^+,
\]
which yields
\[
2\omega \kappa^+ \alpha = \omega \chi^+ + i \left( \partial_t \chi^+ \right).
\]
Then we multiply this equation by \((2\omega\kappa^{+})^{-1}\). As \(\kappa^{\pm}\) was defined as

\[
\kappa^{+}(\vec{q}, t) = \frac{e^{-i\theta(\vec{q}, t)}}{\sqrt{2\omega (\vec{q}, t) \left(\omega (\vec{q}, t) - \pi_3 (\vec{q}, t)\right)}},
\]

\[
\kappa^{-}(\vec{q}, t) = \frac{e^{i\theta(\vec{q}, t)}}{\sqrt{2\omega (\vec{q}, t) \left(\omega (\vec{q}, t) + \pi_3 (\vec{q}, t)\right)}},
\]

we can write

\[
(2\omega\kappa^{+})^{-1} = \left(\frac{\sqrt{2\omega e^{-i\theta}}}{\sqrt{\omega - \pi_3}}\right)^{-1}
\]

\[
= \frac{\omega^2 - \pi_3^2}{\sqrt{2\omega (\omega + \pi_3)}} e^{i\theta} = \sqrt{\omega^2 - \pi_3^2} \kappa^{-}.
\]

Thus, we obtain for \(\alpha(\vec{q}, t)\)

\[
\alpha(\vec{q}, t) = i \sqrt{\omega^2 (\vec{q}, t) - \pi_3^2 (\vec{q}, t) \kappa^{-}(\vec{q}, t) (\partial_t - i\omega (\vec{q}, t)) \chi^{+}(\vec{q}, t)}.
\]

A similar calculation holds for \(\beta(\vec{q}, t)\), too. Again we start with the equations (A.37a) and (A.37b), but this time we multiply equation (A.37a) with \(- (\omega - \pi_3)\). The resulting equation is then

\[
2\omega\kappa^{-}\beta = (\omega - i\partial_t) \chi^{+}.
\]

After a calculation similar to the one above we obtain

\[
\beta(\vec{q}, t) = -i \sqrt{\omega^2 (\vec{q}, t) - \pi_3^2 (\vec{q}, t) \kappa^{+}(\vec{q}, t) (\partial_t + i\omega (\vec{q}, t)) \chi^{+}(\vec{q}, t)}.
\]

### A.3 Derivatives of the Bogoliubov Coefficients

We start with the definition of \(\alpha(\vec{q}, t)\) as given in (A.43) but explicitly insert the expression for \(\kappa^{-}\)

\[
\alpha(\vec{q}, t) = i \left(\left(\partial_t \chi^{+}(\vec{q}, t)\right) - i\omega (\vec{q}, t) \chi^{+}(\vec{q}, t)\right) \sqrt{\omega (\vec{q}, t) - \pi_3 (\vec{q}, t)} \frac{1}{2\omega (\vec{q}, t)} e^{i\theta(\vec{q}, t)}.
\]
Then we differentiate $\alpha(\vec{q}, t)$ with respect to $t$

$$\dot{\alpha} = i \left(\partial_t (\partial_t \chi^+) - i \partial_t (\omega \chi^+)\right) \sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}}$$

$$+ i \left((\partial_t \chi^+) - i \omega \chi^+)\right) \partial_t \left(\sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}}\right). \quad (A.47)$$

The time derivative of the term $(\ast)$ gives

$$\partial_t \left(\sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}}\right) = \frac{1}{2} \sqrt{\frac{2\omega}{\omega - \frac{\pi_3}{2}}} \frac{e\pi_3 e\omega}{\omega}$$

$$= \frac{1}{2} \sqrt{\frac{2\omega}{\omega - \frac{\pi_3}{2}}} \frac{e\pi_3 e\omega}{\omega} + \sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}}. \quad (A.48)$$

Taking into account the expressions

$$\dot{\omega} = \frac{\pi_3 eE}{\omega}, \quad (A.49)$$

$$\dot{\pi}_3 = eE, \quad (A.50)$$

we can further rewrite the term $(\ast)$ as

$$= -\sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}} e\pi_3 (\omega + \frac{\pi_3}{2}) e^{i\theta} + \sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}}. \quad (A.51)$$

Inserting (A.51) into (A.47) we obtain upon taking into account the differential equation (A.1)

$$\dot{\alpha} = i \sqrt{\frac{\omega - \frac{\pi_3}{2} e^{i\theta}}{2\omega}} e^{i\theta} \left((-\omega^2 \chi^+ - i eE \chi^+ - i eE \pi_3 \chi^+ - i \omega (\partial_t \chi^+) \right)$$

$$- (\partial_t \chi^+ - i \omega \chi^+) \left(\frac{eE}{2\omega} + \frac{eE \pi_3}{2\omega^2} + i\omega \right). \quad (A.52)$$
This can be simplified to
\[
\dot{\alpha} = i \sqrt{\frac{\omega - \pi_3}{2\omega}} e^{i\theta} \left( -ieE - i\frac{eE\pi_3}{\omega} + ieE + \frac{ieE\pi_3}{2\omega} \right) \chi^+ - \frac{eE}{2\omega^2} (\omega + \pi_3) (\partial_t \chi^+) \\
= i \sqrt{\frac{\omega - \pi_3}{2\omega}} e^{i\theta} \left( -\frac{eE}{2\omega^2} (\omega + \pi_3) (\partial_t + i\omega) \chi^+ \right) \\
= -i \sqrt{\frac{\omega - \pi_3}{2\omega}} e^{-i\theta} \frac{eE}{2\omega^2} \sqrt{\omega^2 - \pi_3^2} (\partial_t + i\omega) \chi^+ e^{2i\theta} \\
= \frac{1}{2} W \beta e^{2i\theta},
\] (A.53)

with \( W(\vec{q},t) = \frac{eE(t)\epsilon_{\perp}(\vec{q})}{\omega^2(\vec{q},t)} \) and \( \epsilon_{\perp}^2(\vec{q}) = m_e^2 + q_1^2 + q_2^2. \)

Analogously, we perform the same lengthy but straightforward calculation for \( \beta(\vec{q},t) \)
\[
\beta(\vec{q},t) = -i \left( (\partial_t \chi^+ (\vec{q},t)) + i\omega (\vec{q},t) \chi^+ (\vec{q},t) \right) \sqrt{\frac{\omega (\vec{q},t) + \pi_3 (\vec{q},t)}{2\omega(\vec{q},t)}} e^{-i\theta(\vec{q},t)}. \] (A.54)

Differentiation with respect to \( t \) gives
\[
\dot{\beta} = -i \left( \partial_t (\partial_t \chi^+) + i\partial_t (\omega \chi^+) \right) \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} \\
- i \left( (\partial_t \chi^+) + i\omega \chi^+ \right) \partial_t \left( \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} \right). \] (A.55)

The time derivative of the term \((**)\) gives
\[
\partial_t \left( \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} \right) = \frac{1}{2} \frac{2\omega}{\omega + \pi_3} \left( \frac{2\omega - (\omega + \pi_3)}{4\omega^2} \right) e^{-i\theta} - \frac{\omega + \pi_3}{2\omega} e^{-i\theta} (-i\omega). \] (A.56)

Taking into account the expressions \( \dot{\omega} = \frac{\pi_3 eE}{\omega}, \pi_3 = eE \) again, we can further rewrite
the term (**)) as
\[
\frac{1}{2} \sqrt{\frac{2\omega}{\omega + \pi_3}} eE\pi_3 + eE\omega - eE\pi_3 - eE\pi_3^2/\omega e^{-i\theta} + \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} (-i\omega)
\]
\[
= -\sqrt{\frac{\omega + \pi_3}{2\omega}} eE (\omega - \pi_3) e^{-i\theta} + \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} (-i\omega).
\]

(A.57)

We put everything together and get
\[
\dot{\beta} = -i \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} \left( -\omega^2 \chi^+ - ieE\chi^+ + i\frac{eE\pi_3}{\omega}\chi^+ + i\omega (\partial_t \chi^+) + \left( (\partial_t \chi^+) + i\omega \chi^+ \right) \left( \frac{eE}{2\omega^2} (\omega - \pi_3) - i\omega \right) \right)
\]
\[
= -i \sqrt{\frac{\omega + \pi_3}{2\omega}} e^{-i\theta} \left( -ieE + i\frac{eE}{\pi_3} + i\frac{eE}{2} - i\pi_3 \frac{eE}{2\omega} \right) \chi^+
\]
\[
+ \left( (\partial_t \chi^+) \frac{eE}{2\omega^2} (\omega - \pi_3) \right)
\]
\[
= i \sqrt{\frac{\omega - \pi_3}{2\omega}} e^{i\theta} \frac{eE}{2\omega^2} \sqrt{\omega^2 - \pi_3} \left( (\partial_t \chi^+) - i\omega \chi^+ \right) e^{-2i\theta}
\]
\[
= -\frac{1}{2} W\alpha e^{-2i\theta}.
\]

This completes the check on the Bogoliubov coefficients.

A.4 Hypergeometric Differential Equation

We start with the differential equation
\[
\left( u (1-u) \partial_u u (1-u) \partial_u + \frac{\tau^2}{4} \omega^2 (\vec{q}, u) + i\varepsilon \tau^2 u (1-u) \right) \chi (\vec{q}, u) = 0 \tag{A.59}
\]
and the ansatz
\[
\chi (\vec{q}, u) = u^\alpha (1-u)^\beta \eta (\vec{q}, u). \tag{A.60}
\]

In order to solve the differential equation (A.59), we rewrite it by using the ansatz (A.60) starting with the derivatives. The first derivative with respect to \(u\) is given by
\[
(\partial_u \chi) = \left( \alpha u^{\alpha-1} (1-u)^\beta - \beta u^\alpha (1-u)^{\beta-1} \right) \times \eta 
\]
\[
+ \left( u^\alpha (1-u)^\beta \right) \times (\partial_u \eta) \tag{A.61}
\]
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and the second one is given by
\[
\partial_u (\partial_u \chi) = \left( \alpha (\alpha - 1) u^{\alpha - 2} (1 - u)^\beta - 2\left( \alpha u^{\alpha - 1} \beta (1 - u)^{\beta - 1} \right) + \beta u^\alpha (\beta - 1) (1 - u)^{\beta - 2} \right) \times \eta \\
+ 2 \left( \alpha u^{\alpha - 1} (1 - u)^\beta - \beta u^\alpha (1 - u)^{\beta - 1} \right) \times (\partial_u \eta) \\
+ \left( u^\alpha (1 - u)^\beta \right) \times \partial_u (\partial_u \eta).
\] (A.62)

Note that we have to apply the product rule in the first term in (A.59)
\[
u (1 - u) \partial_u u (1 - u) (\partial_u \chi) \\
= u (1 - u)^2 (\partial_u \chi) - u^2 (1 - u) (\partial_u \chi) + u^2 (1 - u)^2 (\partial_u (\partial_u \chi)).
\] (A.63)
We then insert these derivatives into the differential equation (A.59) resulting in a lengthy expression. The prefactor of the second derivative \(\partial_u (\partial_u \eta)\) resulting in
\[
u^{\alpha + 2} (1 - u)^{\beta + 2},
\] (A.64)
whereas the prefactor of the first derivative \((\partial_u \eta (\vec{q}, u))\) reads
\[
2\alpha u^{\alpha + 1} (1 - u)^{\beta + 2} - 2\beta u^{\alpha + 2} (1 - u)^{\beta + 1} \\
+ u^{\alpha + 1} (1 - u)^{\beta + 2} - u^{\alpha + 2} (1 - u)^{\beta + 1}.
\] (A.65)
Finally, the prefactor of \(\eta (\vec{q}, u)\) is the most complicated one. There are three contributions in total, one arising from (A.62)
\[
\alpha (\alpha - 1) u^\alpha (1 - u)^{\beta + 2} + \beta (\beta - 1) u^{\alpha + 2} (1 - u)^\beta - 2\alpha \beta u^{\alpha + 1} (1 - u)^{\beta + 1},
\] (A.66)
another one stemming from (A.63)
\[
\alpha u^\alpha (1 - u)^{\beta + 2} - \beta u^{\alpha + 1} (1 - u)^{\beta + 1} - \alpha u^{\alpha + 1} (1 - u)^{\beta + 1} + \beta u^{\alpha + 2} (1 - u)^\beta
\] (A.67)
and a last one originating from the remaining terms in (A.59)
\[
\frac{\tau^2}{4} (\omega^2 + 4i\varepsilon u (1 - u)) u^\alpha (1 - u)^\beta \\
= \frac{\tau^2}{4} \left( 2q_1^2 + q_2^2 + q_3^2 + 2q_3 \varepsilon \tau u - 2q_3 \varepsilon \tau (1 - u) + \varepsilon^2 \tau^2 u \\
+ \varepsilon^2 \tau^2 (1 - u)^2 - 2\varepsilon^2 \tau^2 u (1 - u) + 4i\varepsilon u (1 - u) \right) u^\alpha (1 - u)^\beta.
\] (A.68)
where we have used
\[(2u - 1)^2 = 4u^2 - 4u + 1 = u^2 - 2u(1-u) + (1-u)^2. \tag{A.69}\]

Accordingly, the differential equation eventually is given by
\[
\begin{aligned}
&\left.\begin{array}{l}
u^{\alpha+2}(1-u)^{\beta+2} \times \partial_u (\partial_u \eta(\vec{q}, u)) + \\
+ \left(2\alpha u^{\alpha+1}(1-u)^{\beta+2} - 2\beta u^{\alpha+2}(1-u)^{\beta+1}
\right)
\end{array}\right| \\
&+ \left(\alpha (\alpha - 1) u^{\alpha} (1-u)^{\beta+2} + \beta (\beta - 1) u^{\alpha+2} (1-u)^{\beta} - 2\alpha \beta u^{\alpha+1} (1-u)^{\beta+1}
\right) \times \eta(\vec{q}, u)
\end{aligned} \tag{A.70}
\]
\[
+ \left(\alpha u^{\alpha} (1-u)^{\beta+2} - \beta u^{\alpha+1} (1-u)^{\beta+1}
\right) \times \eta(\vec{q}, u)
\end{aligned}
\]
\[
+ \frac{\tau^2}{4} \left(1 + q_1^2 + q_2^2 + q_3^2 + 2q_3\varepsilon\tau u - 2q_3\varepsilon\tau(1-u) + \varepsilon^2\tau^2 u
\right)
\]
\[
+ \varepsilon^2\tau^2 (1-u)^2 - 2\varepsilon^2\tau^2 u (1-u) + 4i\varepsilon u (1-u) u^{\alpha} (1-u)^{\beta} \times \eta(\vec{q}, u)
\]
\[= 0. \tag{A.71}\]

### A.5 Normalization of Analytic Mode Functions

The normalization constants $N^\pm$ are chosen such that
\[
\chi^\pm(u) = \kappa^\pm(u), \quad u \to 0^+. \tag{A.72}\]

Accordingly we have to investigate the behaviour of the mode functions $\chi(\vec{q}, u)$ in this limit
\[
\chi^+(\vec{q}, u) = N^+ u^{\alpha} (1-u)^{\beta} 2F_1(a, b; c; u)
\]
\[
= N^+ e^{\alpha\ln(u)} e^{\beta\ln(1-u)} 2F_1(a, b; c; u)
\]
\[
u \to 0^+
\]
\[
N^+ e^{\alpha\ln(u)} = N^+ u^{\alpha}, \tag{A.73}\]

as $2F_1(a, b; c; u \to 0^+) = 1$. A similar calculation can be done for $\chi^-(\vec{q}, u)$, which results in
\[
\chi^-(\vec{q}, u) = N^- u^{-\alpha}, \quad u \to 0^+. \tag{A.74}\]
It is possible to calculate \( \kappa (\vec{q}, u) \) in the same limit. From the definition of the functions, we have

\[
\kappa^\pm (\vec{q}, u) = \frac{e^{\pm i\theta(\vec{q}, u)}}{\sqrt{2\omega(\vec{q}, u) (\omega(\vec{q}, u) \mp \pi_3(\vec{q}, u))}},
\]

(A.75)

with the transformed dynamical phase \( \theta(\vec{q}, u) \). Using \( \partial_t = \frac{\tau}{2} u (1 - u) \partial_u \) we find

\[
\theta(\vec{q}, t) = \int_{t_0}^{t} \omega(\vec{q}, \tau) d\tau,
\]

(A.76)

which takes the form

\[
\theta(\vec{q}, u) = \frac{2}{\tau} \int_{u_0}^{u} \frac{\omega(\vec{q}, u')}{u (1 - u)}.
\]

(A.77)

The integration can be performed analytically

\[
\int \frac{\omega(\vec{q}, u)}{u (1 - u)} du = -2 \epsilon \tau \ln (q_3 + \epsilon \tau u - \epsilon \tau (1 - u) + \omega(\vec{q}, u))
\]

\[
+ \omega_0 \left( \ln(u) - \ln(1 + q_1^2 + q_2^2 + (q_3 - \epsilon \tau) (q_3 + (2u - 1) \epsilon \tau) + \omega_0 \omega(\vec{q}, u)) \right)
\]

\[
- \omega_1 \left( \ln(1 - u) - \ln(1 + q_1^2 + q_2^2 + (q_3 + \epsilon \tau) (q_3 + (2u - 1) \epsilon \tau) + \omega_1 \omega(\vec{q}, u)) \right),
\]

(A.78)

where \( \omega_0 = \omega(\vec{q}, 0), \omega_1 = \omega(\vec{q}, 1) \). In the limit \( u \to 0^+ \), the dynamical phase splits into a regular part \( \tilde{\theta}(\vec{q}, 0) \) as well as into a divergent part

\[
\theta(\vec{q}, u) \mathop{\to}^{u \to 0^+} \frac{\tau}{2} \omega_0 \ln(u) + \tilde{\theta}(\vec{q}, 0).
\]

(A.79)

Denoting \( \pi_3(\vec{q}, 0) = q_3 - \epsilon \tau \) the mode functions \( \kappa \) read

\[
\kappa^\pm (\vec{q}, 0) = \frac{e^{\mp i\tilde{\theta}(\vec{q}, 0)}}{\sqrt{2\omega(\vec{q}, 0) (\omega(\vec{q}, 0) \mp \pi_3(\vec{q}, 0))}} e^{\mp \frac{\tau}{2} \omega_0 \ln(u)}.
\]

(A.80)

Comparison of (A.73), (A.74) and (A.80) fixes the normalization constants

\[
N^+(\vec{q}) = \frac{e^{-i\tilde{\theta}(\vec{q})}}{\sqrt{2\omega(\vec{q}, 0) (\omega(\vec{q}, 0) - \pi_3(\vec{q}, 0))}}
\]

(A.81)

\[
N^-(\vec{q}) = e^{i\tilde{\theta}(\vec{q})} \frac{1}{\sqrt{2\omega(\vec{q}, 0) (\omega(\vec{q}, 0) + \pi_3(\vec{q}, 0))}}
\]

(A.82)
A.6 Asymptotic Distribution Function

We found an analytical expression for the distribution function

\[ F(q, u) = \left| N^{+}(q) \right|^2 \left( 1 + \frac{\pi^3(q, u)}{\omega(q, u)} \right) |F_1(q, u) + iF_2(q, u)|^2, \]  

(A.83)

where

\[ F_1(q, u) = \frac{2}{\tau} u (1 - u) \frac{ab}{c} 2F_1(1 + a, 1 + b, 1 + c; u), \]  

(A.84)

\[ F_2(q, u) = (\omega(q, u) - (1 - u) \omega_0 - u \omega_1) 2F_1(a, b, c; u). \]  

(A.85)

We now want to derive an asymptotic expression for the distribution function in the limit \( u \to 1^- \). As we will encounter the gamma function \( \Gamma(x) \) in the following, we introduce it here. This gamma function is defined for all complex numbers except the non-positive integers. For \( n \in \mathbb{N} \) the gamma function coincides with the factorial function

\[ \Gamma(n) = (n - 1)!. \]  

(A.86)

The gamma function obeys, among others, the following relations

\[ \Gamma(1 + z) = z\Gamma(z), \quad |\Gamma(1 + iz)|^2 = \frac{\pi z}{\sinh(\pi z)}. \]  

(A.87)

In order to determine the limit \( u \to 1^- \) of the hypergeometric function \( 2F_1(a, b, c; z) \), we may transform it according to linear transformation rules [54]

\[ 2F_1(a, b, c; z) = \frac{\Gamma(c) \Gamma(c - a - b)}{\Gamma(c - a) \Gamma(c - b)} 2F_1(a, b, a + b - c + 1; 1 - z) 
+ (1 - z)^{c-a-b} \frac{\Gamma(c) \Gamma(a + b - c)}{\Gamma(a) \Gamma(b)} 2F_1(c - a, c - b, c - a - b + 1; 1 - z). \]  

\[ |\arg(1-z)| < \pi \]  

(A.88)

We will focus on the term \((*)\) in (A.83) for the moment as it is the most complicated one. In the limit \( u \to 1^- \) we obtain

\[ F_1(q, u) = \frac{2}{\tau} u (1 - u) \frac{ab}{c} 2F_1(1 + a, 1 + b, 1 + c; u) \]

\[ u \to 1^- \quad \frac{2}{\tau} u (1 - u) \frac{ab}{c} (1 - u)^{c-a-b-1} \frac{\Gamma(1 + c) \Gamma(1 + a + b - c)}{\Gamma(1 + a) \Gamma(1 + b)} \]  

(A.89)
and

\[
F_2 (\vec{q}, u) = (\omega (\vec{q}, u) - (1 - u) \omega_0 - u \omega_1) \mathcal{F}_1 (a, b, c; u)
\]

\[
\overset{u \rightarrow 1^-}{=} (1 - u) \omega_1 - (1 - u) \omega_0 (1 - u)^{c-a-b} \frac{\Gamma (c) \Gamma (a + b - c)}{\Gamma (a) \Gamma (b)}.
\]  (A.90)

In the equation \(|F_1 + iF_2|^2\) we can single out the term \(|(1 - u)^{c-a-b}|^2\). This term gives always 1, even in the limit \(u \rightarrow 1^-\). The second term in the equation above vanishes completely in this limit (because of the remaining \((1 - u)\) term) leading to

\[
|F_1 + iF_2|^2 \overset{u \rightarrow 1^-}{=} \frac{4}{\tau^2} \left| \frac{ab \Gamma (1 + c) \Gamma (1 + a + b - c)}{c \Gamma (1 + a) \Gamma (1 + b)} \right|^2.
\]  (A.91)

This then yields

\[
F \overset{u \rightarrow 1^-}{=} \frac{1}{2\omega_0 (\omega_0 - \omega_1 (\vec{q}, 0))} \left( \frac{\omega_1 + \pi_3 (\vec{q}, 1)}{\omega_1} \frac{4}{\tau^2} \left| \frac{ab \Gamma (1 + c) \Gamma (1 + a + b - c)}{c \Gamma (1 + a) \Gamma (1 + b)} \right|^2. \right.
\]  (A.92)

We define the following shorthand notations for the arguments of the gamma functions

\[
1 + a = 1 - i \left( \varepsilon \tau^2 + \frac{\tau \omega_0}{2} - \frac{\tau \omega_1}{2} \right) = 1 + i \left( \varepsilon \tau^2 - \frac{\tau \omega_0}{2} + \frac{\tau \omega_1}{2} \right) = 1 + i \alpha, \quad (A.93)
\]

\[
b = 1 + i \left( \varepsilon \tau^2 - \frac{\tau \omega_0}{2} + \frac{\tau \omega_1}{2} \right) = 1 + i \beta, \quad (A.94)
\]

\[
c = 1 - i \tau \omega_0 = 1 + i (-\tau \omega_0) = 1 + i \gamma \quad (A.95)
\]

\[
1 + a + b - c = 1 + i \tau \omega_1 = 1 + i \delta. \quad (A.96)
\]

In a next step we rewrite the asymptotic distribution function according to

\[
F \left( \vec{q}, u \rightarrow 1^- \right) = \frac{2}{\tau^2 \omega_0^2 \omega_1^2 \omega_0 - \pi_0} \left| a \right|^2 \frac{\Gamma (c) \Gamma (1 + a + b - c)}{\Gamma (1 + a) \Gamma (b)} \right|^2
\]

\[
= \frac{2}{\tau^2 \omega_0^2 \omega_1^2 \omega_0 - \pi_0} \left| a \right|^2 \frac{\pi \gamma \delta \sinh (\pi \alpha) \sinh (\pi \beta)}{\pi^2 \alpha \beta \sinh (\pi \gamma) \sinh (\pi \delta)}.
\]  (A.97)
\[ F(\vec{q}, u \rightarrow 1^-) = \frac{-2|\alpha|^2 \omega_1 + \pi_1}{\alpha \beta} \frac{\omega_0 - \pi_0}{\omega_0 - \pi_0} \rho \]

\[ = 2 \left( \frac{\omega_1 + \pi_1}{\omega_0 - \pi_0} - \frac{2 \varepsilon \tau + \omega_0 - \omega_1}{\omega_0 - \pi_0} \right) \rho \]

\[ = 2 \rho \frac{2 \varepsilon \tau (\omega_1 + \pi_1) + \omega_0 \omega_1 - \omega_1^2 + \omega_0 \pi_1 - \omega_1 \pi_1}{2 \varepsilon \tau (\omega_0 - \pi_0) + \omega_0 \omega_1 - \omega_0^2 + \omega_0 \pi_0 - \omega_0 \pi_0} \rho \]

\[ = 2 \rho \frac{\omega_0 \omega_1 - \pi_0 \omega_1 + \pi_1 \omega_0 + 2 \varepsilon \tau \pi_1 - \omega_1^2}{\omega_0 \omega_1 - \pi_0 \omega_1 + \pi_1 \omega_0 - 2 \varepsilon \tau \pi_0 - \omega_0^2}. \quad (A.98) \]

where we have used

\[ \pi_0 = q_3 - \varepsilon \tau, \quad \pi_1 = q_3 + \varepsilon \tau, \quad (A.99) \]

\[ \omega_0^2 = \varepsilon_\perp^2 + \pi_0^2, \quad \omega_1^2 = \varepsilon_\perp^2 + \pi_1^2, \quad (A.100) \]

and

\[ \rho = \frac{\sinh (\pi \tau (2 \varepsilon \tau + \omega_0 - \omega_1)/2) \sinh (\pi \tau (2 \varepsilon \tau - \omega_0 + \omega_1)/2)}{\sinh (\pi \tau \omega_0) \sinh (\pi \tau \omega_1)}. \quad (A.102) \]

We further simplify the following expressions

\[ 2 \varepsilon \tau \pi_1 - \omega_1^2 = -\varepsilon_\perp^2 - q_3^2 - 2 \varepsilon \tau q_3 - (\varepsilon \tau)^2 + 2 \varepsilon \tau (q_3 + \varepsilon \tau) = -\varepsilon_\perp^2 - q_3^2 + (\varepsilon \tau)^2, \quad (A.103) \]

\[ -2 \varepsilon \tau \pi_0 - \omega_0^2 = -\varepsilon_\perp^2 - q_3^2 + 2 \varepsilon \tau q_3 - (\varepsilon \tau)^2 - 2 \varepsilon \tau (q_3 - \varepsilon \tau) = -\varepsilon_\perp^2 - q_3^2 + (\varepsilon \tau)^2, \quad (A.104) \]

such that

\[ 2 \varepsilon \tau \pi_1 - \omega_1^2 = -2 \varepsilon \tau \pi_0 - \omega_0^2. \quad (A.105) \]

Altogether, we obtain the final result

\[ F^{u \rightarrow 1^-} 2 \rho = 2 \frac{\sinh (\pi \tau (2 \varepsilon \tau + \omega_0 - \omega_1)/2) \sinh (\pi \tau (2 \varepsilon \tau - \omega_0 + \omega_1)/2)}{\sinh (\pi \tau \omega_0) \sinh (\pi \tau \omega_1)}. \quad (A.106) \]
Appendix B

Runtime Tables

To provide additional information concerning the numerical performance, we give here the unnormalized data from section 3 on Numerics. We have done all test calculations on an “Intel(R) Core(TM)2 Duo CPU E7400 @ 2.80GHz” with the GNU-C++-Compiler g++-4.5. For testing we tried to use always two threads at the same time. The templates for the C++ code were obtained from the books [55,56]

Table B.1: Runtime comparison for different field configurations and solvers (c.f. Tab.3.1).

| Field Parameters (ε[1], τ[1/m], t₀[1/m]) | Standard (sec) | Standard(I) (sec) | Trans2(I) (sec) | Trans2 (sec) | Trans1 (sec) |
|----------------------------------------|----------------|-------------------|----------------|--------------|--------------|
| ε = 0.1, τ = 100²                      | 292.54         | 197.72            | 201.62         | 266.4        | 647.11       |
| ε = 0.005, τ = 3¹                      | 8.79           | 6.56              | 6              | 2.75         | 13.29        |
| ε₁ = 0.1, τ₁ = 100, ε₂ = 0.01, t₂ = 2² | 72.03          | 65.63             | 68.38          | 112.67       | 326.75       |
| ε = ±0.005, τ = 3, t₀ = 5³             | 421.34         | 313.09            | 257.44         | 376.56       | 868.15       |
| ε = 0.005, τ = 3, t₀ = 5³              | 343.44         | 231.67            | 216.52         | -            | 734.49       |
| ε₁ = 0.1, τ₁ = 100, ε₁ = ±0.005, τ₁ = 3, t₀ = 9⁴ | 128.67       | 108.08            | 219.61         | 187.66       | 231.99       |
| ε₁ = 0.1, τ₁ = 100, ε₁ = ±0.005, τ₁ = 3, t₀ = 9⁴ | 101.21       | 83.73             | 186.8          | 179.1        | 223.02       |
| ε₁ = 0.1, τ₁ = 100, ε₁ = ±0.005, τ₁ = 3, t₀ = 9⁴ | 830.95       | 543.5             | 350.96         | 463.78       | 1839.54      |
| ε₁ = 0.1, τ₁ = 100, T₀ = 200, ε₁ = 0.005, τ₁ = 3, t₀ = 24.95⁴ | 829.96       | 540.29            | 357.01         | 450.81       | -            |

¹ Single pulse  ² Double pulse  ³ Ten identical pulses with time lag t₀  ⁴ One long pulse and ten short pulses
Table B.2: Comparison of the particle number for different solvers and field configurations (c.f. Tab.3.2).

| Field Parameters  | Standard | Standard(I) | Tr2(I) | Trans2 | Trans1 | An |
|-------------------|----------|-------------|--------|--------|--------|----|
| \(\varepsilon = 0.1, \tau = 100\) | 1.529 | 1.668 | 1.529 | 1.540 | 1.529 | 1.529 | \(\times E - 13\) |
| \(\varepsilon = 0.005, \tau = 3\) | 5.856 | 5.856 | 5.856 | 5.933 | 5.856 | 5.856 | \(\times E - 10\) |
| \(\varepsilon = 0.05, \tau = 100\) | 1.392 | 9856. | 1.193 | 0.599 | 1.392 | 2.4E-09 | \(\times E - 18\) |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2\) | 4.240 | 4.240 | 4.240 | 4.240 | \(\times E - 07\) |
| \(\varepsilon = \pm 0.005, \tau = 3, t_0 = 5\) | 8.700 | 8.700 | 30.99 | 31.03 | 8.700 | \(\times E - 10\) |
| \(\varepsilon = 0.005, \tau = 3, t_0 = 5\) | 3.782 | 3.782 | 5.241 | 5.267 | 3.782 | \(\times E - 10\) |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9\) | 1.421 | 1.421 | 1.421 | 1.420 | 1.421 | \(\times E - 08\) |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9\) | 1.353 | 1.353 | 1.353 | 1.353 | \(\times E - 08\) |
| \(\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 24.95\) | 2.259 | 2.259 | 2.259 | \(\times E - 08\) |

1 Single pulse 2 Double pulse 3 Ten identical pulses with time lag \(t_0\) 4 One long pulse and ten short pulses 5 Discrepancy coming from underflow errors

Table B.3: Runtime comparison for different momentum spacings for a single pulse with \(\varepsilon = 0.005, \tau = 3m^{-1}\). All momenta are given in units of the electron mass \(q[m]\) (c.f. Tab.3.3).

| \(\Delta q_{\perp} = 0.5\) (sec) | \(\Delta q_{\perp} \in [0.1, 0.5]\) (sec) | \(\Delta q_{\perp} = \Delta q_3\) (sec) |
|---------------------------------|---------------------------------|---------------------------------|
| Important \(q_3\) | 0.95 | 1.55 | 2.91 |
| \(\Delta q_3 = 0.05\) | 1.15 | 1.54 | 3.10 |
| \(\Delta q_3 = 0.01\) | 3.62 | 6.62 | 59.57 |

7 \(\Delta q_3 = 0.05, 0.1\) Tolerance
Table B.4: Runtime comparison for different momentum spacings for a single pulse with $\varepsilon = 0.1$, $\tau = 100m^{-1}$. All momenta are given in units of the electron mass $q[m]$ (c.f. Tab.3.4).

| $\Delta q_\perp = 0.5$ (sec) | $\Delta q_\perp \in [0.1, 0.5]$ (sec) | $\Delta q_\perp = \Delta q_3$ (sec) |
|-----------------------------|-----------------------------|-----------------------------|
| Important $q_3$ | 189.43 | 403.47 | 655.78 |
| $\Delta q_3 = 0.05$ | 254.82 | 557.61 | 917.52 |
| $\Delta q_3 = 0.01$ | 1181.22 | 2663.16 | 18685.5 |

$^7 \Delta q_3 = 0.05, 0.1$ Tolerance

Table B.5: Runtime comparison for different sets of sampling points. In order to calculate intermediate values linear interpolation is used (c.f. Tab.3.6).

| Field Parameters $(\varepsilon[1], \tau[1/m], t_0[1/m])$ | Standard (sec) | Trans2(I) (sec) | 512 Points (sec) | 4096 Points (sec) | 32768 Points (sec) |
|---------------------------------|----------------|----------------|-----------------|-----------------|-------------------|
| $\varepsilon = 0.1, \tau = 100^1$ | 292.54 | 201.62 | 74.21 | 229.4 | 740.98 |
| $\varepsilon = 0.005, \tau = 3^1$ | 8.79 | 6 | 2.91 | 39.3 | 201.14 |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2^2$ | 421.34 | 257.44 | 85.41 | 222.17 | 800.55 |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30^2$ | 343.44 | 216.52 | 75.65 | 180.82 | 643.2 |
| $\varepsilon = \pm 0.005, \tau = 3, t_0 = 5^3$ | 128.67 | 12.8 | 180.94 | 571.54 |
| $\varepsilon = 0.005, \tau = 3, t_0 = 5^3$ | 101.21 | 5.19 | 155.36 | 507.67 |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9^4$ | 830.95 | 350.96 | 75.2 | 138.99 | 581.54 |
| $\varepsilon_1 = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9^4$ | 829.96 | 357.01 | 74.93 | 119 | 575 |

$^7$ Single pulse  $^2$ Double pulse  $^7$ Ten identical pulses with time lag $t_0$  $^4$ One long pulse and ten short pulses
Table B.6: Comparison of the particle number for different sets of sampling points. In order to calculate intermediate values linear interpolation is used (c.f. Tab.3.7).

| Field Parameters (ε[1], τ[1/m], t₀[1/m]) | Standard | Trans2(I) | 512 Points | 4096 Points | 32768 Points |
|------------------------------------------|----------|-----------|------------|-------------|--------------|
| ε = 0.1, τ = 100¹                       | 1.529    | 1.529     | 1.58659    | 1.52987     | ×E − 13      |
| ε = 0.005, τ = 3¹                       | 5.856    | 5.856     | 5.73369    | 5.85943     | ×E − 10      |
| ε₁ = 0.1, τ₁ = 100, ε₂ = 0.01, τ₂ = 2²  | 4.240    | 4.240     | 2.21893    | 2.74849     | ×E − 07      |
| ε = ±0.005, τ = 3, t₀ = 9⁴             | 1.421    | 1.421     | 1.00616    | 1.41359     | ×E − 08      |
| ε₁ = 0.1, τ₁ = 100, εᵢ = ±0.005, τᵢ = 3, t₀ = 9⁴ | 1.353    | 1.353     | 7.92583    | 9.19399     | ×E − 08      |

¹ Single pulse ² Double pulse ³ Ten identical pulses with time lag t₀ ⁴ One long pulse and ten short pulses

Table B.7: Runtime comparison for different sets of sampling points. In order to calculate intermediate values cubic interpolation has been used (c.f. Tab.3.8).

| Field Parameters (ε[1], τ[1/m], t₀[1/m]) | Standard (sec) | Trans2(I) (sec) | 512 Points (sec) | 4096 Points (sec) | 32768 Points (sec) |
|------------------------------------------|----------------|-----------------|------------------|--------------------|--------------------|
| ε = 0.1, τ = 100¹                       | 292.54         | 201.62          | 282.27           | 283.29             | 325.25             |
| ε = 0.005, τ = 3¹                       | 8.79           | 6               | 10.4             | 13.94              | 50.41              |
| ε₁ = 0.1, τ₁ = 100, ε₂ = 0.01, τ₂ = 2²  | 421.34         | 257.44          | 296.55           | 307.23             | 401.08             |
| ε = ±0.005, τ = 3, t₀ = 9³              | 128.67         | 25.85           | 29.84            | 58.84              |
| ε₁ = 0.1, τ₁ = 100, εᵢ = ±0.005, τᵢ = 3, t₀ = 9⁴ | 830.95        | 350.96          | 188.44           | 256.49             | 271.99             |
| ε₁ = 0.1, τ₁ = 100, εᵢ = ±0.005, τᵢ = 3, t₀ = 9⁴ | 829.96        | 357.01          | 170.44           | 255.34             | 274.85             |

¹ Single pulse ² Double pulse ³ Ten identical pulses with time lag t₀ ⁴ One long pulse and ten short pulses
Table B.8: Comparison of the particle number density for different sets of sampling points. In order to calculate intermediate values cubic interpolation has been used (c.f. Tab.3.9).

| Field Parameters | Standard | Trans2(I) | 512 Points | 4096 Points | 32768 Points |
|------------------|----------|-----------|------------|-------------|--------------|
| $\varepsilon = 0.1, \tau = 100^1$ | 1.529 | 1.529 | 1.4597 | 1.51973 | 1.52846 | $\times E - 13$ |
| $\varepsilon = 0.005, \tau = 3^1$ | 5.856 | 5.856 | 5.61761 | 5.83844 | 5.8543 | $\times E - 10$ |
| $\varepsilon = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2^2$ | 4.240 | 4.240 | 3.16232 | 4.22142 | $\times E - 07$ |
| $\varepsilon = 0.1, \tau_1 = 100, \varepsilon_2 = 0.01, \tau_2 = 2, t_0 = 30^2$ | 4.021 | 4.021 | 2.97061 | 4.0021 | $\times E - 07$ |
| $\varepsilon = \pm 0.005, \tau = 3, t_0 = 5^3$ | 8.700 | 7.99011 | 8.63437 | 8.69277 | $\times E - 10$ |
| $\varepsilon = 0.005, \tau = 3, t_0 = 5^3$ | 3.782 | 3.63728 | 3.79134 | 3.78425 | $\times E - 10$ |
| $\varepsilon = 0.1, \tau_1 = 100, \varepsilon_i = \pm 0.005, \tau_i = 3, t_0 = 9^4$ | 1.421 | 1.421 | 1.12703 | 1.41548 | $\times E - 08$ |
| $\varepsilon = 0.1, \tau_1 = 100, \varepsilon_i = 0.005, \tau_i = 3, t_0 = 9^4$ | 1.353 | 1.353 | 1.0406 | 1.34787 | $\times E - 08$ |

$^1$ Single pulse  $^2$ Double pulse  $^3$ Ten identical pulses with time lag $t_0$  $^4$ One long pulse and ten short pulses
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