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Abstract

We investigate the time evolution of quantum fields in neutral scalar $\phi^4$ theory for open systems with the central region and the multiple reservoirs (networks) as a toy model of quantum field theory of the brain. First we investigate the Klein–Gordon (KG) equations and the Kadanoff–Baym (KB) equations in open systems in $d + 1$ dimensions. Next, we introduce the kinetic entropy current and provide the proof of the H-theorem for networks. Finally, we solve the KG and the KB equations numerically in spatially homogeneous systems in $1 + 1$ dimensions. We find that decoherence, entropy saturation and chemical equilibration all occur during the time evolution in the networks. We also show how coherent field transfer takes place in the networks.

1. Introduction

What is memory and where is located in the human brain? We know that memory is rich and diverse, can be short-term and long-term but in both cases is imperfectly stable, and has a diffused nonlocal character in the brain [1–3]. Conventional neuroscience does not explain these properties in a satisfactory manner nor does it provide a clear mechanistic explanation of how and where memory is stored at a molecular level [4, 5].

Quantum Field Theory (QFT) of the brain, also called Quantum Brain Dynamics (QBD) represents an attempt to provide a microscopic physical mechanism of memory formation and storage in the brain [6, 7]. Its origin can be traced to the seminal work by Ricciardi and Umezawa in 1967 [8], which is based on the concept of spontaneous symmetry breaking (SSB) [9–11], equivalent to the macroscopic order of the system, triggered by external physical stimuli. In the 1970s, Quantum Brain Dynamics was further developed by Stuart et al [12, 13]. According to this theory, the brain is a mixed physical system composed of classical neurons and quantum degrees of freedom named corticons and exchange bosons. Around the same time, Fröhlich proposed a theory of electric dipole moments of molecules in biological systems which are nonlinearly coupled and interact with the heat bath and phonon modes [14–19]. The electric dipole moments of biomolecules become dynamically ordered, and as a result, a coherent wave of dipole oscillations propagates through the biological system in the form of a Fröhlich condensate. Around the same time, in 1976, Davydov and Kisliukha proposed a model in which a solitary wave can propagate along protein chains carrying energy quanta without dissipative losses. This form of biological energy transfer was called the Davydyob soliton [20]. Both Fröhlich and Davydyov theories describe nonlinear biological coherence phenomena and are derived as static and dynamic properties in the nonlinear Schrödinger equation stemming from the same quantum Hamiltonian, respectively [21]. In the 1980s, Del Giudice et al studied several properties of water dipole fields representing them using a QFT formalism adapted for biological systems [22–25]. In the 1990s, Jibu and Yasue offered a concrete representation of quantum degrees of freedom (referred to as corticons and exchange bosons) in the dynamics of the brain, namely water electric dipole fields and photon fields [6, 26–29]. In this representation, the Quantum Field Theory of the brain is a Quantum Electrodynamics (QED) description of water molecules' electric dipoles and their interactions. More specifically, this formulation adopted a superradiant phase for the coherent state of water dipoles and photons [30–34]. According to this theory, memory emerges as a coherent quantum state
where water molecules’ electric dipoles surrounding neurons become aligned in the same direction with the direction of the spontaneous breakdown of the rotational symmetry leading to a macroscopic ordered state. It has also been hypothesized that these coherent states might be specifically formed in the axonal and dendritic microtubule bundles which pack neuronal interiors in the brain [28]. Consequently, Nambu–Goldstone quanta emerging in the SSB effect, called polaritons, are absorbed into longitudinal modes of photons, and massive photons are created (via a Higgs mechanism). When photons acquire mass, they can stay in the coherent regions in the brain. In such situations they are called evanescent photons. The order parameters associated with this phenomenon are the coherent photon fields and the coherent charged Bose fields, which correspond to the mass of photons and the square root of the number of aligned dipoles. QBD describes several characteristic physical properties of memory, namely its diversity, long-term imperfect stability and nonlocality [6, 7] and it does so by adopting unitarily inequivalent vacua in QFT. Vacua in QFT are different from those in quantum mechanics. Diverse unitarily inequivalent vacua in QFT appear due to the presence of an infinite number of the degrees of freedom of quantum fields [35]. Here, the term ‘nonlocality’ in QFT is distinguished from quantum nonlocality with entanglement. The dynamical order in the QFT system is maintained by massless quanta propagating in the whole coherent region, in which the propagation speed is consistent with the special theory of relativity. The size of each coherent region is on the order of 50 μm. Each memory is subdivided by coherent states distributed in several regions of the brain. In QBD, there are at least two types of quantum mechanisms of information transfer and integration among coherent regions. The first one is related to microtubules which connect two coherent regions [28]. Pulse propagation from one side (connected with one coherent state) to the other side (connected with the other) of microtubules can occur due to the self-induced transparency without the thermal loss of coherence since the time-scale of propagation is less than that of thermal interactions. What is required for this to occur is a specific form of the cytoskeleton in order to conform with this type of information transfer. It is possible that the parallel bundle architecture of neuronal microtubules with interconnections provided by microtubule-associated proteins (MAPs) serves exactly this purpose but molecular-level simulations validated by controlled experimental measurements are needed to firmly establish this scenario. The second one is related to quantum tunneling phenomena among systems [29]. We can in general consider several coherent regions, each of which is surrounded by non–coherent regions. In the case of the distribution of coherent regions, which is dense enough and the distance between two coherent regions, which is smaller than the order of the inverse of the mass of evanescent photons, there can be information transfer among systems without involvement of the cytoskeleton. This is entirely due to the quantum tunneling phenomena among coherent regions. This quantum tunneling mechanism is essentially the same as the Josephson effect taking place between two superconducting domains separated by a normal metal domain, and this has been suggested to occur in biological systems already three decades ago [25]. These two mechanisms might indeed go a long way toward resolving the binding problem in neuroscience, i.e. explaining the connection between microscopic quantum states in the biological substrate for cognitive processes and macroscopic function of the brain itself. We comment here that these mechanisms are clearly distinct from Tononi’s integrated information theory, which is based on classical mechanics in neuroscience, which only refers to the macroscopic level of the material substrate for the brain’s cognitive abilities [36, 37]. This does not mean that the two approaches are in conflict with each other since they focus on non-overlapping spatio-temporal scales. In 1995, Vitiello proposed a dissipative quantum brain model, in which the brain is shown to have an enormous capacity for memory storage owing to the fact that it is an open system [38]. In 2003, Zheng and Pollack experimentally demonstrated the existence of a so-called Exclusion Zone (EZ) of water molecules, which is formed around hydrophilic surfaces [39] commonly formed around biomolecules such as proteins and protein assemblies. Notably, the properties of EZ water closely resemble those of coherent water in QED [40].

However, the previous research summarized above still lacks non-equilibrium multi-energy-mode analysis, since it is based only on a two-energy-level approximation in QBD. The main criticism of this theory that has been raised concerns the issue of quantum decoherence due to thermal effects occurring at physiological temperature [41]. In other words, it has been cast in doubt that a coherent quantum state can be sufficiently long-lived to lead to physiological effects. Instead, it has been hypothesized that a coherent state quantum state would rapidly collapse due to thermal decoherence phenomena that are unavoidable at physiological temperatures. While this is a very serious concern, numerous counter-arguments were proposed [42] to overcome this criticism, including the shielding effects of ordered water molecules. Nonetheless, the most powerful defence of long-lived stability of coherent states should be expected to come from non-equilibrium conditions created by living processes that are maintained by metabolism. It is noteworthy that several properties contributing to decoherence are lost in a two-energy-level approximation since collision processes of multi-energy-mode particles (quantum fluctuations) and field-induced decoherence processes are neglected in such an approximate method. In addition, the preceding research lacks non-equilibrium simulations of information transfer among systems organized into networks of coherent regions capable of supporting quantum tunneling processes. Therefore, whether decoherence occurs or not should be verified by using a much more relevant
multi-energy-mode analysis in the non-equilibrium QFT. If a coherent quantum state can be shown to be robust against decoherence in multi-energy-mode analysis, we can then conclude that memory formation processes in open systems could be adequately described using this formalism. Hence, in case the information transfer between systems can be numerically simulated in QBD, this might offer a solid path toward a solution of the binding problem.

The aim of this work is to introduce a toy model of the QBD and describe its non-equilibrium multi-energy-mode dynamics using the Klein–Gordon equations and the Kadanoff–Baym equations \[43–45\] for open systems with the central region and the multiple reservoirs (networks) in the neutral scalar \(\phi^4\) theory. We adopt quantum tunneling processes to describe the transfer of coherent fields and incoherent particles among systems engaged in information transfer. Our work is an extension to the case of open systems of the neutral scalar theory of an isolated system \[46–48\]. In this paper, we demonstrate that it is possible to extend the two-reservoir representation to the case of an open system with \(N_{\text{res}}\) reservoirs. We describe decoherence, entropy production and chemical equilibration via numerical simulations in 1 + 1 dimensions. We also show how information is transferred within networks.

The present paper is organized as follows. In section 2 we derive time evolution equations for quantum fields in open systems with the central region and the multiple reservoirs. In section 3 we introduce a kinetic entropy current and show how it enters into the H-theorem. In section 4 we demonstrate numerical simulations performed. In section 5 we discuss our results. In section 6 we provide conclusions of this work.

2. Time evolution equations

In this section, we introduce the Klein–Gordon (KG) equations for coherent fields and the Kadanoff–Baym (KB) equations \[43–45\] for quantum fluctuations in open systems. In figure 1, we show the central region and the \(N_{\text{res}}\) reservoirs. (This is the generalization to the multiple reservoirs from the two reservoirs described previously \[49–53\] with tunneling effects \[54–57\].)

First, the Lagrangian density is given by,

\[
\mathcal{L} [\phi_C, \phi_{\alpha}] = \mathcal{L}_C + \sum_{\alpha=1}^{N_{\text{res}}} \mathcal{L}_\alpha + \mathcal{L}_T, \tag{1}
\]

with,

\[
\mathcal{L}_C = \frac{1}{2} (\partial^\mu \phi_C)^2 - \frac{1}{2} m^2 \phi_C^2 - \frac{1}{24} \lambda_C \phi_C^4, \tag{2}
\]

\[
\mathcal{L}_\alpha = \frac{1}{2} (\partial^\mu \phi_\alpha)^2 - \frac{1}{2} m^2 \phi_\alpha^2 - \frac{1}{24} \lambda_\alpha \phi_\alpha^4, \tag{3}
\]

\[
\mathcal{L}_T = + \sum_{\alpha=1}^{N_{\text{res}}} \nu_\alpha \phi_C \phi_\alpha, \tag{4}
\]

where \(m\) is the mass, \(\lambda_C\) and \(\lambda_\alpha\)'s are coupling constants of the interaction, \(\nu_\alpha\)'s are tunneling coupling constants between the central region \(C\) and the reservoir \(\alpha\) \[49–53\]. We shall adopt the closed time path formalism in figure 2, the Keldysh formalism \[58, 59\], labelled by \(C\) to describe non-equilibrium phenomena, and use 2-Particle-Irreducible (2PI) effective action technique \[60–62\].

Figure 1. Open systems given by the central region \(C\) and the multiple \(N_{\text{res}}\) reservoirs.
\[
\Gamma_{2PI}[\tilde{\phi}, \mathbf{G}] = \int_C d^{d+1}x L[\tilde{\phi}_C, \tilde{\phi}_C] + \frac{i}{2} \mathrm{Tr} \ln \mathbf{G}^{-1} + \frac{i}{2} \mathrm{Tr} \mathbf{G}^{-1} \mathbf{G} + \frac{1}{2} \Gamma_2[\tilde{\phi}, \mathbf{G}],
\]

where \( \tilde{\phi} \equiv \langle \phi \rangle \) with \( \langle \cdot \rangle \equiv \mathrm{Tr} \mathcal{R} \) (\( \mathcal{R} \): the density matrix), \( d \) is the spatial dimension, and the Green functions \( \mathbf{G}(x, y) \) are given in the matrix notation by,

\[
\mathbf{G} = \begin{bmatrix}
G_{CC} & G_{C1} & \cdots & G_{CN_{in}} \\
G_{1C} & G_{11} & \cdots & G_{1N_{in}} \\
\vdots & \vdots & \ddots & \vdots \\
G_{N_{in}C} & G_{N_{in}1} & \cdots & G_{N_{in}N_{in}}
\end{bmatrix},
\]

with,

\[
G_{CC}(x, y) = \langle T_C \delta \phi_c(x) \delta \phi_c(y) \rangle.
\]

Here \( \delta \phi = \phi - \bar{\phi} \) and the \( i\mathbf{G}_0^{-1} \) is,

\[
i\mathbf{G}_0^{-1} = \begin{bmatrix}
v_1 & v_2 & \cdots & v_{N_{in}} \\
v_1 & s_1 & 0 & 0 & \cdots & 0 \\
v_2 & 0 & s_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
v_{N_{in}} & 0 & 0 & 0 & \cdots & s_{N_{in}}
\end{bmatrix} \times \delta_C(x - y),
\]

with,

\[
s_C = -\left( \partial_x^2 + m^2 + \frac{\lambda_C \tilde{\phi}_C^2}{2} \right),
\]

\[
s_\alpha = -\left( \partial_x^2 + m^2 + \frac{\lambda_\alpha \tilde{\phi}_\alpha^2}{2} \right), \quad (\alpha = 1, \cdots, N_{re}),
\]

The \( \frac{1}{2} \Gamma_2[\tilde{\phi}, \mathbf{G}] \) term represents all the 2PI diagrams.

Next we derive the KG equations and the KB equations by differentiating \( \Gamma_{2PI} \) by \( \tilde{\phi} \) and \( \mathbf{G} \), respectively. The KG equations are given by,

\[
-\left( \partial_x^2 + m^2 + \frac{\lambda_C \tilde{\phi}_C^2}{6} + \frac{\lambda_C G_{CC}(x, x)}{2} - \delta m^2 \right) \tilde{\phi}_C(x) + \sum_{\alpha=1}^{N_{re}} v_\alpha \tilde{\phi}_\alpha(x) = -\frac{1}{2} \delta \tilde{\phi}_C^2,
\]

\[
-\left( \partial_x^2 + m^2 + \frac{\lambda_\alpha \tilde{\phi}_\alpha^2}{6} + \lambda_\alpha G_{\alpha\alpha}(x, x) - \delta m^2 \right) \tilde{\phi}_\alpha(x) + v_\alpha \tilde{\phi}_C(x) = -\frac{1}{2} \delta \tilde{\phi}_\alpha^2,
\]

with renormalization terms,

\[
\delta m^2_C = \frac{\lambda_C}{2} \int p \frac{1}{2\sqrt{p^2 + m^2}},
\]

\[
\delta m^2_\alpha = \frac{\lambda_\alpha}{2} \int p \frac{1}{2\sqrt{p^2 + m^2}},
\]

where with \( \int p \equiv \int \frac{d^dp}{(2\pi)^d} \). Similarly, the KB equations are given by,

\[
i\mathbf{G}^{-1} = i\mathbf{G}_0^{-1} - i\Sigma,
\]

\[
or i\mathbf{G}_0^{-1} \mathbf{G} - i\Sigma \mathbf{G} = i\mathbf{1},
\]
with the self-energy $\Sigma \equiv \frac{i\tilde{G}}{\tilde{G}}$, which is given by,

$$\Sigma = \begin{bmatrix}
\Sigma_{\text{CC}} & 0 & \cdots & 0 \\
0 & \Sigma_{\text{11}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Sigma_{\text{NN,NN}}
\end{bmatrix}.$$  \hfill (16)

We neglect off-diagonal elements of the self-energy $\Sigma$, since they represent higher-order terms of tunneling coupling constants.

Time evolution equations or solutions of each element of equation (15) are derived in a similar way to [53] by,

$$s_C G_{\text{CC}} + i \sum_{\alpha=1}^{N_{\text{loc}}} v_{\alpha}^2 \tilde{G}_{\alpha\alpha} G_{\text{CC}} = -i\Sigma_{\text{CC}} G_{\text{CC}} = i\sigma_z,$$  \hfill (17)

$$G_{\alpha C} = -\frac{1}{i} \tilde{G}_{\alpha\alpha} v_0 G_{\text{CC}},$$  \hfill (18)

$$G_{C\alpha} = -\frac{1}{i} \tilde{G}_{\text{CC}} v_0 \tilde{G}_{\alpha\alpha},$$  \hfill (19)

$$G_{\alpha\alpha} = \tilde{G}_{\alpha\alpha} - \frac{1}{i} \tilde{G}_{\alpha\alpha} v_0 G_{\text{CC}},$$  \hfill (20)

$$G_{\alpha\beta} = -\frac{1}{i} \tilde{G}_{\alpha\alpha} v_0 G_{\beta\beta}, \quad (\alpha \neq \beta),$$  \hfill (21)

where we have used the z-component of the Pauli matrix $\sigma_z = \text{diag}(1, -1)$ and the solutions $g_{\alpha\alpha}$ of time evolution equations given by,

$$s_\alpha g_{\alpha\alpha} - i\Sigma_{\alpha\alpha} g_{\alpha\alpha} = i\sigma_z.$$  \hfill (22)

The product of Green functions or self-energy represents convolutions, for example $G_{xy} = \int d^d x G_{xy}^\text{loc}(x, z)$ and $G_{xy} = \int d^d y G_{xy}^\text{nonl}(x, y)$.

Finally, we rewrite the KB equations with the statistical functions $F(x, y) \equiv \frac{1}{2}(G_1^2(x, y) + G_2^2(x, y))$, and the spectral functions $\rho(x, y) \equiv i(G_1^2(x, y) - G_2^2(x, y))$. The spectral functions determine which states can be occupied by incoherent particles, while the statistical functions determine how many particles are in the states.

Similarly, we can write self-energy $\Sigma(x, y) = -i\Sigma(x - y) + \Sigma_{\text{loc}}(x, y)$ by introducing two types of self-energy $\Sigma_{\text{loc}}(x, y) \equiv \frac{1}{2}(\Sigma_{\text{loc,CC}}(x, y) + \Sigma_{\text{loc,nonl}}(x, y))$ and $\Sigma_{\text{nonl}}(x, y) \equiv i\Sigma_{\text{nonl,CC}}(x, y) - i\Sigma_{\text{nonl,nonl}}(x, y)$ which are distinguished from local self-energy $\Sigma_{\text{loc}}(x)$. Let us assume a spatially homogeneous system, then a Fourier-transform in relative space is $x = y$. We can write the $(C, C)$ component of the KB equations in equation (17) as,

$$\partial_x^2 F_{\text{CC}}(x^0, y^0; p) = -\left(p^2 + m^2 + \frac{\lambda}{2} \phi_C(x^0)^2 + \Sigma_{\text{loc,C}}(x^0)\right) F_{\text{CC}}(x^0, y^0; p)$$

$$+ \int_{x^0}^{y^0} \left[\Sigma_{\text{C,CC}} \cdot \rho_{\text{CC}}\right](x^0, y^0; p) - \int_{x^0}^{y^0} \left[\Sigma_{\text{CC,CC}} \cdot \rho_{\text{CC}}\right](x^0, y^0; p)$$

$$- \int_{x^0}^{y^0} \sum_{\alpha=1}^{N_{\text{loc}}} v_\alpha^2 \left[\rho_{\alpha,\alpha} \cdot \rho_{\text{CC}}\right](x^0, y^0; p) + \int_{x^0}^{y^0} \sum_{\alpha=1}^{N_{\text{loc}}} v_\alpha^2 \left[\rho_{\alpha,\alpha} \cdot \rho_{\text{CC}}\right](x^0, y^0; p),$$  \hfill (23)

and,

$$\partial_x^2 \rho_{\text{CC}}(x^0, y^0; p) = -\left(p^2 + m^2 + \frac{\lambda}{2} \phi_C(x^0)^2 + \Sigma_{\text{loc,C}}(x^0)\right) \rho_{\text{CC}}(x^0, y^0; p)$$

$$- \int_{x^0}^{y^0} \left[\Sigma_{\alpha,\alpha \text{CC}} \cdot \rho_{\text{CC}}\right](x^0, y^0; p)$$

$$+ \int_{x^0}^{y^0} \sum_{\alpha=1}^{N_{\text{loc}}} v_\alpha^2 \left[\rho_{\alpha,\alpha} \cdot \rho_{\text{CC}}\right](x^0, y^0; p),$$  \hfill (24)

where $\int_{x^0}^{y^0} [H \cdot I](x^0, y^0; p) = \int_{x^0}^{y^0} d^2 y H(x^0, y^0; p) I(x^0, y^0; p)$. We can write,

$$\partial_x^2 g_{\text{CC,CC}}(x^0, y^0; p) = -\left(p^2 + m^2 + \frac{\lambda}{2} \phi_C(x^0)^2 + \Sigma_{\text{loc,C}}(x^0)\right) g_{\text{CC,CC}}(x^0, y^0; p)$$

$$+ \int_{x^0}^{y^0} \left[\Sigma_{\text{CC,CC}} \cdot \rho_{\text{CC}}\right](x^0, y^0; p) - \int_{x^0}^{y^0} \left[\Sigma_{\text{CC,CC}} \cdot \rho_{\text{CC}}\right](x^0, y^0; p),$$  \hfill (25)
\[ \partial^2_x \phi_{\alpha \alpha}(x^0, y^0; \mathbf{p}) = -\left( p^2 + m^2 + \frac{\lambda_\alpha^0}{2} \bar{\phi}_\alpha(x^0)^2 + \Sigma_{\text{loc}, \alpha}(x^0) \right) \phi_{\alpha \alpha}(x^0, y^0; \mathbf{p}) 
- \int_{x^0}^{y^0} \left[ \Sigma_{\phi_{\alpha} \phi_{\alpha}}(x^0, y^0) \right] \phi_{\alpha \alpha}(x^0, y^0; \mathbf{p}), \] (26)

\[ F_{\text{CC}}(x^0, y^0; \mathbf{p}) = -v_\alpha \int_{x^0}^{y^0} [\phi_{\text{F}, \alpha \alpha} \cdot \rho_{\text{CC}}(x^0, y^0; \mathbf{p})] + v_\alpha \int_{x^0}^{y^0} \left[ \phi_{\text{F}, \alpha \alpha} \cdot F_{\text{CC}}(x^0, y^0; \mathbf{p}) \right], \] (27)

\[ \rho_{\text{CC}}(x^0, y^0; \mathbf{p}) = v_\alpha \int_{x^0}^{y^0} \left[ \phi_{\text{F}, \alpha \alpha} \cdot \rho_{\text{CC}} \right] (x^0, y^0; \mathbf{p}), \] (28)

\[ F_{\text{Co}}(x^0, y^0; \mathbf{p}) = -v_\alpha \int_{x^0}^{y^0} \left[ \rho_{\text{F}, \alpha \alpha} \cdot \rho_{\text{Co}}(x^0, y^0; \mathbf{p}) \right] + v_\alpha \int_{x^0}^{y^0} \left[ \phi_{\text{F}, \alpha \alpha} \cdot F_{\text{Co}} \right] (x^0, y^0; \mathbf{p}), \] (29)

\[ \rho_{\text{Co}}(x^0, y^0; \mathbf{p}) = v_\alpha \int_{x^0}^{y^0} \left[ \rho_{\text{CC}} \cdot \phi_{\text{F}, \alpha \alpha} \right] (x^0, y^0; \mathbf{p}), \] (30)

\[ F_{\text{Co}}(x^0, y^0; \mathbf{p}) = s_{\text{F}, \alpha \alpha}(x^0, y^0; \mathbf{p}) \]

\[ - v_\alpha \int_{x^0}^{y^0} \left[ \phi_{\text{F}, \alpha \alpha} \cdot \rho_{\text{Co}} \right] (x^0, y^0; \mathbf{p}) + v_\alpha \int_{x^0}^{y^0} \left[ \phi_{\text{F}, \alpha \alpha} \cdot F_{\text{Co}} \right] (x^0, y^0; \mathbf{p}), \] (31)

\[ \rho_{\text{Co}}(x^0, y^0; \mathbf{p}) = s_{\text{F}, \alpha \alpha}(x^0, y^0; \mathbf{p}) + v_\alpha \int_{x^0}^{y^0} \left[ \phi_{\text{F}, \alpha \alpha} \cdot \rho_{\text{Co}} \right] (x^0, y^0; \mathbf{p}). \] (32)

We need not derive \( F_{\alpha \beta} \) and \( \rho_{\alpha \beta} \) with \( (\alpha \neq \beta) \) since they do not appear in the energy formula in appendix A. We can derive the KG equations for \( \bar{\phi}_\alpha \) and \( \bar{\phi}_\alpha \) as,

\[ \partial^2_x \bar{\phi}_\alpha(x^0) = -\left[ m^2 + \frac{\lambda_\alpha^0}{6} (\bar{\phi}_\alpha(x^0))^2 + \Sigma_{\text{loc}, \alpha}(x^0) \right] \bar{\phi}_\alpha(x^0) \]

\[ - \int_{x^0}^{y^0} dz^0 \Sigma_{\phi_{\alpha} \phi_{\alpha}}(x^0, z^0) \bar{\phi}(z^0), \] (33)

\[ \partial^2_x \bar{\phi}_\alpha(x^0) = -\left[ m^2 + \frac{\lambda_\alpha^0}{6} (\bar{\phi}_\alpha(x^0))^2 + \Sigma_{\text{loc}, \alpha}(x^0) \right] \bar{\phi}_\alpha(x^0) \]

\[ - \int_{x^0}^{y^0} dz^0 \Sigma_{\phi_{\alpha} \phi_{\alpha}}(x^0, z^0) \bar{\phi}(z^0). \] (34)

In Next-to-Leading-Order (NLO) approximation of the coupling expansion of \( \lambda_C \), it is possible to write self-energy as,

\[ \Sigma_{\text{loc}, C}(x^0) = \frac{\lambda_C}{2} \int_p F_{\text{CC}}(x^0, x^0; \mathbf{p}), \] (35)

\[ \Sigma_{\text{loc}, \alpha}(x^0) = \frac{\lambda_\alpha}{2} \int_p F_{\alpha \alpha}(x^0, x^0; \mathbf{p}), \] (36)

and,

\[ \Sigma_{F, \text{CC}}(x^0, z^0; \mathbf{p}) = -\frac{\lambda_C^2}{2} \bar{\phi}_C(x^0) \bar{\phi}_C(z^0) \]

\[ \times \int_k \left[ F_{\text{CC}}(x^0, z^0; \mathbf{p} - \mathbf{k}) F_{\text{CC}}(x^0, z^0; \mathbf{k}) - \frac{1}{4} \rho_{\text{CC}}(x^0, z^0; \mathbf{p} - \mathbf{k}) \rho_{\text{CC}}(x^0, z^0; \mathbf{k}) \right], \] (37)

\[ \Sigma_{F, \text{Co}}(x^0, z^0; \mathbf{p}) = -\frac{\lambda_C^2}{2} \bar{\phi}_C(x^0) \bar{\phi}_C(z^0) \int_k F_{\text{CC}}(x^0, z^0; \mathbf{p} - \mathbf{k}) \rho_{\text{CC}}(x^0, z^0; \mathbf{k}) \]

\[ - \frac{\lambda_C^2}{6} \int_{\mathbf{k}, \mathbf{q}} F_{\text{CC}}(x^0, z^0; \mathbf{p} - \mathbf{k}) \rho_{\text{CC}}(x^0, z^0; \mathbf{k}) \rho_{\text{CC}}(x^0, z^0; \mathbf{q}) \]

\[ + \frac{3}{4} \rho_{\text{CC}}(x^0, z^0; \mathbf{k}) \rho_{\text{CC}}(x^0, z^0; \mathbf{q}), \] (38)
The total entropy is given by,
\[ S = -\sum_{\alpha} S_{\alpha}^{\mu} \left[ \frac{1}{2} \int dh \ln \frac{G_{CC}^{21}}{G_{CC}^{12}} \right], \]
with,
\[ s_{\alpha}^{\mu} = \int dh \left[ \frac{1}{2} \sum_{\alpha} \left( \frac{\partial \Sigma_{C,CC}^{\mu}}{\partial p_i} - \frac{\partial \Sigma_{R,CC}^{\mu}}{\partial p_i} \right) \rho_{\alpha}^{\mu} + \frac{1}{2} \frac{\partial \Sigma_{R,CC}^{\mu}}{\partial p_i} \right] \sigma \left[ f_{\alpha}^{\mu} \right] \]
Here, \( S_{\alpha}^{\mu} \) and \( f_{\alpha}^{\mu} \) represent the distribution functions in the Kadanoff–Baym ansatz. By use of the \( (\alpha, \alpha) \) component in the Kadanoff–Baym equations, we arrive at,
\[ \frac{\partial S_{\alpha}^{\mu}}{\partial h} = \frac{1}{2} \int dh \left[ \frac{1}{2} \sum_{\alpha} \left( \frac{\partial \Sigma_{C,CC}^{\mu}}{\partial p_i} - \frac{\partial \Sigma_{R,CC}^{\mu}}{\partial p_i} \right) \rho_{\alpha}^{\mu} + \frac{1}{2} \frac{\partial \Sigma_{R,CC}^{\mu}}{\partial p_i} \right] \sigma \left[ f_{\alpha}^{\mu} \right] \]
with,
\[ s_{\alpha}^{\mu} \]
and \( \partial_h s_{\alpha}^{\mu} \) is given by,
\[ \frac{\partial_h s_{\alpha}^{\mu}}{\partial h} = \frac{1}{2} \int dh \left[ \sum_{\alpha} \left( \frac{\partial \Sigma_{C,CC}^{\mu}}{\partial p_i} - \frac{\partial \Sigma_{R,CC}^{\mu}}{\partial p_i} \right) \rho_{\alpha}^{\mu} + \frac{1}{2} \frac{\partial \Sigma_{R,CC}^{\mu}}{\partial p_i} \right] \sigma \left[ f_{\alpha}^{\mu} \right] \]
\[ (\text{semi positive definite}) + \frac{1}{2} \sum_{\alpha} v^{\alpha} \int dh \left( g_{\alpha}^{12} C_{CC}^{21} - g_{\alpha}^{21} C_{CC}^{12} \right) \ln \frac{g_{\alpha}^{12} C_{CC}^{21}}{g_{\alpha}^{21} C_{CC}^{12}} \geq 0, \]
4. Numerical simulations

In this section, we show the results of our numerical simulations of the KG and the KB equations in section 2 in 1 + 1 dimensions. We assume spatially homogeneous systems, which means that the condition of spatial homogeneity is satisfied for each system. The initial condition of the Green functions is the same as that in [53]. The initial temperature \( T_{\text{ini}} \) is set to be the mass \( m \). The \((L, R)\) reservoirs are extended to 1, 2, \( \cdots, N_{\text{res}} \). We prepare the coupling constants \( \lambda_C = \lambda_g = 4.0 \), and set the tunneling coupling constants \( \nu_{\alpha} = 0.2/N_{\text{res}} \) with \( N_{\text{res}} = 2, 3, 4, 5, 10 \) and 100. We set the memory time \( m t_{\text{mem}} = 35.25 \) and remove the information in earlier past. We use the momentum \( p_{\alpha} = \frac{2\pi n_{\alpha}}{V} \) (the volume \( V = 2a_0 N_s \)) with \( n_{\alpha} = -N_0 - N_s + 1, \cdots, N_s \) and \( p_{\alpha}^2 = \frac{4}{a_0^2} \sin^2 \frac{\pi n_{\alpha}}{2N_s} \). We set the lattice spacing \( ma_s = 0.5 \), lattice size \( N_s = 40 \), and time-space ratio \( a_t/a_s = 0.1 \) in the lattice simulation. We normalize all the variables and functions by mass \( m \). We renormalize only the local self-energy by \( \Delta m_{\alpha}^2 \) and \( \Delta m_{\alpha}^2 \). The numerical method for the time evolution is summarized in appendix B.

4.1. Decoherence, entropy production and chemical equilibration

The initial condition for the background coherent fields is given by,

\[
\tilde{\phi}_{C}(X^0 = 0) = 0.5 = \left[ \frac{1}{\lambda}, \frac{\partial \tilde{\phi}_{C}(X^0)}{\partial X^0} \right]_{X^0 = 0} = 0,
\]

\[
\tilde{\phi}_{\alpha}(X^0 = 0) = 0, \quad \frac{\partial \tilde{\phi}_{\alpha}(X^0)}{\partial X^0} \bigg|_{X^0 = 0} = 0.
\]

(\( \alpha = 1, 2, \cdots, N_{\text{res}} \)).

The time evolution of coherent fields \( \tilde{\phi}_{C} \) and \( \tilde{\phi}_{\alpha} \) is given in figures 3 and 4.

The coherent field \( \tilde{\phi}_{C} \) in the central region \( C \) is damped with oscillations around zero and it converges to zero in the course of the time evolution. The time evolution is only slightly dependent on the number of the reservoirs \( N_{\text{res}} \). The damping of the coherent field \( \tilde{\phi}_{C} \) is smaller for larger \( N_{\text{res}} \) since the coherent field transfer becomes smaller for larger \( N_{\text{res}} \). Coherent fields are transferred from \( C \) to \( \alpha \) reservoirs. The values of \( \tilde{\phi}_{C} \) in the local maximum at around \( mX^0 = 7.0 \) are \( 0.104, 0.070, 0.053, 0.043, 0.021 \) and 0.002 for \( N_{\text{res}} = 2, 3, 4, 5, 10 \), and 100, respectively. The values of \( \tilde{\phi}_{C} \) at the local minimum are around \( mX^0 = 10.0 \) are \(-0.106, -0.073, -0.055, -0.044, -0.022 \) and 0.002 for \( N_{\text{res}} = 2, 3, 4, 5, 10 \), and 100, respectively. At early times \( 0 < mX^0 < 10 \), the \( \tilde{\phi}_{C} \) is amplified, and at later times \( 10 < mX^0 \), the \( \tilde{\phi}_{C} \) is damped with subsequent oscillations and converges asymptotically to zero. The frequencies of \( \tilde{\phi}_{C} \) are less dependent on \( N_{\text{res}} \) at early times \( mX^0 < 10 \), but the \( N_{\text{res}} \) dependence in frequencies appears a little after the time when \( \langle \tilde{\phi}_{C} \rangle \) reaches its maximum value. Note that coherent fields disappear in the time evolution for any \( N_{\text{res}} \).

In figure 5, we show the time evolution of the total energy density (divided by \( N_{\text{res}} + 1 \) given in appendix A). The energy error is within 0.3 %. At early times \( 0 < mX^0 < 10 \), the values of the total energy density are oscillating around their initial values for any \( N_{\text{res}} \) due to sudden switch-on of self-energy at the initial time. At 35.25 < \( mX^0 \), they tend to increase monotonically due to the removal of information in earlier past for any \( N_{\text{res}} \). The increase appears a little larger for larger \( N_{\text{res}} \). The values of the total energy become smaller for larger \( N_{\text{res}} \).
since the initial energy density of the coherent fields is divided by $N_{\text{res}} + 1$. The time evolution of the energy density of the coherent fields is given in appendix A in figure 6. The initial energy density of the coherent fields at $mX^0 = 0$ has the same value for any $N_{\text{res}}$ in this initial condition. The energy of the coherent fields is damped in the time evolution and converges to zero. We find that decoherence occurs in open systems. The difference of
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Figure 4. Time evolution of the coherent field $\delta_0$.  

Figure 5. Time evolution of the total energy density divided by $N_{\text{res}} + 1$.  

Figure 6. Time evolution of the energy density of coherent fields.
the energy density of coherent fields for $N_{\text{res}}$ becomes gradually larger at larger $mX^0$ in the time evolution. The larger the $N_{\text{res}}$ is, the larger the damping of the energy density becomes. At around $mX^0 \sim 2, 7, 10, 17$, the energy density of the coherent fields appears to increase a little for $N_{\text{res}} = 10$ and 100. For $N_{\text{res}} = 2, 3, 4, 5$, the decrease of the energy density becomes smaller at $mX^0 \sim 4, 7$.

In Figure 7, we show the incoherent particle number distribution functions at $mX^0 = 0$ and $mX^0 = 250$ in $N_{\text{res}} = 2$, and $mX^0 = 250$ in $N_{\text{res}} = 5$ in the central region $C$. The incoherent particle number distribution function $n(X^0, p)$ of the mode energy $\Omega(X^0, p)$ is defined as,

$$ n(X^0, p) = \langle F(X^0, X^0, p) \partial_x \partial_y F(x^0, y^0; p) | e^{i\epsilon q x^0 - \epsilon q y^0} \rangle - (\partial_x F(x^0, y^0; p) | e^{i\epsilon q x^0 - \epsilon q y^0} \rangle)^2 = \frac{1}{2} \tag{50} $$

$$ \Omega(X^0, p) = (\partial_x \partial_y F(x^0, y^0; p) \langle e^{i\epsilon q x^0 - \epsilon q y^0} / F(X^0, X^0, p) \rangle)^2 \tag{51} $$

Here, statistical functions are labelled by $C$ or $\alpha$ with $\alpha = 1, 2, \cdots, N_{\text{res}}$. The difference in the $n(X^0, p)$ in smaller $\Omega(X^0, p) < 2.0$ for $N_{\text{res}} = 5$ and $N_{\text{res}} = 2$ seems explicit. The $n(X^0, p)$ in $C$ seems to approach the Bose–Einstein distribution

$$ \exp \left( \frac{\epsilon q x^0 - \epsilon q y^0}{T} \right) - 1 $$

with the temperature $T$ and the chemical potential $\mu$. The temperature $T$ is near $m$ at around $mX^0 = 250$. A typical difference appears in the values of the chemical potentials $\mu/m = 0.157$ for $N_{\text{res}} = 5$ and $\mu/m = 0.234$ for $N_{\text{res}} = 2$. Even at $mX^0 = 250$, the values of the chemical potential remain nonzero. The larger $N_{\text{res}}$ is, the smaller the chemical potential becomes for $N_{\text{res}} = 2, 3, 4, 5$. 
In figure 8, we show the time evolution of the number density $N = \int \frac{dp}{2\pi} n(X^0, p)$ with the volume $V$. The number density in $C$ increases at early times $0 < mX^0 < 10$ due to field-particle conversion. The increase becomes larger for larger $N_{\text{res}}$. At $mX^0 \sim 2, 4, 7$, the $N(X^0)/V$ in $C$ decreases a little temporarily. At later times $10 < mX^0$, the number density in $C$ starts to decrease and converges to the constant values for $N_{\text{res}} = 2,$ and 5. The number density in the reservoir $\alpha$ tends to increase in the time evolution and converges to the same constant values as those in the $C$. The constant values become smaller for larger $N_{\text{res}}$. For $N_{\text{res}} = 10$ and 100, the difference in $N/V$ between $C$ and the reservoir $\alpha$ appears even at $mX^0 = 250$, but $N/V$ in $C$ tends to approach that in the reservoir $\alpha$.

In figure 9, we show the time evolution of the entropy density in the system $C$ and the reservoir $\alpha$. We adopt the entropy density with the quasi-particle approximation given by,

$$s^0 = \int \frac{dp}{2\pi} [1 + n] \ln(1 + n) - n \ln n].$$

We find the same tendency as that for the number density. The entropy density in the system $C$ increases at early times $0 < mX^0 < 10$ for $N_{\text{res}} = 2$ due to field-particle conversion, but decreases at later times $10 < mX^0$ due to incoherent particles being transferred from $C$ to the reservoirs. The decrease of the entropy density in $C$ and the increase of the entropy density in the reservoir $\alpha$ become slower for larger $N_{\text{res}}$, since the effects of incoherent particle transfer become smaller.

In figure 10, the time evolution of the total entropy density is depicted. We find that total entropy density tends to increase monotonically over the time evolution. At early times $mX^0 < 20$ with the field-particle conversion, the increase is rapid compared with that at $20 < mX^0$. The nonmonotonic behavior is due to higher
order corrections in the gradient expansion. At around \( mX^0 = 2, 4, \) and \( 7 \), the total entropy density tends to decrease a little. The nonmonotonic behavior disappears at later times for \( mX^0 > 40 \). The increase at the later times becomes larger for \( N_{\text{res}} = 100 \) than that for \( N_{\text{res}} = 2 \). The entropy density for \( N_{\text{res}} = 100 \) is smaller than that for \( N_{\text{res}} = 2 \) since the produced incoherent particles are spreading out in \( C \) and the \( N_{\text{res}} \) reservoirs. We find that the values of the total entropy density divided by \( N_{\text{res}} + 1 \) for \( N_{\text{res}} = 2 \) and \( 5 \) at \( mX^0 = 250 \) in figure 10 are equal to \( s^0 \) in \( C \) and \( \alpha \) for \( N_{\text{res}} = 2 \) and \( 5 \) at \( mX^0 = 250 \) in figure 9.

4.2. Information transfer in networks

In this section, we show how quantum coherence is transferred within networks of interacting domains. The initial condition of the coherent fields is given by,

\[
\tilde{\phi}_1(X^0 = 0) = 0.5, \quad \frac{\partial \tilde{\phi}_1(X^0)}{\partial X^0} \bigg|_{X^0 = 0} = 0,
\]

\[
\tilde{\phi}_C(X^0 = 0) = 0, \quad \frac{\partial \tilde{\phi}_C(X^0)}{\partial X^0} \bigg|_{X^0 = 0} = 0,
\]

\[
\tilde{\phi}_j(X^0 = 0) = 0, \quad \frac{\partial \tilde{\phi}_j(X^0)}{\partial X^0} \bigg|_{X^0 = 0} = 0, \quad (\beta = 2, 3, \ldots, N_{\text{res}}).
\]

We set the nonzero value only in the coherent field \( \tilde{\phi}_1 \) in the first reservoir.
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In section 4.1, we have prepared a nonzero value in $\phi_C$, at an initial condition. In the time evolution in figure 3, the coherent field $\phi_C$ is damped with subsequent oscillations. The damping of the coherent field $\phi_C$ seems to be slightly dependent on $N_{\text{res}}$. We have shown the time evolution of $\phi_C$ in figure 4. We find that the maximum amplitude is proportional to the tunneling coupling constant $0.2/N_{\text{res}}$. The frequency is less dependent on $N_{\text{res}}$. The entropy production seems to be consistent with the proof of the H-theorem shown in section 3. The chemical equilibration occurs due to the particle number-changing processes in KB equations and the tunneling processes between systems.

In section 5.1, we have prepared a nonzero value in $\phi_C$, at an initial condition. In the time evolution in figure 3, the coherent field $\phi_C$ is damped with subsequent oscillations. The damping of the coherent field $\phi_C$ seems to be slightly dependent on $N_{\text{res}}$. We have shown the time evolution of $\phi_C$ in figure 4. We find that the maximum amplitude is proportional to the tunneling coupling constant $0.2/N_{\text{res}}$. The frequency is less dependent on $N_{\text{res}}$. The entropy production seems to be consistent with the proof of the H-theorem shown in section 3. The chemical equilibration occurs due to the particle number-changing processes in KB equations and the tunneling processes between systems.

5. Discussion

In this paper, we have derived the time evolution equations in open systems with the central region and the multiple reservoirs (forming networks), namely the Klein–Gordon (KG) equations for coherent fields and the Kadanoff–Baym (KB) equations for incoherent particles. (We have generalized our results in [53] to systems with multiple reservoirs.) We have investigated the relativistic $\phi^4$ theory to describe a similar dynamics situation to that with photons, since the time evolution equation of coherent photons is the relativistic KG equation. We have introduced the kinetic entropy current and shown the H-theorem for open systems with a central region and multiple reservoirs. We have found that decoherence, entropy saturation, and chemical equilibration occur in numerical simulations of the KG and KB equations in $1 + 1$ dimensions. The decoherence occurs due to parametric resonance instability and field-induced processes in self-energy as elaborate on in section 2. Coherence is not robust in the $\phi^4$ theory with $m^2 > 0$. The entropy production seems to be consistent with the proof of the H-theorem shown in section 3. The chemical equilibration occurs due to the particle number-changing processes in KB equations and the tunneling processes between systems.

In section 4.1, we have prepared a nonzero value in $\phi_C$, at an initial condition. In the time evolution in figure 3, the coherent field $\phi_C$ is damped with subsequent oscillations. The damping of the coherent field $\phi_C$ seems to be slightly dependent on $N_{\text{res}}$. We have shown the time evolution of $\phi_C$ in figure 4. We find that the maximum amplitude is proportional to the tunneling coupling constant $0.2/N_{\text{res}}$. The frequency is less dependent on $N_{\text{res}}$. The entropy production seems to be consistent with the proof of the H-theorem shown in section 3. The chemical equilibration occurs due to the particle number-changing processes in KB equations and the tunneling processes between systems.
since the tunneling (with the tunneling coupling constant \( \nu_t = 0.2/N_{\text{res}} \)) of incoherent particles becomes smaller for larger \( N_{\text{res}} \). The larger the number density is, the larger the effects of the field-induced processes become. As has been shown by several authors [46–48], larger damping of coherent fields occurs at higher temperatures, which means that the number density in the system is larger. Since the number density in \( C \) becomes larger for larger \( N_{\text{res}} \), the damping of energy of coherent fields becomes larger. In figure 8, we also see that the number density near the equilibrium state is smaller for larger \( N_{\text{res}} \), since the produced incoherent particles are spreading within networks and the number density in each system becomes smaller for larger \( N_{\text{res}} \). The time scales of convergence become larger for larger \( N_{\text{res}} \) because tunneling of incoherent particles (with the tunneling coupling constant \( \nu_t = 0.2/N_{\text{res}} \)) becomes smaller for larger \( N_{\text{res}} \). For \( N_{\text{res}} = 10 \) and 100, the chemical equilibrium state has not been realized even at \( mX^0 = 250 \). In figure 9, we show the entropy density for each system. In this figure, we find similar results to the number density in figure 8. The entropy density in \( C \) increases at early times \( 0 < mX^0 < 10 \) due to field-particle conversion (decoherence), but decreases at later \( 10 < mX^0 \) due to incoherent particles being transferred from \( C \) to the reservoirs. The entropy density in the reservoirs increases over the course of the time evolution. The entropy density in \( C \) and that in the reservoirs converge to the constant values for \( N_{\text{res}} = 2 \) and 5. Total entropy density in figure 10 tends to increase monotonically for \( N_{\text{res}} = 2, 5, 10, \) and 100. It seems that the monotonically-increasing behavior is common for any number of reservoirs \( N_{\text{res}} \). This result is consistent with the H-theorem stated in section 3. Nonmonotonic behavior is due to higher order terms in the gradient expansion. In the course of time evolution, the error in the total energy density is within 0.3%. The error has the maximum values at around the initial time due to the sudden switch-on of self-energy. The error of the total energy density at later times \( 35.25 < mX^0 < 250 \) with memory time \( mt_{\text{mem}} = 35.25 \) does not exceed the error at around the initial time. (For \( mX^0 > 35.25 \), we have removed the information in earlier past.) This is because we have sufficiently large memory time \( mt_{\text{mem}} = 35.25 \) in time evolution of the KG and KB equations. The statistical function is approximately expressed as \( \Phi_{\text{CC}}(x^0, \phi, p) \sim \Phi(p) \sim n(p) e^{-\frac{p^2}{2m_0^2}} \cos(\Omega_p(x^0 - z^0)) \) with the particle number distribution \( n(p) \), the damping factor \( \gamma_p \) and the frequency \( \Omega_p \). We can estimate the order as \( m/\gamma_p \sim 10 \) at \( mX^0 = 35 \) in \( C \) for \( N_{\text{res}} = 2 \) and 100 in numerical simulations in section 4.1. Hence, we can remove the information in earlier past since \( m/\gamma_p \sim 10 \) is sufficiently smaller than \( mt_{\text{mem}} = 35.25 \). The quantity \( \gamma_p \) is related to the spectral width or \( \Sigma_p \). Larger the number density is, the larger the spectral width and the \( \gamma_p \) become. The reason why the error of the total energy density divided by \( N_{\text{res}} + 1 \) for \( N_{\text{res}} = 100 \) is a little larger than that for \( N_{\text{res}} = 2 \) at later times \( 35.25 < mX^0 < 250 \) might be explained by the difference of the number density in the reservoir \( \alpha \). Since \( m/\gamma_p \) becomes larger (smaller damping) by the smaller number density in the reservoir \( \alpha \) for \( N_{\text{res}} = 100 \) than that for \( N_{\text{res}} = 2 \), the information of Green functions in the reservoir \( \alpha \) in earlier past, which is removed at \( mX^0 > mt_{\text{mem}} \), might be relatively significant for \( N_{\text{res}} = 100 \) compared with \( N_{\text{res}} = 2 \).

In coherent field transfer within networks in section 4.2, the damping of coherent field \( \phi_{C} \) is smaller for larger \( N_{\text{res}} \) since the tunneling coupling constant \( \nu_t = 0.2/N_{\text{res}} \) is proportional to \( 1/N_{\text{res}} \). The time evolution of \( \phi_{C} \) in section 4.2 is similar to that in \( \phi_{C} \) in section 4.1 because the tunneling coupling is small. The difference between these two gradually appears in the time evolution, since \( \phi_{C} \) is connected to \( N_{\text{res}} \) reservoirs, but \( \phi_{C} \) is connected only to \( C \). The coherent field in one reservoir is transferred to \( C \). The maximum amplitude of \( \phi_{C} \) (the minimum value at \( mX^0 = 10 \)) seems to be proportional to the tunneling coupling constant \( \nu_t = 0.2/N_{\text{res}} \). The phase difference between \( \phi_{C} \) and \( \phi_{C} \) is \( \pi/2 \). These results are explained by the analysis of the forced oscillation in the KG equation in \( C \) in a similar way in [53]. We also find that the minimum value of \( \phi_{C} (\beta = 1) \) at \( mX^0 = 17.5 \) in other reservoirs seems to be proportional to \( 1/N_{\text{res}}^2 \), which is explained by forced oscillations in the KG equation in the reservoir \( \beta \). The frequency in \( \phi_{C} \) is less dependent on the number of the reservoirs \( N_{\text{res}} \). This result corresponds to information transfer, in which the change of one system by external stimuli is transferred to the hub system \( C \) and spreading to other systems. Since the phases in \( \phi_{C} \) are the same, this situation might represent a form of synchronization induced by external stimuli.

We set the positive mass squared \( m^2 > 0 \) in this paper, although the negative mass squared \( m^2 < 0 \) term is commonly adopted in discussing the Higgs mechanism. Even in \( m^2 > 0 \), we can show the Higgs mechanism with the nonzero expectation value of charged bosons \( \varphi \) by preparing nonzero charge density of fermions as in QED with charged fermions [66]. It is also possible to show the nonzero expectation value of charged bosons \( \varphi \) by preparing nonzero charge density of incoherent charged bosons [67]. This is because the potential energy \( \Phi(\varphi) \) is given by \( \Phi(\varphi) = m^2\varphi^2 + e^2(A^0 - \varphi)^2\varphi^2 \) with the charge \( e \) and the scalar potential \( e(A^0 - \varphi) = \frac{\text{charge density}}{\epsilon^2} \), and the potential energy gives a nonzero minimum point for \( \varphi \). The \( e(A^0 - \varphi) \) is equivalent to the chemical potential. The Higgs mechanism in \( m^2 > 0 \) is due to a nonzero chemical potential. Then, the expectation values \( \varphi \) becomes diverse due to the diverse charge density or
chemical potential. This situation might be similar to the case in which the diquark condensate $|qq\rangle$ has different values due to a different chemical potential in the SU(2) lattice gauge theory [68, 69]. We might be able to prepare diverse coherent states by preparing different charge density even in QBD.

We set the same mass $m$ in $C$ and the reservoirs $\alpha$ to discuss the information transfer between systems with the quantum tunneling phenomena suggested in [29]. In section 3, we find that the momentum and the frequency of incoherent particles do not change in tunneling between $C$ and $\alpha$ to the first order in the gradient expansion, since no convolution for the momentum and the frequency appears in $g^{\alpha\alpha}(X^0, p) G^{\alpha C}(X^0, p)$ in equation (48). In the quasiparticle approximation in which the spectral width is narrow enough in the small number density, the mass in $C$ must be the same as that in $\alpha$ to describe the tunneling phenomena. Hence, we prepared the same mass in $C$ and $\alpha$. (We also set the same coupling constant $\lambda_C = \lambda_\alpha$, to avoid different thermal effects between systems.) In QBD, the excitation of the finite number of evanescent photons represents the effect of memory retrieval. By using quantum tunneling, we might be able to describe the associative memory in which incoherent particles are transferred between systems. Then, the difference between the masses of evanescent photons might classify each memory subdivided in each area in the brain, namely by external stimuli we might maintain only memory in networks with coherent states with similar values of the mass of the evanescent photons.

We can set the Planck constant to zero in the classical approximation. The decoherence occurs even in that case, in which the incoherent particle number distribution function in the equilibrium state becomes $\frac{T^{N_f}}{(2\pi)^{N_f} p} \frac{1}{2} e^{-\frac{W}{T}}$ with the temperature $T$ instead of the Bose–Einstein distribution, since the self-energy in open systems is the same as that in the isolated system. By comparing the quantum case with the classical one, we find that the difference between the frequencies of the coherent fields gradually appears in the time evolution due to the difference between the corresponding local self-energies given by momentum integration of the statistical function proportional to the Bose–Einstein distribution or $\frac{T}{(2\pi)^{N_f} p} \frac{1}{2} e^{-\frac{W}{T}}$ near the equilibrium states.

We have started the universal usage of the same spatial variable $x$ in the introduction of the Lagrangian. By assuming spatial homogeneity, we have constructed a model which represents various areas connected with networks having a hub. Due to spatial homogeneity, the spatial difference between the spatial boundaries and others disappears. However, since we start with QFT, it is possible to describe a phase transition occurring in this model. We can describe macroscopic properties of matter with time-dependent order parameters based on QFT. It is also possible to describe quantum tunneling phenomena such as the Josephson effect. They are the key advantages of this model.

In this paper, we have studied equilibration processes in quantum networks possessing a central region and multiple reservoirs. The expectation value of the scalar coherent fields corresponds to the square root of the number of aligned dipoles and the mass of the evanescent photons in QED with water electric dipoles (QBD). When the mass of the evanescent photons remains in the equilibrium state in open systems (coherence is maintained), we can describe memory formation processes using QBD and trace the information transfer between systems in QBD within networks. In the future, we plan to describe equilibration processes in QBD in networks. This work in the $\phi^4$ theory applied to quantum networks can be extended to the case of QBD.

6. Conclusion

We can trace the time evolution of the quantum fields in the $\phi^4$ theory for open systems with the central region connected to multiple reservoirs using the Klein–Gordon and Kadanoff–Baym equations. Decoherence, entropy saturation and chemical equilibration occur over the course of the time evolution. The time scales of decoherence are smaller in the case with a larger number of the connected reservoirs $N_{\text{res}}$, but the time scales of chemical equilibration are larger in the case of larger $N_{\text{res}}$. The information transfer has been shown to occur between the interacting systems. In particular, the phase and frequency are less dependent on the number of the interacting reservoirs $N_{\text{res}}$.
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Appendix A. Conserved Energy

Below we give an explicit form of the conserved energy in spatially homogeneous systems in the time evolution of the KG and the KB equations.

$$E_{\text{tot}}(X^0) = E_{\text{field}}(X^0) + E_{\text{ef}}(X^0),$$

(54)

where

$$E_{\text{field}}(X^0) = \frac{1}{2} \left( (\partial_0 \phi_c^0)^2 + m^2 \phi_c^0 \right) + \sum_{a=1}^{N_\text{f}} \frac{1}{2} \left( (\partial_0 \phi_{a,0})^2 + m^2 \phi_{a,0} \right)$$

$$- \phi_c \sum_{a=1}^{N_\text{f}} v_a \phi_{a,0} + \frac{1}{2} \left( \lambda_c \phi_c^2 + \sum_{a=1}^{N_\text{f}} \lambda_a \phi_{a,0}^2 \right)$$

$$+ \frac{1}{2} \left( \sum_{\text{loc, c}} (X^0)^2 \phi_c^2 + \sum_{\text{loc, a}} (X^0)^2 \phi_{a,0}^2 \right) - \frac{1}{2} \delta m \phi_c^2 - \sum_{a=1}^{N_\text{f}} \frac{1}{2} \delta m_{a,0} \phi_{a,0}^2$$

$$+ \int_{t_0}^{X^0} dt \Sigma_{\rho,\alpha,c}(X^0, t) \phi_c(X^0) \phi_c(t) + \int_{t_0}^{X^0} dt \sum_{a=1}^{N_\text{f}} \Sigma_{\rho,\alpha,a}(X^0, t) \phi_{a,0}(X^0) \phi_{a,0}(t),$$

(55)

and,

$$E_{\text{ef}}(X^0) = \frac{1}{2} \int_p \left( p^2 + m^2 + \partial_x \phi_{x,0} \right) \left( F_{\text{CC}}(X^0, y^0; p) + \sum_{a=1}^{N_\text{f}} F_{\text{a,0}}(X^0, y^0; p) \right) \bigg|_{x^0=y^0=X^0}$$

$$- \frac{1}{2} \int_p \sum_{a=1}^{N_\text{f}} v_a \left( F_{\rho,\alpha,c}(X^0, X^0; p) + F_{\rho,\alpha,c}(X^0, X^0; p) \right)$$

$$+ \frac{1}{8} \left( \int_p \left( F_{\text{CC}}(X^0, X^0; p) \right)^2 + \sum_{a=1}^{N_\text{f}} \left( \int_p F_{\text{a,0}}(X^0, X^0; p) \right)^2 \right)$$

$$- \frac{1}{2} \delta m \int_p F_{\text{CC}}(X^0, X^0; p) - \sum_{a=1}^{N_\text{f}} \delta m_{a,0} \int_p F_{\text{a,0}}(X^0, X^0; p)$$

$$+ \frac{1}{4} \int_{t_0}^{X^0} dt \int_p \left( \Sigma_{\rho,\alpha,c}(X^0, t; p) F_{\text{CC}}(t, X^0; p) - \Sigma_{\rho,\alpha,c}(X^0, t; p) \rho_{\text{CC}}(t, X^0; p) \right)$$

$$+ \frac{1}{4} \int_{t_0}^{X^0} dt \int_p \left( \Sigma_{\rho,\alpha,a}(X^0, t; p) F_{\text{a,0}}(t, X^0; p) - \Sigma_{\rho,\alpha,a}(X^0, t; p) \rho_{\text{a,0}}(t, X^0; p) \right)$$

$$- \frac{3}{4} \int_{t_0}^{X^0} dt \Sigma_{\rho,\alpha,c}(X^0, t) \phi_c(X^0) \phi_c(t) - \frac{3}{4} \int_{t_0}^{X^0} dt \sum_{a=1}^{N_\text{f}} \Sigma_{\rho,\alpha,a}(X^0, t) \phi_{a,0}(X^0) \phi_{a,0}(t).$$

(56)

The above results are derived by extending the result in systems with the two reservoirs to that in systems with the multiple reservoirs.

Appendix B. Numerical method

We show how to calculate time evolution of the Kadanoff–Baym equations in open systems in section 2, especially time integration using the Fortran programming language.

We discretize the time variable as $x^n = nt_0$ and $y^n = mt_0$ with integers $n$ and $m$ and time stepsize $a_t$. Before the time evolution is implemented, the Green functions and self-energy at $n, m = 0, 1$ are given by their initial conditions. First, we write the do-loop of $n$, starting with 1 for time steps of evolution of $x^n$. Inside the do-loop, we calculate $\phi_c(n + 1), \phi_{a,0}(n + 1)$ with the Klein–Gordon equations. Next, we calculate time evolution of the Kadanoff–Baym equations. We write the first do-loop of $m$ $(0 \leq m \leq n + 1)$ and momentum $p$, inside which we calculate in equation (23) as,
\[ F_{CC}(n + 1, m) = 2F_{CC}(n, m) - F_{CC}(n - 1, m) \]
\[ - a_0^2 \left[ \mathbf{p}^2 + \text{mass}^2 + \frac{\lambda_c}{2} \phi_c(n)^2 + \Sigma_{\text{loc},C}(n) \right] F_{CC}(n, m) \]
\[- a_0^2 \left[ \Sigma_{p,\text{CC}}(n, 0) F_{CC}(0, m)/2 - \Sigma_{F,\text{CC}}(n, 0) \rho_{CC}(0, m)/2 \right] \]
\[ + \sum_{l=1}^{m-1} (\Sigma_{p,\text{CC}}(n, l) F_{CC}(l, m) - \Sigma_{F,\text{CC}}(n, l) \rho_{CC}(l, m)) \]
\[ + \sum_{l=m}^{n-1} \Sigma_{p,\text{CC}}(n, l) F_{CC}(l, m) \]
ORCID iDs

Jack A Tuszynski  https://orcid.org/0000-0001-9976-0429

References

[1] Laschley K S 1963 Brain Mechanisms and Intelligence: A Quantitative Study of Injuries to the Brain (New York: Dover)
[2] Pribram K H 1971 Languages of the Brain (Englewood Cliffs, N. J.: Prentice-Hall)
[3] Pribram K H 1991 Brain and Perception (New Jersey: Lawrence Erlbaum Associates)
[4] Day J and Sweet J D 2010 Nat. Neurosci. 13 1319
[5] Adolphs R 2015 Trends Cogn. Sci. 19 173
[6] Jibu M and Yasue K 1995 Quantum Brain Dynamics and Consciousness: An Introduction (Amsterdam: John Benjamins)
[7] Vitiello G 2001 My Double Unveiled: The Dissipative Quantum Model of Brain (Amsterdam: John Benjamins)
[8] Ricciardi L M and Umezawa H 1967 Cybernetik 4 44
[9] Nambu Y and Lasinio G J 1961 Phys. Rev. 122 345
[10] Goldstone J 1961 Nuovo Cimento 15 154
[11] Goldstone J, Salam A and Weinberg S 1962 Phys. Rev. 127 965
[12] Stuart C I I M, Takahashi Y and Umezawa H 1978 J. Theor. Biol. 71 605
[13] Stuart C I I M, Takahashi Y and Umezawa H 1979 Found. Phys. 9 301
[14] Frohlich H 1968 Phys. Lett. 26a 402
[15] Frohlich H 1968 Int. J. Quantum Chem. 2 2641
[16] Frohlich H 1970 Nature (London) 228 1093
[17] Frohlich H 1972 Phys. Lett. 39A 153
[18] Frohlich H 1975 Phys. Lett. 51A 21
[19] Frohlich H 1977 Nuovo Cimento 7 399
[20] Davydov A S and Kislukha N K 1976 Sov. Phys. JEPT 44 571
[21] Tuszynski J A, Paul R, Chatterjee R and Sreenivasan S R 1984 Phys. Rev. A 30 2666
[22] Del Giudice E, Doglia S, Milani M and Vitiello G 1985 Phys. Lett. 95A 508
[23] Del Giudice E, Doglia S, Milani M and Vitiello G 1985 Nucl. Phys. B 251 375
[24] Del Giudice E, Preparata G and Vitiello G 1988 Phys. Rev. Lett. 61 1085
[25] Giudice E D, Doglia S, Milani M, Smith C W and Vitiello G 1989 Phys. Scripta 40 786
[26] Jibu M and Yasue K 1992 A Physical Picture of Umezawa’s quantum brain dynamics Cybernetics and Systems Research ed R Trapp (Singapore: World Science Publisher) 797
[27] Jibu M and Yasue K 1993 Cybern. Syst. 24 1
[28] Jibu M, Hagan S, Hameroff S R, Pribram K and Yasue K 1994 BioSystems 32 195
[29] Jibu M and Yasue K 1997 Informatica 21 471
[30] Dicke R H 1954 Phys. Rev. 93 99
[31] Gross M and Haroche S 1982 Phys. Rep. 93 301
[32] G Preparata, In Foglia R 1983 Problems of fundamental modern physics 303–341, and Milan U. - MIT-89-05 (89.rec.Aug.) 20 p
[33] Preparata G 1995 QED Coherence in Matter (Singapore: World Scientific)
[34] Enz C P 1997 Helv. Phys. Acta 70 141
[35] Umezawa H 1993 Advanced Field Theory: Micro, Macro, and Thermal Physics (New York: American Institute of Physics)
[36] Tomoni G 2004 BMC Neuro science 5 42
[37] Tomoni G 2008 Biol. Bull. 215 216
[38] Vitiello G 1995 Int. J. Mod. Phys. 9 973
[39] Zheng J M and Pollack G H 2003 Phys. Rev. E 68 031408
[40] Del Giudice E, Voeikov V, Tedeschi A and Vitiello G 2015 The origin and the special role of coherent water in living systems Fields of the Cell95–111
[41] Egmark M 2000 Phys. Rev. E 61 4194
[42] Hagan S, Hameroff S R and Tuszynski J A 2002 Phys. Rev. E 65 061901
[43] Baym G and Kadanoff L 1961 Phys. Rev. 124 287
[44] Kadanoff L F and Baym G 1962 Statistical Quantum Mechanics (New York: Benjamin)
[45] Baym G 1962 Phys. Rev. 127 1391
[46] Berges J and Serreau J 2003 Phys. Rev. Lett. 91 111601
[47] Berges J 2004 AIP Conf. Proc. 739 3
[48] Arrizabalaga A, Smit J and Tranberg A 2005 Phys. Rev. D 72 025014
[49] Myshájén P, Stan A, Stefanucci G and van Leeuwen R 2008 Europhys. Lett. 84 67001
[50] Myshájén P, Stan A, Stefanucci G and Leeuwen R V 2009 Phys. Rev. B 80 115107
[51] Wang J S, Agarwalla B K, Li H and Thingna J 2014 Front. Phys. 9 673
[52] Drazić M, Cervoski V and Zikri R 2017 Int. J. Quantum Chem. 117 57
[53] Nishiyama A and Tuszynski J A 2018 Ann. Phys. 398 214
[54] Bardeen J 1961 Phys. Rev. Lett. 5 57
[55] Harrison W A 1961 Phys. Rev. 123 85
[56] Cohen M H, Falcov J M and Phillips J C 1962 Phys. Rev. Lett. 8 316
[57] Prange R E 1963 Phys. Rev. 131 1083
[58] Schwinger J 1961 J. Math. Phys. 2 407
[59] Keldysh L V 1964 Zh. Eksp. Teor. Fiz. 47 1515
[60] Keldysh L V 1965 Sov. Phys. -JEPT 20 201018
[61] Cornwell J M, Jackiw R and Tomboulis E 1974 Phys. Rev. D 10 2428
[62] Niemi A J and Semenoff G W 1984 Ann. of Phys. 152 105
[63] Niemi A J and Semenoff G W 1984 Nucl. Phys. B 230 181
[64] Calzetta E and Hu B L 1988 Phys. Rev. D 37 2878
[63] Ivanov Y B, Knoll J and Voskresensky D N 2000 Nucl. Phys. A 672 313
[64] Kita T 2006 J. Phys. Soc. Jpn. 75 114005
[65] Nishiyama A 2010 Nucl. Phys. A 832 289
[66] Gabadadze G and Rosen R A 2010 J. Cosmol. Astropart. Phys. JCAP04(2010)028
[67] Nishiyama A and Tuszynski J A 2018 Int. J. Mod. Phys. B 32 1850265
[68] Kogut J B, Toublan D and Sinclair D K 2002 Nucl. Phys. B 642 181
[69] Kogut J B, Toublan D and Sinclair D K 2003 Nucl. Phys. Proc. Suppl. 119 559
[70] Berges J 2002 Nucl. Phys. A 699 847