Statistical Inference of the Rayleigh Distribution Based on Progressively Type II Censored Competing Risks Data
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Abstract: A competing risks model under progressively type II censored data following the Rayleigh distribution is considered. We establish the maximum likelihood estimation for unknown parameters and compute the observed information matrix and the expected Fisher information matrix to construct the asymptotic confidence intervals. Moreover, we obtain the Bayes estimation based on symmetric and non-symmetric loss functions, that is, the squared error loss function and the general entropy loss function, and the highest posterior density intervals are also derived. In addition, a simulation study is presented to assess the performances of different methods discussed in this paper. A real-life data set analysis is provided for illustration purposes.
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1. Introduction

The analysis of censored data in life testing experiments is often inevitable due to the limited time of observations or the halfway quitting of some samples, which results in the experimenters failing to observe the occurrence of the failure or the exact failure time. There are various censoring schemes according to different classification methods. According to the classification of time, the censoring schemes include right censoring, left censoring, and interval censoring. Moreover, there are three types of right censoring, namely type I, type II and type III censoring. Type I and type II censoring schemes are the most common censoring schemes. In recent years, a generalized censoring scheme called progressive censoring has been widely used by statisticians because it saves time and costs compared to the traditional censoring scheme. Progressively type I censoring and progressively type II censoring are two basic censoring schemes of progressive censoring. Both of these censoring schemes make it easier for the experimenter to design the experiment, and the censored products can still be used in other experiments. Relevant studies have been carried out by many scholars. Ref. [1] obtained results on likelihood inference for distributions including one- and two-parameter exponential, extreme value, Weibull, normal, and Burr distributions under progressive type I censoring. Ref. [2] provided Bayesian estimation of the parameters and Bayesian prediction of the unobserved failure times based on a progressively type II censored sample from the generalized exponential distribution. Ref. [3] considered maximum likelihood estimation and Bayes estimation for both of the parameters and the reliability function of the Burr type XII distribution under progressively type II censoring. However, in medical studies and reliability analysis, the failure of individuals or products can be caused by multiple risk factors. For example, failures of pneumatic tires in a laboratory test are classified into several modes or categories such as cracking on the sidewall, cracking of the tread rubber, and other causes. In this case, the causes of failure are often termed competing risks. Thus, we
adopt a competing risks model to process survival data that faces multiple potential outcomes. A lot of work have been done on the competing risks model. Ref. [4] dealt with the competing risks model as a special case of a multistate model and discussed the relation between the competing risks model and right censoring. Ref. [5] studied the competing risks model under progressively type II censoring based on Lomax distributions and established maximum likelihood estimates for the distribution parameters. Ref. [6] provided several classical point predictors such as the maximum likelihood predictor, the best unbiased predictor from progressively type II censored competing risks data for exponential distributions. Ref. [7] studied a Bayesian analysis of a modified Weibull distribution under a progressively censored competing risks model. Ref. [8] obtained the maximum likelihood estimators as well as approximate maximum likelihood estimators in the Weibull model for competing risks data under progressively type II censoring with binomial removals.

The Rayleigh distribution is a distribution of the magnitude of a two-dimensional random vector whose coordinates are independent random variables with a standard normal distribution. It is a special case of the Weibull distribution with a shape parameter of 2. In real life, the Rayleigh distribution has a wide range of applications, especially in communication engineering and other fields. Many scholars have studied the properties of the Rayleigh distribution. For example, Ref. [9] derived Bayesian estimators and credible intervals for the parameter and reliability function from a progressively type II censored sample. Ref. [10] obtained the maximum likelihood and Bayes estimates for one and two parameters and the reliability function of the Rayleigh distribution under progressively type II censored samples.

In this paper, we mainly focus on the estimation of parameters of the Rayleigh distribution on the basis of progressively type II censored competing risks data. We adopt the so-called latent failure time approach, assuming these risks are independent. It is reasonable to have this assumption because of model simplification, since the information of the covariates is necessary if we assume the latent risks are dependent. Point estimation and interval estimation of the unknown parameters are obtained respectively by using the methods of classical statistics and Bayesian statistics.

The rest of paper is organized as follows. In Section 2, we briefly describe the model considered. Then we present the maximum likelihood estimators and the Bayes estimators under two different loss functions. In Section 3, we compute the observed information matrix and the expected Fisher information matrix to derive asymptotic confidence intervals. Moreover, we obtain the highest posterior density (HPD) credible intervals and compare the performance with the asymptotic confidence intervals. In Section 4, some results of a simulation study and some illustrations are presented. In Section 5, we analyze one data set in real life using all the methods discussed. In addition, in Section 6, we extend discussing the estimation of unknown parameters based on progressively type II censored competing risks data with binomial removals. In Section 7, conclusions are made.

2. Model Description and Parameter Estimation

In this section, we consider a life testing experiment with \( n \) identical units whose lifetimes \( \{X_1, X_2, \cdots, X_n\} \) are independent, identically distributed random variables. Let \( \delta_i, i = 1, 2, \cdots, n \) denote the cause of failure of the \( i \)th units. Assume there are two independent causes, namely cause 1 and cause 2. Let \( X_{ij} \) be the lifetime of the \( i \)th item under cause \( j, j = 1, 2 \). Suppose that \( X_{ij}, j = 1, 2 \) follows a Rayleigh distribution with probability density function given by

\[
f_j(x) = \frac{x}{\sigma_j^2} e^{-\frac{x^2}{2\sigma_j^2}}, x \geq 0, \sigma_j > 0.
\]

And accordingly, the survival function of \( X_{ij} \) is given by
Theorem 1. Suppose the causes of failure follow the Rayleigh distribution with parameters $\sigma_1$ and $\sigma_2$, the MLEs of $\sigma_1$ and $\sigma_2$ exist and are given by

$$\hat{\sigma}_1 = \sqrt{\frac{\sum_{i=1}^{m} x_{i|m+n}^2 (R_i + 1)}{2n_1}},$$

and

$$\hat{\sigma}_2 = \sqrt{\frac{\sum_{i=1}^{m} x_{i|m+n}^2 (R_i + 1)}{2n_2}}.$$

Proof of Theorem 1. The log-likelihood function without the constant is

$$\log L(\sigma_1, \sigma_2) = -2n_1 \log \sigma_1 - 2n_2 \log \sigma_2 - \sum_{i=1}^{m} x_{i|m+n}^2 \left( \frac{1}{2\sigma_1^2} + \frac{1}{2\sigma_2^2} \right) (R_i + 1).$$

Furthermore, $X_i = \min \{ X_{i1}, X_{i2} \}$. The cumulative distribution function of $X_i$ is given by

$$F(x_i) = 1 - e^{-x_i^2/\sigma_j^2}, x \geq 0, \sigma_j > 0.$$
Equating (5) and (6) to zeros, we can obtain the MLEs of \( \sigma_1 \) and \( \sigma_2 \). Furthermore, the Hessian matrix with \( \sigma_1 \) and \( \sigma_2 \) substituted is

\[
H = \begin{bmatrix}
-8n_1^2 \sum_{i=1}^{m} \bar{x}_{i,\text{mean},R} (R_i + 1) & 0 \\
0 & -8n_2^2 \sum_{i=1}^{m} \bar{x}_{i,\text{mean},R} (R_i + 1)
\end{bmatrix}.
\]

Since the Hessian matrix is a negative definite matrix, \( \hat{\sigma}_1 \) and \( \hat{\sigma}_2 \) are the maximums.

2.2. Bayes Estimation

In Bayes estimation, the unknown parameters \( \sigma_1 \) and \( \sigma_2 \) are considered as random variables that have some specific distributions. In this paper, we assume that the conjugate prior distributions for \( \sigma_1 \) and \( \sigma_2 \) follow distributions of the following form:

\[
\pi_1(\sigma_1) = \frac{a_1}{(b_1)^{2b_1} \Gamma(b_1)} \sigma_1^{2b_1-1} e^{-\frac{\sigma_1}{b_1}}, \sigma_1 > 0
\]

and

\[
\pi_2(\sigma_2) = \frac{a_2}{(b_2)^{2b_2} \Gamma(b_2)} \sigma_2^{2b_2-1} e^{-\frac{\sigma_2}{b_2}}, \sigma_2 > 0,
\]

where \( a_i > 0, b_i > 0, i = 1, 2 \) are the hyper-parameters. A random variable with a density of this kind of form follows the square-root inverted-gamma distribution. The expectations of (7) and (8) are

\[
E(\sigma_i) = \sqrt{\frac{a_i}{2}} \Gamma(b_i - \frac{1}{2}), b_i > \frac{1}{2}, i = 1, 2.
\]

We denote \( \bar{x} = (x_{1:n}, x_{2:n}, \ldots, x_{m:n}) \), then the joint posterior distribution of \( \sigma_1 \) and \( \sigma_2 \) is given by

\[
\pi^*(\sigma_1, \sigma_2 | \bar{x}) = \frac{L(\sigma_1, \sigma_2) \pi_1(\sigma_1) \pi_2(\sigma_2)}{\int \int L(\sigma_1, \sigma_2) \pi_1(\sigma_1) \pi_2(\sigma_2) d\sigma_1 d\sigma_2}.
\]

Thus, we have

\[
\pi^*(\sigma_1, \sigma_2 | \bar{x}) \propto \sigma_1^{-2n_1-2b_1-1} \sigma_2^{-2n_2-2b_2-1} \left( e^{\frac{a_1}{b_1}} e^{\frac{a_2}{b_2}} - \sum_{i=1}^{m} \bar{x}_{i,\text{mean},R} \left( \frac{1}{b_1} + \frac{1}{b_2} \right) (R_i + 1) \right).
\]

The conditional density of \( \sigma_1 \) given \( \sigma_2 \) and data is given by

\[
\pi_1^*(\sigma_1 | \sigma_2, \bar{x}) \propto \sigma_1^{-2n_1-2b_1-1} e^{\frac{a_1}{b_1}} e^{-\sum_{i=1}^{m} \bar{x}_{i,\text{mean},R} \frac{1}{b_1} (R_i + 1)}.
\]

Similarly, the conditional density of \( \sigma_2 \) given \( \sigma_1 \) and data is given by

\[
\pi_2^*(\sigma_2 | \sigma_1, \bar{x}) \propto \sigma_2^{-2n_2-2b_2-1} e^{\frac{a_2}{b_2}} e^{-\sum_{i=1}^{m} \bar{x}_{i,\text{mean},R} \frac{1}{b_2} (R_i + 1)}.
\]

For Bayes estimation, we choose both symmetric and asymmetric loss functions. The most popular symmetric loss function is the squared error loss (SEL) function, and it is defined as:

\[
L_1(\theta, \bar{\theta}) = (\bar{\theta} - \theta)^2.
\]
Theorem 2. Suppose the causes of failure follow the Rayleigh distribution with parameters $\sigma_1$ and $\sigma_2$. The Bayes estimators under the squared error loss function are given by

$$\hat{\sigma}_{1\text{SEL}} = E(\sigma_1 | \overline{x}) = \sqrt{\frac{a_1 + \sum_{i=1}^{m} (R_i + 1)x_{i|m,n}^2}{2} \frac{\Gamma(n_1 + b_1 - \frac{1}{2})}{\Gamma(n_1 + b_1)}},$$

and

$$\hat{\sigma}_{2\text{SEL}} = E(\sigma_2 | \overline{x}) = \sqrt{\frac{a_2 + \sum_{i=1}^{m} (R_i + 1)x_{i|m,n}^2}{2} \frac{\Gamma(n_2 + b_2 - \frac{1}{2})}{\Gamma(n_2 + b_2)}}.$$

Proof of Theorem 2. The results can be calculated directly. \qed

Theorem 3. Suppose the causes of failure follow the Rayleigh distribution with parameters $\sigma_1$ and $\sigma_2$. The posterior risks of $\sigma_1$ and $\sigma_2$ under the squared error loss function are given by

$$R(\hat{\sigma}_{1\text{SEL}}) = E(\sigma_1^2 | \overline{x}) - [E(\sigma_1 | \overline{x})]^2$$

$$= \frac{a_1 + \sum_{i=1}^{m} (R_i + 1)x_{i|m,n}^2}{2} \left( \frac{\Gamma(n_1 + b_1 - 1)}{\Gamma(n_1 + b_1)} - \left( \frac{\Gamma(n_1 + b_1 - \frac{1}{2})}{\Gamma(n_1 + b_1)} \right)^2 \right),$$

and

$$R(\hat{\sigma}_{2\text{SEL}}) = E(\sigma_2^2 | \overline{x}) - [E(\sigma_2 | \overline{x})]^2$$

$$= \frac{a_2 + \sum_{i=1}^{m} (R_i + 1)x_{i|m,n}^2}{2} \left( \frac{\Gamma(n_2 + b_2 - 1)}{\Gamma(n_2 + b_2)} - \left( \frac{\Gamma(n_2 + b_2 - \frac{1}{2})}{\Gamma(n_2 + b_2)} \right)^2 \right).$$

Proof of Theorem 3. The results can be calculated directly. \qed

But symmetry is the biggest disadvantage of the squared error loss function. There are many asymmetric loss functions in statistics, among which the LINEX loss function is the most widely used. However, the LINEX loss function performs better in estimating location parameters. A suitable alternative is the general entropy loss (EL) function, which is defined as

$$L_2(\theta, \hat{\theta}) = (\hat{\theta})^q q \log(\frac{\hat{\theta}}{\theta}) - 1, q \neq 0.$$  

Theorem 4. Suppose the causes of failure follow the Rayleigh distribution with parameters $\sigma_1$ and $\sigma_2$. The Bayes estimators under the general entropy loss function are given by

$$\tilde{\sigma}_{1\text{EL}} = (E(\sigma_1^{-q} | \overline{x}))^{-\frac{1}{q}} = \left\{ \frac{2^q \Gamma(n_1 + b_1 + \frac{2}{q})}{(a_1 + \sum_{i=1}^{m} (R_i + 1)x_{i|m,n}^2)^2 \Gamma(n_1 + b_1)} \right\}^{-\frac{1}{q}},$$

and

$$\tilde{\sigma}_{2\text{EL}} = (E(\sigma_2^{-q} | \overline{x}))^{-\frac{1}{q}} = \left\{ \frac{2^q \Gamma(n_2 + b_2 + \frac{2}{q})}{(a_2 + \sum_{i=1}^{m} (R_i + 1)x_{i|m,n}^2)^2 \Gamma(n_2 + b_2)} \right\}^{-\frac{1}{q}}.$$

Proof of Theorem 4. The results can be calculated directly. \qed
**Theorem 5.** Suppose the causes of failure follow the Rayleigh distribution with parameters \( \sigma_1 \) and \( \sigma_2 \), the posterior risks of \( \sigma_1 \) and \( \sigma_2 \) under the general entropy loss function are given by

\[
R(\hat{\sigma}_1|\mathbf{X}) = qE(\ln \sigma_1 | \mathbf{X}) + \ln[E(\sigma_1^{-q} | \mathbf{X})]
\]

\[
= - \frac{q}{2\Gamma(n_1 + b_1)} \left( \frac{1}{a_1 + \sum_{i=1}^{m} (R_i + 1) x_i^{2_{1in}}} \right) + \text{Polygamma}[0, n_1 + b_1]
\]

\[
+ \ln \left( \frac{2^{\frac{1}{2}} \Gamma(n_1 + b_1 + \frac{q}{2})}{(a_1 + \sum_{i=1}^{m} (R_i + 1) x_i^{2_{1in}})^{\frac{q}{2}} \Gamma(n_1 + b_1)} \right),
\]

and

\[
R(\hat{\sigma}_2|\mathbf{X}) = qE(\ln \sigma_2 | \mathbf{X}) + \ln[E(\sigma_2^{-q} | \mathbf{X})]
\]

\[
= - \frac{q}{2\Gamma(n_2 + b_2)} \left( \frac{1}{a_2 + \sum_{i=1}^{m} (R_i + 1) x_i^{2_{2in}}} \right) + \text{Polygamma}[0, n_2 + b_2]
\]

\[
+ \ln \left( \frac{2^{\frac{1}{2}} \Gamma(n_2 + b_2 + \frac{q}{2})}{(a_2 + \sum_{i=1}^{m} (R_i + 1) x_i^{2_{2in}})^{\frac{q}{2}} \Gamma(n_2 + b_2)} \right).
\]

**Proof of Theorem 5.** The results can be calculated directly. \( \square \)

3. **Interval Estimation**

Apart from the point estimation, interval estimation is also a popular method to estimate unknown parameters. In this section, we will propose both asymptotic confidence intervals in classical statistics and the highest posterior density (HPD) credible intervals in Bayesian statistics.

3.1. **Asymptotic Confidence Intervals**

In this section, we compute the observed and expected Fisher information matrix, which will be used later to construct the asymptotic confidence intervals.

3.1.1. **Observed Fisher Information Matrix**

The observed Fisher information matrix is the negative of the Hessian matrix of the log-likelihood function. It is a sample-based version of the Fisher information matrix. We denote the matrix \( J(\sigma_1, \sigma_2) \) as follows:

\[
J(\sigma_1, \sigma_2) = - \left[ \begin{array}{cc}
\frac{\partial^2 \log L(\sigma_1, \sigma_2)}{\partial \sigma_1^2} & \frac{\partial^2 \log L(\sigma_1, \sigma_2)}{\partial \sigma_1 \partial \sigma_2} \\
\frac{\partial^2 \log L(\sigma_1, \sigma_2)}{\partial \sigma_2 \partial \sigma_1} & \frac{\partial^2 \log L(\sigma_1, \sigma_2)}{\partial \sigma_2^2}
\end{array} \right]. \tag{13}
\]

After substituting \( \sigma_1 \) and \( \sigma_2 \) with \( \hat{\sigma}_1 \) and \( \hat{\sigma}_2 \) in (13), then we denote \( J(\hat{\sigma}_1, \hat{\sigma}_2) \) as follows

\[
J(\hat{\sigma}_1, \hat{\sigma}_2) = \left[ \begin{array}{cc}
\hat{J}_{11} & \hat{J}_{12} \\
\hat{J}_{21} & \hat{J}_{22}
\end{array} \right], \tag{14}
\]

where

\[
\hat{J}_{11} = \frac{8n_1^2}{\sum_{i=1}^{m} x_i^{2_{1in}} (R_i + 1)},
\]

\[
\hat{J}_{12} = \hat{J}_{21} = 0,
\]

\[
\hat{J}_{22} = \frac{8n_2^2}{\sum_{i=1}^{m} x_i^{2_{2in}} (R_i + 1)}.
\]
So we obtain the asymptotic confidence intervals by \((\hat{\sigma}_i - \sigma_i) \to N_2(0, \int^{-1}(\hat{\sigma}_1, \hat{\sigma}_2)), i = 1, 2\), and then it can be easily obtained that 100(1-\alpha)% confidence intervals for \(\sigma_1\) and \(\sigma_2\) are given by

\[
\sigma_1 \in [\hat{\sigma}_1 - z_{\frac{\alpha}{2}} \sqrt{I_{11}^{-1}}, \hat{\sigma}_1 + z_{\frac{\alpha}{2}} \sqrt{I_{11}^{-1}}],
\]

\[
\sigma_2 \in [\hat{\sigma}_2 - z_{\frac{\alpha}{2}} \sqrt{I_{22}^{-1}}, \hat{\sigma}_2 + z_{\frac{\alpha}{2}} \sqrt{I_{22}^{-1}}],
\]

where \(z_{\frac{\alpha}{2}}\) is the \(\frac{\alpha}{2}\) quantile of the standard normal distribution.

3.1.2. Expected Fisher Information Matrix

Based on (17), the expected Fisher information matrix can be written as

\[
I = \begin{bmatrix} I_{11} & I_{12} \\ I_{21} & I_{22} \end{bmatrix} = -E \begin{bmatrix} \frac{\partial^2 \log L(\theta)}{\partial \theta_1^2} & \frac{\partial^2 \log L(\theta)}{\partial \theta_1 \partial \theta_2} \\ \frac{\partial^2 \log L(\theta)}{\partial \theta_2 \partial \theta_1} & \frac{\partial^2 \log L(\theta)}{\partial \theta_2^2} \end{bmatrix},
\]

where

\[
I_{11} = -\frac{2\eta_1}{\sigma_1^2} + \sum_{i=1}^{m} (R_i + 1) C_{i-1} \sum_{j=1}^{r} a_{ij} \frac{6\sigma_2^2}{(\sigma_1^2 + \sigma_2^2)^2} \gamma_1 \gamma_2,
\]

\[
I_{22} = -\frac{2\eta_2}{\sigma_2^2} + \sum_{i=1}^{m} (R_i + 1) C_{i-1} \sum_{j=1}^{r} a_{ij} \frac{6\sigma_1^2}{(\sigma_1^2 + \sigma_2^2)^2} \gamma_1 \gamma_2.
\]

After substituting back \(\hat{\sigma}_1\) and \(\hat{\sigma}_2\) in the expected Fisher information matrix, we can obtain that

\[
\hat{I}_{11} = \frac{-4\eta_1^2}{\sum_{i=1}^{m} (R_i + 1) x_{im:n}^2} + \frac{12\eta_1^2}{\sum_{i=1}^{m} (R_i + 1) C_{i-1} \sum_{j=1}^{r} a_{ij} \gamma_1^2 (n_1 + n_2) \sum_{i=1}^{m} (R_i + 1) x_{im:n}^2},
\]

\[
\hat{I}_{12} = \hat{I}_{21} = 0,
\]

\[
\hat{I}_{22} = \frac{-4\eta_2^2}{\sum_{i=1}^{m} (R_i + 1) x_{im:n}^2} + \frac{12\eta_2^2}{\sum_{i=1}^{m} (R_i + 1) C_{i-1} \sum_{j=1}^{r} a_{ij} \gamma_2^2 (n_1 + n_2) \sum_{i=1}^{m} (R_i + 1) x_{im:n}^2}.
\]

Thus, the confidence intervals obtained by the expected Fisher information matrix are given by

\[
\sigma_1 \in [\hat{\sigma}_1 - z_{\frac{\alpha}{2}} \sqrt{\hat{I}_{11}}, \hat{\sigma}_1 + z_{\frac{\alpha}{2}} \sqrt{\hat{I}_{11}}],
\]

\[
\sigma_2 \in [\hat{\sigma}_2 - z_{\frac{\alpha}{2}} \sqrt{\hat{I}_{22}}, \hat{\sigma}_2 + z_{\frac{\alpha}{2}} \sqrt{\hat{I}_{22}}],
\]

where the definition of \(z_{\frac{\alpha}{2}}\) is the same as before.
3.2. HPD Credible Intervals

The credible intervals are not unique on a posterior distribution. For a unimodal distribution, one can choose the narrowest interval, which involves values of the highest probability density. This is referred to as the highest posterior density credible intervals. Since the Rayleigh distribution is unimodal, the highest posterior density credible intervals for \( \sigma_1 \) and \( \sigma_2 \) can be constructed accordingly. Hence, 100(1 - \( \alpha \))% Bayes credible intervals for \( \sigma_1 \) and \( \sigma_2 \) must satisfy the following two equations:

\[
\int_{s_1}^{t_1} \pi_1^*(\sigma_1 | \sigma_2, \vec{x}) \, d\sigma_1 = 1 - \alpha,
\]

\[
\pi_1^*(t_1 | \sigma_2, \vec{x}) = \pi_1^*(s_1 | \sigma_2, \vec{x}),
\]

and

\[
\int_{s_2}^{t_2} \pi_2^*(\sigma_1 | \sigma_2, \vec{x}) \, d\sigma_2 = 1 - \alpha,
\]

\[
\pi_2^*(t_2 | \sigma_1, \vec{x}) = \pi_2^*(s_2 | \sigma_1, \vec{x}).
\]

Then, the credible intervals for \( \sigma_1 \) and \( \sigma_2 \) can be derived by solving the following equations simultaneously.

\[
\begin{align*}
\frac{1}{\Gamma(b_1 + n_1)} & \gamma(b_1 + n_1, u_1) - \frac{1}{\Gamma(b_1 + n_1)} \gamma(b_1 + n_1, u_2) = 1 - \alpha, \\
\frac{t_1}{s_1}^{2(b_1 + n_1) + 1} & = e^{u_1 - u_2}, \\
\frac{1}{\Gamma(b_2 + n_2)} & \gamma(b_2 + n_2, v_1) - \frac{1}{\Gamma(b_2 + n_2)} \gamma(b_2 + n_2, v_2) = 1 - \alpha, \\
\frac{t_2}{s_2}^{2(b_2 + n_2) + 1} & = e^{v_1 - v_2},
\end{align*}
\]

where

\[
\begin{align*}
u_1 & = \frac{a_1 + \sum_{i=1}^{m} x_{i, \text{MIN}}^2(R_i + 1)}{2 \sigma_1^2}, & u_2 & = \frac{a_1 + \sum_{i=1}^{m} x_{i, \text{MIN}}^2(R_i + 1)}{2 \sigma_2^2}, \\
v_1 & = \frac{a_2 + \sum_{i=1}^{m} x_{i, \text{MIN}}^2(R_i + 1)}{2 \sigma_1^2}, & v_2 & = \frac{a_2 + \sum_{i=1}^{m} x_{i, \text{MIN}}^2(R_i + 1)}{2 \sigma_2^2}, \\
\gamma(b_1 + n_1, u_1) & = \int_0^{u_1} y^{b_1 + n_1 - 1} e^{-y} \, dy, & \gamma(b_2 + n_2, v_1) & = \int_0^{v_1} y^{b_2 + n_2 - 1} e^{-y} \, dy.
\end{align*}
\]

However, it is difficult to acquire accurate solutions to these non-linear equations. While using the idea proposed by Ref. [11], the approximate HPD credible interval \([\sigma_{k,(t^* - (1 - \alpha)M)}, \sigma_{k,(t^*)}]\) can be easily obtained by choosing \( t^* \) so that

\[
\sigma_{k,(t^*)} - \sigma_{k,(t^* - (1 - \alpha)M)} = \min_{1 \leq l \leq M - (1 - \alpha)M} \left( \sigma_{k,(l + (1 - \alpha)M)} - \sigma_{k,(l)} \right),
\]

where \( M \) is the number of the generated random variables \( \sigma_k \), and \( \{\sigma_{k,(l)}\} \) is the \( l \)-th smallest of \( \{\sigma_{k,(l)}\} \), \( l = 1, 2 \).
4. Simulation Study

In this section, we conduct some simulation studies, and the results are presented in the following tables. In terms of bias and mean squared error (MSE), we compare the performances of the maximum likelihood estimator and the Bayes estimators under two loss functions. In addition, we compare the interval lengths and the coverage rates of the asymptotic confidence intervals and the highest posterior density credible intervals. Firstly, we generate progressively type II censored samples from the Rayleigh distribution by using the Algorithm 1 proposed by Ref. [12].

Algorithm 1 Generating the progressively type II censored samples.

1: Generate \( m \) independent observations \( U_1, U_2, \cdots, U_m \) from a uniform distribution \( U(0,1) \).
2: Set \( V_i = U_i^{1/(i+R_{m}+R_{m-1}+\cdots+R_{1})} \) for \( i = 1, 2, \cdots, m \).
3: Set \( W_i = 1 - V_m V_{m-1} \cdots V_{m-i+1} \) for \( i = 1, 2, \cdots, m \). Then \( W_1, W_2, \cdots, W_m \) are the progressively type II censored samples from the uniform distribution \( U(0,1) \).
4: Set \( X_i = F^{-1}(W_i) \) for \( i = 1, 2, \cdots, m \), where \( F^{-1}(\cdot) \) is the inverse cumulative distribution function of \( F(\cdot) \). Then \( X_1, X_2, \cdots, X_m \) are the needed progressively type II censored samples from \( F(\cdot) \).

We choose different sizes of \( n \) and \( m \) and consider five censoring schemes listed in Table 1:

| Scheme | \( n \) | \( m \) |
|--------|--------|--------|
| 1      | 25     | 20     |
| 2      | 36     | 24     |
| 3      | 40     | 30     |
| 4      | 40     | 30     |
| 5      | 40     | 30     |

Notice that Schemes 1, 2, 3 are right censoring and Scheme 4 is left censoring. As for Scheme 5, the expected lifetime of samples should be between Scheme 3 and Scheme 4. Here we fix three sets of parameters, namely \( \{\sigma_1 = 0.8, \sigma_2 = 1\} \), \( \{\sigma_1 = 0.8, \sigma_2 = 0.6\} \), and \( \{\sigma_1 = 0.5, \sigma_2 = 0.6\} \). In the maximum likelihood estimation, we calculate the estimates of \( \sigma_1 \) and \( \sigma_2 \) and the corresponding bias and mean squared errors. The results are shown in Table 2. For Bayes estimation, we use both non-informative prior and informative prior. According to different sets of parameters, we take three informative priors. The hyper-parameters of Informative-I are \( a_1 = 2.9, b_1 = 3, a_2 = 6, b_2 = 3 \). The hyper-parameters of Informative-II are \( a_1 = 2.9, b_1 = 3, a_2 = 1, b_2 = 1.5 \), and the hyper-parameters of Informative-III are \( a_1 = 1, b_1 = 3, a_2 = 1, b_2 = 1.5 \). Thus, we obtain the Bayes estimates under two different loss functions and present the results in Table 3 and 4. Then we construct the 95% confidence intervals under the observed information matrix as well as expected Fisher information matrix and use different priors to derive the HPD credible intervals. We compare the calculated interval lengths and coverage rates by different methods and present the results in Table 5.

4.1. Point Estimates

From Tables 2 and 3, one can see that the MLEs of \( \sigma_1 \) and \( \sigma_2 \) perform better than Bayes estimates with non-informative priors under two loss functions in terms of bias and MSEs. From Tables 2 and 4, one can see that the Bayes estimates of \( \sigma_1 \) with informative priors under the squared error loss function possess minimum bias and MSEs compared with the MLEs of \( \sigma_1 \), while the Bayes estimates of \( \sigma_2 \) with
informative priors under the entropy loss function possess minimum bias and MSEs compared with the MLEs of $\sigma_2$. From Table 3, one can see that the Bayes estimates of $\sigma_1$ and $\sigma_2$ under the entropy loss function possess minimum bias and MSEs for non-informative priors. From Table 4, one can see that the Bayes estimates of $\sigma_1$ under the squared error loss function possess minimum bias compared to under the entropy loss function for the informative priors, but the Bayes estimates of $\sigma_2$ under the entropy function possess minimum bias and MSEs for the informative priors. From Tables 3 and 4, one can see that the Bayes estimates of $\sigma_1$ and $\sigma_2$ with informative priors perform better than the Bayes estimates with non-informative priors, and the former possess minimum bias and MSEs.

From Tables 2–4, one can see that as sample sizes $n$ and $m$ increase, the bias and MSEs of the maximum likelihood estimations and Bayes estimations decrease accordingly. For fixed $n$ and $m$, the maximum likelihood estimations and Bayes estimations of left censoring perform better in terms of bias and MSEs. From Tables 2–4, one can see that for a fixed value of $\sigma_1$, the estimations of $\sigma_1$ possess larger bias and MSEs when decreasing the value of $\sigma_2$. In contrast, for a fixed value of $\sigma_2$, the estimations of $\sigma_2$ possess smaller bias and MSEs when increasing the value of $\sigma_1$.

### 4.2. Interval Estimates

From Table 5, one can observe that the second method performs slightly better than the first method in terms of interval lengths and coverage rates. But the difference between them is not remarkable. Moreover, notice that the third method does not work very well compared with the first and second methods. However, as the sample size increases, the interval lengths of Bayes credible intervals with non-informative priors are more and more similar to those obtained by the first two methods. As for the fourth method, the performances are quite satisfactory. In general, the Bayes credible intervals with informative priors maintain the smallest average interval lengths.

| $\sigma_1$ | $\sigma_2$ | $n$ | $m$ | $\hat{\sigma}_1$ Bias | MSE | $\hat{\sigma}_2$ Bias | MSE |
|------------|------------|-----|-----|------------------------|-----|------------------------|-----|
| 0.8        | 1          | 25  | 20  | 0.8099 0.0099           | 0.0149 | 1.0251 | 0.0251 | 0.0438 |
| 0.8        | 0.6        | 25  | 20  | 0.8238 0.0238           | 0.0286 | 0.6042 | 0.0042 | 0.0071 |
| 0.5        | 0.6        | 25  | 20  | 0.5049 0.0049           | 0.0056 | 0.6137 | 0.0137 | 0.0153 |
| 36         | 24         | 0.8064 0.0064 | 0.0117 | 1.0234 | 0.0234 | 0.0330 |
| 40         | 30         | 0.8034 0.0034 | 0.0099 | 1.0239 | 0.0239 | 0.0257 |
| 40         | 30         | 0.8021 0.0021 | 0.0096 | 1.0158 | 0.0158 | 0.0253 |
| 40         | 30         | 0.8022 0.0022 | 0.0097 | 1.0176 | 0.0176 | 0.0241 |
| 36         | 24         | 0.8175 0.0175 | 0.0240 | 0.6037 | 0.0037 | 0.0046 |
| 40         | 30         | 0.8169 0.0169 | 0.0176 | 0.6034 | 0.0034 | 0.0050 |
| 40         | 30         | 0.8161 0.0161 | 0.0177 | 0.6016 | 0.0016 | 0.0078 |
| 40         | 30         | 0.8174 0.0174 | 0.0166 | 0.6015 | 0.0015 | 0.0050 |
| 40         | 30         | 0.5031 0.0031 | 0.0051 | 0.6112 | 0.0112 | 0.0127 |
| 40         | 30         | 0.5023 0.0023 | 0.0036 | 0.6099 | 0.0099 | 0.0093 |
| 40         | 30         | 0.5020 0.0020 | 0.0037 | 0.6054 | 0.0054 | 0.0080 |
| 40         | 30         | 0.5022 0.0022 | 0.0041 | 0.6088 | 0.0088 | 0.0095 |
Table 3. Bayes estimates with non-informative prior under the squared error loss function and entropy loss function, and the corresponding bias and MSEs.

| $c_1$ | $c_2$ | $n$  | $m$  | $\hat{\sigma}_{1SEL}$ | Bias | MSE | $\hat{\sigma}_{2SEL}$ | Bias | MSE | $\hat{\sigma}_{1EL}$ | Bias | MSE | $\hat{\sigma}_{2EL}$ | Bias | MSE |
|-------|-------|------|------|------------------------|------|-----|------------------------|------|-----|------------------------|------|-----|------------------------|------|-----|
| 0.8   | 1     | 25   | 20   | 0.8329                 | 0.0329 | 0.0168 | 1.0885                 | 0.0885 | 0.0829 | 0.8193                 | 0.0193 | 0.0156 | 1.0465                 | 0.0465 | 0.0513 |
|       |       | 36   | 24   | 0.8281                 | 0.0281 | 0.0137 | 1.0933                 | 0.0933 | 0.0893 | 0.8107                 | 0.0107 | 0.0129 | 1.0330                 | 0.0330 | 0.0333 |
| 40    | 30    | 0.8260 | 0.0260 | 0.0112 | 1.0590 | 0.0590 | 0.0369 | 0.8089 | 0.0089 | 0.0095 | 1.0329 | 0.0329 | 0.0298 |
| 40    | 30    | 0.8208 | 0.0208 | 0.0106 | 1.0429 | 0.0429 | 0.0308 | 0.8056 | 0.0056 | 0.0098 | 1.0229 | 0.0229 | 0.0242 |
| 0.8   | 0.6   | 25   | 20   | 0.8696                 | 0.0696 | 0.0407 | 0.6237                 | 0.0237 | 0.0087 | 0.8428                 | 0.0428 | 0.0353 | 0.6086                 | 0.0086 | 0.0084 |
|       |       | 36   | 24   | 0.8569                 | 0.0569 | 0.0358 | 0.6194                 | 0.0194 | 0.0073 | 0.8387                 | 0.0387 | 0.0293 | 0.6065                 | 0.0065 | 0.0064 |
| 40    | 30    | 0.8491 | 0.0491 | 0.0238 | 0.6133 | 0.0133 | 0.0057 | 0.8319 | 0.0319 | 0.0204 | 0.6075 | 0.0075 | 0.0051 |
| 40    | 30    | 0.8486 | 0.0486 | 0.0259 | 0.6115 | 0.0115 | 0.0054 | 0.8281 | 0.0281 | 0.0202 | 0.6028 | 0.0028 | 0.0049 |
| 40    | 30    | 0.8493 | 0.0493 | 0.0261 | 0.6128 | 0.0128 | 0.0055 | 0.8293 | 0.0293 | 0.0213 | 0.6036 | 0.0036 | 0.0050 |
| 0.5   | 0.6   | 25   | 20   | 0.5201                 | 0.0201 | 0.0069 | 0.6515                 | 0.0515 | 0.0224 | 0.5109                 | 0.0109 | 0.0061 | 0.6249                 | 0.0249 | 0.0137 |
|       |       | 36   | 24   | 0.5192                 | 0.0192 | 0.0062 | 0.6440                 | 0.0440 | 0.0167 | 0.5091                 | 0.0091 | 0.0049 | 0.6228                 | 0.0228 | 0.0178 |
| 40    | 30    | 0.5118 | 0.0118 | 0.0042 | 0.6260 | 0.0260 | 0.0098 | 0.5066 | 0.0066 | 0.0038 | 0.6209 | 0.0209 | 0.0104 |
| 40    | 30    | 0.5115 | 0.0115 | 0.0040 | 0.6290 | 0.0290 | 0.0108 | 0.5039 | 0.0039 | 0.0035 | 0.6144 | 0.0144 | 0.0090 |
| 40    | 30    | 0.5117 | 0.0117 | 0.0047 | 0.6354 | 0.0354 | 0.0119 | 0.5047 | 0.0047 | 0.0039 | 0.6202 | 0.0202 | 0.0098 |
Table 4. Bayes estimates with informative prior under the squared error loss function and entropy loss function, and the corresponding bias and MSEs.

| $\sigma_1$ | $\sigma_2$ | $n$ | $m$ | $\tilde{\sigma}_{1\text{SEL}}$ | Bias | MSE | $\tilde{\sigma}_{2\text{SEL}}$ | Bias | MSE | $\tilde{\sigma}_{1\text{EL}}$ | Bias | MSE | $\tilde{\sigma}_{2\text{EL}}$ | Bias | MSE |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Informative-I | | | | | | | | | | | | | | | | |
| 0.8 | 1 | 25 | 20 | 0.8077 | 0.0077 | 0.0102 | 1.0492 | 0.0492 | 0.0245 | 0.7887 | −0.0113 | 0.0088 | 1.0240 | 0.0240 | 0.0211 |
| 36 | 24 | 0.8052 | 0.0052 | 0.0086 | 1.0469 | 0.0469 | 0.0214 | 0.7892 | −0.0108 | 0.0085 | 1.0221 | 0.0221 | 0.0179 |
| 40 | 30 | 0.8029 | 0.0029 | 0.0078 | 1.0391 | 0.0391 | 0.0176 | 0.7914 | −0.0086 | 0.0080 | 1.0166 | 0.0166 | 0.0149 |
| 40 | 30 | 0.8018 | 0.0018 | 0.0075 | 1.0375 | 0.0375 | 0.0181 | 0.7920 | −0.0080 | 0.0065 | 1.0093 | 0.0093 | 0.0147 |
| Informative-II | | | | | | | | | | | | | | | | |
| 0.8 | 0.6 | 25 | 20 | 0.8129 | 0.0129 | 0.0141 | 0.6156 | 0.0156 | 0.0071 | 0.7849 | −0.0151 | 0.0130 | 0.6041 | 0.0041 | 0.0064 |
| 36 | 24 | 0.8099 | 0.0099 | 0.0133 | 0.6159 | 0.0159 | 0.0065 | 0.7867 | −0.0133 | 0.0116 | 0.6028 | 0.0028 | 0.0048 |
| 40 | 30 | 0.8124 | 0.0124 | 0.0106 | 0.6131 | 0.0131 | 0.0044 | 0.7900 | −0.0100 | 0.0093 | 0.6021 | 0.0021 | 0.0045 |
| 40 | 30 | 0.8108 | 0.0108 | 0.0108 | 0.6111 | 0.0111 | 0.0047 | 0.7903 | −0.0097 | 0.0100 | 0.6008 | 0.0008 | 0.0040 |
| 40 | 30 | 0.8118 | 0.0118 | 0.0113 | 0.6128 | 0.0128 | 0.0048 | 0.7884 | −0.0116 | 0.0102 | 0.6011 | 0.0011 | 0.0042 |
| Informative-III | | | | | | | | | | | | | | | | |
| 0.5 | 0.6 | 25 | 20 | 0.4976 | −0.0024 | 0.0041 | 0.6324 | 0.0324 | 0.0131 | 0.4906 | −0.0094 | 0.0036 | 0.6121 | 0.0121 | 0.0088 |
| 36 | 24 | 0.4983 | −0.0017 | 0.0037 | 0.6273 | 0.0273 | 0.0108 | 0.4915 | −0.0085 | 0.0033 | 0.6109 | 0.0109 | 0.0088 |
| 40 | 30 | 0.4983 | −0.0017 | 0.0032 | 0.6196 | 0.0196 | 0.0085 | 0.4917 | −0.0083 | 0.0031 | 0.6095 | 0.0095 | 0.0073 |
| 40 | 30 | 0.4991 | −0.0009 | 0.0027 | 0.6193 | 0.0193 | 0.0074 | 0.4923 | −0.0077 | 0.0028 | 0.6053 | 0.0053 | 0.0066 |
| 40 | 30 | 0.4985 | −0.0015 | 0.0028 | 0.6211 | 0.0211 | 0.0071 | 0.4919 | −0.0081 | 0.0027 | 0.6075 | 0.0075 | 0.0063 |
Table 5. Interval lengths and coverage rates of asymptotic confidence intervals and highest posterior density (HPD) credible intervals.

| Scheme | $\sigma_1 = 0.8$, $\sigma_2 = 1$ | $\sigma_1 = 0.8$, $\sigma_2 = 0.6$ | $\sigma_1 = 0.5$, $\sigma_2 = 0.6$ |
|--------|---------------------------------|---------------------------------|---------------------------------|
| 1      | 0.4645 0.93 0.7655 0.94 0.6301 0.93 0.3384 0.95 | 0.2946 0.93 0.4428 0.94 | 0.6371 0.93 0.3392 0.94 |
|        | 0.4603 0.93 0.7795 0.94 0.6371 0.93 0.3392 0.94 | 0.2920 0.94 0.4530 0.94 | 0.7025 0.92 0.3392 0.94 |
|        | 0.4770 0.93 0.8100 0.94 0.7025 0.92 0.3392 0.94 | 0.2962 0.93 0.4872 0.93 | 0.3193 0.93 0.3444 0.94 |
|        | 0.3971 0.95 0.6367 0.96 0.5152 0.94 0.3193 0.95 | 0.2536 0.94 0.4133 0.94 | 0.5152 0.94 0.3193 0.95 |
| 2      | 0.4232 0.95 0.6893 0.95 0.5948 0.93 0.3065 0.95 | 0.2679 0.94 0.4032 0.95 | 0.6301 0.93 0.3384 0.95 |
|        | 0.4208 0.94 0.6851 0.95 0.5743 0.94 0.3074 0.95 | 0.2687 0.95 0.4004 0.94 | 0.7025 0.92 0.3392 0.94 |
|        | 0.4142 0.93 0.7149 0.94 0.5954 0.93 0.3077 0.94 | 0.2676 0.93 0.4169 0.94 | 0.3193 0.93 0.3444 0.94 |
|        | 0.3689 0.95 0.5920 0.96 0.4747 0.94 0.2877 0.95 | 0.2336 0.94 0.3751 0.95 | 0.5152 0.94 0.3193 0.95 |
| 3      | 0.3759 0.95 0.6157 0.95 0.5606 0.95 0.2974 0.95 | 0.2377 0.95 0.3564 0.95 | 0.6371 0.93 0.3392 0.94 |
|        | 0.4066 0.95 0.6480 0.95 0.5056 0.94 0.2746 0.96 | 0.2583 0.96 0.3842 0.95 | 0.7025 0.92 0.3392 0.94 |
|        | 0.3715 0.94 0.6139 0.96 0.5119 0.93 0.2728 0.94 | 0.2365 0.94 0.3581 0.94 | 0.3193 0.93 0.3444 0.94 |
|        | 0.3356 0.95 0.5303 0.96 0.4270 0.95 0.2605 0.95 | 0.2104 0.95 0.3318 0.95 | 0.5152 0.94 0.3193 0.95 |
| 4      | 0.3732 0.95 0.6069 0.94 0.5060 0.94 0.2762 0.94 | 0.2377 0.95 0.3528 0.94 | 0.6301 0.93 0.3384 0.95 |
|        | 0.3731 0.95 0.6118 0.95 0.5042 0.95 0.2742 0.94 | 0.2399 0.95 0.3512 0.94 | 0.7025 0.92 0.3392 0.94 |
|        | 0.3712 0.95 0.6175 0.94 0.5339 0.94 0.2677 0.95 | 0.2401 0.94 0.3547 0.94 | 0.3193 0.93 0.3444 0.94 |
|        | 0.3329 0.96 0.5289 0.96 0.4229 0.95 0.2549 0.95 | 0.2123 0.94 0.3260 0.95 | 0.5152 0.94 0.3193 0.95 |
| 5      | 0.3751 0.95 0.6021 0.95 0.5027 0.94 0.2732 0.94 | 0.2376 0.95 0.3593 0.95 | 0.6301 0.93 0.3384 0.95 |
|        | 0.3752 0.95 0.6081 0.95 0.5101 0.95 0.2712 0.95 | 0.2341 0.95 0.3539 0.94 | 0.7025 0.92 0.3392 0.94 |
|        | 0.3740 0.94 0.6162 0.94 0.5080 0.94 0.2706 0.94 | 0.2355 0.94 0.3628 0.94 | 0.3193 0.93 0.3444 0.94 |
|        | 0.3343 0.96 0.5297 0.96 0.4195 0.96 0.2578 0.94 | 0.2092 0.93 0.3316 0.95 | 0.5152 0.94 0.3193 0.95 |

In each cell of Table 5, the first and second rows represent the average confidence interval lengths and coverage rates of $\sigma_1$ and $\sigma_2$ based on the asymptotic confidence interval constructed by the observed information matrix and the expected Fisher information matrix. The third and forth rows represent the average credible interval lengths and coverage rates of $\sigma_1$ and $\sigma_2$ based on non-informative and informative priors.

As can be seen from Table 5, the intervals become narrower and the coverage rates become closer to 95% as $n$ and $m$ increase. Similarly, when we fix the value of $\sigma_1$ and decrease the value of $\sigma_2$, the intervals of $\sigma_1$ become wider and the coverage rates of $\sigma_1$ become smaller. In contrast, when we fix the value of $\sigma_2$ and increase the value of $\sigma_1$, the intervals of $\sigma_1$ become narrower and the coverage rates of $\sigma_1$ become larger.

5. Data Analysis

In this section, we analyze a real-life data set from Ref. [13] for illustration purposes. The data comes from an experiment in which new models of a small electrical appliance were being tested. The appliances were operated repeatedly by an automatic testing machine. There are 18 different possible causes of failure for the appliance. We will focus on failure mode 9. Therefore, we denote $\delta_i = 1$ if the failure occurs in mode 9 and $\delta_i = 2$ if the failure occurs in any other mode.

Data Set

(11, 2), (35, 2), (49, 2), (170, 2), (329, 2), (381, 2), (708, 2), (958, 2), (1062, 2), (1167, 1), (1594, 2), (1925, 1), (1990, 1), (2223, 1), (2327, 2), (2400, 1), (2451, 2), (2471, 1), (2551, 1), (2568, 1), (2694, 1), (2702, 2), (2761, 2), (2831, 2), (3034, 1), (3059, 2), (3112, 1), (3214, 1), (3478, 1), (3504, 1), (4329, 1), (6976, 1), (7846, 1).

In order to determine whether the data come from Rayleigh distribution, we conduct a K-S test on the data in Matlab. The p-value is 0.2983. Since the p-value is higher than the significance level 0.05, we cannot reject the null hypothesis and accept that the data comes from the Rayleigh distribution. We use the original data to generate progressively type II censored samples. The detailed results are presented in Table 6.
Table 6. Progressively type II censored samples.

| Scheme | $(n = 33, m = 20)$ | R | Data |
|--------|-------------------|---|------|
|        | [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 13] |   | (11.2) (35.2) (49.2) (170.2) (329.2) (381.2) (708.2) (958.2) (1062.2) (1167.1) (1594.2) (1925.1) (1990.1) (2223.1) (2327.2) (2400.1) (2451.2) (2471.1) (2535.1) (2568.1) |
|        | [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 9] |   | (11.2) (35.2) (49.2) (170.2) (329.2) (381.2) (708.2) (958.2) (1062.2) (1167.1) (1594.2) (1925.1) (1990.1) (2223.1) (2327.2) (2400.1) (2451.2) (2471.1) (2535.1) (2568.1) |
|        | [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 6] |   | (11.2) (35.2) (49.2) (170.2) (329.2) (381.2) (708.2) (958.2) (1062.2) (1167.1) (1594.2) (1925.1) (1990.1) (2223.1) (2327.2) (2400.1) (2451.2) (2471.1) (2535.1) (2568.1) |
|        | [6, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] |   | (708.2) (958.2) (1062.2) (1167.1) (1594.2) (1925.1) (1990.1) (2223.1) (2327.2) (2400.1) (2451.2) (2471.1) (2535.1) (2568.1) |

The maximum likelihood estimates of $\sigma_1$ and $\sigma_2$ are obtained, and the Bayes estimates of $\sigma_1$ and $\sigma_2$ under squared error and entropy loss function are obtained by using non-informative prior. The estimated value results are presented in Table 7. We also provide the average interval lengths of $\sigma_1$ and $\sigma_2$ by using the three methods we discussed in the previous sections and present the results in Table 8.

Table 7. Maximum likelihood estimates and Bayes estimates of $\sigma_1$ and $\sigma_2$ under the squared error loss and entropy loss functions.

| Scheme | $\hat{\sigma}_1$ | $\tilde{\sigma}_{1\text{SE}}$ | $\tilde{\sigma}_{1\text{EL}}$ | $\hat{\sigma}_2$ | $\tilde{\sigma}_{2\text{SE}}$ | $\tilde{\sigma}_{2\text{EL}}$ |
|--------|------------------|-----------------|------------------|------------------|------------------|------------------|
| 1      | 3947.022         | 4217.053        | 3020.257         | 3222.73          | 3385.922         | 2453.236         |
| 2      | 3571.484         | 3847.889        | 3004.723         | 2766.46          | 2928.25          | 2314.567         |
| 3      | 2798.409         | 2937.995        | 2830.38          | 2320.318         | 2376.531         | 2338.514         |
| 4      | 2872.625         | 2937.995        | 2830.38          | 3745.445         | 3893.618         | 3792.537         |
| 5      | 2575.975         | 2647.641        | 2599.073         | 2673.215         | 2753.547         | 2699.037         |

Table 8. Interval lengths of asymptotic confidence intervals and HPD credible intervals with non-informative priors.

| Scheme | Method 1 | Method 2 | Method 3 |
|--------|----------|----------|----------|
| 1      | 2735.096 | 1823.398 | 2735.422 |
| 2      | 2333.327 | 1399.996 | 2333.233 |
| 3      | 1653.724 | 1136.935 | 1653.661 |
| 4      | 1365.534 | 2321.408 | 1365.534 |
| 5      | 1349.353 | 1453.150 | 1349.352 |

In Table 8, the first two columns represent the average interval lengths of $\sigma_1$ and $\sigma_2$ based on the asymptotic confidence interval constructed by the observed information matrix. The third and fourth columns represent the average interval lengths of $\sigma_1$ and $\sigma_2$ based on the asymptotic confidence interval constructed by the expected Fisher information matrix. The fifth and sixth columns represent the average credible interval lengths of $\sigma_1$ and $\sigma_2$ based on non-informative priors.
6. Further Discussion

On the basis of the progressively type II censored competing risks data, we assume that the random removal $R_i$ is a random variable and follows a binomial distribution with parameter $p$. Thus, the probability of $R_i$ items leaving after the $i$th failure occurs is given by

$$P(R_i = r_i | R_{i-1} = r_{i-1}, \ldots, R_1 = r_1) = \left( \frac{n - m - \sum_{j=1}^{i-1} r_j}{r_i} \right) p^i (1 - p)^{n-m-\sum_{j=1}^{i-1} r_j},$$

(24)

where

$$0 \leq r_i \leq n - m - \sum_{j=1}^{i-1} r_j, \quad i = 2, 3, \ldots, m - 1.$$

Let the random censoring schemes $R = (R_1, R_2, \ldots, R_m)$ and $r = (r_1, r_2, \ldots, r_m)$. Then the joint probability mass function of $R_i$ is given by

$$P(R_1 = r_1, \ldots, R_m = r_m) = P(R_m = r_m | R_{m-1} = r_{m-1}, \ldots, R_1 = r_1) \cdots P(R_2 = r_2 | R_1 = r_1) \times P(R_1 = r_1)$$

$$= \frac{(n - m)!}{\prod_{i=1}^{m-1} r_i! (n - m - \sum_{i=1}^{m-1} r_i)!} p^m (1 - p)^{n-m-\sum_{i=1}^{m-1} (m-i) r_i},$$

(25)

Then, the likelihood function can be found as

$$L(\sigma_1, \sigma_2, p) = L_1(\tilde{x}; \sigma_1, \sigma_2 | R_1 = r_1, \ldots, R_m = r_m) P(R_1 = r_1, \ldots, R_m = r_m),$$

(26)

where

$$L_1(\sigma_1, \sigma_2 | R_1 = r_1, \ldots, R_m = r_m) = C \prod_{i=1}^{m-1} \left[ f_1(x_{i; \sigma_1, \sigma_2}) F_1(x_{i; \sigma_1, \sigma_2}) \right]^{I(\delta_i = 1)} [f_2(x_{i; \sigma_1, \sigma_2}) F_2(x_{i; \sigma_1, \sigma_2})]^{I(\delta_i = 2)}$$

$$\times [1 - F(x_{i; \sigma_1, \sigma_2})]^{r_i},$$

(27)

and $C$ is defined as before. $P(R_1 = r_1, \ldots, R_m = r_m)$ is given in (25).

As can be seen from $L_1$, it does not involve the parameter $p$. Hence, the maximum likelihood estimator of $\sigma_1$ and $\sigma_2$ can be derived by maximizing (27). Similarly, since $P(R_1 = r_1, \ldots, R_m = r_m)$ does not involve the parameters $\sigma_1$ and $\sigma_2$, the maximum likelihood estimator of $p$ can be derived by maximizing (25). Thus the MLEs of $\sigma_1, \sigma_2, p$ take the following forms:

$$\hat{\sigma}_1 = \sqrt{\frac{\sum_{i=1}^{m} x_{i; \sigma_1, \sigma_2}^2 (r_i + 1)}{2n_1}},$$

(28)

$$\hat{\sigma}_2 = \sqrt{\frac{\sum_{i=1}^{m} x_{i; \sigma_1, \sigma_2}^2 (r_i + 1)}{2n_2}},$$

(29)

$$\hat{\rho} = \frac{\sum_{i=1}^{m} r_i}{(m - 1)(n - m) - \sum_{i=1}^{m-1} (m - i - 1) r_i}.$$  

(30)

For Bayes estimation, we assume that the prior distributions of $\sigma_1, \sigma_2, p$ follow distributions with probability density functions given by

$$\pi_1(\sigma_1) = \frac{a_1^{b_1}}{\Gamma(b_1)} \sigma_1^{2b_1 - 1} e^{-\frac{a_1}{\sigma_1}}, \quad \sigma_1 > 0,$$

(31)
The Bayes estimators under the general entropy loss function are given by

$$\pi_2(\sigma_2) = \frac{a_2^{b_2}}{\Gamma(b_2)} e^{-2b_2^{-1} e^{-2 \sigma_2^{-1}}} \cdot \frac{\sigma_2}{\sigma_2}, \sigma_2 > 0,$$  \hspace{1cm} \text{(32)}$$

$$\pi_3(p) = \frac{\Gamma(a_3 + b_3)}{\Gamma(a_3) \Gamma(b_3)} p^{b_3-1} (1 - p)^{b_3-1}, a_3, b_3 > 0.$$  \hspace{1cm} \text{(33)}$$

Then the joint posterior distribution of $\sigma_1$, $\sigma_2$, and $p$ is given by

$$\pi^*(\sigma_1, \sigma_2, p | \vec{\xi}) = \frac{L(\sigma_1, \sigma_2, p) \pi_1(\sigma_1) \pi_2(\sigma_2) \pi_3(p)}{\int \int L(\sigma_1, \sigma_2, p) \pi_1(\sigma_1) \pi_2(\sigma_2) \pi_3(p) \, d\sigma_1 \, d\sigma_2 \, dp}.$$  \hspace{1cm} \text{(34)}$$

The conditional density of $\sigma_1$ given $\sigma_2$, $p$, $\vec{\xi}$, and $r$ is given by

$$\pi_1^*(\sigma_1 | \sigma_2, p, \vec{\xi}, r) \propto \sigma_1^{-2a_1 - 2b_1 - 1} e^{-\frac{\sigma_1}{a_1} - \frac{\sigma_1}{b_1} \cdot \frac{1}{2} (r_i + 1)}.$$  \hspace{1cm} \text{(35)}$$

Similarly, the conditional density of $\sigma_2$ given $\sigma_1$, $p$, $\vec{\xi}$, and $r$ is given by

$$\pi_2^*(\sigma_2 | \sigma_1, p, \vec{\xi}, r) \propto \sigma_2^{-2a_2 - 2b_2 - 1} e^{-\frac{\sigma_2}{a_2} - \frac{\sigma_2}{b_2} \cdot \frac{1}{2} (r_i + 1)}.$$  \hspace{1cm} \text{(36)}$$

Furthermore, the conditional density of $p$ given $\sigma_1$, $\sigma_2$, $\vec{\xi}$, and $r$ is given by

$$\pi_3^*(p | \sigma_1, \sigma_2, \vec{\xi}, r) \propto p^{\sum_{i=1}^{m-1} r_i + a_3 - 1} (1 - p)^{(m-1)(n-m) - \sum_{i=1}^{m-1} (m-i)r_i + a_3 - 1}.$$  \hspace{1cm} \text{(37)}$$

Hence, the Bayes estimators under the squared error loss function are given by

$$\hat{\sigma}_{1SE} = E(\sigma_1 | \vec{\xi}, r) = \sqrt{\frac{a_1 + \sum_{i=1}^{m} (r_i + 1) x_i^{2} \cdot \frac{\Gamma(n_1 + b_1 - \frac{1}{2})}{\Gamma(n_1 + b_1)}},$$

$$\hat{\sigma}_{2SE} = E(\sigma_2 | \vec{\xi}, r) = \sqrt{\frac{a_2 + \sum_{i=1}^{m} (r_i + 1) x_i^{2} \cdot \frac{\Gamma(n_2 + b_2 - \frac{1}{2})}{\Gamma(n_2 + b_2)}},$$

and

$$\hat{\rho}_{SE} = E(p | \vec{\xi}, r) = \frac{\sum_{i=1}^{m-1} r_i + a_3}{(m-1)(n-m) - \sum_{i=1}^{m-1} (m-i)r_i + a_3 + b_3}.$$  

The Bayes estimators under the general entropy loss function are given by

$$\hat{\sigma}_{1EL} = (E(\sigma_1^{-q} | \vec{\xi}, r))^{-\frac{1}{q}} = \left\{ \frac{2^{\frac{q}{2}} \Gamma(n_1 + b_1 + \frac{q}{2})}{(a_1 + \sum_{i=1}^{m} (R_i + 1) x_i^{2} \cdot \frac{\Gamma(n_1 + b_1)}{2})} \right\}^{-\frac{1}{q}},$$

$$\hat{\sigma}_{2EL} = (E(\sigma_2^{-q} | \vec{\xi}, r))^{-\frac{1}{q}} = \left\{ \frac{2^{\frac{q}{2}} \Gamma(n_2 + b_2 + \frac{q}{2})}{(a_2 + \sum_{i=1}^{m} (R_i + 1) x_i^{2} \cdot \frac{\Gamma(n_2 + b_2)}{2})} \right\}^{-\frac{1}{q}},$$

and

$$\hat{\rho}_{EL} = (E(p^{-q} | \vec{\xi}, r))^{-\frac{1}{q}} = \left\{ \frac{\sum_{i=1}^{m-1} r_i + a_3 - p}{(m-1)(n-m) - \sum_{i=1}^{m-1} (m-i)r_i + a_3 + b_3 - p} \right\}^{-\frac{1}{q}}.$$


The observed Fisher information matrix is given by

\[
J(\sigma_1, \sigma_2, p) = \begin{bmatrix}
\frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{d\sigma_1^2} & \frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{d\sigma_1 d\sigma_2} & \frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{d\sigma_1 dp} \\
\frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{d\sigma_2 d\sigma_1} & \frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{d\sigma_2^2} & \frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{d\sigma_2 dp} \\
\frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{dp d\sigma_1} & \frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{dp d\sigma_2} & \frac{1}{n} \sum \frac{d^2 \log L(c_1, c_2, p)}{dp^2}
\end{bmatrix}.
\] (38)

After substituting \(\sigma_1, \sigma_2, \) and \(p\) with \(\hat{\sigma}_1, \hat{\sigma}_2, \) and \(\hat{p}\) in (38), then we denote \(J(\hat{\sigma}_1, \hat{\sigma}_2, \hat{p})\) as follows

\[
J(\hat{\sigma}_1, \hat{\sigma}_2, \hat{p}) = \begin{bmatrix}
\hat{f}_{11} & \hat{f}_{12} & \hat{f}_{13} \\
\hat{f}_{21} & \hat{f}_{22} & \hat{f}_{23} \\
\hat{f}_{31} & \hat{f}_{32} & \hat{f}_{33}
\end{bmatrix},
\] (39)

where

\[
\hat{f}_{11} = \frac{8n_1^2}{\sum_{i=1}^{m} x_{i, n}^2 (r_i + 1)},
\]

\[
\hat{f}_{22} = \frac{8n_2^2}{\sum_{i=1}^{m} x_{i, n}^2 (r_i + 1)},
\]

\[
\hat{f}_{33} = \frac{\sum_{i=1}^{m-1} r_i}{\hat{p}^2} + \frac{(m - 1)(n - m) - \sum_{i=1}^{m-1} (m - i)r_i}{(1 - \hat{p})^2},
\]

\[
\hat{f}_{12} = \hat{f}_{13} = \hat{f}_{21} = \hat{f}_{23} = \hat{f}_{31} = \hat{f}_{32} = 0.
\]

It can be applied to calculate the asymptotic confidence intervals of the unknown parameters. In addition, Bayes credible intervals can also be derived by referring to similar methods mentioned in Section 3.

In the future, we will thoroughly study statistical inferences of the Rayleigh distribution based on progressively type II censored competing risks data with binomial removals. Assume that \(R_i\), the number of units removed from the remaining surviving products, follows a binomial distribution with probability \(p\). We can derive the point estimation and interval estimation by using the theoretical derivation above.

7. Conclusions

In this paper, we investigated progressively type II censored competing risks data when the lifetime of samples is Rayleigh distributed. We assumed that there are two independent competing risks that follow Rayleigh distributions, with the parameters \(\sigma_1\) and \(\sigma_2\). The maximum likelihood estimation and the Bayes estimation under two different loss functions of \(\sigma_1\) and \(\sigma_2\) were derived. In addition, we computed the observed information and the expected Fisher information to construct the asymptotic confidence intervals. The highest posterior density credible intervals were also obtained and compared with the asymptotic confidence intervals.

Furthermore, we presented a simulation study and a real-life data set analysis to demonstrate the previous methods. Among the estimation of \(\sigma_1\) and \(\sigma_2\), the Bayes estimations with informative priors performed the best, and the maximum likelihood estimation performed better than Bayes estimations with non-informative priors. Among the Bayes estimations of \(\sigma_1\), estimation under the squared error loss function performed better. Among the Bayes estimations of \(\sigma_2\), estimation under the general entropy loss function performed better. What’s more, among all the calculated intervals, the Bayes credible intervals with informative priors possessed the smallest average interval lengths.
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