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Abstract: Generalized likelihood uncertainty estimate (GLUE) approach are heavily affected by the choices of cut-off thresholds and likelihood measures. This work attempts to study the potential mechanisms behind the impacts induced by cut-off thresholds and likelihood measures on confidence interval obtained by GLUE. A theoretical analysis on typical likelihood measures reveals that the error model of likelihood measure has essential impacts on the sampling processes of GLUE. Likelihood measures based on a same error model are mathematically transferrable, leading to an identical population of acceptable parameter sets. A case study is conducted by applying GLUE to uncertainty analysis on daily flows simulated by HBV model for the source region of the Yellow River basin. Seven interval indicators are adopted to describe the geometric features of confidence intervals, which are integrated into a comprehensive score for an overall assessment by multiple
attribute decision making (MADM) framework. Results indicate that 1) With an increase of cut-off threshold, confidence interval widens in low-level flow sections, moves upward in recession phases of medium-level flow sections whereas narrows in high-level flow sections. Trade-off mechanism amongst widening, moving and narrowing trends is a potential reason behind the variations of interval indicators with cut-off threshold. 2) Much higher similarities in confidence intervals can be detected for likelihood measures based on a same error model than those based on different error models; 3) increasing cut-off threshold highlights the impacts induced by the error models of likelihood measures, whereas weakens the impacts induced by the formulas of likelihood measures.
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1. Introduction

Hydrological simulation is challenged by the uncertainty of model structure, model parameter and input datasets (Beven and Binley 1992). Such uncertainty can be evaluated by a variety of approaches such as the stochastic response surface method (Cryer and Applequist 2003), Taylor expansion-based methods (Mo et al. 2017) and Monte Carlo (MC) based methods (Sahoo 2018). Of all these methods, Zheng and Keller (2007) deemed MC-based methods to be the most appropriate. Therein, generalized likelihood uncertainty estimate (GLUE) approach is one of the most extensively-used MC-based methods (e.g. He et al. 2009; Mirzaei et al. 2015; Sun et al. 2016). Apart from simplicity, GLUE exhibits the following advantages: 1) it accounts for all uncertainty sources explicitly or implicitly; 2) it is logically simple with no strict error assumptions (Houska et al. 2014); and 3) it is not sensitive to the discontinuous parameter surface of complex hydrological models characterized by tens of parameters (Zheng and Keller 2007).

As based on the concept of equifinality, GLUE accepts a series of comparatively reliable parameter sets rather than a single optimal parameter set (Beven 2006). At a time point, a hydrological model can generate a series of outputs by inputting accepted parameter sets, which can be used to obtain a posterior distribution by Bayesian theory. The p% (e.g. 90%, 95%) confidence interval of posterior distribution is often employed for a quantitative analysis on the uncertainty of model outputs (Christensen 2004). However, the confidence interval obtained by GLUE (shorten as GLUE interval in the following sections) was sometimes reported to be too wide (Lamb et al. 1998), too narrow (Jensen 2003) or even offset against observed flows (Freer et al. 1996). The instability is caused mainly by the settings of subjective conditions in GLUE, such as the number of samples (Viola et al. 2009), the ranges of model parameters (Freni et al. 1996), cut-off thresholds (Freni et al. 2008) and likelihood measures (Romanowicz and Beven 2006).

Previous works have taken some strategies of relieving the impacts induced by the number of samples and the ranges of model parameters. For example, Viola et al. (2009) stated that re-increasing the number of samples has few impacts on 90% GLUE intervals when the number of samples has been very large (e.g. > 1,000,000). Blasone et al. (2008) recommended the ranges slightly fluctuating around optimal parameter set to weaken the impacts induced by the ranges of model parameters. Thus, hydrologists paid attentions mainly to the impacts of the rest two subjective conditions, namely cut-off threshold and likelihood measure (e.g. Montanari 2005; Jung and Merwade 2011; Li et al. 2011; Houska et al. 2014). Likelihood measure is used to describe the closeness between model outputs and observed flows (Singh et al. 2010). A candidate parameter set is considered acceptable when it obtains a likelihood value of larger than a pre-defined cut-off threshold.
Freni et al. (2008, 2009) studied the impacts induced by cut-off threshold and likelihood measure by applying GLUE to an integrated urban-drainage model. Alazzy et al. (2015) compared a range of widely-used likelihood measures in the uncertainty analysis of XAJ rainfall-runoff model. He et al. (2010) urged that an arbitrary choice of likelihood measure or cut-off threshold might result in unreasonable model outputs. It can, however, be found that previous works focused mainly on the variations in the characteristics of GLUE intervals caused by different settings of subjective conditions, yet rarely investigating the potential mechanism behind.

The features of GLUE intervals are seriously affected by the settings of subjective conditions. However, a GLUE interval can hardly be assessed quantitatively because it is a combination of confidence intervals at all time steps rather than a single value. To solve this problem, scholars have proposed a number of interval indicators to characterize the various geometric features of GLUE intervals (Blasone et al. 2008; Olsson and Lindstrom 2008; Jin et al. 2010). Zhang et al. (2009) denoted the ratio of observed flows covered by GLUE interval as CR. Kasiviswanatan and Sudheer (2016) said that a CR close to a pre-defined confidence level is desirable, which is however hard to be achieved in most practical cases (Beven and Freer 2001). Zhang et al. (2015) believed that an excessively wide GLUE interval conveys little beneficial information. He introduced band-width (B) and relative band-width (RB) to measure the sharpness degree of a GLUE interval. Xiong et al. (2009) created four interval indicators related to the symmetry degree and deviation amplitude of GLUE interval. Above indicators evaluate the quality of a GLUE interval from the perspective of various geometric features, but are often found to be conflicted with each other. Lots of works have documented that a large coverage ratio, narrow band-width and high symmetry degree cannot be achieved simultaneously (Chen et al. 2013; Xiong et al. 2009). Therefore, there is an urgent necessity to carry out a multiple-indicator assessment on the overall quality of GLUE intervals.

Based on what’s stated above, this work attempts to study the potential mechanisms behind the impacts induced by cut-off threshold and likelihood measure on GLUE intervals. Several typical likelihood measures are employed for comparisons and classified into four groups based on error model. A theoretical analysis is conducted to discuss how the error model of likelihood measure affects the mathematic relationships among likelihood measures and the sampling processes of GLUE. A number of interval indicators are adopted to characterize the various geometric features of GLUE intervals. Then, these indicators are integrated into a comprehensive score by a multiple attribute decision making (MADM) framework for an assessment on the overall quality of GLUE intervals. Section 2 gives a brief description of GLUE, cut-off threshold, likelihood
measure, interval indicator and MADM framework. Particularly, the impacts induced by the error model of likelihood measures on mathematic relationships among likelihood measures and the sampling processes of GLUE are discussed in detail. Section 3 describes the study area (i.e. the source region of the Yellow River basin) of our interest and the HBV hydrological model used for daily flow simulation. Section 4 adopts three numerical experiments to analyze the potential mechanism behind the impacts induced by cut-off thresholds and likelihood measures on GLUE intervals. Finally, section 5 summarizes the conclusions of this work.

2. Methodology

2.1 Generalized likelihood uncertainty estimate (GLUE) approach

2.1.1 General processes of GLUE

Given a hydrological model and input datasets, the processes of generating 90% confidence interval by GLUE are presented as follows:

Step 1: Decide the likelihood measure, cut-off threshold, the number of samples \(N_{\text{Sampling}}\), and the prior distributions of model parameters;

Step 2: Repeat (1) to (3) for \(N_{\text{Sampling}}\) times;

(1) Sample a candidate parameter set from the prior distributions of model parameters by Monte Carlo sampling method;

(2) Run the hydrological model with sampled candidate parameter set;

(3) Calculate the likelihood value between observed flows and model outputs based on the formula of likelihood measure;

Step 3: Accept a candidate parameter set when likelihood value exceeds cut-off threshold;

Step 4: Run hydrological model with all accepted parameters sets and estimate the posterior probability density (PPD) distribution of model outputs at each time point by Bayesian theory;

Step 5: Obtain 90% GLUE interval according to the 5th and 95th percentiles of PPD distributions at all time points.

Refer to Blasone et al. (2008) for details of estimating PPD distributions by Bayesian theory in step 4.

2.1.2 Cut-off threshold

Cut-off threshold \(Tr\) determines how large likelihood value is acceptable in the step 4 of GLUE. \(Tr\) is generally defined as a value (e.g. 0.8, 0.9) (Sun et al. 2016) or a percentage (e.g. 80%, 90%) (Li et al. 2010). A candidate parameter set is accepted only when its likelihood value is greater than \(Tr\). The percentage form
of $p\%$ is adopted in this work because the likelihood values calculated by different likelihood measures fall into different ranges and are thus incomparable (Please see Table 1). $Tr=p\%$ means that candidate parameter sets with a likelihood value of the top $p\%$ are accepted while those with a likelihood value of the rest $(1-p)\%$ are rejected.

### 2.1.3 Theoretical analysis on the formula and error model of likelihood measure

Table 1 presents the details of nine typical likelihood measures, including the Nash-Sutcliffe coefficient of efficiency (CE), inverse of residual variance (IRV), exponential likelihood (EL), normalized absolute error (NAE), inverse mean absolute error (IMAE), Chiew and McMahon (CM), logarithmic EL (LEL), mean absolute relative error (MRE) and exponential mean absolute relative error (EMRE).

These likelihood measures can be categorized into five groups according to error models. For example, the formulas of CE, IRV and EL (i.e. L1, L2 and L3 in Table 1) have a same component of $\sum_{i=1}^{n}(Eq_i - Q_i)^2$, which is a typical error model called square error (SE). It can be inferred that the three likelihood measures can be transformed mathematically into each other by the following formulas:

\[ CE = 1 - \frac{1}{\text{Var}(Q)} IRV(N_1)^{-1/N_1} \]  
\[ CE = 1 + \frac{1}{N_2} \ln[EL(N_2)] \]  
\[ EL(N_2) = \exp\left(-\frac{N_2}{\text{Var}(Q)} IRV(N_1)^{-1/N_1}\right) \]

where:

\[ \text{Var}(Q) = \sum_{i=1}^{n}(Q_i - \overline{Q})^2 \]

where $Q_i$ is the observed flow at the $i^{th}$ time point, $\overline{Q}$ is the mean of observed flows while $N_1$ and $N_2$ are the factor exponents of IRV and EL, respectively. Due to above reasons, one can classify CE, IRV and EL into a group called square error (SE) group.

Likewise, NAE and IMAE are categorized into absolute error (AE) group, CM into square root error (SRE) group, LEL into square logarithmic error (SLE) group, and MRE and EMRE into absolute relative error (ARE) group. The likelihood measures within a group (apart from SE group) are also mathematically transformable. As to NAE and IMAE in AE group, there is:
Table 1 Nine likelihood measures as well as their formulas, ranges and error models

| Name                          | Formula                                                                 | Range          | Error model          |
|-------------------------------|-------------------------------------------------------------------------|----------------|----------------------|
| L1 Nash-Sutcliffe Coefficient of Efficiency (CE) | $CE = 1 - \frac{\sum_{i=1}^{n}(E_{Qi} - Q_{i})^2}{\sum_{i=1}^{n}(Q_{i} - \bar{Q})^2}$ | $(-\infty,1]$ |                      |
| L2 Inverse of residual variance (IRV) | $IRV(N) = (\frac{\sum_{i=1}^{N}(E_{Qi} - Q_{i})^2}{\sum_{i=1}^{N}(Q_{i} - \bar{Q})^2})^{-N}$ | $(0, +\infty)$ | Square error (SE)    |
| L3 Exponential likelihood (EL) | $EL(N) = \exp(-N\sum_{i=1}^{n}(E_{Qi} - Q_{i})^2/\sum_{i=1}^{n}(Q_{i} - \bar{Q})^2)$ | $(0, 1]$       |                      |
| L4 Normalized absolute error (NAE) | $NAE = 1 - \frac{\sum_{i=1}^{n}|E_{Qi} - Q_{i}|/\sum_{i=1}^{n}|Q_{i} - \bar{Q}|}{0}$ | $(-\infty, 1]$ | Absolute error (AE)  |
| L5 Inverse mean absolute error (IMAE) | $IMAE = (\frac{1}{n}\sum_{i=1}^{n}|E_{Qi} - Q_{i}|)^{-1}$ | $(0, +\infty)$ |                      |
| L6 Chiew and McMahon (CM) | $MC = 1 - \frac{\sum_{i=1}^{n}(\sqrt{E_{Qi}} - \sqrt{Q_{i}})^2}{\sum_{i=1}^{n}(\sqrt{Q_{i}} - \bar{Q})^2}$ | $(-\infty, 1]$ | Square root error (SRE) |
| L7 Logarithmic EL (LEL) | $LEL(N) = \exp(-N\sum_{i=1}^{n}(\ln(E_{Qi}) - \ln(Q_{i}))^2/\sum_{i=1}^{n}(\ln(Q_{i}) - \ln(\bar{Q}))^2)$ | $(0, 1]$       | Square logarithmic error (SLE) |
| L8 Mean absolute relative error (MRE) | $MRE = 1 - \frac{\sum_{i=1}^{n}|E_{Qi} - Q_{i}|/Q_{i}}{n}$ | $(-\infty, 1]$ | Absolute relative error (ARE) |
| L9 Exponential mean absolute relative error (EMRE) | $EMRE = \exp(-\frac{\sum_{i=1}^{n}|E_{Qi} - Q_{i}|/Q_{i}}{n})$ | $(0, 1]$       |                      |

Note 1: $E_{Qi}$ and $Q_{i}$ is the simulated and observed flows at the $i^{th}$ time point, respectively; $\bar{Q}$ is the mean of observed flows and $n$ is the number of time points.

Note 2: Exponent $N$ in some likelihood measures is a factor exponent.
\[
IMAЕ = \left( \frac{1}{n} \sum_{i=1}^{n} |Q_i - \overline{Q}| \right) (1 - NAE)
\]  

and, as to MRE and EMRE in ARE group, there is:

\[
MRE = 1 + \ln(EMRE)
\]

The grouping of likelihood measures and the formulas of error models are also presented in Table 1.

To explore the impacts induced by the error models of likelihood measures on the processes of GLUE, the likelihood measures of CE, IRV and EL in SE group are used as examples. By recalling equations (1) to (3), it can be found that CE, IRV and EL exhibit strict positive relationships with each other when \(N_1\) and \(N_2\) are fixed. Denote the likelihood value calculated by a likelihood measure \(A\) and a parameter set \(\theta\) as \(V(A, \theta)\). If \(V(CE, \theta_1) > V(CE, \theta_2)\), there must be \(V(IRV, \theta_1) > V(IRV, \theta_2)\) and \(V(EL, \theta_1) > V(EL, \theta_2)\). This also indicates that the rankings of candidate parameter sets in the order of likelihood values are identical for CE, IRV and EL. If \(Tr\) is a fixed percentage of \(p\%\), the populations of accepted parameter sets will be identical in the step 3 of GLUE. On the other hand, the differences in the formulas of CE, IRV and EL result in different likelihood values for a same parameter set, therefore yielding different PPD distributions of model outputs in step 4 and different 90% GLUE intervals in step 5. It is worthy of noting that above analysis applies only to likelihood measures based on a same error model but not to those based on different error models. The essential reason is that no strict mathematical relationships as equations (1) to (7) can be derived among likelihood measures based on different error models. Given a fixed \(p\%\), the populations of accepted parameter sets are different in step 3, leading to different PPD distributions of model outputs in step 4 and different 90% GLUE intervals in step 5.

As a whole, both the error models and formulas of likelihood measures exhibit essential impacts on the processes of GLUE and associated GLUE intervals. The error models of likelihood measures determine the population of accepted parameter sets in the step 3 of GLUE, whereas the formulas of likelihood measures determine the characteristics of PPD distributions in the step 4 of GLUE. Detailed impacts of the two factors on GLUE intervals are discussed by three cases in section 4.

### 2.2 Quantification on the geometric features of GLUE intervals

#### 2.2.1 Typical interval indicators
## Table 2 Typical interval indicators used for characterizing the various geometric characteristics of GLUE intervals

| Property          | Name                                      | Formula                                                      | References                      | Description of variables                                                                 |
|-------------------|-------------------------------------------|--------------------------------------------------------------|---------------------------------|--------------------------------------------------------------------------------------------|
| **Coverage**      | Coverage ratio (CR)                       | \[ CR = \frac{n_c}{n} \]                                    | Zhang et al. (2009); Kasiviswanatan and Sudheer (2016) | \( n \) is the number of observed flows; \( n_c \) is the number of observed flows covered by GLUE interval; |
|                   | Average band-width (B)                    | \[ B = \frac{1}{n} \sum_{i=1}^{n} (q_i^n - q_i^l) \]        | Zhang et al. (2015)             |                                                                                             |
|                   | Average relative band-width (RB)          | \[ RB = \frac{1}{n} \sum_{i=1}^{n} \frac{(q_i^n - q_i^l)}{Q_i} \] |                                  |                                                                                             |
| **Symmetry**      | Average asymmetry degree 1 (S)            | \[ S = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{q_i^n - Q_i}{q_i^l - q_i^u} - 0.5 \right| \] | Xiong et al. (2009); Chen et al. (2013) | \( q_i^n \) and \( q_i^l \) is the upper and lower bounds of intervals at the \( i^{th} \) time point; |
|                   | Average asymmetry degree 2 (Ts)           | \[ Ts = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{q_i^n - Q_i}{q_i^l - q_i^u} \right) \left| \frac{(q_i^n - q_i^l)}{(q_i^n - q_i^u)} \right|^{1/3} \] |                                  |                                                                                             |
| **Deviation**     | Average deviation amplitude (D)           | \[ D = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{q_i^n - q_i^l}{2Q_i} - 1 \right| \] | Xiong et al. (2009); Chen et al. (2013) |                                                                                             |
| amplitude         | Average relative deviation amplitude (RD) | \[ RD = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{q_i^n - q_i^l}{2Q_i} - 1 \right| \] |                                  |                                                                                             |
Table 2 lists 7 interval indicators typically used for characterizing different geometric features of GLUE intervals. The indicators are further divided into four types related to coverage ratio, band-width, symmetry and deviation amplitude. Some indicators are divided into the same type, which focus on different aspects of a certain interval feature. For example, both B and RB characterize the sharpness degree of a GLUE interval, the former of which considers flow magnitude and the latter removes the impacts of flow magnitude. Please refer to the cited references listed in Table 2 for the details of above indicators. Theoretically, an ideal GLUE interval shall have a large coverage ratio of observed flows (i.e. large CR), narrow band-width (i.e. small B and RB), high symmetry degree (i.e. low S and Ts) and short distance from interval centers to observed flows (i.e. small D and RD) (Xiong et al. 2009). It is, however, reported in many works that these qualities cannot be achieved simultaneously (e.g. Chen et al. 2013; Xiong et al. 2009). The overall assessment of all interval indicators is a typical multiple attribute decision making (MADM) problem, which has rarely been studied before.

2.2.2 Multiple attribute decision making (MADM) framework

Given a Tr and a likelihood measure, 90% GLUE interval can be generated by the steps presented in section 2.1.1. Then, all interval indicators listed in Table 2 can be calculated and stored into a vector of \( S = (a_1, a_2, \ldots, a_i, \ldots, a_7) \) where \( a_i \) is the value of the \( j \)th interval indicator \( (j=1, 2, \ldots, 7) \). Vector \( S \) is called an “event”. Different combinations of Tr s and likelihood measures yield different 90% GLUE intervals and associated event vectors. If there are \( n \) different events, an event matrix of \( A = [a_{ij}]_{n \times m} \) can be constructed with \( a_{ij} \) being the value of the \( j \)th indicator in the \( i \)th event \( (i=1, 2, \ldots, n; j=1, 2, \ldots, 7) \).

MADM framework has been widely adopted to identify the best event from multiple ones (Hwang and Yoon 1981; Kelemenis and Askounis 2010). This work employs the MADM framework proposed by Li et al. (2018) to integrate all interval indicators into a comprehensive score for an assessment on the overall quality of GLUE intervals. This framework has three steps: (1) normalize the matrix consisting of multiple events; (2) assign a weight to each interval indicator; and (3) generate a comprehensive score by TOPSIS.

Step 1: normalization for the matrix consisting of multiple events

An increase in B (i.e. a wider band-width) implies a GLUE interval of worse quality and such indicator is called a “negative” indicator. Inversely, an increase in CR (i.e. a higher ratio of observed flows covered by GLUE interval) denotes a GLUE interval of better quality. An indicator as CR is called a “positive” indicator. Of all indicators listed in Table 2, CR is a positive indicator and the others are all negative ones. Considering the differences in the definitions of positive and negative indicators, different formulas are employed for the
normalization of positive and negative indicators. For positive indicators, there is:

\[ b_{ij} = \frac{a_{ij} - a_{j}^{\min}}{a_{j}^{\max} - a_{j}^{\min}} \quad i = 1, 2, \ldots, n; \ j = 1, 2, \ldots, 7 \]  

(7)

and, for negative indicators, there is:

\[ b_{ij} = \frac{a_{j}^{\max} - a_{ij}}{a_{j}^{\max} - a_{j}^{\min}} \quad i = 1, 2, \ldots, n; \ j = 1, 2, \ldots, 7 \]  

(8)

where \( a_{j}^{\max} = \max(a_{1j}, a_{2j}, \ldots, a_{nj}) \) and \( a_{j}^{\min} = \min(a_{1j}, a_{2j}, \ldots, a_{nj}) \). The matrix of \( B = [b_{ij}]_{n \times m} \) is called normalized event matrix, each element of which falls into the range from 0 to 1. The \( i^{th} \) row in matrix \( B \) is the \( i^{th} \) event consisting of all (normalized) indicators and the \( j^{th} \) row in matrix \( B \) consists of the \( j^{th} \) (normalized) indicators from all events.

**Step 2: weight assignment to each indicator**

The weights of indicators are obtained by CRITIC (criteria importance through inter-criteria correlation) method (Diakoulaki et al. 1995; Rostamzadeh et al. 2018). CRITIC method is able to consider both the inter- and intra-correlations of indicators. The main steps of CRITIC method are shown as follows:

1) Calculate the standard deviation of each indicator (i.e. the inter-correlations of each indicator) based on matrix \( B \):

\[ \sigma_j = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (b_{ij} - \bar{b}_j)^2} \quad j = 1, 2, \ldots, 7 \]  

(9)

where \( \bar{b}_j \) denotes the mean of the \( j^{th} \) indicator in matrix \( B \).

2) Compute correlation coefficient for each two indicators (i.e. the intra-correlations of indicators):

\[ \rho_{jk} = \frac{\sum_{i=1}^{n} (b_{ij} - \bar{b}_j)(b_{ik} - \bar{b}_k)}{\sqrt{\sum_{i=1}^{n} (b_{ij} - \bar{b}_j)^2 \sum_{i=1}^{n} (b_{ik} - \bar{b}_k)^2}} \quad j, k = 1, 2, \ldots, 7 \]  

(10)

3) Construct a label \( Z_j \) for each indicator by combining standard deviation with correlation coefficients:

\[ Z_j = \sigma_j \cdot \sum_{k=1}^{7} (1 - \rho_{jk}) \quad j = 1, 2, \ldots, 7 \]  

(11)

4) Lastly, obtain the weight of the \( j^{th} \) indicator by:

\[ w_j = \frac{Z_j}{\sum_{k=1}^{m} Z_k} \quad j = 1, 2, \ldots, 7 \]  

(12)
Step 3: Construction of a comprehensive score by TOPSIS

TOPSIS technique is a powerful ranking tool (Jahanshahloo et al. 2006; Kelemenis and Askounis 2010; Şengül et al. 2015). This work employs TOPSIS to yield a comprehensive score (CS) for an event consisting of multiple interval indicators. The main processes of TOPSIS are:

1) Multiply each element in matrix $B$ with CRITIC weight:

$$v_{bj} = w_j \cdot b_{ij} \quad i = 1, 2, \cdots, n; \quad j = 1, 2, \cdots, 7$$

2) Define the ideal and negative-ideal events as:

$$V_{\text{ideal}} = (V_1^-, V_2^-, \cdots, V_7^-)$$

$$V_{\text{negative-ideal}} = (V_1^+, V_2^+, \cdots, V_7^+)$$

where $V_j^+ = \max(v_{b1j}, v_{b2j}, \cdots, v_{bnj})$ and $V_j^- = \min(v_{b1j}, v_{b2j}, \cdots, v_{bnj}) (j=1, 2, \cdots, 7)$.

3) Calculate the distances from the $i^{th}$ event to the ideal and negative-ideal events by Euclidean distance as:

$$S_i^- = \sqrt{\sum_{j=1}^{7} (v_{bj} - V_j^-)^2} \quad i = 1, 2, \cdots, n$$

$$S_i^+ = \sqrt{\sum_{j=1}^{7} (v_{bj} - V_j^+)^2} \quad i = 1, 2, \cdots, n$$

4) Construct a comprehensive score (CS) based on the relative closeness between the $i^{th}$ event and the negative-ideal event:

$$CS_i = 1 - \frac{S_i^-}{S_i^+ - S_i^-} = \frac{S_i^+}{S_i^+ - S_i^-} \quad i = 1, 2, \cdots, n$$

$CS$ falls into the range from 0 to 1. An event close to ideal event (i.e. $S_i^- \to 0$) leads to $CS \to 1$ and an event close to negative-ideal event (i.e. $S_i^+ \to 0$) leads to $CS \to 0$.

5) Rank the events in matrix $B$ according to the magnitude of $CS$. A larger $CS$ implies a GLUE interval of better overall quality.

The $CS$ generated by TOPSIS quantitatively evaluates an event consisting of multiple indicators from a statistical perspective. Each event in matrix $B$ includes a range of interval indicators characterizing different geometric features of a GLUE interval. It is, therefore, statistically reasonable to regard $CS$ as a quantitative measure for the overall quality of a GLUE interval.
3. Study area, data and hydrological model

3.1 Study area and data

The source region of the Yellow River basin (SYR) is chosen as the study area of our interest (Figure 1), which is controlled by the Tangnaihai gauge with an area of 121,000 km$^2$. The SYR region is well known as the “water tower” of the Yellow River basin, supplying 38% of total runoff in the Yellow River basin (Feng et al. 2006). As is located at the Qinghai-Tibetan Plateau, the SYR region is dominated by typical cold and semi-humid climate with an annual mean precipitation of 411.0 mm. More than 75% of annual precipitation falls between May and September. Daily flows at the Tangnaihai gauge as well as daily precipitation and air temperature at 11 meteorological stations during 2000 to 2011 were collected from the Chinese Hydrological Bureau. The dataset of 2000 is used for warm-up, 2001-2010 for calibration and 2011 for validation.

![Fig.1 Map of the source region of the Yellow River basin](image)

3.2 Hydrological model

This work employs a lumped HBV model for simulating daily flows. This HBV model consists of four main modules including the snow accumulation and melt module, soil moisture accounting module, runoff response module and routing procedure module (Zhang and Lindström 1997). Please refer to Montero et al. (2016) and Bergstrom (1992) for more details of HBV model. Table 3 presents the ranges and descriptions of the parameters in HBV model.

We also pre-checked the performance of the HBV model in the SYR region before uncertainty analysis. SCE-UA method (Duan et al. 1999) was used for the optimization of HBV model parameters. Nash-Sutcliffe
coefficients between observed flows and model outputs (using optimized model parameters) are larger than 0.90 in both calibration and validation periods. Mean relative error is 4.0% in calibration period and 9.0% in validation period. This reveals that HBV model is appropriate for the estimations of daily flows in the SYR region.

**Table 3** Parameters of HBV hydrological model along with their descriptions and ranges

| Parameter   | Description                                         | Range    |
|-------------|-----------------------------------------------------|----------|
| TT (°C)     | Threshold temperature                               | 0-1      |
| CFMAX (mm°C⁻¹d⁻¹) | Degree-day factor                                    | 1.5-4    |
| SFCF        | Snowfall correction factor                          | 0.4-1    |
| CWH         | Water holding capacity                              | 0-0.2    |
| CFR         | Refreezing coefficient                              | 0-0.1    |
| FC (mm)     | Maximum soil moisture storage                       | 90-200   |
| LP          | Threshold for evaporation reduction                 | 0.7-1    |
| BETA        | Parameter that determines relative contribution to runoff from rain or snowmelt | 1-4      |
| PERC(mm/day)| Maximum percolation from the upper to the lower groundwater box | 0-1.5    |
| UZL(mm)     | Threshold parameter                                 | 0-100    |
| K₀(d⁻¹)     | Recession coefficient of upper zone                 | 0.05-0.9 |
| K₁(d⁻¹)     | Recession coefficient of lower zone                 | 0.01-0.3 |
| K₂(d⁻¹)     | Recession coefficient of deep zone                  | 0.001-0.1|
| MAXBAS (d)  | Transformation function parameter                   | 1-10     |

**4. Results and discussions**

This section attempts to investigate the potential impacts induced by Trs and likelihood measures on 90% GLUE intervals. For this purpose, 3 numerical experiments are designed by setting different combinations of Trs and likelihood measures in the processes of GLUE:

Case 1: 11 Trs (i.e. 45, 50, 55, 60, 65, 70, 75, 80, 85, 90 and 95%) with likelihood measure specified as CE;

Case 2: 11 Trs (with the same settings as Case 1) in combination with 7 likelihood measures of different factor exponents based on SE error model, i.e. CE, IRV(0.5), IRV(1), IRV(2), EL(1), EL(5) and EL(10);

Case 3: 11 Trs (with the same settings as Case 1) in combination with 9 likelihood measures of a same factor exponent based on different error models, i.e. CE, IRV(1), EL(1), NAE, IMAE, CM, LEL(1), MRE and EMRE.

The value in parenthesis (if any) denotes the factor exponent of likelihood measure. No parenthesis or value is attached behind a likelihood measure whose formula contains no factor exponent (e.g. CE, NAE, IMAE,
MRE and EMRE). In each GLUE simulation, sampling number is set as 10,000 and the prior distributions of model parameters are all assumed to be uniform.

4.1 Case 1: Impacts induced by Trs on 90% GLUE intervals

Case 1 focuses on the impacts induced by Trs on 90% GLUE intervals. In this case, likelihood measure is specified as CE for removing the impacts induced by the differences in likelihood measures. A total of 11 Trs (i.e. 45, 50, 55, 60, 65, 70, 75, 80, 85, 90 and 95%) are used for estimation of 90% GLUE intervals.

4.1.1 Impacts on the PPD distributions of model outputs

Rank observed flows in the descending order of magnitudes and define flows within the range of >80% probability as low level, 20%-80% as medium level and < 20% as high level. This section selects a low-level flow (153.9 m³/s on February 25th, 2001) and a high-level flow (747.0 m³/s on June 13th, 2001) as examples of two time points. Figure 2 shows the PPD distributions of model outputs at these two time points with 0th, 5th, 50th, 95th and 100th percentiles marked in box plots.

![Figure 2: PPD distributions and box plots of model outputs on February 25th, 2001 and June 13th, 2001 at Tr=45, 70 and 95%](image)

Note: the box plots show the 0th percentile (i.e. lower cap), 5th percentile (i.e. bottom of the box), 50th percentile (i.e. line in the box), 95th percentile (i.e. top of the box) and 100th percentile (i.e. upper cap) of model outputs together with observed flow (i.e. dashed line).

As to the low-level flow, it can be seen in Figure 2a that there is an underestimation of PPD distribution for all Trs. Most model outputs are clustered within the range from 0 to 50.0 m³/s, leading to small values of 0th, 5th and 50th percentiles in box plot as well as the failure to cover observed flow by 90% GLUE intervals at Tr=45% and 70%. Generally speaking, a likelihood measure yields a small likelihood value when a model output is far away from observed flow. An increase in Tr can reject too large or too small model outputs and, in this case, more small model outputs are rejected because most model outputs are clustered in low flow sections. This results in a rapid decrease of the probabilities in low flow sections and, therefore, flatter PPD
distributions of model outputs. Due to above reasons, 90% GLUE interval widens with the increase of $Tr$, which finally covers the observed flow at $Tr=95\%$. On the other hand, obvious distinctions can be detected between the PPD distributions of low-level and high-level flows (Figure 2a vs. Figure 2b). It can be seen in Figure 2b that PPD distributions are not extremely skewed to low flows and observed flow is successfully covered by 90% GLUE intervals at all $Tr$s. Besides, increasing $Tr$ from 45\% to 95\% causes steeper and more symmetrical PPD distributions, leading to narrower 90% GLUE intervals.

Fig. 3 90% GLUE intervals of (a) low-level (b) medium-level and (c) high-level flow sections over calibration and validation periods.
To generalize the conclusions obtained from two time points, Figure 3 presents the low-, medium- and high-level flow sections of 90% GLUE intervals at $Tr=45$, 70 and 95%, respectively. It is obvious in Figure 3 that an increase in $Tr$ generally leads to a wider GLUE interval in low-level flow sections while a narrower GLUE interval in high-level flow sections. This agrees well with the findings of single time point in former paragraphs. In Figure 3b, 90% GLUE interval narrows slightly across the whole medium-level flow sections and moves upward in the recession phases of medium-level flow sections with an increase in $Tr$. The change patterns of 90% GLUE interval in medium-level flow sections can be, to some extent, regarded as a trade-off between the change patterns of 90% GLUE intervals in low- and high-level flow sections. In addition, 90% GLUE interval in all flow level sections tend to become more symmetrical when $Tr$ increases.

As a whole, an increase in $Tr$ leads to various change patterns of 90% GLUE intervals in different flow level sections: widening trends in low-level flow sections, upward-moving trends in the recession phases of medium-level flow sections and narrowing trends in high-level flow sections. We deem that the widening or moving trend occurs when observed flow is not covered by 90% GLUE interval and narrowing trend occurs in the opposite occasion.

4.1.2 Potential causes for the variation of interval indicators with $Tr$

The black lines shown in Figures 4 and 6 are the interval indicators of 90% GLUE intervals at different $Tr$s with likelihood measure specified as CE. It can be seen that $Tr$ is related positively to CR but negatively to the other interval indicators, implying that increasing $Tr$ leads to larger coverage ratio, smaller band-width, higher symmetry degree and shorter distances from interval centers to observed flows. This also means that the geometrical features of 90% GLUE intervals are all improved with the increase of $Tr$, which is a rather rare case in practice.

The variations of interval indicators with $Tr$ can be explained with the trade-off mechanism between the widening, moving and narrowing trends of 90% GLUE interval in different flow level sections:

1) In calibration period, 54.16% of GLUE interval narrows and 45.5% widens when $Tr$ increases from 45% to 70%, while 60.01% narrows and 39.89% widens when $Tr$ increases from 70% to 95%. In validation period, 53.7% of GLUE interval narrows and 46.3% widens when $Tr$ increases from 45% to 70%, but 61.64% narrows and 38.08% widens when $Tr$ increases from 70% to 95%. This leads to the overall decreasing trends of B and RB with increasing $Tr$ in Figures 4 and 6, revealing that the variation of B and RB with $Tr$ is caused by the trade-offs between the widening and narrowing trends of 90% GLUE intervals.

2) By comparing 90% GLUE interval at $Tr=70\%$ with that at $Tr=45\%$, 118 observed flows (101 in
calibration period and 17 in validation period) are newly covered while 13 (6 and 7) are newly excluded. By comparing 90% GLUE interval at $Tr=90\%$ with that at $Tr=70\%$, 257 observed flows (204 and 53) are newly covered and 86 (77 and 9) are newly excluded. This explains the increase trend of CR with increasing $Tr$ in both Figures 4a and 6a. The variation of CR with $Tr$ can be attributed to the trade-offs between the inclusion of observed flows by widening trends and the exclusion of observed flows by narrowing trends.

3) As was found in section 4.1.1, an increase in $Tr$ generally causes higher symmetry degree and shorter distances from interval centers (i.e. the 50$^{th}$ percentile of PPD distribution) to observed flows. This accounts for the decrease trends of interval indicators related to symmetry (i.e. $S$ and $T_s$) and deviation amplitude (i.e. $D$ and $RD$) with increasing $Tr$.

It is of interest to note that most studies found negative relations between CR and $Tr$ (Chen et al. 2013; Xiong et al. 2009), which is opposite to the findings of this work. In reality, both cases do make sense from the viewpoint of the trade-offs between the widening, moving and narrowing trends of 90% GLUE interval in different flow level sections. Trade-off mechanism is the potential cause behind the variations of interval indicators with $Tr$.

4.2 Case 2: Impacts induced by the formulas of likelihood measures on 90% GLUE intervals

Case 2 attempts to address the impacts induced by the formulas of likelihood measures on 90% GLUE intervals. Likelihood measures used in this case are all selected from SE group such that remove the impacts induced by the differences in the error models of likelihood measures, namely CE, IRV(0.5), IRV(1), IRV(2), EL(1), EL(5) and EL(10). The value in parenthesis is the factor exponent of a likelihood measure.

4.2.1 Impacts on the PPD distributions of model outputs and interval indicators

Figure 5 presents the PPD distributions and box plots of model outputs on June 13$^{rd}$, 2001 (a high-level flow) obtained by above likelihood measures at $Tr=45$, 70 and 95%. It is clear in Figures 5 that the 0$^{th}$ and 100$^{th}$ percentiles of model outputs (the upper and lower boundaries of PPD distributions) are identical for all likelihood measures when $Tr$ is fixed. This proves the conclusion of theoretical analysis in section 2.1.3 that likelihood measures based on the same error model generate identical populations of accepted parameter sets. The 5$^{th}$, 50$^{th}$ and 95$^{th}$ percentiles of model outputs as well as 90% GLUE intervals are different due to the differences in the formulas of likelihood measures, which has also been theoretically demonstrated in section 2.1.3.
Fig. 4 Interval indicators of 90% GLUE intervals obtained by likelihood measures based on a same error model in calibration period
Fig. 5 PPD distributions and box plots of model outputs on June 13th, 2001 obtained by likelihood measures based on a same error model.
The interval indicators of 90% GLUE intervals over calibration and validation periods are presented in Figures 4 and 6, respectively. Visible distinctions can be detected in interval indicators and PPD distributions obtained by different likelihood measures, which are significantly reduced by an increase of $Tr$. Particularly at $Tr=95\%$, interval indicators (in Figures 4 and 6) and PPD distributions (in Figure 5f) obtained by different
likelihood measures are almost overlapped with each other. The high similarity can be attributed to the same error model of these likelihood measures. In addition, impacts induced by the factor exponent of likelihood measure are investigated in this case. Three factor exponents (i.e. 0.5, 1 and 2) are adopted by IRV and three (i.e. 1, 5 and 10) by EL. It is evident that a larger factor exponent yields sharper and more symmetrical PPD distributions in Figures 5a and 5c, thus narrower 90% GLUE intervals and shorter distances between interval centers and observed flows in Figures 5b and 5d. This can well account for the improvements of all interval indicators with increasing factor exponent in Figures 4 and 6. Of all likelihood measures, EL(10) obtains the sharpest and most symmetrical PPD distributions at all Ts. A likely reason is that EL(10) assigns very small probabilities to model outputs far away from observed flows while large probabilities to those near observed flows. It can also be seen in Figures 4 and 6 that increasing Tr can weaken the impacts induced by the factor exponents of likelihood measures on interval indicators and PPD distributions. In conclusion, above findings reveal that impacts induced by both the formulas and factor exponents of likelihood measures are controlled by Tr. Such impacts are strong at low and moderate Trs but weak at large Trs.

Slight differences in the interval indicators of 90% GLUE intervals can be detected between calibration and validation periods. Given a Tr, most interval indicators (i.e. CR, B, S, Ts, D and RD) in validation period are slightly worse than those in calibration period. The only exception is RB, possibly because only 2.1% of observed flows in validation period belong to low level (See Figure 3a). More medium- and high-level flows lead to a larger denominator in the formula of RB (Refer to Table 2) and, therefore, a lower RB.

4.2.2 Assessment on the overall quality of 90% GLUE intervals

Interval indicators describe various geometric features of 90% GLUE intervals in quantitative manners. It is, however, a difficult task to determine the best Tr for a specific likelihood measure or the best likelihood measure for a specific Tr because good qualities (e.g. high coverage ratio, small band-width, etc.) cannot be achieved simultaneously. For instance, EL(10) obtains the best CR, S and Ts at Tr=90%, but the best B, RB, D and RD at Tr=95%. In the case of Tr=90%, CE is superior to EL(10) in CR, S, Ts and RD, but inferior to EL(10) in B, RB and S.

This work assesses the overall quality of 90% GLUE intervals by integrating all interval indicators into a comprehensive score (i.e. CS) by the MADM framework introduced in section 2.4. Figure 7 shows the CSs of GLUE intervals obtained by different Trs and likelihood measures over calibration and validation periods. There is a growth in the magnitudes of CS with increasing Tr for all likelihood measures in both calibration and validation periods. Given a Tr of less than 70%, great differences can be detected in the CSs obtained by
different likelihood measures and EL(10) obtains a much larger CS than the others. Such differences can be reduced rapidly with an increase in Tr and the CSs of all likelihood measures are almost identical at Tr=95%. This reveals that the formulas of likelihood measures have few impacts on the overall quality of 90% GLUE intervals when Tr has been specified as a large value. Considering that a larger CS implies a GLUE interval of better overall quality, a large Tr is recommended for the uncertainty analysis of the daily flows simulated by HBV model in the SYR region.

![Figure 7](image_url)

**Figure 7** Comprehensive scores (CSs) of 90% GLUE intervals by likelihood measures based on a same error model

### 4.3 Case 3: Impacts induced by the error models of likelihood measures on 90% GLUE intervals

Case 3 pays attention to the impacts induced by the error models of likelihood measures on 90% GLUE intervals. The likelihood measures listed in Table 1 all are used for comparison and their factor exponents (if any) are specified as 1, i.e. CE, IRV(1), EL(1), NAE, IMAE, CM, LEL(1), MRE and EMRE.

#### 4.3.1 Impacts on the PPD distributions of model outputs and interval indicators

Figure 8 presents the PPD distributions and box plots of model outputs on June 13th, 2001 obtained by different likelihood measures at Tr=45, 70 and 95%. Figures 9 and 10 exhibit the interval indicators of 90% GLUE intervals at different Trs in calibration and validation periods. In Figures 8, 9 and 10, high similarities can be found in PPD distributions and interval indicators obtained by likelihood measures based on a same error model, but clear distinctions in those obtained by likelihood measures based on different error models. For example, both CE and IRV(1) belong to SE group and NAE belongs to AE group. PPD distributions (In Figure 8) and interval indicators (In Figures 9 and 10) are almost the same for CE and EL, whereas evidently different for CE and NAE.

This can be attributed to the formulas and characteristics of error models:

1) both SE and AE error models are based on the residuals between model outputs and observed flows.
High consistency in PPD distributions can, therefore, be detected for likelihood measures based on these two error models, i.e. CE, IRV(1), EL(1), NAE and IMAE. As SE error model is the second power form of AE error model, SE error model assigns higher probabilities to large flows and lower probabilities to low flows compared with AE error model. As a result, PPD distributions obtained by likelihood measures based on SE error model are slightly sharper and more biased to large flows than those obtained by likelihood measures based on AE error model.

Fig.8 PPD distributions and box plots of model outputs on June 13th, 2001 obtained by likelihood measures based on different error models

2) SRE error model makes use of the residuals between the square roots of model outputs and observed flows. Observed flows range from 1.4 m$^3$/s to 2739 m$^3$/s, the square roots of which range from 1.18 to 52.34. Taking square roots can reduce the impacts of large flows and assign higher probabilities to low flows.
Fig. 9 Interval indicators of 90% GLUE intervals obtained by likelihood measures based on different error models in calibration period.

3) SLE error model takes the logarithms of both model outputs and observed flows in the calculation of residuals. The logarithms of observed flows have a range from 0.33 to 7.92, which is even smaller than the square roots of observed flows. This further weakens the impacts of large flows and strengthens the impacts of low flows. Accordingly, the PPD distributions obtained by likelihood measure based on SLE error model...
(i.e. LEL) are more biased to low flows compared with those obtained by likelihood measures based on the other error models in Figure 8.

Fig. 10 Interval indicators of 90% GLUE intervals obtained by likelihood measures based on different error models in validation period

4) ARE error model divides the residuals between model outputs and observed flows by the magnitude of observed flows for removing the impacts induced by the magnitude of observed flows. By this way, ARE error model treats all flows evenly and, therefore, produces the flattest PPD distributions at all $T_r$s in Figure 8.
Based on above analysis, it can be concluded that the characteristics of PPD distributions depend largely on the error models of likelihood measures. The likelihood measures based on a same error model exhibit high similarity in obtained PPD distributions, interval indicators and 90% GLUE intervals.

Due to the differences in the formulas of likelihood measures, slight distinctions can still be detected in interval indicators obtained by likelihood measures based on a same error model. Figures 9 and 10 show that such distinctions are much more remarkable at low $T_r$s than at large $T_r$s. Considering that the error models of likelihood measures lead to similarities and the formulas of likelihood measures lead to differences, it can be concluded here that increasing $T_r$ can reduce the impacts induced by the formulas of likelihood measures whereas strengthens the impacts induced by the error models of likelihood measures. In addition, much less differences in PPD distributions and interval indicators can be found for likelihood measures within a group than those among groups. This suggests that the error model of likelihood measure exhibits more powerful impacts on 90% GLUE intervals than the formulas of likelihood measures.

4.3.2 Assessment on the overall quality of 90% GLUE intervals

Conflicts in interval indicators can be detected in Figures 9 and 10 among likelihood measures based on different error models, which are more serious than Figures 4 and 6. Figure 11 shows the CSs of 90% GLUE intervals in calibration and validation periods. It is evident in Figure 11 that increasing $T_r$ creates a larger CS for all likelihood measures, implying an improvement in the overall quality of GLUE intervals. In addition, the CSs of likelihood measures based on a same error model show high consistency and such consistency is further enhanced with the increase of $T_r$. Ranking the CSs at $T_r=95\%$ in calibration period obtains SE group $>$ AE group $>$ SRE group $>$ SLE group $>$ ARE group. This, to some extent, proves the rationality of adopting a likelihood measure based on SE error model for GLUE simulations in many works (Chen et al. 2012). There are, however, no large differences in the CSs of different likelihood measures at $T_r=95\%$ in both calibration and validation periods. The deviation between the largest and lowest CSs is less than 0.05 (expect the CS of LEL). LEL error model works poorly because it weakens the impacts induced by the large and low flows of great hydrological significances (As was mentioned, LEL error model treats all flows evenly). Based on the magnitudes of CSs, a likelihood measure based on SE error model combined with a large $T_r$ is recommended for the estimation of 90% GLUE intervals by HBV model in the SYR region.
5. Conclusions

This paper presents an investigation on the potential mechanisms behind the impacts induced by Trs and likelihood measures on 90% GLUE intervals. The SYR region is chosen as our study area and HBV model is employed for the estimation of daily flows. Seven typical interval indicators are adopted to characterize the various geometric features of 90% GLUE intervals, which are integrated into a comprehensive score by an MADM framework for an overall assessment. Major findings are summarized as follows:

1) Nine typical likelihood measures are classified into five groups according to error models, i.e. square error (SE), absolute error (AE), square root error (SRE), square logarithmic error (SLE) and absolute relative error (ARE). Likelihood measures based on a same error model are mathematically transferable, leading to an identical population of accepted parameter sets in step 3. The formulas of likelihood measures determine the PPD distributions of model outputs in step 4.

2) An increase in Tr leads to different change patterns of 90% GLUE intervals in the low-, medium- and high-level flow sections. GLUE interval widens in low-level flow sections, moves upward in the recession phases of medium-level flow sections and narrows in high-level flow sections. Trade-off mechanism among the widening, moving and narrowing trends of 90% GLUE interval is the essential reason for the variations of interval indicators with Tr. Based on the uncertainty analysis of daily flow simulation for the SYR region, it is found that increasing Tr leads to a larger coverage ratio, narrower band-width, higher symmetry degree and smaller deviation amplitude, indicating an improvement in the overall quality of 90% GLUE intervals.

3) Both the formulas and error models of likelihood measures show impacts on the PPD distributions of model outputs, interval indicators and 90% GLUE intervals. The general characteristics of PPD distributions
depend highly on the error model of likelihood measure. Much higher similarity can be detected in the PPD distributions and interval indicators obtained by likelihood measures within a group than those obtained by likelihood measures among groups. This indicates that the error model of likelihood measure has much more impacts on 90% GLUE intervals than the formula of likelihood measure. In addition, increasing $Tr$ further highlights the impacts induced by the error model of likelihood measure and weakens the impacts induced by the formula of likelihood measure. However, the impacts induced by both the formulas and error models of likelihood measures can be reduced rapidly with the increase of $Tr$.

4) Visible conflicts can be found in the interval indicators of 90% GLUE intervals obtained by different likelihood measures. This work attempts to deal with this problem by integrating all interval indicators into a single comprehensive score $CS$ by the MADM framework proposed in section 2.2.2. A larger $CS$ generally implies a GLUE interval of better overall quality. According to the magnitudes of $CS$s, a likelihood measure based on SE error model combined with a large $Tr$ is highly recommended for the estimation of 90% GLUE intervals by HBV model in the SYR region.

In conclusion, the formula of likelihood measure controls the individuality of GLUE intervals, the error model of likelihood measure controls the commonality of GLUE intervals and $Tr$ acts as a regulator between individuality and commonality. These three factors jointly result in the features of estimated GLUE intervals.

One of our future works is to testify above conclusions in other watersheds.
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