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Abstract

Invariant tori are prominent features of symplectic and volume preserving maps. From the point of view of chaotic transport the most relevant tori are those that are barriers, and thus have codimension one. For an \( n \)-dimensional volume-preserving map, such tori are prevalent when the map is nearly “integrable,” in the sense of having one action and \( n-1 \) angle variables. As the map is perturbed, numerical studies show that the originally connected image of the frequency map acquires gaps due to resonances and domains of nonconvergence due to chaos. We present examples of a three-dimensional, generalized standard map for which there is a critical perturbation size, \( \varepsilon_c \), above which there are no tori. Numerical investigations to find the “last invariant torus” reveal some similarities to the behavior found by Greene near a critical invariant circle for area preserving maps: the crossing time through the newly destroyed torus appears to have a power law singularity at \( \varepsilon_c \), and the local phase space near the critical torus contains many high-order resonances.
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1. Introduction

Volume preserving maps are appropriate models for many systems including fluid flows [1, 2, 3, 4, 5, 6, 7], granular mixers [8], magnetic field line flows [9, 10, 11], and even the motion of comets perturbed by a planet on an elliptical orbit [12]. Volume-preserving dynamics has some similarities to symplectic dynamics; however, though every symplectic map is volume preserving, the converse is only true in two-dimensions.

This paper is concerned with the effects of perturbation and resonance on invariant tori; such tori are especially common in the integrable case. In the context of Hamiltonian systems and symplectic maps, integrability is synonymous with Liouville’s definition: a \( d \)-degree of freedom system is integrable when it has a set of \( d \), almost-everywhere independent, involutory invariants. The involution property of the invariants implies that they also generate an Abelian group of symmetries that preserve the invariants, and therefore that the (compact) integral manifolds are tori. An integrable \( 2d \)-dimensional symplectic map can be written (at least locally) in terms of angle-action variables \((\theta, J) \in \mathbb{T}^d \times \mathbb{R}^d\) as

\[
\begin{align*}
\theta' &= \theta + \Omega(J), \\
J' &= J,
\end{align*}
\]

where we will take \( \mathbb{T}^d \equiv \mathbb{R}^d / \mathbb{Z}^d \) [13]. The concept of integrability is perhaps less well-formulated for the volume-preserving case. However, it seems quite natural to use Bogoyavlenskij’s concept of broad integrability [14, 15]. Roughly speaking, a system of \( n \) ODEs is broadly integrable if it has \( k \) independent invariants and \( d \) commuting symmetries that preserve the invariants, where \( k + d = n \). We propose a similar definition for a map—the integrable case corresponds to the form (1) as well, but now \((\theta, J) \in \mathbb{T}^d \times \mathbb{R}^k\) [16].
It is natural to study (1) on the universal cover, letting \((x, z) \in \mathbb{R}^d \times \mathbb{R}^k\), so that \((\theta, J) = (x \mod 1, z)\). We study a simple class of perturbations of (1), which for the lift becomes

\[
\begin{align*}
x' &= x + \Omega(z'), \\
z' &= z - \varepsilon g(x),
\end{align*}
\]

where the “force,” \(g\), is periodic, i.e., \(g(x + m) = g(x)\) for any \(m \in \mathbb{Z}^d\). Since \(\Omega\) is evaluated at \(z'\) in (2), this map is a volume-preserving diffeomorphism for any smooth functions \(\Omega\) and \(g\). It is exact volume preserving when \(g\) has zero average—or equivalently the zero Fourier component of \(g\) vanishes \[17\]. Since this is the only case for which (2) can have rotational tori—that is, tori homotopic to the tori of (1)—that are invariant, we will make this assumption.

The rotation vector (or frequency) map:

\[\Omega : \mathbb{R}^k \to \mathbb{R}^d\]

plays an especially important role in the dynamics of (1). For the integrable map, the forward orbit \(\{(x_t, z_t) : t \in \mathbb{N}\}\) of each initial condition \((x_0, z_0)\) has a rotation vector

\[\omega(x_0, z_0) = \lim_{T \to \infty} \frac{x_T - x_0}{T}\]

given by \(\Omega(z_0)\). If \(\Omega(z_0)\) is incommensurate, see §2, the orbit densely covers a \(d\)-dimensional torus; by contrast, when the rotation vector is resonant an orbit densely covers one or more lower dimensional tori.

When the map (1) is perturbed, many of its \(d\)-tori are immediately destroyed; however, KAM theory implies that there will still be a large set of invariant tori if the perturbation is small enough and smooth enough and the frequency satisfies a nondegeneracy condition. This is rigorously true for \(k = d\) when the perturbed map is exact symplectic and satisfies a Hölder condition (i.e. is \(C^{3+h}\) for some \(h>0\), and \(\Omega\) satisfies a nondegeneracy condition such as the twist condition

\[\det D\Omega \geq c > 0,\]

see, e.g., \[18, 19\].

Of course, when \(k < d\), the number of actions is smaller than the number of angles and the matrix \(D\Omega\) is no longer square. The “nicest” case corresponds to \(\text{rank}(D\Omega) = k\) implying that the image of \(\Omega\) is an immersed \(k\)-dimensional submanifold.

Maps of the form (1) with \(k = 1\), so-called one-action maps \[20\], have codimension-one invariant tori. KAM theory implies that codimension-one tori are robust features of nearly-integrable, analytic one-action maps \[21, 22\]. These theorems assume that \(\Omega \in C^{d+1}\) and satisfies a nondegeneracy condition of the form

\[\det(D\Omega, D^2\Omega, \ldots, D^d\Omega) \geq c > 0,\]

similar to that used by Rüssmann \[23, 24\].

By contrast, when \(1 < k < d\) the invariant \(d-k\) dimensional tori of (1) need not be as robust. For example when there are two actions and one angle, almost all of the one-dimensional tori can apparently be immediately destroyed even under a smooth perturbation \[25\].

Though codimension-one tori are commonly observed in near-integrable, one-action maps, they are often destroyed by resonant bifurcations as the perturbation grows. The nature of these bifurcations is strongly influenced by the form of the frequency map. Even when the map satisfies (6) perturbations of (1) can have many of the features of symplectic maps that do not satisfy the twist condition \[26\], see §3. In §4, we will investigate which of these persistent tori is most robust.

---

\[2\] When \(d = k\), (2) is symplectic with the form \(dx \wedge dz\) only if \(D\Omega\) and \(Dg\) are symmetric matrices.
2. Frequency Maps and Resonance

A rotation vector $\omega \in \mathbb{R}^d$ is “resonant” when there exists an $(m, n) \in \mathbb{Z}^d \times \mathbb{Z} \setminus \{0, 0\}$ such that
\[ m \cdot \omega = n. \tag{7} \]

The resonance module of a given $\omega$ is a sub-lattice of $\mathbb{Z}^d$ defined by
\[ \mathcal{L}(\omega) \equiv \{ m \in \mathbb{Z}^d : m \cdot \omega \in \mathbb{Z} \}. \tag{8} \]

The dimension of this module (the number of independent $m$-vectors in $\mathcal{L}$) is the rank of the resonance. An incomensurate or nonresonant rotation vector corresponds to the rank-zero case, $\mathcal{L} = \{0\}$. The order of a resonance is the length of the smallest nonzero vector in $\mathcal{L}$, though of course this depends upon the norm used; we will typically use the sup-norm. The set of resonant frequencies
\[ \mathcal{R} \equiv \{ \omega \in \mathbb{R}^d : m \cdot \omega = n \text{ for some } (m, n) \in \mathbb{Z}^d \times \mathbb{Z} \setminus \{0, 0\} \} \]
is the resonance web; it is a dense subset of $\mathbb{R}^d$.

For the case at hand, $d = 2$ and $k = 1$, the image of $\Omega$ in (1) is a curve, as sketched in Fig. 1. As implied by KAM theory, we expect that, upon a general, smooth perturbation, only tori with “sufficiently” nonresonant rotation vectors (in the sense of a Diophantine condition) will persist when (1) is perturbed [21, 22], and that tori near low-order resonances will be destroyed most quickly. The set of Diophantine rotation vectors is a Cantor set, approximated by the white region in Fig. 1. The frequencies of the preserved set of tori correspond to a Cantor set near $\Omega(z)$: in contrast to the symplectic case, these need not be in the image of $\Omega$.

One way to find invariant tori is to numerically estimate the frequency map; orbits on which the frequency map is well-behaved should correspond to tori or periodic orbits [27]. Numerically, we can estimate the rotation vector (4) as
\[ \omega_T(x_0, z_0) = \frac{x_T - x_0}{T} \tag{9} \]
for some $T$. The finite-time estimate (9) can be used to obtain an approximation of the image of the frequency map on the set of rotational tori. Since each rotational invariant torus will intersect every angle, we fix can the initial angles $x_0$, and think of (9) primarily as a function of the initial action
\[ \omega_T(x_0, \cdot) : \mathbb{R}^k \to \mathbb{R}^d. \]

The estimate (9) is rather crude since errors will decay as $T^{-1}$ even when the limit exists. There are more sophisticated methods for a single frequency [28, 29], but as these are based on continued fractions that rely on one-dimensional ordering, they cannot be used when $d > 1$. Filtered Fourier methods [27] are also more accurate; however, these suffer from the difficulty of identifying which peaks correspond to the “primary” rotation vectors.

3. Tangency Normal Form

Generically the resonance web will intersect the curve $\Omega(z)$ at a dense set of points. For a rank-one resonance the typical behavior is exemplified by a three-dimensional normal form obtained in [26] that is analogous to Chirikov’s “standard map” [30] and Froeschlé’s four-dimensional symplectic map [31]. This normal form corresponds to (2) with $(x, z) \in \mathbb{R}^2 \times \mathbb{R}^1$ and the frequency map and force
\[ \Omega(z) = (z + \gamma, -\delta + \beta z^2), \]
\[ g(x) = a \sin(2\pi x_1) + b \sin(2\pi x_2) + c \sin(2\pi (x_1 - x_2)). \tag{10} \]

Note that $\Omega$ satisfies the nondegeneracy condition (6) since the vectors $D\Omega$ and $D^2\Omega$ are never parallel:
\[ \det(D\Omega, D^2\Omega) = 2\beta. \]
Moreover, since $g \in C^3(T^2)$ and has zero average, KAM theory is applicable to (10).

The main resonances for (10) occur when $\Omega$ is commensurate with one of the “forced” resonances in $g$: the amplitudes $a, b, c$ represent resonant forcing with $m = (1, 0), (0, 1), \text{ and } \pm(1, -1)$, respectively. To limit the number of parameters, we select $\gamma = \frac{1}{2}(\sqrt{5} - 1) \approx 0.61803$, $\beta = 2$, $a = b = c = 1.0$, and vary $\delta$ and $\epsilon$ for our computations.

The locations of the forced resonances for the integrable case, $z^*(m, n)$, are given in Table 1. Note that most resonances occur at two $z$-locations for each $\delta$ because $\Omega$ is parabolic. If $\Omega$ is tangent to a resonance line, there will be only one $z$-location, and the structure of the dynamics near this point resembles a nontwist area-preserving map [26]. Under the approximation that only one resonance is present and its amplitude is small, its width $w$—defined to be the maximum difference between the upper and lower separatrices—can be computed by standard techniques [26]. As an example, the phase portraits for $\delta = 0.1$ in Fig. 2 show four prominent resonances; the locations and widths of these forced resonances are given in Table 2. When $\epsilon$ is small, as in the left pane, much of phase space away from these resonances is foliated by rotational tori; the region within the width of each forced resonance is predominantly foliated by “librational” tori, the tubes in the figure. Of course, the dynamics near the resonance separatrices is chaotic, and as $\epsilon$ increases, chaotic orbits become more prominent.

A numerical computation of the approximate, perturbed frequency map using (9) for $T = 10^5$ is shown in Fig. 3 for the same parameters as Fig. 2 and with initial conditions along the line segment $\{(0, 0, z_0) : z_0 \in [-0.5, 0.5]\}$. When $\epsilon = 0.005$, as in the left pane, the components of $\omega_T$ follow those of $\Omega(z)$ closely except near the forced resonances where the frequencies resonantly lock within a width $w$ about $z^*$. Locking intervals are visible for the $(1, 0, 1), (0, 1, 0)^+$
and $(1, -1, 0)^{-}$ resonances; the fourth resonance $(0, 1, 0)^{-}$ appears as a jump in $\omega_T$ instead of a locking interval because the chosen line of initial conditions passes near the hyperbolic invariant circle for that resonance, as can be seen in Fig. 2. Forced resonances in Table 2 with other values of $n$ do not occur within the domain of the figure.

Though the frequency components within a mode-locking interval appear constant on the scale of Fig. 3, they actually vary slowly, maintaining the resonance condition across the interval.

Chaos is much more visible in the right panes of Figs. 2–3 where $\varepsilon = 0.015$; in particular, the frequencies vary irregularly with $z_0$ for $z_0 < -0.292$, indicative of the strong chaos associated with overlap of the $(0, 1, 0)^{-}$ and $(1, -1, 0)^{-}$ resonances. However, for $z_0 \in [-0.29, 0.092]$ both components of $\omega_T$ vary relatively smoothly; the corresponding phase portrait shows many tori in this region. The values of each component in Fig. 3(b) are visibly shifted to the left from the unperturbed frequency (10); indeed the extremum occurs at $z_0 = -0.03$ so that $\omega_T(0, 0, -0.03) \approx \Omega(0)$. For $z_0 > 0.092$, the frequencies alternately exhibit resonant trapping and chaotic layers.

The chaos visible in Fig. 3(b) is less obvious in the image of the approximate frequency map $z \mapsto \omega_T$ shown in Fig. 4. The computed frequencies are close to the unperturbed parabolic curve (10); however, they fall visibly above $\Omega(z)$ in the chaotic region near the overlapping $(1, -1, 0)^{-}$ and $(0, 1, 0)^{-}$ resonances and they extend considerably beyond the left endpoint of the unperturbed curve, $\Omega(-0.5)$.

Computations of $\omega_T$ for four different initial angles are shown in Fig. 4. In most cases the four computed fre-
quency curves are nearly identical even though a trajectory with a given \( z_0 \) may have a significantly different computed frequency for each initial angle. Indeed, in the regular regions the computed frequencies for the same \( z_0 \) but different angles often differ by 10% even though they typically lie within 1% of the parabola (10). This is precisely as expected for a region foliated by rotational tori intersecting different angles at different heights. The difference between the initial angles is especially prominent near resonances. For example, the initial phases (0.5,0.5) and (0.3,0.2) cross the tube of librating orbits for the (0,1,0) resonance and they have mode-locked segments with \( \omega_f \approx (\frac{\pi}{3},0) \); however the phases (0,0) and (0.5,0.5) appear to lie near the hyperbolic circle of this resonance and their corresponding frequencies jump as \( z_0 \) moves across the resonance.

Variation of the image of the frequency map with \( \epsilon \) is shown in Fig. 5 for \( \delta = 0 \) and initial conditions on the line (0,0,\( z_0 \)). For this value the parabola \( \Omega(z) \) is tangent to the (0,1,0) resonance. When \( \epsilon = 0.001 \), the numerical frequency map (the black dots) is indistinguishable from the parabola \( \Omega(z) \), except for some small deviations when \( z_0 \in [-0.372, -0.344] \) where the orbits appear to be trapped near the (1,-1,0) resonance with \( \omega_f \approx (\frac{\pi}{3}, \frac{\pi}{3}) \), when \( z_0 \in [0.08] \) where \( \Omega(z) \) is near the (0,1,0) resonance, and when \( z_0 \in [0.358, 0.404] \) when it is near the (1,0,1) resonance. Other resonance lines are shown in the figure, but when the perturbation is this small, they have little effect on the image, indicating that most of phase space is foliated by invariant tori. For \( \epsilon = 0.01 \) much of the image still follows the parabola, but for \( \epsilon \geq 0.02 \) the image becomes increasingly irregular, correlating with regions of chaotic behavior in the phase space. Indeed, when \( \epsilon = 0.02 \) there appear to be no rotational invariant tori except for \( \epsilon \in [0.091, 0.153] \). When \( \epsilon = 0.03 \), there appear to be no rotational invariant tori for \( z_0 \in [-0.5, 0.5] \). We will explore this transition in the next section.

Finally, the variation of the frequency map with \( \delta \) is shown Fig. 6. In this figure, gaps around the forced resonances are prominent, and smaller gaps around some of the higher order resonant lines, e.g. (1,2,0) and (2,1,0) can also be seen.
Figure 4: Numerically computed frequency map for (10) with (11), $\epsilon = 0.015$ and $\delta = 0.1$, as in the right pane of Fig. 3. The four sets of points correspond to initial conditions on lines $(x_0, z_0)$ with $(x_0)$ fixed as indicated and $z_0$ ranging from $-0.5$ to $0.5$ in steps of $0.02$. The dashed curve (purple) represents the image of unperturbed frequency map (10) for the same range of $z$. Resonance lines up to order 3 are shown in grey; the forced resonances are the thicker lines.

Figure 5: Approximate images of the frequency map (9) for $T = 10^5$ iterates for (10) with (11), $\delta = 0$ and $a = b = c = \epsilon$. The value of $\epsilon$ ranges from 0.001 to 0.03 as indicated.
4. The Last Invariant Torus

In 1968 John Greene developed a method for determining the “last” rotational invariant circle for an area-preserving map. Greene demonstrated that a circle with a given rotation number \( \omega \) exists when a sequence of periodic orbits whose rotation numbers limit on \( \omega \) have bounded “residue”. He provided compelling evidence that the last circle for Chirikov’s standard map has the golden mean rotation number, that the “critical” invariant circle is not \( C^2 \), and the phase space in its neighborhood exhibits self-similarity [32, 33]. This self-similarity leads to a renormalization group explanation for the existence of invariant circles [34, 35]. More generally, it is hypothesized that the most robust invariant circles for twist maps have “noble” rotation numbers [36, 37, 38, 39]. Though there have been many attempts to generalize Greene’s ideas to higher dimensions—in particular for symplectic maps [40, 41, 42, 43, 44, 45, 46, 47, 48, 49]—there is still no comparable theory that describes the robustness and destruction of multi-dimensional tori.

The question of which torus is the “last” is perhaps of less importance for symplectic maps because when \( d = k > 2 \), the tori do not form barriers to transport. When the tori have codimension-one, however, the question is more relevant.

As \( \epsilon \) increases in (2), rotational tori become less common. It appears that there is an \( \epsilon_c(\beta, \delta, \gamma) \), such that whenever \( \epsilon > \epsilon_c \), there are no rotational invariant tori. Which is the “last” torus and what are its properties?

To make this question easier to investigate, it helps to add a vertical translation symmetry to the map by assuming that there is a \( j \in \mathbb{Z}^d \) such that

\[
\Omega(z + 1) = \Omega(z) + j. \tag{12}
\]
In this case, (2) is isotopic to a three-dimensional version of the Dehn twist. For each orbit \((x_t, z_t) : t \in \mathbb{Z}\) of the lift of such a map, the set \(\{(x_t + k, z_t + k) : t \in \mathbb{Z}\}\) is also an orbit for any \(k \in \mathbb{Z}\); consequently, the phase space structure of the map on \(\mathbb{T}^d \times \mathbb{R}\) is periodic in \(z\).

For our numerical experiments we set
\[
\Omega(z) = (z + \gamma, -\delta + \lambda \sin^2(\pi z)),
\]
which has a parabolic form like that of (10) when \(|z| \ll 1\). This map satisfies (12) with \(j = (1, 0)\). Since the most robust tori of (10) appear to occur near \(z = 0\), the last torus for (13) should be close to that for (10) for \(\beta = \lambda \pi^2\). We choose \(g\) from (10), as before and set
\[
\lambda = 1, \gamma = \frac{1}{2}(\sqrt{5} - 1), a = b = c = 1.0,
\]
so that \(\Omega_2\) varies over a unit interval. Periodicity in \(x\) implies that \(\gamma\) and \(\delta\) can be restricted to any unit interval; thus we will study \(\delta \in [-0.5, 0.5]\).
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Figure 7: Frequency Maps for (2) with (13), with (14) with \(T = 10^5\). The curves correspond to \(\delta\) ranging from \(-0.5\) (black) to \(0.5\) (cyan) in steps of 0.1. For the left pane, \(\epsilon = 0.01\), and for the right, \(\epsilon = 0.026\).

Frequency maps for (2) with (13) and the force \(g\) in (10) at two values of \(\epsilon\) are shown in Fig. 7. Since the map for \(\epsilon = 0.01\) (left pane) is highly regular it indicates there are many invariant tori; however the irregularity of the frequencies for \(\epsilon = 0.026\) (right pane), indicates that most tori have been destroyed.

4.1. Crossing Time

The simplest rigorous criterion that forbids the existence of invariant tori is the existence of “climbing orbits”; i.e., there are no rotational tori whenever there is an unbounded orbit. Since it is numerically impossible to verify that an orbit is unbounded, an implementation of this idea requires a bound on the vertical extent of rotational tori. Define the vertical extent of a set \(\mathcal{T} \subset \mathbb{T}^d \times \mathbb{R}\) as
\[
\Delta(\mathcal{T}) = \max_{(x, z) \in \mathcal{T}} (z) - \min_{(x, z) \in \mathcal{T}} (z).
\]
Rotational tori can be shown to have a bounded vertical extent for the case of symplectic maps with uniformly non-degenerate twist; indeed, “Birkhoff’s Second Theorem” implies that a Lagrangian, rotational invariant torus on which
the dynamics is minimal must be a Lipschitz graph over the angle variables [50, 51, 52]. The vertical extent of any such torus is obtained from the Lipschitz constant. This theorem justifies “converse-KAM” theory and can be used both analytically and numerically to rule out the existence of rotational tori [53, 54]. Unfortunately, there can be no straightforward generalization of Birkhoff’s theorem to a volume-preserving map of the form (2) since its rotational invariant tori are not always graphs [26]. Such “meandering” tori (like those of nontwist area-preserving maps [55, 56]) often occur near resonant tangencies of the frequency map.

Even though we know of no rigorous bound on the vertical extent of tori of (2), we will assume that one does exist, i.e., there is a $\Delta_{\max}$ such that $\Delta(T) < \Delta_{\max}$ for all rotational invariant tori $T$. In this case, using the vertical periodicity of (13), rotational tori can be ruled out if there is an orbit that climbs a distance $1 + \Delta_{\max}$. Numerical observations indicate that $\Delta_{\max}$ is quite small. The largest observed vertical extent, $\Delta(T) \approx 0.2$, occurs near a reconnection bifurcation [26].

Let the crossing time, $t_{cr}$, of an initial condition be the minimal time over which $z$ changes by $1 + \Delta_{\max}$:

$$t_{cr} = \min(t > 0 : |z_t - z_0| \geq 1 + \Delta_{\max}) .$$

We compute the crossing times with $\Delta_{\max} = 0.3$ for a set of $k = 10$ initial conditions of the form $(0, 0, z_0)$ obtained by varying $z_0$ in a narrow range about $-\gamma$ where there is a hyperbolic invariant circle (for $\varepsilon \ll 1$) due to the $(1, 0, 0)$ resonance. To make the computation finite, the number of iterations for each initial condition was limited to at most $10^{10}$.

We observed that the crossing time grows rapidly as $\varepsilon$ decreases and appears to go to infinity at some critical value, $\varepsilon_c$, with a power-law singularity of the form

$$t_{cr} \sim T(\varepsilon; K, \varepsilon_c, \alpha) \equiv \frac{K}{(\varepsilon - \varepsilon_c)^\alpha} .$$  \hspace{1cm} (15)

An example is shown in Fig. 8. If this form is correct, then $\varepsilon_c$ is the parameter at which the last invariant torus is apparently destroyed.

When $\delta = 0.1$ and $\varepsilon \geq 0.0273 = \varepsilon_U$, there were orbits in the trial set with $t_{cr} < 10^{10}$, thus $\varepsilon_c < \varepsilon_U$. However, when $\varepsilon \in [0.02733, 0.0277)$, $t_{cr} > 10^{10}$ for some orbits in the trial set; consequently, our computations cannot estimate the average crossing time in this range. Since the median can still be computed if the majority of trial orbits cross, we used the median crossing time to fit the data using $k = 10$ trials at each of $N = 238$ values of $\varepsilon \in [0.02747, 0.1]$. The spread in the data is estimated using the median absolute deviation

$$t_{mad} = \text{median}[|t_j - \text{median}(t_i)|] .$$

The three parameters, $K, \varepsilon_c$, and $\alpha$ of (15) were fit by minimizing the squared log-error:

$$E^2 = \frac{1}{N} \sum_i [\log t_{cr}(\varepsilon_i) - \log T(\varepsilon_i; K, \varepsilon_c, \alpha)]^2 .$$  \hspace{1cm} (16)

The resulting fit, shown in Fig. 8 for $\delta = 0.1$, gives $\varepsilon_c = 0.02741$, and an exponent $\alpha = 2.624$ with an rms error $E = 0.22$. However, this estimated value of $\varepsilon_c$ is clearly too large since we observed crossing orbits at this parameter value (see also §4.2). A two-parameter fit, setting $\varepsilon_c = 0.0273$, a more reasonable value, gives $\alpha = 2.772$ and $E = 0.24$. The average crossing time also appears to fit the model (15), giving $\varepsilon_c = 0.0274$, and $\alpha = 2.617$ for the full fit, and $\alpha = 2.753$ for the fixed-$\varepsilon_c$ fit with similar rms errors.

Though the data provide clear evidence for (15), it is difficult to compute the exponent accurately. In particular, some of the largest deviations from the fit occur near the singularity: it is possible that if computations could be done for $t_{cr} > 10^{10}$, the exponent would be different. Nevertheless, it is intriguing that the observed exponent for the three-dimensional map is close to that for a critical noble invariant circle of a twist map ($\alpha = 3.05$ [57]).

Fits to the crossing time data for other values of $\delta$ are similar and in each case there seems to be a power law singularity in the crossing time; however, the exponent varies considerably with $\delta$. 
4.2. Graphical Exploration

An alternative technique to estimate $\epsilon_c$ that also yields bounds on the location of rotational tori is to determine if orbits lie in a large, connected chaotic zone, or are trapped in a set with small vertical extent and thus presumably bounded by rotational tori. This method, primarily visual, uses the openGL-based iteration code to display the evolution of an orbit, recall Fig. 2. This interactive program displays a trajectory as a continuously evolving “cloud” of its most recent $2^{13}$ iterates.

Using this method, it is quite easy to discover that the region containing rotational tori shrinks to a narrow range of initial conditions as $\epsilon$ grows. For initial conditions on the line $(0, 0, z_0)$ and $\epsilon = 0.02$, this range is $z_0 \in (z_L, z_U) = (-0.0663, -0.0104) \pm 0.0001$, as shown in Fig. 9. The experiments indicate that there are tori near the upper and lower bounds of this range. Orbits with $z_0 \in (z_L, z_U)$ may be chaotic or lie on resonant, nonrotational tori; nevertheless, each such orbit appears to be trapped in $(z_L, z_U)$. Moreover, the orbit of $(0, 0, z_L)$ is chaotic and was observed to move below $z = -0.5$, while the orbit of $(0, 0, z_U)$ is chaotic and moves above $z = 0.5$.

As $\epsilon$ grows, the interval $(z_L, z_U)$ shrinks as shown in Fig. 9. From this data, we assert that there are no invariant tori for $\epsilon = 0.0273$ because we found a pair of orbits that “cross” any domain where tori could exist. In particular, the orbit of $(0, 0, -0.056002)$ is chaotic and has $\min(z_t) < -0.5$, while the orbit beginning at $(0, 0, -0.05612)$ has $\max(z_t) > 0.5$.

Note, however, that the destruction of tori does not appear to be monotonic with $\epsilon$: in the figure the domain of tori shrinks almost to a point, $(-0.053956, -0.053906)$, at $\epsilon = 0.0270$, but then grows to $(-0.056080, -0.053160)$ at $\epsilon = 0.0271$ before finally disappearing at $\epsilon = 0.0273$. Our observations indicate that there are no rotational tori for larger values of $\epsilon$, though we cannot rule out tori that might reappear for very small intervals of $\epsilon$.

These experiments indicate again that $\epsilon_t \leq 0.0273$ for $\delta = 0.1$. For $\epsilon = 0.02729$, the orbit of $(0, 0, -0.0561)$, though weakly chaotic, appears to be trapped between rotational tori. This orbit provides an estimate of the rotation...
vector of the “last rotational torus”, from (9),

\[ \omega \approx (0.619, -0.0859) \]

It is difficult to compute this value more accurately without a more systematic method to locate tori; we plan to do this in a future paper [58].

Similar experiments for other values of \( \delta \) show that the critical \( \epsilon \) value ranges from about 0.0187 to 0.0347, with the largest observed value for \( \delta = -0.4 \).

4.3. Frequency Maps

As a final method to look for the last torus, we explore in more detail the numerical frequency maps shown in Fig. 7. Again, we focus on the case \( \delta = 0.1 \).

It is easier to detect the irregularity of the frequency map from its components; these are shown for \( \epsilon = 0.015 \) in Fig. 10 as a function of the initial \( z \)-value. Chaotic regions correspond to a scatter in \( \omega_T \) values for nearby initial conditions. These are interspersed with intervals where \( \omega_T \) appears to be more or less smooth indicating rotational or librational tori.

Resonance gives rise to librational tori, recall Fig. 2. These are most easily seen when one of the components of \( \omega \) is constant, such as the \((0, 1, 0)\) and \((1, 0, 1)\) resonances labeled in the figure. However, even when both components of \( m \) nonzero—such as the \((1, -1, 0)\) resonance seen in the figure—the frequencies vary only slightly as the initial conditions cross a resonance so, on the scale of the lower pane of Fig. 10, these resonances also appear to be flat intervals.

There are two intervals in the lower pane of Fig. 10 where \( \omega_T \) appears to vary smoothly. However, this smooth variation of \( \omega \) is interspersed with resonant intervals, as can be seen in the upper pane, which is an enlargement around

---

Figure 9: The interval of rotational tori as a function of \( \epsilon \) for \( \delta = 0.1 \) on the line \((0, 0, z_0)\). There are no rotational tori for \( z_0 \not\in (z_L, z_U) \) for initial conditions \((0, 0, z_0)\). The vertical extent through \( x_0 = 0 \) of some low-order resonances, labeled by \((m_1, m_2, n)\), are also shown. The two \((1, 7, 0)\) resonances appear to reconnect near \( \epsilon = 0.0255 \); unfortunately, their librational tori are destroyed before this happens and so the reconnection is hard to observe.
$\epsilon = 0.015$

$\delta = 0.1$

![Figure 10: Numerically computed frequency components (9) as a function of $z_0$ for $\epsilon = 0.015$ and $\delta = 0.1$ with $x_0 = (0, 0)$ and $T = 10^7$ (lower pane) and $T = 10^8$ (upper pane) for the frequency map (13). The relatively smooth variation of the frequencies near $z_0 = -0.45$ and $-0.05$ hints at the existence of rotational tori. The upper pane shows an enlargement of the dashed boxes around $z_0 = 0$. In the upper pane, the frequency components $\omega_1$ and $\omega_2$ are plotted on different scales as shown on the left and right edges of the graph.](image)

$z_0 = 0$. Resonances can be systematically identified by looking for cases in which $|m \cdot \omega - n| < c$, for some small $c$. The figure identifies all resonances to order 12 that occur for more than one consecutive $z_0$ value, using $c = 10^{-8}$. Note that the vertical scales of $\omega_1$ (shown on the left) and $\omega_2$ (on the right) are different for the upper pane. On the scale of this figure, the component $\omega_1$ is still appears to be constant across a resonance; however, the variation of $\omega_2$ is now more visible since it is displayed on a smaller scale. Since $\omega_2$ varies and $m \cdot \omega = n$ in the resonance, $\omega_1$ must vary as well.

Though there were two small intervals in Fig. 10 containing invariant tori, Fig. 11 suggests that when $\epsilon = 0.02$ there are rotational tori only in a small interval around $z = -0.05$. The upper pane is an enlargement of this region. Recall from Fig. 9, there are no tori outside the interval $(z_L, z_U) = (-0.0663, -0.0104)$; this range is also indicated in the figure by the dashed vertical lines. The endpoints of the region of smooth variation of $\omega$ clearly correlate with the interval $(z_L, z_U)$, confirming that smooth variation of $\omega$ indicates the existence of tori. As noted earlier, there are chaotic orbits trapped by tori within $(z_L, z_U)$.

For $\epsilon = 0.025$, $(z_L, z_U) = (-0.054260, -0.045980)$, as shown in Fig. 12. It is noteworthy that much of this interval is filled by resonant or chaotic orbits; this can be seen in the uppermost pane of this figure. The Cantor set of tori for this value of $\epsilon$ is sparse indeed.

When $\epsilon = 0.026$, there are tori only in the interval $(z_L, z_U) = (-0.055500, -0.047900)$. Unlike the previous figures, the upper bound that we found in §4.2 is not confirmed by the frequency map in Fig. 13: the frequencies near this
point vary irregularly, at least on the scale of the figure. It is possible; however, that there is a nearly isolated invariant torus at this location.

When \( \varepsilon \) is increased to 0.027 or beyond, it is difficult to compute a meaningful enlargement of the frequency map for \((z_L, z_U)\) as this requires increasing \( T \) beyond \(10^9\). Nevertheless, the frequency maps confirm the conclusions of the previous methods that \( \varepsilon_c \approx 0.0273 \).

5. Discussion

We have shown that the break-up of two-dimensional, rotational tori in a three-dimensional, volume preserving map has a number of features similar to those found for the area-preserving case. Namely, the “last torus” appears to be the limit of a family of resonances. However, we have not been able to discover if there is an analogue of the dynamical self-similarity discovered by John Greene for the standard map. We also saw that the time for an orbit to cross a region has a power-law singularity just like that discovered by Boris Chirikov for the two-dimensional case. The implication is that destroyed invariant tori may leave remnants like the cantori discovered by Ian Percival for symplectic maps. However, as of yet, we know of no general construction or even any examples of such invariant cantori sets for the volume-preserving case.

There are many open questions. Birkhoff’s theorem implies that the set twist maps with invariant circles is closed since the circles are Lipschitz [59, §5.4]. Is this true for the volume-preserving case? Can one bound the vertical

Figure 11: Numerically computed frequencies, \( \omega_T \), as a function of \( z_0 \) for \( \varepsilon = 0.02 \) and \( \delta = 0.1 \) with \( x_0 = (0,0) \) and \( T = 10^7 \) (lower pane) and \( T = 10^8 \) (upper pane) for the frequency map (13). There appear to be invariant tori only in the range \( z_0 \in (-0.0663, -0.0104) \), and the upper plot is an enlargement of this region. Resonances up to order 12 are labeled.
extent, $\Delta(T)$, of rotational tori? Is the set of parameter values for where there are rotational tori itself closed? Is there an analogue to the robustness of circles with noble rotation numbers to the higher-dimensional case? Since the noble numbers are quadratic irrationals, it has long been speculated that cubic irrationals could fill this role in the two-frequency case. As Mather demonstrated, it is easy to show that the standard map has no rotational invariant circles for $k > \frac{3}{4}$ [53]; can one find an explicit ball in parameter space outside of which the family (2) has no rotational tori?

There are two natural methods for numerical approximation of invariant tori. The first is to look for sequences of periodic orbits whose rotation vectors limit to one for a given torus. The second is to use a Fourier series approximation for the embedding $K: \mathbb{T}^d \rightarrow \mathbb{T}^d \times \mathbb{R}^k$ that conjugates the dynamics on the torus to the rigid rotation $\theta \mapsto \theta + \omega$. These complementary methods should lead to more insight into the break-up of tori, and we hope to report on them in the future [58].
Figure 13: Numerically computed frequencies, $\omega_T$, as a function of $z_0$ for $\epsilon = 0.026$ and $\delta = 0.1$ with $x_0 = (0,0)$ and $T = 10^9$ for the frequency map (13).

References

[1] J. Cartwright, M. Feingold, O. Piro, Chaotic advection in three dimensional unsteady incompressible laminar flow, J. Fluid Mech. 316 (1996) 259–284.

[2] V. Meleshko, O. Galaktionov, G. Peters, H. Meijer, Three-dimensional mixing in Stokes flow: The partitioned pipe mixer problem revisited, Eur. J. Mech. B - Fluids 18 (1999) 783–792.

[3] F. Sotiropoulos, Y. Ventikos, T. C. Lackey, Chaotic advection in three-dimensional stationary vortex-breakdown bubbles: Šil’nikov’s chaos and the devil’s staircase, Journal of Fluid Mechanics 444 (2001) 257–297.

[4] A. Rodrigo, J. Mota, A. Lefevre, J. Leprevost, E. Saatdjian, Chaotic advection in a three-dimensional Stokes flow, AIChE Journal 49 (2003) 2749–2758.

[5] M. Speetjens, H. Clercx, G. Van Heijst, A numerical and experimental study on advection in three-dimensional Stokes flows, J. Fluid Mech 514 (2004) 77–105.

[6] P. Anderson, D. Ternet, G. W. M. Peters, H. E. H. Meijer, Experimental/numerical analysis of chaotic advection in a three-dimensional cavity flow, Int. Polymer Processing 04 (2006) 412–420.

[7] P. Mullowney, K. Julien, J. Meiss, Chaotic advection in the Küppers-Lortz state, Chaos 18 (2008) 033104.

[8] S. Meier, R. Lueptow, J. M. Ottino, A dynamical systems approach to mixing and segregation of granular materials in tumblers, Adv. Phys. 56 (2007) 757–827.
[9] A. Thyagaraja, F. Haas, Representation of volume-preserving maps induced by solenoidal vector fields, Phys. Fluids 28 (1985) 1005–1007.

[10] J. Greene, Reconnection of vorticity lines and magnetic lines, Phys. Fluids B 5 (1993) 2355–2362.

[11] A. Bazzani, A. Di Sebastian, Perturbation theory for volume-preserving maps: application to the magnetic field lines in plasma physics, in: Analysis and modelling of discrete dynamical systems, volume 1 of Adv. Discrete Math. Appl., Gordon and Breach, Amsterdam, 1998, pp. 283–300.

[12] J. Liu, Y.-S. Sun, Chaotic motion of comets in near-parabolic orbit: Mapping aproaches, Celestial Mech. Dynam. Astronom. 60 (1994) 3–28.

[13] A. P. Veselov, Integrable mappings, Russian Math. Surveys 46 (1991) 1–51.

[14] O. Bogoyavlenskij, Extended integrability and bi-Hamiltonian systems, Comm. Math. Phys. 196 (1998) 19–51.

[15] F. Fass, A. Giacobbe, Geometric structure of "broadly integrable" Hamiltonian systems, J. Geom. Phys. 44 (2002) 156–170.

[16] H. Lomelí, H. R. Dullin, J. Meiss, Integrals, Symmetry and Integrability for Volume-Preserving Maps, Technical Report, University of Colorado, 2011.

[17] H. Lomelí, J. Meiss, Generating forms for exact volume-preserving maps, Disc. Cont. Dyn. Sys. Series S 2 (2009) 361–377.

[18] J. Pöschel, A lecture on the classical KAM theorem., in: Smooth ergodic theory and its applications (Seattle, WA 1999), volume 69 of Proc. Sympos. Pure Math., Amer. Math. Soc., Providence, 2001, pp. 707–732.

[19] R. De La Llave, A tutorial on KAM theory, in: Smooth ergodic theory and its applications (Seattle, WA, 1999), volume 69 of Proc. Sympos. Pure Math., Amer. Math. Soc., Providence, 2001, pp. 175–292.

[20] O. Piro, M. Feingold, Diffusion in three-dimensional Liouvillian maps, Phys. Rev. Lett. 61 (1988) 1799.

[21] C.-Q. Cheng, Y.-S. Sun, Existence of invariant tori in three-dimensional measure-preserving mappings, Celestial Mech. Dynam. Astronom. 47 (1990) 275–292.

[22] Z. Xia, Existence of invariant tori in volume-preserving diffeomorphisms, Erg Th Dyn Sys 12 (1992) 621–631.

[23] H. Rüssmann, Invariant tori in non-degenerate nearly integrable Hamiltonian systems, Reg. and Chaotic Dyn. 6 (2001) 119–204.

[24] M. Sevryuk, Partial preservation of frequencies in KAM theory, Nonlinearity 19 (2006) 1099–1140.

[25] I. Mezic, Break-up of invariant surfaces in action-angle-angle maps and flows, Phys. D 154 (2001) 51–67.

[26] H. R. Dullin, J. Meiss, Resonances and twist in volume-preserving mappings, Disc. Cont. Dyn. Sys. Submitted (2010).

[27] J. Laskar, Frequency analysis for multi-dimensional systems. global dynamics and diffusion, Physica D 67 (1993) 257–283.

[28] K. Efthathiou, N. Voglis, A method for accurate computation of the rotation and twist numbers for invariant tori, Phys. D 158 (2001) 151–163.

[29] T. M. Seara, J. Villanueva, On the numerical computation of diophantine rotation numbers of analytic circle maps, Physica D 217 (2006) 107–120.
B. Chirikov, A universal instability of many-dimensional oscillator systems, Phys. Rep. 52 (1979) 265–379.

C. Froeschlé, J. Scheidecker, Numerical study of a four dimensional mapping II, Astron. and Astrophys. 22 (1973) 431–436.

J. Greene, A method for computing the stochastic transition, J. Math. Phys. 20 (1979) 1183–1201.

J. Greene, The calculation of KAM surfaces, in: Nonlinear Dynamics, volume 357, Ann. New York Acad. Sci., New York, 1980, pp. 80–89.

R. MacKay, Renormalisation in Area-Preserving Maps, volume 6 of Adv. Series in Nonlinear Dynamics, World Scientific, Singapore, 1993.

G. Arioli, H. Koch, The critical renormalization fixed point for commuting pairs of area-preserving maps, Comm. Math. Phys. 295 (2010) 415–429.

G. Schmidt, J. Bialek, Fractal diagrams for Hamiltonian stochasticity, Physica D 5 (1982) 397–404.

D. Escande, M. Mohamed-Benkadda, F. Doveil, Threshold of global stochasticity and universality in Hamiltonian systems, Phys. Lett. A 101 (1984) 309–313.

N. Buric, I. Percival, F. Vivaldi, Critical function and modular smoothing, Nonlinearity 3 (1990) 21–37.

R. MacKay, J. Stark, Locally most robust circles and boundary circles for area preserving maps, Nonlinearity 5 (1992) 867–888.

E. Boltt, J. Meiss, Breakup of invariant tori for the four dimensional semi-standard map, Physica D 66 (1993) 282–297.

M. N. Vrahatis, H. Isliker, T. C. Bountis, Structure and breakdown of invariant tori in a 4-D mapping model of accelerator dynamics, Int. J. Bifurcation and Chaos 7 (1997) 2707–2722.

S. Kurosaki, Y. Aizawa, Breakup process and geometrical structure of high-dimensional KAM tori, Prog. Theor. Phys. 98 (1997) 783–793.

A. Haro, C. Simó, A numerical study of the breakdown of invariant tori in 4D symplectic maps, in: XIV CEDYA/IV Congress of Applied Mathematics (Spanish)(Vic, 1995), Univ. Barcelona, Barcelona, 1999, p. 9.

S. Tompaidis, Numerical study of invariant sets of a quasiperiodic perturbation of a symplectic map, Experimental Mathematics 5 (1996) 211–230.

S. Tompaidis, Approximation of invariant surfaces by periodic orbits in high-dimensional maps, in: C. Simó (Ed.), Hamiltonian systems with three or more degrees of freedom (S’Agaró, 1995), volume 533 of NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., Kluwer Acad. Publ., Dordrecht, 1999, pp. 605–609.

C. Chandre, R. S. MacKay, Approximate renormalization with codimension-one fixed point for the break-up of some three-frequency tori, Phys. Lett. A 275 (2000) 394–400.

C. Chandre, J. Laskar, G. Benfatto, H. R. Jauslin, Determination of the threshold of the break-up of invariant tori in a class of three frequency Hamiltonian systems, Physica D 154 (2001) 159–170.

J. Zhou, B. Hu, Y.-S. Sun, Universal behaviour on the break-up of the spiral mean torus, Chin. Phys. Lett 18 (2001) 1550–1553.

A. Celletti, C. Falconline, U. Locatelli, On the break-down threshold of invariant tori in four dimensional maps, Reg. and Chaotic Dyn. 9 (2004) 227–253.
[50] M. Bialy, L. Polterovich, Hamiltonian systems, Lagrangian tori and Birkhoff’s theorem, Math. Ann. 292 (1992) 619–627.

[51] M. L. Bialy, R. S. MacKay, Symplectic twist maps without conjugate points, Israel J. Math. 141 (2004) 235–247.

[52] C. Arnaud, On a theorem due to Birkhoff, Technical Report, Université d’Avignon, 2010. Http://arxiv.org/abs/1004.0028.

[53] R. MacKay, I. Percival, Converse KAM: Theory and practice, Comm. Math. Phys. 98 (1985) 469–512.

[54] R. MacKay, J. Meiss, J. Stark, Converse KAM theory for symplectic twist maps, Nonlinearity 2 (1989) 555–570.

[55] C. Simó, Invariant curves of analytic perturbed nontwist area preserving maps, Regular & Chaotic Dynamics 3 (1998) 180–195.

[56] A. Wurm, A. Apte, K. Fuchss, P. Morrison, Meanders and reconnection-collision sequences in the standard nontwist map, Chaos 15 (2005) 023108.

[57] R. MacKay, J. Meiss, I. Percival, Transport in Hamiltonian systems, Physica D 13 (1984) 55–81.

[58] A. Fox, J. Meiss, Greene’s criterion for volume-preserving maps, 2011. In progress.

[59] M. Herman, Sur les courbes invariantes par les difféomorphismes de l’anneau. vol 1, Astérisque 103-104 (1983) 1–221.