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Abstract—Social media contains useful information about people and the society that could help advance research in many different areas (e.g. by applying opinion mining, emotion/sentiment analysis, and statistical analysis) such as business and finance, health, socio-economic inequality and gender vulnerability. User demographics provide rich information that could help study the subject further. However, user demographics such as gender are considered private and are not freely available. In this study, we propose a model based on transformers to predict the user’s gender from their images and tweets. We fine-tune a model based on Vision Transformers (ViT) to stratify female and male images. Next, we fine-tune another model based on Bidirectional Encoders Representations from Transformers (BERT) to recognize the user’s gender by their tweets. This is highly beneficial, because not all users provide an image that indicates their gender. The gender of such users could be detected from their tweets. The combination model improves the accuracy of image and text classification models by 6.98% and 4.43%, respectively. This shows that the image and text classification models are capable of complementing each other by providing additional information to one another. We apply our method to the PAN-2018 dataset, and obtain an accuracy of 85.52%.
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1 INTRODUCTION

People are progressively becoming active in social media, sharing their thoughts, beliefs, concerns, and experiences. Consequently, a huge amount of useful information is produced that can help solve many problems in different areas such as economics \cite{1}, marketing \cite{2}, public safety and policy \cite{3,4}, healthcare \cite{5,6}, and gender vulnerability \cite{30,31}. User demographics provide social media-based research with essential information that can help study the issue from diverse perspectives. However, on most social media platforms, user information such as gender is considered private and therefore, is not freely available. As a result, user and author profiling has become a topic of great interest, recently.

By definition, author profiling is the process of using texts written by users for demographic extraction. Although many previous studies have focused on finding user information such as gender from text data \cite{7-11}, very few of them have considered using images. Combining image and text classification methods for finding users’ genders can significantly increase the classification accuracy \cite{22,27}. In this paper, we propose a multimodal approach to find social-media users’ gender by combining text and image processing and adapting transformers.

Transformers are novel deep learning models that use a self-attention mechanism to identify and learn significant parts of content \cite{12}. The attention mechanism is a technique that is capable of enhancing and highlighting important parts of the content while downgrading other parts \cite{13}. Self-attention is an attention mechanism that finds important tokens and their relations by comparing content with itself \cite{14}. A token is usually a single word in Natural Language Processing (NLP), and a group of pixels processed together in computer vision. Since transformers can process tokens sequentially, they are suitable for both text and image processing \cite{15,16}.

Transformers were initially used for NLP, and later on for computer vision. Before transformers, Recurrent Neural Network (RNN) models such as Long-Short Term Memory (LSTM) and Gated Recurrent Units (GRUs) with added attention layers on top of them were commonly used for NLP. In 2017, transformers were introduced by keeping the attention layer and dropping the RNN part to speed up the training process. Recently, transformers have been used and performed very well in image recognition. Bidirectional Encoder Representations from Transformers (BERT) \cite{17} and Vision Transformers (ViT) \cite{18} are models that are built using transformers and respectively trained for text and image classification.

BERT, which has become very popular for NLP lately, was first developed in 2018, solely from transformers. It is presented in two different modes, BERT\textsubscript{Base} and BERT\textsubscript{LARGE} which respectively include twelve layers of transformers with twelve-headed bidirectional self-attention and twenty-four layers of transformers with sixteen-headed bidirectional self-attention. Both models have been trained in an unsupervised manner for language modelling and next-sentence prediction, using a large corpus gathered from books and Wikipedia pages.
This time consuming computationally-expensive pre-training phase resulted in learning contextual embeddings for tokens i.e. words, by BERT. BERT can be fine-tuned to perform different NLP tasks such as question answering and language understanding, in a supervised manner. This can be extremely favourable to NLP developers since it performs very well with less labelled data.

ViT was developed in 2020, and published in 2021 by researchers from Google’s Brain Team [29]. Since finding the relation between pixels is prohibitively complex in terms of memory and computation, ViT divides an image into 16x16 pixel sections for processing. Thus, a token is a 16x16 pixel piece of an image in ViT. Next, a learnable embedding vector is assigned to each token and along with positional embeddings are fed into a transformer architecture. Three different models are defined and trained for ViT, namely, ViT-Base, ViT-Large, and ViT-Huge, which respectively, include twelve layers of transformers with twelve-head self-attention; twenty-four layers of transformers with sixteen-head self-attention; and thirty-two layers of transformers with sixteen-head self-attention. The models have been pre-trained for image classification on different datasets including ImageNet, ImageNet-21k, and JFT-300M and have had up to 99.74% accuracy.

We labelled profile images for gender recognition and fine-tuned ViT based on that. Next, we applied our model to the PAN-2018 dataset [28] to predict users’ gender using ten different images posted by a user. In addition, we fine-tuned a BERT model for text-based gender recognition using the PAN-2018 Twitter dataset. Eventually, we combined the image- and text-classification models using various machine learning algorithms, namely, Feedforward Neural Network (FNN), XGBoost, Random Forest (RF), Support Vector Machine (SVM), and Naive Bayes (NB).

The COVID-19 pandemic has exacerbated global socio-economic inequalities, revealing how crises affect people differently according to their gender in troubling patterns which do not bode well for future resilience. Integrating governance at widening levels, and mitigating the limited economic options of women, are two examples of systematic challenges which require attention for human futurity – but in many cases, even the data required to document and understand these challenges is not available. This paper addresses these systematic imperatives by providing a framework that can help us to identify the elements of promising emergent governance frameworks to address local and global-scale socio-ecological challenges that disproportionately impact women.

In the following, Section 2 includes the literature review, Section 3 and 4 present our proposed method and numerical results, respectively, and Section 5 provides conclusion and future work, followed by a discussion in Section 6.

2 LITERATURE REVIEW

Author profiling has been practiced using different approaches [7-11]. Vashisth and Meehan [7] used different NLP methods for gender detection using Tweets, including Bag of Words (BoW) created with Term Frequency-Inverse Document Frequency (TF-IDF), word embeddings using W2Vec and GloVe embeddings, logistic regression, Support Vector Machine (SVM), and Naïve Bayes. They concluded that word embeddings have the highest performance for gender recognition. Ikae and Savoy [8] compared different machine learning methods for gender detection using tweets including logistic regression, decision tree, k-nearest neighbors (KNN), SVM, Naïve Bayes, neural networks, and random forest on seven different datasets. They concluded that neural networks and random forest perform best among the different approaches. Authors in [10] used n-grams as well as unigrams to tokenize sentences. They applied five different machine learning algorithms, Naïve Bayes, Sequential Minimal Optimization (SMO), logistic regression, random forest, and j48 on text for gender recognition, and found that a combination of 1- to 4-grams with SMO produces the best accuracy.

The studies mentioned above, have only used text for gender recognition and have not considered image data. Authors in [19] were the first to use profile images for gender detection. They stacked different approaches, namely, Microsoft Discussion Graph Tool (DGT) using the username of the users, Face++ using their profile images, and SVMLight using their tweets. However, they combined pre-existing methods and did not train or fine-tune any model. In [20], VGG, a well-known image recognition model based on Convolutional Neural Networks (CNN) has been fine-tuned for gender detection of Twitter users. In [21], text and image have been used for predicting the gender of Twitter users. In the image classification method, a CNN is trained for gender recognition. The text classification method includes applying TF-IDF to the hashtags, and using Latent Dirichlet Allocation (LDA) to find the topics that the user is interested in. The results show that the combined method has higher accuracy.

Some studies have focused on image classification techniques for gender recognition. For example, authors in [23] propose a method for gender detection using images. First, they use CNN for feature extraction. Next, they apply a self-joint attention model for feature fusion. Finally, they use two fully connected neural network layers with ReLu and softmax activation functions, and one average pooling layer to predict the gender. In [24], a method using gated residual attention networks has been proposed for gender recognition using images and tested on five different datasets. In [25], different CNNs are trained for gender recognition using different methods such as KNN, Decision Tree, SVM, and softmax for feature extraction. The results of the CNN methods are combined by majority voting to increase the accuracy. Authors in [9] used posts, comments, and replies on facebook for gender recognition. They compared BERT with different machine learning and deep learning algorithms such as Naïve Bayes, Naïve Bayes Multinomial, SVM, decision tree, random forest, KNN, Recurrent Neural Networks (RNN), and Convolutional Neural Networks (CNN). The results show that BERT has the highest performance
among the different methods.

Some studies have combined both text and image classification models and employed transformers for gender recognition. In [22], a multimodal approach using both text and image is proposed for the gender detection of Twitter users. The text classification part uses BERTBASE and the image classification part uses EfficientNet, a CNN-based approach for image recognition. The two methods are then combined to gain a higher accuracy. In [11], the gender of Twitter users has been predicted using their names, descriptions, tweets, and profile colours. SVM, BERT, and BLSTM have been applied to user descriptions, and BERT has performed better compared to SVM and BLSTM. Next, the different approaches are combined to improve the accuracy.

Methods mentioned above have used transformers for text classification for author profiling, and have found that BERT has higher performance compared to other methods. However, BERT has not been enhanced with image recognition using transformers for demographic information extraction. In this paper, we improve the performance and accuracy of text classification by combining BERT with image classification using ViT for gender recognition of Twitter users.

3 Methodsology

Deep learning models such as transformers are advantageous to other machine learning models only when a large dataset is fed to them. Oftentimes, there is a need to employ supervised learning, particularly when labelled data is not available or it is very limited. In cases where a great amount of data is not accessible, fine-tuning a pre-trained deep learning model can help us find the desired accuracy. To this end, we have fine-tuned two powerful models based on transformers, namely, BERT and ViT which are respectively used for text and image classification to find Twitter users’ gender. We applied our method on PAN-18 and compared text and image classification models with their combination in terms of accuracy, precision, recall, and F1-score, and found that their combination is superior in all of the metrics, and results in high accuracy.

3.1 Fine-Tuning ViT

We retrieved geotagged tweets from Canada and South Africa using Twitter’s Application Programming Interface (API) academic researcher account. The users were manually labelled into three classes, namely, female, male, and unknown (the class unknown here does not imply gender-neutral), based on their Twitter profile images. The unknown class included images that did not suggest a gender, because they did not contain human faces; or involved only children, or couples, or a group of women and men. We recognize that binary classification of gender into female and male excludes other forms of gender representations. Our train and test datasets included 467 and 161 female, 468 and 156 male, and 451 and 150 unknown images that are pretty balanced (See figure 1). These datasets were used to fine-tune ViT for gender classification.

![Fig. 1. Number of images in each class for (a) train and (b) test datasets](image)

Next, we applied our model to the PAN-18 dataset [28]. This dataset includes text and images of English, Spanish, and Arabic-speaking users. There are ten different images available for each user. Hoping that most users do post pictures of themselves, we used our trained model to classify the users based on gender by taking the ten different images that they had posted. We combined the result of the ten images of each user using different machine learning algorithms, i.e. FNN (three neurons in the hidden and two in the output layers), XGBoost, RF, SVM, and NB, and achieved the highest accuracy with RF (see figure 2).

![Fig. 2. The image classification model for gender recognition](image)

3.2 Fine-Tuning BERT

Some Twitter users may not have a suitable image for detecting their gender. However, we are able to retrieve the tweets of most Twitter users. Therefore, training a text classification model for gender recognition could help extract the gender of more users and increase the performance of the model. PAN-18 dataset includes 3000 and 1900 users for training and testing. Half of the users are female and half male, and the dataset is completely balanced. In the PAN-18 dataset, one hundred tweets are available for each user, which we used to fine-tune the BERT model for gender recognition. We tried to identify the gender of users by a single tweet, however the accuracy of the model did not exceed 59%. Thus, since the num-
ber of tokens for BERT cannot be more than 512, we concatenated ten randomly chosen tweets and found ten concatenated tweets for each user. We trained a BERT model using the concatenated tweets, and combined the ten different concatenated tweets of each user using various machine learning algorithms, i.e. FNN, XGBoost, RF, SVM, and NB, and found 81.89% accuracy with FNN. As shown in figure 3, the FNN model consisted of a hidden and an output layer of three and two neurons. Adding more layers and neurons did not increase the accuracy of the model.

3.3 Combining Image and Text Classification

For each user of the PAN-18 dataset, ten different images, and ten concatenated tweets were extracted. Each image went through an image classification model fine-tuned on ViT, and each concatenated tweet went through a text classification model fine-tuned on BERT. The image classification model has three outputs, i.e. female, male, and unknown, and the text classification model has two outputs, i.e. female and male. Therefore, fifty outputs for each user were obtained, thirty of which came from the image-classification model, and twenty from the text-classification model (see figure 4). We placed a feedforward neural network on top of these fifty outputs to combine the models’ output. The feedforward network consisted of two layers. The hidden and output layers included ten and two neurons, respectively. Our code is available at [32].

4 RESULTS

4.1 Gender Recognition with Fine-Tuning ViT

Figure 5 shows the confusion matrix of the model fine-tuned on ViT using the dataset gathered from Twitter. The result implies that our model was able to classify the tweets with more than 88% accuracy.

Next, we used our model to classify the images of PAN-18. The results of the ten images were combined using different machine learning models. Table 1 compares the model trained on the Twitter dataset and the model trained on the ten images of a user from the PAN-18 dataset. According to Table 1, the models trained on our Twitter dataset and the ten images of a user from the PAN-18 dataset have high precision, recall, and F1-score for all of their classes, i.e. female, male, and unknown. Precision indicates the percentage of the correctly classified items detected for a particular class, and recall indicates the percentage of the items from a particular class that were actually detected. High precision and recall for all the classes indicate that the models can distinguish between all the classes pretty well.
Table 1: Metrics of the Model Trained with Our Twitter Dataset

|                | Model trained with our Twitter dataset |
|----------------|----------------------------------------|
| Accuracy       | 88.65%                                 |
| Precision      |                                        |
| Female         | 0.94%                                  |
| Male           | 0.82%                                  |
| Unknown        | 0.92%                                  |
| Recall         |                                        |
| Female         | 0.85%                                  |
| Male           | 0.94%                                  |
| Unknown        | 0.87%                                  |
| F1-Score       |                                        |
| Female         | 0.89%                                  |
| Male           | 0.88%                                  |
| Unknown        | 0.89%                                  |

Figure 6 shows the confusion matrix of the gender identification model that combines ten different images of a user using RF. As shown in Figure 6, the final accuracy of the image classification model is approximately 80%.

Table 2 compares the accuracy of different machine learning algorithms used for combining the images. These results demonstrate that the highest accuracy for combining the ten different images of a user from the PAN-18 dataset was obtained using a RF classifier.

Table 3 compares different machine learning models used for combining the ten concatenated tweets from the PAN-18 dataset, in terms of accuracy. According to these findings, combining the ten concatenated tweets using the FNN, results in the highest accuracy amongst the machine learning algorithms used.

4.2 Gender Recognition with Fine-Tuning BERT

Figure 7 shows the confusion matrix of the model fine-tuned on BERT for gender recognition using tweets. These results show that the genders are identified correctly with almost 82% accuracy. Moreover, the confusion between females and males is very low which indicates that the two classes are separated pretty well, and the precision and recall are very high.

4.3 Gender Recognition with Fine-Tuning BERT

Figure 8 shows the confusion matrix of the final model which combines text- and image-based models for gender recognition using the PAN-18 dataset. The results show that the final model has more than 85% accuracy.

Table 4 compares the different machine learning algorithms used for combining text- and image-based gender recognition models using the PAN-18 dataset. Table 5 compares the metrics of the image-, text-, and image+text-based models for gender recognition using the PAN-18 dataset.
image- and text-based models were able to complement each other. The accuracy of the combined model was equal to 85.52% which is significantly higher than that of each of the models.

Future studies could build on our work by using other user information, such as descriptions, media posts, comments, and likes. Moreover, recognizing other user demographics such as age, and ethnicity using transformers could be further investigated. In addition, heuristic methods for identifying user demographics when images are blurry, have low quality, are partially viewed, or when people are wearing masks, or sunglasses can be studied for higher accuracy and better performance.

6 Conclusion

During periods of upheaval, women are usually at greater risk from the adverse effects, and potential losses incurred by these external stressors. They are also the slowest to recover from such emergencies. Integrating governance at widening levels, and mitigating the limited economic options of women, are two examples of systemic challenges which require attention for human futurity – but in many cases, even the data required to document and understand these challenges is not available. This paper addresses these systemic imperatives by providing a framework that can help us to identify the elements of promising emergent governance frameworks to address local and global-scale socio-economic challenges that disproportionately impact women.

Acknowledgement

This research is funded by Canada’s International Development Research Centre (IDRC) and the Swedish International Development Cooperation Agency (SIDA) (Grant No. 109559-001).

References

[1] C. Behera, B. N. Rath, The connectedness between Twitter uncertainty index and stock return volatility in the G7 countries, Taylor & Francis, Applied Economics Letters, Aug. 2021, doi: 10.1080/13504851.2021.1963666.

[2] E. Gijarro, C. Santandreu-Mascarell, B. Blasco-Gallego, et al., On the Identification of the Key Factors for a Successful Use of Twitter as a Medium from a Social Marketing Perspective, MDPI, Marketing and Management as Engines for Success in a Framework of Environmental and Social Sustainability, V. 13, no. 12, June 2021, doi: 10.3390/su13126696.

[3] J. B. Whiting, J. C. Pickens, A. L. Sugers, et al, Trauma, social media, and #WhyIDidntReport: An analysis of twitter posts about reluctance to report sexual assault, Wiley, JMFT, V. 47, no. 3, July 2021, doi: 10.1111/jmft.12470.

[4] T Simpon, A. Goldberg, L. Abaronson-Daniel, et al, Twitter in the cross-fire—the use of social media in the Westgate Mall terror attack in kenya, PLoS One, V. 9, no. 8, Aug 2014, doi: 10.1371/journal.pone.0104136.

[5] A. Wongkrob, M. A. Vadillo, V. Cuvir, 6 - Social media big data analysis for mental health research, Science Direct, Mental Health in a Digital World, 2022, 109-143, doi: 10.1016/B978-0-12-822201-0.00018-6.

[6] Susanna S. Hill, Fiona J. Dore, Steven T. Em, et al, Twitter Use Among Departments of Surgery with General Surgery Residency Programs, Science Direct, Journal of Surgical Education, V. 78, no. 1, Feb 2021, 35-
J Cheng, Y Li, J Wang, et al, Exploiting effective facial patches for robust gender recognition, IEEE, Tsinghua Science and Technology, V. 24, no. 3, June 2019, 333-345, doi: 10.1007/s11434-019-91039-0.

[26] Yazar Profili Oluşturma, Cinsiyet Tespiti, Doğal İşlemeler, Dil Modeleri, Metin Sınıflandırma, Gender Identification from Turkish Tweets Using Pre-Trained Language Models, Frat Üniversitesi Müh. Bil. Dergisi, V. 33, no. 2, 2021, doi: 10.35234/fumbd.929133, Available from: https://dergipark.org.tr/tr/download/article-file/1737790.

T. Takahashi, T. Tahara, K. Nagatani, Y. Miura, T. Taniguchi, T. Okhuma, Text and image synergy with feature cross technique for gender identification, Work. Notes Papers CLEF; vol. 2125, pp. 1–22, Sep. 2018.

F. Rangel, P. Rosso, M. M.-Y. Gómez, M. Potthast, and B. Stein, “Overview of the 6th author profiling task at par 2018: Multimodal gender identification in Twitter,” Work. Notes Papers CLEF; vol. 2125, pp. 1–38, Feb. 2018.

Google Research, Google Brain Team, 2011, (Visited: Apr. 2022), https://research.google/teams/brain/.

K. R. Blake, B. Bastian, T. F. Denson, R. C. Brooks, Income inequality not gender inequality positively covaries with female sexualization on social media, PNAS, Psychological and Cognitive Science, V. 15, no. 35, 2018, doi: 10.1073/pnas.171799115.

S. Ahemd, D. Madrid-Morales, Is it still a man’s world? Social media news and gender inequality in online political engagement, Taylor & Francis, V. 24, no. 3, 2019, doi: 10.1080/1369118X.2020.1851387.

Twitter-Based Gender Recognition Using Transformers, April 2022, https://colab.research.google.com/drive/1q7waIubin3G_8S0O9hEfVRs4qL3NqCPd?usp=sharing and https://github.com/Jdkong/Gender_Recognition

[26] [27] [28] [29] [30] [31] [32]