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Abstract

This paper presents novel generalization bounds for the multi-kernel learning problem. Motivated by applications in sensor networks and spatial-temporal models, we assume that the dataset is mixed where each sample is taken from a finite pool of Markov chains. Our bounds for learning kernels admit $O(\sqrt{\log m})$ dependency on the number of base kernels and $O(1/\sqrt{n})$ dependency on the number of training samples. However, some $O(1/\sqrt{n})$ terms are added to compensate for the dependency among samples compared with existing generalization bounds for multi-kernel learning with i.i.d. datasets.

1 Introduction

Kernel methods are widely used in statistical learning, which use kernel functions to operate in a high-dimensional implicit feature space without ever computing the coordinates of the data in that space. The best known member is Support Vector Machines (SVMs) for classification and regression. The performance of a kernel machine depends on the data representation via the choice of kernel function. Rather than requesting the user to commit to a specific kernel, which may not be optimal due to the user's limited knowledge about the task, learning kernel methods require the user only to supply a family of kernels. The learning algorithm then selects both the specific kernel out of that family, and the hypothesis defined based on that kernel. Kernel learning can range from the width parameter selection of Gaussian kernels to obtaining an optimal linear combination from a set of finite candidate kernels. The later is often referred to as multiple kernel learning (MKL) in machine learning.

Lanckriet et al. [11] pioneered work on MKL and proposed a semi-definite programming (SDP) approach to automatically learn a linear combination of candidate kernels for the case of SVMs. There is a large body of literature dealing with various aspects of the problem of learning kernels, including theoretical questions, optimization problems related to this problem, and experimental results. [23] developed a probabilistic generalization bound for learning the kernel problem via Rademacher chaos complexity. They also showed how to estimate the empirical Rademacher chaos complexity by well-established metric entropy integrals and pseudo-dimension of the set of the candidate kernels. For a convex combination of $m$ kernels, their bounds is in $O(\sqrt{m})$. [7] improved Yiming and Campbell’s bound to $O(\sqrt{\log m})$ by using the generalization bounds for classifiers in [9] and better bounding the Rademacher complexity function via combinatorial tools. They also presented other bounds for learning with a non-negative combination of $m$ base kernels with an $L_q$ regularization for other value of $q$. [8] presented a new Rademacher complexity bound which is additive in the (logarithmic) kernel complexity and margin term. This independence is superior
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to all previously Rademacher bounds for learning a convex combination of kernels, including [7]. [14] proposed a new kernel learning method based which can learn the optimal kernel with sharp generalization bounds over the convex hull of a possibly infinite set of basic kernels. Some other works have been focusing on designing algorithms to select optimal kernels for various models in practice [1,10].

In the above research literature, the dataset is usually assumed to be generated by an i.i.d. process with unknown distribution. However, in many applications in machine learning such as speech, handwriting, gesture recognition, and bio-informatics, the samples of data are usually correlated. [19] has recently provided generalization bounds for learning with Markov dataset based on Rademacher and Gaussian complexity functions. In this work, we develop a novel generalization bound for MKL based on Rademacher complexity function for mixed datasets where each sample is selected from a finite pool of Markov chains. Our problem setting is motivated by the fact that the data can be a mixture of many populations (sources) where each data in each source is correlated in time such as in time-series and spatio-temporal datasets. In spatio-temporal datasets, samples are usually correlated in both time and space domains. However, in this work we assume that the data is uncorrelated in the space domain which can happen in many applications such as in sensor networks where the center has data from different sensors (populations). Our work can be also considered a step toward understanding the effects of dataset structures on the generalization errors in machine learning.

2 Preliminaries

2.1 Problem settings

In this paper, we use the same problem setting as [8] except for the mixed dataset assumption. Let \(\mathbb{n} = \{1, 2, \cdots, n\}\) and we are interested in the classification problem on the input space \(\mathcal{X} \subset \mathbb{R}^d\) and output space \(\mathcal{Y} = \{\pm 1\}\). The relationship between input \(X\) and output \(Y\) is specified by a set of training samples \(z = \{(X_i, Y_i) : X_i \in \mathcal{X}, Y_i \in \mathcal{Y}, i \in [\mathbb{n}]\}\).

Let \(\mathcal{K}\) be a prescribed (possible infinite) set of candidate (base kernels) and denote the candidate reproducing kernel Hilbert space (RKHS) with kernel \(K\) by \(\mathcal{H}_K\) with norm \(\| \cdot \|_K\). For any kernel function \(K\), we denote by \(\Phi_K : x \mapsto \mathcal{H}_K\) the feature mapping from \(\mathcal{X}\) to the reproducing kernel Hilbert space \(\mathcal{H}_K\) induced by \(K\). As [2], we limit

\[
\mathcal{H}_K := \left\{ x \mapsto \langle w, \Phi_K(x) \rangle_K : \|w\|_K \leq B \right\},
\]

for some positive finite constant \(B > 0\) such as in the support vector machine (SVM). In addition, we always assume that the quantity \(\kappa := \sup_{K \in \mathcal{K}, x \in \mathcal{X}} \sqrt{K(x, x)}\) is finite.

In research literature, the set of kernels \(\mathcal{K}\) is usually a non-negative combinations of a finite set of base kernels, say \(\{K_1, K_2, \cdots, K_m\}\), with the mixture of weights obeying an \(L_q\) constraints (cf. [7]):

\[
\mathcal{K}_m^q(K_1, K_2, \cdots, K_m) := \left\{ K = \sum_{i=1}^m \eta_i K_i : \eta \geq 0, \sum_{i=1}^m \eta_i^q = 1 \right\}.
\]

The MKL can be described as finding a function \(f\) from the class of functions \(\mathcal{H}_K = \bigcup_{K \in \mathcal{K}} \mathcal{H}_K\) that minimizes

\[
\mathcal{E}^q_\mathbb{z}(f) := \frac{1}{n} \sum_{i=1}^n \phi(Y_i f(X_i)/\delta),
\]

where \(\phi(t) = (1 - t)^+\), which is the hinge loss. We call \(\delta \in (0, 1]\) the margin.

In this work, we assume that features \(\{X_n\}_{n=1}^\infty\) are generated by a finite pool of order-1 Markov chains \(\mathcal{P}\) on \(\Lambda\) (a mixed dataset). Furthermore, the probability that each sample \(X_n\) is from

\[\footnote{Extension to high-order Markov chains is obtained based on the conversion of these Markov chains to equivalent 1-order Markov chains (see [19]).}]
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the Markov chain $P$ is $\mu_P$ for each $P \in \mathcal{P}$. Besides, for each sub-sequence $\{X_{P,k}\}_{k=1}^{\infty}$ of $\{X_n\}_{n=1}^{\infty}$, which is a Markov chain with stochastic matrix $P \in \mathcal{P}$, their corresponding labels, i.e., $\{Y_{P,k}\}_{k=1}^{\infty}$, are generated by $\{X_{P,k}\}_{k=1}^{\infty}$ via a Hidden Markov Model (HMM) with emission probability $P_{P}(y|x)$. With this assumption, $v_{P} := \{(X_{P,k}, Y_{P,k})\}_{k=1}^{\infty}$ forms a Markov chain for each fixed $P \in \mathcal{P}$ with stationary distribution $\pi_{P}$ [19]. The i.i.d. and Markov datasets can be considered as special cases of this dataset structure.

The true error or generalization error of a function $f$ is defined as:

$$R(f) := \sum_{P \in \mathcal{P}} \mu_{P} P(X_{Y}) \sim \pi_{P} [Y f(X) \leq 0], \quad (4)$$

and the empirical margin error of $f$ with margin margin $\delta \in (0,1]$: 

$$\hat{R}_{\delta}(f) = \frac{1}{n} \sum_{i=1}^{n} 1_{Y_i f(X_i) < \delta}, \quad (5)$$

where $1$ is the indicator function. The estimation error $E_{\delta}(f)$ is defined as 

$$E_{\delta}(f) := R(f) - \hat{R}_{\delta}(f). \quad (6)$$

Our target is to find an upper PAC-bound on $E_{\delta}(f)$ which holds for any $f \in \mathcal{H}_K$.

### 2.2 Mathematical Backgrounds

Let a Markov chain $\{X_n\}_{n=1}^{\infty}$ on a state space $S$ with transition kernel $Q(x, dy)$ and the initial state $X_1 \sim \nu$, where $S$ is a Polish space in $\mathbb{R}$. In this paper, we consider Markov chains which are irreducible and positive-recurrent, so the existence of a stationary distribution $\pi$ is guaranteed. An irreducible and recurrent Markov chain on an infinite state-space is called Harris chain [21]. A Markov chain is called reversible if the following detailed balance condition is satisfied:

$$\pi(dx)Q(x, dy) = \pi(dy)Q(y, dx), \quad \forall x, y \in S. \quad (7)$$

Define

$$d(t) = \sup_{x \in S} d_{TV}(Q^{t}(x, \cdot), \pi) \quad (8)$$

and

$$t_{mix}(\varepsilon) := \min\{t : d(t) \leq \varepsilon\}, \quad (9)$$

and

$$\tau_{\text{min}} := \inf_{0 \leq \varepsilon \leq 1} t_{\text{mix}}(\varepsilon) \left(\frac{2 - \varepsilon}{1 - \varepsilon}\right)^{2}, \quad t_{\text{mix}} := t_{\text{mix}}(1/4). \quad (10)$$

Let $L_{2}(\pi)$ be the Hilbert space of complex valued measurable functions on $S$ that are square integrable w.r.t. $\pi$. We endow $L_{2}(\pi)$ with inner product $(f, g) := \int fg^{*} d\pi$, and norm $\|f\|_{2,\pi} := (f, f)_{\pi}^{1/2}$. $Q$ can be viewed as a linear operator (infinitesimal generator) on $L_{2}(\pi)$, denoted by $Q$, defined as $(Qf)(x) := \mathbb{E}_{Q(x, \cdot)}(f)$, and the reversibility is equivalent to the self-adjointness of $Q$. The operator $Q$ acts on measures on the left, creating a measure $\mu Q$, that is, for every measurable subset $A$ of $S$, $\mu Q(A) := \int_{x \in S} Q(x, A) \mu(dx)$. Let $\mathbb{E}_{\pi}$ be the associated averaging operator defined by $(\mathbb{E}_{\pi})(x, y) = \pi(y), \forall x, y \in S$, and

$$\lambda = \|Q - \mathbb{E}_{\pi}\|_{L_{2}(\pi) \rightarrow L_{2}(\pi)}, \quad (11)$$

where $\|B\|_{L_{2}(\pi) \rightarrow L_{2}(\pi)} = \sup_{\|\|f\|_{2,\pi} = 1} \|Bf\|_{2,\pi}$ For a Markov chain with stationary distribution $\pi$, we define the spectrum of the chain as

$$S_{2} := \{\xi \in \mathbb{C} : (\xi I - Q) \text{ is not invertible on } L_{2}(\pi)\}. \quad (12)$$

It is known that $\lambda = 1 - \gamma^{*}$ [15], where

$$\gamma^{*} := \begin{cases} \frac{1}{2} \log_{2}\sup\{\|\xi\| : \xi \in S_{2}, \xi \neq 1\}, & \text{if eigenvalue 1 has multiplicity 1,} \\ 0, & \text{otherwise} \end{cases}$$
is the \textit{the absolute spectral gap} of the Markov chain. The absolute spectral gap can be bounded by the mixing time $t_{\text{mix}}$ of the Markov chain by the following expression:

$$
\frac{1}{\gamma^*} - 1 \log 2 \leq t_{\text{mix}} \leq \frac{\log(4/\gamma^*)}{\gamma^*},
$$

where $\gamma^* = \min_{x \in S} \pi_x$ is the \textit{minimum stationary probability}, which is positive if $Q^k > 0$ (entry-wise positive) for some $k \geq 1$. See [22] for more detailed discussions. In [6, 22], the authors provided algorithms to estimate $t_{\text{mix}}$ and $\gamma^*$ from a single trajectory.

For a Markov chain with transition kernel $Q(x, dy)$, and stationary distribution $\pi$, we define the time reversal of $Q$ as the Markov kernel

$$
Q^*(x, dy) := \frac{Q(y, dx)}{\pi(dx)} \pi(dy).
$$

Then, the linear operator $Q^*$ is the adjoint of the linear operator $Q$, on $L_2(\pi)$ if the Markov chain is reversible. For reversible chains, $S_2$ lies on the real line. We define the \textit{spectral gap} for reversible chains as

$$
\gamma := \begin{cases} 
1 - \sup\{\xi : \xi \in S_2, \xi \neq 1\}, & \text{if eigenvalue 1 has multiplicity 1,} \\
0, & \text{otherwise}
\end{cases}
$$

Obviously, $\gamma \geq \gamma^*$. For non-reversible Markov chain, we define a new quantity, called the \textit{pseudo spectral gap} of $Q$, as

$$
\gamma_{ps} := \max_{k \geq 1} \left\{ \gamma((Q^*)^k Q^k)/k \right\},
$$

where $\gamma((Q^*)^k Q^k)$ denotes the spectral gap of the self-adjoint operator $(Q^*)^k Q^k$. It is known that the pseudo-spectral gap $\gamma_{ps}$ and the mixing time $t_{\text{mix}}$ of an ergodic (irreducible) and reversible Markov chain is related to each other [15]. In [22], the authors also provided algorithms to estimate $t_{\text{mix}}$ and $\gamma_{ps}$ from a single trajectory.

\subsection*{2.2.1 Reproducing Kernel Hilbert Space}

Let $\mathcal{F}$ be a class of functions defined in $E$, forming a Hilbert space (complex or real). The function $K(x, y)$ of $x$ and $y$ in $E$ is called a reproducing kernel of $\mathcal{F}$ if

- For every $y$, $K(x, y)$ as function of $x$ belongs to $\mathcal{F}$.
- The \textit{reproducing property}: for every $y \in E$ and every $f \in \mathcal{F}$,

$$
f(y) = (f(x), K(x, y))_x
$$

The subscript $x$ by the scalar product indicates that the scalar product applies to functions of $x$.

For the existence of a reproducing kernel $K(x, y)$ it is necessary and sufficient that for every $y$ of the set $E$, $f(y)$ be a continuous functional of $f$ running through the Hilbert space $\mathcal{F}$. $K(x, y)$ is a positive matrix in the sense of Moore, that is, the quadratic form in $\xi_1, \xi_2, \ldots, \xi_n$,

$$
\sum_{i,j=1}^n K(y_i, y_j) \xi_i^* \xi_j
$$

is non-negative for all $y_1, y_2, \ldots, y_n$ in $E$. This is clear since (17) equals $\| \sum_{i=1}^n K(x, y_i) \xi_i \|^2$, following the reproducing property. The result in (17) admits a converse due essentially to Moore: to every positive matrix $K(x, y)$ there corresponds one and only one class of functions with a unique determined quadratic form in it, forming a Hilbert space and admitting $K(x, y)$ as a reproducing kernel. This class of functions is generated by all the functions of the form $\sum \alpha_k K(x, y_k)$. The norm of this function is defined by the quadratic form $\| \sum \alpha_k K(x, y_k) \|^2 = \sum K(y_i, y_j) \xi_i^* \xi_j$. Refer to [3] for more properties of reproducing kernels.
2.3 Notations

Consider a sequence \( \{X_n\}_{n=1}^{\infty} \) on \( \Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n \times \cdots \) where each sample is taken from a finite pool of Markov chains \( \mathcal{P} \). Assume that the Markov chain \( P \) has the stationary distribution \( \pi_P \) for each \( P \in \mathcal{P} \). Let \( \mathcal{F} \) be classes of functions from \( \mathcal{X} \to \mathbb{R} \). For each function \( f \in \mathcal{F} \), define

\[
P_n f := \frac{1}{n} \sum_{i=1}^{n} f(X_i),
\]

and

\[
P f := \sum_{P \in \mathcal{P}} \mu_P \int_{\mathcal{X}} f(x) \pi_P(x) dx.
\]

The Rademacher complexity function of the class \( \mathcal{F} \) is defined as

\[
R_n(\mathcal{F}) := \mathbb{E} \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i f(X_i) \right| \right],
\]

where \( \{\varepsilon_i\} \) is a sequence of i.i.d. Rademacher (taking values +1 and −1 with probability 1/2 each) random variables, independent of \( \{X_i\} \).

3 Main Results

In order to obtain generalization error bounds for kernel learning with mixed datasets, we need to develop a new concentration bound and a symmetrization inequality for this type of dataset. First, we introduce how to use the Marton coupling for deriving the McDiarmid’s inequality for the mixed dataset.

**Definition 1.** Let \( X := (X_1, X_2, \ldots, X_n) \) be a vector of random variables taking values in \( \Lambda := \Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n \). We define a Marton coupling for \( X \) as a set of couplings

\[
(\tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_n) \in \Lambda \times \Lambda,
\]

for every \( i \in [n] \), every \( x_1 \in \Lambda_1, x_2 \in \Lambda_2, \ldots, x_i \in \Lambda_i, \tilde{x}_i \in \Lambda_i \), satisfying the following conditions:

- \( X_1(x_1, x_2, \ldots, x_i, \tilde{x}_i) = x_1, \ldots, X_{i-1}(x_1, x_2, \ldots, x_i, \tilde{x}_i) = x_{i-1}, X_i(x_1, x_2, \ldots, x_i, \tilde{x}_i) = x_i, \)
- \( \tilde{X}_1(x_1, x_2, \ldots, x_i, \tilde{x}_i) = x_1, \ldots, \tilde{X}_{i-1}(x_1, x_2, \ldots, x_i, \tilde{x}_i) = x_{i-1}, \tilde{X}_i(x_1, x_2, \ldots, x_i, \tilde{x}_i) = \tilde{x}_i. \)
- \( (X_1(x_1, x_2, \ldots, x_i, \tilde{x}_i), \ldots, X_n(x_1, x_2, \ldots, x_i, \tilde{x}_i)) \)
  \( \sim \mathcal{L}(X_{i+1}, X_{i+2}, \ldots, X_n | X_1 = x_1, \ldots, X_{i-1} = x_{i-1}, X_i = x_i), \)
  \( (\tilde{X}_1(x_1, x_2, \ldots, x_i, \tilde{x}_i), \ldots, \tilde{X}_n(x_1, x_2, \ldots, x_i, \tilde{x}_i)) \)
  \( \sim \mathcal{L}(X_{i+1}, X_{i+2}, \ldots, X_n | X_1 = x_1, \ldots, X_{i-1} = x_{i-1}, \tilde{X}_i = \tilde{x}_i). \)
- If \( x_i = \tilde{x}_i \), then \( X(x_1, x_2, \ldots, x_i, \tilde{x}_i) = \tilde{X}(x_1, x_2, \ldots, x_i, \tilde{x}_i). \)

For a Marton coupling, we define the mixing matrix \( \Gamma := (\Gamma_{i,j})_{i,j \leq n} \) as an upper bound diagonal matrix with \( \Gamma_{i,i} := 1 \) for all \( i \leq n \), and

\[
\Gamma_{j,i} := 0,
\]

\[
\Gamma_{i,j} := \sup_{x_1, \ldots, x_{i-1}, \tilde{x}_i} \mathbb{P}[X_j(x_1, x_2, \ldots, x_i, \tilde{x}_i) \neq \tilde{X}_j(x_1, x_2, \ldots, x_i, \tilde{x}_i)]
\]

for all \( 1 \leq i < j \leq n \).

**Definition 2.** A partition of a set \( S \) is the division of \( S \) into disjoint non-empty subsets that together cover \( S \). Analogously, we say that \( \tilde{X} = (\tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_m) \) is a partition of a vector of random variables \( X = (X_1, X_2, \ldots, X_n) \) if \( \tilde{X}_i \) is a partition of the set \( \{X_1, X_2, \ldots, X_n\} \). For a partition, we denote the number of elements of \( \tilde{X}_i \) by \( s(\tilde{X}_i) \) and call \( s(\tilde{X}) := \max_{i \in [m]} s(\tilde{X}_i) \) the size of the partition.
Then, the following result can be shown.

**Lemma 3.** Let \( \varepsilon \in [0,1] \). Suppose that \( X := (X_1, X_2, \cdots, X_n) \) is a mixed Markov sequence with transition probabilities in a set \( \mathcal{P} \). Then, there exists a partition \( \hat{X} \) of \( X \) and a Marton coupling for this partition \( \hat{X} \) whose mixing matrix \( \Gamma \) satisfies

\[
\Gamma := \text{diag}(\Gamma_P : P \in \mathcal{P})
\]

where

\[
\Gamma_P := \begin{bmatrix}
1 & 1 & \varepsilon & \varepsilon^2 & \cdots & \varepsilon^{\mu_P n - 3} & \varepsilon^{\mu_P n - 2} \\
0 & 1 & 1 & \varepsilon & \varepsilon^2 & \cdots & \varepsilon^{\mu_P n - 4} & \varepsilon^{\mu_P n - 3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & 1
\end{bmatrix}.
\]

Here, \( A \leq B \) if each element in the matrix \( A \) is less than or equal to the corresponding element (i.e., the same row and column) in the matrix \( B \).

**Proof.** Let

\[
\mathcal{T}_P := \{i : X_i \text{ is taken from the Markov chain } P\}
\]

for all \( P \in \mathcal{P} \). Then, we form a Marton coupling for the mixed dataset as follows. We partition the sequence \( X = (X_1, X_2, \cdots, X_n) \) into \( |\mathcal{P}| \) partition \( \mathcal{T}_P \)'s. In each partition \( \mathcal{T}_P \), we use the same sub-partition as in \([15, \text{Lemma 2.4}]\). The Marton coupling for each mixed sequence \( X = (X_1, X_2, \cdots, X_n) \) is defined as

\[
\mathcal{L}(X_{i+1}, X_{i+2}, \cdots, X_n|X_1 = x_1, \cdots, X_i = x_i) = \prod_{P \in \mathcal{T}} \mathcal{L}_P(X_j : j \geq i + 1, j \in \mathcal{T}_P|x_j : j \leq i, j \in \mathcal{T}_P),
\]

where \( \mathcal{L}_P(X_j : j \geq i + 1, j \in \mathcal{T}_P|x_j : j \leq i, j \in \mathcal{T}_P) \) is the optimal law in \([15, \text{Lemma 2.4}]\) for each Markov chain \( P \in \mathcal{P} \).

By the partition and Marton coupling, \( \Gamma \) has the form \((24)\). \(\square\)

We also recall the following result.

**Lemma 4.** Let \( X = (X_1, X_2, \cdots, X_n) \) be a sequence of random variables, \( x \in \Lambda, x \sim P \). Let \( \hat{X} = (\hat{X}_1, \hat{X}_2, \cdots, \hat{X}_n) \) be a partition of this sequence, \( \hat{X} \in \hat{\Lambda}, \hat{X} \sim \hat{P} \). Suppose that we have a Marton coupling for \( \hat{X} \) with matrix \( \Gamma \). Let \( c \in \mathbb{R}_+^n \), and define \( C(c) \in \mathbb{R}_+^n \) as

\[
C_i(c) := \sum_{j \in \mathcal{Z}(\hat{X}_i)} c_j
\]

for \( i \leq m \). If \( f : \Lambda \to \mathbb{R} \) is such that

\[
f(x) - f(y) \leq c \sum_{i=1}^n 1\{x_i \neq y_i\}
\]

for every \( x, y \in \Lambda \), then for any \( \lambda \in \mathbb{R} \), we have

\[
\mathbb{P}\left( |f(X) - \mathbb{E}[f(X)]| \geq t \right) \leq 2 \exp\left( - \frac{2t^2}{\|\Gamma C(c)\|^2} \right).
\]

Now, we introduce a modified version of McDiarmid’s inequality for the mixed Markov chain, which extends the McDiardmid’s inequality for Markov chain in \([15]\), whose proof is based on Lemma \(3\) and Lemma \(4\).

**Lemma 5.** Let \( X_1, X_2, \cdots, X_n \) be a mixed sequence of random variables on \( \Lambda := \Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n \) with the transition probability sequence \( P_{i-1,i}(\cdot, \cdot), i \in [n] \). Assume that
\( P_{-1:t} \in \mathcal{P} \) where \( \mathcal{P} \) is the pool of Markov chains. Assume that the mixing time of the Markov segment \( P \in \mathcal{P} \) is \( \tau_P(\epsilon) \) for any \( 0 \leq \epsilon \leq 1 \). Define

\[
\tau_{\min,P} := \inf_{0 \leq \epsilon \leq 1} \tau_P(\epsilon) \left( \frac{2 - \epsilon}{1 - \epsilon} \right)^2,
\]

and

\[
\tau_{\min} := \left( \sum_{P \in \mathcal{P}} \sqrt{\mu_P \tau_{\min,P}} \right)^2.
\]

Suppose \( f : \Lambda \to \mathbb{R} \) such that

\[
f(x) - f(y) \leq c \sum_{i=1}^{n} \mathbf{1}\{x_i \neq y_i\}
\]

for every \( x, y \in \Lambda \). Then, for any \( t \geq 0 \), it holds that

\[
P \left( \left| f(X) - \mathbb{E}[f(X)] \right| \geq t \right) \leq 2 \exp \left( - \frac{2t^2}{c^2 n \tau_{\min}} \right).
\]

**Proof.** For the mixed dataset setting, we have

\[
\Gamma C(c) = \sum_{P \in \mathcal{P}} \Gamma C(c)_P
\]

\[
\leq \sum_{P \in \mathcal{P}} \|c\|_P \sqrt{\tau_{\min,P}}
\]

\[
= c \sum_{P \in \mathcal{P}} \sqrt{n \mu_P \tau_{\min,P}}
\]

\[
= c \sqrt{n \tau_{\min}}.
\]

A variant of Lemma 5 for both reversible and non-reversible Markov chains may be developed based on the spectral method in functional analysis. See Section 2.2 in the Supplement Material for our development of a new Bernstein inequality based on this method and our introduction of our generalized concept "aggregated pseudo spectral gap".

Next, the following symmetrization inequality can be proved based on [19, Lemma 1]. See Appendix A for a proof for this fact.

**Lemma 6.** Let \( \mathcal{F} \) be a class of functions such that \( \|f\|_\infty \leq M \) for some \( M \in \mathbb{R}_+ \). Define

\[
A_n := \max_{P \in \mathcal{P}} \sqrt{\frac{2M}{n(1 - \lambda_P)}} + \frac{64M^2}{n^2(1 - \lambda_P)^2} \left\| \frac{d\nu}{d\pi} - 1 \right\|_2.
\]

where \( \lambda_P := 1 - \gamma^*_P \) and \( \gamma^*_P \) is the absolute spectral-gap of the Markov segment \( P \in \mathcal{P} \). Then, for all \( n \in \mathbb{Z}^+ \), the following holds:

\[
\mathbb{E}[\|P_n - P\|_F^2] \leq 2 \mathbb{E}[\|P^0_n\|_F^2] + A_n,
\]

where \( \|P^0_n\|_F := \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^n \mathbf{1}\{f(X_i)\} \).

The following generalization bound is an extension of [19, Theorem 2]. See a detailed proof in the Supplement Material.

**Proposition 7.** Recall the definition of the mixed sequence \( X_1, X_2, \cdots, X_n \) in Section 2.2. Assume that the Markov chain segment \( \nu_P \) has the stationary distribution \( \pi_P \) for all \( P \in \mathcal{P} \) and \( X_1 \sim \nu \) for some probability measure \( \nu \) in \( \mathcal{S} \) such that \( \nu \ll \pi_P \) for all \( P \in \mathcal{P} \). Let \( \varphi \) be a non-increasing function such that \( \varphi(x) \geq 1_{(-\infty,0]} \) for all \( x \in \mathbb{R} \). For any \( n \in \mathbb{Z}_+ \), define

\[
B_n := \max_{P \in \mathcal{P}} \sqrt{\frac{2}{n(1 - \lambda_P)}} + \frac{64M^2}{n^2(1 - \lambda_P)^2} \left\| \frac{d\nu}{d\pi} - 1 \right\|_2.
\]
Then, for any \( t > 0 \),
\[
\mathbb{P} \left( \exists f \in \mathcal{F} : P\{ f \leq 0 \} \right) > \inf_{\delta \in (0,1)} \left[ P_n \varphi \left( \frac{f}{\delta} \right) + \frac{8L(\varphi)}{\delta} R_n(\mathcal{F}) + \left( t + \log \log 2 \delta^{-1} \right) \sqrt{\frac{\tau_{\min}}{n} + B_n} \right] \\
\leq \frac{\pi^2}{3} \exp \left( -2t^2 \right).
\] (42)

Especially, with probability at least 1 – \( \alpha \), it holds for any \( \delta \in (0, 1] \) that
\[
P\{ f \leq 0 \} \leq \inf_{\delta \in (0,1]} \left[ P_n \varphi \left( \frac{f}{\delta} \right) + \frac{8L(\varphi)}{\delta} R_n(\mathcal{F}) + \left( \sqrt{\frac{\pi^2}{3} \ln(2)} + \log \log 2 \delta^{-1} \right) \sqrt{\frac{\tau_{\min}}{n} + B_n} \right].
\] (43)

In addition, by combining \([8, \text{Theorem 7}] \) and \([4, \text{Lemma 22}] \), the following bound on the Rademacher complexity function is achieved.

**Lemma 8.** For any \( \alpha \in \left( 0, 1 \right) \), with probability at least 1 – \( \alpha/2 \), the empirical Rademacher complexity \( R_n(\mathcal{H}_K) \) of the class \( R_n(\mathcal{H}_K) \) satisfies
\[
R_n(\mathcal{H}_K) \leq \frac{2B\kappa}{\sqrt{n}} + 8B\kappa \sqrt{\frac{\log(2(m + 1)/\alpha)}{2n}}.
\] (44)

From Proposition \([7] \) and Lemma \([8] \), a novel bound on the estimation error of MKL algorithms for the mixed dataset is derived.

**Theorem 9.** Then, for any \( \alpha \in (0, 1) \), with probability at least 1 – \( \alpha \), it holds that
\[
\mathcal{E}_\alpha(f) \leq \frac{8}{\delta} \left( \frac{2B\kappa}{\sqrt{n}} + 8B\kappa \sqrt{\frac{\log(2(m + 1)/\alpha)}{2n}} \right) + \left( \sqrt{\frac{1}{2} \ln \frac{2}{3\alpha} + \log \log 2 \delta^{-1}} \right) \sqrt{\frac{\tau_{\min}}{n} + B_n}
\] (45)

for any \( f \in K, \delta \in (0, 1] \) and \( m > 1 \).

The bound \((45) \) admits \( O(\sqrt{\log m}) \) dependency on the number of base kernels and \( O(1/\sqrt{n}) \) dependency on the number of training samples as the best generalization bounds for multi-kernel learning with i.i.d. datasets \([8] \). The term \( B_n \) represents the effect of data structures on the generalization error (see \([19] \) for detailed discussions).

**Proof of Theorem 9** By Cauchy-Schwartz inequality, for all \( f \in \mathcal{H}_K \), there exists some \( K \in K \) such that
\[
|f(x)| = \langle w, \Phi(x) \rangle_K \\
\leq ||w||_K ||\Phi(x)||_K \\
= ||w||_K \sqrt{K(x, x)} \\
\leq B\kappa, \quad \forall x \in X.
\] (46)

Hence, it holds that
\[
||f||_\infty \leq B\kappa \quad \forall f \in \mathcal{H}_K.
\] (50)

On the other hand, since each sub-sequence \( (X_{P,1}, Y_{P,1}) - (X_{P,2}, Y_{P,2}), \ldots, (X_{P,n}, Y_{P,n}), \ldots \) forms a Markov chain with stationary distribution \( \pi_P \), we have
\[
P(Y f(X) \leq 0) = \mathbb{E} \left[ \mathbf{1}_{Y f(X) \leq 0} \right] = \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P} \left[ \mathbf{1}_{Y f(X) \leq 0} \right] = R(f).
\] (53)
Hence, by applying Proposition 7 with \( \bar{f}(x, y) := yf(x) \in \mathcal{F} := \pm \mathcal{H}_K (M = B\kappa) \) and \( \varphi(x) = \min(1, (1 - x)_+) \geq 1_{(-\infty, 0)} \), from (50), it holds that

\[
R(f) \leq \frac{1}{n} \sum_{i=1}^{n} \min(1, [1 - Y_i f(X_i)/\delta]_+) + \frac{8}{\delta} R_n(\mathcal{H}_K)
+ \left( \sqrt{\frac{1}{2} \ln \frac{2\pi^2}{3\alpha}} + \log \log 2\delta^{-1} \right) \sqrt{\frac{\tau_{\text{min}}}{n}} + B_n
\]

(54)

\[
\leq \hat{R}_\delta(f) + \frac{8}{\delta} R_n(\mathcal{H}_K) + \left( \sqrt{\frac{1}{2} \ln \frac{2\pi^2}{3\alpha}} + \log \log 2\delta^{-1} \right) \sqrt{\frac{\tau_{\text{min}}}{n}} + B_n
\]

(55)

with probability at least \( 1 - \alpha/2 \).

From (55) and Lemma 8 and the union bound, we obtain (45), which concludes our proof of Theorem 9 \( \Box \)

Next, we introduce a novel bound based on pseudo-dimension of the kernel family. First, recall the following definition of pseudo-dimension [18].

**Definition 10.** Let \( \mathcal{K} = \{ K : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \} \) be a kernel family. The class \( K \) pseudo-shatters a set of \( n \) pairs of points \((\hat{X}_1, \hat{X}_1), (\hat{X}_2, \hat{X}_2), \ldots, (\hat{X}_n, \hat{X}_n)\) if there exists thresholds \( t_1, t_2, \ldots, t_n \in \mathbb{R} \) such that for any \( b_1, b_2, \ldots, b_n \in \{ \pm 1 \} \) there exists \( K \in \mathcal{K} \) with \( \text{sgn}(K(\hat{X}_i, \hat{X}_i)) - t_i = b_i \). The pseudo-dimension \( d_K \) is the largest \( n \) such that there exists a set of \( n \) pairs of points that are pseudo-shattered by \( K \).

The pseudo-dimension of some class of kernel functions can be upper bounded (cf. [18]). For example, consider a family of Gaussian kernels:

\[
\mathcal{K}_G^l := \left\{ K_A : (X_1, X_2) \mapsto e^{-(X_1 - X_2)^T A (X_1 - X_2)} : A \in \mathbb{R}^{l \times l}, A \succeq 0 \right\}.
\]

(56)

Then, it is known that [18]:

\[
d_K(\mathcal{K}_G^l) \leq l(l + 1)/2.
\]

(57)

Now, recall the following result.

**Lemma 11.** [23, Theorem 6] There exists a universal constant \( C \) such that, for any \( x = \{ x_i : i \in [n] \} \), there holds:

\[
\mathcal{U}_n(\mathcal{K}) \leq C(1 + \kappa)^2 d_K(\log(2en^2)),
\]

(58)

where

\[
\mathcal{U}_n(\mathcal{K}) := \frac{1}{n} \mathbb{E}_x \left[ \sum_{i,j \in [n]: i < j} \varepsilon_i \varepsilon_j K(X_i, X_j) \right]
\]

(59)

is defined as the empirical chaos complexity over \( \mathcal{K} \) (see [23] for more details).

Then, the following can be proved.

**Theorem 12.** Let \( \alpha \in (0, 1) \). Then, with probability at least \( 1 - \alpha \), for any \( f \in \mathcal{H}_K \) and \( m \geq 1 \),

\[
\mathcal{E}_{\delta}(f) \leq \frac{8B}{\delta} \left( \sqrt{\frac{C(1 + \kappa)^2 d_K(\log(2en^2))}{n}} + \frac{\kappa}{\sqrt{n}} \right)
+ \left( \sqrt{\frac{1}{2} \ln \frac{2\pi^2}{3\alpha}} + \log \log 2\delta^{-1} \right) \sqrt{\frac{\tau_{\text{min}}}{n}} + B_n,
\]

(60)

for any \( \delta \in (0, 1] \), where \( C \) is a constant defined in Lemma 7.
The proof of Theorem 12 is provided in Supplement Materials (cf. Section B).

**Remark 13.** For i.i.d. dataset, the following uniform convergence result for a class of real-valued functions $F$ hold [2, Theorem 10.1]:

$$\mathbb{P} \left[ \mathcal{E}_\delta(f) \geq \varepsilon \text{ for some } f \in F \right] \leq 2N_\infty(\gamma/2, F, 2n) \exp \left( -\frac{\varepsilon^2 n}{8} \right) \quad (61)$$

where $N_\infty(\gamma/2, F, 2n)$ is the $L_\infty$-covering number of the predictor class $F$ by considering all possible inputs $x$ of size $m$. By using this fact, [17] provided a margin bound on $\sup_{f \in F} \mathcal{E}_\delta(f)$ by using the pseudo-dimension $d_K$. Later, [8] improved this bound for sparse MKL. Unfortunately, for the mixed dataset (or non-i.i.d. dataset in general), (61) does not hold since this bound is derived based on some symmetrization properties (permutations) which only hold for i.i.d. datasets. See a detailed proof for (61) in [2] with permutation arguments.

By using combinatorial analysis, [7] provided the following bounds for the Rademacher complexity $\mathcal{R}(H_{K_{q}^{m}})$:

**Lemma 14.** [7, Theorem 4 and Theorem 2] Let $q, r \geq 1$ with $\frac{1}{q} + \frac{1}{r} = 1$ and assume that $r$ is an integer. Let $m > 1$ and assume that $K(x, x) \leq \kappa^2$ for all $x \in X$ and $K \in K_{q}^{m}$. Then, for any sample $z$ of size $n$, the Rademacher complexity of the hypothesis set $H_{K_{q}^{m}}$ can be bounded as follows:

$$\mathcal{R}(H_{K_{q}^{m}}) \leq B\kappa \sqrt{\eta_0 m^{1/r} \frac{1}{n}}$$

(62)

where $\eta_0 = 23/22$. Especially, it holds that

$$\mathcal{R}(H_{K_{q}^{m}}) \leq B\kappa \sqrt{\eta_0 \log m} \frac{1}{n}$$

(63)

Hence, the following theorem and corollary are direct applications of Lemma 14 and Proposition 7.

**Theorem 15.** Let $q, r \geq 1$ with $\frac{1}{q} + \frac{1}{r} = 1$ and assume that $r$ is an integer. Then, for any $\alpha \in (0, 1)$ and $m > 1$, with probability at least $1 - \alpha$, for any $f \in H_{K_{q}^{m}}$,

$$\mathcal{E}_\delta(f) \leq \frac{8B\kappa}{\delta} \sqrt{\eta_0 m^{1/r} \frac{1}{n}} + \left( \sqrt{\frac{1}{2} \ln \frac{2\pi^2}{3\alpha} + \log \log 2\delta^{-1}} \right) \sqrt{\frac{\tau_{\min}}{n}} + B_n$$

(64)

for any $\delta \in (0, 1]$.

**Corollary 16.** Let $\alpha \in [0, 1]$. Then, with probability at least $1 - \alpha$, for any $f \in H_{K_{q}^{m}}$,

$$\mathcal{E}_\delta(f) \leq \frac{8B\kappa}{\delta} \sqrt{\eta_0 \log m} \frac{1}{n} + \left( \sqrt{\frac{1}{2} \ln \frac{\pi^2}{3\alpha} + \log \log 2\delta^{-1}} \right) \sqrt{\frac{\tau_{\min}}{n}} + B_n$$

(65)

for any $\delta \in (0, 1]$.

### A Proof of Lemma 6

First, recall the following result which was developed base on the spectral method [13]:

**Lemma 17.** [16, Theorems 3.41] Let $X_1, X_2, \ldots, X_n$ be a stationary Markov chain on some Polish space with $L_2$ spectral gap $\lambda$ defined in Section 2.2 and the initial distribution $\nu \in \mathcal{M}_2$. Let $f \in \mathcal{F}$ and define

$$S_{n, n_0}(f) = \frac{1}{n} \sum_{j=1}^{n} f(X_{j+n_0})$$

(66)
for all $n_0 \geq 0$. Then, it holds that

$$
\mathbb{E} \left[ S_{n, n_0}(f) - \mathbb{E}_\pi [f(X)] \right]^2 \\
\leq \frac{2M}{n(1 - \lambda)} + \frac{64M^2}{n^2(1 - \lambda)^2} \lambda^{n_0} \left\| \frac{dv}{d\pi} - 1 \right\|_2.
$$

(67)

We also recall the following important lemma.

**Lemma 18.** [19, Lemma 19] Let $\{X_n\}_{n=1}^\infty$ be an arbitrary process on a Polish space $\mathcal{S}$, and let $\{Y_n\}_{n=1}^\infty$ be an independent copy (replica) of $\{X_n\}_{n=1}^\infty$. Denote by $X = (X_1, X_2, \cdots, X_n)$, $Y = (Y_1, Y_2, \cdots, Y_n)$, and $\mathcal{F}$ a class of uniformly bounded functions from $\mathcal{S} \to \mathbb{R}$. Let $\epsilon := (\epsilon_1, \epsilon_2, \cdots, \epsilon_n)$ be a vector of i.i.d. Rademacher’s random variables. Then, the following holds:

$$
\mathbb{E}_\epsilon \left[ \mathbb{E}_{X,Y} \left[ \sup_{f \in \mathcal{F}} \left| \sum_{i=1}^n \epsilon_i (f(X_i) - f(Y_i)) \right| \right] \right] = \mathbb{E}_{X,Y} \left[ \sup_{f \in \mathcal{F}} \left| \sum_{i=1}^n (f(X_i) - f(Y_i)) \right| \right].
$$

(68)

In addition, for any $f \in \mathcal{F}$,

$$
\mathbb{E}_\epsilon \left[ \mathbb{E}_X \left[ \mathbb{E}_Y \left[ \sum_{i=1}^n \epsilon_i (f(X_i) - f(Y_i)) \right] \right] \right] = \mathbb{E}_X \left[ \mathbb{E}_Y \left[ \sum_{i=1}^n (f(X_i) - f(Y_i)) \right] \right].
$$

(69)

Now, we return to the proof of Lemma 6. For each $f \in \mathcal{F}$, observe that

$$
\frac{1}{n} \sum_{i=1}^n f(X_i) - \int_\mathcal{S} \pi(x) f(x) dx \\
= \frac{1}{n} \sum_{i=1}^n f(X_i) - \mathbb{E}_\pi [f(X)] \\
+ \frac{1}{n} \sum_{i=1}^n \mathbb{E}_\pi [f(X_i)] - \int_\mathcal{S} \pi(x) f(x) dx.
$$

(70)

On the other hand, we have

$$
\left| \frac{1}{n} \sum_{i=1}^n \mathbb{E}_\pi [f(X_i)] - \int_\mathcal{S} \pi(x) f(x) dx \right| \\
= \left| \frac{1}{n} \sum_{P \in \mathcal{P}} \sum_{i \in T_P} \mathbb{E}_\pi [f(X_i)] - \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P} [f(X)] \right| \\
\leq \sum_{P \in \mathcal{P}} \left| \frac{1}{n} \sum_{i \in T_P} \mathbb{E}[f(X_i)] - \mu_P \mathbb{E}_{\pi_P} [f(X)] \right| \\
\leq \sum_{P \in \mathcal{P}} \frac{\mu_P}{T_P} \sum_{i \in T_P} \mathbb{E}[f(X_i)] - \mu_P \mathbb{E}_{\pi_P} [f(X)] \\
= \sum_{P \in \mathcal{P}} \mu_P \frac{1}{T_P} \sum_{i \in T_P} \mathbb{E}[f(X_i)] - \mathbb{E}_{\pi_P} [f(X)] \\
\leq \sum_{P \in \mathcal{P}} \mu_P \sqrt{\frac{2M}{n(1 - \lambda_P)} + \frac{64M^2}{n^2(1 - \lambda_P)^2} \left\| \frac{dv}{d\pi} - 1 \right\|_2} \\
\leq A_n,
$$

(75)
where (75) follows from Lemma 17 with \( n_0 = 0 \).

By using \(|a + b| \leq |a| + |b|\), from (70) and (76), we obtain

\[
E[\|P_n - P\|_F] \\
\leq E\left[\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i) - E[f(X_i)] \right| \right] + A_n. \tag{77}
\]

On the other hand, let \( Y_1, Y_2, \ldots, Y_n \) is a replica of \( X_1, X_2, \ldots, X_n \). It holds that

\[
E\left[\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i) - E[f(X_i)] \right| \right] \\
= E_X \left[\sup_{f \in \mathcal{F}} E_Y \left[ \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i) - f(Y_i) \right| \right] \right] \tag{78}
\]

\[
\leq E_X \left[ E_Y \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i) - f(Y_i) \right| \right] \right]. \tag{79}
\]

Now, by Lemma 18 we have

\[
E\left[\sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i) - f(Y_i) \right| \right] \\
= E_x E_{X,Y} \left[ \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i (f(X_i) - f(Y_i)) \right| \right] \tag{80}
\]

\[
\leq 2E[\|P_n^0\|_F], \tag{81}
\]

where (81) follows from the fact that \( Y \) is a replica of \( X \) and the triangle inequality for infinity norm.

From (77) and (81), we finally obtain

\[
E[\|P_n - P\|_F] \leq 2E[\|P_n^0\|_F] + A_n. \tag{82}
\]
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B Proof of Theorem 12

For each fixed $X^n \in X^n$ and $f \in \mathcal{H}_K$ for some $K \in K$, observe that
\[
\left| \sum_{i=1}^{n} \varepsilon_i f(X_i) \right| = \left| \left\langle w, \sum_{i=1}^{n} \varepsilon_i \Phi_K(X_i) \right\rangle \right|_K \leq \|w\|_K \left\| \sum_{i=1}^{n} \varepsilon_i \Phi_K(X_i) \right\|_K \leq B \left\| \sum_{i=1}^{n} \varepsilon_i \Phi_K(X_i) \right\|_K \leq B \sqrt{\sum_{i,j} \varepsilon_i \varepsilon_j K(X_i, X_j)}. \tag{86}
\]

It follows from (86) that
\[
\mathbb{E}_{\varepsilon} \left[ \sup_{f \in \mathcal{H}_K} \left| \sum_{i=1}^{n} \varepsilon_i f(X_i) \right| \right] = \mathbb{E}_{\varepsilon} \left[ \sup_{K \in K} \sup_{f \in \mathcal{H}_K} \left| \sum_{i=1}^{n} \varepsilon_i f(X_i) \right| \right] \leq B \mathbb{E}_{\varepsilon} \left[ \sup_{K \in K} \left\| \sum_{i,j} \varepsilon_i \varepsilon_j K(X_i, X_j) \right\|_K \right] \leq B \sqrt{n \mathcal{U}_n(K) + \text{tr}(K)} \tag{90}
\]
\[
\leq B \sqrt{n \mathcal{U}_n(K) + B \sqrt{\text{tr}(K)}} \leq B \sqrt{n \mathcal{U}_n(K) + B \kappa \sqrt{n}} \leq B \sqrt{Cn(1 + \kappa)^2 d_K(\log(2en^2)) + B \kappa \sqrt{n}}, \tag{93}
\]
where (93) follows from Lemma 11.

From (86) and (93), we obtain
\[
\mathcal{R}_n(\mathcal{H}_K) \leq B \sqrt{C(1 + \kappa)^2 d_K(\log(2en^2)) n + B \kappa \sqrt{n}}, \tag{94}
\]

By using Proposition 7 with $\mathcal{F} = \mathcal{H}_K$ and (94), we obtain (60). This concludes our proof of Theorem 12.

C Proof of Proposition 7

Proof of Proposition 7. Without loss of generality, we can assume that each $\varphi \in \Phi$ takes its values in $[0, 1]$ (otherwise, it can be redefined as $\varphi \wedge 1$). Then, it is clear that $\varphi(x) = 1$ for $x \leq 0$. Hence, for each fixed $\varphi \in \Phi$ and $f \in \mathcal{F}$, we obtain
\[
P\{ f \leq 0 \} \leq P_n \varphi(f) \leq P_n \varphi(f) + \| P_n - P_n^\|_{\mathcal{G}_\varphi}, \tag{95}
\]
where
\[
\mathcal{G}_\varphi := \{ \varphi \circ f : f \in \mathcal{F} \}. \tag{97}
\]

Now, let
\[
g(x) := \sup_{f \in \mathcal{G}_\varphi} \left| \frac{1}{n} \sum_{i=1}^{n} f(x_i) - Pf \right| \tag{98}
\]
for all $x = (x_1, x_2, \cdots, x_n) \in \Lambda$.

Then, for all $x, y \in \Lambda \times \Lambda$, we have
\[
|g(x) - g(y)| \leq \sup_{f \in \mathcal{G}_\phi} \left| \frac{1}{n} \sum_{i=1}^{n} f(x_i) - Pf \right| - \frac{1}{n} \sum_{i=1}^{n} f(y_i) - Pf \right| \tag{99}
\]
\[
\leq \sup_{f \in \mathcal{G}_\phi} \left| \frac{1}{n} \sum_{i=1}^{n} f(x_i) - Pf \right| - \frac{1}{n} \sum_{i=1}^{n} f(y_i) - Pf \right| \tag{100}
\]
\[
\leq \sup_{f \in \mathcal{G}_\phi} \left| \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - f(y_i)) \right| \tag{101}
\]
\[
\leq \frac{1}{n} \sum_{i=1}^{n} \left| f(x_i) - f(y_i) \right| \tag{102}
\]
\[
\leq \frac{1}{n} \sum_{i=1}^{n} 1 \{x_i \neq y_i\}, \tag{103}
\]
where (103) follows from $0 \leq f(x_i) \leq 1$ for all $x_i \in \Lambda$ and $f \in \mathcal{G}_\phi$. Hence, for any $t > 0$, by Lemma 5, we have
\[
P \left( \|P_n - P\|_{\mathcal{G}_\phi} \geq E[\|P_n - P\|_{\mathcal{G}_\phi}] + t \sqrt{\frac{\tau_{\min}}{n}} \right) \tag{104}
\]
\[
= P \left( g(X) \geq E[g(X)] + t \sqrt{\frac{\tau_{\min}}{n}} \right) \tag{105}
\]
\[
\leq 2 \exp(-2t^2). \tag{106}
\]
Hence, with probability at least $1 - 2 \exp(-2t^2)$ for all $f \in \mathcal{F}$,
\[
\|P_n - P\|_{\mathcal{G}_\phi} \leq E[\|P_n - P\|_{\mathcal{G}_\phi}] + t \sqrt{\frac{\tau_{\min}}{n}}. \tag{107}
\]
By combining (96) and (107), we have
\[
P \{ f \leq 0 \} \leq P_n \varphi(f) + E[\|P_n - P\|_{\mathcal{G}_\phi}] + t \sqrt{\frac{\tau_{\min}}{n}}. \tag{108}
\]
Now, by Lemma 6 with $\|f\|_\infty \leq 1$ for all $f \in \mathcal{G}_\phi$, it holds that
\[
E[\|P_n - P\|_{\mathcal{G}_\phi}] \leq 2E[\|P_n^0\|_{\mathcal{G}_\phi}] + B_n \tag{109}
\]
\[
= 2E \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \delta_{X_i} \right\|_{\mathcal{G}_\phi} \right] + B_n, \tag{110}
\]
where $B_n = A_n \mid_{M=1}$.

Since $(\varphi - 1)/L(\varphi)$ is contractive and $\varphi(0) - 1 = 0$, by using the Talagrand’s contraction lemma, we obtain
\[
E_X \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \delta_{X_i} \right\|_{\mathcal{G}_\phi} \leq 2L(\varphi)E_X \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \delta_{X_i} \right\|_{\mathcal{F}} \tag{111}
\]
\[
= 2L(\varphi)R_n(\mathcal{F}). \tag{112}
\]
From (108), (110), and (112), with probability $1 - 2 \exp(-2t^2)$, we have for all $f \in \mathcal{F}$, we have
\[
P \{ f \leq 0 \} \leq P_n \varphi(f) + 4L(\varphi)R_n(\mathcal{F}) + t \sqrt{\frac{\tau_{\min}}{n}} + B_n. \tag{113}
\]
Let $\delta_k = 2^{-k}$ for all $k \geq 0$. In addition, set $\Phi = \{ \varphi_k : k \geq 1 \}$, where
\[
\varphi_k(x) := \begin{cases} \varphi(x/\delta_k), & x \geq 0, \\ \varphi(x/\delta_{k-1}), & x < 0. \end{cases} \tag{114}
\]
Now, for any $\delta \in (0, 1]$, there exists $k$ such that $\delta \in (\delta_k, \delta_{k-1}]$. Hence, if $f(X_i) \geq 0$, it holds that $f(X_i)/\delta_k \geq f(X_i)/\delta$, so we have

$$\varphi_k(f(X_i)) = \varphi \left( \frac{f(X_i)}{\delta_k} \right) \leq \varphi \left( \frac{f(X_i)}{\delta} \right),$$  \hspace{1cm} (115)$$

where (115) follows from the fact that $\varphi(\cdot)$ is non-increasing.

On the other hand, if $f(X_i) < 0$, then $f(X_i)/\delta_k - 1 \geq f(X_i)/\delta$. Hence, we have

$$\varphi_k(f(X_i)) = \varphi \left( \frac{f(X_i)}{\delta_{k-1}} \right) \leq \varphi \left( \frac{f(X_i)}{\delta} \right),$$  \hspace{1cm} (118)$$

where (116) follows from the fact that $\varphi(\cdot)$ is non-increasing.

From (116) and (118), we have

$$P_n \varphi_k(f) = \frac{1}{n} \sum_{i=1}^{n} \varphi_k(f(X_i)) \leq \frac{1}{n} \sum_{i=1}^{n} \varphi \left( \frac{f(X_i)}{\delta} \right) = P_n \varphi \left( \frac{f}{\delta} \right).$$  \hspace{1cm} (121)$$

Moreover, we also have

$$\frac{1}{\delta_k} \leq \frac{2}{\delta},$$  \hspace{1cm} (122)$$

and

$$\log k = \log \log_2 \frac{1}{\delta_k} \leq \log \log_2 2\delta^{-1}.$$  \hspace{1cm} (123)$$

Furthermore, observe that

$$L(\varphi) = \sup_{x \in \mathbb{R}} \left| \frac{d\varphi(x)}{dx} \right| = \sup_{x \in \mathbb{R}} \left| \frac{d\varphi(x/\delta_k)}{dx} \right| \mathbb{1}\{x \geq 0\} + \left| \frac{d\varphi(x/\delta_{k-1})}{dx} \right| \mathbb{1}\{x < 0\} \leq \frac{L(\varphi)}{\min\{\delta_k, \delta_{k-1}\}}$$

$$= \frac{L(\varphi)}{\delta_k} \leq 2 \frac{L(\varphi)}{\delta} \leq 2 \frac{L(\varphi)}{\delta}.$$  \hspace{1cm} (128)$$
Now, by using (113) with $\varphi = \varphi_k$ and $t$ is replaced by $t + \sqrt{\log k}$ and then the union bound, we obtain
\[
\mathbb{P} \left( \exists f \in \mathcal{F} : P \{ f \leq 0 \} > \inf_{k > 0} \left[ P_n \varphi_k(f) + 4L(\varphi_k)R_n(\mathcal{F}) + \left( t + \sqrt{\log k} \right) \sqrt{\frac{r_{\min}}{n} + B_n} \right] \right) \\
\leq 2 \sum_{k=1}^{\infty} \exp \left( -2(t + \sqrt{\log k})^2 \right) \\
\leq 2 \sum_{k=1}^{\infty} k^{-2} \exp \left( -2t^2 \right) \\
= \frac{\pi^2}{6} \exp \left( -2t^2 \right). 
\] (129)

By combining (131) with (121), (123), and (128), for any $t > 0$, we obtain
\[
\mathbb{P} \left( \exists f \in \mathcal{F} : P \{ f \leq 0 \} > \inf_{\delta \in (0, 1]} \left[ P_n \varphi \left( \frac{f}{\delta} \right) + \frac{8L(\varphi)}{\delta}R_n(\mathcal{F}) + \left( t + \log \log 2\delta^{-1} \right) \sqrt{\frac{r_{\min}}{n} + B_n} \right] \right) \\
\leq \frac{\pi^2}{3} \exp \left( -2t^2 \right). 
\] (133)

Finally, for any $\alpha \in (0, 1]$, by choosing $t := \sqrt{\frac{1}{2}\ln \frac{\pi^2}{3\alpha}}$, we obtain the following $\alpha$-PAC bound:
\[
P \{ f \leq 0 \} \leq \inf_{\delta \in (0, 1]} \left[ P_n \varphi \left( \frac{f}{\delta} \right) + \frac{8L(\varphi)}{\delta}R_n(\mathcal{F}) + \left( \sqrt{\frac{1}{2} \ln \frac{\pi^2}{3\alpha} + \log \log 2\delta^{-1}} \right) \sqrt{\frac{r_{\min}}{n} + B_n} \right]. 
\] (134)

D A New Bernstein Inequality for the mixed Markov chains

D.1 A New Beinstein Inequality

Before stating our main result, we introduce some new concepts in Markov chains.

**Definition 19.** Let $\{X_n\}_{n=1}^{\infty}$ be a sequence of random variables on $\Lambda := \Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n \times \cdots$. A Markov segment of this sequence is defined as a set of random variables $\{X_t, X_{t+1}, \cdots, X_{t+K}\}$ such that the probability transition matrices $P_{t-1,i}$ are the same for all $i : t + 1 \leq i \leq t + K + 1$ and $P_{t-1,i} \neq P_{t+1,i}, P_{t+K+1,i} \neq P_{t+K,t+K+1}$. Here,
\[
P_{t-1,i}(x, x') := \mathbb{P} \{ X_i = x | X_{i-1} = x' \} 
\] (135)
and $(x, x') \in \Lambda_{i-1} \times \Lambda_i$, $\forall i \in [n]$. The set of all different transition probability matrices is defined as $\mathcal{P}$. The cardinality of $\mathcal{P}$ is defined as $|\mathcal{P}|$.

In this section, we introduce a modified version of Bernstein inequality for the mixed sequence $X^n$ based on the aggregated pseudo spectral gap, which extends the Bernstein inequality for Markov chain in [15].

**Definition 20.** Let $X_1, X_2, \cdots, X_n$ be a sequence of random variables on $\Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n$ with the transition probability sequence $\{P_{t-1,i} : i \in [n]\}$ defined in Definition [19]. Define $n$ linear operators $P_{t-1,i}f(x) := \int_{\Lambda_i} P_{t-1,i}(x, y)f(y)dy$ for all $i \in [n]$. Let $|\mathcal{P}|$ be the number of different Markov chain segments with probability transition matrices on the set $\mathcal{P} := \{ P_{t-1,i} : i \in [n] \}$. The aggregated pseudo spectral gap of the random sequence $X_1, X_2, \cdots, X_n$ is defined as
\[
\gamma_{\text{aps}} := \min_{P \in \mathcal{P}} \left( \max_{k \geq 1} \left\{ \gamma((P^*)^kP^k)/k \right\} \right), 
\] (136)
where $P$ is the linear operator associated with the transition matrix $T$.

This definition generalizes the pseudo-spectral gap concept in [15].
For a mixed dataset of $|\mathcal{P}|$ Markov chains (data types), $\gamma_{\text{aps}} = \min \{ \gamma_{\text{ps},P} : P \in \mathcal{P} \}$ where $\gamma_{\text{ps},P}$ is the pseudo spectral gap of the $P$-th Markov chain. In general, $\gamma_{\text{aps}}$ can be estimated based on the same method to estimate $\gamma_{\text{ps}}$ for the order-1 Markov chain, and its value depend on the mixing times of these Markov chains (cf. Subsection D.2 in the supplement material).

**Lemma 21.** Let $X_1, X_2, \cdots, X_n$ be a sequence of random variable on $\Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n$ with the transition probability sequence $P_{i-1,i}(\cdot, \cdot), i \in [n]$. Assume that $P_{i-1,i} \in \mathcal{P}$ where $\mathcal{P}$ is defined in Definition 20. In addition, the probability that each sample $X_n$ is taken from a chain segment $v_P$ is $\mu_P$ for all $P \in \mathcal{P}$. We also assume that $X_1 \sim \nu$. For each $f \in \mathcal{F}$ where $\mathcal{F}$ is a class of uniformly bounded functions, i.e., $\|f\|_{\infty} \leq M < \infty$, denote by $V_f := \max_{P \in \mathcal{P}} \text{Var}_{\pi_P}(f)$. Let $S := \sum_{i=1}^n f(X_i)$, then

$$
\mathbb{P}\left( \left| \frac{S}{n} - \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P}[f(X)] \right| \geq u \right) \leq 2\eta \exp \left( - \frac{n\|f\|_{\infty}^2 \gamma_{\text{aps}}}{8\|\mathcal{F}\|_{\infty} (1 + 1/\gamma_{\text{aps}}) + 20nC} \right)
$$

(137)

for any $u \geq 0$, where$^4$

$$
\eta := \max_{P \in \mathcal{P}} \left\| \frac{d\nu}{d\pi_P} \right\|_{\infty}.
$$

(138)

**Proof.** Let

$$
T_P := \{ i : X_i \text{ is taken from the Markov chain } P \}, \quad \forall P \in \mathcal{P}.
$$

(139)

In addition, let $\gamma_{\text{ps},P}$ be the pseudo-spectral gap of the Markov chain segment $P$ for each $P \in \mathcal{P}$. Then, by [13], Proof of Theorem 3.4] with $f_1 = f_2 = \cdots = f_n = f$, for each $P \in \mathcal{P}$ we have

$$
\mathbb{E}_{\pi_P}[e^{\theta \sum_{i \in T_P} f(X_i) - \mathbb{E}_{\pi_P}[f(X_i)]}] \leq \exp \left( \frac{2(|T_P| + 1/\gamma_{\text{ps},P}) \text{Var}_{\pi_P}(f)}{\gamma_{\text{ps},P}} \theta^2 \left( 1 - \frac{10\theta}{\gamma_{\text{ps},P}} \right)^{-1} \right)
$$

(140)

$$
\leq \exp \left( \frac{2(|T_P| + 1/\gamma_{\text{aps}}) V_f \theta^2}{\gamma_{\text{aps}}} \left( 1 - \frac{10\theta}{\gamma_{\text{aps}}} \right)^{-1} \right),
$$

(141)

where (141) follows from $\gamma_{\text{aps}} \leq \gamma_{\text{ps},P}$ for all $P \in \mathcal{P}$.

By using the change of measure [5], from (141), we obtain

$$
\mathbb{E}_{\nu}[e^{\theta \sum_{i \in T_P} f(X_i) - \mathbb{E}_{\pi_P}[f(X_i)]}] \leq \left\| \frac{d\nu}{d\pi_P} \right\|_{\infty} \exp \left( \frac{2(|T_P| + 1/\gamma_{\text{aps}}) V_f \theta^2}{\gamma_{\text{aps}}} \left( 1 - \frac{10\theta}{\gamma_{\text{aps}}} \right)^{-1} \right)
$$

(142)

$$
\leq \eta \exp \left( \frac{2(|T_P| + 1/\gamma_{\text{aps}}) V_f \theta^2}{\gamma_{\text{aps}}} \left( 1 - \frac{10\theta}{\gamma_{\text{aps}}} \right)^{-1} \right).
$$

(143)

Now, since the function $e^{\theta s}$ is convex in $s$, for any tuple $(\mu_1, \mu_2, \cdots, \mu_{|P|}) \in (0, 1)^{|P|}$ such that $\sum_{P \in \mathcal{P}} \mu_P = 1$, it holds that

$$
\mathbb{E}_{\nu}[e^{\theta(S - \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P}[f(X)])}] = \mathbb{E}_{\nu}\left[ e^{\sum_{P \in \mathcal{P}} \mu_P (\theta/\mu_P) \sum_{i \in T_P} (f(X_i) - \mathbb{E}_{\pi_P}[f(X_i)])} \right]
$$

(144)

$$
\leq \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\nu}\left[ e^{(\theta/\mu_P) \sum_{i \in T_P} (f(X_i) - \mathbb{E}_{\pi_P}[f(X_i)])} \right]
$$

(145)

$$
= \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\nu}\left[ e^{\theta \sum_{i \in T_P} \tilde{f}_P(X_i)} \right]
$$

(146)

$$
\leq \eta \sum_{P \in \mathcal{P}} \mu_P \exp \left( \frac{2(|T_P| + 1/\gamma_{\text{aps}}) V_f \theta^2}{\mu_P \gamma_{\text{aps}}} \left( 1 - \frac{10\theta}{\gamma_{\text{aps}}} \right)^{-1} \right)
$$

(147)

$^4$We assume that $\nu << \pi_P$, so the corresponding Radon-Nikodym derivative exists.
where (146) follows from (140) by setting $\tilde{f}_P(x) := (f(x) - \mathbb{E}_{\pi_P}[f(X)])/\mu_P$, (147) follows from (143). Now, let
\[
\beta := \frac{2V_I \theta^2}{\gamma_{aps}} \left( 1 - \frac{10\theta}{\gamma_{aps}} \right)^{-1}.
\] (148)
Then, from (147) and (148), it holds that
\[
\mathbb{E}_ \nu [e^{\beta(S - n \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P}[f(X)])}] \leq \eta \sum_{P \in \mathcal{P}} \mu_P \exp \left( \frac{\beta |T_P| + 1/\gamma_{aps}}{\mu_P^2} \right).
\] (149)
By setting
\[
\mu_P := \frac{\sqrt{|T_P| + 1/\gamma_{aps}}}{\sum_{P \in \mathcal{P}} \sqrt{|T_P| + 1/\gamma_{aps}}},
\] (150)
from (149), we have
\[
\mathbb{E}_ \nu [e^{\beta(S - n \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P}[f(X)])}] \leq \eta \sum_{P \in \mathcal{P}} \mu_P \exp \left( \frac{\beta |T_P| + 1/\gamma_{aps}}{\mu_P^2} \right) \sum_{P \in \mathcal{P}} \sqrt{|T_P| + 1/\gamma_{aps}}^2.
\] (151)
Since $|T_P| + 1/\gamma_{aps} \geq |T_P|$, we can bound this by
\[
\eta \mu_P \exp \left( \frac{\beta |T_P| + 1/\gamma_{aps}}{\mu_P^2} \right) \sum_{P \in \mathcal{P}} |T_P| + 1/\gamma_{aps}.
\] (152)
\[
\leq \eta \mu_P \exp \left( \frac{\beta |T_P| + 1/\gamma_{aps}}{T_P^2} \right) \sum_{P \in \mathcal{P}} |T_P| + 1/\gamma_{aps}.
\] (153)
By setting $\mu_P := \sqrt{|T_P| + 1/\gamma_{aps}}/\sum_{P \in \mathcal{P}} \sqrt{|T_P| + 1/\gamma_{aps}}$, we have
\[
\mathbb{E}_ \nu [e^{\beta(S - n \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P}[f(X)])}] \leq \eta \mu_P \exp \left( \frac{\beta |T_P| + 1/\gamma_{aps}}{\mu_P^2} \right) \sum_{P \in \mathcal{P}} |T_P| + 1/\gamma_{aps}.
\] (154)
By using Chernoff's bound, it can be shown that
\[
P_\nu (|S - n \sum_{P \in \mathcal{P}} \mu_P \mathbb{E}_{\pi_P}[f(X)]) \geq t) \leq 2\eta \exp \left( -\frac{t^2\gamma_{aps}}{8n(|T_P| + 1/\gamma_{aps})V_f + 20tC} \right).
\] (157)
where (157) follows from (15) with $n$ being replaced by $n|\mathcal{P}|$ by the fact (156), where $\eta$ is defined in (138).

D.2 Relationship between the aggregated pseudo spectral gap and the mixing time

In this section, we provide a relationship between the aggregated pseudo spectral gap $\gamma_{aps}$ of the sequence $X_1, X_2, \ldots, X_n$ to its mixing time, called aggregated mixing time. First, we introduce the aggregated mixing time of a sequence of random variables.

**Definition 22.** Let $X_1, X_2, \ldots, X_n$ be a sequence of random variables on $\Omega_n := \Lambda_1 \times \Lambda_2 \times \cdots \times \Lambda_n$ with the transition probability sequence $P_i := P_{i-1,i}(\cdot, \cdot)$, $i \in [n]$, and $P_1 := I_{\Lambda_1}$. Define $n$ linear operators $P_{\lambda,i}(x, y) := \int_{\Lambda_\lambda} P_{i-1,i}(x, y) f(y) dy$ for all $i \in [n]$. Let $P := \{P_{\lambda,i} : i \in [n]\}$ be a family of linear operators. Assume that for any $P \in \mathcal{P}$, the Markov segment with stochastic matrix $P$ has a stationary distribution $\pi_P$. Furthermore, for any $\varepsilon > 0$ and $P \in \mathcal{P}$, let
\[
t_{\text{mix},P}(\varepsilon) := \min \{ t : \sup_{x \in \Omega} d_{TV}(P^t(x, \cdot), \pi_P) \leq \varepsilon \}.
\] (159)

Then, the aggregated mixing time of the random sequence $X_1, X_2, \ldots, X_n$ is defined as
\[
t_{\text{aps}}(\varepsilon) = \max_{P \in \mathcal{P}} t_{\text{mix},P}(\varepsilon).
\] (160)
Theorem 23. For any sequence $X_1, X_2, \cdots, X_n$ such that all its Markov segments have the stationary distribution, it holds that
\[
\gamma_{\text{aps}} \geq \frac{1 - 2\varepsilon}{t_{\text{amix}}(\varepsilon)}, \quad \forall 0 \leq \varepsilon < 1/2. \quad (161)
\]
In particular, we have
\[
\gamma_{\text{aps}} \geq \frac{1}{2t_{\text{amix}}} \quad (162)
\]
where
\[
t_{\text{amix}} := t_{\text{amix}}(1/4). \quad (163)
\]

Proof. The proof is based on [15, Proof of Proposition 3.4]. First, we show that for all $P \in \mathcal{P}$, it holds that
\[
\gamma((P^*)^{\text{max}, p(\varepsilon)} P^{\text{max}, p(\varepsilon)}) \geq 1 - \varepsilon. \quad (164)
\]
Indeed, let $L_\infty(\pi P)$ be the set of $\pi$-almost surely bounded functions, equipped with the infinity-norm $\|f\|_\infty := \text{ess sup}_{x \in \Omega} |f(x)|$. Then $L_\infty(\pi P)$ is a Banach space. In addition, for any $P \in \mathcal{P}$, $P^* P$ is self-adjoint, bounded linear operator on $L_2(\pi)$. Define the operator $\pi$ on $L_2(\pi)$ as $\pi(f)(x) := \pi(f)$. This is also a self-adjoint bounded operator. Let $\mathcal{M} := (P^*)^{\text{max}, p(\varepsilon)} P^{\text{max}, p(\varepsilon)} - \pi$. Then, we can express the absolute spectral gap of $\gamma^*$ of $(P^*)^{p(\varepsilon)} P^{p(\varepsilon)}$ as [15]:
\[
\gamma^* \equiv 1 - \sup \left\{ |\lambda| : \lambda \in \mathcal{S}_2(\mathcal{M}) \right\}, \quad (165)
\]
where the spectrum $\mathcal{S}_2$ is defined in Subsection 2.2 of the main document. Thus, $1 - \gamma^*$ equals to the spectral radius of $\mathcal{M}$ on $L_2(\pi_P)$. Since $L_\infty(\pi_P)$ is a dense subset of the Hilbert space $L_2(\pi_P)$, it holds that $L_\infty(\pi_P)$ is also a Banach space. Hence, by Gelfand’s theorem, it holds that
\[
\sup \left\{ |\lambda| : \lambda \in \mathcal{S}_2(\mathcal{M}) \right\} = \lim_{k \to \infty} \|\mathcal{M}^k\|_\infty^{1/k}. \quad (166)
\]
Hence, from (165) and (166), we have
\[
1 - \gamma^* = \lim_{k \to \infty} \|\mathcal{M}^k\|_\infty^{1/k} \leq \|\mathcal{M}\|_\infty \equiv \|(P^*)^{\text{mix}, p(\varepsilon)} P^{\text{mix}, p(\varepsilon)} - \pi\|_\infty. \quad (167)
\]
Now, from definition, it is easy to see that
\[
P^n f(x) = \int_y P^n(x, y) f(y) dy, \quad \forall n \in \mathbb{Z}_+. \quad (170)
\]
It follows that
\[
\|(P^*)^{\text{mix}, p(\varepsilon)} P^{\text{mix}, p(\varepsilon)} - \pi\|_\infty = \text{ess sup}_{x \in \Omega} \sup_{\|f\|_\infty = 1} \left| \left( (P^*)^{\text{mix}, p(\varepsilon)} P^{\text{mix}, p(\varepsilon)} - \pi \right) f(x) \right| \quad (171)
\]
\[
\leq \text{ess sup}_{x \in \Omega} \sup_{\|f\|_\infty = 1} \left| \int_y \left( (P^*)^{\text{mix}, p(\varepsilon)} P^{\text{mix}, p(\varepsilon)} (x, y') P^{\text{mix}, p(\varepsilon)} (y', y) - \int_y \pi(y) f(y) dy \right) dy \right| \quad (172)
\]
\[
\leq \text{ess sup}_{x \in \Omega} \int_y \left| \int_{y'} \left( (P^*)^{\text{mix}, p(\varepsilon)} (x, y') P^{\text{mix}, p(\varepsilon)} (y', y) dy' - \pi(y) \right) dy \right| \quad (173)
\]
\[
= \text{ess sup}_{x \in \Omega} \int_y \int_{y'} \left| (P^*)^{\text{mix}, p(\varepsilon)} (x, y') P^{\text{mix}, p(\varepsilon)} (y', y) dy' - \int_{y'} (P^*)^{\text{mix}, p(\varepsilon)} (x, y') \pi(y) dy' \right| \quad (174)
\]
which leads to (164). It follows that

From (169) and (179), we have

\[ m \text{ from a single trajectory of length } \gamma \]

absolute spectral gap

It is known that the mixing time of an ergodic and reversible Markov chain is controlled by its

ergodic Markov chain is irreducible and recurrent.

Unfortunately, the later estimate is far from sharp. In [15], the following bound is given.

and upper bounds may be obtained in terms of the spectral gap of the multiplicative reversiblization

For non-reversible Markov chains, the relationship between the spectrum and the mixing time is not

nearly as straightforward. Any complex eigenvalue with

mixing time

\[ \tau_{\text{mix}} \]

Ps, P := \max_{k \geq 1} \gamma((P^*)^k \text{P}^k / k) \geq \gamma((P^*)^t_{\text{mix}, P}(\varepsilon) \text{P}^{t_{\text{mix}, P}(\varepsilon)} / t_{\text{mix}, P}(\varepsilon)) \geq \frac{1 - 2\varepsilon}{t_{\text{mix}, P}(\varepsilon)} \] (181)

From the definitions of \( t_{\text{amix}}(\varepsilon) \), \( t_{\text{mix}, P}(\varepsilon) \) and (181), we obtain

\[ \gamma_{\text{amix}} = \max_{P \in \mathcal{P}} \gamma_{\text{Ps}, P}(\varepsilon) \geq \frac{1 - 2\varepsilon}{t_{\text{mix}, P}(\varepsilon)} \]

\[ = \frac{1 - 2\varepsilon}{t_{\text{amix}}(\varepsilon)} \] (184)

\[ \square \]

**Definition 24.** A Markov chain \((P, \pi)\) is ergodic if \( P^k > 0 \) (entry-wise positive) for some \( k \geq 1 \), i.e., \( P \) is a primitive matrix. If \( P \) is ergodic, it has a unique stationary distribution \( \pi \) and moreover \( \pi_\ast > 0 \) where \( \pi_\ast = \min_{i \in S} \pi_i \) is called the minimum stationary probability. It is obvious that an ergodic Markov chain is irreducible and recurrent.

It is known that the mixing time of an ergodic and reversible Markov chain is controlled by its absolute spectral gap \( \gamma^* \) and the minimum stationary probability \( \pi_\ast \):

\[ \frac{1}{\gamma^* - 1} \ln 2 \leq t_{\text{mix}} \leq \frac{\ln(4/\pi_\ast)}{\gamma^*}. \] (185)

For non-reversible Markov chains, the relationship between the spectrum and the mixing time is not nearly as straightforward. Any complex eigenvalue with \( |\lambda| \leq 1 \) provides a lower bound on the mixing time

\[ \left( \frac{1}{1 - |\lambda|} - 1 \right) \ln 2 \leq t_{\text{mix}}, \] (186)

and upper bounds may be obtained in terms of the spectral gap of the multiplicative reversiblization

\[ t_{\text{mix}} \leq \frac{2}{\gamma(P^* P)} \ln \left( 2 \sqrt{\frac{1 - \pi_\ast}{\pi_\ast}} \right). \] (187)

Unfortunately, the later estimate is far from sharp. In [15], the following bound is given.

\[ \frac{1}{2 \gamma_{\text{Ps}}} \leq t_{\text{mix}} \leq \frac{1}{\gamma_{\text{Ps}}} \left( \ln \frac{1}{\pi_\ast} + 2 \ln 2 + 1 \right). \] (188)

[22] showed algorithms to estimate \( \gamma_{\text{Ps}} \) and \( \tau_{\text{mix}} \) of an arbitrary ergodic finite-state Markov chain from a single trajectory of length \( m \).