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Abstract
This paper addresses the problem of combining Byzantine resilience with privacy in machine learning (ML). Specifically, we study if a distributed implementation of the renowned Stochastic Gradient Descent (SGD) learning algorithm is feasible with both differential privacy (DP) and \((\alpha, f)\)-Byzantine resilience. To the best of our knowledge, this is the first work to tackle this problem from a theoretical point of view. A key finding of our analyses is that the classical approaches to these two (seemingly) orthogonal issues are incompatible. More precisely, we show that a direct composition of these techniques makes the guarantees of the resulting SGD algorithm depend unfavourably upon the number of parameters of the ML model, making the training of large models practically infeasible. We validate our theoretical results through numerical experiments on publicly-available datasets; showing that it is impractical to ensure DP and Byzantine resilience simultaneously.

1 Introduction
The massive amounts of data generated daily call for distributed machine learning (ML). Essentially, different nodes collaborate to train a joint model on a collective dataset. Clearly, an aggregate model would be more accurate than individually-trained models on small subsets of data. However, two reasons prevent the explicit sharing of personal data. Firstly, in many classification tasks, training data is sensitive and should remain private, e.g., financial and medical fields. Secondly, datasets can be quite large (e.g., Open Images [20], ImageNet [12]) and their sharing computationally expensive.

The most popular scheme to train ML models in a distributed setting is Stochastic Gradient Descent (SGD) [7]: it enables to train the aggregate model by simply exchanging gradients of the loss function (instead of the training data itself). Underlying SGD lies an iterative method to optimize the objective function \(Q(w)\) by stochastically estimating the gradient \(\nabla Q(w)\) and then computing a gradient descent step on \(w\). There are several system models for distributed SGD training, such as the parameter server [22] and ring all-reduce models [26]. The parameter server model is one of the most adopted distributed learning topologies (Fig. 1(a)), where nodes send their gradients to a central trusted entity, namely the parameter server, responsible of updating the model parameters by aggregating the received gradients. The parameter server model is also the backbone of the popular setting in distributed learning today, Federated Learning [19]. Averaging the received gradients is typically used by the parameter server as aggregation method [27], assuming the nodes correctly compute unbiased estimates of the gradient. However, releasing gradients in a distributed framework results in the emergence of two orthogonal threats: Byzantine gradients and data leakage.

Byzantine Gradients The learning can be critically influenced by Byzantine gradients (i.e., vectors that are not unbiased estimates of the true gradient) sent by the nodes during the training [3, 38]. We call these gradients, as well as the nodes that send them, Byzantine. We can distinguish two types of Byzantine gradients: erroneous gradients that correspond to arbitrary failures during the gradient computation (e.g., software bugs, loss of precision, mislabeling...
A distributed SGD framework, the two aforementioned threats have been mainly tackled separately. We are the first to theoretically study the possibility of satisfying both \((\alpha, f)\)-Byzantine resilience [5] and DP in a decentralized SGD system. In this paper, we study the possibility of combining \((\alpha, f)\)-Byzantine resilience with DP via noise injection. To this end, we adopt the (now classical) parameter server model with a total of \(n\) workers among which a maximum of \(f \leq n\) workers can be Byzantine and may collude. Furthermore, we consider the parameter server to be **honest-but-curious**, meaning that it correctly computes aggregate gradients in each step of the training but it can also use the received gradients to violate the privacy of the honest workers. The resulting framework is illustrated in Fig. 1(b).

At first glance, combining \((\alpha, f)\)-Byzantine resilience with DP by noise injection in distributed SGD seems like a simple extension of the Byzantine-resilient scenario with no privacy. In fact, it does not require any modification to the classical distributed SGD protocol or even the infrastructure of the parameter server model (no encryption protocol, no key distribution, no secret sharing, etc.). Furthermore, the noise is injected locally by every honest worker. Since there are existing solutions for \((\alpha, f)\)-Byzantine resilient SGD, controlling the levels of noise added to the gradients should be sufficient to enforce Byzantine resilience while still achieving moderate but acceptable levels of privacy. However, our results show that \((\alpha, f)\)-Byzantine resilience and DP do not add up.

**Contributions** We show that combining the two orthogonal notions, DP and \((\alpha, f)\)-Byzantine resilience, depends on the number of parameters (denoted by \(d\)) of the learning model. In short, we show that when \(d\) is large, DP and Byzantine resilience do not fit well together. We first study the general case when the cost function, associated with the learning problem, may be non-convex. In this particular case, we show that in order to guarantee \((\alpha, f)\)-Byzantine resilience when DP noise is injected, either the batch size must grow linearly with \(\sqrt{d}\), or the fraction of Byzantine workers in the system \(\xi\) must decrease with \(\sqrt{d}\). Given that \(d\) is indeed one of the largest variables in contemporary learning problems [8, 21, 32], and that certain state-of-the-art models often exceed 100 M parameters [41], this dependence on \(d\) clearly highlights the impracticality of satisfying both DP and Byzantine resilience. Our results apply to the most well-known statistically-robust and \((\alpha, f)\)-Byzantine resilient GARs such as MDA [15], Krum [5], etc. For example, for MDA, we state the following result.

**Proposition** (Informal). Let \((\epsilon, \delta) \in (0, 1)^2\) be the privacy budget used to inject DP noise to the gradients, and \(b\) be the batch size used. Then, we can only guarantee \((\alpha, f)\)-Byzantine resilience if the fraction of Byzantine nodes is in \(O\left(\frac{b \sqrt{d} \epsilon}{\sqrt{d} \delta + 1}\right)\).

Next, for a more fine-grained analysis on the impact of DP noise on the Byzantine-resilient SGD scheme, we study a less general setting where the cost function is assumed strongly-convex. In this particular case, we show that for any (existing or non-existing) \((\alpha, f)\)-Byzantine resilient GAR, the SGD algorithm with DP noise still suffers from the curse of dimensionality. Specifically, we show that the training error rate may grow linearly with \(d\). On the other hand, the training error rate of the same algorithm without DP noise is independent of \(d\).
Theorem. (Informal) The distributed SGD algorithm combining $(\alpha, f)$-Byzantine resilience and $(\epsilon, \delta)$-DP has a training error rate of $\Theta\left(\frac{d \log(1/\delta)}{T^{1/2} \epsilon^2}\right)$, where $T$ denotes the number of steps and $b$ is the batch size.

Note that in this work, we employ the Gaussian mechanism [13] to ensure $(\epsilon, \delta)$-DP. Nonetheless, our key findings on the impracticality of simultaneously ensuring DP and Byzantine resilience remain unchanged when adapting our results to support other noise injection techniques such as the Laplacian mechanism [13].

2 Background

2.1 The Classical Distributed SGD Model

Let us first recall how the distributed SGD protocol works in the classical (simplified) scenario where all $n$ workers are assumed to be honest. Let $Q$ be the cost function to minimize and $D$ the ground-truth data distribution. Let $t$ be the current training step and $\omega_t \in \mathbb{R}^d$ be the model parameters at step $t$. Each worker $w_i$ locally samples a random training batch $x^{(i)}_t$ from the data distribution $D$ to compute an unbiased estimate $g^{(i)}_t$ of the gradient $\nabla Q(\omega_t)$. This means that, $g^{(1)}_t, \ldots, g^{(n)}_t$ are i.i.d. random vectors such that $\mathbb{E}[g^{(i)}_t] = \nabla Q(\omega_t)$. Then, all the workers send their gradients to the parameter server. The training is divided into sequential synchronous steps, hence the parameter server considers any non-received gradient to be 0. After gathering the submitted gradients, the server uses a deterministic GAR, denoted by $F$, to compute the resulting aggregate gradient $G^{agg}_t = F(g^{(1)}_t, \ldots, g^{(n)}_t)$. In the honest scenario with no Byzantine workers, $F$ is simply the averaging function, i.e., $G^{agg}_t = \frac{1}{n} \sum_{i=1}^{n} g^{(i)}_t$. Then, the server uses the aggregate gradient to update the model parameters

$$w_{t+1} = w_t - \gamma_t G^{agg}_t$$

where $\gamma_t$ is the learning rate at step $t$. Finally, the server broadcasts the new parameter vector $w_{t+1}$ to all workers.

Remark 1. It’s important to note that only integrity and authentication are guaranteed on the communication channels between workers and server. Gradients are shared in the clear in the network.

2.2 Byzantine SGD

In the presence of Byzantine workers sending arbitrary gradients, averaging the received gradients at the parameter server cannot be used to update the model parameters (Eq. 1) anymore. In fact, Blanchard et al. [5] prove that any aggregation rule based on a linear combination of the received gradients is not robust in a parameter server model containing at least one Byzantine node. In order to enable the underlying model to converge, it is crucial to use a GAR that is robust to Byzantine gradients. Blanchard et al. formulate desirable robustness properties of GARs by introducing the notion of $(\alpha, f)$-Byzantine resilience [5] that can tolerate up to $f$ Byzantine nodes in the system.

$(\alpha, f)$-Byzantine Resilience Let $\alpha \in [0, \frac{\pi}{2}]$ be an angle, and let $n$ be the total number of nodes in the system. Let $0 \leq f \leq n$ be an upper bound on the number of Byzantine nodes. Let $g^{(i)}_t$ denote the gradient worker $w_i$ sends to the server at step $t$. If $w_i$ is honest (i.e., non-Byzantine), then $g^{(i)}_t \sim G_t$ where $\mathbb{E}[G_t]$ is equal to the true gradient $\nabla Q(\omega_t)$, i.e., $\mathbb{E}[G_t] = \nabla Q(\omega_t)$. Otherwise, if $w_i$ is Byzantine, then $g^{(i)}_t$ can be an arbitrary vector.

$F$ is said to be $(\alpha, f)$-Byzantine resilient if for any input gradients the output $R_t = F(g^{(1)}_t, \ldots, g^{(n)}_t)$ satisfies:

1. $\mathbb{E}[R_t], \nabla Q(\omega_t) \geq (1 - \sin \alpha) ||\nabla Q(\omega_t)||^2 > 0$

2. For $r \in \{2, 3, 4\}$, $\mathbb{E}[||G_t||^r] = \mathbb{E}[||G_t||^r] ... \mathbb{E}[||G_t||^r]$, where $r_1 + \ldots + r_k = r$

Condition (1) ensures that the vector angle between the true gradient $\nabla Q(\omega_t)$ and the expected output $R_t$ of the GAR is sufficiently acute. This implies a positive lower bound on the scalar product between $\nabla Q(\omega_t)$ and $\mathbb{E}[G_t]$. Condition (2) ensures the boundedness of the 2nd, 3rd, and 4th order moments of the GAR output $R_t$, which is generally required to formally guarantee the convergence of the underlying SGD algorithm [5, 6]. Some of the most popular $(\alpha, f)$-Byzantine resilient GARs include MDA [15], Krum [5], Bulyan [23], Median [40], Meamed [36], Phocas [37], and Trimmed Mean [40]. Note that this definition of Byzantine resilience also applies when the gradients sent by the workers are noisy (see Eq. (7)).

VN Ratio Condition A sufficient condition for an aggregation rule $F$ to guarantee $(\alpha, f)$-Byzantine resilience is for the standard deviation of the submitted gradients to be smaller than the norm of the true gradient scaled by a multiplicative constant $k_F(n, f)$ that depends on $F$ [5, 23]. Precisely, the following inequality must hold:

$$\frac{\sqrt{\mathbb{E}[||G_t - \mathbb{E}[G_t]||^2]}}{||\mathbb{E}[G_t]||} \leq k_F(n, f)$$

Hereafter, we refer to the left hand side of this inequality as the variance-to-norm ratio (VN ratio). Accordingly, we call Eq. (2) the VN ratio condition. This condition can be used even in non-trivial learning problems (e.g., when loss function $Q$ is non-convex) and has been extensively studied in the context of Byzantine-resilient SGD [5, 23, 40]. While the VN ratio condition is only sufficient, due to the lack of necessary conditions in the literature, it remains the only existing technique to theoretically test for $(\alpha, f)$-Byzantine resilience of GARs.

Remark 2. Our results in Sections 3 and 4 apply for any so-called statistically-robust GAR, i.e., a GAR which solely uses present (and/or past) submitted gradients to filter out potential attacks. The literature also proposes two other families of GARs: suspicion-based [39] and redundancy-based [9]. The suspicion-based family relies on the parameter server having access to a possibly large training set sampled from the same distribution as the workers. This family of GARs is not private and thus, outside the scope of this paper. The redundancy-based family requires the honest workers to share the exact same training set, and the server to use coding theory in order to detect and filter out Byzantine gradients. This does not fit our model as it is unclear whether these coding techniques remain applicable when honest workers also add their own privacy noise.
2.3 Differential Privacy (DP)

Privacy definition DP [14] is a gold standard notion for privacy-preserving data analysis. In the context of machine learning, it guarantees that a randomized algorithm computed on a batch of training samples gives a statistically indistinguishable result when computed on an adjacent batch. In this work, we consider two data batches $\xi$ and $\xi'$ to be adjacent, denoted by $\xi \sim \xi'$, if they differ by at most one sample.

More precisely, we consider $\epsilon > 0$ and $\delta \in [0, 1]$. A randomized algorithm $M$ is $(\epsilon, \delta)$-differentially private if for any adjacent batches $\xi$ and $\xi'$ and any possible set of outputs $O$, the following holds:

$$P[M(\xi) \in O] \leq e^\epsilon \times P[M(\xi') \in O] + \delta. \quad (3)$$

The privacy budget $(\epsilon, \delta)$ measures the amount of privacy the mechanism holds. $\epsilon$ controls the privacy/utility trade-off. This means that smaller values of $\epsilon$ ensure a higher level of privacy, but usually hurt the accuracy of the model. $\delta$ can be seen as a failure parameter. It is actually the parameter that controls the approximation one allows when enforcing DP. The smaller $\delta$, the stronger the privacy definition. In fact, $\delta$ has to be cryptographically small for $(\epsilon, \delta)$-DP to offer strong privacy guarantees [14, Section 2].

In the context of distributed learning, DP can be achieved by assuming the existence of a trusted aggregation server that gathers the private information of every worker and releases a sanitized (perturbed) version of the output. However, assuming the existence of a third-party server that every worker trusts with their data is genuinely impractical. In this work, we study a more realistic setting where the server is honest-but-curious. As stated in the introduction, the server cannot be trusted to ensure the privacy of the training datasets belonging to the nodes, but computes the aggregation of gradients correctly. In this context, the responsibility to guarantee the privacy of the personal databases is delegated to the workers. Specifically, this means that every worker $W_i$ designs its own local randomizer $M_i$ to send a perturbed version of its gradient to the untrusted server. We call the distributed system $(\epsilon, \delta)$-differentially private if every local randomizer is $(\epsilon, \delta)$-differentially private.

The Gaussian Mechanism & Noisy Gradients One of the most common approaches to build a differentially private algorithm is to use Gaussian noise injection [13]. This scheme is called the Gaussian mechanism. The application of this mechanism, in the context of distributed SGD with an honest-but-curious server, is to inject Gaussian noise to the gradients computed by the different workers before sending them to the parameter server. Specifically, let $\xi_{t}^{(i)} \triangleq \{x_{t}^{(i,1)}, \ldots, x_{t}^{(i,b)}\}$ be the batch sampled by honest worker $W_i$ in step $t$. Let also $h$ be the function that computes the gradient to be sent to the server, prior to injecting the DP noise,

$$h: \xi_t^{(i)} \rightarrow g_t^{(i)} = \frac{1}{b} \sum_{j=1}^{b} \nabla Q(w_t, x_t^{(i,j)}). \quad (4)$$

Then, the amount of noise required to ensure that this sanitizing strategy guarantees a given privacy budget $(\epsilon, \delta)$ depends on the

$$\Delta h = \max_{\xi_1 \sim \xi_2} \| h(\xi_1) - h(\xi_2) \|_2. \quad (5)$$

In particular, if we assume that all gradients in our model are bounded in L2-norm by $G_{max} > 0$, the sensitivity $\Delta h$ of the gradient function is upper-bounded by $\frac{2G_{max}}{\epsilon}$. We can then show that the Gaussian mechanism satisfies DP. Formally, let us consider $(\epsilon, \delta) \in (0, 1)^2$ and denote $s = \frac{2G_{max}\sqrt{2\log(1.25/\delta)}}{\epsilon b}$. Then, the algorithm

$$M: \xi_{t}^{(i)} \rightarrow a_t^{(i)} = h(\xi_{t}^{(i)}) + y_{t}^{(i)} \text{ with } y_{t}^{(i)} \sim N\left(0, I_d \times s^2\right) \quad (6)$$

is $(\epsilon, \delta)$-differentially private [see [14, Appendix A] for a detailed proof of this statement]. Accordingly, for any step $t$, the procedure that consists in every $W_i$ sending the noisy gradient

$$a_{t}^{(i)} = g_{t}^{(i)} + y_{t}^{(i)} \quad (7)$$

to the parameter server is $(\epsilon, \delta)$-differentially private. Finally, given a per-step privacy budget $(\epsilon, \delta)$, we can rely on the composition property of DP to determine the privacy guarantees of the overall learning procedure. For example, the classical composition theorem [14] states that the DP guarantees of sequential steps add up linearly. Note also that to obtain better DP guarantees in the context of SGD, we can call for more refined tools, such as the moments accountant [2]. However, in this work, we are mainly interested in the impact of the per-step privacy budget on the robustness of the system to Byzantine nodes.

Remark 3. Before going further, let us highlight a few points.

• Although we focus on Gaussian noise injection in this work, our results in Sections 3 and 4 can easily be adapted to any other DP mechanism based on noise injection (e.g., the Laplacian mechanism [13]). Therefore, in the reminder of this work, we no longer mention the Gaussian mechanism when talking about DP noise injection.

• Note that the Gaussian mechanism assumes $(\epsilon, \delta)$ to be in $(0, 1)^2$, which is typically the per-step privacy budget considered in the literature [2, 4, 25] (even in challenging tasks such as deep learning). Therefore, in the remainder of this paper, we assume $\log$ that $\epsilon < 1$ and $\delta < 1$.

3 Incompatibility of $(\alpha, f)$-Byzantine Resilience and DP in SGD (General Setting)

First, we study the framework for distributed SGD in the general setting, i.e., without making any assumption on the convexity of the objective function $Q$. In order for the DP noise to be well calibrated, we assume the norm of gradients to be bounded. This assumption can be typically enforced via gradient clipping [42] methods.

Assumption 1 (Bounded norm). There exists a real value $G_{max} > 0$ such that for any learning step $t$ and any parameter vector $w_t$, $\| \nabla Q(w_t) \| \leq G_{max}$.

In this context, as discussed in Section 2.2, the only existing method to guarantee $(\alpha, f)$-Byzantine resilience for an aggregation rule $F$ is verifying the VN ratio condition. Hence, combining DP with Byzantine resilience requires the VN ratio to still be upper bounded by
\(k_F(n, f)\) after injecting the noise to the gradients. Precisely, to guarantee that a gradient aggregation step is both \((\epsilon, \delta)\)-differentially private and \((\alpha, f)\)-Byzantine resilient, the following must hold:

\[
\sqrt{\mathbb{E} \left[ \| G_t - \mathbb{E} [G_t] \|^2 \right]} + 8d \frac{G_{\max}^2}{\epsilon^2 b^2} \log \left( \frac{1.25}{\delta} \right) \leq k_F(n, f) \tag{8}
\]

where \(d\) is the size of the model, \(b\) is the batch size, and \((\epsilon, \delta)\) is the per-step privacy budget. Eq. (8) is the direct adaptation of Eq. (2) after accounting for the variance of the Gaussian noise in the numerator of the VN ratio (refer to Section 2.3). This adaptation simply comes from decomposing the variance of \(g_t^{(i)}\) into the sum of the variances of the independent random variables \(g_t^{(i)}\) and \(y_t^{(i)}\) respectively.

In the high privacy regime, i.e., when both \(\epsilon\) and \(\delta\) approach 0, we see that the VN ratio increases, making it more difficult to satisfy Eq. 8 and therefore satisfy \((\alpha, f)\)-Byzantine resilience. In fact, we show that the VN ratio condition can only hold if either the batch size \(b\) is in \(\Omega(\sqrt{d})\) or the proportion of Byzantine nodes in the system, \(\frac{f}{n}\), is in \(O\left(\frac{1}{\sqrt{d}}\right)\), depending on the GAR used as shown in Table 1.

Below, we demonstrate this statement by focusing on one popular GAR called MDA [15] for space limitation, but similar results also hold for the other GARs from the literature, as illustrated in Table 1 (detailed proofs are deferred to the Appendix).

**Proposition 1.** Let \((\epsilon, \delta) \in (0, 1)^2\) be the constant privacy budget used to inject DP noise to the gradients and \(F = MDA\). Then, the VN ratio condition can only hold if \(\frac{f}{n} \in O\left(\frac{b}{\sqrt{d} \times b}\right)\).

**Sketch of proof.** We reason by contraposition to show that \(\frac{f}{n} \in O\left(\frac{b}{\sqrt{d} \times b}\right)\) is necessary for the VN ratio condition to hold. This means that we will actually find a sufficient condition for it not to hold. First, notice that regardless of the GAR used, the VN ratio condition does not hold if

\[
\frac{\sqrt{\mathbb{E} \left[ \| G_t - \mathbb{E} [G_t] \|^2 \right]} + 8d \frac{G_{\max}^2}{\epsilon^2 b^2} \log \left( \frac{1.25}{\delta} \right)}{\mathbb{E} [G_t]} > k_F(n, f).
\]

Since \(\mathbb{E} \left[ \| G_t - \mathbb{E} [G_t] \|^2 \right] \geq 0\), the above inequality holds if

\[
\mathbb{E} [G_t] < G_{\max} \times \sqrt{\frac{8d}{\epsilon^2 b^2}} \times \frac{1}{k_F(n, f)}.
\]

Let us denote \(C = \epsilon \sqrt{\log \left( \frac{1.25}{\delta} \right)}\). Since \(G_{\max}\) is the maximal L2 norm gradients can have and \(\mathbb{E} [G_t] = \nabla Q(w_t)\), the VN ratio condition does not hold whenever

\[
\sqrt{\frac{8d}{C^2 b^2}} \times \frac{1}{k_F(n, f)} > 1 \implies \frac{1}{k_F(n, f)} > \frac{b \times C}{\sqrt{8d}}.
\]

Now, notice that since \(F = MDA\), we have \(k_F(n, f) = \frac{n - f}{\sqrt{8d} f}\). If we denote by \(\tau = \frac{f}{n}\) the proportion of Byzantine workers in the system, we have \(k_F(n, f) = (1 - \tau) / (\sqrt{8d} \tau)\). Then, the above inequality can be rewritten as \(\sqrt{8d} \tau > (1 - \tau) C \times b\), which is equivalent to saying that \(\tau > (C \times b) / (8\sqrt{d} + C \times b)\).

Finally, since the privacy budget \((\epsilon, \delta) \in (0, 1)^2\), \(C\) is a negligible constant w.r.t \(b\) and \(d\). Then, when computing a differentially private gradient step, the VN ratio cannot hold unless \(\frac{f}{n} \in O\left(\frac{b}{\sqrt{d} \times b}\right)\). □

Proposition 1 implies that ensuring both DP and \((\alpha, f)\)-Byzantine resilience with MDA requires the batch size \(b\) to grow linearly with the square root of the number of parameters \(\sqrt{d}\), or for the fraction of Byzantine nodes \(\frac{f}{n}\) to converge towards 0 at the rate of \(\sqrt{d}\). For example, if we consider the ResNet-50 model [41, Table 8] where \(d = 25.6 \times 10^6\) parameters, then we need the batch size \(b > 5000\), which is clearly impractical. In this context, we can only ensure protection against Byzantine nodes in the trivial setting where almost all workers are honest. Although we only state this incompatibility result for MDA, similar results can be demonstrated for any GAR from the literature using the same proof scheme. Table 1 summarizes the necessary conditions for the VN ratio condition (Eq. (8)) to hold depending on the GAR at hand.

| Krum, Median, Bulyan, Mearmed | MDA | Phocas, Trimmed Mean |
|--------------------------------|-----|---------------------|
| \(b \in \Omega(\sqrt{d})\)     | \(\frac{f}{n} \in O\left(\frac{b}{\sqrt{d} \times b}\right)\) | \(\frac{f}{n} \in O\left(\frac{b^2}{d \times b}\right)\) |

Next, to get a more fine-grained analysis on the impact of noise injection on the \((\alpha, f)\)-Byzantine resilience property of the distributed SGD scheme, we study the particular case where the loss function is strongly convex.

## 4 Learning with Byzantine Resilience and DP: The Case of Strong-Convexity

In this section, we take a step forward and show that regardless of the GAR used, the training error rate deteriorates in the presence of Byzantine workers when injecting DP noise to the gradients, as specified in Section 2.3. For simplicity of presentation, we assume the cost function \(Q(w)\) to be strongly convex, the gradient \(\nabla Q(w)\) to be globally Lipschitz continuous, and the stochastic gradients \(\nabla Q(w, x)\) to have bounded variance for all \(w\). It is important to note that these assumptions hold true in many distributed learning problems [8]. We state these assumptions formally as follows.

**Assumption 2 (Strong convexity).** There exists a finite real value \(\lambda > 0\) such that for all \(w, w' \in \mathbb{R}^d\),

\[
\langle w - w', \nabla Q(w) - \nabla Q(w') \rangle \geq \lambda \| w - w' \|^2.
\]

**Assumption 3 (Lipschitzness).** There exists a finite positive real value \(\mu\) such that

\[
\| \nabla Q(w) - \nabla Q(w') \| \leq \mu \| w - w' \|, \quad \forall w, w' \in \mathbb{R}^d.
\]

**Assumption 4 (Bounded variance).** There exists a positive real value \(\sigma < \infty\) such that for all \(w, x\),

\[
\mathbb{E}_{x \sim \mathcal{D}} \left[ \| \nabla Q(w, x) - \nabla Q(w) \|^2 \right] \leq \sigma^2.
\]
Under the above assumptions, we show in Theorem 1 that even if we were to successfully design a GAR that is $(\alpha, f)$-Byzantine resilient whilst guaranteeing $(e, \delta)$-DP using noise injection, the training error rate of the distributed SGD algorithm is $O(d/T)$ where $T$ denotes the number of steps. On the other hand, we can show from Eq. (12) below, that the same distributed SGD algorithm with $(\alpha, f)$-Byzantine resilience can obtain a training error rate of $O(1/T)$ in the absence of DP. In the remainder of the section, let $\xi_t$ denote the random data points sampled by the workers in step $t$, and let $E_{\xi_t}[\cdot]$ denote the conditional expectation with respect to $\xi_t$, given the estimate $w_t$. For $t \geq 1$, let $E_t[\cdot] = E_{\xi_1} \cdots E_{\xi_t}[\cdot]$. Then, the following theorem holds.

**Theorem 1.** Suppose that Assumptions 1, 2, 3, and 4 hold true. Consider a GAR named $F : \mathbb{R}^{d \times n} \rightarrow \mathbb{R}^d$. Suppose that in each step $t$, the server updates its learning parameter $w_t$ using the noisy gradients $\{o_t^{(1)}, \ldots, o_t^{(n)}\}$ specified in Section 2.3 and GAR F as follows:

$$w_{t+1} = w_t - \gamma_t F \left( o_t^{(1)}, \ldots, o_t^{(n)} \right).$$

Let $Q^* = \min_{w \in \mathbb{R}^d} E_x \|w - x\|^2$. If $F$ is $(\alpha, f)$-Byzantine resilient for steps 1 to $T$, and $\gamma_t = \frac{1}{\alpha(1 - \sin \alpha)}$, then

$$E_T \left[ Q(w_{T+1}) - Q^* \right] = O \left( \frac{d \log(1/\delta)}{T b \epsilon^2} \right).$$

**Sketch of proof.** We let $F_t = F \left( o_t^{(1)}, \ldots, o_t^{(n)} \right)$. The proof relies on the following key observation that holds true when $F_t$ is assumed $(\alpha, f)$-Byzantine resilient for steps 1 to $T$:

$$(E_{\xi_t} \left[ F_t \right], \nabla Q(w_t)) \succeq \left( 1 - \sin \alpha \right) \| \nabla Q(w_t) \|^2 > 0. \tag{10}$$

Also, there exists a real-value $c > 0$ such that for each $t \in \{1, \ldots, T\}$,

$$\mathbb{E}_{\xi_t} \left[ \| F_t \|^2 \right] \leq c \frac{\sigma^2}{b} + d \epsilon^2 + G_{\text{max}}^2. \tag{11}$$

The details for obtaining the results in (10) and (11) can be found in Appendix B. From (9) and Assumption 3, we obtain for all $t$ that

$$Q(w_{t+1}) \leq Q(w_t) - \gamma_t \left( \nabla Q(w_t), F_t \right) + \frac{1}{2} \mu \gamma_t^2 \| F_t \|^2.$$  

As $E_{\xi_t} \left[ Q(w_t) \right] = Q(w_t)$, the above implies that, for all $t$,

$$E_{\xi_t} \left[ Q(w_{t+1}) \right] \leq Q(w_t) - \gamma_t \left( \nabla Q(w_t), E_{\xi_t} [F_t] \right) + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{\xi_t} \left[ \| F_t \|^2 \right].$$

Substituting from (10), and then using the fact that $\| \nabla Q(w_t) \|^2 \geq 2 \lambda (Q(w_t) - Q^*)$ under Assumption 2, we obtain that

$$E_{\xi_t} \left[ Q(w_{t+1}) \right] - Q^* \leq (1 - 2\lambda (1 - \sin \alpha) \gamma_t) \left( Q(w_t) - Q^* \right) + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{\xi_t} \left[ \| F_t \|^2 \right], \quad \text{for } t = 1, \ldots, T.$$  

Substituting from (11), and then taking expectation $E_{\xi_t} \cdots E_{\xi_t-1}$ on both sides above (for $t > 1$), we obtain that

$$E_t \left[ Q(w_{t+1}) \right] - Q^* \leq (1 - 2\lambda (1 - \sin \alpha) \gamma_t) \left( E_{\xi_{t-1}} \left[ Q(w_t) \right] - Q^* \right) + \frac{1}{2} \mu \gamma_t^2 \left( \frac{\sigma^2}{b} + d \epsilon^2 + G_{\text{max}}^2 \right) \gamma_t^2, \quad \text{for } t = 2, \ldots, T.$$  

Thus, from recursive substitutions we obtain that

$$E_T \left[ Q(w_{T+1}) \right] - Q^* \leq \frac{1}{T+1} \left( \frac{\mu \epsilon}{2\lambda^2 (1 - \sin \alpha)^2} \left( \frac{\sigma^2}{b} + d \epsilon^2 + G_{\text{max}}^2 \right) \right).$$

Substituting from Section 2.3, $s = \frac{2\epsilon \log(1/\delta)}{b \epsilon}$, implies

$$E_T \left[ Q(w_{T+1}) \right] - Q^* \leq O \left( \frac{d \log(1/\delta)}{T b \epsilon^2} \right).$$

To prove the **lower bound** we consider a specific cost function $Q(w) := (1/2) \mathbb{E}_x \|w - x\|^2$ where $\mathcal{D} = N (\bar{x}, \sigma^2 I_d)$ where $\bar{x} \in \mathbb{R}^d$. Note that in this case, the minimum point $w^*$ of $Q(w)$ is simply $\bar{x}$. Thus, $Q^* = (1/2) \mathbb{E}_x \|\bar{x} - x\|^2$, and for any $w \in \mathbb{R}^d$,

$$Q(w) = \frac{1}{2} \mathbb{E}_x \|w - \bar{x} + \bar{x} - x\|^2 = \frac{1}{2} \|w - \bar{x}\|^2 + Q^*. \tag{12}$$

Now, we consider a hypothetical GAR $F$ that outputs the gradient of an honest worker in each step $t$. As the gradients of honest workers are unbiased estimators of the true gradient, this particular GAR is indeed $(\alpha, f)$-Byzantine resilient. The problem of computing $w^*$ using outputs of $F$, operating on noisy workers’ gradients (defined in Section 2.3), in $T$ steps is equivalent to estimating $\bar{x}$ using $T$ noisy observations $(\bar{x} + z_t; 1 \leq t \leq T)$ where $z_t \sim N \left( 0, \left( \frac{\sigma^2}{b} + d \epsilon^2 \right) I_d \right), \forall t$. Hence, by the Cramér-Rao bound [28], for any (stochastic) estimate $\hat{w}$ of $\bar{x}$ after $T$ steps, $\mathbb{E} \left[ \| \hat{w} - \bar{x} \|^2 \right] \geq \left( \frac{\sigma^2}{b} + d \epsilon^2 \right) \frac{1}{2T}$. Thus,

$$\mathbb{E} \left[ Q(\hat{w}) \right] - Q^* \geq \left( \frac{\sigma^2}{b} + d \epsilon^2 \right) \frac{1}{2T}.$$  

Substituting $s$ above proves the lower bound.

\[\square\]

According to Theorem 1, the training error rate may degrade linearly with the size $d$ of the learning model, for a fixed privacy budget $(e, \delta)$ and a fixed batch size $b$. Now, if $b \in \Omega(\sqrt{d})$, then Theorem 1 along with the observations in Table 1 implies that the distributed SGD algorithm with DP gradients and $(\alpha, f)$-Byzantine-resilient GARs (e.g., Krum and MDA) may attain a training error rate of $O(1/T)$, which is indeed optimal [8, Section 4]. However, in many cases, $b \in \Omega(\sqrt{d})$ is practically not viable, as argued in Section 3 through the example of ResNet-50. In the next section, we see that even for moderate model sizes, combining DP and Byzantine resilience requires impractically large batches.

### 5 Experimental Support

Our theory predicts that the training batch size $b$ must grow as fast as $\sqrt{d}$ to satisfy the VN ratio condition of Byzantine-resilient GARs\(^3\). Even for small neural networks ($d \approx 10^5$), our theoretical results already suggest that unrealistically large batch sizes are required to satisfy this VN condition.

In this section, we experiment training with a smaller, convex model, measuring how the loss and accuracy respectively evolve with the privacy parameter $e$ and the training batch size $b$. We

\(^3\)In practice, such a GAR may never exist as the identity of honest workers is a priori unknown.

\(^4\)Our analysis shows that such a condition exists for all known statistically-robust Byzantine-resilient GARs, when the ratio of Byzantine workers $\frac{b}{d}$ is fixed.
Figure 2: In this set of experiments, $b = 50$. Without any DP, the minimum loss is reached in less than 100 steps, no matter which or whether an attack occurred. When DP noise is used, the unattacked case remains essentially unaffected, the minimum loss being reached in 50 steps in both cases. We finally observe that, when DP noise is employed under attack, the protection provided by MDA (despite MDA offering the highest known upper bound of the VN ratio) is noticeably lowered: this is an instance of the antagonism between privacy noise and $(\alpha, f)$-Byzantine resilience.

Figure 3: Compared to Fig. 2, we set a much smaller training batch size $b = 10$. Decreasing $b$ increases the variance of honest gradients. While the unattacked setting without DP noise remains mostly unaffected here, adding noise significantly hampers the training even without attack. This “extreme” configuration (with Fig. 4 on the other side of the spectrum) reminds that in practice (i.e., in a finite number of steps) mere convergence, even without attack or DP, already requires a sufficiently low variance. Both Byzantine resilience and DP step this intrinsic requirement up.

Figure 4: Compared to Fig. 2, we set a much larger training batch size $b = 500$. Increasing $b$ decreases the variance of the honest gradients. Training remains unaffected: the minimum loss and maximum accuracy achieved by the unattacked, non differentially-private runs are also achieved under attack and/or with the privacy noise. This “extreme” configuration (with Fig. 3 on the other side of the spectrum) highlights that this incompatibility between DP and Byzantine resilience is not about an impossibility in the strict sense of the term, but more about an antagonism that may prove difficult to resolve in practice ($b = 500$ is unreasonably high considering the minimal loss can be attained with only $b = 10$, i.e., 50x less training samples).

5.1 Experimental Setup

We train a logistic regression model on the academic phishing dataset[^4]. Each datapoint in the phishing dataset contains 68 features, and so our model has $d = 69$ parameters (there is an additional parameter for the bias). We use the mean square error as training loss. The model is trained with SGD over 1000 iterations, with a fixed learning rate of $\eta = 2$ and a momentum of 0.99. Stochastic gradients are clipped to a maximum $l_2$-norm of $G_{\text{max}} = 10^{-2}$. Each worker adds a privacy noise only after clipping the original gradient. We set the privacy parameter $\delta = 10^{-6}$.

The phishing dataset contains 11 055 datapoints. We split them into training and testing sets, containing 8 400 and 2 655 datapoints respectively. We measure (1) the cross-accuracy achieved by the logistic regression over the entire testing set every 50 steps, and at each step (2) the average loss achieved by the model over the training batch size.

State-of-the-art attacks We consider two recent state-of-the-art attacks [16]. Both attacks follow the same core principle. Let $v \in \mathbb{R}_{\geq 0}$ be a non-negative factor, and $a_t \in \mathbb{R}^d$ an attack vector which depends on the attack used (see below for possible values of $a_t$). At each step $t$, each Byzantine worker submits the same Byzantine gradient $\overrightarrow{g_t} + v a_t$, where $\overrightarrow{g_t}$ is an approximation of the real gradient $\nabla Q (w_t^*)$ at step $t$, and $v$ is a constant (see below).

[^4]: https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
[^5]: https://arxiv.org/abs/2102.08166v1
Our experiments use \( v = 1.1 \), corresponding in the notation of the original paper to \( v' \triangleq (1 - v) = 0.1 \).

**Choice of GAR** In all our experiments, the parameter server uses MDA to aggregate the received gradients. MDA has one of the largest VN ratio upper bounds (\( k_F(n, f) \), Eq. (8)) among known \((a, f)\)-Byzantine resilient GARs, and is the largest among the presented GARs (Section 2.2).

**Distributed setting** We set a fixed total of \( n = 11 \) workers, among which \( f = 5 \) can be Byzantine. When the server uses MDA to aggregate gradients, the Byzantine workers implement the same attack, either \([3]\) or \([38]\) (see above). When averaging is used, the \( f \) workers do not implement any attack and behave as honest workers.

### 5.2 Experimental Results

We test the variation of the following parameters: (1) the batch size \( b \) used to estimate each gradient, (2) the privacy parameter \( \epsilon \) (see the full version of paper), and (3) the attack used (either \([3]\) or \([38]\)). For each combination of these 3 parameters, we compare the results obtained (a) without any privacy or attack, (b) under attack without DP noise, (c) with DP noise but without attack and (d) both under attack and with DP noise. We report on the average and standard deviation of both the cross-accuracy and the average loss achieved by the model.

**Reproducibility** Each experimental setup is repeated 5 times, with specified seeds (in 1 to 5). We provide the code employed in this paper \([1]\). All our results, including the graphs, are reproducible in one command (see the README).

**Result overview** While a larger, more systematic sweep of hyperparameters is available in the full version of the paper, here we report on a representative subset of behaviors. Fig. 2 displays the evolution of the considered metrics, under attack or not, with or without DP, with an arguably reasonable training batch size \( b = 50 \) for the ML task at hand\(^6\). We also report on two opposed “extreme” settings, for which either no DP/Byzantine behavior alone can be tolerated (Fig. 3), or both DP and Byzantine behaviors can be tolerated together without affecting much the accuracy/loss of the model (Fig. 4).

The practical difficulty to reconcile DP with \((a, f)\)-Byzantine resilience is conspicuous in our results, even with the purposely small \( d = 69 \) model at hand. The training batch size for which both notions can be combined \( b = 500 \), Fig. 4 is 10 times larger than the training batch size for which either of the two techniques can be used alone \( b = 50 \), Fig. 2, and at least 50 times larger than the batch size necessary to achieve mere convergence without any DP or Byzantine resilience \( b = 10 \), Fig. 3.

The other takeaway from our experimental results, particularly visible with the hyperparameter sweep featured in the full version, is that slightly larger privacy noises gracefully translates into slightly lower performances (lower accuracy and higher loss); not any abrupt decrease in performances, which could have been anticipated due to the existence of Byzantine workers. This observation is predicted by the theory presented in Section 4, as the loss of the considered ML task is convex. So at least for convex problems, the practitioner can always trade some accuracy for some privacy (despite the potential presence of adversarial workers), and more computation time (larger training batch size) for more accuracy.

### 6 Related Work

There has been several efforts to implement the SGD algorithm in a way to protect the privacy of the training data. The problem was tackled both in the centralized setting \([2, 11, 34]\) and in the federated learning setting with multiple workers collaborating to train an aggregate model \([24, 30]\). The idea mainly consists in adding DP noise to the gradients computed by the different workers, as explained in Section 2.3. Other techniques have investigated encrypting the gradients shared in the distributed network \([18, 35]\) to prevent a passive attacker from violating the privacy of data nodes by simply intercepting the gradients exchanged. However, the Byzantine resilience aspect of distributed SGD is outside the scope of these works: the presented solutions do not account for Byzantine data nodes that can disrupt the training by sending erroneous gradients.

A different line of research has been devoted to developing Byzantine resilience schemes for federated learning, i.e., designing GARs that are robust to a certain fraction of the data nodes being Byzantine \([5, 15, 23, 36, 37, 40]\). However, these papers do not consider the privacy threat associated with sharing gradients in the clear among participants.

Recently, some works tried to simultaneously mitigate both threats. Hi et al. propose a Byzantine-resilient and privacy-preserving solution \([17]\). However, the authors adopt a weaker threat model than ours by assuming the presence of two non-colluding and honest-but-curious servers, which is a stronger assumption than the single-server solution. Furthermore, the authors use additive secret sharing to protect the privacy of the data, which provide weaker guarantees than DP. We also mention BREA \([33]\), that is a single-server approach but does not use DP either. The approach that might be the most related to our work is LearningChain \([10]\) since it seems to be the only other framework that combines DP and Byzantine resilience. Although Chen et al. claim they solve this problem, LearningChain remains an experimental method. In fact, the authors do not provide any theoretical guarantees on the Byzantine resilience or convergence of their \( l \)-nearest aggregation algorithm \([10]\), as done by other works also constructing Byzantine-resilient GARs \([5, 23]\).

### 7 Concluding Remarks

This paper provides the first theoretical analysis on the problem of combining DP and \((a, f)\)-Byzantine resilience in distributed SGD frameworks. Our theoretical and experimental findings show that the problem is indeed challenging and that the classical noise injection techniques for DP make the Byzantine resilience of the SGD
algorithm depend unfavorably on the size of the model. Combining these two concepts for large models such as neural networks is thus impractical, and potentially requires designing of alternate techniques, be it for DP or Byzantine resilience. For instance, having observed that DP noise makes the variance of the gradients grow linearly with size $d$ of the ML model, it would be interesting to study whether variance reduction techniques [8, Section 5], such as dynamic sampling or exponential gradient averaging, can alleviate this dependence on model size.

An alternate future direction for this work is to design differentially private schemes that depend less on the size of the ML model. For example, we could complement classical noise injection techniques with cryptographic primitives to provably reduce the variance of the injected noise while still ensuring $(\epsilon, \delta)$-DP. We could also investigate shuffling techniques for privacy amplification [44]. Furthermore, our work mainly focuses on statistically-robust GARs. As such, other families of $(\alpha, f)$-Byzantine resilient GARs, such as suspicion-based [39] and redundancy-based [9] GARs, do not comply with the setting we considered for privacy reasons. It would be interesting to study whether they could be adapted to meet strong privacy requirements in the context of distributed SGD.
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A Impartiality Results and Proofs
Proof of Proposition 1.

Proof. We reason by contraposition to show that $\ell_n \in O\left( \frac{b}{\sqrt{2dC}} \right)$ is necessary for the VN ratio condition to hold. This means that we will actually find a sufficient condition for it not to hold. First, notice that regardless of the GAR we use, the VN ratio condition does not hold if

$$\sqrt{\mathbb{E} \left[ \|G_T - \mathbb{E}[G_T]\|^2 \right]} + 8dC_{\text{max}} \frac{\sqrt{C_{\text{max}}}}{e^{2b^2}} \log \left( \frac{1.25}{\delta} \right) > k_F(n, f).$$

In particular, since $\mathbb{E} \left[ \|G_T - \mathbb{E}[G_T]\|^2 \right] \geq 0$, the above inequality holds as soon as

$$\sqrt{8dC_{\text{max}} \frac{\sqrt{C_{\text{max}}}}{e^{2b^2}} \log \left( \frac{1.25}{\delta} \right)} > k_F(n, f).$$

With some rewriting, we get the following inequality

$$\mathbb{E} \left[ G_T \right] \leq G_{\text{max}} \times \frac{\log \left( \frac{1.25}{\delta} \right)}{8dC_{\text{max}} \frac{\sqrt{C_{\text{max}}}}{e^{2b^2}}} \times \frac{1}{k_F(n, f)}.$$

Let us denote $C = \epsilon / \sqrt{\log \left( 1.25/\delta \right)}$. Since $G_{\text{max}}$ is the maximal L2 norm the gradient can take and $\mathbb{E} \left[ G_T \right] = \nabla Q(w_t)$, the VN ratio condition does not hold whenever

$$\sqrt{8dC_{\text{max}} \frac{\sqrt{C_{\text{max}}}}{e^{2b^2}} \times \frac{1}{k_F(n, f)}} > 1 \Leftrightarrow 1 \leq k_F(n, f) > b \times C \sqrt{8d}.$$  

Now, notice that since $F = MDA$, we have $k_F(n, f) = (n - f) / (\sqrt{8d})$. If we denote by $r = \frac{f}{n}$ the proportion of Byzantine workers in the system, we have $k_F(n, f) = (1 - r) / (\sqrt{8d})$. Then the above inequality can be rewritten as $8\sqrt{d}r > (1 - r)C \times b$, which is equivalent to saying that $r > (C \times b) / (8\sqrt{d} + C \times b)$.

Finally, since $(\epsilon, \delta) \in (0, 1)^2$, $C$ is a negligible constant w.r.t $b$ and $d$. Then, when computing a differentially private gradient step, the VN ratio cannot hold unless $\ell_n \in O\left( \frac{b}{\sqrt{2dC}} \right)$.

Proposition 2. Let $(\epsilon, \delta) \in (0, 1)^2$ be the constant privacy budget used to inject DP noise to the gradients and $F \in \{\text{Krum, Bulyan, Median, Meamed}\}$. Then, the VN ratio condition can only hold if $b \in \Omega(\sqrt{n \times d})$.

Proof. Recall that, thanks to Eq. (13) (see proof of Proposition 1), the VN ratio condition cannot hold if

$$\sqrt{\frac{8d}{C^2b^2} \times \frac{1}{k_F(n, f)}} > 1 \Leftrightarrow \frac{1}{k_F(n, f)} = \frac{b \times C}{\sqrt{8d}}.$$

with $C = \epsilon / \sqrt{\log \left( 1.25/\delta \right)}$.

- If $F \in \{\text{Krum, Bulyan}\}$ we have $k_F(n, f) = 1 / \sqrt{2\eta(n, f)}$ with $\eta(n, f) = n - f + t(n - f - 2\eta(n - f))$. Hence, Eq. (13) holds whenever $\sqrt{2\eta(n, f)} > C \times b / \sqrt{8d}$. In particular, since $\eta(n, f) > n + f^2$, the above holds when $2(\sqrt{n + f^2}) > C \times b / \sqrt{8d}$,$\Rightarrow 2\eta(n, f) > C \times b$.

- If $F = \text{Median}$, we have $k_F(n, f) = 1 / \sqrt{n - f}$, with the additional assumption $2f \leq n - 1$. Following the same steps as above, Eq. (13) holds whenever $\sqrt{n - f} > C \times b / \sqrt{8d}$. Since $f \leq (n - 1)/2$, the above inequality holds in particular when $\sqrt{n + 1}/2 > C \times b / \sqrt{8d} \Rightarrow 2\eta(n, f) > C \times b$.

- If $F = \text{Meamed}$, we have $k_F(n, f) = 1 / \sqrt{10(\sqrt{n} - f)}$, also with the additional assumption $2f \leq n - 1$. Following the same logic as for Median, Eq. (13) holds whenever $\sqrt{10(\sqrt{n} + 1)} > C \times b$.

Finally, since $(\epsilon, \delta) \in (0, 1)^2$, $C$ is a negligible constant w.r.t $b$ and $d$. Then, for $F \in \{\text{Krum, Bulyan, Median, Meamed}\}$, when computing a differentially private gradient step, the VN ratio cannot hold unless the batch size $b$ is in $\Omega(\sqrt{n \times d})$.

Proposition 3. Let $(\epsilon, \delta) \in (0, 1)^2$ be the constant privacy budget used to inject DP noise to the gradients and $F \in \{\text{Trimmed Mean, Phocas}\}$. Then, the VN ratio condition can only hold if $\ell_n \in O\left( \frac{b^2}{\sqrt{2d}} \right)$.

Proof. Recall that, thanks to Eq. (13) (see proof of Proposition 1), the VN ratio condition cannot hold if

$$\sqrt{\frac{8d}{C^2b^2} \times \frac{1}{k_F(n, f)}} > 1 \Leftrightarrow \frac{1}{k_F(n, f)} = \frac{b \times C}{\sqrt{8d}}.$$

with $C = \epsilon / \sqrt{\log \left( 1.25/\delta \right)}$.

- If $F = \text{Trimmed Mean}$, we have $k_F(n, f) = \sqrt{\frac{(n - 2f)^2}{2(\sqrt{f + 1} - \sqrt{f - 1})}}$. Then, thanks to Eq. (13) (see proof of Proposition 1), the VN ratio condition does not hold whenever $\sqrt{2(\sqrt{f + 1} - \sqrt{f - 1})f} > C \times b / \sqrt{8d}$. In particular, since $n - f \geq n - 2f$, this inequality holds as soon as
\[ \frac{2f}{(n-2f)} > C^2 \times b^2/8d. \] Let us denote by \( \tau = \frac{f}{n} \) the proportion of Byzantine workers in the system. We have that \( \frac{2f}{(n-2f)} = \frac{2\tau}{1 - 2\tau n} \). Then the above inequality can be rewritten as \( 16d^2 > (1 - 2\tau)C^2b^2 \). This is equivalent to saying that \( \tau > Cb^2/16d^2 + 2C^2b^2 \).

**If** \( F = \text{Phocas} \), we have \( k_F(n, f) = \sqrt{4 + \frac{(n-2f)^2}{12(n-1)(n-2f)}} \). Then, following the same logic as for \( \text{Trimmed Mean} \), Eq. (13) hold whenever \( \tau > \frac{C^2b^2}{16d^2 + 2C^2b^2} \).

Finally, since \( (\epsilon, \delta) \in (0, 1)^2 \), \( C \) is a negligible constant w.r.t \( b \) and \( d \). Then, for \( F \in \{ \text{Trimmed Mean, Phocas} \} \), when computing a differentially private gradient step, the VN ratio cannot hold unless \( \frac{f}{n} \) is in \( O\left(\frac{b^2}{16d^2}\right) \). \( \square \)

**B Detailed Proof of the Upper Bound in Theorem 1**

We let \( F_t \sim F\left(o_t^{(1)}, \ldots, o_t^{(m)}\right) \). Recall, from Section 2.3, that in each iteration \( t \) if worker \( W_t \) is honest then

\[ o_t^{(i)} = h(s_t^{(i)}) + y_t^{(i)} \quad \text{with} \quad y_t^{(i)} \sim \mathcal{N}(0, I_d \times s^2) \]

where \( h(s_t^{(i)}) \sim G_T \) such that \( \mathbb{E}_{G_T}[G_T] = \nabla Q(w_t) \) and

\[ \mathbb{E}_{G_T}\left[\|G_T - \mathbb{E}_{G_T}[G_T]\|^2\right] = \mathbb{E}_{G_T}\left[\left(\frac{1}{b} \sum_{j=1}^{b} \nabla Q(w_t, s_t^{(i)}) - \nabla Q(w_t)\right)^2\right]. \]

Therefore, \( o_t^{(i)} \sim P_t \) for an honest worker \( W_t \) such that \( \mathbb{E}_{G_T}[P_t] = \nabla Q(w_t) \), and

\[ \mathbb{E}_{G_T}
\[ \left[\|P_t - \mathbb{E}_{G_T}[P_t]\|^2\right] = \mathbb{E}_{G_T}\left[\left(\frac{1}{b} \sum_{j=1}^{b} \nabla Q(w_t, s_t^{(i)}) + y_t^{(i)} - \nabla Q(w_t)\right)^2\right]. \]

As the square function \((\cdot)^2\) is convex, from (14) and Assumption 4, we obtain that

\[ \mathbb{E}_{G_T}
\[ \left[\|P_t - \mathbb{E}_{G_T}[P_t]\|^2\right] \leq \frac{\sigma^2}{b} + ds^2. \]

Recall that \( \mathbb{E}_{G_T}[P_t] = \nabla Q(w_t) \), and by Assumption 1, \( \|\nabla Q(w_t)\| \leq G_{\text{max}} \). Thus, from (15), we obtain that \( \mathbb{E}_{G_T}
\[ \left[\|P_t\|^2\right] \leq \frac{\sigma^2}{b} + ds^2 + G_{\text{max}}^2 \), and

\[ \mathbb{E}_{G_T}\left[\|P_t\|^2\right] \leq \sqrt{\frac{\sigma^2}{b} + ds^2 + G_{\text{max}}^2}. \]

Now, recall, from the definition of \((\alpha, f)\)-Byzantine resilience in Section 2.2, for each \( t \in \{1, \ldots, T\} \),

\[ \mathbb{E}_{G_T}\left[\mathbb{E}_{F_t}\left[\nabla Q(w_t)\right]\right] \geq (1 - \sin \alpha)\|\nabla Q(w_t)\|^2 > 0. \tag{17} \]

Moreover, there exists a positive real-value \( c \) such that for each \( t \in \{1, \ldots, T\} \),

\[ \mathbb{E}_{F_t}\left[\mathbb{E}_{G_T}\left[\|P_t\|^2\right]\right] \leq c \max\left\{\mathbb{E}_{F_t}\left[\|P_t\|^2\right], \mathbb{E}_{G_T}\left[\|P_t\|^2\right]\right\}. \tag{18} \]

It is safe to assume that \( \frac{\sigma^2}{b} + ds^2 + G_{\text{max}}^2 \geq 1 \). Thus, substituting from (16) in (18), we obtain that, for each \( t \in \{1, \ldots, T\} \),

\[ \mathbb{E}_{F_t}\left[\mathbb{E}_{G_T}\left[\|P_t\|^2\right]\right] \leq c \left(\frac{\sigma^2}{b} + ds^2 + G_{\text{max}}^2\right). \tag{19} \]

From (9), and Assumption 3, we obtain that, for all \( t \),

\[ Q(w_{t+1}) \leq Q(w_t) - \gamma_t \left(\|\nabla Q(w_t)\| + \frac{1}{2} \mu \gamma_t^2 \|F_t\|^2\right). \]

Note that \( \mathbb{E}_{F_t}\left[Q(w_t)\right] = Q(w_t) \). Upon taking expectation \( \mathbb{E}_{F_t} \) on both sides above, we obtain that, for all \( t \),

\[ \mathbb{E}_{F_t}\left[Q(w_{t+1})\right] \leq Q(w_t) - \gamma_t \left(\mathbb{E}_{F_t}\left[\|\nabla Q(w_t)\|^2\right] + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{F_t}\left[\|F_t\|^2\right]\right). \tag{20} \]

Substituting from (17) in (20) implies that, for \( t = 1, \ldots, T \),

\[ \mathbb{E}_{F_t}\left[Q(w_{t+1})\right] \leq Q(w_t) - \gamma_t (1 - \sin \alpha) \left(\mathbb{E}_{F_t}\left[\|\nabla Q(w_t)\|^2\right] + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{F_t}\left[\|F_t\|^2\right]\right). \tag{21} \]

From Assumption 2, \( \|\nabla Q(w_t)\|^2 \geq 2\lambda \left(\|Q(w_t) - Q^*\|^2\right) \). Substituting this above implies that

\[ \mathbb{E}_{F_t}\left[Q(w_{t+1})\right] - Q^* \leq (1 - 2\lambda(1 - \sin \alpha)\gamma_t) \left(\mathbb{E}_{F_t}\left[Q(w_t)\right] - Q^*\right) + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{F_t}\left[\|F_t\|^2\right], \quad \text{for } t = 1, \ldots, T. \tag{22} \]

Suppose that \( t > 1 \). Taking expectation \( \mathbb{E}_{F_t} \) on both sides in (22), we obtain that

\[ \mathbb{E}_{F_t}\left[Q(w_{t+1})\right] - Q^* \leq (1 - 2\lambda(1 - \sin \alpha)\gamma_t) \left(\mathbb{E}_{F_{t-1}}\left[Q(w_t)\right] - Q^*\right) + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{F_t}\left[\|F_t\|^2\right], \quad \text{for } t = 2, \ldots, T. \tag{23} \]

Substituting from (19) in (23), we obtain that

\[ \mathbb{E}_{F_t}\left[Q(w_{t+1})\right] - Q^* \leq (1 - 2\lambda(1 - \sin \alpha)\gamma_t) \left(\mathbb{E}_{F_{t-1}}\left[Q(w_t)\right] - Q^*\right) + \frac{1}{2} \mu \gamma_t^2 \mathbb{E}_{F_t}\left[\|F_t\|^2\right], \quad \text{for } t = 2, \ldots, T. \_tag{24} \]

Finally, using induction it is easy to show that

\[ \mathbb{E}_{F_T}\left[Q(w_{t+1})\right] - Q^* \leq \frac{1}{T+1} \left(\frac{\mu c}{2\lambda^2(1 - \sin \alpha)^2}\right) \left(\frac{\sigma^2}{b} + ds^2 + G_{\text{max}}^2\right) \tag{24} \]

Therefore, \( \mathbb{E}_T\left[Q(w_{T+1})\right] - Q^* \leq O\left(\frac{d^2}{Tb^2} \right) \). Recall, from Section 2.3, that \( s = 2G_{\text{max}} \sqrt{2\log(1/\delta)}/\mu c \). Hence,

\[ \mathbb{E}_T\left[Q(w_{T+1})\right] - Q^* \leq O\left(d\log(1/\delta)\right). \tag{24} \]
