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ABSTRACT
In this article, we develop a dynamic stochastic general equilibrium (DSGE) model with sticky prices and inventory investment to explore the relationship between inventories and monetary policy. We use the traditional inventory literature as a basis to motivate this extension of the benchmark model and propose inventories as a factor of production. Within this setting, we test the empirical findings in the literature that, since the mid-1980s, monetary policy changed its target towards the inventory component of GDP. We explore this idea in our theoretical model and conclude through simulations that this is a plausible complementary explanation for the reduction in output volatility that was observed during the Great Moderation period.
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I. Introduction

Most advanced economies experienced a decline in the volatility of aggregate economic activity since the early 1980s, a phenomenon called the Great Moderation. There has been an extensive literature trying to explain the factors that may have contributed to this episode. Some studies suggest that financial innovation and increased global integration could have played a role (Dynan, Elmendorf, and Sichel 2006). Some others highlight the potential role of better inventory management (Kahn, McConnell, and Pérez-Quirós 2002). There is also consensus that improved monetary policy could have helped to reductions in the volatility of real economic activity and inflation (Clarida, Gali, and Gertler 2000). Irvine and Schuh (2005) find that a maximum of 73% of the reduction in aggregate volatility during the great moderation period can be attributed to changes in the structural relationship in the economy – especially to a reduction in the contemporaneous co-movement between different sectors’ sales and inventory investments. However, Iacoviello, Schiantarelli, and Schuh (2011) find that the bulk of the Great Moderation is explained primarily by a reduction in the volatility of shocks to technology and the discount rate. Both papers suggest that changes in the structural relationship between inventory investment and the remainder of the real economy is important in explaining the change in aggregate volatility.

In this article, we explore a complementary explanation that combines monetary policy and inventory investment. This idea appears for the first time in Irvine and Schuh (2005). They found sound evidence that the data reject the notion that consumption and the inventory investment influence monetary policy in the same fashion. In particular, they estimate their model for two periods (1967–1983 and 1984–2001) and find that while in the early period, sales and the funds rate are positively correlated, the inventory investment is statistically insignificant. In the late period, the results reverse, inventory investment is significant and positively correlated with the funds rate, while the sales are essentially uncorrelated and statistically insignificant. However, the exercise we perform in our article is exploratory and interesting in its own merit, rather than a direct follow-up of the literature cited, although it is related.

Dynamic stochastic general equilibrium (DSGE) models with sticky prices have become a very popular tool for the analysis of business cycle fluctuations and monetary policy, both in academia and policy institutions. This standard model has proven to be a very handy tool but it should be viewed as a basic structure to which more ingredients can be
added in order to answer more specific questions. For instance, the standard new Keynesian literature does not take into account the existence of inventories. If there is evidence that inventories may have played a role in how monetary policy contributed to the Great Moderation, then, it would be crucial to introduce some modifications in the basic framework to evaluate this hypothesis from a theoretical point of view.

The key to understand the relationship between inventories and monetary policy lies in how the interest rate setting may respond to changes in sales and inventories, as opposed to aggregate output. The standard new Keynesian model is typically closed with a Taylor rule in which the interest rate responds to output and inflation. The resource constraint in the benchmark model means that consumption and output would be interchangeable in the Taylor rule. However, in a model with inventories, the inventory identity applies: \( Y_t = C_t + I_t - (1 - \delta)I_{t-1} \), where \( Y_t \), \( C_t \) and \( I_t \) represent output, consumption and inventories, respectively.\(^1\) In a model with inventories, output can be decomposed into sales (that in equilibrium are equal to consumption) and inventory investment. Therefore, in this case, monetary policy would not only respond to the consumption component of output but also to the inventory investment component. This extension of the new Keynesian DSGE model allows us to test this possibility, found in Irvine and Schuh (2005), from a theoretical perspective.

The necessity of explaining the economic relationships we have just described motivates our decision to add inventories to a general equilibrium model with monetary policy. We propose a modification of the simplest standard new Keynesian model to introduce inventory investment, in a setting which is strictly comparable with the standard model. We use the traditional inventory literature as a basis to motivate the existence of inventories and propose inventories as a factor of production. There have been several attempts of embedding inventories in the standard new Keynesian model. Chang, Hornstein, and Sarte (2004) explore the employment response to productivity shocks when inventories are added to a conventional sticky-price model. They assume that inventories allow production smoothing over time. Boileau and Letendre (2004) also experiment with different versions of a new Keynesian model with inventories: they introduce costs of changing the level of production and costs of deviating from an inventory target for firms, they consider inventories as a factor of production, and they construct a shopping-cost model as in Bils and Kahn (2000). In Jung and Yun (2007), there are both output and input inventories and it is assumed that holding finished good inventories facilitates sales at a given price. Davis and Kahn (2008) also explore the possibility that inventory investment could be related to the Great Moderation. In fact, they find that better inventory control made a substantial contribution to declines in firm-level and aggregate volatility. Lubik and Teo (2009) introduce inventories by assuming that the inventory stock facilitates sales and compute the optimal Ramsey policy. Iacoviello, Schiantarelli, and Schuh (2011) also build a DSGE model with inventories and explore how changes in parameters associated with inventories may have affected output volatility. Strasser (2016) also re-examines the contribution of the new inventory management since the mid-1980s to the observed decline in macroeconomic volatility in Germany. However, these papers do not take into consideration the relationship between inventory investment and monetary policy.

In order to answer our research question, we parameterize the Taylor rule according to the values estimated for the two subperiods in Irvine and Schuh (2005) and we find that output responds less to monetary policy shocks in the second subperiod. These impulse responses are in line with papers that study the Great Moderation such as Boivin and Giannoni (2006). Our results suggest that changes in the relationship between monetary policy and inventories could be an additional explanation to the Great Moderation that occurred prior to the financial crisis in 2008.

The article is organized as follows. Section II presents the benchmark model. Section III evaluates monetary policy in terms of the findings in Irvine and Schuh (2005). Section IV concludes. The log-
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\(^1\)\(\delta\) represents inventory depreciation. Iacoviello, Schiantarelli, and Schuh (2011) note that inventory depreciation helps matching the data when introducing inventories in the production function.
linearized model and the parameter values are shown in the Appendix.

II. The model

As a benchmark model for comparison, we take the simplest version of a standard new Keynesian DSGE model. These models have been popularized by Yun (1996), Rotemberg, Woodford, and Taylor (1997) and McCallum (2001) among others. The structure is very simple, it consists of an Euler equation for consumption, a labour supply and labour demand condition, a Phillips curve for inflation and a rule for interest rate setting by a central bank.

In order to motivate inventories, we assume that inventories facilitate production, as in Kydland and Prescott (1982). Christiano (1988) and Ramey (1989) also model inventories as playing a direct role in production. In this line, we propose a model in which inventories, together with labour, enter in a Cobb–Douglas production function as a factor of production:

\[ Y_t(z) = A_t L_t(z)^\alpha I_{t-1}(z)^\beta. \]  

where \( z \) denotes intermediate goods. \( A_t \) represents technology. The rest of the model is set as in the benchmark case. However, since inventories is an extra decision variable, the model delivers an inventory demand equation, apart from the standard Euler equation and the new Keynesian Phillips curve.\(^3\)

The log-linearized model equations are presented in the Appendix.

III. Monetary policy

In this section, we aim at evaluating the findings in Irvine and Schuh (2005) with respect to the relationship between monetary policy and inventories. We study this possibility through impulse response functions for two alternative interest rate rules: \( r_t = \rho r_{t-1} + (1 - \rho) \left[ \phi_n \pi_t + \phi_c c_t \right] + \epsilon_t \) versus \( r_t = \rho r_{t-1} + (1 - \rho) \left[ \phi_n \pi_t + \phi_i [i_t - (1 - \delta) i_{t-1}] \right] + \epsilon_t \), where \( r_t, \pi_t \) and \( c_t \) represent interest rates, inflation and consumption, respectively. Lower-case letters indicate deviations of variables with respect to their steady states. \( \phi_n, \phi_c, \phi_i \) correspond to the sensitivity of the rule to inflation, consumption and inventories, respectively. \( \rho \) is the interest-rate smoothing parameter. We use \( \phi_c = 0.21 \) and \( \phi_i = 0.28 \), corresponding to the estimates in Irvine and Schuh (2005). The rest of the parameter values are presented in the Appendix.

Impulse responses

Figure 1 presents the impulse response functions to a monetary policy shock for the production model with inventories. If we use this model to check Irvine and Schuh (2005) estimates, we find that when the monetary authority responds only to the inventory investment, corresponding to the second period in their estimates (coinciding with the Great Moderation), monetary policy has less effects, especially on the real variables. Our theoretical findings show that the evidence in Irvine and Schuh (2005) seems to be consistent with the results provided in the monetary policy literature. Boivin and Giannoni (2006) showed that monetary policy has become more stabilizing in the years of the Great Moderation and therefore variables respond less to monetary shocks. They also find, as we do, that impulse responses in the latter period show less effects of monetary policy on inflation and output. Their interpretation of the change in impulse responses is that monetary policy has more successfully managed to moderate the effects of exogenous disturbances after the early 1980s, possibly by systematically responding more decisively to fluctuations in economic conditions. In this case, the change in the responses to monetary shocks would not reflect a reduction in monetary policy effectiveness, but rather an improvement in its conduct. In our article, we find the same differences in impulse response for the two subperiods. A change in the monetary policy target towards the inventory component of GDP seems to be a plausible complementary explanation for the reduction in output volatility in the Great Moderation period.

Although Boivin and Giannoni (2006) only check for monetary policy shocks, in order to complement our analysis, we also present impulse responses for a
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\(^{3}\)These models have also been taken to the data in some cases. See, for example Ireland (1997).

\(^{2}\)Derivations are available upon request.
technology shock and a demand shock. The central bank’s job is to stabilize the economy when it is hit by different shocks and monetary policy shocks are not the only contributors to economic fluctuations. Impulse responses are shown in Figures A1 and A2. Results show that including inventories in the Taylor rule also allows for more attenuated impulse responses to shocks other than monetary policy.

IV. Concluding remarks

In this article, we have added inventory investment to an otherwise standard new Keynesian DSGE model. The motivation for this modification of the standard model is that there could be a relationship between monetary policy and inventories which we cannot explore with the standard model.

We introduce inventories in the new Keynesian model as a factor of production (production model). Then, we use this model to assess how plausible the results in Irvine and Schuh (2005) are. Our simulations support the idea found in Irvine and Schuh (2005) that monetary policy may have responded to the sales component of GDP in an early period and to the inventory investment component in a late period, contributing to explaining the Great Moderation. We show that if we apply these estimates to our theoretical model, output responses to interest rate shocks become weaker in the last years, in line with the evidence found in the monetary policy literature. Results are also robust to other shocks. Therefore, according to our findings, a change in the target of the central bank towards inventories represents a complementary explanation of the Great Moderation.
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Appendix

Figure A1. Impulse responses to a technology shock. Rates responding to consumption versus rates responding to inventory investment.

Figure A2. Impulse responses to a demand shock. Rates responding to consumption versus rates responding to inventory investment.
Model equations

Here, we present the log-linearized versions of the model equations (the benchmark without inventories and the one with inventories). Lower-case letters represent variables in deviations from their steady state. Notice that in equilibrium, for the inventory model, sales and consumption equal each other. The resource constraint implies that output and consumption are equal in the benchmark model but it is of the type

\[ y_t = A(y_t + B)(1 - \delta)_{t-1} \]

for the inventory models capturing the fact that the inventory identity holds (see Table A1).

We use the following functional form for utility

\[ U(C_t, L_t) = E_0 \sum_{t=0}^{\infty} \beta^t \frac{(C_t)^{1-\sigma}}{1-\sigma} - \frac{L_t^{1+\epsilon}}{1+\epsilon}, \]

where \( C_t \) and \( L_t \) are consumption and labour, respectively. \( \sigma \) corresponds to the risk aversion parameter and \( \eta \) is the inverse labour supply elasticity.

**Table A1. Resource constraint.**

| Model     | Resource constraint |
|-----------|---------------------|
| Benchmark | \( y_t = c_t \)     |
| Production| \( y_t = \left[ 1 - \frac{\sigma}{\eta} (1 - \delta) c_t + \frac{\eta}{\beta}(1 - \delta) (1 - \delta) c_{t-1} \right] \) |

The log-linearized Euler equation for consumption is identical to the benchmark case for the production model (See Table A2).

**Table A2. Euler equation.**

| Model     | Euler equation |
|-----------|----------------|
| Benchmark | \( \sigma E_{t+1} = \sigma c_t + (t_t - n_{t+1}) \) |
| Production| \( \alpha E_{t+1} = \alpha c_t + (t_t - n_{t+1}) \) |

In the inventory model, there is an additional equation that is absent in the benchmark model, the demand for inventories. In the production model, firms are taking the decision of holding inventories, taking into account sales and marginal cost (See Table A3).

**Table A3. Inventory demand.**

| Model     | Inventory demand |
|-----------|------------------|
| Benchmark | \( n_t = \frac{\epsilon - 1}{\psi_p} x_t + \beta n_{t+1} \) |
| Production| \( n_t = \frac{\epsilon - 1}{\psi_p} x_t + \beta n_{t+1} \) |

Both the standard and the inventory model deliver the standard new Keynesian Phillips curve:

\[ \pi_t = \epsilon - 1 + \beta \pi_{t+1}, \]  

where \( \epsilon \) is the elasticity of demand and \( \psi_p \) is the price adjustment cost. However, the Phillips curve in both models differs in its definition of marginal cost. If we solve explicitly for the marginal cost, we see that in the benchmark case, marginal cost is just a proportion of output, since output and consumption are equal. However, for the inventory model, inventories are included in the output definition (through the resource constraint) and therefore appear in the marginal cost (See Table A4). This is in line with the idea of Blinder and Fischer (1981), but in this case inventories appear endogenously in the Phillips curve. Notice that in the production model, the Phillips curve contains an extra inventory term coming from the fact that lagged inventories are a factor of production. Also, in the utility model, there is an extra term that captures the fact that inventories deliver utility to the consumer. All these modifications to the standard Phillips curve may have important implications for persistence, as Blinder and Fischer (1981) suggested.

Finally, both models are closed with a monetary policy rule of the type:

**Table A4. Marginal cost.**

| Model     | Marginal cost |
|-----------|---------------|
| Benchmark | \( c_t = \frac{\beta r r_{t-1} + \phi c_{t-1} + \phi y_{t-1}}{1 - \rho} \) |
| Production| \( c_t = \frac{\beta r r_{t-1} + \phi c_{t-1} + \phi y_{t-1}}{1 - \rho} \) |

\[ r_t = \rho r_{t-1} + (1 - \rho) \left( \phi_n n_t + \phi c_t \right) + \epsilon_t, \]  

where \( \epsilon_t \) corresponds to an iid shock. This Taylor rule is apparently identical for all the models. However, note that only in the benchmark case \( y_t = c_t \). In the inventory model, output can be decomposed into a consumption term and an inventory investment term. This fact allows the policymaker to respond differently to each of the components of output when setting the interest rate, in line with the findings of Irvine and Schuh (2005).

**Parameter values**

Table A5 presents the parameters we use for simulating the model:

**Table A5. Parameter values.**

| Parameter | Description | Value |
|-----------|-------------|-------|
| \( \alpha = 1 \) | Risk aversion | 1     |
| \( \psi_p = 50 \) | Price adjustment costs | 50    |
| \( \alpha = 0.95 \) | Labour share production | 0.95  |
| \( \psi = 0.01 \) | Inventory share production | 0.01  |
| \( \eta = 0.01 \) | Inverse labour supply elasticity | 0.01  |
| \( \beta = 0.99 \) | Discount Factor | 0.99  |
| \( \delta = 0.06 \) | Inventory depreciation | 0.06  |
| \( \rho = 0.8 \) | Smoothing parameter in Taylor rule | 0.8   |
| \( \phi_c = 1.5 \) | Inflation parameter in Taylor rule | 1.5   |
| \( \phi_y = 0.21 \) | Consumption parameter in Taylor rule | 0.21  |
| \( \phi = 0.28 \) | Inventory parameter in Taylor rule | 0.28  |

For the standard parameters, \( \beta, \sigma, \epsilon \) and \( \eta \) we choose values that are in line with the monetary and real business cycle literature. Thus, we set them equal to 0.99, 1, 6 and 0.01. Keen and
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5 This value of \( \beta \) corresponds to an annual interest rate of 4%. We consider \( \sigma = 1 \), corresponding to logarithmic utility. An elasticity of demand of 6 implies a steady-state markup of 1.2. The value of \( \eta \) implies a higher elasticity than what microeconometric studies would suggest but rationalizing the weak observed response of wages to shocks. See Hansen (1985) for a detailed explanation.
Wang (2007) show that for $\varepsilon = 6$, the price adjustment costs would range approximately between 50 and 100. We take as a reference point the lower bound, but will also experiment with the upper. For the inventory share in the production function (‘production model’), we use $\gamma = 0.01$. We also experiment with lower and higher values. For the labour share in production, we use $\alpha = 0.95$, close to unity as in the standard model but slightly lower to account for increasing marginal costs as one of the motives for holding inventories. A plausible parameter for the inventory depreciation would range between 0.02 and 0.08. We use $\delta = 0.06$ but check for robustness for $\delta = 0.02$ and $\delta = 0.08$. The value for $\rho$ in the Taylor rule is empirically plausible, as shown in McCallum (2001) and the values for $\phi_i$ and $\phi_j$ are the ones estimated in Irvine and Schuh (2005).