EXACT ASYMPTOTICS IN EIGENPROBLEMS FOR FRACTIONAL BROWNIAN COVARIANCE OPERATORS

P. CHIGANSKY AND M. KLEPTSYNA

Abstract. Many results in the theory of Gaussian processes rely on the eigenstructure of the covariance operator. However, eigenproblems are notoriously hard to solve explicitly and closed form solutions are known only in a limited number of cases. In this paper we set up a framework for the spectral analysis of the fractional type covariance operators, corresponding to an important family of processes, which includes the fractional Brownian motion and its noise. We obtain accurate asymptotic approximations for the eigenvalues and the eigenfunctions. Our results provide a key to several problems, whose solution is long known in the standard Brownian case, but was missing in the more general fractional setting. This includes computation of the exact limits of $L^2$-small ball probabilities and asymptotic analysis of singularly perturbed integral equations, arising in mathematical physics and applied probability.

1. Introduction

The eigenproblem for a centered random process $X = (X_t; t \in [0,1])$ with covariance function $R(s, t) = \text{E}X_tX_s$ and the corresponding covariance operator

$$(Kf)(t) := \int_0^1 R(s, t)f(s)ds, \quad t \in [0,1]$$

consists of finding all nontrivial pairs $(\lambda, \varphi)$ satisfying the equation

$$K\varphi = \lambda\varphi. \quad (1.1)$$

For a self adjoint positive definite operator $K$, compact in $L^2(0,1)$, this problem is well known to have countably many solutions: the eigenvalues $\lambda_n$ are nonnegative and converge to zero, when put in the decreasing order, and the normalized eigenfunctions $\varphi_n$ form an orthonormal basis in $L^2(0,1)$. This fact has numerous applications in stochastic processes: the Karhunen-Loève series expansion [6], equivalence and orthogonality of Gaussian measures [47], asymptotics of the small ball probabilities [30], sampling from heavy tailed distributions [54], non-central limit theorems [29] are only a few problems to mention. However the eigenvalues and eigenfunctions are notoriously hard to find explicitly.

One notable exception is the standard Brownian motion $B = (B_t; t \in [0,1])$ for which

$$\lambda_n = \frac{1}{(n - \frac{1}{2})^2\pi^2} \quad \text{and} \quad \varphi_n(t) = \sqrt{2}\sin \left(n - \frac{1}{2}\right)\pi t, \quad n = 1, 2, \ldots \quad (1.2)$$
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These well known formulas are easily found by reducing (1.1) to a simple boundary value problem for an ordinary differential equation. Similar reduction often works for other processes, derived from the Brownian motion, such as the Brownian bridge, the Ornstein-Uhlenbeck process, etc. In essence it puts the original eigenproblem into the framework of Sturm-Liouville type theory for differential operators (see [38]).

This approach does not apply to covariance operators with a more complicated structure, including processes with long range dependence. An important example is the fractional Brownian motion $B^H = (B^H_t; t \in [0,1])$, $H \in (0,1)$, that is, the centered Gaussian process with covariance function

$$R(s,t) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right), \quad s, t \in [0,1].$$

The parameter $H$ is the Hurst exponent of $B^H$ and the standard Brownian motion corresponds to $H = \frac{1}{2}$. The fBm is a useful and interesting process, which has been extensively studied since its introduction in [35]. It is the only self-similar Gaussian process with exponent $H$, whose increments are stationary. For $H \neq \frac{1}{2}$ it is neither a semimartingale nor a Markov process and for $H > \frac{1}{2}$ its increments are positively correlated and have long range dependence

$$\sum_{n=1}^{\infty} \mathbb{E} B_n^H (B_n^H - B_{n-1}^H) = \infty.$$  

The diversity of properties makes the fBm useful in modeling (see e.g. [7]), various aspects of the related theory and applications can be found in [20], [8], [36], [41], [50].

The two main operators of interest in the fractional setting are

$$(Kf)(t) = \int_0^1 \frac{1}{2} \left( t^{2H} + s^{2H} - |t - s|^{2H} \right) f(s) ds \quad (1.4)$$

$$(\tilde{K}f)(t) = \frac{d}{dt} \int_0^1 H |t - s|^{2H-1} \text{sign}(t - s) f(s) ds. \quad (1.5)$$

The first one is the covariance operator of the fBm itself and the second operator corresponds to the fractional Brownian noise, that is, the formal derivative of the fBm. More precisely, $\tilde{K}$ determines the correlation structure of stochastic integrals of deterministic functions through the formula

$$\mathbb{E} \int_0^1 f dB^H \int_0^1 g dB^H = \langle f, \tilde{K} g \rangle,$$

which makes it a useful tool in stochastic analysis.

For both operators the eigenproblem does not admit a closed form solution and turns out to be more complicated than its standard Brownian counterpart; therefore accurate approximations are of considerable interest. Finding asymptotics of the ordered sequence of eigenvalues is a classical theme in functional analysis and the exact expression for the leading asymptotic term can be often derived by a number of available techniques. Further refinement is more specific to particular structure of the kernel and is usually much harder to obtain. Even less common are results on asymptotic approximation of the corresponding eigenfunctions. This is hardly surprising, since, as we will see, the latter requires sharp estimates on the residual beyond the first order term in the eigenvalues asymptotics.
For the operator $K$ only the first order asymptotics of the eigenvalues is known for all values of $H \in (0, 1)$, see (2.1) below. The operator $K$ has been extensively studied for $H > \frac{1}{2}$, in which case the derivative and integration in (1.5) are interchangeable. Consequently $\tilde{K}$ reduces to the integral operator with the weakly singular kernel
\[
(\tilde{K} f)(t) = \int_0^1 H(2H - 1)|s - t|^{2H-2} f(s)ds.
\]
(1.6)

For such operators precise eigenvalues asymptotics is known up to the second order, see (2.7). For $H < \frac{1}{2}$ operator $K$ does not admit an integral form and its spectral properties have never been studied before. In fact it is not entirely obvious at the outset that such eigenproblem has (countably many) solutions. This is nevertheless the case, since the inverse $K^{-1}$ turns out to be an integral operator with a weakly singular kernel (see (6.33) below).

In this paper we show how the eigenproblem (1.1) for the operators defined in (1.4) and (1.5) can be reduced to an equivalent integro-algebraic system of equations, which turns out to be more amenable to asymptotic analysis. The method is based on the technique, used for solving the Riemann boundary value problems, rather than the more common Sturm-Liouville type theory, mentioned above.

Specifically, for both operators and all values of $H \in (0, 1)$

(a) we derive asymptotic approximation for the eigenfunctions with respect to the uniform norm

(b) we improve previously known asymptotics of the eigenvalues up to the second order term

Our results can be useful in a variety of applications. To demonstrate the ideas, we consider in this paper the following two problems:

(i) refinement of the exact asymptotics of $L^2$-small ball probabilities for the fractional Brownian motion, which was previously known only on the logarithmic scale ([10], [39], [33]).

(ii) analysis of singularly perturbed integral equations, arising in mathematical physics [51] and applied probability (e.g., stochastic analysis [14], [12], statistical inference [15]).

The key to (i) is the exact formula for the second order asymptotic term of the fBm eigenvalues; problem (ii) requires the exact asymptotics of the scalar products $\langle h, \varphi_n \rangle$ for certain functions $h$, which becomes available through the approximation for the eigenfunctions.

The analysis framework, set up in this paper, is applicable with some nontrivial adjustments to processes, related to the fBm, such as the corresponding bridge and the Ornstein–Uhlenbeck process, integrated fractional Brownian motion, etc. The results in this direction will be reported in the forthcoming work [16, 17].
1.1. Frequently used notations. For numerical sequences $a_n$ and $b_n$, we write $a_n \sim b_n$ if $a_n = c b_n$ with a constant $c \neq 0$ and $a_n \sim b_n$ and $a_n \simeq b_n$ if $a_n \propto b_n(1+o(1))$ and $a_n = b_n (1+o(1))$ respectively as $n \to \infty$. Similarly, $f(x) \propto g(x)$ stands for the equality $f(x) = cg(x)$ with a constant $c \neq 0$, etc.

Our main reference for the boundary value problems is the text [21], where the particular form of the Riemann problem used below is detailed in §43. Another reference on the subject is the classic book [37]. Unless stated otherwise, standard principle branches of the multivalued complex functions will be used. We will frequently work with functions, sectionally holomorphic on the complex plane cut along the real line. For such a function $\Psi$, we denote by $\Psi^+(t)$ and $\Psi^-(t)$ the limits of $\Psi(z)$ as $z$ approaches the point $t$ on the real line from above and below respectively:

$$
\Psi^\pm(t) := \lim_{z \to t^\pm} \Psi(z).
$$

One of our main tools in what follows is the Sokhotski–Plemelj formula, which states that the Cauchy-type integral

$$
\Phi(z) := \frac{1}{2\pi i} \int_0^\infty \frac{\phi(\tau)}{\tau - z} d\tau
$$

of a Hölder continuous function $\phi$ on $\mathbb{R}_{>0}$, possibly with integrable singularities at the origin and infinity, defines a function, analytic on the cut plane $\mathbb{C} \setminus \mathbb{R}_{\geq 0}$, whose limits across the real axis satisfy

$$
\Phi^\pm(t) = \frac{1}{2\pi i} \int_0^\infty \frac{\phi(\tau)}{\tau - z} d\tau \pm \frac{1}{2} \phi(t), \quad t \in \mathbb{R}_{>0},
$$

where the dash integral stands for the Cauchy principle value. In particular, $\Phi(z)$ is a solution of the Riemann boundary value problem $\Phi^+(t) - \Phi^-(t) = \phi(t)$, $t \in \mathbb{R}_{>0}$, which vanishes at infinity. This fact is the main building block in all boundary problems to be encountered in this paper.

2. The main results

2.1. The fractional Brownian motion. The exact first order asymptotics for the eigenvalues of the fBm covariance operator $K$ defined in (1.4) was found in [10, 11], where it is shown that for any $\delta > 0$

$$
\lambda_n = \sin(\pi H) \Gamma(2H+1) \left( \frac{n}{n!} \right)^{2H+1} + o \left( n^{-\frac{(2H+2)(2H+3)}{4H+5}+\delta} \right) \text{ as } n \to \infty, \quad (2.1)
$$

with $\Gamma(\cdot)$ being the standard gamma function. The leading asymptotic term in (2.1) was also obtained in [39] and [33] using different methods. To the best of our knowledge, nothing was known previously about the eigenfunctions.

The following theorem reveals a more detailed asymptotic structure of the solutions to the eigenproblem (1.1) with the covariance operator (1.4):

**Theorem 2.1.**

1. For $H \in (0,1)$ the eigenvalues are given by the formula

$$
\lambda_n = \sin(\pi H) \Gamma(2H+1) n^{-2H-1} \quad n = 1, 2, ...
$$

(2.2)
where the sequence $\nu_n$ satisfies
\[
\nu_n = \left(n - \frac{1}{2}\right)\pi + \frac{1 - 2H}{4}\pi + \arcsin \frac{\ell_H}{\sqrt{1 + \ell_H^2}} + O(n^{-1}) \quad \text{as } n \to \infty, \tag{2.3}
\]
with the constant $\ell_H := \sin \frac{\pi H - 1/2}{\sin \frac{\pi}{H+1/2}}$.

2. The corresponding normalized eigenfunctions admit the approximation
\[
\varphi_n(x) = \sqrt{2} \sin \left(\nu_n x + \frac{2H - 1}{8} \pi - \arcsin \frac{\ell_H}{\sqrt{1 + \ell_H^2}}\right)
+ \frac{\sqrt{2H + 1}}{\pi} \int_0^\infty \rho_0(u) \left(e^{-x\nu_n u} \frac{u - \ell_H}{\sqrt{1 + \ell_H^2}} - (-1)^n e^{-(1-x)\nu_n u}\right) du + \nu_n^{-1} r_n(x), \tag{2.4}
\]
where the residual $r_n(x)$ is bounded by a constant, depending only on $H$, and $\rho_0(u)$ is the explicit function, defined in (5.54) below.

3. The eigenfunctions satisfy
\[
\varphi_n(1) = -(-1)^n \sqrt{2H + 1} \left(1 + O(n^{-1})\right) \tag{2.5}
\]
and their averages are given by
\[
\int_0^1 \varphi_n(x) dx = - \sqrt{\frac{2H + 1}{1 + \ell_H^2}} \nu_n^{-1}. \tag{2.6}
\]

Remark 2.2.

a) The expression (2.2) gives the asymptotics of $\lambda_n$, precise up to the second order term:
\[
\lambda_n = \frac{\sin(\pi H) \Gamma(2H + 1)}{(n\pi)^{2H+1}} \left(1 - C_H n^{-1} + O(n^{-2})\right) \quad \text{as } n \to \infty,
\]
with the constant
\[
C_H = (2H + 2) \left(-\frac{1}{2} + \frac{1 - 2H}{4} + \frac{1}{\pi} \arcsin \frac{\ell_H}{\sqrt{1 + \ell_H^2}}\right).
\]
In particular, the estimate of the residual in (2.1) is not sharp.

It is possible to derive an absolute numerical bound for the $O(n^{-1})$ term in (2.3) and a rough bookkeeping of the constants in the proof shows that it does not exceed $100n^{-1}$. The left plot of Figure 1 gives an idea of its actual magnitude: the difference
\[
\left(\frac{\sin(\pi H) \Gamma(2H + 1)}{\lambda_n} \right)^{2H+1} - \tilde{\nu}_n
\]
is depicted here versus $n = 1, \ldots, 40$, where $\tilde{\nu}_n$ is the expression on the right hand side of (2.3) without the $O(n^{-1})$ term and $\lambda_n$ is a sufficiently accurate numerical approximation of $\lambda_n$, produced by the standard Nystrom method. It should be stressed that the numerical
precision deteriorates rapidly with $n$ and becomes unreliable for our purposes already for $n \geq 50$. This provides a practical motivation for exact asymptotic expansion, such as the one obtained in this paper.

The plot on the right of Figure 1 depicts the relative errors of the first and second order approximations:

$$\frac{\tilde{\lambda}_n - \hat{\lambda}_n^{(j)}}{\lambda_n} \times 100\% \quad j = 1, 2$$

where $\tilde{\lambda}_n^{(1)}$ and $\hat{\lambda}_n^{(2)}$ are the estimates, obtained by the formula (2.2), with $\nu_n$ from (2.3), replaced by one and two of its leading terms respectively. Observe how drastic is the accuracy improvement due to the second order correction!

**Figure 1.** Left: numerical evaluation of the residual in (2.3): $H = 3/4$ (blue) and $H = 1/4$ (red). Right: the relative errors of the first (blue) and second (red) order approximations, $H = 3/4$.

b) The formulas (2.5) and (2.6) are obtained as an integral part of the proof, rather than being derived directly from the approximation (2.4). It is possible to obtain qualitative information on the structure of the residual $r_n(x)$ and, in fact, to deduce further asymptotic terms for the eigenfunctions. This would give an alternative way of finding the asymptotics of scalar products with various functions of interest. Results in this direction will be reported elsewhere.

c) The integral term in (2.4) introduces a boundary layer: for large $\nu_n$ its contribution is negligible with respect to the oscillatory term in the interior of the interval $[0, 1]$. At the boundaries $x = 0$ and $x = 1$, it is persistent, forcing the values $\varphi_n(0) = 0$ and $\varphi_n(1) \simeq (-1)^{n-1}\sqrt{2H+1}$. Thus $\varphi_n$ appears as a shifted sinusoidal, slightly perturbed at the boundaries (see Figure 2). Note, however, that the contribution of the boundary layer may not be asymptotically negligible on the level of scalar products $\langle h, \varphi_n \rangle$, being comparable to that of the oscillatory term. For $H = \frac{1}{2}$ the second term in (2.3), the boundary layer and the shift in the oscillatory term in (2.4) all vanish, recovering the exact expressions (1.2) up to $O(n^{-1})$ residual.
d) A simple calculation shows that adding a constant $\sigma^2 > 0$ to the covariance function of the standard Brownian motion, that is, starting it from a random initial condition with variance $\sigma^2$, introduces a shift of $-\pi/2$ in both the leading term of the eigenfunctions and in the second order term of the eigenvalues, c.f. (1.2):

$$\lambda_n = \frac{1}{\nu_n^2} \quad \text{and} \quad \varphi_n(x) = \sqrt{2} \cos(\nu_n x) + \frac{1}{\sigma^2 \nu_n} \sqrt{2} \sin(\nu_n x) \quad n = 1, 2, \ldots$$

where the sequence $\nu_n$ satisfies

$$\nu_n = \left(n - \frac{1}{2}\right) \pi - \frac{\pi}{2} + O(n^{-1}), \quad n \to \infty.$$

It can be seen from our proof, that a similar phenomenon occurs in the fractional case: the second order constant term in (2.3) changes so that

$$\nu_n = \left(n - \frac{1}{2}\right) \pi + \frac{1 - 2H}{4} \pi - \frac{\pi}{2} + O(n^{-1}) \quad \text{as} \quad n \to \infty.$$

The same quantity is added to the phase of the oscillatory term in (2.4). Moreover, the values of the eigenfunctions at both endpoints of the interval approach $\pm(-1)^n \sqrt{2H+1}$ and their averages vanish at a much faster rate $\nu_n^{-1-2H}$ than in (2.6).

e) For $H = 1$ the fBM degenerates to the linear drift process $B^t_1 = \xi t$ with $N(0,1)$ random variable $\xi$. The eigenproblem (1.1) in this case admits a simple positive eigenvalue $\lambda_1 = 1/3$ with the corresponding eigenfunction $\varphi_1(t) = \sqrt{3}t$. The rest of the eigenvalues vanish and an arbitrary orthogonal basis can be chosen to span the corresponding infinite dimensional eigenspace. Note that formally this also fits the asymptotic formula (2.2).

f) An area of research, somewhat related to the subject of this paper, is approximation of stochastic processes by series of deterministic functions. For a given norm $\| \cdot \|$ and a
Gaussian process $X = (X_t, t \in [0, 1])$, define the approximation error

$$
el_n(X, \| \cdot \|) := \inf \left\{ \left( \mathbb{E} \left( \sum_{k=n}^{\infty} \xi_k x_k \right)^2 \right)^{1/2} : X = \sum_{k=1}^{\infty} \xi_k x_k \text{ a.s.} \right\}$$

where $\xi_k$’s are i.i.d. $N(0, 1)$ random variables and the infimum is taken over all sequences of non-random functions $(x_k)$. It is required to estimate the decay rate of the error as $n \to \infty$ and to identify a sequence, which attains the optimal rate. Such series expansions are useful for computer simulations of stochastic processes.

Since the eigenfunctions form the basis which diagonalizes the covariance operator, the solution for this problem with the Euclidean norm $\| \cdot \|_2$ is provided by the Karhunen-Loève expansion. The corresponding optimal rate is

$$
el_n(B_H, \| \cdot \|_2) \sim n^{-H} \quad \text{as } n \to \infty.$$

The problem becomes more intricate for the uniform norm $\| \cdot \|_\infty$ and it was shown in [25] that in this case the optimal rate for the fBm is

$$
el_n(B_H, \| \cdot \|_\infty) \sim n^{-H} \sqrt{\log n} \quad \text{as } n \to \infty.$$

Several optimal approximating sequences were found in [3], [19], [22].

2.2. The fractional Brownian noise. As mentioned above, for $H > \frac{1}{2}$ the covariance operator (1.5) reduces to the integral operator (1.6). The exact first order asymptotics of the eigenvalues in this case was found in [23], [46], [55], [9] and improved in [51] (see also [42, 43], [18]) up to the second order term:

$$
\lambda_n = \sin(\pi H) \Gamma(2H + 1) \left( (n - \frac{1}{2}) \pi + \frac{1 - 2H}{4} \pi + O(n^{-1}) \right)^{1-2H} \quad \text{as } n \to \infty. \quad (2.7)
$$

No results have been reported so far regarding the properties of the corresponding eigenfunctions.

The following theorem asserts that formula (2.7) remains valid for $H < \frac{1}{2}$ as well and gives an accurate approximation for the eigenfunctions for all $H \in (0, 1) \setminus \{\frac{1}{2}\}$:

**Theorem 2.3.**

1. For $H \in (0, 1) \setminus \{\frac{1}{2}\}$

   $$
   \lambda_n = \sin(\pi H) \Gamma(2H + 1) \nu_n^{1-2H}, \quad n = 1, 2, \ldots
   $$

   where $\nu_n$ satisfies (c.f. (2.3))

   $$
   \nu_n = \left( n - \frac{1}{2} \right) \pi + \frac{1 - 2H}{4} \pi + O(n^{-1}) \quad \text{as } n \to \infty.
   $$
2. The corresponding normalized eigenfunctions satisfy
\[
\varphi_n(x) = \sqrt{2} \sin \left( \nu_n x + \frac{2H + 1 \pi}{8} \right) \\
+ \frac{\sqrt{2H - 1}}{\pi} \int_0^\infty \rho_0(u) \left( e^{-x \nu_n u} - (-1)^n e^{-(1-x) \nu_n u} \right) du + n^{-1} r_n(x),
\]
where the residual \( r_n(x) \) is bounded by a constant, depending only on \( H \), and \( \rho_0(u) \) is the explicit function, defined in (6.36).

3. The eigenfunctions with odd (even) indices are (anti)symmetric around the midpoint of the interval:
\[
\varphi_n(x) = (-1)^{n+1} \varphi_n(1-x), \quad n = 1, 2, ...
\]
The averages of the symmetric eigenfunctions satisfy
\[
\langle 1, \varphi_{2n-1} \rangle \sim \nu_{2n-1}^{-\max\left(1, \frac{1}{2} + H\right)} \quad \text{as } n \to \infty.
\]

Remark 2.4.

a) Note that for \( H < \frac{1}{2} \) the sequence of eigenvalues increases to \( +\infty \), in agreement with noncompactness of \( \tilde{K} \).

b) The expression (2.8) consists of the oscillatory and boundary layer terms (cf. (2.4)).

c) It can be seen from the proof, that for \( H > \frac{1}{2} \) the values of the eigenfunctions at the endpoints of the interval converge to nonzero constants. For \( H < \frac{1}{2} \), the explicit formula (6.33) for the kernel of the inverse operator \( \tilde{K}^{-1} \) implies that in this case, the eigenfunctions vanish at the endpoints.

3. SOME APPLICATIONS

The asymptotic formulas from Theorems 2.1 and 2.3 can be useful in various problems of applied probability, statistics and mathematical physics. Below we discuss a number of such applications.

3.1. Small \( L_2 \)-ball probabilities. Given a Gaussian process \( X \) and a norm \( \| \cdot \| \), the small ball probability problem consists of computing the asymptotics of \( \mathbb{P}(\|X\| \leq \varepsilon) \) as \( \varepsilon \to 0 \). This problem inspired much research, some outcomes of which can be traced back in the excellent survey \([30]\). For the \( L^2 \)-norm
\[
\|X\|_2^2 = \int_0^1 X(t)^2 dt = \sum_{n=1}^\infty \lambda_n \xi_n^2,
\]
where \( \xi_n \) are i.i.d. \( N(0,1) \) random variables, and the complete solution in this case was found in \([49]\) in terms of the eigenvalues \( \lambda_n \). Computation of the precise asymptotics for particular processes is possible if a sufficiently detailed asymptotic behavior of the eigenvalues is known. Roughly speaking, the exact first order asymptotic term of \( \lambda_n \)
suffices for the logarithmic asymptotics of \( \log \mathbb{P}(\|X\| \leq \varepsilon) \) and the exact second term gives the asymptotics of \( \mathbb{P}(\|X\| \leq \varepsilon) \) itself, usually precise up to the so called distortion constant

\[
C_d = \prod_{n=1}^{\infty} \left( \frac{\tilde{\lambda}_n}{\lambda_n} \right)^{\frac{1}{2}}
\]  

(3.1)

where \( \tilde{\lambda}_n \) is the sequence obtained from \( \lambda_n \), by leaving out all but the first two asymptotic terms. This constant can be found only in a few cases (see, e.g., [40]) and is typically left to numerical approximation.

For the fBm the logarithmic asymptotics was found in [11] (see also [39])

\[
\lim_{\varepsilon \to 0} \varepsilon^{\frac{1}{H}} \log \mathbb{P}(\|B^H\|_2 \leq \varepsilon) = -\frac{H}{2(2H+1)} \left( \frac{\sin(\pi H)\Gamma(2H+1)}{\sin(\frac{\pi}{2H+1})} \right)^{\frac{1}{2H+1}} := -\beta(H),
\]

but the exact asymptotics remained unknown for \( H \neq \frac{1}{2} \). The refinement (2.2)-(2.3), plugged into the general result of Theorem 6.2 in [38], allows to fill this gap:

**Proposition 3.1.** For all \( H \in (0, 1) \),

\[
\mathbb{P}(\|B^H\|_2 \leq \varepsilon) \simeq C_d(H)C(H)\varepsilon^{\gamma(H)} \exp\left(-\beta(H)\varepsilon^{-\frac{1}{H}}\right), \quad \varepsilon \to 0
\]

where \( C_d(H) \) is the distortion constant, defined in (3.1), \( C(H) \) is an explicit constant (given by (6.6) in [38]) and

\[
\gamma(H) = \frac{1}{2H} \left( \frac{3}{4} + H^2 - (1 + 2H) \frac{1}{\pi} \arcsin \frac{\ell_H}{\sqrt{1+\ell_H^2}} \right),
\]

with \( \ell_H \) defined in Theorem 2.1.

3.2. Singularity perturbed integral equations. Integral equations of the second kind

\[
\varepsilon u_\varepsilon(x) + (Ku_\varepsilon)(x) = f(x), \quad x \in [0, 1]
\]  

(3.2)

are well known to have unique solutions for any positive value of the constant \( \varepsilon \), under quite general assumptions on the self-adjoint operator \( K \) and the forcing function \( f \) (see, e.g. [45]). On the other hand, equations of the first kind, formally obtained by setting \( \varepsilon = 0 \) in (3.2)

\[
(Ku_0)(x) = f(x), \quad x \in [0, 1]
\]  

(3.3)

may have no solutions under the same conditions or, if a solution \( u_0 \) exists, its properties may be quite different from those of \( u_\varepsilon \). The free term in (3.2) therefore has a regularizing effect and can be viewed as a singular perturbation. It then makes sense to study the asymptotic properties of \( u_\varepsilon \) as \( \varepsilon \to 0 \). If the limit equation (3.3) does have a unique solution, the natural questions are whether \( u_\varepsilon \) converges to \( u_0 \) and if it does, in which sense and how fast.

Singularly perturbed integral equations are frequently encountered in physics and engineering applications and various ad-hoc approximation techniques have been proposed for their solutions (see, e.g. [2, 1] and references therein). In general, asymptotic behavior of
the solutions depends heavily on the singularities of the kernel. Rigorous results for kernels with jump singularities can be found in [26, 27], [48] and, to the best of our knowledge, the weakly singular case has never been addressed before.

Equation (3.2) with kernels (1.4) and (1.5) arises in the stochastic analysis and optimal linear filtering problems involving fBm. As explained below, the particular forcing functions of interest in such problems are \( f(u) := 1 \) and \( f(u) := R(u, 1) \) and the asymptotics of the corresponding solutions determine the steady state behavior of the relevant probabilistic quantities.

3.2.1. Mixed fractional Brownian motion. Equation (3.2) arises in stochastic analysis of the mixture of independent standard and fractional Brownian motions \( B \) and \( B^H \):

\[
\tilde{B}_t = B_t + B_t^H, \quad t \in [0, T], \quad T < \infty.
\]

The process \( \tilde{B} \), called the mixed fBm, satisfies a number of curious properties with applications in mathematical finance, see [5]. In particular, as shown in [13, 14], it is a semimartingale if and only if \( H \in \left\{ \frac{1}{2} \right\} \cup \left( \frac{3}{4}, 1 \right] \) and, for \( H > \frac{3}{4} \), the measure \( \mu_{\tilde{B}} \), induced by \( \tilde{B} \) on the space of continuous functions, is equivalent to the standard Wiener measure \( \mu_B \).

On the other hand, it follows from the results in [4], [53] that \( \mu_{\tilde{B}} \) and \( \mu_{B^H} \) are equivalent if and only if \( H < \frac{1}{4} \).

These and other properties of \( \tilde{B} \) can be deduced from the canonical innovation representation obtained in [12], which is based on the martingale \( M_t = \mathbb{E}(B_t|\mathcal{F}_{\tilde{B}_t}), t \in [0, T] \). For any \( H \in (0, 1) \), this martingale satisfies

\[
M_t = \int_0^t g(s, t) d\tilde{B}_s \quad \text{and} \quad \langle M \rangle_t = \int_0^t g(s, t) ds, \quad t \in [0, T],
\]

where \( g(s, t) \) is the solution of the Wiener-Hopf type integro-differential equation (c.f. (1.5))

\[
g(s, t) + \frac{d}{ds} \int_0^t g(r, t) H|s - r|^{2H-1} \text{sign}(s - r) dr = 1, \quad 0 < s < t \leq T.
\]

The representation (3.4) is useful in statistical analysis of linear models driven by the mixed fractional noise. As shown in [15], the large sample accuracy of parameter estimators in such models is governed by the growth rate of the quadratic variation bracket \( \langle M \rangle_T \) and its derivative \( d\langle M \rangle_T/dT \) as \( T \to \infty \). Let us proceed with \( H > \frac{1}{4} \), for which by (1.6) the equation (3.5) takes the simpler integral form

\[
g(s, t) + \int_0^t g(r, t) c_H |r - s|^{2H-2} dr = 1, \quad 0 < s < t \leq T,
\]

with \( c_H := H(2H - 1) \). It can be shown that its solution satisfies \( g(t, t) > 0 \) and

\[
\langle M \rangle_t = \int_0^t g^2(s, s) ds, \quad t \geq 0.
\]

Let us define the small parameter \( \varepsilon := T^{1-2H} \), then a simple calculation shows that the function \( u_\varepsilon(x) := T^{2H-1}g(xT, T) \) solves the singularly perturbed equation (c.f. (3.2)):

\[
\varepsilon u_\varepsilon(x) + (\widetilde{K} u_\varepsilon)(x) = 1, \quad x \in [0, 1]
\]
with the operator $\tilde{K}$ in the form (1.6). Equations with such weakly singular kernels are well known to have a unique solution for any $\varepsilon > 0$, which is continuous on the closed interval $[0,1]$, smooth in its interior, but not differentiable at the endpoints (see, e.g., [52]). The unique solution of the limit equation in this case exists and is known in a closed form, [28]:

$$u_0(x) = a_H x^{\frac{1}{2}-H} (1-x)^{\frac{1}{2}-H}, \quad x \in (0,1)$$

where $a_H$ is an explicit constant. Note that $u_0$ explodes at the endpoints of the interval.

The martingale bracket and its derivative are related to the solutions of (3.6) by the formulas:

$$\langle M \rangle_T = \varepsilon^{2-2H} \langle u_\varepsilon, 1 \rangle$$

$$\frac{d \langle M \rangle_T}{dT} = \varepsilon^2 u_\varepsilon^2(1).$$

In view of (3.7), we are particularly interested in the weak convergence

$$\langle u_\varepsilon, \psi \rangle \xrightarrow{\varepsilon \to 0} \langle u_0, \psi \rangle,$$

for test functions $\psi$ from a large class, which contains constants. For (3.8) we need to quantify the divergence rate of $u_\varepsilon(1) \to +\infty$.

The following result gives a detailed description of both limits and reveal a curious phase transition of the $L^2$ convergence at $H = \frac{2}{3}$:

**Proposition 3.2.**

(i) $u_\varepsilon \to u_0$ in $L^2(0,1)$ and as $\varepsilon \to 0$,

$$\|u_\varepsilon - u_0\|_2 \sim \begin{cases} \varepsilon^{\frac{3}{2H-1}} & H \in (\frac{2}{3},1) \\ \varepsilon \sqrt{\log \varepsilon^{-1}} & H = \frac{2}{3} \\ \varepsilon & H \in (\frac{1}{2}, \frac{2}{3}) \end{cases}$$

(ii) The solution $u_\varepsilon$ diverges to $+\infty$ at the endpoints $x \in \{0,1\}$ and

$$u_\varepsilon(0) = u_\varepsilon(1) \sim \varepsilon^{-\frac{3}{2}}, \quad \varepsilon \to 0.$$

The proof, deferred to Section 7, relies on the asymptotics from Theorem 2.3.

### 3.2.2. Optimal linear filtering.

The optimal filtering problem deals with estimation of signals from noisy observations. The standard linear setup (see, e.g., [31, 32]) in continuous time consists of the signal process $X$ and the observation process $Y$, generated by the equation

$$Y_t = a \int_0^t X_s ds + B_t, \quad t \in [0,T]$$

where $B$ is a Brownian motion, independent of $X$ and $a$ is a fixed gain constant. In engineering literature this setup is known as the *additive Gaussian white noise* model.

The objective is to compute the optimal in the mean square sense estimator of $X_t$, given the past observations $Y_{[0,t]} = \{Y_s, s \in [0,t]\}$ for each time $t \in [0,T]$. This amounts to calculation of the conditional expectation $\hat{X}_t := \mathbb{E}(X_t | \mathcal{F}_t^Y)$, where $\mathcal{F}_t^Y$ is the filtration.
generated by $Y$. The other important objective is to compute the corresponding optimal filtering error $P_t := \mathbb{E}(X_t - \hat{X}_t)^2$ and its steady state limit $P_\infty := \lim_{t \to \infty} P_t$, if it exists.

For a Gaussian process $X$, a standard calculation yields the formula

$$\hat{X}_t = \frac{1}{a} \int_0^t g(s,t) dY_s$$

where $g(s,t)$ is the solution of the Wiener-Hopf integral equation

$$g(s,t) + \int_0^t g(r,t) a^2 R(r,s) dr = a^2 R(s,t), \quad 0 \leq s \leq t \leq T, \quad (3.10)$$

and the estimation error is given by

$$P_t = \frac{1}{a^2} \left( R(t,t) - \int_0^t g(s,t) R(s,t) ds \right) = \frac{1}{a^2} g(t,t).$$

When $X$ is a Gauss–Markov process, the equation (3.10) can be reduced to the Riccati differential equation and in this case the optimal estimator $\hat{X}_t$ and the corresponding error $P_t$ satisfy the celebrated Kalman–Bucy filtering equations. In particular, both the error $P_t$, $t \in [0,T]$ and its steady state limit $P_\infty$ can be computed in closed forms. When the signal process $X$ is not Markov, no such convenient way of computing $P_\infty$ is available. If the kernel $R(s,t)$ belongs to $L^2[0,T]^2$, the unique solution of the equation (3.10) can be expanded into series of its eigenfunctions and much information about the filtering problem can be extracted from their asymptotic behavior.

Let us now revisit this filtering problem for the fBm, that is, with $X := B^H$. The covariance function (1.3) satisfies the scaling property

$$R(xT, yT) = T^{2H} R(x,y), \quad x, y \in [0,1]$$

and, if we define small parameter $\varepsilon := a^{-2T^{-2H-1}}$ and set $u_\varepsilon(x) := Tg(xT,T)$, the equation (3.10) with $t := T$ gives the singularly perturbed equation (3.2) with operator $K$ from (1.4) and the forcing $f(x) = R(x,1)$:

$$\varepsilon u_\varepsilon(x) + \int_0^1 u_\varepsilon(y) R(y,x) dy = R(x,1), \quad x \in [0,1].$$

Note that unlike in the problem discussed in the previous subsection, the limit equation in this case does not have classical solution.

**Proposition 3.3.** The steady state filtering error is given by

$$\lim_{T \to \infty} P_t = \frac{\left( \sin(\pi H) \Gamma(2H + 1) \right)^{\frac{1}{2H+1}}}{\sin \frac{\pi}{2H+1}} a^{-\frac{2H+1}{2H+1}}.$$

**Remark 3.4.** Curiously, the worst steady state error at $a = 1$ is obtained for $H = \frac{2}{3}$. 
4. The proof outline

As mentioned in Introduction, the eigenproblems for processes related to the standard Brownian motion are often solved by reduction to boundary value problems for differential operators. For the fBm such reduction does not seem to be possible and we will take a different route, based on analytic properties of the Laplace transform

\[ \hat{\varphi}(z) = \int_{0}^{1} \varphi(x) e^{-zx} dx, \quad z \in \mathbb{C}. \]

In a nutshell, the idea is to consider the Laplace transform \( \hat{\varphi}(z) \) as an analytic function on the complex plane \( \mathbb{C} \). Using the particular structure of the eigenproblem, an expression for \( \hat{\varphi}(z) \) with singularities is derived and their removal produces an alternative characterization for the eigenvalues and eigenfunctions. The proof is inspired by the approach in [51] to asymptotic approximation of the eigenvalues for weakly singular integral operators.

As will become clear from the proof, the method, in principle, applies to operators with the difference kernels satisfying

\[ K(|x - y|) = \int_{0}^{\infty} \kappa(t) e^{-t|x-y|} dt, \]

with some function \( \kappa(t) \), and their compositions with the integration operator. However, the implementation of the method in each particular situation turns out to be very specific to the fine structure of the kernel under consideration and, in our experience, often requires different tricks and leads to entirely unexpected outcomes.

Let us sketch the main steps of the proof.

1) The Laplace transform. For both eigenproblems considered in this paper, it is possible to find an expression for the Laplace transform (4.1), whose main ingredient has the form

\[ \frac{1}{\Lambda(z)} \left( e^{-z} \Phi_1(-z) + \Phi_0(z) \right), \quad z \in \mathbb{C} \]

where functions \( \Phi_1(z) \) and \( \Phi_0(z) \) are sectionally holomorphic on the cut plane \( \mathbb{C} \setminus \mathbb{R}_{\geq 0} \) and \( \Lambda(z) \) is an explicit function (see Lemmas 5.1, 5.10 and 6.1 below). Such a representation is tailored to the particular structure of the operator and is constructed on the case to case basis. The function \( \Lambda(z) \) has a jump discontinuity on the real line and a pair of purely imaginary zeros at \( \pm i\nu \), where \( \nu \in \mathbb{R}_{>0} \) is related to \( \lambda \) through an explicit formula (see (5.13) and (6.9) below).

2) Removal of singularities. Since, a priori, \( \hat{\varphi}(z) \) is an entire function, both singularities must be removable. Removal of the poles in (4.2) gives the algebraic conditions

\[ e^{\mp i\nu} \Phi_1(\pm i\nu) + \Phi_0(\pm i\nu) = 0. \]

Removing the discontinuity on the real line produces the boundary conditions

\[ \Phi_0^+(t) - e^{2i\theta(t)} \Phi_0^-(t) = 2i e^{-t} e^{i\theta(t)} \sin \theta(t) \Phi_1(-t) \quad t \in \mathbb{R}_{>0} \]

\[ \Phi_1^+(t) - e^{2i\theta(t)} \Phi_1^-(t) = 2i e^{-t} e^{i\theta(t)} \sin \theta(t) \Phi_0(-t) \]

which bind together the limits of \( \Phi_0(z) \) and \( \Phi_1(z) \) across the positive real semiaxis \( \mathbb{R}_{>0} \). Here \( \theta(t) \) is the argument of the limit \( \Lambda^+(t) := \lim_{z \to t^+} \Lambda(z) \).
Therefore the eigenproblem (1.1) reduces to finding a pair of functions $\Phi_0(z)$ and $\Phi_1(z)$, sectionally holomorphic on the cut plane $\mathbb{C} \setminus \mathbb{R}_\geq 0$ satisfying the boundary conditions (4.4) and the algebraic constraint (4.3). Indeed, any such pair and a number $\nu > 0$ can be used to construct a solution $(\lambda, \varphi)$ to the eigenproblem by inverting the Laplace transform. The next step is to find an equivalent formulation of this problem, using the techniques of solving boundary value problems on the complex plane.

3) An equivalent formulation of the eigenproblem. The conditions (4.3) and (4.4) can be rewritten as an integro-algebraic system of equations as follows.

a) The homogeneous Riemann boundary value problem is solved to find a nonvanishing function $X(z)$, which is sectionally holomorphic on $\mathbb{C} \setminus \mathbb{R}_\geq 0$ and satisfies

$$\frac{X^+(t)}{X^-(t)} = e^{2i\theta(t)}, \quad t \in \mathbb{R}_> 0.$$ 

The solution is not unique and is fixed to match the particular properties of $\theta(t)$ and a priori estimates on $\Phi_0(z)$ and $\Phi_1(z)$ in each eigenproblem.

b) The boundary conditions (4.4) can now be put into the decoupled form

$$S^+(t) - S^-(t) = 2i h_0(t/\nu)e^{-t}S(-t)$$
$$D^+(t) - D^-(t) = -2i h_0(t/\nu)e^{-t}D(-t)$$

(4.5)

where we defined

$$S(z) := \frac{\Phi_0(z) + \Phi_1(z)}{2X(z)}$$
$$D(z) := \frac{\Phi_0(z) - \Phi_1(z)}{2X(z)}$$

(4.6)

and the function

$$h_0(t) := e^{i\theta(t)} \sin \theta(t/\nu) \frac{X(-\nu t)}{X^+(\nu t)}.$$ 

This function turns out to be real valued and independent of $\nu$.

Applying the Sokhotski–Plemelj formula (see §43 in [21]), conditions (4.5) can be further rewritten as

$$S(z) = \frac{1}{\pi} \int_0^\infty \frac{h_0(t/\nu)e^{-t}}{t - z} S(-t) dt + P_1(z)$$
$$D(z) = -\frac{1}{\pi} \int_0^\infty \frac{h_0(t/\nu)e^{-t}}{t - z} D(-t) dt + P_2(z)$$

(4.7)

where $P_1(z)$ and $P_2(z)$ are arbitrary polynomials. Their degrees are chosen to match the a priori growth of $S(z)$ and $D(z)$ at infinity: $S(z) - P_1(z) \to 0$ and $D(z) - P_2(z) \to 0$ as $z \to \infty$. The coefficients of these polynomials are chosen later using the conditions (4.3), which read

$$\text{Im}\left\{e^{i\nu/2}X(i\nu)D(i\nu)\right\} = \text{Re}\left\{e^{i\nu/2}X(i\nu)S(i\nu)\right\} = 0.$$ 

(4.8)

At this point an equivalent characterization of the eigenvalues and eigenfunctions is obtained: any nontrivial solution $(\lambda, \varphi)$ of the eigenproblem (1.1) defines functions $S(z)$ and $D(z)$ and a positive constant $\nu$, which satisfy equations (4.7) and (4.8) and vice versa.
4) The integro-algebraic system and its properties. By setting $z := -t$ with $t \in \mathbb{R}_{>0}$ in (4.7), a pair of integral equations for $S(-t)$ and $D(-t)$ is obtained

\[
S(-t) = \frac{1}{\pi} \int_0^\infty \frac{h_0(s/\nu)e^{-s}}{s + t} S(-s) ds + P_1(-t) \quad t \in \mathbb{R}_{>0}
\]

\[
D(-t) = -\frac{1}{\pi} \int_0^\infty \frac{h_0(s/\nu)e^{-s}}{s + t} D(-s) ds + P_2(-t)
\]

which together with (4.8) and (4.7) form an integro-algebraic system of equations.

By construction, both functions $S - P_1$ and $D - P_2$ are square integrable. On the other hand, the integral equations (4.9) have unique solutions with such property, since the operator on the right hand side is contracting on $L_2(0, \infty)$ for all sufficiently large $\nu > 0$. Therefore, nontrivial solutions $(D, S, \nu)$ to the integro-algebraic system are at one-to-one correspondence with the solutions $(\lambda, \varphi)$ to the eigenproblem.

5) Inversion of the Laplace transform. The eigenfunctions are recovered by inverting the Laplace transform:

\[
\varphi(x) = \frac{1}{\pi} \int_0^\infty \frac{\sin(\theta(t))}{|\Lambda^+(t)|} \left( e^{-t(1-x)} \Phi_1(-t) + e^{-tx} \Phi_0(-t) \right) dt
\]

\[
- \text{Res} \left\{ e^{zx} \frac{\Phi_0(z)}{\Lambda(z)}, iv \right\} - \text{Res} \left\{ e^{xv} \frac{\Phi_0(z)}{\Lambda(z)}, -iv \right\}. \quad (4.10)
\]

Note that $\varphi(x)$ is expressed here in terms of the solutions of integral equations (4.9), which determine $\Phi_1(z)$ and $\Phi_0(z)$ through (4.6)

6) Asymptotic analysis. Enumerating solutions of the integro-algebraic system in a certain convenient way, it is possible to find asymptotic approximation for their algebraic part $\nu > 0$, which is precise up to the second order. The announced asymptotics of the eigenvalues is then derived from the explicit relation between $\nu$ and $\lambda$. Plugging it back into the system and using suitable estimates for the norm of the operator in the integral equations (4.9), the eigenfunctions asymptotics is extracted from the formula (4.10).

7) Enumeration alignment. The enumeration chosen in the previous step may differ from the “natural” enumeration, which puts the eigenvalues into decreasing order. This does not affect the leading term asymptotics, but may change the second order term. Alignment of the two enumerations is done through a calibration procedure, based on continuity of the spectrum. This delicate part of the proof is also carried out differently in the two eigenproblems under consideration.

5. Proof of Theorem 2.1

In this section we implement the above program for the eigenproblem with the fBm covariance operator (1.4):

\[
\int_0^1 \frac{1}{2}(t^{2H} + s^{2H} - |t - s|^{2H}) \varphi(s) ds = \lambda \varphi(t), \quad t \in [0, 1]. \quad (5.1)
\]
It will be convenient to work with the parameter \( \alpha := 2 - 2H \in (0, 2) \) and to address the case \( \alpha < 1 \) first. The complementary case \( \alpha > 1 \) can be treated along the same lines with appropriate adjustments (see Section 5.2).

5.1. The case \( \alpha < 1 \).

5.1.1. The Laplace transform. The following lemma gives a useful representation formula for the Laplace transform (4.1) (c.f. (4.2)):

**Lemma 5.1.** For \( \alpha \in (0, 1) \),

\[
\hat{\varphi}(z) - \hat{\varphi}(0) = -\frac{1}{\Lambda(z)} \left( e^{-z} \Phi_1(-z) + \Phi_0(z) \right), \quad z \in \mathbb{C}
\]  

(5.2)

where the functions \( \Phi_0(z) \) and \( \Phi_1(z) \), defined in (5.11) below, are sectionally holomorphic on \( \mathbb{C} \setminus \mathbb{R}_{\geq 0} \) and

\[
\Lambda(z) := \frac{\lambda \Gamma(\alpha)}{c_\alpha} z + \frac{1}{z} \int_0^\infty \frac{2t^\alpha}{t^2 - z^2} dt,
\]  

(5.3)

with \( c_\alpha := (1 - \frac{\alpha}{2})(1 - \alpha) \).

**Proof.** Let us define \( \psi(x) := \int_x^1 \varphi(y)dy \) and note that \( \psi(1) = 0 \), \( \psi'(0) = -\varphi(0) = 0 \) and \( \psi(0) = \hat{\varphi}(0) \). Integration by parts in (5.1) gives

\[
\lambda \psi'(x) = \int_0^1 R(y, x)\psi(y)dy = -\int_0^1 \partial_y R(y, x)\psi(y)dy
\]

\[
= -\int_0^1 (1 - \frac{\alpha}{2}) \left( y^{1-\alpha} + \text{sign}(x - y) |x - y|^{1-\alpha} \right) \psi(y)dy,
\]

(5.4)

and differentiating with respect to \( x \), we get

\[
\lambda \psi''(x) = -\frac{d}{dx} \int_0^1 (1 - \frac{\alpha}{2}) \text{sign}(x - y) |x - y|^{1-\alpha} \psi(y)dy = -\int_0^1 c_\alpha |x - y|^{-\alpha} \psi(y)dy
\]

(5.5)

where interchanging integration and derivative is possible since \( \alpha < 1 \) is assumed. Thus the problem (5.1) is equivalent to the generalized eigenproblem

\[
\int_0^1 c_\alpha |x - y|^{-\alpha} \psi(y)dy = -\lambda \psi''(x)
\]

(5.6)

\[
\psi(1) = 0, \quad \psi'(0) = 0
\]

Using the identity

\[
|x - y|^{-\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty t^{\alpha-1} e^{-t|x-y|} dt, \quad \alpha \in (0, 1)
\]

(5.7)

the equation (5.6) can be rewritten as

\[
\frac{c_\alpha}{\Gamma(\alpha)} \int_0^\infty t^{\alpha-1} \int_0^1 e^{-t|x-y|} \psi(y)dydt = -\lambda \psi''(x).
\]

If we now define

\[
u(x, t) := \int_0^1 e^{-t|x-y|} \psi(y)dy \quad \text{and} \quad u_0(x) := \int_0^\infty t^{\alpha-1}u(x, t)dt,
\]
we get

\[ \frac{c_\alpha}{\Gamma(\alpha)} u_0(x) = -\lambda \psi''(x). \] (5.8)

Differentiating \( u(x, t) \) twice with respect to \( x \) gives the equation

\[ u''(x, t) = t^2 u(x, t) - 2t \psi(x) \] (5.9)

subject to the boundary conditions

\[ u'(0, t) = tu(0, t) \]
\[ u'(1, t) = -tu(1, t). \] (5.10)

Let us compute the Laplace transform of both sides of (5.9). To this end, we have

\[ \widehat{u}'(z, t) := \int_0^1 e^{-zx} u''(x, t) dx = e^{-z} u'(1, t) - u'(0, t) + z \left( e^{-z} u(1, t) - u(0, t) + z \widehat{u}(z, t) \right) \]
\[ = e^{-z} \left( u'(1, t) + zu(1, t) \right) - \left( u'(0, t) + zu(0, t) \right) + z^2 \widehat{u}(z, t). \]

After plugging in the boundary conditions (5.10), this becomes

\[ \widehat{u}''(z, t) = e^{-z} (z - t) u(1, t) - (z + t) u(0, t) + z^2 \widehat{u}(z, t), \]

which, along with (5.9), gives

\[ (z^2 - t^2) \widehat{u}(z, t) = u(0, t)(z + t) - e^{-z} u(1, t)(z - t) - 2t \psi(z). \]

Consequently, for all \( z \in \mathbb{C} \setminus \mathbb{R} \),

\[ \widehat{u}_0(z) = \int_0^\infty t^{\alpha - 1} \widehat{u}(z, t) dt \]
\[ = \int_0^\infty t^{\alpha - 1} u(0, t) dt - e^{-z} \int_0^\infty \frac{t^{\alpha - 1}}{z + t} u(1, t) dt - \widehat{\psi}(z) \int_0^\infty \frac{2t^\alpha}{z^2 - t^2} dt. \]

On the other hand, by (5.8) and the boundary conditions in (5.6)

\[ \widehat{u}_0(z) = -\lambda \frac{\Gamma(\alpha)}{c_\alpha} \widehat{\psi}''(z) = -\lambda \frac{\Gamma(\alpha)}{c_\alpha} \left( e^{-z} \psi'(1) + z \widehat{\psi}'(z) \right) \]
\[ = -\lambda \frac{\Gamma(\alpha)}{c_\alpha} \left( z^2 \widehat{\psi}(z) + \psi'(1)e^{-z} - z \psi(0) \right). \]

Combining the two expressions gives

\[ \left( \lambda \frac{\Gamma(\alpha)}{c_\alpha} z - \frac{1}{z} \int_0^\infty \frac{2t^\alpha}{z^2 - t^2} dt \right) \widehat{\psi}(z) \]
\[ = \lambda \frac{\Gamma(\alpha)}{c_\alpha} \psi(0) z + \int_0^\infty \frac{t^{\alpha - 1}}{t - z} u(0, t) dt - e^{-z} \lambda \frac{\Gamma(\alpha)}{c_\alpha} \psi'(1) + e^{-z} \int_0^\infty \frac{t^{\alpha - 1}}{t + z} u(1, t) dt. \]
Note that $z\hat{\psi}(z) = \hat{\psi}'(z) + \psi(0) = -\hat{\varphi}(z) + \hat{\varphi}(0)$ and thus (5.2) is obtained if we define $\Lambda(z)$ as in (5.3) and set
\begin{align*}
\Phi_0(z) &:= \lambda \frac{\Gamma(\alpha)}{c_\alpha} \psi(0) z + \int_0^\infty \frac{t^{\alpha-1}}{t-z} u(0, t) dt \\
\Phi_1(z) &:= -\lambda \frac{\Gamma(\alpha)}{c_\alpha} \psi'(0) + \int_0^\infty \frac{t^{\alpha-1}}{t-z} u(1, t) dt.
\end{align*}

(5.11)

Several useful properties of $\Lambda(z)$ are summarized in the following lemma

Lemma 5.2.

a) The function $\Lambda(z)$, defined in (5.3), admits the explicit expression
\begin{equation}
\Lambda(z) = \frac{\lambda \frac{\Gamma(\alpha)}{c_\alpha} z + z^{\alpha-2}}{\cos \frac{\pi}{2\alpha}} \begin{cases} 
e 1 \frac{\pi}{2} \pi i \arg(z) \in (0, \pi) \\
\ne 1 \frac{\pi}{2} \pi i \arg(z) \in (-\pi, 0)
\end{cases}
\end{equation}

which is discontinuous along the real axis and has two zeros at $z_0 = \pm i\nu$ with
\begin{equation}
\nu^{\alpha-3} = \frac{\lambda \frac{\Gamma(\alpha)}{c_\alpha} \cos \frac{\pi}{2\alpha}}{\pi}.
\end{equation}

b) The limits $\Lambda^\pm(t) := \lim_{z \to t^\pm} \Lambda(z)$ are given by the expressions
\begin{equation}
\Lambda^\pm(t) = \frac{\lambda \frac{\Gamma(\alpha)}{c_\alpha} t \pm |t|^{\alpha-2}}{\cos \frac{\pi}{2\alpha}} \begin{cases} e^\frac{1+\alpha}{2} \pi i & t > 0 \\
e^{1-\alpha} \pi i & t < 0
\end{cases}
\end{equation}

which admit the following symmetries
\begin{align*}
\Lambda^+(t) &= \Lambda^-(t) \\
\Lambda^+(t) &= \Lambda^+(-t) \\
|\Lambda^+(t)| &= |\Lambda^+(-t)|
\end{align*}

(5.15) (5.16) (5.17)

c) The argument $\theta(t) := \arg\{\Lambda^+(t)\} \in (-\pi, \pi]$ satisfies $\theta(-t) = \pi - \theta(t)$ and
\begin{equation}
\theta(t) = \arctan \frac{(t/\nu)^{\alpha-3} \sin \frac{1+\alpha}{2} \pi}{1 + (t/\nu)^{\alpha-3} \cos \frac{1-\alpha}{2} \pi}, \quad t > 0
\end{equation}

decreasing continuously from $\theta(0^+) := \lim_{t \to 0^+} \theta(t) = \frac{1-\alpha}{2} > 0$ to $\theta(\infty) := 0$ as $t \to \infty$. Moreover,
\begin{equation}
\frac{1}{\pi} \int_0^\infty \theta(t) dt = \nu \frac{\sin \frac{\pi}{3-\alpha} \frac{1+\alpha}{2}}{\sin \frac{\pi}{3-\alpha}} =: \nu b_\alpha.
\end{equation}

Proof. The formula (5.12) follows from (5.3) and the identity
\begin{equation}
\int_0^\infty \frac{t^{\alpha}}{t^2 - z^2} dt = z^{\alpha-1} \frac{1}{2} \cos \frac{\pi}{2\alpha} \begin{cases} e^\frac{1+\alpha}{2} \pi i & \arg(z) \in (0, \pi) \\
e^{1-\alpha} \pi i & \arg(z) \in (-\pi, 0)
\end{cases}
\end{equation}

(5.20)
which is obtained by integrating the function \( \xi \mapsto \frac{e^{\alpha \xi}}{\xi - z} \) over the circular contour, cut along the negative real semiaxis. Properties (5.13)-(5.18) are deduced by direct calculations, using (5.12). The integral in (5.19) reduces to

\[
\int_0^\infty \theta(t) dt = \nu \left( \sin \frac{1-\alpha}{2} \pi \right) \int_0^\infty \frac{\tau^{\frac{1-\alpha}{2}}}{1 + (\tau + \arccot \frac{1-\alpha}{2} \pi^2)^2} d\tau
\]

through a change of variable and the claimed formula is obtained by an appropriate contour integration.

\[\square\]

5.1.2. Removal of singularities. Since \( \hat{\varphi}(z) \) is a priori an entire function, all the singularities must be removable. Note that \( \Phi_i(z_0) = \Phi_i(0), i = 0, 1 \) and therefore the numerator in (5.2) vanishes at \( \pm z_0 = \pm i\nu \) if

\[ e^{-z_0} \Phi_1(z_0) + \Phi_0(z_0) = 0. \quad (5.21) \]

Removal of discontinuity on the real line gives the condition

\[
\lim_{z \to t^+} \frac{1}{\Lambda(z)} (e^{-t} \Phi_1(t) + \Phi_0(t)) = \lim_{z \to t^-} \frac{1}{\Lambda(z)} (e^{-t} \Phi_1(t) + \Phi_0(t)). \quad (5.22)
\]

When \(-z\) approaches \( t \in \mathbb{R} \) from below the real line, \( z \) approaches it from above, and therefore, since both \( \Phi_0(t) \) and \( \Phi_1(t) \) do not have singularities on the negative real semiaxis, the condition (5.22) is equivalent to

\[
\frac{1}{\Lambda^+(t)} (e^{-t} \Phi_1(t) + \Phi_0(t)) = \frac{1}{\Lambda^-(-t)} (e^{-t} \Phi_1(-t) + \Phi_0(-t)), \quad t > 0
\]

\[
\frac{1}{\Lambda^+(t)} (e^{-t} \Phi_1(-t) + \Phi_0(t)) = \frac{1}{\Lambda^-(-t)} (e^{-t} \Phi_1(-t) + \Phi_0(t)), \quad t < 0
\]

In view of (5.16) these two equations can be rewritten as

\[
\Phi_1^+(t) - \frac{\Lambda^+(t)}{\Lambda^-(t)} \Phi_0^-(t) = e^{-t} \Phi_1(-t) \left( \frac{\Lambda^+(t)}{\Lambda^-(t)} - 1 \right), \quad t > 0.
\]

\[
\Phi_1^+(t) - \frac{\Lambda^+(t)}{\Lambda^-(t)} \Phi_0^-(t) = e^{-t} \Phi_0(-t) \left( \frac{\Lambda^+(t)}{\Lambda^-(t)} - 1 \right), \quad t < 0.
\]

Since \( \Lambda^+(t) \) and \( \Lambda^-(t) \) are complex conjugates, it follows that \( \Lambda^+(t) / \Lambda^-(t) = e^{2i\theta(t)} \) and

\[
\frac{\Lambda^+(t)}{\Lambda^-(t)} - 1 = e^{2i\theta(t)} - 1 = 2ie^{i\theta(t)} \sin \theta(t).
\]

Therefore (5.23) becomes

\[
\Phi_0^+(t) - e^{2i\theta(t)} \Phi_0^-(t) = 2ie^{-t}e^{i\theta(t)} \sin \theta(t) \Phi_1(-t) \quad t > 0.
\]

\[
\Phi_1^+(t) - e^{2i\theta(t)} \Phi_1^-(t) = 2ie^{-t}e^{i\theta(t)} \sin \theta(t) \Phi_0(-t) \quad t > 0.
\]

Further, since \( tu(0,t) \) and \( tu(1,t) \) are uniformly bounded, the formulas (5.11) imply that for any \( \alpha \in (0,1) \)

\[
\Phi_0(z) \sim z \quad \text{and} \quad \Phi_1(z) \sim \text{const. as } z \to \infty \quad (5.25)
\]
and

$$|\Phi_0(z)| \sim |z|^{\alpha - 1} \quad \text{and} \quad |\Phi_1(z)| \sim |z|^{\alpha - 1} \quad \text{as} \quad z \to 0.$$  \hspace{1cm} (5.26)

5.1.3. An equivalent formulation of the eigenproblem. At this point the eigenproblem (5.1) reduces to finding functions $\Phi_0(z)$ and $\Phi_1(z)$, which are sectionally holomorphic on $\mathbb{C} \setminus \mathbb{R}_{\geq 0}$ and satisfy the boundary conditions (5.24), the constraint (5.21) and the growth conditions (5.25) and (5.26). Following the program outlined in Section 4, we will construct such functions as solutions of an integro-algebraic system of equations.

To this end, define

$$X_0(z) = \exp \left( \frac{1}{\pi} \int_0^{\infty} \frac{\theta_0(t)}{t-z} dt \right), \quad z \in \mathbb{C} \setminus \mathbb{R}_{\geq 0}$$  \hspace{1cm} (5.27)

where the function $\theta_0(t) := \theta(\nu t)$ does not depend on $\nu$, see (5.18). For any fixed $\nu > 0$ let $p_\pm(t)$ and $q_\pm(t)$ be solutions of the integral equations

$$p_\pm(t) = \pm \frac{1}{\pi} \int_0^{\infty} \frac{h_0(s)e^{-\nu s}}{s+t} p_\pm(s) ds + 1 \quad t > 0$$

$$q_\pm(t) = \pm \frac{1}{\pi} \int_0^{\infty} \frac{h_0(s)e^{-\nu s}}{s+t} q_\pm(s) ds + t$$  \hspace{1cm} (5.28)

where the function

$$h_0(t) := e^{i\theta_0(t)} \sin \theta_0(t) \frac{X_0(-t)}{X_0'(t)}$$

is real valued, see (5.37) below. We will extend the definition of $q_\pm$ and $p_\pm$ to the cut plane, setting

$$p_\pm(z) := \pm \frac{1}{\pi} \int_0^{\infty} \frac{h_0(s)e^{-\nu s}}{s+z} p_\pm(s) ds + 1 \quad z \in \mathbb{C} \setminus \mathbb{R}_{\leq 0}$$

$$q_\pm(z) := \pm \frac{1}{\pi} \int_0^{\infty} \frac{h_0(s)e^{-\nu s}}{s+z} q_\pm(s) ds + z$$

Finally let us define the functions

$$a_\pm(z) = p_+(z) \pm p_-(z)$$

$$b_\pm(z) = q_+(z) \pm q_-(z)$$  \hspace{1cm} (5.29)

and the constants

$$\xi := e^{i\nu/2} X_0(i) \left( b_+(-i) - b_\alpha a_+(-i) \right) + e^{-i\nu/2} X_0(-i) \left( b_-(-i) - b_\alpha a_-(-i) \right)$$

$$\eta := e^{i\nu/2} X_0(i) a_-(i) + e^{-i\nu/2} X_0(-i) a_+(i)$$  \hspace{1cm} (5.30)

where $b_\alpha$ is defined in (5.19).

The following lemma gives an equivalent formulation of the eigenproblem (5.1):

Lemma 5.3. Let $(p_\pm, q_\pm, \nu)$ with $\nu > 0$ be a solution of the system, which consists of the integral equations (5.28) and the algebraic equation

$$\text{Im}\{\xi \eta\} = 0.$$  \hspace{1cm} (5.31)
Let \( \varphi \) be defined by the Laplace transform (5.2), where
\[
\Phi_0(z) := X_0(z/\nu) \left(b_+(-z/\nu) - b_\alpha a_+(-z/\nu) - \frac{\xi}{\eta} a_-(-z/\nu)\right)
\]
and \( \lambda \) be defined by (5.13). Then the pair \((\lambda, \varphi)\) solves the eigenproblem (5.1). Conversely, any pair \((\lambda, \varphi)\) satisfying (5.1) defines a solution of the above integro-algebraic system.

**Proof.** Suppose \((\lambda, \varphi)\) is a solution of the eigenproblem and let us show that the functions \(\Phi_0(z)\) and \(\Phi_1(z)\), defined in (5.11), and the real number \(\nu > 0\), defined by (5.13), solve the aforementioned integro-algebraic system.

a) The first step is to find a nowhere vanishing sectionally holomorphic function \(X(z)\) on \(\mathbb{C} \setminus \mathbb{R}_{\geq 0}\) satisfying the boundary condition
\[
\frac{X^+(t)}{X^-(t)} = e^{2i\theta(t)}, \quad t > 0.
\]
Since \(\theta(t)\) is Hölder on \(\mathbb{R}_{\geq 0}\) and \(\theta(t) \sim t^{\alpha-3}\) as \(t \to \infty\), such function can be obtained by the Sokhotski–Plemelj formula
\[
X(z) = \exp \left( \frac{1}{\pi} \int_0^\infty \frac{\theta(t)}{t - z} \, dt \right), \quad z \in \mathbb{C} \setminus \mathbb{R}_{\geq 0}
\]
and it is unique up to a multiplicative factor \(z^\beta\) with an integer \(\beta\). Any \(\beta \leq 0\) will suit our purposes, rendering the functions \(S\) and \(D\), defined in (5.35) below, to be square integrable near the origin. This is needed, since the emerging integral equations (5.36) can be guaranteed to have the unique solution in \(L_2(0, \infty)\). The particular choice \(\beta = 0\) is a matter of convenience: other values would introduce the multiplicative factor \(z^\beta\) in the calculations below, which eventually cancels out, ultimately leading to the same integro-algebraic system.

Since \(\lim_{t \to 0+} \theta(t) = \frac{1 - \alpha}{2} \pi > 0\), \(X(z)\) satisfies
\[
X(z) \sim 1 - z^{-1} \nu b_\alpha \quad \text{as } z \to \infty
\]
and
\[
X(z) \sim z^{\frac{\alpha - 1}{\alpha}} \quad \text{as } z \to 0
\]
where \(b_\alpha\) is the constant defined in (5.19). Plugging (5.33) into the conditions (5.24) gives
\[
\frac{\Phi_0^+(t)}{X^+(t)} - \frac{\Phi_0^-(t)}{X^-(t)} = 2ie^{-t}e^{i\theta(t)} \sin \theta(t) \frac{X(-t) \Phi_1(-t)}{X^+(t) X(-t)} \quad t > 0
\]
and the functions
\[
S(z) := \frac{\Phi_0(z) + \Phi_1(z)}{2X(z)}
\]
and
\[
D(z) := \frac{\Phi_0(z) - \Phi_1(z)}{2X(z)}
\]
satisfy the decoupled equations

\begin{align*}
S^+(t) - S^-(t) &= 2ih(t)e^{-t}S(-t) \\
D^+(t) - D^-(t) &= -2ih(t)e^{-t}D(-t)
\end{align*} \tag{5.36}

where we defined

\[ h(t) := e^{i\theta(t)} \sin \theta(t) \frac{X(-t)}{X^+(t)}. \]

By the Sokhotski–Plemelj formula

\[
\frac{X(-t)}{X^+(t)} = \exp\left(\frac{1}{\pi} \int_0^\infty \frac{\theta(s)}{s + t} ds - \frac{1}{\pi} \int_0^\infty \frac{\theta(s)}{s - t} ds - i\theta(t)\right) = \\
\exp\left(-\frac{2t}{\pi} \int_0^\infty \frac{\theta(s)}{s^2 - t^2} ds - i\theta(t)\right)
\]

where the dash integral stands for the Cauchy principle value. Integration by parts gives

\[
h(t) = e^{i\theta(t)} \frac{X(-t)}{X^+(t)} \sin \theta(t) = \exp\left(-\frac{2t}{\pi} \int_0^\infty \frac{\theta(s)}{s^2 - t^2} ds\right) \sin \theta(t) = \\
\exp\left(-\frac{1}{\pi} \int_0^\infty \theta'(s) \log \left|\frac{s + t}{t - s}\right| ds\right) \sin \theta(t),
\]

which shows that \( h(t) \) is a real valued function, Hölder continuous on \( \mathbb{R}_{\geq 0} \) and \( h(0) := \sin \theta(0+) = \sin \frac{1-\alpha}{2} \pi \).

b) By the estimates (5.25)-(5.26) and (5.34), the functions in the right hand sides of (5.36) are Hölder continuous and vanish as \( t \to \infty \). Therefore by the Sokhotski–Plemelj formula

\begin{align*}
S(z) &= \frac{1}{\pi} \int_0^\infty \frac{h(t)e^{-t}}{t - z} S(-t) dt + P_1(z) \\
D(z) &= -\frac{1}{\pi} \int_0^\infty \frac{h(t)e^{-t}}{t - z} D(-t) dt + P_2(z)
\end{align*} \tag{5.38}

where \( P_1(z) \) and \( P_2(z) \) are polynomials, to be chosen to match the growth of \( S(z) \) and \( D(z) \) as \( z \to \infty \) (see (4)(b) in Section 4).

The asymptotic formula \((az + b)(1 - c/z) \simeq a(z + c) + b \) as \( z \to \infty \) and the estimates (5.34) and (5.11) give

\[
P_1(z) := -c_2(z + \nu b_\alpha) + c_1 \\
P_2(z) := -c_2(z + \nu b_\alpha) - c_1
\]

where we defined the constants

\[
c_1 = -\frac{1}{2} \frac{\lambda \Gamma(\alpha)}{c_\alpha} \psi'(1) \\
c_2 = -\frac{1}{2} \frac{\lambda \Gamma(\alpha)}{c_\alpha} \psi(0).
\]
If we set \( z := -t \) in (5.38) with \( t \in \mathbb{R}_{>0} \), the following integral equations for \( S(-t) \) and \( D(-t) \) on the positive real semiaxis are obtained

\[
S(-t) = \frac{1}{\pi} \int_{0}^{\infty} \frac{h(s)e^{-s}}{s + t} S(-s)ds + c_2(t - \nu b_a) + c_1
\]

\[
D(-t) = \frac{1}{\pi} \int_{0}^{\infty} \frac{h(s)e^{-s}}{s + t} D(-s)ds + c_2(t - \nu b_a) - c_1
\]

and by linearity

\[
S(z\nu) = c_2 \nu (q_+(-z) - b_0 p_+(-z)) + c_1 p_+(z)
\]

\[
D(z\nu) = c_2 \nu (q_-(z) - b_0 p_-(z)) - c_1 p_-(z).
\] (5.39)

Combining the definitions (5.29) and (5.35) with (5.39) gives

\[
\Phi_0(z\nu) = c_2 \nu X_0(z)(b_+(z) - b_0 a_+(z)) + c_1 X_0(z) a_+(z)
\]

\[
\Phi_1(z\nu) = c_2 \nu X_0(z)(b_-(z) - b_0 a_-(z)) + c_1 X_0(z) a_-(z).
\] (5.40)

If we now plug (5.40) into condition (5.21), the linear equation

\[c_2 \nu \xi + c_1 \eta = 0\]

with respect to the real valued coefficients \( c_1 \) and \( c_2 \) is obtained. This equation has non-trivial solutions if and only if (5.31) holds, in which case \( c_1 = -c_2 \nu \xi / \eta \). Plugging this back into (5.40) and omitting multiplicative constants gives (5.32). To recap, starting with an eigenvalue \( \lambda \) and the corresponding eigenfunction \( \varphi \) we have constructed a solution to the integro-algebraic system defined in the lemma.

The other direction is shown by reverting all the operations: starting with \((p_{\pm}, q_{\pm}, \nu)\) solving the system (5.28) and (5.31), a pair of sectionally holomorphic functions \( \Phi_0(z) \) and \( \Phi_1(z) \) is constructed, so that the conditions (5.21) and (5.22) are met. Consequently, inverting the Laplace transform, a function \( \varphi \) is obtained, so that the pair \((\lambda, \varphi)\) with \( \lambda > 0 \) defined by the formula (5.13), solves the eigenproblem (5.1).

\[\square\]

Remark 5.4. Note that \( b_+(z) - 2z \rightarrow 0 \) and \( a_+(z) \rightarrow 2 \), while \( b_-(z) \) and \( a_-(z) \) vanish as \( z \rightarrow \infty \). Therefore in view of (5.11) and (5.32), we also have

\[
\int_{0}^{1} \varphi(x)dx = \psi(0) = \frac{c_\alpha}{\lambda \Gamma(\alpha)} \lim_{z \rightarrow \infty} z^{-1} \Phi_0(z) = -\frac{2c_\alpha}{\lambda \Gamma(\alpha)} \nu^{-1}
\] (5.41)

and

\[
\varphi(1) = -\psi'(1) = \frac{c_\alpha}{\lambda \Gamma(\alpha)} \lim_{z \rightarrow \infty} \Phi_1(z) = -\frac{2c_\alpha}{\lambda \Gamma(\alpha)} \frac{\xi}{\eta}
\] (5.42)

These formulas will be used to find the precise asymptotics for both quantities.

The value of \( X_0(i) \) for the function \( X_0(z) \) defined in (5.27), can be found in a closed form and will be useful in calculations to follow:

Lemma 5.5.

\[\arg \{X_0(i)\} = \frac{1 - \alpha}{8} \pi \quad \text{and} \quad |X_0(i)| = \sqrt{\frac{3 - \alpha}{2}}.\]
Proof. Define

\[ \Gamma_0(z) = \frac{1}{\pi} \int_0^\infty \frac{\theta_0(t)}{t-z} dt \]

and note that

\[ \text{Im}\{\Gamma_0(i)\} = \frac{1}{\pi} \int_0^\infty \frac{\theta_0(t)}{t^2 + 1} dt = \frac{1}{\pi} \int_0^1 \frac{\theta_0(u) + \theta_0(u^{-1})}{u^2 + 1} du. \]

By (5.13) and (5.14)

\[ \theta_0(u) + \theta_0(u^{-1}) = \arg \left\{ \Lambda^+(u\nu)\Lambda^+(u^{-1}\nu) \right\} = \arg \left\{ (1 + u^{\alpha-3}i e^{-\frac{2}{\alpha}i}) \left( 1 + u^{3-\alpha}i e^{-\frac{2}{\alpha}i} \right) \right\} = \arg \left\{ i e^{-\frac{2}{\alpha}i} \left( 1 - u^{3-\alpha}i e^{\frac{2}{\alpha}i} \right) \left( 1 + u^{3-\alpha}i e^{-\frac{2}{\alpha}i} \right) \right\} = \arg \left\{ i e^{-\frac{2}{\alpha}i} \right\} = \frac{1}{2} - \frac{\alpha}{\pi} = \theta_0(0+) \]

and \( \theta_0(u) + \theta_0(u^{-1}) = \theta_0(0+) \) by continuity. Hence

\[ \text{Im}\{\Gamma_0(i)\} = \frac{\theta_0(0+)}{\pi} \int_0^1 \frac{1}{u^2 + 1} du = \frac{\theta_0(0+)}{4} \]

and \( \arg\{X_0(i)\} = \arg\{e^{\text{Im}\{\Gamma_0(i)\}}\} = \theta_0(0+)/4 \) as claimed.

Let us now compute the absolute value of \( X_0(i) \). To this end note that

\[ \log X(z) = \frac{1}{\pi} \int_0^\infty \frac{\theta(t)}{t-z} dt = \frac{1}{2\pi i} \int_0^\infty \log \Lambda^+(t)/\Lambda^-(t) dt \]

and by (5.16)

\[ \log X(-z) = \frac{1}{2\pi i} \int_0^\infty \frac{\log \Lambda^+(t)/\Lambda^-(t)}{t+z} dt = \frac{1}{2\pi i} \int_{-\infty}^0 \frac{\log \Lambda^+(t)/\Lambda^-(t)}{-t+z} dt. \]

Therefore

\[ \log X(z) + \log X(-z) = \frac{1}{2\pi i} \int_{-\infty}^\infty \frac{\log \Lambda^+(t)/\Lambda^-(t)}{t-z} dt. \]

The function

\[ \tilde{\Lambda}(z) := \frac{c_\alpha}{\Lambda^\alpha(z)} \frac{z\Lambda(z)}{z^2 - z_0^2} \]

does not vanish on the cut plane and satisfies \( \tilde{\Lambda}^+(t)/\tilde{\Lambda}^-(t) = \Lambda^+(t)/\Lambda^-(t) \) and \( \tilde{\Lambda}^\pm(t) \to 1 \) as \( t \to \pm\infty \). Thus

\[ \log X(z) + \log X(-z) = \frac{1}{2\pi i} \int_{-\infty}^\infty \frac{\log \tilde{\Lambda}^+(t)}{t-z} dt - \frac{1}{2\pi i} \int_{-\infty}^\infty \frac{\log \tilde{\Lambda}^-(t)}{t-z} dt, \]
where both integrals are well defined and can be evaluated by integrating the function
\[ g(\xi) := \log \tilde{\Lambda}(\xi)/(\xi - z) \]
over half circular contours in the upper and lower half-planes. For \( z \) with \( \text{Im}(z) > 0 \),
\[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\log \tilde{\Lambda}^-(t)}{t - z} dt = 0 \]
and
\[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\log \tilde{\Lambda}^+(t)}{t - z} dt = \text{Res}(g; z) = \log \tilde{\Lambda}(z). \]
Similarly, for \( z \) with \( \text{Im}(z) < 0 \),
\[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\log \tilde{\Lambda}^-(t)}{t - z} dt = 0 \]
and
\[ \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{\log \tilde{\Lambda}^+(t)}{t - z} dt = -\text{Res}(g; z) = -\log \tilde{\Lambda}(z). \]
Thus we obtain \( \log X(z) + \log X(-z) = \log \tilde{\Lambda}(z) \) or
\[ X(z)X(-z) = \frac{c_\alpha}{\lambda \Gamma(\alpha)} \frac{z \Lambda(z)}{z^2 - z_0^2}. \]
Taking \( z \to z_0 \) gives
\[ X(z_0)X(-z_0) = \frac{c_\alpha}{\lambda \Gamma(\alpha)} \frac{1}{2} \Lambda'(z_0). \]
Differentiating the expression in (5.12), we get
\[ \Lambda'(z_0) = \frac{\lambda \Gamma(\alpha)}{c_\alpha} + (\alpha - 2)(i\nu)^{\alpha - 3} \frac{\pi i}{\cos \frac{\pi}{2} \alpha} e^{-\frac{i\pi}{2} \alpha} = \frac{\lambda \Gamma(\alpha)}{c_\alpha} (3 - \alpha) \]
and consequently
\[ |X_0(i)| = \sqrt{X_0(i)X_0(-i)} = \sqrt{\frac{3 - \alpha}{2}}. \]
\[ \square \]
5.1.4. Properties of the integro-algebraic system. So far we established only correspondence between the solutions of the eigenproblem and the integro-algebraic system of equations. Solvability of this system, proved in Lemma 5.9 below, relies essentially on the properties of the operator
\[ (Af)(t) := \frac{1}{\pi} \int_0^{\infty} \frac{h_0(s)e^{-\nu s}}{s + t} f(s) ds, \]
verified in this subsection.

Lemma 5.6. The operator \( A \) is a contraction on \( L^2(0, \infty) \) for all \( \nu \) large enough. More precisely, for any \( \alpha_0 \in (0, 1) \) there exist an \( \varepsilon > 0 \) and a constant \( \nu' > 0 \), such that
\[ \|A\| \leq 1 - \varepsilon \text{ for all } \nu \geq \nu' \text{ and all } \alpha \in [\alpha_0, 1]. \]
Proof. The function $h_0(t) := h(t\nu)$ does not depend on $\nu$, is continuous on $(0, \infty)$ and satisfies $\lim_{t \to \infty} h_0(t) = 0$ and $h_0(0+) = \sin \frac{1-\alpha}{2}\pi \in (0, 1)$. Moreover, a direct calculation shows that $\theta_0(t)$ decreases and $|\theta_0'(t)|/3 \leq t^{-3/2} \leq 1$ and hence by (5.37)

$$|h_0(t)| \leq g_0(t)|\sin \theta_0(t)| =: \tilde{h}_0(t)$$

where the function

$$g_0(t) := \exp \left(3 \int_0^\infty (s^{-3} \wedge 1) \log \frac{t + s}{t - s} \, ds\right)$$

is continuous and bounded with $g_0(0) = 1$ and $\lim_{t \to \infty} g_0(t) = 1$. In particular, both norms $\|h_0\|_\infty$ and $\|\tilde{h}_0\|_\infty$ are uniformly bounded over $\alpha \in (0, 1]$.

Since $|\tilde{h}_0(0)| \leq \sin \frac{1-\alpha}{2}\pi =: 1 - 2\varepsilon < 1$, there exists a $\delta > 0$ so that $\tilde{h}_0(t) \leq 1 - \varepsilon$ for all $t \leq \delta$ and therefore

$$|h_0(t)| e^{-\nu t} \leq |h_0(t)| e^{-\nu t} \leq (1 - \varepsilon) 1_{\{t \leq \delta\}} + \|\tilde{h}\|_\infty e^{-\nu \delta} 1_{\{t > \delta\}} \leq 1 - \varepsilon, \quad t \geq 0,$$

for all $\nu \geq \nu' := \frac{1}{\pi} \log \left(\|\tilde{h}\|_\infty/(1 - \varepsilon)\right)$ and all $\alpha \in [\alpha_0, 1]$. Consequently, for any $g, f \in L^2(0, \infty)$ and all such $\nu$

$$|\langle g, Af \rangle| \leq \frac{1 - \varepsilon}{\pi} \int_0^\infty \int_0^\infty |g(t)||f(s)| \frac{1}{s + t} \, ds \, dt \leq$$

$$\frac{1 - \varepsilon}{\pi} \left(\int_0^\infty |f(s)|^2 \int_0^\infty \frac{s}{s + t} \, dt \, ds\right)^{1/2} \left(\int_0^\infty |g(t)|^2 \int_0^\infty \frac{s}{s + t} \, ds \, dt\right)^{1/2} \leq (1 - \varepsilon) \|f\| \|g\|,$$

where the last inequality holds, since

$$\int_0^\infty \frac{s}{s + t} \, dt = \int_0^\infty \frac{u^{-\frac{1}{2}}}{1 + u} \, du = \pi.$$

The claim now follows, since $\|Af\|^2 = \langle Af, Af \rangle \leq (1 - \varepsilon) \|f\| \|Af\|$. \hfill $\square$

The following lemma gathers several useful estimates:

**Lemma 5.7.** For any $\alpha_0 \in (0, 1)$ there exist constants $\nu'$ and $C$, such that for all $\nu \geq \nu'$ and all $\alpha \in [\alpha_0, 1]$,

$$|a_-(\pm i)| \leq C\nu^{-1}, \quad |a_+(\pm i) - 2| \leq C\nu^{-1}$$

$$|b_-(\pm i)| \leq C\nu^{-2}, \quad |b_+(\pm i) \mp 2i| \leq C\nu^{-2}$$

and for all $\tau > 0$

$$|a_-(\tau)| \leq C\nu^{-1}\tau^{-1}, \quad |a_+(\tau) - 2| \leq C\nu^{-1}\tau^{-1}$$

$$|b_-(\tau)| \leq C\nu^{-2}\tau^{-1}, \quad |b_+(\tau) - 2\tau| \leq C\nu^{-2}\tau^{-1}$$

**Proof.** The operator $A$ maps functions 1 and $t$ into $L^2(0, \infty)$ and since, by Lemma 5.6, for any $\alpha_0 \in (0, 1)$, $A$ is a contraction for all $\nu$ large enough, equations (5.28) have unique solutions, satisfying $(p\pm(t) - 1; t \geq 0) \in L^2(0, \infty)$ and $(q\pm(t) - t; t \geq 0) \in L^2(0, \infty)$. Let us estimate the norms of the functions $p\pm(t) - 1$ and $q\pm(t) - t$. To this end, write

$$q\pm(\tau) - \tau = \pm \frac{1}{\pi} \int_0^\infty \frac{h_0(u)e^{-\nu u}}{u + \tau} (q\pm(u) - u) \, du \pm \frac{1}{\pi} \int_0^\infty \frac{h_0(u)e^{-\nu u}}{u + \tau} u \, du.$$

(5.46)
By the generalized Minkowski inequality, the $L^2(0, \infty)$ norm of the last term on the right satisfies
\[
\left( \int_0^\infty \left( \int_0^\infty \frac{1}{\pi} \frac{h_0(u)e^{-u\nu}}{u+\tau} u du \right)^2 d\tau \right)^{\frac{1}{2}} \leq \int_0^\infty \left( \int_0^\infty \frac{1}{\pi} \frac{h_0(u)e^{-u\nu}}{u+\tau} u^2 d\tau \right)^{\frac{1}{2}} du \leq \frac{1}{\pi} \|h_0\|_\infty \int_0^\infty \sqrt{ue^{-u\nu}} du \leq \|h_0\|_\infty \nu^{-\frac{3}{2}}.
\]
The integral operator in (5.46) is contracting in $L^2(0, \infty)$ with $\|A\| < 1 - \varepsilon$, where $\varepsilon$ is independent of $\nu$. Therefore, the norm of $q_\pm(\tau) - \tau$ is bounded by $e^{-1}\|h_0\|_\infty \nu^{-\frac{3}{2}}$. Similarly, the norm of $p_\pm(\tau) - 1$ is bounded by $e^{-1}\|h_0\|_\infty \nu^{-\frac{3}{2}}$. Using these estimates, we obtain
\[
|q_\pm(\tau) - \tau| = \left| \frac{1}{\pi} \int_0^\infty \frac{h_0(u)e^{-u\nu}}{u+\tau} q_\pm(u) du \right| \leq \frac{1}{\pi} \int_0^\infty \frac{|h_0(u)e^{-u\nu}|}{u+\tau} |q_\pm(u) - u| du + \frac{1}{\pi} \int_0^\infty \frac{|h_0(u)e^{-u\nu}|}{u+\tau} u du \leq \|h_0\|_\infty \frac{1}{\tau} \left( \int_0^\infty e^{-2u\nu} du \right)^{1/2} \left( \int_0^\infty (q_\pm(u) - u)^2 du \right)^{1/2} + \|h_0\|_\infty \frac{1}{\tau} \int_0^\infty e^{-u\nu} du \leq C \nu^{1-\frac{1}{2}}.
\]
and, similarly, $|p_\pm(\tau) - 1| \leq C \nu^{1-\frac{1}{2}}$. Here constant $C$ depends only on $\|h_0\|_\infty$ and $\varepsilon$ and therefore only on $\alpha_0$ (see Lemma 5.6). The bounds claimed in (5.45) now follow from the definition of $a_\pm(\tau)$ and $b_\pm(\tau)$. The estimates (5.44) are obtained analogously.

5.1.5. Inversion of the Laplace transform. The expression for the eigenfunctions is obtained by inverting the Laplace transform, given by the formula (5.2):
Lemma 5.8. Let \((\Phi_0, \Phi_1, \nu)\) satisfy the integro-algebraic system introduced in Lemma 5.3, then the function

\[
\varphi(x) = -\frac{2}{3-\alpha} \Re \left\{ e^{i\nu x} \Phi_0(i\nu) \right\} \\
+ \frac{1}{\pi} \int_0^\infty \frac{\sin \theta_0(u)}{\gamma_0(u)} \left( e^{-\nu(1-x)}\Phi_1(-\nu) - e^{-\nu x}\Phi_0(-\nu) \right) du
\]

(5.47)

where \(\gamma_0(u) := \frac{\cos \frac{\pi\alpha}{2}\nu^2}{\pi} |\Lambda^+(\nu u)| \) and \(\lambda\) defined by the formula (5.13) solve the eigenproblem (5.1). Moreover,

\[
\int_0^1 \varphi(x) dx = -2\nu^{-1} \quad \text{and} \quad \varphi(1) = -\frac{2\xi}{\eta}.
\]

(5.48)

**Proof.** For any \(\nu\) solving the integro-algebraic system (5.28) and (5.31), \(\hat{\varphi}(z)\) is an entire function and we can carry out the inversion, integrating on the imaginary axis:

\[
\varphi(x) = -\frac{1}{2\pi i} \lim_{R \to \infty} \int_{-iR}^{iR} \left( \frac{e^{z(x-1)}\Phi_1(-z)}{\Lambda(z)} + \frac{\Phi_0(z)}{\Lambda(z)} - \hat{\varphi}(0) \right) e^{z\xi} dz
\]

(5.49)

where we defined

\[
f_1(z) = e^{z(x-1)}\frac{\Phi_1(-z)}{\Lambda(z)} \quad \text{and} \quad f_2(z) = e^{z\xi} \left( \frac{\Phi_0(z)}{\Lambda(z)} - \hat{\varphi}(0) \right).
\]

Note that for all \(x \in (0,1)\), the functions \(f_1(z)\) and \(f_2(z)\) decrease exponentially as \(z \to \infty\), when \(\Re(z) > 0\) and \(\Re(z) < 0\) respectively. Hence integrating \(f_1(z)\) over the contours, depicted in Figure 3, which lie in the right half plane, we get

\[
\int_{L_+^R} f_1(z) dz + \int_{C_R^+} f_1(z) dz + \int_{\Sigma^+} f_1(z) dz = 0
\]

\[
\int_{L_-^R} f_1(z) dz + \int_{C_R^-} f_1(z) dz + \int_{\Sigma^-} f_1(z) dz = 0
\]

Similarly, integrating \(f_2(z)\) over the contours in the left half plane gives

\[
\int_{L_+^R} f_2(z) dz + \int_{C_R^-} f_2(z) dz + \int_{\Sigma^-} f_2(z) dz = 2\pi i \Res(f_2, z_0)
\]

\[
\int_{L_-^R} f_2(z) dz + \int_{C_R^+} f_2(z) dz + \int_{\Sigma^+} f_2(z) dz = 2\pi i \Res(f_2, -z_0)
\]

Summing up these equations, taking \(R \to \infty\) and \(\delta \to 0\) and using Jordan’s lemma we get

\[
\int_{-i\infty}^{i\infty} (f_1(z) + f_2(dz)) dz = \int_{0}^{\infty} \left( f_1^+(t) - f_1^-(t) \right) dt + \int_{0}^{\infty} \left( f_2^+(t) - f_2^-(t) \right) dt
\]

\[
+ 2\pi i \Res(f_2, z_0) + 2\pi i \Res(f_2, -z_0)
\]
By the properties (5.15)-(5.17), for $t > 0$
\[ f_1^+(t) - f_1^-(t) = e^{t(x-1)} \Phi_1(-t) \left( \frac{1}{\Lambda^+(t)} - \frac{1}{\Lambda^-(t)} \right) = -e^{t(x-1)} \Phi_1(-t) \frac{2i \sin \theta(t)}{\gamma(t)}, \]
and
\[ f_2^-(t) - f_2^+(t) = e^{-tx} \Phi_0(-t) \left( \frac{1}{\Lambda^+(t)} - \frac{1}{\Lambda^-(t)} \right) = e^{-tx} \Phi_0(-t) \frac{2i \sin \theta(t)}{\gamma(t)}, \]
where $\gamma(t) = |\Lambda^+(t)|$. Plugging all these expressions into (5.49) gives
\[ \varphi(x) = \frac{1}{\pi} \int_0^\infty \frac{\sin \theta(t)}{\gamma(t)} \left( e^{-t(1-x)} \Phi_1(-t) - e^{-tx} \Phi_0(-t) \right) dt - \text{Res}(f_2, z_0) - \text{Res}(f_2, -z_0). \]

The integral term on the right hand side can be rewritten as
\[ \frac{1}{\pi} \int_0^\infty \frac{\sin \theta(t)}{\gamma(t)} \left( e^{-t(1-x)} \Phi_1(-t) - e^{-tx} \Phi_0(-t) \right) dt = \]
\[ \frac{\cos \frac{\pi \alpha}{2} \nu^{3-\alpha}}{\pi} \frac{1}{\pi} \int_0^\infty \frac{\sin \theta_0(u)}{\gamma_0(u)} \left( e^{-uv(1-x)} \Phi_1(-uv) - e^{-uvx} \Phi_0(-uv) \right) du, \]
where we defined $\gamma_0(u)$
\[ \gamma(uv) = |\Lambda^+(uv)| = \frac{\pi}{\cos \frac{\pi \alpha}{2}} \nu^{\alpha-2} |u + u^{\alpha-2} e^{\frac{\pi}{2}(1-\alpha)}| := \frac{\pi}{\cos \frac{\pi \alpha}{2}} \nu^{\alpha-2} \gamma_0(u). \]

Let us now compute the residues, using the formula (5.12):

\[ \text{Res}(f_2, z_0) = \frac{e^{z_0x} \Phi_0(z_0)}{\Lambda'(z_0)} = e^{ivx} \Phi_0(iv) \nu^{3-\alpha} \frac{\cos \frac{\pi \alpha}{2}}{\pi} \frac{1}{3 - \alpha}, \]

\[ \text{Res}(f_2, -z_0) = -e^{-z_0x} \Phi_0(-z_0) \frac{1}{\Lambda'(-z_0)} = -e^{-ivx} \Phi_0(-iv) \nu^{3-\alpha} \frac{\cos \frac{\pi \alpha}{2}}{\pi} \frac{1}{3 - \alpha}. \]

Hence
\[ \text{Res}(f_2, z_0) + \text{Res}(f_2, -z_0) = \nu^{3-\alpha} \frac{\cos \frac{\pi \alpha}{2}}{\pi} \frac{1}{3 - \alpha} \left( e^{ivx} \Phi_0(iv) + e^{-ivx} \Phi_0(-iv) \right) = \]
\[ \nu^{3-\alpha} \frac{\cos \frac{\pi \alpha}{2}}{\pi} \frac{2}{3 - \alpha} \text{Re}\left( e^{ivx} \Phi_0(iv) \right). \]

Assembling all parts together, we obtain (5.47). The formulas (5.48) follow from (5.41)-(5.42) and the definition (5.13).

5.1.6. Asymptotic analysis. The following lemma derives asymptotics for the algebraic part of solutions of the system from Lemma 5.3:

**Lemma 5.9.** The integro-algebraic system (5.28) and (5.31) has countably many solutions, which can be enumerated so that
\[ \nu_n = \pi \left( n + \frac{1}{2} \right) - \frac{1 - \alpha}{4} \pi + \arcsin \frac{b_\alpha}{\sqrt{1 + b_\alpha^2}} + n^{-1} r_n(\alpha), \ n \to \infty, \] (5.50)
where $b_\alpha$ is defined in (5.19) and the residual $r_n(\alpha)$ is bounded, uniformly in $n$ and $\alpha \in [\alpha_0, 1]$ for any $\alpha_0 \in (0, 1)$.
Proof. Let us rewrite (5.30) as
\[
\xi := e^{iu/2}X_0(i)\left(b_+(-i) - b_0a_+(-i)\right)\left(1 + e^{-iu}X_0(-i)(b_-(-i) - b_0a_-(-i))\right)
\]
\[
\eta := e^{iu/2}X_0(i)a_+(-i)\left(1 + e^{-iu}X_0(-i)a_-(-i)\right)
\]
Then by Lemma 5.7 and Lemma 5.5
\[
\xi\eta = 4\frac{3 - \alpha}{2}\sqrt{1 + b_0^2}\exp\left\{i\left(\nu + \frac{1 - \alpha}{4}\pi - \pi + \arg(i + b_0)\right)\right\}\left(1 + R(\nu)\right)
\]
where \(|R(\nu)| \leq C_1\nu^{-1}\) with a constant \(C_1\), depending only on \(\alpha_0\). Consequently the equation (5.31) becomes
\[
\nu + \frac{1 - \alpha}{4}\pi - \pi + \arg(i + b_0) - \pi n + \arctan\frac{\Im\{R(\nu)\}}{1 + \Re\{R(\nu)\}} = 0, \quad n \in \mathbb{Z}. \tag{5.51}
\]
This defines a particular enumeration of all possible solutions \((p_{\pm n}, q_{\pm n}, \nu_n)\) of the integro-algebraic system.

Calculations similar to those in the proof of Lemma 5.7 also show that \(|R'(\nu)| \leq C_2\nu^{-1}\) with a constant \(C_2\) and in view of Lemma 5.6, the integro-algebraic system is contracting for all positive \(n\) large enough, so that the unique solution for such \(n\) is given by the fixed-point iterations. The asymptotics (5.50) follows from (5.51). \(\square\)

Let us now derive asymptotic approximation for the eigenfunctions. To this end, under the enumeration fixed in Lemma 5.9,
\[
\frac{\xi}{\eta} = \frac{\xi\eta}{|\eta|^2} = (-1)^n|\xi|\frac{|\xi|}{|\eta|} = (-1)^n\sqrt{1 + b_0^2}(1 + O(n^{-1})), \quad n \to \infty
\]
where the second equality holds by condition (5.31) and the choice of \(n\) in (5.51) and the asymptotics is obtained, applying the estimates (5.44) to the definitions (5.30). Plugging (5.32) into (5.47) and using the bounds from Lemma 5.7, we obtain
\[
\varphi_n(x) = \frac{4}{3 - \alpha}\Re\left\{e^{i\nu_n x}X_0(i)(i + b_0)\right\}
+ \frac{2}{\pi} \int_0^\infty \frac{\sin \theta_0(u)}{\gamma_0(u)}X_0(-u)\left(-e^{-\nu_n u}(u - b_0) - (-1)^n \sqrt{1 + b_0^2}e^{-\nu_n(1-x)}\right)du + \nu_n^{-1}\tilde{r}_n(x),
\]
with a uniformly bounded residual \(\tilde{r}_n(x)\). By Lemma 5.5
\[
\Re\left\{e^{i\nu_n x}X_0(i)(i + b_0)\right\} = \sqrt{1 + b_0^2}\sqrt{\frac{3 - \alpha}{2}}\cos\left(\nu_n x + \frac{1 - \alpha}{8}\pi + \arg(i + b_0)\right)
\]
and therefore
\[
\varphi_n(x) \propto \sqrt{2}\cos\left(\nu_n x + \frac{1 - \alpha}{8}\pi + \arg(i + b_0)\right)
+ \frac{\sqrt{3 - \alpha}}{\pi} \int_0^\infty \rho_0(u)\left(-e^{-\nu_n u}u - b_0\sqrt{1 + b_0^2} - (-1)^n e^{-\nu_n(1-x)}\right)du + \nu_n^{-1}\tilde{r}_n(x), \tag{5.52}
\]
guarantees existence of $\alpha$ for any $\alpha$, of $\pi$ to the natural enumeration, while the second order term may change by an integer multiple $\alpha$ parameter corresponding to the natural enumeration, introduced in Lemma 5.1.7.

This uncertainty can be eliminated using continuity of the spectrum with respect to the parameter $\alpha$ and the exact formula (1.2), corresponding to $\alpha = 1$. Taking into account the definition of $b_{\alpha}$ in (5.19), for a fixed $\alpha' \in (0, 1]$

$$|k_{\alpha'} - k_{\alpha}| \leq |\tilde{\nu}_n(\alpha') - \tilde{\nu}_n(\alpha)| + 2|\alpha' - \alpha| + n^{-1}(|r_n(\alpha)| + |r_n(\alpha')|).$$

The last term on the right hand side can be made smaller than any $\epsilon > 0$ uniformly over $\alpha, \alpha' \in [\alpha_0, 1]$ by choosing $n$ large enough. By Theorem 1.14 in [24] (see also Theorem 3 in
... 

\[ \tilde{\nu}_n = \pi \left( n - \frac{1}{2} \right) - \frac{1 - \alpha}{4} \pi + \frac{\pi}{2} - \arg \{ i + b_\alpha \} + O(n^{-1}), \quad n \to \infty. \]

This gives the eigenvalues asymptotics, claimed in (2.2), after replacing \( \alpha \) with \( 2 - 2H \) and omitting tilde from the notation:

\[ \lambda_n = 4^{\alpha - 3} \frac{c_\alpha}{\Gamma(\alpha)} \frac{\pi}{2^{\alpha}} = \Gamma(2H + 1) \sin(\pi H) \nu_n^{1-2H} \]

where we used the well known properties of the \( \Gamma \) function.

Similarly, under the natural enumeration, the formula (5.52) becomes

\[ \tilde{\varphi}_n(x) = \varphi_{n-1}(x) = \sqrt{2} \cos \left( \tilde{\nu}_n x + \frac{1 - \alpha}{8} \pi + \arg \{ i + b_\alpha \} \right) \]

\[ + \frac{\sqrt{3 - \alpha}}{\pi} \int_0^\infty \rho_0(u) \left( e^{-u\tilde{\nu}_n x} \frac{u - b_\alpha}{\sqrt{1 + b_\alpha^2}} - (1 - n^{-1} e^{-u\tilde{\nu}_n(1-x)}) \right) du + \nu_n^{-1} \tilde{r}_n(x). \]

Replacing \( \alpha \) with \( 2 - 2H \), setting \( \ell_H := b_{2-2H} \) and removing tilde from the notation, (2.4) is obtained with

\[ \rho_0(u) = \frac{\sin \theta_0(u)}{\gamma_0(u)} \exp \left\{ \frac{1}{\pi} \int_0^\infty \frac{\theta_0(v)}{v + u} dv \right\} \]

\[ \theta_0(u) = - \arctan \frac{\cos(\pi H)}{u^{2H+1} + \sin(\pi H)} \]

\[ \gamma_0^2(u) = \left( u + u^{-2H} \sin(\pi H) \right)^2 + \left( u^{-2H} \cos(\pi H) \right)^2 \]

and the formulas (2.5) and (2.6) follow from (5.53) by the corresponding normalization.

5.2. The case \( \alpha > 1 \). Our main representation formula for the Laplace transform of \( \varphi \) in Lemma 5.1 was derived using the fact that derivative and integration in (5.5) are interchangeable. For \( \alpha > 1 \) this is no longer possible and, though the same approach still works, some of the calculations are made differently.

5.2.1. The Laplace transform. The following representation is the analog of Lemma 5.1:

**Lemma 5.10.** For \( \alpha \in (1, 2) \),

\[ \tilde{\varphi}(z) - \tilde{\varphi}(0) = - \frac{1}{\Lambda(z)} \left( e^{-z} \varphi_1(-z) + \varphi_0(z) \right), \quad z \in \mathbb{C} \]

where the functions \( \varphi_0(z) \) and \( \varphi_1(z) \), defined in (5.58) below, are sectionally holomorphic on \( \mathbb{C} \setminus \mathbb{R}_{\geq 0} \), and

\[ \Lambda(z) := z \frac{\Gamma(\alpha)}{|c_\alpha|} - z \int_0^\infty \frac{2t^{\alpha-2}}{t^2 - z^2} dt. \]

\[ (5.55) \]
Proof. The eigenproblem (5.1) can still be rewritten as (5.4), however this time the derivative and integration can no longer be interchanged and we get (c.f. (5.6))

\[
\frac{d}{dx} \int_0^1 (1 - \frac{\alpha}{2}) \text{sign}(x - y)|x - y|^{1 - \alpha} \psi(y)dy = -\lambda \psi''(x)
\]

(5.56)

Using the identity (c.f. (5.7))

\[
|x - x'|^{-(\alpha - 1)} = \frac{1}{\Gamma(\alpha - 1)} \int_0^\infty t^{\alpha - 2} e^{-t|x - x'|} dt, \quad \alpha \in (1, 2)
\]

we can rewrite the left hand side of (5.56) as

\[
\frac{d}{dx} \int_0^1 (1 - \frac{\alpha}{2}) \text{sign}(x - y)|x - y|^{-(\alpha - 1)} \psi(y)dy =
\]

\[
\frac{1 - \frac{\alpha}{2}}{\Gamma(\alpha - 1)} \frac{d}{dx} \int_0^\infty t^{\alpha - 2} \left( \int_0^1 \text{sign}(x - y)e^{-t|x - y|} \psi(y)dy \right) dt.
\]

If we define

\[
u(x, t) := \int_0^1 \text{sign}(x - y)e^{-t|x - y|} \psi(y)dy \quad \text{and} \quad u_0(x) := \int_0^\infty t^{\alpha - 2} u(x, t)dt,
\]

the equation (5.56) reads

\[
u_0'(x) = -\lambda \frac{\Gamma(\alpha - 1)}{1 - \frac{\alpha}{2}} \psi''(x),
\]

(5.57)

and \( u(x, t) \) solves the equation

\[
u''(x, t) = 2\psi'(x) + t^2 u(x, t),
\]

subject to boundary conditions

\[
u'(0, t) = tu(0, t) + 2\psi(0)
\]

\[
u'(1, t) = -tu(1, t).
\]

On the other hand, the Laplace transform \( \widehat{\nu''}(z, t) \) satisfies

\[
\widehat{\nu''}(z, t) = e^{-z}u'(1, t) - u'(0, t) + z e^{-z} u(1, t) - zu(0, t) + z^2 \widehat{\nu}(z, t) =
\]

\[
e^{-z}(z - t) u(1, t) - (z + t) u(0, t) - 2\psi(0) + z^2 \widehat{\nu}(z, t),
\]

and therefore

\[
(z^2 - t^2) \widehat{\nu}(z, t) = -e^{-z}(z - t) u(1, t) + (z + t) u(0, t) + 2(\psi'(z) + \psi(0)).
\]

Multiplying both sides by \( t^{\alpha - 2}/(z^2 - t^2) \) and integrating we obtain

\[
\widehat{u}_0(z) = -e^{-z} \int_0^\infty \frac{t^{\alpha - 2}}{z + t} u(1, t)dt + \int_0^\infty \frac{t^{\alpha - 2}}{z - t} u(0, t)dt + 2(\psi'(z) + \psi(0)) \int_0^\infty \frac{t^{\alpha - 2}}{z^2 - t^2} dt,
\]
and since \( \hat{u}_0'(z) = e^{-z}u_0(1) - u_0(0) + z\hat{u}_0(z) \),
\[
\hat{u}_0(z) = e^{-z}u_0(1) - u_0(0)
- ze^{-z} \int_0^\infty \frac{t^{\alpha-2}}{z+t} u(1,t)dt + z \int_0^\infty \frac{t^{\alpha-2}}{z-t} u(0,t)dt + z^2\hat{\psi}(z) \int_0^\infty \frac{2t^{\alpha-2}}{z^2-t^2} dt
= e^{-z} \int_0^\infty \frac{t^{\alpha-1}}{z+t} u(1,t)dt + \int_0^\infty \frac{t^{\alpha-1}}{z-t} u(0,t)dt + z^2\hat{\psi}(z) \int_0^\infty \frac{2t^{\alpha-2}}{z^2-t^2} dt.
\]

On the other hand, by (5.57)
\[
\frac{1}{\lambda \Gamma(\alpha-1)} \hat{u}_0'(z) = -\hat{\psi}'(z) = -e^{-z}\psi'(1) - z\hat{\psi}'(z) = -e^{-z}\psi'(1) + z\psi(0) - z^2\hat{\psi}(z).
\]

Combining the two expressions and noting that \( \frac{\Gamma(\alpha-1)}{1-\frac{t}{z}} = -\frac{\Gamma(\alpha)}{(1-\frac{t}{z})^{1-\alpha}} = \frac{\Gamma(\alpha)}{|c_\alpha|}, \)
we get
\[
- \left( \frac{\lambda \Gamma(\alpha)}{|c_\alpha|} z + \int_0^\infty \frac{2t^{\alpha-2}}{z^2-t^2} dt \right) z\hat{\psi}(z) = \lambda \frac{\Gamma(\alpha)}{|c_\alpha|} e^{-z}\psi'(1) + e^{-z} \int_0^\infty \frac{t^{\alpha-1}}{t+z} u(1,t)dt - \lambda \frac{\Gamma(\alpha)}{|c_\alpha|} z\psi(0) - \int_0^\infty \frac{t^{\alpha-1}}{t-z} u(0,t)dt.
\]

Since \( z\hat{\psi}(z) = -\hat{\varphi} + \hat{\varphi}(0) \), the equation (5.2) is obtained, if we define \( \Lambda(z) \) as in (5.55) and set
\[
\Phi_0(z) := \lambda \frac{\Gamma(\alpha)}{|c_\alpha|} \psi(0) z + \int_0^\infty \frac{t^{\alpha-1}}{t-z} u(0,t)dt
\]
\[
\Phi_1(z) := -\lambda \frac{\Gamma(\alpha)}{|c_\alpha|} \psi'(1) - \int_0^\infty \frac{t^{\alpha-1}}{t-z} u(1,t)dt
\]
(5.58)

While the expressions for \( \Phi_0(z) \) and \( \Phi_1(z) \) in (5.58) coincide with those in (5.11), the growth of these functions near the origin and at infinity is different for \( \alpha > 1 \) and \( \alpha < 1 \). Nevertheless, all further calculations can be carried out as before. Using the identity (5.20) with \( \alpha \) replaced by \( \alpha - 2 \), we find that \( \Lambda(z) \) in this case is given by the formula
\[
\Lambda(z) = \lambda \frac{\Gamma(\alpha)}{|c_\alpha|} z ^ {\alpha-2} \left| \cos \frac{\pi}{2\alpha} \right| \begin{cases} 
eq 1+\pi i \quad \text{arg}(z) \in (0, \pi) \\ \neq 1-\pi i \quad \text{arg}(z) \in (-\pi, 0) \\ \end{cases}
\]
which basically coincides with (5.12). Consequently, the rest of the proof and all the results remain intact, after replacing \( c_\alpha \) and \( \cos \frac{\pi}{2\alpha} \) with their absolute values.

6. Proof of Theorem 2.3

In this section we give the details for the steps outlined in Section 4 for the eigenproblem with the covariance operator (1.5):
\[
\frac{d}{dx} \int_0^1 C_\alpha |x-y|^{1-\alpha} \text{sign}(x-y) \varphi(y) dy = \lambda \varphi(x), \quad x \in [0,1],
\]
(6.1)
where \( C_\alpha = 1 - \frac{\alpha}{2} \) and \( \alpha = 2 - 2H \in (0,2) \setminus \{1\} \) as before. The exact second order asymptotics of the eigenvalues was obtained in [51] for \( \alpha \in (0,1) \). We will derive the
formulas (2.7) and (2.8) in the complementary case $\alpha \in (1, 2)$, leaving out similar derivation of the eigenfunctions asymptotics for $\alpha \in (0, 1)$.

6.1. The case $\alpha > 1$.

6.1.1. The Laplace transform. The first step is to find a useful representation for the Laplace transform (4.1):

Lemma 6.1. For $\alpha \in (1, 2)$

$$\hat{\varphi}(z) = \frac{\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} \frac{1}{\Lambda(z)} (e^{-z\Phi_1(-z)} - \Phi_0(z)), \quad (6.2)$$

where functions $\Phi_0(z)$ and $\Phi_1(z)$, defined in (6.7) below, are sectionally holomorphic on $\mathbb{C} \setminus \mathbb{R}_{\geq 0}$ and

$$\Lambda(z) := 1 - \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} z^2 \int_0^\infty \frac{\mu^{-2}}{z^2 - \mu^2} dt. \quad (6.3)$$

Proof. Let us define the functions

$$u(x, t) = \int_0^1 \varphi(x') e^{-t|x' - x|} \text{sign}(x - x') dx'$$

and

$$u_0(x) = \int_0^\infty t^{\alpha - 2} u(x, t) dt.$$  

Using identity (5.7) with $\alpha$ replaced by $\alpha - 1 \in (0, 1)$ we get

$$\overline{\mathcal{K}} \varphi(x) = \frac{C_\alpha}{\Gamma(\alpha - 1)} \frac{d}{dx} \int_0^\infty t^{\alpha - 2} \int_0^1 \varphi(x') e^{-t|x' - x|} \text{sign}(x - x') dx' dt =$$

$$\frac{C_\alpha}{\Gamma(\alpha - 1)} \frac{d}{dx} \int_0^\infty t^{\alpha - 2} u(x, t) dt = \frac{C_\alpha}{\Gamma(\alpha - 1)} u_0'(x),$$

and therefore

$$\varphi(x) = \frac{\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} u_0'(x), \quad x \in [0, 1]. \quad (6.4)$$

Differentiating $u(x, t)$ with respect to $x$ twice gives

$$u'(x, t) = \frac{d}{dx} \left( \int_0^x \varphi(x') e^{-t(x-x')} dx' - \int_x^1 \varphi(x') e^{-t(x-x')} dx' \right) =$$

$$2 \varphi(x) - t \int_0^x \varphi(x') e^{-t(x-x')} dx' - t \int_x^1 \varphi(x') e^{-t(x-x')} dx', \quad (6.5)$$

and

$$u''(x, t) = 2 \varphi'(x) + t^2 u(x, t), \quad x \in (0, 1).$$

Let us stress that it is not clear at this stage whether $\varphi'(x)$ exists at the endpoints $x \in \{0, 1\}$. Thus we define

$$v(x, t) := u(x, t) - \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} u_0(x), \quad x \in [0, 1],$$

which, for $x \in (0, 1)$, satisfies $v'(x, t) = u'(x, t) - 2 \varphi(x)$. Hence the definition of $v'(x, t)$ extends continuously to $[0, 1]$ and using (6.5), we obtain
Rearranging, we obtain
\[
v'(1, t) = -tu(1, t) = -tv(1, t) - \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} u_0(1) \tag{6.6}
\]
\[
v'(0, t) = tu(0, t) = tv(0, t) + \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} u_0(0).
\]

The Laplace transform of \(v''(x, t)\) satisfies
\[
\hat{v}''(z, t) = \int_0^1 e^{-zx}v''(x, t)dx = e^{-z}v'(1, t) - v'(0, t) + ze^{-z}v(1, t) - zv(0, t) + z^2\hat{v}(z, t)
\]
and since \(v''(x, t) = t^2u(x, t)\), using the boundary conditions (6.6),
\[
t^2\hat{u}(z, t) = \hat{v}''(t, z) =
\]
\[
e^{-z}v'(1, t) - v'(0, t) + ze^{-z}v(1, t) - zv(0, t) + z^2\hat{u}(z, t) - z^2 \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} \hat{u}_0(z) =
\]
\[
e^{-z}(z - t)u(1, t) - (z + t)u(0, t) - \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} z \left( e^{-z}u_0(1) - u_0(0) + z\hat{u}_0(z) \right) + z^2\hat{u}(z, t).
\]
Rearranging, we obtain
\[
(t^2 - z^2)\hat{u}(z, t) = -\frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} z^2\hat{u}_0(z) - \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} z \left( e^{-z}u_0(1) - u_0(0) \right) + e^{-z}(z - t)u(1, t) - (z + t)u(0, t).
\]
Multiplying by \(t^{\alpha - 2}/(t^2 - z^2)\) and integrating gives
\[
\hat{u}_0(z) = \hat{u}_0(z) \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} z^2 \int_0^\infty \frac{t^{\alpha - 2}}{t^2 - z^2} dt + \frac{2\lambda^{-1}C_\alpha}{\Gamma(\alpha - 1)} \left( e^{-z}u_0(1) - u_0(0) \right) z \int_0^\infty \frac{t^{\alpha - 2}}{z^2 - t^2} dt
- e^{-z} \int_0^\infty \frac{t^{\alpha - 2}}{t + z} u(1, t) dt - \int_0^\infty \frac{t^{\alpha - 2}}{t - z} u(0, t) dt.
\]
Using the definition of \(\Lambda(z)\) in (6.3), we get
\[
\Lambda(z)\hat{u}_0(z) = \frac{1 - \Lambda(z)}{z} \left( e^{-z}u_0(1) - u_0(0) \right) - e^{-z} \int_0^\infty \frac{t^{\alpha - 2}}{t + z} u(1, t) dt - \int_0^\infty \frac{t^{\alpha - 2}}{t - z} u(0, t) dt.
\]
Since \(\hat{u}'_0(z) = e^{-z}u_0(1) - u_0(0) + z\hat{u}_0(z)\) it follows that
\[
\Lambda(z)\hat{u}'_0(z) = e^{-z}u_0(1) - u_0(0) - e^{-z} \int_0^\infty \frac{zt^{\alpha - 2}}{t + z} u(1, t) dt - \int_0^\infty \frac{zt^{\alpha - 2}}{t - z} u(0, t) dt =
\]
\[
e^{-z} \int_0^\infty \frac{t^{\alpha - 1}}{t + z} u(1, t) dt - \int_0^\infty \frac{t^{\alpha - 1}}{t - z} u(0, t) dt.
\]
If we now define
\[
\Phi_0(z) = \int_0^\infty \frac{t^{\alpha - 1}}{t - z} u(0, t) dt
\]
\[
\Phi_1(z) = \int_0^\infty \frac{t^{\alpha - 1}}{t - z} u(1, t) dt \tag{6.7}
\]
the following expression for the Laplace transform of $u_0'(x)$ is obtained
\[
\hat{u}_0(z) = \frac{1}{\Lambda(z)} \left( e^{-z} \Phi_1(-z) - \Phi_0(z) \right),
\]
and the claimed formula follows from (6.4).

\[\square\]

The following lemma gives a simpler expression for $\Lambda(z)$, which exhibits its singularities:

**Lemma 6.2.**

a) The function $\Lambda(z)$, defined in (6.3), admits the following explicit expression
\[
\Lambda(z) = 1 - (z/\nu)\alpha^{-1} \begin{cases} 
  e^{-i\frac{\pi}{2}(\alpha-1)} & \arg(z) \in (0, \pi) \\
  e^{i\frac{\pi}{2}(\alpha-1)} & \arg(z) \in (-\pi, 0)
\end{cases}
\]
which is discontinuous along the real axis and has two zeros at $\pm z_0 = \pm iv$ with
\[
\nu^{\alpha-1} = \frac{\Gamma(\alpha - 1) \sin \frac{\pi(\alpha-1)}{2}}{\pi \lambda^{-1} C_{\alpha}}. 
\]

b) The limits $\Lambda^\pm(t) = \lim_{z \to t \pm} \Lambda(z)$ are given by the formulas
\[
\Lambda^\pm(t) = 1 - |t/\nu|\alpha^{-1} \begin{cases} 
  e^{\pm i\frac{\pi}{2}(\alpha-1)} & t > 0 \\
  e^{\pm i\frac{\pi}{2}(\alpha-1)} & t < 0
\end{cases}
\]
and satisfy the symmetries (5.15)-(5.17).

c) The argument $\theta(t) := \arg\{\Lambda^+(t)\} \in (-\pi, \pi]$ is an odd function, $\theta(-t) = -\theta(t)$, given by
\[
\theta(t) = \arctan \frac{(t/\nu)^{\alpha-1} \sin \frac{\pi(\alpha-1)}{2}}{1 - (t/\nu)^{\alpha-1} \cos \frac{\pi(\alpha-1)}{2}}, \quad t \geq 0
\]
where the branches of arctan are chosen so that $\theta(t)$ increases continuously from $\theta(0) = 0$ to $\theta(\infty) := \lim_{t \to \infty} \theta(t) = \frac{\pi \alpha}{2}$ as $t \to \infty$.

**Proof.** The claimed formulas follow from the identity (5.20) with $\alpha$ being replaced by $\alpha - 2$. \[\square\]

6.1.2. Removal of singularities. The inverse of $\widetilde{K}$ is an integral operator with a weakly singular kernel (see (6.33) below) and therefore its eigenfunctions are continuous on $[0, 1]$ and, consequently, the Laplace transform $\tilde{\varphi}(z)$ is an entire function. Therefore both singularities must be removable. Since $\Phi_i(-z_0) = \Phi_i(z_0)$, $i = 0, 1$ the poles at $\pm z_0 = \pm iv$ are removed if
\[
e^{-z_0} \Phi_1(-z_0) - \Phi_0(z_0) = 0. 
\]
The discontinuity $\tilde{\varphi}^+(t) \neq \tilde{\varphi}^-(t)$, $t \in \mathbb{R}$ vanishes if
\[
\frac{1}{\Lambda^+(t)} \left( e^{-t} \Phi_1(-t) - \Phi_0^+(t) \right) = \frac{1}{\Lambda^-(t)} \left( e^{-t} \Phi_1(-t) - \Phi_0^-(t) \right), \quad t > 0
\]
\[
\frac{1}{\Lambda^+(t)} \left( e^{-t} \Phi_1^-(t) - \Phi_0(t) \right) = \frac{1}{\Lambda^-(t)} \left( e^{-t} \Phi_1^+(t) - \Phi_0(t) \right), \quad t < 0.
\]
Since \( \theta(t) \) is antisymmetric around the origin, a rearrangement reduces these conditions to

\[
\Phi_0^+(t) - e^{2i\theta(t)}\Phi_0^-(t) = -2ie^{i\theta(t)} \sin \theta(t)e^{-t}\Phi_1(-t) \quad t > 0
\]

Moreover, definition (6.7) gives the estimates

\[
\Phi_i(z) = \begin{cases} O(z^{\alpha-2}) & z \to \infty \\ O(1) & z \to 0 \end{cases} \quad i = 0, 1
\]

6.1.3. An equivalent formulation of the eigenproblem. Let us find functions \( \Phi_0(z) \) and \( \Phi_1(z) \), which are sectionally holomorphic on \( \mathbb{C} \setminus \mathbb{R}_{\geq 0} \) and satisfy the boundary condition (6.12), the algebraic constraint (6.11) and the growth conditions (6.13). Following the program outlined in Section 4, we will construct such functions as solutions to a certain integro-algebraic system of equations. To this end, let us define (cf. (5.27))

\[
X_0(z) := (-z)^{-\theta_0(\infty)/\pi} \exp \left( \frac{1}{\pi} \int_0^\infty \frac{\theta_0(t) - \theta_0(\infty)}{t - z} dt \right)
\]

where \( \theta_0(t) := \theta(\nu t) \) does not depend on \( \nu \), see (6.10). For any \( \nu > 0 \) let \( p_{\pm}(t) \) be the solutions of the integral equations

\[
p_{\pm}(t) = \pm \frac{1}{\pi} \int_0^\infty \frac{h_0(\tau)e^{-\nu \tau}}{\tau + t} p_{\pm}(\tau) d\tau + 1, \quad t > 0,
\]

where the function

\[
h_0(t) = e^{i\theta_0(t)} \sin \theta_0(t) \frac{X_0(-t)}{X_0^*(t)}, \quad t > 0
\]

takes real values. Let us extend the domain of \( p_{\pm} \) to the cut plane by setting

\[
p_{\pm}(z) := \pm \frac{1}{\pi} \int_0^\infty \frac{h_0(\tau)e^{-\nu \tau}}{\tau + z} p_{\pm}(\tau) d\tau + 1, \quad z \in \mathbb{C} \setminus \mathbb{R}_{\leq 0}
\]

and define

\[
x := e^{-i\nu/2}X_0(-i)p_-(i)
\]
\[
\tilde{\eta} := e^{-i\nu/2}X_0(-i)p_+(i).
\]

The following lemma gives an equivalent formulation of the eigenproblem (6.1):

**Lemma 6.3.** Let \((p_{\pm}, \nu)\) with \( \nu > 0 \) be a solution of the system, which consists of integral equations (6.16) and algebraic equation

\[
\text{Im}\{\xi\}\text{Re}\{\tilde{\eta}\} = 0.
\]

Let \( \varphi \) be defined by the Laplace transform (6.2), where

\[
\Phi_1(z) = X_0(z/\nu) \left( \text{Re}\{\eta\}p_-(z/\nu) + \text{Im}\{\xi\}p_+(z/\nu) \right)
\]
\[
\Phi_0(z) = X_0(z/\nu) \left( \text{Re}\{\eta\}p_-(z/\nu) - \text{Im}\{\xi\}p_+(z/\nu) \right)
\]

and \( \lambda \) be defined by (6.9). Then the pair \((\lambda, \varphi)\) solves the eigenproblem (6.1). Conversely, any pair \((\lambda, \varphi)\) satisfying (6.1), defines a solution of the above integro-algebraic system.
Proof.

a) Let us find a nonvanishing sectionally holomorphic function \( X(z) \) on the cut plane \( \mathbb{C} \setminus \mathbb{R}_{\geq 0} \), satisfying the boundary condition

\[
\frac{X^+(t)}{X^-(t)} = e^{2i\theta(t)} \quad t > 0.
\]

Since \( \theta_0(\infty) = \lim_{t \to \infty} \theta_0(t) \neq 0 \), the appropriate choice in this case is

\[
X(z) = (-z)^{-\theta(\infty)/\pi} \exp \left( \frac{1}{\pi} \int_0^\infty \frac{\theta(t) - \theta(\infty)}{t - z} dt \right),
\]

as can be readily checked by the Sokhotski–Plemelj formula. This function is unique up to a multiplicative factor \( z^\beta \) with any integer \( \beta \). Any \( \beta \leq 1 \) will suit our purposes, that is, render the functions in the right hand side of (6.23) below to be Hölder on the positive real line and vanish at infinity. Fixing \( \beta = 0 \) is a matter of convenience and any other choice will not change the ultimate form of the integro-algebraic system.

Note that \( X(z) \) satisfies

\[
|X(z)| \sim \begin{cases} 
|z|^{\frac{\alpha - 3}{2}} & \text{if } z \to \infty \\
1 & \text{if } z \to 0
\end{cases}
\]

(6.21)

Plugging (6.20) into (6.12), we obtain

\[
\frac{\Phi_1^+(t)}{X^+(t)} - \frac{\Phi_0^+(t)}{X^-(t)} = -2ie^{i\theta(t)} \sin \theta(t) e^{-t} X(-t) \frac{\Phi_1(-t)}{X^+(t) X(-t)}
\]

and hence the functions

\[
S(z) = \frac{\Phi_1(z) + \Phi_0(z)}{2X(z)}
\]

(6.22)

\[
D(z) = \frac{\Phi_1(z) - \Phi_0(z)}{2X(z)}
\]

solve the decoupled system

\[
S^+(t) - S^-(t) = -2ie^{-t} h(t) S(-t)
\]

\[
D^+(t) - D^-(t) = 2ie^{-t} h(t) D(-t)
\]

(6.23)

where we defined

\[
h(t) = e^{i\theta(t)} \sin \theta(t) \frac{X(-t)}{X^+(t)}.
\]

By the Sokhotski–Plemelj formula

\[
\frac{X(-t)}{X^+(t)} = e^{-i\theta(\infty)} \exp \left( \frac{1}{\pi} \int_0^\infty \frac{\theta(\tau) - \theta(\infty)}{\tau + t} d\tau - \frac{1}{\pi} \int_0^\infty \frac{\theta(\tau) - \theta(\infty)}{\tau - t} d\tau \right) e^{i\theta(\infty) - i\theta(t)}
\]

\[
= \exp \left( -\frac{2t}{\pi} \int_0^\infty \frac{\theta(\tau) - \theta(\infty)}{\tau^2 - t^2} d\tau \right) e^{-i\theta(t)}
\]
and integration by parts shows that
\[ h_0(t) = h(\nu t) = \exp \left( -\frac{2t}{\pi} \int_0^\infty \frac{\theta_0(\tau) - \theta_0(\infty)}{\tau^2 - t^2} \, d\tau \right) \sin \theta_0(t) \]
\[ = \exp \left( -\frac{1}{\pi} \int_0^\infty \theta_0'(\tau) \log \left| \frac{t + \tau}{t - \tau} \right| \, d\tau \right) \sin \theta_0(t) \geq 0, \] (6.24)
a real valued function.

b) By the estimates (6.13) and (6.21), the functions in the right hand sides of (6.23) are Hölder continuous and vanish at infinity. Therefore, applying the Plemeij formula, we get
\[ S(z) = -\frac{1}{\pi} \int_0^\infty \frac{h(\tau)e^{-\tau}}{\tau - z} S(-\tau)d\tau + P_1(z) \]
\[ D(z) = \frac{1}{\pi} \int_0^\infty \frac{h(\tau)e^{-\tau}}{\tau - z} D(-\tau)d\tau + P_2(z) \] (6.25)
where \( P_1(z) \) and \( P_2(z) \) are arbitrary polynomials. The same estimates imply that \( S(-t) \) and \( D(-t) \) grow not faster than \( t^{-\frac{\alpha}{2} + 1} \) as \( t \to \infty \). In fact, using the definitions of \( \Phi_1 \) and \( \Phi_0 \), it can be seen that \( S(-t) \) and \( D(-t) \) are asymptotic to constants as \( t \to \infty \), since the exact formula for the inverse kernel (6.33) implies that the eigenfunctions vanish at the endpoints of the interval. Therefore the polynomials must be of the zero degree, that is, \( P_1(z) := c_1 \) and \( P_2(z) := c_2 \) with real constants \( c_1 \) and \( c_2 \).

If we set \( z := -t \) for \( t \in \mathbb{R}_{>0} \) in (6.25), the integral equations for \( S(-t) \) and \( D(-t) \) are obtained:
\[ S(-t) = -\frac{1}{\pi} \int_0^\infty \frac{h(\tau)e^{-\tau}}{\tau + t} S(-\tau)d\tau + c_1 \]
\[ D(-t) = \frac{1}{\pi} \int_0^\infty \frac{h(\tau)e^{-\tau}}{\tau + t} D(-\tau)d\tau + c_2 \]
and by linearity
\[ S(-\nu t) = c_1 p_-(t) \]
\[ D(-\nu t) = c_2 p_+(t) \]
Combining this with the definition (6.22) we get
\[ \Phi_0(z\nu) = X_0(z) \left( c_1 p_-(z) - c_2 p_+(-z) \right) \]
\[ \Phi_1(z\nu) = X_0(z) \left( c_1 p_-(z) + c_2 p_+(-z) \right) \] (6.26)
Plugging these expressions into (6.11) gives the equation
\[ (\xi - \tilde{\xi})c_1 + (\eta + \eta)c_2 = 0, \]
where \( \xi \) and \( \eta \) are defined in (6.17). This equation has a nontrivial solution if and only if the condition (6.18) is satisfied. The expressions (6.19) now follow from (6.26) after discarding the multiplicative constants. Thus starting with a solution of the eigenproblem we constructed a solution of the integro-algebraic system defined in above. The converse construction is checked by reverting all the operations. □
The value of $X_0(i)$ for the function defined in (6.14) can be found explicitly and will be useful in the calculations to follow:

**Lemma 6.4.**

$$\arg\{X_0(i)\} = \frac{3 - \alpha}{8} \pi \quad \text{and} \quad |X_0(i)| = \sqrt{\frac{\alpha - 1}{2}} \quad (6.27)$$

**Proof.** Define

$$\Gamma_0(z) = \frac{1}{\pi} \int_0^\infty \frac{\theta(t) - \theta(\infty)}{t - \nu z} dt = \frac{1}{\pi} \int_0^\infty \frac{\theta_0(t) - \theta_0(\infty)}{t - z} dt$$

where $\theta_0(t) := \theta(\nu t)$ does not depend on $\nu$. Then

$$\text{Im} \{\Gamma_0(i)\} = \frac{1}{\pi} \int_0^\infty \frac{\theta_0(t) - \theta_0(\infty)}{t^2 + 1} dt$$

$$= \frac{1}{\pi} \int_0^1 \frac{\theta_0(u) - \theta_0(\infty)}{u^2 + 1} du + \frac{1}{\pi} \int_0^1 \frac{\theta_0(u^{-1}) - \theta_0(\infty)}{u^2 + 1} du - \frac{2\theta_0(\infty)}{\pi} \int_0^1 \frac{1}{u^2 + 1} du.$$  

Further,

$$\theta_0(u) + \theta_0(u^{-1}) = \arg\left\{\Lambda^+(\nu u)\Lambda^+(\nu u^{-1})\right\} =$$

$$\arg\left\{(1 - u^{\alpha - 1}e^{-i\frac{\pi}{2}(\alpha - 1)}) (1 - u^{1-\alpha}e^{-i\frac{\pi}{2}(\alpha - 1)})\right\} =$$

$$\arg\left\{-u^{\alpha - 1}e^{-i\frac{\pi}{2}(\alpha - 1)} \left| 1 - u^{1-\alpha}e^{i\frac{\pi}{2}(\alpha - 1)} \right|^2\right\} =$$

$$\arg\left\{-e^{-i\frac{\pi}{2}(\alpha - 1)}\right\} = \pi - \frac{\pi}{2}(\alpha - 1) = \theta_0(\infty)$$

and $\theta_0(u) + \theta_0(u^{-1}) = \theta_0(\infty)$ by continuity. Consequently

$$\text{Im} \{\Gamma_0(i)\} = -\frac{\theta_0(\infty)}{\pi} \int_0^1 \frac{1}{u^2 + 1} du = -\frac{\theta_0(\infty)}{4}$$

which gives the expression claimed in (6.27):

$$\arg\{X_0(i)\} = \arg\left\{-i^{-\theta_0(\infty)/\pi} e^{i\text{Im}\{\Gamma_0(i)\}}\right\} = \arg\left\{e^{i\frac{\theta_0(\infty)}{4}}\right\} = \frac{\theta_0(\infty)}{4}.$$

To compute the absolute value of $X_0(i)$, let us consider the product

$$X_0(z)X_0(-z) = (-z)^{-\frac{\theta_0(\infty)}{8}} z^{-\frac{\theta_0(\infty)}{8}} \exp\left(\frac{1}{\pi} \int_0^\infty \frac{\bar{\theta}_0(t)}{t - z} dt + \frac{1}{\pi} \int_0^\infty \frac{\bar{\theta}_0(t)}{t + z} dt\right), \quad (6.28)$$

where $\bar{\theta}_0(t) := \theta_0(t) - \theta_0(\infty)$. Define the complex constant

$$C_1 = \frac{1}{\pi} \int_0^\infty \frac{\bar{\theta}_0(t)}{t - i} dt + \frac{1}{\pi} \int_0^\infty \frac{\bar{\theta}_0(t)}{t + i} dt,$$
then the expression in the exponent in (6.28) can be rewritten as
\[
\frac{1}{\pi} \int_0^\infty \tilde{\theta}_0(t) \left( \frac{1}{t - z} - \frac{1}{t - i} \right) dt + \frac{1}{\pi} \int_0^\infty \tilde{\theta}_0(t) \left( \frac{1}{t + z} - \frac{1}{t + i} \right) dt + C_1 = \\
\frac{z - i}{\pi} \left( \int_0^\infty \frac{\theta_0(t)}{(t - z)(t - i)} dt - \int_0^\infty \frac{\theta_0(t)}{t + z)(t + i)} dt \right) + C_1 = \\
\frac{z - i}{\pi} \int_{-\infty}^\infty \frac{\theta_0(t)}{(t - z)(t - i)} dt + \theta_0(\infty) \frac{2}{\pi} \log \frac{z}{\bar{z}} + C_1
\]
where we used the property \( \theta_0(-t) = -\theta_0(t) \) and the identity
\[
\frac{z - i}{\pi} \left( \int_0^\infty \frac{\theta_0(\infty)}{(t - z)(t - i)} dt - \int_0^\infty \frac{\theta_0(\infty)}{t + z)(t + i)} dt \right) = \frac{2}{\pi} \log \frac{i}{\bar{z}}.
\]
Plugging this back into (6.28) we obtain
\[
X_0(z)X_0(-z) = C_2 \exp \left( \frac{z - i}{2\pi i} \int_{-\infty}^\infty \frac{\log \Lambda_0^+(t)/\Lambda_0^-(t)}{(t - z)(t - i)} dt \right)
\]
where \( C_2 \) is a complex constant and \( \Lambda_0(z) := \Lambda(z\nu) \). Define \( \Lambda_0(z) := \Lambda(z)/(z^2 + 1) \), then
\[
\int_{-\infty}^\infty \frac{\log \Lambda_0^+(t)/\Lambda_0^-(t)}{(t - z)(t - i)} dt = \int_{-\infty}^\infty \frac{\log \Lambda_0^+(t)}{(t - z)(t - i)} dt - \int_{-\infty}^\infty \frac{\log \Lambda_0^-(t)}{(t - z)(t - i)} dt.
\]
Since \( \pm i \) are the only roots of \( \Lambda_0(z) \), the function \( \Lambda_0(z) \) is analytic on \( \mathbb{C} \setminus \mathbb{R} \) and therefore the integrals in the right hand side can be computed by means of the residue theorem. Integrating the function \( g(\xi) = \log \Lambda_0(\xi)/|\xi - z|/|\xi - i| \) over half circle contour in the upper and lower half planes, we get
\[
\frac{1}{2\pi i} \int_{-\infty}^\infty g^+(t) dt - \frac{1}{2\pi i} \int_{-\infty}^\infty g^-(t) dt = \text{Res}(g, z) + \text{Res}(g, i) = \frac{\log \Lambda_0(z)}{z - i} + \frac{\log \Lambda_0(i)/2i}{i - z}
\]
and consequently
\[
X_0(z)X_0(-z) = C_3 \Lambda_0(z) = C_3 \left( \frac{\Lambda_0(z)}{z^2 + 1} \right).
\]
Constant \( C_3 \) can be identified through the limit
\[
C_3 = \lim_{z \to \infty, \text{ Im}(z) > 0} \frac{X_0(z)X_0(-z)(z^2 + 1)}{\Lambda_0(z)} = 1
\]
and the claimed formula follows
\[
|X_0(i)|^2 = X_0(i)X_0(-i) = \lim_{z \to i} C_3 \frac{\Lambda_0(z)}{z^2 + 1} = C_3 \frac{\Lambda_0'(i)}{2i} = \alpha - 1\frac{1}{2}.
\]
\[\square\]
6.1.4. Properties of the integro-algebraic system. Solvability of the equations in (6.15) again depends on the properties of operator $A$ defined in (5.43). The following analog of Lemma 5.6 shows that $A$ is a contraction, but this time, uniformly over $\nu > 0$:

**Lemma 6.5.** For any $\alpha_0 \in (1, 2)$ there exists an $\varepsilon > 0$, such that $\|A\| \leq 1 - \varepsilon$ for all $\nu > 0$ and $\alpha \in (1, \alpha_0]$.

**Proof.** The function under the exponent in (6.24) is nonpositive, since $\theta_0'(t) = d\theta_0(t)/dt \geq 0$ for all $t > 0$. Since $\sin \theta_0(0) = 0$

$$h_0(t) = \sin \theta_0(\infty) = \sin \frac{3-\alpha_0}{2} \pi < 1, \quad t \geq 0.$$  

Hence by the same argument as in Lemma 5.6, we have $\|A\| \leq \|h_0\|_{\infty}$ and the claim follows since $\|h_0\|_{\infty} \leq \sin \frac{3-\alpha_0}{2} \pi := 1 - \varepsilon$. \hfill $\square$

The following lemma gathers several useful estimates:

**Lemma 6.6.** For any $\alpha_0 \in (1, 2)$ there exists a constant $C$, such that for all $\nu > 0$ and all $\alpha \in (1, \alpha_0)$

$$|p_\pm(\pm i) - 1| \leq C\nu^{-1} \quad \text{and} \quad |p_\pm(\tau) - 1| \leq C\nu^{-1}\tau^{-1}, \quad \tau > 0.$$  

**Proof.** The operator $A$ maps the unit function into $L^2(0, \infty)$ and by Minkowski’s inequality

$$\|A1\|_2 \leq \|h_0\|_{\infty} \nu^{-\frac{1}{2}}.$$  

(6.29)

Consequently equations (6.15) are uniquely solvable for any $\nu > 0$ through the fixed-point iterations and $(p_\pm(t) - 1; t \geq 0) \in L^2(0, \infty)$. The rest of the proof is analogous to Lemma 5.7. \hfill $\square$

6.1.5. Inversion of the Laplace transform. The solution to (6.1) is obtained by inverting the Laplace transform $\hat{\varphi}(z)$:

**Lemma 6.7.** Let $(\Phi_0, \Phi_1, \nu)$ satisfy the integro-algebraic system from Lemma 6.3, then the function

$$\varphi(x) = \frac{2}{\alpha - 1} \Re \left\{ i e^{i\nu x} \Phi_0(i\nu) \right\} + \frac{1}{\pi} \int_0^\infty \frac{\sin \theta_0(u)}{\gamma_0(u)} \left( e^{-\nu x} \Phi_0(-u\nu) - e^{-\nu(1-x)} \Phi_1(-u\nu) \right) du$$  

(6.30)

where $\gamma_0(u) := |\Lambda^+(nu)|$, and $\lambda$ defined by the formula (6.9) solve the eigenproblem (6.1).

**Proof.** After removal of the singularities, the expression in (6.2) becomes an entire function and hence

$$\varphi(x) \propto \lim_{R \to \infty} \int_{-Ri}^{Ri} e^{\nu x} \frac{1}{\Lambda(z)} \left( e^{-z} \Phi_1(-z) - \Phi_0(z) \right) dz = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} (f_1(z) - f_2(z)) dz,$$

where

$$f_1(z) = \frac{e^{(x-1)z} \Phi_1(-z)}{\Lambda(z)} \quad \text{and} \quad f_2(z) = \frac{e^{xz} \Phi_0(z)}{\Lambda(z)}.$$
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Integration over the contours depicted at Figure 3 yields
\[ \varphi(x) \propto -\text{Res}(f_2, z_0) - \text{Res}(f_2, -z_0) \]
\[ + \frac{1}{2\pi i} \int_{0}^{\infty} (f_1^+ (t) - f_1^- (t)) \, dt + \frac{1}{2\pi i} \int_{-\infty}^{0} (f_2^+ (t) - f_2^- (t)) \, dt. \]

Plugging the expressions for \( f_1 \) and \( f_2 \) we obtain
\[ \frac{1}{2\pi i} \int_{0}^{\infty} (f_1^+ (t) - f_1^- (t)) \, dt = \frac{1}{2\pi i} \int_{0}^{\infty} e^{(z-1)} \Phi_1 (-t) \left( \frac{1}{\Lambda^{+}(t)} - \frac{1}{\Lambda^{-}(t)} \right) \, dt = -\frac{1}{\pi} \int_{0}^{\infty} e^{(z-1)} \Phi_1 (-t) \frac{\sin \theta(t)}{\gamma(t)} \, dt \]
and, similarly,
\[ \frac{1}{2\pi i} \int_{-\infty}^{0} (f_2^+ (t) - f_2^- (t)) \, dt = \frac{1}{2\pi i} \int_{0}^{\infty} (f_2^+ (t) - f_2^- (t)) \, dt = \frac{1}{\pi} \int_{0}^{\infty} e^{-tx} \Phi_0 (-t) \frac{\sin \theta(t)}{\gamma(t)} \, dt. \]

Further,
\[ \text{Res}(f_2, z_0) = \lim_{z \to z_0} \frac{z \alpha x \Phi_0 (z)}{\Lambda (z)} = \frac{e^{z_0 x} \Phi_0 (z_0)}{\Lambda' (z_0)} = -\frac{1}{\alpha - 1} e^{z_0 \alpha} \Phi_0 (z_0) z_0 \]
where by the formula (6.8)
\[ \Lambda'(z_0) = -\alpha(-1) - \alpha z_0^{-1} = -\alpha(-1) z_0^{-1}. \]

Similarly,
\[ \text{Res}(f_2, -z_0) = \lim_{z \to -z_0} \frac{z \alpha x \Phi_0 (z)}{\Lambda (z)} = \frac{e^{-z_0 \alpha} \Phi_0 (-z_0)}{\Lambda' (-z_0)} = \frac{1}{\alpha - 1} e^{-z_0 \alpha} \Phi_0 (-z_0) z_0, \]

since
\[ \Lambda'(-z_0) = (\alpha - 1)(-z_0)^{-1} = (\alpha - 1)(-z_0)^{-1}. \]
The formula (6.30) is obtained by gathering all parts together and using the conjugacies \( \Phi_0 (z_0) = \Phi_0 (-z_0) \) and \( \Phi_1 (z_0) = \Phi_1 (-z_0) \).

\[ \square \]

6.1.6. Asymptotic analysis. The conditions \( \text{Im}\{\xi\} = 0 \) and \( \text{Re}\{\eta\} = 0 \) from (6.18) hold if and only if
\[ -\frac{\nu}{2} + \arg \{X_0 (-i)\} + \arg \{p_- (i)\} + \pi k = 0 \]
\[ -\frac{\nu}{2} + \arg \{X_0 (-i)\} + \arg \{p_+ (i)\} + \pi m + \frac{\pi}{2} = 0 \]
for some integers $k$ and $m$ respectively. Hence the integro-algebraic system (6.16) and (6.18) decouples into two separate parts

$$
p_-(t) = -\frac{1}{\pi} \int_0^\infty \frac{h_0(\tau)e^{-\nu\tau}}{\tau + t} p_-(\tau) d\tau + 1
$$

$$
\nu = -\frac{\pi}{2} + \frac{\alpha - 1}{4}\pi + 2 \arctan \frac{\text{Im}\{p_-(i)\}}{\text{Re}\{p_-(i)\}} + 2\pi n, \quad n \in \mathbb{Z}
$$

(6.31)

and

$$
p_+(t) = \frac{1}{\pi} \int_0^\infty \frac{h_0(\tau)e^{-\nu\tau}}{\tau + t} p_+(\tau) d\tau + 1
$$

$$
\nu = -\frac{3\pi}{2} + \frac{\alpha - 1}{4}\pi + 2 \arctan \frac{\text{Im}\{p_+(i)\}}{\text{Re}\{p_+(i)\}} + 2\pi n, \quad n \in \mathbb{Z}
$$

(6.32)

where we used the formulas from (6.27). The following lemma establishes solvability of these systems in two relevant regimes:

**Lemma 6.8.**

(i) For any $\alpha \in (1, 2)$ there exists an integer $n_\alpha$ such that for any $n \geq n_\alpha$ the systems (6.31) and (6.32) have unique solutions

(ii) There exists a number $\alpha^* > 1$ such that for any $\alpha \in (1, \alpha^*)$, the systems (6.31) and (6.32) have unique solutions with positive algebraic parts if and only if $n \geq 1$.

**Proof.** Let us consider the system (6.31), leaving out the similar proof for (6.32). The unique solution can be constructed by means of fixed point iterations. Define

$$
f_\alpha(\nu) := \arctan \frac{\text{Im}\{p_-(i)\}}{\text{Re}\{p_-(i)\}}, \quad \nu > 0, \quad \alpha \in (1, 2).
$$

By Lemma (6.5) the operator in the integral equation in (6.31) is contracting on $L^2(0, \infty)$ for any $\nu > 0$ and any $\alpha \in (1, 2)$. Therefore it suffices to show that the map in the right hand side of the algebraic equation

$$
\nu \mapsto F_{\alpha, n}(\nu) := -\frac{\pi}{2} + \frac{\alpha - 1}{4}\pi + 2f_\alpha(\nu) + 2\pi n
$$

is a contraction as well. Denote $\delta(\alpha) := \|h_0\|_\infty = \sin \frac{3\pi}{2}$. Below we show that

(a) for all $\alpha > 1$ close enough to 1, any solution of (6.31) with positive algebraic part satisfies $\nu \geq 1$

(b) $|f_\alpha(\nu)| \leq \delta(\alpha)\nu^{-1}$ for all $\nu \geq 1$

(c) there exists an absolute constant $C$ such that for any $\nu > 0$

$$
|f_\alpha'(\nu)| \leq C\delta(\alpha)\nu^{-1/2}
$$

Before checking these properties, let us explain how they imply assertions of the lemma. Since $\nu = F_{\alpha, n}(\nu) \geq 2\pi(n - 1)$ for any $\alpha \in (1, 2)$, property (c) implies that $F_{\alpha, n}$ is contracting on its range for all sufficiently large $n \geq 1$, which proves (i). To verify claim (ii), note that by (a) and (b) for all $\alpha > 1$ close enough to 1, $F_{\alpha, n}(\nu) \geq \pi/4$ for all $n \geq 1$ and
consequently by (c) the map $F_{\alpha,n}$ is contracting uniformly over $\nu \geq \pi/4$. This guarantees unique solution of the system (6.31) with $n \geq 1$. On the other hand, (b) implies that $F_{\alpha,n}(\nu) \leq -\pi/2$ for all $\alpha$ small enough and $n < 1$ and hence no solution with $\nu > 0$ exists. To complete the proof we need to verify the properties (a)-(c). An a priori lower bound for $\nu$ can be found by estimating the smallest eigenvalue $\lambda_1$ of the operator $\tilde{K}$, or equivalently, the largest eigenvalue of its inverse. By Theorem 5.1 in [12], $\tilde{K}^{-1}$ takes the form of integral operator with the kernel

$$\kappa(u,v) = \beta_\alpha(uv)^{\frac{\alpha-1}{2}} \int_0^1 r^{1-\alpha}(r-u)^{\frac{\alpha-3}{2}}(r-v)^{\frac{\alpha-3}{2}} dr,$$  \hspace{1cm} (6.33)$$

where $\beta_\alpha = \frac{\sin \frac{\alpha-\pi}{2} \pi}{\frac{\alpha-1}{2} \alpha B(\frac{\alpha+1}{2}, \frac{\alpha-1}{2})}$. This kernel is continuous off the diagonal, where it has a weak singularity. Therefore

$$\lambda_1^{-1} = \|\tilde{K}^{-1}\|_2 \leq \sup_{v \in [0,1]} \int_0^1 \kappa(u,v) du = \beta_\alpha B(\frac{\alpha+1}{2}, \frac{\alpha-1}{2}) \frac{2^{2-\alpha}}{\alpha-1} = \frac{\sin \frac{\alpha-\pi}{2} \pi}{\frac{\alpha-1}{2} \alpha B(\frac{\alpha+1}{2}, \frac{\alpha-1}{2})}.$$

Plugging this into (6.9) we obtain the bound in (a):

$$\nu \geq \left( \frac{\Gamma(\alpha-1) \sin \frac{\pi(\alpha-1)}{2}}{\pi(1-\frac{\alpha}{2})} \lambda_1 \right)^{-\frac{1}{\alpha-1}} \geq 2\Gamma(\alpha)^{-\frac{1}{\alpha-1}} \frac{1}{\alpha-1} \rightarrow 2e^{\frac{1}{\alpha}} = 1.1229...$$

Further a direct calculation based on the estimate from Lemma 6.5 and the bound (6.29) shows that

$$|\text{Im}\{p_-(i)\}| \leq \|h_0\|_{\infty} \nu^{-1} \quad \text{and} \quad |\text{Re}\{p_-(i)\} - 1| \leq \|h_0\|_{\infty} \nu^{-1}$$

and (b) follows. The estimate in (c) is obtained similarly. \hfill \square

From here on it will be convenient to enumerate all the solutions by a single index. To this end, let us define $\nu_{2n} = \nu_0$ and $\nu_{2n-1} = \nu_n^+$ for $n = 1, 2, ..., \text{where} \nu_0^-$ and $\nu_n^+$ are the algebraic parts of the unique solutions of (6.31) and (6.32), whose existence is guaranteed by Lemma 6.8, at least for all $\alpha$ close enough to 1. Plugging the estimates from Lemma 6.6 into the algebraic parts of (6.31) and (6.32), we obtain

$$\nu_n = \pi(n-1) + \frac{\pi}{2} + \frac{\alpha-1}{4} \pi + n^{-1} \tilde{r}_n(\alpha), \quad n = 1, 2, ... \hspace{1cm} (6.34)$$

where the residual $\tilde{r}_n(\alpha)$ is bounded uniformly in $n$ and $\alpha$ in $(1, \alpha_0)$ for any $\alpha_0 \in (1, 2)$.

Further, in view of (6.26), solutions of (6.31) and (6.32) correspond to

$$\Phi_0(\nu z) = \Phi_1(\nu z) = c_1 \nu^{\frac{\alpha-3}{2}} X_0(z) p_-(z)$$
$$-\Phi_0(\nu z) = \Phi_1(\nu z) = c_2 \nu^{\frac{\alpha-3}{2}} X_0(z) p_+(z)$$

respectively and using the estimates of Lemma 6.6 in the formula (6.30), we obtain

$$\phi_n(x) \propto \frac{2}{\alpha-1} \text{Re}\{i e^{i\nu_n x} X_0(i)\} \hspace{1cm} + \frac{1}{\pi} \int_0^\infty \frac{\sin \theta_0(u)}{\gamma_0(u)} X_0(-u) \left(e^{-\nu_n x} - (-1)^n e^{-\nu_n(1-x)}\right) du + n^{-1} \tilde{r}_n(x),$$
with residual $r_n(x)$, uniformly bounded in $n \geq 1$ and $x \in [0,1]$, for any $\alpha \in (1,2)$. Using the formulas (6.27), we get

$$\text{Re}\left\{ie^{inx}X_0(i)\right\} = |X_0(i)| \cos \left(\nu_n x + \frac{\pi}{2} + \arg\{X_0(i)\}\right) = -\sqrt{\frac{\alpha - 1}{2}} \cos \left(\nu_n x - \frac{1 + \alpha}{8} \pi\right),$$

and consequently

$$\varphi_n(x) \propto \sqrt{2} \cos \left(\nu_n x - \frac{1 + \alpha}{8} \pi\right) - \frac{\sqrt{\alpha - 1}}{\pi} \int_0^\infty \rho_0(u) \left(e^{-u\nu_n x} - (-1)^n e^{-u\nu_n (1-x)}\right) du + n^{-1} r_n(x),$$

(6.35)

where we defined $\rho_0(u) := \frac{\sin \theta_0(u)}{\gamma_0(u)} X_0(-u) > 0$. Under this normalization $\lim_n \|\varphi_n\|_2 = 1$, since the $L^2(0,1)$-norm of the integral term vanishes as $n \to \infty$.

6.1.7. Enumeration alignment. As mentioned above the inverse operator has weakly singular kernel (6.33) and therefore its spectrum is continuous with respect to $\alpha \in (1,2)$. Since the residual in (6.34) is uniformly bounded in $\alpha$ on any open subinterval of $(1,2)$, the same argument as in subsection 5.1.7 implies that the “natural” enumeration and the one fixed by Lemma 6.8 may differ only by an integer multiple of $\pi$, independent of $\alpha$. In the case of fractional Brownian motion, this additive constant could be identified by means of the explicit formulas (1.2) for $\alpha = 1$. For the fractional noise, the spectrum degenerates at $\alpha = 1$ and the identification is to be done otherwise. To this end we will use (ii) of Lemma 6.8, which asserts that for all $\alpha > 1$ close enough to 1, the two enumerations coincide for all $n \geq 1$.

Replacing $\alpha := 2 - 2H$ in (6.34) and (6.35), the expression (2.8) is obtained with

$$\rho_0(u) = \frac{\sin \theta_0(u)}{\gamma_0(u)} u^{-\theta_0(\infty)/\pi} \exp \left(\frac{1}{\pi} \int_0^\infty \frac{\theta_0(t) - \theta_0(\infty)}{t + u} dt\right),$$

(6.36)

where $\theta_0(\infty) = \frac{1+2H}{2} \pi$ and

$$\theta_0(u) = \arctan \frac{\cos(\pi H)}{u^{2H-1} - \sin(\pi H)},$$

$$\gamma_0^2(u) = (1 - u^{1-2H} \sin(\pi H))^2 + (u^{1-2H} \cos(\pi H))^2.$$

6.2. Proof of (2.9). Asymptotic approximation (6.35) is not sufficiently accurate to imply (2.9) directly. We will take an alternative route, based on the explicit solutions of certain integral equations, as explained below. To this end, we will need the exact asymptotics of scalar products with power functions having integrable singularities at the boundary points:

Lemma 6.9. For any $\alpha \in (0,2) \setminus \{1\}$ and $\beta \in (0,1)$,

$$\int_0^1 x^{-\beta} \varphi_n(x) dx = C(\alpha, \beta) \nu_n^{\beta-1} (1 + o(1)), \quad \text{as } n \to \infty$$

(6.37)

with a constant $C(\alpha, \beta) \neq 0$. 
Proof. We will give the detailed proof for $\alpha \in (0,1)$, omitting similar calculations in the complementary case $\alpha \in (1,2)$. Clearly the residual in (6.35) is negligible on the scale under consideration and

$$\nu_n^{1-\beta} \int_0^1 x^{-\beta} \cos(\nu_n x - \frac{1+\alpha}{8} \pi) dx = \int_0^{\nu_n} y^{-\beta} \cos(y - \frac{1+\alpha}{8} \pi) dy =$$

$$\cos \frac{1+\alpha}{8} \pi \int_0^{\nu_n} y^{-\beta} \cos y dy + \sin \frac{1+\alpha}{8} \pi \int_0^{\nu_n} y^{-\beta} \sin y dy \xrightarrow{n \to \infty}$$

$$\Gamma(1-\beta) \left( \cos \frac{1+\alpha}{8} \pi \cos \frac{1-\beta}{2} \pi + \sin \frac{1+\alpha}{8} \pi \sin \frac{1-\beta}{2} \pi \right) =$$

$$\Gamma(1-\beta) \cos \left( \frac{1+\alpha}{8} \pi - \frac{1-\beta}{2} \pi \right).$$

Further

$$\int_0^1 x^{-\beta} e^{-\nu_n x \tau} dx = (\nu_n \tau)^{\beta-1} \int_0^{\nu_n \tau} y^{-\beta} e^{-y} dy$$

$$\int_0^1 x^{-\beta} e^{-\nu_n (1-x) \tau} dx \leq e^{-\frac{1}{2} \nu_n \tau} \int_0^1 x^{-\beta} dx + 2 \int_0^1 e^{-\nu_n (1-x) \tau} dx \leq e^{-\frac{1}{2} \nu_n \tau} + \frac{2}{\nu_n \tau}$$

and hence by the dominated convergence

$$\nu_n^{1-\beta} \int_0^1 x^{-\beta} \int_0^\infty \rho_0(\tau) \left( e^{-\nu_n x \tau} - (-1)^n e^{-\nu_n (1-x) \tau} \right) d\tau dx =$$

$$\int_0^\infty \rho_0(\tau) \tau^{\beta-1} \int_0^{\nu_n \tau} u^{-\beta} e^{-u} du d\tau + O(n^{-1}) \xrightarrow{n \to \infty} \Gamma(1-\beta) \int_0^\infty \rho_0(\tau) \tau^{\beta-1} d\tau.$$ (6.39)

Though both constants in (6.38) and (6.39) are positive, it is not clear that they do not cancel out in (6.35), so that the scalar product (6.37) vanishes. This is nevertheless the case as the following calculation shows. The integral in (6.39) can be computed by means of the residue theorem, integrating the function

$$g(z) := \frac{X_0(-z)}{\Lambda_0(z)} z^{\beta-1}$$

over the half circle contours in the upper and lower half planes. Applying Jordan’s lemma we obtain

$$2\pi i \text{Res} \{g, i\} = \int_{-\infty}^\infty g^+(t) dt = \int_{-\infty}^0 \frac{X_0^+(t)}{\Lambda_0(t)} e^{(\beta-1)\pi i} t^{\beta-1} dt + \int_0^\infty \frac{X_0(-t)}{\Lambda_0(t)} t^{\beta-1} dt$$

$$-2\pi i \text{Res} \{g, -i\} = \int_{-\infty}^\infty g^-(t) dt = \int_{-\infty}^0 \frac{X_0^+(t)}{\Lambda_0(t)} e^{-(\beta-1)\pi i} t^{\beta-1} dt + \int_0^\infty \frac{X_0(-t)}{\Lambda_0(t)} t^{\beta-1} dt$$
and therefore

\[
\text{Res}\{g, i\} + \text{Res}\{g, -i\} = \\
\frac{1}{2\pi i} \int_0^\infty \left( \frac{X_0^-(t)}{\Lambda_0^-(t)} e^{(\beta-1)i} - \frac{X_0^+(t)}{\Lambda_0^+(t)} e^{-(\beta-1)i} \right) t^{\beta-1} dt \\
+ \frac{1}{2\pi i} \int_0^\infty X_0(-t) \left( \frac{1}{\Lambda_0^+(t)} - \frac{1}{\Lambda_0^-(t)} \right) t^{\beta-1} dt = \\
\frac{\sin(\beta-1)\pi}{\pi} \int_0^\infty \frac{X_0^-(t)}{\Lambda_0^-(t)} t^{\beta-1} dt - \frac{1}{\pi} \int_0^\infty \rho_0(t) t^{\beta-1} dt,
\]

where we used the property (5.16) and the definition

\[
\rho_0(t) = \frac{\sin\theta_0(t)}{\gamma_0(t)} X_0(-t) = \frac{1}{2i} \left( \frac{1}{\Lambda_0^+(t)} - \frac{1}{\Lambda_0^-(t)} \right) X_0(-t), \quad t > 0.
\]

The residues can be readily computed

\[
\text{Res}\{g, i\} = \frac{X_0(-i)}{\Lambda_0^-(i)} i^{\beta-1} = \frac{X_0(-i)}{\alpha-1} i^{\beta-2}
\]
\[
\text{Res}\{g, -i\} = \frac{X_0(i)}{\Lambda_0^-(i)} (-i)^{\beta-1} = \frac{X_0(i)}{\alpha-1} (-i)^{\beta-2}
\]

and the following identity is obtained

\[
\text{Res}\{g, i\} + \text{Res}\{g, -i\} = 2\text{Re} \left\{ \frac{X_0(-i) i^{\beta-2}}{\alpha-1} \right\} = \\
\frac{2}{\alpha-1} |X_0(-i)| \cos \left( \arg\{X_0(-i)\} + \frac{\pi}{2} (\beta-2) \right) = \\
\sqrt{\frac{2}{\alpha-1}} \cos \left( -\frac{3-\alpha}{8} \pi + \frac{\pi}{2} (\beta-2) \right) = -\sqrt{\frac{2}{\alpha-1}} \cos \left( \frac{1+\alpha}{8} \pi - \frac{\pi}{2} (1-\beta) \right).
\]

Assembling all parts together gives the asymptotics (6.37):

\[
\nu_n^{1-\beta} \int_0^1 x^{-\beta} \varphi_n(x) dx \xrightarrow{n \to \infty} \Gamma(1-\beta) \frac{\sin(1-\beta)\pi}{\pi} \int_0^\infty \frac{X_0^-(t)}{\Lambda_0^-(t)} t^{\beta-1} dt = \\
\Gamma(1-\beta) \frac{\sin(1-\beta)\pi}{\pi} \int_0^\infty \rho_0(t) \frac{h_0(t)}{\tilde{h}_0(t)} dt > 0.
\]

To derive asymptotics (2.9) for \(\alpha \in (0, 1)\), consider the equation

\[
\int_0^1 g_0(y) c_\alpha |x-y|^{-\alpha} dy = 1, \quad x \in (0, 1), \quad (6.40)
\]

which is known to have the explicit solution (see e.g. Lemma 3 in [28]):

\[
g_0(x) = \frac{2}{c_\alpha} \frac{1}{\Gamma \left( \frac{1-\alpha}{2} \right) \Gamma \left( \frac{1+\alpha}{2} \right)} x^{\frac{\alpha-1}{2}} (1-x)^{\frac{\alpha-1}{2}}.
\]
which is unique since the operator $\tilde{K}$ is positive definite. Applying Lemma 6.9 with $\beta := \frac{1-\alpha}{2}$, we find that scalar products of $g_0$ with symmetric eigenfunctions satisfy
\[
\langle g_0, \varphi_n \rangle \sim \nu_n^{\alpha/2-3/2}
\]
and, since $g_0 \in L^2(0,1)$, taking the scalar product of both sides of (6.40), we obtain (2.9):
\[
\langle 1, \varphi_n \rangle = \lambda_n \langle g_0, \varphi_n \rangle \sim \nu_n^{\alpha/2-3/2}, \quad n \to \infty.
\]
Similar approach works for $\alpha \in (1,2)$: a direct calculation gives
\[
(\tilde{K}1)(x) = x^{1-\alpha} + (1-x)^{1-\alpha}, \quad x \in (0,1),
\]
and (2.9) is obtained, applying Lemma 6.9 with $\beta := \frac{1}{2} - \alpha$:
\[
\langle 1, \varphi_n \rangle = \lambda_n^{-1}(\tilde{K}1, \varphi_n) \sim \nu_n^{1-\alpha} \nu_n^{-2} = \nu_n^{-1}.
\]

\[\square\]

7. Applications: the proofs

In this section we prove the results from Section 3.

7.1. Proof of Proposition 3.2.

(i) Since $u_\varepsilon, u_0 \in L^2(0,1)$ are symmetric around $\frac{1}{2}$,
\[
\|u_\varepsilon - u_0\|_2^2 = \sum_{n \text{ odd}} \left( \frac{\varepsilon \langle 1, \varphi_n \rangle}{\varepsilon + \lambda_n} \right)^2 \sim \varepsilon^2 \sum_{n \text{ odd}} \left( \frac{n^{-\frac{3}{2}}}{\varepsilon + n^{-1-2H}} \right)^2,
\]
where we used (2.9) and (2.7). For $H < \frac{1}{2}$ the series in the right hand side is convergent for any $\varepsilon \geq 0$ and hence $\|u_\varepsilon - u_0\|_2^2 \sim \varepsilon^2$. For $H > \frac{1}{2}$ the series is convergent only for $\varepsilon > 0$, and thus defines a function, which increases to $\infty$ as $\varepsilon \to 0$. To capture the rate note that
\[
\sum_{n \text{ odd}} \left( \frac{n^{-\frac{3}{2}}}{\varepsilon + n^{-1-2H}} \right)^2 \sim \int_1^\infty \left( \frac{x^{-\frac{1}{2}}}{\varepsilon + x^{-1-2H}} \right)^2 dx \sim \varepsilon^{-3+\frac{1}{2H}} \int_0^\infty \frac{y^{6H-5}}{(y^{2H-1} + 1)^2} dy
\]
and consequently $\|u_\varepsilon - u_0\|_2^2 \sim \varepsilon^{2H-1}$ in this case. Similar calculation gives the claimed rate for $H = \frac{2}{3}$.

(ii) Using Lemma 6.9 and the symmetry of eigenfunctions,
\[
u_n(1) = \varepsilon^{-1} \int_0^1 (u_0(x) - u_\varepsilon(x)) c_H(1-x)^{2H-2} dx =
\]
\[
\sum_{n \text{ odd}} \frac{1}{\lambda_n(\varepsilon + \lambda_n)} \int_0^1 \varphi_n(x) c_H(1-x)^{2H-2} dx \sim
\]
\[
\sum_{n \text{ odd}} \frac{n^{-\frac{1}{2}}}{\varepsilon + n^{-1-2H}} \sim \int_1^\infty \frac{x^{-\frac{1}{2}}}{\varepsilon + x^{-1-2H}} dx \sim \varepsilon^{-\frac{1}{2}} \int_0^\infty \frac{y^{\frac{3}{2}}}{y^{2H-1} + 1} dy.
\]

\[\square\]
The convergence rate in $L^2(0,1)$ norm, derived in Proposition 3.2(i), implies the weak convergence (3.9) for $\psi \in L^2(0,1)$ with at least the same rate, which does not exceed $\varepsilon$ and breaks down at $H = \frac{2}{\pi}$. Of course, the actual rate can be faster, depending on $\psi$. For example, if $\psi$ is such that $\tilde{K}^{-1}\psi$ exists, then for all $H > \frac{1}{2}$

$$\langle u_\varepsilon - u_0, \psi \rangle \leq 2\varepsilon \|\tilde{K}^{-1}\psi\|_2 \|u_0\|_2. \tag{7.1}$$

Indeed, subtracting equations (3.2) and (3.3), we see that $\delta_\varepsilon = u_\varepsilon - u_0$ satisfies

$$\varepsilon \delta_\varepsilon + \tilde{K}\delta_\varepsilon = -\varepsilon u_0.$$ 

Since $\tilde{K}$ is positive definite

$$\varepsilon \|\delta_\varepsilon\|^2 \leq \varepsilon \|\tilde{K}\delta_\varepsilon\|^2 = -\varepsilon \langle \delta_\varepsilon, u_0 \rangle \leq \varepsilon \|\delta_\varepsilon\| \|u_0\|_2$$

and it follows that $\|\delta_\varepsilon\| \leq \|u_0\|_2$. Consequently $\|u_\varepsilon\| \leq \|\delta_\varepsilon\| + \|u_0\|_2 \leq 2\|u_0\|_2$ and

$$\|\delta_\varepsilon, \psi\| = \|\tilde{K}\delta_\varepsilon, \tilde{K}^{-1}\psi\| \leq \|\tilde{K}\delta_\varepsilon\| \|\tilde{K}^{-1}\psi\| \leq 2\varepsilon \|u_0\|_2 \|\tilde{K}^{-1}\psi\|_2,$$

where the equality holds, since $\varepsilon u_\varepsilon = -\tilde{K}\delta_\varepsilon$. In particular, for $\psi = 1$, which is what we need in (3.7), a sharper rate follows from (7.1) than from (i) of Proposition 3.2.

7.2. Proof of Proposition 3.3. Taking the scalar product of both sides with $\varphi_n$ gives

$$\langle u_\varepsilon, \varphi_n \rangle = \frac{\lambda_n \varphi_n(1)}{\varepsilon + \lambda_n}$$

and therefore, letting $C = \sin(\pi H)\Gamma(2H + 1)$, we get

$$P_T = \frac{1}{\alpha^2 g(T, T)} = \frac{\frac{1}{\alpha^2 T} u_\varepsilon(1)}{\frac{1}{\alpha^2 T} \sum_{n \geq 1} \langle u_\varepsilon, \varphi_n \rangle \varphi_n(1)}$$

$$= a^{-\frac{4H}{2H+1} + \frac{1}{2H+1}} \sum_{n \geq 1} \frac{\varphi_n^2(1)}{\varepsilon \lambda_n} \approx a^{-\frac{4H}{2H+1} + \frac{1}{2H+1}} \int_1^\infty \frac{(2H + 1)}{\varepsilon(\pi x)^{2H+1} + 1} dx$$

$$\approx a^{-\frac{4H}{2H+1} C^{-\frac{1}{2H+1}}} \frac{2H + 1}{\pi} \int_0^\infty \frac{1}{y^{2H+1} + 1} dy \approx a^{-\frac{4H}{2H+1} C^{-\frac{1}{2H+1}}} \frac{1}{\sin \frac{\pi}{2H+1}}$$

and in turn the claimed formula. \hfill \square
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