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Abstract: Advances in unmanned aircraft systems (UAS) have paved the way for progressively higher levels of intelligence and autonomy, supporting new modes of operation, such as the one-to-many (OTM) concept, where a single human operator is responsible for monitoring and coordinating the tasks of multiple unmanned aerial vehicles (UAVs). This paper presents the development and evaluation of cognitive human-machine interfaces and interactions (CHMI²) supporting adaptive automation in OTM applications. A CHMI² system comprises a network of neurophysiological sensors and machine-learning based models for inferring user cognitive states, as well as the adaptation engine containing a set of transition logics for control/display functions and discrete autonomy levels. Models of the user’s cognitive states are trained on past performance and neurophysiological data during an offline calibration phase, and subsequently used in the online adaptation phase for real-time inference of these cognitive states. To investigate adaptive automation in OTM applications, a scenario involving bushfire detection was developed where a single human operator is responsible for tasking multiple UAV platforms to search for and localize bushfires over a wide area. We present the architecture and design of the UAS simulation environment that was developed, together with various human-machine interface (HMI) formats and functions, to evaluate the CHMI² system’s feasibility through human-in-the-loop (HITL) experiments. The CHMI² module was subsequently integrated into the simulation environment, providing the sensing, inference, and adaptation capabilities needed to realise adaptive automation. HITL experiments were performed to verify the CHMI² module’s functionalities in the offline calibration and online adaptation phases. In particular, results from the online adaptation phase showed that the system was able to support real-time inference and human-machine interface and interaction (HMI²) adaptation. However, the accuracy of the inferred workload was variable across the different participants (with a root mean squared error (RMSE) ranging from 0.2 to 0.6), partly due to the reduced number of neurophysiological features available as real-time inputs and also due to limited training stages in the offline calibration phase. To improve the performance of the system, future work will investigate the use of alternative machine learning techniques, additional neurophysiological input features, and a more extensive training stage.
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1. Introduction

In recent decades, advances in remote sensing as well as developments in system automation and human-machine interfaces (HMI) have been supporting new unmanned aircraft systems (UAS) operational concepts. The term UAS here refers to the combination of the unmanned aerial vehicles (UAVs) and ground control stations. Multi-UAV operations, characterized by the control of multiple UAVs by a centralized system comprising one or multiple human operators, have emerged as a topic of interest. Multi-UAV technology has the potential to bring about a paradigm shift in current UAV operations by offering a myriad of new operational possibilities in terms of mission and aircraft design, leading to enhanced operational safety, efficiency, and effectiveness [1,2]. Novel algorithms, frameworks, and systems are being conceived, and the implementation of these concepts will in turn drive the adoption of higher levels of automation and autonomy to support such an operational shift [3–5]. As a result, the responsibilities of human operators are expected to take on a more supervisory nature, overseeing and managing groups of UAV as a whole rather than controlling individual units [6–8]. Additionally, it is envisaged that advanced systems possessing high levels of autonomy would act as independent agents, teaming up with human operators to achieve common objectives. From a human factors perspective, one of the key enablers for achieving higher levels of autonomy is the use of adaptive automation, allowing systems to dynamically sense and infer the needs of the human operator, while adjusting their levels of automation to achieve a complementary distribution of task load among the human-machine team.

To support the implementation of adaptive automation in aerospace systems, the concept of cognitive human-machine interfaces and interactions (CHMI²) had been previously proposed by the authors, revolving around closed-loop human-machine systems that sense and adapt to the human operator’s cognitive states. In this paper, the CHMI² concept is applied to investigate the use of adaptive automation in a one-to-many (OTM) UAS in a bushfire detection scenario, where a single human operator is responsible for coordinating multiple UAV platforms to search for and localize bushfires over a large area. The paper presents the mission design and concept of operations (CONOPS), along with the system implementation and an overview of the associated HMI functionality. Preliminary results from the human-in-the-loop (HITL) evaluation activities are also presented, focusing on the offline training of the operator cognitive model in the CHMI² system, as well as the use of the model to drive online adaptation of the automation levels in system functions.

1.1. Background and Research Objectives

A growing interest in multi-UAV research has led to the development of several notable multi-UAV simulator testbeds over the last decade [9–13]. These simulator testbeds have been used in multi-UAV human factors research across different applications, ranging from sense-and-avoid [14,15] to disaster response [16] and defence [17–19]. The research focus of these testbeds has been on evaluating the HMI suitability for a specific CONOPS or application, with limited scope on the neuroergonomics aspects. While neuroergonomics has been studied in the context of air traffic control (ATC) [20,21] and piloting [22–24] tasks, there has been limited research in the UAV or multi-UAV domains. There is a common purpose underlying the study of neuroergonomics in these domains: to support the real-time inference of the human operators’ cognitive state, in turn driving the development of adaptive automation needed for more autonomous operations. The objectives of this research are as follows:

- Develop a CHMI² framework to support adaptive automation in aerospace applications.
- Implement the CHMI² framework as a system comprising the CHMI² module, sensor network, and HMI front-end.
- Verify the CHMI² proof-of-concept within a lab environment through HITL evaluations in a realistic multi-UAV scenario.
• Explore possible applications of the CHMI\(^2\) framework to the piloting, air traffic management (ATM), UAS traffic management (UTM), and space traffic management (STM) domains.

1.2. CHMI\(^2\) Framework

Research in human-machine interfaces and interaction (HMI\(^2\)), particularly for advanced aerospace systems [25], has progressively evolved towards enhancing human-machine teaming and overall system performance. One aspect of this research focuses on tailoring the system automation to support human operators, especially in complex and safety-critical operations. When performing complex tasks, an inadequate response of these highly automated systems may further increase the scenario complexity and task load for human operators, leading to high mental workload and distrust. To mitigate such situations, a careful consideration of human engagement is required when defining the system response. A potential solution is in the development of systems supporting human cognitive state monitoring/enhancement, which can prevent cognitive overload (or underload) and unintentional omission while supporting increased levels of autonomy in decision support systems [26–31]. Our research efforts therefore focus on developing CHMI\(^2\) to monitor the cognitive load of human operators and provide appropriate automation support in time-critical and complex missions [32].

The CHMI\(^2\) concept is an advanced cyber-physical system (CPS) that is built upon a seamless integration of physical and computational components while also integrating human-machine feedback at the highest level. The overall CHMI\(^2\) framework accounts for human operator cognitive states together with relevant operational and environmental observables when modulating the system automation support, as illustrated in Figure 1. The concept is initially detailed in [30,32] describing the foundation of the CHMI\(^2\) with three important modules:

• Sensing—this module tracks both human and system environment aspects. For the human side, a variety of both remote and wearable neurophysiological sensors are exploited to monitor the neurophysiological parameters of operators in real time, along with control inputs from human operators. The system’s environmental sensing comprises of the system and operational data which are collected in real time;

• Inference—the system and operational data are sent to the inference module to track the current task load/performance, which is then mapped onto the processed neurophysiological responses through a machine learning algorithm. These two inputs are then used to infer and predict the human cognitive states as the outputs of this module (e.g., mental workload and attention); and

• Adaptation—system automation level and HMI\(^2\) formats and functions are dynamically driven by the predicted cognitive states from the inference module. The changes from the adaptation module are then presented back to the human operator via front-end display.

To define the adaptation logic, specific mission tasks are first defined along with the relevant cognitive states that are affected when performing such tasks (e.g., workload, attention, situational awareness), as well as the neurophysiological observables required to infer the user’s cognitive states. As individuals have different neurophysiological responses to external stimuli, an offline calibration phase is required to train the cognitive models used in the inference module before they are deployed for real-time prediction and adaptation [33]. In this phase, user-specific neurophysiological and task performance data from previous runs (with each run typically lasting a half-hour to an hour) are used to calibrate the cognitive model. To enhance the accuracy and reliability of the cognitive state’s estimation, multiple neurophysiological parameters are monitored since they are complex phenomena [34]; each parameter has a different response rate and is affected by various disturbances. A well-designed sensor network is implemented in the CHMI\(^2\) sensing and inference module to optimize the usage of multiple neurophysiological sensors and increase the data fusion efficiency for
improved overall inference accuracy. A detailed description of the neurophysiological sensor network used in our CHMI\textsuperscript{2} is provided in [28].

![Diagram of CHMI\textsuperscript{2} framework](image)

**Figure 1.** CHMI\textsuperscript{2} framework for sensing, inferencing, and adapting to cognitive states.

### 1.3. Article Structure

The remainder of the paper is structured as follows: Section 2 presents the system architecture of the OTM simulator, along with the HMI\textsuperscript{2} design elements of the ground control station (GCS). The bushfire fighting scenario is subsequently presented in Section 3, and the experimental evaluation of the CHMI\textsuperscript{2} system’s offline calibration and online adaptation phases are presented in Section 4. Section 5 presents a discussion of the experimental results, and the conclusion is provided in Section 6.

### 2. UAS Simulation Environment

This section presents the simulation environment used for evaluating the CHMI\textsuperscript{2} system in a multi-UAV context. The environment is implemented in Javascript and utilizes a server-client architecture (Figure 2), where the simulation engine is hosted on a centralized server which communicates with browser-based clients serving as the user interface (UI) for the GCS.

The simulation engine hosted by the server contains the aircraft and environment models and also acts as a centralized node for data processing, storage, and logging. Table 1 provides further descriptions of the functionalities associated with the main server components.
Figure 2. Architecture of the server-side simulation environment, with the core CHMI² components outlined in red dashed lines.

| S/N | Component                  | Description                                                                                                                                 |
|-----|----------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| 1   | NetworkController          | The interface between the server and the external browser-based clients. Messages are exchanged in Javascript object notation (JSON) format via WebSockets, and the NetworkController is responsible for sending outgoing messages from the server in order to update the client state, and also for routing incoming messages from the client to different modules within the server. |
| 2   | Logger                     | A module that logs important data (e.g., environment, flight, or mission data) for post-processing.                                            |
| 3   | ServerClock                | A central clock that controls simulation speed and synchronizes the time across all modules.                                                   |
| 4   | EnvironmentController      | A module containing the different environmental models (e.g., fire, weather, GPS, CO₂, Lidar station, etc.). The models are used to update the environmental state of the simulation. |
| 5   | AircraftController         | A module for keeping track of the aircraft used in the simulation. Aircraft are initialized with a mission management system (MMS) and flight management system (FMS) that respectively contain the different mission and flight functionalities. The aircraft states are updated based on provided kinematic/dynamic models. |
| 6   | MissionController          | A module for keeping track of the mission planning parameters, such as the division of search areas and the fire locations. Various mission performance metrics such as mission performance and team criticality are also tracked by the MissionController. |
| 7   | Event Bus                  | Used to exchange event-triggered data between modules. For example, the LidarEvent allows a lidar firing event to be dispatched by an aircraft MMS and registered by an event listener in the lidar station, which then executes a series of calculations to determine the column CO₂ concentration. |
Clients (Figure 3) serve as the simulation UI, performing the GCS functions of visualizing, planning, and coordinating UAV tasks. The “base” interface consists of a tactical map built on CesiumJS, a popular open-source library typically used for dynamic 3D geospatial visualization and mapping applications.

![Architecture of the client-side simulation environment, with the core CHMI2 components outlined in red dashed lines.](image)

Additional modules extend the capabilities of this base tactical map by providing path-planning, sensor usage, and platform management capabilities, as well as allowing for the visualization of mission-related metrics. Further details of the functionalities of the main software modules are provided in Table 2.

| S/N | Component          | Description                                                                 |
|-----|--------------------|-----------------------------------------------------------------------------|
| 1   | Client             | The client-side interface that exchanges data with the server-side NetworkController. WebSockets are used to exchange JSON-based messages. |
| 2   | LoggerClient       | A separate server-interface supporting server-side data logging.             |
| 3   | PlatformController | A module for managing UAV-related information, analogous to the server AircraftController counterpart. The module keeps track of UAV state data, provides basic UI functionality such as managing the visualization of the UAV model and glyphs. |
| S/N | Component                   | Description                                                                                                                                                                                                                                                                                                                                 |
|-----|-----------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 4   | TeamController              | A module for managing team-related information and analogous to the server MissionController counterpart. The module keeps track of team state data and mission performance, provides basic UI functionality such as managing the visualization of team areas, and contains mission and team planning functionality. Such as team allocation, area partitioning, and path planning. |
| 5   | TerrainEntitiesManager      | A module for managing other static entities, such as Lidar stations, ground stations, and tagged fires. The module also contains basic UI functionality to manage the visualization of these entities.                                                                                                                                       |
| 6   | LayerManager                | A module for managing the visualization of overlays such as sensor coverage, fire spread, or weather. To improve the computational performance of the GCS, overlays are rendered by the server. The type of overlay is selected in OverlayPanel and LayerManager sends a request to the server for the overlay image. The server renders the overlay and sends it back to LayerManager for visualization in the map. |
| 7   | ContextManager              | A module providing context menu functionalities. The context menu appears when right clicking on the UI. On selection of a context menu option, the ContextManager is responsible for routing the user command to other relevant modules.                                                                                                                   |
| 8   | ActiveObjController         | A module for keeping track of the selected/active object. The active object allows ContextManager to generate the appropriate context menu and is also used by other modules when updating the UI visuals.                                                                                                                               |
| 9   | OverlayPanel                | A module supporting the toggling between different map overlays.                                                                                                                                                                                                                                                                            |
| 10  | TMPanel                     | A module for tracking and displaying team and UAV information.                                                                                                                                                                                                                                                                               |
| 11  | Event bus                   | Used to exchange event-triggered data between modules—event types are grouped by their purpose and the different client modules subscribe to events related to their functionality:                                                                                                      |
|     |                             |   - The Handshake event is emitted by the Client module when clients that have just established a connection to the server receive a handshake message containing some configuration settings required to initialize the UI.                                                                                     |
|     |                             |   - The Broadcast event is emitted by the Client module whenever clients receive periodic broadcast messages from the server. The data contained in broadcast messages are used by listeners in other modules to update UAV states, team settings, and team performance.                                                                                             |
|     |                             |   - The ServerTime event is emitted by the Client module whenever clients receive periodic time synchronization messages from the server. The server time might differ from the client time due to any server-side speedup effects (e.g., the bushfire scenario can run at a simulation rate of 5x the normal speed) such that synchronization is required when calculating mission or performance metrics. |
|     |                             |   - The UpdateWP event is emitted by the Client module whenever clients receive a “waypoint_changed” message from the server (e.g., when the UAV moves towards a different waypoint after completing its current segment or when its current path is replaced with a new one). The client-side modules listen for this event and update the UAV trajectories when the event is raised. |
|     |                             |   - The Panels event is emitted by the TMPanel module when the user selects an option from the panel. Modules listen for this event and update the visualization in the UI depending on what has been selected on TMPanel.                                                                                                                        |
|     |                             |   - The TeamPlanning event is emitted by the TeamController and its submodules to support team-level automation functions (i.e., resource allocation and path planning).                                                                                                                                               |
|     |                             |   - The ActiveObj event is emitted by different modules and is used to track the selected/active object.                                                                                                                                                                                                                                      |
|     |                             |   - The ActiveLayer event is emitted by either the OverlayPanel or the Client and is used to update the visualization of overlays or various terrain entities.                                                                                                                                                                                     |
In addition to server and client components, core CHMI² modules are also included in the system architectures shown in Figures 2 and 3. These modules, outlined in red, are used to provide adaptive automation based on a sensing of the user’s neurophysiological state and are designed to be easily integrated with other applications outside of the multi-UAV case. The CHMI² modules include:

- Various neurophysiological sensors, which comprise the hardware components used to obtain neurophysiological measurables.
- Sensor interfaces, which comprise the software components for interfacing the sensors with the CHMI² ClassificationEngine module. The sensor interface typically contains some pre-processing and feature extraction functionalities to reduce the computational load of the ClassificationEngine. For example, the eye tracking interface contains a proxy and a processor. The proxy forwards raw sensor data to the processor, which is integrated into the client-side module in order to keep track of dynamically changing areas of interest (AOI) and to also provide gaze-based UI functionalities. On the other hand, the cardiorespiratory interface is a standalone module that takes in raw data, extracts relevant features from the data, and passes these features to the ClassificationEngine.
- AdaptationEngine, which is integrated in the server-side and comprises the ClassificationEngine that estimates the user’s cognitive states from the extracted neurophysiological features, and the actual adaptation logics to infer the automation level from a combination of the estimated cognitive states and other operational or mission inputs. The automation level is then passed to the relevant modules in the server, which in this case could be either MissionController or AircraftController.

### 2.1. HMI Formats and Functions

This section presents a number of key HMI elements used in the multi-UAV GCS which provide vital information and automation support for successfully executing the mission. The HMI elements include glyphs, panels, and support in the form of automated functions. The CHMI² adapts these elements by changing the visual appearance of information sources or the level of automation of the automation support.

#### 2.1.1. Glyphs

Glyphs are used to provide a pictorial representation of different categories of information. They are located below the UAV icons on the tactical map and are only visible when a UAV is selected or upon mouse-over of a UAV. Glyphs are color-coded to indicate the health/performance/status of the specified system/task. The standard coloring convention is followed: green represents an active/good flag, amber represents a caution flag, and red represents a warning flag. Glyphs with on/off status are color-coded with a green/gray scheme respectively. Right mouse clicking on a glyph also brings up different context menus with options that are relevant to the glyph. Table 3 provides a brief description of the different glyphs.

| Category               | Image | Description                                      | Color Coding    | Interaction Options         |
|------------------------|-------|--------------------------------------------------|-----------------|-----------------------------|
| Task—Guided            | ![Guided](image) | Used to indicate that a guided task is currently being performed. | No color-coding used—glyph only appears white, while the glyph image changes based on the UAV’s active task. | **Mouseover**: shows task type and task progress percentage **Right-click**: N/A |
| Task—Line search       | ![Line](image) | Used to indicate that a line search task is currently being performed. | ![Image](image) |                           |
| Task—Track target      | ![Track](image) | Used to indicate that a tracking task is currently being performed. |                 |                           |
Table 3. Cont.

| Category       | Image | Description                                                                 | Color Coding                                                                 | Interaction Options                  |
|----------------|-------|-----------------------------------------------------------------------------|-------------------------------------------------------------------------------|--------------------------------------|
| Task—Hold      | ![Robotics](image) | Used to indicate that the aircraft is currently holding at the given location. |                                                                               |                                      |
| Task—Return to base | ![Robotics](image) | Used to indicate that a return-to-base task is currently being performed. |                                                                               |                                      |
| Lidar          | ![Robotics](image) | Used to indicate the status of the active sensor (on/off).                   | Green: Sensor is available and in use                                         | Mouseover: shows sensor status (in use/not in use) |
| Visual/IR camera | ![Robotics](image) | Used to indicate the status of the passive sensor (on/off).                 | White: Sensor is available but not in use                                     | Right-click: toggles the sensor      |
| Team           | ![Robotics](image) | Used to indicate the UAV team.                                              | Used to indicate communication performance (e.g., data link strength between UAV and GCS). | Mouseover: if white or amber, will provide suggestion to re-assign the team |
| Comms          | ![Robotics](image) | Used to indicate navigation performance.                                    | Green: system status within acceptable limits                                | Mouseover: if amber or red, resolution options will be shown |
| Navigation     | ![Robotics](image) | Used to indicate navigation performance.                                    | Amber: caution flag raised                                                    | Right-click: executes the suggested resolution |
| Fuel           | ![Robotics](image) | Used to indicate the fuel/battery level.                                    |                                                                               |                                      |

2.1.2. Team Management Panel (TM Panel)

The Team Management (TM) Panel supports team and individual platform management by providing essential information on UAV teams, tasks, task progress, and platform system status. A UAV team is defined as two or more UAVs that are controlled together as a group, but do not necessarily have to be of the same type (e.g., in terms of sensor equipment) or perform the same task. The panel is located at the left side of the tactical map and as shown in Figure 4, is divided into two panes allowing the user to drill down to different levels of information. The top pane is the Summary Panel providing a summary of groups of entities while the bottom pane is the Info Panel providing more detailed information on the selected entity.

The Summary Panel provides summary-level information on UAV teams and individual UAV platforms. A group of tabs on the left side of the panel allows cycling through different pages in the panel, comprising the overview page (selected through the OVW tab), individual team page (selected through the T1/T2/T3 tab), unassigned page (selected through the U tab), and base page (selected through the B tab). The overview page provides a summary of all UAV teams, including any team-level cautions and warnings. Selecting a team or UAV on this page will bring up additional details of the team of UAV in the Info Panel. The individual team page, unassigned page, and base page provide a more detailed overview of UAV within the selected group—either platforms within one of the teams, platforms which have not been assigned a team, or platforms that are stationed in the base and have not been deployed. The page displays a summary of information on the task and
system performance of each UAV corresponding to the selected group. When a team tab is selected, further details of the team will be displayed on the Info Panel.

![Team Management Panel](image)

**Figure 4.** Team Management Panel containing the Summary Panel (top) and Info Panel (bottom).

The Info Panel is composed of two modes, either the Team Info Panel or the UAV Info Panel, and provides more detailed UAV team or platform information to support the management of team or platform-level automation modes. The Team Info Panel allows the user to control the level of automation for the team-level automation support and allows for toggling between different views on the map. Two types of automation support are available, comprising resource allocation and path planning. The area morphing functionality shown in the figure had not been developed at the time of the experiment and is thus not discussed in this paper. Three automation modes (manual, prompt, and automated) are associated with each support functionality, with further details presented in the “adaption elements” subsection towards the end of this section. The Team Info Panel also allows switching between trajectory and subpartition views, as illustrated in Figure 5. The trajectory view shows the planned paths of all drones in the selected team while the subpartition view shows the partitions within the team area, where each partition can be assigned to an individual UAV platform, and also allows the partitions to be modified.
Figure 5. Different view modes accessible via the Team Info Panel (the lower panel in the team management (TM) Panel): (a) trajectory view and (b) subpartition editing view.

The UAV Info Panel provides additional details on UAV system health, supports control of sensors and systems, and allows the management of UAV automation modes. The panel is displayed when a UAV platform is selected, either by left-clicking on the platform on the tactical map or by clicking on the UAV via the Summary Panel. The UAV Info Panel is shown in Figure 6 and comprises several pages, which are displayed by clicking on the appropriate tab on the left side of the panel. These include a systems overview page (via the SYS tab), UAV trajectory page (via the TRAJ tab), navigation systems page (via the NAV tab), sky-plot page (via the SKYPLT tab), communication systems page (via the COMMS tab), and sensor system page (via the IR/VIS/LID tab). Each page provides detailed information on the given system, along with controls for the system, where available. Additionally, switching to a particular page would trigger visual changes in the tactical map to display information relevant to the given system.
2.1.3. UAV Tasking

Due to the dynamic nature of the mission, the command and control of UAV platforms in this scenario relies heavily on tactical planning and ad hoc re-tasking. UAV platforms are able to change operational modes depending on the type of assigned task. The different modes include:

- Guided, where the UAV is tasked with flying along a given set of waypoints.
- Line Search, an extension of the Guided mode in which the UAV searches a given area using its visual sensor by flying along a predetermined search path.
- Tracking, where the UAV maps the CO$_2$ concentration of a given area by firing intermittent Lidar pulses towards a ground receiver. The strength of each Lidar pulse can be used to determine the column CO$_2$ concentration.
- Hold, where the UAV is tasked to hold at its current position. A UAV that has completed its assigned trajectory (either under the Guided or Line Search mode) will automatically enter the Hold mode.
- Monitor Fire, where a UAV is tasked with holding over a fixed location while activating its visual sensor.
- Return to Base, where the UAV is tasked to return to a launch base for refueling/recharging.

2.2. Remote Pilot Tasks

As shown in Table 4, remote pilots are required to perform the primary search task along with secondary system management tasks to maintain acceptable performance of various on-board systems. In addition to the sensors, the three systems being simulated in this mission are the navigation, communication, and fuel/battery systems.
### Table 4. Remote pilot tasks and associated user interface (UI) components.

| Task Category | Task Name                  | GCS UI Component                                      |
|---------------|----------------------------|-------------------------------------------------------|
| Primary       | Search AOR                 | Tactical map and Overlay Panel                        |
| Primary       | Localize and monitor fire  | Tactical map and Overlay Panel                        |
| Primary       | Manage UAV tasking and trajectory | UAV Summary Panel—Task and Active/Passive Sensor columns, UAV Info Panel—IR/VIS/LID tabs |
| Secondary     | Monitor/manage navigation performance | UAV Summary Panel—Nav Error column, UAV Info Panel—NAV and SKYPLT tabs |
| Secondary     | Monitor/manage communication performance | UAV Summary Panel—Comms column, UAV Info Panel—COMMS tab |
| Secondary     | Monitor fuel/battery level  | UAV Summary Panel—Fuel column, UAV Info Panel—SYS tab |

#### 2.2.1. Navigation

The remote pilot is required to monitor the navigation accuracy using the NAV page (Figure 7) to ensure that it is kept within operational range during the mission. The navigation accuracy is derived from the best value from 3 separate navigation sources: global positioning system (GPS), differential GPS (DGPS), and relayed DGPS. GPS refers to the accuracy obtained from GPS satellites, and can degrade due to masking effects based on the orientation of the aircraft. DGPS utilizes differential corrections which are broadcast by ground stations to improve the positioning accuracy obtained through GPS. Relayed DGPS uses proximate UAV platforms to relay these corrections to other platforms, effectively extending the broadcast range of the DGPS ground stations. Real time kinematics (RTK) is another well-established technique for improving positioning precision, and the implementation of such a module can be considered in future versions of the simulation environment.

![Figure 7](image-url)  
**Figure 7.** The NAV page in the UAV Info Panel showing the accuracy of different navigation sources and the navigation status of other UAV platforms.

For the scenario, a GPS accuracy of approximately 10 m can be obtained without differential corrections, while differential corrections can further improve the accuracy up to 2.5 m. These corrections are broadcast by differential GPS (DGPS) stations within the area of responsibility (AOR). DGPS stations are co-located with a number of ground Lidar stations within the AOR and as shown in Figure 8, appear as a symbol surrounded by two co-centric rings. The inner ring represents the communication range of the station, typically 8 km. Aircraft within this range are able to receive differential corrections from...
the station and relay these corrections to other aircraft within comms range and with DGPS availability. The outer ring represents the validity range of the differential corrections, typically 40 km. The differential corrections are valid within this range, providing improved positioning accuracy for aircraft operating in the DGPS or relayed DGPS mode. Outside of the validity range, the navigation accuracy provided by the DGPS or relayed DGPS mode will degrade exponentially with distance.

![Figure 8](image_url)

**Figure 8.** Differential global positioning system (DGPS) stations within the area of responsibility (AOR).

Navigation performance is therefore maintained by having UAV loiter within the communication range of these stations while broadcasting DGPS corrections to other aircraft operating within the validity range of the station.

2.2.2. Communication

The remote pilot is required to monitor the communication link strength to ensure that excessive degradation does not occur during the mission. By default, a communication link is established directly between the UAV and the base, but this direct signal strength decreases with distance from the base. If the direct signal strength is weak, the communication link should instead be routed through other UAV platforms acting as communication relays. As shown in Figure 9, the COMM tab allows the remote pilot to view the estimated link strength of different relays. Additionally, when the COMM tab is selected, communication links are depicted on the tactical map as dashed lines, with blue dashed lines representing the communication links from upstream nodes (i.e., the UAVs which are relaying their communications through the selected platform) and the green dashed lines representing the communication links to downstream nodes (i.e., the platforms that are relaying the communications between the selected platform and the base).
2.2.3. Fuel/Battery

In addition to monitoring the navigation and communication systems, the remote pilot also needs to monitor the on-board fuel/battery to ensure that the UAV has sufficient fuel/power to return to base. Fuel/power is consumed while the platform is airborne and is additionally used to power the different sensors when they are activated.

2.2.4. Sensors

Remote pilots are required to utilize on-board sensors to search the area of responsibility (AOR). In the scenario, UAV can be equipped with a combination of active sensors, passive sensors, or both active and passive sensors. UAV which are equipped with a Lidar (i.e., an active sensor) have the letter “A” appended to their callsign. UAV can use the Lidar to map the CO₂ concentration around the Lidar stations within the AOR, denoted by the symbol on the map, as shown in Figure 10. When tasked with tracking a Lidar station, the UAV circles around an assigned station while firing its Lidar towards the station at regular intervals.
If a fire is present within the tracking radius, the Lidar will pick up high concentrations of CO$_2$ as shown in Figure 11. However, as seen in the figure, the sensor has poor range resolution and will not be able to discriminate the exact position of the fire. Additionally, as the Lidar needs to be on-target or within range of the station in order to take CO$_2$ measurements, tracking results can sometimes appear spotty/incomplete.

UAV which are equipped with an IR or visual camera (i.e., a passive sensor) will have the letter “P” appended to their callsign. Unlike the Lidar, which requires a ground receiver, UAV can use the passive sensor to directly determine the presence of fires in the AOR. The sensor footprint is shown when the IR or VIS tab is selected and also upon mouse-over of the UAV icon on the map (Figure 12).

The passive sensor is also automatically activated when the UAV is assigned a Line Search task. Figure 13 shows a single UAV performing a Line Search within its assigned area containing two fires. The two fires are picked up by the UAV passive sensor.
2.3. Automation Elements

Two classes of automation support are available in the scenario—team-level automation and UAV-level automation. Team-level automation is used to optimize the mission by managing resource and task allocation within teams, while UAV-level automation is used for managing systems (i.e., service avionics) on-board individual UAV platforms. Two team-level support functions are available, namely resource allocation and path planning. Resource allocation is used to automate the allocation of UAVs to different teams based on their relative proximity, fuel/battery level, and the sensor composition of each UAV. Path planning is used to automate the task allocation (i.e., as defined in the UAV Tasking section) of UAVs in the specified team. The three available automation levels (manual, prompt, and automated) for each automation function are described in Table 5.

Table 5. Automation levels for team-level automation support.

| Function       | Automation Level | Sheridan Scale [35] | Description                                                                 |
|----------------|------------------|---------------------|-----------------------------------------------------------------------------|
| Resource allocation | Manual          | 1                   | User manually assigns UAVs to teams.                                         |
|                 | Prompt           | 5                   | The system performs regular checks to determine if any UAVs should be reassigned to a different team. The optimal combination is prompted to the user for approval. |
|                 | Automated        | 8                   | The system performs the team assignment automatically.                       |
| Path planning   | Manual           | 1                   | User manually performs task allocation and path planning for UAVs.           |
|                 | Prompt           | 5                   | The system performs regular checks to determine if any UAVs have completed their tasks. If the UAV’s task has been completed, the system selects a new task to be allocated to the UAV, prompting the user for approval. |
|                 | Automated        | 8                   | The system performs the task allocation automatically.                       |

UAV-level automation support comprises functions that automate the management of the fuel/battery, communications, and navigation systems. The UAV-level automation performs health checks on the associated systems, also performing recovery actions if the system health falls below given threshold levels. Like the team-level automation, each function has three discrete levels, described in Table 6.
Table 6. Automation levels for fuel/comm/nav management.

| Function     | Automation Level | Sheridan Scale [35] | Description                                                                 |
|--------------|------------------|---------------------|----------------------------------------------------------------------------|
| Fuel management | Manual           | 1                   | Provides an indication of the current fuel/battery level, along with color-coded glyphs and caution/warning messages. |
|              | Prompt           | 5                   | When fuel/battery is low, glyph provides a prompt for the user approval to send the UAV back to base.          |
|              | Automated        | 8                   | When fuel/battery is low, UAV is automatically returned to base.                                                |
| Comms management | Manual          | 3                   | Provides an indication of the current link strength, along with color-coded glyphs and caution/warning messages. The user manually checks the availability of relays and their expected link strength. |
|              | Prompt           | 5                   | When link strength is low, provides a prompt to switch to the best available relay, pending user approval.      |
|              | Automated        | 8                   | When link strength is low, automatically selects the best available relay. If there are no better alternatives, alerts the user to perform mission re-planning. |
| Nav management | Manual           | 3                   | Provides an indication of the current navigation accuracy, along with color-coded glyphs and caution/warning messages. The user can also manually check the availability of surrounding UAVs to perform relayed DGPS and their navigation errors. |
|              | Prompt           | 5                   | When navigation accuracy is low, provides a prompt to perform relayed DGPS with proximate UAV, pending user approval. If there are no more available UAVs, alerts the user to perform mission re-planning. |
|              | Automated        | 8                   | When navigation accuracy is low, automatically establishes links to surrounding UAVs to perform relayed DGPS. If there are no more available UAVs, alerts the user to perform mission re-planning. |

2.4. Adaptation Engine

The adaptation engine is illustrated in Figure 14 and comprises an automation level (AL) inference module and a state chart. The AL inference module is a fuzzy inference system (FIS) that produces as output the expected AL based on the user’s cognitive states and system performance, while the state chart translates the output of the AL inference module to actual AL transitions in the automation functions.

The AL inference module is based on a FIS using a set of rules similar to those described in Table 7, taking as input the classified workload, attention, and system performance, and providing the AL as output. The ruleset presented in Table 7 was derived from expert knowledge of how a system’s automation level could vary according to the user’s workload, attention and task performance.
If there are no more available UAVs, alerts the user to perform mission replanning.

Automated navigation accuracy is low, automatically establishes links to surrounding UAVs to perform relaying DGPS.
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Figure 14. Adaptation engine process.

Table 7. Fuzzy inference system (FIS) rules for inferring the automation level based on a combination of the user’s workload, attention, and the system performance.

| Rule | Antecedent | Consequent |
|------|------------|------------|
|      | Workload   | Attention  | Performance | AL   |
| 1    | Low        | Not Low    | Not Low     | AL1  |
| 2    | Low        | Not High   | Not High    | AL2  |
| 3    | Med        | Not High   | Not Low     | AL2  |
| 4    | High       | –          | High        | AL2  |
| 5    | Med        | Low        | Low         | AL3  |
| 6    | High       | Low        | Not High    | AL3  |

The Gaussian membership function, \( \mu \), is used when defining the nodes (i.e., low, med, high) of each input to the interference module:

\[
\mu(x, c, a) = \exp\left(-\frac{(x - c)^2}{2a^2}\right) \tag{1}
\]

where \( x \) is the input value, and \( c \) and \( a \) are respectively the center and width of each input node. When the “not” operator is present in the antecedent, the complement of the node membership function, \( \mu' \), is used, given by:

\[
\mu'(x, c, a) = 1 - \exp\left(-\frac{(x - c)^2}{2a^2}\right) \tag{2}
\]

The output of the resulting FIS is shown in Figure 15. The raw output of the FIS, represented by the points within the three-dimensional cube, is a continuous variable varying between 0 and 1. Predefined thresholds, represented by the surfaces in the cube,
allow partitioning of the output into different automation levels. The surfaces are smooth and continuous, preventing the occurrence of abrupt changes in AL.

![Figure 15. FIS output.](image)

The state chart is used to prevent sudden jumps in AL or excessive transitions within a short period of time, introducing hysteresis in the adaptation mechanism. Under low workload conditions, combined with either high attention or high performance, the system maintains the AL at AL1. With increasing workload, decreasing attention, or decreasing performance, the system increases the automation level to AL2 (prompt) before transitioning to AL3 (automated). Workload is determined by passing a combination of neurophysiological and task performance inputs into a trained adaptive neuro-fuzzy inference system (ANFIS), while attention is derived from gaze metrics, specifically based on the dwell or neglect time on a given entity. The rate of change of attention is based on the product of two factors, given as:

\[
\frac{\partial ATT}{\partial t}(ATT, DT, NT) = k_{att}(ATT, DT, NT) \cdot k_t(DT, NT)
\]

where \(\frac{\partial ATT}{\partial t}\) is the rate of change of attention, \(k_{att}\) is the attention factor, \(k_t\) is the time factor, \(DT\) is the dwell time, and \(NT\) is the neglect time. \(k_{att}\) determines the sign of \(\frac{\partial ATT}{\partial t}\) such that \(\frac{\partial ATT}{\partial t}\) is positive when a dwell is registered and \(\frac{\partial ATT}{\partial t}\) is negative when a dwell is not registered. Additionally, \(k_{att}\) also scales the magnitude of \(\frac{\partial ATT}{\partial t}\) such that the rate of change is 0 when \(ATT\) is at 1 or 0. \(k_t\) is a positive value that scales the magnitude of \(\frac{\partial ATT}{\partial t}\) based on the dwell or neglect duration. These factors are given by:

\[
k_{att}(ATT, DT, NT) = \begin{cases} 1 - ATT, & DT > 0 \\ -ATT, & NT > 0 \end{cases}
\]

\[
k_t(DT, NT) = \begin{cases} \frac{1 + \exp(-b_1(DT + c_1))}{1 + \exp(-b_2(NT + c_1))} + d_1, & DT > 0 \\ \frac{1 + \exp(-b_2(NT + c_1))}{1 + \exp(-b_2(NT + c_1))} + d_2, & NT > 0 \end{cases}
\]

A sigmoid function is used for \(k_t\), with the coefficients in Table 8 empirically determined such that 10 s of dwell brings \(ATT\) from 0 to approximately 0.9 and 10 s of neglect brings \(ATT\) from 1 to approximately 0.1.
The model was applied to determine the allocation of attention to different UAV platforms and UI components in the scenario. A desk-mounted eye tracker was used to determine the user’s gaze, which was correlated with the UAV position on the tactical map and the tabs in the TM Panel, with obtained results being similar to the graph presented in Figure 16.

![Figure 16. Results of gaze-based attention model. Left: theoretical values; right: experimental values.](image)

3. Multi-UAV Scenario

The concept of operations (CONOPS), experimental scenario, procedure, and participants have been previously presented and discussed [33,36,37]. In brief, participants assume the role of a remote pilot tasked with coordinating multiple UAVs in a bushfire surveillance mission. Participants are given primary and secondary mission objectives, with the primary objective focusing on maximizing the coverage of the surveillance task while the secondary objectives focus on monitoring and maintaining the on-board UAV system health. The sensor payload of each UAV comprises an active sensor (Lidar) and a passive sensor (IR). UAVs can be equipped with either one of the two sensors or both sensors, and each sensor has different range, field-of-view, and operating characteristics (e.g., the Lidar can only be used within the proximity of ground receivers scattered throughout the surveillance area). UAVs can be assigned to teams to perform coordinated search tasks over specific areas, allowing remote pilots to take advantage of team-level automated features. In planning the tasks of individual UAVs, the operator needs to account for several factors:

- The availability of sensors on the UAV platform, active (A) or passive (P). The UAV’s sensor availability is appended at the end of the its call-sign for ease of recognition (e.g., “RMIT_01AP” means that the drone is equipped with both active and passive sensors).
- The available fuel/battery on-board the UAV platform. For this mission, the UAVs have an endurance of approximately 20 min, but this endurance can be further reduced by additional factors such as the use of on-board sensors or additional communication systems. When UAVs are low on fuel/battery, they need to be sent back to base for refueling/recharging, requiring a reconfiguration of the UAV team if the specific UAV plays a central role in the team (e.g., serving as a communication node, monitoring a localized fire, etc.).
• The navigation performance. The operator is required to maintain navigation performance within specified limits. Although the effects of degraded performance on the UAV are not modelled for the purposes of this scenario, the navigation performance is included when calculating performance indices.

• The communication performance. The operator is required to maintain communication performance within specified limits. Communication performance degrades with distance from the base station. Similar to the navigation performance, the effects of degraded communication performance are not modelled in this scenario but are used in the calculation of performance indices.

It is assumed that participants allocate their main cognitive capacity to the primary task of mission planning and analyzing sensor data, while using their spare capacity for system management. As the number of UAVs in the scenario increases, the amount of monitored information also increases, along with the level of complexity associated with mission planning and task allocation. In particular, since the navigation and communication performance can be augmented by establishing relays with proximate aircraft, remote pilots would need to keep track of the relative distances between linked aircraft to maintain these relays. Due to the combinatorial nature of this task, its complexity would be expected to increase exponentially with the number of aircraft being monitored. The extent to which the secondary tasks are attended to can thus be used as an indirect indicator of the participant’s workload, since the scenario is designed to make it difficult for participants to attend to all subsystems in an overloaded situation. As such, a task index was derived from the UAV flight logs and used as an objective and continuous measure (computed at a rate of 1 Hz) of the participant’s task performance. The task index was derived by assessing the number of pending secondary tasks, weighted by the task’s relative importance. Participants were briefed on the importance of attending to both primary and secondary tasks but were not made aware of the weights used in calculating the task index. The task index was calculated as follows:

- Poor navigation performance (accuracy above 25 m): +1
- Adequate navigation performance (accuracy between 10 m and 25 m): +0.5
- Poor communication performance (comm strength below 50%): +1
- Adequate communication performance (comm strength between 50% to 70%): +0.5
- Critically low fuel/battery (fuel/battery needed to return to base less than 1.5x available on board): +1
- Low fuel/battery (fuel/battery needed to return to base between 1.5x and 2x available on board): +0.5
- Autopilot mode in hold: +1
- UAV not assigned into a team: +1
- UAV does not have any sensor active: +1

The task index was used as a basis for assessing the sensitivity of different neurophysiological features. Features which were highly correlated to the task index were deemed to be more suitable. In addition, the task index was used as the desired output when training the user’s workload model in the offline training phase.

4. Human-in-the-Loop Evaluation

Human-in-the-loop (HITL) test activities were aimed at verifying the classification layer of the CHMI² system, particularly for the offline calibration and online adaptation phases. In the offline calibration phase, individual and/or groups of operators are meant to undertake a fairly extensive set of training exercises designed to explore the psychophysiological response of the operators. The models in the classification layer are calibrated based on the data from these training exercises and can be re-calibrated periodically (for instance every month) to capture shifts in operator response. In the online adaptation phase, the classification layer is coupled with the adaptation layer to provide seamless transitions between different HMI² formats and functions to support enhanced human-machine performance and operational safety.
4.1. Experimental Setup

The test activities comprised two experimental runs, with the first run occurring between 31 July 2019 to 8 August 2019 involving 8 participants (7 male; 1 female), and the second run occurring between 13 December 2019 to 19 December 2019 involving 6 participants (5 male, 1 female). The participants were aerospace students at the Royal Melbourne Institute of Technology (RMIT) University and were selected based on their prior experience in aviation and aerospace engineering. Owing to a lack of familiarity with the HMI functions and the bushfire fighting scenario, participants had to undertake two rounds of familiarization training prior to the first experimental run, with each training session lasting approximately one hour. At the end of the training, participants were able to demonstrably perform the basic functions in the GCS (e.g., team assignment, tasking, sensor utilization, overlay switching). However, it was observed that participants were generally not familiar with advanced automation tools, such as automated tasking, system management, and path planning functionalities. During the familiarization training and over the course of the two experimental runs, minor refinements were made to the scenario and HMI based on participant feedback. Data of the first experimental run were used to train the models in the classification module for the offline calibration phase, while the second experimental run was aimed at verifying the system’s capability to drive dynamic changes in HMI² formats and functions for the online adaptation phase.

The experimental procedure is illustrated in Figure 17. At the beginning of each experimental run, participants were given a refresher briefing to make sure that they were familiar with the scenario and the usage of the GCS. Following the briefing, participants were asked to wear a combination of neurophysiological sensors comprising the Bioharness strap, EEG cap, and functional near-infrared spectroscopy (FNIRS) headband. The FNIRS headband was worn in the first experimental run but was not used in the second experimental run as the OpenFace face tracker was used to record the participants’ facial features and required an unobstructed view of the participant’s face. A check was conducted to ensure that the impedances of the EEG electrodes were within acceptable range and that the EEG signal was not saturated. Subsequently, the Gazepoint 3 (GP3) eye tracker was calibrated using a 9-point calibration and the OpenFace recording started. The GP3 and Bioharness sensors were fully integrated in the lab network, allowing for real-time data streaming. However, as the EEG, FNIRS, and face-tracker were not yet fully integrated, data from these sensors could only be obtained via post-processing after the experimental run. Additionally, cardiorespiratory data were not logged for one participant as the Bioharness strap was too large to fit the participant. For further information on the neurophysiological sensors, set-up, and neurophysiological features, the reader is referred to [28].

| 15 mins | 5 mins | 10 mins | 10 mins | 10 mins | 5 mins | 10 mins |
|---------|--------|---------|---------|---------|--------|---------|
| Briefing and set-up | Rest | 3 UAVs | 6 UAVs | 9 UAVs | Rest | De-briefing |

![Figure 17. Experimental procedure.](image)

Once the set-up was complete, rest-state data were logged for 5 min before starting the scenario, which lasted for 30 min and comprised three back-to-back phases of increasing difficulty. At the end of the mission, neurophysiological data were logged for another 5 min, while the participant was in a resting state. Subsequently, a de-briefing was carried out where participants provided feedback on the mission along with subjective ratings for their workload and situational awareness in each of the three phases using a 10-point Likert scale. The workload and situational awareness were found to be significant across the three phases [33].
4.2. Offline Calibration

In the offline calibration phase, initial datasets were collected from the first experimental run to train the classification module. Since only data from two sensors (GP3 and Bioharness) could be streamed in real time, two separate ANFIS-based workload models (full/reduced) were generated for each participant. The full model was generated by training on the full set of neurophysiological features while the reduced model was generated using features obtained only from sensors that operate with real-time availability (i.e., the GP3 and Bioharness), with the intention of being deployed in the online adaptation phase. The inputs for training each classifier included the normalized click count, along with different neurophysiological features. The full model was obtained by training on normalized values of visual entropy, blink rate, heart rate, heart rate variability (HRV) (given by the magnitude of the two principal axes of the Poincaré plot, SD1 and SD2), FNIRS oxygenation, and blood volume, while the reduced model was obtained by training on the normalized values of visual entropy, blink rate, heart rate, and SD1. The normalized task index served as desired model output. The training produced fairly accurate models, with the full model providing a slightly lower error than the reduced model. Comparing the accuracy of the two models across all six participants, the root mean squared error (RMSE) for the full model was found to be 0.047 ± 0.025, while that of the reduced model was found to be 0.055 ± 0.030. The training results were generally similar across all participants, with Figure 18 showing the results from Participant 5’s dataset. The output from the full model was observed to be generally noisier than the output from the reduced model but more accurate due to the contribution of additional neurophysiological features not included in the reduced model.

![Figure 18. ANFIS training results, with output of trained models (full and reduced).](image)

4.3. Online Adaptation

Verifying the CHMI² system in the online adaptation phase required evaluating the system’s capability to support real-time workload inference and HMI² adaptation. To evaluate the real-time workload inference, the accuracy of the inferred workload was determined by comparing the classifier output against the normalized task index. The workload model’s performance is summarized in Table 9, given in terms of the correlation coefficient and normalized RMSE between the inferred workload and normalized task index.
Table 9. Performance of real-time workload inference—correlation coefficient and normalized root mean squared error (RMSE).

|                  | Correlation Coefficient | Normalized RMSE | Normalized RMSE (Phase 1) | Normalized RMSE (Phase 2) | Normalized RMSE (Phase 3) |
|------------------|-------------------------|-----------------|---------------------------|---------------------------|---------------------------|
| Participant 1    | -0.153                  | 0.312           | 0.200                     | 0.111                     | 0.362                     |
| Participant 2    | 0.439                   | 0.314           | 0.400                     | 0.361                     | 0.150                     |
| Participant 3    | 0.385                   | 0.205           | 0.289                     | 0.116                     | 0.216                     |
| Participant 4    | 0.144                   | 0.304           | 0.454                     | 0.249                     | 0.126                     |
| Participant 5    | 0.645                   | 0.199           | 0.258                     | 0.115                     | 0.235                     |
| Participant 6    | 0.446                   | 0.227           | 0.281                     | 0.192                     | 0.204                     |

The performance of the workload model was variable across all participants, with the model of Participant 5 (Figure 19) exhibiting the best performance with a correlation coefficient of 0.645 and a normalized RMSE of 0.199 against the task index.

![Participant 5's inferred workload (blue) and actual task index (red).](image1)

Figure 19. Participant 5’s inferred workload (blue) and actual task index (red).

Furthermore, it was observed that the RMSE of the inferred workload differed across the different phases of the experiment, with larger RMSE typically occurring during the lower task index phases (i.e., Phase 1). In the case of Participant 3 (Figure 20), where the workload model was based solely on eye tracking observables (visual entropy and blink rate) and not using cardiorespiratory measures, the model performed poorly, particularly at low values of the task index.

The low correlation coefficient for Participant 1 (Figure 21) can be attributed to a poorly trained model for that participant. The dataset used to train Participant 1’s model was taken from an experimental case where the participant had mistakenly sent out more UAVs than allowed, resulting in the need to send these UAVs back mid-phase and thereby leading to disruptions in the scenario. As a result, the participant provided low subjective workload ratings across the three scenario phases, resulting in an excessively low variation in the scaled task index (varying between 0.2 and 0.3 when used to train the workload model). As the workload model was trained on this limited range, it had a natural bias to make inferences about the user’s workload within that range.
5. Discussion

The offline training and real-time inference was successfully demonstrated, notwithstanding the mixed results of the module’s performance. In particular, future work should focus on implementing a number of modifications to the module to overcome its current limitations and improve the inference accuracy:

Determining the most suitable neurophysiological features as input for the module. The reduced model was trained on four neurophysiological features (gaze entropy, blink rate, heart rate, and heart rate variability). Even though gaze entropy and blink rate were found to be the two features which were the most highly correlated with the task index, a model trained solely on these two features (i.e., Participant 3’s workload model) was shown to be less accurate than one trained on the four features. Therefore, it could be
the case that additional features based on EEG, fNIR, facial features, or voice patterns could improve the accuracy of the trained model. However, it was also observed that models trained on a greater number of inputs generally produced noisier output. Therefore, a more rigorous evaluation is needed to ensure that the selected features are indeed correlated with the user’s cognitive states. Since the results of the current experimental tests have shown that the current set of neurophysiological features are poorly correlated with the task index, further pre-processing might be required to obtain a more highly-correlated set of features.

**Additional training stages.** While the current process features a single offline training stage followed by the online adaptation, a more accurate model could be obtained via a batch training process where the model is trained across multiple test runs, or a continuous training process where the model is trained after every use. This hypothesis could not be tested at this stage given the time constraints but should be investigated in future research.

**Using a different machine learning method in the classification module.** The workload model is currently trained using an ANFIS-based machine learning method. The method works by fitting the model to the desired output based on a given set of inputs. Consistent with the basic ANFIS method, the fuzzy input membership functions are tuned via back-propagation while the output membership function is modified by least-squares. The back-propagation stage is typical of most neural network-based machine learning techniques and is useful since it allows the input membership function parameters to gradually converge to a target value. However, the least-squares method of determining the output membership parameters is a “one-shot” technique which runs contrary to the philosophy of gradual convergence, as the output membership parameters are effectively overwritten at each training iteration. As such, to retain the “grey-box” approach offered by fuzzy systems while overcoming the limitations of an ANFIS-based method, a possible alternative is to consider Bayesian networks, which also utilize a similar back-propagation method to tune the network parameters. Additionally, other machine learning techniques, such as deep neural networks (DNN), would introduce the possibility of reinforcement learning over subsequent training stages, although possibly compromising model interpretability.

**Making modifications to the task index.** The task index was initially conceived as an objective and continuous measure for approximating the user’s workload, independent from the neurophysiological observables and based on readily obtainable mission/system measurables. It assumed that the secondary task load could serve as a proxy to the user’s workload and was based on a count of pending secondary tasks, weighted by their relative difficulty. However, during the experimental runs, it was observed that participants, usually the inexperienced ones, could not maintain an awareness of all the current pending tasks, thereby experiencing a lower subjective workload even if at a relatively higher task index. This is a common phenomenon, as humans are known to shed tasks to maintain an appropriate level of perceived workload. To prevent this, an explicit score could have displayed with points lost for failing to do these tasks. Additionally, modifications could be made to the task index by introducing additional weights based on the perceptibility of a task. However, care should be taken to ensure that these weights are independent from the neurophysiological measures.

### 6. Conclusions

The assessment of the human operator’s cognitive state through the real-time measurement of neurophysiological parameters holds promise to support new forms of adaptive automation, such as intelligent agents that can sense, predict, and provide adaptive decision support to the user during periods of sustained workload; or systems that can dynamically allocate tasks to teams of individuals based on their cognitive profiles. As relatively high levels of automation and autonomy are required to support multi-UAV operations, adaptive automation is an important enabler to achieve an optimal distribution of task load among agents in the human-machine team. One of the pathways towards adaptive automation is through the sensing and inference of the functional state of the user based
on neuroergonomic principles, as described by the CHMI\textsuperscript{2} framework. While this line of research has been initially pursued in the ATM and conventional piloting domains, there has been limited research on similar systems for UAV or multi-UAV operations. In light of these developments, this article investigated the potential for a CHMI\textsuperscript{2} system to support multi-UAV operations. To evaluate the CHMI\textsuperscript{2} framework, a UAS simulation environment was developed, along with HMI formats and functions allowing users to assume the role of a remote pilot in an OTM bushfire detection scenario. The CHMI\textsuperscript{2} module was integrated into the simulation environment and the feasibility of the system was assessed through HITL experiments. The experimental evaluation successfully demonstrated the offline calibration and online adaptation functionalities of the CHMI\textsuperscript{2} module. The performance of the workload inference model was variable across participants, with an RMSE of 0.2 to 0.6 for the inferred workload, which could be attributed to the reduced number of features with real-time availability, as well as a single training stage in the offline calibration phase. Additionally, limitations were identified in the tuning techniques used in the ANFIS-based classification module, which could possibly be overcome with a different machine-learning method, or through additional calibration and tuning stages. Notwithstanding these limitations, the HITL evaluation activities successfully demonstrated the potential of a CHMI\textsuperscript{2} system to provide adaptive automation in complex scenarios, paving the way for trusted autonomy in future aerospace systems.
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