Identification of pneumonia based on chest x-ray images using wavelet scattering network
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ABSTRACT

Lungs pneumonia is one of the most dangerous diseases that affect the human lung. Pneumonia is often caused by bacteria, or viruses, fungi .and It affects one or all parts of the lung. The X-ray image is one of the most diagnoses tools that used in medical field to detect pneumonia. Therefore, in this paper, deep learning method as wavelet scattering network implemented as classification model of lung pneumonia. Besides, the X-Ray images features extraction have been implemented by wavelet scattering transform. Since wavelet scattering networks need high replication datasets for training and testing wavelet scattering model, 500 X-Ray images for pneumonia and 500 Normal X-ray have been used to training data and the creation of reliable training details automatic identification images. In this work, networks will gain information from pre-trained networks on 650 images datasets, and 350 images are used for testing. The proposed system results specify that the wavelet scattering network classified chest X-ray images by accuracy reached to 98%.
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1. Introduction

Many experts have recently expressed attention in various topics such as cloud computing [1,2], internet of things [3,7], cryptography [8,14], machine learning, medical image recognition and detection [15,21]. One of the famous medical image is Pneumonia which is the result of an infection from a bacteria, virus, or fungi that travels through the air into the lung [22]. Infection (purulent material), causing cough with coolness or pus, can fill the air sacs, illness, chills, and difficulty breathing. Pneumonia can range in seriousness from slight to poisonous. This disease is more dangerous on infants, children, and people elder than age 65, and people with health complications like heart disease and chronic diseases [23]. The most commonly sought diagnostic technique for all forms of pneumonia involves studying the increased opacity in regions of the lungs as shown by the chest radiograph, or chest X-ray (CXR). The increased opacity is caused due to the inflammation of the lungs with the high amounts of liquid in the affected areas [24]. There can be complications to the diagnosis of pneumonia through CXR because of the possibility of existence of pulmonary edema [25] which is mostly caused by cardiac problems, or internal lung bleeding, lung cancer, or in some patients, atelectasis [26] which results in unilateral collapse or shutdown of a part of a lung or the whole lung itself. In this condition, alveoli are deflated to very low volumes, visible from the increased opacity of the affected part seen in the CXR. Due to these complications, it becomes vital for having trained physicians and specialists, equipped with the patients’ clinical record, to study the CXRs at different time frames for comparison and proper diagnosis. A chest X-ray radiograph of the chest, named a chest X-Ray (CXR) is a chest prediction radiograph used to detect chest symptoms. Like all the chest x-ray has been shown to reduce the number of erroneous diagnoses, and to be especially useful in teaching hospitals. It is essential to the control of tuberculosis at its source and offers hope of earlier detection of cancer of the lung [27,28]. The chest X-ray has real problems in terms of analyzing the data when it is taken directly to patients on a stretcher or bed [29, 30]. Therefore, a scattering wave network was used to give a
display power of the image with the true values of the patient data. One of the wavelets scattering architectures is the wavelet scattering network that used in this work [31]. The wavelet scattering network has been usually used in the medicinal turf, because of powerful feature extraction illustration. The accurate recognition and classification of wavelet scattering network technique is the most successful technology in medical images applications [32,34]. Working on a correct medical diagnosis to detect lung diseases will reduce the suffering of patients, so X-ray images are used. Majority of research in this area focuses on feature detection using modern CNN architectures that are more complex than conventional, few layer architectures. Kermany et al. [35], for example, conduct a thorough investigation into the development of diagnostic tools for patients with treatable diseases. Using a state-of-the-art deep CNN, researchers are able to treat blinding retinal diseases and pneumonia. One of the issues with these deep, modern CNN architectures is the difficulty of training all of the corresponding layers, which takes a long time and requires a lot of computing power. ChexNet, suggested by Rajpurkar et al. [36], is another example of the use of very deep convolutional architectures. Their design properly detects pneumonia and uses a heat map to pinpoint the areas with the most severe lung inflammation. Zech et al. [37] investigated and tested the performance of ChexNet training on an internal dataset of pneumonia and normal medical CXRs. For better generalization of the model, the work done in [38] revealed that a generalized pneumonia detection model must be trained on pooled data from different sources (for example, hospitals or different departments within a hospital). Pankratz et al. [39] used a machine learning algorithm called logistic regression to differentiate between cases of ordinary interstitial pneumonia (UIP) and non-UIP cases, with an area under the receiver-operator characteristic curve (AUC) of 0.92. In general, there is a trade-off between machine learning systems' intelligibility and their precision in the field of medicine. The models that achieve high precision are generally not very understandable. To put it another way, one cannot fully comprehend every step of a less intelligible model's process, making it difficult to comprehend, edit, or validate the parameters of such models, despite their high accuracy. When deciding between simple and understandable machine learning algorithms like logistic regression or random forest versus more complex, less understandable deep learning models like artificial neural networks that offer higher accuracy, we see such trade-offs. Because these AI systems are augmented, high accuracy may not always be the primary objective in a field like medicine—whether the final say being exercised by a qualified person (say, a doctor). Caruana et al. worked on developing an understandable model using generalized additive models to solve this difficult trade-off (GAMs)[40]. to create state-of-the-art accuracy on CXR data using generalized additive models with pairwise interactions (GA2Ms) [41]. Wang et al. developed a hospital-scale chest X-ray dataset with over 100,000 frontal view CXRs from over 30000 different patients for eight different thoracic diseases [42].

Table 1. Analysis of related work

| no | Ref no | Technique                                                                 | Advantage                                                                 | Disadvantage                                                                 |
|----|--------|---------------------------------------------------------------------------|---------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| 1  | 15     | CNN for classification that has been pre-trained (ImageNet).              | A fast learning process is possible even with very deep CNNs.              | When the CNN is pre-trained on data that isn't similar to CXRs, negative transfer from ImageNet may occur. |
| 2  | 16     | 121-layer CNN for pathological detection based on localization          | Pathology localization based on density yields a very descriptive result.   | Only employs frontal CXRs, which aren't always sufficient for diagnosis (without lateral view) |
| 3  | 19     | Through logistic regression, a genomic classifier distinguishes UIP from non-UIP. | AUC (area under the ROC curve) of 0.86 and 0.86, respectively, are very high specificity and AUC (area under the ROC curve). | Considers a smaller group of people for experimentation. In addition, it has a sensitivity of 0.63, which is below average. |
| 4  | 20     | For pneumonia, a highly understandable additive model was used.         | Their work demonstrates that intelligibility and state-of-the-art accuracy can be achieved using their method. | Although the model is understandable, the precise reason for the predictions is unknown (various factors: |
In this paper, we will use the scattering wavelet network method that will be suitable for dealing with chest X-ray images in order to overcome the disadvantages of other methods that are used in diagnosing medical images that need more accurate training and testing for the data set. Therefore, increasing accuracy when using the wave scatter network.

2. Material and methods

The mathematical basics of Wavelet Scattering give in [43, 44]. It’s well understood, relies on few parameters in contrast deep networks. The processes data of wavelet scattering transform are in stages. The mean of three stages wavelet scattering transform has been identified in figure 1 when the output of first stage develops Feedback for the next step. The zeroth-order. By simple averaging of the data, scattering coefficients are computed [45]. The wavelet scattering structure used tree algorithm as shown in Figure 2.

![Wavelet scattering stages](image1)

![The tree view of wavelet scattering algorithm](image2)
\{j, k\} will be waves, \(\phi J\) will be the measure of the function, and \(f\) will be a data entry in the image data being for both \(j, k\), there are several rotations that are specified for the wavelet. The sequence of edges from root to node will be a path [46]. The coefficients of the graph wrapped with the scale function \(\phi J\) are the dispersion coefficients. Low-contrast features extracted from data are represented by a set of dispersion coefficients. Low-pass filtering happens as a result of wrapping with the scaling function, and the information is lost. However, when measuring transactions in the next step, information is retrieved [47, 48]. To extract features from the data, first build and configure the framework using wavelet scattering (for time series) or wavelet scattering (for image data). The size of the parameter scale, the number of candidate banks, and the number of waves per response in each candidate bank are all parameters you can set. You can also set the number of revolutions per wavelet in wavelet Scattering. You may also set the number of revolutions per wavelet in wavelet Scattering. Using the wave scattering object's functions to remove features from time series, transform, or the matrix property. To derive features from image data, use the wavelet Scattering function of the scattering Transform object or feature matrix. The transformation creates features in a rapidly method. Start, transform the data with

\[
f^*J\]

obtain \(S[0]\), the zero-order coefficients. Next, proceed as follows [49,50]:

1. Each wave filter in the first candidate bank, take the waveform of the input data
2. with parameter for each of the filter's outputs. The nodes are Scalogram, \(U[1]\).
3. Taken Average all of the units with filter size. The results by are the coefficients of the first order, \(S[1]\).
4. Repeat these process with each node.

The scaling and scattering coefficients are returned by the scattering Transform function. Dispersion features are returned by the Feature Matrix function. By learning the algorithms, all outputs can be easily consumed.

3. Proposed system

The main objective of the proposed system is to discover the natural images of the abnormal, depending on a group of medical images, where the proposed system consists of several stages as in the diagram shown in Figure 3.

![Figure 3. Block diagram of the proposed system](image)

3.1. Dataset

The database is supported in this work has been published by a team of researchers at Mdamlas/ Covid-19 X-Ray identification. The dataset 1000 images has two type images (500 normal and 500 pneumonia) and size images 1024*1024 and as shown in figure 4.
The dataset will be divided into trained data and tested data according to the type of images as shown in table 2.

| Type     | Normal | Pneumonia |
|----------|--------|-----------|
| Training | 325    | 325       |
| Testing  | 175    | 175       |

### 3.2. Preprocessing

This stage will process the data set, and it will be basic and necessary to improve the model, as it contains two steps of conversion and resizing, as shown in figure 5.

The step of converting the image from a color image to gray scale will facilitate the work from 3-band to 1-band, meaning it converts from 24 bytes / pixel to 1 byte / pixel. Resize step The images will be converted from 1024*1024 into 32*32 to be prepared for the wavelet scattering network and their values are converted from 0 to 255.
3.3. Wavelet scattering networks

This stage represents the heart of the proposed system, where the images are passed from the preprocessing stage to a network of wavelet filters consisting of 3 levels and 8 nodes for each level, where in each layer the image is entered into a group of filters, where this stage is similar to the convolution filters and as used in a convolutional neural network where the output of this step is a feature that is useful for the classification output, as shown figure 6.

![Figure 6. The wavelet scattering filters (L=3, N=8)](image)

3.4. SoftMax classifier

At this stage features resulting from the scattering wavelet network are trained, where priority is given to each class 0.5 to pneumonia, either abnormal. SoftMax is used to obtain the class-specific probabilities that have value (0,1). Is a mathematical function that transforms a vector of numbers into a vector of probabilities, with the probabilities of and value proportional to the vector’s relative size? The class of pneumonia in SoftMax will take a probability. If there is a pneumonia in the image, we give it a probability (0). If it is not, then it takes a probability (1) and the probability of the image is normal.

4. Evaluation Results

The proposed work is implementing using python 3.9 with CPU 2.6, RAM 8G and under Window 10 64-bit environment. The accuracy and loss standard factors, result between training and testing of wavelet scattering network system shown in Figure 7. The wavelet scattering model has high accuracy between training and testing in the first 3 epoch and 98% matching for more than 6 epochs. The testing gives less loss camper with training loss. The performance calculation for proposed wavelet scattering frameworks in train 650 images and test other 350 images. While figure 8 show result confusion matrix that used to describe dataset that’s testing 350 images.

![Figure 7. The accuracy and loss Models calculation between Training and testing](image)
The classification metrics accuracy (Acc) and F-score are executed. The proposed system architecture has reached best presentation with a typical classification accuracy and S-Score.

$$\text{ACC} = \frac{\text{Correctly Predicted Samples}}{\text{Total Samples}} \times 100\%$$  \hspace{1cm} (1)

$$P = \frac{\text{Correctly Predicted Pneumonia}}{\text{Correctly Predicted Pneumonia} + \text{Incorrectly Predicted Pneumonia}}$$  \hspace{1cm} (2)

$$R = \frac{\text{Correctly Predicted Pneumonia}}{\text{Total Pneumonia Samples}}$$, \hspace{0.5cm} \hspace{0.5cm} $$S = \frac{\text{Correctly Predicted Normal}}{\text{Total Normal Samples}}$$  \hspace{1cm} (3)

$$F - \text{Score} = 2 \frac{(P \times R)}{(P + R)}$$  \hspace{1cm} (4)

5. Conclusions

The proposed work concluded. The experimental work has been detected that the feature extraction of X-Ray images has more effective by select 4 wavelet scattering filter banks. The wavelet scattering method gives high accuracy to identify the chest X-Ray images, this help to diagnostics the pneumonia. In this method, at
extracting the features by means of a wavelet scattering network that contains a set of filters is more than the convolutional neural network filters.

References

[1] Y. S. Mezaal, H. H. Madhi, T. Abd, S. K. Khaleel, “Cloud computing investigation for cloud computer networks using cloudanalyst,” *Journal of Theoretical and Applied Information Technology*, vol. 96, no. 20, 2018.

[2] H. Najm, H. K. Hoomod, and R. Hassan, “Intelligent Internet of Everything (IOE) Data Collection for Health Care Monitor System,” vol. 29, no. 4, pp. 2341–2350, 2020.

[3] M. S. Mahdi, “Proposed Secure Internet of Everything (IoE) in Health Care,” 2018.

[4] Y. S. Mezaal, L. N. Yousif, Z. J. Abdulkareem, H. A. Hussein, S. K. Khaleel, “Review about effects of IOT and Nano-technology techniques in the development of IONT in wireless systems,” *International Journal of Engineering and Technology (UAE)*, vol. 7, no. 4, 2018.

[5] M. S. Mahdi, N. F. Hassan, and G. H. Abdul-Majeed, “An improved chacha algorithm for securing data on IoT devices,” *SN Appl. Sci.*, vol. 3, no. 4, pp. 1–9, 2021.

[6] H. Najm, "Data Authentication for Web of Things (WoT) by Using Modified Secure Hash Algorithm-3 (SHA-3) and Salsa20 Algorithm." *Turkish Journal of Computer and Mathematics Education (TURCOMAT)* 12, no. 10, 2541-2551, 2021.

[7] H. Najm, H. K. Hoomod, and R. Hassan , "A New WoT Cryptography Algorithm Based on GOST and Novel 5d Chaotic System", pp.184-199, 2021.

[8] Y. S. Mezaal, S. F. Kareem, “Affine Cipher Cryptanalysis Using Genetic Algorithms,” *JP Journal of Algebra, Number Theory and Applications*, vol. 39, no. 5, pp. 785-802, 2017.

[9] M. Mahdi and N. Hassan "A Suggested Super Salsa Stream Cipher, *Iraqi Journal for Computers and Informatics*, vol.44, no.2, pp.5-10, 2018.

[10] H. Najm, H. K. Hoomod, and R. Hassan, “A proposed hybrid cryptography algorithm based on GOST and salsa (20),” *Period. Eng. Nat. Sci.*, vol. 8, no. 3, pp. 1829–1835, 2020.

[11] M. S. Mahdi, R. A. Azeez, and N. F. Hassan, A proposed lightweight image encryption using ChaCha with hyperchaotic maps, *Periodicals of Engineering and Natural Sciences*, November, 2020.

[12] A. K. Farhan and M. S. Mahdi, “Proposal Dynamic Keys Generator for DES algorithms,” *Islam. Coll. Univ. J.*, vol. 29, pp. 25–48, 2014.

[13] A. Kadhim and M. Salih, “Proposal of New Keys Generator for DES Algorithms Depending on Multi Techniques,” *Engineering and Technology Journal*, vol. 32, no. 1 Part (B) Scientific, pp. 94–106, 2014.

[14] M. S. Mahdi, R. A. Azeez, and N. F. Hassan. "A proposed lightweight image encryption using ChaCha with hyperchaotic maps." *Periodicals of Engineering and Natural Sciences* 8, no. 4 (2020): 2138-2145.

[15] H. Ansaf, H. Najm, J. M. Atiyah, and O. A. Hassen, “IMPROVED APPROACH FOR IDENTIFICATION OF REAL AND FAKE SMILE USING CHAOS THEORY AND PRINCIPAL COMPONENT ANALYSIS,” *J. SOUTHWEST JIAOTONG Univ.*, vol. 54, no. 5, 2019.

[16] H. Najm, H. Ansaf, and O. A. Hassen, “AN EFFECTIVE IMPLEMENTATION OF FACE RECOGNITION USING DEEP CONVOLUTIONAL NETWORK,” *J. SOUTHWEST JIAOTONG Univ.*, vol. 54, no. 5, 2019.

[17] M. Khalaf, H. Najm, A. A. Daleh, A. H. Munef, and G. Mojib. "Schema Matching Using Word-level Clustering for Integrating Universities’ Courses." In *2020 2nd Al-Noor International Conference for Science and Technology (NICST)*, pp. 1-6. IEEE, 2020.

[18] M. S. Mahdi, "Computer Aided Diagnosis System for Breast Cancer using ID3 and SVM Based on Slantlet Transform." In *The 1st International Conference on Information Technology (ICoIT’17)*, p. 157. 2017.

[19] R.C. Deo, M.K. Tiwari, J.F. Adamowski, J.M. Quilty, “Forecasting effective drought index using a wavelet extreme learning machine (W-ELM) model”, *Stoch. Environ. Res. Risk Assess.* 31 (5) (2017) 1211–1240.

[20] M.E. Abdulmnim “Segmenting the Dermatological Diseases Images by Developing the Range Operator” *Iraqi Journal of Science*, 2014

[21] M. S. Mahdi and N. F. Hassan, “A Proposed Lossy Image Compression based on Multiplication Table,” *Kurdistan J. Appl. Res.*, vol. 2, no. 3, pp. 98–102, 2017.
[22] J. T. Wu et al., “Estimating clinical severity of COVID-19 from the transmission dynamics in Wuhan, China,” Nat. Med., 2020.

[23] X. Xu et al., “Evolution of the novel coronavirus from the ongoing Wuhan outbreak and modeling of its spike protein for risk of human transmission,” Science China Life Sciences. 2020.

[24] Radiology Assistant. X-ray Chest images (2020). https://mdmamas/covid_1_xray_detection. Accessed 23 Mar 2020.

[25] H. Shi et al., “Radiological findings from 81 patients with COVID-19 pneumonia in Wuhan, China: a descriptive study,” Lancet Infect. Dis., 2020.

[26] X. Mei et al., “Artificial intelligence–enabled rapid diagnosis of patients with COVID-19,” Nat. Med., 2020.

[27] P. Pandey, R. Singh, M. Vatsa, “Face Recognition using Scattering Wavelet under Illicit Drug Abuse Variations”, In 2016 International Conference on Biometrics (ICB), pp. 1-6, 2016.

[28] V. M. Effect of illicit drug abuse on face recognition. IEEE Winter Conference on Applications of Computer Vision, 2016.

[29] T. Ai, et al., “Correlation of Chest CT and RT-PCR Testing in Coronavirus Disease 2019 (COVID-19) in China: A Report of 1014 Cases,” Radiology, p. 200642, Feb. 2020.

[30] M. S. Mahdi, Y. M. Abid, A. H. Omran, and G. H. Abdul-Majeed. "A Novel Aided Diagnosis Schema for COVID 19 Using Convolution Neural Network." In IOP Conference Series: Materials Science and Engineering, vol. 1051, no. 1, p. 012007. IOP Publishing, 2021.

[31] M. S. Mahdi and N. F. Hassan, “Design of keystream Generator utilizing Firefly Algorithm,” J. Al-Qadisiyah Comput. Sci. Math., vol. 10, no. 3, pp. 91–99, 2018, doi: 10.29304/jqcm.2018.10.3.441.

[32] X. Xu, X. Jiang, C. Ma, P. Du, X. Li, S. Lv, L. Yu, Y. Chen, J. Su, G. Lang, Y. Li, H. Zhao, K. Xu, L. Ruan, and W. Wu, “Deep learning system to screen coronavirus disease 2019 pneumonia,” https://arxiv.org/abs/2002.09334, 2020.

[33] X. Xie, Z. Zhong, W. Zhao, C. Zheng, F. Wang, and J. Liu, “Chest CT for typical 2019-ncov pneumonia: Relationship to negative rt-pcr testing," Radiology, vol. 0, no. 0, p. 200343, 0, pMID: 32049601. https://doi.org/10.1148/radiol.2020200343

[34] H. K. Tayyeh, M. S. Mahdi, and A. S. A. AL-Jumaili, “Novel steganography scheme using Arabic text features in Holy Quran,” Int. J. Electr. Comput. Eng., vol. 9, no. 3, p. 1910, 2019.

[35] Kermany, D.S.; Goldbaum, M.; Cai, W.; Valentim, C.C.S.; Liang, H.; Baxter, S.L.; McKeown, A.; Yang, G.; Wu, X.; Yan, F.; Dong, J.; Prasadha, M.K.; Pei, J.; Ting, M.Y.L.; Zhu, J.; Li, C.; Hewett, S.; Dong, J.; Shi, W.; Fu, X.; Duan, Y.; Huu, V.A.N.; Wen, C.; Zhang, E.D.; Zhang, C.L.; Li, O.; Wang, X.; Singer, M.A.; Sun, X.; Xu, J.; Tafreshi, A.; Lewis, M.A.; Xia, H.; and Zhang, K. (2018). Identifying medical diagnoses and treatable diseases by image-based deep learning. Cell, 172(5), 1122-1131.

[36] P. Rajpurkar, J. Irvin, K. Zhu, B. Yang, H. Mehta, T. Duan, D. Ding, A. Bagul, C. Langlotz, K. Shpanskaya, M.P. Lungren, and A.Y. Ng. Chestnet: Radiologist-level pneumonia detection on chest x-rays with deep learning. arXiv preprint arXiv:1711.05225, 2017.

[37] J.R. Zech, M.A. Badgeley, M. Liu, A.B. Costa, J.J. Titano, and, E.K. Oermann, Variable generalization performance of a deep learning model to detect pneumonia in chest radiographs: A cross-sectional study. PLOS Medicine, vol.15, no.11, e1002683, 2018.

[38] X. Xu, X. Jiang, C. Ma, P. Du, X. Li, S. Lv, L. Yu, Y. Chen, J. Su, G. Lang, Y. Lang, H. Zhao, K. Xu, L. Ruan, and W. Wu, Deep learning system to screen coronavirus disease 2019 pneumonia. arXiv preprint arXiv, Engineering, vol.6, no.10, pp.1122-1129, 2020.

[39] K. Simonyan; and A. Zisserman, Very deep convolutional networks for large-scale image recognition, arXiv preprint arXiv: 1409.1556, 2014.
[40] K. He, X. Zhang, S. Ren; and J. Sun, Deep residual learning for image recognition. *In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, Las Vegas, NV, 770-778, 2016.

[41] D.G. Pankratz, Y. Choi, U. Imtiaz, G.M. Fedorowiez, J.D. Anderson, T.V. Colby, J.L. Myers, et al., Usual interstitial pneumonia can be detected in transbronchial biopsies using machine learning. *Annals of the American Thoracic Society (ATS)*, vol.14, no.11, pp.1646-1654, 2017.

[42] T. Hastie, and R. Tibshirani, Generalized additive models for medical research. *Statistical Methods in Medical Research*, vol.4, no.3, 187-196, 1995.

[43] “Artificial intelligence assisted radiology technologies aid covid-19 fight in china,” March 2020. https://www.itnonline.com/article/artificialintelligence-assisted-radiology-technologies-aid-covid-19-fight-china

[44] T. T. Dat, P. Friederic, N. T.T. Hang, M. Jules, N. D. Thang, C. Piffault, R. Willy, F. Susely, W. Tuschmann, N. T. Zung “Epidemic Dynamics via Wavelet Theory and Machine Learning, with Applications to Covid-19”, arXiv:2010.14004v2 13 Nov 2020

[45] I. Navab N, Hornegger J, Wells W, Frangi ,”convolutional networks for biomedical image segmentation”. *Medical Image Computing and Computer-Assisted Intervention—MICCAI 2015*. Lecture Notes in Computer Science, vol 9351. Cham: Springer; 2015.

[46] M. Zeinolabedini, M. Najafzadeh,” Comparative study of different wavelet based neural network models to predict sewage sludge quantity in wastewater treatment plant”, Environ. Monit. Assess. 191 (3) (2019) 163. [47] M. S. Mahdi, Proposed block cipher algorithm with cloud computing based on keys generator, *University of Technology, PhD Thesis, Baghdad, Iraq,2013*

[48] E Matheel, A Ameer” Fragile Audio Watermark based on Empirical Mode Decomposition for Content Authentication” *International Journal of Advanced Research in Computer Science* 8 (5), 24-30

[49] P. Dubois, “Python Projects for 2021 – Work on real-time projects to head start your Python Career”,https:\data-flair.training/blogs/python-project-ideas/, 2021.

[50] H. Ansaf, S. Hussain, H. Najm, and O. Hassen, “Face Smile Detection and Cavernous Biometric Prediction using Perceptual User Interfaces (PUIs),” pp. 62–68, 2021.