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Abstract—In this paper, we study the resource allocation for an orthogonal frequency division multiple access (OFDMA) radio system employing a full-duplex base station for serving multiple half-duplex downlink and uplink users simultaneously. The resource allocation design objective is the maximization of the weighted system throughput while limiting the information leakage to guarantee secure simultaneous downlink and uplink transmission in the presence of potential eavesdroppers. The algorithm design leads to a mixed combinatorial non-convex optimization problem and obtaining the globally optimal solution entails a prohibitively high computational complexity. Therefore, an efficient successive convex approximation based suboptimal iterative algorithm is proposed. Our simulation results confirm that the proposed suboptimal algorithm achieves a significant performance gain compared to two baseline schemes.

I. INTRODUCTION

Secrecy and privacy are critical concerns for the design of wireless communication systems due to the broadcast nature of the wireless medium [1]. Physical layer security is a new approach for preventing eavesdropping in future wireless communication systems [2]–[4]. Particularly, the base station (BS) can transmit artificial noise (AN) in the downlink (DL) to impair the information reception at potential eavesdroppers. In [2], a power allocation algorithm for maximizing the secrecy outage capacity via AN generation in orthogonal frequency division multiple access (OFDMA) relay systems was proposed. In [3], joint transmit signal and AN covariance matrix optimization was studied for secrecy rate maximization. The authors of [4] developed a robust resource allocation algorithm to guarantee DL communication security in full-duplex communication systems. However, the above works focus on ensuring secure DL transmission in half-duplex (HD) systems. The resulting schemes are not able to secure uplink (UL) transmission.

On the other hand, full-duplex (FD) transceivers allow simultaneous DL and UL transmission in the same frequency band [5]. Motivated by this property of FD, in [6]–[8], an FD BS simultaneously protects DL and UL communication by transmitting AN in the DL to interfere potential eavesdroppers. We note that securing the UL is not possible with a conventional HD BS. In [6], the joint design of information beamforming and AN generation for an FD BS was investigated to guarantee DL and UL communication security. In [7], the authors studied the tradeoff between the total DL transmit power consumption and the total UL transmit power consumption in secure multiuser FD systems. The authors of [8] proposed a suboptimal resource allocation algorithm for the maximization of the system secrecy throughput in FD systems. However, only single-carrier systems were considered in [6]–[8], whereas today’s wireless network’s employ multicarrier transmission, e.g. the 4th generation wireless communication systems (long-term evolution (LTE)) are based on OFDMA. Unfortunately, the resource allocation schemes proposed in [6]–[8] cannot be directly applied to FD OFDMA systems. In particular, the pairing of the DL and UL users on each subcarrier is a vital problem for FD OFDMA systems but was not considered in [6]–[8]. In fact, to the best of our knowledge, the resource allocation for secure FD OFDMA systems has not been investigated yet.

In this paper, we address the above issues. To this end, the resource allocation algorithm design for FD OFDMA systems is formulated as a non-convex optimization problem for the maximization of the weighted system throughput. The maximum tolerable data rates for information leakage to potential eavesdroppers are limited for guaranteeing secure DL and UL transmission. Unfortunately, this optimization problem is in general intractable and obtaining the globally optimal solution may result in an unacceptably high computational complexity. Therefore, we develop a suboptimal resource allocation algorithm based on successive convex approximation to strike a balance between computational complexity and optimality.

II. SYSTEM MODEL

In this section, we present the considered FD OFDMA wireless communication system model.

A. Notation

We use boldface capital and lower case letters to denote matrices and vectors, respectively. Tr(A) denotes the trace of matrix A; A ≥ 0 and A ≥ 0 indicates that A is a positive semidefinite matrix and a negative semidefinite matrix, respectively; A−1 represents the inverse of matrix A; I_N is the N × N identity matrix; C denotes the set of complex values; \( C_{N \times M} \) denotes the set of all N × M matrices with complex entries; \( C_{N \times 1} \) and \( R_{N \times 1} \) denote the sets of all N × 1 vectors with complex and real entries, respectively; \( H_N \) denotes the set of all N × N Hermitian matrices; |·| and ||·|| denote the absolute value of a complex scalar and the Euclidean vector norm, respectively; \( \mathcal{E} \{ \cdot \} \) denotes statistical expectation; \( [x]^+ \) stands for \( \max(0, x) \); the circularly symmetric complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \) is denoted by \( \mathcal{CN}(\mu, \sigma^2) \); and \( \sim \) stands for “distributed as”; \( \nabla_{\mathbf{x}} f(\mathbf{x}) \) denotes the gradient vector of function \( f(\mathbf{x}) \) whose components are the partial derivatives of \( f(\mathbf{x}) \).

B. FD OFDMA System Model

We consider an FD OFDMA system which consists of an FD BS, K DL users, J UL users, and M idle users, cf. Figure 1. The entire frequency band of W Hertz is partitioned into \( N_f \) orthogonal subcarriers and each subcarrier is allocated to at most one DL user and one UL user. The FD BS is equipped with \( N_T > 1 \) transmit antennas and a single receive antenna. The \( K + J + M \) users are single-antenna HD mobile communication devices to ensure low hardware complexity. The DL and UL users are scheduled for simultaneous DL and UL transmission while idle users are not scheduled in the current
time slot. However, the idle users may deliberately intercept the information signals intended for the DL and UL users. As a result, the idle users are treated as potential eavesdroppers which have to be taken into account for resource allocation algorithm design to guarantee communication security. In order to study the upper bound performance of the considered system, we assume that the FD BS has perfect channel state information (CSI) for resource allocation.

Assume that DL user $k$ and UL user $j$ are scheduled on subcarrier $i$ in a given scheduling time slot. The FD BS transmits a signal stream $w_i^k \delta^D_{k,i}$ to DL user $k$ on subcarrier $i$, where $\delta^D_{k,i} \in \mathbb{C}$ and $w_i^k \in \mathbb{C}^{N_r \times 1}$ are the information bearing symbols for DL user $k$ and the corresponding beamforming vector on subcarrier $i$, respectively. Without loss of generality, we assume $\mathcal{E}[|d^D_{k,i}|^2] = 1, \forall k \in \{1, \ldots, K\}$. Besides, in order to ensure secure communication, the FD BS transmits AN to interfere the reception of the idle users (potential eavesdroppers). Therefore, the transmit signal vector on subcarrier $i$, $x^i \in \mathbb{C}^{N_r \times 1}$, comprising data and AN, is given by $x^i = w_i^k \delta^D_{k,i} + z^i$, where $z^i \in \mathbb{C}^{N_r \times 1}$ represents the AN vector on subcarrier $i$ generated by the FD BS to degrade the channel of the potential eavesdroppers on subcarrier $i$. In particular, $z^i$ is modeled as a complex Gaussian random vector with $z^i \sim \mathcal{CN}(0, Z^i)$, where $Z^i \in \mathbb{H}^{N_r \times 1}$, $Z^i \succeq 0$, denotes the covariance matrix of the AN. Therefore, the received signals at DL user $k \in \{1, \ldots, K\}$ and the FD BS on subcarrier $i$ are given by

$$ y^D_{k,i} = h^H_{k,i} w^D_{k,i} + h^H_{k,i} z^i + \sqrt{P_i} f^D_{i,k} d^D_{k,i} + n^D_{k,i}, $$

$$ y^U_{i} = \sqrt{P_i} f^U_{i,j} d^U_{j,i} + h^H_{k,i} z^i + n^U_{i}, $$

for DL user $k$ and UL user $j$ respectively. The channels between the FD BS and DL user $k$ and between UL user $j$ and DL user $k$ on subcarrier $i$ are denoted by $h^D_{k,i} \in \mathbb{C}^{N_r \times 1}$ and $f^D_{i,k} \in \mathbb{C}$, respectively. $d^U_{j,i} \in \mathbb{C}^{N_r \times 1}$ represents the data symbol and transmit power of UL user $j$ on subcarrier $i$, respectively, and $g^U_{i,j} \in \mathbb{C}$ denotes the channel between UL user $j$ and the FD BS on subcarrier $i$. Vector $h^D_{k,i} \in \mathbb{C}^{N_r \times 1}$ represents the soft-interference (SI) channel of the FD BS on subcarrier $i$. Variables $h^D_{k,i}, f^D_{i,k}, g^U_{i,j}$ and $h^D_{k,i}$ capture the joint effect of path loss and small scale fading. $n^D_{k,i} \sim \mathcal{CN}(0, \sigma^2_{D,DL})$ and $n^U_{i} \sim \mathcal{CN}(0, \sigma^2_{U,UL})$ represent the additive white Gaussian noise (AWGN) at the FD BS and DL user $k$, respectively, where $\sigma^2_{D,DL}$ and $\sigma^2_{U,UL}$ denote the corresponding noise powers, respectively.

Moreover, we assume the presence of $M$ potential eavesdroppers (idle users) and model them as a multiple-antenna HD device which is equipped with $M$ antennas. We note that one eavesdropper with $M$ antennas is equivalent to $M$ single-antenna eavesdroppers which are connected to a joint processing unit. The received signal at the equivalent multiple-antenna eavesdropper on subcarrier $i$ is given by

$$ y^E_{i} = L^H_i w^E_i + \sqrt{P_i} e^i_{j} d^U_{j,i} + L^H_i z^i + n^E_{i}. $$

Here, matrix $L^H_i \in \mathbb{C}^{N_r \times M}$ denotes the channel between the FD BS and the equivalent eavesdropper. Vector $e^i_{j} \in \mathbb{C}^{M \times 1}$ denotes the channel between UL user $j$ and the equivalent eavesdropper on subcarrier $i$. $L^H_i$ and $e^i_{j}$ capture the joint effect of path loss and small scale fading. Finally, $n^E_{i} \sim \mathcal{CN}(0, \sigma^2_{E,DL})$ represents the AWGN at the equivalent eavesdropper, where $\sigma^2_{E,DL}$ denotes the corresponding noise power.

### III. Resource Allocation Problem Formulation

In this section, we formulate the resource allocation design as a non-convex optimization problem, after introducing the adopted performance metrics for the considered system. For the sake of notational simplicity, we define the following variables: $H^D_{k,i} = h^D_{k,i} h^H_{k,i}, k \in \{1, \ldots, K\}$, $H^D_{SI} = h^D_{SI} h^H_{SI}$, $i \in \{1, \ldots, N_r\}$.

#### A. Weighted System Throughput and Secrecy Rate

Assuming DL user $k$ and UL user $j$ are multiplexed on subcarrier $i$, the achievable rate (bits/s/Hz) of DL user $k$ and UL user $j$ on subcarrier $i$ are given by

$$ R^D_{k,j} = \log_2 \left(1 + \frac{|h^H_{k,i} w^D_{k,i}|^2}{\text{Tr}(H^D_{k,i} z^i) + P_i |f^D_{i,k}|^2 + \sigma^2_{U,k}}\right) $$

$$ R^U_{k,j} = \log_2 \left(1 + \frac{\rho(|h^H_{k,i} w^D_{k,i}|^2 + 2 |H^D_{SI} z^i| + \sigma^2_{U,k})}{\text{Tr}(H^D_{SI} z^i) + \sigma^2_{U,k}}\right), $$

respectively. Therefore, the weighted system throughput on subcarrier $i$ is given by

$$ U_{k,j}(s, W, \rho, Z) = s^D_{k,j} R^D_{k,j} + s^U_{k,j} R^U_{k,j}, $$

where $s^D_{k,j}, s^U_{k,j} \in \{0, 1\}$ is the subcarrier allocation indicator. Specifically, $s^D_{k,j} = 1$ if DL user $k$ and UL user $j$ are multiplexed on subcarrier $i$ and $s^U_{k,j} = 0$ if another resource allocation policy is used. The positive constants $0 \leq s^D_{k,j}, s^U_{k,j} \leq 1$ and $0 < \rho \leq 1$ denote the priorities of DL user $k$ and UL user $j$ in resource allocation, respectively, and are specified in the media access control (MAC) layer to achieve certain fairness objectives. $0 < \rho < 1$ is a constant modelling the noisiness of the SI cancellation at the FD BS. To facilitate the presentation, we introduce $s \in \mathbb{Z}^{N_r K^2 \times 1}$, $W \in \mathbb{C}^{N_r K^2 \times 1}$, $\rho \in \mathbb{R}^{N_F X^2}$, and $Z \in \mathbb{C}^{N_F \times M \times 2}$ as the collections of the optimization variables $s^D_{k,j}, s^U_{k,j}, \forall i, k, j, w^D_{k,i}, \forall i, k, P^D_{i,j}, \forall i, j, \rho, Z, \forall i, j$, respectively.

Next, for guaranteeing communication security in the considered system, we design the resource allocation algorithm under a worst-case assumption. In particular, we assume that the equivalent eavesdropper can cancel the UL (DL) user’s interference before decoding the information of the desired DL (UL) user on each subcarrier. Thus, under this assumption, the capacity of the channel of DL user $k$ and UL user $j$ on subcarrier $i$ with respect to the equivalent eavesdropper can be written as

$$ C^D_{k,j,E} = \log_2 \text{det}(I_N + (X^i)^{-1} L^H_i w^D_{k,i} L^H_i) $$

$$ C^U_{j,E} = \log_2 \text{det}(I_N + (P^D_{i,j})^H e^H_i e^i_{j}), $$

respectively, where $X^i = L^H_i L^H_i + \sigma^2_{E,DL}$ denotes the interference-plus-noise covariance matrix of the equivalent eavesdropper on subcarrier $i$. The achievable secrecy rates between the FD BS and DL user $k$ and UL user $j$ on subcarrier $i$ are given by

$$ y^E_{i} = L^H_i w^E_i + \sqrt{P_i} e^i_{j} d^U_{j,i} + L^H_i z^i + n^E_{i}. $$

Here, matrix $L^H_i \in \mathbb{C}^{N_r \times M}$ denotes the channel between the FD BS and the equivalent eavesdropper. Vector $e^i_{j} \in \mathbb{C}^{M \times 1}$ denotes the channel between UL user $j$ and the equivalent eavesdropper on subcarrier $i$. $L^H_i$ and $e^i_{j}$ capture the joint effect of path loss and small scale fading. Finally, $n^E_{i} \sim \mathcal{CN}(0, \sigma^2_{E,DL})$ represents the AWGN at the equivalent eavesdropper, where $\sigma^2_{E,DL}$ denotes the corresponding noise power.
i are given by \( R_{k,j}^{DL-\text{Sec}} = [R_{k,j}^{DL} - C_k^{DL-E}]^+ \) and \( R_{k,j}^{UL-\text{Sec}} = [R_{k,j}^{UL} - C_k^{UL-E}]^+ \), respectively.

**B. Optimization Problem Formulation**

The system design objective is the maximization of the weighted system throughput. The resource allocation policy is obtained by solving the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N_r} \sum_{k=1}^{K} \sum_{j=1}^{J} U_{i,k,j}(s, W, p, Z) \\
\text{s.t.} & \quad C1: \sum_{i=1}^{N_r} \sum_{k=1}^{K} s_{k,j}^i (\|w_k^i\|^2 + \text{Tr}(Z^i)) \leq P_{DL}^{max}, \\
& \quad C2: \sum_{i=1}^{N_r} \sum_{k=1}^{K} s_{k,j}^i P_{UL}^j, \forall j, i, k, \\
& \quad C3: P_{UL}^i \geq 0, \forall i, j, k, \\
& \quad C4: s_{k,j}^i C_{DL}^{k} \leq R_{DL, tol, k}, C5: s_{k,j}^i C_{UL}^{k} \leq R_{UL, tol}, \\
& \quad C6: s_{k,j}^i \in \{0, 1\}, \forall k, j, i, \\
& \quad C8: Z' \succeq 0, Z' \in \mathbb{H}^{N_r}, \forall i.
\end{align*}
\]

Constraint C1 is the power constraint for the BS with maximum transmit power allowance \( P_{DL}^{max} \). Constraint C2 limits the transmit power of UL user \( j \) to \( P_{UL}^{max} \). Constraint C3 ensures that the power of UL user \( k \) is non-negative. \( R_{DL, tol} \) and \( R_{UL, tol} \), in C4 and C5, respectively, are pre-defined system parameters representing the maximum tolerable data rate at the potential eavesdropper for decoding the information of DL user \( k \) and UL user \( j \) on subcarrier \( i \), respectively. The above optimization problem is feasible, the proposed solution formulation guarantees that the secrecy rate for DL user \( k \) is bounded below as \( R_{k,j}^{DL-\text{Sec}} \geq \sum_{i=1}^{N_r} \sum_{k=1}^{K} s_{k,j}^i (R_{k,j}^{DL} - R_{DL, tol}) \) and the secrecy rate for UL user \( j \) is bounded below as \( R_{k,j}^{UL-\text{Sec}} \geq \sum_{i=1}^{N_r} \sum_{k=1}^{K} s_{k,j}^i (R_{k,j}^{UL} - R_{UL, tol}) \). Constraints C6 and C7 are imposed to guarantee that each subcarrier is allocated to at most one DL user and one UL user. Constraint C8 is imposed since covariance matrix \( Z' \) has to be a Hermitian positive semidefinite matrix.

The considered resource allocation optimization problem in (9) is a mixed combinatorial non-convex optimization problem, and obtaining the globally optimal solution entails a prohibitively high computational complexity. Therefore, in the next section, we propose an efficient suboptimal scheme based on successive convex approximation [5].

**IV. SOLUTION OF THE OPTIMIZATION PROBLEM**

In this section, we propose a suboptimal algorithm with low computational complexity, which finds a locally optimal solution for the optimization problem in (9).

Let us define \( W_i^j = w_i^j w_i^j H_i^j, W_i^j \in \mathbb{H}^{N_r} \). Then, we rewrite the weighted system throughput of DL user \( k \) and UL user \( j \) on subcarrier \( i \) in (6) as:

\[
\begin{align*}
U_{i,k,j}(s, W, p, Z) &= w_k \log_2 \left( 1 + \frac{s_{k,j}^i \text{Tr}(H_i^j W_i^j)}{s_{k,j}^i \text{Tr}(H_i^j Z_i^j) + s_{k,j}^i P_{UL}^j |f_{k,j}|^2 + \sigma_{ul}^2} \right) \\
&\quad + \mu_j \log_2 \left( 1 + \frac{P_{UL}^j |f_{k,j}|^2}{s_{k,j}^i \text{Tr}(H_i^j (W_i^j + Z_i^j)) + \sigma_{ul}^2} \right).
\end{align*}
\]

The product terms between \( s_{k,j}^i \) and other optimization variables in (10), i.e., \( s_{k,j}^i \text{Tr}(H_i^j W_i^j), s_{k,j}^i P_{UL}^j \), and \( s_{k,j}^i \text{Tr}(H_i^j Z_i^j) \), are obstacles in the design of a computationally efficient resource allocation algorithm. Hence, we employ the big-M method to overcome this difficulty [10]. In particular, we first define \( W_i^j = s_{k,j}^i W_i^j, W_i^j \in \mathbb{H}^{N_r} \), \( Z_i^j - s_{k,j}^i Z_i^j, Z_i^j \in \mathbb{H}^{N_r} \), and \( P_{UL}^j = s_{k,j}^i P_{UL}^j \), and then rewrite the weighted system throughput in (10) as:

\[
U_{i,k,j}(W, p, Z) = w_k \log_2 \left( 1 + \frac{\text{Tr}(H_i^j W_i^j)}{\text{Tr}(H_i^j Z_i^j) + P_{UL}^j |f_{k,j}|^2 + \sigma_{ul}^2} \right)
\]

With the aforementioned definitions, we rewrite constraints C4 and C5 as:

\[
\begin{align*}
C9: W_i^j &\leq P_{DL}^{max} I_{N_r}, s_{k,j}^i, \quad C10: W_i^j \succeq W_i^j, \\
C11: W_i^j \preceq (1 - s_{k,j}^i) P_{UL}^{max} I_{N_r}, \quad C12: W_i^j \succeq 0, \\
C13: Z_i^j &\preceq P_{UL}^{max} I_{N_r}, s_{k,j}^i, \quad C14: Z_i^j \succeq 0, \\
C15: Z_i^j &\preceq (1 - s_{k,j}^i) P_{UL}^{max} I_{N_r}, \quad C16: Z_i^j \preceq 0, \\
C17: P_{UL}^j &\preceq P_{UL}^{max} s_{k,j}^i, \quad C18: P_{UL}^j \succeq 0, \\
C19: P_{UL}^j &\preceq (1 - s_{k,j}^i) P_{UL}^{max}, \quad C20: P_{UL}^j \preceq 0.
\end{align*}
\]

In problem (20), constraints C4 and C5 are non-convex constraints. Hence, we establish the following proposition to facilitate the transformation of these constraints.

**Proposition 1:** For \( R_{DL, tol} > 0 \) and \( R_{UL, tol} > 0 \), we have the following implications for constraints C4 and C5 of problem (20), respectively:

\[
\begin{align*}
C4 &\Rightarrow C4: |L_i^j w_i^j | \leq \xi_{DL}^i, \forall i, j, k, \quad (21) \\
C5 &\Rightarrow C5: P_{UL}^j |e_i^j|^2 \leq \xi_{UL}^j, \forall i, j, k.
\end{align*}
\]

where \( \xi_{DL}^i = 2 R_{DL, tol} - 1 \) and \( \xi_{UL}^j = 2 R_{UL, tol} - 1 \). We note that C4 and C5 are equivalent if \( \text{Rank}(W_i^j) \leq 1 \). Besides, C5 and C5 are always equivalent.

**Proof:** The proof can be found in Appendix-A in [7].

We note that the resulting constraints C4 and C5 are convex constraints. Besides, in order to handle the non-convex integer
constraint C6 in problem (20), we rewrite constraint C6 in equivalent form:

\[
C6a: \sum_{i=1}^{N_p} \sum_{j=1}^{K} s_{i,j} - \left(s_{i,j}^0\right)^2 \leq 0 \quad \text{and} \quad C6b: 0 \leq s_{i,j}^0 \leq 1, \tag{23}
\]

i.e., optimization variables \( s_{i,j} \) are relaxed to a continuous interval between zero and one. However, constraint C6a is a reverse convex function [11] which makes problem (20) still non-convex. To resolve this issue, we reformulate problem (20) as

\[
\min_{s,W,p,Z} \sum_{i=1}^{N_p} \sum_{j=1}^{K} -U_{i,j}(W, p, Z) + \sum_{i=1}^{N_p} \sum_{j=1}^{K} \left(s_{i,j}^0 - \left(s_{i,j}^0\right)^2\right) \text{s.t.} \quad C1-C3, C4, C5, C6, C7-C22, \tag{24}
\]

where \( \eta \gg 1 \) acts as a penalty factor for penalizing the objective function for any \( s_{i,j}^0 \) that is not equal to 0 or 1. It is shown in [5, 11] that (24) and (20) are equivalent for \( \eta \gg 1 \).

The resulting optimization problem in (24) is still non-convex because of the objective function. To facilitate the presentation, we rewrite problem (24) as

\[
\min_{s,W,p,Z} F(W, p, Z) - G(W, p, Z) + \eta(H(s) - M(s)) \quad \text{s.t.} \quad C1-C3, C4, C5, C6, C7-C22, \tag{25}
\]

where

\[
F(W, p, Z) = \sum_{i=1}^{N_p} \sum_{j=1}^{K} W_{i,j} \log_2 \left(1 + \frac{P_{i,j} + \sigma_{UL}^2}{n_{k,j}}\right) + \eta \rho \mu \sqrt{\sum_{i=1}^{N_p} \sum_{j=1}^{K} s_{i,j}^0 (s_{i,j}^0)^2 + \sigma_{UL}^2}, \tag{26}
\]

\[
G(W, p, Z) = \sum_{i=1}^{N_p} \sum_{j=1}^{K} W_{i,j} \log_2 \left(1 + \sum_{i=1}^{N_p} \sum_{j=1}^{K} \left(s_{i,j}^0\right)^2\right), \tag{27}
\]

\[
H(s) = \sum_{i=1}^{N_p} \sum_{j=1}^{K} s_{i,j}^0, \quad M(s) = \sum_{i=1}^{N_p} \sum_{j=1}^{K} s_{i,j}^0 (s_{i,j}^0)^2. \tag{28}
\]

We note that problem (25) is in the canonical form of difference of convex (d.c.) function programs. Therefore, we can obtain a locally optimal solution of (25) by applying successive convex approximation [12]. In particular, since \( G(W, p, Z) \) is a differentiable convex function, for any feasible point \( W^{(m)}, p^{(m)}, Z^{(m)} \) we have the following inequality:

\[
G(W, p, Z) \geq G(W^{(m)}, p^{(m)}, Z^{(m)}) + \nabla G(W^{(m)}, p^{(m)}, Z^{(m)})^T (W - W^{(m)}) + \nabla G(W^{(m)}, p^{(m)}, Z^{(m)})^T (p - p^{(m)}) + \nabla G(W^{(m)}, p^{(m)}, Z^{(m)})^T (Z - Z^{(m)}) \tag{29}
\]

where the right hand side of (29) is an affine function and represents the global underestimation of \( G(W, p, Z) \). Similarly, we denote \( \bar{M}(s, s^{(m)}) \) as the global underestimation of \( M(s) \). Besides, the non-convexity of problem (25) also comes from the rank-one constraint C22. Using a similar approach as in [7], we apply semidefinite programming (SDP) relaxation by removing constraint C22. Therefore, for any given \( s^{(m)}, W^{(m)}, Z^{(m)}, \) and \( p^{(m)} \), we can obtain a lower bound of (25) by solving the following optimization problem:

\[
\min_{s,W,p,Z} F(W, p, Z) - \frac{1}{2} \nabla G(W, p, Z)^T (W - W^{(m)}) + \frac{1}{2} \nabla G(W, p, Z)^T (p - p^{(m)}) + \frac{1}{2} \nabla G(W, p, Z)^T (Z - Z^{(m)}) \quad \text{s.t.} \quad C1-C3, C4, C5, C6, C7-C21. \tag{30}
\]

In problem (30), the objective function and all constraints are convex, such that the problem becomes a convex SDP which can be solved efficiently by standard convex program solvers such as CVX [13]. Besides, the tightness of the adopted SDP relaxation is verified in the following theorem.

**Theorem 1:** If \( \eta \gg 1 \), the optimal beamforming matrix \( W_{k,j} \), in the relaxed problem in (30) is a rank-one matrix.

**Proof:** The proof is omitted due to the space limitation.

The optimal value of problem (30) serves as a lower bound of (25). Then, we employ an iterative algorithm to tighten the obtained lower bound as summarized in Algorithm 1. By solving the convex lower bound problem in (30), the proposed iterative scheme generates a sequence of feasible solutions \( s^{(m+1)}, W^{(m+1)}, Z^{(m+1)}, p^{(m+1)} \). It can be shown that the proposed suboptimal iterative algorithm converges to a locally optimal solution of (25) with polynomial time computational complexity [12].

**V. SIMULATION RESULTS**

In this section, we investigate the performance of the proposed resource allocation scheme through simulations. The adopted simulation parameters are given in Table I. We consider a single cell where the FD BS is located at the center of the cell. The users and the potential eavesdroppers are randomly and uniformly distributed between the reference distance and the maximum service distance of 500 meters. The weights of all users are set as 1, i.e., \( \nu_k = \mu_j = 1, \forall k,j \). The small scale fading of the DL channels, UL channels, CCI channels, and eavesdropping channels is modeled as independent and identically Rayleigh distributed. The multipath fading coefficient of the SI channel is generated as independent and identically distributed Rician random variable with Rician factor 5 dB. The noise powers of the DL users, the FD BS, and the potential eavesdroppers are set to \(-110\) dBm. The maximum number of iterations \( I_{\text{max}} \) for Algorithm 1 is set to \( 2N_F \).

For comparison, we consider two baseline schemes. For baseline scheme 1, we adopt maximum ratio transmission beamforming (MRT-BF) for DL transmission where the direction of
beamformer $w^*_j$ is identical with the channel vector $b^*_j$. Then, we jointly optimize $Z^*$, $P^*_j$, and the power allocated to $w^*_j$. For baseline scheme 2, we adopt an isotropic radiation pattern for $Z^*$ and optimize $w^*_j$.

Figure 2 illustrates the average system throughput versus (vs.) the maximum DL transmit power at the FD BS, $P^\text{DL}_\text{max}$, for $K = 4$ DL users, $J = 4$ UL users, and $M = 2$ potential eavesdroppers. As expected, the average system throughput of the proposed scheme increases monotonically with the maximum transmit power $P^\text{DL}_\text{max}$. Besides, the average system throughput of the proposed scheme improves with increasing number of antennas $N_T$ at the FD BS. This is because the extra degrees of freedom offered by additional antennas facilitate more precise and efficient information beamforming and AN generation. On the other hand, both baseline schemes achieve a significantly lower average system throughput compared to the proposed scheme. For baseline scheme 1, since the fixed information beamforming design causes severe information leakage, more power is needed for AN generation to interfere the potential eavesdroppers, which degrades the system performance. For baseline scheme 2, the fixed AN design cannot provide reliable communication security and interferes DL transmission and UL reception severely.

Figure 3 illustrates the average system secrecy throughput vs. the number of users for a maximum transmit power of $P^\text{DL}_\text{max} = 45$ dBm at the FD BS and $N_T = 5$. We assume that the numbers of DL and UL users are identical, i.e., $K = J$. As can be observed, the average system secrecy throughput for the proposed scheme and the baseline schemes increases with the number of users since these schemes can exploit multiuser diversity. However, the average system secrecy throughput of the proposed scheme grows faster with the number of users than that of the baseline schemes. This is because the proposed scheme is able to fully exploit the spatial degrees of freedom of the considered system by optimizing both the information beamforming and the AN generation, which results in a higher multiuser diversity gain compared to the baseline schemes, which optimize either the information beamforming (baseline scheme 2) or the AN generation (baseline scheme 1) but not both. Besides, both the proposed scheme and the baseline schemes achieve a lower average system secrecy throughput when there are more potential eavesdroppers in the system. In fact, for a larger $M$, the BS has to dedicate more radio resources to interfering the potential eavesdroppers and reducing the information leakage.

VI. Conclusion

In this paper, we studied the resource allocation algorithm design for secure FD OFDMA systems. The maximization of the weighted system throughput was formulated as a mixed combinatorial non-convex optimization problem for joint precoding and power and subcarrier allocation algorithm design. The considered resource allocation framework limits the information leakage to guarantee secure DL and UL transmission. A suboptimal iterative algorithm having polynomial time computational complexity was developed. Simulation results revealed that the proposed suboptimal resource allocation scheme achieves a significantly higher performance than two baseline schemes.
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