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Abstract—Inter-satellite links (ISLs) are adopted in global navigation satellite systems (GNSSs) for high-precision orbit determination and space-based end-to-end telemetry telecommand control and communications. Due to limited onboard ISL terminals, the polling time division duplex (PTDD) mechanism is usually proposed for space link layer networking. By extending the polling mechanism to ground-satellite links (GSLs), a unified management system of the space segment and the ground segment can be realized. However, under the polling system how to jointly design the topology of ISLs and GSLs that are both time-slotted to improve the ranging accuracy has not been studied. In this paper, we formulate the topology design problem as an integer linear programming problem, aiming at minimizing the average delay of data delivery from satellites to ground stations while satisfying the ranging requirement for orbit determination. To tackle the computational complexity problem, we first present a novel modeling method of delay to reduce the number of decision variables. Furthermore, we propose a more efficient heuristic based on maximum weight matching algorithms. Simulation results demonstrate the feasibility of the proposed methods for practical operation in GNSSs with time-slotted GSLs. Comparing the two methods, the heuristic can achieve similar performance with respect to average delay but with significantly less complexity.
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I. INTRODUCTION

GLOBAL navigation satellite systems (GNSSs) play a pivotal role in providing ubiquitous, continuous and reliable positioning, navigation, and timing (PNT) services [1]. Recently, inter-satellite links (ISLs) are being introduced into GNSSs to reduce dependence on ground stations (GSs) as GSs are able to control satellites out of sight through ISLs. Radiofrequency narrow-beam antennas such as phased array antennas are one of the feasible solutions for deploying ISLs on satellites. While the narrow-beam antennas bring the advantages of strong anti-jamming capability, high ranging accuracy, low power consumption, and high data rate [2], their directionality plus platform restrictions result in the limited number of ISLs that a satellite can establish simultaneously.

Typically, a navigation satellite is equipped with one narrow-beam antenna because of satellite platform restrictions [3], [4], which renders intermittently connected topology in GNSSs as shown in Fig. 1. In other words, the whole network is composed of pairs of nodes at any moment, and there does not exist an end-to-end path between two arbitrary nodes. Thus to enhance data communications and orbit determination, the polling time division duplex (PTDD) ranging hierarchy of the ISLs is adopted by GPS [5], Galileo GNSS+ [6], and Beidou [7]. In the polling mechanism, satellites take time slots as the basic unit to communicate with different satellites in different slots. During a specific slot, multi-point to multi-point communication links are established and the store-carry-and-forward method [8] is adopted to realize end-to-end data transmission.

In ISL-enabled GNSSs, high-precision orbit determination necessitates each satellite measuring enough distinct satellites, i.e., setting up sufficient ISLs with different counterparts [9], [10], which is the so-called inter-satellite ranging requirement. On the other hand, the ground monitoring station of GNSSs needs to gather telemetry data from navigation satellites and send telecommand data to them. These delay-sensitive data require the satellites that are out of sight of GSs to frequently establish ISLs with satellites that are visible to GSs. Besides, emerging additional applications like global short message communication (GSMC) in Beidou [11], [12] should also provide services with low delay. Thus how to schedule the topology while taking into consideration both the ranging and the communication requirements, i.e., the topology design [13], [14] determines the performance of GNSSs. Different from traditional terrestrial networks, satellite networks are characterized by sporadic but predictable visibility caused by satellite movements, which poses another challenge to this problem.
According to the type of the ground-satellite links (GSLs), the topology design problem in GNSSs can be classified as follows:

1) In GNSSs With Continuous GSLs: In such a GNSS, a dedicated antenna for setting up continuously connected GSLs is deployed onboard. The topology design thus focuses on assigning the time-slotted ISLs. Data on satellites linked with GSs are transferred to GSs immediately regardless of the forwarding queue. Up to now, many recent works have designed several algorithms based on heuristics [3], [4], [15], [16], and the authors have also proposed some methods to solve the topology design problem [17], [18] in this scenario. These works focus on the delay from satellites invisible to GSs to satellites visible to GSs, and pay less attention to the delay from the visible satellites to GSs.

2) In GNSSs With Time-Slotted GSLs: The incompatibility of the time-slotted system of ISLs and the continuous connection of GSLs would render inefficient data interaction. To address this issue, the ground segment could adopt the same PTDD system as the space segment by deploying GSs equipped with narrow-beam antennas [19] as shown in Fig. 1. Before the ability of real autonomous navigation is realized, GSLs could share the same communication and measurement system with ISLs [20], [21], in other words, unified management of the space segment and the ground segment can be achieved and the dedicated onboard antennas for GSLs are no longer needed. For the satellites visible to GSs, whether to set up ISLs with other satellites or establish GSLs with GSs at a specific time slot, has a great impact on the ranging and communication performance of the GNSS network. The topology design problem in GNSSs with time-slotted GSLs, however, has not received enough attention.

To fill this gap, we study the topology design for GNSSs where the GSLs adopt the PTDD like the ISLs do. To the best of our knowledge, our work is the first in proposing and solving such a problem. In more detail, the contributions of this paper are highlighted as follows:

- **ISLs and GSLs are both time-slotted**: The finite state automaton (FSA) [22] model is exploited to capture the dynamic visibility of satellite networks and the problem is formulated as an integer linear programming (ILP) to minimize the overall delay of all data packets from satellites to ground stations.
- The time complexity of the ILP rises exponentially with the increase of the network size and the number of time slots in each state. By introducing a novel modeling approach of network delay in GNSSs, we first propose a variant of the ILP model with far fewer integer decision variables to make the problem solvable in a reasonable time. However, due to the complexity of ILP by nature, the proposed method still faces the problem of not being able to schedule rapidly. Thus we further design an efficient heuristic based on maximum weight matching to solve the topology design problem.
- Extensive simulations are conducted to evaluate the performance of our proposed algorithms. Both the proposed two methods are able to solve the topology design problem for practical operation in GNSSs with large scale. Furthermore, the heuristic could achieve performance similar to the ILP variant but with significantly less computational complexity. Finally, the performance of the GNSSs with time-slotted GSLs is further evaluated against the GNSSs with continuous GSLs.

The rest of the paper is structured as follows: We briefly review the current topology design solutions both for GNSSs and other satellite networks in Section II. Section III introduces the system model and elaborates the ILP method for the network delay optimization. In Section IV, we propose a novel modeling method of communication delay with fewer decision variables to solve the topology design problem. We further propose a heuristic with lower time complexity in Section V. Simulation results are presented and analyzed in Section VI. The paper is finally concluded with Section VII.

II. RELATED WORK

A. Topology Design in Remote Sensing and Communication Satellite Networks

Topology design scheduling which possible links to set up, determines the overall performance of the network and has been studied in remote sensing satellite networks [14], [23]–[25] and in the emerging mega-constellation for satellite communication [26]. In [14], Fraire et al. proposed a fair contact plan to maximize the fairness of the overall topology without impairing the network capacity. Besides, the authors also proposed to solve the topology design problem as a matching problem to achieve polynomial time complexity. In [23], the authors took the traffic into consideration and modeled the topology design as a mixed integer linear programming problem. In [24], Zhou et al. introduced a more complex scenario and formulated the corresponding constraints into mixed integer linear programming (MILP), e.g., the differentiation of missions and practical energy harvesting. The authors then proposed a primal decomposition-based method to decompose the MILP model and also devised a heuristic on a slot-by-slot basis. In order to cover the unknown traffic in the future, the authors went on to study the robust planning without full distribution information of the long-term data arrival [25].
With the emergence of mega-constellations, how to design the topology for inter-satellite networks is drawing attention from industry and academia. Due to the massive number of satellite nodes, traditional methods for topology design like linear programming become inefficient even ineffective. Thus in [26], Bhattacherjee et al. exploited a repetitive pattern called motif in the network topology to optimize the scalability of the proposed topology design algorithm, while still providing near-minimal network latencies compared with the past methods.

B. Topology Design in GNSSs

In the context of GNSSs, the topology design problem is characterized by the need to consider the ranging performance. Recent works in the GNSS scenario can be classified into two categories according to the calculation pattern of the topology:

1) Distributed Pattern: Distributed topology design algorithms are proposed to be run on satellites such that the whole system is independent of infrastructure on the ground. In our previous work [18], we investigated the possibility of distributed topology control of GNSSs, where the requirements were discussed and a suitable method was proposed to achieve real autonomy. There is still little research in this field and the distributed topology design needs further investigation.

2) Centralized Pattern: In the centralized pattern, the topology design algorithms are executed on the ground and the scheduled topology results are then distributed to all satellites periodically. There are already a lot of papers that study this centralized approach. In [15], Yan et al. first introduced FSA into GNSSs and optimized the delay of the network by means of the simulated annealing algorithm, in which the branch and exchange method guaranteed the satisfaction of the ranging requirement when generating new solutions. In [3], Huang et al. proposed a cascade optimization design to optimize the topology and the parameters used in the FSA model. In [4] and [27], the genetic algorithm was used to search for the best forwarding paths and optimize the latency. Since the topology design in GNSSs improves the ranging performance at the cost of communication delay, Hou et al. studied the trade-off between inter-satellite communication and ranging in [16]. The authors in [28] proposed a data-driven heuristic aiming at scheduling the topology with less computing time, which can be applied to quick-response situations where re-scheduling the topology is urgently required. In our previous work [17], we focused on the delay of telemetry and for the first time formulated the topology control of GNSSs, where the requirements were discussed and a suitable method was proposed to achieve real autonomy. There is still little research in this field and the distributed topology design needs further investigation.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. FSA Model and PTDD Ranging Hierarchy

In addition to the challenges faced by traditional terrestrial networks, another non-trivial problem that needs to be tackled in satellite networks is the dynamics caused by satellite movements. As satellites orbit the earth, the ISLs between the satellites and the GSLs between satellites and GSs are unstable and hereby change over time. In order to circumvent such a problem, FSA has been widely adopted by researchers since it was proposed in [22]. FSA divides the whole schedule period into a series of equal-length time intervals, which are called states and can be denoted by \( s \in S = \{1, 2, \ldots, S\} \). In each state, two entities (including satellites and GSs) are defined as visible if they are visible to each other throughout the state. Then the visibility of each pair of satellites and between satellites and GSs is regarded as static in each state, such that topology design can be solved on the basis of fixed visibility. Furthermore in the context of GNSSs, improving the precision of autonomous navigation necessitates each satellite frequently switching ISLs to different satellites within a relatively short time to gain more ranging information [15]. To this end, a time-slotted system is adopted in GNSSs where each FAS state \( s \in S \) is further divided into several equal-length time slots, complying with the PTDD hierarchy. We index the slots in one state by \( t \in T = \{1, 2, \ldots, T\} \). Satellites are then able to set up ISLs with different satellites in various time slots.

B. Basic Constraints

We consider a general GNSS as shown in Fig. 1, which consists of \( N^s \) satellite nodes denoted by \( V^s \) and \( N^g \) ground stations denoted by \( V^g \). We denote all the nodes in such a network as \( V = V^s \cup V^g = \{v_i | 1 \leq i \leq N\} \), where \( N \) is the total number of nodes and \( N = N^s + N^g \). Then the set of satellite nodes is further divided into non-anchor satellites and anchor satellites, expressed as \( V^s = V^s_1 \cup V^s_2 \). Anchor satellites are defined as those who are visible to any GS (i.e., within the line-of-sight coverage of any GS) in the considered state, and on the contrary non-anchor satellites are defined as those who are invisible to all GSs (i.e., beyond the line-of-sight coverage of all GSs). Let \( N^a, N^s \) denote the number of non-anchor satellites, anchor satellites respectively, we have \( N = N^a + N^s + N^g \). In this paper, we take one state as an example to show how the constrains are formulated and how the topology design problem is solved. For a given state \( s \in S \), we introduce two 0-1 matrices \( X \) and \( Y \) to denote the designed topology and the visibility, respectively. Wherein, \( x_{i,j,t} = 1 \) represents there is a link scheduled between \( v_i \) and \( v_j \) in the \( t \)-th time slot and 0 otherwise. In \( Y \), \( y_{i,j} = 1 \) indicates \( v_i \) and \( v_j \) are visible to each other, and 0 otherwise. The constraints between \( X \) and \( Y \) are given by

\[
x_{i,j,t} \in \{0, 1\}, \quad \forall v_i, v_j \in V, t \in T,
\]

\[
x_{i,j,t} = x_{j,i,t}, \quad \forall v_i, v_j \in V, t \in T,
\]

and

\[
x_{i,j,t} \leq y_{i,j}, \quad \forall v_i, v_j \in V, t \in T.
\]
Wherein, (2) restricts that the links are bi-directional, and (3) states that a link can be assigned between \(v_i\) and \(v_j\) only when they are visible to each other. Besides in GNSSs, due to limited terminals onboard, each node can only establish one link during a time slot. That is, a satellite node will communicate either with another satellite or with a ground station in a time slot. Thus we have
\[
\sum_{v_j \in V} x_{i,j,t} \leq 1, \quad \forall v_i \in V, t \in T. \tag{4}
\]

C. Ranging Constraints

In accordance with the PTDD ranging hierarchy, a satellite needs to complete multiple times of ranging with other satellite nodes. Given a satellite, we define the ranging links of it as the links to distinct satellites within a state. Indeed, Position Dilution of Precision (PDOP) is used for precisely evaluating the ranging performance in GNSSs. Suppose a satellite sets up \(J\) ranging links, the PDOP depends on the geometry of the \(J\) satellites. However, in this paper, we intend to disregard the impact of geometry and only take the number of ranging links into consideration based on the fact that the more ranging links are established, the smaller PDOP will be [4] which means the better the ranging performance. We assume that as long as all satellites establish more than the required number minimum of ranging links, sufficient and effective inter-satellite ranging information is gained and thus the high-precision orbit determination is enabled [29]. Given the minimum number of ranging links \(L^{\text{min}}\), we express the ranging constraints as
\[
\ell_{i,j} = \begin{cases} 
1, & \sum_{t \in T} x_{i,j,t} \geq 1, \quad \forall v_i, v_j \in V^s, \\
0, & \sum_{t \in T} x_{i,j,t} = 0, \quad \forall v_i, v_j \in V^s, \\
\sum_{v_j \in V^s} \ell_{i,j} \geq L^{\text{min}}, & \forall v_i \in V^s.
\end{cases} \tag{5}
\]

Here, \(\ell_{i,j}\) describes whether satellite nodes \(v_i\) and \(v_j\) have established an ISL with each other in \(T\) time slots. Note that repeated assignments of a link between two satellites in several time slots do not contribute to the ranging performance. However, (5) is not a linear expression, thus the following modeling method is used to transform (5) to a linear one:
\[
\ell_{i,j} = \{0, 1\}, \quad \forall v_i, v_j \in V^s, \tag{6}
\]
\[
\ell_{i,j} \leq \sum_{t \in T} x_{i,j,t} \leq \bar{M} \ell_{i,j}, \quad \forall v_i, v_j \in V^s. \tag{7}
\]

Wherein \(\bar{M}\) is a constant greater than the sum of \(x_{i,j,t}\). If \(\sum_{t \in T} x_{i,j,t} = 0\), to satisfy \(\ell_{i,j} = 0\), we have \(\ell_{i,j} = 0\). On the other hand, if \(\sum_{t \in T} x_{i,j,t} \geq 1\), to satisfy \(\sum_{t \in T} x_{i,j,t} \leq \bar{M} \ell_{i,j}, \ell_{i,j} = 1\) will hold.

D. Flow Conservation Constraints

In GNSSs, all satellite nodes would send telemetry data back to ground stations and part of the satellites are assumed to provide other services like GSMC in Beidou for users. We denote the total data of all services for all nodes along all slots by using a matrix \(F_N^{\times \times T} = \{f_{i,t}|\forall v_i \in V^s, t \in T\}\), where \(f_{i,t}\) represents the data that satellite \(v_i\) generated in the \(t\)-th time slot. Let \(f^{td}\) denote the set of telemetry data (in packets) that each satellite generated in each slot. For simplicity, we assume the total data of other services in each slot are also fixed and is given by \(f^{sm}\). That is, for some satellites \(f_{i,t} = f^{td}\), and for the other satellites who are able to provide special services \(f_{i,t}\) is given by the sum of \(f^{td}\) and \(f^{sm}\). For each \(f\), we use an integer matrix \(R_f\) to denote the route, and the integer variable \(r_{i,j,t}^f\) in \(R_f\) denotes the amount of traffic \(f\) forwarded from \(v_i\) to \(v_j\) in the \(t\)-th time slot. Besides, we define \(b_{i,t}^f\) (in packets) as the volume of data for traffic flow \(f\) in the buffer of satellite \(v_i\) at the end of the \(t\)-th time slot. In a manner akin to early work [23], [24] on remote sensing satellite networks, we model flow conservation constraints here. For the nodes as the data sources, the flow conservation is described as the sum of all outgoing flows and data in the buffer equals the amount of generated data, that is
\[
\sum_{v_j \in V} r_{i,j,t}^f + b_{i,t}^f = f_{i,t}, \quad v_i = \text{Src}(f), t = \text{St}(f), \forall f \in F, \tag{9}
\]
where \(\text{Src}(f)\) is the source satellite of \(f\) and \(\text{St}(f)\) is the staring time slot of \(f\). In specific, \(\text{Src}(f_{i,t}) = v_i\) and \(\text{St}(f_{i,t}) = t\). For the satellites that act as relay nodes, we have
\[
\sum_{v_j \in V} r_{i,j,t}^f + b_{i,t}^f = \sum_{v_j \in V} r_{j,i,t}^f + b_{i,t-1}^f, \quad v_i \in V^s, v_i \neq \text{Src}(f), t \neq \text{St}(f), \forall f \in F. \tag{10}
\]
We set an upper bound \(b^{\text{max}}\) for each buffer on satellites, thus
\[
\sum_{f \in F} b_{i,t}^f \leq b^{\text{max}}, \forall v_i \in V^s, t \in T. \tag{11}
\]

Furthermore, the aggregated data route from \(v_i\) to \(v_j\) for all \(f\) cannot exceed the capacity of the corresponding link, thus we have
\[
\sum_{f \in F} r_{i,j,t}^f \leq C_{ss}, \quad \forall v_i \in V^a, v_j \in V^a, t \in T, \tag{12}
\]
\[
\sum_{f \in F} r_{i,j,t}^f \leq C_{sg}, \quad \forall v_i \in V^a, v_j \in V^a, t \in T, \tag{13}
\]
\[
\sum_{f \in F} r_{i,j,t}^f = 0, \quad \forall v_i \in V^a, v_j \in V^a, t \in T, \tag{14}
\]
\[
\sum_{f \in F} r_{i,j,t}^f = 0, \quad \forall v_i \in V^a, v_j \in V^a, t \in T, \tag{15}
\]
where \(C_{ss}\) and \(C_{sg}\) are the capacity (in packets/slot) of ISLs and GSLs respectively. For the sake of simple routing, we assume non-anchor satellites can only directly send data to an anchor satellite, otherwise the data should be stored and wait until an earliest connection with an anchor satellite [17]. The same is true between anchor satellites and GSs. A specific link will not be able to carry traffic unless enabled. To achieve this a sufficiently big coefficient \(\bar{M}\) is introduced
\[
\sum_{f \in F} r_{i,j,t}^f \leq \bar{M} x_{i,j,t}, \quad \forall v_i, v_j \in V, t \in T. \tag{16}
\]
When the link between $v_i$ and $v_j$ is inactive in some slot, i.e., $x_{i,j,t} = 0$, the right part of (16) is zero, rendering $\sum_{f \in F} \sum_{i,j \in V^s} \sum_{t \in T} (t - S(f)) b_{i,j,t}$ equal to zero as well. When $x_{i,j,t} = 1$, flows could pass through $v_i$ to $v_j$, i.e., the active link. Thus in order to agree with (12) and (13), $M$ must take the value greater than both $C_{ss}$ and $C_{sg}$. 

E. Problem Formulation

Up to now, we have formulated all the constraints in GNSSs. Our objective is to minimize the delay to GSs of all flows in the traffic profile $F$. To achieve this optimization, we formulate the topology design problem in GNSSs as follows:

$$\begin{align*}
\min \chi & \sum_{f \in F} \sum_{i,j \in V^s} \sum_{t \in T} (t - S(f)) b_{i,j,t} \\
\text{s.t.} \quad & (1)-(4), (6)-(16),
\end{align*}$$

which falls into the category of ILP that is proved to be NP-hard. Recall that $S(f)$ is the staring time slot of $f$. As the weight factor $(t - S(f))$ grows with the $t$, the optimization forces each flow generated on satellites to be relayed to GSs as soon as possible. Otherwise, the residual data would occupy the buffer on satellites and thus increase the objective function. During the same $t$-th slot, data generated earlier (i.e., smaller $S(f)$) would be transferred with higher priority because of higher weight factor (i.e., bigger $(t - S(f))$). The time complexity of ILP is dominated by the number of variables and constraints [30], which renders the limited scalability of the method in practical scenarios. On our computing platform, ILP fails to finish within a reasonable time, i.e., 2 days for practical GNSSs. The contributing factor is the high-dimensional decision variable matrix $R$. Since $F$ is $N \times T$, $R$ is a five-dimensional matrix, i.e., $N \times N \times T \times N \times T$. In our simulation, when $N$ takes the value of 30 and $K$ takes the value of 20 [2], [31], $R$ will be in the order of tens of millions, making the optimization unsolvable even by supercomputers because the amount of computation increases exponentially with the increase in the number of decision variables. Thus in the next sections, we focus on devising suboptimal methods that scale better compared with the ILP model in this section.

IV. ROUTING-AGNOSTIC NETWORK DELAY MINIMIZATION

Since the immense number of decision variables of the routing matrix $R$ lead to the infeasible ILP model in practical GNSSs, we propose a new modeling approach of communication delay with fewer variables to solve the proposed topology design problem. The proposed method proactively disregards the optimal route scheduling of each flow $f$, thus is called routing-agnostic ILP (RAILP) in this paper.

A. Modeling Method of Communication Delay

We assume a simple routing strategy where anchor satellites can only directly transmit data to GSs, otherwise the data will be stored and waiting for the earliest connection with a GS. The same is true between non-anchor satellites and anchor satellites. Thus for anchor satellites, the communication delay of data can be described as the waiting time slots before being scheduled with a GSL. As long as anchor satellites establish GSLs with GSs more frequently, data would be transferred to GSs with lower delay. In the same spirit, non-anchor satellites desire to establish ISLs with anchor satellites as much as possible as the data need to be first forwarded to anchor satellites, then relayed to GSs. To simplify the ILP model above, we ignore the effects of queue delay, buffer limitation, etc., and model the communication delay merely based on the frequency of link establishment including GSLs and ISLs between non-anchor satellites and anchor satellites, which support the data transmission.

For the delay from non-anchor satellites to anchor ones, we introduce a 2-dimensional matrix $\psi_{N \times T}$ to denote whether a non-anchor satellite is connected to an anchor satellite. The element $\psi_{i,t}$ in $\Psi$ equals 1 means the $i$-th non-anchor satellite has an ISL with any anchor satellite in the $t$-th time slot, which can be expressed as

$$\psi_{i,t} = \sum_{j \in V^s} x_{i,j,t}, \quad \forall v_i \in V^s, t \in T.$$  \hspace{1cm} (18)

As illustrated in Fig. 2, non-anchor satellite $v_1$ has access to anchor satellites in two out of six time slots (the 2nd and the 6th time slots). Thus the first row of $\Psi$ is $[0 \ 1 \ 0 \ 0 \ 0 \ 1]$. Since the non-anchor satellites are able to send data only when they are connected to anchor satellites, the delay of data generated in all 6 slots are $[1 \ 0 \ 3 \ 2 \ 1 \ 0]$, which is depicted in the figure. It is worth noting that the maximum delay of one non-anchor satellite is indeed the maximum number of consecutive zeros in the corresponding row in $\Psi$. Assuming there are $k$ consecutive zeros, the overall delay of data generated in these time slots is $k + (k - 1) + \cdots + 1$.

In order to model the exact delay to anchor satellites of each non-anchor satellite, we construct $T$ probe matrices from $P^{(1)}$ to $P^{(T)}$. The $t$-th probe matrix can be defined as

$$P^{(t)}_{T \times (T-t+1)} = (P^{(1)}_t, P^{(1)}_t, \ldots, P^{(1)}_{T-t+1}), \quad \forall t \in T,$$

where $P^{(t)}_i$ is the $i$-th column of $P^{(t)}_{T \times (T-t+1)}$, and

$$P^{(t)}_i = (p_{i,1} \ldots p_{i-1,i}, p_{i,i} \ldots p_{i+t-1,i}, p_{i+t,i} \ldots p_{T,i})'.$$  \hspace{1cm} (20)

It can be noted that $P^{(t)}_i$ is composed of three parts. $p_{i,j}$ to $p_{i-1,i}$ take the value of 0, $p_{i,i}$ to $p_{i+t-1,i}$ are 1, and $p_{i+t,i}$ to $p_{T,i}$ take the value of 0. Note that the first part does not exist in the first column $P^{(1)}_1$ (i.e., $i = 1$) and the third part does not exist in the last column $P^{(T)}_{T-t+1}$ (i.e., $i = T - t + 1$). Besides, when $t = T$, there is only one column in $P^{(t)}_{T \times 1}$ and all elements are 1. In general, as a probe matrix, $P^{(t)}_i$ is able to detect how many successive $t$ zeros are in each row of $\Psi$, i.e., for each non-anchor satellite. In specific, we could obtain such a matrix as

$$\Delta^{(t)} = \Psi P^{(t)}_i, \quad \forall t \in T$$  \hspace{1cm} (21)

where each 0 in $\Delta^{(t)}$ represents there are successive $t$ zeros in the corresponding place in $\Psi$. For instance in Fig. 2, $P^{(3)}$ is used for detecting three consecutive zeros in $\Psi$. From the $\Delta^{(3)}$, we can see $\Delta^{(3)}_{1,3}, \Delta^{(3)}_{2,3}$, and $\Delta^{(3)}_{2,4}$ are 0, which is consistent with the
number of consecutive three zeros in $\Psi$. It should be noted that we could extract two consecutive three zeros, i.e., $[0 \ 0 \ 0]$, from four consecutive zeros. By multiplying with $P^{(1)}$ to $P^{(T)}$, we could get the situation of different number of consecutive zeros in $\Psi$. Thus for the three consecutive zeros of $v_1$ from the 3rd to the 5th time slots, we could get three $0$ in the first row of $A^{(1)}$ (i.e., three $[0]$), two $0$ in the first row of $A^{(2)}$ (i.e., two $[0]$), and one $0$ in the first row of $A^{(3)}$ (i.e., one $[0 \ 0 \ 0]$). Thus we can get the conclusion that, if there are $k$ consecutive zeros in some row of $\Psi$, accordingly there will be $k + (k - 1) + \cdots + 1$ zeros in $A^{(1)}$ to $A^{(T)}$. Recall that $k + (k - 1) + \cdots + 1$ is exactly the delay we obtained for a non-anchor satellite that does not access to any anchor satellite for $k$ consecutive time slots. Thus the total number of zeros in $A^{(1)}$ to $A^{(T)}$ is the delay for all non-anchor satellites to anchor satellites along $T$ time slots.

Given the number of time slots $T$ and the number of non-anchor satellites $N^n$, the total number of elements in $A^{(1)}$ to $A^{(T)}$ is certain. If we maximize the number of non-zeros in $A^{(1)}$ to $A^{(T)}$, the number of zeros are minimized, and also the overall delay. To this end, the matrix $A^{(1)}$ has come to be used to convert a number greater than $1$ to $1$ in a manner akin to (8). We have

$$
\Delta^{(t)} \leq \tilde{\Delta}^{(t)} \leq \bar{M} \Delta^{(t)}, \quad \forall t \in T,
$$

(22)

and each element in $\Delta^{(t)}$ is a binary variable. Then the sum of all elements (i.e., $1$) in $\Delta^{(t)}$ is the number of non-zeros in $\Delta^{(t)}$. The differences between $\Delta^{(t)}$ and $\tilde{\Delta}^{(t)}$ are underlined as shown in Fig. 2. Thus our objective is to maximize

$$
\Gamma^{\text{a-to-g}} = \sum_i \bar{f}_i \sum_{t \in T} \sum_{j} \Delta^{(t)}_{i,j},
$$

(23)

where $\sum_{t \in T} \sum_{j} \Delta^{(t)}_{i,j}$ is the total number of non-zeros for the $i$-th non-anchor satellite, and $\bar{f}_i$ is the corresponding weight factor obtained from traffic flows. Since we assume that the traffic generated by all satellites in each time slot is fixed, $\bar{f}_i$ can be simply expressed as $f_{i,1}$.

As for the delay from anchor satellites to GSs, we also use the same modeling method which can be expressed as (24)-(27).

We have

$$
\phi_{i,t} = \sum_{v_i \in V^g} x_{i,j,t}, \quad \forall v_i \in V^g, t \in T,
$$

(24)

$$
\tilde{\Lambda}^{(t)} = \Phi P^{(t)}, \quad \forall t \in T,
$$

(25)

$$
\Lambda^{(t)} \leq \bar{\Lambda}^{(t)}, \quad \forall t \in T,
$$

(26)

$$
\Gamma^{\text{a-to-g}} = \sum_i \bar{f}_i \sum_{t \in T} \sum_{j} \Lambda^{(t)}_{i,j},
$$

(27)

where $\phi_{i,t}$ in $\Phi$ equals $1$ means the $i$-th anchor satellite establishes a GSL with some GS in the $t$-th time slot, and 0 otherwise. $\tilde{\Lambda}^{(t)}$ and $\Lambda^{(t)}$ are used for detecting successive $t$ zeros in $\Phi$, and $\Gamma^{\text{a-to-g}}$ is part of our optimization objective.

B. The Proposed RAILP

According to the model of communication delay, for each state $s \in S$ we formulate the RAILP to maximize the weighted sum of non-zeros in $\Delta^{(t)}$ and $\Lambda^{(t)}$, i.e., to minimize the average delay of all packets from satellites to GSs.

$$
\max_{\Lambda} \gamma \Gamma^{\text{a-to-g}} + (1 - \gamma)\Gamma^{\text{g-to-a}}
$$

s.t. \((1)-(4), (6)-(8), (18)-(27)\).

(28)

Wherein $\gamma$ is a weight factor between the delay from non-anchor satellites to anchor ones and that from anchor satellites to GSs. Compared with the model in the previous section, this model does not contemplate planning routes for every traffic flow, thus is with far fewer variables.

V. A HEURISTIC BASED ON MAXIMUM WEIGHT MATCHING

Although the proposed RAILP method can solve the optimization problem within an acceptable period of time, it may still be time-consuming due to its ILP nature. When the topology needs rapid reconfiguration, RAILP may become unsuitable for
designing the topology. In this section, we propose a heuristic based on maximum weight matching (HMWM) to further reduce the complexity. Since we resort to algorithms in graph theory, we model the network in each state $s$ as an undirected graph $G(V, E)$, where $V$ is the set of all nodes (satellites and GSs) as stated in Section III, and $E$ is the set of edges including ISLs and GSLs. It should be noticed that the edge $e_{i,j} \in E$ stands for the possibility of establishing a link between two nodes, in other words only when $v_i$ and $v_j$ are visible to each other, $e_{i,j}$ can be added to $E$. Besides, we denote the edges between non-anchor satellites to non-anchor satellites, non-anchor satellites to anchor satellites, anchor satellites to anchor satellites, anchor satellites to ground stations as $E_{na}, E_{na}, E_{na},$ and $E_{ag}$, respectively. Thus we have $E = E_{na} \cup E_{na} \cup E_{na} \cup E_{ag}$.

In the context of GNSSs, each node is only able to carry one link terminal, making it possible to solve the topology design problem by graph matching algorithms [32]. A matching in a graph $G(V, E)$ is a subset $M$ of edges in $G$ such that no two of which meet at a common vertex. In this paper, we see a non-trivial possibility to obtain time-evolving matching in different time slots by means of sophisticated weighting strategies. We devise our heuristic drawing on maximum weight matching, which produces a matching of maximum total edge weights. The basic idea of our heuristic is to prioritize edges that are conducive to data flows while taking into consideration the ranging requirement, and obtain the final topology $X$ slot by slot. The weights of edges $E$ in a particular time slot are determined partly by the traffic difference between the two nodes, and partly by how the edges favor the ranging requirement.

A. Weights Assignment for Edges and Nodes

Since we need to optimize the delay of data packets at a given state and satisfy the ranging constraints at the same time, we define the weight of each edge in each time slot as follows:

$$w_{i,j,t} = \eta w_{i,j,t}^c + (1 - \eta)w_{i,j,t}^r, \quad \forall v_i, v_j \in V, t \in T. \quad (29)$$

Wherein, the first part $w_{i,j,t}^c$ reflects to what degree the communication performance can be optimized if the edge is scheduled, and the second part $w_{i,j,t}^r$ is related to the urgency of scheduling this link in the current time slot to meet the ranging requirement, and finally $\eta$ is a weight factor.

In specific, the first part of (29), $w_{i,j,t}^c$, can be given as

$$w_{i,j,t}^c = w_{i,j,t}^c = \begin{cases} 
\rho_{i,t} - \rho_{j,t}, & \forall e_{i,j} \in E_{na}, v_i \in V^n \\
\rho_{i,t}, & \forall e_{i,j} \in E_{ag}, v_i \in V^n \\
-\rho_{j,t}, & \forall e_{i,j} \in E_{na} \cup E_{na}, v_i \in V^n, v_j \in V^n
\end{cases} \quad \alpha

$$

where $\rho_{i,t}$ and $\rho_{j,t}$ are the corresponding weights of nodes $v_i$ and $v_j$. If the considered edge is between a non-anchor satellite and an anchor satellite, or between a non-anchor satellite and a GS, in other words is consistent with the direction of the data flows, this edge is assigned a weight difference of the two end nodes. We assume all GSs are able to process the received data without congestion, thus the weights $\rho$ for GSs is zero. Bigger weight difference indicates the edge should be scheduled to alleviate the traffic congestion. It should be noted that $w_{i,j,t}^c$ may appear negative. Besides, for edges in $E_{na}$ or in $E_{na}$, the weights are set to a negative constant value $-Q$. This is because compared with edges in $E_{na}$ and $E_{ag}$, these edges will not carry any traffic flows and thus we hope such kinds of edges are scheduled as little as possible. On the other hand, sometimes these edges might also need to be scheduled due to lack of ranging links, so their weights are set to $-Q$ rather than $-\infty$.

At the beginning of the procedure ($t = 1$), we assign the initial traffic profile to each satellite as the node weights.

$$\rho_{i,1} = f_{i,1}, \quad \forall v_i \in V^n. \quad (31)$$

After each iteration, we could obtain the matching result $M_t$ corresponding to the $t$-th time slot. Then on a slot per slot basis, the adjustment of the node weights is subject to the simulated traffic flows as follows:

$$\rho_{i,t+1} = \begin{cases} 
\max(0, \rho_{i,t} - C_{ss}) + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t \\
\rho_{i,t} + f_{i,t+1}, & e_{i,j} \in E_{na} \cap M_t
\end{cases} \quad (32)$$

Recall that $C_{ss}$ and $C_{ag}$ are the capacity (in packets/slot) of ISLs and GSLs respectively. If an edge $e_{i,j} \in E_{na}$ is scheduled, the corresponding non-anchor satellite would send data that do not exceed $C_{ss}$ to the anchor satellite. The weight of the non-anchor satellite decreases and the weight of the anchor satellite increases accordingly. The same thing happens if an edge $e_{i,j} \in E_{ag}$ is scheduled. Then for each satellite node, the generated traffic in the current time slot is added as the updated weight. Besides, for ground stations, we set $\rho_{i,t} = 0$ for all time slots $t \in T$.

The second part of (29), $w_{i,j,t}^r$, can be expressed as

$$w_{i,j,t}^r = w_{i,j,t}^r = \begin{cases} 
\frac{w_{i,j,t}^c + w_{i,j,t}^r}{2}, & \forall e_{i,j} \in E_{na} \cup E_{na} \cup E_{na}, \\
0, & \forall e_{i,j} \in E_{ag}
\end{cases} \quad (34)$$

where $\hat{w}_{i,j,t}$ is the ranging weight from the perspective of $v_i$ and on the contrary $\hat{w}_{i,j,t}$ is from the perspective of $v_j$. Here, $\hat{w}_{i,j,t}$ is given as

$$\hat{w}_{i,j,t} = \begin{cases} 
\beta \frac{\max(0, L_{\min} - \sum_{t'=0}^{t} \ell_{i,j,t-1})}{T-t+1}, & \ell_{i,j,t-1} = 0 \\
0, & \ell_{i,j,t-1} = 1
\end{cases} \quad (35)$$

Wherein, $\alpha$ and $\beta$ are weight factors and $\ell_{i,j,t-1}$ represents whether satellite nodes $v_i$ and $v_j$ have established a link with each other in the past $t-1$ time slots. If $v_i$ has already set up a link with $v_j$ (i.e., $\ell_{i,j,t-1} = 1$), $\ell_{i,j}$ will weight 0. And if not, $\ell_{i,j}$ will take the value related to the ratio of the number of ranging links that still need to be established and the number of time slots left where the topology is not decided. More
specifically, $\sum_{v_i \in V} \ell_{i,j,t-1}$ stands for the number of ranging links that $v_i$ has established before the considered $t$-th time slot. Recall that $L^{\text{min}}$ is the ranging requirement for all satellite nodes. If $\sum_{v_i \in V} \ell_{i,j,t-1} \geq L^{\text{min}}$, the ranging requirement has been met for $v_i$, otherwise more ranging links are supposed to be scheduled. In addition, if $\alpha > 1$ the scheduling procedure focuses more on the communication performance when there are enough time slots left (i.e., the ratio is close to 0). As the ratio becomes bigger, $\hat{w}_{i,j,t}^{r}$ grows exponentially and the urgency of scheduling such an edge also increases. It is interesting to note that, when $v_i$ needs more ranging links and $e_{i,j}$ has not been scheduled before (i.e., $\ell_{i,j,t-1} = 0$ and $\hat{w}_{i,j,t}^{r} \neq 0$), but $v_j$ has already established at least $L_{\text{min}}$ ranging links (i.e., $\hat{w}_{i,t}^{r} = 0$), the ranging weight of edge $e_{i,j}$ should be averaged as in (34). Finally, $\ell_{i,j,t-1}$ is given as

$$
\ell_{i,j,t-1} = \begin{cases} 
1, & \sum_{t=1}^{t-1} x_{i,j,t} \geq 1 \quad \forall v_i, v_j \in V, 1 < t \leq T, \\
0, & \sum_{t=1}^{t-1} x_{i,j,t} = 0
\end{cases}
$$

(36)

$$
\ell_{i,j,1} = 0, \quad \forall v_i \in V.
$$

(37)

It can be noted that the definition of $\ell$ here is quite similar to the previous one in (5). The difference lies in the time span, $\ell$ here considers time slots from 1 to $t - 1$, in which the topology has been scheduled. However $\ell$ in (5) is a variable calculated from the topology in all time slots along the state.

**B. The Proposed Heuristic and Complexity Analysis**

The specific strategy of HMWM for each state $s \in S$ is shown in Algorithm 1. Let $M_t$ represents the matching result in $t$-th slot and $X = (X_1, X_2, \ldots, X_T)$ represent the scheduled topology of $T$ slots. $e_{i,j} \in M_t$ means in the matching result, node $v_i$ is matched to $v_j$ in time slot $t$, and thus is equivalent to $x_{i,j,t} = 1$. In Fig. 3 gives a simple example of how the weights on nodes and edges determine the scheduled topology in one slot and how the result in turn influences the weights in the next time slot. In the first time slot, node weights are set according to $f_{i,1}$, and each satellite node needs to establish two ranging links. For arc $e_{1,2}$, the weight is calculated as $w_{1,2,1} = \eta(-Q) + (1 - \eta) \beta [L^{\text{min}} / (T - t + 1)]^\alpha = 12$. Note that the weight value is rounded for simplicity. After the subset $M_t = \{e_{1,2}, e_{3,4}, e_{5,7}, e_{6,8}\}$ with the maximal weight is obtained by matching algorithms, node weights are accordingly updated. In the 4-th time slot, $v_5$ has already met the ranging requirement (i.e., with $v_6$ and $v_7$), so $\hat{w}_{5,7,4}^{r} = 0$, however $v_7$ still needs one more ranging link, $\hat{w}_{3,j,4}^{r} = \beta [1 / (T - t + 1)]^\alpha = 320$. The total weight of $e_{3,7} = w_{3,7,4} = 0.5 \times (10 - 32) + 0.5 \times [0 + 300] / 2 = 64$. It should be noticed that $e_{3,7}$ is with a pretty high weight but it is not in the final matching result $M_t$, and thus the ranging requirement $L^{\text{min}}$ is still not satisfied for $v_7$ at the end of the 4-th slot. This is because we implement the matching using the perfect matching algorithm, where all nodes of the graph are covered by $M$. If $e_{3,7}$ is selected, $v_4$ would be a single node and cannot be covered by any means.

**Algorithm 1: HMWM.**

**Input:** Network graph $G$ corresponding to the scheduled state, number of time slots $T$, traffic matrix $F$, the required ranging constraint $L^{\text{min}}$, link capacity of ISLs $C_{\text{ISL}}$, link capacity of GSLs $C_{\text{GSL}}$, weight factors $\alpha$, $\beta$, and $\eta$.

**Output:** the scheduled topology matrix $X$.

1. **Initialization:** set $t = 1$.
2. **for** $t \leq T$ **do**
3. Set weight for nodes in $G$ according to (31)-(33).
4. Set weight for edges in $G$ according to (29), (30), (34)-(37).
5. Compute the maximum matching.
6. According to the matching result $M_t$, obtain the scheduled topology in the $t$-th time slot, i.e., $X_t$. 
7. $t = t + 1$.
8. **end**
9. Construct $X$ from $X_1, X_2, \ldots, X_T$. We solve the maximal weight matching by an efficient algorithm known as Blossom V [33], which is based on the well-known Blossom routine [34]. Blossom V runs in time $O(|E| |V|^2)$, where $|E|$ is the number of edges of the graph and $|V|$ is its number of vertices. Here we assume there are $E$ edges and in our paper $N$ is the number of all nodes. For steps 2-8 in Algorithm 1, the loop runs for $T$ times. The running time of step 3 is $O(N/2)$ as in the perfect matching result.
TABLE I
SIMULATION PARAMETERS

| Parameter | Test Scenario | Practical GNSS |
|-----------|---------------|---------------|
| $L_{\text{min}}$ | 2 | 6 |
| $f_{\text{max}}$, $f_{\text{min}}$ | 6, 4 packets | |
| $C_{\text{all}}, C_{\text{all}}$ | 25, 50 packets/slot | |
| $b_{\text{max}}$ | 150 packets | |
| $\gamma$ | 0.5 | 0.1 |
| $\alpha, \beta, \gamma$ | 0.4, 2, 700 | 0.7, 2, 500 |
| $Q$ | 50 | |
| $M, M', M, M'$ | 25, 50, 25, 25 | |
| $\{k_1, k_2, k_3\}$ | (2, 2, 2) | |

$N$ nodes are met by exactly $N/2$ edges. Besides, step 4 runs in $O(E)$. For step 5, the running time is $O(E N^2)$, and the time complexity for step 6 is $O(N/2)$. Finally we can get the conclusion that the running time of the heuristic in Algorithm 1 is $O(T(N/2 + E + E N^2 + N/2)) = O(T E N^2)$. Note that this time complexity is for one state, thus for $S$ states in the whole scheduled period the time complexity is $O(S T E N^2)$.

VI. PERFORMANCE EVALUATION

In this section, we first verify the feasibility and suboptimality of the proposed RAILP and HMWM in a small-scale test scenario. We then evaluate the performance of the two proposed algorithms in a practical GNSS and compare it with two benchmarks. It should be noted that the packet delay in this paper is defined as the total waiting time slots before being relayed to GSs. Because the length of a time slot is much larger than the propagation latency and transmission latency [4], the latter two latency are not considered in this paper. Finally, a powerful toolbox YALMIP [35] is used to model and solve optimization problems in MATLAB. We solve the linear programming optimization by one of the off-the-shelf solvers Gurobi. All the simulations are performed on a PC with i7-8565 U CPU 1.80 GHz, 8.00 GB RAM.

A. Performance in a Test Scenario

1) Scenario Setup: To compare the performance of the proposed methods and the ILP model which is infeasible in practical GNSSs because of complexity, we first perform simulations in a small-scale test scenario with 7 satellites and 1 GS, whose visibility is shown in Figs. 2 and 3. Each satellite needs to set up 2 different ISLs, i.e., $L_{\text{min}}$ is set to 2. Besides, all satellites generate 6 telemetry packets that should be sent to GSs, and half of the satellites would carry additional 4 packets of other services such as GSMC. The capacity of the ISLs and GSLs is set to 25 and 50 packets per slot, respectively. Other parameters are given in Table I.

2) Results Analysis: In order to verify the efficiency of our proposed methods, we depict the run time of four different algorithms as shown in Fig. 4 with a logarithmic ordinate.

As expected, by decreasing the integer variables our proposed RAILP model can greatly reduce the run time compared with the ILP model. Due to the Presolve in Gurobi optimizer, the run time of RAILP only increases slightly with the growth of $T$. Nevertheless, RAILP is still based on ILP, whose complexity by nature results in relatively long run time in practical GNSSs with more nodes. On the contrary, HMWM needs remarkably less time to obtain the solutions and also scale well in practical GNSSs due to their heuristics. It should be noted that in practical GNSSs whose results are given in the next subsection, the average run time of RAILP and HMWM for one state is 11.21 s and 0.434 s, respectively. Next, we compare the average delay of data from satellites to GSs as depicted in Fig. 5. The statistics are averaged over all packets generated on different satellites in $T$ slots. It can be seen that the performance of the RAILP and HMWM is quite close to the optimal value obtained by the ILP model, indicating the suboptimality of the proposed methods.

B. Performance in Practical GNSSs

Since our work is quite new in GNSSs, the two proposed algorithms are then evaluated against the fair contact plan (FCP) [14] that was proposed for remote sensing networks, and against the ILP-based method [17] that we previously devised for scheduling topology in GNSSs with non-time-slotted GSLs. To distinguish between the ILP-based method [17] and the optimal
TABLE II
ORBIT PARAMETERS AND GS LOCATIONS

| Satellites and GSs | Description |
|--------------------|-------------|
| MEO                | Walker-δ 24°31′, h = 21528km, inc = 55° |
| IGSO               | h = 35786km, inc = 35°, interval = 120° |
| GEO                | h = 35786km, lon = (80°, 110.5°, 140°) |
| Weinan station     | (34.2°N, 109.2°E) |
| Kashan station     | (40.1°N, 79.5°E) |
| Sanya station      | (18.0°N, 109.3°E) |

scheduling method in Section III of this paper, we refer to the algorithm in [17] as ILP-ISL on account of only scheduling ISLs.

1) Benchmark Algorithms:
- **FCP**: Although FCP was designed for achieving fairness in a different application, analysing the results of FCP enables to prove that the weighting strategy of HMWM can effectively optimize the delay and satisfy the ranging constraints when applied to GNSSs as FCP is also based on matching algorithms. In detail, FCP iteratively selects links with maximum accumulated disabled contact time to improve the fairness of the scheduled topology. However, FCP only weights edges according to the disabled contact time and does not distinguish between link types (e.g., $E^{na}$, $E^{ma}$, $E^{na}$, and $E^{mg}$), thus the scheduled topology may contain a large number of consecutive links of the same type. For instance, a non-anchor satellite might set up links with anchor satellites in the first half of all slots, but set up set up links with non-anchor satellites in the second half of all slots, rendering long average delay considering all time slots. As we showed in RAILP, evenly distributing the time slots for transmitting data optimizes the average delay. We further permute the topology results of different slots obtained by FCP for the sake of relatively better latency performance. It is interesting to note that, even FCP is not presented for GNSSs, it can meet the ranging requirement to a certain extent because of its fairness nature.

- **ILP-ISL**: For a system-level comparison, we provide the results of the ILP-ISL, which is used as a state-of-the-art algorithm in solving the topology design problem in GNSS with continuous GSL connections. Specifically, ILP-ISL forces non-anchor satellites to establish ISLs with anchor satellites frequently and evenly, while the maximum delay between non-anchor satellites and anchor satellites is constrained. Comparing the results of ILP-ISL and the proposed methods allows to estimate the average delay deterioration if a unified system with time-slotted ISLs and GSLs is achieved.

2) Scenario Setup: The simulations are conducted on a practical GNSS with 3 ground stations and 30 satellites including 24 medium earth orbit (MEO) satellites, 3 inclined geosynchronous orbit (IGSO) satellites, and 3 geostationary orbit (GEO) satellites [3], [4]. Table II gives the detailed orbit parameters of satellites and the location of three GSs. Each satellite carries one narrow beam directional antenna, whereas each GS could carry several antennas. We denote the number of antennas on three GSs as $\{k_1, k_2, k_3\}$, and $K = k_1 + k_2 + k_3$ is the total number of antennas of all GSs. In order to execute the proposed algorithms, each antenna on GSs is regarded as one node. The aspect angle of the antennas on MEOs, IGSOs, GEOs and GSs is set to 60°, 45°, 45° and 85°, respectively. The simulation period is set to 24 hours. According to [3], [4], each schedule (i.e., 1 minute) is composed of the topology of 20 time slots lasting 3 seconds. To relieve the memory consumption on satellites, the whole period is divided into 288 states (i.e., 5 minutes), and for one state, the topology schedule obtained by topology design algorithms would be reused for 5 times. The visibility of satellites and GSs is obtained by the contact plan designer plug-in [36]. Other detailed simulation parameters are shown in Table I unless otherwise specified.

3) Parameters Exploration: To figure out the best parameter setting, Fig. 6 investigates the impact of $\gamma$ on delay performance with different numbers of GS antennas. We can observe that when $\gamma$ takes the value of 0.1, 0.3, and 0.5, RAILP provides similar performance in different scenarios. As $\gamma$ becomes larger to 0.7 and 0.9, the average delay increase dramatically, which is because higher $\gamma$ would lead to emphasis upon the delay from non-anchor satellites to anchor satellites and neglect the delay from anchor satellites to GSs. However, the final delay of non-anchor satellites is actually decided by the two parts, rather than only by the former. Besides, we can see that the increment of GS antennas would not bring about a linear decrease in delay. This is because even though anchor satellites have more opportunities to schedule GSLs, they should maintain connection with non-anchor satellites to some extent, otherwise the delay of the non-anchor satellites would become extremely large.

Table III shows how the parameters $\eta$, $\alpha$, and $\beta$ jointly affect the performance of the topology obtained by HMWM. For each combination, the average delay and a tuple of {average ranging links, satisfaction rate of $L^{min}$} are given. The satisfaction rate is obtained by dividing the number of satellite nodes with ranging links greater than or equal to $L^{min}$ by the total number of satellites considering all time slots. As expected, the performance generally rises with the increase of $\eta$, which means to pay more attention to the optimization of communication performance. However, focusing more on communication performance may result in breach of the ranging requirement $L^{min}$, and the corresponding cells are marked in light red in the table. The
TABLE III
HMWM: COMMUNICATION PERFORMANCE AND RANGING PERFORMANCE VS. $\eta$, $\alpha$, $\beta$

| $\eta$ | $\alpha, \beta$ | $\eta = 0.1$ | $\eta = 0.3$ | $\eta = 0.5$ | $\eta = 0.7$ | $\eta = 0.9$ |
|-------|----------------|-------------|-------------|-------------|-------------|-------------|
|       | delay | ranging  | delay | ranging  | delay | ranging  | delay | ranging  |
| (1, 200) | 1.297 | \{9.07, 100\%\} | 1.282 | \{8.57, 100\%\} | 1.278 | \{8.26, 100\%\} | 1.271 | \{8.28, 99.9\%\} | 1.270 | \{8.32, 99.5\%\} |
| (2, 200) | 1.296 | \{8.76, 100\%\} | 1.287 | \{8.57, 100\%\} | 1.280 | \{8.12, 100\%\} | 1.269 | \{8.19, 99.9\%\} | 1.272 | \{7.98, 99.5\%\} |
| (1, 500) | 1.289 | \{8.86, 100\%\} | 1.280 | \{8.62, 100\%\} | 1.276 | \{8.29, 100\%\} | 1.270 | \{8.33, 100\%\} | 1.270 | \{8.37, 99.5\%\} |
| (2, 500) | 1.288 | \{8.80, 100\%\} | 1.278 | \{8.54, 100\%\} | 1.279 | \{8.21, 100\%\} | 1.268 | \{8.32, 100\%\} | 1.270 | \{8.04, 99.5\%\} |

Fig. 7. Average delay vs. $N^a$.

The reason is that in some specific time slots, some anchor satellites need to set up links with other anchor satellites to meet the ranging requirement, however, the combined parameters fail to assign a reasonable weight to such a link so that the link is not successfully scheduled. It can also be seen that HMWM with $\alpha = 2$ obtains lower average delay in most cases. This can be explained by HMWM will focus more on the communication performance when there are enough time slots left if $\alpha > 1$ as stated in Section V. Finally, $\alpha = 2$ together with $\beta = 500$ and $\eta = 0.7$ produces the lowest average delay (marked in light blue) in our scenario while meeting the ranging requirement $L_{min} = 6$.

4) Results Analysis: Fig. 7 shows the performance of the four algorithms with respect to the number of anchor satellites $N^a$.

Comparing the four algorithms, it can be seen that the proposed RAILP and HMWM can achieve lower average delay than FCP regardless of the number of anchor satellites. It verifies that HMWM successfully manipulates the weight assignment to optimize the average delay in the GNSS scenario. For the proposed two approaches, the average delay decreases with $N^a$ because non-anchor satellites have more opportunities to access anchor satellites and send packets. However the performance does not improve linearly with the increase of $N^a$, which is because of the finite number of GSs. Besides, it can be seen that ILP-ISL produces the lowest average delay, and the last four data values are equal to 0. Since the anchor satellite utilizes a dedicated antenna to connect GSs, the anchor satellite can set up ISL with non-anchor satellites in almost all time slots, indicating that most of the generated packets are transferred to GSs in the current time slot, i.e., the waiting time slot (delay) is 0. This fact can also be seen in Fig. 8, where cumulative distribution of delay is depicted. Besides, the distribution of delay is roughly the same for RAILP and HMWM, and data packets with delay less than or equal to 3 time slots account for 98.3% and 98.7%, respectively. In addition, FCP provides a maximum delay of more than 10 time slots, whereas the maximum delay of both RAILP and HMWM is 6 slots. While the proposed algorithms tend to set up links between non-anchor satellites and anchor-satellites or between anchor satellites to GSs, FCP always schedules a fair topology paying no attention to the traffic flows of data transmission, thus resulting in poor performance in delay.

Fig. 9 illustrates how the ranging requirement $L_{min}$ affects the average delay of GNSS networks. Since FCP does not consider the ranging constraint, the topology obtained by FCP cannot meet the requirement when $L_{min}$ gets larger than 8, which is marked with a cross in the figure. When the $L_{min}$ cannot be satisfied only by scheduling links between non-anchor satellites...
and anchor satellites, ISLs between non-anchor satellites (i.e., \( e \in E^{\text{ac}} \)) or between anchor satellites (i.e., \( e \in E^{\text{an}} \)) shall be planned. Therefore with the increase of \( L^{\text{ac}} \), the average delay of both RAILP and HMWM increases. On the contrary, the average delay of ILP-ISL is still close to 0 (for clarity, the values are 0.00342, 0.00357, 0.00451, 0.00726, and 0.01249). The same reason holds: the time-slotted antennas on satellites are better exploited to satisfy the ranging requirements. In other words, even if \( L^{\text{ac}} \) increases to 10, it can be easily met without compromising communication performance in GNSS with continuous GSLs. It should be noted that for HMWM, \( \eta = 0.7 \) cannot guarantee the satisfaction of \( L^{\text{ac}} \) when \( L^{\text{ac}} \) becomes larger. The corresponding \( \eta \) applicable to different simulations is marked on the figure. In cases where \( L^{\text{ac}} \) is easily satisfied, HMWM provides slightly better delay than RAILP. The first reason is because HMWM can focus on optimizing the delay since matching results merely depending on traffic change could partly meet the ranging requirement. The second reason is that RAILP is still a sub-optimal algorithm because of the inaccurate model of delay from non-anchor satellites to GSs. However, the superiority of RAILP appears when \( L^{\text{ac}} \) is 9 or 10. RAILP could always meet the ranging requirement at the lowest cost and optimize its objection as much as possible because \( L^{\text{ac}} \) is modeled as a constraint in the linear programming. On the other hand, for HMWM, the difficulty of determining the boundary where \( L^{\text{ac}} \) can be appropriately met will penalize the communication metric.

Finally, we focus on the average delay from anchor and non-anchor satellites to GSs of RAILP and HMWM. As is illustrated in Fig. 10, comparing the results of \( K = 6 \) and that of \( K = 8 \), the average delay of anchor and non-anchor satellites are shortened for both RAILP and HMWM by increasing the number of antennas. When there are more GS antennas (i.e., \( K = 10 \)), for RAILP, while the average delay of anchor satellites decreases, the delay of non-anchor satellites increases. It should be noted that \( \gamma = 0.1 \) is not the best parameter setting when \( K = 10 \) as we can see in Fig. 6. For HMWM, each GS antenna would be scheduled a GSL, so that the ranging requirement cannot be met anymore when \( K \) gets larger enough. In states with a small number of anchor satellites, most of the anchor satellites are occupied due to the established GSLs. Thus it becomes hard for the non-anchor satellites to send data to anchor satellites. This performance deterioration stems from the perfect matching algorithm as explained in Section V-B and can be mitigated by using non-perfect matching methods. However, the specific weighting strategies need further study.

C. Further Discussions

1) RAILP Vs. HMWM: On the one hand, HMWM can produce fairly good topology results by consuming much less computing time. On the other hand, it is hard to determine the optimal parameters set (i.e., \( \alpha, \beta, \eta \)) with which HMWM guarantees the ranging requirements. We highlight optimal parameters exploring as future research opportunities.

Although the proposed RAILP needs more time to solve the problem, RAILP can act as a benchmark against the performance of the GNSS network when designing specific parameters for HMWM. In other words, if the designed HMWM shows similar performance to RAILP and could meet the \( L^{\text{ac}} \) at the same time, then we can regard the parameters of HMWM as appropriate.

2) Continuous GSLs Vs. Time-Slotted GSLs: By extending the time-slotted networking mechanism of ISLs to GSLs, a unified management system is achieved and the dedicated antennas for continuous connections of GSLs are no longer needed. However, the deterioration of delay performance from nearly 0 slots to more than 1 slot should be considered.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we studied the topology design problem in GNSSs where the GSLs adopt the polling scheme like the ISLs do. Based on the FSA model and the PTDD ranging hierarchy, we formulated the problem as an ILP problem. To solve the computational infeasibility of ILP in practical GNSSs, we proposed RAILP which models the network delay without scheduling optimal routes for each flow. Compared with classical network flow programming-based approaches, RAILP greatly reduces the number of decision variables and thus reduces the complexity. Aiming at solving the problem more efficiently, we further designed a heuristic named HMWM based on maximum weight matching. The comparison between GNSSs with time-slotted GSLs and GNSSs with continuous GSLs shows that a unified management system realized by extending the polling scheme to GSLs is better, but it needs to be at the cost of the communication performance deterioration. As for the performance of the proposed algorithms, the simulation results proved their suboptimality and efficiency when applying to actual GNSSs.

Our work can provide insights on the important but yet under-explored topology design problem in GNSSs where both the ISLs and GSLs are time-slotted.

Nevertheless, we assume that only one link (either ISL or GSL) can be set up for one satellite at a given slot. Deploying laser ISLs on navigation satellites will become increasingly imperative in the foreseeable future [37]. By then, each satellite could have multiple simultaneous ISLs and as a result the modeling method of delay in RAILP and the matching algorithm in HMWM will not be applicable any more. Furthermore, GNSSs will be complemented with a constellation of LEO satellites.
with laser terminals, posing multi-layer topology design challenges [38]. We leave as future work the exploration of the corresponding topology design algorithms in GNSSs with laser ISLs.
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