MINIMIZERS OF THE ONSAGER–MACHLUP FUNCTIONAL
ARE POSTERIOR MODES.
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Abstract In this work we connect two notions: That of the nonparametric mode of a probability measure, defined by asymptotic small ball probabilities, and that of the Onsager–Machlup functional, a generalized density also defined via asymptotic small ball probabilities. We show that in a separable Hilbert space setting and under mild conditions on the likelihood, the modes of a Bayesian posterior distribution based upon a Gaussian prior agree with the minimizers of its Onsager–Machlup functional. We apply this result to inverse problems and derive conditions on the forward mapping under which this variational characterization of posterior modes holds. Our results show rigorously that in the limit case of infinite-dimensional data corrupted by additive Gaussian or Laplacian noise, nonparametric MAP estimation is equivalent to Tikhonov–Phillips regularization. In comparison with the work of Dashti, Law, Stuart, and Voss (2013), the assumptions on the likelihood are relaxed so that they cover in particular the important case of Gaussian process noise. We illustrate our results by applying them to a severely ill-posed linear problem with Laplacian noise, where we express the MAP estimator analytically and study its rate of convergence.

1 INTRODUCTION

Maximum a posteriori (MAP) estimates are a useful and widely used way to describe points of maximal probability under a Bayesian posterior distribution. Unlike the conditional mean, their computation does not require numerical integration with respect to the posterior distribution, which may be prohibitively expensive for certain problems. Instead, they can typically be found as the solution to an optimization problem, which in many situations allows their efficient computation.

MAP estimates refer to modes of a Bayesian posterior distribution. The modes of a probability measure with a continuous Lebesgue density are simply the maximizers of this density. Probability measures on infinite-dimensional spaces do not have a Lebesgue density, which makes it necessary to generalize the definition of a mode to cover this setting. A common way to do this is to consider a point as a mode if small balls around it have asymptotically maximal probability as made rigorous in Definition 2.1. A problem with this definition is that it is not immediately clear how to find or compute such points. One way to generalize the notion of a Lebesgue density is the Onsager–Machlup functional, which describes the asymptotic probability of small balls around points under the posterior distribution as made rigorous in Definition 2.2. For Bayesian posterior distributions, it typically has the form of a penalized likelihood, and since its minimizers describe points of maximal probability, they are natural candidates to be modes. The question when minimizers of the Onsager–Machlup functional coincide with MAP estimates in the context of nonparametric Bayesian inference is, however, a matter of ongoing research.

A first attempt at answering this question in a separable Banach space setting and for Gaussian priors has been made in [6]. However, the proof therein is incomplete. On the one hand, parts of the proof in general only hold for separable Hilbert spaces. On the other hand, there remain several gaps in the proof in the Hilbert space case. This will be discussed in more detail in Section 2.3. In the author’s
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PhD thesis [12], most of these gaps were closed. In [10], a remaining issue was resolved, completing the proof in the Hilbert space case.

The coincidence of MAP estimators and minimizers of the Onsager–Machlup functional has been proven for Besov priors [1], and, very recently, for diagonal Gaussian priors on $\ell^p$ [10]. Ideas on how to generalize the proof to general separable Banach spaces have been discussed in [16], but in this case, the question whether MAP estimates coincide with minimizers of the Onsager–Machlup functional is still open.

Helin and Burger introduced the more general notion of a weak mode (or weak MAP estimate in their terminology) in [8], which is closely related to the Onsager–Machlup functional and thus allows a direct characterization of weak modes as its minimizers. Since any mode is also a weak mode, this immediately yields a variational characterization of the mode for unimodal distributions. Lie and Sullivan studied the coincidence of weak and strong modes in [13], i.e., the question whether every weak mode is also a mode. They found that under a uniformity condition, this is indeed the case, but that there are also examples of weak modes that are not modes. Said uniformity condition is, however, rather restrictive, as it assumes that all balls around a weak mode with small enough radius already have maximal probability among balls of the same radius. This excludes for example skewed distributions, and its practical relevance is limited. In [2, 3], the convergence of weak modes is connected to the $\Gamma$-convergence of Onsager–Machlup functionals, covering Bayesian inverse problems with Gaussian and Besov priors and countable product measures on weighted $\ell^p$ spaces.

We are particularly interested in Bayesian inverse problems. Here, the Onsager–Machlup functional has the form of a Tikhonov–Phillips functional, so that its minimizers can be understood as regularized solutions. Previous results regarding the coincidence of MAP estimates and minimizers of the Onsager–Machlup functional are insofar unsatisfactory as they do not cover the important limit case of inverse problems with infinite-dimensional data corrupted by Gaussian process noise. Both in [6] and [10], the likelihood is required to be uniformly bounded from above. Likelihoods arising from inverse problems with infinite-dimensional data are, however, typically not bounded from above both in case of Gaussian and Laplacian noise, as we will see in Examples 3.1 and 3.6. In [1], the scope was limited to inverse problems with finite data. In [12], the log-likelihood was only required to be Lipschitz continuous, thereby allowing for infinite-dimensional Laplacian noise, but not for infinite-dimensional Gaussian noise.

1.1 CONTRIBUTIONS

In this work, we relax the assumptions on the likelihood in such a way that they allow for the case of Gaussian process noise. We assume that the negative log-likelihood is Lipschitz continuous on bounded sets and satisfies a lower cone condition, see Assumption 2.4. We show that under these assumptions, MAP estimates do in fact coincide with minimizers of the Onsager–Machlup functional for general Bayesian posterior distributions based upon Gaussian priors on a separable Hilbert space. This provides a mean to compute MAP estimates both analytically and numerically. Conversely, it guarantees that penalized maximum likelihood estimates indeed describe points of maximal posterior probability.

We moreover establish Lipschitz conditions on the forward mapping for nonlinear Bayesian inverse problems with infinite-dimensional data under which aforementioned assumptions on the likelihood are satisfied. We do this for two types of additive noise: Gaussian noise, which covers in particular the important case of Gaussian white noise, and Laplacian noise, which can be understood as an example of impulsive noise. Our results show rigorously that Bayesian MAP estimation is equivalent to Tikhonov–Phillips regularization in the considered cases.

Eventually, we apply our results to a class of severely ill-posed linear inverse problems that include, i.a., the inverse heat equation to express the MAP estimator explicitly and study its rate of convergence
in case of Laplacian noise.

1.2 ORGANIZATION OF THIS PAPER

This work is structured as follows. In Section 2, we introduce and discuss the definitions of a mode and the Onsager–Machlup functional in terms of small ball probabilities, we state and discuss our assumptions on the likelihood, we formulate our main result — a variational characterization of posterior modes in case of a Gaussian prior — and give an outline of its proof. In Section 3, we derive the likelihood for Bayesian inverse problems in case of infinite-dimensional additive Gaussian and Laplacian noise, and state conditions on the forward mapping under which a variational characterization of the MAP estimates is possible. In Section 4, we consider a severely ill-posed linear problem, derive the posterior distribution and the MAP estimate in case of Laplacian noise, and study the rate of convergence of the MAP estimator. The proof of our main result Theorem 2.7 is carried out in Appendix A, including a number of auxiliary results. Appendices B and C contain technical proofs from Sections 3 and 4.

2 VARIATIONAL CHARACTERIZATION OF MAXIMUM A POSTERIORI ESTIMATES

2.1 MODES AND THE ONSAGER–MACHLUP FUNCTIONAL

The central result in this section is the coincidence of MAP estimates with minimizers of the Onsager–Machlup functional under mild assumptions on the likelihood.

MAP estimates refer to the modes of a Bayesian posterior distribution. They are widely used in Bayesian inverse problems because they can typically be found as the solution to an optimization problem and do not require integration with respect to the posterior distribution. Their statistical interpretation in a nonparametric setting may, however, not always be straightforward. If a measure has a continuous Lebesgue density, then its modes are simply the maximizers of this density. Although every numerical computation of a mode is finite dimensional, it is desirable to have a well-defined notion of a mode in the infinite-dimensional limit case of which the mode in the finite-dimensional case can be considered an approximation. For probability measures on infinite-dimensional spaces, which cannot have a Lebesgue density, modes are usually defined in terms of small ball probabilities. The following definition has been introduced in [6].

Definition 2.1 ([6, Def. 3.1]). Let \( \mu \) be a probability measure on a separable Banach space \( X \). A point \( \hat{x} \in X \) is called mode of \( \mu \), if it satisfies

\[
\lim_{\varepsilon \to 0} \frac{\mu(B_\varepsilon(\hat{x}))}{\sup_{x \in X} \mu(B_\varepsilon(x))} = 1.
\]

Here, \( B_\varepsilon(x) \subset X \) denotes the open ball with radius \( \varepsilon \) centred at \( x \in X \).

Another approach to describing points that maximize the probability under a measure in a certain sense is seeking minimizers of its Onsager–Machlup functional, which plays the role of a generalized log-density for measures without a Lebesgue density. In our context, it is defined as follows.

Definition 2.2. Let \( \mu \) be a probability measure on \( X \). Let \( E \subset X \) denote the set of admissible shifts for \( \mu \) that yield an equivalent measure, i.e., all \( h \in X \) for which the shifted measure \( \mu_h := \mu(\cdot - h) \) is equivalent with \( \mu \). A functional \( I: E \to \mathbb{R} \) is called Onsager–Machlup functional of \( \mu \), if

\[
\lim_{\varepsilon \to 0} \frac{\mu(B_\varepsilon(h_2))}{\mu(B_\varepsilon(h_1))} = \exp (I(h_2) - I(h_1)) \quad \text{for all } h_1, h_2 \in E.
\]
The Onsager–Machlup functional describes the asymptotic ratio of small ball probabilities around any two points in the subspace $E$. For points outside of $E$, the limit on the left hand side of (2.2) does not need to exist and can be infinite. As a first example, we consider the Onsager–Machlup functional of a Gaussian measure.

**Proposition 2.3.** The Onsager–Machlup functional $I_0: E \to \mathbb{R}$ of a centered Gaussian measure $\mathcal{N}_Q$ on $X$ with covariance operator $Q$ is given by

$$I_0(x) = \frac{1}{2} \|x\|_E^2 \quad \text{for all } x \in E,$$

where $E := \mathcal{R}(Q^{1/2})$ is equipped with the norm $\|x\|_E := \|Q^{-1/2}x\|_X$.

**Proof.** By [5, Thm. 2.3.1], the space $E$ of admissible shifts for the measure $\mathcal{N}_Q$ is given by its Cameron–Martin space $\mathcal{R}(Q^{1/2})$. It follows from Proposition 3 in Section 18 of [14] that

$$\lim_{r \to 0} \frac{\mathcal{N}_Q(B_r(h_1))}{\mathcal{N}_Q(B_r(h_2))} = \lim_{r \to 0} \frac{\mathcal{N}_Q(rB_1(0))}{\mathcal{N}_Q(h_2 + rB_1(0))} \cdot \lim_{r \to 0} \frac{\mathcal{N}_Q(h_1 + rB_1(0))}{\mathcal{N}_Q(rB_1(0))}$$

$$= \exp \left( \frac{1}{2} \|Q^{-\frac{1}{2}}h_2\|_X^2 \right) \exp \left( -\frac{1}{2} \|Q^{-\frac{1}{2}}h_1\|_X^2 \right)$$

for all $h_1, h_2 \in E$. \hfill \blacksquare

In nonparametric Bayesian inference, it is not immediately clear when these two approaches describe the same points, that is, when the modes of the posterior distribution coincide with the minimizers of its Onsager–Machlup functional.

### 2.2 Bayesian Set-Up

Now, we consider a Bayesian posterior distribution $\mu^y$ on a separable Hilbert space $X$ whose density with respect to a centered Gaussian prior distribution $\mu_0 := \mathcal{N}_Q$ is described by Bayes’ formula

$$\frac{d\mu^y}{d\mu_0}(u) = \frac{\exp(-\Phi(u, y))}{Z(y)}.$$

Here, $Q$ is a self-adjoint, positive definite, trace class operator on $X$. The data $y$ may be an element of another separable Hilbert space $Y$ but is considered as fixed throughout this section, i.e., we consider the posterior distribution $\mu^y$ inferred from one specific realization $y$ of the data. Consequently, we interpret the negative log-likelihood $\Phi(u) = \Phi(u, y)$ as a function of the parameter $u$. We make the following assumptions on the likelihood.

**Assumption 2.4.** The function $\Phi: X \to \mathbb{R}$ satisfies the following two conditions.

(i) $\Phi$ is Lipschitz continuous on bounded sets, i.e., for every $r > 0$, there exists $L = L(r) > 0$ such that

$$|\Phi(x_1) - \Phi(x_2)| \leq L \|x_1 - x_2\|_X \quad \text{for all } x_1, x_2 \in B_r(0).$$

(ii) There exists $L \geq 0$ such that $\Phi$ satisfies the lower cone condition

$$\Phi(x) \geq \Phi(0) - L \|x\|_X \quad \text{for all } x \in X.$$

**Assumption 2.4** is, in particular, satisfied if $\Phi$ is Lipschitz continuous, i.e., if there exists $L > 0$ such that

$$|\Phi(x_1) - \Phi(x_2)| \leq L \|x_1 - x_2\|_X \quad \text{for all } x_1, x_2 \in X.$$
A Lipschitz continuous likelihood arises for example in inverse problems with Laplacian noise, see Section 3.2. We will moreover see in Section 3.1 that Assumption 2.4 covers the important case of infinite-dimensional Gaussian noise because the lower cone condition in 0 allows for positive quadratic growth of $\Phi$. This case is neither covered by the assumptions used in [6] and [10], which include a uniform lower bound on $\Phi$, see Example 3.1, nor by those used in [12], which demand global Lipschitz continuity.

The Onsager–Machlup functional of $\mu^\gamma$ is now given by the sum of the Onsager–Machlup functional $I_0$ of the prior distribution and the negative log-likelihood $\Phi$. Moreover, it possesses a minimizer.

**Proposition 2.5.** If $\Phi$ satisfies Assumption 2.4, then the Onsager–Machlup functional $I: E \to \mathbb{R}$ of $\mu^\gamma$, as given in (2.3), has the form

$$I(x) = \Phi(x) + \frac{1}{2} \|x\|^2_E \quad \text{for all } x \in E.$$  

**Proposition 2.6.** If $\Phi$ satisfies Assumption 2.4, then $I$, as given by (2.4), has a minimizer in $E$.

### 2.3 MAIN RESULT

The main result of this work is the following.

**Theorem 2.7.** If $\Phi$ satisfies Assumption 2.4, then $x \in X$ is a mode of $\mu^\gamma$, as given in (2.3), if and only if it minimizes the Onsager–Machlup functional of $\mu^\gamma$.

**Theorem 2.7** gives a positive answer to aforementioned question in case of a Gaussian prior distribution on a separable Hilbert space: Under mild conditions on the likelihood, nonparametric posterior modes do indeed agree with minimizers of the Onsager–Machlup functional. This opens up the possibility of computing posterior modes explicitly by solving a canonical optimization problem and gives a statistical interpretation of the chosen objective functional.

In Proposition 2.5, we have seen that the Onsager–Machlup functional of $\mu^\gamma$ has the form of a Tikhonov–Phillips functional with discrepancy term $\Phi(x, y)$ and quadratic penalty term $\frac{1}{2} \|x\|^2_E$, which allows a rigorous interpretation of nonparametric MAP estimation as Tikhonov–Phillips regularization and vice versa.

In [6], the coincidence of posterior modes with minimizers of the Onsager–Machlup functional is stated in a separable Banach space setting as Theorem 3.5 and Corollary 3.10. However, the proof given in [6] is incomplete. On the one hand, parts of the proof only hold for separable Hilbert spaces, as pointed out in [16]. On the other hand, even in the Hilbert space case the proof contains gaps that are closed in this work. Most of these corrections have been introduced in [12], but we also incorporate corrections just recently found necessary in [10].

The outline of the proof of Theorem 2.7 can be described as follows.

(i) For every $\epsilon > 0$, choose $x_\epsilon \in X$ such that

$$\mu^\gamma(B_{\epsilon}(x_\epsilon)) \geq (1 - \epsilon) \sup_{x \in X} \mu^\gamma(B_{\epsilon}(x)).$$

(ii) Show as follows that for every positive sequence $\{\epsilon_n\}_{n \in \mathbb{N}}$ such that $\epsilon_n \to 0$, the sequence $\{x_{\epsilon_n}\}_{n \in \mathbb{N}}$ contains a subsequence that converges towards some $\bar{x} \in E$.

(a) Show that $\{x_{\epsilon_n}\}_{n \in \mathbb{N}}$ is bounded and thus has a weakly convergent subsequence with limit $\bar{x} \in X$.

(b) Prove that $\bar{x} \in E$.

(c) Conclude that the subsequence converges in fact strongly toward $\bar{x}$. 
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(iii) Show that every cluster point of the sequence \( \{x_n\}_{n \in \mathbb{N}} \) is both a mode of \( \mu^\gamma \) and a minimizer of the Onsager–Machlup functional of \( \mu^\gamma \).

(iv) Use the existence of a point with these properties to prove that every mode of \( \mu^\gamma \) is a minimizer of the Onsager–Machlup functional of \( \mu^\gamma \) and vice versa.

The proof itself is carried out in Appendix A. Parts (i) to (iii) are stated separately as Theorem A.1. The most notable corrections in comparison with [6] are the following.

(C1) Lemma 3.9 in [6] has been used in step (ii) (c). However, it has the wrong form: Its statement is needed for a sequence that converges weakly towards an arbitrary point in \( E \), but it is only proved for a sequence that converges weakly to 0. We prove the required statement in Lemma A.3.

(C2) In step (iii), Lemma A.4 is needed but not proved. Its proof was kindly provided by Masoumeh Dashti (personal communication, 3 July 2017).

(C3) In step (iii), it is only proved that
\[
\lim_{n \to \infty} \frac{\mu^\gamma(B_{\epsilon_n}(\bar{x}))}{\sup_{x \in X} \mu^\gamma(B_{\epsilon_n}(x))} = 1
\]
for a subsequence \( \{\epsilon_n'\}_{n \in \mathbb{N}} \) of \( \{\epsilon_n\}_{n \in \mathbb{N}} \). This is not immediately obvious because it is hidden by the notation \( \epsilon \to 0 \). In order for \( \bar{x} \) to be a mode, the limit needs to be 1 for any positive sequence \( \{\epsilon_n\}_{n \in \mathbb{N}} \) with \( \epsilon_n \to 0 \).

(C4) In the proof of Theorem 3.5 in [6], the family of maximizers \( \{\bar{x}_\epsilon\}_{\epsilon > 0} \) of \( x \mapsto \mu^\gamma(B_\epsilon(x)) \) is considered instead of the family \( \{x_\epsilon\}_{\epsilon > 0} \) defined in step (i). However, as pointed out in [10], these maximizers do not necessarily exist. Here, we adopt the approach of Klebanov and Wacker to resolve this issue by working with the so-called asymptotic maximizing family \( \{x_n\}_{n \in \mathbb{N}} \) defined by (2.5) instead, which does exist by definition of the supremum.

3 BAYESIAN INVERSE PROBLEMS

Let us now consider the inverse problem of finding an unknown quantity \( u \), given an indirect measurement
\[
y = F(u) + \eta
\]
corrupted by additive noise \( \eta \). Here, \( u \) and \( y \) each lie in a separable Hilbert space \( X \) and \( Y \), respectively. The relation between unknown and measured quantity is described by an operator \( F: X \to Y \) and may be nonlinear. We are particularly interested in the case when this problem is ill-posed. We assume that the noise \( \eta \) follows a distribution \( \nu \). Now, we take a Bayesian approach and assign a prior distribution \( \mu_0 \) to \( u \), where we assume that \( u \) and \( \eta \) are independent.

Let us assume that \( \nu_z := \nu(\cdot - z) \) is absolutely continuous with respect to \( \nu \) for all \( z \) in a linear subspace \( Z \) of \( Y \), i.e., that \( \{\nu_z\}_{z \in Z} \) is dominated by \( \nu \). If we furthermore assume that \( \mathcal{R}(F) \subseteq Z \), then \( \nu_{F(u)} \) is a regular conditional distribution of \( y \), given \( u \), by [12, Prop. 1.4]. The negative log-likelihood is then given by \( \Psi(F(u), y) \), where
\[
\Psi(z, y) := -\ln \frac{d\nu_z}{d\nu}(y)
\]
denotes for each \( z \in Z \) the negative log-density of \( \nu_z \) with respect to \( \nu \). If the likelihood \( (u, y) \mapsto \exp(-\Psi(F(u), y)) \) is a measurable function on \( X \times Y \), and if the integral
\[
\int_X \exp(-\Psi(F(x), y)) \mu_0(dx)
\]
is positive for all $y \in Y$, then Bayes’ formula
\[
\frac{d\mu_y}{d\mu_0}(u) = \frac{\exp(-\Psi(F(u), y))}{\int_X \exp(-\Psi(F(x), y))d\mu_0(dx)}
\]
as given in Bayes’ Theorem [12, Thm. 1.3] defines a regular conditional distribution $\mu_y$ of $u$, given $y$, in terms of its density with respect to $\mu_0$. We see that $\mu_y$ satisfies equation (2.3) with $\Phi(u, y) = \Psi(F(u), y)$.

### 3.1 Gaussian Noise

In case of Gaussian noise $\eta \sim \mathcal{N}_d$, $\nu_z = \mathcal{N}_e$ is absolutely continuous with respect to $\nu = \mathcal{N}_d$ for all $z \in Z = \mathcal{R}(Q^{1/2})$, and $\Psi$ is given by the Cameron–Martin formula
\[
\Psi(z, y) = \sum_{k=1}^{\infty} \left( \frac{(z, e_k)_Y^2}{2\lambda_k} - \frac{(z, e_k)_Y (y, e_k)_Y}{\lambda_k} \right)
\]
as given in [5, Thm. 2.3.1], where $(\lambda_k, e_k)_{k \in \mathbb{N}}$ denotes an eigensystem of $Q$.

In case that $Y$ is infinite-dimensional, $\Phi$ is in general not bounded from below.

**Example 3.1.** Let $Y$ be an infinite-dimensional separable Hilbert space. Then we can construct $y \in Y$ and a sequence $(u^n)_{n \in \mathbb{N}}$ such that $\Phi(u^n, y) \to -\infty$ as $n \to \infty$. Let the forward mapping be a bounded linear operator $A$ from $X$ to $Y$ such that $e_k \in \mathcal{R}(A)$ for all $k \in \mathbb{N}$ (e.g., $A = \text{Id}$ on $X = Y$).

Then,
\[
\Phi(u, y) = \Psi(Au, y) = \sum_{k=1}^{\infty} \left( \frac{(Au, e_k)_Y^2}{2\lambda_k} - \frac{(Au, e_k)_Y (y, e_k)_Y}{\lambda_k} \right)
\]
for all $u \in X$. Now, choose $\varphi_k \in \mathcal{R}(A)$ for all $k \in \mathbb{N}$ such that $A\varphi_k = e_k$, $y \in Y \setminus \mathcal{R}(Q^{1/2})$, and set
\[
u_n := \sum_{k=1}^{n} (y, e_k)\varphi_k
\]
for all $n \in \mathbb{N}$. Then, we have
\[
\Phi(u^n, y) = -\sum_{k=1}^{n} \frac{(y, e_k)_Y^2}{2\lambda_k} \to -\infty
\]
as $n \to \infty$ since $y \notin \mathcal{R}(Q^{1/2})$.

**Lemma 3.2.** Assume that the forward mapping $F$ satisfies $\mathcal{R}(F) \subseteq \mathcal{R}(Q)$, that $Q^{-1} \circ F$ is Lipschitz continuous on bounded sets and that there exists $L_0 > 0$ such that
\[
\|Q^{-1}F(u) - Q^{-1}F(0)\|_Y \leq L_0\|u\|_X \quad \text{for all } u \in X.
\]

Then
\[
\Phi(u, y) = \Psi(F(u), y) = \frac{1}{2}\left\|Q^{-\frac{1}{2}}F(u)\right\|_Y^2 - (Q^{-1}F(u), y)_Y
\]
satisfies Assumption 2.4.

**Corollary 3.3.** Assume that the prior distribution is Gaussian $\mu_0 = \mathcal{N}_d$ and that the noise $\eta$ follows a Gaussian distribution $\mathcal{N}_e$. Under the assumptions of Lemma 3.2, the modes of the posterior distribution $\mu_y$ are the minimizers of
\[
I(u) = \frac{1}{2}\|F(u) - y\|_Q^2 + \frac{1}{2}\|u\|_E^2, \quad u \in X.
\]
Proof. This follows immediately from Lemma 3.2, Proposition 2.5, and Theorem 2.7.

Remark 3.4. Lemma 3.2 can be generalized to likelihoods induced by a Gaussian white noise process. In this case, $\mathcal{R}(Q)$ is replaced by the sample space $\widetilde{V}$ and $\widetilde{Y}$ by the topological dual $V'$ of a subspace $V$ of $\widetilde{Y}$ such that a Gaussian white noise process $\eta$ on $\widetilde{Y}$ acts as a bounded linear functional on $V$. Such a subspace can be constructed as $V = \mathcal{R}(Q^{1/2})$ using a self-adjoint positive trace class operator $Q \in L(\widetilde{Y})$. Then, $\Phi(X \times V')$ has the form

$$
\Phi(u, y) = \frac{1}{2} \|F(u)\|_2^2 - \langle y, F(u) \rangle_{V' \times V'},
$$

the range condition is $\mathcal{R}(F) \subseteq V$, $F$ has to be Lipschitz continuous on bounded sets as a mapping from $X$ to $V$, and condition (3.2) becomes

$$
\|F(u) - F(0)\|_V \leq L_0\|u\|_X \quad \text{for all } u \in X.
$$

3.2 LAPLACIAN NOISE

We are particularly interested in the case of Laplacian noise, which we define as follows. Let $\mathcal{L}_{a, \lambda}$ denote the usual Laplace distribution on $\mathbb{R}$ with mean $a \in \mathbb{R}$ and variance $\lambda > 0$. We define a Laplacian random variable $\xi$ with values in a separable Hilbert space $X$ for $a \in X$ and a self-adjoint positive trace class operator $Q \in L(X)$ with eigensystem $(\lambda_k, e_k)_{k \in \mathbb{N}}$ by

$$
\xi := \sum_{k=1}^{\infty} \xi_k e_k,
$$

where $(\xi_k)_{k \in \mathbb{N}}$ are independent real-valued random variables with $\xi_k \sim \mathcal{L}_{a_k, \lambda_k}$ for all $k \in \mathbb{N}$. We denote its distribution by $\mathcal{L}_{a, Q}$ or just $\mathcal{L}_Q$ if $a = 0$. The random variable $\xi$ is well-defined because

$$
\mathbb{E}[\|\xi\|^2_X] = \sum_{k=1}^{\infty} \mathbb{E}[|\xi_k|^2] = \sum_{k=1}^{\infty} \lambda_k = \text{tr } Q
$$

is almost surely finite. Note that in contrast with Gaussian random variables, a different choice of the eigenbasis $\{e_k\}_{k \in \mathbb{N}}$, if there exists a freedom of choice, defines a random variable with a different distribution.

The following result characterizes the admissible shifts of a Laplacian measure in terms of its covariance operator analogous to the Cameron–Martin theorem [5, Thm. 2.3.1].

Theorem 3.5. Let $Q \in L(X)$ be a self-adjoint positive trace class operator on a Hilbert space $X$ with eigensystem $(\lambda_k, e_k)_{k \in \mathbb{N}}$.

(i) If $a \notin \mathcal{R}(Q^{1/2})$, then $\mathcal{L}_{a, Q}$ and $\mathcal{L}_Q$ are singular.

(ii) If $a \in \mathcal{R}(Q^{1/2})$, then $\mathcal{L}_{a, Q}$ and $\mathcal{L}_Q$ are equivalent and the density $\frac{d\mathcal{L}_{a, Q}}{d\mathcal{L}_Q}$ is given by

$$
\frac{d\mathcal{L}_{a, Q}}{d\mathcal{L}_Q}(x) = \exp\left(-\sqrt{2} \sum_{k=1}^{\infty} \left(\left|\langle Q^{1/2}(x - a), e_k \rangle \right| - \left|\langle Q^{-1/2}x, e_k \rangle \right|\right)\right)
$$

$$
= \exp\left(-\sqrt{2} \sum_{k=1}^{\infty} \frac{|x_k - a_k| - |x_k|}{\sqrt{\lambda_k}}\right)
$$

$\mathcal{L}_Q$-almost everywhere, where $x_k := (x, e_k)$ and $a_k := (a, e_k)$ for all $k \in \mathbb{N}$.
Theorem 3.5 shows that for Laplacian noise $\eta \sim \mathcal{L}_Q$, $v_z = \mathcal{L}_{z,Q}$ is absolutely continuous with respect to $v = \mathcal{L}_Q$ for all $z \in \mathbb{Z} = \mathcal{R}(Q^{1/2})$, and

\[
\Psi(z, y) = \sqrt{2} \sum_{k=1}^{\infty} \frac{|(y, e_k)_{\gamma} - (z, e_k)_{\gamma}|}{\lambda_k^{1/2}},
\]

where $(\lambda_k^2, e_k)_{k \in \mathbb{N}}$ denotes an eigensystem of $Q$.

Example 3.6. In case of Laplacian noise $\eta \sim \mathcal{L}_Q$, we can construct $y \in Y$ and a sequence $(u^n)_{n \in \mathbb{N}}$ in $X$ such that $\Phi(u^n, y) \to -\infty$ as $n \to \infty$. Let the forward mapping be a bounded linear operator $A$ from $X$ to $Y$ such that $e_k \in \mathcal{R}(A)$ for all $k \in \mathbb{N}$ (e.g., $A = \text{Id}$ on $X = Y$). Then, $\Phi(x, y) = \Psi(Ax, y)$ with $\Psi$ as given in (3.3). Now, choose $\varphi_k \in X$ for all $k \in \mathbb{N}$ such that $A\varphi_k = e_k$, and set

\[
y := \sum_{k=1}^{\infty} \frac{1}{k} \varphi_k, \quad u^n := \sum_{k=1}^{n} \frac{1}{k} \varphi_k
\]

for all $n \in \mathbb{N}$. This way,

\[
\Phi(u^n, y) = \sqrt{2} \sum_{k=1}^{n} \sigma_k^{-1} \left( 0 - \frac{1}{k} \right).
\]

Let $m \in \mathbb{N}$ be large enough such that $\sigma_k \leq 1$ for all $k \geq m$. Then, it follows that

\[
\Phi(u^n, y) \leq -\sqrt{2} \sum_{k=1}^{m} \frac{1}{k}
\]

for all $n \geq m$. However, $\sum_{k=1}^{n} \frac{1}{k} \to \infty$ as $n \to \infty$, so that $\Phi(u^n, y) \to -\infty$.

Here, we examine under which conditions on the forward mapping $F$ the negative log-likelihood $\Phi(x, y) = \Psi(F(x), y)$ is Lipschitz continuous in case of additive Laplacian noise $\eta \sim \mathcal{L}_Q$, that is when $\Psi$ is given by (3.3).

Proposition 3.7. Let $(\lambda_k, e_k)_{k \in \mathbb{N}}$ denote an eigensystem of $Q$ and let the forward mapping $F: X \to Y$ satisfy one of the following two conditions.

(i) There exists $C > 0$ such that

\[
\sum_{k=1}^{\infty} \frac{|(F(x_1) - F(x_2), e_k)_{\gamma}|}{\lambda_k^{1/2}} \leq C \|x_1 - x_2\|_X \quad \text{for all } x_1, x_2 \in X,
\]

or

(ii) $F$ is Fréchet differentiable and there exists $C > 0$ such that

\[
\sum_{k=1}^{\infty} \frac{\|F'(x)^* e_k\|_X}{\lambda_k^{1/2}} \leq C \quad \text{for all } x \in X.
\]

Then $x \mapsto \Phi(x, y)$ is Lipschitz continuous for all $y \in Y$.

Proposition 3.8. If the forward mapping is a compact linear operator $K$ such that $KK^*$ is diagonalizable with respect to the eigenvectors $(e_k)_{k \in \mathbb{N}}$ of $Q$, and if the eigensystem $(\lambda_k^2, e_k)_{k \in \mathbb{N}}$ of $KK^*$ satisfies

\[
\sum_{k=1}^{\infty} \frac{|k_k|}{\lambda_k^{1/2}} \leq C
\]

for some $C > 0$, then $x \mapsto \Phi(x, y)$ is Lipschitz continuous for all $y \in Y$.

If any of these conditions is satisfied, minimizers of $I'(x) = \Psi(F(x), y) + \frac{1}{2} \|x\|_E^2$ are indeed posterior modes by Theorem 2.7 and Proposition 2.5.
4 SEVERELY ILL-POSED LINEAR PROBLEMS

Eventually, we study the rate of convergence of the MAP estimator based upon a Gaussian prior distribution for a severely ill-posed linear problem with measurements corrupted by Laplacian noise. This problem can be considered as a generalization of the inverse heat equation.

Let \( \{ \varphi_k \}_{k \in \mathbb{N}} \) be an orthonormal basis of a separable Hilbert space \( X \). Moreover, let \( \{ \alpha_k \}_{k \in \mathbb{N}} \) be a positive, non-decreasing sequence such that

\[
C_k \leq \alpha_k \leq C_k \quad \text{for all } k \in \mathbb{N}.
\]

Now, we define a linear operator \( A \) on

\[
\mathcal{D}(A) := \left\{ x \in X : \sum_{k=1}^{\infty} \alpha_k^2 \| (x, \varphi_k)_X \|^2 < \infty \right\}
\]

by

\[
Ax := \sum_{k=1}^{\infty} \alpha_k (x, \varphi_k)_X \varphi_k.
\]

Next, we define the forward operator \( K : X \to X \) via functional calculus as \( K := e^{-A} \), i.e., by

\[
Kx := \sum_{k=1}^{\infty} e^{-\alpha_k} (x, \varphi_k)_X \varphi_k.
\]

As a limit of linear operators with finite-dimensional range, \( K \) is a compact linear operator. We then consider the inverse problem of finding \( u \), given a noisy measurement \( y \) related to \( u \) by

\[
y = Ku + \eta.
\]

**Example 4.1.** For appropriately chosen subsets \( \Omega \) of \( \mathbb{R}^d \) (e.g. bounded, open, and with \( C^\infty \) boundary), the weak Laplace operator \( A := -\Delta \) in \( X := L^2(\Omega) \) has the aforementioned properties. The eigenfunctions of \( A \) under Dirichlet boundary conditions form an orthonormal basis of \( L^2(\Omega) \), and the corresponding eigenvalues grow in the order of \( k^{2/d} \) according to Weyl’s asymptotic formula. The domain of \( A \) is then given by \( \mathcal{D}(A) = H^2(\Omega) \cap H^1_0(\Omega) \).

For \( u \in L^2(\Omega) \), \( v(t) := e^{-tA}u \) constitutes the unique solution to the heat equation

\[
\frac{dv(t)}{dt} = \Delta v(t) \quad \text{for } t > 0
\]

with initial condition \( v(0) = u \). For \( A = -\Delta \), the aforementioned inverse problem thus corresponds to finding the heat distribution \( u \) on \( \Omega \) at time 0 from a noisy measurement \( y \) of the heat distribution \( Ku = e^{-A}u \) at time 1.

For \( s \in \mathbb{R} \), we define powers \( A^s \) of \( A \) on

\[
\mathcal{D}(A^s) := \left\{ x \in X : \sum_{k=1}^{\infty} \alpha_k^{2s} \| (x, \varphi_k)_X \|^2 < \infty \right\}
\]

via functional calculus as

\[
A^s x := \sum_{k=1}^{\infty} \alpha_k^s (x, \varphi_k)_X \varphi_k.
\]
The operator $A$ induces a scale of Hilbert spaces $\{X^x\}_{x \geq 0}$, where
\[
X^x := \mathcal{D}(A^\frac{x}{2}) = \mathcal{R}(A^{-\frac{x}{2}}) = \left\{ x \in X : \sum_{k=1}^{\infty} \alpha_k^x |(x, \varphi_k)_X|^2 < \infty \right\}
\]
is endowed with the norm $\|x\|_{X^x} := \|A^{x/2}x\|_X$. The operator $A^{-\alpha}$ is trace class for any $\alpha > d/2$ since
\[
\text{tr} A^{-\alpha} = \sum_{k=1}^{\infty} (A^{-\alpha} \varphi_k, \varphi_k)_X = \sum_{k=1}^{\infty} \alpha_k^{-\alpha} \leq C^{-\alpha} \sum_{k=1}^{\infty} k^{-\frac{2\alpha}{d}}.
\]

(4.1)

We model the inverse problem in a Bayesian framework. We assume that the noise follows a Laplacian distribution $\nu := \mathcal{L}_{b^2, A^{-\beta}}$ with $b > 0$ and $\beta > d/2$, and we assign a centered Gaussian prior distribution $\mu_0 := \mathcal{N}_{\eta, A^{-\alpha}}$ with $r > 0$ and $\alpha > d/2$. As before, we assume that $u$ and $\eta$ are independent.

### 4.1 Posterior Distribution

If the shifted measure $\mathcal{L}_{e^{-A^\frac{u}{2}}, b^2, A^{-\beta}}$ is absolutely continuous with respect to the noise distribution $\mathcal{L}_{b^2, A^{-\beta}}$ for every $u \in X$, then it follows from [12, Prop. 1.4] that
\[
(u, V) \mapsto \mathcal{L}_{e^{-A^\frac{u}{2}}, b^2, A^{-\beta}}(V)
\]
is a regular conditional distribution of $y$ given $u$. Theorem 3.5 tells us that $\mathcal{L}_{e^{-A^\frac{u}{2}}, b^2, A^{-\beta}}$ and $\mathcal{L}_{b^2, A^{-\beta}}$ are equivalent if and only if $e^{-A^\frac{u}{2}} \in \mathcal{R}(A^{-\beta/2})$. This is indeed the case for all $u \in X$ by [12, Lem. 5.15]. From Theorem 3.5 we now obtain the density
\[
\frac{d\mathcal{L}_{e^{-A^\frac{u}{2}}, b^2, A^{-\beta}}}{d\mathcal{L}_{b^2, A^{-\beta}}}(y) = \exp(-\Phi(u, y))
\]
for each $u \in X$, where
\[
\Phi(u, y) := \sqrt{2} \sum_{k=1}^{\infty} \left| \frac{(y, \varphi_k)_X - e^{-a_k u} (u, \varphi_k)_X}{b \alpha_k^{-\beta/2}} \right|
\]
for all $u, y \in X$.

**Proposition 4.2.** The function $\Phi : X \times X \rightarrow \mathbb{R}$, defined by (4.2), is continuous, and for every $y \in X$, $u \mapsto \Phi(u, y)$ is Lipschitz continuous with a Lipschitz constant independent of $y$.

**Proposition 4.3.** The function $u \mapsto \exp(-\Phi(u, y))$ is $\mathcal{N}_{\eta, A^{-r}}$-integrable for all $y \in X$ and there exists a constant $C_Z > 0$ such that
\[
\int_X \exp(-\Phi(u, y))\mathcal{N}_{\eta, A^{-r}}(du) \geq C_Z \quad \text{for all } y \in X.
\]

With this knowledge, we are able to apply Bayes’ formula.

**Theorem 4.4.** A regular conditional distribution $(y, B) \mapsto \mu^y(B)$ of $u$ given $y$ exists, the posterior distribution $\mu^y$ is absolutely continuous with respect to the prior distribution $\mathcal{N}_{\eta, A^{-r}}$ for every $y \in X$ and has the density
\[
\frac{d\mu^y}{d\mathcal{N}_{\eta, A^{-r}}}(u) = \frac{1}{Z(y)} \exp(-\Phi(u, y)),
\]
where $\Phi$ is given by (4.2) and
\[
Z(y) = \int_X \exp(-\Phi(u, y))\mathcal{N}_{\eta, A^{-r}}(du).
\]
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Next, we use the variational characterization from Theorem /two.oldstyle./seven.oldstyle to find the modes of the posterior

Proposition /four.oldstyle./two.oldstyle. Conversely, every mode of  𝜇 

Corollary /four.oldstyle./six.oldstyle. Therefore, we may apply Bayes’ theorem [12, Thm. /one.oldstyle./three.oldstyle], which yields the proposition.

Proof. Let  𝑦 ∈  𝑋^𝛼. By Theorem /four.oldstyle./five.oldstyle, the density of the posterior distribution  𝜇^𝑦 w.r.t. the prior distribution  𝑁_{\alpha,\beta} is given by  𝑆(\alpha,\beta) = \frac{1}{2\pi} \exp(\alpha \cdot \beta).

Theorem 4.5. For every  𝑦 ∈  𝑋^𝛼, the functional  𝐼^𝑦 :  𝑋^𝛼 →  𝕀, defined by

\[ I^y(u) := \Phi(u, y) + \frac{1}{2\beta^2} \|u\|^2_{X^\alpha} \]

for all  𝑢 ∈  𝑋^𝛼, is the Onsager–Machlup functional of  𝜇^𝑦 and has a minimizer  \( \bar{u} \in X^\alpha \).

Proof. Let  𝑦 ∈  𝑋. By Theorem 4.4, the density of the posterior distribution  𝜇^𝑦 w.r.t. the prior distribution  𝑁_{\alpha,\beta} is given by (4.3). \( \Phi \) is Lipschitz continuous in  𝑢 by Proposition 4.2, so  𝑢 →  \( \Phi(u, y) + \frac{1}{2\beta^2} \|u\|^2_{X^\alpha} \) is the Onsager–Machlup functional of  𝜇^𝑦 by Proposition 2.5, and has a minimizer  \( \bar{u} \in X^\alpha \) by Proposition 2.6.

Corollary 4.6. Let  𝑦 ∈  𝑋. Then, every minimizer of the functional  𝐼^𝑦, defined by (4.4), is a mode of  𝜇^𝑦. Conversely, every mode of  𝜇^𝑦 minimizes  𝐼^𝑦.

Proof. By Theorem 4.4, the density of  𝜇^𝑦 w.r.t.  𝑁_{\alpha,\beta} is given by (4.3). Now, Theorem 2.7 tells us that the minimizers of  𝐼^𝑦 are precisely the MAP estimates for  𝜇^𝑦 as \( \Phi \) is Lipschitz continuous in  𝑢 by Proposition 4.2.

Theorem 4.5 and Corollary 4.6 tell us that for the considered inverse problem, a regularized solution found by minimizing  𝐼^𝑦 does indeed describe a point of maximal posterior probability both in the sense of a small ball mode and a minimizer of the Onsager–Machlup functional. We express the minimizer explicitly and show that it is unique.

Lemma 4.7. Let  𝑦 ∈  𝑋 and let  \( \bar{u} = \bar{u}(y) \in X^\alpha \) be a minimizer of  𝐼^𝑦. Then,

\[ \bar{u} = \sum_{k=1}^{\infty} P_{\beta} \left( \frac{\beta}{\alpha} R_k \right) R_k \left( e^{\alpha_k(y, \varphi_k)} \right) \varphi_k. \]

where

\[ R_k := \sqrt{2} \alpha_k^{-\gamma - \alpha_k} \]

for all  𝑘 ∈  𝔽 and  𝑃_{\beta} denotes the projection onto the closed interval  𝐼 ⊂  𝕀. In particular, the minimizer  \( \bar{u} \) of  𝐼^𝑦 is unique.
We can interpret the expression in Lemma 4.7 in the following way: The MAP estimator acts upon the data by projecting it onto a hyperrectangle

\[ Q := \{ y \in X : (y, \phi_k)_X \leq e^{-\alpha_k} R_k \text{ for all } k \in \mathbb{N} \}. \]

and then applying the inverse \( e^A \) of the forward operator.

**Corollary 4.6** and **Lemma 4.7** guarantee that for every \( y \in X \), the posterior distribution \( \mu^y \) has a unique mode, the minimizer of its Onsager–Machlup functional \( I^y \). This allows us to define the *maximum a posteriori (MAP) estimator* \( \hat{u}_{\text{MAP}} : Y \to X \) by assigning to each \( y \in X \) the mode \( \hat{u}_{\text{MAP}}(y) \) of \( \mu^y \), and to express it as

\[
\hat{u}_{\text{MAP}}(y) = \arg \min_{u \in X^r} I^y(u) = \arg \min_{u \in X^r} \left\{ \Phi(u, y) + \frac{1}{2r^2} \| u \|_X^2 \right\}.
\]

Minimizing \( I^y \) corresponds to Tikhonov–Phillips regularization with an \( l^1 \)-like discrepancy term and a quadratic penalty term, where the inverse prior variance plays the role of the regularization parameter. Here, our main result **Theorem 2.7** allows us to find and express the small ball mode of the posterior distribution explicitly using its minimizing property. It can be shown that the MAP estimator \( \hat{u}_{\text{MAP}} \) is continuous, see Theorem 5.37 in [12]. The MAP estimate is stable with respect to changes in the data.

### 4.3 Consistency of the MAP Estimator

Finally, we show consistency of the MAP estimator under the frequentist assumption that the data is generated by a deterministic true solution \( u^\dagger \in X \), that is, when

\[ y \sim \mathcal{L}_{e^{-A\gamma}, b; A^{-\beta}}. \]

Here, the value of our main result **Theorem 2.7** lies in allowing us to translate the consistency of the minimizer of \( I^y \) into consistency of the posterior mode. Under a source condition on \( u^\dagger \) and with an a priori choice of the prior variance \( r^2 \) in the order of the noise level \( b \), the mean squared error of the MAP estimator converges in the order of the noise level.

**Theorem 4.8.** Let \( u^\dagger \in X \), \( b, r > 0 \), and \( y \sim \mathcal{L}_{e^{-A\gamma}, b; A^{-\beta}} \). If there exists \( w \in X \) such that

\[
(4.5) \quad u^\dagger = A^{\gamma - r} e^{-A} w \quad \text{and} \quad \sup_{k \in \mathbb{N}} |(w, \phi_k)_X| \leq \rho,
\]

and if there exists \( C > 0 \) such that

\[
\frac{\rho}{\sqrt{2}} b \leq r^2 \leq C b,
\]

then

\[
\mathbb{E} \left[ \| \hat{u}_{\text{MAP}}(y) - u^\dagger \|_X^2 \right] \leq 2C (\text{tr } A^{-r}) b.
\]

**Theorem 4.8** shows in particular that the MAP estimator is consistent with the stated choice of \( r \), since its convergence toward the true solution in mean square implies convergence in probability by Markov’s inequality.

We compare the rate of convergence stated in **Theorem 4.8** with the convergence rate of the minimax risk when the Laplacian noise is replaced by Gaussian noise \( \eta \sim \mathcal{N}_{b; A^{-\beta}} \). We restrict ourselves to the case that the inverse problem is exponentially ill-posed, that is, we set \( d = 2 \), and assume that the eigenvalues of \( A \) associated with the eigenvectors \( \phi_k \) are exactly \( \alpha_k = \rho k \) for some \( \rho > 0 \). If we moreover replace the source condition (4.5) by the slightly stronger condition that the true solution lies in the class

\[ \Theta := \left\{ A^{\gamma - r} e^{-A} w : w \in X, \| w \|_X \leq \rho \right\}, \]
the results of [7] yield convergence of the MSE minimax risk

$$\inf \sup \mathbb{E} \left[ \left\| \hat{u} - u^* \right\|_X^2 \right]$$

in the order of $b$, see subsection 5.5.6 in [12]. Here, the infimum is taken over all estimators $\hat{u} = \hat{u}(y)$. We observe that in the considered case, the minimax rate for Laplacian noise is not worse than for Gaussian noise.

CONCLUSION

We saw that under mild assumptions on the likelihood and in a separable Hilbert space setting, modes of a Bayesian posterior distribution based upon a Gaussian prior do indeed coincide with minimizers of its Onsager–Machlup functional. Under appropriate conditions on the forward mapping, our assumptions on the likelihood are in particular satisfied for Bayesian inverse problems with infinite-dimensional additive Gaussian or Laplacian noise. The proof of our main result fills gaps present in previous proofs and constitutes the first rigorous proof in the separable Hilbert space setting that covers the fundamental limit case of inverse problems with Gaussian process noise. Our work shows that in the considered cases, nonparametric MAP estimation and Tikhonov–Phillips regularization are equivalent and links the choice of the discrepancy term to the log-likelihood. In the example of a severely ill-posed linear problem with Laplacian noise, the variational characterization of modes allowed us to express the MAP estimator explicitly and determine the rate of convergence of its mean squared error.

Our results pave the way for the study of nonparametric MAP estimates for inverse problems with other non-Gaussian noise models. It is, moreover, still an open question if a variational characterization of posterior modes as minimizers of the Onsager–Machlup functional holds true under similar assumptions in the separable Banach space case.
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APPENDIX A PROOFS OF SECTION 2

Proof of Proposition 2.5. By (2.3) and the continuity of $\Phi$, $\mu_0$ and $\mu^y$ are equivalent and thus have the same space $E = \mathcal{R}(Q^{1/2})$ of admissible shifts. By Theorem 3.2 in [6], the Onsager–Machlup functional $I$ of $\mu^y$ is given by (2.4) if $\Phi$ satisfies the following three conditions.

(i) For every $\epsilon > 0$, there exists $M = M(\epsilon) \in \mathbb{R}$, such that for all $x \in X$,

$$\Phi(x) \geq M - \epsilon \|x\|_X^2.$$ 

(ii) $\Phi$ is bounded from above on bounded sets, i.e., for every $r > 0$, there exists $K = K(r) > 0$, such that $\Phi(x) \leq K$ for all $x \in B_r(0)$.

(iii) $\Phi$ is Lipschitz continuous on bounded sets, i.e., for every $r > 0$, there exists $L = L(r) > 0$, such that for all $x_1, x_2 \in B_r(0)$, we have

$$|\Phi(x_1) - \Phi(x_2)| \leq L \|x_1 - x_2\|_X.$$
We verify that these conditions hold. Condition (iii) is trivially satisfied. Condition (ii) is satisfied with \( K := \max\{\Phi(0), 0\} + L(r) r \) by the Lipschitz continuity of \( \Phi \) on bounded sets, as

\[
\Phi(x) \leq \Phi(0) + L\|x\|_X \leq \Phi(0) + L(r) r \leq K
\]

for all \( x \in B_r(0) \). By Assumption 2.4 (ii) we have

\[
\Phi(x) + \epsilon \|x\|_X^2 \geq \Phi(0) - L\|x\|_X + \epsilon \|x\|_X^2 = \Phi(0) + \epsilon \left( \|x\|_X - \frac{L}{\epsilon} \right) \|x\|_X
\]

for all \( \epsilon > 0 \) and \( x \in X \). Now, the minimum of the function \( f(t) = \epsilon(t - \frac{L}{\epsilon}) t \) on \( \mathbb{R} \) is attained in \( \frac{L}{2\epsilon} \), so that for given \( \epsilon > 0 \), condition (i) is satisfied with

\[
M := \Phi(0) + f \left( \frac{L}{2\epsilon} \right) = \Phi(0) - \frac{L^2}{4\epsilon}.
\]

Proof of Proposition 2.6. By Theorem 5.4 in [15], \( I \) has a minimizer in \( E \) if \( \Phi \) satisfies the following two conditions.

(i) For every \( \epsilon > 0 \), there exists \( M = M(\epsilon) \in \mathbb{R} \), such that for all \( x \in X \),

\[
\Phi(x) \geq M - \epsilon \|x\|_X^2.
\]

(ii) \( \Phi \) is Lipschitz continuous on bounded sets, i.e., for every \( r > 0 \), there exists \( L = L(r) > 0 \), such that for all \( x_1, x_2 \in B_r(0) \), we have

\[
|\Phi(x_1) - \Phi(x_2)| \leq L\|x_1 - x_2\|_X.
\]

It can be seen as in the proof of Proposition 2.5 that these conditions hold under Assumption 2.4.

The proof of our main result, Theorem 2.7, relies on the following theorem.

Theorem A.1. For every \( \epsilon > 0 \), let \( x_\epsilon \in X \) satisfy

\[
\mu^\gamma(B_\epsilon(x_\epsilon)) \geq (1 - \epsilon) \sup_{x \in X} \mu^\gamma(B_\epsilon(x)).
\]

If \( \Phi \) satisfies Assumption 2.4, then the following holds true for every positive sequence \( \{\epsilon_n\}_{n \in \mathbb{N}} \) with \( \epsilon_n \to 0 \):

(i) The sequence \( \{x_{\epsilon_n}\}_{n \in \mathbb{N}} \) contains a subsequence that converges in \( X \) toward some \( \hat{x} \in E \).

(ii) For every cluster point \( \hat{x} \in X \) of \( \{x_{\epsilon_n}\}_{n \in \mathbb{N}} \), the convergent subsequence \( \{x_{\epsilon_{n_m}}\}_{m \in \mathbb{N}} \) satisfies

\[
\lim_{m \to \infty} \frac{\mu^\gamma(B_{\epsilon_{n_m}}(\hat{x}))}{\mu^\gamma(B_{\epsilon_{n_m}}(x_{\epsilon_{n_m}}))} = 1
\]

and minimizes the Onsager–Machlup functional of \( \mu^\gamma \).

(iii) Every cluster point \( \hat{x} \in X \) of \( \{x_{\epsilon_n}\}_{n \in \mathbb{N}} \) is a mode of \( \mu^\gamma \).

Theorem A.1 tells us that the cluster points of the sequence \( x_{\epsilon_n} \) are both modes of \( \mu^\gamma \) and minimizers of \( I \). It furthermore ensures the existence of such a cluster point. The proof of Theorem A.1 builds on a number of auxiliary lemmas.

We can approximate the probability of balls under the Gaussian measure \( \mathcal{N}_Q \) arbitrarily well by the probability of cylinder sets.
Lemma A.2. Let $u \in X$ and $\varepsilon > 0$. For all $n \in \mathbb{N}$ and $x \in X$ define the projections $P_n : X \mapsto \mathbb{R}^n$,

$$P_n x := ((x, \varphi_1), \ldots, (x, \varphi_n))^T.$$ 

Moreover, for every $n \in \mathbb{N}$ let $A_n$ be the cylindrical set

$$A_n := \{x \in X : P_n x \in B_\varepsilon(P_n u)\},$$

where $B_\varepsilon(P_n u) := \{z \in \mathbb{R}^n : \|z - P_n u\|_2 < \varepsilon\}$ denotes an open Euclidean ball in $\mathbb{R}^n$. Then for every $\delta > 0$ there exists an $N \in \mathbb{N}$ such that

$$N_\varepsilon(B_\varepsilon(u) \triangle A_n) \leq \delta \quad \text{for } n \geq N,$$

where $\triangle$ denotes the symmetric difference.

Proof. First, we note that $\mu_0(B_\varepsilon(u)) = \mu_0(B_\varepsilon(u))$ and

$$\mu_0(\{x \in X : P_n x \in B_\varepsilon(P_n u)\}) = \mu_0(A_n) = \mu_0(A_n) \quad \text{for all } n \in \mathbb{N}.$$

Next, we show that the sets $A_n$ decrease to $B_\varepsilon(u)$. It can easily be seen that $A_1 \supset A_2 \supset \ldots$ holds and that $B_\varepsilon(u) \subset A_n$ for all $n \in \mathbb{N}$. In order to see that $\bigcap_{n=1}^\infty A_n = B_\varepsilon(u)$, we consider a point $x \in X \setminus B_\varepsilon(u)$. Then, $\rho := \|x - u\|^2 - \varepsilon^2 > 0$ and we can choose a $K \in \mathbb{N}$ such that

$$\|P_K x - P_K u\|^2 = \sum_{k=1}^K |(x - u, \varphi_k)_X|^2 \geq \|x - u\|^2 - \frac{\rho}{2} = \varepsilon^2 + \frac{\rho}{2} > \varepsilon^2.$$

This shows that $P_K x \notin B_\varepsilon(P_K u)$. Therefore, $x \notin A_K$ and in particular $x \notin \bigcap_{n=1}^\infty A_n$.

As a probability measure, $\mu_0$ is upper semicontinuous by [11, Thm. 1.36], so that

$$\mu_0(A_n) \to \mu_0(B_\varepsilon(u)) \quad \text{as } n \to \infty.$$

For every $\delta > 0$, this allows us to choose an $N \in \mathbb{N}$ such that

$$\mu_0(B_\varepsilon(u) \triangle A_n) = \mu_0(A_n \setminus B_\varepsilon(u)) = \mu_0(A_n) - \mu_0(B_\varepsilon(u)) \leq \delta \quad \text{for } n \geq N.$$

We have the following two results regarding the probabilites of small balls with a sequence of center points under the Gaussian measure $\mu_0$.

Lemma A.3. Let $\{x_n\}_{n \geq 0} \subset X$ and $\{\varepsilon_n\}_{n \in \mathbb{N}} \subset (0, \infty)$ with $\varepsilon_n \to 0$. Suppose that $\{x_n\}_{n \in \mathbb{N}}$ converges weakly but not strongly in $X$ toward $\bar{x} \in E$. Then, for every $\delta > 0$, there exists $n \in \mathbb{N}$ such that

$$\frac{\mu_0(B_{\varepsilon_n}(x_n))}{\mu_0(B_{\varepsilon_n}(0))} \leq \delta.$$

Proof. Let $\delta > 0$. Let $\{\varphi_k\}_{k \in \mathbb{N}}$ be an orthonormal basis of $X$ consisting of eigenvectors of $Q$, let $\{\lambda_k\}_{k \in \mathbb{N}}$ be the associated eigenvalues in descending order and define $a_k := \frac{1}{\lambda_k}$ for all $k \in \mathbb{N}$. Furthermore, we define $u_k := (u, \varphi_k)_X$ and

$$P_k u := (u_1, u_2, \ldots, u_k)^T$$

for all $u \in X$ and $k \in \mathbb{N}$. For the measure $\mu_{0,m} := \mu_0 \circ P_m^{-1}$ on $\mathbb{R}^m$,

$$\mu_{0,m}(M) = C_m \int_M e^{-\frac{1}{2}(a_1 x_1^2 + \cdots + a_m x_m^2)} dx$$

Remo Kretschmann

Variational characterization of posterior modes
holds for all $M \in \mathcal{B}(\mathbb{R}^m)$ by [4, Prop. 1.2.2], where $C_m = ((2\pi)^m \prod_{k=1}^m \lambda_k)^{-1/2}$. Since $u_{\epsilon n}$ converges weakly and not strongly to $\bar{u}$, we have
\[
\liminf_{n \to \infty} \|u_{\epsilon n}\|_X \geq \|\bar{u}\|_X.
\]
Therefore, $n_0 \in \mathbb{N}$ and $c > 0$ exist such that
\[
\|u_{\epsilon n}\|_X^2 \geq \|\bar{u}\|_X^2 + c \quad \text{for all } n \geq n_0.
\]
We choose $A > 0$ such that $e^{-\frac{\epsilon^2 A^2}{2}} \leq \frac{\delta}{2}$ and $K \in \mathbb{N}$ such that $a_k > A^2$ for all $k \geq K$. For $m \geq K$ and $n \in \mathbb{N}$ we consider
\[
\mu_{0,m}(B_m(0)) = C_m \int_{B_m(0)} e^{-\frac{1}{2} (a_1x_1^2 + \cdots + a_m x_m^2)} \, dx
\]
\[
= C_m \int_{B_m(0)} e^{-\frac{1}{2} A^2 (x_K^2 + \cdots + x_m^2)} e^{-\frac{1}{2} (a_1x_1^2 + \cdots + a_K x_K^2 + (a_{K+1} - A^2) x_{K+1}^2 + \cdots + (a_m - A^2) x_m^2)} \, dx
\]
\[
= \frac{C_m}{C_m} \int_{B_m(0)} e^{-\frac{1}{2} A^2 (x_K^2 + \cdots + x_m^2)} \mu_{0,m}(dx) \geq \frac{C_m}{C_m} e^{-\frac{1}{2} A^2 \epsilon^2 \rho} \mu_{0,m}(B_m(0)),
\]
where
\[
\tilde{\mu}_{0,m}(M) := \frac{C_m}{C_m} \int_{M} e^{-\frac{1}{2} (a_1x_1^2 + \cdots + a_K x_K^2 + (a_{K+1} - A^2) x_{K+1}^2 + \cdots + (a_m - A^2) x_m^2)} \, dx
\]
for all $M \in \mathcal{B}(\mathbb{R}^m)$. Note that $\tilde{\mu}_{0,m}$ is a centered Gaussian measure. The weak convergence implies $(u_{\epsilon n}, \varphi_k)_X \to (\bar{u}, \varphi_k)_X$ for all $k \in \mathbb{N}$. Therefore, we can choose $n_1 \geq n_0$ such that for all $n \geq n_1$,
\[
\sum_{k=1}^{K} ((u_{\epsilon n}, \varphi_k)_X^2 - (\bar{u}, \varphi_k)_X^2) \leq \frac{c}{3},
\]
and consequently
\[
\sum_{k=K+1}^{\infty} ((u_{\epsilon n}, \varphi_k)_X^2 - (\bar{u}, \varphi_k)_X^2) \geq \|u_{\epsilon n}\|_X^2 - \sum_{k=1}^{K} ((u_{\epsilon n}, \varphi_k)_X^2 - (\bar{u}, \varphi_k)_X^2) \geq \|\bar{u}\|_X^2 + c - \sum_{k=1}^{K} ((u_{\epsilon n}, \varphi_k)_X^2)
\]
\[
= c + \sum_{k=1}^{K} ((u_{\epsilon n}, \varphi_k)_X^2 - (u_{\epsilon n}, \varphi_k)_X^2) + \sum_{k=K+1}^{\infty} ((\bar{u}, \varphi_k)_X^2) \geq 2c.
\]
Finally, we choose $n \geq n_1$ such that $\epsilon_n \leq \frac{\delta}{3\rho}$ and $\rho > 0$ such that
\[
\left(\frac{\delta}{2} + 1\right) \rho \leq \frac{\delta}{2} \mu_{0}(B_m(0)).
\]
By Lemma A.2, there exists an $m_0 \geq K$ for the balls $B_m(0)$ and $B_m(u_{\epsilon n})$ such that the cylindrical sets
\[
A_0 := P_m^{-1}(B_m(P_m(0))) \quad \text{and} \quad A_u := P_m^{-1}(B_m(P_m u_{\epsilon n}))
\]
satisfy $\mu_0(B_m(0) \triangle A_0) < \rho$ and $\mu_0(B_m(u_{\epsilon n}) \triangle A_u) < \rho$ for all $m > m_0$. Note that here, $B_\epsilon(P_m u)$ denotes an open ball in $\mathbb{R}^m$ for $\epsilon > 0$ and $u \in X$. It follows that
\[
\mu_0(B_m(u_{\epsilon n})) \leq \mu_{0,m}(B_m(P_m u_{\epsilon n}))) + \rho
\]
and
\[
\mu_{0,m}(B_m(P_m 0)) \leq \mu_0(B_m(0)) + \rho.
\]
In a last step, we choose \( m \geq m_0 \) such that
\[
\sum_{k=K+1}^m (\mu_{\epsilon_n}(\cdot))_X^2 \geq \frac{c}{3}.
\]

By Anderson’s inequality (see Theorem 2.8.10 in [4]), we have
\[
\mu_{0,m}(B_{\epsilon_n}(P_{m\epsilon_n})) \leq \mu_{0,m}(B_{\epsilon_n}(0)).
\]

By the choice of \( n \) and \( A \), this leads to
\[
\mu_{0,m}(B_{\epsilon_n}(P_{m\epsilon_n})) = \frac{C_m}{C_m} \int_{B_{\epsilon_n}(P_{m\epsilon_n})} e^{-\frac{1}{2}A^2(\xi_{K+1}^2 + \cdots + \xi_n^2)} \mu_{0,m}(dx)
\]
\[
\leq \frac{C_m}{C_m} e^{-\frac{1}{2}A^2(\xi_{K+1}^2 + \cdots + \xi_n^2)} \mu_{0,m}(B_{\epsilon_n}(P_{m\epsilon_n}))
\]
\[
\leq \frac{C_m}{C_m} e^{-\frac{1}{2}A^2(\xi_{K+1}^2 + \cdots + \xi_n^2)} \mu_{0,m}(B_{\epsilon_n}(0))
\]
\[
\leq e^{-\frac{1}{2}A^2} \mu_{0,m}(B_{\epsilon_n}(0)) \leq \frac{\delta}{2} \mu_{0,m}(B_{\epsilon_n}(0)).
\]

Consequently, by the choice of \( m_0 \) and \( \rho \) we have
\[
\mu_0(B_{\epsilon_n}(u_n)) \leq \frac{\delta}{2} (\mu_0(B_{\epsilon_n}(0)) + \rho) + \rho = \frac{\delta}{2} \mu_0(B_{\epsilon_n}(0)) + \left( \frac{\delta}{2} + 1 \right) \rho
\]
\[
\leq \frac{\delta}{2} \mu_0(B_{\epsilon_n}(0)) + \frac{\delta}{2} \mu_0(B_{\epsilon_n}(0)) = \delta \mu_0(B_{\epsilon_n}(0)).
\]

The proof of the following lemma was kindly provided by Masoumeh Dashti (personal communication, 3 July 2017).

**Lemma A.4.** Let \( \{\epsilon_n\}_{n \in \mathbb{N}} \subset (0, \infty) \) with \( \epsilon_n \to 0 \). Assume that \( \{x_n\}_{n \in \mathbb{N}} \subset X \) converges in \( X \) toward \( \tilde{x} \in E \). Then,
\[
\lim_{n \to \infty} \sup_{\mu_0(B_{\epsilon_n}(x_n)) \leq 1} \mu_0(B_{\epsilon_n}(\tilde{x})) = 1.
\]

**Proof.** First note that \( Z = Q(X) \) is dense in \( E = Q^{1/2}(X) \), and that for every \( w \in Z \) the linear functional \( W_{Q^{-1/2}w} = (Q^{-1}w, \cdot)_X \) is continuous. Now, by the Cameron-Martin theorem and Anderson’s inequality,
\[
\mu_0(B_{\epsilon_n}(u_n)) = \int_{B_{\epsilon_n}(u_n-w)} \exp\left(-\|w\|_E^2 + W_{Q^{-1/2}w}(v)\right) \mu_0(du)
\]
\[
\leq e^{-\frac{1}{2}\|w\|_E^2} \sup_{v \in B_{\epsilon_n}(u_n-w)} \{\exp((Q^{-1}w, v)_X]\} \mu_0(B_{\epsilon_n}(u_n-w))
\]
\[
\leq e^{-\frac{1}{2}\|w\|_E^2} \sup_{v \in B_{\epsilon_n}(u_n-w)} \{\exp((Q^{-1}w, v)_X]\} \mu_0(B_{\epsilon_n}(0))
\]

holds for all \( w \in Z \) and \( n \in \mathbb{N} \). On the other hand, the symmetry of \( B_{\epsilon_n}(0) \) implies
\[
\mu_0(B_{\epsilon_n}(\tilde{u})) = e^{-\frac{1}{2}\|\tilde{u}\|_E^2} \int_{B_{\epsilon_n}(0)} \exp(W_{Q^{-1/2}u}(v)) \mu_0(du)
\]
\[
= e^{-\frac{1}{2}\|\tilde{u}\|_E^2} \int_{B_{\epsilon_n}(0)} \frac{1}{2} \left( \exp(W_{Q^{-1/2}u}(v)) + \exp(-W_{Q^{-1/2}u}(v)) \right) \mu_0(du)
\]
\[
\geq e^{-\frac{1}{2}\|\tilde{u}\|_E^2} \mu_0(B_{\epsilon_n}(0)).
\]
Using the continuity of \((Q^{-1}w, \cdot)_X\) we obtain
\[
\limsup_{n \to \infty} \frac{\mu_0(B_{r_n}(u_n))}{\mu_0(B_{r_n}(\bar{u}))} \leq e^{\frac{1}{2}\|u\|^2 - \frac{1}{2}\|w\|^2} \limsup_{n \to \infty} \left\{ \sup_{v \in B_{r_n}(u_n - w)} \exp((Q^{-1}w, v)_X) \right\} \\
= e^{\frac{1}{2}\|u\|^2 - \frac{1}{2}\|w\|^2} \exp((Q^{-1}w, \bar{u} - w)_X) \\
= e^{\frac{1}{2}\|u\|^2 - \frac{1}{2}\|w\|^2} \exp((w, \bar{u} - w)_E)
\]
for all \(w \in Z\). In particular, if we consider a sequence \(\{w_j\}_{j \in \mathbb{N}} \subset Z\) with \(w_j \to \bar{u}\) in \(E\) as \(j \to \infty\), the previous estimate leads to
\[
\limsup_{n \to \infty} \frac{\mu_0(B_{r_n}(u_n))}{\mu_0(B_{r_n}(\bar{u}))} \leq 1.
\]

**Proof of Theorem A.1.** First of all, we note that for each \(\varepsilon > 0\), an \(x_\varepsilon \in X\) with \(\mu^\varepsilon(B_\varepsilon(x_\varepsilon)) \geq (1 - \varepsilon) \sup_{x \in \mathcal{X}} \mu^\varepsilon(B_\varepsilon(x))\) exists by definition of the supremum, and the supremum is finite because \(\mu^\varepsilon\) is a probability measure. Without loss of generality, we may assume that \(\Phi(0) = 0\), because adding a constant to \(\Phi\) can be absorbed by the normalization constant \(Z\) without changing the measure \(\mu^\varepsilon\).

Ad (i): Let \(\{\varepsilon_n\}_{n \in \mathbb{N}}\) be a positive null sequence and assume w.l.o.g. that \(\varepsilon_n \leq 1\) for all \(n \in \mathbb{N}\). We first show that \(\{u_n\}_{n \in \mathbb{N}}\) is bounded in \(X\). By **Assumption 2.4 (i)**, we have
\[
\Phi(u) = \Phi(u) - \Phi(0) \leq L\|u\|_X
\]
for all \(u \in B_1(0)\). From this we obtain, using Anderson’s inequality, that
\[
\mu^\varepsilon(B_\varepsilon(u)) \geq (1 - \varepsilon) \sup_{u \in \mathcal{X}} \int_{B_\varepsilon(u)} \mu^\varepsilon(dv) = (1 - \varepsilon) \sup_{u \in \mathcal{X}} \int_{B_\varepsilon(u)} \frac{1}{Z} e^{-\Phi(u)} \mu_0(dv) \\
\geq \frac{1 - \varepsilon}{Z} \int_{B_1(0)} e^{-\Phi(u)} \mu_0(dv) \\
\geq \frac{1 - \varepsilon}{Z} e^{-(1)(1)} \mu_0(B_\varepsilon(0))
\]
with \(Z = \int_X \exp(-\Phi(u))\mu_0(dv)\) for all \(\varepsilon = (0, 1]\). On the other hand, we have
\[
\Phi(u) = \Phi(u) - \Phi(0) \geq L\|u\|_X
\]
for all \(u \in X\) by **Assumption 2.4 (ii)**, which yields
\[
\mu^\varepsilon(B_\varepsilon(u)) = \int_{B_\varepsilon(u)} \frac{1}{Z} e^{-\Phi(u)} \mu_0(dv) \leq \frac{1}{Z} \int_{B_1(u)} e^{L\|u\|_X} \mu_0(dv) \leq \frac{1}{Z} e^{L\|u\|_{x+\varepsilon}} \mu_0(B_\varepsilon(u))
\]
holds for all \(u \in X\). Together, we obtain
\[
\mu_0(B_\varepsilon(u)) \geq Z e^{-L(1)(1)} \mu^\varepsilon(B_\varepsilon(u)) \geq (1 - \varepsilon) e^{-L\|u\|_{x+L(1)}} \mu_0(B_\varepsilon(0))
\]
for all \(\varepsilon \in (0, 1]\). However, [6, Lem. 3.6] states that there is an \(a_1 > 0\) such that
\[
\frac{\mu_0(B_\varepsilon(u))}{\mu_0(B_\varepsilon(0))} \leq e^{-\frac{a_1}{2} \|u\|_{x-2\varepsilon}}
\]
for all \(\varepsilon > 0\). Assuming that \(\{u_n\}_{n \in \mathbb{N}}\) is unbounded, i.e., that there is a subsequence, again denoted by \(\{u_n\}_{n \in \mathbb{N}}\), with \(\|u_n\|_X \to \infty\) as \(n \to \infty\), leads to a contradiction, because
\[
\frac{a_1}{2} \left(\|u_n\|^2 - 2\varepsilon_n\right) - L\|u_n\| - (L + L(1)) \varepsilon_n + \ln(1 - \varepsilon_n) \\
= \left(\frac{a_1}{2}\|u_n\| - L\right) \|u_n\| - (a_1 + L + L(1)) \varepsilon_n + \ln(1 - \varepsilon_n) \to \infty
\]
as \( n \to \infty \), which implies
\[
(1 - \varepsilon_n) e^{-\frac{L}{2} \|u_{\varepsilon_n}\|_{X}} > e^{-\frac{2L}{3} \|u_{\varepsilon_n}\|_{X}^{2}}
\]
for sufficiently large \( n \). So \( \{u_{\varepsilon_n}\}_{n \in \mathbb{N}} \) is bounded and therefore contains a subsequence, again denoted by \( \{u_{\varepsilon_n}\}_{n \in \mathbb{N}} \), which converges weakly toward some \( \bar{u} \in X \) as \( n \to \infty \). We can choose \( R > 0 \) such that \( u_{\varepsilon_n} \in B_{R}(0) \) for all \( n \in \mathbb{N} \). In the following, let \( L \) denote the Lipschitz constant of \( \Phi \) on \( B_{R+2}(0) \).

Now, we show that \( \bar{u} \in E \). By the definition of \( \bar{u} \) and the boundedness of \( \{u_{\varepsilon}\}_{\varepsilon > 0} \) we have
\[
\frac{2}{3} \leq 1 - \varepsilon \leq \frac{\mu^{\gamma}(B_{\varepsilon}(u_{\varepsilon}))}{\mu^{\gamma}(B_{\varepsilon}(0))} = \frac{\int_{B_{\varepsilon}(u_{\varepsilon})} e^{-\Phi(u)} \mu_{0}(du)}{\int_{B_{\varepsilon}(0)} e^{-\Phi(u)} \mu_{0}(du)} \leq \frac{e^{L(\|u_{\varepsilon}\|_{X})} \mu_{0}(B_{\varepsilon}(u_{\varepsilon}))}{e^{-L(\|u_{\varepsilon}\|_{X})} \mu_{0}(B_{\varepsilon}(0))} \leq \frac{e^{L(R+2)} \mu_{0}(B_{\varepsilon}(u_{\varepsilon}))}{\mu_{0}(B_{\varepsilon}(0))}
\]
for all \( 0 < \varepsilon \leq \frac{1}{3} \). If we assume that \( \bar{u} \notin E \), then [6, Lem. 3.7] tells us that there is an \( n \in \mathbb{N} \) such that \( \mu_{0}(B_{\varepsilon_n}(u_{\varepsilon_n})) / \mu_{0}(B_{\varepsilon_n}(0)) \leq \frac{1}{3} e^{L(R+2)} \) and consequently
\[
\frac{\mu^{\gamma}(B_{\varepsilon}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(0))} \leq \frac{1}{3},
\]
which poses a contradiction. So \( \bar{u} \in E \).

Next, we show that \( u_{\varepsilon_n} \) converges strongly in \( X \). Suppose it does not. Then Lemma A.3 applies and yields
\[
\liminf_{n \to \infty} \frac{\mu_{0}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu_{0}(B_{\varepsilon_n}(0))} = 0,
\]
which is contradictory to (A.1). So the subsequence \( \{u_{\varepsilon_n}\}_{n \in \mathbb{N}} \) does indeed converge strongly toward \( \bar{u} \in E \).

Ad (ii): Let \( \{u_{\varepsilon_n}\}_{n \in \mathbb{N}} \) denote the subsequence that converges toward the cluster point \( \bar{u} \in X \). First, we show that
\[
\lim_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))} = 1.
\]
By definition of \( u_{\varepsilon} \) and the Lipschitz continuity of \( \Phi \) on bounded sets we have
\[
1 - \varepsilon \leq \frac{\mu^{\gamma}(B_{\varepsilon}(u_{\varepsilon}))}{\mu^{\gamma}(B_{\varepsilon}(\bar{u}))} = \frac{e^{\Phi(u_{\varepsilon})} \int_{B_{\varepsilon}(u_{\varepsilon})} e^{\Phi(u_{\varepsilon})} \mu_{0}(du)}{\int_{B_{\varepsilon}(\bar{u})} e^{\Phi(u_{\varepsilon})} \mu_{0}(du)} \leq e^{L \|u_{\varepsilon}\|_{X}} e^{2L \varepsilon} \mu_{0}(B_{\varepsilon}(u_{\varepsilon})) / \mu_{0}(B_{\varepsilon}(\bar{u}))
\]
for all \( \varepsilon > 0 \) and consequently, by the convergence \( u_{\varepsilon_n} \to \bar{u} \) and Lemma A.4,
\[
1 \leq \liminf_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))} \leq \limsup_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))} \leq \limsup_{n \to \infty} \frac{\mu_{0}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu_{0}(B_{\varepsilon_n}(\bar{u}))} \leq 1.
\]

Next we show that \( \bar{u} \) minimizes the Onsager–Machlup functional \( I \) of \( \mu^{\gamma} \). By Proposition 2.5 a minimizer \( u^{*} \in E \) of \( I \) exists. If we suppose that \( \bar{u} \) was not a minimizer of \( I \), then \( I(\bar{u}) - I(u^{*}) > 0 \), and thus
\[
1 = \lim_{n \to \infty} (1 - \varepsilon_n) \leq \lim_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))} = \lim_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))} \lim_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))}{\mu^{\gamma}(B_{\varepsilon_n}(u^{*}))}
\]
\[
= \lim_{n \to \infty} (1 - \varepsilon_n) \leq \lim_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(\bar{u}))} \leq \lim_{n \to \infty} \frac{\mu^{\gamma}(B_{\varepsilon_n}(u_{\varepsilon_n}))}{\mu^{\gamma}(B_{\varepsilon_n}(u^{*}))}
\]
by the definition of \( u_{\varepsilon} \) and Proposition 2.5, which poses a contradiction.
Ad (iii): It remains to show that \( \bar{u} \) is a mode of \( \mu^\gamma \), i.e., that for every positive sequence \( \{\delta_n\}_{n \in \mathbb{N}} \) with \( \delta_n \to 0 \) we have

\[
\lim_{n \to \infty} \frac{\mu^\gamma(B_{\delta_n}(\bar{u}))}{\mu^\gamma(B_{\delta_n}(u_{\delta_n}))} = 1. \tag{A.2}
\]

To this end, we choose an arbitrary subsequence of \( \{\delta_n\}_{n \in \mathbb{N}} \) again denoted by \( \{\delta_n\}_{n \in \mathbb{N}} \). Then, by (i), there exists a subsequence, again denoted by \( \{\delta_n\}_{n \in \mathbb{N}} \), such that \( u_{\delta_n} \to \bar{u} \) for some \( \bar{u} \in E \). Moreover, by (ii), the limit \( \bar{u} \) minimizes \( I \) and satisfies

\[
\lim_{n \to \infty} \frac{\mu^\gamma(B_{\delta_n}(\bar{u}))}{\mu^\gamma(B_{\delta_n}(u_{\delta_n}))} = 1.
\]

Since \( \bar{u} \) minimizes \( I \) as well by (ii), this implies

\[
\lim_{n \to \infty} \frac{\mu^\gamma(B_{\delta_n}(\bar{u}))}{\mu^\gamma(B_{\delta_n}(u_{\delta_n}))} = \lim_{n \to \infty} \frac{\mu^\gamma(B_{\delta_n}(\bar{u}))}{\mu^\gamma(B_{\delta_n}(u_{\delta_n}))} \lim_{n \to \infty} \frac{\mu^\gamma(B_{\delta_n}(\bar{u}))}{\mu^\gamma(B_{\delta_n}(u_{\delta_n}))} = \exp(I(\bar{u}) - I(\bar{u})) = 1
\]

for the subsequence \( \{\delta_n\}_{n \in \mathbb{N}} \) by Proposition 2.5. Now (A.2) follows for the original sequence \( \{\delta_n\}_{n \in \mathbb{N}} \) from a subsequence-subsequence argument. ■

**Proof of Theorem 2.7.** By Theorem A.1, there exists \( \bar{u} \in E \) which is both a mode of \( \mu^\gamma \) and a minimizer of the Onsager–Machlup functional \( I \) of \( \mu^\gamma \).

Let \( \bar{u} \) be a mode of \( \mu^\gamma \). Since \( \bar{u} \) is also a mode, it follows that

\[
\lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(\bar{u}))}{\mu^\gamma(B_\epsilon(\bar{u}))} = \lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(\bar{u}))}{\mu^\gamma(B_\epsilon(\bar{u}))} \lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(\bar{u}))}{\mu^\gamma(B_\epsilon(\bar{u}))} = 1.
\]

Due to the Lipschitz continuity of \( \Phi \) on bounded sets, we have

\[
\frac{\mu^\gamma(B_\epsilon(\bar{u}))}{\mu^\gamma(B_\epsilon(\bar{u}))} = e^{\Phi(\bar{u}) - \Phi(\bar{u})} \frac{\int_{B_\epsilon(\bar{u})} e^{\Phi(\bar{u}) - \Phi(\bar{u})} \mu_0(du)}{\int_{B_\epsilon(\bar{u})} e^{\Phi(\bar{u}) - \Phi(\bar{u})} \mu_0(du)} \leq e^{\epsilon \|\bar{u} - \bar{u}\|_X} e^{2\epsilon \|\bar{u} - \bar{u}\|_X} \frac{\int_{B_\epsilon(\bar{u})} \mu_0(du)}{\int_{B_\epsilon(\bar{u})} \mu_0(du)}.
\]

This implies that \( \bar{u} \in E \), as otherwise [6, Lem. 3.7] leads to

\[
1 = \lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(\bar{u}))}{\mu^\gamma(B_\epsilon(\bar{u}))} \leq e^{\epsilon \|\bar{u} - \bar{u}\|_X} \lim_{\epsilon \to 0} \frac{\mu_0(B_\epsilon(\bar{u}))}{\mu_0(B_\epsilon(\bar{u}))} = 0,
\]

a contradiction. The definition of the OM functional yields

\[
1 = \lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(\bar{u}))}{\mu^\gamma(B_\epsilon(\bar{u}))} = \exp(I(\bar{u}) - I(\bar{u})),
\]

and consequently \( I(\bar{u}) = I(\bar{u}) \), i.e., \( \bar{u} \) is also a minimizer of \( I \).

Conversely, let \( u^* \) be a minimizer of \( I \). Since \( \bar{u} \) is also a minimizer and a mode, Proposition 2.5 tells us that

\[
\lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(u^*))}{\mu^\gamma(B_\epsilon(u^*))} = \lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(u^*))}{\mu^\gamma(B_\epsilon(u^*))} \lim_{\epsilon \to 0} \frac{\mu^\gamma(B_\epsilon(u^*))}{\mu^\gamma(B_\epsilon(u^*))} = \exp(I(\bar{u}) - I(u^*)) = 1.
\]
APPENDIX B PROOFS OF SECTION 3

Proof of Lemma 3.2. A straightforward computation yields

\begin{align}
\Phi(u_1, y) - \Phi(u_2, y) &= \frac{1}{2} \|Q^{-\frac{1}{2}}F(u_1) - Q^{-\frac{1}{2}}F(u_2)\|_Y^2 \\
&\quad + (Q^{-1}F(u_1) - Q^{-1}F(u_2), F(u_2) - y)_Y \\
&= \frac{1}{2} \|Q^{-1}F(u_1) - Q^{-1}F(u_2), F(u_1) - F(u_2)\|_Y \\
&\quad + (Q^{-1}F(u_1) - Q^{-1}F(u_2), F(u_2) - F(0))_Y \\
&\quad + (Q^{-1}F(u_1) - Q^{-1}F(u_2), F(0) - y)_Y
\end{align}

\((\text{n.1})\)

for all \(u_1, u_2 \in X\). By the boundedness of \(Q\), \(F\) is Lipschitz continuous on bounded sets as well, so that

\[ |\Phi(u_1, y) - \Phi(u_2, y)| \leq \frac{L_1 L_2}{2} \|u_1 - u_2\|_X^2 + L_1 L_2 \|u_1 - u_2\|_X \|u_2\|_X \\
\quad + L_1 \|u_1 - u_2\|_X \|F(0) - y\|_Y \\
\quad \leq L_1 \|u_1 - u_2\|_X (L_2 \|F(0) - y\|_Y)
\]

for all \(u_1, u_2 \in B_r(0)\), where \(L_1\) denotes the Lipschitz constant of \(Q^{-1} \circ F\) on \(B_r(0)\), and \(L_2\) that of \(F\).

Setting \(u_1 = u\) and \(u_2 = 0\) in (n.1) moreover yields

\[ \phi(u, y) - \phi(0, y) = \frac{1}{2} \|Q^{-\frac{1}{2}}F(u) - Q^{-\frac{1}{2}}F(0)\|_Y^2 + (Q^{-1}F(u) - Q^{-1}F(0), F(0) - y)_Y
\]

for all \(u \in X\). By assumption, we thus have

\[ \phi(u, y) - \phi(0, y) \geq 0 - \|Q^{-1}F(u) - Q^{-1}F(0)\|_Y \|F(0) - y\|_Y \geq -L_0 \|u\|_X \|F(0) - y\|_Y
\]

for all \(u \in X\).

Proof of Theorem 3.5. We prove this alternative by applying Kakutani’s theorem [9] to the product measures \(\mu = \bigotimes_{k=1}^\infty \mu_k\) and \(\nu = \bigotimes_{k=1}^\infty v_k\) on \(\mathbb{R}^\infty\) with \(\mu_k := L_{\lambda_k}\) and \(v_k := L_{a_k, \lambda_k}\) for all \(k \in \mathbb{N}\). It tells us that \(\mu\) and \(\nu\) are equivalent if the Hellinger integral

\[ H(\mu, \nu) = \prod_{k=1}^\infty H(\mu_k, v_k) = \prod_{k=1}^\infty \int_\mathbb{R} \sqrt{\frac{dv}{d\mu}} d\mu
\]

is positive, and singular otherwise. We compute the Hellinger integrals of the marginals of \(L_Q\) and \(L_{a, Q}\). For each \(k \in \mathbb{N}\), we have

\[(\text{n.2}) \quad \frac{dL_{a_k, \lambda_k}}{dL_{\lambda_k}}(x_k) = e^{-\sqrt{\frac{|x_k - a_k|}{\sqrt{\lambda_k}}}},\]

and a straightforward computation yields

\[(\text{n.3}) \quad H(L_{\lambda_k}, L_{a_k, \lambda_k}) = \int_{\mathbb{R}} e^{-\frac{|x_k - a_k|}{\sqrt{\lambda_k}}} L_{\lambda_k}(dx_k) = \left(1 + \frac{|a_k|}{\sqrt{2\lambda_k}}\right) e^{-\frac{|a_k|}{\sqrt{\lambda_k}}} > 0.\]

This yields

\[ H(\mu, \nu) = \prod_{k=1}^\infty H(\mu_k, v_k) = \prod_{k=1}^\infty \left(1 + \frac{|a_k|}{\sqrt{2\lambda_k}}\right) e^{-\frac{|a_k|}{\sqrt{\lambda_k}}} \]

Remo Kretschmann Variational characterization of posterior modes
We consider
\[
\ln(1 + t) = \sum_{k=1}^{\infty} (-1)^{k+1} \frac{t^k}{k} \quad \forall t \in (-1, 1]
\]
satisfies the error bound
\[
t - \ln(1 + t) \leq \frac{t^2}{2} \quad \forall t \in [0, 1).
\]
Also, we can show that
\[
t - \ln(1 + t) \geq \frac{t^2}{2} - \frac{t^3}{3} \geq \frac{t^2}{6} \quad \forall t \in [0, 1).
\]
To this end, we note that we have equality for \( t = 0 \) and that the derivative computes as
\[
\left( t - \ln(1 + t) - \frac{t^2}{2} + \frac{t^3}{3} \right) = \frac{t^3}{1 + t} \geq 0 \quad \forall t \in [0, 1).
\]
From these two estimates we obtain
\[
\frac{a_k^2}{12 \lambda_k} \leq \ln \left( 1 + \frac{|a_k|}{\sqrt{2} \lambda_k} \right) \leq \frac{a_k^2}{4 \lambda_k}
\]
for all \( k \in \mathbb{N} \).

For \( a \in \mathcal{R}(Q^{1/2}) \) we have \( \sum_{k=1}^{\infty} \frac{a_k^2}{2 \lambda_k} < \infty \) and thus in particular \( \frac{a_k^2}{2 \lambda_k} \to 0 \) as \( k \to \infty \). Now we can choose \( N \in \mathbb{N} \) such that \( \frac{|a_k|}{\sqrt{2 \lambda_k}} < 1 \) for all \( k \geq N \). This yields
\[
- \ln H(\mu, \nu) \leq \sum_{k=1}^{N-1} \left( \frac{|a_k|}{\sqrt{2 \lambda_k}} - \ln \left( 1 + \frac{|a_k|}{\sqrt{2 \lambda_k}} \right) \right) + \frac{1}{4} \sum_{k=N}^{\infty} \frac{a_k^2}{\lambda_k} < \infty,
\]
which implies \( H(\mu, \nu) > 0 \). Now Kakutani’s theorem guarantees equivalence of \( \mu \) and \( \nu \) in case that \( a \in \mathcal{R}(Q^{1/2}) \) and, together with (b.2), states that the density of \( \nu \) with respect to \( \mu \) is given by
\[
\frac{d\nu}{d\mu}(x) = \prod_{k=1}^{\infty} \frac{d\nu_k}{d\mu_k}(x_k) = \prod_{k=1}^{\infty} e^{-\sqrt{2} \Sigma_{k=1}^{\infty} \frac{\|x_k - x_k\|}{\|x_k\|}} = e^{-\sqrt{2} \Sigma_{k=1}^{\infty} \frac{|x_k - x_k|}{\|x_k\|}}.
\]
If, on the other hand, we assume that \(- \ln H(\mu, \nu) < \infty\) for \( a \not\in \mathcal{R}(Q^{1/2}) \), we have
\[
\frac{|a_k|}{\sqrt{2 \lambda_k} - \ln \left( 1 + \frac{|a_k|}{\sqrt{2 \lambda_k}} \right)} \to 0
\]
as \( k \to \infty \) by (b.4). Using (b.5), we obtain that \( \frac{a_k^2}{12 \lambda_k} \to 0 \) as well, which again allows us to choose \( N \in \mathbb{N} \) such that \( \frac{|a_k|}{\sqrt{2 \lambda_k}} < 1 \) for all \( k \geq N \). However, since \( a \not\in \mathcal{R}(Q^{1/2}) \) we have
\[
- \ln H(\mu, \nu) \geq \sum_{k=1}^{N-1} \left( \frac{|a_k|}{\sqrt{2 \lambda_k}} - \ln \left( 1 + \frac{|a_k|}{\sqrt{2 \lambda_k}} \right) \right) + \frac{1}{12} \sum_{k=N}^{\infty} \frac{a_k^2}{\lambda_k} = \infty,
\]
which is a contradiction. So $H(\mu, \nu) = 0$, which implies that $\mu$ and $\nu$ are singular by Kakutani’s theorem.

Both $\mu$ and $\nu$ are concentrated on $\ell^2$ because the operator $Q$ is trace class. Therefore, the equivalence or singularity of $\mu$ and $\nu$ on $\mathbb{R}^\infty$ transfers to their restrictions to $\ell^2$, and we have $L_{a,Q} = v \circ \gamma^{-1}$ and $L_Q = \mu \circ \gamma^{-1}$, where $\gamma(z) := \sum_{k=1}^\infty z_k e_k \in X$ for all $z \in \ell^2$. In a last step, we show that the equivalence or singularity of $\mu$ and $\nu$ on $\ell^2$ transfers to that of $L_Q$ and $L_{a,Q}$. Assume that $\nu \ll \mu$. Then for every $A \in \mathcal{B}(H)$ we have

$$L_{a,Q}(A) = (v \circ \gamma^{-1})(A) = \int_{\gamma^{-1}(A)} \frac{dv}{d\mu}(x)\mu(dx) = \int_A \frac{dv}{d\mu}(y^{-1}(\bar{x}))L_Q(d\bar{x}) = \int_A \exp\left(-\sqrt{2} \sum_{k=1}^\infty \frac{|(\bar{x}, e_k) - (a, e_k)| - |(\bar{x}, e_k)|}{\sqrt{\lambda_k}}\right) L_Q(d\bar{x}).$$

This shows that $L_{a,Q}$ is absolutely continuous with respect to $L_Q$ and has the stated density. A similar computation shows that $\mu \ll \nu$ implies $L_Q \ll L_{a,Q}$.

Finally, assume that $\mu$ and $\nu$ are singular and let $A \in \mathcal{B}(\ell^2)$ such that $\mu(A) = 0$ and $\nu(\ell^2 \setminus A) = 0$. Then $L_Q$ and $L_{a,Q}$ are singular as well, because

$$L_Q(\gamma(A)) = (\mu \circ \gamma^{-1})(\gamma(A)) = \mu(A) = 0$$

and

$$L_{a,Q}(H \setminus \gamma(A)) = L_{a,Q}(\gamma(\ell^2) \setminus \gamma(A)) = L_{a,Q}(\gamma(\ell^2 \setminus A)) = \nu(\ell^2 \setminus A) = 0$$

by the surjectivity of $\gamma$.

**Proof of Proposition 3.7.** By the triangle inequality, we have

$$|\Psi(F(x_1), z) - \Psi(F(x_2), z)| \leq \sqrt{2} \sum_{k=1}^\infty \lambda_k^{-\frac{1}{2}} |(y, e_k)_Y - (F(x_1), e_k)_Y| - |(y, e_k)_Y - (F(x_2), e_k)_Y|$$

$$\leq \sqrt{2} \sum_{k=1}^\infty \lambda_k^{-\frac{1}{2}} |(F(x_1) - F(x_2), e_k)_Y|$$

for all $x_1, x_2 \in X$. If condition (i) holds, then the proof is finished. If, on the other hand, condition (ii) holds, we estimate

$$|(F(x_1) - F(x_2), e_k)_Y| = \left|\left(\int_0^1 F'(x_2 + t(x_1 - x_2))(x_1 - x_2)dt, e_k\right)_X\right|$$

$$\leq \int_0^1 |(x_1 - x_2, F'(x_2 + t(x_1 - x_2))e_k)_X|dt$$

$$\leq \|x_1 - x_2\|_X \int_0^1 \|F'(x_2 + t(x_1 - x_2))e_k\|_X dt$$

for all $x_1, x_2 \in X$ using the Fréchet differentiability of $F$. Now, (3.4) implies that

$$|\Psi(F(x_1), z) - \Psi(F(x_2), z)| \leq \sqrt{2} \int_0^1 \sum_{k=1}^\infty \lambda_k^{-\frac{1}{2}} \|F'(x_2 + t(x_1 - x_2))e_k\|_X dt \|x_1 - x_2\|_X$$

$$\leq \sqrt{2} C \|x_1 - x_2\|_X$$

for all $x_1, x_2 \in X$. 

---
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Proof of Proposition 3.8. By the triangle inequality and the Cauchy–Schwarz inequality, we have
\[
\|\Psi(Kx_1, z) - \Psi(Kx_2, z)\| \leq \sqrt{2} \sum_{k=1}^{\infty} \lambda_k^{-1/2} \| (y, e_k)_Y - (Kx_1, e_k)_Y | - (y, e_k)_Y - (Kx_2, e_k)_Y \|
\]
\[
\leq \sqrt{2} \sum_{k=1}^{\infty} \lambda_k^{-1/2} \| x_1 - x_2, K^*e_k \|_X \leq \sqrt{2} \sum_{k=1}^{\infty} \| x_1 - x_2 \|_X K^*Q^{-1/2} e_k \|_X
\]
\[
= \sqrt{2} \| x_1 - x_2 \|_X \sum_{k=1}^{\infty} (\epsilon_k Q^{-1/2} K K^* Q^{-1/2} e_k)_X
\]
\[
= \sqrt{2} \| x_1 - x_2 \|_X \sum_{k=1}^{\infty} (\epsilon_k^2 \lambda_k^{-1}) \| C \|_X \leq \sqrt{2} C \| x_1 - x_2 \|_X
\]
for all \(x_1, x_2 \in X\).

APPENDIX C PROOFS OF SECTION 4

Proof of Proposition 4.2. We first show the Lipschitz continuity of \(\Phi(\cdot, y)\) with Lipschitz constant
\[
L := \frac{\sqrt{2}}{b} \beta e^{-\beta} (\text{tr } A^{-\beta})^{1/2}
\]
independent of \(y \in X\). Here we use the notation \(x_k := (x, \varphi_k)_X\) for all \(k \in \mathbb{N}\) and \(x \in X\). For \(u, v \in X\) we estimate
\[
|\Phi(u, y) - \Phi(v, y)| \leq \frac{\sqrt{2}}{b} \sum_{k=1}^{\infty} \alpha_k^\beta \| y_k - e^{-\alpha_k} u_k \| - \| y_k - e^{-\alpha_k} v_k \|
\]
\[
\leq \frac{\sqrt{2}}{b} \sum_{k=1}^{\infty} \alpha_k^{-\beta} \alpha_k^\beta e^{-\alpha_k} |u_k - v_k|
\]
using the triangle inequality. The sequence \(\{\alpha_k^\beta e^{-\alpha_k}\}_{k \in \mathbb{N}}\) is bounded from above by \(\beta^\beta e^{-\beta}\), see [12, Lem. 5.14], and the operator \(A^{-\beta}\) is trace class by (4.1). We further estimate
\[
|\Phi(u, y) - \Phi(v, y)| \leq \frac{\sqrt{2}}{b} \beta^\beta e^{-\beta} \left( \sum_{k=1}^{\infty} \alpha_k^{-\beta} \right) \left( \sum_{k=1}^{\infty} |u_k - v_k|^2 \right)^{1/2}
\]
\[
= \frac{\sqrt{2}}{b} \beta^\beta e^{-\beta} (\text{tr } A^{-\beta})^{1/2} \| u - v \|_X = L \| u - v \|_X
\]
using the Cauchy–Schwarz inequality.

Now we show the continuity in \(y\). Let \(u \in X\) and \(\varepsilon > 0\). Here, we estimate
\[
|\Phi(u, y) - \Phi(u, z)| = \left| \frac{\sqrt{2}}{b} \sum_{k=1}^{\infty} \alpha_k^\beta \left( |y_k - e^{-\alpha_k} u_k| - |y_k| - |z_k - e^{-\alpha_k} u_k| + |z_k| \right) \right|
\]
\[
\leq \frac{\sqrt{2}}{b} \sum_{k=1}^{N} 2\alpha_k^{\beta} |y_k - z_k| + \frac{\sqrt{2}}{b} \sum_{k=N+1}^{\infty} 2\alpha_k^{\beta} |e^{-\alpha_k} u_k|
\]
for all \(y, z \in X\) and \(N \in \mathbb{N}\). As the series \(\sum_{k=1}^{\infty} \alpha_k^{\beta} e^{-\alpha_k} |u_k|\) converges, we can choose \(N = N(u)\) such that
\[
\frac{\sqrt{2}}{b} \sum_{k=N+1}^{\infty} 2\alpha_k^{\beta} e^{-\alpha_k} |u_k| \leq \frac{\varepsilon}{2}.
\]
Next, we choose
\[ \delta := \frac{b}{2N^2} \left( \sum_{k=1}^{N} \frac{\alpha_k^2}{a_k} \right)^{-\frac{1}{2}} \frac{\epsilon}{2}. \]

This way, we have
\[ \frac{\sqrt{2}}{b} \left( \sum_{k=1}^{N} \frac{\alpha_k^2}{a_k} \right)^{-\frac{1}{2}} \left( \sum_{k=1}^{N} |y_k - z_k|^2 \right)^{\frac{1}{2}} \leq \frac{\epsilon}{2\delta} \|y - z\|_{X} \leq \frac{\epsilon}{2} \]
for all \( y, z \in X \) with \( \|y - z\|_{X} \leq \delta \), and consequently
\[ |\Phi(u, y) - \Phi(u, z)| \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon. \]

The continuity of \( \Phi \) now follows from the continuity in \( u \) and \( y \) and the triangle inequality. \( \blacksquare \)

**Lemma c.1.** Let \( \mu_0 \) be a centered Gaussian measure on \( X \). Then for every \( C > 0 \), the function \( u \mapsto \exp(C\|u\|_{X}) \) defined on \( X \) is \( \mu_0 \)-integrable.

**Proof.** By Fernique’s theorem \([4, \text{Thm 2.8.5}]\), there exists \( \alpha > 0 \) such that the integral \( \int_{X} \exp(\alpha\|u\|_{X}^2) \mu_0(du) \) is finite. Set \( R := \frac{C}{\alpha} \). Then the integral
\[ \int_{X} \exp(C\|u\|_{X}) \mu_0(du) \leq \int_{B_R(0)} \exp \left( \frac{C^2}{\alpha} \right) \mu_0(du) + \int_{X\setminus B_R(0)} \exp \left( \alpha\|u\|_{X}^2 \right) \mu_0(du) \]
is finite as well. \( \blacksquare \)

**Proof of Proposition 4.3.** We first show the integrability. Let \( y \in X \) be arbitrary. We use the Lipschitz continuity of \( \Phi(\cdot, y) \), which holds by Proposition 4.2, to estimate
\[ \int_{X} \exp(-\Phi(u, y)) \mathcal{N}_{\mathcal{F}A^{-1}}(du) \leq \exp(-\Phi(0, y)) \int_{X} \exp(L\|u\|_{X}) \mathcal{N}_{\mathcal{F}A^{-1}}(du). \]

Now \( \Phi(0, y) = 0 \) for all \( y \in X \) by definition of \( \Phi \) and the integral on the right hand side is finite by Lemma c.1.

Now, we address the lower bound. By the Lipschitz continuity of \( \Phi \) in \( u \), the estimate
\[ \int_{X} \exp(-\Phi(u, y)) \mathcal{N}_{\mathcal{F}A^{-1}}(du) \geq \int_{X} \exp(-L\|u\|_{X}) \mathcal{N}_{\mathcal{F}A^{-1}}(du) \]
\[ \geq \int_{B_1(0)} \exp(-L\|u\|_{X}) \mathcal{N}_{\mathcal{F}A^{-1}}(du) = e^{-L} \mathcal{N}_{\mathcal{F}A^{-1}}(B_1(0)) =: C_Z \]
holds for all \( y \in X \). By Theorem 3.6.1 in \([4]\), the topological support of the Gaussian measure \( \mathcal{N}_{\mathcal{F}A^{-1}} \) is given by the closure of its Cameron–Martin space \( \mathcal{R}(A^{-1/2}) \). Since \( \mathcal{R}(A^{-1/2}) \) is dense in \( X \), the topological support is the whole space \( X \). As a consequence, all balls in \( X \) have positive measure under \( \mathcal{N}_{\mathcal{F}A^{-1}} \), which in turn implies that the constant \( C_Z \) is positive. \( \blacksquare \)

**Proof of Lemma 4.7.** For all \( k \in \mathbb{N} \) and \( u_k \in \mathbb{R} \), we define
\[ f_k(u_k) = \frac{1}{2\sigma_k^2} \|u_k\|^2 + \frac{\sqrt{2}}{b} \alpha_k \left( e^{-\alpha_k u_k} - (y, \varphi_k)_X \right) - \left( y, \varphi_k \right)_X. \]

This way, \( I'(u) = \sum_{k=1}^{N} f_k((u, \varphi_k)_X) \). As a minimizer of \( I' \), \( \bar{u} \) satisfies
\[ 0 \leq I'(\bar{u} + t\varphi_k) - I'(\bar{u}) = f_k((\bar{u}, \varphi_k)_X + t) - f_k((\bar{u}, \varphi_k)_X) \]
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for all \( t \in \mathbb{R} \) and \( k \in \mathbb{N} \). Hence \( \hat{u}_k := (\hat{u}, \varphi_k)_X \) minimizes \( f_k \) for every \( k \in \mathbb{N} \).

Consider an arbitrary, fixed \( k \in \mathbb{N} \). The function \( f_k \) is continuous on \( \mathbb{R} \) and continuously differentiable on \( \mathbb{R} \setminus \{ e^{\alpha_k}(y, \varphi_k)_X \} \) with

\[
 f'_k(u_k) = \begin{cases} 
 \frac{1}{r^2} \alpha_k^2 u_k - \frac{\beta}{b} \alpha_k^2 e^{-\alpha_k} & \text{if } u_k < e^{\alpha_k}(y, \varphi_k)_X, \\
 \frac{1}{r^2} \alpha_k^2 u_k + \frac{\beta}{b} \alpha_k^2 e^{-\alpha_k} & \text{if } u_k > e^{\alpha_k}(y, \varphi_k)_X.
\end{cases}
\]

Set

\[
 S_k := \frac{r^2}{b} R_k = \frac{r^2}{b} \sqrt{2} \alpha_k^{\frac{3}{2}} e^{-\alpha_k}.
\]

In case \( e^{\alpha_k}(y, \varphi_k)_X > S_k \), \( \hat{u}_k = S_k \) is the unique minimizer of \( f_k \), because \( f'_k(S_k) = 0 \),

\[
 f'_k(u_k) < 0 \quad \text{for } u_k \in (-\infty, S_k), \quad \text{and} \quad f'_k(u_k) > 0 \quad \text{for } u_k \in (S_k, \infty) \setminus \{ e^{\alpha_k}(y, \varphi_k)_X \}.
\]

In case \( e^{\alpha_k}(y, \varphi_k)_X < -S_k \), \( \hat{u}_k = -S_k \) is the unique minimizer of \( f_k \), because \( f'_k(-S_k) = 0 \),

\[
 f'_k(u_k) < 0 \quad \text{for } u_k \in (-\infty, -S_k) \setminus \{ e^{\alpha_k}(y, \varphi_k)_X \}, \quad \text{and} \quad f'_k(u_k) > 0 \quad \text{for } u_k \in (-S_k, \infty).
\]

Finally, in case \( e^{\alpha_k}(y, \varphi_k) \in [-S_k, S_k] \),

\[
 f'_k(u_k) < 0 \quad \text{if } u_k < e^{\alpha_k}(y, \varphi_k)_X, \quad \text{and} \quad f'_k(u_k) > 0 \quad \text{if } u_k > e^{\alpha_k}(y, \varphi_k)_X,
\]

so that the unique minimizer of \( f_k \) is given by \( \hat{u}_k = e^{\alpha_k}(y, \varphi_k)_X \).

\[ \square \]

**Proof of Theorem 4.8.** Since the components of \( \hat{u}_{\text{MAP}} \) are independent by Lemma 4.7, we have

\[
 \mathbb{E} \left[ \left\| \hat{u}_{\text{MAP}} - u^\dagger \right\|_X^2 \right] = \mathbb{E} \left[ \sum_{k=1}^{\infty} \left| (\hat{u}_{\text{MAP}} - u^\dagger, \varphi_k)_X \right|^2 \right] = \sum_{k=1}^{\infty} \mathbb{E} \left[ \left| (\hat{u}_{\text{MAP}} - u^\dagger, \varphi_k)_X \right|^2 \right].
\]

By Lemma 5.49 in [12], the componentwise mean squared error is given by

\[
 \mathbb{E} \left[ \left| (\hat{u}_{\text{MAP}}(y) - u^\dagger, \varphi_k)_X \right|^2 \right] \leq \frac{b^2}{c_k^2} \mathbb{E} \left[ \left( \frac{c_k}{b} \left\| r^2 \frac{c_k}{b} \alpha_k^{-\tau} + |u^\dagger, \varphi_k)_X| \right) \right] + \frac{b^2}{c_k^2} \mathbb{E} \left[ \left( \frac{c_k}{b} \left\| r^2 \frac{c_k}{b} \alpha_k^{-\tau} - |u^\dagger, \varphi_k)_X| \right) \right] + \chi_{(-\infty, |u^\dagger, \varphi_k)_X|} \left( r^2 \frac{c_k}{b} \alpha_k^{-\tau} \right) \frac{b^2}{c_k^2} \frac{c_k}{b} \left\| r^2 \frac{c_k}{b} \alpha_k^{-\tau} - |u^\dagger, \varphi_k)_X| \right) \]

for all \( k \in \mathbb{N} \), where \( c_k := \sqrt{2} \alpha_k^{\beta/2} e^{-\alpha_k} \) and \( f(t) := 1 - e^{-t} - te^{-t} \) for all \( t \geq 0 \). The conditions on \( u^\dagger \) and \( r \) ensure

\[
 |(u^\dagger, \varphi_k)_X| = \left( A^{\beta-\tau} e^{-A} w, \varphi_k \right)_X = \left( w, e^{-A} A^{\beta-\tau} \varphi_k \right)_X \leq e^{-\alpha_k \beta-\tau} |(w, \varphi_k)_X| \leq e^{-\alpha_k \beta-\tau} \rho \leq \frac{r^2}{b} \sqrt{2} \alpha_k^{\beta-\tau} e^{-\alpha_k}
\]

for all \( k \in \mathbb{N} \) and \( n \geq N \). Thus, the last term on the right hand side of (c.1) is equal to zero. We use the estimate

\[
 f(t) \leq 1 - e^{-t} \leq t,
\]
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that holds for all $t \geq 0$, to obtain
\[
\mathbb{E}\left[|\tilde{u}_{\text{MAP}} - u^\dagger, \varphi_k\rangle_X|^2\right] \leq 2r^2\alpha_k^\tau.
\]
Consequently, we have
\[
\mathbb{E}\left[\|	ilde{u}_{\text{MAP}} - u^\dagger\|^2_X\right] \leq 2r^2 \sum_{k=1}^{\infty} \alpha_k^{-\tau} = 2 (\text{tr} A^{-\tau}) r^2 \leq 2C (\text{tr} A^{-\tau}) b
\]
by the choice of $r$.
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