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The possibility of having a gauge fixing term in the effective Lagrangian that is not a quadratic expression has been explored in spin-two theories so as to have a propagator that is both traceless and transverse. We first show how this same approach can be used in spontaneously broken gauge theories as an alternate to the ‘t Hooft gauge fixing which avoids terms quadratic in the scalar fields. This “non-quadratic” gauge fixing in the effective action results in there being two complex Fermionic and one real Bosonic ghost fields. A global gauge invariance involving a Fermionic gauge parameter, analogous to the usual BRST invariance, is present in this effective action.

PACS numbers: 11.15.-q

I. INTRODUCTION

The path integral quantization of gauge theories involves having to choose a gauge fixing condition that results in a “gauge fixing” term supplementing the classical Lagrangian. A further “ghost action” involving a complex Fermionic ghost field is also required in order to cancel the contribution of non-physical degrees of freedom in radiative process \[1, 2, 3, 4\]. One of the most remarkable outcomes of this conventional gauge fixing is that the full effective action possesses a global gauge invariance with a Fermionic gauge parameter known as “BRST invariance” \[5, 6, 7\].

In Ref. \[8\] it is pointed out how this procedure cannot be applied in the case of a spin-two gauge theory so as to have a spin-two propagator that is both traceless and transverse (TT). This difficulty can be circumvented by modifying the “Faddeev-Popov” procedure so that a “gauge fixing” term appears in the effective Lagrangian that is not quadratic in some gauge fixing condition. In the next section we review this procedure and provide a second illustration of how it works in a U(1) model in which there is spontaneous symmetry breaking.

The gauge fixing term will still have the advantage of the ‘t Hooft gauge \[9, 10\], which eliminates the terms bilinear in the gauge and scalar fields (which would appear if a Feynman gauge were used \[11\]), and has the additional advantage of eliminating gauge dependent mass terms for the scalars which arise in the ‘t Hooft gauge. The nature of the ghost fields which arise with this gauge fixing is then discussed; it is shown that two Fermionic and one Bosonic ghost arise.

Having illustrated how non-quadratic gauge fixing terms can be incorporated into the effective action, we now show how this effective action possess a global gauge invariance which is a generalization of the BRST invariance of the usual effective action. Both the Fermionic and Bosonic ghosts participate in this transformation, with the unusual feature that the transformation of the Fermionic ghost is non-local.

II. NON-QUADRATIC GAUGE FIXING

We consider a vector gauge field interacting with a complex scalar field with classical Lagrangian

\[
L_{CI} = -\left( \partial_\mu + ieV_\mu \right) \phi^* \left( \partial_\mu - ieV_\mu \right) \phi - \frac{1}{4} \left( \partial_\mu V_\nu - \partial_\nu V_\mu \right)^2 - m^2 \phi^* \phi - \lambda (\phi^* \phi)^2. \tag{2.1}
\]

If \( m^2 < 0 \), spontaneous symmetry breakdown occurs, and if \( f \) is the vacuum expectation value of \( \phi \), so that

\[
\sqrt{2} \phi = f + h \tag{2.2}
\]

where \( h \) is the quantum fluctuation about \( \mathcal{C} \), then the model of \( \phi^* \) develops a contribution that is bilinear in \( V_\mu \) and \( h \). If the usual Feynman gauge fixing Lagrangian \(-\frac{1}{\alpha} (\partial \cdot V)^2\) is used, these terms result in a mixed \((hV_\mu)\) propagator which complicates the computation of radiative effects. In order to eliminate such terms, ‘t Hooft suggested using a modified gauge fixing Lagrangian \[2, 10\]

\[
L^{(1)} = -\frac{1}{2\alpha} \left[ \partial \cdot V + \frac{ie\alpha}{2} (f^* h - fh^*) \right]^2; \tag{2.3}
\]

in the sum of Eqs. \(2.1\) and \(2.3\) these cross terms cancel provided \( f \) is a constant. The same advantage arises if one were to use the non-quadratic gauge fixing Lagrangian

\[
L^{(2)} = -\frac{1}{2\alpha} [\partial \cdot V] [\partial \cdot V + ie\alpha (f^* h - fh^*)] \tag{2.4}
\]

without the introduction of terms quadratic in \( h, h^* \).

Incorporation of the gauge fixing term of Eq. \(2.3\) in the effective Lagrangian when using the path integral quantization involves the Faddeev-Popov procedure \[3, 12\], which must be extended in order to accommodate the gauge fixing of Eq. \(2.3\) \[8\]. We will briefly review this modification.

The features of the path integral in which we are interested can be illustrated by considering the integral over
the components of an $n$-dimensional vector $\vec{h}$

$$Z = \int d\vec{h} \exp(-\vec{h}^T M \vec{h}) = \frac{\pi^n}{(\det M)^{\frac{n}{2}}}$$  \hspace{1cm} (2.5)

If $M$ is an $n \times n$ matrix such that $M(\vec{A}\vec{\theta}) = 0$ where $\vec{\theta}$ is an arbitrary vector then the integral in Eq. (2.5) is undefined. In order to excise the vanishing eigenvalue of $M$, we insert three factors of ‘1’ into (2.5)

$$1 = \int d\vec{\theta}_1 \delta(F(\vec{h} + \alpha A\vec{\theta}_1) - \vec{p}) \det(\alpha F A)$$ \hspace{1cm} (2.6a)

$$1 = \int d\vec{\theta}_2 \delta(G(\vec{h} + \alpha A\vec{\theta}_2) - \vec{p}) \det(\alpha G A)$$ \hspace{1cm} (2.6b)

and

$$1 = (\alpha \pi)^{-n} \int d\vec{p} d\vec{q} \exp\left(-\frac{1}{\alpha} \vec{p}^T \vec{N} \vec{q}\right) \det \vec{N}.$$ \hspace{1cm} (2.6c)

The shift

$$\vec{h} \rightarrow \vec{h} - \alpha A\vec{\theta}_1$$ \hspace{1cm} (2.7)

leads to (after integrating out the $\vec{p}$ and $\vec{q}$ variables)

$$Z = \left(\frac{\alpha \pi}{\pi}\right)^n \int d\vec{\theta}_1 \int d\vec{\theta}_2 \int d\vec{h} \det(FA) \det(GA) \times \det(\vec{N}) \exp \left[\vec{h}^T \left(\frac{1}{\alpha} F^T \vec{N} G \vec{A} \vec{\theta}_2 \right) - \vec{h}^T \left(\frac{1}{\alpha} F^T \vec{N} G \vec{A} \vec{\theta}_1 \right) \right]$$ \hspace{1cm} (2.8)

where $\vec{\theta} = \vec{\theta}_2 - \vec{\theta}_1$. One could shift $\vec{h}$ to remove the “cross term” in $\vec{h}$ and $\vec{\theta}$ but this shift would not be a “gauge transformation” of the form of (2.7).

The determinants in Eq. (2.8) can be exponentiated using the standard Berezin integral

$$\det B = \int d\vec{c} d\vec{\bar{c}} \exp(-\vec{c}^T B \vec{\bar{c}})$$ \hspace{1cm} (2.9)

where $\vec{c}, \vec{\bar{c}}$ are Grassmann vectors; the first two determinants in Eq. (2.8) lead to “Faddeev-Popov” like ghosts and the third to a “Nielsen-Kalilsh” ghost [13,14] which we will subsequently ignore, taking $\vec{N} = \text{const}$. The field $\vec{\theta}$ is a “Bosonic” ghost. The integral over $\vec{\theta}_1$ in Eq. (2.8) parametrizes the divergence in Eq. (2.5) and can be absorbed into the normalization of $Z$.

In the model of Eq. (2.1), we make the identification

$$\vec{h} = (V_{\mu}, h, h^*)^T$$ \hspace{1cm} (2.10)

so that

$$A = (\partial_{\mu}, ie(f + h), -ie(f^* + h^*))^T.$$ \hspace{1cm} (2.11)

From Eqs. (2.4), (2.6) and (2.7) $\vec{\theta}$ is a scalar and

$$F = (\partial_{\mu}, 0, 0),$$ \hspace{1cm} (2.12a)

$$G = (\partial_{\mu}, ieaf^*, -ieaf),$$ \hspace{1cm} (2.12b)

$$N = \frac{1}{2}$$ \hspace{1cm} (2.12c)

so that the ghost actions are

$$L_b = \bar{b} (\partial^2) b$$ \hspace{1cm} (2.13)

and

$$L_c = \bar{c} \left[\partial^2 - 2\alpha e^2 f^* f - \alpha e^2 (f^* h + fh^*)\right] c$$ \hspace{1cm} (2.14)

and the argument of the exponential in Eq. (2.8) is

$$L_T = L_{c1} + L_{c2} - V^\mu \partial_\mu [\partial^2 - 2\alpha e^2 (f^* f + f^* h + fh^*)] \phi$$ \hspace{1cm} (2.15)

We now examine the global invariance possessed by the effective Lagrangian

$$L_{eff} = L_T + L_b + L_c.$$ \hspace{1cm} (2.16)

### III. GLOBAL GAUGE INVARIANCE

It is actually simpler to discuss the effective action before the fields $\vec{p}$ and $\vec{q}$ in Eq. (2.6c) are eliminated and without making the shift of Eq. (2.7) so that

$$L_{eff} = -\vec{h}^T M \vec{h} + \frac{1}{\alpha} \left[\bar{p}^T F(\vec{h} + \alpha A\vec{\theta}) \right] + \bar{q}^T G(\vec{h} + \alpha A\vec{\theta}) + \bar{p}^T \vec{N}^{-1} \vec{q}$$ \hspace{1cm} (3.1)

Following the usual BRST transformation, we begin with

$$\delta \vec{h} = A(\xi \vec{c} + \zeta \vec{\bar{c}})$$ \hspace{1cm} (3.2a)

$$\delta \vec{p} = \delta \vec{q} = 0 = \delta \vec{\bar{c}} = \delta \vec{\bar{c}}$$ \hspace{1cm} (3.2b)

where $\epsilon$ is a Grassmann constant and $\xi$ and $\zeta$ are ordinary constants. If now the ghost fields are also varied then the effective Lagrangian also undergoes the change

$$\delta L_{eff} = \frac{1}{\alpha} \left[\bar{p}^T F(\partial \vec{\theta} + \alpha A\vec{\theta}) + \alpha A \delta \vec{h} \right] + \bar{q}^T G(\partial \vec{\theta} + \alpha A\vec{\theta})$$ \hspace{1cm} (3.3)

We have used the fact that the classical Lagrangian is unaltered under the transformation of Eqs. (3.2a) and
assumed that $N$ is an invariant. In order to ensure that in Eq. (3.3) $\delta L_{\text{eff}} = 0$, Eq. (3.2) must be supplemented by

$$\delta \bar{\theta}_1 = -\frac{\zeta}{\alpha} \epsilon, \quad (3.4a)$$

$$\delta \bar{\theta}_2 = -\frac{\zeta}{\alpha} \epsilon, \quad (3.4b)$$

$$\delta b_i = \frac{1}{2} \xi f_{abc} b_a b_c \epsilon, \quad (3.5a)$$

$$\delta c_i = \frac{1}{2} \xi f_{abc} c_a c_b \epsilon, \quad (3.5b)$$

$$\bar{\delta} b_1 - \xi p_1 \epsilon - \alpha \xi (\bar{q}^T F A_1 \bar{b}_1)(A\Lambda^{-1})_{1i} \epsilon$$

$$- \alpha \xi (\bar{q}^T G A_1 \bar{b}_2)(A\Lambda^{-1})_{1i} \epsilon$$

$$- \xi (\bar{c}^T F A_1 \bar{c})(A\Sigma^{-1})_{1i} \epsilon = 0, \quad (3.6a)$$

$$\bar{\delta} c_i - \xi q_i \epsilon - \alpha \xi (\bar{q}^T G A_1 \bar{c})(A\Sigma^{-1})_{1i} \epsilon$$

$$- \alpha \xi (\bar{p}^T F A_1 \theta_1)(A\Sigma^{-1})_{1i} \epsilon$$

$$- \xi (\bar{b}^T F A_1 \bar{b})(A\Sigma^{-1})_{1i} \epsilon = 0, \quad (3.6b)$$

$$(\Lambda \equiv F A, \Sigma \equiv G A).$$

In Eqs. (3.5a) and (3.5b) we have used the identity

$$A_{ab,c} A_{cd} - A_{ad,c} A_{cb} = f_{bd;c} A_{ac}. \quad (3.7)$$

This follows from the fact that the commutator of two gauge transformations must be a gauge transformation.

If the shift of Eq. (2.7) were to occur, then in Eqs. (3.1), (3.2), (3.3), (3.4), (3.5) and (3.6) one sets $\bar{\theta}_1 = \zeta = 0,$ $\bar{\theta}_2 = \theta.$

Because of the presence of the operators $A^{-1}, \Sigma^{-1}$ in Eqs. (3.6a) and (3.6b) these transformations are non-local. With the identifications of Eqs. (3.4), the transformations of Eqs. (3.5), (3.6) become

$$\delta \theta_1 = -\frac{\xi}{\alpha} \epsilon, \quad \delta \theta_2 = -\frac{\xi}{\alpha} b \epsilon, \quad (3.8a)$$

$$\delta b = \delta c = 0, \quad (3.8b)$$

$$\delta \bar{b} = \xi p c - i \alpha e^3 \partial^{-2} [\alpha \xi q (f^* h - f h^*) \theta_2 + \bar{c} (f^* h - f h^*) c] \epsilon, \quad (3.8c)$$

$$\delta \bar{c} = \xi q c - i \alpha e^3 [\partial^2 - 2 \alpha e^2 f^* f - \alpha (f^* h + f h^*)]^{-1} [\alpha \xi p (f^* h - f h^*) \theta_1 + \bar{b} (f^* h - f h^*) b] \epsilon. \quad (3.8d)$$

These transformations can be used to find relationships between Green’s functions in much the same way that the usual BRST transformations can be employed.

**IV. DISCUSSION**

We have demonstrated that non-quadratic gauge fixing terms can be used in spontaneously broken theories and that these give rise to two Fermionic and one Bosonic ghosts. The full effective action possess a global gauge invariance with a constant Grassmann gauge parameter. This ensures that the transformation is a cohomology.

The existence of a global gauge invariance in the effective action introduced above may make it possible to devise a quantization procedure similar to the “BRST quantization” procedure of Refs. [15, 16]. This would guarantee that the theory is unitary and ghost-free, an interesting problem especially if one wants to use the TT-gauge discussed in Ref. [8].
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