Determination of Vega’s rotational velocity based on the Fourier analysis of spectral line profiles
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ABSTRACT
While it is known that the sharp-line star Vega \((v_e \sin i \sim 20 \text{ km s}^{-1})\) is actually a rapid rotator seen nearly pole-on with low \(i\) (< 10°), no consensus has yet been accomplished regarding its intrinsic rotational velocity \((v_e)\), for which rather different values have been reported so far. Methodologically, detailed analysis of spectral line profiles is useful for this purpose, since they reflect more or less the \(v_e\)-dependent gravitational darkening effect. However, direct comparison of observed and theoretically simulated line profiles is not necessarily effective in practice, where the solution is sensitively affected by various conditions and the scope for combining many lines is lacking. In this study, determination of Vega’s \(v_e\) was attempted based on an alternative approach making use of the first zero \((q_1)\) of the Fourier transform of each line profile, which depends upon \(K\) (temperature sensitivity parameter differing from line to line) and \(v_e\). It turned out that \(v_e\) and \(v_e \sin i\) could be separately established by comparing the observed \(q_1^{\text{obs}}\) and calculated \(q_1^{\text{cal}}\) values for a number of lines of different \(K\).

Actually, independent analysis applied to two line sets (49 Fe I lines and 41 Fe II lines) yielded results reasonably consistent with each other. The final parameters of Vega’s rotation were concluded as \(v_e \sin i = 21.6(\pm 0.3) \text{ km s}^{-1}\), \(v_e = 195(\pm 15) \text{ km s}^{-1}\), and \(i = 6.4(\pm 0.5)^\circ\).
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1 INTRODUCTION
The spectrum of Vega (= \(\alpha\) Lyr = HR 7001 = HD 172167 = HIP 91262; spectral type A0 V) shows a sharp-line nature indicating a small projected rotational velocity \((v_e \sin i \sim 20 \text{ km s}^{-1})\); where \(v_e\) is the equatorial rotation velocity and \(i\) is the angle of rotational axis relative to the line of sight), which is rather unusual among A-type main-sequence stars (many of them showing \(v_e \sin i\) typically around \(\sim 100-300 \text{ km s}^{-1}\)). It is nowadays known, however, that this star is actually a rapid rotator with large \(v_e\) like other A stars and the apparent smallness of \(v_e \sin i\) is simply ascribed to low \(i\) (i.e., this star happens to be seen nearly pole-on).

Its intrinsic rotational velocity can be observationally determined by detecting the gravity darkening effect, because it becomes more exaggerated as \(v_e\) increases. The mainstream approach used for this purpose is to analyse the shape of spectral lines, because lines of a specific group (e.g., weak Fe I lines) show a characteristic feature (i.e., flat-bottomed profile), which is caused by the lowered temperature near to the gravity-darkened limb (see, e.g., Fig. 1 in Takeda, Kawanomoto & Ohishi 2008a). Alternatively, in order to establish \(v_e\), the extent of gravity darkening can be estimated from the brightness distribution on the stellar disk by direct high-resolution interferometric observations.

Beginning from 1990s and especially in the period around 2010, quite a few determinations of Vega’s \(v_e\) based on these two methods have been tried by various investigators as summarised in Table 1. However, the resulting literature values of \(v_e\) considerably differ from each other as seen from this table. Although the large discrepancy amounting to \(\gtrsim 100 \text{ km s}^{-1}\) (from \(\sim 160\) to \(\sim 270 \text{ km s}^{-1}\)) seen in early 2000s has been mitigated up to the present, they are still diversified between \(\sim 170 \text{ km s}^{-1}\) and \(\sim 230 \text{ km s}^{-1}\) (which are the published results since 2008).

Meanwhile, the discovery of magnetic field in Vega by spectropolarimetry (Lignières et al. 2009) provided a new means to measure \(v_e\), because such a Zeeman signature would show cyclic variation due to rotation. That is, the rotational period \((P)\) may be directly evaluated by applying a period analysis to time-series data of spectropolarimetric observations, from which \(v_e\) is derived as \(v_e = 2\pi R_e / P\) by
using an appropriately assigned $R_e$ (equatorial radius). Following this policy, Vega's rotation period was determined within several years after 2010, as shown in Table 1. Although this method is expected to establish $P$ precisely, these published data are not necessarily in good agreement but somewhat discrepant by $\sim \pm 10\%$ (i.e., $\sim \pm 20$ km s$^{-1}$ around $v_\infty \sim 200$ km s$^{-1}$). Therefore, even such an independent technique (which is essentially different from the other in the sense that any modelling of gravity-darkened star is not required) has not yet significantly improved the situation regarding the ambiguity in $v_\infty$.

Accordingly, it is desirable to redetermine $v_\infty$ of Vega with higher reliability than before, in order to clarify which of the recent results (between “low-scale” value of $\sim 170$–180 km s$^{-1}$ and “high-scale” value of $\sim 220$–230 km s$^{-1}$) is more justifiable.

Here, it may be worthwhile to mention the weakpoint of line profile analysis, which was once employed by the author’s group (Takeda, Kawanomoto & Ohishi 2008b; hereinafter referred to as Paper I) to evaluate Vega’s $v_\infty$. According to our experience, to derive $v_\infty$ by searching for the best fit (minimising $\chi^2$) between the observed and modelled line profiles for a selected line feature (e.g., well-behaved weak Fe i line showing a flat-bottomed profile) is not so hard. However, there is no way to estimate how much uncertainty is involved in such a specific solution. Actually, since $\chi^2$ residual is a rather broad function of $v_\infty$ and quite vulnerable to a slight imperfection (e.g., improper placement of continuum level, existence of weak line blending, irregular noise in observed data, etc.), because extremely subtle difference of profile shape is concerned (typically on the order of $\sim 10^{-5}$ in unit of the continuum; cf. Figs. 4 and 5 in Paper I), an erroneous $v_\infty$ solution is easily brought about (or even no solution is found). Therefore, it was decided in Paper I to analyse the profiles of a large number of lines (87 lines of neutral species and 109 lines of once-ionised species) with a hope of hitting as many correct solutions as possible. Nevertheless, from a critical point of view, the result obtained in Paper I was not very satisfactory for the following reasons:

(i) The final solution ($v_\infty = 175$ km s$^{-1}$) was simply selected from 9 models (where $v_\infty$ varied from 100 to 300 km s$^{-1}$ with an increment of 25 km s$^{-1}$) as the one corresponding to the highest frequency of $\chi^2$ minimum for the case of neutral lines; so an ambiguity of $\sim 20$ km s$^{-1}$ due to the coarseness of model grid is inevitable from the start. (ii) While lines of neutral species yielded a Gaussian-like frequency histogram centred around 175 km s$^{-1}$ (cf. Fig. 6a in Paper I), those of ionised species (many of them have “non-flat-bottom” profiles) show a near-flat distribution (cf. Fig. 6b in Paper I); this means that the latter set of ionised lines were almost useless because they made no contribution to the determination of $v_\infty$.

Consequently, the conventional line-profile matching in the wavelength domain applied in Paper I was not necessarily suitable for such a delicate problem. In order to make a further step towards improving the precision, a more efficient approach has to be invoked, in which many lines of different properties can be effectively combined to increase the reliability of $v_\infty$ solution while providing a reasonable procedure for error estimation.

Recently, in an attempt to estimate the intrinsic rotational velocity of Sirius A, Takeda (2020; hereinafter referred to as Paper II) made use of the first zero frequency ($q_1$) in the Fourier transform of the line profile. It then revealed that this quantity can be used for measuring the gravity darkening effect because it sensitively responds to a slight variation of the line profile; actually, $q_1$ was found to be very almost monotonically with $v_\infty$ (inducing a gravity darkening). While how $q_1$ reflects a change of $v_\infty$ naturally differs from line to line depending on its property, it was found to be the sensitivity of line strength ($W$) to temperature ($T$), which is represented by the parameter $K_1 \equiv \log W / \log T$, that essentially controls the $v_\infty$-dependence of $q_1$. Therefore, since information of $v_\infty$ may be extracted from the comparison of the observed $q_1^{\text{obs}}$ with a corresponding set of $q_1^{\text{cal}}(K, v_\infty)$ calculated for this line on the models of different $v_\infty$, the best solution of $v_\infty$ (along with its probable error) can be established by combining many lines of different $K$. radius, equatorial radius, and rotation period, respectively.

Table 1. Previous determinations of Vega’s rotation and related parameters.

| Authors                  | $v_\infty$ sin $i$ (km s$^{-1}$) | $v_\infty$ (km s$^{-1}$) | $i$ (deg) | $R_p$ (R$_\odot$) | $R_e$ (R$_\odot$) | $P$ (d) | Remark                  |
|--------------------------|---------------------------------|--------------------------|----------|------------------|------------------|--------|--------------------------|
| Gulliver et al. (1994)    | 21.8                            | 245                      | 5.1      | $\cdots$         | $\cdots$         | $\cdots$ | Line profile             |
| Hill et al. (2004)        | 21.9                            | 160                      | 7.9      | $\cdots$         | $\cdots$         | $\cdots$ | Line profile             |
| Aufdenberg et al. (2006)  | 21.9                            | 270                      | 4.7      | 2.26             | 2.78             | $\cdots$ | Interferometry           |
| Peterson et al. (2006)    | 21.5                            | 274                      | 4.5      | 2.31             | 2.87             | $\cdots$ | Interferometry           |
| Takeda et al. (2008b)     | *22                             | 175                      | 7.2      | 2.52             | 2.76             | $\cdots$ | Line profile             |
| Yoon et al. (2010)        | 20.5                            | 236                      | 5.0      | 2.36             | 2.82             | $\cdots$ | Line profile             |
| Hill et al. (2010)        | 20.8                            | 211                      | 5.7      | 2.40             | 2.75             | $\cdots$ | Line profile             |
| Monnier et al. (2012)     | 21.3                            | 197                      | 6.2      | 2.42             | 2.73             | $\cdots$ | Interferometry (their Model 3) |
| Petit et al. (2010)       | $\cdots$                       | 184                      | $\cdots$ | $\cdots$         | $\cdots$         | 0.732  | Magnetic modulation      |
| Alina et al. (2012)       | $\cdots$                       | 198                      | $\cdots$ | $\cdots$         | $\cdots$         | 0.678  | Magnetic modulation      |
| Butkovskaya (2014)        | $\cdots$                       | 216                      | $\cdots$ | $\cdots$         | $\cdots$         | 0.623  | Magnetic modulation      |
| Böhm et al. (2015)        | $\cdots$                       | 198                      | $\cdots$ | $\cdots$         | $\cdots$         | 0.678  | Magnetic modulation      |

In columns 2–7 are given the values of projected rotational velocity, equatorial rotational velocity, inclination angle of rotational axis, polar radius, equatorial radius, and rotation period, respectively.

*Assumed value.

†Derived from $P$ by assuming $R_e = 2.8R_\odot$
nique turned out successful, and in Paper II was concluded that Sirius A is an intrinsically slow rotator ($16 \leq v_\text{e} \leq 30−40$ km s$^{-1}$).

Motivated by this achievement, the author decided to apply this method to analysing the spectral line profiles of Vega, in order to revisit the task of determining its $v_\text{e}$ as done in Paper I, hoping that a result of higher accuracy would be obtained, so that the diversified literature values may be verified. The purpose of this article is to report the outcome of this reinvestigation.

2 OBSERVATIONAL DATA

2.1 Selection of lines and their profiles

Regarding the basic observational material of Vega, the high-dispersion spectra of high signal-to-noise ratio ($S/N \sim 2000$) and high spectral resolving power ($R \sim 100000$) were used as in Paper I, which were obtained at Okayama Astrophysical Observatory by using the HIDES spectrograph attached to the 188 cm reflector and published by Takeda, Kawanomoto & Ohishi (2007).

The selection of lines to be used for the analysis was done by following almost the same procedure as adopted in Paper II (cf. Sect. 2.2 therein), where it was decided to employ only lines of neutral and ionized Fe in order to maintain consistency with Paper II. As a result, a total of 90 lines (49 Fe i and 41 Fe ii lines) were eventually sorted out, which are listed in Table 2. The observed profiles of these lines are displayed in Fig. 1, and their original data are available in "obsprofs.dat" of the supplementary material.

The equivalent widths ($W^{\text{obs}}$) of these 90 lines were measured by the Gaussian fitting method, which are in the range of 1 mÅ $\lesssim W^{\text{obs}} \lesssim 40$ mÅ. As the "standard" plane-parallel model atmosphere for Vega, Kurucz’s (1993) ATLAS9 model with $T_{\text{eff}} = 9630$ K, $\log g = 3.94$, $v_\text{t} = 2$ km s$^{-1}$ (microturbulence), and $[\text{X}/\text{H}] = -0.5$ (metallicity) was adopted in this study as in Paper I, which well reproduces the spectral energy distribution. By using this model along with the atomic data taken from Kurucz & Bell’s (1995) compilation, the abundance ($A^{\text{std}}$, called as "standard abundance") was derived from $W^{\text{obs}}$ for each line.

In the same manner as in Paper II (cf. Sect. 4.1 therein), the $T$-sensitivity parameter $K (\equiv d \log W/d \log T)$ was then evaluated as

$$K \equiv \frac{(W^{+100} - W^{-100})/W^{\text{obs}}}{(+100 - (-100))/9630},$$

where $W^{+100}$ and $W^{-100}$ are the equivalent widths computed from $A^{\text{std}}$ by two model atmospheres with only $T_{\text{eff}}$ being perturbed by $+100$ K ($T_{\text{eff}} = 9730$ K) and $-100$ K ($T_{\text{eff}} = 9530$ K), respectively (while other parameters are kept as the same standard values). The ranges of the resulting $K$ values are (roughly) $-20 \lesssim K \lesssim -10$ and $-5 \lesssim K \lesssim +5$ for Fe i and Fe ii lines, respectively.

1 Since the selection criterion adopted in this study differs from that of Paper I, the resulting line set is somewhat different. More precisely, out of 60/52 Fe i/Fe ii lines analysed in Paper I, 17/16 were discarded, while 6/5 were newly included.

2.2 Zero frequencies of Fourier transforms

Then, the Fourier transform $d(\sigma)$ of the line depth profile $D(\equiv 1 - F_{\lambda}/F_{\text{cont}})$ was calculated for each line as done in Paper II (cf. Sect. 2.3 therein), and the 1st and 2nd zero frequencies ($\sigma_1$ and $\sigma_2$; in unit of wavelength) were measured from the cuspy features of $|d(\sigma)|$, which were further converted to wavelength-independent quantities ($q_1$ and $q_2$; in unit of velocity$^{-1}$) for convenience by the relation $q \equiv \sigma / (c \lambda)$ ($c$: velocity of light). The resulting $q_1$ and $q_2$ are plotted against the line parameters in Fig. 2, from which the following arguments can be made.

- These zero frequencies show an appreciable line-dependent scatter; especially, those of a fraction of Fe ii lines are remarkably higher in comparison with the theoretical values expected from the classical rotational broadening function (cf. Fig. 2a)
- This implies that the conventional Fourier analysis of spectral line profiles, which assumes that the observed profile is expressed by a convolution of the rotational broadening function and thus the zero frequency of the rotational broadening function (dependent upon $v_\text{e} \sin i$) should be simply inherited in the observed transform equally for any line, is no more feasible for precise $v_\text{e} \sin i$ determination in this case.
- The cause for this scatter in $q_1$ as well as $q_2$ is that they tend to systematically increase with $K$ as shown in Fig. 2b. This is because the line profile characteristics is determined by this $T$-sensitivity parameter. That is, a line of small/negative $K$ (e.g., weak Fe i line of low excitation) shows a boxy U-shape, while that of large/positive $K$ (e.g., weak Fe ii line of high excitation) has a sharp V-shape. Such a difference in the line profile (even if very subtle) is reflected by the position of zero frequency, which is actually verified by theoretical calculations based on the gravity-darkened rotating star model (cf. Sect. 3.3).
- These $q_1$ and $q_2$ also show some systematic trends with respect to $\chi_{\text{low}}$ (Fig. 2c) and $W^{\text{obs}}$ (Fig. 2d); but they can be reasonably explained by the dependence of $K$ upon $\chi_{\text{low}}$ and $W^{\text{obs}}$, as discussed in Appendix A2 of Paper II. Accordingly, it is the difference in $K$ that causes the line-by-line different characteristics in the profile (and the zero positions).

The atomic line data and the values of $W^{\text{obs}}$, $K$, $q_1$, and $q_2$ for 90 lines are presented in Table 2. Besides, more complete data (including $A^{\text{std}}$ and the main lobe height as well as the 1st sidelobe height) are summarised in “obsparms.dat” of the supplementary material.

3 MODELLING OF LINE PROFILES

3.1 Adopted model parameters

Regarding the simulation of theoretical line profiles of a gravity-darkened rotating star, this study follows the same assumptions and procedures (including the adopted set of parameters for Vega) as described in Paper I, where the stellar mass ($M$), rotational velocity at the equator ($v_\text{e}$), inclination angle of rotation axis ($i$), polar radius ($R_p$), and polar effective temperature ($T_{\text{eff}}$) are the fundamental parameters to be specified.

The mass was fixed at $M = 2.3$ M$_\odot$, Ten $v_\text{e}$ values were chosen as 22, 100, 125, 150, · · · 275, and 300 km s$^{-1}$,
Figure 1. Observed spectra of finally selected 49 Fe I lines (1st through 3rd panels) and 41 Fe II lines (4th through 6th panels), which are arranged in the increasing order of wavelength within each group of species as in Table 2. The actual spectral data (normalised flux plotted against the wavelength displacement relative to the line centre) are shown by lines, while the selected wavelength portions $[\lambda_1, \lambda_2]$ used for calculating the Fourier transforms are depicted by symbols. Each spectrum (its continuum level is indicated by the horizontal dashed line) is shifted by 0.02 (2% of the continuum level) relative to the adjacent one.
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(3.2) Simulation of line profiles

The emergent line flux profile was simulated with the program CALSPEC (cf. Sect. 4.1 in Paper I) by integrating the intensity profile at each point on the visible disk, which was generated by using the local model atmosphere corresponding to $T_{\text{eff}}(\Theta)$, $g(\Theta)$, $v_\text{t} = 2$ km s$^{-1}$, and [X/H] = −0.5 (where $\Theta$ is the co-latitude).

Here, a point to notice is how to assign the elemental abundance $(A)$. If $A^{\text{std}}$ (standard abundance derived from the classical plane-parallel model) is simply used, the equivalent width of the calculated line profile ($W_{\text{cal}}$) turns out generally stronger than $W_{\text{obs}}$ because of the gravity darkening effect and this discrepancy progressively increases towards higher $v_\text{t}$ (as can be recognised in Figs. 4 and 5 in Paper I). In Paper I, this problem was circumvented by renormalising the calculated profile (cf. Eq. 7 therein) so as to force $W_{\text{cal}} = W_{\text{obs}}$, although its validity was not necessarily clear.

Fortunately, this equality does not have to be strictly realised in the present case of Fourier analysis, because it

(numbered as models 0, 1, 2, 3, ⋯, 8, and 9), and the corresponding $i$ values were derived from the assumption of $v_\text{t} \sin i = 22$ km s$^{-1}$ (which is a reasonable value for Vega). Based on the requirement of spectral energy distribution, $R_p$ and $T_{\text{eff},p}$ can be expressed as 2nd-order polynomials in terms of $v_\text{t}$ (cf. Eqs. 1 and 2 in Paper I). The model parameters for each of the 10 models are summarised in Table 3, which is the same as Table 1 in Paper I. Note that model 0 ($v_\text{t} = 22$ km s$^{-1}$ and $i = 90^\circ$) is a special model different from others, in the sense that it is a spherically symmetric rigid model where the gravity effect (darkening and distortion) is intentionally suppressed. This model 0 is almost equivalent to the “standard model” mentioned in Sect. 2.1.

3.2 Simulation of line profiles

The emergent line flux profile was simulated with the program CALSPEC (cf. Sect. 4.1 in Paper I) by integrating the intensity profile at each point on the visible disk, which was generated by using the local model atmosphere corresponding to $T_{\text{eff}}(\Theta)$, $g(\Theta)$, $v_\text{t} = 2$ km s$^{-1}$, and [X/H] = −0.5 (where $\Theta$ is the co-latitude).

Here, a point to notice is how to assign the elemental abundance $(A)$. If $A^{\text{std}}$ (standard abundance derived from the classical plane-parallel model) is simply used, the equivalent width of the calculated line profile ($W_{\text{cal}}$) turns out generally stronger than $W_{\text{obs}}$ because of the gravity darkening effect and this discrepancy progressively increases towards higher $v_\text{t}$ (as can be recognised in Figs. 4 and 5 in Paper I). In Paper I, this problem was circumvented by renormalising the calculated profile (cf. Eq. 7 therein) so as to force $W_{\text{cal}} = W_{\text{obs}}$, although its validity was not necessarily clear.

Fortunately, this equality does not have to be strictly realised in the present case of Fourier analysis, because it

2 Although $A^{\text{std}}$ was simply used in Paper II for all models irrespective of $v_\text{t}$, it did not cause any serious problem because $v_\text{t}$-dependent gravity darkening effect was not so large as to cause a significant $W_{\text{cal}}$ vs. $W_{\text{obs}}$ discrepancy in the $v_\text{t}$ range ($\lesssim 150$ km s$^{-1}$) inspected therein.
is the “characteristics” of the line shape that is essential. Accordingly, the following procedure was adopted in this study.

- First, the provisional equivalent width $W_j^2$ ($j = 0, 1, 2, \ldots, 9$) was calculated with CALSPEC for each model by using $A_j^{\text{std}}$.
- Then, the corresponding abundance $A_j^{\text{std}}$ was derived from $W_j^2$ with the help of Kurucz’s (1993) WIDTH9 program by using the standard plane parallel model (cf. Sect. 2.1).
- The abundance difference defined as $\Delta A_j \equiv A_j^{\text{std}} - A_j^{\text{calc}}$ (which is mostly negative) is used as abundance correction to be applied to $A_j^{\text{std}}$. That is the abundance actually adopted in CALSPEC for calculating the profile corresponding to model $j$ is $A_j^{\text{std}} + \Delta A_j$.

It should be remarked that this procedure is based on two assumptions that (i) the classical curve of growth (log $W$ vs. $A$ relation) for the plane-parallel model is applicable even for the gravity-darkened case, and (ii) the absolute change of log $W$ in response to perturbation by $\pm A$ around $A_j^{\text{std}}$ in this curve of growth is almost the same (i.e., locally linear). Despite these rough approximations, the discrepancy between $W_j^{\text{calc}}$ and $W_j^{\text{obs}}$ seen for the case of simply using $A_j^{\text{calc}}$ is considerably reduced by application of this correction ($\Delta A_j$), as shown in Fig. 3.

### 3.3 Fourier transform and the trend of first zero

By using such corrected abundances, the theoretical line profiles were simulated for each of the 10 models and their Fourier transform were computed, from which $q_1$ and $q_2$ ($j = 0, 1, 2, \ldots, 9$) were measured. These $q_1$ and $q_2$ values along with the adopted abundance corrections ($\Delta A_j$) for all 90 lines are given in “calparms.dat” of the supplementary material.

As demonstrative examples, the simulated profiles of
Table 3. Parameters of adopted models for rotating Vega.

| Model number | \(v_\circ\) (km s\(^{-1}\)) | \(i\) (deg) | \(R_p\) (R\(_\odot\)) | \(R_e\) (R\(_\odot\)) | \(T_{\text{eff},p}\) (K) | \(T_{\text{eff},e}\) (K) | \(\log g_p\) (cm s\(^{-2}\)) | \(\log g_e\) (cm s\(^{-2}\)) | Remark |
|-------------|-----------------|---|-------------|-------------|----------------|----------------|-----------------|----------------|-------|
| 0           | 22              | 90.0 | 2.700       | 2.700       | 9630           | 9630           | 3.937           | 3.937           | Gravity effect suppressed. |
| 1           | 100             | 12.7 | 2.640       | 2.722       | 9698           | 9399           | 3.956           | 3.956           |                   |
| 2           | 125             | 10.1 | 2.600       | 2.726       | 9750           | 9281           | 3.969           | 3.884           |                   |
| 3           | 150             | 8.4  | 2.560       | 2.740       | 9806           | 9126           | 3.983           | 3.858           |                   |
| 4           | 175             | 7.2  | 2.520       | 2.763       | 9867           | 9391           | 3.997           | 3.823           | Nominated model in Paper I. |
| 5           | 200             | 6.3  | 2.470       | 2.784       | 9500           | 9157           | 4.014           | 3.783           | Best model concluded in this study. |
| 6           | 225             | 5.6  | 2.400       | 2.799       | 10000          | 8416           | 4.035           | 3.736           |                   |
| 7           | 250             | 5.0  | 2.360       | 2.857       | 10174          | 8787           | 4.054           | 3.669           |                   |
| 8           | 275             | 4.6  | 2.300       | 2.869       | 10333          | 9126           | 4.076           | 3.587           |                   |
| 9           | 300             | 4.2  | 2.240       | 2.908       | 10500          | 9495           | 4.099           | 3.477           |                   |

Given are the model number, equatorial rotation velocity, inclination angle, radius, effective temperature, and logarithmic surface gravity at the pole as well as the equator. These models are the same as adopted in Paper I (cf. Table 1 therein). Note that \(v_\circ \sin i\) is assumed to be 22 km s\(^{-1}\) in all these models.

4 RESULT AND DISCUSSION

4.1 Rotational velocity of Vega

Now that the observational data of zero frequencies \(q_1^{\text{obs}}\) as well as the corresponding theoretically calculated values \(q_1^{\text{cal},j}\) for \(j = 0, 1, \ldots, 9\) to be compared are all set for 90 lines, we can address the main task of investigating Vega's rotational velocity, while following the same procedure as adopted in Paper II (cf. Sect. 4.3 therein).

The observed \(q_1^{\text{obs}}\) values are plotted against \(K\) in Fig. 6. As seen from this figure, these \(q_1^{\text{obs}}\) data show an increasing tendency with \(K\) and those for Fe i and Fe ii lines are distributed in separate two groups, which is quite similar to the theoretical predictions mentioned in Sect. 3.3 (cf. Figs. 5a–
Figure 4. Theoretical line profiles (top panels) and their Fourier transform amplitudes (middle/bottom panels for wide/zoomed view) of Fe I 5133.681 (left-hand side) and Fe II 4951.584 (right-hand side) calculated for models 0 (black dashed line), 1 (black solid line), 3 (purple solid line), 5 (blue solid line), 7 (green solid line), and 9 (red solid line), while the observed data are also overplotted by light-green symbols. In the middle/bottom panels, the positions of $q_{1 \text{classical}}$ and $q_{2 \text{classical}}$ corresponding to the classical rotational broadening function (cf. Eqs. 3, 4, and 6 in Paper II) are indicated by vertical dotted lines for comparison.

5f). Therefore, there is a good hope of successfully establishing $v_e$ by comparing $q_1^{\text{obs}}$ and $q_1^{\text{cal}}$ for many lines altogether.

Since the actual value of $v_e \sin i$ (hereinafter denoted as $x$ for simplicity) is likely to be slightly different from 22 km s$^{-1}$ assumed for calculating the modelled profiles, $q_1^{\text{th,j}}$ should be multiplied by a scaling factor $(22/x)$ to allow for this possible difference. The standard deviation defined as

$$
\sigma(x, v'_e) \equiv \sqrt{\frac{\sum_{n=1}^{N} [q_1^{\text{obs}}(n) - q_1^{\text{cal},j}(n)(22/x)^2]_n}{N}}.
$$

(2)

was computed for each combination of $(x, v'_e)$, where $x^i = 15.0 + 0.2i$ ($i = 0, 1, \cdots, 75$) and $v'_e = 100 + 25(j - 1)$ ($j = 1, 2, \cdots, 9$). Here, $n$ is the index of each line and $N$ is the total number of the lines used. As in Paper II, Fe I lines ($N = 49$) and Fe II lines ($N = 41$) are treated separately.
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Figure 5. Panels (a)–(f) show the simulated relationships between \( q_1 \) (1st-zero frequency) and \( K \) (T-sensitivity parameter) for the 49 Fe I (red filled symbols) and 41 Fe II lines (blue open symbols) calculated for models 0, 1, 3, 5, 7, and 9, respectively. The size and shape of the symbols denote the difference in line strengths; circles \( \cdots \) \( W_{\text{obs}} \leq 5 \text{ m\AA} \), triangles \( \cdots \) \( 5 \text{ m\AA} \leq W_{\text{obs}} < 10 \text{ m\AA} \), squares \( \cdots \) \( 10 \text{ m\AA} \leq W_{\text{obs}} < 20 \text{ m\AA} \), and diamonds \( \cdots \) \( 20 \text{ m\AA} \leq W_{\text{obs}} < 40 \text{ m\AA} \). The linear regression lines derived from these \( q_1 \) vs. \( K \) plots (separately for Fe I and Fe II) are also overplotted by solid lines in each of the panels (a)–(f), and those for all 10 models are put together in panel (g). The three horizontal dotted lines represent the classical \( q_1 \) values (corresponding to \( v_{\text{e}} \sin i = 22 \text{ km s}^{-1} \)) for the limb-darkening coefficient (\( \varepsilon \)) of 0.3, 0.4, and 0.5 (cf. Eq. 3 in Paper II). In panel (h) are plotted the mean gradients \( \langle dq_1/dv_{\text{e}} \rangle \) (in unit of km\(^{-2}\)s\(^2\); averaged over \( v_{\text{e}} \) between 100 and 300 km s\(^{-1}\)) against \( K \), which were computed from the coefficients of quadrature fit \( q_1 = A + Bv_{\text{e}} + Cv_{\text{e}}^2 \) as \( B + 2C \times (100 + 300)/2 \) (i.e., \( dq_1/dv_{\text{e}} \) at the mid-\( v_{\text{e}} \)).

The best \((x, v_{\text{e}})\) solution may be found by searching for the location of \( \sigma \) minimum.

The behaviours of the resulting \( \sigma \) (3D surface and contour plots) are displayed in Fig. 7 (left and right panels are for Fe I and Fe II, respectively). The trace line connecting \((x^*, v_{\text{e}})\) is also overplotted by the dashed line, where \( x^* \) corresponds to the minimum of \( \sigma \) trough for each \( v_{\text{e}} \) (in Table 4 are given the actual data of \( x^* \) and the corresponding \( \sigma^* \)). Besides, the run of \( \sigma \) with \( v_{\text{e}} \) across the tracing is depicted in Fig. 8a, and the tracings for both species are drawn together in Fig. 8b.

An inspection of Fig. 8 yielded satisfactory results, because three kinds of \((x, v_{\text{e}})\) solutions turned out consistent with each other: (191, 21.8) from the minimum of \( \sigma_1 \) (Fig. 8a), (194, 21.5) from the minimum of \( \sigma_{11} \) (Fig. 8a), and (201, 21.5) from the intersection of two trace lines (Fig. 8b).

The uncertainties involved in \( x^* \) were estimated as
Figure 6. Observed $q_I$ values of Fe I and Fe II lines plotted against $K$, where the meanings of the symbols are the same as in Fig. 5. The averaged trends (gradients) of theoretical $q_I$ vs. $K$ relations calculated for models 1, 3, 5, 7, and 9 (determined by linear-regression analysis; cf. Fig. 5) are also depicted by solid lines, which were multiplied by a scaling factor of 22/($x^*$) in order to adjust the difference between the actual $v_0\sin i$($\equiv x$) and the assumed value (22 km s$^{-1}$) in the profile calculation (see Table 4 for the $v_0$-dependent values of $x^*$).

$\sim 0.10$ km s$^{-1}$ (Fe I) and $\sim 0.36$ km s$^{-1}$ (Fe II)\(^\dagger\) which are indicated by dashed lines in Fig. 6b. From this figure, errors in $v_0$ and $x$ were roughly evaluated (from the size of the parallelogram area embraced by 4 dashed lines around the intersection) as $\sim \pm 15$ km s$^{-1}$ and $\sim \pm 0.3$ km s$^{-1}$, respectively.

Consequently, by averaging these three solutions, Vega's equatorial and projected rotational velocities were concluded as $v_0 = 195(\pm 15)$ km s$^{-1}$ and $v_0 \sin i = 21.6(\pm 0.3)$ km s$^{-1}$, which further result in $i = 6.4^\circ(\pm 0.5^\circ)$. Among the 10 models adopted in this study (cf. Table 3), model 5 ($v_0 = 200$ km s$^{-1}$) is the most preferable model; this can be actually confirmed in Fig. 6, where the linear-regression lines defined in Fig. 5b–5f are overplotted (after the $v_0$-dependent difference between $x^*$ and 22 has been corrected).

4.2 Comparison with previous results

As mentioned in Sect. 1, although the considerably large differences of Vega’s $v_0$ amounting to $\gtrsim 100$ km s$^{-1}$ seen in the literature of early time were reduced in the more recent results (most of them were published within several years around 2010), they are still diversified ranging from $\sim 170$ to $\sim 230$ km s$^{-1}$. Interestingly, the $v_0$ value ($\sim 200$ km s$^{-1}$) derived in this study is almost in-between this dispersion. It may be worth briefly reviewing these literature $v_0$ values (published since Paper I; cf. Table 1) in comparison with the consequence of this investigation.

- Line profile method:
  
  Paper I’s result (175 km s$^{-1}$) based on the conventional profile fitting has been revised upward by $\sim +20$ km s$^{-1}$ in this reinvestigation by applying the Fourier transform method

3 This estimation is based on the relation $\delta x/\delta e \sim \delta q_I/q_I$, where $\delta q_I \sim \sigma/\sqrt{N}$. See Sect. 4.3 in Paper II for more details.

$\sigma$ trough for Fe I and Fe II profiles.

These data show the characteristics of the trough in the $\sigma(x, v_0)$ surface ($x \equiv v_0 \sin i$) defined by Eq. 2 for each group of Fe I and Fe II lines. $x^*$ is the $x$ value at the minimum $\sigma(x, v_0)$ for each given $v_0$, and $\sigma^*$ is the corresponding $\sigma(x^*, v_0)$. The trace of $x^*$ as a function of $v_0$ is shown by the dashed line in the contour plot of Fig. 7.

4.3 Advantage of Fourier analysis

Finally, some comments may be in order regarding the superiority of exploiting the zero frequency ($q_I$) measured from the Fourier transform of line profiles in comparison with the ordinary profile fitting approach in the wavelength domain.

The distinct merit of using $q_I$ is that it can discern very subtle differences in the profile shape. Fig. 4 provides a good demonstrative example. While the profile of Fe I 5133.681 undergoes a comparatively easy-to-detect change with an increase in $v_0$ (Fig. 4a), that of Fe II 4951.584 is apparently inert (Fig. 4b), which means that getting information on $v_0$ from the profile of the latter is more difficult (this is the reason why Fe II lines could not be used for determining $v_0$ in Paper I). However, the situation is different in the Fourier space, where the shift of $q_I$ (reflecting the change of line profile) is sufficiently detectable with almost the same order

| Model | $v_0$ (km s$^{-1}$) | $x^*_I$ (km s$^{-1}$) | $x^*_II$ (km s$^{-1}$) | $\sigma^*_I$ (km s$^{-1}$) | $\sigma^*_II$ (km s$^{-1}$) |
|-------|---------------------|-----------------------|------------------------|---------------------------|---------------------------|
| 1     | 100                 | 23.9601               | 21.4741                | 0.0011587                 | 0.0034953                 |
| 2     | 125                 | 23.4263               | 21.4789                | 0.0011351                 | 0.0034061                 |
| 3     | 150                 | 22.8475               | 21.5036                | 0.0011152                 | 0.0033180                 |
| 4     | 175                 | 22.2098               | 21.5175                | 0.0010961                 | 0.0032541                 |
| 5     | 200                 | 21.5720               | 21.5339                | 0.0010948                 | 0.0032388                 |
| 6     | 225                 | 21.0187               | 21.6385                | 0.0010991                 | 0.0032970                 |
| 7     | 250                 | 20.4830               | 21.7954                | 0.0011235                 | 0.0034459                 |
| 8     | 275                 | 20.0921               | 22.0538                | 0.0011457                 | 0.0036829                 |
| 9     | 300                 | 19.8300               | 22.3655                | 0.0011607                 | 0.0039852                 |

$\sigma$ trough for Fe I and Fe II profiles.
edly, Fe of magnitude for both cases (cf. Figs. 4e and 4f). Accord-

4.4 Line profile classification using $q_1$ and $K$

Another distinct merit of $q_1$ is that it provides us with a prospect for quantitative classification of spectral line shapes founded on a physically clear basis. Since the discovery around ~1990 that a number of spectral lines in Vega (e.g., weak lines of neutral species) show unusual profiles of square form, there has been a tendency to pay attention to this specific line group (e.g., compilation of flat-bottomed lines in Vega by Monier et al. 2017). However, the actual situation of Vega’s spectral lines in general is not so simple as to be dichotomised into two categories of normal and peculiar profiles; as a matter of fact, the individual profiles of most lines should more or less have anomalies of different degree. Unfortunately, detection of such details has been hardly possible so far, because the judgement of profile peculiarity was done by simple eye-inspection due to the lack of effective scheme for describing/measuring the delicate characteristics of line profiles.

The first zero frequency ($q_1$) is just what is needed in this context, which is not only sensitive to a slight difference of line shape but also easily measurable in the Fourier space. Moreover, thanks to its close relationship with $K$, the behaviour of $q_1$ (representing the line shape characteristics) can be reasonably explained in terms of the underlying physical mechanism. We now have a unified understanding as to why different spectral lines exhibit diversified profiles in Vega, as summarised below.

- It is the parameter $K$ (temperature sensitivity) that essentially determines the observed line shape. The contribution to the important shoulder part of the profile away from the line centre ($|\Delta \lambda| \lesssim \lambda v_c \sin i/c$) is mainly made by the light coming from near to the gravity-darkened limb of lowered $T$. Accordingly, lines of $K < 0$, $K \approx 0$, and $K > 0$ show boxy (U-shaped), normally round (like classical rotational broadening), and rather peaked (V-shaped) profiles, each of which result in appreciably different $q_1$ values. For example, in Fig. 4, these three groups correspond to those of lower $q_1$ ($\sim 0.025 \text{ km}^{-1}\text{s}^{-1}$), medium $q_1$ ($\sim 0.03 \text{ km}^{-1}\text{s}^{-1}$), and higher $q_1$ ($\sim 0.035 \text{ km}^{-1}\text{s}^{-1}$), respectively.

- The peculiarity degree of the line shape (i.e., departure from the classical rotationally-broadened profile) is described by $K$, because $(q_1 - q_{1\text{ classical}}) \propto K (q_{1\text{ classical}} \approx 0.03 \text{ km}^{-1}\text{s}^{-1})$ and the gradient ($> 0$) of this relation progressively increases with $v_c$, as manifested in Fig. 5. As such,
the profile of any line in Vega can be reasonably predicted if $K$ and $v_e$ are specified.

- As explained in Appendix A of Paper II, the value of $K$ for each spectral line depends upon $\chi_{\text{low}}$ (lower excitation potential) and $W$ (equivalent width). It is important to note that the line strength affects $K$ in the sense that $|K|$ tends to decrease with an increase in $W$ (i.e., as the line becomes more saturated), which means that chemical abundances are implicitly involved. In the present case of A-type stars, $K$ values for Fe i lines are determined mainly by $W$ while those for Fe ii lines are primarily by $\chi_{\text{low}}$ (cf. Fig. A1 in Paper II), which are also indicated from Fig. 2c and Fig. 2d.

- These behaviours of $K$ in terms of the line parameters reasonably explain why different spectral lines of Vega reveal various characteristic shapes. For example: (1) Flat-bottom profiles (manifestation of $K < 0$) are seen in Fe I lines but not in Fe II lines, because of the distinct difference in $K$ between these two line groups; i.e., $-20 \lesssim K(\text{Fe I}) \lesssim -10$ and $-5 \lesssim K(\text{Fe II}) \lesssim +5$. (2) The reason why typical flat-bottomed shape is observed mainly in weak Fe I lines (e.g., 4707.272, 4903.308 with $W$ of several mÅ) but not clearly in moderate-strength Fe I lines (e.g., 4202.028, 4920.502 with $W$ of a few tens mÅ) is that the (negative) $K$ values of the former group is generally lower than those of the latter owing to the dependence upon $W$. (3) Regarding Fe II lines, some lines have clearly peaked $V$-shape (e.g., Fe II 5004.195 with $\chi_{\text{low}} = 10.272$ eV and $K = +2.92$) while others exhibit rather rounded profile (e.g., Fe II 4993.358 with $\chi_{\text{low}} = 2.807$ eV and $K = -6.27$), which is naturally attributed to the apparent distinction of $K$ (the sign is inverted) due to the large difference in $\chi_{\text{low}}$.

5 SUMMARY AND CONCLUSION

It is known that the sharp-line star Vega ($v_e \sin i \sim 20$ km s$^{-1}$) is actually a rapid rotator seen nearly pole-on with low $i$ ($<10^\circ$). However, its intrinsic rotational velocity is still in dispute, for which rather diversified values have been published.

In the previous studies (including Paper I by the author’s group), analysis of spectral line profiles has been often invoked for this purpose, which contain information on $v_e$ via the gravity-darkening effect. However, it is not necessarily easy to reliably determine $v_e$ by direct comparison of observed and theoretically simulated line profiles. Besides, this approach is not methodologically effective because it lacks the scope for combining many lines in establishing the solution.

Recently, the author applied in Paper II the Fourier analysis to the profiles of many Fe I and Fe II lines of Sirius A and estimated its $v_e$ by making use of the first zero ($q_1$) of the Fourier transform, which turned out successful. Therefore, the same approach was decided to adopt in this study to revisit the task of establishing $v_e$ of Vega.

As to the observational data, the same high-dispersion spectra of Vega as adopted in Paper I were used. From the Fourier transforms computed from the profiles of selected 49 Fe I and 41 Fe II lines, the corresponding zero frequencies were measured for the analysis. The $K$ values (T-sensitivity parameter) of these Fe lines are in the range of $-20 \lesssim K \lesssim -10$ (Fe I lines) and $-5 \lesssim K \lesssim +5$ (Fe II lines).

Regarding the gravity-darkened models of rotating Vega, the model grid (comprising 10 models) arranged in Paper I was adopted, which cover the $v_e$ range of 100–300 km s$^{-1}$ while assuming $v_e \sin i = 22$ km s$^{-1}$ as fixed. The theoretical profiles of 90 lines were simulated for each model, from which Fourier zero frequencies were further evaluated.

An inspection of these $q_1^{\text{cal}}$ values for the simulated profiles revealed an increasing tendency with $K$ and the slope of this trend becomes steeper towards larger $v_e$, which suggests that $v_e$ is determinable by comparing $q_1^{\text{cal}}(K, v_e)$ with observed $q_1^{\text{obs}}$ for many lines of different $K$.

It turned out that $v_e$ and $v_e \sin i$ could be separately
established by the requirement that the standard deviation of the residual between \( q_1^{\text{cal}} \) and \( q_1^{\text{obs}} \) be minimised (while taking into account the difference between the actual \( v \sin i \) and 22 km s\(^{-1}\) assumed in the model profiles), and independent analysis applied to two sets of Fe I and Fe II lines yielded solutions consistent with each other.

The final parameters of Vega’s rotation were concluded to be \( v \sin i = 21.6(\pm0.3) \) km s\(^{-1}\), \( v = 195(\pm15) \) km s\(^{-1}\), and \( i = 6.4(\pm0.5)^\circ \).
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