Invariant Feature Extraction for Component-based Facial Recognition
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Abstract—This paper proposes an alternative invariant feature extraction technique for facial recognition using facial components. Can facial recognition over age progression be improved by analyzing individual facial components? The individual facial components: eyes, mouth, nose, are extracted using face landmark points. The Histogram of Gradient (HOG) and Local Binary Pattern (LBP) features are extracted from the individually detected facial components, followed by random subspace principal component analysis and cosine distance. One of the preprocessing steps implemented is the facial image alignment using angle of inclination. The experimental results show that facial recognition over age progression can be improved by analyzing individual facial components. The entire facial image can change over time, but appearance of some individual facial components is invariant.
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I. INTRODUCTION AND BACKGROUND

Face recognition is a challenging and relevant research area in image processing and computer vision community. Significant advances have been achieved throughout the last years. The majority of the research works studied general face recognition without considering face recognition over age progression. There are few research works which focus on age-invariant face recognition, and some of these related works are found in [21] [25] Hassan et al. [7] categorized the invariant discriminative feature extraction methods into two groups; generative models, and non-generative approaches. The generative models focus on learning the joint probability distribution while the non-generative models trade on the conditional probability distribution [17].

For age detection, an aging function is used and conducted with parametric model to get an exact age then another set of parameters are utilized to produce the target age [13]. However, aging transformations differ for different persons. An aging pattern subspace which deals with a sequence of individual face images, arranges them in time order that allows extracting features from both the shape and texture intensity [4]. Park et al. [20] used a model of 3D aging technique and show that the method can eliminate the age variations. However, generative methods used for face recognition suffer from poor aging process representation especially when just a few number of training image samples are available.

An effective alternative way to solve the limitations of generative models for better face representation is to implement local descriptors. Local descriptors are capable of recognizing aging variations, and are robust to additional intra-class variations recognition. Many techniques associated with local descriptors to discriminate aging variations features are proposed in [5] [11] [14] [23].

Among effective local feature descriptors, Local Binary Patterns (LBP) [1], [2] [18] emerges as the famous candidate method. However, it is not always that the uniform binary patterns have higher frequency as it is known but, sometimes non-uniform binary patterns perform better [6]. Gong et al. [6] considered the effectiveness of LBP, and proposed a feature descriptor associated with maximization of the code entropy. Another effective face descriptor of age progression is used for face verification described in [15] [16]. They proposed a method which uses the gradient orientation pyramid (GOP), and found that face recognition algorithms degrade when age gap exceeds four years.

Many approaches based on local features have been proposed. The local descriptors add an additional detailed facial characteristic that is substantial to the recognition process. Ahonen et al. [2] introduced LBP texture descriptor for facial representation. It is considered as an efficient and simple texture descriptor which labels the pixels of an image by thresholding the neighborhood of each pixel and considers the result as a binary number. The resulting descriptor formed from the histogram of the labels. Then histogram distance is used as dissimilarity measure between the pair of facial images.

Another extension of LBP is Enhanced Local Binary Patterns (ELBP) [24] which performs face representation using threshold constant to threshold pixels into three values. Another prominent feature representation approach is Elastic Bunch Graph Matching (EBGM) [26]. It is an algorithm which localizes a set of features of certain facial points and extracts Gabor jets at those points. One of high distinctive facial features representations is Scale Invariant Feature Transform (SIFT) [12] which serves feature invariance from different views: translation, scaling, and rotation. Bay et al. [3] introduced the Speeded Up Robust Features (SURF), which is a detector and descriptor for patented local feature. This method takes the advantage of distinctiveness, and robustness, so that can be calculated and compared much faster.

Moreover, biometric technology is one of the efficient methods to identify humans depending on face components characteristics. It is mentioned in the literature [27] that face recognition is considered one of the systems which is used in the field of biometric technology. Heisele et al. [10] extracted...
frontal face features to obtain eyes and the mouth components, then computed the triangle area between them. Component-based face recognition methods build upon multiple models with a number of facial components that represent an image on training phase. Many approaches are proposed on global-based technique, but component-base approaches are not intensively researched [8]. Geometry-based feature techniques for face recognition require calculation with geometrical features extracted from facial image. Face image representation can be viewed using size and position of facial components such as eyes, nose, mouth, forehead and cheeks.

The rest of the paper is organized as follows: Section II describes the methods and techniques implemented, Section III discusses the results achieved, and Section IV presents the conclusion and the envisioned future work.

II. METHODS AND TECHNIQUES

The proposed model consists of two main stages: pre-processing and feature extraction. Preprocessing stage consists of landmarks face detection, face alignment, components cropping. The proposed model for invariant feature extraction for component-based facial recognition is depicted in Fig. 1.

The proposed model allows all facial components to be allocate initial same weights, but their matching scores are sorted to select the highest score among them.

A. Preprocessing

Landmarks Detection: The original size of each image is 200x 240 pixels. At the preprocessing step, we initially detect 66 landmark points and use the two outer landmarks of eyes component to set the face image horizontally using specific calculated angle for rotation. When the image is well aligned according to eyes then detect new landmarks for next step which assist to crop facial components accurately. Fig. 2 shows the series of preprocessing steps.

Face recognition under pose variations is to recognize faces images of different poses. Face recognition rates are very poor when one tries to match images of different poses for the same person using any well known recognition technique. Hemlata et al. [9] detected eyes region using features of face connected components but, instead of that we use detected landmark points of outer corners of the two eyes to align the image face horizontally. if the face image is not horizontally aligned it must be rotated clock wise or anti clock wise base on angle direction. Angle of inclination of an image when it is correctly calculated then the image can be aligned. As depicted in Fig. 3, the two black filled circles represent the eyes, where:

\[ L(L_x, L_y) \] is the coordinates of left eye and \( R(R_x, R_y) \) refers to the coordinates of right eye whereas the intersection of vertical and horizontal line makes the point \( M \) with its coordinates \( M(L_x, R_y) \).

\[
\text{Opposite} = \sqrt{(R_x - L_x)^2 + (R_y - R_y)^2}
\]

\[
\text{Adjacent} = \sqrt{(L_x - L_x)^2 + (L_y - R_y)^2}
\]

To align facial image depicted in Fig. 2, the angle (theta) can be calculated using the equation:

\[
\theta = \tan^{-1}\left(\frac{\text{Opposite}}{\text{Adjacent}}\right)
\]

Components Extraction: The work conducted on three facial components: eye pair, nose, and mouth. Eye pair component region extends from landmark point 37 to 43 as rectangle Length. To determine the width, arrange all the eye pair component points and select the highest and lowest points and the line between them is the rectangle width. For nose component, point 29 and the lowest nose point are selected besides point 32 to 36. The third component is the mouth where points 49 and 55 represent the length and highest and lowest points are the width.

B. Components Representation

This work implements face components matching using cosine distance for PCA features trained on two different separated descriptors. Rather than combining different features as in [19] we proposed to vote one descriptor feature per component as a result of pre-experiments which reduces computational cost and increases the overall performance. For all facial components, we extract both LBP and HOG features utilizing a patch size of 8x8 without overlap. Features extracted from all patches are concatenated producing two different feature vectors for each facial component. However, we get different feature vector dimensions before passing it to PCA.
LBP feature vector length is approximately four times the HOG feature vector length. Therefore, we sample each four LBP neighboring features as one feature point using mean value. The following equation shows how to form the desired features.

\[ Desired\ features = \sum_{j=1}^{n} mean(R_{i..j}) \] \hspace{1cm} (2)

Where, \( n \) is the number of features is the raw features, \( i..j \) are the neighboring features. When the desired LBP features are obtained, then the feature dimensions are comparable. For each facial component, we build disjointed folds containing 300 genuine pairs each beside 40 different impostors. First, we start with age gap 0-1 to vote one descriptor that performs better than the other. Obviously, the age gap between each genuine pair is one year, as well as between the younger and impostor ones through all the forty impostors. We pass the features of one facial component to PCA for dimensionality reduction, and then we obtain PCA eigenvectors for genuine pairs and the corresponding impostor. Descriptor features of each component are treated separately till matching and decision phase then we fuse the scores of facial components.

C. Component Matching

For each pair one image (the younger one) is compared with all 40 impostor images- (each is 1 year older than the genuine one) producing 40 different measures. The decision is set to 1 If the cosine similarity between the two genuine pairs is less than all the 40 measures, otherwise, the decision is 0. As shown in Table 1, we analyzed all age ranges and divide the data set into groups, while Table II shows the performance which is discussed in next section. Algorithm 1 describes the matching process. We construct fold from each group except the last two groups due to shortest of images numbers. All component decision scores are shared for final decision using the maximum operation as the following:

\[ Final\ decision = \sum_{j=1}^{n} max(I_{j}) \] \hspace{1cm} (3)

Algorithm 1

1: for i = 1 to n do
2: get the younger image of genuine pair get genuine(i)
3: for j =1 to m do
4: get impostor(j)
5: measure(j) \( \leftarrow \) distance(genuine(i), impostor(j))
6: measures \( \leftarrow [\text{measures}; \text{measure}(j)] \)
7: end for
8: sort all measures ascending measure Sort \( \leftarrow sort(\text{measures}) \)
9: genuine Distance \( \leftarrow distance(\text{genuine pair}) \)
10: if genuine Distance < measure Sort
11: match = 1 else match = 0
12: end if
13: matches \( \leftarrow [\text{matches}; \text{match}] \)
14: end for

The final decision is maximized if there exist only one component is observed as 1. However, this may lead to wrong decision if one component is false accepted while the two others are truly rejected, but this is not the case in this research work.

III. RESULTS AND DISCUSSION

A. Data Set

We perform our work using the public domain MORPH [22] album 2 data set that contains 55,134 facial images from 13,617 classes. Table I shows the age ranges groups and corresponding number of images. We perform our work using two age gaps 0-1, and 1-5 and vote only one feature extractor for facial component. LBP and HOG feature extractors are extracted from each component then feature dimensions are intended to be most comparable, because we observed that the input feature dimension to PCA has crucial effect on accuracy. Equal dimensions are obtained as feature reduction for both extractors. Fig. 4 shows feature extractor performance for each component using ROC curves. Each component is analyzed using both extractors Therefore, we are entitled to choose the best for a later phase. Table II illustrates the best performance per each component and a number of alternatives established with combining two or three different components resulting in increasing the accuracy using final decision equation 2. Also we report combination of all components ROC curve for age gap 0-1 and gap 1-5 depicted in Fig. 5.

IV. CONCLUSIONS AND FUTURE WORK

We have analyzed different facial components over age progression utilizing a component based face representation and cosine similarity matching algorithm then max score for final decision. We perform our experiments on MORPH dataset and categorized it with different age ranges as in Table I. The proposed approach is robust to face recognition over
age progression. Our further work will include more facial components and additional dataset with larger age gaps to see how the proposed work can improve face recognition rate.
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