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Abstract. In this paper, we revisit the classical linear turning point problem for the second order differential equation \( \epsilon^2 x'' + \mu(t)x = 0 \) with \( \mu(0) = 0, \mu'(0) \neq 0 \) for \( 0 < \epsilon \ll 1 \). Written as a first order system, \( t = 0 \) therefore corresponds to a turning point connecting hyperbolic and elliptic regimes. Our main result is that we provide an alternative approach to WBK that is based upon dynamical systems theory, including GSPT and blowup, and we bridge – perhaps for the first time – hyperbolic and elliptic theories of slow-fast systems. As an advantage, we only require finite smoothness of \( \mu \). The approach we develop will be useful in other singular perturbation problems with hyperbolic–elliptic turning points.
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1. Introduction

In this paper, we reconsider the classical linear turning point problem for the second order differential equation

\[
\epsilon^2 x'' + \mu(t)x = 0
\]

(1.1)

for a function \( x(t), t \in I \subset \mathbb{R} \) and \( 0 < \epsilon \ll 1 \). On intervals where \( \mu > 0 \), solutions are highly oscillatory whereas \( \mu < 0 \) causes rapid exponential decay/growth for \( 0 < \epsilon \ll 1 \). This is obvious in the case that \( \mu \) is constant, but carries over to time-dependent \( \mu(t) \). A turning point is a point \( t_0 \) where \( \mu \) vanishes. We will assume that \( t_0 = 0 \) and focus on the most common situation of a simple zero, i.e. \( \mu(0) = 0, \mu'(0) \neq 0 \). The case \( \mu(t) = t \) corresponds via the rescaling \( \tau = \epsilon^{-2/3}t \) to the famous Airy equation

\[
x''(\tau) = -\tau x(\tau),
\]

(1.2)

first studied in [2] in the context of problems from optics.\(^1\)
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\(^1\) Traditionally the Airy equation actually takes the form \( x'' = \tau x \), see [2]; this form can be obtained from (1.2) by reversing time \( \tau \). However, in our dynamical systems framework, where we will think of \( \tau \) (and \( t \)) as time, it is more natural to work with (1.2) and for simplicity we will therefore throughout refer to the form (1.2) when talking about the Airy-equation.
1.1. The Schrödinger equation and WKB. The analysis of (1.1) has a long history due to its relevance for the eigenvalue problem for the one-dimensional Schrödinger equation

\[ \epsilon^2 x'' = (V(t) - E) x, \]  

in the semi-classical limit \( \epsilon \to 0 \). Here \( x(t) \) is the wave function, \( t \in \mathbb{R} \) a spatial variable, \( V(t) \) the potential and \( E \) the energy. In the case of a potential well the eigenvalue problem is to find the values of \( E \) for which solutions exist which decay as \( t \to \pm \infty \). For \( E < V \) solutions are exponentially growing/decaying, for \( E > V \) solutions are oscillatory. Turning points are points \( t_0 \) with \( V(t_0) = E \). In the corresponding classical dynamics these points are the points where the velocity of the corresponding particle changes its sign, hence the name turning point.

There exists a huge literature on the asymptotic analysis of (1.1) and related more complicated linear differential equations with or without turning points. We refer to the classics [4, 17, 45, 50] for extensive treatments including the history of the subject. To put the approach and results of this paper into context we briefly sketch the basic formal approach known as the Liouville-Green or WKB-approximation. Later we will also comment on rigorous variants of the WKB-method and other related asymptotic methods.

Away from turning points, solutions of (1.1) can be approximated by the WKB-ansatz

\[ x(t) = \exp(\epsilon^{-1} S_0(t) + S_1(t) + \epsilon S_2(t) + \cdots) \]  

which leads to

\[ S_0(t) = \pm \int_{t_0}^{t} \sqrt{-\mu(s)} \, ds, \quad S_1(t) = -\frac{1}{4} \ln(|\mu(t)|) \]

and the two corresponding WKB-solutions

\[ x_\pm(t) = \frac{1}{\sqrt{|\mu(t)|}} \exp \left( \pm \frac{1}{\epsilon} \int_{t_0}^{t} \sqrt{-\mu(s)} \, ds + O(\epsilon) \right). \]

For \( \mu(t) < 0 \) WKB-solutions are real and exponentially growing/decaying. On the other hand, for \( \mu(t) > 0 \) real oscillatory WKB-solutions are obtained by separating into real and imaginary parts. The validity of the approximation (1.5) away from turning points for \( 0 < \epsilon \ll 1 \) is also well known. At turning points the approximation (1.5) breaks down, due to the denominator vanishing but also due to the singularity of the complex square root. This leads to the so called connection problem: On one side of a turning point a solution is approximated by a linear combination of two exponential WKB-solutions and on the other side by a linear combination of two oscillatory WKB-solutions. The connection problem is the task to relate these two different approximations across the turning point. Early on this was achieved in a formal way by replacing \( \mu(t) \) by the linear function \( a t \) with \( a := \mu'(0) > 0 \) which is a reasonable approximation for \( t \) close to the turning point \( t_0 = 0 \). This and the rescaling

\[ \tau = \epsilon^{-2/3} a^{1/3} t \]

of \( t \) reduces equation (1.1) to the Airy equation (1.2) for \( \epsilon \to 0 \). The WKB-solutions (1.5) are now rewritten on both sides of the turning point in the scaled variable \( \tau \) and matched to the known asymptotic behaviour of solutions of the Airy equation, for details of this formal procedure see [4, 23, 45].
An additional salient feature of the connection problem is its directionality: The exponentially growing WKB-solution to the left of a turning point $t_0$ with $\mu'(t_0) > 0$ can be matched to a linear combination of the oscillatory WKB-solutions to the right of the turning point; similarly the exponentially decaying WKB-solution to the right of a turning point $t_1$ with $\mu'(t_1) < 0$ can be matched to a linear combination of the oscillatory WKB-solutions to the left of the turning point, see the discussion in [15].

In the case of a potential well $V(t)$ with one minimum at $t = 0$, $V'(t) \neq 0$ for $t \neq 0$ and $\lim_{t \to \pm \infty} V(t) = \infty$ this is sufficient to solve the eigenvalue problem for the eigenvalues $E$ of the Schrödinger equation (1.3) asymptotically. In this situation we have that for any $E > 0$, there exist two (and only two) turning points $t_-(E) < t_+(E)$ corresponding to the solutions of the equation $V(t) - E = 0$ see Fig. 1. It is known, see e.g. [4, 23], that the eigenvalues $E_n(\epsilon)$, $n \in \mathbb{N}_0$ that are $O(1)$ with respect to $\epsilon$ (under certain assumptions) are approximated (to order $o(\epsilon)$) by solutions $E$ of the famous Bohr-Sommerfeld quantization condition:

$$\frac{1}{\epsilon} \int_{t_-(E)}^{t_+(E)} \sqrt{E - V(t)} dt = \pi \left( n + \frac{1}{2} \right).$$

(1.7)

The fraction $1/2$ appearing in the right hand side of the quantization condition is known as the Maslov correction. The quantization condition is obtained in the following way. The exponentially decaying WKB-solution for $t \to -\infty$, existing in the “classically forbidden region” $(-\infty, t_-)$, is connected to an oscillatory solution $x_{osc}^-$ in the “classically allowed region” $(t_-, t_+)$; similarly, the exponentially decaying WKB-solution for $t \to \infty$, existing in the classically forbidden region $(t_+, \infty)$, is connected to an oscillatory solution $x_{osc}^+$ in the “classically allowed region” $(t_-, t_+)$. The quantization condition follows then from the requirement $x_{osc}^-(t) = x_{osc}^+(t)$, $t \in (t_-, t_+)$.

![Figure 1. A potential well $V(t)$ having a global minimum at $t = 0$. For each $E > 0$ there exist two turning points $t_{\pm}(E)$ where $E - V(t)$ changes sign.](image-url)
1.2. A dynamical systems view of the turning point problem. This brief discussion of the formal WKB-approach shows that the main ingredient in solving the eigenvalue problem is to track genuine solutions corresponding to formal exponential WKB-solutions across turning points and to identify their continuation as genuine oscillatory solutions close to oscillatory WKB-solutions.

In this paper, we will give a detailed analysis of this basic problem in the framework of dynamical systems theory. To this purpose we rewrite the second order equation (1.1) as the first order system
\begin{align}
\dot{x} &= y, \\
\dot{y} &= -\mu(t)x, \\
\dot{t} &= \epsilon.
\end{align}

We have added the equation for $t$ to make the system autonomous. Central to our approach is the observation that system (1.8) is a slow-fast system for $0 < \epsilon \ll 1$ with slow variable $t$ and fast variables $(x, y)$.

Slow-fast systems have during the past two or three decades been successfully studied by Geometric Singular Perturbation Theory (GSPT), see [18, 28, 37]. In short, GSPT is a collection of theories and methods for studying singularly perturbed ODEs using invariant manifolds. This includes, first and foremost, Fenichel’s original theory [18], see also [28, 41], for the perturbation of compact normally hyperbolic critical manifolds and their stable and unstable manifolds. Besides the Exchange Lemma [28, 47] and Entry-Exit functions [14, 25, 26], GSPT nowadays also consists of the blowup method, following [37, 38, 39], see also [15], as the key technical tool, allowing for an extension of Fenichel’s theory near nonhyperbolic points. Moreover, although GSPT is based on hyperbolicity, it has recently [13], see also earlier work [7, 19, 36, 49], been shown that slow manifolds, the central objects of GSPT, also exist in the elliptic setting under certain conditions including analyticity of the vector-field.

In the context of (1.8), the line $(0, 0, t), t \in I$ is a line of equilibria for $\epsilon = 0$. This is called a critical manifold in GSPT. The stability properties of points on this line change at the turning point $t = 0$. Indeed, the linearization around any point $(0, 0, t)$ produces eigenvalues $\pm \lambda(t)$ with $\lambda(t) = \sqrt{-\mu(t)}$ for $\epsilon = 0$. We assume that $\mu$ changes sign at $t = 0$ with $\mu'(0) > 0$, hence the eigenvalues go (locally) from real to imaginary. The basic problem is then to describe the transition of solutions from the hyperbolic side $t < 0$ to the elliptic side $t > 0$.

In the language of GSPT, the critical manifold is normally hyperbolic for $t \leq -\delta < 0$ with unstable and stable manifolds $W^u$ and $W^s$, respectively, obtained by attaching the stable and unstable eigenspaces to each point, see Fig. 2. In particular, Fenichel Theory [18, 28, 41] implies that for $\mu \in C^k, k \geq 2$, these unstable and stable manifolds perturb to unstable and stable manifolds $W^u_\epsilon$ and $W^s_\epsilon$, respectively, of the (trivial) slow manifold $(0, 0, t), t \leq -\delta < 0$ of class $C^k$ (including the $\epsilon$ dependence) for $\epsilon$ sufficiently small. Due to the linearity of the problem, the perturbed manifolds $W^u_\epsilon$ and $W^s_\epsilon$ are in fact line bundles. The exponentially growing and decaying WKB-solutions are asymptotic expansions of these unstable and stable manifolds, respectively, see Section 2.

For $t > 0$ the situation is different. Here standard GSPT breaks down. To deal with fast oscillations, one typically applies averaging [20, 21, 44], but in the present context of linear problems, see also [49], it is more natural to look for a
diagonalization. In Section 2, we will show, see Lemma 2.3, that the diagonalization for \( t \geq \delta > 0 \), in the case where \( \mu \) is analytic, is a consequence of existence of normally elliptic slow manifolds [12]. (Lemma 2.5 deals with \( t \geq \delta > 0 \) in the finitely smooth case; these Lemmas provide new proofs (to the best of our knowledge) for the validity of the Liouville-Green (WKB)-approximation.)

Inspired by the success of blowup in nonlinear problems with hyperbolic-to-hyperbolic transitions through nonhyperbolic sets, see e.g. [32, 37], we will in this paper cover a full neighborhood of \( t = 0 \) for all \( 0 < \epsilon \ll 1 \), and describe the transition of \( W^u \), by blowing up the degenerate set \((y, t, \epsilon) = (0, 0, 0), x \in \mathbb{R}\) (orange in Fig. 2) of (1.8), to a cylinder of spheres. Through blowup and desingularization, we essentially amplify the vanishing eigenvalues to nontrivial ones. In the present case, due to the hyperbolic-to-elliptic transition, we obtain real eigenvalues on one side of the cylinder and imaginary ones on the other side. In line with [15, 37], the real eigenvalues allow us to extend the hyperbolic spaces \( W_{\epsilon}^{s,u} \), obtained by Fenichel’s theory and GSPT, to \( t = -\epsilon^{2/3} \), for \( c > 0 \) large enough and all \( 0 < \epsilon \ll 1 \), through the use of center manifold theory [8]. In this paper, we will show that the diagonalization procedure, used within \( t \geq \delta > 0 \) – which related to existence of normally elliptic slow manifolds in the analytic setting (Lemma 2.3) – can also be extended to \( t = \epsilon c^{2/3} \) through what we refer to as “elliptic center manifolds”; these are invariant graphs over the zero eigenspace in the presence of imaginary eigenvalues. We will obviously explain this more carefully later on, but the existence of such manifolds, which require analyticity, is perhaps less known in the dynamical systems community. The remaining gap from \( t = -\epsilon c^{2/3} \) to \( t = \epsilon c^{2/3} \) is covered by the scaling (1.6) (which relates to the scaling chart associated to the blowup transformation) and the solutions of Airy (1.2). In this way, we obtain a rigorous matching across the turning point.

Footnote 2: This is the only place where we use (in a minimal way) Gevrey properties and Borel/Laplace techniques (following [5]), that – along with formal series – have been central to many other approaches to the turning point problem (see further discussion of this in Section 1.3).
We feel that our approach, based upon dynamical systems theory and blowup, sheds some new light on the WKB-method and the associated notoriously difficult turning point problems. The novelty of our approach partially lies in the fact that we work with well defined dynamical objects, i.e., invariant manifolds. Asymptotic expansions appear at a later stage as approximations of these geometric objects. Thus the focus is on the geometry and dynamics, which can be studied by well developed methods, i.e., center manifold, slow manifolds, Fenichel theory, blow-up, and normal form transformations. This leads to understanding of the dynamics/solutions rather than merely computing expansions. As a further novelty, our approach works under finite smoothness requirements. In this regard, it is important to highlight that although the “elliptic center manifolds” – which are central to our approach – require analyticity, they will only be needed (in a normal form procedure) along certain polynomial expansions that appear naturally in the blowup procedure. We also use our approach to show that the unstable manifold on the elliptic side is a smooth function of $\epsilon^{1/3}$ (in a certain sense which we make precise below). We believe that this result is new and interesting. In particular, this feature is not visible in a formal WKB-approach where exponentially growing solutions are matched to oscillatory solutions through the Airy function.

Interestingly, the dynamics along critical manifolds going from nodal to focus normal stability are also related to hyperbolic-elliptic transitions (upon going to exponential weights). See [10]. In this paper, the authors also use (a different) blowup to describe transitions near such points (called Airy points in [10]), in the context of pulse transitions in the FitzHugh-Nagumo system, and it is found that Airy-functions play an important role. However, the full hyperbolic-elliptic transition is not covered in [10] (as it is not important for the pulse transitions) and consequently the result of this paper does not cover our case. The paper [9] studies a general class of eigenvalue problems that does not cover, but resembles, the stability problem of the pulse solutions of [10]. It is found that the presence of Airy points lead to a certain accumulation of eigenvalues in the singular limit. Such accumulation also occurs for the Schrödinger eigenvalue problem, with eigenvalues separated by $O(\epsilon)$-distances as $\epsilon \to 0$, see (1.7). However, the results of [9] are qualitative and not related to our objective of providing detailed description of the transition near turning points of (1.1).

1.3. Other approaches to turning point problems. To put our work into further perspective, we give a brief overview on other approaches to WKB-type problems and to the corresponding turning point problems. In vector-matrix notation these problems have the form

$$\begin{align*}
\dot{u} &= A(t, \epsilon)u, \\
\dot{t} &= \epsilon.
\end{align*}$$

(1.9)

Often a basic assumption is that $A(t, 0)$ can be diagonalized or block-diagonalized. The basic question is then whether the system (1.9) can be diagonalized or block-diagonalized for $0 < \epsilon \ll 1$ by a suitable transformation $u = P(t, \epsilon)v$. Exceptional points $t_0$ where this is not possible in a full neighborhood of $t_0$ are called turning points [49, 50]. As in system (1.8) turning points are often related to degeneracies of the spectrum of $A(t, 0)$ lying on or collapsing onto the imaginary axis at $t = t_0$. In the language of GSPT this is often associated with a loss of normal hyperbolicity in one way or another. Note, however, that separated purely imaginary eigenvalues
of $A(t,0)$ do not cause problems from the WKB-point of view. (Obviously, formal WKB-expansions may not correspond to true solutions, see e.g. [40] for a related problem). Very powerful results have been obtained by treating such problems in an analytic setting, i.e. by considering $\mu(t)$ and the solution $x(t)$ or $A(t,\epsilon)$ and the solution $u(t)$ as analytic functions of the variable $t \in \mathbb{C}$, see [17, 49] and the references therein.

In the context of (1.8) with $\mu$ analytic, an interesting result is [49, Theorem 6.5.1], see also start of section [49, Section 8.6], showing that there exists a transformation, analytic in $t$ and with technical asymptotic (Gevrey) properties as $\epsilon \to 0$, which locally brings (1.8) into the singularly perturbed normal form:

\[ \begin{align*}
\dot{x} &= y, \\
\dot{y} &= -tx, \\
\dot{t} &= \epsilon.
\end{align*} \tag{1.10} \]

This system is equivalent to the scaled version of Airy (1.2) with $t = \epsilon^{2/3} \tau$:

\[ \epsilon^2 x''(t) = -tx(t). \]

Since the solutions of the Airy-equation are known, in this way one can in the analytic setting (in principle) track the unstable manifold across $t = 0$ (see details in (3.9) below).

Going much beyond this classical work on the asymptotic analysis of systems (1.8) and (1.9), an impressive arsenal of powerful methods has been developed since the 1990s known as “exact WKB methods” pioneered by A. Voros [48] and resummation methods based on the concept of “resurgence” introduced by Écalle [16, 43]. The common feature of these approaches is that they allow to give a meaning to the divergent formal asymptotic expansions and to view them as encodings of genuine solutions.

1.4. Overview. In Section 2, we first present our dynamical systems approach to WKB on either side of $t = 0$. Subsequently, in Section 3, we present our main results on the connection problem for the turning point, see Theorem 3.1 and Theorem 3.2. The proofs of these statements then follow in Section 4. In Section 5, we conclude the paper with a discussion section that also focuses on future work.

2. A DYNAMICAL SYSTEMS APPROACH TO WKB

We consider (1.8) and assume (for the most part) that $\mu$ is $C^k$-smooth with $k \geq 5$ and satisfies

\[ \mu(0) = 0, \ \mu'(0) > 0. \tag{2.1} \]

Specifically, by (2.1) it follows that there is a neighborhood $\mathcal{N}$ of 0, such that in $\mathcal{N}$ we have $\mu(t) = 0 \Leftrightarrow t = 0$. Henceforth, we will only work locally in $\mathcal{N}$.

Let $\lambda(t) = \sqrt{-\mu(t)}$. Then for $\epsilon = 0$, any point $(0,0,t)$ is an equilibrium of (1.8) and the linearization has $\pm \lambda(t), 0$ as eigenvalues. Therefore $(0,0,t)$ is partially hyperbolic for $t < 0$, where $\lambda(t) \in \mathbb{R}$, and elliptic for $t > 0$, where $\lambda(t) \in i\mathbb{R}$. Consequently, for $t < 0$ (within $\mathcal{N}$) we have stable and unstable manifolds $W^s$ and $W^u$. In the following we describe the perturbation of these manifolds.

Lemma 2.1. Suppose that $\mu \in C^k$ with $k \geq 2$ and let $I_- \subset \mathcal{N}$ be a compact interval contained within $t < 0$. Then the stable and unstable manifold for $t \in I_-$
perturb to $W^s$ and $W^u$ for all $0 < \epsilon \ll 1$. Specifically, $W^u_\epsilon$ is a line bundle taking the following graph form

$$W^u_\epsilon : \quad y = h_u(t, \epsilon)x, \quad t \in I_-, \; x \in \mathbb{R}. \tag{2.2}$$

Here $h_u$ is a smooth function; in fact, a simple computation shows that

$$h_u(t, \epsilon) = \sqrt{-\mu(t)} - \frac{1}{4} \mu(t)^{-1} \mu'(t) \epsilon + \epsilon^2 U_2(t, \epsilon), \tag{2.3}$$

with $U_2 \in C^{k-2}$.

\textbf{Proof.} The perturbation of $W^s$ and $W^u$ follow from Fenichel’s theory and GSPT. The form (2.2) with expansion (2.3) can easily be obtained by using projective coordinates $u = x^{-1}y$ so that

$$\dot{u} = -\mu(t) - u^2, \quad i = \epsilon. \tag{2.4}$$

$W^u$ then corresponds to a slow manifold $u = h_u(t, \epsilon)$ obtained as perturbations of the hyperbolic and attracting critical manifold $u = \sqrt{-\mu(t)}$ of (2.4) with $t \in I_-$ for $\epsilon = 0$. The slow manifold can easily be approximated by expanding $u = h_u(t, \epsilon)$ in $\epsilon$ and collecting terms. This produces (2.3). Henceforth we write $W^s_\epsilon, W^u_\epsilon$ as $W^s, W^u$; we believe it is clear from the context whether $\epsilon = 0$ or $0 < \epsilon \ll 1$. These manifolds are not unique, but are exponentially close with respect to $\epsilon \to 0$, i.e. different choices alter by $O(\epsilon^{-c/\epsilon})$-distances. This lack of uniqueness does not play a role in the statements that follow and we shall henceforth keep $W^u$ fixed.

Using the fact that $W^u$ is invariant, we can compute solutions by substituting $y = h_u(t, \epsilon)$ into the equation for $x$. This gives

$$\frac{dx}{dt} = \epsilon^{-1} h_u(t, \epsilon)x, \tag{2.5}$$

which can be integrated.

\textbf{Proposition 2.2.} Consider a point $q_0(\epsilon) : (x_0, y_0, t_0) \in W^u$ with $t_0 \in I_-$ and $0 < \epsilon \ll 1$. Then $y_0 = h_u(t_0, \epsilon)x_0$ and we can write the solution $(x(t), y(t), t)$, $t \in I_-$, through $q_0(\epsilon)$ as

$$x(t) = \frac{\mu(t_0)}{\mu(t)} \exp \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{-\mu(s)} ds \right) (1 + O(\epsilon)) x_0,$$

$$y(t) = \frac{\mu(t_0) \mu(t)}{\mu(t)} \exp \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{-\mu(s)} ds \right) (1 + O(\epsilon)) x_0.$$  

\textbf{Proof.} We simply solve (2.5) using the expansion of $h_u$ in (2.3):

$$x(t)x_0^{-1} = \exp \left( \epsilon^{-1} \int_{t_0}^{t} h_u(\tau, \epsilon)d\tau \right)$$

$$= \exp \left( \frac{-1}{4} \int_{t_0}^{t} \mu(\tau)^{-1} \mu'(\tau)d\tau \right) \exp \left( \int_{t_0}^{t} \sqrt{-\mu(\tau)}d\tau \right) \exp \left( \epsilon \int_{t_0}^{t} U_2(\tau, \epsilon)d\tau \right)$$

$$= \exp \left( \frac{-1}{4} \int_{t_0}^{t} \mu(\tau)^{-1} \mu'(\tau)d\tau \right) \exp \left( \int_{t_0}^{t} \sqrt{-\mu(\tau)}d\tau \right) (1 + O(\epsilon)),$$

which gives the result.
On the elliptic side $t > 0$, things are more complicated from the dynamical systems point of view. In the following result, we restrict to $\mu$ analytic. For the statement, we need a definition of Gevrey-1 functions: Let $S_\theta \subset \mathbb{C}$ denote the sector

$$S_\theta = \{ z \in \mathbb{C} : 0 \leq |\arg z| < \theta/2 \} \quad \text{(2.6)}$$

centered along the positive real axis with opening $\theta \in (0, 2\pi)$. We then recall that an analytic function $h : S_\theta \to \mathbb{C}$, having a continuous extension to $z = 0$ with $h(0) = 0$, is said to be Gevrey-1 with respect to $z \in S_\theta$ if there are $\{h_n\}_{n \in \mathbb{N}}, a > 0$ and $b > 0$ such that

$$|h(z) - \sum_{n=1}^{N-1} h_n z^n| \leq ab^n n! |z|^N \quad \text{for all } N, \quad \text{(2.7)}$$

for all $N$. In further generality, it is possible to define Gevrey-1 functions within sectors centered along different directions, but we will not need this here. We will also consider functions $h(t, z)$ that are analytic in $t \in D, z \in S_\theta$, in particular Gevrey-1 with respect to $z$ uniformly in $t \in D$. By this we mean that $h_n$ are analytic functions of $t$ in (2.7), whereas the constants $a$ and $b$ can be taken to be independent, see also [3, 12]. We will for simplicity often suppress $S_\theta$ in the following; for us the important thing is that it is centered along the positive real axis.

**Lemma 2.3.** Let $I_+ \subset \mathbb{N}$ be a compact interval within $t > 0$, recall that $\lambda(t) = i\sqrt{\mu(t)}$ in this case, and suppose that $\mu$ is a real-analytic function on $\mathbb{N}$. Then there exists an $\epsilon_0 > 0$ such that for all $0 \leq \epsilon \leq \epsilon_0$ the following holds: There exists a transformation

$$(u, v, t) \mapsto (x, y), \quad \text{(2.8)}$$

which is analytic in $t \in I_+$, Gevrey-1 with respect to $\epsilon$ uniformly in $t \in I_+$, and a linear isomorphism in $u, v$ for fixed $t \in I_+$, such that (1.8) becomes

$$\begin{align*}
\dot{u} & = \nu(t, \epsilon) u, \\
\dot{v} & = \nu(t, \epsilon) v, \\
\dot{t} & = \epsilon,
\end{align*} \quad \text{(2.9)}$$

with

$$\nu(t, \epsilon) = \lambda(t) f(t, \epsilon) - \epsilon \lambda(t)^{-1} \lambda'(t), \quad \text{(2.10)}$$

also being analytic in $t$ and uniformly Gevrey-1 with respect to $\epsilon$, satisfying

$$\nu(t, \epsilon) = \lambda(t) - \frac{1}{2} \lambda(t)^{-1} \lambda'(t) \epsilon + \epsilon^2 T_2(t, \epsilon), \quad \text{(2.11)}$$

for some $T_2$ (with identical analytic properties).

**Proof.** We look for the desired transformation in the following form:

$$\begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} f(t) & \overline{f(t)} \\ \lambda(t) & -\lambda(t) \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}. \quad \text{(2.12)}$$
f will also depend upon ϵ but we will only emphasize this (by writing f(t, ϵ)) when necessary. Inserting (2.12) into (1.8) gives
\[
(f(t) + \tilde{f}(t))u' = (\lambda(t)(1 + |f(t)|^2) - \epsilon f'(t) - \epsilon\lambda(t)^{-1}\lambda'(t)f(t)) u
+ \left(-\lambda(t)(1 - |f(t)|^2) - \epsilon \tilde{f}'(t) + \epsilon\lambda(t)^{-1}\lambda'(t)f(t)\right) v,
\]
\[
(f(t) + \tilde{f}(t))v' = (\lambda(t)(1 - f(t)^2)(t) - \epsilon f'(t) + \epsilon\lambda(t)^{-1}\lambda'(t)f(t)) u
+ \left(-\lambda(t)(1 + |f(t)|^2) - \epsilon \tilde{f}'(t) - \epsilon\lambda(t)^{-1}\lambda'(t)f(t)\right) v,
\]
and hence the desired diagonalization provided the off-diagonal terms vanishes. Since these are complex conjugated (using $\tilde{\lambda} = -\lambda$ in this case), this condition reduces to the following singularly perturbed ODE for f
\[
\epsilon f'(t) = \lambda(t)(1 - f(t)^2) + \epsilon\lambda(t)^{-1}\lambda'(t)f(t),
\]
with $0 < \epsilon \ll 1$, or equivalently as a first order system:
\[
\begin{align*}
\dot{f} &= \lambda(t)(1 - f^2) + \epsilon\lambda(t)^{-1}\lambda'(t)f, \\
\dot{t} &= \epsilon.
\end{align*}
\]
Seeing that $\lambda(t)$ is purely imaginary, it follows that the set defined by $f = 1$ is a normally elliptic critical manifold for (2.14) for $\epsilon = 0$. By the results in [7, 13], there exists an invariant manifold of (2.13), given by $f(t, \epsilon)$ with $f(t, 0) = 1$ being analytic in $t$ and Gevrey-1 in $\epsilon$. Given such $f(t, \epsilon)$, a simple calculation shows that (2.12) produces the following equations:
\[
\begin{align*}
\dot{u} &= (\lambda(t)f(t, \epsilon) - \epsilon\lambda(t)^{-1}\lambda'(t)) u, \\
\dot{v} &= (-\lambda(t)\tilde{f}(t, \epsilon) - \epsilon\lambda(t)^{-1}\lambda'(t)) v,
\end{align*}
\]
so that $\nu(t, \epsilon) = \lambda(t)f(t, \epsilon) - \epsilon\lambda(t)^{-1}\lambda'(t)$, seeing that $\lambda$ is purely imaginary. A simple calculation shows that
\[
f(t, \epsilon) = 1 + \frac{1}{2}\lambda(t)^{-2}\lambda'(t)\epsilon + O(\epsilon^2),
\]
which upon inserted into the expression for $\nu$ gives (2.11). □

**Remark 2.4.** Consider a formal power series expansions $\sum_{m=0}^{\infty} \tilde{\nu}_m(t)\epsilon^m$ of $\nu$ and let $\nu_{even}$ and $\nu_{odd}$ be the splittings into even and odd powers:
\[
\nu_{even}(t) = \sum_{n=0}^{\infty} \tilde{\nu}_{2n}(t)\epsilon^{2n}, \quad \nu_{odd}(t) = \sum_{n=0}^{\infty} \tilde{\nu}_{2n+1}(t)\epsilon^{2n+1}.
\]
Then it can be shown using (2.13) that
\[
\int \nu_{odd}(t)dt = -\frac{\epsilon}{2} \log |\nu_{even}(t)|,
\]
with equality understood in terms of formal series, (i.e. term wise). A similar property holds at the level of the WKB-expansion, see e.g. [31] Chapter 11. The consequence is that upon integrating the $u$-equation in (2.9) we have (at the formal level)
\[
u(t) = \sqrt{\frac{\nu_{even}(t)}{\nu_{even}(t_0)}} e^{-1} \int_{t_0}^{t} \nu_{even}(s)ds u(t_0).
\]
Following Lemma 2.3 we can (in the analytic case) describe solutions for \( t \in I_+ \).
Indeed, we can just integrate (2.15)

\[
u(t) = \exp \left( \int_{t_0}^{t} \frac{\mu(s)}{\mu(t)} \, ds \right) \, u(t_0)
\]

\[
u(t) = \frac{\sqrt{\mu(t_0)}}{\sqrt{\mu(t)}} \exp \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{\mu(s)} \, ds \right) \exp \left( \epsilon \int_{t_0}^{t} T_2(s, \epsilon) \, ds \right) \, u(t_0), \tag{2.18}
\]

\( \mu(t) \) is only \( C^0 \) and \( \mu(t_0) \) is only \( \mu(t) \) and \( \sqrt{\mu(t)} \) hence \( C^0 \) which is only \( C^0 \) and \( C^0 \) which is only \( C^0 \) which is only \( C^0 \).

To leading order, we obtain the Liouville-Green (WKB)- approximation [50]:

\[
x(t) = \sqrt{\mu(t_0)} \mu(t) \left[ \cos \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{\mu(\tau)} \, d\tau \right) + O(\epsilon) \right] x(t_0)
\]

\[
+ \frac{1}{\sqrt{\mu(t_0)}} \left( \sin \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{\mu(\tau)} \, d\tau \right) + O(\epsilon) \right) y(t_0),
\]

\[
y(t) = \sqrt{\mu(t_0)} \mu(t) \left[ -\sqrt{\mu(t)} \left( \cos \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{\mu(\tau)} \, d\tau \right) + O(\epsilon) \right) x(t_0)
\]

\[
+ \frac{1}{\sqrt{\mu(t_0)}} \left( \sin \left( \epsilon^{-1} \int_{t_0}^{t} \sqrt{\mu(\tau)} \, d\tau \right) + O(\epsilon) \right) y(t_0) \right],
\tag{2.19}
\]

The remainder terms in (2.19) are only \( C^0 \). The regularity with respect to \( \epsilon \) is better represented in the form:

\[
x(t) = 2 \sqrt{\mu(t_0)} (1 + \epsilon \rho_1(t, \epsilon)) \Re \left( \epsilon^{-1} i \int_{t_0}^{t} \sqrt{\mu(s)} \, ds + \epsilon i \phi_1(t, \epsilon) \right) u(t_0),
\]

\[
y(t) = -2 \sqrt{\mu(t_0)} (1 + \epsilon \rho_2(t, \epsilon)) \Im \left( \epsilon^{-1} i \int_{t_0}^{t} \sqrt{\mu(s)} \, ds + \epsilon i \phi_2(t, \epsilon) \right) u(t_0),
\tag{2.20}
\]

using (2.12), \( \lambda(t) = i \sqrt{\mu(t)} \) and (2.18). Here we have for simplicity kept \( u(t_0) \) as the initial condition. It is a direct consequence of Lemma 2.3 that the functions \( \rho_i, \phi_i, i = 1, 2, \) are both real analytic in \( t \in I_+ \) and uniformly Gevrey-1 with respect to \( \epsilon \).

The results and the techniques in [7, 13] rely heavily on the analyticity of \( \mu \).
Consequently, there is no reason to expect that Lemma 2.3 also holds in the smooth case. However, it is possible to obtain an asymptotic or “quasi-diagonalization” version of Lemma 2.3 in the smooth setting. We collect the result into the following lemma.

**Lemma 2.5.** Fix any \( N \) such that \( \mu \in C^k \) with \( k \geq N + 1 \). Then there exists a \( f_N \), being \( C^{k-N} \) in \( t \in I_+ \) and polynomial of degree \( N \) in \( \epsilon \), such that the transformation \( (u, v, t) \mapsto (x, y) \) defined by

\[
\begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} f_N(t, \epsilon) & \bar{T}_N(t, \epsilon) \\ \lambda(t) & -\lambda(t) \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix},
\tag{2.21}
\]

is a dynamical systems approach to WKB-methods: the simple turning point.
brings (1.8) into the following form

\begin{align*}
\dot{u} &= \nu_N(t, \epsilon) u + O(\epsilon^{N+1}) v, \\
\dot{v} &= O(\epsilon^{N+1}) v + \tau_N(t, \epsilon) v, \\
\dot{\epsilon} &= \epsilon.
\end{align*}

(2.22)

Here \( \nu_N(t, \epsilon) = \lambda(t)f_N(t, \epsilon) - \epsilon\lambda(t)^{-1}\lambda'(t) + O(\epsilon^{N+1}) \) is \( C^{k-N-1} \) in \( t \), analytic in \( \epsilon \) and satisfies

\begin{align*}
\nu_N(t, \epsilon) &= \lambda(t) - \frac{1}{2}\lambda(t)^{-1}\lambda'(t)\epsilon + \epsilon^2 T_{2,N}(t, \epsilon),
\end{align*}

(2.23)

for some \( T_{2,N} \) having the same properties.

\textbf{Proof.} First, we suppose that \( k = \infty \). We will then deal with the finite smoothness towards the end of the proof.

Instead of solving (2.14) exactly, we look for “quasi-solutions” defined in the following sense: Write the equation (2.14) as \( F(f, t, \epsilon) = 0 \). Then \( f_N(t, \epsilon) \) smooth is a “quasi-solution” of order \( O(\epsilon^{N+1}) \) if \( F(f_N(t, \epsilon), t, \epsilon) = O(\epsilon^{N+1}) \) for \( N \in \mathbb{N} \). It is standard that such quasi-solutions can be obtained as Taylor-polynomials \( f_N(t, \epsilon) = \sum_{n=0}^{N} R_n(t) \epsilon^n \), see e.g. [13, 36], with \( R_n \) recursively starting from \( R_0(t) = 1 \) in the present case. In fact, a simple calculation shows that \( R_n \) is given by

\begin{equation}
R_n = -\frac{1}{2} \sum_{i=1}^{n-1} R_i R_{n-i} + \frac{1}{2} \lambda^{-1} R_{n-1} + \frac{1}{2} \lambda^{-2} \lambda' R_{n-1},
\end{equation}

(2.24)

for \( n \geq 1 \). Consequently, we find that for each fixed \( N \in \mathbb{N} \) there is transformation (which is polynomial in \( \epsilon \)) so that (2.15) holds up to off-diagonal remainder terms of order \( O(\epsilon^{N+1}) \). Moreover, from (2.24) we find by induction on \( n \) that \( R_n \in C^{k-n} \) and consequently, \( f_N \in C^{k-N} \) whenever \( \mu \in C^k \). We lose one degree of smoothness of \( \nu_N \) due to the \( f' \)-term in \( F(f, t, \epsilon) \) and hence \( \nu_N \in C^{k-N-1} \) as claimed.

\[ \square \]

From this quasi-diagonalization it is possible to recover (2.19). We collect this result in the following proposition.

\textbf{Proposition 2.6.} The Liouville-Green approximation (2.19) holds for \( \mu \in C^2 \) and \( \mu(t) \geq c > 0 \).

\textbf{Proof.} We use Lemma 2.5 with \( N = 1 \). This gives

\[ f_1(t, \epsilon) = 1 + R_1(t) \epsilon, \]

with \( R_1(t) = \frac{1}{2} \lambda(t)^{-2} \lambda'(t) \), see (2.24) with \( n = 1 \). (Notice also that this agrees with the leading order expression in (2.16)). For this it is sufficient that \( \mu \in C^2 \).

Consider (2.22) and let

\[ Q(t) := \exp \left( \int_{t_0}^{t} \frac{1}{\epsilon} \nu_1(\tau, \epsilon) d\tau \right), \]

and define \( \tilde{u} \) and \( \tilde{v} \) by

\[ u = Q(t) \tilde{u}, \quad v = \bar{Q}(t) \tilde{v}. \]
Then
\[ \frac{d\tilde{u}}{dt} = O(\epsilon)Q(t)^{-1}\tilde{Q}(t)\tilde{v}, \]
\[ \frac{d\tilde{v}}{dt} = O(\epsilon)\tilde{Q}(t)^{-1}Q(t)\tilde{u}. \]
Since \( |Q(t)^{-1}\tilde{Q}(t)| \) it is straightforward to integrate these equations from \( t_0 \) to \( t \) and estimate
\[ \tilde{u}(t) = (1 + O(\epsilon))\tilde{u}(t_0) + O(\epsilon)\tilde{v}(t_0), \]
\[ \tilde{v}(t) = (O(\epsilon))\tilde{u}(t_0) + (1 + O(\epsilon))\tilde{v}(t_0). \]
Upon returning to \( x, y \) we recover the Liouville-Green approximation (2.19) as claimed.

For higher order improvements of (2.19), including \( C^k \)-versions of (2.20), \( N > 1 \) and \( C^k \) with \( k > 2 \) are necessary. For simplicity, we leave out such results from the present manuscript.

3. The turning point: main results

Having studied solutions on either side of the turning point within \( t \in I_- \) and \( t \in I_+ \), we now turn our attention to the main problem: The description of solutions within \( W^u \) across the turning point.

In particular, in terms of solving eigenvalue problems of the form (1.3), we are interested in describing the unstable manifold \( W^u \) for \( t > 0 \) fixed for all \( 0 < \epsilon \ll 1 \). The hyperbolic theory describes this space on the \( t < 0 \) side, recall Lemma 2.1, but the theory offers no control over this object as \( t \) crosses 0.

Before presenting our main results, consider the case \( \mu(t) = t \). Then inserting
\[ y = \epsilon^{1/3}y_2, \]
\[ t = \epsilon^{2/3}t_2, \]
into (1.8) gives
\[ \dot{x} = y_2, \]
\[ \dot{y}_2 = -t_2x, \]
\[ \dot{t}_2 = 1, \]
upon dividing the right hand side by \( \epsilon^{1/3} \). This system is obviously equivalent to the Airy equation:
\[ x''(t_2) = -t_2x(t_2), \]
with two linearly independent solutions \( \text{Ai}(\cdot) \) and \( \text{Bi}(\cdot) \), the former being the Airy-function. The \( \text{Ai}(\cdot) \)-solution has the following asymptotics:
\[ \text{Ai}(-t_2) = \frac{1}{2\pi^{1/2}|t_2|^{1/4}}e^{-2|t_2|^{3/2}/3} (1 + \mathcal{O}(|t_2|^{-3/2})) \quad \text{for} \quad t_2 \to -\infty, \]
\[ \text{Ai}(-t_2) = \frac{1}{\pi^{1/2}|t_2|^{1/4}} \cos \left( \frac{2}{3}t_2^{3/2} - \frac{\pi}{4} + \mathcal{O}(t_2^{-3/2}) \right) (1 + \mathcal{O}(t_2^{-3/2})) \quad \text{for} \quad t_2 \to \infty. \]
In the case \( t_2 \to \infty \), we also have that

\[
\text{Bi}(t_2) = -\frac{1}{\pi^{1/2} t_2^{1/4}} \sin \left( \frac{2}{3} t_2^{3/2} - \frac{\pi}{4} + O(t_2^{-3/2}) \right) (1 + O(t_2^{-3/2})),
\]

\( \text{Ai}'(t_2) = \frac{t_2^{1/4}}{\pi^{1/2}} \sin \left( \frac{2}{3} t_2^{3/2} - \frac{\pi}{4} + O(t_2^{-3/2}) \right) (1 + O(t_2^{-3/2})) ,
\]

\( \text{Bi}'(t_2) = \frac{t_2^{1/4}}{\pi^{1/2}} \cos \left( \frac{2}{3} t_2^{3/2} - \frac{\pi}{4} + O(t_2^{-3/2}) \right) (1 + O(t_2^{-3/2})) ,
\]

see [1]. The exponential decay of \( x(t_2) = \text{Ai}(t_2) \) for \( t_2 \to -\infty \) shows that

\[
x = \text{Ai}(-\epsilon^{-2/3} t),
\]

\[
y = -\epsilon^{1/3} \text{Ai}'(-\epsilon^{-2/3} t),
\]

will provide the desired tracking of the unstable manifold \( W^u \) for the simple case

\[
(1.10) \quad \text{with } \mu(t) = t.
\]

For the general system \( (1.8) \) we suppose that \( \mu'(0) = 1 \) without loss of generality and define

\[
\hat{\mu}(t) := \begin{cases} 
  t^{-1} \mu(t), & t \neq 0 \\
  1 & t = 0.
\end{cases}
\]

Notice that if \( \mu \in C^k \) then \( \hat{\mu} \in C^{k-1} \).

In the following, we write the complex valued function defined by \( \text{Ai}(t) - i \text{Bi}(t) \) as

\[
\text{Ai} - i \text{Bi}.
\]

We now state our main results in terms of two theorems, that describe the tracking of the unstable manifold \( W^u \) of \( (1.8) \) across the turning point \( t = 0 \). Firstly in Theorem 3.1, we state an expansion of a solution within the unstable manifold, that is uniformly valid across the turning point. We state this result with (what we find to be) the least required smoothness of \( \mu \).

**Theorem 3.1.** Fix \( \delta > 0 \), \( \nu > 0 \) both small enough and suppose that \( \mu \in C^5 \) with \( \mu(0) = 0 \), \( \mu'(0) = 1 \). Next, consider \( t \in I := [-\nu, \nu] \subset \mathcal{N} \) and define the following intervals

\[
J_1 := [-\nu, -2/3 \delta^{-2/3}],
\]

\[
J_2 := [-2/3 \delta^{-2/3}, 2/3 \delta^{-2/3}],
\]

\[
J_3 := [2/3 \delta^{-2/3}, \nu],
\]

such that \( I = \bigcup_{i=1}^{3} J_i \), while the open intervals int \( J_i \), \( i = 1, 2, 3 \), are disjoint for all \( 0 < \epsilon \ll 1 \) the following holds:

1. There exists a solution \( (x(t), y(t), t) \in W^u \), \( t \in I \) of \( (1.8) \), having the following asymptotic expansions:

\[
x(t) = \hat{\mu}(t)^{-1/4} \text{Ai}(-\epsilon^{-2/3} t) e^{\frac{t}{\mu(t)}} \left( j_0 \sqrt{\pi \mu(t) dt - \frac{2}{3} t^{3/2}} \right) (1 + O(\epsilon^{2/3}))
\]

\[
y(t) = -\epsilon^{1/3} \hat{\mu}(t)^{1/4} \text{Ai}'(-\epsilon^{-2/3} t) e^{\frac{t}{\mu(t)}} \left( j_0 \sqrt{\pi \mu(t) dt - \frac{2}{3} t^{3/2}} \right) (1 + O(\epsilon^{2/3}))
\]
Theorem 3.2. Suppose that 
\[ E \] 
a parameter (the eigenvalue) we therefore leave out such a statement.

\[ \rho, \varphi \]

Remark 3.3. (3.14) follows from (3.15) in the smooth setting with 
\[ \mu \] 
requires some additional bookkeeping (see Remark B.5 in the appendix), and we therefore leave out such a statement.

(b) The following holds uniformly within \( t \in J_2 \):
\[ x(t) = \text{Ai}(-e^{-2/3}t) \left( 1 + O(e^{2/3}) \right) \]
\[ y(t) = -e^{1/3} \text{Ai}'(-e^{-2/3}t) \left( 1 + O(e^{2/3}) \right). \]

(c) The following holds uniformly within \( t \in J_3 \):
\[ x(t) = \tilde{\mu}(t)^{-1/4} \text{Re} \left( (\text{Ai} - i \text{Bi})(-e^{-2/3}t)e^{\frac{j}{2} \int_0^t \sqrt{\mu(t)} dt - \frac{\pi}{4} t^{3/2}} \right) \times \]
\[ (1 + O(e^{2/3})) \]
\[ y(t) = -e^{1/3} \tilde{\mu}(t)^{1/4} \text{Re} \left( (\text{Ai} - i \text{Bi})'(-e^{-2/3}t)e^{\frac{j}{2} \int_0^t \sqrt{\mu(t)} dt - \frac{3}{2} t^{3/2}} \right) \times \]
\[ (1 + O(e^{2/3})) \].

(2) Moreover, let \( W^u(\nu) \) denote the projection of \( W^u \cap \{ t = \nu \in \mathcal{N} \} \) with \( \nu > 0 \) onto the \( x, y \)-plane. Then
\[ W^u(\nu) = \text{span} \left( \cos \left( \frac{\nu}{4} \int_0^t \mu(\tau) d\tau - \frac{\pi}{4} \right) + O(e^{2/3}) \right) \]
\[ -\sqrt{\mu(\nu)} \sin \left( \frac{\nu}{4} \int_0^t \mu(\tau) d\tau - \frac{\pi}{4} \right) + O(e^{2/3}) \right) \). \quad (3.14)\]

In the next result, we present a detailed expansion of \( W^u \) with \( r_3 = \nu > 0 \) fixed (small enough) in the \( C^\infty \)-case. With the view towards using the expansion to solve associated eigenvalue problems, we suppose that \( \mu \) also depends smoothly on a parameter (the eigenvalue) \( E \) in some appropriate domain \( D \subset \mathbb{R} \).

**Theorem 3.2.** Suppose that \( \mu = \mu(t, E) \) is \( C^\infty \), that \( \mu(0, E) = 0 \), \( \frac{\partial}{\partial E} \mu(0, E) > 0 \) for all \( E \in D \), and consider any \( M \in \mathbb{N} \). Let \( W^u(\nu, E) \) denote the projection of \( W^u \cap \{ t = \nu \in \mathcal{N} \} \) with \( \nu > 0 \) onto the \( x, y \)-plane. Then there exist an \( \epsilon_0 > 0 \) and a \( \nu > 0 \), both small enough, such that for all \( \epsilon \in (0, \epsilon_0) \):
\[ W^u(\nu, E) = \text{span} \left( \frac{X(\epsilon^{1/3}, E)}{-\sqrt{\mu(\nu, E)} Y(\epsilon^{1/3}, E)} \right), \quad (3.15) \]

where
\[ X(\epsilon^{1/3}, E) = \cos \left( \frac{1}{\epsilon} \int_0^\nu \sqrt{\mu(s, E)} ds - \frac{\pi}{4} + \epsilon^{2/3} \phi_1(\epsilon^{1/3}, E) \right), \]
\[ Y(\epsilon^{1/3}, E) = (1 + \epsilon^{2/3} \rho(\epsilon^{1/3}, E)) \sin \left( \frac{1}{\epsilon} \int_0^\nu \sqrt{\mu(s, E)} ds - \frac{\pi}{4} + \epsilon^{2/3} \phi_2(\epsilon^{1/3}, E) \right) \]
with \( \rho, \phi_1, \phi_2 : [0, \epsilon_0^{1/3}) \times D \rightarrow \mathbb{R} \) all \( C^M \)-smooth.

**Remark 3.3.** (3.14) follows from (3.15) in the smooth setting with \( \mu(t, E) = \mu(t) \), but (3.14) is the more familiar form, which we state with the least degree of smoothness. Now, regarding finite smoothness, there is also a \( C^k \)-version of Theorem 3.2 (for \( k \) large enough). In particular, for any \( M \in \mathbb{N} \) there is a \( k \in \mathbb{N} \) such that \( \mu \in C^k \) suffices for the statement. However, determining \( k \) as a function of \( M \) requires some additional bookkeeping (see Remark B.5 in the appendix), and we therefore leave out such a statement.
It is also possible that \( \epsilon_0 > 0 \) and \( \nu > 0 \) can be chosen independent of \( M \) (so that \( \rho, \phi_1, \phi_2 \) are \( C^\infty \)), but we have not pursued this. In fact, (3.15) is valid for any \( \nu > 0 \) for which \( \mu(t, E) > 0 \) for all \( t \in (0, \nu] \). This can be seen from the proof, but can also be obtained by extending (3.15) using (a smooth version of) (2.20). With this extension, it also follows that the \( \rho, \phi_1, \phi_2 \) are \( C^M \)-smooth jointly in \( \epsilon_1/3, E \) and \( \nu \geq c > 0 \).

**Remark 3.4.** In the case when \( \mu(t, E) \equiv t \), then (1.8) reduces to the Airy equation (1.10) and the solution (3.9) provides the desired tracking of \( W_u \) across the turning point. In particular, upon using (3.5) and (3.7), we obtain the following form of \( W_u(\nu) \)

\[
W_u(\nu) = \text{span} \left[ \cos \left( \frac{2}{3} \epsilon^{-1} \nu^{3/2} - \frac{\pi}{4} + O(\epsilon) \right) - \nu^{1/2} \sin \left( \frac{2}{3} \epsilon^{-1} \nu^{3/2} - \frac{\pi}{4} + O(\epsilon) \right) \right].
\]  

(3.16)

Although each of the remainder terms \( O(\epsilon) \)-terms is smooth (Gevrey-1) functions of \( \epsilon \) for \( \mu(t, E) \equiv t \), (3.16) is still in agreement with Theorem 3.2. In general, the remainder terms will only be smooth functions \( \epsilon^{1/3} \). (In fact, we can show (with some extra effort) that the functions \( \rho, \phi_1, \phi_2 \) are smooth functions of \( \epsilon^{2/3} \), \( \epsilon \) and \( E \). However, this requires some additional bookkeeping, and for this reason we have settled with the simpler version of the theorem.)

To prove these results, we consider the extended system:

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -\mu(t)x, \\
\dot{t} &= \epsilon, \\
\dot{\epsilon} &= 0.
\end{align*}
\]  

(3.17)

Here the set of points \((x, 0, 0, 0)\) is completely degenerate, the linearization having only zero eigenvalues. We therefore apply the following blowup transformation:

\[
\Phi : (r, (\bar{y}, \bar{t}, \bar{\epsilon})) \mapsto \left\{ \begin{array}{l}
y = r\bar{y}, \\
t = r^2\bar{t}, \\
\epsilon = r^3\bar{\epsilon},
\end{array} \right.
\]  

where \( r \geq 0 \), \((\bar{y}, \bar{t}, \bar{\epsilon}) \in S^2 \), \( S^2 \subset \mathbb{R}^3 \) being the unit sphere, with the purposes of gaining improved properties of the linearization. The preimage of any point \((x_0, 0, 0, 0)\) under (3.18) becomes a sphere defined by \( x = x_0, \ r = 0 \). Geometrically, the inverse process of (3.18) therefore blows up the degenerate line defined by \((x, 0, 0, 0)\) to a cylinder \( \mathbb{R} \times S^2 \) defined by \( x \in \mathbb{R}, \ r = 0 \). We illustrate the blowup in Fig. 3.

Let \( \bar{X} \) denote the vector-field defined by (3.17). Then the exponents (or weights) on \( r \) in (3.18) are chosen so that \( \bar{X} = \Phi^* \hat{X} \) has a power of \( r \) as a common factor. In this case we have

\[
\bar{X} = r \hat{X},
\]

and it is \( \hat{X} \), the desingularized vector-field, that we shall study in the following.
The blowup transformation defined by (3.18) replaces the degenerate x-axis (orange in Fig. 2) with a cylinder of spheres. The blowup allow us to extend the hyperbolic and oscillatory regimes on either side. The connection is obtain by the Airy-function (corresponding orbit shown in purple). We refer to the text for further details.

To study $\tilde{X}$ we follow [37] and use directional charts $\{\bar{t} = -1\}, \{\bar{\epsilon} = 1\}$ and $\{\bar{t} = 1\}$, introducing chart-specified coordinates in the following way:

$$
\begin{align*}
\{\bar{t} = -1\} : & \begin{cases}
y = r_1 y_1, \\
t = -r_1^2, \\
\epsilon = r_1^3 \epsilon_1,
\end{cases} \\
\{\bar{\epsilon} = 1\} : & \begin{cases}
y = r_2 y_2, \\
t = r_2^2 t_2, \\
\epsilon = r_2^3,
\end{cases} \\
\{\bar{t} = 1\} : & \begin{cases}
y = r_3 y_3, \\
t = r_3^2, \\
\epsilon = r_3^3 \epsilon_3.
\end{cases}
\end{align*}
$$

(3.19) (3.20) (3.21)

The coordinate changes between "adjacent" charts are given by the following equations:

$$
\begin{align*}
\begin{cases}
r_1 &= r_2 (-t_2)^{1/2}, \\
y_1 &= y_2 (-t_2)^{-1/2}, \\
\epsilon_1 &= (-t_2)^{-3/2},
\end{cases} \\
\begin{cases}
r_3 &= r_2^{1/2} t_2^{1/2}, \\
y_3 &= y_2 t_2^{1/2}, \\
\epsilon_3 &= t_2^{-3/2}.
\end{cases}
\end{align*}
$$

(3.22) (3.23)

Before presenting the full details, we summarize our approach and our findings: In the chart $\{\bar{t} = -1\}$, we gain hyperbolicity along $r_1 = \epsilon_1 = 0$ and can – by standard hyperbolic theory and upon applying the coordinate transformation – track the
unstable manifold $W^u$ into the scaling chart $\{\bar{\epsilon} = 1\}$. Notice that (3.20) corresponds to (3.1) upon eliminating $r_2 = \epsilon^{1/3}$. In the $\{\bar{\epsilon} = 1\}$-chart, we therefore obtain a regular perturbation problem of the Airy-equation. The solution $x(t_2) = \text{Ai}(-t_2)$ of (3.3) therefore provides a tracking of $W^u$ up to $t_2 = \delta^{-2/3}$, with $\delta > 0$ small, say, for any $0 < r_2 \ll 1$. Upon applying the coordinate transformation (3.23), we therefore have an accurate description of the unstable manifold $W^u$ in the chart $\{\bar{\epsilon} = 1\}$ for $\epsilon_3 \geq \delta$. However, in this chart we only gain ellipticity along $r_3 = \epsilon_3 = 0$, in particular $\dot{x} = y_3$, $\dot{y}_3 = -x$ within $r_3 = \epsilon_3 = 0$, and this is where the main difficulty of the proof lies. Essentially, our approach is to push the normalization procedure of Lemma 2.3, see also Lemma 2.5, into the the chart $\{\bar{\epsilon} = 1\}$ and in this way accurately track the unstable manifold from the scaling chart into $t > 0$ as desired. The fact that our $\mu$ is not necessarily analytic is not problematic. We will only use that the Taylor polynomials of $\mu$ are analytic to obtain a “quasi-diagonalization” that diagonalizes up to remainder terms of the order $r_1 L_3 \epsilon M_3$ with $L, M \in \mathbb{N}$. Here we will rely on a “center manifold”–version of the result in [7, 13] used for the existence of $f(t, \epsilon)$ above, see details in Lemma 4.7 below. The reason for using quotation marks around center manifold is that formally we are dealing with a situation where the eigenvalues are $i\omega$, 0 and hence the center space is in fact the full space. Instead, our “center manifold”, which we shall call an elliptic center manifold in the following, will be an invariant manifold that is a graph over the zero eigenspace, in much the same way as the slow manifold defined by $f(t, \epsilon)$ above. The fact that we rely on a center-like version of the singular perturbation result used in Lemma 2.3 is not surprising. Indeed center manifold theory is already central in the extension of slow manifolds in the classical hyperbolic setting [15, 37].

4. Proofs of main results

To prove Theorem 3.1 and Theorem 3.2, we consider (3.17) and apply the blowup transformation (3.18). We study the desingularized vector-field $\hat{X}$ by working in the directional charts $\{\bar{t} = -1\}$, $\{\bar{\epsilon} = 1\}$ and $\{\bar{t} = 1\}$. As different aspects of the proof require different smoothness properties, we will assume that $\mu \in C^k$ and state necessary smoothness conditions in each partial result. Moreover, the solution in Theorem 3.1 item 1 will be parametrized in different ways in the separate charts. It should be clear from the context how solutions are related by re-parametrizations.

4.1. Analysis in chart $\{\bar{t} = -1\}$. Inserting (3.19) into the extended system (3.17) gives the following equations:

\[
\begin{align*}
\dot{x} &= y_1, \\
\dot{y}_1 &= \hat{\mu}(r_2^2)x + \frac{1}{2} \epsilon_1 y_1, \\
\dot{r}_1 &= -\frac{1}{2} r_1 \epsilon_1, \\
\dot{\epsilon}_1 &= \frac{3}{2} \epsilon_2,
\end{align*}
\]

(4.1)

upon division of the right hand side by the common factor $r_1$, recall (3.10). If $\mu \in C^k$ then $\hat{\mu} \in C^{k-1}$.
Now, setting \( r_1 = \epsilon_1 = 0 \) gives
\[
\begin{align*}
\dot{x} &= y_1, \\
\dot{y}_1 &= x.
\end{align*}
\]
For this system \((x, y_1) = (0, 0)\) is a linear saddle with stable space \(\text{span}(1, -1)\) and unstable space \(\text{span}(1, 1)\). For the full \((x, y_1, r_1, \epsilon_1)\)-space, the points \((0, 0, r_1, \epsilon_1)\) with \(r_1, \epsilon_1 \geq 0\) sufficiently small, is a center manifold having a smooth foliation of stable and unstable fibers. Each foliation produces a stable manifold \(W^s_i\) and an unstable manifold \(W^u_i\).

**Lemma 4.1.** Suppose \( \mu \in C^k \) with \( k \geq 3 \). Then there exists a \( \upsilon > 0 \) sufficiently small, so that the manifolds \(W^s_i\) and \(W^u_i\) (line bundles over \(x = y_1 = 0\)) take the following graph form
\[
\begin{align*}
W^s_i &: \quad y_1 = h_s(r^2_i, \epsilon_1)x, \\
W^u_i &: \quad y_1 = h_u(r^2_i, \epsilon_1)x,
\end{align*}
\]
over \((r_1, \epsilon_1) \in [0, \upsilon]^2\). The functions \(h_{s,u}\) are \(C^{k-1}\)-smooth and satisfy \(h_s(0,0) = -1, h_u(0,0) = 1\). Finally, \(W^s_i \cap \{r_1 = 0\}\) is nonunique whereas \(W^u_i \cap \{r_1 = 0\}\) is unique and given by the span of \(\text{Ai}\):
\[
W^u_i \cap \{r_1 = 0\} : \quad \begin{cases} x(\epsilon_1) = l \alpha(\epsilon_1^{-2/3}), \\
y_1(\epsilon_1) = l \epsilon_1^{1/3} \alpha'(\epsilon_1^{-2/3}), \quad l \in \mathbb{R}, \epsilon_1 \geq 0. \end{cases} \tag{4.2}
\]

**Proof.** The existence and smoothness of \(W^s/u\) follow from center manifold theory [8]. In fact, for the expansion of \(h_{s,u}\) we follow the proof of Lemma 2.1 and use projective coordinates \(u := x^{-1}y_1\) with
\[
\dot{u} = \mu(-r^2_1) + \frac{1}{2}\epsilon_1 u - u^2.
\]
Here \(W^s\) and \(W^u\) correspond to center manifolds \(u = h_{s,u}(r^2_1, \epsilon_1)\) of \((u, r_1, \epsilon_1) = (\mp 1, 0, 0)\), respectively. Since \(\mu \in C^{k-1}\) these manifolds are also \(C^{k-1}\) for any \(k \geq 3\), see [8]. Regarding the (non-)uniqueness of \(W^s/u\) within \(r_1 = 0\), we have
\[
\dot{u} = 1 + \frac{1}{2}\epsilon_1 u - u^2,
\]
\[
\dot{\epsilon}_1 = \frac{3}{2}\epsilon_1^2.
\]
Since \(\epsilon_1\) is increasing for \(\epsilon_1 > 0\), we have that \((u, \epsilon_1) = (1, 0)\) is a nonhyperbolic saddle with the center manifold coinciding with the unstable set. \(W^u\) is therefore unique in this case. \((u, \epsilon_1) = (-1, 0)\) on the other hand is a nonhyperbolic unstable node and consequently, \(W^s\) is nonunique.

From the asymptotics of \(\text{Ai}\), see (3.4), it is clear that the right hand side of (4.2) belongs to \(W^u \cap \{r_1 = 0\}\) and since it is unique the result follows. This completes the proof.

Upon blowing down, \(W^u\) provides a desired extension of the unstable manifold \(W^u\). On \(W^u\) we have \(\dot{x} = h_u(r^2_1, \epsilon_1) x\) and therefore upon dividing by \(r_1\) we obtain
\[
\frac{dx}{dr_1} = -\frac{2}{r_1\epsilon_1(r_1)} h_s(r^2_1, \epsilon_1(r_1)) x, \tag{4.3}
\]
with \( \epsilon_1(r_1) = r_1^{-3} \epsilon \) for some \( 0 < \delta < \nu \). Here we have used the conservation of \( \epsilon = r_1^{-1} \epsilon_1 \). We now describe solutions on \( W^u_1 \). For this purpose it is convenient to expand \( h_u \) in the following form

\[
h_u(r_1^2, \epsilon_1) = U_1(\epsilon_1) + U_2(r_1^2) + \epsilon_1 U_3(r_1^2) + r_1^2 \epsilon_1^2 U_4(r_1^2, \epsilon), \tag{4.4}
\]

where

\[
U_1(\epsilon_1) := h_u(0, \epsilon_1) = 1 + \frac{1}{4} \epsilon_1 + \mathcal{O}(\epsilon_1^2),
\]
\[
U_2(r_1^2) := h_u(r_1^2, 0) - h_u(0, 0) = \sqrt{\hat{\mu}(-r_1^2)} - 1,
\]
\[
U_3(r_1^2) := \frac{\partial}{\partial \epsilon_1} h_u(r_1^2, 0) - \frac{\partial}{\partial \epsilon_1} h_u(0, 0) = -\frac{1}{4} r_1^2 \hat{\mu}(-r_1^2)^{-1} \hat{\mu}'(-r_1^2).
\]

With \( U_1, U_2, U_3 \) defined, this expansion just follows from a Taylor-expansion of the difference

\[
h_u(r_1^2, \epsilon_1) - (U_1(\epsilon_1) + U_2(r_1^2) + \epsilon_1 U_3(r_1^2)).
\]

Notice that \( U_2(r_1^2), U_3(r_1^2) = \mathcal{O}(r_1^2) \) but also that \( U_1 \in C^\infty \) (even Gevrey-1 analytic) since the \( r_1 = 0 \)-subsystem is analytic, whereas \( U_i, i = 2, 3 \) are \( C^{k-1} \) smooth. \( U_4 \) is \( C^{k-2} \)-smooth. Since \( y_1 = U_1(\epsilon_1) x \) gives \( W^u_1 \cap \{ r_1 = 0 \} \) we also obtain the following convenient expressions for \( U_1 \) in terms of the Ai-function using \( (3.19) \):

**Corollary 4.2.** \( U_1(\epsilon_1) = \text{Ai}(\epsilon_1^{-2/3})^{-1} \epsilon_1^{1/3} \text{Ai}'(\epsilon_1^{-2/3}) = \frac{3}{2} \epsilon_1^{2/3} \left( \log \text{Ai}(\epsilon_1^{-2/3}) \right)'. \)

We then obtain the following, which in turn proves Theorem 3.1 item \( \text{Ia} \) upon using \( \text{(3.19)} \).

**Lemma 4.3.** For every \( 0 < \epsilon \ll 1 \), there exists a solution

\[
(x(r_1), y_1(r_1), r_1, \epsilon_1(r_1)) \in W^u_1,
\]

of \( \text{(4.1)} \) (using \( r_1 \) as time) of the following form:

\[
x(r_1) = \hat{\mu}(r_1^2)^{-1/4} \text{Ai}(\epsilon_1(r_1)^{-2/3}) e^{-\frac{3}{2} \int_0^{r_1^2} (\sqrt{\mu(-s^2)}-s) ds^2} \left( 1 + \mathcal{O}(\epsilon^{2/3}) \right),
\]
\[
y_1(r_1) = \epsilon_1(r_1)^{1/3} \hat{\mu}(r_1^2)^{1/4} \text{Ai}'(\epsilon_1(r_1)^{-2/3}) e^{-\frac{3}{2} \int_0^{r_1^2} (\sqrt{\mu(-s^2)}-s) ds^2} \times \left( 1 + \mathcal{O}(\epsilon^{2/3}) \right),
\]
\[
\epsilon_1(r_1) = r_1^{-3} \epsilon,
\]

for \( r_1 \in [\epsilon^{1/3} \delta^{-1/3}, \nu] \),
Proof. We simply integrate (4.3) from \( r_{1, \text{out}} := \epsilon^{1/3} \delta^{-1/3} \) to \( r_1 \). This gives

\[
x(r_1) = \exp \left( \frac{2}{3} \int_{\epsilon_1^{-2} U_1(\epsilon_1) \text{de}_1} \right) \exp \left( -\frac{2}{3} \int_{r_{1, \text{out}}}^{r_1} s^2 U_2(s^2) \text{ds} \right) \times
\]

\[
\exp \left( \frac{1}{2} \int_{r_{1, \text{out}}}^{r_1} r_1 \tilde{\mu}(r_1^2) r_1' \text{dr}_1 \right) \exp \left( -2\epsilon \int_{r_{1, \text{out}}}^{r_1} s^{-2} U_4(s^2, s^{-3} \epsilon) \text{ds} \right)
\]

\[
= \text{Ai}(\epsilon_1(r_1)^{-2/3}) \exp \left( -\frac{1}{\epsilon} \int_{r_{1, \text{out}}}^{r_1} \left( \sqrt{-\mu(s^2)} - s \right) \text{ds}^2 \right) \times
\]

\[
\tilde{\mu}(-r_1^2)^{-1/4} \exp \left( -2\epsilon \int_{r_{1, \text{out}}}^{r_1} s^{-2} U_4(s^2, s^{-3} \epsilon) \text{ds} \right).
\]

(In principle, the indefinite integrals should be definite ones also but the difference just produce constants that are independent of \( \epsilon \) and which due to the linearity can be scaled out.) Next, we use that \( |U_4(r_1^2, r_1^{-3} \epsilon)| \leq c \) for all \( r_1 \in [r_{1, \text{out}}, \nu] \) with \( c > 0 \) large enough and

\[
e^{-1} \int_{0}^{r_{1, \text{out}}} O(s^3) \text{ds}^2 = O(\epsilon^{2/3}), \quad \epsilon \int_{r_{1, \text{out}}}^{r_1} s^{-2} \text{ds} = O(\epsilon^{2/3}),
\]

(4.5) for \( r_1 \in [r_{1, \text{out}}, \nu] \). To obtain the expression for \( y_1 \), we first multiply by \( h_2 = U_1(1 + U_1^{-1} U_2 + O(\epsilon^{2/3})) \) using \( \epsilon_1 U_3(r_1^2), r_1^2 \epsilon_2^2 U_4(r_1^2, \epsilon_1) = O(\epsilon^{2/3}) \). The result then follows from Corollary 4.2 and the fact that \( 1 + U_1^{-1} U_2 = \sqrt{\tilde{\mu}(-r_1^2)} + O(r_1^2 \epsilon_1) = \sqrt{\tilde{\mu}(-r_1^2)}(1 + O(\epsilon^{2/3})). \)

4.2. Analysis in chart \( \{ \bar{\epsilon} = 1 \} \). Inserting (3.20) into the extended system (3.17) gives the following equations:

\[
\dot{x} = y_2,
\]

\[
\dot{y}_2 = -t_2 \tilde{\mu}(r_2^2 t_2) x,
\]

\[
\dot{t}_2 = 1,
\]

(4.6) after division of the right hand side by the common factor \( r_2 = \epsilon^{1/3} \). Notice that in this chart, we have \( r_2 = \epsilon^{1/3} \) as a small parameter. In this way, following (3.22), the unstable set \( W^u_l \), from the chart \( \{ \bar{\epsilon} = -1 \} \), becomes an \( r_2 \)-family of two-dimensional manifolds, that we will denote by \( W^u_{r_2}(r_2) \), within the \( (x_2, y_2, t_2) \)-space. Moreover, within compact subsets of the \( (x_2, y_2, t_2) \)-space, it is a smooth \( O(r_2^2) \)-perturbation of the unperturbed space \( W^u_{2}(0) \) given by the set of points \((lx(t_2), ly(t_2), t_2), l \in \mathbb{R},\) with \( x_2(t_2) = \text{Ai}(-t_2), y_2(t_2) = -\text{Ai}'(-t_2) \) as a solution of the unperturbed system:

\[
\frac{dx_2}{dt_2} = y_2,
\]

\[
\frac{dy_2}{dt_2} = -t_2 x_2.
\]

(4.7)

Consider the solution described in Lemma 1.3 in the chart \( \{ \bar{\epsilon} = -1 \} \). Upon using (3.22), we can extend the solution in the coordinates \((x(t_2), y(t_2), t_2)\) of the \( \{ \bar{\epsilon} = 1 \} \)-chart for any \( t_2 \in [-\delta^{-1}, \delta^{-1}] \). We have
Lemma 4.4. The following holds:
\[ x(t_2) = A_i(-t_2) + O(r_2^2), \]
\[ y_2(t_2) = -A_i'(-t_2) + O(r_2^2), \]
uniformly within \( t_2 \in [-\delta^{-1}, \delta^{-1}] \).

Proof. Follows from regular perturbation theory and a straightforward calculation based upon (3.22) and Lemma 4.3. \( \Box \)

This result proves Theorem 3.1 item (1b). Notice that \( W_{u}^3(r_2) \) is given by the set of points \( (lx(t_2), ly(t_2), t_2), l \in \mathbb{R} \), with \( x(t_2), y(t_2) \) described by Lemma 4.4.

4.3. Analysis in the chart \( \{ \bar{t} = 1 \} \). Inserting (3.21) into the extended system (3.17) gives the following equations:
\[ \dot{x} = y_3, \]
\[ \dot{y}_3 = -\hat{\mu}(r_3^2)x - \frac{1}{2}\epsilon_3 y_3, \]
\[ \dot{r}_3 = \frac{1}{2}r_3\epsilon_3, \]
\[ \dot{\epsilon}_3 = -\frac{3}{2}\epsilon_3^2, \]
(4.8)
upon division of the right hand side by the common factor \( r_3 \). Upon using the coordinate change (3.23), we realize that the solution in Lemma 4.4 takes the following form in \( \{ \bar{t} = 1 \} \):
\[ x(\epsilon_3) = A_i(-\epsilon_3^{-2/3}) + O(r_3^2), \]
\[ y_3(\epsilon_3) = \epsilon_3^{1/3} \left( -A_i'(-\epsilon_3^{-2/3}) + O(r_3^2) \right), \]
(4.9)
and \( r_3 = \epsilon_3^{1/3}\epsilon_3^{-1/3} \) for \( \epsilon_3 \geq \delta \). Let \( W_{u}^3 \) denote the unstable manifold in the present chart. It is spanned by \( (lx(\epsilon_3), ly(\epsilon_3), r_3, \epsilon_3), l \in \mathbb{R} \), within \( \epsilon_3 \geq \delta \). Due to the \( C^{k-1} \)-smoothness of \( W_{u}^3 \) in the chart \( \{ \bar{t} = -1 \} \), the dependency on \( r_3^2 \) in the expressions of (4.9) are also \( C^{k-1} \)-smooth. We now extend the solution (4.9) and \( W_{u}^3 \) up to \( r_3 = \nu \); this will allow us to finish the proof of Theorem 3.1.

Let
\[ \lambda_3(r_3^2) := i\sqrt{\hat{\mu}(r_3^2)}, \]
so that \( \bar{\lambda}_3 = -\lambda_3 \). Then in the \( (x, y_3, r_3, \epsilon_3) \)-space, the linearization about any equilibrium point \((0, 0, r_3, 0)\), with \( r_3 \geq 0 \) sufficiently small, has \( \pm \lambda_3(r_3^2) \) as the only nonzero eigenvalues. In particular, consider the invariant \( \epsilon_3 = 0 \) subspace:
\[ \dot{x} = y_3, \]
\[ \dot{y}_3 = -\hat{\mu}(r_3^2)x, \]
\[ \dot{r}_3 = 0. \]
(4.10)
Obviously, if we define \( u \) and \( v \) by
\[ \begin{pmatrix} x \\ y_3 \end{pmatrix} = \begin{pmatrix} 1 \\ \lambda_3(r_3^2) \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}, \]
(4.11)
then (4.10) becomes diagonalized
\[
\begin{align*}
\dot{u} &= \lambda_3(r_3^2)u, \\
\dot{v} &= -\lambda_3(r_3^2)v, \\
r_3 &= 0.
\end{align*}
\]
As advertised below Theorem 3.2, we now extend, in line with the proof of Lemma 2.3, this diagonalization procedure (in an “approximative” way) into \( \epsilon_3 > 0 \).

**Lemma 4.5.** Fix any \( N \in \mathbb{N} \) such that \( k \geq 2N + 3 \) where \( k \) is the degree of smoothness of \( \mu \). Then there exist a locally defined function \( f_N(r_3^2, \epsilon_3) \) being \( C^{k-N-1} \) and Gevrey-1 with respect to \( \epsilon_3 \) uniformly in \( r_3 \geq 0 \), that satisfies \( f_N(r_3^2, 0) = 1 \) for all \( r_3 \), such that the transformation of the following form
\[
\begin{pmatrix}
x \\
y_3
\end{pmatrix} = \begin{pmatrix}
f_N(r_3^2, \epsilon_3) & f_N(r_3^2, \epsilon_3) \\
\lambda_3(r_3^2) & -\lambda_3(r_3^2)
\end{pmatrix}
\begin{pmatrix}
\dot{u} \\
\dot{v}
\end{pmatrix},
\]
(4.12)
brings (4.8) into the near-diagonalized form
\[
\begin{align*}
\dot{u} &= \nu_N(r_3^2, \epsilon_3)u + O(r_3^{2N+1}\epsilon_3^{N+1})u, \\
\dot{v} &= O(r_3^{2N+1}\epsilon_3^{N+1})u + \mathcal{O}_N(r_3^2, \epsilon_3)v.
\end{align*}
\]
(4.13)
Here
\[
\nu_N = \lambda_3(r_3^2)f_N(r_3^2, \epsilon_3) - \frac{1}{2}\epsilon_3 \left( 1 + 2r_3^2\lambda_3(r_3^2)^{-1}\lambda_3'(r_3^2) \right) + O(r_3^{2N+1}\epsilon_3^{N+1}).
\]
as well as the remainder terms \( O(r_3^{2N+1}\epsilon_3^{N+1}) \) in (4.13), are both \( C^{k-N-2} \) and Gevrey-1 with respect to \( \epsilon_3 \) uniformly in \( r_3 \geq 0 \).
In particular, we have the following regarding \( f_N \):
Let \( B_0(\epsilon_1) := f_N(0, \epsilon_1) \). Then \( B_0 \) satisfies
\[
\frac{3}{2}r_3^2B_0' = i(B_0^2 - 1) - \frac{1}{2}\epsilon_3B_0
\]
with \( B_0(0) = 1 \), \( B_0'(0) = -\frac{i}{4} \), and is Gevrey-1, whereas
\[
R_1(r_3^2) := \frac{\partial}{\partial \epsilon_3}f_N(r_3^2, 0) = \frac{1}{4}\lambda_3(r_3^2)^{-1}(1 + 2r_3^2\lambda_3(r_3^2)^{-1}\lambda_3'(r_3^2)),
\]
with \( R_1(0) = B_0'(0) = -\frac{i}{4} \), is \( C^{k-2} \) smooth in \( r_3^2 \).

**Proof.** We will address the required finite smoothness towards the end of the proof. Until then we will assume that \( k = \infty \). In line with (4.11), we seek the desired transformation in the form (4.12) with \( f_N(r_3^2, 0) = 1 \). For simplicity we now drop the subscripts 3 and \( N \).
Inserting (4.12) into (4.8) shows that the \( u,v \)-system is diagonalized if \( f \) with \( f(r^2, 0) = 1 \) satisfies the singular PDE:
\[
\frac{3}{2}r^2f_r^2 - rf_{rr} = \lambda(f^2 - 1) - \frac{1}{2}\epsilon(1 + 2r^2\lambda^{-1}\lambda')f.
\]
(4.14)
By the method of characteristics, this system can be written as a first order system
\[ \dot{f} = \lambda(1 - f^2) + \frac{1}{2} \epsilon(1 + 2r^2\lambda^{-1}\lambda')f, \]
\[ \dot{r} = \frac{1}{2} r\epsilon, \]
\[ \dot{\epsilon} = -\frac{3}{2} \epsilon^2. \]
This system is clearly also the extended system: (2.14), \( \dot{\epsilon} = 0 \) written in the \( t = 1 \)-chart.

Here and in the following, we use the notation \( g'x = \frac{\partial g}{\partial x} \) for partial derivatives of a smooth function \( g \) with respect to \( x \). We will not aim to solve (4.14) exactly (which is even an open problem for (2.13) in the smooth setting anyway) and will instead obtain appropriate “quasi-solutions” of (4.14). We define these functions as follows: Write (4.14) as
\[ F(f, r^2, \epsilon) = 0. \]
We then say that \( f(r^2, \epsilon) \) (of the class described in the lemma) is a “quasi-solution” of order \( O(\epsilon^M) \) with \( L, M \in \mathbb{N} \) if
\[ F(f(r^2, \epsilon), r^2, \epsilon) = O(\epsilon^M). \]

Notice, due to singular nature of the left hand side of (4.14), that if \( f(r^2, \epsilon) \) is a quasi-solution of order \( O(\epsilon^M) \), then so is any smooth function of the form \( f(r^2, \epsilon) + O(\epsilon^M) \) (we gain factors of \( r^2 \) and \( \epsilon \), that we lose upon differentiation, through the factors of the partial derivatives). In the following we will construct two separate \((R)\) and \((B)\) “quasi-solutions”, in this sense, that solve (4.14) up to order \( O(\epsilon^M) \) and \( O(\epsilon^{2L}) \), respectively. Then upon combining these transformations, in an appropriate (and obvious) way, we achieve the desired “quasi-solution” of (4.14) leaving a remainder of order \( O(\epsilon^N) \) (upon setting \( L = M = N + 1 \)).

For the first quasi-solution \((R)\), we insert
\[ f = \sum_{m=0}^{M-1} R_m(r^2)\epsilon^m, \]
with \( R_0(r^2) = 1 \) for all \( r^2 \) into (4.14). This gives
\[ \frac{3}{2} \sum_{m=1}^{M-1} (m-1)R_{m-1}\epsilon^m = r^2 \sum_{m=1}^{M-1} R_{m-1}\epsilon^m + \lambda(r^2) \sum_{m=1}^{M-1} \left( 2R_m + \sum_{l=1}^{m-1} R_lR_{m-l} \right)\epsilon^m \]
\[ - \frac{1}{2} \left( 1 + 2r^2\lambda^{-1}\lambda' \right) \sum_{m=1}^{M-1} R_{m-1}\epsilon^m + O(\epsilon^M). \]
Consequently, by collecting coefficients of \( \epsilon^m, m = 1, \ldots, M - 1 \), we obtain the recursive formula for the unknowns \( R_m \):
\[ R_m = -\frac{1}{2} \sum_{l=1}^{m-1} R_lR_{m-l} + \frac{3}{4} \lambda^{-1}(m-1)R_{m-1} - \frac{1}{2} \lambda^{-1}r^2R'_{m-1} \]
\[ - \frac{1}{4} \lambda^{-1} \left( 1 + 2r^2\lambda^{-1}\lambda' \right) R_{m-1}, \]
for \( m = 1, \ldots, M - 1 \) starting from \( R_0 = 1 \). In this way, (4.15) is a “quasi-solution” of order \( O(\epsilon^M) \). Notice we have the following:
Lemma 4.6. Let \( g(r^2, \epsilon) \) be any smooth function whose \((M - 1)\)th order Taylor-polynomial with respect to \( \epsilon \), having \( r^2 \)-dependent coefficients, coincide with \((4.15)\). Then the composition \( F(g(r^2, \epsilon), r^2, \epsilon) \) is of order \( O(\epsilon^M) \) uniformly with respect to \( r^2 \).

Proof. We simply Taylor-expand \( F(g(r^2, \epsilon), r^2, \epsilon) \) with respect to \( \epsilon \). Since \( g \) coincide with \((4.15)\), where \( R_m, m = 0, \ldots, M - 1 \) are precisely chosen to eliminate all terms up to order \( \epsilon^{M-1} \), the result follows. \( \Box \)

Next, for the second quasi-solution \((B)\) we insert \( f = L - 1 \sum_{l=0}^{L-1} B_l(\epsilon) r^{2l} \) with \( B_0(0) = 1 \) and \( B_l(0) = 0 \) for \( l = 1, \ldots, L - 1 \), into \((4.14)\). We expand all smooth functions in \( r^2 \) in power series. In this way, we obtain the following equation for \( B_0 \)

\[
\frac{3}{2} r^2 B'_0 = i(B_0^2 - 1) - \frac{1}{2} \epsilon B_0,
\]

and that all equations for \( B_l, l = 1, \ldots, L - 1 \) are linear in \( B_l \), and can be written in the following form

\[
\frac{3}{2} r^2 B'_l = 2i F_l(\epsilon, B_0, B_1, \ldots, B_{l-1}) B_l + G_l(\epsilon, B_0, B_1, \ldots, B_{l-1}),
\]

for \( l = 1, \ldots, L - 1 \). Here \( F_l \) and \( G_l \) are polynomials satisfying \( F_l(0,1,0) = 1 \) and \( G_l(0,1,0) = 0 \). The equations \((4.19), (4.20)\) satisfy the conditions for a generalized (elliptic) center manifold of \([12, Proposition 6.2]\), see also \([50, Theorem 1.1], [3, Chapter 8] \) and \([6, Theorem 1]\). In particular, there is formal power series solution \((\tilde{B}_0, \tilde{B}_1, \ldots, \tilde{B}_{L-1})\) of \((4.19), (4.20)\) which is 1-summable in any direction except for the positive imaginary axes; see references for further details. This result is also a corollary of \([5, Theorem 3]\). For our purposes, the following statement suffices.

Lemma 4.7. Suppose that \( F: U \to \mathbb{C}^n \) is an analytic function defined in an open neighborhood \( U \) of \((0,0) \in \mathbb{C} \times \mathbb{C}^n \) satisfying

\[
F(0,0) = 0, D_y F(0,0) = \text{diag}(i\omega_1, \ldots, i\omega_n),
\]

with each \( \omega_i \neq 0 \), and consider

\[
x^2 \frac{dy}{dx} = F(x,y),
\]

or equivalently

\[
\dot{x} = x^2, \\
\dot{y} = F(x,y).
\]

Then there exists an \( x_0 > 0 \) and an invariant manifold of the graph form \( y = Y(x), \) \( x \in [0,x_0] \), with \( Y \) Gevrey-1, specifically \( Y(0) = 0 \).

Since the statement is crucial to our approach, we include a relatively simple proof – based upon \([5]\) and a fixed-point argument in the “Borel-plane” – in Appendix A.

Applying Lemma 4.7 to \((4.19), (4.20)\) therefore shows the existence of a Gevrey-1 invariant manifold which we shall just write as \((B_0(\epsilon), B_1(\epsilon), \ldots, B_{L-1}(\epsilon))\), \( \epsilon \in \)
Lemma 4.8. Let \( h(r^2, \epsilon) \) be any smooth function whose \((L - 1)\)th order Taylor-polynomial with respect to \( r^2 \), having \( \epsilon \)-dependent coefficients, coincide with (4.18). Then the composition \( F(h(r^2, \epsilon), r^2, \epsilon) \) is of order \( O(r^{2L}) \) uniformly with respect to \( \epsilon \).

Proof. We Taylor-expand the smooth function \( F \) of order (4.23) satisfies the conditions of Lemma 4.6: 

1. From the second quasi-solution \((4.23)\), due to the quasi-solution \((B)\), we illustrate the role of the terms in (4.23) in Table 1. The purpose of the first \( L \) terms, due to the quasi-solution \((B)\), is to solve (4.14) exactly up to terms of order \( r^{2L} \). We then remove terms (already accounted for) of order \( r^{2L} \), from the second quasi-solution \((R)\), see the final term in (4.23). Consequently, (4.23) satisfies the conditions of Lemma 4.6

\[
F(f(r^2, \epsilon), r^2, \epsilon) = O(\epsilon^M),
\]

as well as those in Lemma 4.8

\[
F(f(r^2, \epsilon), r^2, \epsilon) = O(r^{2L}).
\]

Hence, by Taylor expanding the remainder terms of (4.24) with respect to \( r^2 \) and using (4.25), we obtain

\[
F(f(r^2, \epsilon), r^2, \epsilon) = O(r^{2L} \epsilon^M),
\]
as claimed. Upon setting \( L = N + 1 \) and \( M = N + 1 \), the function (4.23) therefore gives the desired “quasi-solution” of (4.14) of order \( O(r^{2L} \epsilon^M) = O((r^{2L} \epsilon^{N + 1})) \) (the \( \times \)'s in Table 1).

This completes the proof of Lemma 4.5 in the \( C^\infty \)-case. In the case of finite smoothness, we recall that \( \mu \) is \( C^{k-1} \). Hence the equation \( F(f, r^2, \epsilon) \) is \( C^{k-2} \)-smooth in \( r^2 \) due to the \( \chi^m \)-term. Consequently, a sufficient condition for (4.25) to hold with \( L = N + 1 \) and \( f \) polynomial in \( r^2 \) as in (4.18) is that \( k \geq N + 3 \). At the same time, it is clear that \( R_1 \in C^{k-2} \) and by induction we find \( R_m \in C^{k-1 - m} \) for each \( m \leq N \leq k - 1 \). (4.23) is therefore \( C^{k-N-1} \) and upon composing this with \( F(\cdot, r^2, \epsilon) \), we obtain a \( C^{k-N-2} \)-smooth function, losing one degree of smoothness due to the \( f^r \)-term in the definition of \( F \). Consequently, a sufficient condition for the expansion in (4.26) with \( L = M = N + 1 \) is that \( k - N - 2 \geq N + 1 \), i.e. \( k \geq 2N + 3 \). This completes the proof.

Remark 4.9. The method we use is akin to normal form theory. The linearization of the system (4.8) has eigenvalues \( \pm i, 0.0 \) (semi-simple) and by normal form theory, see e.g. [24], it follows that for each \( M \in \mathbb{N} \) there is a linear mapping
A DYNAMICAL SYSTEMS APPROACH TO WKB-METHODS: THE SIMPLE TURNING POINT

\[
\begin{array}{cccccccccc}
 r_3^{2n} & \epsilon_3^n & 0 & \epsilon_3 & \cdots & \epsilon_3^{M-1} & \epsilon_3^M & \cdots \\
 r_3^0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 r_3^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 \vdots & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 r_3^{2(L-1)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 r_3^f & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 \vdots & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

Table 1. Illustration of our strategy for diagonalization in the entry chart \( \{ t = 1 \} \). See text for further description.

\((x, y_3) \mapsto (q, p)\), with coefficients that are each \( N \)th degree polynomials in \((r_3^2, \epsilon_3)\), such that

\[
\begin{align*}
\dot{q} &= \bar{\nu}_N(r_3^2, \epsilon_3)p, \\
\dot{p} &= -\bar{\nu}_N(r_3^2, \epsilon_3)q,
\end{align*}
\]

with \( \bar{\nu}_N \) polynomial of degree \( N \), up to remainder terms of order \( \mathcal{O}((r_3^2, \epsilon_3)^{N+1}) \). Introducing \( u = q + ip, v = q - ip \) produces equations of the form (4.13) upon truncation of the remainder. However, polynomial transformations and more specifically remainder terms of the form \( \mathcal{O}((r_3^2, \epsilon_3)^{N+1}) \), obtained by this standard theory, are not adequate for our purposes. Indeed, whereas these remainder terms can be made as small as desired by restricting the domain further and by increasing \( N \), they are not uniformly small with respect to the small parameter \( \epsilon = r_3^3 \epsilon_3 \). For this we need remainder terms that vanish (like those of the form \( \mathcal{O}(r_3^2 N^N \epsilon_3^{N}) \) in (4.13)) along jets with respect to both \( r_3 \) and \( \epsilon_3 \).

Remark 4.10. In the smooth case \( \mu \in C^\infty \), it is a consequence of the previous lemma and the blowup method, that \( f = f(r_3^2, \epsilon_3) \) has a formal expansion in \( \epsilon_3 \) of the form

\[
f(r_3^2, \epsilon_3) = \sum_{m=0} R_m(r_3^2) \epsilon_3^m,
\]

with each \( R_m \) smooth. Setting \( \tilde{f}(t, \epsilon) = f(r_3^2, \epsilon_3) \), dropping the tilde and inserting the formal series into (2.10) gives the formal expansion of \( \nu \)

\[
\nu(t, \epsilon) = \sum_{m=0} \lambda_3(t) R_m(t) t^{\frac{1-3m}{2}} \epsilon^m - \frac{1}{2} \epsilon t^{-1} (1 + 2t \lambda_3(t)^{-1} \lambda_3'(t)) \quad (4.27)
\]

for \( \lambda(t) = \sqrt{t} \lambda_3(t), \lambda_3(0) = i \), using \( t = r_3^2, \epsilon = r_3^3 \epsilon_3 \). In other words, the blowup method tells us directly how the terms \( \tilde{\nu}_m(t) \) of the formal expansion \( \nu(t, \epsilon) = \sum_{m=0} \tilde{\nu}_m(t) \epsilon^m \) (which is unique) depend upon \( t \) in the limit \( t \to 0^+ \).
In particular by \(4.27\) we have
\[
\hat{\nu}_0(t) = t^\lambda \lambda_3(t) = \lambda(t), \quad \hat{\nu}_1(t) = \lambda_3(t)R_1(t)t^{-\frac{3}{2}} - \frac{1}{2}t^{-1}(1 + 2t\lambda_3(t)^{-1}\lambda_3'(t)),
\]
and
\[
\hat{\nu}_m(t) = \lambda_3(t)R_m(t)t^{-\frac{1-3m}{2}} \quad \text{for all} \quad m \geq 2.
\]
Then by expanding \(\lambda_3(t)R_m(t)\) into formal power series of \(t\), we can write each \(\hat{\nu}_m\) as a Laurent series
\[
\hat{\nu}_m(t) = \sum_{l=0}^{\infty} \tilde{\nu}_{m,l} t^{-\frac{1-3m+2l}{2}} \quad \text{in } \sqrt{t} \text{ with a finite principle part:}
\]
\[
P(\tilde{\nu})_m(t) := \sum_{l=0}^{\lfloor \frac{m-2}{2} \rfloor} \tilde{\nu}_{m,l} t^{-\frac{1-3m+2l}{2}},
\]
i.e. there are only finitely many terms with negative exponents \(t^{-\frac{3}{2}}\), \(q \in \mathbb{N}\).

We will need the following in our proof of Theorem 3.2 later on:

**Lemma 4.11.** The principle part \(P(\tilde{\nu})_m\) of the Laurent series expansion of \(\hat{\nu}_m\) in
\(\sqrt{t}\) includes a nonzero \(t^{-1}\)-term if and only if \(m = 1\).

**Proof.** There is \(t^{-1}\)-term in \(P(\tilde{\nu})_m\) only if
\[
1 - 3m + 2l = -2.
\]
If \(m\) is even, then the left hand side of this equation is an odd number while the right hand side is even. We therefore consider \(m = 2n + 1\) odd and use \(2.17\):
\[
\sum_{n=0}^{\infty} \int \tilde{\nu}_{2n+1}(t)dt e^{2n+1} = -\frac{\epsilon}{2} \log |\sum_{n=0}^{\infty} \tilde{\nu}_{2n}(t)e^{2n}dt|
\]
\[
= -\frac{\epsilon}{2} \log |\lambda(t)| - \frac{\epsilon}{2} \log |1 + \sum_{n=1}^{\infty} \lambda(t)^{-1}\tilde{\nu}_{2n}(t)e^{2n}dt|. \quad (4.28)
\]
The Laurent expansion of \(\tilde{\nu}_{2n+1}(t)\) in \(t^{\frac{1}{2}}\) contains a nonzero \(t^{-1}\)-term if and only if \(\int \tilde{\nu}_{2n+1}(t)dt\) has a nonzero \(\log(t)\)-term in its expansion. For \(n = 0\), we have
\[
\int \tilde{\nu}_1(t)dt = -\frac{1}{2} \log |\lambda(t)| = -\frac{1}{4} \log t - \frac{1}{2} \log |\lambda_3(t)|,
\]
and \(\tilde{\nu}_1\) therefore includes a nonzero \(t^{-1}\)-term in its Laurent expansion. For \(n \geq 1\), there are no log-terms on the right hand side of \(4.28\). Indeed, since \(\tilde{\nu}_{2n}(t)\) is a Laurent series in \(t^{\frac{1}{2}}\), the last term in \(4.28\) is of the form \(\sum_{n=1}^{\infty} L_n(t)e_{2n+1}\) with each \(L_n\) being a Laurent series in \(t^{\frac{1}{2}}\); \(L_n\) can be expressed in terms of \(\tilde{\nu}_0, \tilde{\nu}_2, \ldots, \tilde{\nu}_{2n}\) and \(\lambda\), but the details are not important.

\[\square\]

As in the chart \(\{\hat{t} = -1\}\) and the expansion of \(h_u\), recall \(4.4\), it will also be useful to expand \(\nu_N\) in a similar way:
\[
\nu_N(r_3^2, \epsilon_3) = T_1(\epsilon_3) + T_2(r_3^2) + \epsilon_3 T_3(r_3^2) + r_3^2 \epsilon_1^2 T_4(r_3^2, \epsilon_3). \quad (4.29)
\]
Proof. The remainder term of $\nu_N(\epsilon_3)$ is Gevrey-1 in $\epsilon_3$. 

\[ T_1(\epsilon_3) := \nu_N(0, \epsilon_3) = i B_0(\epsilon_3) - \frac{1}{2} \epsilon_3 = i - \frac{1}{4} \epsilon_3 + O(\epsilon_3^2), \tag{4.30} \]
\[ T_2(r_3^2) := \nu_N(r_1, 0) - \nu_N(0, 0) = \lambda_3(r_3^2) - i, \]
\[ T_3(r_3^2) := \frac{\partial}{\partial \epsilon} \nu_N(r_3^2, 0) - \frac{\partial}{\partial \epsilon} \nu_N(0, 0) = -\frac{1}{2} r_3^2 \lambda_3(r_3^2)^{-1} \lambda_3'(r_3^2), \]

with $T_2(r_3^2), T_3(r_3^2) = O(\epsilon_3^2)$. With $T_1, T_2, T_3$ defined by these expressions, the expansion (4.29) follows from a Taylor-expansion of the difference

\[ \nu_N(r_3^2, \epsilon_3) - (T_1(\epsilon_3) + T_2(r_3^2) + \epsilon_3 T_3(r_3^2)). \]

Specifically, since $\nu_N \in C^{k-N-2}$ whenever $k \geq 2N+3$, it follows that $T_4$ is $C^{k-N-3}$-smooth, being in fact Gevrey-1 with respect to $\epsilon_3$ uniformly in $r_3^2 \geq 0$.

Consider $r_3 = 0$:

\[ \dot{x} = y_3, \]
\[ \dot{y}_3 = -x - \frac{1}{2} \epsilon_3 y_3, \tag{4.31} \]
\[ \dot{\epsilon}_3 = -\frac{3}{2} \epsilon_3. \]

For this invariant subsystem, Lemma 4.5 shows that the transformation $(x, y_3, \epsilon_3) \mapsto (u, v, \epsilon_3)$ defined by

\[ \begin{pmatrix} x \\ y_3 \end{pmatrix} = \begin{pmatrix} B_0(\epsilon_3) & \overline{B}_0(\epsilon_3) \\ i & -i \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}, \tag{4.32} \]

diagonalizes this subsystem:

\[ \dot{u} = T_1(\epsilon_3)u, \]
\[ \dot{v} = T_1(\epsilon_3)v. \tag{4.33} \]

In the following, let

\[ A_1(\epsilon_3) := \exp \left( -\frac{2}{3} \int \epsilon_3^{-2} T_1(\epsilon_3) d\epsilon_3 \right). \]

$u = A_1(\epsilon_3), v = 0$ is then a solution of (4.33). Using (4.32), we therefore obtain solutions $x_C$ and $y_{3,C}$ of (4.31) as follows

\[ x_C(\epsilon_3) := B_0(\epsilon_3) A_1(\epsilon_3), \tag{4.34} \]

and

\[ y_{3,C}(\epsilon_3) := \frac{3}{2} \epsilon_3^2 x_C'(\epsilon_3) = i A_1(\epsilon_3), \tag{4.35} \]

using (4.12) with $\lambda_3(0) = i$ in the last equality. By invoking the expansion of $T_1$ in (4.30), we shall fix the integration defining $A_1$ such that

\[ A_1(\epsilon_3) = \epsilon_3^{1/6} \exp \left( i \left( \frac{2}{3} \epsilon_3^{-1} - \frac{\pi}{4} \right) \right) (1 + O(\epsilon_3)). \tag{4.36} \]

Lemma 4.12. The remainder term of $\nu_N(\epsilon_3)$ is Gevrey-1 in $\epsilon_3$.

Proof. The factor $1 + O(\epsilon_3)$ in (4.36) can be written as

\[ \exp \left( -\frac{2}{3} \int_0^{\epsilon_3} T_{1,2}(s) ds \right), \]

where $\epsilon_3^2 T_{1,2}(\epsilon_3)$ denotes the Gevrey-1 smooth remainder function in (4.30). \qed
From (4.36), we obtain the following expansion
\[
x_C(\epsilon_3) = \epsilon_3^{1/6} \exp \left( i \left( \frac{2}{3} \epsilon_3^{-1} - \frac{\pi}{4} \right) \right) \left( 1 + \mathcal{O}(\epsilon_3) \right),
\]
with remainder terms that are also smooth in \( \epsilon_3 \). The asymptotics (4.37) correspond to a unique solution, which can be related to the Airy-functions \( \text{Ai} \) and \( \text{Bi} \). We expect that this is known among experts (see e.g. [11]), but give a direct proof, only based upon Lemma 4.7.

**Lemma 4.13.** \((x_C(\epsilon_3), y_{3,C}(\epsilon_3))\) solves (4.31) upon eliminating time and by linearity so do \((\text{Re} x_C(\epsilon_3), \text{Re} y_{3,C}(\epsilon_3))\) and \((\text{Im} x_C(\epsilon_3), \text{Im} y_{3,C}(\epsilon_3))\). In particular,
\[
x_C(\epsilon_3) = \sqrt{\frac{2}{3}}(\text{Ai}(-\epsilon_3^{-2/3})),
\]
\[
y_{3,C}(\epsilon_3) = -\sqrt{\frac{2}{3}}(\text{Ai}(-\epsilon_3^{-2/3})).
\]

**Proof.** The first statements of the lemma are trivial. In the following we therefore only prove (4.38). Notice that (4.39) follows the first equality in (4.35).

From (4.37), using (3.5) and (3.6) together with (3.23), it follows that the equality (4.38) holds up to terms of order \( \epsilon_3^{-7/6} \). Write
\[
\epsilon_3^{7/6} X(\epsilon_3) := x_C(\epsilon_3) - \sqrt{\pi} \left( \text{Ai}(-\epsilon_3^{-2/3}) - i \text{Bi}(-\epsilon_3^{-2/3}) \right).
\]

Then it follows that \( X \) is bounded and by linearity \( \epsilon_3^{7/6} X(\epsilon_3) \) is also a solution of (4.31) when written as a second order equation for \( x(\epsilon_3) \). Consequently, we obtain the following equations for \( X \) and \( Y := -\frac{3}{4} \epsilon_3^2 X' - \frac{7}{4} \epsilon_3 X \):
\[
\dot{X} = Y + \frac{7}{4} \epsilon_3 X,
\]
\[
\dot{Y} = -X + \frac{5}{4} \epsilon_3 Y,
\]
\[
\dot{\epsilon}_3 = -\frac{3}{2} \epsilon_3^2.
\]

We proceed as in the proof of Lemma 4.5 and seek a diagonalization of this system by the following form:
\[
\begin{pmatrix} X \\ Y \end{pmatrix} = \begin{pmatrix} F(\epsilon_3) & F(\epsilon_3) \\ i & -i \end{pmatrix} \begin{pmatrix} U \\ V \end{pmatrix},
\]
with \( F(0) = 1 \). The proof follows Lemma 4.5 so we leave out further details but obtain
\[
\dot{U} = \left( i + \frac{3}{2} \epsilon_3 + \mathcal{O}(\epsilon_3^2) \right) U,
\]
\[
\dot{V} = \left( -i + \frac{3}{2} \epsilon_3 + \mathcal{O}(\epsilon_3^2) \right) V.
\]

Therefore
\[
\frac{d}{d\epsilon_3} UV = -2 \epsilon_3^{-1} (1 + \mathcal{O}(\epsilon_3)) UV.
\]
Consequently, \( UV \) is bounded for \( \epsilon_3 \to 0 \) iff \( UV \equiv 0 \) iff \( X \equiv 0 \), completing the proof. \( \square \)
We first solve the truncated system and then define a transformation based on it. Consider the following differential equations:

\[
\begin{align*}
\frac{du}{dr_3} &= \frac{2}{r_3\epsilon_3(r_3)}\nu_N(r_3, \epsilon_3(r_3))u + O(r_3^{2N+1}\epsilon_3(r_3)^N)v, \\
\frac{dv}{dr_3} &= O(r_3^{2N+1}\epsilon_3(r_3)^N)u + \frac{2}{r_3\epsilon_3(r_3)}\nu_N(r_3, \epsilon_3(r_3))v,
\end{align*}
\]

obtained by dividing the equations for \(u, v\) by \(r_3\). Here from the conservation of \(\epsilon = r_3^\alpha\epsilon_3\) we have introduced \(\epsilon_3(r_3) := r_3^{-\frac{3}{\alpha}}\epsilon\).

**Lemma 4.14.** Fix \(\nu > 0\) small enough. For all \(\epsilon > 0\) small enough, let \(r_{3,\text{in}} = \epsilon^{1/3}\delta^{-1/3}\) and define

\[
F_3(r_3) := \sqrt{\frac{\mu(r_{3,\text{in}})}{\tilde{\mu}(r_3^3)}} \exp \left( \frac{1}{\epsilon} \int_{r_{3,\text{in}}}^{r_3} \left( \sqrt{\mu(s^2) - s} \right) ds \right)
\times \exp \left( \int_{r_{3,\text{in}}}^{r_3} s^{-3}cT_3(s^2, s^{-3}\epsilon)ds \right).
\]

Finally, let \(u(r_{3,\text{in}}) = u_{\text{in}}, v(r_{3,\text{in}}) = v_{\text{in}}\) denote an initial condition. Then:

1. The corresponding solution \((u(r_3), v(r_3))\) of (4.41) with \((u(r_{3,\text{in}}), v(r_{3,\text{in}})) = (u_{\text{in}}, v_{\text{in}})\) satisfies

\[
\begin{align*}
u(r_3) &= (A_1(\epsilon_3(r_3))F_3(r_3)A_1(\delta)^{-1} + O(r_{3,\text{in}}^2)) \left( u_{\text{in}} + O(r_{3,\text{in}}^2)\right), \\
v(r_3) &= (\overline{A}_1(\epsilon_3(r_3))\overline{F}_3(r_3)\overline{A}_1(\delta)^{-1} + O(r_{3,\text{in}}^2)) \left( v_{\text{in}} + O(r_{3,\text{in}}^2)\right),
\end{align*}
\]

for \(r_3 \in [r_{3,\text{in}}, \nu]\). If \(v_{\text{in}} = \overline{v}_{\text{in}}\) then \(v(r_3) = \overline{v}(r_3)\) for all \(r_3 \in [r_{3,\text{in}}, \nu]\).

2. \(F_3(r_3)\) has the following expansion:

\[
F_3(r_3) = \tilde{\mu}(r_3^2)^{-1/4} \exp \left( \frac{1}{\epsilon} \int_{0}^{r_3^2} \left( \sqrt{\mu(s^2) - s} \right) ds \right) \left( 1 + O(r_{3,\text{in}}^2)\right).
\]

as \(r_{3,\text{in}} \to 0\).

Assume next, that \(t \mapsto \mu(t, E)\), with \(\mu(0, E) = 0, \frac{\partial \mu}{\partial t}(0, E) = 1\) for all \(E \in D\), is \(C^\infty\), jointly in \(t\) and \(E\). Consider \(r_3 = \nu > 0\) fixed small enough.

3. Let \(L = \frac{N}{2} + 1.1\). Then the \(O(r_{3,\text{in}}^2)\)-remainder term in the expansion of \(F_3\) in (4.46) is of the form \(r_{3,\text{in}}^2\overline{F}_3(r_{3,\text{in}}, E)\) with \(\overline{F}_3 \in C^L\).

4. Let \(M = \frac{N}{2} - 0\). Then for fixed \(r_3 > 0\), each \(O(r_{3,\text{in}}^2)\)-remainder term in (4.49) \(C^M\)-smooth with respect to and \(r_{3,\text{in}}\) and \(E\), with the order of the remainder changing upon differentiation as follows:

\[
\frac{\partial^{i+j}}{\partial r_{3,\text{in}}^i \partial E^j} O(r_{3,\text{in}}^2) = O(r_{3,\text{in}}^{2N-4i-3j}),
\]

for all \(0 \leq i + j \leq M\).

**Proof.** We first solve the truncated system and then define a transformation based on this: Consider therefore

\[
Q(r_3) := \exp \left( \int_{r_{3,\text{in}}}^{r_3} \frac{2}{r_3\epsilon_3(r_3)}\overline{\nu}_N(r_3, \epsilon_3(r_3))dr_3 \right),
\]

where \(\nu_N(r_3, \epsilon_3(r_3)) = r_3^{2N+1}\epsilon_3(r_3)^N\).
and define \((\tilde{u}, \tilde{v})(r_3)\) by
\[
  u(r_3) = Q(r_3)\tilde{u}(r_3), \quad v(r_3) = Q(r_3)\tilde{v}(r_3).
\]

Then
\[
  \frac{d\tilde{u}}{dr_3} = O(r^{2N}_{3,\mathrm{in}})Q(r_3)^{-1}Q(r_3)\tilde{u},
\]
\[
  \frac{d\tilde{v}}{dr_3} = O(r^{2N}_{3,\mathrm{in}})Q(r_3)^{-1}Q(r_3)\tilde{u}.
\]

Since \(|Q(r_3)^{-1}Q(r_3)| = 1\), it is straightforward to integrate these equations from \(r_{3,\mathrm{in}}\) to \(r_3\) and estimate
\[
  \tilde{u}(r_3) = (1 + O(r^{2N}_{3,\mathrm{in}}))\tilde{u}(r_{3,\mathrm{in}}) + O(r^{2N}_{3,\mathrm{in}})\tilde{v}(r_{3,\mathrm{in}}),
\]
\[
  \tilde{v}(r_3) = (1 + O(r^{2N}_{3,\mathrm{in}}))\tilde{u}(r_{3,\mathrm{in}}) + O(r^{2N}_{3,\mathrm{in}})\tilde{v}(r_{3,\mathrm{in}}),
\]
for all \(r_3 \in [r_{3,\mathrm{in}}, \nu]\). To complete the proof of item (1), the only thing left is therefore to expand \(Q\) \((4.47)\). Using \((4.29)\), we obtain
\[
  Q(r_3) = \exp \left( \int_{r_{3,\mathrm{in}}}^{r_3} \frac{2}{r^3_{3,\mathrm{in}}} T_1(\epsilon_3(s))ds \right) \times
\]
\[
  \exp \left( \int_{r_{3,\mathrm{in}}}^{r_3} \frac{2}{s^2 c_3(s)} \left( \sqrt{\bar{\mu}(s^2)} - 1 \right) ds \right) \exp \left( -\int_{r_{3,\mathrm{in}}}^{r_3} \frac{s \bar{\mu}'(s^2)}{2\bar{\mu}(s^2)} ds \right) \times
\]
\[
  \exp \left( \int_{r_{3,\mathrm{in}}}^{r_3} 2s^{-2} T_4(s^2, s^{-3}) ds \right)
\]
\[
= \exp \left( -\frac{2}{3} \int_{\delta}^{r_{3,\mathrm{in}}} \frac{1}{s^2} T_1(s) ds \right) \times
\]
\[
  \exp \left( \int_{r_{3,\mathrm{in}}}^{r_3} \frac{1}{\epsilon} \int_{r_{3,\mathrm{in}}}^{r_3} \left( \sqrt{\bar{\mu}(s^2)} - s \right) ds^2 \right) \exp \left( -\int_{r_{3,\mathrm{in}}}^{r_3} \frac{\bar{\mu}'(s^2)}{4\bar{\mu}(s^2)} ds^2 \right) \times
\]
\[
  \exp \left( \int_{r_{3,\mathrm{in}}}^{r_3} s^{-3} c_4(s^2, s^{-3}) ds^2 \right)
\]
\[
= A_1(\epsilon_3(r_3)) A_1(\delta)^{-1} F_3(r_{3,\mathrm{in}}).
\]

We recall that \(\epsilon = r^{3}_{3,\mathrm{in}} \delta\).

For the proof of item (2), we notice from \((4.44)\) that the factor \(1 + O(r^{2}_{3,\mathrm{in}})\) in \((4.46)\) is given by
\[
  \sqrt{\bar{\mu}(r^{2}_{3,\mathrm{in}})} \exp \left( -\frac{1}{\epsilon} \int_{0}^{r^{2}_{3,\mathrm{in}}} \left( \sqrt{\bar{\mu}(s^2)} - s \right) ds^2 \right) \exp \left( \int_{r^{2}_{3,\mathrm{in}}}^{r^{2}_{3,\mathrm{in}}} s^{-3} c_4(s^2, s^{-3}) ds^2 \right).
\]

To prove \((4.46)\), we show that each factor is of the form \(1 + O(r^{2}_{3,\mathrm{in}})\). The first factor is obvious. (It is even \(C^{k-1}\)-smooth as a function of \(r^{2}_{3,\mathrm{in}}\) since \(\bar{\mu}\) is so.) For the second factor, we write
\[
  \sqrt{\bar{\mu}(s^2)} - s = s \left( \sqrt{\bar{\mu}(s^2)} - 1 \right) := s^3 \mathcal{P}(s^2),
\]
for some $\vec{\mu}$, seeing that $\vec{\mu}(0) = 1$. If $\mu$ is $C^k$ then $\vec{\mu}$ is $C^{k-2}$. We have
\[
\exp\left(-\frac{i}{\epsilon} \int_0^{r_{3,\text{in}}^2} \left( \sqrt{\mu(s^2) - s} \right) ds^2 \right) = \exp\left(-ir_{3,\text{in}}^2 \delta^{-1} \int_0^1 s^3 \vec{\mu}(r_{3,\text{in}}^2 s^2) ds^2 \right).
\] (4.52)

This expression gives the desired form $1 + \mathcal{O}(r_{3,\text{in}}^2)$. (In fact, by Leibniz rule of differentiation, (4.52) is $C^{k-2}$-smooth as a function of $r_{3,\text{in}}^2$ whenever $\mu \in C^k$.) Finally, the bound $1 + \mathcal{O}(r_{3,\text{in}}^2)$ of the third factor in (4.51) follows directly from
\[
\int_{r_{3,\text{in}}^2}^{r_{3,\text{in}}^2} s^{-3} \mathcal{O}(r_{3,\text{in}}^2) ds^2 = \mathcal{O}(r_{3,\text{in}}^2),
\]
upon using a uniform bound on $T_4$. This completes the proof of (4.46) in item (2).

We now turn to the proof of item (3), assuming that $\mu = \mu(t, E)$ is $C^\infty$. We prove this by showing that each of the factors of (4.51) with $r_3 = \nu > 0$ fixed are smooth functions of $r_{3,\text{in}}$ and $E$, specifying the degree of smoothness for each factor. The first factor is clearly $C^\infty$, see discussion above. To see that the second factor is also $C^\infty$, we use (4.52) which still holds under the assumptions on $\mu$ with $\vec{\mu}(t, E)$ being $C^\infty$. We now turn to the third factor. Notice first that $T_4$ is $C^\infty$ under the assumptions, jointly in $r_{3,\text{in}}^2, \epsilon_3$ and $E$. By scaling $r_{3,\text{in}}$, $s^2$, and redefined $T_4$ based upon these scalings, we achieve $r_{3,\text{in}} = r$, $\nu = 1$ and $\delta = 1$ and write the relevant integral in the following form:
\[
\int_{r^2}^{r_{3,\text{in}}^2} s^{-3} r_3^3 T_4(s^2, s^{-3} r_3^2) ds^2.
\] (4.53)
The dependency on $E$ is regular, and we will therefore obtain the desired result when we have demonstrated the smoothness properties with respect to $r$. (In fact, we can replace $T_4$ with $\partial T_4/\partial E$ without any changes to our arguments.) For this reason, $E$ is therefore suppressed in the following. $T_4$ remains $C^\infty$, now on the domain $[0, 1]^2$.

The full details of the proof is delayed to Appendix [B]. Here we only present a proof under the (simplifying) assumption that $T_4$ is in fact analytic $T_4(r_{3,\text{in}}^2, \epsilon_3) = \sum_{m,n} T_{4mn} r_{3,\text{in}}^{3m} \epsilon_3^n$. (The proof is simpler in this case and it provides valuable insight into the actual proof for the $C^\infty$-case in Appendix [B].) Then (4.53) becomes
\[
\sum_{m,n} T_{4mn} r_{3,\text{in}}^{3(n+1)} \int_{r^2}^{r_{3,\text{in}}^2} s^{2m-3(n+1)} ds^2
\]
\[
= \sum_{m,n} T_{4mn} r_{3,\text{in}}^{3(n+1)} \left[ \frac{2}{2m - 3n - 1} s^{2m-3n-1} \right]_{s^2 = r^2}^{s^2 = r_{3,\text{in}}^2}
\]
\[
= \sum_{m,n} \frac{2T_{4mn}}{2m - 3n - 1} \left( r_{3,\text{in}}^{3(n+1)} - r^{2m+2} \right),
\] (4.54)
provided that
\[
T_{4mn} = 0 \quad \text{whenever} \quad 2m - 3n - 1 = 0,
\] (4.55)
for all $m, n \in \mathbb{N}$. If (4.55) holds, then, under the simplifying assumption that $T_4$ is analytic on $[0, 1]^2$, we have that the series $4 \sum_{m,n} |T_{4nm}|$ is a convergent majorant series of the right hand side of (4.54).
We now proceed to study (4.55). If \( n \) is even then \( 2m - 3n - 1 \) is odd. We therefore deduce that \( n \) is odd, and in turn that \( 2m - 3n - 1 = 0 \), \( m, n \in \mathbb{N} \), if and only if

\[
m = 3l - 1, \quad n = 2l - 1,
\]

with \( l \in \mathbb{N} \). The corresponding monomials of \( T_4 \) are then

\[
T_{4(3l-1)(2l-1)}t_3^{2(3l-1)}e_3^{2l-1} = T_{4(3l-1)(2l-1)}t_3^{2l}e_3^{-1}e_3^{2l}, \tag{4.56}
\]

with \( \epsilon = r_3^3e_3 \). Moreover, \( T_{4(3l-1)(2l-1)} = 0 \) is equivalent to

\[
\frac{\partial^{3l-2}}{\partial r_3^{2(3l-1)}\partial e_3^{2l-1}}T_4(0,0), \quad \text{for} \quad l \in \mathbb{N}, \tag{4.57}
\]

**Lemma 4.15.** Fix \( N \in \mathbb{N} \) as in Lemma 4.3. Then \( (4.57) \) holds true for all \( 1 \leq l \leq \lfloor \frac{N}{2} \rfloor \) and all \( E \).

**Proof.** We first show that (4.55) holds true in the formal limit \( N \to \infty \). Inserting (4.56) into the equation for \( \nu_N \) in (4.29) (in the formal limit \( N \to \infty \)), gives a factor of \( r_3^3e_3^{2l} \) and therefore corresponding monomials of the order

\[
T_{4(3l-1)(2l-1)}t_3^2e_3^{2l},
\]

We go from \( \nu_N \) in (4.29) (again in the formal limit \( N \to \infty \)) to \( \nu \) in (2.10) by multiplying by \( r_3 = \sqrt{t} \). Consequently, we deduce that monomials of the form (4.56) give rise to

\[
T_{4(3l-1)(2l-1)}t_3^2e_3^{2l} = T_{4(3l-1)(2l-1)}t_3^{2l+1}e_3^{1}(2l+1) = T_{4(3l-1)(2l-1)}t_3^{2l+1}e_3^{1},
\]

in the expansion of \( \nu \), recall (4.27). But Lemma 4.11 shows that such terms are absent unless \( 2l + 1 = 1 \), i.e. \( l = 0 \). Consequently, \( T_{4(3l-1)(2l-1)} = 0 \) for all \( l \in \mathbb{N} \) in the formal limit \( N \to \infty \).

For fixed \( N \), we have by construction that \( \nu_N \) agrees with the formal limit (at the level of the partial derivatives) up to (but not including) terms of order \( \mathcal{O}(r_3^{2(N+1)}e_3^{N+1}) \). In turn, \( T_4 \) then agrees with the formal limit (again at the level of the partial derivatives) up to (but not including) terms of the order \( \mathcal{O}(r_3^{2(N)}e_3^{N-1}) \). It follows that (4.57) holds for all \( l \in \mathbb{N} \) such that \( 3l - 1 \leq N - 1 \) and \( 2l - 1 \leq N - 1 \). This gives the desired result. \( \square \)

Finally, regarding the statement in item (4), we first differentiate \( Q \). Since \( \mu(0, E) = 0 \) for all \( E \), every factor of \( Q \) is regular with respect to \( r_{3, in} \to 0 \), except for (4.49) and the first factor in (4.50). Here we also use item (3) and Lemma 4.12. We therefore focus on these terms. Consider first differentiation with respect to \( E \). Since (4.49) does not depend upon \( E \), we just consider the second factor:

\[
\mathcal{O}(1)r_3^{-3}\int_{r_3, in}^{r_3} \frac{\tilde{\mu}_E(s^2, E)}{s^2}\frac{\rho_1(s^2, E)}{s^2}\frac{d\tilde{r}_E(s)}{d\tilde{r}_E(s)}ds^2, \tag{4.58}
\]

\( \int_0^1 x^{-1/2}dx = 2 \) is well-defined, and the integral in (4.58) is therefore bounded as \( r_{3, in} \to 0 \). Hence, we can bound (4.58) and consequently all of \( Q_E \) by \( Cy_{3, in}^{-3} \) for some constant \( C > 0 \). In turn, upon differentiating (4.48) with respect to \( E \), it follows that

\[
\frac{d(\tilde{u}_E)}{dr_3} = \mathcal{O}(r_3^{2N-3}), \quad \frac{d(\tilde{v}_E)}{dr_3} = \mathcal{O}(r_3^{2N-3}).
\]
Differentiation with respect to \( r_{3,\text{in}} \) proceeds analogously, but now we bound \( Q'_{r_{3,\text{in}}} \) by \( C r_{3,\text{in}}^{-3} \) due to (4.49) and (4.50). Higher order derivatives \( \frac{\partial^{i+j}}{\partial r_{3,\text{in}}^i \partial \epsilon_j} \) can be handled similarly, provided that \( 2N - 4i - 3j > 0 \). A sufficient condition is that \( i + j < \frac{N}{2} \). This completes the proof of item (4).

We now use the preceding lemma to extend the solution (4.9) up to \( r_3 = \nu \). For this we use the value at \( \epsilon_3 = \delta \), corresponding to \( r_3 = r_{3,\text{in}} = \epsilon^{1/3} \delta^{-1/3} \), as initial condition for the flow. Using Lemma 4.13, we can write this as follows:

\[
\begin{align*}
x_{\text{in}} &= \frac{1}{\sqrt{\pi}} \text{Re} \left( B_0(\delta) A_1(\delta) \right) + O(r_{3,\text{in}}^2), \\
y_{3,\text{in}} &= \frac{1}{\sqrt{\pi}} \text{Re} \left( i A_1(\delta) \right) + O(r_{3,\text{in}}^2),
\end{align*}
\]

The remainder is smooth with respect to \( r_{3,\text{in}}^2 \). Upon application of the inverse of (4.12) with \( \epsilon_3 = \delta \), \( r_3 = r_{3,\text{in}} \), we therefore obtain the following initial conditions on \( u, v \):

\[
\begin{align*}
u_{\text{in}} &= \frac{1}{\sqrt{\pi}} A_1(\delta) + O(r_{3,\text{in}}^2), \\
v_{\text{in}} &= \frac{1}{\sqrt{\pi}} A_1(\delta) + O(r_{3,\text{in}}^2).
\end{align*}
\]

Inserting this into (4.45) produces

\[
\begin{align*}
u(r_3) &= \frac{1}{2\sqrt{\pi}} A_1(\epsilon_3(r_3))(\rho(r_3)^{1/4}e^{i/2} f_0(r_3)^2(\sqrt{\mu(s^2) - s})ds^2(1 + O(r_{3,\text{in}}^2))},
\end{align*}
\]

using the value at \( \mu(\delta) \), corresponding to \( r_3 = r_{3,\text{in}} = \epsilon^{1/3} \delta^{-1/3} \), as initial condition for the flow of (4.8). This gives

\[
\begin{align*}
x(r_3) &= \hat{\mu}(r_3)^{-1/4}\text{Re} \left[ (A - i B)(-\epsilon_3^{2/3} e^{i/2} f_0(r_3)^2(\sqrt{\mu(s^2) - s})ds^2(1 + O(e^2/3)) \right], \\
y_3(r_3) &= -\epsilon_3^{1/3} \hat{\mu}(r_3)^{1/4}\text{Re} \left[ (A - i B)(-\epsilon_3^{2/3} e^{i/2} f_0(r_3)^2(\sqrt{\mu(s^2) - s})ds^2(1 + O(e^2/3)) \right]
\end{align*}
\]

for \( r_3 \in [r_{3,\text{in}}, \nu] \) with \( u(r_3) \) given by (4.59) and \( \epsilon_3(r_3) = r_3^{-3} \epsilon \).

**Proof.** By Lemma 4.14 we have

\[
f(r_3^2, \epsilon_3) = B_0(\epsilon_3)(1 + O(r_{3,\text{in}}^2)).
\]

Consequently, upon applying (4.12) to (4.59) we have

\[
\begin{align*}
x(r_3) &= 2\text{Re}(B_0(\epsilon_3)u(r_3)(1 + O(r_{3,\text{in}}^2))), \\
y_3(r_3) &= 2\text{Re}(i \sqrt{\hat{\mu}(r_3^2)}u(r_3)),
\end{align*}
\]

The result then follows from (4.34), (4.35), (4.38) and (4.39).
Lemma 4.17. Suppose that $\mu = \mu(t, E)$ is $C^\infty$, fix $N \in \mathbb{N}$ (as in Lemma 4.3) and $r_3 = \nu > 0$ small enough, and let $M = \lfloor \frac{2}{\nu} \rfloor - 1$. Then the remainder terms of (4.60) are $C^M$ with respect to $\epsilon^{1/3}$ and $E$.

Proof. The result follows from the smoothness of $f$ and Lemma 4.14, see items (3) and (4). Recall here that $r_{3, \text{in}} = \epsilon^{1/3} \delta^{-1/3}$ in Lemma 4.14.

4.4. Completing the proof of Theorem 3.1. The local expansions in Lemma 4.3 and Lemma 4.4 and Lemma 4.16 prove Theorem 3.1 item (1) upon using (3.19)–(3.21) and $t = -r_1^2$, $t = \epsilon^{2/3}t_2$, and $t = r_3^2$ for the reparametrization.

For Theorem 3.1 item (2) we notice that the space is given by $(l(x(\nu), l(y(\nu)), l \in \mathbb{R}$, with $(x(t), y(t))$ given in item (1). The result then follows from the expansion in item (1c) upon setting $t = \nu$ and using the expansions of $\alpha_l$ and $\beta_l$, see (3.5), (3.6), (3.7) and (3.8). Equivalently, we can put $r_3 = \sqrt{\nu}$ in (4.60) and use (4.36) in (4.59) with $\epsilon_3(\nu) = \nu^{-3/2} \epsilon$. This gives

$$
x = \frac{1}{\sqrt{\pi}} \epsilon_3^{1/6} \hat{\mu}(\nu)^{-1/4} \text{Re} \left( e^{i \frac{2}{3} r_3^{-1} - \frac{4}{3}} \frac{\nu}{2} \int_0^1 \left( \sqrt{\mu(s^3)} - s \right) ds^2 \left( 1 + O(\epsilon^{2/3}) \right) \right),
$$

$$
y_3 = -\frac{1}{\sqrt{\pi}} \epsilon_3^{1/6} \hat{\mu}(\nu)^{1/4} \text{Re} \left( e^{i \frac{2}{3} r_3^{-1} - \frac{4}{3}} \frac{\nu}{2} \int_0^1 \left( \sqrt{\mu(s^3)} - s \right) ds^2 \left( 1 + O(\epsilon^{2/3}) \right) \right),
$$

(4.61)

since $\lambda_3(r_3^2) = i \sqrt{\mu(r_3^2)}$. Upon simplifying, using $y = r_3y_3$, recall (3.21), we obtain the result.

4.5. Completing the proof of Theorem 3.2. In the case where $\frac{\partial}{\partial E} \mu(0, E) = 1$ for all $E \in D$, Theorem 3.2 follows from (4.61) with $\epsilon_3 = \nu^{-3/2} \epsilon$ and $\mu = \mu(t, E)$, (3.21), and Lemma 4.17. In particular, upon using $\int_0^\nu sds^2 = \frac{2}{3} \nu^{3/2}$, we obtain (3.15) with

$$
X(1, E) = \text{Re} \left[ e^{-\frac{2}{3} t} i \frac{\nu}{2} \int_0^1 \sqrt{\mu(s^3)} ds \left( 1 + e^{2/3} Z_1(1, E) \right) \right],
$$

$$
Y(1, E) = \text{Im} \left[ e^{-\frac{2}{3} t} i \frac{\nu}{2} \int_0^1 \sqrt{\mu(s^3)} ds \left( 1 + e^{2/3} Z_2(1, E) \right) \right],
$$

for $Z_1, Z_2 : [0, \nu^{1/3}] \times D \to \mathbb{C}$ both $C^M$ smooth, upon taking $N$ large enough. Now writing each

$$
1 + e^{2/3} Z_i(1, E) = (1 + e^{2/3} \rho_i(1, E)) \phi_i(1^{1/3}, E),
$$

$i = 1, 2$ in polar form, and simplifying, we obtain the result. The general case, $\frac{\partial}{\partial E} \mu(0, E) > 0$, can be brought into the case $\frac{\partial}{\partial E} \mu(0, E) = 1$ by a scaling of $t$ and $y$.

5. Discussion and future work

In this paper, we have presented a novel dynamical systems oriented approach to problems traditionally treated by WKB-methods or other methods based on formal or rigorous asymptotic expansions. In our main result, Theorem 3.1 we provide a description of solutions within $W^u$ in different domains that cover a full neighborhood of the turning point for all $0 < \epsilon \ll 1$. In turn, we obtain a rigorous description of the transition of $W^u$ across $t = 0$ for all $0 < \epsilon \ll 1$, see also our second main result Theorem 3.2 which describes smoothness properties of $W^u$ in the case where $\mu$ is $C^\infty$, also in a parameter $E$. 


In a second paper [34], we use this result to study the eigenvalue problem (1.3) for a potential $V$ with one minimum. In particular, we will provide a description of how the Bohr-Sommerfeld approximation (1.7) can be understood. Notice that this is nontrivial, since for $E$ to be $O(1)$, $n$ needs to be $O(1/\epsilon)$ in (1.7). Moreover, we will show that (1.7) in fact approximates all bounded eigenvalues uniformly, including the “low-lying” eigenvalues $E = O(\epsilon)$ for $n = 0, 1, 2, \ldots,$ in a certain sense which is made precise.

In a third paper [35], we then consider potentials with at least one local maximum. Here a different type of turning point has to be considered, corresponding to (1.1) with $\mu(0) = \mu'(0) = 0$, $\mu''(0) < 0$. The results show that the eigenvalues in this case are not separated by $O(\epsilon)$-distances, but lie closer than that, being instead separated by distances of order $\epsilon \log^{-1} \epsilon^{-1}$ and we describe this using the same techniques as in [34] and the present paper.

We emphasize that tracking stable and unstable spaces, whose intersection correspond to eigenvalues of a differential operator, is the central idea of the so-called Evans function method. This method has been used very successfully in the stability analysis of traveling wave solutions [27, 29, 46] and also in the context of eigenvalues and resonances of the Schrödinger equation [30].

Finally, we emphasize that our approach can be used in other linear and nonlinear turning point problems with hyperbolic-elliptic transitions, e.g. Orr-Sommerfeld equation, nonlinear (Hamiltonian) problems reducible to Painlevé I or II, see e.g. [22, 33, 42]. In particular, Lemma 4.7, see also Lemma 4.5, and the whole analysis in the chart $\bar{t} = 1$, provide a general template for hyperbolic to elliptic transitions. We demonstrate this in [35] in our study of (1.1) with $\mu(0) = \mu'(0) = 0$, $\mu''(0) < 0$. We are therefore confident that the present paper will have an impact on these type of problems that is similar to the impact of the blow-up analysis of the singularly perturbed planar fold [37]. This paper (i) explained the complicated structure of the classical expansions, which had been known for a long time, and (ii) triggered the development of a host of new theoretical results and applications of GSPT during the last two decades.
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Appendix A. Proof of Lemma 4.7

We consider (4.22) under the assumption (4.21). For simplicity we consider the scalar case $n = 1$ and write $\omega = \omega_1$; the generalization to any $n \in \mathbb{N}$ is straightforward but it is notationally slightly more involved.

It is elementary to transform the system into the following form

$$x^2 \frac{dy}{dx} - i\omega y = f(x, y), \quad (A.1)$$

with $f$ analytic and $f(0, y) = 0$ for all $y$. We will solve this equation for $y = Y(x)$, $Y(0) = 0$, on the space of analytic functions defined on a local sector centered along the positive real $x$-axis. We will do so by following [5] and (a) first transform the equation into an equation on the “Borel-plane” (through the Borel-transform $B$), (b) apply a fixed-point argument there and then (c) obtain our desired solution by applying the Laplace transform.

The Borel transform is defined in the following way: If $h(x) = \sum_{n=1}^{\infty} h_n x^n$ is a Gevrey-1 formal series:

$$|h_n| \leq ab^n n!,$$

recall (2.7), then we define the Borel transform as

$$B(h)(u) = \sum_{n=0}^{\infty} \frac{h_{n+1}}{n!} u^n,$$

which is analytic on $|u| < b^{-1}$. For the Laplace transform, on the other hand, we need analytic functions that are at most exponentially growing in a sector. With this in mind, define $S_\theta \subset \mathbb{C}$ as the sector centered along the positive real $x$-axis with opening $\theta \in (0, \pi)$, recall (2.6), and let $B(R)$ be the open ball of radius $R$ centered at 0. Finally, set

$$\Omega := S_\theta \cup B(R).$$

Then for any $\zeta > 0$ we define the norm

$$\|\alpha\|_\zeta := \sup_{u \in \Omega} \left\{|\alpha(u)|(1 + \zeta^2 |u|^2) e^{-\zeta |u|}\right\}, \quad (A.2)$$

see [5], on the space of analytic and exponentially growing functions on $\Omega$:

$$\mathcal{G} := \{\alpha : \alpha \text{ is analytic on } \Omega \text{ and } \|\alpha\|_\zeta < \infty\}.$$ 

The normed space $(\mathcal{G}, \| \cdot \|_\zeta)$ is a complete space. In the following we will take $\zeta$ large enough. For this purpose, it is important to note that the following obvious inequality holds:

$$\|\alpha\|_{\zeta'} \leq \|\alpha\|_\zeta,$$

for all $\zeta' \geq \zeta$ and all $\alpha \in \mathcal{G}$. The factor $1 + \zeta^2 |w|^2$ in the norm $\| \cdot \|_\zeta$ ensures that the convolution:

$$(\alpha \ast \beta)(u) = \int_0^u \alpha(s) \beta(u - s) ds,$$

is a continuous as a bilinear operator on $\mathcal{G}$. In particular, we have

$$\|\alpha \ast \beta\|_\zeta \leq \frac{4\pi}{\zeta} \|\alpha\|_\zeta \|\beta\|_\zeta,$$
see [5, Proposition 4]. The Laplace transform (along the positive real axis)

\[ \mathcal{L}(\alpha)(x) := \int_0^\infty \alpha(u)e^{-u/x}du, \]

is then well-defined for any \( \alpha \in \mathcal{G} \). In fact, we have the following result.

**Lemma A.1.** [5, Proposition 3] The Laplace transform defines a linear continuous mapping, with operator norm \( \|\mathcal{L}\| \leq 1 \), from \( \mathcal{G} \) to the set of analytic functions on a local sector \( S_{\pi/2+\theta} \cap B(R_0) \) for \( R_0 > 0 \) sufficiently small. Moreover,

\[ \mathcal{L}(\alpha \ast \beta)(x) = \mathcal{L}(\alpha)(x)\mathcal{L}(\beta)(x), \]

and

\[ x^2 \frac{d}{dx} \mathcal{L}(\alpha)(x) = \mathcal{L}(u\alpha)(x), \]

(A.3)

with \( u\alpha \) being the function \( u \mapsto u\alpha(u) \), for every \( \alpha, \beta \in \mathcal{G} \).

**Proof.** This is straightforward, see also further details in [5]. \( \square \)

Following (A.3), we are now led to write the left hand side of (A.1) with \( y = Y(x) \) as \( \|u - i\omega\| = Y(x) \) with \( \Phi = B(Y) \). To set up the associated right hand side, we need to deal with the nonlinearity \( f(x, Y(x)) \). This is described in [5, Proposition 5]:

**Lemma A.2.** Write \( f \) as the convergent series \( f(x, y) = \sum_{n=1}^{\infty} f_n(x)y^n, f_n(x) := \sum_{m=1}^{\infty} f_{mn}x^m \) and let \( F_n(u) \) be the Borel transform of \( f_n(x) \). Then \( F_n \in \mathcal{G} \) for each \( n \). Fix \( C_0 > 0 \) and for large values of \( \zeta \), recall (A.2), consider \( \alpha \in \mathcal{G} \) with \( \|\alpha\| \leq \zeta \). Then \( \alpha \mapsto f^*(\alpha) \) defined by

\[ f^*(\alpha)(u) := \sum_{n=1}^{\infty} F_n(u) \star \alpha(u)^n, \]

which converges in \( \mathcal{G} \), is differentiable and satisfies the following estimates

\[ \|f^*(\alpha)\| \leq C_1, \quad \|D(f^*)(\alpha)\| \leq \zeta^{-1}C_1, \]

(A.4)

for some constant \( C_1 > 0 \) depending only on \( f \) and \( C_0 \). Moreover,

\[ \mathcal{L}(f^*(\alpha))(x) = f(x, \mathcal{L}(\alpha)(x)). \]

(A.5)

**Proof.** The estimates in (A.4) follow from simple estimates, see [5]. The last equality (A.5) is obtained by first working on the monomials \( f_{mn}y^m x^n \), where the result is easy. Using the uniform continuity of \( \mathcal{L} \), we obtain the result. \( \square \)

Following (A.5), we are therefore finally led to consider

\[ \Phi(u) = [u - i\omega]^{-1} f^*(\Phi)(u). \]

(A.6)

where \( \Phi \) is the Borel transform of \( Y \). The equation (A.6) has the form of a fixed point equation. Notice specifically:

**Lemma A.3.** The following holds

\[ |u - i\omega|^{-1} \leq \frac{1}{\min(|\omega|\cos\theta/2, |\omega| - R)}, \]

for \( 0 < R < |\omega|, \theta \in (0, \pi) \) and all \( u \in \Omega \).

**Proof.** Recall \( \Omega = S_\theta \cup B(R) \), with \( \theta \in (0, \pi) \). Suppose first that \( u \in S_\theta \). Then \( |u - i\omega| \geq |\omega|\cos\theta/2 \) by simple trigonometry. For \( u \in B(R) \) we have \( |u - i\omega| \geq (|\omega| - R) > 0 \) for \( R \) small enough. \( \square \)
Using (A.4), it follows that there is some $M > 0$, depending on $f$, $\theta$ and $R$ such that the right hand side of (A.6) defines a contraction on the subset of $G$ with $\| \cdot \|_\zeta \leq M$ for

\[ \zeta > \frac{C_1}{\min(|\omega| \cos \theta/2, |\omega| - R)}, \]

large enough. Consequently, by Banach’s fixed point theorem there is a unique solution $\Phi \in G, \|\Phi\|_\zeta \leq M$, solving (A.6). By applying the Laplace transform we obtain the desired solution

\[ Y(x) := \mathcal{L}(\Phi)(x). \]

of (A.1), using (A.3) and (A.5). The function $Y$ is defined on the domain $S_{\pi + \theta/2} \cap B(R_0)$ and has the properties specified by Lemma A.1. This completes the proof of Lemma 4.7.

**Appendix B. On the Smoothness of the Functions (4.53)**

In this section, we consider

\[ Q(r) := \int_1^r s^{-3r^2} T_4(s^2, s^{-3r^2}) ds^2. \]

for every $r > 0$, with $T_4$ being $C^\infty$ on the domain $[0, 1]^2$ and show the following:

**Lemma B.1.** Let $N \geq 3$ be as in Lemma 4.5 and set $L = 1 + 2 \lfloor N/3 \rfloor$. Then $Q$ in (B.1) has a $C^L$-smooth extension to $r = 0$.

This will in turn prove Lemma 4.14 item (3). To prove Lemma B.1 we use Lemma 4.15, which we restate here for convenience:

**Lemma B.2.** The following holds

\[ \frac{\partial^{5l-2}}{\partial r_3^{2l-1} \partial \epsilon_{3l-1}^3} T_4(0, 0) = 0, \]

for all $1 \leq l \leq \lfloor N/3 \rfloor$.

We write $T_4$ in an expansion similar to $f$ in the proof of Lemma 4.5

\[ T_4(r_3^2, \epsilon_3) = T_{41}(r_3^2, \epsilon_3) + T_{42}(r_3^2, \epsilon_3) + r_3^{2N} \epsilon_3^N T_{43}(r_3^2, \epsilon_3), \]

where

\[ T_{41}(r_3^2, \epsilon_3) = \sum_{n=0}^{N-1} T_{41n}(r_3^2) \epsilon_3^n, \quad T_{42}(r_3^2, \epsilon_3) = \sum_{n=0}^{N-1} T_{42n}(\epsilon_3) r_3^{2n}. \]

For the expansion to be unique, we let

\[ T_{42n}(\epsilon_3) = O(\epsilon_3^{2N}), \]

for each $0 \leq n \leq N - 1$. Then

\[ T_{41n}(r_3^2) = \frac{1}{n!} \frac{\partial^n}{\partial \epsilon_3^n} T_4(r_3^2, 0), \]

(B.3)
for $0 \leq n \leq N - 1$. We split $Q = \sum_{n=0}^{N-1} Q_{1n} + \sum_{n=0}^{N-1} Q_{2n} + Q_3$ in a similar way:

\[
Q_{1n}(r) := \int_{r^2}^{1} s^{-3(1+n)} r^{3(1+n)} T_{41n}(s^2) ds^2, \quad (B.5)
\]

\[
Q_{2n}(r) := \int_{r^2}^{1} s^{-3+2n} r^{3} T_{42n}(s^{-3} r^3) ds^2,
\]

\[
Q_3(r) = \int_{r^2}^{1} s^{-3-N} r^{3(1+N)} T_{43}(s^2, s^{-3} r^3) ds^2. \quad (B.6)
\]

For $Q_{2n}$ we will use a variable substitution:

\[
u^3 = s^{-3} r^3.
\]

This gives

\[
Q_{2n}(r) = \frac{2}{3} \int_{r^2}^{1} u^{-2(1+n)} r^{2(1+n)} T_{42n}(u^3) du^3. \quad (B.7)
\]

This substitution corresponds to integration with respect to $\epsilon_3$ rather than $r_2^3$. We used a similar substitution for $A_1$, recall (4.49).

For the purpose of the analysis of $Q_{1n}$ and $Q_3$, we first consider general integrals of similar form

\[
\bar{Q}(r) := \int_{r^2}^{1} s^{-q} r^p \bar{T}(s^2, s^{-3} r^3) ds^2. \quad (B.8)
\]

for all $r > 0$, $q, p \in \mathbb{N}$, with $\bar{T} \in C^\infty$.

**Lemma B.3.** Define

\[
I := p - q + 1,
\]

and suppose that $I \geq 0$ and $q \neq 2$. Then $\bar{Q}(r) = \mathcal{O}(r^{\min(I+1,p)})$.

**Proof.** Follows from a direct calculation:

\[
\bar{Q}(r) = \int_{r^2}^{1} s^{-q} r^p \mathcal{O}(1) ds^2 = \frac{2}{2-q} \|s^{-q+2} r^p\|_{s^2=r^2} \mathcal{O}(1) = \mathcal{O}(r^{p-q+2}, r^p),
\]

using a uniform bound on $\bar{T}$. \qed

We say that (B.8) has index $I$.

**Lemma B.4.** Consider (B.8) and suppose that $\bar{Q}$ has index $I \geq 1$, $q > 0$, $p \in \mathbb{N}$, but $q \neq 2$ and that $\bar{T} \in C^\infty$. Then $Q(r) = \mathcal{O}(r^{\min(I+1,p)})$ extends to $r = 0$ as a $C^I$-function.

**Proof.** By the Leibniz rule of differentiation we have

\[
\bar{Q}'(r) = -2r^I \bar{T}(r^2, 1) + p \int_{r^2}^{1} s^{-q} r^{p-1} \bar{T}(s^2, s^{-3} r^3) ds^2 + 3 \int_{r^2}^{1} s^{-3-q} r^{p+2} \frac{\partial \bar{T}}{\partial \epsilon_3}(s^2, s^{-3} r^3)) ds.
\quad (B.9)
\]

The second and third terms are integrals of the form (B.8) of index $I - 1 \geq 0$ and $\bar{Q}'(r) = \mathcal{O}(r^{\min(I-1,p-1)})$. $\bar{Q}$ then has a $C^1$ extension to $r = 0$ if $p \geq 2$. If $p = 1$
then by assumption $I \geq 1$, we have $q = 1$ and $I = 1$. Consequently, the second the term is continuous at $r = 0$ with value

$$\int_0^1 s^{-q}\tilde{T}(s^2,0)ds^2.$$  

It is easy to complete the result by induction. □

We now turn to the smoothness of $Q_{1n}$ and $Q_{3n}$. For $Q_{3n}$, we notice that it is of the form (B.8) with index $I = 3(1 + N) - 3 - N + 1 = 2N + 1$.

By Lemma B.4 $Q_{3n}$ is $C^{2N+1}$.

Next, for $Q_{1n}$. It has index $I_0 = 1$ for each $n$. However, we now show that we can increase the index by applying integration by parts:

$$2 - 3(1 + n) \overline{Q}_{1n}(r) = r^{3(1+n)}T_{41n}(1) - r^2T_{41n}(r^2) - \int_1^r s^{-3(1+n)+2}r^{3(1+n)}T'_{41n}(s^2)ds^2.$$  

The integral on the right hand side now has index $I_1 = I_0 + 2 = 3$. We can proceed in this way $\lfloor \frac{N}{3} \rfloor$-number of times, since if $-3(1+n) + 2m = -2$ (in which case the integration gives log $s^2$) then we have

$$T_{41n}^{(m)}(0) = 0.$$  

This follows from (B.4) and (B.2). Hence, after $\lfloor \frac{N}{3} \rfloor$-many steps, we obtain a (finite) sum of smooth functions and an integral of the form (B.8) with index $I = 1 + 2\lfloor \frac{N}{3} \rfloor$. Consequently, by Lemma B.4 $Q_{1n}$ is $C^L$ with $L = 1 + 2\lfloor \frac{N}{3} \rfloor$ for each $n$.

Remark B.5. Obtaining a $C^k$-version of Theorem 3.2 is complicated by the fact that upon applying integration by parts, we lose degrees of smoothness of the boundary terms (see first two terms in (B.10) after the first step). In fact, the smoothness of these terms depends upon $n$ to complicate matters further. By assuming that $\mu \in C^\infty$, we avoid this cumbersome bookkeeping. In the $C^\infty$-case, the degree of smoothness of the integrals $Q$ are only determined by the “resonances” (B.2). We leave further details on the $C^k$-case to the interested reader.

Next, we turn to $Q_{2n}$ in (B.7). For this purpose we consider a general integral of a similar form

$$\overline{Q}(r) = \int_{r^3}^1 u^{-q}r^p\tilde{T}(u^3)du^3,$$  

with $\tilde{T} \in C^\infty$ and define an index in a similar same way $I = p - q + 1$. Then by proceeding as in the proof of Lemma B.3 we have

$$\overline{Q}(r) = O(r_{\min(I+2,p)}),$$  

provided that $q > 0$ but $q \neq 3$. We also have by the Leibniz rule of differentiation that

$$\overline{Q}'(r) = -r^{I}\tilde{T}(r^3) + p \int_{r^3}^1 u^{-q}r^{p-1}\tilde{T}(u^3)du^3,$$  

This follows from (B.4) and (B.2). Hence, after $\lfloor \frac{N}{3} \rfloor$-many steps, we obtain a (finite) sum of smooth functions and an integral of the form (B.8) with index $I = 1 + 2\lfloor \frac{N}{3} \rfloor$. Consequently, by Lemma B.4 $Q_{1n}$ is $C^L$ with $L = 1 + 2\lfloor \frac{N}{3} \rfloor$ for each $n$.

Remark B.5. Obtaining a $C^k$-version of Theorem 3.2 is complicated by the fact that upon applying integration by parts, we lose degrees of smoothness of the boundary terms (see first two terms in (B.10) after the first step). In fact, the smoothness of these terms depends upon $n$ to complicate matters further. By assuming that $\mu \in C^\infty$, we avoid this cumbersome bookkeeping. In the $C^\infty$-case, the degree of smoothness of the integrals $Q$ are only determined by the “resonances” (B.2). We leave further details on the $C^k$-case to the interested reader.
with the second integral having index $I - 1$. Therefore we have the following.

**Lemma B.6.** Suppose that $\tilde{Q}$ in (B.11) has index $I \geq 1$. Then it has a $C^I$-smooth extension to $r = 0$.

The proof is similar to Lemma B.4 and therefore left out.

Now, $Q_{2n}$ has index $I_0 = 1$ for all $n$, but we can, as for $Q_{1n}$, apply integration by parts on (B.7) to increase the index:

$$
\frac{3 - 2(1 + n)}{3} Q_{2n}(r) = r^{2(1+n)} T_{42n}(1) - r^3 T_{42n}(r^3)
$$

$$
- \int_{r^3}^1 u^{-2(1+n)+3} r^{2(1+n)} T'_{42n}(u^3) du^3.
$$

Here the integral on the right hand side now has index $I_1 = 1 + 3$. Continuing in this way $\lfloor \frac{N}{3} \rfloor$-number of times, we obtain an integral with index $I_1 = 3 \lfloor \frac{N}{3} \rfloor + 1$. Then by Lemma B.6, we finally conclude that

$$
\sum_{n=0}^{N-1} Q_{1n} \in C^L, \sum_{n=0}^{N-1} Q_{2n} \in C^3 \lfloor \frac{N}{3} \rfloor + 1, Q_3 \in C^{2N+1}.
$$

Seeing that $L = 2 \lfloor \frac{N}{2} \rfloor + 1 \leq 3 \lfloor \frac{N}{3} \rfloor + 1 \leq 2N + 1$, we have that $Q$ in (B.1) is $C^L$ for $r \geq 0$ as claimed. This finishes the proof of Lemma B.1.