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Abstract. The increasing luminosities of future data taking at Large Hadron Collider and next generation collider experiments require an unprecedented amount of simulated events to be produced. Such large scale productions demand a significant amount of valuable computing resources. This brings a demand to use new approaches to event generation and simulation of detector responses. In this paper, we discuss the application of generative adversarial networks (GANs) to the simulation of the LHCb experiment events. We emphasize main pitfalls in the application of GANs and study the systematic effects in detail. The presented results are based on the Geant4 simulation of the LHCb Cherenkov detector.

1. Introduction

At the moment, the Large Hadron Collider (LHC) is preparing for the data-taking period, Run 3, for which it is planned to increase the luminosity for LHCb experiment \(^1\). The order of magnitude increase in luminosity will require a large number of simulated events to perform physics analyses. Since pledges on computing resources don’t scale as fast as luminosity, traditional detector simulation techniques based on Monte Carlo methods (MC) modelling the radiation-matter interactions \(^2\) \(^3\) must be complemented and partially replaced with Fast Simulation options. An interesting alternative to detailed simulation are parametric simulations, where the relationship between incident particle kinematics and observables is obtained using physics-motivated relations. With one of the possible universal approximators being neural networks, machine-learning driven simulation methods \(^4\) are getting more and more popular in high-energy physics experiments \(^5\) \(^6\) \(^7\) \(^8\) \(^9\).

The LHC includes four main experiments: ALICE, ATLAS, CMS, and LHCb. The latter, LHCb, is a single-arm forward spectrometer originally conceived for studies on CP-symmetry violations and rare decays in the \(b\)-sector. For the purpose of many of these measurements, LHCb is equipped with two Ring Cherenkov Detectors (RICH) optimized to allow an excellent kaon-pion separation within a wide range of momentum and pseudorapidity and to provide, in general, outstanding Particle Identification (PID) performance \(^10\). Full simulation of the RICH detectors is one of the most CPU-expensive step in the LHCb simulation since it requires
accurate modeling of optical photon propagation with diffraction and absorption effects, as well as processes with low-energy secondary electrons [11].

In this article, we discuss a GAN-based approach for an ultra-fast machine-learning driven simulation of the RICH sub-detectors of the LHCb experiment. We continue developing the previously proposed approach [12] for training GANs on real data, with the main emphasis on evaluating the systematic effects arising due to effective neural-network based parameterization. This is done using LHCb simulated samples.

2. RICH detector and its data
The principle of operation of the RICH sub-detector is based on the Cherenkov effect. A particle moving through the medium at a velocity higher than the phase velocity of light in the medium emits Cherenkov photons. The photons are emitted in a cone whose spread angle is a function of the particle’s velocity. Measuring this angle, via the radius of a reflected ring, and knowing its momentum, allows to identify the particle by constraining its mass.

The quantities obtained from the RICH reconstruction algorithm are $\text{RichDLL}_x$ where $x$ can denote kaons - $k$, protons - $p$, muons - $\mu$, electrons - $e$ and below threshold - $\text{bt}$. $\text{RichDLL}_x$ for each track is defined in terms of the difference between the logarithmic likelihood for a given particle type hypothesis and the pion hypothesis for that track [13] as

$$\text{RichDLL}_x = \log L(t_i = x, \{\hat{t}_j\}_{j \neq i}) - \log L(t_i = \pi, \{\hat{t}_j\}_{j \neq i})$$

where

$L(t_1, ..., t_N)$ – likelihood to observe a given picture, as a function of all charged particle types,
$t_i$ – hypothesized particle type for track $i$,
$\pi$ – a pion hypothesis,
$(\hat{t}_1, ..., \hat{t}_N)$ – a hypothesis maximizing $L$ is searched for.

The task of the data-driven approach to modeling the RICH detector is to learn how to simulate the distributions of $\text{RichDLL}_x$ values for different decays of interest for physics measurements. In our previous work [12], we show that fast simulation of the RICH detectors can be accurately performed using GANs [14]. The proposed model shows good approximation to the real data distributions. This approach allows to speed-up the simulations production with respect to with detailed simulation, and, in addition, being trained using real data it is not affected by the intrinsic bias of simulation. However, it requires a study of effects arising due to effective GAN parameterization.

In this article, we explore whether our model allows us to control systematic uncertainties in a real physics analysis scenario. We study how well our model generalizes to the decays not seen during training. For this we use MC samples. We use the track reconstructed data as input conditional variables: momentum ($P$), pseudorapidity ($\eta$) and number of hits in the Scintillating Pad Detector (nSPDHits) [15].

3. Our model architecture
Generative Adversarial Networks (GAN) is a powerful class of generative models based on the simultaneous training of two neural network. The first network, called generator, generates synthetic samples, while the other one, called discriminator, tries to distinguish real samples from those produced by the generator. These two networks learn to compete with each other in a zero-sum game. In this way, the generator learns to produce samples that do not differ from the real ones.

As a starting point for our model, we use the Cramér-GAN [16]. This GAN flavor uses a metric between distributions, called the Energy distance (multivariate generalization of the Cramér distance). It preserves all the nice properties of the Wasserstein GAN [17], while solving the biased gradients problem [16].
The architecture of our neural network is shown in Figure 1. This architecture is demonstrated to be sufficient [12] to describe the RICH variables with high accuracy when trained on the reconstructed calibration samples from the real data obtained with the LHCb detector [18]. Calibration samples are special datasets selected and reconstructed avoiding selection bias on a set of probe particle species. With a novel data-driven training based on the sWeights background subtraction [19, 20] the quality of the description obtained is sufficiently high.

4. Results
The purpose of this study is to show the transferability of our models to decays not present in the training set. In order to work with clean decay signatures, the study is performed on the detailed MC samples. We want to emphasize that while this procedure is performed using simulated samples, globally, our model is designed to be trained using real data samples. In this paper, we show our results of training the GAN on muons from a mixture of simulated events: inclusive \( J/\psi \) and \( B^{\pm} \rightarrow J/\psi(\mu^+\mu^-)K^{\pm} \) and evaluating this GAN on the \( B^{\pm} \rightarrow K^{*\pm}\mu^+\mu^- \) test decay.

Figure 2 shows the RichDLLx variable distributions for the detailed simulation and data generated by our GAN on the test decay channel. These results show that the GAN performance remains stable despite the change of training set (from real data sample to simulated one). However, since not only the global distribution match is important in physics analysis, we also study the quality of the description as a function of the input parameters. To do that, we introduce the efficiency ratio metric as follows.

(i) Measure the efficiency of RichDLLx cuts at various quantiles of the RichDLLx distribution:

\[ \epsilon = \frac{\text{number of tracks above threshold}}{\text{total number of tracks}}. \]
Figure 2. Histograms of distributions of real and generated output variables for the test decay $B^{\pm} \rightarrow K^{\pm} \mu^{+} \mu^{-}$.

Figure 3. Dependence of RichDLLmu efficiency ratio on input variables: momentum (P), pseudorapidity ($\eta$), number of hits in the Scintillating Pad Detector (nSPDHits) for the test decays $B^{\pm} \rightarrow K^{\pm} \mu^{+} \mu^{-}$ unseen by GAN during training.

(ii) Do this as a function of the input variables: $\epsilon(P, \eta, nSPDHits)$.

(iii) Calculate the efficiency ratio between GAN predictions and simulated events (in bins of a variable):

$$\text{efficiency ratio} = \frac{\epsilon_{\text{GAN}}}{\epsilon_{\text{simulated}}}$$

Figure 3 shows dependence of RichDLLmu efficiency ratio between GAN predictions and detailed simulated events on input variables for three quartiles. In case of an ideal trained GAN this ratio should be close to 1, thus showing that the efficiencies can be predicted precisely using GAN model. We have good agreement between simulation and data in three projections, although quality of agreement degrades in the tails of the distributions.

Figure 4 shows the dependence of RichDLLmu efficiency ratio on the momentum (P) with 75, 90, and 95% selection efficiencies. In this region, one can see that the quality of the description degrades on the tails of the distributions. At low momenta, the difference can be up to 50%. While this problem is quite significant, we do would like to stress that we are talking about the tails of the distribution, thus the overall description is not affected significantly. We expect the problem to be less pronounced as learning statistics and model complexity increase.

5. Conclusion
We show that using a GAN-based approach for fast simulation of RICH sub-detectors in LHCb provides good description of the efficiencies. Some effects observed in the tails of the distribution...
do not affect the overall conclusion. After testing the quality on the decays unseen during training, we conclude that the description transfer is also robust and thus can be used for real-life physics analysis in LHCb.
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