Abstract

This note provides an introduction to molecular dynamics, the computational implementation of the theory of statistical physics. The discussion is focused on the properties of Langevin dynamics, a degenerate stochastic differential equation which can be seen as a perturbation of Hamiltonian dynamics. From an analytical point of view, the generator of Langevin dynamics is a degenerate elliptic operator. The evolution of the law of the stochastic process is governed by the Fokker-Planck equation, and its longtime convergence can be obtained via hypocoercive techniques, some of which are reviewed here. One consequence of these analytical results in terms of error estimates for the computation of average properties of molecular systems is the estimation of the asymptotic variance of time averages in a central limit theorem.

1 A short introduction to computational statistical physics

1.1 Aims of molecular dynamics

Molecular simulation has been used and developed over the past 70 years, and its number of users keeps increasing; see [3, 18, 40] for reference textbooks in the physics literature. As we understand it, it has two major aims nowadays. First, it can be used as a numerical microscope, which allows to perform “computer” experiments. This was the initial motivation for simulations at the microscopic level: physical theories were tested on computers. Today, understanding the behavior of matter at the microscopic level can still be difficult from an experimental viewpoint (because of the high resolution required, both in time and in space), or because we simply do not know what to look for! Numerical simulations are then a valuable tool to test some ideas or obtain some data to process and analyze in order to help assessing experimental setups. Another major aim of molecular simulation, maybe even more important than the previous one, is to compute macroscopic quantities or thermodynamic properties, typically through averages of some functionals of the system. In this case, molecular simulation is a way to obtain quantitative information on a system, instead of resorting to approximate theories, constructed for simplified models, and giving only qualitative answers. More generally, molecular simulation is a tool to explore the links between the microscopic and macroscopic properties of a material, allowing to address modelling questions such as “Which microscopic ingredients are necessary (and which are not) to observe a given macroscopic behavior?”

Physical systems are described at the microscopic level by their positions \( q \in D = (LT)^d \) (with \( T = \mathbb{R}/\mathbb{Z} \) the one-dimensional torus) or \( \mathbb{R}^d \), and momenta \( p \in \mathbb{R}^d \). The associated phase-space is denoted by \( \mathcal{E} = D \times \mathbb{R}^d \). The description of systems in statistical physics requires a fundamental ingredient: microscopic interaction laws between the constituents of matter and possibly the environment. The interactions between the particles are taken into account through a potential function \( V \), depending on the positions \( q \) only. The total energy of the system is given by the Hamiltonian

\[
H(q,p) = V(q) + \frac{1}{2} p^\top M^{-1} p,
\]
where $M \in \mathbb{R}^{d \times d}$ is the mass matrix, and $V : \mathbb{R}^d \to \mathbb{R}$ the potential energy function. The macroscopic state of a system is described, within the framework of statistical physics, by a probability measure $\mu$ on the phase space $\mathcal{E} = \mathcal{D} \times \mathbb{R}^d$. Macroscopic features of the system are then computed as averages of an observable $\varphi$ with respect to this measure:

$$E_\mu(\varphi) = \int_{\mathcal{E}} \varphi(q, p) \mu(dq \, dp).$$

(2)

We therefore call the measure $\mu$ the macroscopic state of the system – also known as the thermodynamic ensemble.

In many physical situations, systems in contact with some energy thermostat are considered, rather than isolated systems with a fixed energy. In this case, the energy of the system fluctuates. The temperature (a notion which has in fact a precise definition in statistical physics) is however fixed. Microscopic configurations are then distributed according to the so-called canonical measure

$$\mu(dq \, dp) = Z^{-1}_\mu \exp(-\beta H(q, p)) \, dq \, dp,$$

(3)

where $\beta = 1/(k_B T)$ ($T$ denotes the temperature and $k_B$ the Boltzmann constant), and $Z_\mu$ is a normalization constant. The canonical measure is of the tensorized form

$$\mu(dq \, dp) = \nu(dq) \kappa(dp),$$

where

$$\nu(dq) = Z^{-1}_\nu e^{-\beta V(q)} \, dq, \quad Z_\nu = \int_{\mathcal{D}} e^{-\beta V(q)} \, dq,$$

(4)

and $\kappa$ is a Gaussian measure with covariance $M/\beta$. Therefore, sampling configurations $(q, p)$ according to the canonical measure $\mu(dq \, dp)$ can be performed by independently sampling positions according to $\nu(dq)$ and momenta according to $\kappa(dp)$. Since it is straightforward to sample from $\kappa$, the actual issue is to sample from $\nu$.

### 1.2 Computing average properties using stochastic differential equations

The main mathematical challenge in computing ensemble averages such as (2) is the very high dimensionality of the integral under consideration, which prevents the use of standard quadrature methods. In practice, the only realistic option is to rely on ergodic averages, where configurations are generated according to the probability measure $\mu$ by integrating a dynamics, and the ensemble average of some observable $\varphi \in L^1(\mu)$ is approximated as

$$\int_{\mathcal{E}} \varphi \, d\mu = \lim_{t \to +\infty} \varphi_t, \quad \varphi_t = \frac{1}{t} \int_0^t \varphi(q_s, p_s) \, ds.$$

(5)

#### 1.2.1 Langevin dynamics

We focus in these notes on the so-called Langevin dynamics

$$\begin{align*}
q_t &= M^{-1} p_t \, dt, \\
p_t &= -\nabla V(q_t) \, dt - \gamma M^{-1} p_t \, dt + \sqrt{\frac{2\gamma}{\beta}} \, dW_t,
\end{align*}$$

(6)

where $W_t$ is a standard $d$-dimensional Brownian motion, and $\gamma > 0$ the magnitude of the friction term. Note that the Langevin dynamics can be seen as a perturbation of the Hamiltonian dynamics, and in fact reduces to the Hamiltonian dynamics for $\gamma = 0$. There is a balance between the added friction term $-\gamma M^{-1} p_t \, dt$ and the fluctuation term $\sqrt{2\gamma/\beta} \, dW_t$: the magnitude of the fluctuation term is chosen so that the stochastic dynamics leaves the canonical measure invariant.
In order to mathematically study the properties of the Langevin dynamics, it is useful to introduce some objects, in particular some differential operators. The time evolution of average properties is encoded by the semigroup

\[(e^{t\mathcal{L}}\varphi)(q,p) = \mathbb{E}\left[\varphi(q_t,p_t) \mid (q_0,p_0) = (q,p)\right],\]

with generator

\[
\mathcal{L} = \mathcal{L}_{\text{ham}} + \gamma \mathcal{L}_{\text{FD}}, \quad \mathcal{L}_{\text{ham}} = p^\top M^{-1}\nabla q - \nabla V^\top \nabla p, \quad \mathcal{L}_{\text{FD}} = -p^\top M^{-1}\nabla p + \frac{1}{\beta} \Delta p. \tag{7}
\]

The expression of \(\mathcal{L}\) is obtained from Itô calculus, which implies that

\[
\frac{d}{dt} \mathbb{E}\left[\varphi(q_t,p_t) \mid (q_0,p_0) = (q,p)\right] = \mathbb{E}\left[(\mathcal{L}\varphi)(q_t,p_t) \mid (q_0,p_0) = (q,p)\right]. \tag{8}
\]

The existence and uniqueness of the invariant measure is characterized by the property

\[\forall \varphi \in C^\infty_c(\mathcal{E}), \quad \int_{\mathcal{E}} \mathcal{L}\varphi \, d\mu = 0.\]

The law of the process at time \(t\), denoted by \(\psi(t,q,p)\), evolves according to the Fokker–Planck equation

\[
\partial_t \psi = \mathcal{L}^1 \psi, \tag{9}
\]

where \(\mathcal{L}^1\) is the adjoint of \(\mathcal{L}\) on \(L^2(\mathcal{E})\). This equation is formally obtained by noting that \(\mathcal{S}\) can be rewritten as

\[
\frac{d}{dt} \left( \int_{\mathcal{E}} \varphi(t) \psi(t) \right) = \int_{\mathcal{E}} (\mathcal{L}\varphi)(t) \psi(t). \]

From a functional analytical viewpoint, it is in fact more convenient to work in \(L^2(\mu)\). In order to do so, we introduce \(f(t) = \psi(t)/\mu\), and denote the adjoint of \(\mathcal{L}\) on \(L^2(\mu)\) by \(\mathcal{L}^*\). In this functional framework,

\[
\mathcal{L}^* = -\mathcal{L}_{\text{ham}} + \gamma \mathcal{L}_{\text{FD}}, \quad \mathcal{L}_{\text{FD}} = -\frac{1}{\beta} \sum_{i=1}^d \partial^*_{p_i} \partial_{p_i}, \quad \mathcal{L}_{\text{ham}} = \frac{1}{\beta} \sum_{i=1}^d \partial^*_{p_i} \partial_{q_i} - \partial^*_{q_i} \partial_{p_i}.
\]

Indeed, a simple computation gives

\[
\int_{\mathcal{D}} (\partial_{q_i}\varphi) \phi \, d\mu = -\int_{\mathcal{D}} \varphi (\partial_{q_i}\phi) \, d\mu - \int_{\mathcal{D}} \varphi \phi \partial_{q_i} \left( Z_{\nu}^{-1} e^{-\beta V} \right) \, d\kappa,
\]

so that \(\partial^*_{q_i} = -\partial_{q_i} + \beta \partial_{q_i} V\). A similar computation gives \(\partial^*_{p_i} = -\partial_{p_i} + \beta (M^{-1} p)_i\). In particular, the Fokker–Planck equation rewrites

\[
\partial_t f = \mathcal{L}^* f. \tag{10}
\]

Given the structure of the operators at hand (only the sign of the Hamiltonian part changes when taking adjoints), convergence results for \(e^{t\mathcal{L}}\) on \(L^2(\mu)\) are very similar to the ones for \(e^{t\mathcal{L}^*}\). Convergence results for \(e^{t\mathcal{L}^*}\) can in turn be transferred to convergence results for \(e^{t\mathcal{L}}\).

### 1.2.2 Expected rates of convergence for Langevin dynamics

It is important to understand how the rate of convergence of the Langevin dynamics depends on the friction parameter \(\gamma > 0\), in order to tune this parameter in numerical simulations to have the fastest convergence. Let us first consider the Hamiltonian (or underdamped) limit \(\gamma \to 0\). A simple computation using Itô calculus gives

\[
\frac{d}{dt} \mathbb{E}[H(q_t,p_t)] = -\gamma \left( \mathbb{E}[p_t^\top M^{-2} p_t] - \frac{1}{\beta} \text{Tr}(M^{-1}) \right) dt.
\]
This suggests that the typical time to change energy levels in this limit scales as $1/\gamma$; the same timescale allows in fact to sample the canonical measure, which is a function of the energy. Precise statements on the limit as $\gamma \to 0$ of the diffusion process $H(q_{\gamma t}, p_{\gamma t})$, corresponding to the evolution of the energy accelerated by a factor $1/\gamma$, are given in [21] for one dimensional systems.

In the overdamped limit $\gamma \to +\infty$, in the simple case when $M = \text{Id}$, it is possible to rewrite the dynamics in a suggestive form using a rescaling of time $\gamma t$:

$$q_{\gamma t} - q_0 = -\frac{1}{\gamma} \int_0^{\gamma t} \nabla V(q_s) \, ds + \sqrt{\frac{2}{\gamma \beta}} W_{\gamma t} - \frac{1}{\gamma} (p_{\gamma t} - p_0)$$

$$= -\int_0^{t} \nabla V(q_{\gamma s}) \, ds + \sqrt{2 \beta^{-1}} B_t - \frac{1}{\gamma} (p_{\gamma t} - p_0).$$

This suggests that solutions to Langevin dynamics accelerated in time by a factor $\gamma$ converge to solutions of the overdamped Langevin dynamics

$$dQ_t = -\nabla V(Q_t) \, dt + \sqrt{\frac{2}{\beta}} dB_t. \quad (11)$$

From a functional analytical viewpoint, this limit is encoded in the following approximative equality, obtained by asymptotic analysis: $e^{tL_{\text{ham}} + \gamma L_{\text{FD}}}) \approx e^{tL_{\text{ovd}}}$ with $L_{\text{ovd}} = -\nabla V^T \nabla q + \beta^{-1} \Delta q$.

The conclusion of the discussion of these two limiting regimes is that the convergence rate of Langevin dynamics should scale as $\min(\gamma, \gamma^{-1})$.

### 1.2.3 Ergodicity results for Langevin dynamics

The almost-sure convergence of the ergodic averages $\tilde{\varphi}_t$ in (5) follow from he results of [29] since the stochastic dynamics preserves a probability measure, and its generator is hypoelliptic [27].

The asymptotic variance of these ergodic averages allows to quantify the statistical error:

$$\lim_{t \to +\infty} \text{Var} \left[ \phi_t \right] = \frac{2}{\gamma} \int_0^{+\infty} (e^{t\mathcal{L}} \mathcal{P} \phi) \mathcal{P} \phi \, dt \, d\mu = 2 \int_{\mathcal{E}} (-\mathcal{L}^{-1} \mathcal{P} \phi) \mathcal{P} \phi \, d\mu \quad (12)$$

where

$$\mathcal{P} \phi = \phi - \mathbb{E}_\mu(\phi), \quad (13)$$

and where we used the following operator equality

$$-\mathcal{L}^{-1} = \int_0^{+\infty} e^{t\mathcal{L}} \, dt \quad (14)$$

on the Hilbert space

$$L_0^2(\mu) = \mathcal{P} L^2(\mu) = \left\{ \phi \in L^2(\mu) \left| \int_{\mathcal{E}} \phi \, d\mu = 0 \right. \right\}. \quad (15)$$

This is legitimaes when the operator norm of the semigroup $e^{t\mathcal{L}}$ decays sufficiently fast, for instance exponentially. In fact, in such a setting, the Poisson equation

$$-\mathcal{L} \Phi = \mathcal{P} \phi = \phi - \int_{\mathcal{E}} \phi \, d\mu$$

has a solution in $L^2(\mu)$, and so a central limit theorem holds [7].

There are various techniques for obtaining the exponential convergence of the semigroup in Banach subspaces of $L_0^2(\mu)$, besides the techniques we describe more precisely in Section 4 (see also the introduction of [6] for an extensive review):
• a first approach is based on Lyapunov techniques \cite{42 33 35 20}, which rely on convergence estimates in the Banach space

\[ B_{\mathcal{K}}^\infty(\mathcal{E}) = \left\{ \varphi \text{ measurable, sup } \frac{\varphi}{\mathcal{K}} < +\infty \right\}, \]

where \( \mathcal{K} : \mathcal{E} \to [1, +\infty] \) is a Lyapunov function, i.e. a function such that \( \mathcal{L} \mathcal{K} \leq -a \mathcal{K} + b \) for some constants \( a > 0 \) and \( b \in \mathbb{R}; \)

• the hypocoercive framework \( H^1(\mu) \) was popularized by the monograph \cite{11}, which was building on various previous works where (iterated) commutators of the hypoelliptic generator were key tools to obtain the longtime convergence \cite{39 17 25};

• convergence results in \( H^1(\mu) \) can be transferred to \( L^2(\mu) \) after hypoelliptic regularization \cite{24};

• it was recently shown how to directly obtain convergence in \( L^2_0(\mu) \) in \cite{2 11 10}, based on a space-time Poincaré inequality involving the operator \( \partial_t - \mathcal{L}_{\text{ham}}; \)

• finally, exponential convergence can also be obtained from purely probabilistic arguments based on a clever coupling between two realizations of the stochastic differential equation \cite{5}, see \cite{14}.

## 2 Longtime convergence of overdamped Langevin dynamics

Before considering the more complicated case of Langevin dynamics in Section 4, we start by studying the longtime convergence of overdamped Langevin dynamics \cite{11}, whose generator reads

\[ \mathcal{L}_{\text{ovd}} = -\nabla V(q) \cdot \nabla q + \frac{1}{\beta} \Delta q = -\frac{1}{\beta} \sum_{i=1}^{d} \partial_{q_i}^* \partial_{q_i}, \tag{16} \]

where adjoints in the last term are taken on \( L^2(\nu) \). It is clear from the last equality that \( \mathcal{L}_{\text{ovd}} \) is a symmetric operator; in fact it is even self-adjoint \cite{5}. The function \( \varphi(t) = e^{t \mathcal{L}_{\text{ovd}}} \varphi_0 \) is a solution to the partial differential equation

\[ \frac{d}{dt} \left( \int_{\mathcal{D}} \varphi(t) \, d\nu \right) = \int_{\mathcal{D}} \mathcal{L}_{\text{ovd}} \varphi(t) \, d\nu = \int_{\mathcal{D}} \varphi(t) \left( \mathcal{L}_{\text{ovd}} 1 \right) \, d\nu = 0. \]

This suggests the following longtime limit:

\[ \varphi(t) \xrightarrow{t \to +\infty} \int_{\mathcal{D}} \varphi_0 \, d\nu. \]

Assuming without loss of generality that \( \varphi \) belongs to the subspace \( L^2_0(\nu) \subset L^2(\nu) \) of functions with average 0 with respect to \( \nu \), we are led to proving that \( \varphi(t) \) converges to 0 in \( L^2(\mu) \). We compute to this end

\[ \frac{d}{dt} \left( \frac{1}{2} \| \varphi(t) \|^2_{L^2(\nu)} \right) = \langle \mathcal{L}_{\text{ovd}} \varphi(t), \varphi(t) \rangle_{L^2(\nu)} = -\frac{1}{\beta} \| \nabla_q \varphi(t) \|^2_{L^2(\nu)} \leq 0. \tag{17} \]

This inequality already shows that \( \| \varphi(t) \|^2_{L^2(\nu)} \) is non-increasing.

To prove the convergence of \( \| \varphi(t) \|^2_{L^2(\nu)} \) to 0, and to obtain a rate of convergence, we need further assumptions. The simplest setting to consider is when a so-called Poincaré inequality holds; see for instance \cite{5 Chapter 4} for a very nice introduction to these inequalities.

**Definition 1** (Poincaré inequality). Consider the functional spaces

\[ L^2_0(\nu) = \left\{ \varphi \in L^2(\nu) \mid \int_{\mathcal{D}} \varphi \, d\nu = 0 \right\}, \quad H^1(\nu) = \left\{ \varphi \in L^2(\nu) \mid \nabla \varphi \in (L^2(\nu))^d \right\}. \]
The measure $\nu$ is said to satisfy a Poincaré inequality with constant $R > 0$ when
\[
\forall \varphi \in H^1(\nu) \cap L^2_0(\nu), \quad \|\varphi\|_{L^2(\nu)}^2 \leq \frac{1}{R} \|\nabla \varphi\|_{L^2(\nu)}^2. \tag{18}
\]

The constant $R > 0$ depends on the potential $V$, the inverse temperature $\beta$ and the domain $\mathcal{D}$. Various sufficient conditions for $\nu$ to satisfy a Poincaré inequality are for instance reviewed in [32, Section 2.2]. One simple example of sufficient condition is that the potential energy $V$ can be written as the sum $V_{ac} + V_b$ of a uniformly convex part (i.e. $\nabla^2 V_{ac} \geq \alpha I_d$ with $\alpha > 0$) and a bounded perturbation $V_b \in L^\infty(\mathcal{E})$. The inequality $[15]$ implies (and is in fact equivalent to) the exponential convergence to 0 of the semigroup $e^{t\mathcal{L}_{\text{ord}}}$ considered as an operator on $L^2_0(\nu)$.

**Proposition 1.** The measure $\nu$ satisfies a Poincaré inequality with constant $R > 0$ if and only if
\[
\|e^{t\mathcal{L}_{\text{ord}}}\|_{B(L^2_0(\nu))} \leq e^{-Rt/\beta}. \tag{19}
\]

**Proof.** Let us first assume that the measure $\nu$ satisfies a Poincaré inequality with constant $R > 0$. For $\varphi \in D(\mathcal{L}_{\text{ord}}) \cap L^2_0(\nu)$,
\[
-\langle \mathcal{L}_{\text{ord}} \varphi, \varphi \rangle_{L^2(\nu)} = \frac{1}{\beta} \|\nabla \varphi\|_{L^2(\nu)}^2 \geq \frac{R}{\beta} \|\varphi\|_{L^2(\nu)}^2. \tag{20}
\]

Since 0 is an eigenvalue of the operator $\mathcal{L}_{\text{ord}}$ (whose associated eigenvectors are constant functions), this inequality shows that the spectral gap of the self-adjoint operator $-\mathcal{L}_{\text{ord}}$ on $L^2(\nu)$ is larger than or equal to $R/\beta$ (using a Rayleigh–Ritz principle). The inequality (20) also gives the exponential decrease of the semigroup on $L^2_0(\nu)$ since, using (17) and (18),
\[
\frac{d}{dt} \left( \frac{1}{2} \|e^{t\mathcal{L}_{\text{ord}}} \varphi\|_{L^2(\nu)}^2 \right) = \langle e^{t\mathcal{L}_{\text{ord}}} \varphi, \mathcal{L}_{\text{ord}} e^{t\mathcal{L}_{\text{ord}}} \varphi \rangle_{L^2(\nu)} \leq -\frac{R}{\beta} \|e^{t\mathcal{L}_{\text{ord}}} \varphi\|_{L^2(\nu)}^2. \tag{21}
\]

By a Gronwall inequality, it follows that $\|e^{t\mathcal{L}_{\text{ord}}} \varphi\|_{L^2_0(\nu)}^2 \leq e^{-Rt/\beta} \|\varphi\|_{L^2_0(\nu)}^2$. The bound is finally extended to all functions in $L^2_0(\nu)$ by density.

Assume now that $\|e^{t\mathcal{L}_{\text{ord}}} \varphi\|_{B(L^2_0(\nu))} \leq e^{-Rt/\beta}$. Then, for a given $\varphi \in L^2_0(\nu)$ and any $t > 0$,
\[
\frac{\|e^{t\mathcal{L}_{\text{ord}}} \varphi\|_{L^2_0(\nu)}^2 - \|\varphi\|_{L^2_0(\nu)}^2}{t} \leq \|\varphi\|_{L^2_0(\nu)}^2 \frac{e^{-Rt/\beta} - 1}{t}.
\]

We next restrict ourselves to a $C^\infty$ function with compact support, and pass to the limit $t \to 0$, using the equalities in (20) and (21):
\[
-\frac{2}{\beta} \|\nabla \varphi\|_{L^2(\nu)}^2 \leq -\frac{2R}{\beta} \|\varphi\|_{L^2_0(\nu)}^2.
\]

The Poincaré inequality (15) finally follows by a density argument. \hfill \Box

Let us emphasize that, crucially, the prefactor for the exponential convergence in (19) is 1. Note also that the convergence rate is not degraded when one adds to the generator an antisymmetric part $A = F \cdot \nabla$ with $\text{div}(F e^{-\beta V}) = 0$ since (20) still holds with $\mathcal{L}_{\text{ord}}$ replaced by $\mathcal{L}_{\text{ord}} + A$.

3 Longtime convergence of hypocoercive ordinary differential equations

We present in this section the spirit of hypocoercive methods, illustrated on the possibly simplest example, namely the two dimensional ordinary differential equation $X = LX \in \mathbb{R}^2$ with, for $\gamma > 0$,
\[
-L = A + \gamma S, \quad A = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad S = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Figure 1: Values of \( X_1(t) \) (black) and \( X_2(t) \) (red) for \( X(0) = (1, 1) \) and \( \gamma = 0.5 \).

Solutions of this ordinary differential equation are presented in Figure 1. The structure of \(-L\) has features typical of hypocoercive operators: the symmetric part \( S \) is positive but degenerate, while the antisymmetric part \( A \) couples the kernel and the image of \( S \). This simple example can be treated analytically: a straightforward computation reveals that the smallest real part of the eigenvalues of \(-L\) (the spectral gap) is of order \( \min(\gamma, \gamma^{-1}) \). In fact, the determinant of \(-L\) is 1, the trace \( \gamma \), so the eigenvalues are

\[
\lambda_{\pm} = \frac{\gamma}{2} \pm \left(\frac{\gamma^2}{4} - 1\right)^{1/2},
\]

where the square root is understood as a complex number when \( \gamma \leq 2 \). To obtain the longtime convergence of \( e^{tL} \), we can diagonalize the evolution operator as

\[
e^{tL} = U^{-1} \begin{pmatrix} e^{-t\lambda_+} & 0 \\ 0 & e^{-t\lambda_-} \end{pmatrix} U.
\]

The decay rate is provided by the spectral gap \( \lambda = \min\{\text{Re}(\lambda_-), \text{Re}(\lambda_+)\} \), equal to \( \gamma/2 \) for \( \gamma \leq 2 \), and to \( 2/(\gamma + \sqrt{\gamma^2 - 4}) \) for \( \gamma \geq 2 \):

\[
|X(t)| = |e^{tL}X(0)| \leq C e^{-\lambda t}|X(0)|. \tag{22}
\]

Let us now try to prove the decay estimate (22) using the finite dimensional counterpart of the method used in Section 2. The starting point is the decay equality

\[
\frac{d}{dt} \left( \frac{1}{2} |X(t)|^2 \right) = -\gamma X(t)^\top SX(t) = -\gamma X_2(t)^2 \leq 0.
\]

Note that, although the derivative of the squared norm is nonpositive, it is not negative, because dissipation in the \( X_1 \) variable is missing. We cannot therefore conclude from this equality that \( |X(t)| \) converges to 0. The key idea is to change the scalar product with some positive definite matrix \( P \):

\[
|X|_P^2 = X^\top PX, \quad \frac{d}{dt} \left( |X(t)|_P^2 \right) = X(t)^\top (PL + L^\top P) X(t).
\]

We then choose \( P \) to couple \( X_1 \) and \( X_2 \). We start perturbatively, by adding a small term to the identity matrix as

\[
P = \text{Id} - \varepsilon \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

In this case,

\[
-(PL + L^\top P) = 2\gamma PS + 2\varepsilon \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \approx 2 \begin{pmatrix} \varepsilon & 0 \\ 0 & \gamma \end{pmatrix}.
\]
This provides some (small) dissipation in $X_1$. An optimal choice for $P$ is proposed in [1]. It is based on the informal statement “$L^\top P \geq \lambda P$”, which motivates constructing $P$ from a diagonalization of $L^\top$:

$$P = a_\pm X_\pm X_\pm^\top + a_+X_+X_+^\top, \quad a_\pm > 0, \quad L^\top X_\pm = \lambda_\pm X_\pm.$$

With this choice, $-(PL + L^\top P) \geq 2\lambda P$. Therefore, $|X(t)|^2_P \leq e^{-2\lambda t}|X_0|^2_P$, and so, by equivalence of scalar products,

$$|X(t)| \leq \min(1, Ce^{-\lambda t}) |X_0|,$$

which is consistent with (22). Note that the prefactor $C \geq 1$ in this inequality is really needed, since, similarly to Proposition [1] it can easily be shown that exponential convergence holds with $C = 1$ if and only if $-L$ is coercive (i.e. $-X^\top LX \geq \alpha|X|^2$ with $\alpha > 0$).

4 Longtime convergence of Langevin dynamics

4.1 Lack of coercivity

Solutions to the Fokker–Planck equation (10) are expected to converge to the constant function 1. Upon subtracting this constant function from the initial condition $f_0$, the convergence of the law amounts to the convergence to 0 of $e^\gamma t (f_0 - 1)$. This motivates again working on the space $L^2_0(\mu)$ introduced in (15). The same functional space is considered when studying the convergence of $e^\gamma t$ $\varphi$ towards its limiting value $E_\mu(\varphi)$, since $e^\gamma t \varphi - E_\mu(\varphi) = e^\gamma t \mathcal{P}\varphi$ (with $\mathcal{P}$ the projector defined in (13)), so that it is sufficient to prove that $e^\gamma t \varphi$ converges to 0 for functions $\varphi \in L^2_0(\mu)$.

The important remark which motivates the title of this section is that the generator $L$ of the Langevin dynamics (7) fails to be coercive on $L^2_0(\mu)$ since second derivatives in $q$ are missing. In fact, for $C^\infty$ and compactly supported test functions $\varphi$, we obtain that

$$- \langle L\varphi, \varphi \rangle_{L^2(\mu)} = \frac{\gamma}{\beta} \|\nabla_p \varphi\|_{L^2(\mu)}^2,$$

which should be compared to (17) for overdamped Langevin dynamics. The key idea of hypo-coercivity is to modify the canonical $L^2(\mu)$ scalar product to introduce some mixed derivatives in $p$ and $q$ in order to retrieve some dissipation in $q$ through some commutator identities. This idea was already present in the computations performed in [39, Section 3], and was later generalized in [41]. This motivates the name for the technique in view of the analogy with hypoellipticity, since (more or less explicit) commutator identities allow to recover some form of coercivity for operators with degenerate diffusion parts, in the same way commutators identities in Hörmander’s theory [27] imply hypoellipticity and therefore allow to recover regularity results for operators with degenerate diffusion parts similar to the regularity results for elliptic operators.

4.2 An almost direct $L^2$ approach

We present in this section a way to prove the exponential decay of the semigroup $e^{\gamma t}$ in $L^2(\mu)$, by modifying the scalar product with some operator involving the generator of the Hamiltonian part of the dynamics. This approach was first proposed in [23] and then extended in [14, 15]. It is more direct than first proving a decay estimate in $H^1(\mu)$ and then transferring this decay to $L^2(\mu)$ by hypoelliptic regularization (see [11, 24] as well as the review of these approaches in [32]), or by some spectral argument (using the bounded self-adjoint operators $Q_t = e^{\gamma t}e^{\gamma t}$, as done in [12] by resorting to [22, Lemma 2.9]). It also turns out to be more robust to perturbations, since it can be used for nonequilibrium systems in a perturbative framework [9, 28] or for spectral discretization of the Langevin dynamics [37]. It also allows to quantify more easily the convergence rate in terms of the parameters of the dynamics, in particular the friction rate $\gamma$.

As mentioned above, for notational simplicity, we study the convergence to 0 of $e^\gamma t \varphi$ for $\varphi \in L^2_0(\mu)$ rather than the convergence to 0 of $e^\gamma t (f_0 - 1)$ for $f_0 \in L^2(\mu)$.
Theorem 1 (Hypocoercivity in \(L^2(\mu)\)). Assume that \(\nu(dq) = Z_\nu^{-1} e^{-\nu V(q)} dq\) satisfies the Poincaré inequality \([13]\) with a constant \(R_\nu > 0\), and that \(V \in C^\infty(D)\) is such that there exist \(c_1 > 0, c_2 \in [0,1]\) and \(c_3 > 0\) for which

\[
\Delta V \leq c_1 d + \frac{c_2 \beta}{2} |\nabla V|^2, \quad |\nabla^2 V|^2 = \sum_{i,j=1}^d \left| \frac{\partial_q, \partial_q, V \right|^2 \leq c_3^2 \left( d + |\nabla V|^2 \right).
\]

Then there exist \(C > 1\) and \(\lambda_\gamma > 0\) (which are explicitly computable in terms of the parameters of the dynamics, \(C\) being independent of \(\gamma > 0\)) such that, for any \(\varphi \in L^2_0(\mu)\),

\[
\forall t \geq 0, \quad \| e^{tC} \varphi \|_{L^2(\mu)} \leq C e^{-\lambda_\gamma t} \| \varphi \|_{L^2(\mu)}.
\]

Moreover, the convergence rate is of order \(\min(\gamma, \gamma^{-1})\): there exists \(\overline{\lambda} > 0\) such that

\[
\lambda_\gamma \geq \overline{\lambda} \min(\gamma, \gamma^{-1}).
\]

Note that some prefactor \(C > 1\) appears in \([25]\), compared to the estimates \([19]\) for overdamped Langevin dynamics. The scaling with respect to the dimension \(d\) of the constants in the bounds \([24]\) is motivated by the case of separable potentials for which \(V(q) = v(q_1) + \cdots + v(q_d)\) for some smooth one dimensional function \(v\), which corresponds to tensorized probability measures. The bounds \([24]\) then follow from the inequalities

\[
v'' \leq c_1 + \frac{c_2 \beta}{2} (v')^2, \quad |v''|^2 \leq c_3^2 \left( 1 + |v'|^2 \right).
\]

These bounds generally hold if \(v\) has polynomial growth for example. The scaling of the constants should be similar for particles on a lattice (such as one dimensional atom chains) with finite interaction ranges, or systems for which correlations between degrees of freedom are bounded with respect to the dimension, in the sense that each column/line of the matrix \(\nabla^2 V\) has a finite number of nonzero entries.

The convergence result of Theorem 1 can be (formally) extended to more general Hamiltonian functions, in particular separable Hamiltonians \(H(q,p) = V(q) + U(p)\) under appropriate assumptions on \(U\), namely some moment conditions for derivatives of \(U\) and a Poincaré inequality for the probability measure with density proportional to \(e^{-\beta U}\); see \([35]\) for precise statements. Let us emphasize that we do not need the generator to be hypoelliptic, though, and can allow for instance for kinetic energy functions which vanish on open sets. In fact, Theorem 1 can be extended to certain Piecewise Deterministic Markov Processes, see \([14,15,4]\).

Let us sketch the proof of Theorem 1. The first step is to consider an appropriate change of scalar product, which uses the antisymmetric part \(C_{\text{ham}}\) of the generator. More precisely, we consider the modified squared norm

\[
\mathcal{H}[\varphi] = \frac{1}{2} \| \varphi \|^{2}_{L^2(\mu)} - \varepsilon \langle R(\varphi, \varphi) , \quad R = \left( 1 + (C_{\text{ham}}\Pi_0)^* (C_{\text{ham}}\Pi_0) \right)^{-1} (C_{\text{ham}}\Pi_0)^*,
\]

where \(\Pi_0\) is the projector whose action is to integrate out the \(p\) variable according to \(\kappa\):

\[
(\Pi_0 \varphi)(q) = \int_{v \in \mathbb{R}^d} \varphi(q,p) \kappa(dp).
\]

It is shown in \([15]\) for instance that \(R = \Pi_0 R(1 - \Pi_0)\) and \(C_{\text{ham}}R\) are bounded operators on \(L^2(\mu)\) (with bounds smaller than \(1/2\) and \(1\), respectively), and that the modified square norm \(\mathcal{H}\) is equivalent to the standard squared norm \(\| \varphi \|^2_{L^2(\mu)}\) for \(\varepsilon \in (-1,1)\). The motivation for the expression of the regularization operator \(R\) is that

\[
(C_{\text{ham}}\Pi_0)^* (C_{\text{ham}}\Pi_0) = \beta^{-1} \nabla^*_q \nabla_q
\]
is an operator coercive in the \( q \) variable, so that
\[
RL_{\text{ham}}\Pi_0 = \frac{\langle L_{\text{ham}}\Pi_0 \rangle^* \langle L_{\text{ham}}\Pi_0 \rangle}{1 + \langle L_{\text{ham}}\Pi_0 \rangle^* \langle L_{\text{ham}}\Pi_0 \rangle}
\]
is coercive as well when acting on functions of the position variable only. The coercivity comes here from spectral calculus and the Poincaré inequality for \( \nu \), which translates into the inequality
\[
\nabla_q^* \nabla_q \geq K_2^2 \Pi_0 \text{ in the sense of symmetric operators.}
\]

The key result to prove the coercivity of \(-L\) in the modified scalar product \( \langle \cdot, \cdot \rangle \) induced by \( \mathcal{H} \) is the following dissipation inequality:
\[
\mathcal{D}[\varphi] := \langle -L\varphi, \varphi \rangle \geq \lambda \| \varphi \|^2.
\]

Since
\[
\frac{d}{dt} \mathcal{H}[e^{t\mathcal{L}}\varphi] = -\mathcal{D}[e^{t\mathcal{L}}\varphi] \leq -\frac{2\lambda}{1 + \varepsilon} \mathcal{H}[e^{t\mathcal{L}}\varphi],
\]
a Gronwall inequality allows to conclude to the exponential convergence of \( \mathcal{H}[e^{t\mathcal{L}}\varphi] \) to 0, which in turn leads to the estimate \( (26) \). The proof of the dissipation inequality \( (26) \) motivates why the regularization operator was chosen. Indeed, upon controlling remainder terms which are not explicitly written in the inequalities below (thanks to elliptic regularity estimates for the operator \( 1 + \nabla_q^* \nabla_q \) considered on \( L^2(\mu) \)),
\[
\mathcal{D}[\varphi] = \gamma \langle -L_{\text{FD}}\varphi, \varphi \rangle + \varepsilon \langle RL_{\text{ham}}\Pi_0 \varphi, \varphi \rangle + O(\varepsilon)
\]
\[
= \frac{\gamma}{\beta} \left\| \nabla_p \varphi \right\|_{L^2(\mu)}^2 + \varepsilon \left( \frac{\nabla_q^* \nabla_q \Pi_0 \varphi, \Pi_0 \varphi} {\beta + \nu^2 \nabla_q^* \nabla_q} \right) + O(\varepsilon)
\]
\[
\geq \frac{\gamma K_2^2}{\beta} \left\| (1 - \Pi_0) \varphi \right\|_{L^2(\mu)}^2 + \frac{\varepsilon K_2^2}{\beta + K_3^2} \left\| \Pi_0 \varphi \right\|_{L^2(\mu)}^2 + O(\varepsilon),
\]
where we used in the last step the operator inequality \( \nabla_p^* \nabla_p \geq K_2^2 (1 - \Pi_0) \), which is a direct consequence of the fact that \( \kappa \) satisfies a Poincaré inequality. The scaling of the exponential convergence rate finally follows from the fact that \( \varepsilon \) is of the order \( \min(\gamma, \gamma^{-1}) \), a choice which follows from a careful inspection of the remainder terms.

### 4.3 Directly obtaining bounds on the resolvent

We present in this section the results of [6], which allow to directly obtain bounds on the generator \( L^{-1} \), and hence on the solutions to the Poisson equation \( (13) \) and on the asymptotic variance \( (12) \). The starting point is to realize that typical hypocoercive operators on \( L^2_0(\mu) \) have a “saddle-point like” structure:
\[
L = \begin{pmatrix} 0 & A_0 \cr A_0^* & L_{\ast \ast} \end{pmatrix}, \quad \mathbb{H} = \mathbb{H}_0 \oplus \mathbb{H}_\ast, \quad \mathbb{H}_0 = \Pi_0 \mathbb{H},
\]
where \( A \) is the antisymmetric part of the generator (for Langevin dynamics, \( A = L_{\text{ham}} \)), and, denoting by \( \Pi_\ast = 1 - \Pi_0 \) the orthogonal projector complementary to \( \Pi_0 \), the operators \( T_{\alpha \beta} = \Pi_\alpha T \Pi_\beta : \mathbb{H}_\beta \to \mathbb{H}_\alpha \) are the restrictions (blocks) of a given operator \( T \). The formal inverse of \( L \) can be written in terms of the Schur complement \( \mathbb{S}_0 = A_0^* L_{\ast \ast}^{-1} A_0 \) as
\[
L^{-1} = \begin{pmatrix} \mathbb{S}_0^{-1} & -\mathbb{S}_0^{-1} A_0 L_{\ast \ast}^{-1} \\ -L_{\ast \ast}^{-1} A_0 \mathbb{S}_0^{-1} & L_{\ast \ast}^{-1} + L_{\ast \ast}^{-1} A_0 \mathbb{S}_0^{-1} A_0 L_{\ast \ast}^{-1} \end{pmatrix}.
\]
The invertibility of \( \mathbb{S}_0 \) is the crucial element to make the above formal computations rigorous. Two ingredients are used to this end: (i) some coercivity of the symmetric part of the generator on \( \mathbb{H}_\ast \), which writes
\[
-\mathcal{S} = -\frac{1}{2} (L + L^*) \geq s \Pi_\ast = s (1 - \Pi_0).
\]
For Langevin dynamics where $S = \gamma L_{PD}$, this amounts to requiring that $\kappa(dp)$ satisfies a Poincaré inequality; (ii) a property named “macroscopic coercivity” in [15], namely

$$\|A_0 \phi\|_{L^2(\mu)} \geq a \|\Pi_0 \phi\|_{L^2(\mu)},$$

and which amounts to the inequality $A_0^* A_0 \geq a^2 \Pi_0$ in the sense of symmetric operators. For Langevin dynamics, this is equivalent to a Poincaré inequality for $\nu(dq)$, with $a^2 = K_\nu^2/\beta$. In fact, it turns out, for the proof, to be necessary to further decompose $L$ using the projector $\Pi_1 = A_0 (A_0^* A_0)^{-1} A_0^*$ onto the range of $A_0 = (1 - \Pi_0) A \Pi_0$:

$$L = \begin{pmatrix} 0 & A_{01} & 0 \\ A_{10} & L_{11} & L_{12} \\ 0 & L_{21} & L_{22} \end{pmatrix}, \quad A_{01} = -A_0^*.$$

Additional structural assumptions are also needed, namely that there exists an involution $R$ on $H$ such that $R \Pi_0 = \Pi_0 R = \Pi_0$, $R S R = S$, and $R A R = -A$. Abstract resolvent estimates can then be obtained when the operators $S_{11}$ and $L_{21} A_{10} (A_0^* A_0)^{-1}$ are bounded. The application to Langevin dynamics with a quadratic kinetic energy gives the following result (see Corollary 1 and Proposition 1 in [16]).

**Theorem 2.** Suppose that $M = m \text{Id}_d$ and that $V \in C^\infty(D)$ satisfies the same assumptions as in Theorem 7, namely [18] and [23]. Then, the operator $L$ is invertible on $L_0^2(\mu)$ and the following bound holds:

$$\|L^{-1}\|_{B(L_0^2(\mu))} \leq \frac{2 \beta \gamma}{R_\nu} + \frac{8 m}{\gamma} \left( \frac{3}{8} + C + \frac{C'}{R_\nu} \right),$$

(27)

where $C$ and $C'$ can be chosen as:

(i) If $V$ is convex, then $C = 1$ and $C' = 0$;

(ii) If $\nabla^2 V \geq -K \text{Id}$ for some $K \geq 0$, then $C = 1$ and $C' = K$;

(iii) In the general case, $C = 2$ and $C' = O(\sqrt{d})$.

The interest of the upper bound (27) is that it is fully explicit in terms of the parameters of the dynamics (in particular the friction $\gamma$ and the mass $m$) and of the dimension $d$ of the system, except for the dependence of the Poincaré constant on the dimension and on the potential $V$. As discussed in [9] Section 3.1.4, a better scaling $C' = O(\log d)$ can also be obtained when $\nu$ satisfies a logarithmic Sobolev inequality and

$$\forall q \in \mathbb{R}^d, \quad \|\nabla^2 V(q)\|_{B(\ell^2)} \leq c_3 (1 + \|\nabla V(q)\|_{\infty}).$$

An interesting observation is that the behavior of the resolvent bounds with respect to $\gamma$ is consistent with the result of Theorem 1 together with [13]: it is also sharp. Indeed, for the overdamped limit $\gamma \to +\infty$, we consider the following example:

$$L \left( p^T \nabla V + \gamma(V - c_V) \right) = p^T M^{-1} (\nabla^2 V) p - |\nabla V|^2,$$

where $c_V$ is a constant chosen such that $p^T \nabla V + \gamma(V - c_V)$ has a vanishing average with respect to $\mu$. It is clear that the right hand side is of order 1, while the left-hand side is of order $\gamma$ when $V$ is not constant. For the limit $\gamma \to 0$, we use the same argument as in [21] Proposition 6.3, and consider a function $\phi = \phi \circ H$, for which the following equality holds: $\gamma^{-1} L \phi = L_{PD} \phi$. Here again, the right hand side is of order 1, while the solution to the Poisson equation is of order $\gamma^{-1}$. These two examples show that there exists $C > 0$ such that

$$\|L^{-1}\|_{B(L_0^2(\mu))} \geq C \max(\gamma; \gamma^{-1}).$$
In fact, it can be shown that $L^{-1}$ is at dominant order equal to $\gamma L_{\text{ord}}$ in the overdamped limit $\gamma \to +\infty$ (see [30, Theorem 2.5]).

As discussed in [6], the abstract result leading to Theorem 2 for Langevin dynamics can be extended to various other hypocoercive dynamics: Langevin dynamics with non-quadratic kinetic energies [38], linear Boltzmann/randomized Hybrid Monte Carlo [8], adaptive Langevin dynamics with a variable friction following some Nosé–Hoover feedback mechanism [26, 31], etc. Some work is however needed to extend the approach to more degenerate dynamics such as generalized Langevin dynamics [35] or chains of oscillators [34].
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