Theory of rheology in confinement
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The viscosity of fluids is generally understood in terms of kinetic mechanisms, i.e., particle collisions, or thermodynamic ones as imposed through structural distortions upon e.g. applying shear. Often the former is less relevant, and (damped) Brownian particles are considered good fluid model systems. We formulate a general theoretical approach for rheology in confinement, based on the many particle diffusion equation, evaluated via classical density functional theory. We discuss the viscosity for the situation of two parallel walls in relative motion as a function of wall-to-wall distance.
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The viscosity of fluids is important for scientific research but also for industrial, technological or biological applications. As such, it has been the topic of investigations for many years [1–4], e.g. using linear response theory [5, 6].

A lot is known about rheology of bulk systems. The response of dilute gases [7] can be analyzed starting from kinetic theory [8] such as the Boltzmann equation. For (Brownian) suspensions, insight has been gained, e.g. for dilute systems [9], or glassy ones [10–13]. Here, also nonlinear effects are accessible both theoretically and experimentally [14]. While the most fundamental and simplest case concerns bulk systems, improved experimental precision on small scales [15–18] has increased interest in confined systems [19, 20], which is of importance for e.g. microfluidic devices [21, 22], MEMS [23, 24] or blood flow in capillaries [25–27].

Theoretically, a lot of effort has been devoted to gaining control over many body systems [28], where successful (approximate) approaches, based on first principles, include mode coupling theory [10, 29, 30] or density functional theory [31–33]. Using such methods, bulk rheology of dense systems [10, 29, 30] or the time dependence of density profiles under time varying external potentials [32, 34] have been studied.

In this Letter, starting from the exact (Smoluchowski) equation of motion [35], we develop a general framework for rheology in confinement, by integrating out particle positions. Using methods of classical density functional theory, we exemplify how simple closures yield the generic behavior of the viscosity in the case of a fluid confined between walls, which had not been accessible by first principles theories before. We discuss how the effective viscosity between two parallel walls depends on the distance between the walls, and on driving velocity, and analyze how it may be understood in terms of a slip length of the fluid at the walls.

Consider a system of $N$ Brownian particles (BPs) and $n$ non-Brownian particles (nBPs) immersed in a solvent (Fig. 1). The positions and velocities of the nBPs are by construction given, and controlled from outside. This general setup encompasses many realistic situations. For example, cases often termed microrheology [36–38], where nBPs of size comparable to the BPs are moved through the fluid. Another important case, considered in detail below, contains two walls moving at a distance comparable to the size of the BPs. Rheological properties of the fluid, which naturally depend among others on size, shape and placement of the nBPs, are captured by the forces necessary to maintain the nBPs’ positions and velocities. Finding these forces is the main goal of this manuscript.

$\mathbf{R}$ (in general $6(n + N)$ dimensional) denotes the particle positions and orientations, and $\mathbf{V} \equiv \partial_t \mathbf{R}$ are the corresponding velocities. Restricting to laminar flow, the resulting hydrodynamic forces, mediated by the solvent, are linear in the velocities, and also instantaneous on the
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nBPs follows accordingly from integrating Eq. \( \text{(6)} \) \[49\],

\[
\langle F_n \rangle = F_n^{\rho = 0} + \int dr_1 dr_2 \left[ \delta(r_2)\rho(r_1) \left[ \nabla V(r_1) - G^{(1)}_{nn}(r_1) \mathbf{V}_n \right] + G^{(1)}_{nn}(r_1) \mathbf{J} + \rho^{(2)} \left( G^{(2)}_{nn} \left[ \frac{j^{(1)}(r_1)}{\rho(r_1)} + j^{(2)} \right] - G^{(2)}_{nn} \mathbf{V}_n \right) \right]. \tag{9}
\]

In Eq. \( \text{(9)} \), \( F_n^{\rho = 0} = -\nabla_n U(R_n) - G^{(0)}_{nn} \mathbf{V}_n \) denotes potential and hydrodynamic forces in absence of BPs.

We note that the more familiar drift diffusion equation \[36, 39\] or the Smoluchowski equation for shear where hydrodynamic interactions are neglected \[39\], follows from Eqs. \( \text{[3]} \) or \( \text{[9]} \) by replacing \( M_{11}^{(1)} = D_0/k_B T \) to leading order and \( -M_{11}^{(1)} G_{1n}^{(1)} \mathbf{V}_n = \mathbf{V}(r) \), the solvent velocity induced by the moving nBPs.

Let us consider the simple but important case of two parallel walls moving with respect to each other (see the inset of Fig. \( \text{2} \), a scenario accessible by experiments and simulations \[13, 40\]. We place the lower wall in the plane \( y = 0 \) and the upper in the plane \( y = d \). The upper wall moves deterministically with velocity \( v \) along direction \( x \), defining a bare shear rate of \( \gamma_0 = \frac{2v}{d} \). The upper wall is subject to the force \( F^{(u)} \) found from Eq. \( \text{(4)} \). Due to symmetries, it has no component along \( z \), and its components along \( y \) and \( x \) yield the orthogonal pressure and the shear viscosity, respectively. Focusing on the latter, we define the effective viscosity of the confined fluid \( \nu_{\text{eff}} \) in terms of the \( x \)-component of \( F^{(u)} \), which, in the considered stationary situation is time independent, \( \nu_{\text{eff}} = \frac{F^{(u)}_x}{A \gamma_0} \). \tag{10}

Here, \( A \) is the surface area of the plate [note that \( F^{(u)}_x / A \) may as well be identified with the shear stress]. Eqs. \( \text{[5]} \) and \( \text{[9]} \) can be evaluated to any order of (pairwise) hydrodynamic interactions, and it is instructive to introduce BPs with hydrodynamic radius \( a_H/2 \) and hard interaction radius \( a/2 \), as then, for \( a_H < a \), convergence of a series in \( a_H/a \) may be assumed. In zeroth order, the BPs are infinitely fast, and their density distribution adjusts instantaneously to the equilibrium distribution corresponding to the arrangement \( R_n \) of nBPs at time \( t \). This is explicitly found from Eq. \( \text{(7)} \), which to zeroth order requires \( \mathbf{F}_1 = 0 \), as fulfilled by \( \rho_{\text{eq}} \). In this order, the effective viscosity in Eq. \( \text{(10)} \) is given by the bare solvent viscosity \( \nu_0 \). In general,

\[
\nu_{\text{eff}} = \nu_1 + \nu_2 a_H + \nu_2 a_H^2 + \ldots \tag{11}
\]

\( \nu_1, \nu_2 \) and so on, depend nontrivially on the distance \( d \) [as well as on velocity \( v \) and average density]. In order to compute them, \( \rho^{(2)} \) in Eqs. \( \text{[8]} \) and \( \text{[9]} \) must be expressed in terms of \( \rho \). As demonstrated in Ref. \[41\], a simple closure involving the distorted bulk pair distribution \( g_{\text{neq}}(r) \equiv g(r) - g_{\text{eq}}(r) \) under shear suffices to capture the distortion of \( \rho^{(2)} \) necessary for shear cases,

\[
\rho^{(2)}(r, r') \approx \rho^{(2)}_{\text{ad}}(r, r') + \rho(r)\rho(r')g_{\text{neq}}(r - r'). \tag{12}
\]

Here, \( \rho^{(2)}_{\text{ad}} \) is the so-called adiabatic term, which is expressed via the density functional, and is the main ingredient of dynamical density functional theory \[33\]. We use the Rosenfeld functional for this term. The second term in Eq. \( \text{(12)} \) is the addition necessary to capture effects of shear \[41, 42\]. By definition, Eq. \( \text{(12)} \) is exact in homogeneous systems, and uses knowledge about bulk rheology \[14\], imprinted in \( g_{\text{neq}}(r) \), to describe effects in inhomogeneous situations. Eq. \( \text{(12)} \) is readily amenable to expansion in \( a_H \), where the results for \( g_{\text{neq}} \) are taken from \[3\]. We note that the general search for closures of Eq. \( \text{(5)} \) will also benefit from recent fundamental developments in dynamical density functional theory \[43\].

Fig. \( \text{2} \)b) shows the resulting viscosity for hard spheres of average packing fraction \( \Phi = 0.45 \) \[50\], confined by hard walls. Specifically, the curve gives the coefficient \( \nu_1 \) in Eq. \( \text{(11)} \), normalized by its bulk value. By construction, the curve approaches unity for large \( d \), and, in the limit of small \( d/a \), in tendency reduces to smaller values.
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**FIG. 2:** b) Effective viscosity \( \Delta \nu_{\text{eff}} = \nu_{\text{eff}} - \nu_0 \) of a suspension sheared between walls, as a function of the distance \( d \) between them, normalized to the bulk value for large \( d \). The average packing fraction is \( \Phi = 0.45 \), and we consider particles with small hydrodynamic radii (see inset sketch). Part a) gives the corresponding equilibrium densities for two exemplary cases, \( d = 10 \) and \( d = 3 \) (compare Ref. \[44\]). Solid vertical lines denote the position of the walls, while the vertical dashed ones give the closest approach for particle centers.
a function of $d$ and the viscosity for large $d$ (bulk). The outcome of Eq. (13) is shown in Fig. 2 by dashed curves, where for small $Pe$, we have $L = 1.27 \Phi$. Despite the mentioned oscillations in the solid curve, which are not reflected by Eq. (13), Eq. (13) gives an astonishingly good result for $d$ as small as 2 particle diameters. We note that e.g. for $d = 3a$, the density shown in Fig. 2 a) is rather inhomogeneous, while the effective viscosity is still well described by the estimate of Eq. (13). Once the distance is decreased even further, details of the walls may possibly influence the effective viscosity (e.g. surface roughness or lubrication forces), which are beyond the scope of the present paper.

Upon increasing the driving velocity, the asymptote for large $d$ decreases, which is due to the well known phenomenon of shear thinning in bulk systems at intermediate values of $Pe$. Apart from this, the overall qualitative features are very similar to the discussed cases, in particular, Eq. (13) gives a very good estimate of the overall trend for larger rates as well. Regarding $Pe = 10.95$, we see that the oscillations in the viscosity extend to larger values of $d$. This is a clearly non-linear effect, as the higher rate causes changes in the density (see inset of Fig. 3), which for increasing rates develops more pronounced oscillations, extending to larger $d$.

As found in simulations [44,45], bulk suspensions show layering for certain densities and shear rates. The behavior of the viscosity in confinement is hence nontrivial. The considered model [41,42] shows a layering instability for large Peclet numbers, upon which the one-particle density develops oscillations along $y$ for arbitrarily large distances $d$. The lowest curve of Fig. 3 shows a state in which the bulk is layered ($Pe = 20$). In that case, we see that the effective viscosity is unsteady as a function of $d$, showing discrete jumps for $d \gtrsim 12a$, which can be understood by the underlying density profiles. At the jumps of $\nu_{\text{eff}}(d)$, the density is discontinuous as well, as the number of layers is changed by one. Our analysis thus predicts that this discontinuity is also found in the viscosity. Last, we note that the relative height of the discontinuities decays as $1/d$, since for large $d$ each individual layer contributes less to the total viscosity.

Exemplified by monodisperse hard spheres, the viscosity of fluids in confinement displays a variety of features. In the case of two walls in relative motion, the viscosity is astonishingly well described by a continuum estimate involving the slip length, Eq. (13), down to distances of a few particle diameters. According to the estimate, at large distances, the viscosity approaches the bulk value with a correction vanishing as $1/d$. At distances of a few particle diameters, the viscosity additionally displays oscillations as a function of distance. At larger driving velocities, nonlinear effects are present, e.g. the oscillatory behavior of viscosity is extended to larger distances.
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While the curve is smooth for $d \gtrsim 8a$, it develops oscillations for smaller $d$, which are due to layering effects, that are more pronounced at smaller $d$, as seen in panel a). While Fig. 2 represents the case of small $a_H$, the observed qualitative scenario is more general, as we aim to demonstrate by use of a model implemented in Ref. [41] for the case of one wall. Here, hydrodynamic interactions are included effectively, by introduction of an average solvent velocity $\langle v \rangle$, and hydrodynamic forces acting on the BPs are computed as $F_R D_0/k_BT = \langle v \rangle - \mathbf{V}_N$. The model then adjusts the mean velocity $\langle v \rangle(y)$, thereby achieving stress homogeneity as required by stationarity. The local stress is an exact functional of $\rho$, achieving stress homogeneity as required by stationarity.

Fig. 3 shows the resulting effective viscosity (see Eq. (13)) for different Peclet numbers $Pe \equiv \gamma_0 a^2 / D_0$. The upper curve shows the case of small $Pe$, i.e. linear response. It indeed possesses very similar features as compared to Fig. 2. The effective viscosity approaches a distance independent bulk value for $d \to \infty$, while it consistently reduces to smaller values for small $d$. Again, for $d \lesssim 8a$, oscillations start to be visible.

In Ref. [41], using the same model, we computed a slip length $L$ of the suspension at a single wall under shear. A geometrical consideration suggests the following effective viscosity for the case of two parallel walls at distance $d$,

$$\nu_{\text{eff}}(d) = \nu_{\text{eff}}(d \to \infty) \frac{d}{d+2L},$$

where for small $d$, oscillations are included effectively, by introduction of an average solvent velocity $\langle v \rangle$, and hydrodynamic forces acting on the BPs are computed as $F_R D_0/k_BT = \langle v \rangle - \mathbf{V}_N$. The model then adjusts the mean velocity $\langle v \rangle(y)$, thereby achieving stress homogeneity as required by stationarity. The local stress is an exact functional of $\rho$, achieving stress homogeneity as required by stationarity.

The local stress is an exact functional of $\rho$, achieving stress homogeneity as required by stationarity. We note that e.g. for $d = 3a$, the density shown in Fig. 2 a) is rather inhomogeneous, while the effective viscosity is still well described by the estimate of Eq. (13). Once the distance is decreased even further, details of the walls may possibly influence the effective viscosity (e.g. surface roughness or lubrication forces), which are beyond the scope of the present paper.

FIG. 3: Effective viscosity of a hard sphere fluid sheared between two walls as a function of the distance $d$ between them for $Pe = 0, 6.27, 10.95, 20$ (full curves, top to bottom). Dashed curves represent corresponding estimates via the slip length computed for an isolated wall, Eq. (13). Inset shows enlarged segment of the lowest curve, where discontinuities as a function of $d$ develop. $\Phi = 0.45$. While the curve is smooth for $d \gtrsim 8a$, it develops oscillations for smaller $d$, which are due to layering effects, that are more pronounced at smaller $d$, as seen in panel a).
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