Study of Inflation using Stationary Test with Augmented Dickey Fuller & Phillips-Peron Unit Root Test (Case in Bukittinggi City Inflation for 2014-2019)
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Abstract. This classical regression model is designed to handle the relationship between stationary variables and should not be applied to non-stationary series. A time series data is said to be stationary if the mean, variance, and covariance remain constant over time. The problem associated with non-stationary variables, and often encountered by researchers when dealing with time series data, is spurious regression. A clear indicator of false regression is the low Durbin-Watson statistic but has a higher coefficient of determination (R2). Therefore, before doing modeling or forecasting using time series data, it is very important to do a stationary test. In this study, we use inflation data in the City of Bukittinggi from January 2014 to December 2019 as a case study. The data shows an uptrend and correlated error terms. Empirical results show that inflation data in Bukittinggi City is a stationary series.
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1. Introduction
In everyday life, observation data about a phenomenon dependent on time is frequently encountered. Time series data, according to Rosidi (2004), is a set of data formed from the outcomes of regular observations made throughout time. According to Mulyana (2004), the time series data model is used to evaluate data by taking into account the effect of time in order to forecast the future using past data that may be considered as a function of time.

One of the assumptions of data analysis with time series data is that the data must be stationary. Stationary data does not have a large diversity as long as the observational data does not have a tendency to approach the mean value [1,2,3]. Inflation is the occurrence of a trend where the prices of goods and services increase continuously. The increase in the price of goods and services will cause the value of the currency to fall so that the purchasing power of the currency will decrease. In addition, with inflation, it will make planning for the business world difficult and will have a negative impact on the economy [4,5,6,7].

The city of Bukittinggi is one of the cities in West Sumatra Province that is experiencing inflation. The Bukittinggi city government uses inflation data to determine the direction of policy and planning that will be carried out. If the inflation data utilized is not stationary, the policy decisions made on the basis of the inflation statistics are invalid. As a result, the stationarity test of inflation data in Bukittinggi City will be examined in this study from January 2004 to December 2019.

The issue of inflation is an important focus for the government at a time of recent unstable economic conditions. Inflation is the tendency of prices to rise in general and continuously. To find out the high and low prices or the rate of inflation, the price index is often used. One method that is often used is to use the value of the consumer price index. The consumer price index (CPI) is the relative comparison of a package of commodities compared to the prices of these commodities at a certain time which is used in a base year [8,9,10,11,12,13]. With changes in people's consumption patterns, starting from January 2014, the CPI is presented using the base year 2012 = 100, so the researcher uses inflation data for the period of January 2014 - December 2019. The data collection is in the form of secondary data processed by the Central Statistics Agency (BPS) and obtained from the table dynamic website of the Central Statistics Agency of West Sumatra Province (https://sumbar.bps.go.id/) [14].

2. Research Methodology
Many studies use time series data as an attempt to get an accurate picture of the development or of a phenomenon. Time series data is a collection of regularly observed data from time to time [15,16,17]. The time series data model is basically used to perform data analysis that considers the effect of time to predict the future using historical data so that the data is considered a function of time [18,19,20].

A time series data \( \{Y\} \) is said to be stationary if the shared distribution of \((Y_{t1},..., Y_{tk})\) is identical to \((Y_{t1+t},..., Y_{tk+t})\) for all \(t\), where \(k\) is any positive integer. In other words, in the stationary state the joint distribution \((Y_{t1},..., Y_{tk})\) is the same at one time. Time series data is said to be stationary if the mean, variance, and covariance in each lag are the same at all times. If the time series data does not meet these criteria, then the data is said to be non-stationary. Time data is said
to be non-stationary if the mean and variance are not constant, changing over time (time varying mean and variance). Stationarity test can be done by various methods, namely:

2.1. Graphic Method
Plots or graphs of observational data against time can be used to visually detect whether a time series data is stationary or not [6]. If the data is stationary, the graph will have a constant tendency around the average value with a relatively constant amplitude or no up or down trend is seen.

2.2. Correlogram Test
Correlogram test is performed using autocorrelation (autocorrelation function), abbreviated as ACF, which is formed by the set of autocorrelation between lag k or correlation between Zt and Zt+k. The relationship between autocorrelation and the lag is called the Autocorrelation Function (ACF). While the Partial Autocorrelation Function (PACF) is defined as the correlation between t and t+k after eliminating the effect between Y and lies between t and t+k. so that t is considered as a constant. Just as autocorrelation is a function of the lag, whose relationship is called the autocorrelation function (ACF), partial autocorrelation is also a function of the lag, and the relationship is called the Partial Autocorrelation Function (PACF).

Correlogram is a visualization of ACF and PACF which can then be used to examine the significance of autocorrelation and stationary data. If the ACF coefficient value in each lag is the same or close to zero, then the data is said to be stationary, otherwise, the ACF coefficient value is relatively high, then the data is not stationary. If the ACF image forms a decreasing histogram (exponential pattern), then the autocorrelation is significant or the data is autocorrelated, and if it is followed by a PACF image whose histogram is immediately truncated at lag 2, then the data is not stationary and can be stationary through the differencing process.

However, because checking with ACF and PACF is done visually, the results can be different for each person, in other words there is an element of subjectivity. So to produce a more accurate decision, it is necessary to do statistical testing for stationarity.

2.3. Unit root test
The unit root test was originally developed by D.A. Dickey and W.A. Fuller, so it is often known as the Dickey-Fuller unit root test. The Dickey-Fuller unit root test assumes that the residual et is an independent residual with a mean of zero, constant variance, and unrelated (non-autocorrelation). However, in many cases, the residuals et are often interconnected or contain elements of autocorrelation. So it is necessary to develop a unit root test for data containing autocorrelation in the residual et.

In its development, the most widely used stationary data at this time is the Augmented Dickey Fuller Test (ADF Test) which is a development of the Dickey-Fuller unit root test on the grounds that the ADF Test has considered the possibility of autocorrelation in the error term if the series used is non-stationary. The steps for testing unit roots using the ADF Test method are as follows:
1. Suppose there is an equation as follows:
\[ Y_t = \rho Y_{t-1} + \mu_t \]  
(1)
Where is \( \rho \) the autoregressive coefficient, \( \mu_t \) is the white noise error term which has an average = 0 and constant variance and does not contain autocorrelation. If \( \rho = 1 \), then it can be stated that the
variable $Y_t$ has a unit root. In econometric terms, a series that has a unit root is called a random walk. In the form of a hypothesis becomes:

Ho : $= 1$, or the series contains unit roots  
Ha : $<1$, or series does not contain unit roots

The equation is then translated to obtain an equation in the form of differencing:

$$Y_t = \rho Y_{t-1} + \mu_t$$  \hspace{1cm} (2)

$$Y_t - Y_{t-1} = \rho Y_{t-1} - Y_{t-1} + \mu_t$$ \hspace{1cm} (3)

$$\Delta Y_t = (\rho - 1) Y_{t-1} + \mu_t$$ \hspace{1cm} (4)

Where $\delta = (\rho - 1)$ and $\Delta Y_t$ is the first difference (first difference) or easily expressed in the form $\Delta Y_t = (Y_t - Y_{t-1})$. So the form of the hypothesis becomes:

Ho : or series contains unit root  
Ha : or series does not contain unit root

If $\rho < 1$, then the above equation can be written:

$$\Delta Y_t = (Y_t - Y_{t-1}) = \mu_t$$ \hspace{1cm} (5)

Equation (5) shows that the first derivative of a random walk $\mu_t$ series is a stationary series assuming that $\mu_t$ is truly random.

After obtaining the equation, the test procedure is to first calculate the ADF statistical value, where the ADF test is known as $T$ (tau statistic). The formula can be written as follows:

$$\tau = \frac{\delta}{Se(\delta)}$$

$Se(\delta)$ is the standard error of the coefficient or the standard error of $\delta$. Furthermore, the value of tau statistics is compared with the critical value of the Mac Kinnon table. If the absolute value or statistic from the ADF test > the critical value of the ADF table, then Ho is rejected and the series is said to be stationary.

If it is not stationary, then differencing must be carried out until the data is stationary. Differencing is calculating the change or difference in the value of the observation. The value of the difference obtained is checked again whether it is stationary or not. If it is not stationary then differencing must be done again. If the original data from a series are integrated with each other or the data is stationary, then the data is integrated on order 0 or denoted by I(0). Furthermore, if the new data is stationary and integrated with each other in the first derivative, then the data is integrated in order 1 or I(1). And so on until the data is stationary on order d or I(d). Unit root testing in this study uses the help of software e-view 9 to facilitate testing.

The problem that can arise in the ADF test is the discovery of lags that are included in the model. If the lag is too long, it will reduce the ability of the null hypothesis because the other lags will be longer which will cause a decrease in the estimation parameters and loss of degrees of freedom.
freedom. On the other hand, a lag that is too short causes the inability to reveal the actual error process, as a result, the standard error cannot be estimated.

3. Results and Discussion

In this study, inflation data for the City of Bukittinggi was used as a case study for stationarity testing from January 2014 to December 2019. Several approaches, including the way of assessing the inflation plot graph, Correlogram Plot ACF and PACF, and the Unit Root Test utilizing the Augmented Dickey Fuller Test and the Phillips-Peron Test, were used to test the stationarity of the inflation data for Bukittinggi. Minitab 19 and E-Views 9 were used to process time series data.
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**Figure 1.** Plot of Bukittinggi City Inflation Data Period January 2014 – December 2019

The graph above shows the rate of inflation in the City of Bukittinggi from January 2014 to December 2019. The inflation value of the City of Bukittinggi changed from time to time over the study period, as can be seen. The greatest inflation rate of 2.03 was recorded in November 2014, and the lowest rate of -2.35 was recorded in February 2015.

The presence of stationary signs in the generated graph can be visually noticed. Figure 1 illustrates that data in the 2014-2015 period as a whole has rather extreme variations around the average, or in other words, the time series data on inflation in Bukittinggi City appears to have a constant average value but has a non-constant variance.
However, a more thorough examination of time series data trends, based on plots and analysis of the existence of time series data trends as shown in Figure 2, cannot conclusively determine whether or not the time series data for Bukittinggi City inflation is stationary. The graph shows that the inflation time series data supplied shows a downward tendency, but this trend is not very noticeable when seen visually.

Therefore, the level of validity of the stationary test using this graphical method cannot be determined because the check is solely based on graphics and visuals, so additional checks must be conducted using a formal test, such as the correlogram and the Unit Root Test using a formal test, such as the Augmented Dickey Fuller (ADF Test) and the Phillips-Peron Test.

3.1. Correlogram
It can be shown that the time series data is not stationary based on the value of the Autocorrelation Function (ACF). When a series is not stationary, the autocorrelation value slowly decreases or drops. Meanwhile, autocorrelation values on positive and negative autocorrelation values will decline or drop rapidly/dramatically, forming an up and down pattern on stationary data.
The values for the ACF and PACF values from the correlogram data at the level are shown in Figures 3 and 4. The figure shows that the ACF coefficient value is high at lag 1 and then gradually decreases at lags 2 and 3. This value is also shown in the dotted line. As a result, it is possible to conclude that the data is stationary at the level and does not require differencing. However, because...
the results of checking ACF and PACF are done visually, further checking is done with the Unit Root Test for more precise and accurate results.

3.2. Unit Root Test

The results of the Unit Root Test utilizing the Augmented Dickey Fuller (ADF Test) and the Phillips-Peron Test on inflation data for the City of Bukittinggi using the E-Views 9 program for the period January 2014 to December 2019 are presented below.

The results of the E-Views output for the Augmented Dickey Fuller and Phillips-Peron Test results at the level with the equation including the intercept and trend constants indicate that with a 95 percent confidence level, it was decided to reject Ho because the probability value is less than 0.05. In other words, it can be concluded that the inflation data for the City of Bukittinggi from January 2014 to December 2019 with a base year CPI calculation of 2012=100 was stationary at the level.

3.2.1. Augmented Dickey Fuller Test (ADF Test)

a) At Level Intercept & Trend

```
Null Hypothesis: INFLASI has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 0 (Automatic - based on SIC, maxlag=11)

| t-Statistic | Prob.* |
|-------------|--------|
| Augmented Dickey-Fuller test statistic | -6.118761 | 0.0000 |

Test critical values:
- 1% level: -4.092547
- 5% level: -3.474363
- 10% level: -3.164499

*MacKinnon (1996) one-sided p-values.
```

b) At Level Intercept

```
Null Hypothesis: INFLASI has a unit root
Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=11)

| t-Statistic | Prob.* |
|-------------|--------|
| Augmented Dickey-Fuller test statistic | -6.051852 | 0.0000 |

Test critical values:
- 1% level: -3.525618
- 5% level: -2.902953
- 10% level: -2.588902

*MacKinnon (1996) one-sided p-values.
```
3.2.2. Phillip-Peron Test

a) At Level Intercept & Trend

| Null Hypothesis: INFLASI has a unit root | Adj. t-Stat | Prob.* |
|----------------------------------------|-------------|-------|
| Exogenous: Constant, Linear Trend      |             |       |
| Bandwidth: 9 (Newey-West automatic) using Bartlett kernel |             |       |
| Phillips-Perron test statistic         | -5.861447   | 0.0000|
| Test critical values:                  |             |       |
| 1% level                               | -4.092547   |       |
| 5% level                               | -3.474363   |       |
| 10% level                              | -3.164499   |       |

*MacKinnon (1996) one-sided p-values.

| Residual variance (no correction) | 0.362499 |
|----------------------------------|---------|
| HAC corrected variance (Bartlett kernel) | 0.233533 |

b) At Level Intercept

| Null Hypothesis: INFLASI has a unit root | Adj. t-Stat | Prob.* |
|----------------------------------------|-------------|-------|
| Exogenous: Constant                    |             |       |
| Bandwidth: 6 (Newey-West automatic) using Bartlett kernel |             |       |
| Phillips-Perron test statistic         | -5.835849   | 0.0000|
| Test critical values:                  |             |       |
| 1% level                               | -3.525618   |       |
| 5% level                               | -2.902953   |       |
| 10% level                              | -2.568902   |       |

*MacKinnon (1996) one-sided p-values.

| Residual variance (no correction) | 0.367293 |
|----------------------------------|---------|
| HAC corrected variance (Bartlett kernel) | 0.271983 |

4. Conclusion

After using the graph method, correlogram, and the Augmented Dickey Fuller and Phillips Platform test unit root test to test the inflation data for the City of Bukittinggi from January 2014 to December 2019, it was determined that the data was stationary at a level and that no further tests with differencing on the data were required. The results of the data being stationary at the level lead to the conclusion that the time series inflation data for the City of Bukittinggi meets good stationarity requirements for further testing in the form of forecasting time series data, which can then be useful for the government and researchers in making decisions and determining policies in planning. The results of this study can be used as a reference for further research on inflation data in the City of Bukittinggi, but the follow-up data period from January 2020 cannot be directly compared to the previous period because the Consumer Price Index (CPI) calculation has changed the base year, namely the base year 2018 =100. As a result, future study using the same variables should begin in January 2020.
References
[1] Chauhan, R., Ali, H., & Munawar, N. A. (2019). Building performance service through transformational leadership analysis, work stress and work motivation (empirical CASE study in stationery distributor companies). Dinasti International Journal of Education Management and Social Science, 1(1), 87-107.

[2] Xu, Y., Du, B., Zhang, L., Cerra, D., Pato, M., Carmona, E., ... & Le Saux, B. (2019). Advanced multi-sensor optical remote sensing for urban land use and land cover classification: Outcome of the 2018 IEEE GRSS data fusion contest. IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, 12(6), 1709-1724.

[3] van Rijn, J. N., Holmes, G., Pfahringer, B., & Vanschoren, J. (2018). The online performance estimation framework: heterogeneous ensemble learning for data streams. Machine Learning, 107(1), 149-176.

[4] Kollmann, T., Stöckmann, C., & Linstaedt, J. W. (2019). Task conflict, narcissism and entrepreneurial capability in teams planning a business: A moderated moderation approach to explaining business planning performance. Journal of Small Business Management, 57(4), 1399-1423.

[5] Hang, T. T. B., Nhung, D. T. H., Huy, D. T. N., Hung, N. M., & Pham, M. D. (2020). Where Beta is going–case of Viet Nam hotel, airlines and tourism company groups after the low inflation period. Entrepreneurship and Sustainability Issues, 7(3), 2282.

[6] Lindner, T., Puck, J., & Verbeke, A. (2020). Misconceptions about multicollinearity in international business research: Identification, consequences, and remedies. Journal of International Business Studies, 51(3), 283-298.

[7] Angelina, S., & Nugraha, N. M. (2020). Effects of Monetary Policy on Inflation and National Economy Based on Analysis of Bank Indonesia Annual Report. Technium Soc. Sci. J., 10, 423.

[8] Anggraeni, D., & Irawan, T. (2018). Causality Analysis of Producer Price Index (PPI) and Consumer Price Index (CPI) in Indonesia. Jurnal Ekonomi dan Kebijakan Pembangunan, 7(1), 60-77.

[9] Daşdemir, E. (2022). A New Proposal for Consumer Price Index (CPI) Calculation and Income Distribution Measurement by Income Groups. Journal of Economy Culture and Society, (65), 395-414.

[10] Akin, A. C., Cevrimli, M. B., Arikан, M. S., & Tekindal, M. A. (2019). Determination of the causal relationship between beef prices and the consumer price index in Turkey. Turkish Journal of Veterinary & Animal Sciences, 43(3), 353-358.

[11] Singla, C., Sarangi, P. K., Singh, S., & Sahoo, A. K. (2019). Modeling Consumer Price Index: An Empirical Analysis Using Expert Modeler. Journal of Technology Management for Growing Economies, 10(1), 43-50.

[12] Meyer, D. F., & Habanabakize, T. (2018). Analysis of Relationships and Causality between Consumer Price Index (CPI), the Producer Price Index (PPI) and Purchasing Manager’s Index (PMI) in South Africa. Journal of Economics and Behavioral Studies, 10(6 (J)), 25-32.

[13] Fauzan, M., Wanto, A., Suhendro, D., Parlina, I., Damanik, B. E., Siregar, P. A., & Hidayati, N. (2018). Epoch Analysis and Accuracy 3 ANN Algorithm Using Consumer Price
Index Data in Indonesia. In *3rd International Conference of Computer, Environment, Agriculture, Social Science, Health Science, Engineering and Technology* (pp. 1-7).

[14] Dynamic Table on the Website of the Central Statistics Agency of West Sumatra. [https://sumbar.bps.go.id/subject/3/inflasi.html#subjekViewTab3](https://sumbar.bps.go.id/subject/3/inflasi.html#subjekViewTab3).

[15] Rangapuram, S. S., Seeger, M. W., Gasthaus, J., Stella, L., Wang, Y., & Januschowski, T. (2018). Deep state space models for time series forecasting. *Advances in neural information processing systems, 31*.

[16] Dau, H. A., Bagnall, A., Kamgar, K., Yeh, C. C. M., Zhu, Y., Gharghabi, S., ... & Keogh, E. (2019). The UCR time series archive. *IEEE/CAA Journal of Automatica Sinica, 6*(6), 1293-1305.

[17] Smyl, S. (2020). A hybrid method of exponential smoothing and recurrent neural networks for time series forecasting. *International Journal of Forecasting, 36*(1), 75-85.

[18] Munir, M., Siddiqui, S. A., Dengel, A., & Ahmed, S. (2018). DeepAnT: A deep learning approach for unsupervised anomaly detection in time series. *Ieee Access, 7*, 1991-2005.

[19] Siami-Namini, S., Tavakoli, N., & Namin, A. S. (2018, December). A comparison of ARIMA and LSTM in forecasting time series. In *2018 17th IEEE international conference on machine learning and applications (ICMLA)* (pp. 1394-1401). IEEE.

[20] Torres, J. F., Hadjout, D., Sebaa, A., Martinez-Álvarez, F., & Troncoso, A. (2021). Deep learning for time series forecasting: a survey. *Big Data, 9*(1), 3-21.