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Abstract
Background/Context. The use of automated driving systems (ADSs) in the real world requires rigorous testing to ensure safety. To increase trust, ADSs should be tested on a large set of diverse road scenarios. Literature suggests that if a vehicle is driven along a set of geometrically diverse roads—measured using various diversity measures (DMs)—it will react in a wide range of behaviours, thereby increasing the chances of observing failures (if any), or strengthening the confidence in its safety, if no failures are observed. To the best of our knowledge, however, this assumption has never been tested before, nor have road DMs been assessed for their properties.

Objective/Aim. Our goal is to perform an exploratory study on 47 currently used and new, potentially promising road DMs. Specifically, our research questions look into the road DMs themselves, to analyse their properties (e.g. monotonicity, computation efficiency), and to test correlation between DMs. Furthermore, we look at the use of road DMs to investigate whether the assumption that diverse test suites of roads expose diverse driving behaviour holds.

Method. Our empirical analysis relies on a state-of-the-art, open-source ADSs testing infrastructure and uses a data set containing over 97,000 individual road geometries and matching simulation data that were collected using two driving agents. By sampling random test suites of various sizes and measuring their roads’ geometric diversity, we study road DMs properties, the correlation between road DMs, and the correlation between road DMs and the observed behaviour.
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1 Introduction
Automated driving systems (ADSs) are expected to drastically change the transportation industry by reducing the number of accidents, avoiding traffic congestion, and lowering fuel consumption. Nonetheless, reports of collisions involving ADSs [14, 42] and fatalities [17] emphasise the need for extensive validation and testing of the technology before they can be safely released onto public roads.

Thorough testing explores, i.e. covers, different aspects of the system under test (SUT)’s behaviour, and thus has the potential to find bugs and increase the confidence in the SUT’s correctness [22]. Due to the complexity of the SUT, however, it is generally not possible to directly find test inputs that maximise behavioural diversity (BD). Therefore, to increase testing cost-effectiveness, existing research (e.g. [6, 10, 20]) proposed to generate test suites that maximise test diversity. The underlying assumption of generating diverse tests is that the more diverse the tests within a test suite (TS) are, the higher the SUT’s BD will be, and thus, more of its functionality will be exercised [50]. Consequently, diversity-driven approaches such as Novelty search [27] have been applied to generate tests [19, 54].

Likewise, in the ADS domain many testing approaches aim to generate test suites of driving scenarios that feature various combinations of road structure (e.g. road geometry, lane markings), traffic participants (e.g. vehicles, pedestrians), and other environmental factors (e.g. weather, lighting). Arguably, roads are the most fundamental aspect of a driving scenario, as other aspects will typically be expressed in reference to their geometry (e.g. “overtaking on a straight/curvy road”). Thus, the goal must be to create a TS of diverse road geometries, to test as many vehicle behaviours as possible. This TS should ideally cover a range of different straight, bends, curves, and turns of various degrees of sharpness. The testing of ADSs is typically coverage-based, aiming to maximise the number of tested road shapes.¹ An adequate diversity measure (DM) should therefore reflect the prioritisation of variety of road geometries. Example 1 illustrates this concept over a set of simple roads.

¹Note that this research investigates road diversity. Test suite optimisation such as minimality or execution efficiency are orthogonal and considered future work.
where roads A, B, C and D will very likely provoke very different driving behaviours, due to the differing curvatures and sharpnesses of turns. Road E, on the other hand, is a minimally rotated version of D, which therefore should not change a purely curvature-based DM when added to the TS. F, on the other hand, is similar but slightly bent. Even though its average curvature is comparable to D and E, it will most likely induce different ADS driving behaviour (“a smooth, long, continuous turn”). An adequately sensitive DM should therefore reflect the addition of F to the TS.

The figure above displays a set of six road geometries, where roads A, B, C and D will very likely provoke very different driving behaviours, due to the differing curvatures and sharpnesses of turns. Road E, on the other hand, is a minimally rotated version of D, which therefore should not change a purely curvature-based DM when added to the TS. F, on the other hand, is similar but slightly bent. Even though its average curvature is comparable to D and E, it will most likely induce different ADS driving behaviour (“a smooth, long, continuous turn”). An adequately sensitive DM should therefore reflect the addition of F to the TS.

To the best of our knowledge, the choice of DM has only been reported in published papers, but never justified. Furthermore, the underlying concept of road diversity measures seems to have never been studied before in the context of ADS testing. This raises the paramount questions of “how much road geometries matter in testing ADSs?” and “how to measure the diversity of a set of roads?” and motivates our research in finding a set of DMs that can be confidently used as objective measures of road diversity. Our research aims to answer the fundamental questions: “Which DMs are well-suited for use in ADS testing?” and “is there any overlap (correlation) between the individual measures?”. To answer these questions, we analyse the DMs’ properties and check if they are indeed good indicators for vehicle behavioural diversity.

Desired properties of diversity measures. We believe that, in order to be useful for testing, a DM should guarantee certain properties which provide guidance towards the achievement of testing goals akin traditional coverage criteria, such as code coverage, which guide automatic test generation [21]. We expect adequate road DMs to have the following properties.

- Monotonicity and growth [47]: A test suite’s diversity should never decrease when adding roads. Monotonicity is easily achieved by classical coverage criteria in which the test requirements to cover are fixed and known in advance. On the contrary, in domains like ADS, in which test requirements might not be known in advance, ensuring monotonicity is far from trivial. In addition to monotonicity, another aspect that is interesting to assess is how a DM grows as the number of test cases included in a TS increases. Indeed, a DM that grows for each individual test is able to discriminate better among roads than a DM that, although monotonic, increases only for some specific tests. Being able to discriminate better among roads is desirable, as it can possibly lead to test the driving agent in different conditions.

- Insensitivity to duplicates [45]: Additionally, the DM should be insensitive to duplicates (also known as “twin property” [45]) in the test suite, i.e. the DM value should neither increase nor decrease if the same road is added twice. Note that this property contradicts minimality of the test suite, which is another desired property in testing; however, this is an orthogonal concern that should be treated independently and should not be accounted for by a DM.

- Efficiency: A DM should be also efficient to compute, i.e. computing a test suite’s DM should take much less time than executing the test suite. While computing the coverage of classical coverage criteria is usually fast (as it consists of checking the coverage of each test requirement individually), computing a road DM could be expensive, as it may require pairwise comparison of all roads.

- Additivity: Where computational complexity is inevitable, a minimal property that should be guaranteed is that the DM computation should be additive, i.e. any new road added to the test suite should not require the re-evaluation of the diversity of all the roads, but only of the currently added road.

Correlation with behavioural diversity. In software testing, one of the most desired properties of structural coverage criteria is the ability to expose different behaviours of the SUT [22]. This also holds in our context, where higher DM values should effectively correlate with different observed behaviours. If a DM is insensitive, it would consider roads that actually trigger different types of ADS behaviours as similar: if this is the case, by relying on the coverage of the roads alone, some of those behaviours would not be triggered. On the other hand, a road DM that is too sensitive would flag similar roads as different, so wrongly expecting them to trigger different ADS behaviours. Additionally, such a DM would lead users to build unnecessary large test suites that do not increase BD.

Planned study. With the exploratory study proposed in this report, we aim to fill the lack of road DM research and investigate their effectiveness in ensuring an ADS’s behaviour coverage. We therefore analyse the properties of a total of 47 DMs (see Section 3.2) that either have been used for measuring road diversity in previous research on testing, or have been used to measure diversity in related domains, such as measuring geometric diversity of lines and curves [1], or diversity in populations [45]. We perform our evaluation empirically on an extensive data set of roads, as mathematical analyses are not always possible (or are highly complex). This empirical study also provides quantitaive estimates of effect sizes (e.g. value growth and efficiency) using real data, which are difficult to obtain through purely analytical methods.

2 Background and Related Work

The notion of diversity has been considered in various forms for the testing of ADSs. Here, we first introduce these different methods in Section 2.1. Then, in Section 2.2, we provide an overview of DMs that can be used to quantify the diversity of road geometries in a test suite.

## Section 2.1

Absence of decrease is already guaranteed by monotonicity.
2.1 Diversity in ADS Testing

Several works on ADS testing aim to generate driving scenarios cost-effectively. Most of these works aim to achieve driving scenarios’ diversity to avoid generating too similar scenarios that might expose the same issues multiple times.

Abdessalem et al. [3], Tuncali et al. [41], Zhu et al. [52], Majumdar et al. [30], and Zhong et al. [51] define diversity in terms of differences in the scenario configuration space. The scenario configuration space includes various parameters such as the initial position and speed of vehicles and pedestrians, the road layout, the placement of scenery elements and obstacles, as well as weather and lighting conditions. While Abdessalem et al. and Tuncali et al. did not measure how much scenarios differ, Zhu et al. used Euclidean distance to assess how different the scenarios are in the configuration space. Majumdar et al., instead, defined diversity based on the overall dispersion of the scenario parameters, whereas Zhong et al. proposed to discriminate diverse tests only if they are at a certain distance in the configuration space.

Riccio and Tonella [37] designed an Iterative Levenshtein distance to evaluate test diversity. However, differently from the work mentioned above, they considered only geometric properties of roads, i.e. the road shape. Other notable works that considered only road properties as test diversity discriminant are the ones by Zohdinasab et al. [54], Nguyen et al. [56], Gambi et al. [23][24], and Tang et al. [40]. In particular, Zohdinasab et al. computed high-level road features, like smoothness or complexity, and represented the tests into bi-dimensional feature maps such that roads mapped to the same map cells are considered similar. Notably, Zohdinasab et al. also used behavioural features to identify tests that expose similar behaviour of the ADS. This map representation has been later used for test selection [36], and test adequacy assessment [23]. Gambi et al. and Tang et al., instead, discriminated tests based on whether they take place on roads and intersections made of similar road segments.

Most of the existing approaches that take road geometry into account measure test diversity by aggregating similarity metrics computed over pairs of roads. The next section provides the necessary details on road diversity metrics and aggregation functions.

2.2 Diversity Measures for Road Geometry

In the literature, several methods have been described for computing DMs for roads. Furthermore, we also draw from other domains such as geometry and population diversity, to obtain potentially viable DM methods. We categorise these methods as (1) methods that can be computed by aggregating pairwise distances between roads, and (2) methods that can be computed directly by using the information of each individual road in a test suite.

Table 1 lists the approaches in each category. Diversity computation methods that belong to the first category are formed as a pair of a distance function and an aggregation method.

In the following, we overview existing distance functions and then explain various methods that can be used to aggregate the distances between road pairs to compute the test suite diversity.

2.2.1 Pairwise Distance Functions To the best of our knowledge, the following functions are commonly used for measuring dissimilarities between roads, (typically represented as curves):

**Fréchet and discrete Fréchet distances.** Fréchet [2] and discrete Fréchet [1, 33] distance functions are commonly used to measure distance between curves. Intuitively, when two vehicles move along two roads, the maximum point-to-point distance between them depends on the speed that they move. Fréchet distance corresponds to the shortest of all possible maximum point-to-point distances that can be obtained by varying the speeds. Discrete Fréchet distance provides an efficient way of approximating Fréchet distance for the case where the curves are described as sequences of straight segments. These distances have been used for characterising road dissimilarity [8] and the dissimilarity of the paths vehicles can take [18, 44].

**Partial curve mapping distance.** Partial curve mapping distance between curves representing two roads is defined as the sum of the discrepancy between the segments of two polygons representing normalised versions of the curves [48].

**Dynamic time warping distance.** Dynamic time warping was originally proposed for computing dissimilarity between temporal sequences where entries correspond to data obtained at consecutive time instants [4], but it has also been commonly used for checking dissimilarity between curves [16, 35].

**Relative angle and normalised relative angle distances.** Relative angles and normalised relative angles between curves as defined in [43] provide useful methods for computing pairwise distance measures that do not change when the curve representing one of the roads is rotated. This rotation invariance property is especially useful when testing trajectory planners [31, 46, 53] utilised in ADSs, as they depend on the sharpness of the turns on a road but not the entire orientation of the road (e.g. whether the road goes north or east).

**Distance based on complexity vectors.** In [38], roads were identified as sequences of smaller sections called frames. Then, curvature and curvature-derivatives were used to compute the so-called complexity vectors for each frame. Given a pair of roads with multiple frames, the distance function of [38] finds the maximum of the distances between the complexity-wise closest frames of the roads.

**Iterative Levenshtein distance.** Curves representing roads can be described as lists of connected straight segments. The rotational differences between the orientation of consecutive segments form sequences of angles. Iterative Levenshtein distance for a pair of roads is defined in [37] as the Levenshtein edit distance [29] between the sequences of angles identified for each of the roads.

**Jaccard similarity index.** Jaccard similarity index (JS) for a pair of roads is defined in [24] by considering the sets of segments in
those roads. JS takes a value between 0 and 1 corresponding to the ratio of the number of common segments of the roads to the total number of segments in the union of segment sets. Thus, the value 1 – JS can be used as a distance function quantifying the dissimilarity between a pair of roads.

**Area between curves.** The area between curves is a geometric measure that, casually speaking, measures "how much space fits" between two curves [26]. This measure allows fast computation of the pairwise distance between road curves.

**Manhattan distance over feature vectors.** Zohdinasab et al. [54] used Manhattan distance between feature vectors extracted from two roads as a measure of dissimilarity between them.

### 2.2.2 Aggregation Methods

After a distance function is used on each pair of roads in a test suite, an aggregation method can be used for combining the distances to obtain a single value representing the DM. The properties of such a DM thus depend not only on the pairwise distance function but also on the method of aggregation. We report below aggregation methods commonly used to measure diversity:

**Weitzman aggregation.** Weitzman [45] proposed an aggregation method by considering ideal properties of the relationship between diversity measures and underlying pairwise distance functions. The computation of the proposed aggregation method involves set-based recursions, and is known to be slow in general.

**Aggregation through summing.** Distances between roads can be aggregated by taking their sum. This method is also used e.g. in biology to measure population diversity and corresponds to *functional attribute diversity* [11].

**Aggregation using distance entropy.** Distance entropy was proposed by Shi et al. [39] as a method for quantifying the diversity of a test suite for applications in software testing. When adapted to our problem setting, this method first constructs a weighted relationship graph of roads by using their pairwise distances. The aggregation is then achieved by computing the entropy of the weights in the minimum spanning tree of the relationship graph.

**Aggregation through averaging all and averaging maximum distances.** Averaging-based aggregation methods were previously used by [8] and [54]. In particular, [8] considered average of all pairwise distances between roads as an aggregation method in diversity computation. Moreover, [54] considered a more general setting where pairwise distances are defined for general test cases (not just roads). In the case of roads, the aggregation method of [54] corresponds to calculating the average of the distances from each road to the road that it is most distant to (i.e. averaging maximum distances).

### 2.2.3 Direct Computation DMs

There are two diversity quantification methods that do not rely on distances between roads.

**Test set diameter.** Test set diameter was introduced by Feldt et al. [20] as a method for direct computation of DMs. It is linked to normalised compression distance for multisets [7], which uses Kolmogorov complexity of elements in a set.

**Convex hull of curves.** Area of the convex hull encompassing all road curves is a DM that can be computed directly without comparing roads with each other. Previously, convex hulls of curves have been used in [9] for checking if roads fit into a given map.

### 2.2.4 Analysis of the Relationship between Different DMs

The relationship between different DMs can be characterised through correlation of the diversity values that they assign to test suites. In some special cases, correlation coefficients can be analytically derived. For instance, for the same underlying distance function, DMs obtained with aggregation through summation and averaging are perfectly correlated (with correlation coefficient 1), since one is a scaled version of the other. Analytical correlation analysis becomes more challenging when DMs use nonlinear aggregation methods or nonlinear operations in diversity calculations. This point is further discussed in the context of diversity of species in [13]. There, it is mentioned that while it is possible to show positive correlation between DMs, the exact value of the correlation coefficient is hard to derive analytically in many cases. In such cases, numerical methods are typically used (see, e.g. [34]).

Another aspect of correlation analysis of DMs is that correlation of aggregation-based DMs depends also on the relationship between the underlying distance functions. We note that for some DMs, the correlation between distance functions is preserved through aggregation. In particular, the correlation coefficient of two DMs defined by summing all pairwise distances obtained respectively with two different distance functions is equivalent to the correlation coefficient of the distance functions themselves. However, the correlation coefficient is hard to obtain analytically, since there is no straightforward transformation between distance functions for curves. In [26], some of these distance functions were compared through an empirical study on an optimisation problem.

### 3 Research Design

Given the importance of DMs in the testing of ADSs, an objective comparison of the methods is of vital interest. Specifically, we are interested in the properties of DMs, as well as whether and how strongly they are correlated. Additionally, we also would like to investigate the relationship between (road) DMs and behavioural diversity (BD) of the vehicle. To this extent, we select 47 DMs (see Section 3.2) and perform the—to the best of our knowledge—first exploratory study of DMs for road geometry.

#### 3.1 Research Questions

We specifically investigate the following research questions (RQs):

**RQ1** Which DMs guarantee beneficial properties such as monotonicity, insensitivity to duplicates, efficiency, and additivity? We expect that for a “good” DM, the diversity of a TS cannot decrease by adding more roads and remains constant when containing road duplicates. Furthermore, a DM should be efficient to calculate and extend (i.e. not require complete re-calculation). In this RQ, we check the DMs individually for these four properties.

**RQ2** Are DMs correlated among each other (i.e. pairwise)? Given that certain DMs measure similar (e.g. geometric) properties, we suspect that some of them might be correlated. This information is of interest, as the calculation of strongly correlated DMs might be redundant. In this RQ, we test our assumption by checking which DMs are correlated, and how strong their correlation is.
RQ3 What is the effect of road length on DMs? Conceptually, long roads could be seen as compositions of shorter road segments (e.g. turns and straights). Thus, certain DMs might “average out” or mask specific distinguishing features of the roads, such as e.g. when averaging a road with a short sharp turn after a long straight. On the other hand, geometric DMs might naturally favour longer roads. For instance, the area between curves of a slightly left bent and a slightly right bent road increases with the length of the roads. As this information is of practical interest to developers, who have to be aware of such properties, in this RQ, we study whether any DMs are correlated with the length of the road.

RQ4 Do the DM values correlate with the simulations’ behavioural diversity? This RQ specifically investigates the main assumption that road diversity can be used as a proxy for BD.

RQ4.a Is there a clear correlation between DMs and the BD that is calculated from vehicle observations (i.e. acceleration, brake, velocity, steering input, lateral position)?

RQ4.b Does low (resp. high) road diversity imply low (resp. high) BD? While RQ4.a investigates general correlation, here we focus specifically on those TSs with low (resp. high) DM values and their correlation to BD. By intuition, one might suspect that while generally high road diversity does not guarantee high BD, low road diversity certainly implies low BD. This RQ will specifically evaluate such a correlation.

RQ4.c Do TSs that exert low (resp. high) BD have similar DMs? This RQ can be thought of as “the inverse” of RQ4.b. We focus specifically on TSs that yield low (resp. high) BD values and correlate them with the DMs of the TSs that exert them.

RQ4.d What is the impact of road length on BD? Intuitively, we might suspect that BD is masked on longer roads (similar to the effect described in RQ3), and hence, that shorter roads are preferable. In this RQ we analyse the impact of road length on correlation strength between DMs and BD.

3.3 Road Data Set

In the SBST’2022 Tool Competition [23], competitors provide search algorithms that generate non-intersecting two-lane roads which an autonomous driving agent should follow. Each generated road is simulated and provides timestamped observation records of the vehicle’s position, velocity, steering angle, brake and throttle inputs. The roads—cubic interpolations of the Cartesian control points provided by the search algorithms—are handed to a simulator and allow calculation of length, curvature, road heading, turn count and aggregations thereof (e.g. max curvature), etc. Based on this data, we can extract further information such as relative heading w.r.t. the road, total driven length, lateral vehicle position, as well as aggregate values such as minimum, mean, maximum and standard deviation of steering input, as suggested by [25].

We use a large data set of 97,000 produced in the course of the competition as the basis for our research on road diversity. To generalise our data, we use roads generated randomly, as well as by three road generators, namely AmbleGen, WGAN and Frenetic (see [23]), and simulation data provided by executing these roads using two autonomous driving agents (see Section 3.4).

Data Quality. A preliminary look into the data showed that both the road data and the simulation information is of high quality. The created roads have been analysed for self-intersections and maximum curvature by the SBST pipeline at creation time. Furthermore, we also checked that the simulation data is complete, i.e. the observation data for vehicle simulation (position, velocity, acceleration, steering/throttle/brake inputs, etc.) are available for every record, and the recordings have high enough frequency (e.g. between 5Hz and 20Hz). Nonetheless, we observed that a limited number of simulations have potentially invalid data. For instance, we discovered a small number of “faulty” simulations where the vehicle started driving in the wrong direction. We will thoroughly analyse the data and remove such simulations before running our experiments analysis on the data. To this extent, we will implement automatic ways to identify and remove these individuals from the data set, and we will also manually check the test samples. Furthermore, next to the road and simulation data itself, the SBST pipeline also produced and recorded some statistical information (driving direction coverage, road curvature measures) for each simulation. We will adapt our scripts to reproduce this data using our own (independent) implementation, thereby increasing confidence in our code and correctness of the existing data.

3.4 Driving Agents

To increase the generalisability of our results, we use driving simulations produced by two independent autonomous driving agents (DAs), i.e. BeamNG.AI and Dave2. Both considered agents are widely used in the literature [23, 24, 37, 54] and automatically perform the lane keeping task. They are, however, conceptually different (rule-based vs deep learning-based) and, thus, show different driving behaviour.

BeamNG.AI is the DA shipped with the BeamNG.tech3 driving simulator. It defines the ego-car’s trajectory before the simulation by leveraging a perfect knowledge of the road’s geometry. In particular, BeamNG.AI plans a trajectory that maximises the car’s speed (within 3https://beamng.tech/
pre-defined speed limits), while keeping the vehicle within the right lane as much as possible.

Dave2 exploits a deep learning architecture consisting of three convolutional and five fully-connected layers [5]. In particular, it learns a direct mapping from the on-board sensor camera input to the steering angle value to be passed to the ego-car’s actuators. This means that it does not require previous knowledge of the road geometry.

In our study, we will perform all our analyses that take driving behaviour into account (i.e. RQ4) w.r.t. each specific agent.

4 Execution Plan

In the following, we describe our specific research plan and provide the detailed protocol for the experiments for each RQ in Sections 4.1–4.4. Furthermore, shared experimental settings are presented before.

Test suites. The analysis of both road and behavioural diversity is based on the calculation of metrics for TSs. A TS is a set of randomly selected roads of fixed size. Our TSs are sampled with varying sizes of 10, 20, 50 and 100 roads. To generalise our results, we aim to perform each computation on 100 TS of each size.

Behavioural diversity. The metric for BD aims to express how much of a vehicle’s behavioural range is covered within a TS. In this work, we say that the behaviour of a vehicle on a road is defined by the vehicle’s speed, acceleration, braking, steering input and lateral position on the road. Each simulation of a driving agent on a road produces records of these values in regular intervals (roughly every 0.1 seconds). Through aggregation, we calculate the mean, minimum, maximum and standard deviation values of each of the five observations as reported in [25], yielding a total of 20 values. For the comparison of BD of two road simulations, we calculate these 20 values for both roads and compute the (20-dimensional) normalised Euclidean distance. To expand our measurements from pairwise to set-of-roads metrics, we aggregate using the entropy approaches used for output diversity, as described in [32].

Driving agent. While the results of RQ1–3 are independent of the specific DAs, for the analysis of RQ4 we need to take the difference between DAs into account. Thus, we will separately analyse the correlation of DMs and BD for each DA.

Rotational adjustment. When thinking of road geometry, we typically only think of the shape of the road itself, but do not take its position and orientation into account. Thus, a perfectly straight road leading north will be seen as equivalent to a straight road of the same length leading east or west. To avoid being misled, we should therefore move all roads to the same starting location and also align them, before calculating the DMs. Nonetheless, some DAs such as Dave2 (which was trained on image data), take positioning of the sun and ego’s own shadow into account for their behaviour. Thus, arguably, roads with the same geometry but different heading should be distinguished when analysing DMs for Dave2.

We will therefore duplicate our analyses for the TSs of Dave2 and report any correlation w.r.t. rotated as well as non-rotated roads. For the rotation, we will therefore do data preprocessing in the form of a Procrustes analysis [8, 15], leading to two transformations.

4.1 RQ1 – DM Properties

Monotonicity and growth. For some DMs and aggregation methods such as convex hull of curves, Weitzman aggregation and aggregation through summation, monotonicity can be mathematically proved. For these DMs and aggregation methods, we can simply report the theoretical results known from the literature. For other DMs and aggregation methods such as test set diameter and aggregation using distance entropy, instead, assessing monotonicity is more challenging as no theoretical results are known from the literature. For this latter category, we perform an empirical evaluation.

Moreover, in case a measure is monotonic, we are also interested in assessing “how and how much” it grows; specifically, we are interested in assessing to what extent each new test increases TS diversity. Indeed, measures for which each novel (non-duplicated) test increases the DM value are better at discriminating among different tests than DMs for which only a few, highly diverse tests lead to a noticeable change of the DM value; better discrimination among tests is desirable, as it can lead to exercise different ADS behaviours (think of adding road F in Example 1). Note that in the case of DMs via aggregation, diversity largely depends on the underlying complex distance functions, and, as a result, a precise mathematical assessment of the growth is hard to achieve. This is the case even for measures for which we can analytically check monotonicity (e.g. Weitzman aggregation [45]). Therefore, to quantify the growth, we perform an empirical evaluation. Namely, we evaluate the relative DM growth when adding new roads to the TS. Intuitively, smaller TSs should, on average, have a larger growth in diversity, due to the larger probability of adding a highly diverse road. Nonetheless, even large test suites’ DM values should reflect the addition of individuals. We proceed as follows: (1) For each of the TSs (grouped by size), we compute the DMs. (2) We add n new roads to each TS, where n corresponds to n ∈ [10%, 20%, 50%, 100%] of the TS’s size and re-compute the DMs. (3) We then analyse the difference before and after extension, to report typical statistical metrics (mean, min, max, standard deviation) for each DM and TS size.

Insensitivity to duplicates. Similarly to monotonicity, for some DMs, this property can be determined directly from the DM definition whereas for other DMs an empirical approach is more suitable. In particular, mathematical properties of the distance functions can be used to show that DMs obtained through Weitzman aggregation and aggregation through summation are insensitive to duplication, but DMs obtained through averaging-based aggregation methods do not possess the insensitivity property, as duplication can decrease diversity for those DMs. Moreover, in case insensitivity to duplicates is not guaranteed, it is not possible to mathematically establish to what extent a DM is sensitive to duplication; therefore, we plan to assess this effect by means of an empirical study. We proceed as follows: (1) We calculate the TSs’ DMs. (2) We then randomly duplicate n roads in each TSs, where n corresponds to.
n ∈ [10%, 20%] of the TS’s size and re-compute the DMs. (3) We then check if any DM’s value changed and analyse the difference in magnitude before and after the extension, using standard descriptive statistics (mean, min, max, standard deviation).

**Efficiency.** Although asymptotic efficiency of a DM can be obtained analytically, it cannot predict concrete results on real data. Therefore, we conduct an empirical assessment to precisely compare the different DMs and provide an initial evaluation of the DMs’ computational efficiency. We proceed as follows. For each TS, we record the time it takes to compute each DM. Due to the total of 100 TSs of each size, we then confidently analyse and compare the DM computation times by size, listing their aggregated information (mean, median, standard deviation).

**Additivity.** Additivity measures the time it takes to re-calculate a TS’s DM after being extended. As for efficiency, only an asymptotic analysis of additivity is possible starting from the DMs definition; in order to have a more realistic comparison of the different DMs, we conduct an empirical study as follows. (1) First we calculate each TSs’ DMs. (2) We add n new roads to each TS, where n corresponds to n ∈ [1 road, 2 roads, 10%, 20%] (Note: the addition of 1 and 2 roads). (3) We re-calculate the DMs and record the time, before (4) we analyse the results.

### 4.2 RQ2 – Pairwise Correlation of DMs

Using the DMs calculated for each TS, we perform correlation analyses on the totality of the data and grouped by TS size. As discussed in Section 2.2.4, analytical derivation of correlation coefficients for certain pairs of DMs is prohibitively complex. For this reason, we perform an empirical evaluation of correlations. We select the correlation test to use depending on the analysed data. If the data is normally distributed, we use the Pearson’s correlation test. Instead, if the data is not normally distributed, we use the Spearman’s correlation test. Both tests produce as output a number in [−1, 1], where 0 means that there is no correlation, while −1 and 1 indicate perfect negative and positive correlation. Intermediate values indicate different degrees of correlation, and can be interpreted using existing classifications, such as slight, low, moderate, high, and very high correlation [12]. When analysing correlation results between DMs, we report the corresponding classes and use these to draw conclusions. For instance, if two DMs are not or only weakly correlated, it could mean that they measure different characteristics of road geometries and that their use in combination might be more beneficial than using either DM individually. Instead, if two DMs are strongly correlated, it may hint at redundant features, and the properties of **RQ1** should be used to choose a better-suited one.

### 4.3 RQ3 – Correlation of DMs and Road Length

Here we analyse the effect of road length on the individual DMs. (1) We sample random TSs based on the length of the roads. As we are specifically interested in short (resp. long) roads, we have to adjust our TS sampling algorithm to assemble random TSs from the shortest (resp. longest) quantile of the roads. (2) We then calculate DMs for all TSs and perform an analysis using the same statistical tests described in Section 4.2, i.e. (3) we calculate DMs for test suites and (4) perform correlation analysis (as in **RQ2**) between the DM values and the (TSs’ average) road length.

The results of this analysis allow determining whether there is an effect of the road length on the diversity. Combined with the results of **RQ4.d**, it helps users in selecting appropriate road lengths for ADS testing.

### 4.4 RQ4 – Correlation of DMs and BD

We analyse whether there is a correlation between the individual DMs and the BD. Unfortunately, due to the complexity of ADSs, it is typically and generally not possible to define a reliable mathematical model of an ADS’s behaviour from which a correlation can be analytically deduced. Hence, we empirically study such a correlation and test the sensitivity of ADS behaviour to road diversity. This RQ aims to discover those DMs that are actually linked to BD, thus helping testers avoid using DMs that focus on irrelevant road features.

**RQ4.a.** First, we analyse the general correlation between road diversity (i.e. DMs) and BD. Remember that as BD is different for the individual DAs, we perform the analyses separately. Specifically, we proceed as follows: (1) For each TS, we calculate the DMs (and 2) then, for each TS we calculate the BD (as described above). (3) Finally, we perform correlation analysis between these values.

**RQ4.b.** We analyse whether there is a specific relation between TSs with low (resp. high) diversity and the BD they expose. Therefore, for each DM we (1) first select the ‘TSs that have low (resp. high) diversity according to the specific DM and (2) analyse the variance of the TSs’ BD through correlation.

**RQ4.c.** Intuitively, we perform the “inverse analysis” of **RQ4.b.** Specifically, we (1) select test suites that yielded low (resp. high) BD values in **RQ4.a.** and (2) evaluate whether the TSs that exposed them have similarly low (resp. high) DM values.

**RQ4.d.** We study the effect of road length on the correlation between DMs and BD, to evaluate if for TSs with short roads, there is a stronger correlation between DMs and BD. Hence, we proceed as follows: (1) Using the similar-in-length TSs created in **RQ3.** we calculate for each TS the values of the DMs and the BD (as in **RQ4.a.**) (2) We then perform a correlation analysis of each DM and BD pair. (3) Finally, we compare the yielded correlation coefficients and check if the correlation of DMs and BD of TSs with short (resp. long) roads is higher (resp. lower) than the one of “normal” TSs.

### 5 Discussion

#### 5.1 Contributions and Impact

Our study will help in identifying a catalogue of DMs that are effective in ensuring behavioural diversity of the considered agents. Such DMs can be used for multiple tasks in the ADS testing process. Effective DMs can drive the generation of test suites that exercise diverse behaviours of the SU, e.g. as a fitness function of a search-based test input generation algorithm. Another possible usage of the proposed DMs is the selection of a reduced number of diverse tests from an existing test suite, thus reducing the (high) cost of ADS testing.

**Code availability.** Evidently, the results of our analysis are specific to the implementation, the evaluation environment and data set used. In the spirit of open science, we make our analysis code publicly available, so other users and researchers can (a) reproduce the results of our study, (b) validate the algorithms and implementation.
of our DMs, and (c) extend this study by applying our correlation analyses to other diversity measures, behavioural metrics and data.

5.2 Threats to Validity

The validity of our study may be affected by different types of threats [49] that we discuss in the following. Construct validity. A construct validity threat could be that the approaches we use to investigate our research questions are not appropriate. If this is the case, we may draw wrong conclusions regarding the investigated RQs; for example, we may observe correlation where there is none. To mitigate this threat, we carefully design the experiments to answer the RQs. To assess monotonicity, we will explicitly check that the diversity does not decrease when increasing the number of considered roads. For monotonic measures, we will check how they grow. We will proceed similarly for “insensitivity to duplicates”. In order to check correlation, we will use either the Pearson’s correlation test or the Spearman’s correlation test depending on whether the data is normally distributed or not. Moreover, we will also consider the strength of the correlation when reporting the results. With regards to measures of BD, a threat could be that the ones we selected are not representative of the behavioural diversity in the ADSs that we use, or that they do not generalise. This could threaten the conclusions we draw in RQ4. To address this threat, instead of coming up with our own BD measures, we looked at literature [25] to identify and select BD measures that have been used and studied before.

Internal validity. An internal validity threat could be that the observed correlation (if any) between road diversity and behaviour diversity is due to other confounding factors. For example, the behaviour of a driving agent depends not only on the road, but also on other elements of the driving scenarios such as road participants, regulatory elements, weather conditions, etc. In complex scenarios in which all these elements are present, it would very difficult (if possible at all) to isolate and measure the influence of the road structure on the driving behaviour. Therefore, there is the risk that we wrongly observe the correlation because the behaviour diversity is triggered by the different elements of the driving scenarios and not the road structure. To mitigate this threat, we use scenarios composed of only one road, without any other elements. The correlation of behaviour diversity with other traffic elements should be part of independent studies and we leave it as future work.

Other confounding factors could be the test suite size and the length of the road. Regarding test suite size, as for some metrics (i.e. those guaranteeing monotonicity) more tests in general lead to higher values, there is the risk of observing a positive correlation that, however, is only due to the test suite size. To mitigate this threat, we analyse the data by considering different test suite sizes separately, as described in Section 4. Regarding the length of the road, instead, we mitigate this threat by assessing the influence of road length on DMs (RQ3) and BD (RQ4.d).

External validity. A threat of this type is that the results of our study could be not generalisable to other types of roads, and other driving agents. To mitigate this threat, we sample from a very large set of roads created by different road generators, that can possibly generate roads of different shapes. Moreover, to assess the influence of road length on the diversity and correlation with behaviour diversity, we will artificially shorten roads to generate roads of different lengths. Different agents could react differently to different types of roads and so lead to different behaviour diversity values, and so different correlation with road diversity. To mitigate this threat, we consider two very different types of driving agent: BeamNG.AI, a rule-based driving agent exploiting the complete knowledge of the road geometry, and Dave2, a deep learning-based agent designed at NVIDIA [5].

6 Conclusions

As complete testing of a modern ADSs is impossible, current testing practices aim to expose a SUT to a suite of diverse scenarios, based on the assumption that high scenario diversity leads to a wide behavioural diversity of the SUT. In this report, we conduct the first exploratory study to test this assumption. Due to the complexity of ADS scenarios, we focus our study on the arguably most fundamental part of a scenario description, namely its road geometry. In the past, a variety of road DMs has been applied in literature, but to the best of our knowledge, this use has only been reported, but never truly justified nor studied deeply.

The present report describes the research questions and execution plan for an exploratory study on 47 road geometry DMs that are either currently used in ADS testing or might be potentially beneficial to it. Specifically, our research questions analyse DMs’ properties (RQ1), their pairwise correlation (RQ2), the relationship between DMs and road length (RQ3) and test the assumption that road diversity induces behavioural diversity (RQ4).

Our empirical analyses target a large data set of 97,000 individual road geometries and matching simulation data from two distinct driving agents. Based on this data, we will identify a catalogue of DMs that are effective in ensuring behavioural diversity for ADS agents and help developers effectively test their systems.
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