Generating Adversarial Examples in Chinese Texts Using Sentence-Pieces
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Abstract

Adversarial attacks in texts are mostly substitution-based methods that replace words or characters in the original texts to achieve success attacks. Recent methods use pre-trained language models as the substitutes generator. While in Chinese, such methods are not applicable since words in Chinese require segmentations first. In this paper, we propose a pre-train language model as the substitutes generator using sentence-pieces to craft adversarial examples in Chinese. The substitutions in the generated adversarial examples are not characters or words but 'pieces', which are more natural to Chinese readers. Experiments results show that the generated adversarial samples can mislead strong target models and remain fluent and semantically preserved.

1 Introduction

Adversarial attacks (Goodfellow et al., 2014; Kurakin et al., 2016; Chakraborty et al., 2018) are firstly introduced in the computer vision fields. Neural networks are vulnerable to adversarial samples with small perturbations based on gradients to the original inputs.

In the natural language processing fields, perturbations cannot be applied directly, so most methods involve strategies such as replacing, insertion or deletion (Ebrahimi et al., 2017; Alzantot et al., 2018; Jia and Liang, 2017; Jin et al., 2019). Most replacing strategies incorporate a synonym dictionary (Dong et al., 2010; Fellbaum, 1998) or use word embeddings (Pennington et al., 2014; Mrkšić et al., 2016; Jin et al., 2019).

Recently, incorporating pre-trained language models such as BERT (Devlin et al., 2018) as a substitute generator is introduced in the adversarial example generation of texts (Li et al., 2020; Garg and Ramakrishnan, 2020). Such a process brought adversarial example generation to a higher level: using well-learned models to generate adversarial samples instead of specific rules such as entity checking or grammar checking (Jin et al., 2019).

However, in Chinese language, crafting adversarial examples are more challenging: Chinese does not contain explicit whitespace between words, so the boundaries between characters and words are vague. Therefore, current Chinese pre-trained language models are character-based, yet replacing certain characters in Chinese cannot maintain fluency and semantics.

Therefore, in this paper, we propose the idea of incorporating sentence-pieces in the Chinese tokenization in pre-trained language models, and use such a language model as a sentence-piece level substitution generator to craft high-quality adversarial examples in Chinese.

At first, we use sentence-piece tokenizer (Kudo and Richardson, 2018) to create a piece-level vocabulary based on the large-scale corpus collected online (Xu, 2019). After sentence-piece tokenization, we use this piece-level vocabulary to pre-train...
a masked language model as the substitution generator following the standard pre-training process of BERT. Then we use the pre-trained substitution generator to craft piece-level adversarial samples in Chinese. As seen in Fig1, we can generate character-level, word-level and phrase-level substitutions in Chinese.

We use the trained Chinese Substitution Generator to attack broadly used Chinese text classification tasks such as Sogou, Iflytek, Weibo and Law34 datasets. The experiments show that the generated adversarial samples successfully mislead target models and reserve the semantic information and fluency.

To summarize the key contribution of this paper: we use sentence-piece based tokenization to train a masked language model that can generate piece-level substitutions for Chinese adversarial examples. To our knowledge, we are the first to craft adversarial samples in Chinese that can generate multi-level substitutions.

2 Backgrounds

2.1 Adversarial Attacks in NLP

In the NLP field, adversarial attacks face a major challenge: people cannot apply gradients on the embedding space to craft adversarial samples, which is widely explored in the CV field (Goodfellow et al., 2014; Chakraborty et al., 2018). So replacing characters (Ebrahimi et al., 2017), words (Alzantot et al., 2018; Jin et al., 2019; Ren et al., 2019; Papernot et al., 2016) or paraphrasing sentences (Jia and Liang, 2017) are the main streams of generating adversarial samples in texts.

The formulation of attacking NLP models is that, given inputs \( X = [w_0, \cdots, w_i, \cdots] \), where \( w_i \) is the target character/word, we have a candidate list \( S(w_i) = [s_{i0}, \cdots, s_{ij}] \), which is the potential substitutes of \( w_i \). The goal is to find an adversarial sample \( X' = [w_0, \cdots, s_{id}, \cdots] \) where \( \arg\max(F(X)) \neq \arg\max(F(X')) \). In most cases, we assume that we know the output score of the target model, which is a black-box scenario, while in white-box attacks we know the model architecture and therefore the gradients over the inputs.

Jin et al. (2019) uses word embeddings to craft candidate list \( S \) to find substitutions while Zang et al. (2020) uses knowledge extracted from WordNet (Fellbaum, 1998). Recently Li et al. (2020); Garg and Ramakrishnan (2020); Shi et al. (2019) uses pre-trained models to find similar tokens as the candidate list.

2.2 Masked Language Models

Pre-trained models exemplified by BERT (Devlin et al., 2018) introduces a masked-language model task to predict the masked tokens. These models (Devlin et al., 2018) use BPE-based tokenizations to avoid unknown words in English. With massive calculation, these pre-trained models have revolutionized NLP tasks.

In Chinese texts generation, a whole-word-mask strategy is introduced to predict the entire word properly (Cui et al., 2019), while the tokenization is still character-level. Therefore, such a model cannot be directly applied to generate multiple candidates as the substitution list (Li et al., 2020; Garg and Ramakrishnan, 2020) in adversarial attacks.

2.3 Sentence-Piece Tokenization

Sentence-piece tokenization (Kudo and Richardson, 2018) is derived from byte-pair encoding (Sennrich et al., 2016) and unigram language model (Kudo, 2018) with the extension of direct training from raw sentences. Different from BPE, sentence-piece is directly trained from raw texts so no word segmentation is needed. Therefore, we could create a vocabulary based on sentence-piece based tokenization in Chinese.

3 Method

In this section, we introduce mainly two parts: (1) how we train a piece-level masked language model as a Chinese substitution generator; (2) how we use such a model to generate adversarial samples in Chinese.

3.1 Training the Chinese Substitution Generator

To train a Chinese Substitution Generator, we follow the standard protocol of pre-training masked language models. We simply replace the vocabulary with Chinese sentence-pieces in order to generate proper substitutions.

There are only a few thousands of commonly used Chinese characters, we extend the vocabulary size to 60 thousand pieces, based on the training data collected online (Xu, 2019).

The statistics shown in Table 1 indicates that there are around 9% (5400) of pieces in the vocabulary are single characters. Most pieces are bi-char
words or tri-char words. There are also a considerable amount of pieces with more than 3 characters, which are usually phrases or continuous entities.

The pre-trained model is an architecture the same as BERT-base, with 12 layers and hidden size set to 768. We use LAMB optimizer (You et al., 2020) to pre-train our model on NVIDIA 3090 GPUs using fairseq toolkit (Ott et al., 2019).

### 3.2 Generating Adversarial Examples

In crafting adversarial examples, we apply a two-step algorithm which is widely used in crafting substitution-based adversarial examples (Jin et al., 2019; Li et al., 2020): (1) first we find the most vulnerable pieces by iteratively ranking the piece importance of the original input sentence. We follow Jin et al. (2019); Li et al. (2020) to measure the piece importance by masking tokens iteratively and calculate the output scores:

$$I_{w_i} = o_y(S) - o_y(S_{\backslash w_i}),$$

where $S_{\backslash w_i} = [w_0, \ldots , w_{i-1}, \text{[MASK]}, w_{i+1}, \ldots ]$ is the sentence after replacing $w_i$ with $\text{[MASK]}$ and $o_y()$ is the output score after the softmax function in the final classification layer.

Then we replace pieces with the candidates predicted by the Chinese Substitution Generator.

Following Li et al. (2020), we do not mask the original pieces so that the semantic information is preserved. We use the top-$K$ predictions of the given pieces in the masked language model as the substitution candidates. Since the tokenization process is piece-level, the substitution candidates are flexible: candidates contain both single characters, phrases that expand the meaning of the original piece, words that have similar meanings with the original piece.

As seen in Table 2, we have different types of substitutions of a single piece: we can replace Chinese word ‘今天(today)’ with a synonym ‘今日(today)’, or we can find an expanded word ‘今天的(today)’; also, we can replace it with a single character ‘今(now)’, which is a shorten version of ‘today’. With the piece-level substitution generator, the generated examples could be very diversified.

After getting candidate list, we replace pieces by the order of the ranked word importance. In practice, the candidate list size $K$ is 12 in all datasets. We find the most harmful piece in the candidate list as the perturbation of the current piece, if the model cannot correctly predict the classification of the sample, we return the generated adversarial sample. Otherwise, we continue to find another piece to replace until we find a proper adversarial example.

### 4 Experiments

#### 4.1 Datasets and Victim Models

We use several popular Chinese text classification tasks as our attacking datasets:

- Sogou: the Sogou dataset is a 12-class sentence-genre task.
- IflyTek: the Iflytek dataset is part of the Chinese GLUE benchmark, and it is a 119-class sentence genre task.
- Weibo: the Weibo dataset is a sentiment classification task containing 8 emotions.
- Law34: the Law34 dataset is a 34-class task predicting the court decision type of the given texts.

We fine-tune the standard BERT-base-chinese model as our victim models for the corresponding tasks with huggingface transformers (Wolf et al., 2020).

We randomly select 200 examples from the development set in each dataset and craft their corresponding adversarial examples.

#### 4.2 Evaluation of the Generated Examples

The major metric is the attack success rate, which is the percentage of successful attacks in the dataset. The second metric is the change rate of the generated adversarial samples. We intuitively believe that fewer changes could result in a less semantic shift.

Further, we run a human evaluation to measure the quality of the generated adversarial samples.

---

1. https://github.com/LinyangLee/CN-TC-datasets
2. https://github.com/CLUEbenchmark/CLUE
3. https://github.com/google-research/bert
### Table 3: Main Results of Generated Examples

We mix original samples and generated adversaries and ask human judges to predict the label and the fluency of the examples. Since there could be too many labels for human judges, we ask human judges to predict whether the given texts are the correct label or not. We also ask them to score the fluency ranging from 1-5.

#### 4.3 Baselines

We setup a strong baseline to compare with our method:

**Char-Replace:** We incorporate the original Chinese BERT which is character-level to generate adversarial samples by replacing characters. The hyper-parameters are the same as our piece-level model.

**Word-Replace:** We use a 50-dimension word-embedding collected by Zhang and Yang (2018) and use cosine-similarity to find candidate list as done by Jin et al. (2019). Since it is a word-level attack, we use Jieba tokenization tool to tokenize the sequence. We use a threshold of the cosine-similarity to constrain the quality of the candidates. We use around 60K most-frequent words in the word-embedding.

#### 4.4 Main Results of Generated Examples

As seen in Table 3, the generated adversarial samples successfully mislead the strong fine-tuned BERT-chinese models. Also, human judges give a high accuracy predicting whether the classification is correct, also give a high fluency score.

Compared with the character-level and word-level method, the piece-level adversarial samples can achieve similar attacking results and maintain a high fluency score. The adversarial samples should be both harmful to the target models and semantically fluent, therefore the piece-level adversarial samples generated are better adversarial samples though the success rate is lower than the character-replace and word-replace methods. The success rate could be higher when expanding the size of the candidate list according to Morris et al. (2020) therefore what matters most is the quality of the adversarial samples.

As seen in the appendix, the generated piece-level adversarial samples could make successful attacks from different aspects and remain fluent while the character-level adversarial samples are harder to comprehend. We can replace tokens with similar meaning substitutes, and we can also replace them with irrelevant but fluent and label-preserved substitutes.

#### 4.5 Trade-off between Candidate List Size and Success Rate

A larger candidate size would result in easier attacks. Therefore we apply a trade-off curve showing that we can achieve a significantly higher attack success rate when we use a large candidate size. But it is intuitive that larger candidate size may also significantly harm the quality of the generated adversarial samples in both semantics and fluency.

Therefore we believe that **success rate is not the most important**, since maintaining the fluency and semantic is one major concern in crafting adversarial samples. While in our experiment, piece-level candidates are generally more natural to human judges.

### 5 Conclusion

In this paper, we propose a piece-level adversarial sample generation strategy for Chinese texts, which can fill in the blank of text adversarial sample generation for languages other than English.
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A Appendices

Here we provide some of the generated adversarial samples.

As seen in Table 4, piece-level substitutions could have various types of strategies to craft adversaries:

- Synonym Replacing: Using synonyms or similar pieces as substitutions.
- Rewrite: Paraphrasing the given pieces.
- Expansion: Expand the given pieces.
You could also sang "Night Shanghai" and "Give Me a Kiss" to me. OMG!

On the street facing the Roman pillar of Cangwu Avenue Square, they smashed the windshield of the car and injured Yang. According to the forensic examination, Yan’s injury constituted a minor injury.

Intentional injury

You even sang "Night Shanghai" and "Give Me a Kiss" to me. OMG!

WanJia Gaming is an APP born for game players.

League of Legends competition video; League of Legends professional competition schedule; global professional players competition data, video and live-streams of Professional Players; You can find data of every game of all professional players and high-quality live-streams.

Table 4: Examples of Generated Adversaries