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Abstract
When dealing with a new time series classification problem, modellers do not know in advance which features could enable the best classification performance. We propose an evolutionary algorithm based on grammatical evolution to attain a data-driven feature-based representation of time series with minimal human intervention. The proposed algorithm can select both the features to extract and the sub-sequences from which to extract them. These choices not only impact classification performance but also allow understanding of the problem at hand. The algorithm is tested on 30 problems outperforming several benchmarks. Finally, in a case study related to subject authentication, we show how features learned for a given subject are able to generalise to subjects unseen during the extraction phase.
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1 Introduction

Feature extraction should normally be customised to the problem at hand. Often, when modellers deal with a new problem they do not know which features could enable the best classification performance. Thus, a common approach is to construct an initial set of features, and then select the subset yielding best performance [34].

In contrast to the manual approach, there is growing interest in algorithms that enable the data-driven discovery of features, as made possible by deep learning methods [28]. The advantage is that modellers can redirect their efforts from the construction of the solution to the construction of the learning framework. While the former may be useful solely on a particular problem the latter may be effective on many.

In the present study, we investigate grammatical evolution (GE) [43], an evolutionary algorithm related to genetic programming (GP) [2, 27], as a means to achieve data-driven feature extraction from time series in the context of classification.

The feature-based approach to time series classification (TSC) is convenient for a variety of reasons [15, 39, 54]. (1) To reduce data to a manageable size. In particular, this can mitigate the curse of dimensionality, reduce computational requirements, and allow visualisation of time series data-sets. (2) To highlight properties of a class of time series enabling understanding of the problem at hand. (3) To reduce the impact of noise and missing values. (4) To deal with time series of different length.

Our algorithm sequentially extracts a user-defined number of features. At each step, a run of the algorithm returns a feature that is intended to minimise the classification error while being minimally correlated with features extracted during previous steps. By combining a set of primitive functions e.g. mean/standard deviation, GE creates more complex functions we refer to as feature-extractors. Each feature-extractor takes a time series as input and returns a single feature (a scalar). This can be seen as combining feature extraction and feature selection within the same algorithm.

Previous research on TSC proved that class membership may depend on features related to the whole time series, or on features related to one or more of its sub-sequences [5]. Thus, we enable our algorithm to search for both the features to extract and the sub-sequences from which to extract them. We show that these choices are central not only for classification performance, but also to allow understanding.

The classification performance of extracted features is evaluated using a one-class classifier [37] (Sect. 3.4). One-class classification is concerned with learning a classifier when all training samples belong to a single class. We are motivated by the requirements of a subject authentication problem we have recently investigated [36]. The aim of subject authentication is to confirm the identity of a person. Both binary and multi-class methods assume, in a sense, a fixed population of subjects well-represented in the data, which is not realistic for this scenario. Thus, the best option may be a semi-supervised one-class classifier tailored to the intended subject only.
Although we use a one-class classifier, our algorithm requires labelled data to evaluate the fitness function that drives the extraction process. This is different from a pure one-class classification scenario where only the samples of a single class are available for training a classifier. However, we use our subject authentication problem to show how features evolved using a one-class classifier are able to generalise to classes unseen during the extraction phase (Sect. 6.1).

We compare our algorithm against a 1-nearest neighbour classifier equipped with dynamic time warping (1NN-DTW) on raw data, considered as the standard benchmark in the literature [5] (Sect. 4.2). Finally, we conduct an experimental analysis to demonstrate the impact of interval/function selection on performance (Sect. 4.3).

The remainder of this work is organised as follows. In Sect. 2, we provide a brief introduction to feature-based TSC. In Sect. 3, we describe our GE-based algorithm. In Sect. 4, we describe the benchmark methods. In Sect. 5, we describe the experimental design. In Sects. 6-7, we analyse our results. Finally, in Sect. 8, we draw our conclusions, and discuss future work.

2 Related work

We briefly introduce feature extraction in Sect. 2.1. Works related to feature-based TSC are reviewed in Sect. 2.2, evolutionary approaches in Sect. 2.3.

The literature related to feature-based TSC reveals that there are only a few works that investigate the one-class assumption. One of the major contributions of the present study is to expand the discussion on one-class TSC.

The literature related to evolutionary approaches to TSC reveals a number of gaps that we seek to address. There is a lack of consistent comparison of proposed methods with relevant benchmarks. We address this issue by evaluating our approach on 30 problems, all but one from the UCR/UEA archive [10]. The UCR/UEA archive is the reference archive of problems for TSC researchers. Also, we compare our results against a 1NN-DTW on raw data considered as the standard benchmark in the literature [5]. It appears that it is not clear how to evolve multiple features that are not redundant. We tackle this problem by sequentially extracting the features, and requiring that their individual classification performance is maximised, while their average correlation with previously extracted features is minimised. Finally, we analyse evolved solutions to expand the discussion on problem/solution interpretability enabled by evolutionary techniques (Sect. 7).

2.1 Overview

Features are distinctive aspects of something. In machine learning, feature extraction aims at finding the most informative set of features for a certain task [22]. However, in most cases, the features to use are not known in advance. Thus, modellers go through time consuming trial/error procedures to extract and select most informative features.
A feature-based representation affects the choice and performance of the classifier and vice versa [14]. For instance, the quality of a feature-based representation may be overestimated if overfitting occurs, however, it may be underestimated if the classifier relies on assumptions violated by the feature-based representation (e.g. a normality assumption for a Gaussian-mixture classifier). In practice, expert practitioners first exploit their domain knowledge to extract a set of features. Then, they carry out a statistical analysis of the features before selecting an appropriate classifier. In contrast, our algorithm extracts features that are not only suited for the problem at hand, but are appropriate for the classifier used in the extraction process.

Finally, our algorithm allows modellers to extract features from time series without requiring a previous specific knowledge of the field. This is in line with an increasingly popular research area known as automated machine learning (AutoML) [19]. The goal of AutoML is to automate the typical machine learning pipeline (e.g. data pre-processing, feature extraction, model and hyper-parameter selection) reducing the amount of experts’ work required to deploy a model.

2.2 Feature-based TSC

- **Description:** Time series are transformed into feature-vectors which are used to complete the classification task through any off-the-shelf classifier.
- **Pros:** Most feature-based approaches facilitate problem and solution interpretability, and ease computational complexity.
- **Cons:** It is not trivial to identify distinctive features especially when a new problem is addressed. Most feature-based approaches are expected to be weak on problems where features can be shifted along the time axis.

There are only few works investigating one-class TSC [37]. In a previous experimental study, we evaluate several approaches to derive dissimilarity-based representations for one-class TSC [37]. In dissimilarity-based representations, given a time series, each feature corresponds to its dissimilarity (distance) from one of a set of “reference” time series. Results show that the choice of the pair dissimilarity measure and set of “reference” time series is key to classification performance.

Two key questions that arise when dealing with feature-based TSC concern the features to extract, and the sub-sequence from which to extract them. Neither answer is obvious. The feature extraction process can be manual [35], or automated [36]. Features can be as general as statistical moments, or more carefully designed for time series like the time-reversal asymmetry statistic [49].

Assuming that the most effective features are not known in advance, some authors propose to extract several features and then retain only the best ones. Deng et al. [12] propose a tree-ensemble classifier called “time series forest” (similar to a random forest). In this case tree nodes calculate simple statistics on randomly selected sub-sequences. Building on this idea, Shifaz et al. [50] propose to exploit the strengths of successful TSC algorithms creating three novel splitting criteria. Their ensemble of decision trees achieves competitive performance. How to deploy their approach to the one-class classification domain is an interesting topic for future work.
Dempster et al. [11] apply thousands of random convolutional filters on time series. Resulting feature maps are summarised through two ad-hoc statistics, then concatenated in vectors, and used for classification. This approach exploits the success of convolutional neural networks for TSC, as reported in a recent comprehensive study on deep learning methods for TSC [16]. Finally, the method relies on the implicit feature selection enabled by a ridge regression classifier in order to avoid overfitting.

Lubba et al. [34] consider 4791 features for TSC. Of these, they retain only 22 features because of their classification performance on considered data-sets, and their minimal redundancy. This small subset named “catch22” represents the state of the art for feature-based TSC, and we use it to benchmark our algorithm.

Concluding, other approaches to feature-based TSC include dictionary-based methods, and graph features. In dictionary-based methods, also known as bag-of-patterns methods [32], time series are transformed into strings using SAX [33]. Then, each feature corresponds to the frequency of occurrence of a specific sub-sequence (or word) within a time series. Graph-based techniques first transform a time series into a graph, then features are extracted from this new representation [30].

### 2.3 Evolutionary approaches

The majority of prior research on evolutionary techniques for TSC has applied to ECG time series [18], and sensor time series for fault detection [31]. Some studies, discussed below, propose general purpose feature extraction algorithms [15, 23, 52].

Eads et al. [15] use GE [43] to evolve a single population of feature-extractors using a set of 25 primitives. Each feature-extractor is able to target any sub-sequence and return a single scalar. This hill-climbing algorithm does not make use of any crossover operator. However, it allows modifications to the current solution (addition, deletion, mutation of feature-extractors) only if changes increase the performance, or cause a negligible impact on performance but a decrease in run-time. Classification performance, tested on seven data-sets, is better than that of raw data.

Harvey and Todd [23] propose an algorithm based on GP [27] where 35 primitives are used to evolve sets of feature-extractors. Nearly all the primitives take a time series as input and output a transformed time series. To reduce time series to a single scalar each feature-extractor must end with a summation. The authors provide a number of rules to reduce redundancy of final feature-extractors and increase their interpretability. Performance is tested on simulated data only.

Finally, Virgolin et al. [52] propose a GP-based algorithm for sequential feature construction but not on time series. While feature extraction concerns the extraction of features from raw data, feature construction concerns the transformation of existing features. They focus on the interpretability of the GP trees emphasising interpretability of the original features, and limiting the height of the trees. As discussed in Sect. 7, we are also interested in interpretability. We point out that in TSC interpretability is aided by knowing which functions, and sub-sequences allow good classification performance.
3 Proposed method

In this section we describe our evolutionary algorithm for feature extraction from time series based on GE. The core components of our approach are the grammar (Sect. 3.2), and the fitness function (Sect. 3.3).

3.1 Overview

Our algorithm relies on GE, a grammar-based form of GP. We choose GE to implement our algorithm because, as opposed to GP, it allows us to handle a mixture of data types. While the type constraint could be handled with other approaches e.g. strongly typed GP [38], we believe that the grammar is a particularly convenient way to express the syntax of admissible solutions, and also we want solutions to be readable Python code as this can facilitate understanding. The grammar allows the modeller to exploit her/his domain knowledge, and to impose syntactical constrains to guide the search of feasible solutions. In this study we have used our knowledge of the TSC domain to define the proposed grammar. We have designed the grammar to be balanced rather than explosive [41], giving a bias towards short solutions. In many cases, the primitives included in the grammar are high-level functions specifically defined for time series e.g. the complexity estimate [6]. However, a practitioner specialising in a particular sub-domain of TSC could add further domain knowledge, e.g. spectral features known to be useful in that domain. In addition, the grammar allows the selection of any sub-sequence. Sub-sequences may be key to class membership as demonstrated by TSC algorithms like shapelets [55], or bag-of-patterns [32].

The solution space of our algorithm consists of feature-extractors. Each feature-extractor $F$ is a function which takes as input a specific sub-sequence $[a : b]$ of a time series $T$ e.g. $T[20 : 50]$. The output is a single scalar i.e. a feature. In Eq. 1 is shown an example of a feature-extractor. Note that all the primitives included in a given feature-extractor are applied to the same sub-sequence.

$$F = \text{Mean}(T[20 : 50]) \times \text{Skewness}(T[20 : 50])$$

(1)

Our algorithm outputs a single feature-extractor. Thus, to extract multiple features we have to run the algorithm multiple times. Sequential extraction allows control over the “quality” of all features. If we were to evolve a number of features all at once we would not know which ones are contributing to classification performance, or which ones are even harming it. Furthermore, by extracting one feature at a time we are oriented towards finding the minimum number of features for the problem at hand. In fact, we can extract one feature at a time and stop as soon as we meet the required level of performance, or we do not observe any meaningful improvement. On the other hand, our greedy approach to feature extraction may not find the global optimum. The alternative to evolve a set of feature-extractors at once, already considered by Eads et al. [15], warrants further investigation.
Concluding, the fitness function requires each feature to have good classification performance, while being minimally correlated with previous features. While the first component of the fitness function is defined to extract features of good predictive power, the second one weakens the redundancy of extracted features.

3.2 Grammar and primitives

The grammar guiding the search of feature-extractors is shown in Fig. 1. Details of the encoding of candidate solutions, and the mapping process can be found in previous works [43].

The general idea is to compose a feature-extractor \(< F >\) by selecting its individual components one at the time. Each component, enclosed in the angle brackets (\(< . >\)), requires a choice from a set of predefined equally probable alternatives, separated by pipe symbols (\(|\)). Finally, the actual extraction is carried out by a wrapper function \(\text{Extract}\) that simply takes the input arguments and arranges them in the form shown in Eq. 1, returning a feature. Note that \(T\) (a time series) is not enclosed in the angle brackets. This is because \(T\) is an argument that we pass to the function at call time.

As said before, a feature-extractor consists of a function \(< \text{fun} >\) applied to a sub-sequence of a time series \(T\). To select a specific sub-sequence we need to choose a lower bound \(< \text{lb} >\) and an upper bound \(< \text{ub} >\). These indices are chosen from the range \([1, L]\), where \(L\) corresponds to the time series length. Since a requirement is that the lower bound is below the upper bound, if this condition is violated \(< \text{lb} >\) and \(< \text{ub} >\) are swapped. The grammar allows \(< \text{ub} >\) to have a \(\text{None}\) value. In this case if \(< \text{bool} >\) is \(True\) we select the sub-sequence \([1: < \text{lb} >]\), if \(False\) the sub-sequence \([< \text{lb} >: L]\).

A function \(< \text{fun} >\) can use one or more elements of the \(< \text{primitive} >\) set. Multiple primitives are connected through the operators \(+, -, *, AQ\) contained in \(< \text{op} >\). In \(< \text{op} >\), \(AQ\) (analytic quotient) is a function designed to perform division while avoiding division by 0 error [40]. This is achieved by transforming a divisor \(d\) into \(\sqrt{a + d^2}\). We set \(a = 1\) as suggested by the authors of this function.
In `<fun>`, `<primitive>` is repeated twice while `<op>` only once. This is done to make the selection of `<primitive>` twice as likely than `<op>` thus interrupting the recursion triggered by the `<op>` rule.

The set of 17 primitives includes functions able to take a sub-sequence as input and output a single scalar. These are among the simplest and most commonly used functions in feature-based time series classification: mean, standard deviation, median, skewness, kurtosis, max, min. Above0 and Below0 count the number of values above/below 0. AbsoluteEnergy returns the sum of the absolute value. AR returns the coefficient of an auto-regressive model of order 1. Autocorrelation returns the auto-correlation at lag 1. CE measures the shape complexity of a time series [6]. FFT returns the amplitude associated with the largest coefficient of a fast Fourier transform. LinearTrend returns the slope of a linear regression model. MeanChanges returns the mean of first order differences. TRAS is a measure of non-linearity known as time reversal asymmetric statistic [49].

### 3.3 Fitness evaluation

The fitness function, shown in Eq. 2, drives the search through the solution space. The fitness score is crucial because it influences the probability of a feature-extractor to be selected, breed with other feature-extractors, and thus pass on to future generations. The fitness evaluation process is illustrated in Fig. 2. Our goal is to sequentially extract features that are all able to achieve a good classification performance individually, while having minimum linear dependence between them.

As an example, suppose we want to extract two features for a certain classification problem. This means we have to run our algorithm \( x = 2 \) times with each run outputting a single feature-extractor. The first feature-extractor is evolved aiming at the minimisation of the classification error on a validation set. The classification error is defined as \( 1 - \text{AUROC} \). On the other hand, the second feature-extractor is evolved...
aiming for both minimisation of the classification error on a validation set, and minimisation of the average squared Pearson correlation coefficient with previous features $R^2(F)$. This coefficient is calculated as follows. We take the feature-based representation of training data according to a candidate feature-extractor. Then, we calculate its squared Pearson correlation with the feature-based representation of the same data according to each of the feature-extractors outputted from previous runs ($\hat{F}_i$). Finally, we calculate the average value. Both the classification error, and the average squared Pearson correlation coefficient have magnitude in the range $[0, 1]$ thus they are commensurate in scale, and have the same impact on the fitness score. This process is repeated three times using 3-folds cross-validation. Thus, the final fitness score of a feature-extractor corresponds to the average score of the 3-folds.

In summary, after all the feature-extractors of an initial population are assigned a fitness score, the crossover and the mutation operators are applied to create a new generation. The evolutionary process continues until a certain number of generations is reached. At that point the feature-extractor with the lowest fitness is considered the final solution of the algorithm.

$$\text{Fitness}(F) = \begin{cases} 1 - \text{AUROC}, & \text{if } x = 1 \\ 1 - \text{AUROC} + R^2(F), & \text{otherwise} \end{cases} \quad (2)$$

$$R^2(F) = \frac{1}{x-1} \sum_{i=1}^{x-1} R^2(F, \hat{F}_i) \quad (3)$$

$$R^2(F, \hat{F}_i) = \left[ \frac{\text{cov}(F, \hat{F}_i)}{\sigma(F) \times \sigma(\hat{F}_i)} \right]^2 \quad (4)$$

In Eq. 4 $\text{cov}(\cdot)$ and $\sigma(\cdot)$ represent the covariance and the standard deviation functions respectively.

### 3.4 Classification framework

One-class classification [26], closely related to anomaly detection [8], is concerned with learning a classifier when only the data of a single class is available at training time, and/or at prediction time we might be exposed to classes that are unknown at training time. Usually, the class we learn is referred to as the positive (normal) class while all the samples that fall outside it are allocated to a “generic” negative (anomalous) class. Figure 3 is designed to demonstrate the usefulness of the one-class assumption. In part (1), a binary classifier trained to separate positive/negative samples fails when a new class of negative samples appears at prediction time. The same reasoning can be extended to a multi-class classifier. Conversely, in part (2) a one-class classifier trained on positive samples only is robust to negative classes whether they are known or not at training time.

There are several real world applications where data from the negative class are difficult or impossible to obtain. For instance, in biometric subject
authentication problems [36] it is relatively easy to collect some data from the “target subject” class, however it is less straightforward to collect data that are representative of the “not target subject” class. Other related applications are: fraud detection [44], machine fault detection [51], medical diagnosis [48], network intrusion [7], and signature verification [21]. This problem is little investigated in the context of TSC [37].

The one-class classifier we use both in the feature extraction phase, and to evaluate the quality of extracted features is the 1NN classifier equipped with Euclidean distance (1NN-ED). The idea is to use a simple non-parametric classifier to emphasise the quality of extracted features, and make minimal assumptions about class distributions. During the prediction phase, a sample is assigned a score equal to the distance from its nearest training sample. By imposing a threshold on the distance, a sample can be classified as either positive or negative. A common way to set the threshold is to choose a value such that 95% of training data is correctly labelled as below the threshold, hence positive. However, this approach can require some fine tuning according to the specific problem at hand.

In order to avoid this and have a method that can be consistently applied across all data-sets we use classification scores to calculate the AUROC. The AUROC is obtained by computing the underlying area of a curve constructed by plotting the true positive rate against the false positive rate at various threshold settings. Threshold values are calculated as the midpoint between each pair of sorted classification scores.

We believe the AUROC is particularly suitable for one-class TSC experiments since it is insensitive to class imbalance. Furthermore, Gay and Lemaire [20] advocate the use of the AUROC for binary and multi-class TSC experiments too.
4 Benchmark methods

In this section we describe the benchmark methods we compare with. We consider a random search (Sect. 4.1), a distance-based approach (Sect. 4.2), and a feature-based approach with some variants (Sect. 4.3).

4.1 Random search

Random search (RS) is often used to evaluate whether the evolutionary process brings any benefit over the random generation of solutions. Thus, it disentangles the effect of the grammar from the effect of the search process.

Following the rules of our grammar, the RS creates a number of feature-extractors (# generations × population size, Sect. 5.2) with no duplicates allowed. Feature-extractors are evaluated through our fitness function, and the best one is selected for comparison with our algorithm. As per our algorithm, the RS is repeated multiple times in order to extract multiple features.

4.2 1NN with DTW

The 1NN-DTW classifier (with warping window set through cross-validation [47]) is considered the standard benchmark in the TSC literature [5]. Unlike all the other approaches used in this study 1NN-DTW does not involve feature-vectors but raw time series. This is a distance-based classification approach that compares two time series using DTW. In the one-class classification framework each test sample receives a classification score equal to the DTW distance to its nearest training sample.

For the warping window size we have tested all the values in the range $[1, 0.1 \times L]$ (where $L$ is the time series length) using a 10-fold cross-validation on validation data.

4.3 Analysis of function/sub-sequence selection

As discussed in Sect. 3, our algorithm can dynamically decide both the features to extract and the sub-sequences from which to extract them. A parallel can be drawn with the manual approach where features and sub-sequences can be selected according to fixed user-defined strategies. To investigate the behaviour of our data-driven algorithm we evaluate a Cartesian product of the alternatives mentioned below.

In terms of features to be extracted we consider two sets. (1) The 17 primitives used in our algorithm (Sect. 3.2) and (2) the C22 features discussed in Sect. 2.2. Overall, C22 features are different and more complex with respect to our primitives.

In terms of segmentation strategies we consider three approaches. (1) We extract the features from the whole time series. (2) We segment time series into a number of (approximately) equally sized sub-sequences. Then, features are extracted from each sub-sequence and concatenated into a feature-vector. (3) We segment time series using a change point model. Generally speaking, change point models are used to divide a
time series into distinct homogeneous sub-sequences [4]. We use the bottom-up segmentation algorithm proposed by Keogh et al. [25]. In order to define the number of sub-sequences and their boundaries for a given data-set we implement the following algorithm. Given a training set we select 50% of the samples at random. We segment each sample using the bottom-up algorithm and we record the number of sub-sequences found. Then, we compute the average number of sub-sequences (rounding to the nearest integer). Continuing, we re-run the segmentation algorithm on the same samples imposing as stopping criterion the average number of sub-sequences found before. Finally, we average resulting indices.

5 Experimental design

We provide an overview of the data-sets used in Sect. 5.1. A summary of the main components of the evolutionary framework is provided in Sect. 5.2. We report some implementation details in Sect. 5.3.

5.1 Time series data

We test our algorithm on 30 data-sets. Of these, 29 are selected from the UCR/UEA archive, while one is a proprietary data-set [36]. All the data-sets are partitioned into labelled training and test sets and have previously been examined in several binary and multi-class TSC experiments [5]. All the time series are univariate, contain only real numbers, have a fixed length within a given data-set, and are z-normalised [46].

We adapt the data-sets to the one-class classification framework as follows. Given a data-set, while maintaining the original split between training/test data, each of the classes is considered in turn as the positive class (and so it is used for training) and all the others become the negative class. Classification performance for a given data-set corresponds to the average performance over the classes.

When carrying out a TSC experiment it is good practice to consider all the data-sets of the UCR/UEA archive [10]. This is to avoid spurious results, and allow a thorough comparison between different studies. However, we consider only 29 data-sets selected as follows: from the original body of 85 data-sets of the archive, first we filter out those where there is at least one class with less than 17 training samples. Then we sort the remaining ones according to their total number of samples and select the smallest 29. The rationale is that our algorithm requires a validation set to evaluate the quality of candidate feature-extractors during the evolutionary process. Thus, we want to ensure that there is always a sufficient amount of samples to allow a meaningful training/validation split. Specifically, we use a 2:1 split of training data. Furthermore, we prefer smaller data-sets as our current implementation is very expensive in terms of runtime.

5.2 GE configuration

The evolutionary process is configured with parameters that are common across the field [45]. The algorithm follows a generational approach with a population
of 500 individuals (feature-extractors) for 40 generations. In the GP literature it is most common to use 50 generations [27], however 40 is also often used [9]. In their review of the GP literature, Poli et al. [45] state that the number of generations typically falls in the range [10, 50], where the most productive search is usually performed.

The population is randomly initialised with uniform probability. Genomes are initialised with length 200, while the max length is set to 500. Individuals are recombined with each other using two-point crossover with probability 0.8, and no wraps are allowed. Given two individuals, the crossover operator creates two new individuals by randomly selecting two different points on each genome. Then, the initial and final sections of one genome are merged with the mid section of the other. We increase the selection pressure setting the tournament size to five. After the crossover phase, the resulting population is subject to the mutation operator. We use the int-flip mutation operator that may change with probability 0.01 each gene of a given individual. Elitism is used to preserve the best individual through the generations.

5.3 Implementation details

The experiment is implemented in the Python programming language\(^1\) and relies on the PonyGE2 library [17].

The experiment took about 5000 CPU hours. Our current implementation is expensive especially if compared with the benchmark methods which take just a few hours to run. However, it is not straightforward to draw conclusions about the computational complexity, and scalability of our algorithm. First, for each data-set we run the algorithm 30 times for statistical purposes. However, this would not be required in real-world use. Continuing, runtime depends on several implementation details (e.g. the primitives included in the grammar) which could be reconsidered in future research. Finally, the expensive feature extraction phase is balanced by savings during the prediction phase. In fact, during the prediction phase our algorithm allows the classifier to work with low-dimensional feature-based representations. In contrast, 1NN-DTW always requires the whole time series to work.

6 Results

Classification performance for the data-sets of the UCR/UEA archive is shown in Tables 1, 2. Results related to our subject authentication problem are discussed in Sect. 6.1. For each data-set we extract 10 features and we repeat this process for 30 independent runs. We standardise features to have zero mean and unit variance (with reference to the training set). Algorithm limitations are discussed in Sect. 6.2.

We compare the performance of the features evolved through our algorithm with that of two benchmark sets of features. Of these, PR is the set of primitives used in

\(^1\) https://github.com/spaghettix/FE_GE_TSC.
the grammar, while C22 is the set of features selected by Lubba et al. [34]. These features are used to derive feature-based representations of time series according to three different strategies. (1) Features are extracted from the whole time series (columns 1-PR/1-C22). (2) Time series are broken down into 5 adjacent and equally sized sub-sequences. Then, features are extracted from each sub-sequence and grouped together in a feature-vector (columns 5ES-PR/5ES-C22). (3) Time series are broken down in a number of adjacent sub-sequences using a change point model [25]. Then, features are extracted from each sub-sequence and grouped together in a feature-vector (columns CPM-PR/CPM-C22). We observe that the average number of sub-sequences per data-set found through the change point model is 5 and this is why we use this number in item (2). Concluding, we also compare against a distance-based classification approach (column 1NN-DTW), a strong baseline [5].

Results show that on average our algorithm is superior to any benchmark method. Our algorithm gives better results than 1NN-DTW. It also improves on the C22 features considered the state of the art for feature-based TSC [34]. We consider column 1-3 our best result (in the trade-off between best average performance subject to the lowest dimensionality achievable, which is our aim), while 1NN-DTW is the best benchmark method for comparison. We find that the difference between column 1-3 and 1NN-DTW is statistically significant using a Wilcoxon signed-rank test with a p-value threshold of $\alpha = 0.05$ [53]. We observe that the p-values decrease monotonically as additional features are added, as we would expect. If a Bonferroni-Holm correction for multiple testing [1] is applied, statistical significance is achieved for all tests from 1-2 onward. As 1-3 is the point with the largest reduction in p-value relative to the preceding feature number choice (1-3, $p$-value = 0.007 vs. 1-2, $p$-value = 0.024), we select this as our optimal result in the performance/dimensionality reduction trade-off.

Comparing the average performance of columns 1–3 and 1-PR in Table 1, we can see that our algorithm is able to exploit and combine the functions included in the set of primitives in a way that allows +17% AUROC relative to the use of the functions alone. Furthermore, our algorithm achieves the highest average performance using only 3 features. This gives the time series representation with lowest dimensionality. In fact, PR and C22 require at least 17 and 22 features respectively while 1NN-DTW requires the whole time series. Dimensionality has an impact on storage requirements, and computational complexity at prediction time.

To extract features from a segmented time series has a positive impact on performance. We note a +11/10% AUROC comparing the average performance of column 1-PR with that of columns 5ES-PR/CPM-PR. Conversely, the same does not hold for C22 features. In that case segmentation has little or no impact on performance. This seems to depend on the nature of features. The PR set mainly includes simple statistical moments like mean, standard deviation etc. Although these features are easy to compute, their descriptive power is weak when they are extracted from the whole time series. Moreover, all time series of the UCR/UEA archive are z-normalised so they all have 0 mean and a standard deviation of 1. When a time series is segmented, PR features have more descriptive power.

On the other hand, C22 features are more complex, thus they are able to capture some distinctive characteristics even when they are extracted from the whole time
series. In order to evaluate if 1-C22 features are overfitting we measure their performance on validation data. The average performance across all data-sets on validation data is equal to 66% AUROC. Considering that the performance of 1-C22 features on test data is 70% AUROC we can conclude that these features are not overfitting.

On average, the performance achieved by segmenting a time series in equally sized sub-sequences is nearly the same as that achieved by segmenting through a more complex model, as we can see comparing columns 5ES-PR/5ES-C22 with columns CPM-PR/CPM-C22. It is difficult to explain such a result within this experimental study. Investigating this result in more detail is the focus of further research. However segmentation in equally sized segments can be considered as a strong baseline.

Our method converges to the maximum performance with only three features. In Fig. 4 we show the average AUROC for all data-sets of our algorithm (filled circle). As shown in part (1), the “quality” of features decreases by 4% from the first to the third feature. The performance remains steady from the third to the tenth feature (when rounded to the nearest integer). This demonstrates that individually features maintain a similar level of performance. In part (2), we can see that by combining multiple features the AUROC increases by 2% between the first and the third feature. Then we can observe a weak but positive trend. Features extracted by our algorithm are not explicitly required to improve the overall classification performance when grouped with those that have been extracted before. This objective is pursued indirectly by minimizing the linear correlation of a feature with those extracted before.

Secondly, Fig. 4 shows RS average AUROC for all data-sets (●). In order to speed-up the computation we do not repeat the RS for 30 runs, as done for our algorithm. The variance between RS runs is expected to be low because the sample size is large, and there is no danger of an “unlucky” initial population, as in GE itself. Also, as we have a large enough number of data-sets, the variance across data-sets makes our results statistically significant. Our algorithm is better than RS. However, RS performance rivals 1NN-DTW, a strong baseline. This demonstrates that both our grammar and the search contribute strongly to performance.
6.1 Subject authentication

This proprietary data-set, which we refer to as “AccelerometerData”, concerns a subject authentication problem [36]. To collect this data a group of nine subjects wore a watch-like tri-axial accelerometer for about a month in free living conditions. Each time series corresponds to the average acceleration per minute over an entire day.
Table 1 continued

| 1-PR | 5ES-PR | CPM-PR | 1-C22 | 5ES-C22 | CPM-C22 | 1NN-DTW |
|------|--------|--------|-------|---------|---------|---------|
| 61   | 93     | 92     | 95    | 91      | 92      | 95      |
| 51   | 52     | 53     | 56    | 55      | 51      | 55      |
| 59   | 60     | 66     | 70    | 60      | 61      | 66      |
| 73   | 80     | 79     | 83    | 74      | 75      | 82      |
| 56   | 80     | 76     | 72    | 80      | 75      | 82      |
| 50   | 56     | 54     | 56    | 53      | 55      | 64      |
| 61   | 85     | 85     | 84    | 87      | 82      | 89      |
| 59   | 78     | 70     | 80    | 75      | 82      | 96      |
| 51   | 53     | 58     | 55    | 55      | 56      | 54      |
| 51   | 63     | 62     | 60    | 56      | 60      | 61      |
| 50   | 50     | 49     | 51    | 55      | 51      | 53      |
| 51   | 62     | 58     | 71    | 61      | 59      | 71      |
| 56   | 64     | 67     | 66    | 57      | 69      | 77      |
| 74   | 98     | 98     | 84    | 86      | 92      | 97      |
| 48   | 54     | 62     | 58    | 57      | 57      | 53      |
| 72   | 74     | 72     | 73    | 71      | 71      | 71      |
| 65   | 81     | 83     | 83    | 81      | 78      | 86      |
| 65   | 68     | 81     | 79    | 77      | 80      | 67      |
| 79   | 85     | 87     | 85    | 85      | 80      | 88      |
| 50   | 57     | 56     | 63    | 61      | 60      | 65      |
| 50   | 53     | 51     | 57    | 55      | 53      | 51      |
| 52   | 66     | 68     | 73    | 68      | 64      | 59      |
| 96   | 99     | 99     | 99    | 76      | 82      | 99      |
| 1-PR | 5ES-PR | CPM-PR | 1-C22 | 5ES-C22 | CPM-C22 | 1NN-DTW |
|------|--------|--------|-------|---------|---------|---------|
| 59   | 63     | 64     | 65    | 62      | 61      | 63      |
| 63   | 62     | 62     | 57    | 62      | 65      | 70      |
| 96   | 98     | 96     | 96    | 92      | 94      | 98      |
| 53   | 56     | 61     | 47    | 50      | 54      | 59      |
| 53   | 74     | 76     | 84    | 80      | 81      | 77      |
| 49   | 60     | 61     | 70    | 71      | 70      | 67      |
| 60   | 70     | 71     | 71    | 69      | 69      | 73      |
Features extracted by our algorithm enable good classification performance when tested on data that include subjects not available during the feature extraction phase. In other words, features learned to distinguish subject 1 from subjects 2-6 are also effective to distinguish subject 1 from subjects 7-9.

Figure 5 shows the average classification performance achieved by our algorithm on a subset of subjects (1-6). The solid line (solid line) represents the performance achieved when, during the feature-extraction phase, we use a validation set that includes only subjects 1-6. The dashed line (dashed line) represents the performance achieved when, during the feature-extraction phase, we use a validation set that includes all subjects (1–9). In both cases, extracted features are evaluated on a test set including all subjects (1–9). The two lines follow almost the same trajectory. Excluding the first feature, the average absolute difference between the two lines is equal to 0.3% AUROC.

6.2 Limitations

Our algorithm reveals a number of limitations. The first limitation concerns the runtime required by our current implementation. Although, as discussed in Sect. 5.3, there are several aspects to consider in this regard, overall the algorithm would greatly benefit from any substantial improvement of its runtime.

Continuing, we observe that the algorithm tends to overfit. As shown in Fig. 6 part (1), average AUROC of features 1 to 10 on validation data is approximately 11% higher than on test data. This value drops to 6% if we consider sequences of features, as shown in part (2). The performance per feature seems to follow the same pattern on both validation and test data. Conversely, the performance per group of features exhibits a weak negative trend on validation data, and a weak positive trend on test data showing that together multiple features generalise better. Also, the performance of our algorithm remains better than baselines on test data. While overfitting is a
problem it also presents an opportunity to improve our results through regularisation strategies, as we plan to do in future work.

Finally, one possible weakness in our fitness function is that as the number of extracted features increases the correlation penalty is averaged over an increasing number of features as well. While this could make the penalty very small, after a large number of feature-extractors have been created, we observe that a small number of features (e.g. 3 in Table 1) achieves best average performance.

7 Feature-extractors and interpretability

In this section we show how the evolutionary process leads to the selection of specific features and sub-sequences according to the problem at hand. This not only enables good classification performance but also understanding.

The development of interpretable machine learning models is an important research topic [13]. Interpretability is not only essential to machine learning practitioners, e.g. understanding a model allows understanding of its limitations, but also legislation can require model interpretability. For instance, the General Data Protection Regulation act\(^2\) introduced in the European Union gives to citizens a “right to explanation” with respect to decisions taken by algorithms using their data.

Several researchers have shown that GP can be used to enable interpretability of so-called black-box models (models that are not easy to interpret) [52]. Others have shown that evolutionary algorithms can be as effective as black-box models with the advantage of being more interpretable [29].

Our algorithm allows interpretability of the classification outcome in several ways. In Sects. 7.1, 7.2, we expand the discussion about feature-extractors and interpretability in the context of TSC, however here we provide some more general

---

\(^2\) [https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679&qid=1603268249651](https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679&qid=1603268249651)
considerations. First, as the search for feature-extractors is driven by the classification performance they allow through a 1NN classifier, it is expected that our approach considers a sample to be normal if it is “close enough” to other samples we already know to be normal (i.e. training data). This type of decision by analogy resembles human thinking [42]. Continuing, extracted features are immediately interpretable as they are expressed as readable Python code. Also, as extracted features are composed of high-level functions e.g. mean, standard deviation, etc. predictions made by our algorithm can be explained in the context of the problem at hand. Finally, as our algorithm gives good classification performance with two or three features, it allows useful visualisation of time series data-sets (Figure 9), and data visualisation is considered key to interpretability [29]. On the other hand, as the number of primitives included in a feature-extractor increases they become more difficult to interpret (Appendix A). As suggested by Lensen et al. [29] in the context of data visualisation, future work may investigate multi-objective fitness functions able to trade-off between classification performance and complexity of the solutions found.

7.1 The features to extract

We use the “SyntheticControl” data-set [3] as a case study to illustrate the ability of our algorithm to discover the right features for the problem. As shown in Fig. 7 this data-set contains 6 different classes of simulated time series. In (1) time series are generated by sampling from a Normal distribution. In (2) time series are generated by sampling from a Normal distribution and adding a cyclic component through a sine function. In (3) and (4) time series are generated by sampling from a Normal distribution and adding/subtracting a trend component. In (5) and (6) time series are generated by sampling from a Normal distribution and adding/subtracting a trend component only after/before a certain time point.

We count the selection frequency of each function/operator used in the first two feature-extractors evolved for each class of the “SyntheticControl” data-set. Without
loss of generality we focus on the first two feature-extractors because this eases our
discussion and enables visualisation as shown in Fig. 9. Feature-extractors used to
generate Fig. 9 are detailed in Appendix A.

In Fig. 8 we can see that the algorithm selects specific groups of functions/operators for each class of the data-set. As reflected by the bar heights, the algorithm finds that class 1 is mainly characterised by the coefficient of an auto-regressive model (AR), and a measure of complexity (CE). The cyclic component of class 2 is captured through the FFT and the auto-correlation functions. Classes 3 and 4 requires similar features like max/min, and the mean. In addition, class 4 is characterised by the linear trend. Finally, classes 5 and 6 require functions like linear trend, max/min, mean, and number of values above/below zero. Finally, the algorithm most often relates multiple functions through the AQ operator for all classes.

Concluding, as mentioned before, features are standardised (with reference to the training set) hence as shown in Fig. 9 our algorithm tends to concentrate the samples of the normal class around the origin even though this is not explicitly required. This aspect shows that our algorithm could also work well using “simple” classifiers, for instance a radial basis function classifier which has the advantage of requiring only a single hyper-parameter, i.e. a distance threshold from the origin.

7.2 The sub-sequences from which to extract

To offer insight into which sub-sequences are most useful we consider the “Gun-Point” data-set [55], and our “AccelerometerData” data-set [36] (Figs. 10-12).
Figure 10 is derived by averaging over the two classes of the “GunPoint” data-set. In this case, our algorithm over-selects two specific sub-sequences. The most frequently selected one corresponds to the sub-sequence underlying the large peak at the begin of the dotted line. The other corresponds to the sub-sequence underlying the small peak towards the end of the dotted line. Ye and Keogh [55] demonstrate that the time series of this data-set can be classified with high performance using “shapelets”. Shapelets are sub-sequences that are maximally representative of a class according to a predefined criterion [55]. In another study related to shapelets Hills et al. [24] show that there are two important sub-sequences in the “GunPoint” problem, the same are identified by

Fig. 9 2D feature-based representation of each class of the “SyntheticControl” data-set. open square Training samples. open circle Normal test samples. filled circle Anomalous test samples. Shading represents distance from training set.

Fig. 10 Selection frequency of each point within a time series of the “GunPoint” data-set. solid line Average time series from the data-set. dashed line Frequencies we would observe if feature-extractors were generated at random i.e. without regard to fitness. dotted line Frequencies as per our algorithm.
our algorithm. Also, they report that the top five most important shapelets extracted by their algorithm are related to the end of the time series. However, our algorithm over-selects the sub-sequences at the beginning of the time series. This means that our algorithm is able to target sub-sequences that are relevant for the problem, but overall it works in a way that is different from shapelets. Thus, the representation generated by our algorithm could be a good addition to a representation based on shapelet-transform [24].

In Fig. 11, we show all the sub-sequences of the “GunPoint” data-set related to the time interval [0 : 40]. This is the most selected time interval according to the analysis related to Fig. 10. Sub-sequences are divided per class: part (1) and (2) show the sub-sequences related to class 1 and 2 respectively. The figure provides insights into the sub-sequences that are important for classification according to our algorithm. Visual assessment of the sub-sequences allows us to claim that most time series could be correctly classified if we were able to catch shape dissimilarities between the two classes in the considered time interval. As shown in Table 1, our algorithm achieves approximately 90% AUROC on this data-set. Thus, not only our algorithm is able to detect important sub-sequences, but also it is able to extract useful features.

Finally, Figure 12 considers all the nine classes of the “AccelerometerData” data-set. We can see that each person is characterised by her/his activity during a specific part of the day. In the time axis 0 corresponds to 0am and 1440 to 11.59pm. Most subjects are characterised by their activity between 6.30–8.30am, presumably the time they wake up and go to work. Two subjects are characterised by their activity during 0–6.30am (1,6). Also, for three subjects (6,7,9) the activity between 9–11pm seems to be important for their classification.

8 Conclusions

We propose a data-driven evolutionary algorithm for feature extraction from time series. The goal is to find a low-dimensional feature-based representation that enables good one-class classification performance with minimum human intervention.
The search for suitable solutions is guided by our grammar specifically defined for time series. In fact, our algorithm can select both the features to extract, and the sub-sequences from which to extract them. Both aspects can be key to TSC problems, as revealed by several related studies.

Evolved features are composed of high-level functions e.g. mean, standard deviation, etc. By choosing the number of features to be extracted a high-dimensional time series can be reduced to a feature-vector of arbitrary dimensionality. This not only lowers computational complexity at prediction time, but also

Fig. 12 Selection frequency of each point within a time series of the “AccelerometerData” data-set. The number in brackets in the top left corner of each plot corresponds to a different class of the data-set.
allows the visualisation of time series data-sets. Furthermore, the analysis of the functions/sub-sequences that are most frequently selected during the evolutionary process enables understanding about the problem at hand. Finally, our algorithm enables better classification performance than considered benchmark methods.

Future work could investigate further the generalization capabilities of our algorithm in a one-class classification scenario where new classes appear at prediction time. Another avenue of research could investigate other primitives to be included in the grammar. A remaining issue of our algorithm is the tendency to overfit. This suggests that our results could be improved, an interesting topic for future work.

Appendix A examples of feature-extractors

Below are listed the feature-extractors used to produce Fig. 9. In the text T represents a time series and L its length.

• Feature 1
  - Class (1) Min(T[1 : 59]) + CE(T[1 : 59])
  - Class (2) AQ(FFT(T[1 : 57])), Kurtosis(T[1 : 57]))
  - Class (3) AQ(Mean(T[9 : L]) * STD(T[9 : L]) – Max(T[9 : L]), STD(T[9 : L]))
  - Class (4) Min(T[4 : 34])
  - Class (5) Mean(T[1 : 50]) * AQ(Min(T[1 : 50]), Mean(T[1 : 50]))
  - Class (6) AQ(Below0(T[36 : L]), LinearTrend(T[36 : L]) * Max(T[36 : L]) * Median(T[36 : L]) – TRAS(T[36 : L])

• Feature 2
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