GLOBAL REGULARITY FOR THE 2D MICROPOLAR EQUATIONS WITH FRACTIONAL DISSIPATION
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Abstract. Micropolar equations, modeling micropolar fluid flows, consist of coupled equations obeyed by the evolution of the velocity $u$ and that of the microrotation $w$. This paper focuses on the two-dimensional micropolar equations with the fractional dissipation $(-\Delta)^\alpha u$ and $(-\Delta)^\beta w$, where $0 < \alpha, \beta < 1$. The goal here is the global regularity of the fractional micropolar equations with minimal fractional dissipation. Recent efforts have resolved the two borderline cases $\alpha = 1, \beta = 0$ and $\alpha = 0, \beta = 1$. However, the situation for the general critical case $\alpha + \beta = 1$ with $0 < \alpha < 1$ is far more complex and the global regularity appears to be out of reach. When the dissipation is split among the equations, the dissipation is no longer as efficient as in the borderline cases and different ranges of $\alpha$ and $\beta$ require different estimates and tools. We aim at the
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subcritical case $\alpha + \beta > 1$ and divide $\alpha \in (0, 1)$ into five sub-intervals to seek the best estimates so that we can impose the minimal requirements on $\alpha$ and $\beta$. The proof of the global regularity relies on the introduction of combined quantities, sharp lower bounds for the fractional dissipation and delicate upper bounds for the nonlinearity and associated commutators.

1. Introduction. Micropolar equations, derived in 1960’s by Eringen [13, 14], govern the motion of micropolar fluids. Micropolar fluids are a class of fluids with microstructures such as fluids consisting of bar-like elements and liquid crystals made up of dumbbell molecules (see, e.g., [7, 12, 25, 27]). They are non-Newtonian fluids with nonsymmetric stress tensor. The micropolar equations take into account of the kinematic viscous effect, microrotational effects as well as microrotational inertia. The 3D micropolar equations are given by

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \cdot \nabla u - 2\kappa \nabla \times w + \nabla \pi &= (\nu + \kappa) \Delta u, \\
\nabla \cdot u &= 0, \\
\frac{\partial w}{\partial t} + u \cdot \nabla w + 4\kappa w - 2\kappa \nabla \times u &= \gamma \Delta w + \mu \nabla \nabla \cdot w,
\end{align*}
\]

(1.1)

where $u = u(x, t)$ denotes the fluid velocity, $w(x, t)$ the field of microrotation representing the angular velocity of the rotation of the fluid particles, $\pi(x, t)$ the scalar pressure, and the parameter $\nu$ denotes the kinematic viscosity, $\kappa$ the microrotation viscosity, and $\gamma$ and $\mu$ the angular viscosities. The 3D micropolar equations reduce to the 2D micropolar equation when

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \cdot \nabla u - 2\kappa \nabla \times w + \nabla \pi &= (\nu + \kappa) \Delta u, \\
\nabla \cdot u &= 0, \\
\frac{\partial w}{\partial t} + u \cdot \nabla w + 4\kappa w - 2\kappa \nabla \times u &= \gamma \Delta w,
\end{align*}
\]

(1.2)

where we have written $u = (u_1, u_2)$ and $w$ for $w_3$ for notational brevity. Here and in what follows,

\[
\Omega = \nabla \times u = \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2}, \quad \nabla \times w = \left( \frac{\partial w}{\partial x_2} - \frac{\partial w}{\partial x_1} \right).
\]

In addition to their applications in engineering and physics, the micropolar equations are also mathematically significant due to their special structures. The well-posedness problem on the micropolar equations and closely related equations such as the magneto-micropolar equations have attracted considerable attention recently and very interesting results have been established ([4, 9, 11, 10, 15, 22, 30, 31, 33]). Generally speaking, the global regularity problem for the micropolar equations is easier than that for the corresponding incompressible magnetohydrodynamic equations and harder than that for the corresponding incompressible Boussinesq equations.

Recent efforts are focused on the 2D micropolar equations with partial dissipation. When there is full dissipation, the global well-posedness problem on (1.2) is easy and can be solved similarly as that for the 2D Navier-Stokes equations (see, e.g., [5, 8, 23, 28]). When there is only partial dissipation, the global existence and regularity problem can be difficult. Due to recent efforts, the global regularity for several partial dissipation cases have been resolved. In [11] Dong and Zhang obtained the global regularity of (1.2) without the micro-rotation viscosity, namely
\( \gamma = 0 \). For (1.2) with \( \nu = 0, \gamma > 0, \kappa > 0 \) and \( \kappa \neq \gamma \), Xue obtained the global well-posedness in the framework of Besov spaces [30]. Very recently, Dong, Li and Wu [10] proved the global well-posedness of (1.2) with only angular viscosity dissipation. [10] makes use of the maximal regularity of the heat operator and introduces a combined quantity to obtain the desired global bounds. In addition, [10] also obtains explicit decay rates of the solutions to this partially dissipated system.

This paper aims at the global existence and regularity of classical solutions to the 2D micropolar equations with fractional dissipation

\[
\begin{aligned}
&\partial_t u + u \cdot \nabla u + (\nu + \kappa)\Lambda^{2\alpha} u - 2\kappa \nabla \times w + \nabla \pi = 0, \\
&\nabla \cdot u = 0, \\
&\partial_t w + u \cdot \nabla w + \gamma \Lambda^{2\beta} w + 4\kappa w - 2\kappa \nabla \times u = 0,
\end{aligned}
\]

(1.3)

where \( 0 < \alpha, \beta < 1 \) and \( \Lambda = (-\Delta)^{1/2} \) denotes the Zygmund operator, defined via the Fourier transform

\[ \hat{\Lambda^\alpha f}(\xi) = |\xi|^\alpha \hat{f}(\xi). \]

Clearly, (1.3) generalizes (1.2) and reduces to (1.2) when \( \alpha = \beta = 1 \). Mathematically (1.3) has an advantage over (1.2) in the sense that (1.3) allows the study of a family of equations simultaneously. Our attempt is to establish the global regularity of (1.3) with the minimal amount of dissipation, namely for smallest \( \alpha, \beta \in (0, 1) \).

As aforementioned, the two endpoint cases, \( \alpha = 1 \) and \( \beta = 0 \), and \( \alpha = 0 \) and \( \beta = 1 \) have previously been resolved in [11] and [10], respectively. The global regularity for the general critical case when \( 0 < \alpha, \beta < 1 \) and \( \alpha + \beta = 1 \) appears to be extremely challenging.

When \( \alpha + \beta = 1 \), the dissipation is not sufficient in controlling the nonlinearity and standard energy estimates do not yield the desired global \textit{a priori} bounds on the solutions. Due to the presence of the linear derivative terms \( \nabla \times w \) and \( \nabla \times u \) in (1.3), we need \( \alpha + \beta > 1 \) even in the proof of the global \( L^2 \)-bound for the solution. It does not appear to be possible to bound the nonlinear terms when we estimate the Sobolev norms of the solutions in the critical or supercritical case \( \alpha + \beta \leq 1 \). This paper focuses on the subcritical case \( \alpha + \beta > 1 \), but we intend to get as close as possible to the critical case \( \alpha + \beta = 1 \). We are able to prove the following global existence and regularity result for (1.3).

**Theorem 1.1.** Assume \((u_0, w_0) \in H^s(\mathbb{R}^2) \) with \( s > 2 \) and \( \nabla \cdot u_0 = 0 \). If \( \alpha, \beta \in (0, 1) \) satisfy

\[
\begin{aligned}
&\beta > 1 - 2\alpha^2, \\
&\geq 1 - \frac{\alpha}{3}, \\
&\geq \frac{3}{2} - \alpha, \\
&\geq 5(1 - \alpha), \\
&> \frac{1 - \alpha + \sqrt{\alpha^2 - 4\alpha + 3}}{2},
\end{aligned}
\]

(1.4)

then the fractional 2D micropolar equation (1.3) has a unique global regular solution \((u, w)\) satisfying, for any given \( T > 0 \),

\[
\begin{aligned}
u &\in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s+\alpha}(\mathbb{R}^2));
\end{aligned}
\]
Even though Theorem 1.1 requires $\alpha + \beta > 1$, we have made serious efforts towards the critical case $\alpha + \beta = 1$. We divide $\alpha \in (0,1)$ into five different subranges to seek the best estimates so that we can impose the minimal requirements on $\alpha$ and $\beta$. As we can tell from (1.4), $\alpha + \beta$ is close to the critical case when either $\alpha$ is close to 0 or close to 1. Figure 1 below depicts the regions of $\alpha$ and $\beta$ for which the global regularity is established in Theorem 1.1.

![Figure 1. Regularity region](image)

We briefly summarize the main challenge for each subrange and explain what we have done to achieve the global regularity. Here and in what follows, we set the viscosity coefficients $\nu = \kappa = \gamma = 1$ for simplicity. In order to prove Theorem 1.1, we need global a priori bounds on the solutions in sufficiently functional settings. More precisely, if we can show, for any $T > 0$,

$$\int_0^T \| (\nabla u(t), \nabla w(t)) \|_{L^\infty} \, dt < \infty,$$

(1.5)

then Theorem 1.1 would follow from a more or less standard procedure. For any $\alpha \in (0,1)$ and $\alpha + \beta > 1$, the $L^2$-norm of $(u, w)$ is globally bounded (see Proposition
2.2). The next natural step is to obtain a global $H^1$-bound for $(u, w)$. We invoke the equation of the vorticity $\Omega \equiv \nabla \times u$,

$$
\partial_t \Omega + (u \cdot \nabla) \Omega + 2\Lambda^{2\alpha} \Omega + 2\Delta w = 0.
$$

(1.6)

For $0 < \alpha < \frac{3}{4}$, we need to estimate $\|\Omega\|_{L^2}$ and $\|\Lambda^{2\beta-1}w\|_{L^2}$ simultaneously in order to bound the coupled terms. The index $2\beta$ is chosen to minimize the requirement on $\beta$, which turns out to be

$$
\beta \geq 1 - \frac{\alpha}{3}.
$$

(1.7)

More regular global bound can be obtained for $w$,

$$
\|\Lambda^{2\alpha+\beta}w(t)\|_{L^2}^2 + \int_0^t \|\Lambda^{\alpha+2\beta}w(s)\|_{L^2}^2 ds \leq C(t, \|(u_0, w_0)\|_{H^s}),
$$

which, due to $\alpha + 2\beta > 2$, implies $\nabla w \in L^1_t L^\infty_x$ for all $t > 0$. However, it appears impossible to derive (1.5) from the vorticity equation (1.6) due to the presence of the term $\Delta w$. We overcome this difficulty by considering the combined quantity

$$
\Gamma = \Omega + 2\Lambda^{2-2\beta}w,
$$

which satisfies

$$
\partial_t \Gamma + u \cdot \nabla \Gamma + 2\Lambda^{2\alpha} \Gamma = 4\Lambda^{2+2\alpha-2\beta}w - 8\Lambda^{2-2\beta}w + 4\Lambda^{2-2\beta} \Omega - 2[\Lambda^{2-2\beta}, u \cdot \nabla]w.
$$

The equation of $\Gamma$ eliminates the term $\Delta w$ from the vorticity equation and makes it possible to estimate the $L^q$-norm of $\Gamma$. In fact, by making use of sharp lower bound for the dissipative term and suitable commutator estimates, we are able to obtain the global bound for $\|\Gamma\|_{L^q}$ for $q$ satisfying

$$
2 \leq q < \frac{2\alpha}{1 - \beta}.
$$

(1.8)

Due to the regularity of $w$, we obtain a global bound for $\|\Omega\|_{L^q}$ as a consequence. By further assuming

$$
\beta > 1 - 2\alpha^2,
$$

(1.8)

we are able to show that

$$
\|\Lambda^2 u(t)\|_{L^2}^2 + \|\Lambda^2 w(t)\|_{L^2}^2 + \int_0^t \left(\|\Lambda^{2+\alpha} u\|_{L^2}^2 + \|\Lambda^{2+\beta} w\|_{L^2}^2\right) ds 
\leq C(t, \|(u_0, w_0)\|_{H^s}),
$$

which, especially, implies (1.5). (1.7) and (1.8) together yield the restriction on $\beta$ in (1.4) for $0 < \alpha \leq \frac{3}{4}$.

For $\frac{3}{4} \leq \alpha \leq \frac{7}{8}$ and $\beta \geq \frac{3}{2} - \alpha$, we estimate the $L^2$-norm of $\Omega$ and of $\Lambda^2 w$ simultaneously to establish a global bound for both of them. With this global bound at our disposal, we further establish global bounds for $\|\Lambda^2 w\|_{L^2}$ and $\|\Lambda \Omega\|_{L^2}$ and the corresponding bounds for $w \in L^2_t H^{\frac{3}{2} + \beta}$ and $\Omega \in L^2_t H^{1+\alpha}$, which yield the desired bound in (1.5). We remark that the estimates here actually hold for any $\alpha \in (0, 1)$ and $\beta \geq \frac{3}{2} - \alpha$. We restrict $\alpha$ to the range $\frac{3}{4} \leq \alpha \leq \frac{7}{8}$ in order to minimize the assumption on $\beta$.

For $\frac{7}{8} \leq \alpha < 1$, it appears very difficult to obtain any global bounds beyond the $L^2$-norm for $(u, w)$. The strategy here is to work with another combined quantity

$$
\Gamma = \Omega - \Lambda^{2-2\alpha}w,
$$
when 0 < \alpha < \frac{3}{4}. For the sake of clarity, the proof of Theorem 1.1 is split into three major cases. This section is devoted to the case when 0 < \alpha < \frac{3}{4}. The aim here is to prove the global existence and regularity of solutions to (1.3) when 0 < \alpha < \frac{3}{4} and \beta satisfies (1.4). More precisely, we prove the following theorem.

**Theorem 2.1.** Consider (1.3) with

\[
\beta = \begin{cases} 
> 1 - 2\alpha^2, & 0 < \alpha \leq \frac{1}{6}; \\
\geq 1 - \frac{\alpha}{3}, & \frac{1}{6} \leq \alpha \leq \frac{3}{4}.
\end{cases}
\]  

Assume \((u_0, w_0)\) satisfies the conditions of Theorem 1.1. Then (1.3) possesses a unique global solution satisfying, for any \(T > 0\),

\[
\begin{align*}
u & \in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s+\alpha}(\mathbb{R}^2)); \\
w & \in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s+\beta}(\mathbb{R}^2)).
\end{align*}
\]
As aforementioned, the proof of Theorem 2.1 relies on suitable global a priori bounds for the solutions. This section focuses on the necessary global a priori bounds. These bounds are proved in Proposition 2.2, Proposition 2.6 and Proposition 2.7.

**Proposition 2.2.** Consider (1.3) with \( \alpha \) and \( \beta \) satisfying \( \beta \geq 1 - \frac{\alpha}{2} \). Assume \((u_0, w_0)\) satisfies the conditions of Theorem 1.1 and let \((u, w)\) be the corresponding solution. Then \((u, w)\) obeys the following global bounds, for any \( 0 < t < \infty \),

\[
\|u(t)\|^2_{L^2} + \|w(t)\|^2_{L^2} + \int_0^t \left( \|\Lambda^\alpha u(s)\|^2_{L^2} + \|\Lambda^\beta w(s)\|^2_{L^2} \right) ds \leq C, \tag{2.2}
\]

\[
\|\Omega(t)\|^2_{L^2} + \|\Lambda^{2\beta-1} w(t)\|^2_{L^2} + \int_0^t \left( \|\Lambda^\alpha \Omega(s)\|^2_{L^2} + \|\Lambda^{3\beta-1} w(s)\|^2_{L^2} \right) ds \leq C, \tag{2.3}
\]

\[
\|\Lambda^{\alpha+\beta} w(t)\|^2_{L^2} + \int_0^t \|\Lambda^{\alpha+2\beta} w(s)\|^2_{L^2} ds \leq C, \tag{2.4}
\]

where \( C \)’s depend on \( t \) and \( \|(u_0, w_0)\|_{H^r} \) only (the explicit dependence can be found in the proof). Especially, due to \( \alpha + 2\beta > 2 \) according to (2.1), (2.4) implies, for any \( T > 0 \),

\[
\int_0^T \|\nabla w(t)\|_{L^\infty} \, dt \leq C(T, \|(u_0, w_0)\|_{H^r}). \tag{2.5}
\]

To prove Proposition 2.2, we recall the following classical commutator estimate (see, e.g., [18], [19, p.334]).

**Lemma 2.3.** Let \( s > 0 \). Let \( 1 < r < \infty \) and \( \frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{q_1} + \frac{1}{q_2} \) with \( q_1, p_2 \in (1, \infty) \) and \( p_1, q_2 \in [1, \infty] \). Then,

\[
\|[\Lambda^s, f]g\|_{L^r} \leq C \left( \|\nabla f\|_{L^{r_1}} \|\Lambda^{s-1} g\|_{L^{q_1}} + \|\Lambda^s f\|_{L^{r_2}} \|g\|_{L^{q_2}} \right),
\]

where \( C \) is a constant depending on the indices \( s, r, p_1, q_1, p_2 \) and \( q_2 \).

The following lemma can be found in [20, p.614].

**Lemma 2.4.** Let \( 0 < s < 1 \) and \( 1 < p < \infty \). Then

\[
\|\Lambda^s (f g) - f \Lambda^s g - g \Lambda^s f\|_{L^p} \leq C \|g\|_{L^\infty} \|\Lambda^s f\|_{L^p}.
\]

The following lemma generalizes the Kato-Ponce inequality, which requires \( m \) to be an integer (see, e.g., [20]). This lemma extends it to any real number \( m \geq 2 \). For the convenience of the readers, we provide a proof for this lemma.

**Lemma 2.5.** Let \( 0 < s < \sigma < 1, 2 \leq m < \infty \), and \( p, q, r \in (1, \infty)^3 \) satisfying \( \frac{1}{p} = \frac{1}{q} + \frac{1}{r} \). Then, there exists \( C = C(s, \sigma, m, p, q, r) \) such that

\[
\||f|^{m-2} f\|_{L^p} + \||\Lambda^s (|f|^{m-2} f)|\|_{L^p} \leq C \|f\|_{B^\sigma_{p, p}} \|f\|_{L^p}^{m-2} \|f\|_{L^p}^{(m-2)}. \tag{2.6}
\]

**Proof of Lemma 2.5.** It is easy to see that, for \( 0 < s < \sigma \) and \( p, \tilde{p} \in [1, \infty]^2 \), the Besov space \( B^\sigma_{p, \tilde{p}} \) is embedded in the Bessel potential space \( L^p \) (see, e.g., [16, Chapter 1.3.1]), namely

\[
\|g\|_{L^p} \leq \|g\|_{L^p} + \|\Lambda^s g\|_{L^p} \leq C \|g\|_{B^\sigma_{p, \tilde{p}}} = C (\|g\|_{L^p} + \|g\|_{L^p}^{\tilde{p}}), \tag{2.7}
\]

where \( B^\sigma_{p, \tilde{p}} \) and \( B^\sigma_{p, \tilde{p}} \) denote the standard inhomogeneous and homogeneous Besov spaces, respectively. Besov spaces and their properties are provided in the appendix.
A short proof for (2.7) is also given in the appendix. Setting $\tilde{p} = p$ and invoking the equivalence definition of $B^p_{r,p}$ in (A.3), we have

$$
\|\Lambda^s(|f|^{-2}f)\|_{L^p}^p \leq C \|f\|^{m-2}_L \|f\|_{L^p}^p + C \int_{R^2} \frac{\|f\|^{m-2}_L \|f(\cdot)\|_{L^p}^p}{|x|^{2+\sigma_p}} \, dx.
$$

By the Hölder inequality,

$$
\|f\|^{m-2}_L \leq \|f\|_{L^q}^{p(m-2)} \|f\|^{m-2}_{L^q} = \|f\|_{L^q}^{p(m-2)}.
$$

Due to the simple inequality

$$
\|a\|_{m-2} - \|b\|_{m-2} \leq C(m) |a - b| (|a|_{m-2} + |b|_{m-2})
$$

and Hölder’s inequality,

$$
\|f\|^{m-2}_L \|f(x + \cdot) - f(\cdot)\|_{L^r} \leq C \|f\|^{m-2}_L \|f\|^{m-2}_{L(r(m-2))}.
$$

Thus,

$$
\|\Lambda^s(|f|^{-2}f)\|_{L^p}^p \leq C \|f\|_{L^q}^{p(m-2)} \|f\|^{m-2}_{L(r(m-2))} + C \|f\|_{L^q}^{p(m-2)} \|f\|^{m-2}_{B^p_{r,p}} \|f\|_{L^p}^p
$$

This completes the proof of (2.6).

We remark that, if we replace the Bessel potential space norm by the norm of the Sobolev-Slobodeckij space $W^{s,p}$, the proof of Lemma 2.5 then implies

$$
\|f\|^{m-2}_L \|f\|_{W^{s,p}} \leq C \|f\|_{B^s_{q,p}} \|f\|^{m-2}_{L(r(m-2))}.
$$

In fact, (2.8) follows

$$
\|g\|_{W^{s,p}}^p \approx \|g\|_{L^p}^p + \left( \int_{R^2} \frac{\|g(x + \cdot) - g(\cdot)\|_{L^p}^p}{|x|^{2+sp}} \, dx \right)^p
$$

and combined with the rest of the proof for Lemma 2.5. The definition of $W^{s,p}$ and some embedding properties are given in the appendix. Here we also want to remark that unfortunately, it is not clear whether the term $\|f\|_{B^s_{q,p}}$ of (2.8) can be replaced by $\|f\|_{W^{s,q}}$.

**Proof of Proposition 2.2.** Taking the $L^2$ inner product of (1.3) with $(u, w)$, we find

$$
\frac{1}{2} \frac{d}{dt} \left( \|u(t)\|_{L^2}^2 + \|w(t)\|_{L^2}^2 \right) + 2\|\Lambda^s u(t)\|_{L^2}^2 + \|\Lambda^s w(t)\|_{L^2}^2 + \|w(t)\|_{L^2}^2 = 2 \int_{R^2} \{(\nabla \times u) \cdot u + (\nabla \times u)w\} \, dx \leq 4\|\Lambda^s u\|_{L^2} \|\Lambda^{1-\sigma} w\|_{L^2}
$$

and

$$
\leq \|\Lambda^s u(t)\|_{L^2}^2 + \frac{1}{2} \|\Lambda^s w(t)\|_{L^2}^2 + C\|w(t)\|_{L^2}^2,
$$

respectively.
where we have used the condition $\alpha + \beta > 1$ in the last inequality as well as the following facts, due to $\nabla \cdot u = 0$,
\[
\int_{\mathbb{R}^2} (u \cdot \nabla u) \cdot u \, dx = 0 \quad \text{and} \quad \int_{\mathbb{R}^2} (u \cdot \nabla w) \, dx = 0.
\]
Applying Gronwall inequality gives, for $0 < t < \infty$,
\[
\|u(t)\|_{L^2}^2 + \|w(t)\|_{L^2}^2 + \int_0^t (\|\Lambda^\alpha u(s)\|_{L^2}^2 + \|\Lambda^\beta w(s)\|_{L^2}^2) \, ds \\
\leq e^{Ct} (\|u_0\|_{L^2}^2 + \|w_0\|_{L^2}^2), \tag{2.9}
\]
which is (2.2). To prove (2.3) and (2.4), we apply $\nabla \times$ to the first equation of (1.3) to obtain the vorticity equation
\[
\partial_t \omega + (u \cdot \nabla) \omega + 2\Lambda^{2\beta} \omega + 2\Delta w = 0, \tag{2.10}
\]
where we have used $-\nabla \times \nabla \times w = \Delta w$. Taking the inner product of (2.10) with $\Omega$ and the inner product of third equation of (1.3) with $\Lambda^{2(\beta-1)} w$ leads to
\[
\frac{1}{2} \frac{d}{dt} (\|\Omega\|_{L^2}^2 + \|\Lambda^{2\beta-1} w\|_{L^2}^2) + 2\|\Lambda^\alpha \Omega\|_{L^2}^2 + \|\Lambda^{3\beta-1} w\|_{L^2}^2 + 4\|\Lambda^{2\beta-1} w\|_{L^2}^2 \\
= 2 \int_{\mathbb{R}^2} (\Lambda^2 w \Omega + \Omega \Lambda^{2(\beta-1)} w) \, dx - \int_{\mathbb{R}^2} [\Lambda^{2\beta-1}, u \cdot \nabla] w \Lambda^{2\beta-1} w \, dx \\
=: I_1 + I_2, \tag{2.11}
\]
where we have used the facts
\[
\int_{\mathbb{R}^2} (u \cdot \nabla \Omega) \, dx = 0 \quad \text{and} \quad \int_{\mathbb{R}^2} (u \cdot \nabla \Lambda^{2\beta-1} w) \Lambda^{2\beta-1} w \, dx = 0.
\]
To estimate $I_1$, we integrate by parts and apply Hölder’s inequality, the Gagliardo-Nirenberg inequality and Young’s inequality to obtain
\[
\int_{\mathbb{R}^2} (\Lambda^2 w \Omega + \Omega \Lambda^{2(\beta-1)} w) \, dx \\
\leq \|\Lambda^\alpha \Omega\|_{L^2} \|\Lambda^{2-\alpha} w\|_{L^2} + \|\Omega\|_{L^2} \|\Lambda^{2(\beta-1)} w\|_{L^2} \\
\leq \|\Lambda^\alpha \Omega\|_{L^2} \|w\|_{L^2}^{\frac{2\alpha-1}{2\alpha}} \|\Lambda^{3\beta-1} w\|_{L^2}^{\frac{2\beta-1}{2\beta}} + \|\Omega\|_{L^2} \|\Lambda^\beta w\|_{L^2} \|\Lambda^{3\beta-1} w\|_{L^2}^{\frac{3\beta-2}{3\beta-1}} \\
\leq \frac{1}{2} \|\Lambda^\alpha \Omega\|_{L^2}^2 + \frac{2}{\beta} \|\Lambda^{3\beta-1} w\|_{L^2}^2 + C\|\Omega\|_{L^2}^2 + C\|w\|_{L^2}^2 + C\|\Lambda^\beta w\|_{L^2}^2
\]
where we have used (2.1),
\[
\alpha + 3\beta \geq 3 \quad \text{and} \quad \beta < 2(2\beta - 1) < 3\beta - 1.
\]
To estimate $I_2$, we employ Hölder’s inequality and Sobolev’s inequality and invoke Lemma 2.3 to obtain
\[
\int_{\mathbb{R}^2} [\Lambda^{2\beta-1}, u \cdot \nabla] w \Lambda^{2\beta-1} w \, dx \\
\leq \left( \|\nabla u\|_{L^2} \|\Lambda^{2\beta-1} w\|_{L^6} + \|\Lambda^{2\beta-1} u\|_{L^\infty} \|\nabla w\|_{L^3} \right) \|\Lambda^{2\beta-1} w\|_{L^6} \\
\leq \|\Omega\|_{L^2} \|\Lambda^{3\beta-1} w\|_{L^2} \|\Lambda^\beta w\|_{L^2} \\
\leq C\|\Omega\|_{L^2}^2 \|\Lambda^\beta w\|_{L^2}^2 + \frac{1}{16} \|\Lambda^{3\beta-1} w\|_{L^2}^2,
\]
where the indices are given by
\[
q = \frac{2}{1-\beta}, \quad r = \frac{2}{\beta}, \quad p_1 = \frac{2}{2\beta - 1}, \quad q_1 = \frac{2}{3(1-\beta)}.
\]
and they are so chosen to fulfill the requirements of the Sobolev inequalities,

\[
\frac{1}{q} + \frac{1}{r} = \frac{1}{2}, \quad \frac{1}{q} - \frac{2\beta - 1}{2} = \frac{1}{2} - \frac{3\beta - 1}{2}, \quad \frac{1}{r} - \frac{2\beta - 1}{2} = \frac{1}{2} - \frac{3\beta - 1}{2}.
\]

Inserting the bounds for \(I_1\) and \(I_2\) in (2.11) yields

\[
\frac{d}{dt} \left( \|\Omega\|_{L^2}^2 + \|L^{2\beta-1}w\|_{L^2}^2 \right) + \|L^{\alpha}\Omega\|_{L^2}^2 + \|L^{3\beta-1}w\|_{L^2}^2
\]
\[
\leq C\|\Omega\|_{L^2}^2 \left( \|w\|_{L^2}^2 + 1 \right) + C\|\lambda w\|_{L^2}^2.
\]

Gronwall inequality together with (2.9) implies

\[
\|\Omega(t)\|_{L^2}^2 + \|L^{2\beta-1}w(t)\|_{L^2}^2 + \int_0^t \left( \|L^{\alpha}\Omega(s)\|_{L^2}^2 + \|L^{3\beta-1}w(s)\|_{L^2}^2 \right) ds
\]
\[
\leq e^{C(t+c^2)} \left( \|\Omega_0\|_{L^2}^2 + \|w_0\|_{L^2}^2 \right),
\]

which is (2.3). We now prove (2.4). Taking the inner product of third equation of (1.3) with \(L^{2(\alpha+\beta)}w\) yields

\[
\frac{1}{2} \frac{d}{dt} \|L^{\alpha+\beta}w\|_{L^2}^2 + \|L^{\alpha+2\beta}w\|_{L^2}^2 + \int_{\mathbb{R}^2} \nabla u \cdot \nabla w \|L^{\alpha+\beta}w\|_{L^2} dx
\]
\[
= 2 \int_{\mathbb{R}^2} \Omega L^{2(\alpha+\beta)}wdx - \int_{\mathbb{R}^2} [L^{\alpha+\beta}, u \cdot \nabla] w L^{\alpha+\beta} w dx
\]
\[
:= J_1 + J_2,
\]

(2.12)

\(J_1\) is bounded by

\[
J_1 \leq 2\|L^{\alpha}\Omega\|_{L^2}^2 \|L^{\alpha+2\beta}w\|_{L^2}^2 \leq 4\|L^{\alpha}\Omega\|_{L^2}^2 + \frac{1}{4}\|L^{\alpha+2\beta}w\|_{L^2}^2.
\]

Similar to the estimates for \(I_2\), we have, after applying Hölder’s inequality, Sobolev’s imbedding inequality and Lemma 2.3,

\[
\int_{\mathbb{R}^2} [L^{\alpha+\beta}, u \cdot \nabla] w L^{\alpha+\beta} w dx
\]
\[
\leq \left( \|\nabla u\|_{L^{2(\alpha+\beta)}} + \|L^{\alpha+\beta}u\|_{L^{\frac{2(\alpha+\beta)}{2-\alpha}}} \right) \|L^{\alpha+\beta}w\|_{L^2}
\]
\[
\leq C \left( \|L^{1-\beta}\Omega\|_{L^2} + \|L^{\alpha+\beta-1}\Omega\|_{L^2} \right) \|w\|_{H^{\alpha+\beta}} \|L^{\alpha+\beta}w\|_{L^2}
\]
\[
\leq C \left( \|L^{\alpha}\Omega\|_{L^2}^2 + \|\Omega\|_{L^2}^2 \right) \|L^{\alpha+\beta}w\|_{L^2}^2 + C\|w\|_{L^2}^2 + \frac{1}{4}\|L^{\alpha+2\beta}w\|_{L^2}^2,
\]

where we have used that \(\alpha\) and \(\beta\) satisfy

\[
0 < \alpha, \beta < 1, \quad \alpha + 2\beta > 2.
\]

Inserting the bounds for \(J_1\) and \(J_2\) in (2.12) and applying Gronwall’s inequality, we have

\[
\|L^{\alpha+\beta}w(t)\|_{L^2}^2 + \int_0^t (\|L^{\alpha+2\beta}w(s)\|_{L^2}^2) ds \leq C(t, u_0, w_0)
\]

which is (2.4). (2.5) follows from (2.4) via Sobolev’s inequality. This completes the proof of Proposition 2.2. \(\square\)
Proposition 2.6. Consider (1.3) with \( s \) satisfying the conditions of Theorem 1.1 and let \( \Omega \in q \). Then, for the regularity demanding term \( \Delta w \) appearing in (2.10), it eliminates the most difficult, we work with the combined quantity
\[
\Gamma = \Omega + 2\Lambda^{2-2\beta}w.
\]
Applying \( \Lambda^{2-2\beta} \) to the second equation in (1.3) leads to
\[
\partial_t (\Lambda^{2-2\beta}w) + u \cdot \nabla \Lambda^{2-2\beta}w + \Lambda^2w + 4\Lambda^{2-2\beta}w - 2\Lambda^{2-2\beta}\Omega = -[\Lambda^{2-2\beta}, u \cdot \nabla]w,
\]
which, together with (2.10), yields the equation for \( \Gamma \),
\[
\partial_t \Gamma + u \cdot \nabla \Gamma + 2\Lambda^{2\alpha} \Gamma = 4\Lambda^{2+2\alpha-2\beta}w - 8\Lambda^{2-2\beta}w + 4\Lambda^{2-2\beta}\Omega - 2[\Lambda^{2-2\beta}, u \cdot \nabla]w. \tag{2.14}
\]
Although (2.14) appears to be more complex than (2.10), it eliminates the most regularity demanding term \( \Delta w \) and allows us to derive the \( L^q \) bounds of \( \Gamma \), which is crucial to derive the \( \Omega \in L^1L^\infty \). More precisely, we prove the following proposition.

Proposition 2.6. Consider (1.3) with \( \alpha \) and \( \beta \) satisfying (2.1). Assume \((u_0, w_0)\) satisfies the conditions of Theorem 1.1 and let \((u, w)\) be the corresponding solution. Then, for \( q \) satisfying
\[
2 \leq q < \frac{2\alpha}{1 - \beta}, \tag{2.15}
\]
\((u, w)\) obeys the following global bounds,
\[
\|\Gamma(t)\|^q_{L^q} + \int_0^t \|\Gamma(s)\|^q_{L^q} \, ds \leq C, \tag{2.16}
\]
where \( C > 0 \) depends only on \( t \) and \( \|(u_0, w_0)\|_{H^\alpha} \).

Proof. To start, by the above estimates (2.2)-(2.4) and \( \Gamma = \Omega + 2\Lambda^{2-2\beta}w \), one gets
\[
\|\Gamma\|_{L^2} \leq \|\Omega\|_{L^2} + C\|\Lambda^{2-2\beta}w\|_{L^2} \leq \|\Omega\|_{L^2} + C\|w\|_{L^\frac{2}{\alpha + 3\beta - 2}}\|\Lambda^{\alpha + \beta} w\|_{L^2} \leq C(t, u_0, w_0),
\]
and \( \Lambda^\alpha \Gamma = \Lambda^\alpha \Omega + 2\Lambda^{\alpha + 2-2\beta}w \) as well as
\[
\int_0^t \|\Lambda^\alpha \Gamma\|^2_{L^2} \, ds \leq \int_0^t \|\Lambda^\alpha \Omega\|^2_{L^2} \, ds + C \int_0^t \|\Lambda^{2+\alpha-2\beta}w\|^2_{L^2} \, ds \leq \int_0^t \|\Lambda^\alpha \Omega\|^2_{L^2} \, ds + C \int_0^t \left(\|\Lambda^{\alpha + 2\beta} w\|_{L^2}^{\frac{2(\alpha + 3\beta - 2)}{\alpha + 3\beta - 2}} \|w\|_{L^2}^{\frac{3\beta - 1}{\alpha + 3\beta - 2}}\right) \, ds \leq C(t, u_0, w_0),
\]
which imply
\[
\|\Gamma(t)\|^q_{L^q} + \int_0^t \|\Gamma(\tau)\|^q_{L^q} \, d\tau \leq C(t, u_0, w_0).
\]
Multiplying (2.14) by $|\Gamma|^{q-2}\Gamma$ and integrating over $\mathbb{R}^2$, we have

$$
\frac{d}{dt}\|\Gamma\|_{L^q}^q + C_0\|\Gamma\|^q_{B^\alpha_{q,q}} + C_1\|\Gamma\|^q_{L^{\frac{q}{p+\alpha}}} + C_2\|\Lambda^\alpha\|_{L^\frac{p}{2}}^2 
\leq \frac{q}{2} \int_{\mathbb{R}^2} (4\Lambda^{2+2\alpha-2\beta}w - 8\Lambda^{2-2\beta}w) \ |\Gamma|^{q-2}\Gamma dx 
+ \frac{q}{2} \int_{\mathbb{R}^2} 4\Lambda^{2-2\beta}\Omega \ |\Gamma|^{q-2}\Gamma dx - \frac{q}{2} \int_{\mathbb{R}^2} 2[\Lambda^{2-2\beta}, u \cdot \nabla]w |\Gamma|^{q-2}\Gamma dx 
:= K_1 + K_2 + K_3,
$$

(2.17)

where we have invoked the following lower bounds associated with the fractional inequality and (2.20) is due to [3, Theorem 2]. By the H"{o}lder inequality and the more details). (2.18) can be found in ([6]), (2.19) follows from (2.18) via the Sobolev inequality and (2.20) is due to [3, Theorem 2]. By the H"{o}lder inequality and the Hardy-Littlewood-Sobolev inequality,

$$
K_1 \leq C \left\|\Lambda^\alpha\left(\frac{|\Gamma|^q}{2}\right)\right\|_{L^2} \left\|\Lambda^{-\alpha}\left\{\left(\Lambda^{2+2\alpha-2\beta}w - 8\Lambda^{2-2\beta}w\right) |\Gamma|^{q-2}\Gamma\right\}\right\|_{L^2} 
\leq C \left\|\Lambda^\alpha\left(\frac{|\Gamma|^q}{2}\right)\right\|_{L^2} \left\|\left(\Lambda^{2+2\alpha-2\beta}w - 8\Lambda^{2-2\beta}w\right) |\Gamma|^{q-2}\Gamma\right\|_{L^\frac{q}{p+\alpha}} 
\leq C \left\|\Lambda^\alpha\left(\frac{|\Gamma|^q}{2}\right)\right\|_{L^2} \left\|\left(\Lambda^{2+2\alpha-2\beta}w - 8\Lambda^{2-2\beta}w\right)\right\|_{L^{\frac{q}{p+\alpha}}} \left\|\Gamma\right\|_{L^\frac{q}{2}} 
\leq C \left\|\Lambda^\alpha\left(\frac{|\Gamma|^q}{2}\right)\right\|_{L^2} \left\|\left(\Lambda^{2+2\alpha-2\beta}w\right)\right\|_{L^{\frac{q}{p+\alpha}}} + \left\|\Lambda^{2-2\beta}w\right\|_{L^{\frac{q}{p+\alpha}}} \left\|\Gamma\right\|_{L^\frac{q}{2}} 
\leq C \left\|\Lambda^\alpha\left(\frac{|\Gamma|^q}{2}\right)\right\|_{L^2} \left\|\left(\Lambda^{2+2\alpha-2\beta}w\right)\right\|_{L^{\frac{q}{p+\alpha}}} + \left\|\Lambda^{2-2\beta}w\right\|_{L^{\frac{q}{p+\alpha}}} \right\|_{L^\frac{q}{2}}^{\frac{s-1}{2}} 
\leq C \left\|\Lambda^\alpha\left(\frac{|\Gamma|^q}{2}\right)\right\|_{L^2}^2 + C\left(\|w\|_{L^2} + \|\Lambda^{\alpha+2\beta}w\|_{L^2}\right)^2 \left\|\Gamma\right\|_{L^\frac{q}{2}}^2 + \left\|\Gamma\right\|_{L^\frac{q}{2}}^2
$$

where we have used the following inequality

$$
\left\|\Lambda^{2+2\alpha-2\beta}w\right\|_{L^{\frac{q}{p+\alpha}}} + \left\|\Lambda^{2-2\beta}w\right\|_{L^{\frac{q}{p+\alpha}}} \leq C\left(\|w\|_{L^2} + \|\Lambda^{\alpha+2\beta}w\|_{L^2}\right),
$$

following from the Gagliardo-Nirenberg inequality, for any $\alpha - \beta \leq s \leq 2\alpha + \beta$,

$$
\left\|\Lambda^s w\right\|_{L^{\frac{q}{p+\alpha}}} \leq C\|w\|_{L^2}^{-\vartheta} \left\|\Lambda^{\alpha+2\beta}w\right\|_{L^2}^\vartheta, \quad \vartheta = \frac{s + \beta - \alpha}{\alpha + 2\beta}, \quad \beta \geq \alpha.
$$

Noting that $\Gamma = \Omega + 2\Lambda^{2-2\beta}w$, we split $K_2$ as

$$
K_2 = C \int_{\mathbb{R}^2} \Lambda^{2-2\beta}\Omega \ |\Gamma|^{q-2}\Gamma dx 
= -C \int_{\mathbb{R}^2} \Lambda^{4-4\beta}w \ |\Gamma|^{q-2}\Gamma dx + C \int_{\mathbb{R}^2} \Lambda^{2-2\beta}\Gamma \ |\Gamma|^{q-2}\Gamma dx 
:= K_{21} + K_{22}.
$$
Clearly, due to $4 - 4\beta \leq 2 + 2\alpha - 2\beta$, $K_{21}$ can be estimated similarly as $K_1$ and
to estimate $K_{22}$, we assume that $q$ satisfies (2.15), namely
\[ 2 \leq q < \frac{2\alpha}{1 - \beta}, \]
which implies $2 - 2\beta - \frac{2\alpha}{q} < \frac{2\alpha}{q}$. We then choose $0 < s < \sigma < 1$ satisfying
\[ 2 - 2\beta - \frac{2\alpha}{q} < s < \sigma < \frac{2\alpha}{q}. \quad (2.21) \]
By Lemma 2.5,
\[
K_{22} \leq C\|\Lambda^{2-2\beta-\sigma} \Gamma\|_{L^q} \left\| \Lambda^{\alpha}(\Gamma^{q-2}\Gamma) \right\|_{L^{q^{-2}}} \\
\leq C \left( \|\Gamma\|_{B_{q,q}^{2\alpha}} + \|\Gamma\|_{L^q} \right) \left\| \Lambda^{\alpha}(\Gamma^{q-2}\Gamma) \right\|_{L^{q^{-2}}},
\]
where we have used the embeddings, due to (2.21),
\[
B_{q,q}^{2\alpha} \hookrightarrow \dot{W}^{2-\beta-s,q}, \quad B_{q,q}^{2\alpha} \hookrightarrow B_{q,q}^{\sigma}. \]
We now turn to the estimate of $K_3$. By Lemma 2.4,
\[
K_3 = -q \int_{\mathbb{R}^2} [\Lambda^{2-2\beta}, u \cdot \nabla]w |\Gamma|^{q-2}\Gamma dx \\
\leq C\|\Lambda^{2-2\beta}(u \cdot \nabla)w - u \cdot \nabla \Lambda^{2-2\beta}w\|_{L^q} \left\| \Lambda^{\alpha}(\Gamma^{q-2}\Gamma) \right\|_{L^{q^{-1}}},
\]
Due to $\alpha + 2\beta > 2$, Sobolev’s inequality implies
\[
\|\Lambda^{2-2\beta}u\|_{L^q} \leq C (\|u\|_{L^2} + \|\Lambda^{\alpha} \Omega\|_{L^2}), \quad \|\nabla w\|_{L^\infty} \leq C (\|u\|_{L^2} + \|\Lambda^{\alpha+2\beta}w\|_{L^2}).
\]
Therefore,
\[
K_3 \leq C (\|u\|_{L^2}^2 + \|w\|_{L^2}^2 + \|\Lambda^{\alpha} \Omega\|_{L^2}^2 + \|\Lambda^{\alpha+2\beta}w\|_{L^2}^2) (1 + \|\Gamma\|_{L^\infty}^2).
\]
Inserting the estimates for $K_1$, $K_2$ and $K_3$ in (2.17), we have
\[
\frac{d}{dt}\|\Gamma\|_{L^q}^q + 3C_0\|\Gamma\|_{L^{q\tau_\infty}}^q + C_1\|\Gamma\|_{L^{q\tau_\infty}}^q + \frac{3}{4}C_2\|\Lambda^{\alpha}(\Gamma^2)\|_{L^2}^2 \\
\leq C(1 + \|u\|_{L^2}^2 + \|w\|_{L^2}^2 + \|\Lambda^{\alpha+2\beta}w\|_{L^2}^2 + \|\Lambda^{\alpha} \Omega\|_{L^2}^2) (1 + \|\Gamma\|_{L^\infty}^2),
\]
Gronwall’s inequality then implies
\[
\|\Gamma(t)\|_{L^q}^q + \int_0^t \|\Gamma(s)\|_{L^{q\tau_\infty}}^q ds \leq C.
\]
Proposition 2.7. Consider (1.3) with $\alpha$ and $\beta$ satisfying (2.1). Assume $(u_0, w_0)$ satisfies the conditions of Theorem 1.1 and let $(u, w)$ be the corresponding solution. Then $(u, w)$ satisfies, for any $0 < t < \infty$,

$$\|\Lambda^2 u(t)\|_{L^2}^2 + \|\Lambda^2 w(t)\|_{L^2}^2 + \int_0^t (\|\Lambda^{2+\alpha} u\|_{L^2}^2 + \|\Lambda^{2+\beta} w\|_{L^2}^2) \, ds \leq C(t, u_0, w_0).$$

(2.22)

As a special consequence, for any $t > 0$,

$$\int_0^t \|\nabla u(s)\|_{L^\infty} \, ds \leq C(t, \|(u_0, w_0)\|_{H^+}) < \infty.$$  

(2.23)

Proof. Taking the $L^2$ inner product of (1.3) with $(\Lambda^4 u, \Lambda^4 w)$, we find

$$\frac{1}{2} \frac{d}{dt} (\|\Lambda^2 u\|_{L^2}^2 + \|\Lambda^2 w\|_{L^2}^2) + 2\|\Lambda^{2+\alpha} u\|_{L^2}^2 + \|\Lambda^{2+\beta} w\|_{L^2}^2 + 4\|\Lambda^2 w\|_{L^2}^2$$

$$= 2 \int_{\mathbb{R}^2} ((\nabla \times u) \Lambda^4 w + (\nabla \times w) \cdot \Lambda^4 u) \, dx$$

$$- \int_{\mathbb{R}^2} [\Lambda^2, u \cdot \nabla] u \Lambda^2 u \, dx - \int_{\mathbb{R}^2} [\Lambda^2, u \cdot \nabla] w \Lambda^2 w \, dx$$

$$:= L_1 + L_2 + L_3.$$  

(2.24)

Noting that $2 < 3 - \alpha < 2 + \beta$, we obtain by applying Hölder’s inequality

$$L_1 \leq C \|\Lambda^{2+\alpha} u\|_{L^2} \|\Lambda^{3-\alpha} w\|_{L^2}$$

$$\leq \frac{1}{2} \|\Lambda^{2+\alpha} u\|_{L^2}^2 + C \|\Lambda^{3-\alpha} w\|_{L^2}^2$$

$$\leq \frac{1}{2} \|\Lambda^{2+\alpha} u\|_{L^2}^2 + \frac{1}{4} \|\Lambda^{2+\beta} w\|_{L^2}^2 + C \|\Lambda^2 w\|_{L^2}^2.$$  

By Hölder’s inequality and Sobolev’s inequality,

$$L_2 \leq C \left| \int_{\mathbb{R}^2} \nabla u \nabla^2 u \nabla^2 u \, dx \right|$$

$$\leq C \|\nabla u\|_{L^{\frac{8}{3}}} \|\nabla^2 u\|_{L^{\frac{8}{3}}-2}^2$$

$$\leq C \|\nabla u\|_{L^{\frac{8}{3}}} \|\nabla^2 u\|_{L^{\frac{8}{3}}-2}^2$$

$$\leq C \|\nabla^2 u\|_{L^2}^2 + C \|\nabla u\|_{L^{\frac{8}{3}}} \|\nabla^2 u\|_{L^2}^2.$$  

where $\nabla^2 u$ denotes all second-order partial derivatives of $u$. We will need the global bound, for any $T > 0$,

$$\int_0^T \|\Omega(s)\|_{L^{\frac{8}{3}}} \, ds < \infty.$$  

(2.25)

By Propositions 2.2 and 2.6, we have, for $q$ satisfying (2.15),

$$\int_0^t \|\Omega(s)\|_{L^{\frac{8}{3}}}^q \, ds \leq \int_0^t \|\Gamma(s)\|_{L^{\frac{8}{3}}}^q \, ds + C \int_0^t \|\Lambda^{2-2\beta} w(s)\|_{L^{\frac{8}{3}}}^q \, ds$$

$$\int_0^t \|\Omega(s)\|_{L^{\frac{8}{3}}}^q \, ds \leq \int_0^t \|\Gamma(s)\|_{L^{\frac{8}{3}}}^q \, ds + C \int_0^t \|\Lambda^{2-2\beta} w(s)\|_{L^{\frac{8}{3}}}^q \, ds$$

This completes the proof of Proposition 2.6. \qed
\[
\leq \int_0^t \|\Gamma(s)\|^q_{L^{\frac{n}{2}+q}} \, ds + C \int_0^t (\|w\|_{L^2} + \|\Lambda^{1/2} w\|_{L^2})^q \, ds
\leq C,
\]

Therefore, if
\[
\frac{\alpha q}{\alpha q + \alpha - 1} \leq q \quad \text{or} \quad q \geq \frac{1}{\alpha},
\]
then (2.25) holds. This is where we need \( \beta > 1 - 2\alpha^2 \) in (2.1) on \( \alpha \) and \( \beta \). When \( \alpha \) and \( \beta \) satisfy (2.1), we can then choose \( q \) satisfying (2.15) such that
\[
\frac{2\alpha}{1 - \beta} > q > \frac{1}{\alpha}.
\]
Noting that \( 2 < \frac{\alpha q}{2} < 2 + \beta \), we have
\[
L_3 \leq C \left| \int_{\mathbb{R}^2} \nabla u \nabla^2 w \nabla^2 w \, dx \right| + C \left| \int_{\mathbb{R}^2} \nabla^2 u \nabla w \nabla^2 w \, dx \right|
\leq C\|\nabla u\|_{L^{\frac{n}{2}+q}} \|\Lambda^2 w\|^2_{L^{\frac{n}{2}+q}} + C\|\nabla w\|_{L^\infty} (\|\Lambda^2 u\|^2_{L^2} + \|\Lambda^2 w\|^2_{L^2})
\leq C\|\Lambda^{1+\alpha} u\|_{L^2} \|\Lambda^{\frac{\alpha q}{2}} w\|^2_{L^2} + C\|\nabla w\|_{L^\infty} (\|\Lambda^2 u\|^2_{L^2} + \|\Lambda^2 w\|^2_{L^2})
\leq \frac{1}{4} \|\nabla^2 w\|^2_{L^2} + C\|\Lambda^{1+\alpha} u\|^2_{L^2} \|\Lambda^2 w\|^2_{L^2}
+C\|\nabla w\|_{L^\infty} (\|\Lambda^2 u\|^2_{L^2} + \|\Lambda^2 w\|^2_{L^2}),
\]
where, due to \( \alpha + \beta > 1 \),
\[
\sigma = \frac{\alpha + 2\beta - 1}{2\beta} > \frac{1}{2}.
\]
Inserting the estimates of \( L_1, L_2 \) and \( L_3 \) in (2.24), it follows that
\[
\frac{d}{dt} (\|\Lambda^2 u\|^2_{L^2} + \|\Lambda^2 w\|^2_{L^2}) + \|\Lambda^{1+\alpha} u\|^2_{L^2} + \|\Lambda^{2+\beta} w\|^2_{L^2}
\leq C \left( 1 + \|\Lambda^{1+\alpha} u\|^2_{L^2} + \|\nabla w\|_{L^\infty} + \|\Omega\|^\frac{\alpha q}{\alpha+q}_{L^{\frac{n}{2}}(\mathbb{R}^2)} \right) (\|\Lambda^2 u\|^2_{L^2} + \|\Lambda^2 w\|^2_{L^2}).
\]
As explained previously, when \( \alpha \) and \( \beta \) satisfy (2.1), (2.25) holds and Gronwall’s inequality then implies (2.22). Sobolev’s inequality with (2.22) then implies (2.23). This completes the proof of Proposition 2.7.

3. The case for \( \frac{3}{2} \leq \alpha \leq \frac{7}{8} \). This section proves that the 2D micropolar equation (1.3) with any \( 0 < \alpha < 1 \) and \( \beta = \frac{3}{2} - \alpha \) always possesses a unique global solution when the initial data is sufficiently smooth. More precisely, the following global regularity result holds.

**Theorem 3.1.** Consider (1.3) with \( \alpha \) and \( \beta \) satisfying
\[
0 < \alpha < 1, \quad \beta \geq \frac{3}{2} - \alpha.
\]
Assume \((u_0, w_0)\) satisfies the conditions of Theorem 1.1. Then (1.3) possesses a unique global solution satisfying, for any \( T > 0 \),
\[
\begin{align*}
    u & \in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s-\alpha}(\mathbb{R}^2)); \\
    w & \in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s+\beta}(\mathbb{R}^2)).
\end{align*}
\]
When \( \alpha < \frac{3}{4} \), the requirement on \( \beta \) in (3.1) is more than those in (2.1) and thus Theorem 2.1 is sharper for \( \alpha < \frac{3}{4} \). Similarly, as we shall see in the coming section, for \( \alpha > \frac{7}{8} \), Theorem 4.1 in the subsequent section is stronger, Theorem 3.1 is significant only for \( \alpha \) in the range between \( \frac{3}{4} \) and \( \frac{7}{8} \).

As explained in the previous section, it suffices to provide the necessary global \textit{a priori} bounds. The following proposition establishes the global bound for \( \| (\nabla u, \nabla w) \|_{L^2_t L^\infty_x} \), which is sufficient for the proof of Theorem 3.1.

**Proposition 3.2.** Consider (1.3) with \( \alpha \) and \( \beta \) satisfying (3.1). Assume \((u_0, w_0)\) satisfies the conditions of Theorem 1.1. Then the corresponding solution \((u, w)\) of (1.3) obeys, for any \( 0 < t < \infty \),

\[
\| \Omega(t) \|_{L^2_t}^2 + \| \Lambda^{\frac{3}{2}} w(t) \|_{L^2_t}^2 + \int_0^t \left( \| \Lambda^{\alpha} \Omega(s) \|_{L^2_x}^2 + \| \Lambda^{\frac{3}{2} + \beta} w(s) \|_{L^2_x}^2 \right) ds \leq C, \tag{3.2}
\]

\[
\| \Lambda^{\frac{3}{2}} w(t) \|_{L^2_t}^2 + \int_0^t \| \Lambda^{\frac{3}{2} + \beta} w(s) \|_{L^2_t}^2 ds \leq C, \tag{3.3}
\]

\[
\| \Lambda \Omega(t) \|_{L^2_x}^2 + \int_0^t \| \Lambda^{1 - \alpha} \Omega(s) \|_{L^2_x}^2 ds \leq C, \tag{3.4}
\]

where \( C \)'s depend on \( t, u_0, w_0 \) only. Especially, (3.3) and (3.4) imply that

\[
\int_0^t \| (\nabla u(s), \nabla w(s)) \|_{L^\infty_x} ds < \infty. \tag{3.5}
\]

**Proof.** We first remark that the global \( L^2 \)-bound in (2.2) remains valid since it only requires \( \alpha + \beta > 1 \). To show the global bound in (3.2), we take the \( L^2 \) inner product of third equation of (1.3) with \( \Omega \) and \( L^2 \) inner product of \( \omega \) to obtain

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \left( \| \Omega \|_{L^2_t}^2 + \| \Lambda^{\frac{3}{2}} w \|_{L^2_t}^2 \right) &+ 2 \| \Lambda^{\alpha} \Omega \|_{L^2_x}^2 + \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2_x}^2 + 4 \| \Lambda^{\frac{3}{2}} w \|_{L^2_x}^2 \\
&= 2 \int_{\mathbb{R}^2} \left( \Lambda^2 w \Omega + \Omega \Lambda w \right) dx - \int_{\mathbb{R}^2} [\Lambda^{\frac{3}{2}}, \nabla] w \Lambda^{\frac{3}{2}} w dx \\
&:= M_1 + M_2. \tag{3.6}
\end{align*}
\]

For the conciseness of our presentation, attention is focused on the case \( \beta = \frac{3}{2} - \alpha \). The case \( \beta > \frac{3}{2} - \alpha \) is even simpler. Noting that \( \alpha + \beta = \frac{3}{2} \) and \( 0 < 1 - \alpha < \beta \), we have, by the interpolation inequality,

\[
M_1 \leq 2 \| \Lambda^{\alpha} \Omega \|_{L^2_x} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2} + 2 \| \Lambda^{\alpha} \Omega \|_{L^2} \| \Lambda^{1 - \alpha} w \|_{L^2} \\
\leq 3 \| \Lambda^{\alpha} \Omega \|_{L^2}^2 + \frac{3}{4} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2 + C \| \Lambda^{\frac{3}{2}} w \|_{L^2}^2 + C \| w \|_{L^2}^2,
\]

where we have used the following facts

\[
\| \Lambda^{\alpha} \Omega \|_{L^2} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2} \leq \frac{2}{3} \| \Lambda^{\alpha} \Omega \|_{L^2}^2 + \frac{3}{8} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2,
\]

\[
\| \Lambda^{\alpha} \Omega \|_{L^2} \| \Lambda^{1 - \alpha} w \|_{L^2} \leq \frac{1}{12} \| \Lambda^{\alpha} \Omega \|_{L^2}^2 + 3 \| \Lambda^{1 - \alpha} w \|_{L^2}^2.
\]

By the divergence-free condition of \( u \), we will show

\[
[\Lambda^{\frac{3}{2}}, \nabla] w = [\Lambda^{\frac{3}{2}} \partial_{x_1}, u_1] w + [\Lambda^{\frac{3}{2}} \partial_{x_2}, u_2] w.
\]

Thanks to the following variant version of Lemma 2.3 (its proof is the same one as for Lemma 2.3)

\[
\| [\Lambda^{s-1} \partial_{x_i}, f] g \|_{L^r} \leq C \left( \| \nabla f \|_{L^p} \| \Lambda^{s-1} g \|_{L^{r_1}} + \| \Lambda^{s} f \|_{L^{p_1}} \| g \|_{L^{r_2}} \right), \quad i = 1, 2
\]
and Sobolev’s inequality, it ensures that

\[
M_2 \leq \left( \| \nabla u \|_{L^{\frac{n}{n+2}}} \| \Lambda^{\frac{2}{n}} w \|_{L^{\frac{n}{n+2}}} + \| \Lambda^{\frac{2}{n}} u \|_{L^{\frac{n}{n+2}}} \| w \|_{L^{\frac{n}{n+2}}} \right) \| \Lambda^{\frac{2}{n}} w \|_{L^2}
\]

\[
\leq C \left( \| \Lambda^\alpha \Omega \|_{L^2} \| \Lambda^{\frac{2}{n} - \alpha} w \|_{L^2} + \| \Lambda^{\frac{2}{n} - \beta} \Omega \|_{L^2} \| \Lambda^\beta w \|_{L^2} \right) \| \Lambda^{\frac{2}{n}} w \|_{L^2}
\]

\[
\leq C \left( \| \Lambda^\alpha \Omega \|_{L^2} \| \Lambda^\beta w \|_{L^2} + \| \Lambda^\alpha \Omega \|_{L^2} \| \Lambda^\beta w \|_{L^2} \right) \| \Lambda^{\frac{2}{n}} w \|_{L^2}
\]

\[
\leq \frac{1}{4} \| \Lambda^\alpha \Omega \|_{L^2}^2 + C \| \Lambda^\beta w \|_{L^2}^2 \| \Lambda^{\frac{2}{n}} w \|_{L^2}^2.
\]

Inserting the estimates for $M_1$ and $M_2$ in (3.6) and applying Gronwall’s inequality, we obtain (3.2). To prove (3.3), we take the $L^2$ inner product of third equation of (1.3) with $\Lambda^3 w$ to obtain

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^{\frac{3}{2}} w \|_{L^2}^2 + \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2 + 4 \| \Lambda^{\frac{3}{2}} w \|_{L^2}^2
\]

\[
= 2 \int_{\Omega} \Lambda^3 w \, dx - \int_{\Omega} \left[ \Lambda^{\frac{3}{2}}, u \cdot \nabla \right] \Lambda^3 w \, dx
\]

\[
:= N_1 + N_2.
\]

Again, due to $\alpha + \beta = \frac{3}{2}$,

\[
N_1 \leq 2 \| \Lambda^\alpha \Omega \|_{L^2} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2} \leq 4 \| \Lambda^\alpha \Omega \|_{L^2}^2 + \frac{1}{4} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2.
\]

By Lemma 2.3 and Sobolev’s inequality,

\[
N_2 \leq \left( \| \nabla u \|_{L^{\frac{n}{n+2}}} \| \Lambda^{\frac{2}{n}} w \|_{L^{\frac{n}{n+2}}} + \| \Lambda^{\frac{2}{n}} u \|_{L^{\frac{n}{n+2}}} \| \nabla w \|_{L^{\frac{n}{n+2}}} \right) \| \Lambda^{\frac{2}{n}} w \|_{L^2}
\]

\[
\leq C \| \Lambda^\alpha \Omega \|_{L^2} \| \Lambda^{\frac{2}{n} - \alpha} w \|_{L^2} \| \Lambda^{\frac{2}{n}} w \|_{L^2}
\]

\[
\leq C \| \Lambda^\alpha \Omega \|_{L^2}^2 \| \Lambda^{\frac{2}{n}} w \|_{L^2}^2 + \frac{1}{4} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2.
\]

Inserting the estimates of $N_1, N_2$ in (3.7) and applying Gronwall’s inequality yield

\[
\| \Lambda^{\frac{3}{2}} w(t) \|_{L^2}^2 + \int_0^t \left( \| \Lambda^{\frac{3}{2} + \beta} w(s) \|_{L^2}^2 \right) \, ds \leq C(t, u_0, w_0),
\]

which is (3.3). We now prove (3.4). Taking the $L^2$ inner product of (2.10) with $\Delta \Omega$, we have, noting that $1 > \alpha > \frac{1}{2}$,

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^\alpha \Omega \|_{L^2}^2 + 2 \| \Lambda^{1+\alpha} \Omega \|_{L^2}^2
\]

\[
\leq 2 \left| \int_{\mathbb{R}^2} \Lambda^2 w \Lambda^2 \Omega \, dx \right| + \left| \int_{\mathbb{R}^2} (\nabla u \cdot \nabla \Omega) \nabla \Omega \, dx \right|
\]

\[
\leq 2 \| \Lambda^{1+\alpha} \Omega \|_{L^2} \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2} + \| \Omega \|_{L^2} \| \nabla \Omega \|_{L^2}^2
\]

\[
\leq \frac{1}{2} \| \Lambda^{1+\alpha} \Omega \|_{L^2}^2 + C \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2 + \| \Omega \|_{L^2} \| \Lambda^{\frac{3}{2}} \Omega \|_{L^2}^2
\]

\[
\leq \frac{1}{2} \| \Lambda^{1+\alpha} \Omega \|_{L^2}^2 + C \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2 + \| \Omega \|_{L^2} \left( \| \Omega \|_{L^2} \frac{2n-1}{2n+1} \| \Lambda^{1+\alpha} \Omega \|_{L^2}^{\frac{2n}{2n+1}} \right)
\]

\[
\leq \frac{3}{2} \| \Lambda^{1+\alpha} \Omega \|_{L^2}^2 + C \| \Lambda^{\frac{3}{2} + \beta} w \|_{L^2}^2 + C \| \Omega \|_{L^2}^{\frac{2n}{2n+1}}.
\]

Integrating in time and using (3.2), we obtain (3.4). Finally, (3.5) follows from (3.3) and 3.4 via Sobolev’s inequality. This completes the proof of Proposition 3.2. ∎
4. The case when \( \frac{7}{8} \leq \alpha < 1 \). This section focuses on the case when \( \frac{7}{8} \leq \alpha < 1 \). We prove theorem 1.1 for this range of \( \alpha \). More precisely, the following theorem holds.

**Theorem 4.1.** Consider (1.3) with \( \alpha \) and \( \beta \) satisfying

\[
\begin{aligned}
\beta &\geq 5(1 - \alpha), \\
&> 1 - \frac{\alpha + \sqrt{\alpha^2 - 4\alpha + 3}}{2}, \\
\frac{7}{8} \leq \alpha \leq \frac{39}{40}; \\
\frac{39}{40} \leq \alpha < 1.
\end{aligned}
\]

Assume \( (u_0, w_0) \) satisfies the conditions of Theorem 1.1. Then (1.3) possesses a unique global solution satisfying, for any \( T > 0 \),

\[ u \in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s+\alpha}(\mathbb{R}^2)); \]

\[ w \in C([0, \infty); H^s(\mathbb{R}^2)) \cap L^2(0, T; H^{s+\beta}(\mathbb{R}^2)). \]

One of the main difficulties to prove Theorem 4.1 is that direct energy estimates on (1.3) do not yield the desired global bounds on the derivatives of \( u \) and \( w \). To overcome this difficulty, we consider the combined quantity

\[ G = \Omega - \Lambda^{2-2\alpha}w, \]

which satisfies

\[
\partial_t G + u \cdot \nabla G + 2\Lambda^{2\alpha}G + 2\Lambda^{2-2\alpha}G = \Lambda^{2+2\beta-2\alpha}w + 4\Lambda^{2-2\alpha}w - 2\Lambda^{2-4\alpha}w + [\Lambda^{2-2\alpha}, u \cdot \nabla]w. \tag{4.2}
\]

The following proposition establishes that \( \|G\|_{L^2} \) admits a global bound.

**Proposition 4.2.** Consider (1.3) with \( \alpha \) and \( \beta \) satisfying (4.1). Assume \( (u_0, w_0) \) satisfies the conditions of Theorem 1.1. Let \( (u, w) \) denote the corresponding solution of (1.3). Then, for any \( 0 < t < \infty \),

\[
\|G(t)\|_{L^2}^2 + \int_0^t \|\Lambda^\alpha G(s)\|_{L^2}^2 ds \leq C,
\]

where \( C > 0 \) depends on \( t, u_0, w_0 \).

In order to prove this proposition, we need the following commutator type estimates involving the fractional Laplacian operator. The following lemma is taken from [32]. Similar commutator estimates have been used previously (see, e.g., [17]).

**Lemma 4.3.** Assume \( p \in [2, \infty), \ r \in [1, \infty), \ \delta \in (0, 1) \) and \( s \in (0, 1) \) such that \( s + \delta < 1 \). Then

\[
\| [\Lambda^\delta, f]g \|_{B^s_{p,r}} \leq C(p, r, \delta, s) \left( \|\nabla f\|_{L^p} \|g\|_{B^{s+\delta-1}_{\infty, p}} + \|f\|_{L^2} \|g\|_{L^2} \right). \tag{4.4}
\]

We are now ready to prove Proposition 4.2.

**Proof of Proposition 4.2.** Taking the inner product of (4.2) with \( G \), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|G\|_{L^2}^2 + 2\|\Lambda^\alpha G\|_{L^2}^2 + 2\|\Lambda^{1-\alpha}G\|_{L^2}^2 = \int_{\mathbb{R}^2} \left( \Lambda^{2+2\beta-2\alpha}w + 4\Lambda^{2-2\alpha}w - 2\Lambda^{2-4\alpha}w \right) G dx + \int_{\mathbb{R}^2} [\Lambda^{2-2\alpha}, u \cdot \nabla]w G dx \]

\[
:= H_1 + H_2. \tag{4.5}
\]

\[
\|G(t)\|_{L^2}^2 + \int_0^t \|\Lambda^\alpha G(s)\|_{L^2}^2 ds \leq C,
\]

where \( C > 0 \) depends on \( t, u_0, w_0 \).
For the sake of conciseness, we focus on the case $\beta = 5(1 - \alpha)$ when $\alpha \in \left[\frac{1}{2}, \frac{39}{30}\right]$ since the case $\beta > 5(1 - \alpha)$ is even easier. Noting that $0 < 2 + 2\beta - 3\alpha < 2 - 2\alpha$, $4 - 4\alpha < \beta$, we obtain, by applying Hölder's inequality and Young's inequality,

$$H_1 \leq \|A^{2+2\beta-3\alpha} w\|_{L^2} \|A^\alpha G\|_{L^2} + 4\|A^{2-2\alpha} w\|_{L^2} \|G\|_{L^2} + 2\|A^{4-4\alpha} w\|_{L^2} \|G\|_{L^2}$$

$$\leq C \left(\|w\|_{L^2}^2 + \|A^\beta w\|_{L^2}^2\right) + \frac{1}{4} \|A^\alpha G\|_{L^2}^2 + \|G\|_{L^2}^2.$$

Identifying $H^*$ with the Besov space $B_{2,2}^\alpha$ and applying Lemma 4.3, Sobolev's inequality and Young's inequality, we obtain

$$H_2 \leq \|A^{2-2\alpha} w\|_{L^2}^2 \|A^\alpha G\|_{L^2}^2$$

$$\leq C\|\nabla u\|_{L^2} \|w\|_{B_{2,2}^{2-2\alpha}} + \|u\|_{L^2} \|w\|_{L^2} \|A^\alpha G\|_{L^2}$$

$$\leq C\|G\|_{L^2} \|w\|_{B_{2,2}^{2-2\alpha}} + \|A^{2-2\alpha} w\|_{L^2} \|A^\alpha G\|_{L^2} + C\|u\|_{L^2} \|w\|_{L^2} \|A^\alpha G\|_{L^2}$$

$$\leq C\|A^\alpha G\|_{L^2}^2 + C\|G\|_{L^2}^2 \|w\|_{H^{3-\alpha}}^2 + C\|A^{2-2\alpha} w\|_{L^2}^2 \|w\|_{H^{3-\alpha}}^2$$

$$\quad + C\|w\|_{H^4}^2 \|w\|_{L^2}^2.$$

By a simple interpolation inequality,

$$\|A^{2-2\alpha} w\|_{H^{3-\alpha}}^2 = \|A^{2\alpha} w\|_{L^2}^2 \|w\|_{H^{3-\alpha}}^2 \leq C\|w\|_{L^2}^2 \|w\|_{H^{3-\alpha}}^2.$$

Therefore, $H_2$ is bounded by

$$H_2 \leq \frac{1}{4} \|A^\alpha G\|_{L^2}^2 + C\|G\|_{L^2}^2 \|w\|_{H^\alpha}^2 + C\|w\|_{L^2}^2 \|w\|_{H^\alpha}^2 + C\|u\|_{L^2}^2 \|w\|_{L^2}^2.$$

Inserting the estimates of $H_1, H_2$ in (4.5) yields

$$\frac{d}{dt} \|G\|_{L^2}^2 + \|A^\alpha G\|_{L^2}^2$$

$$\leq C \left(1 + \|w\|_{H^\alpha}^2\right) \|G\|_{L^2}^2 + C(1 + \|w\|_{L^2}^2) \|w\|_{H^\alpha}^2 + C\|u\|_{L^2}^2 \|w\|_{L^2}^2.$$

Gronwall's inequality then implies

$$\|G(t)\|_{L^2}^2 + \int_0^t \|A^\alpha G(s)\|_{L^2}^2 ds \leq C.$$

This completes the proof of Proposition 4.2. \hfill \Box

The global bound for $G$ in the previous proposition serves as a bridge to the global bounds on $w$ and $\Omega$. The following lemma controls the $L^q$-norm of $w$.

**Proposition 4.4.** Under the same condition as in Proposition 4.2 and for any $q$ satisfying

$$2 \leq q < \frac{2\beta}{1 - \alpha},$$

we have, for any $0 < t < \infty$,

$$\|w(t)\|_{L^q}^q + \int_0^t \|w(s)\|_{L^q}^q ds + \int_0^t \|w(s)\|_{B_{p,q}^{\alpha}}^q ds \leq C(t, u_0, w_0).$$

**Proof.** Multiplying the third equation of (1.3) by $|w|^{q-2}w$, integrating over $\mathbb{R}^2$ and using the divergence-free condition, we obtain

$$\frac{1}{q} \frac{d}{dt} \|w(t)\|_{L^q}^q + 4\|w\|_{L^q}^q + \int_{\mathbb{R}^2} (A^{2\beta} w \cdot w)|w|^{q-2} dx$$
\[
\int_{\mathbb{R}^2} \Omega \, w |w|^{q-2} \, dx = \int_{\mathbb{R}^2} G \, w |w|^{q-2} \, dx + \int_{\mathbb{R}^2} \Lambda^{2-2\alpha} w \, w |w|^{q-2} \, dx, \tag{4.8}
\]
where, in the last line above, we have used \( \Omega = G + \Lambda^{2-2\alpha} w \). As in (2.17), the following lower bound holds
\[
(\Lambda^{2\beta} w) |w|^{q-2} \, dx \geq C \int_{\mathbb{R}^2} (\Lambda^{2\beta} |w|^{\frac{\beta}{2}})^2 \, dx
\]
\[
\geq C_0 \|w\|_{L^{\frac{q}{1 - \alpha \beta}}}^q + C_0 \left\| \Lambda^{\beta} \left( |w|^{\frac{\beta}{2}} \right) \right\|_{L^{2}}^2 + C_0 \|\Gamma\|_{B_{q,\infty}^{\frac{2\beta}{q}}}^q, \tag{4.9}
\]
where \( C_0 = C_0(\beta, q) > 0 \). On one hand, for \( q \leq \frac{2}{1 - \alpha} \), we obtain by the Hölder inequality
\[
\int_{\mathbb{R}^2} G \, w |w|^{q-2} \, dx \leq \|G\|_{L^{\frac{2}{1 - \alpha}}} \|w\|_{L^q}^{q-1}
\]
\[
\leq C\|G\|_{H^{\alpha}} \|w\|_{L^q}^{q-1}
\]
\[
\leq C\|G\|_{H^{\alpha}} (1 + \|w\|_{L^q}).
\]
On the other hand, for \( q > \frac{2}{1 - \alpha} \), we have
\[
\int_{\mathbb{R}^2} G \, w |w|^{q-2} \, dx \leq \|G\|_{L^{\frac{2}{1 - \alpha}}} \|w\|_{L^q}^{q-1}
\]
\[
\leq C\|G\|_{H^{\alpha}} \|w\|_{L^q}^{(q-1)(1 - \frac{2\alpha}{2\alpha + 2\beta - 1})} \|w\|_{L^q}^{(q-1)(\frac{2\alpha}{2\alpha + 2\beta - 1})}
\]
\[
\leq \frac{C_0}{8} \|w\|_{L^{\frac{q}{1 - \alpha \beta}}}^q + C\|G\|_{H^{\alpha}} \left( \frac{2\beta}{\alpha + 2\beta - 1} \right) \|w\|_{L^q}^{(1 + \frac{2\beta}{\alpha + 2\beta - 1})}
\]
\[
\leq \frac{C_0}{8} \|w\|_{L^{\frac{q}{1 - \alpha \beta}}}^q + C(1 + \|G\|_{H^{\alpha}}^2) (1 + \|w\|_{L^q}^q),
\]
where we have used the simple fact that \( \frac{2\beta}{\alpha + 2\beta - 1} \frac{1}{q^2} < 2 \). Therefore, for any \( q \geq 2 \), the first term in (4.8) can be bounded by
\[
\int_{\mathbb{R}^2} G \, w |w|^{q-2} \, dx \leq \frac{C_0}{8} \|w\|_{L^{\frac{q}{1 - \alpha \beta}}}^q + C(1 + \|G\|_{H^{\alpha}}^2) (1 + \|w\|_{L^q}^q). \tag{4.10}
\]
To bound the second term in (4.8), we use Lemma 2.5. For \( q \) satisfying (4.6), we choose \( 0 < \tilde{s} < \tilde{\sigma} < 1 \) satisfying
\[
2 - 2\alpha - \frac{2\beta}{q} < \tilde{s} < \tilde{\sigma} < \frac{2\beta}{q}. \tag{4.11}
\]
By Hölder’s inequality and Lemma 2.5,
\[
\int_{\mathbb{R}^2} \Lambda^{2-2\alpha} w \, w |w|^{q-2} \, dx \leq C\|\Lambda^{2-2\alpha - \tilde{s}} w\|_{L^q} \|\Lambda^{\tilde{s}} (|w|^{q-2} w)\|_{L^{\frac{q}{1 - \alpha \beta}}}
\]
\[
\leq C\|w\|_{B_{q,\infty}^{\frac{2\delta}{q}}} \|w\|_{L^q}^{\tilde{s} - 2}
\]
\[
\leq C\|w\|_{B_{q,\infty}^{\frac{2\delta}{q}}} \|w\|_{L^q}^{\tilde{s} - 2}
\]
\[
\leq \frac{C_0}{4} \|w\|_{B_{q,\infty}^{\frac{2\delta}{q}}} \|w\|_{L^q}^q + C\|w\|_{L^q}^q, \tag{4.12}
\]
where we have used the embeddings, due to (4.11),
\[ B_{q,q}^{\frac{2}{\alpha}} \hookrightarrow W^{2-2\alpha-\bar{s},q}, \quad B_{q,q}^{\frac{2}{\alpha}} \hookrightarrow B_{q,q}^{\frac{2}{\alpha}}. \]
This explains why we need to restrict \( q \) to the range in (4.6). Combining (4.10) and (4.12), we obtain
\[ \frac{d}{dt} \| w \|_{L^q}^q + \| w \|_{L^q}^q \leq C(1 + \| G \|_{L^q}^2 + \| \Lambda^\beta w \|_{L^2}^2)(1 + \| w \|_{L^q}^q). \]
Gronwall’s inequality, together with Proposition 4.2, yields
\[ \| w(t) \|_{L^q}^q + \int_0^t \| w(s) \|_{L^q}^q ds + \int_0^t \| w(s) \|_{B_{q,q}^{\frac{2}{\alpha}}}^q ds \leq C(t, u_0, w_0), \]
which is (4.7).

We now show that, for any \( 0 < t < \infty \), \( \nabla u, \nabla w \in L^1_t L^\infty \), which allows us to establish the desired global regularity.

**Proposition 4.5.** Assume \((u_0, w_0)\) satisfies the conditions of Theorem 1.1 and let \((u, w)\) be the corresponding solution of (1.3) with \( \alpha \) and \( \beta \) satisfying (4.1). Then, for any \( 0 < t < \infty \),
\[ \| \Omega(t) \|_{L^2}^2 + \| \Lambda w(t) \|_{L^2}^2 + \int_0^t \left( \| \Lambda^\alpha \Omega(s) \|_{L^2}^2 + \| \Lambda^{1+\beta} w(s) \|_{L^2}^2 \right) ds \leq C, \]
\[ \| \Lambda \Omega(t) \|_{L^2}^2 + \| \Lambda^2 w(t) \|_{L^2}^2 + \int_0^t \left( \| \Lambda^{1+\alpha} \Omega(s) \|_{L^2}^2 + \| \Lambda^{2+\beta} w(s) \|_{L^2}^2 \right) ds \leq C. \]
In particular, (4.14) implies \( \nabla u, \nabla w \in L^1_t L^\infty \).

**Proof.** Taking the \( L^2 \) inner product of (2.10) with \( \Omega \) and the \( L^2 \) inner product of third equation of (1.3) with \( \Lambda^2 w \), we have
\[ \frac{1}{2} \frac{d}{dt} \left( \| \Omega \|_{L^2}^2 + \| \Lambda w \|_{L^2}^2 \right) + 2 \| \Lambda^\alpha \Omega \|_{L^2}^2 + \| \Lambda^{1+\beta} w \|_{L^2}^2 + 4 \| \Lambda w \|_{L^2}^2 = J_1 + J_2, \]
where
\[ J_1 = 2 \int_{\mathbb{R}^2} (\Lambda^2 w \Omega + \Omega \Lambda^2 w) dx, \quad J_2 = - \int_{\mathbb{R}^2} [\Lambda, u \cdot \nabla] w \Lambda w dx. \]
Due to \( \beta \leq 1 \), by Sobolev’s inequality and Young’s inequality,
\[ J_1 \leq C \| \Lambda^{1-\beta} \Omega \|_{L^2} \| \Lambda^{1+\beta} w \|_{L^2} \leq C \| \Omega \|_{L^2}^{1-\beta} \| \Lambda^\alpha \Omega \|_{L^2} \| \Lambda^{1+\beta} w \|_{L^2} \leq \frac{1}{4} \left( \| \Lambda^\alpha \Omega \|_{L^2}^2 + \| \Lambda^{1+\beta} w \|_{L^2}^2 \right) + C \| \Omega \|_{L^2}^2. \]
Due to \( G = \Omega - \Lambda^{2-2\alpha} w \) and the Biot-Savart law \( \nabla u = \nabla \nabla^\perp \Delta^{-1} \Omega \), we write
\[ \nabla u = \nabla \nabla^\perp \Delta^{-1} G + \nabla \nabla^\perp \Delta^{-1} \Lambda^{2-2\alpha} w. \]
Correspondingly, \( J_2 \) can be written into two parts,
\[ J_2 = \int_{\mathbb{R}^2} u \cdot \nabla w \Lambda w dx \]
\[ \leq - \int_{\mathbb{R}^2} \nabla u \nabla w \nabla w dx \]
\[ = J_{21} + J_{22}, \]
$J_{21} = - \int_{\mathbb{R}^2} \nabla \nabla^\perp \Delta^{-1} G \nabla w \nabla w \, dx, \quad J_{22} = - \int_{\mathbb{R}^2} \nabla \nabla^\perp \Delta^{-1} \Lambda^{2-2\alpha} w \nabla w \nabla w \, dx.$

$J_{21}$ and $J_{22}$ can be bounded as follows. By Hölder’s inequality, the boundedness of Riesz transforms and Sobolev’s inequality,

$$J_{21} \leq C \|G\|_{L^\infty} \|\nabla w\|_{L^2} \|\nabla w\|_{L^{\frac{4}{3}}},$$

$$\leq \frac{1}{8} \|\Lambda^{1+\beta} w\|_{L^2}^2 + C \|G\|_{H^\alpha} \|\nabla w\|_{L^2}^2,$$

where we have used the embedding inequalities, due to $\alpha + \beta > 1$,

$$\|G\|_{L^\infty} \|\nabla w\|_{L^{\frac{4}{3}}} \leq C \|G\|_{H^\alpha}, \quad \|\nabla w\|_{L^{\frac{4}{3}}} \leq C \|w\|_{H^{1+\beta}}.$$

We set $\frac{\beta}{1-\alpha} < q_0 < \frac{2\beta}{1-\alpha}$ to be specified later and let $q_0' = \frac{q_0}{q_0-1}$ be its dual index. By the duality of the Besov spaces and Sobolev’s inequality, we have

$$J_{22} \leq C \|w\|_{B_{\infty,q_0}^{2\beta}} \|\nabla w\|_{B_{0,\infty}^{2-2\alpha - \frac{2\beta}{q_0}}}$$

$$\leq C \|w\|_{B_{\infty,q_0}^{2\beta}} \|\nabla w\|_{B_{0,q_0}^{2-2\alpha - \frac{2\beta}{q_0}}}$$

$$\leq C \|w\|_{B_{\infty,q_0}^{2\beta}} \|\nabla w\|_{B_{0,\infty}^{2-2\alpha - \frac{2\beta}{q_0}}}$$

$$\leq C \|w\|_{B_{\infty,q_0}^{2\beta}} \|\nabla w\|_{B_{0,\infty}^{2-2\alpha - \frac{2\beta}{q_0}}}$$

$$\leq C \|w\|_{B_{\infty,q_0}^{2\beta}} (\|\nabla w\|_{L^2}^{-1} \|\nabla w\|_{H^{\beta}}^{\theta}) (\|\nabla w\|_{L^2}^{-1} \|\nabla w\|_{H^{\beta}}^{\theta})$$

$$\leq \frac{1}{8} \|\Lambda w\|_{H^{\beta}}^2 + C \|w\|_{B_{\infty,q_0}^{2\beta}} \|\Lambda w\|_{L^2}$$

$$\leq \frac{1}{8} \|\Lambda^{1+\beta} w\|_{L^2}^2 + C \left(1 + \|w\|_{B_{\infty,q_0}^{2\beta}}\right) \|\Lambda w\|_{L^2}^2,$$

where $q_0 \in \left(1-\beta, \frac{2\beta}{1-\alpha}\right)$ and $l, \lambda, \theta$ are given by

$$l = \frac{2q_0}{(2-\alpha)q_0 - (1+\beta)}, \quad \lambda = \frac{2q_0}{\alpha q_0 + \beta - 1}, \quad \theta = \frac{(1-\alpha)q_0 + 1 - \beta}{\beta q_0}.$$

We note that, in the third inequality above, we used the norm equivalence $B_{\rho,\rho}^{s,p} \approx \tilde{W}^{s,p}$, as explained in the appendix. In addition, we invoked (2.8) in the fourth inequality above. Combining all the estimates above, we have

$$\frac{d}{dt} (\|\Omega\|_{L^2}^2 + \|\Lambda w\|_{L^2}^2) + 2 \|\Lambda^\alpha \Omega\|_{L^2}^2 + \|\Lambda^{1+\beta} w\|_{L^2}^2 + 4 \|\Lambda w\|_{L^2}^2$$

$$\leq C \left(\|G\|_{H^\alpha} + \|w\|_{B_{\infty,q_0}^{2\beta}}\right) \|\nabla w\|_{L^2}^2 + C \|\Omega\|_{L^2}^2.$$

We explain that, when $\alpha$ and $\beta$ satisfy (4.1), we have

$$\int_0^T \|w\|_{B_{\infty,q_0}^{2\beta}}^2 dt < \infty. \quad (4.15)$$
In fact, (4.1) implies
\[ 2\beta^2 - 2(1 - \alpha)\beta - (1 - \alpha) > 0 \quad \text{or} \quad \frac{2\beta}{1 - \alpha} > \frac{1}{\alpha + \beta - 1}. \]
Therefore, we can choose \( q_0 < \frac{2\beta}{1 - \alpha} \) such that
\[ q_0 \geq \frac{1}{\alpha + \beta - 1} \quad \text{or} \quad \left( \frac{\alpha + \beta - 1}{q_0} + \beta - 1 \right) \leq q_0. \]
Then (4.15) follows from Proposition 4.4. Gronwall’s inequality then implies the desired bound (4.13).

In order to prove (4.14), we take the \( L^2 \) inner product of (2.10) with \( \Lambda^2 \Omega \) and the \( L^2 \) inner product of the third equation of (1.3) with \( \Lambda^2 w \) to obtain
\[
\frac{1}{2} \frac{d}{dt} \left( \| \Lambda \Omega \|^2_{L^2} + \| \Lambda^2 w \|^2_{L^2} \right) + 2\| \Lambda^{1+\alpha} \Omega \|^2_{L^2} + \| \Lambda^2 w \|_{L^2}^2 + 4\| \Lambda^2 w \|_{L^2}^2 \\
= 2 \int_{\mathbb{R}^2} (\Lambda^2 w \Lambda^2 \Omega + \Omega \Lambda^4 w) \, dx - \int_{\mathbb{R}^2} \left( [\Lambda, u \cdot \nabla] \Omega \Lambda \Omega + [\Lambda^2, u \cdot \nabla] \Lambda^2 w \right) \, dx.
\]
Due to \( \alpha + \beta > 1 \) and \( \beta \leq 1, \)
\[
2 \int_{\mathbb{R}^2} (\Lambda^2 w \Lambda^2 \Omega + \Omega \Lambda^4 w) \, dx \leq C \| \Lambda^{2-\beta} \Omega \|_{L^2} \| \Lambda^{2+\beta} w \|_{L^2} \\
\leq C \| \Lambda \Omega \|_{L^2}^{\frac{1-\beta}{\alpha}} \| \Lambda^{1+\alpha} \Omega \|_{L^2}^{\frac{1-\beta}{\alpha}} \| \Lambda^{2+\beta} w \|_{L^2} \\
\leq \frac{1}{4} \left( \| \Lambda^{1+\alpha} \Omega \|^2_{L^2} + \| \Lambda^{2+\beta} w \|^2_{L^2} \right) + C \| \Lambda \Omega \|^2_{L^2}.
\]
Noting the following fact due to \( \nabla \cdot u = 0 \)
\[
- \int_{\mathbb{R}^2} [\Lambda^2, u \cdot \nabla] w \Lambda^2 w \, dx \\
= - \int_{\mathbb{R}^2} \Delta (u \cdot \nabla w) \Delta w \, dx + \int_{\mathbb{R}^2} (u \cdot \nabla \Delta w) \Delta w \, dx \\
= - \sum_{k,i=1}^2 \int_{\mathbb{R}^2} \partial_k^2 u_i \partial_i w \Delta w \, dx - 2 \sum_{k,i=1}^2 \int_{\mathbb{R}^2} \partial_k u_i \partial_i \partial_k \partial_i w \Delta w \, dx \\
- \sum_{k,i=1}^2 \int_{\mathbb{R}^2} u_i \partial_i \partial_k^2 w \Delta w \, dx + \int_{\mathbb{R}^2} (u \cdot \nabla \Delta w) \Delta w \, dx \\
= - \sum_{k,i=1}^2 \int_{\mathbb{R}^2} \partial_k^2 u_i \partial_i w \Delta w \, dx - 2 \sum_{k,i=1}^2 \int_{\mathbb{R}^2} \partial_k u_i \partial_i \partial_k \partial_i w \Delta w \, dx,
\]
we have by using Lemma 2.3, the Gagliardo-Nirenberg inequality and Young’s inequality
\[
- \int_{\mathbb{R}^2} ([\Lambda, u \cdot \nabla] \Lambda \Omega + [\Lambda^2, u \cdot \nabla] w \Lambda^2 w) \, dx \\
= - \int_{\mathbb{R}^2} [\Lambda, u \cdot \nabla] \Lambda \Omega \, dx - \int_{\mathbb{R}^2} [\Lambda^2, u \cdot \nabla] w \Lambda^2 w \, dx \\
\leq C \| [\Lambda, u \cdot \nabla] \Omega \|_{L^{\frac{4}{3-n}}} \| \Lambda \Omega \|_{L^{\frac{4}{3-n}}} + C \| \Lambda^2 u \|_{L^{\frac{4}{3-n}}} \| \nabla w \|_{L^{\frac{4}{3-n}}} \| \Lambda^2 w \|_{L^{\frac{4}{3-n}}} \\
+ C \| \nabla u \|_{L^{\frac{4}{3-n}}} \| \Lambda^2 w \|^2_{L^{\frac{4}{3-n}}} \\
\leq C (\| \nabla u \|_{L^{\frac{4}{3-n}}} \| \Lambda \Omega \|_{L^{\frac{4}{3-n}}} + \| \Omega \|_{L^{\frac{4}{3-n}}} \| \nabla \Omega \|_{L^{\frac{4}{3-n}}}) \| \Lambda \Omega \|_{L^{\frac{4}{3-n}}} \]
inequality then allow us to obtain (4.14). This completes the proof of Proposition 5.

The global solution (\(u, \omega\)) on \([0, T]\) is obtained by standard approaches such as the Friedrichs method. For

\[
\begin{aligned}
&+C\|\Delta^2 u\|_{L^{2}} \|\nabla \Delta \omega\|_{L^{2}} + C\|\nabla \Delta \omega\|_{L^{2}} \|\Delta \Delta \omega\|_{L^{2}} \\
&\leq C\|\nabla \omega\|_{L^{2}} \|\Delta \omega\|_{L^{2}} \|\Delta \omega\|_{L^{2}} + C\|\nabla \Delta \omega\|_{L^{2}} \|\Delta \Delta \omega\|_{L^{2}} \\
&+C\|\Delta \omega\|_{L^{2}} \|\Delta \omega\|_{L^{2}} \|\Delta \omega\|_{L^{2}} \\
&\leq C\|\Delta \omega\|_{L^{2}}^2 + C\|\Delta \omega\|_{L^{2}} \|\Delta \omega\|_{L^{2}} \\
&\leq \frac{1}{2} \left( \|\Delta \omega\|_{L^{2}}^2 + \|\Delta \omega\|_{L^{2}} \right)
\end{aligned}
\]

where we have used the fact \(\frac{2(1-\alpha)}{2+\alpha} < 2\). These estimates combined with Gronwall's inequality then allow us to obtain (4.14). This completes the proof of Proposition 4.5.

5. Proof of Theorem 1.1. The global \textit{a priori} bounds obtained in the previous three sections, especially

\[
\int_0^T \|\nabla u(t)\|_{L^\infty} dt \leq C(T, \|u_0, w_0\|_{H^r}) < \infty
\]

is sufficient for the proofs of Theorems 2.1, 3.1 and 4.1. Since Theorem 1.1 combines all three of them, it suffices to provide the proof for Theorem 1.1.

\textbf{Proof of Theorem 1.1.} The existence of desired solutions to (1.3) can be obtained by standard approaches such as the Friedrichs method. For \(n \in \mathbb{N}\), define the operator \(J_n\) by

\[
J_n \varphi = \mathcal{F}^{-1}(\chi_{B(0,n)}(\xi)\mathcal{F}(\varphi)(\xi)),
\]

where \(\mathcal{F}\) and \(\mathcal{F}^{-1}\) denote the Fourier and inverse Fourier transforms, respectively, and \(\chi_{B(0,n)}\) denotes the characteristic function on the ball \(B(0,n)\). Consider the approximate equations of (1.3)

\[
\begin{aligned}
&\partial_t u_n + 2J_n \Delta^2 u_n = 2J_n P \nabla \times w_n - J_n P (J_n u_n \cdot \nabla J_n u_n), \\
&\nabla \cdot u_n = 0, \\
&\partial_t w_n + J_n \Delta^2 w_n + 4J_n w_n = 2J_n \nabla \times u_n - J_n (J_n u_n \cdot \nabla J_n w_n), \\
&u_n(x,0) = J_n u_0, \quad w_n(x,0) = J_n w_0,
\end{aligned}
\]

where \(P\) denotes the standard projection onto divergence-free vector fields. The standard Picard type theorem ensures that, for some \(T_n > 0\), there exists a unique local solution \((u_n, w_n)\) on \([0, T_n]\) in the functional setting \(\{f \in L^2(\mathbb{R}^2) : \text{supp} \mathcal{F}(f) \subset B(0, n)\}\). Due to \(J_n^2 = J_n\) and \(PJ_n = J_n P\), it is easy to see that \((J_n u_n, J_n w_n)\) is also a solution. The uniqueness of such local solutions implies

\[
u_n = J_n u_n, \quad w_n = J_n w_n.
\]
Therefore, (5.1) becomes
\[
\begin{aligned}
\partial_t u_n + 2\Lambda^{2\alpha} u_n &= 2P \nabla \times w_n - J_n P(u_n \cdot \nabla u_n), \\
\nabla \cdot u_n &= 0, \\
\partial_t w_n + \Lambda^{2\beta} w_n + 4w_n &= 2\nabla \times u_n - J_n (u_n \cdot \nabla w_n), \\
u_n(x,0) &= J_n u_0, \quad w_n(x,0) = J_n w_0.
\end{aligned}
\] (5.2)

A basic $L^2$ energy estimate implies $(u_n, w_n)$ of (5.2) satisfies
\[
\|u_n(t)\|_{L^2}^2 + \|w_n(t)\|_{L^2}^2 + \int_0^t (\|\Lambda^\alpha u_n(\tau)\|_{L^2}^2 + \|\Lambda^\beta w_n(\tau)\|_{L^2}^2) \, d\tau \leq C(t, u_0, w_0),
\]
where $C$ is independent of $n$. Therefore, the local solution can be extended into a global one, by the standard Picard Extension Theorem (see, e.g., [23]). Next we show that $(u_n, w_n)$ admits a uniform global bound in $H^s(\mathbb{R}^2)$ with ($s > 2$).

Following the proofs of Propositions 2.7, 3.2 and 4.5, we obtain, for any $t > 0$,
\[
\int_0^t \|\nabla u_n, \nabla w_n\|(s)\|_{L^\infty} \, ds \leq C(t, \|(u_0, w_0)\|_{H^s}) < \infty,
\]
where we have used the fact that $\|(u_n(x,0), w_n(x,0))\|_{H^s} \leq \|(u_0, w_0)\|_{H^s}$. By a standard energy estimate involving (5.2), we have
\[
\frac{1}{2} \frac{d}{dt} (\|u_n\|_{H^s}^2 + \|w_n\|_{H^s}^2) + 2\|\Lambda^\alpha u_n\|_{H^s}^2 + \|\Lambda^\beta w_n\|_{H^s}^2 + \|\nabla w_n\|_{H^s}^2
\]
\[
= 2\int_{\mathbb{R}^2} (\nabla \times u_n) \cdot \Lambda^2 u_n + (\nabla \times u_n) \Lambda^2 w_n \, dx
\]
\[
+ \int_{\mathbb{R}^2} [\Lambda^\alpha u_n \cdot \nabla] u_n \cdot \Lambda^\alpha u_n \, dx + \int_{\mathbb{R}^2} [\Lambda^\alpha u_n \cdot \nabla] w_n \Lambda^\alpha w_n \, dx
\]
\[
\leq \frac{1}{2} (\|\Lambda^\alpha u_n\|_{H^s}^2 + \|\Lambda^\beta w_n\|_{H^s}^2) + C \left( \|\nabla u_n\|_{L^\infty} + \|\nabla w_n\|_{L^\infty} + 1 \right)
\]
\[
\times (\|u_n\|_{H^s}^2 + \|w_n\|_{H^s}^2).
\]

Gronwall’s inequality then allows us to conclude that, for any $t > 0$,
\[
\|u_n\|_{H^s}^2 + \|w_n\|_{H^s}^2 + \int_0^t (\|\Lambda^\alpha u_n\|_{H^s}^2 + \|\Lambda^\beta w_n\|_{H^s}^2) \, ds
\]
\[
\leq (\|u_0\|_{H^s}^2 + \|w_0\|_{H^s}^2)e^{C \int_0^t (\|\nabla u_n\|_{L^\infty} + \|\nabla w_n\|_{L^\infty} + 1) \, ds}
\]
\[
\leq C(t, \|(u_0, w_0)\|_{H^s}).
\]

Once this uniform global bound is at our disposal, a standard compactness argument allows us to obtain the global existence of the desired solution $(u, w)$ to (1.3). The uniqueness part for solutions at this regularity level is standard and is thus omitted. This completes the proof of Theorem 1.1.

**Appendix A. Besov spaces.** This appendix provides the definition of the Littlewood-Paley decomposition and the definition of Besov spaces. Some related facts used in the previous sections are also included. The material presented in this appendix can be found in several books and many papers (see, e.g., [1, 2, 21, 24, 26, 29]).

We start with several notations. $\mathcal{S}$ denotes the usual Schwarz class and $\mathcal{S}'$ its dual, the space of tempered distributions. $\mathcal{S}_0$ denotes a subspace of $\mathcal{S}$ defined by
\[
\mathcal{S}_0 = \left\{ \phi \in \mathcal{S} : \int_{\mathbb{R}^d} \phi(x) x^\gamma \, dx = 0, |\gamma| = 0, 1, 2, \cdots \right\}
\]
and $S_0'$ denotes its dual. $S_0'$ can be identified as 

$$S_0' = S'/S_0^\perp = S'/\mathcal{P},$$

where $\mathcal{P}$ denotes the space of multinomials. We also recall the standard Fourier transform and the inverse Fourier transform,

$$\hat{f}(\xi) = \int_{\mathbb{R}^d} f(x)e^{-2\pi i x \cdot \xi} dx, \quad g^(x) = \int_{\mathbb{R}^d} g(\xi)e^{2\pi i x \cdot \xi} d\xi.$$

To introduce the Littlewood-Paley decomposition, we write for each $j \in \mathbb{Z}$

$$A_j = \{ \xi \in \mathbb{R}^d : 2^{j-1} \leq |\xi| < 2^{j+1} \}.$$

The Littlewood-Paley decomposition asserts the existence of a sequence of functions $\{\Phi_j\}_{j \in \mathbb{Z}} \in \mathcal{S}$ such that

$$\text{supp} \hat{\Phi}_j \subset A_j, \quad \hat{\Phi}_j(\xi) = \hat{\Phi}_0(2^{-j}\xi) \quad \text{or} \quad \Phi_j(x) = 2^{jd}\Phi_0(2^jx),$$

and

$$\sum_{j=-\infty}^{\infty} \hat{\Phi}_j(\xi) = \begin{cases} 1, & \text{if } \xi \in \mathbb{R}^d \setminus \{0\}, \\ 0, & \text{if } \xi = 0. \end{cases}$$

Therefore, for a general function $\psi \in \mathcal{S}$, we have

$$\sum_{j=-\infty}^{\infty} \hat{\Phi}_j(\xi) \hat{\psi}(\xi) = \hat{\psi}(\xi) \quad \text{for } \xi \in \mathbb{R}^d \setminus \{0\}.$$

In addition, if $\psi \in S_0$, then

$$\sum_{j=-\infty}^{\infty} \hat{\Phi}_j(\xi) \hat{\psi}(\xi) = \hat{\psi}(\xi) \quad \text{for any } \xi \in \mathbb{R}^d.$$

That is, for $\psi \in S_0$,

$$\sum_{j=-\infty}^{\infty} \Phi_j * \psi = \psi$$

and hence

$$\sum_{j=-\infty}^{\infty} \Phi_j * f = f, \quad f \in \mathcal{S}_0'$$

in the sense of weak-* topology of $\mathcal{S}_0'$. For notational convenience, we define

$$\Delta_j f = \Phi_j * f, \quad j \in \mathbb{Z}. \quad \text{(A.1)}$$

We now choose $\Psi \in \mathcal{S}$ such that

$$\hat{\Psi}(\xi) = 1 - \sum_{j=0}^{\infty} \hat{\Phi}_j(\xi), \quad \xi \in \mathbb{R}^d.$$

Then, for any $\psi \in \mathcal{S}$,

$$\Psi * \psi + \sum_{j=0}^{\infty} \Phi_j * \psi = \psi$$

and hence

$$\Psi * f + \sum_{j=0}^{\infty} \Phi_j * f = f.$$
in $S'$ for any $f \in S'$. We set
\[
\Delta_j f = \begin{cases} 
0, & \text{if } j \leq -2, \\
\Psi * f, & \text{if } j = -1, \\
\Phi_j * f, & \text{if } j = 0, 1, 2, \ldots.
\end{cases} \tag{A.2}
\]

For notational convenience, we write $\Delta_j$ for $\dot{\Delta}_j$ when there is no confusion. They are different for $j \leq -1$. As provided below, the homogeneous Besov spaces are defined in terms of $\dot{\Delta}_j$ while the inhomogeneous Besov spaces are defined in $\Delta_j$.

Besides the Fourier localization operators $\Delta_j$, the partial sum $S_j$ is also a useful notation. For an integer $j$,
\[
S_j \equiv \sum_{k=-1}^{j-1} \Delta_k,
\]
where $\Delta_k$ is given by (A.2). For any $f \in S'$, the Fourier transform of $S_j f$ is supported on the ball of radius $2^j$ and
\[
S_j f \rightharpoonup f \quad \text{in } S'.
\]

In addition, for two tempered distributions $u$ and $v$, we also recall the notion of paraproducts
\[
T_u v = \sum_j S_{j-1} u \Delta_j v, \quad R(u, v) = \sum_{|i-j| \leq 2} \Delta_i u \Delta_j v
\]
and Bony’s decomposition, see e.g. [1],
\[
u v = T_u v + T_v u + R(u, v).
\]
In addition, the notation $\tilde{\Delta}_k$, defined by
\[
\tilde{\Delta}_k = \Delta_{k-1} + \Delta_k + \Delta_{k+1},
\]
is also useful.

**Definition A.1.** For $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, the homogeneous Besov space $\dot{B}^s_{p,q}$ consists of $f \in S_0'$ satisfying
\[
\|f\|_{\dot{B}^s_{p,q}} \equiv \|2^{js} \|\dot{\Delta}_j f\|_{L^p}\|_s < \infty.
\]

An equivalent norm of the homogeneous Besov space $\dot{B}^s_{p,q}$ with $s \in (0, 1)$ is given by
\[
\|f\|_{\dot{B}^s_{p,q}} = \left[ \int_{\mathbb{R}^d} \left( \frac{\|f(x+\cdot) - f(\cdot)\|_{L^q}}{|x|^{d+sq}} \right)^p dx \right]^{\frac{1}{p}}. \tag{A.3}
\]

**Definition A.2.** The inhomogeneous Besov space $B^s_{p,q}$ with $1 \leq p, q \leq \infty$ and $s \in \mathbb{R}$ consists of functions $f \in S'$ satisfying
\[
\|f\|_{B^s_{p,q}} \equiv \|2^{js} \|\Delta_j f\|_{L^p}\|_s < \infty.
\]

Many frequently used function spaces are special cases of Besov spaces. The following proposition lists some useful equivalence and embedding relations.

**Proposition A.3.** For any $s \in \mathbb{R}$,
\[
H^s \sim B^s_{2,2}.
\]

For any $s \in \mathbb{R}$ and $1 < q < \infty$,
\[
B^s_{q,\min\{q,2\}} \hookrightarrow W^s_q \hookrightarrow B^s_{q,\max\{q,2\}}.
\]
Proposition A.4. Let $\alpha \geq 0$. Let $1 \leq p \leq q \leq \infty$.

1) If $f$ satisfies
\[
\text{supp} \hat{f} \subset \{ \xi \in \mathbb{R}^d : |\xi| \leq K2^j \},
\]
for some integer $j$ and a constant $K > 0$, then
\[
\|(-\Delta)^{\alpha} f\|_{L^q(\mathbb{R}^d)} \leq C_1 2^{2\alpha j + j(d(\frac{1}{p} - \frac{1}{q}))} \|f\|_{L^p(\mathbb{R}^d)}.
\]

2) If $f$ satisfies
\[
\text{supp} \hat{f} \subset \{ \xi \in \mathbb{R}^d : K_1 2^j \leq |\xi| \leq K_2 2^j \}
\]
for some integer $j$ and constants $0 < K_1 \leq K_2$, then
\[
C_1 2^{2\alpha j} \|f\|_{L^q(\mathbb{R}^d)} \leq \|(-\Delta)^{\alpha} f\|_{L^q(\mathbb{R}^d)} \leq C_2 2^{2\alpha j + j(d(\frac{1}{p} - \frac{1}{q}))} \|f\|_{L^p(\mathbb{R}^d)},
\]
where $C_1$ and $C_2$ are constants depending on $\alpha, p$ and $q$ only.

We now provide the proof of (2.7). By Proposition A.4,
\[
\|\Lambda^s g\|_{L^p} \leq \sum_{k \geq -1} \|\Lambda^s \Delta_k g\|_{L^p} = \|\Lambda^s \Delta_{-1} g\|_{L^p} + \sum_{k \geq 0} \|\Lambda^s \Delta_k g\|_{L^p}
\]
\[
\leq C \|g\|_{L^p} + \sum_{k \geq 0} 2^{-(\sigma-s)k} \|\Lambda^\sigma \Delta_k g\|_{L^p}
\]
\[
\leq C \|g\|_{L^p} + C \|g\|_{B_{p,p}^\sigma}.
\]

Finally we provide the definition of Sobolev-Slobodeckij space $\widetilde{W}^{s,p}$. Let us assume $s \geq 0$ and $1 \leq p \leq \infty$. When $s \geq 0$ is an integer, the Sobolev norm is standard, namely
\[
\|f\|_{W^{s,p}} = \left( \sum_{|\alpha| \leq s} \|\partial^\alpha f\|_{L^p}^p \right)^{\frac{1}{p}}.
\]
When $s > 0$ is a fraction, the norm in $\widetilde{W}^{s,p}$ is given by
\[
\|f\|_{\widetilde{W}^{s,p}} = \|f\|_{W^{s,p}} + \left( \sum_{|\alpha| = |\beta|} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|\partial^\alpha f(x) - \partial^\alpha f(y)|^p}{|x-y|^{d+|\beta| s}} \ dx \ dy \right)^{\frac{1}{p}}.
\]
We remark that, except for $p = 2$, $\widetilde{W}^{s,p}$ with this norm is different from the most frequently used definition of Sobolev spaces of fractional order, or the Bessel potential space $L^p_\sigma$ (or sometimes denoted by $W^{s,p}$ or $H^s_p$) (see, e.g., [16, Chapter 1.3.1], [26, p.13]). The norm in $L^p_\sigma$ is given by
\[
\|f\|_{L^p_\sigma} = \|f\|_{L^p} + \|\Lambda^s f\|_{L^p}.
\]
$\widetilde{W}^{s,p}$ is closely related to Besov spaces (see, e.g., [26, 29]). In fact,
\[
\widetilde{W}^{s,p} \approx B_{p,p}^s \hookrightarrow L^p_s, \quad 1 < p \leq 2; \quad L^p_s \hookrightarrow B_{p,p}^s \approx \widetilde{W}^{s,p}, \quad 2 \leq p < \infty.
\]
Acknowledgments. The authors are very grateful to the anonymous referee for his/her insightful comments and many invaluable suggestions, which greatly improved the exposition of the manuscript. This paper was completed during the visit of the first author at OSU. He would like to thank the warm hospitality and support of Department of Mathematics at OSU.

REFERENCES

[1] H. Bahouri, J.-Y. Chemin and R. Danchin, *Fourier Analysis and Nonlinear Partial Differential Equations*, Springer, 2011.

[2] J. Bergh and J. Löfström, *Interpolation Spaces, An Introduction*, Springer-Verlag, Berlin-Heidelberg-New York, 1976.

[3] D. Chamorro, P. G. Lemarié-Rieusset, *Quasi-geostrophic equation, nonlinear Bernstein inequalities and α-stable processes*, Rev. Mat. Iberoam., 28 (2012), 1109–1122.

[4] Q. Chen and C. Miao, *Global well-posedness for the micropolar fluid system in critical Besov spaces*, J. Differential Equations, 252 (2012), 2698–2724.

[5] P. Constantin and C. Foias, *Navier-Stokes Equations*, Chicago Lectures in Mathematics, University of Chicago Press, Chicago, IL, 1988.

[6] A. Córdoba and D. Córdoba, *A maximum principle applied to quasi-geostrophic equations*, Commun. Math. Phys., 249 (2004), 511–528.

[7] S. C. Cowin, *Polar fluids*, Phys. Fluids, 11 (1968), 1919–1927.

[8] C. Doering and J. Gibbon, *Applied Analysis of the Navier-Stokes Equations*, Cambridge Texts in Applied Mathematics, Cambridge University Press, Cambridge, 1995.

[9] B. Dong and Z. Chen, *Asymptotic profiles of solutions to the 2D viscous incompressible micropolar fluid flows*, Discrete Cont. Dyn. Sys., 23 (2009), 765–784.

[10] B. Dong, J. Li and J. Wu, *Global well-posedness and large-time decay for the 2D micropolar equations*, J. Differential Equations, 262 (2017), 3488–3523.

[11] M. E. Erdogan, *Polar effects in the apparent viscosity of suspension*, Rheol. Acta, 9 (1970), 434–438.

[12] A. C. Eringen, *Theory of micropolar fluids*, J. Math. Mech., 16 (1966), 1–18.

[13] A. C. Eringen, *Micropolar fluids with stretch*, Int. J. Engng. Sci., 7 (1969), 115–127.

[14] G. Galdi and S. Rionero, *A note on the existence and uniqueness of solutions of micropolar fluid equations*, Int. J. Engng. Sci., 15 (1977), 105–108.

[15] L. Grafakos, *Loukas Modern Fourier Analysis*, Third edition. Graduate Texts in Mathematics, 250. Springer, New York, 2014.

[16] Q. Jiu, C. Miao, J. Wu and Z. Zhang, *The two-dimensional incompressible Boussinesq equations with general critical dissipation*, SIAM J. Math. Anal., 46 (2014), 3426–3454.

[17] T. Kato and G. Ponce, *Commutator estimates and the Euler and the Navier-Stokes equations*, Comm. Pure Appl. Math., 41 (1988), 891–907.

[18] C. E. Kenig, G. Ponce and L. Vega, *Well-posedness of the initial value problem for the Korteweg-de Vries equation*, J. American Mathematical Society, 4 (1991), 323–347.

[19] C. E. Kenig, G. Ponce and L. Vega, *Well-posedness and scattering results for the generalized Korteweg-de Vries equation via the contraction principle*, Comm. Pure Appl. Math., 46 (1993), 527–620.

[20] G. Lukaszewicz, *Micropolar Fluids. Theory and Applications*, Modeling and Simulation in Science, Engineering and Technology, Birkhäuser, Boston, 1999.

[21] A. J. Majda and A. L. Bertozzi, *Vorticity and Incompressible Flow*, Cambridge University Press, Cambridge, 2002.

[22] C. Miao, J. Wu and Z. Zhang, *Littlewood-Paley Theory and its Applications in Partial Differential Equations of Fluid Dynamics*, Science Press, Beijing, China, 2012 (in Chinese).

[23] S. Popel, A. Regirer and P. Usick, *A continuum model of blood flow*, Biotechnol., 11 (1974), 427–437.

[24] T. Runst and W. Sickel, *Sobolev Spaces of Fractional Order, Nemitskii operators and Nonlinear Partial Differential Equations*, Walter de Gruyter, Berlin, New York, 1996.
[27] V. K. Stokes, *Theories of Fluids with Microstructure*, Springer, New York, 1984.
[28] R. Temam, *Navier-Stokes Equations: Theory and Numerical Analysis*, AMS Chelsea Publishing, Providence, RI, 2001.
[29] H. Triebel, *Theory of Function Spaces II*, Birkhauser Verlag, 1992.
[30] L. Xue, Well posedness and zero microrotation viscosity limit of the 2D micropolar fluid equations, *Math. Methods Appl. Sci.*, 34 (2011), 1760–1777.
[31] K. Yamazaki, Global regularity of the two-dimensional magneto-micropolar fluid system with zero angular viscosity, *Discrete Contin. Dyn. Syst.*, 35 (2015), 2193–2207.
[32] Z. Ye and X. Xu, Global well-posedness of the 2D Boussinesq equations with fractional Laplacian dissipation, *J. Differential Equations*, 260 (2016), 6716–6744.
[33] B. Yuan, Regularity of weak solutions to magneto-micropolar fluid equations, *Acta Math. Sci.*, 30B (2010), 1469–1480.

Received December 2017; revised March 2018.

E-mail address: bqdong@szu.edu.cn
E-mail address: jiahong.wu@okstate.edu
E-mail address: xjxu@bnu.edu.cn
E-mail address: yezhuan815@126.com