Delay in budget allocation for vaccination and awareness induces chaos in an infectious disease model
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\textbf{ABSTRACT}

In this paper, we propose a model to assess the impacts of budget allocation for vaccination and awareness programs on the dynamics of infectious diseases. The budget allocation is assumed to follow logistic growth, and its per capita growth rate increases proportional to disease prevalence. An increment in per-capita growth rate of budget allocation due to increase in infected individuals after a threshold value leads to onset of limit cycle oscillations. Our results reveal that the epidemic potential can be reduced or even disease can be eradicated through vaccination of high quality and/or continuous propagation of awareness among the people in endemic zones. We extend the proposed model by incorporating a discrete time delay in the increment of budget allocation due to infected population in the region. We observe that multiple stability switches occur and the system becomes chaotic on gradual increase in the value of time delay.
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1. Introduction

Infectious diseases are major threat to mankind, and are responsible for hindrance in social and economic development of any country. Vaccination coverage is one of the most powerful and cost-effective intervention to reduce the prevalence of disease. It saves countless lives and prevents an estimated 2.5 million deaths each year caused by whooping cough, influenza, measles, etc., [54]. The global health communities, such as Global Alliance of Vaccination and Immunization (GAVI), Bill & Melinda Gates Foundation, and other government and non-government organizations of various countries are making much efforts to make the vaccines accessible to all the people across the globe. These non-profitable organizations along with government provide funds for vaccination and awareness as the underprivileged people do not have sufficient amount of money to go for self-financed vaccination and also lack of awareness regarding the vaccination campaigns. As a result, they deprive from the health benefit provided by the government and thus are at the risk.
of infection during the infection period. The public perception of the possible risks and misconception associated with vaccination has led to reduction in MMR vaccine uptake, resulting the re-emergence of measles epidemic in the UK [25]. In this regard, the global information campaigns via TV, radio and social media (accessible to most of the population) play a crucial role to convey the important health messages to unaware people and inform them how immunizations help to save their lives.

Several studies have been conducted to assess the impact of vaccination coverage to control the spread of infectious diseases [4, 6–8, 11, 14, 26, 27, 41, 45, 51, 52, 55]. The combined effects of education, vaccination and treatment are proven to be more effective to reduce the prevalence of HIV in comparison to the case when only one of them is applied [11]. Agaba et al. [1] have investigated the role of vaccination on the dynamics of infectious disease in presence of global information campaigns regarding the disease prevalence as well as local awareness due to direct interaction between unaware and aware individuals. It is observed that the delay in response to available information about the disease leads to destabilization of endemic state and the periodic oscillations arise. Their findings suggest that vaccination coverage in the presence of awareness is helpful to reduce the size of epidemic.

Although vaccination coverage is crucial for public health (as it triggers the immune response by developing antibodies), the awareness programs through TV, radio (a cost-effective and responsive medium in remote areas) and social media are also helpful in reducing the disease transmission by alerting the people to adopt practices that are requisite for disease prevention, such as go for vaccination, adopt sanitation practices, use of face mask, etc. The implementation of effective control strategies is beneficial to suppress the burden of disease. For instance, Guinea worm disease is eradicated only through proper program implementation strategies [18]. Some mathematical studies are carried out to see the impact of awareness for the control of disease transmission. Authors considered media as a dynamic variable and assumed that awareness programs increase with the increase in the number of infected individuals [15, 24, 32, 34, 37, 38, 43, 44, 46, 48, 50] or transmission rate decreases with the increase in infected individuals due to awareness [2, 10, 30, 40, 47, 49]. In [38], the effect of behavioural changes induced by information campaigns for the control of infectious diseases by considering prevalence-dependent information campaigns is investigated. The study reveals that optimal media campaigns are effective and economical to control an epidemic. The findings of Huo et al. [24] suggested that media serves as a good indicator during an epidemic outbreak and is helpful in reducing the disease burden. Misra and Rai [33] have shown that the broadcastsings via TV and radio regarding the control mechanisms are beneficial to reduce the spread of infectious diseases. The global information campaigns through TV, radio and social media encourage people to adopt preventive measures at the early stage of epidemic outbreak that helps to suppress the burden of disease. The other key tools to prevent a disease are medical health facilities, public health responses, health infrastructures, public education, vaccination coverage, etc. On the other hand, media has some negative effects as well. For example, the negative effects of media at the time of the plague outbreak in India during 1994 largely affected tourism and other businesses [13]. The epicentre of plague was Surat, Gujarat; in total, 52 people died. Although, the plague lasted in two weeks but a large number of people left the city due to media-induced panic.
Some mathematical models are also proposed to assess the effect of time delay in implementation of awareness programs \cite{1, 3, 20, 35, 36}. It is observed that such time lag destabilizes the system via Hopf-bifurcation. Basir et al. \cite{3} have investigated the role of awareness programs on the control of infectious diseases. They observed that the incorporation of time delay in implementation of information campaigns and/or response of unaware (aware) susceptible individuals to become aware (unaware) destabilizes the system and periodic oscillations arise through Hopf-bifurcation. Their study shows that media campaigns influence the patterns of disease and also help to reduce the risk of infection. Misra et al. \cite{35} have also studied a nonlinear mathematical model to see how the introduction of delay in per-capita growth rate of budget allocation changes the dynamics of system. They observed that the propagation of awareness reduces the disease burden but the delay in providing funds destabilizes the system and may cause stability switches through Hopf-bifurcation. Their findings suggest that the continuous and timely allocation of funds are beneficial to reduce the disease prevalence.

Rai et al. \cite{43} have explored the combined actions of awareness and sanitation on the spread of infectious diseases. Their findings revealed that the sanitation and awareness programs have capability to reduce the epidemic threshold, and thus control the spread of infection. In the present paper, we investigate the impacts of vaccination coverage and information campaigns on the control of disease prevalence. Our model is different from the model proposed by Rai et al. \cite{43} in the following sense. In the present study, our goal is to assess the joint impacts of vaccination (a powerful and cost-effective intervention to protect the people against contracting the disease) and non-pharmaceutical interventions such as frequent hand washing, use of face mask, sanitizer, maintain social distancing, etc., induced by the information campaigns to control infectious diseases, which spread in the population through the direct contact with infected individuals, such as influenza, measles, etc., in the presence of budget allocation. On the other hand, Rai et al. \cite{43} have explicitly incorporated the combined effects of sanitation coverage (a rational step for the control of bacteria present in the environment) and awareness programs through budget allocation for the control of infectious diseases, such as typhoid fever which spreads in the population through the direct contact of susceptible with infected individuals as well as indirectly through bacteria present in the environment. Here, our aim is to explore whether disease can be eliminated by vaccination coverage and/or awareness programs. We also investigate the impact of time delay involved in the increment in budget allocation due to increased number of infected individuals.

The rest of the paper is arranged as follows: in the next section, we propose our model. In Section 3, we obtain equilibria of the system and study their stability behaviour. We find expression for the basic reproduction number, and investigate the direction of bifurcation whenever basic reproduction number is unity. Existence of Hopf-bifurcation is discussed with respect to the per-capita growth rate of budget allocation due to increased population of infectives; we also determine the conditions for direction and stability of bifurcating periodic solutions. In Section 4, we extend our model by considering the effect of time delay in the increments in budget allocation due to increased infected population. The delay system is analysed in the following section. We simulate our delay and non-delay systems in Section 6. Section 7 contains our conclusion.
2. Mathematical model

In the region under consideration, let \( N(t) \) be the total population at any time \( t > 0 \), which is divided into three sub-populations: susceptible individuals \( S(t) \), infected individuals \( I(t) \) and vaccinated individuals \( V(t) \). Further, we denote by \( M(t) \), the budget allocation by the government for vaccination and awareness in the region at time \( t \). In the modelling process, it is assumed that the growth rate of budget allocation regarding the protection against the disease follows the logistic growth with intrinsic growth rate \( r \) and carrying capacity \( K \), and its per-capita growth rate increases in proportion to the number of infected individuals. It is assumed that the population is homogeneously mixed and the susceptible individuals contract the infection through the direct contact with infected individuals at the contact rate \( \beta \). The interaction between susceptible and infected individuals is assumed to follow the simple law of mass action.

We assume that \( k_1 \) fraction of the total allocated budget \( M \) (i.e. \( k_1 M, 0 < k_1 < 1 \)) is used to warn people via propagating awareness regarding the risk of infection and its control mechanisms. As a result, the individuals change their behaviours and use precautionary measures during the infection period. Thus, the direct contact between susceptible and infected individuals decreases at a factor \( f_1(M) = \beta_1 \frac{k_1 M}{p + k_1 M} \). The reason behind considering this saturated type of functional response is that the amount of funds used to propagate awareness has limited impact to reduce the possibility of contracting the infection [30]. Due to this, the effective contact between susceptible and infected individuals becomes \( \beta(M) = \beta - \beta_1 \frac{k_1 M}{p + k_1 M} \). Further, the remaining part of budget, i.e. \( (1 - k_1) M \) is used for vaccination coverage; the effective vaccination rate of susceptible individuals in the presence of budget is \( f_2(M) = \phi \frac{(1 - k_1) M}{q + (1 - k_1) M} \). Again, a saturated type of functional response is considered here because of the cost and efficacy of the vaccines. Moreover, the vaccine is not fully effective and it wears off after certain period of time. After recovery, the infected individuals are assumed to join the susceptible class again. Individuals in each class have natural mortality while the individuals in the infected class also experience disease induced death.

In view of above assumptions, a schematic diagram for the proposed system is depicted in Figure 1, and the model equations are written as follows:

\[
\begin{align*}
\frac{dS}{dt} &= \Lambda - \left( \beta - \beta_1 \frac{k_1 M}{p + k_1 M} \right) SI - \phi \frac{(1 - k_1) M}{q + (1 - k_1) M} S + \nu I + \delta V - dS, \\
\frac{dI}{dt} &= \left( \beta - \beta_1 \frac{k_1 M}{p + k_1 M} \right) SI - (\nu + \alpha + d) I, \\
\frac{dV}{dt} &= \phi \frac{(1 - k_1) M}{q + (1 - k_1) M} S - (\delta + d) V, \\
\frac{dM}{dt} &= rM \left( 1 - \frac{M}{K} \right) + \theta IM. \tag{1}
\end{align*}
\]

The initial conditions are assumed as,

\[ S(0) > 0, \quad I(0) \geq 0, \quad V(0) \geq 0, \quad M(0) \geq 0. \]
Figure 1. Schematic diagram for systems (1) and (16). Here, red colour denotes the impact of budget allocation in reducing the transmission rate by making people aware about the disease whereas blue colour stands for the utilization of budget on vaccinating the susceptible individuals; time delay involved in per-capita growth rate of budget allocation due to increase in infected individuals is represented by cyan colour.

For the feasibility of system (1), we must have $\beta_1 < \beta$. All the parameters involved in system (1) are assumed to be positive, and their descriptions are given in Table 1.

As $S + I + V = N$, system (1) reduces to following equivalent system:

\[
\begin{align*}
\frac{dI}{dt} &= (\beta - \beta_1 \frac{k_1 M}{p + k_1 M}) (N - I - V) I - (\nu + \alpha + d) I, \\
\frac{dV}{dt} &= \phi \frac{(1 - k_1)M}{q + (1 - k_1)M} (N - I - V) - (\delta + d) V, \\
\frac{dN}{dt} &= \Lambda - dN - \alpha I, \\
\frac{dM}{dt} &= rM \left(1 - \frac{M}{K}\right) + \theta IM.
\end{align*}
\]  

(2)

Now onwards, we study the dynamics of system (2) in detail.

**Lemma 2.1:** The following set contains the region of attraction for the system (2) with initial conditions $I(0) \geq 0$, $V(0) \geq 0$, $N(0) > 0$ and $M(0) \geq 0$, and attracts all solutions initiating in the interior of positive orthant:

\[
\Omega = \left\{ (I, V, N, M) \in \mathbb{R}^4_+ : 0 \leq I, V \leq N \leq \frac{\Lambda}{d}, 0 \leq M \leq \frac{K}{r} \left( r + \theta \frac{\Lambda}{d} \right) = M_r \right\}.
\]
Table 1. Descriptions of parameters involved in system (1).

| Parameters | Descriptions                                      | Units         | Values     | Sources |
|------------|---------------------------------------------------|---------------|------------|---------|
| $\Lambda$ | Immigration into the class of susceptible         | person day$^{-1}$ | 2          | Assumed |
|           | population                                        |               |            |         |
| $\beta$   | Contact rate of susceptible with                  | person$^{-1}$day$^{-1}$ | 0.000024   | Assumed |
|           | infected individuals in absence of funds          |               |            |         |
| $\beta_1$ | Efficacy of budget allocation to reduce contact   | person$^{-1}$day$^{-1}$ | 0.000012   | [35]    |
|           | rate via propagating awareness                    |               |            |         |
| $k_1$     | Fraction of budget allocated to warn susceptibles| –             | 0.4        | Assumed |
|           | via propagating awareness                         |               |            |         |
| $p$       | Half saturation constant                          | dollar        | 50         | Assumed |
| $\phi$    | Vaccination rate among susceptible individuals    | day$^{-1}$    | 0.004      | Assumed |
|           | in the presence of budget allocation              |               |            |         |
| $q$       | Half saturation constant                          | dollar        | 150        | Assumed |
| $\delta$  | Rate of transfer of vaccinated individuals to      | day$^{-1}$    | 0.003      | Assumed |
|           | susceptible class due to ineffectiveness of vaccine|               |            |         |
| $\nu$     | Recovery rate of human population                 | day$^{-1}$    | 0.34       | [29]    |
| $\alpha$  | Disease-induced death rate of human population    | day$^{-1}$    | 0.0002     | Assumed |
| $d$       | Natural death rate of human population            | day$^{-1}$    | 0.00004    | [17]    |
| $r$       | Intrinsic growth rate of budget allocation        | day$^{-1}$    | 0.5        | Assumed |
| $K$       | Carrying capacity of budget allocation            | dollar        | 500        | Assumed |
| $\theta$  | Per-capita growth rate of budget allocation due    | person$^{-1}$day$^{-1}$ | 0.0005    | Assumed |
|           | to increase in infected individuals               |               |            |         |

3. Mathematical analysis of system (2)

3.1. Equilibrium analysis

System (2) exhibits four non-negative equilibria, which are listed as follows.

(1) The disease and budget-free equilibrium (DBFE) $E_1 = (0, 0, \Lambda/d, 0)$, which always exists.

(2) The budget-free endemic equilibrium (BFEE) $E_2 = (I_2, 0, N_2, 0)$, where

$$I_2 = \frac{\beta \Lambda - d(\nu + \alpha + d)}{\beta(\alpha + d)}, \quad N_2 = \frac{\beta \Lambda + \alpha(\nu + \alpha + d)}{\beta(\alpha + d)}.$$  

The equilibrium $E_2$ exists provided $R_0 > 1$, where

$$R_0 = \frac{\beta \Lambda}{d(\nu + \alpha + d)}.$$  

(3) The disease-free equilibrium (DFE) $E_3 = (0, V_3, \Lambda/d, K)$, where

$$V_3 = \frac{\phi \Lambda}{d q + (1 - k_1)K} \left[ \frac{\phi (1 - k_1)K}{q + (1 - k_1)K} + \delta + d \right]^{-1}.$$  

This equilibrium always exists.

(4) The interior equilibrium (IE) $E^* = (I^*, V^*, N^*, M^*)$, where the values of $I^*$, $V^*$, $N^*$ and $M^*$ are positive solutions of the equilibrium equations of system (2).
From the third equilibrium equation of system (2), we get

\[ N = \frac{\Lambda - \alpha I}{d} \]  \hspace{1cm} (5)

From the last equilibrium equation of system (2), we have

\[ M = \frac{K}{r} (r + \theta I). \]  \hspace{1cm} (6)

We have,

\[ g(I) = \frac{(1 - k_1)M}{q + (1 - k_1)M} = \frac{(1 - k_1)K(r + \theta I)}{qr + (1 - k_1)K(r + \theta I)}. \]  \hspace{1cm} (7)

Note that,

\[ g'(I) = \frac{qr(1 - k_1)K\theta}{[qr + (1 - k_1)K(r + \theta I)]^2} > 0. \]

Using Equations (5)–(7) in the second equilibrium equation of system (2), we get

\[ V = \frac{\phi g(I)[\Lambda - (\alpha + d)I]}{d(\phi g(I) + \delta + d)}. \]  \hspace{1cm} (8)

Now, using Equations (5), (6) and (8) in the first equilibrium equation of system (2), we get

\[ F(I) = \left( \beta - \beta_1 \frac{k_1 K(r + \theta I)}{pr + k_1 K(r + \theta I)} \right) \frac{(\delta + d)[\Lambda - (\alpha + d)I]}{d(\phi g(I) + \delta + d)} \]

\[ - (v + \alpha + d) = 0. \]  \hspace{1cm} (9)

Form Equation (9), we observe that

(a) \( F(0) = \left( \beta - \beta_1 \frac{k_1 K}{p + k_1 K} \right) \frac{\Lambda(\delta + d)}{d} \left[ \phi \frac{(1 - k_1)K}{q + (1 - k_1)K} + \delta + d \right]^{-1} \]

\[ - (v + \alpha + d), \]

which is positive provided \( R_{av} > 1 \), where \( R_{av} \) is defined in (10).

(b) \( F\left(\frac{\Lambda}{\alpha + d}\right) = -(v + \alpha + d) < 0. \)

(c) \( F'(I) < 0 \) for all \( I \in \left(0, \frac{\Lambda}{\alpha + d}\right)\).

Thus, \( F(I) = 0 \) has a unique positive root, say \( I^* \) in the open interval \( \left(0, \frac{\Lambda}{\alpha + d}\right) \) provided \( R_{av} > 1 \). Now, using this positive value of \( I = I^* \) in Equations (5), (6) and (8), we can obtain the positive values of \( N^*, M^* \) and \( V^* \), respectively.
3.2. Basic reproduction number

To obtain the basic reproduction number ($R_{av}$) of model system (2), we use next generation matrix approach [12]. The new infection terms ($F(x)$) and transition terms ($V(x)$) of system (2) are, respectively, given by

$$F(x) = \begin{pmatrix} (β - β_1 \frac{k_1M}{p + k_1M}) (N - I - V)I \\ 0 \\ 0 \\ 0 \end{pmatrix},$$

$$V(x) = \begin{pmatrix} -\phi (1 - k_1)M (N - I - V) + (δ + d)I \\ -\phi (1 - k_1)M (N - I - V) + (δ + d)I \\ -\phi (1 - k_1)M (N - I - V) + (δ + d)I \\ -\phi (1 - k_1)M (N - I - V) + (δ + d)I \end{pmatrix}.$$

The Jacobian matrix of $F(x)$ and $V(x)$ at the disease-free equilibrium $E_3$ is obtained as,

$$F = \begin{pmatrix} (β - β_1 \frac{k_1K}{p + k_1K}) \Lambda \delta + d \\ \phi (1 - k_1)K + \delta + d \\ 0 \\ 0 \end{pmatrix},$$

$$V = \begin{pmatrix} \frac{v + α + d}{q + (1 - k_1)K} \frac{(1 - k_1)K}{q + (1 - k_1)K} + \delta + d \\ -\phi (1 - k_1)K \frac{q + (1 - k_1)K}{d} \\ 0 \\ 0 \end{pmatrix}.$$

Therefore, the basic reproduction number $R_{av} = \max\{|\psi| : \psi \in \rho(FV^{-1})\}$ is spectral radius of the matrix $FV^{-1}$ and is obtained as,

$$R_{av} = \left(β - β_1 \frac{k_1K}{p + k_1K} \frac{\Lambda(δ + d)}{d(v + α + d)} \left[\frac{\phi (1 - k_1)K}{q + (1 - k_1)K} + \delta + d\right]^{-1} \right).$$

**Remark 3.1:** The quantity $R_0$ is known as basic reproduction number in the absence of budget, which is defined as the number of secondary infectives produced by an infected
individual during his/her whole infectious period in entirely susceptible population. The equilibrium \( E_2 \) captures the dynamics of simple SIS model with immigration in the absence of vaccination and awareness through budget allocation. In the absence of funds if \( R_0 > 1 \), there exists a unique budget-free endemic equilibrium, i.e. infection persists in the population if on average an infected individual infects more than one susceptible individual during his/her whole infectious period. Allocation of budget to warn people and vaccination coverage reduces the epidemic threshold. Note that \( R_{av} < R_0 \), emphasizing the role of vaccination coverage and awareness to control the spread of disease. From the expressions of \( R_0 \) and \( R_{av} \), it may be observed that the combined effects of vaccination and awareness through budget allocation are helpful in reducing the epidemic threshold.

**Remark 3.2:** We note that \( \frac{dI^*}{dk_1} < 0 \) provided

\[
\mathcal{H}_1 - \mathcal{H}_2 = \left\{ \begin{array}{c}
\frac{\beta_1 p}{(pr + k_1 K (r + \theta I^*))^2} \\
- \frac{\phi q \left( \beta - \beta_1 \frac{k_1 K (r + \theta I^*)}{pr + k_1 K (r + \theta I^*)} \right)}{(qr + (1 - k_1) K (r + \theta I^*)) (qr + (1 - k_1) K (r + \theta I^*))} \end{array} \right\} > 0.
\]

This implies that the equilibrium number of infected individuals decreases as the budget allocation to warn people via propagating awareness \( (k_1) \) increases. Further, we find that \( \frac{dI^*}{dk_1} > 0 \), i.e. \( \frac{dI^*}{d(1 - k_1)} < 0 \) if \( \mathcal{H}_1 - \mathcal{H}_2 < 0 \). This tells that with increments in the budget allocation for vaccination coverage, the equilibrium number of infected individuals decline.

### 3.3. Local stability analysis

The local stability conditions of equilibria \( E_1, E_2, E_3 \) and \( E^* \) are stated in the following theorem.

**Theorem 3.1:** (1) The equilibrium \( E_1 \) is always feasible and unstable.
(2) The equilibrium \( E_2 \) is feasible if \( R_0 > 1 \) and is unstable.
(3) The equilibrium \( E_3 \) is always feasible and is locally asymptotically stable if \( R_{av} < 1 \), whereas it is unstable if \( R_{av} > 1 \).
(4) The equilibrium \( E^* \) is feasible if \( R_{av} > 1 \) and is locally asymptotically stable provided the following condition holds

\[
A_3 (A_1 A_2 - A_3) - A_1^2 A_4 > 0,
\]

where \( A_i \)'s are defined in the proof.

For proof of this theorem, see Appendix 1.
3.4. Direction of bifurcation at $R_{av} = 1$

From Theorem 3.1, it is clear that if we consider $R_{av}$ as a bifurcation parameter, then at $R_{av} = 1$ there is an exchange of stability properties between the equilibria $E_3$ and $E^*$. This is a clear indication of the presence of a transcritical bifurcation when $R_{av} = 1$. In order to investigate the nature of bifurcation involving equilibrium $E_3$ at $R_{av} = 1$, we employ central manifold theory [9].

On introducing the new variables, $x_1 = I$, $x_2 = V$, $x_3 = N$, $x_4 = M$ and $\beta$ as a bifurcation parameter, the model system (2) can be written as:

\[
\begin{align*}
\frac{dx_1}{dt} &= \left( \beta - \beta_1 \frac{k_1 x_4}{p + k_1 x_4} \right) \left( x_3 - x_2 - x_1 \right) - (\nu + \alpha + d)x_1, \\
\frac{dx_2}{dt} &= \phi \frac{(1 - k_1)x_4}{q + (1 - k_1)x_4} \left( x_3 - x_2 - x_1 \right) - (\delta + d)x_2, \\
\frac{dx_3}{dt} &= \Lambda - dx_3 - \alpha x_1, \\
\frac{dx_4}{dt} &= r_4 \left( 1 - \frac{x_4}{K} \right) + \theta x_1 x_4.
\end{align*}
\]

(12)

At $R_{av} = 1$, we note that

$$\beta = \beta^* = \beta_1 \frac{k_1K}{p + k_1K} + \frac{d(\nu + \alpha + d)}{\Lambda(\delta + d)} \left( \phi \frac{(1 - k_1)K}{q + (1 - k_1)K} + \delta + d \right)$$

and the disease-free equilibrium of the model system (2) is

$$x_0 = (x_{10}, x_{20}, x_{30}, x_{40}) = \left( 0, \frac{\phi \Lambda (1-k_1)K}{q + (1-k_1)K}, \frac{\Lambda}{d}, K \right).$$

The linearized matrix of the model system (12) around the disease-free equilibrium $x_0$ at $\beta = \beta^*$ is

$$J_{x_0}(\beta^*) = \begin{pmatrix}
0 & -\phi \frac{(1 - k_1)K}{q + (1 - k_1)K} & 0 & 0 \\
\frac{\phi \Lambda (1-k_1)K}{q + (1-k_1)K} & 0 & \phi \frac{(1 - k_1)K}{q + (1 - k_1)K} & -d \\
-\alpha & 0 & -d & 0 \\
\theta K & 0 & -r & 0 \\
\end{pmatrix}$$

Note that $J_{x_0}(\beta^*)$ has an eigenvalue zero when $R_{av} = 1$, and it is a simple eigenvalue and all other eigenvalues are negative. The right eigenvector corresponding to zero eigenvalue
at \((x_0, \beta^*)\) is denoted by \(w = (w_1, w_2, w_3, w_4)^T\), where

\[
w_1 = 1, \quad w_2 = \frac{1}{\left(\frac{\phi_1 (1-k_1)K}{q+(1-k_1)K} + \delta + d\right)} \left\{ \frac{\theta K}{r} \left( \frac{\phi_1 (1-k_1)q\Lambda (\delta + d)}{d(q+(1-k_1)K)^2 \left(\frac{\phi_1 (1-k_1)K}{q+(1-k_1)K} + \delta + d\right)} \right) \right. \\
- \left(1 + \frac{\alpha}{d}\right) \frac{\phi_1 (1-k_1)K}{q+(1-k_1)K} \right\}, \quad w_3 = -\frac{\alpha}{d}, \quad w_4 = \frac{\theta K}{r}.
\]

Further, the left eigenvector of \(J_{x_0}(\beta^*)\) corresponding to zero eigenvalue satisfying \(w^Tv = 1\) is given by \(v = (v_1, v_2, v_3, v_4)^T\), where \(v_1 = 1, v_2 = 0, v_3 = 0, v_4 = 0\).

To determine the local dynamics of system (12), we apply the result of Theorem 4.1 given in [9]. For this, we calculate the values of

\[
a = \sum_{k,i,j=1}^4 v_kw_iw_j \frac{\partial^2 f_k}{\partial x_i \partial x_j}(x_0, \beta^*), \quad b = \sum_{k,i=1}^4 v_kw_i \frac{\partial^2 f_k}{\partial x_i \partial \beta}(x_0, \beta^*).
\]

After algebraic manipulations, we get

\[
a = \frac{-2(\delta + d) \left(\beta^* - \beta_1 \frac{k_1K}{p+k_1K}\right)}{\left(\frac{\phi_1 (1-k_1)K}{q+(1-k_1)K} + \delta + d\right)} \left[ \frac{\phi_1 (1-k_1)q\Lambda \theta K}{rd(q+(1-k_1)K)^2 \left(\frac{\phi_1 (1-k_1)K}{q+(1-k_1)K} + \delta + d\right)} \right] + 1 + \frac{\alpha}{d} \\
+ \frac{\beta_1k_1p\Lambda \theta K}{rd(p+k_1K)^2 \left(\beta^* - \beta_1 \frac{k_1K}{p+k_1K}\right)}, \quad b = \frac{\Lambda}{d} \left( \frac{\delta + d}{\phi_1 (1-k_1)K} \right).
\] (13)

The previous considerations allow us to state the following theorem.

**Theorem 3.2:** Consider model (2) and let \(a\) and \(b\) as given by (13), where \(a < 0\) and \(b > 0\). The local dynamics of system (2) around the equilibrium \(E_3\) can be stated as ‘when \(R_{av} < 1\) with \(R_{av} \approx 1\), the equilibrium \(E_3\) is locally asymptotically stable, and there exists a negative unstable equilibrium \(E^*\); when \(R_{av} > 1\) with \(R_{av} \approx 1\), the equilibrium \(E_3\) is unstable, and there exists a positive locally asymptotically stable equilibrium \(E^*\). That is, at \(R_{av} = 1\), system (2) undergoes a supercritical (or forward) bifurcation.

**Proof:** It follows from [9] Theorem 4.1 pp. 373, and Remark 1 pp. 375.

### 3.5. Global stability

In this section, we present the result of global stability of the interior equilibrium \(E^*\) using the Lyapunov’s direct method by defining a suitable scalar valued positive definite function known as Lyapunov’s function. In order to show the global stability of equilibrium \(E^*\), we have the following theorem.
Theorem 3.3: The interior equilibrium $E^*$, if feasible, is globally asymptotically stable in the region $\Omega$, if the following conditions hold.

$$\frac{\beta_1 k_1 \Lambda}{dp + k_1 M^*} < \frac{r}{3K\theta} \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right), \quad (14)$$

$$\left[ \frac{\phi(1 - k_1)M^*}{\phi(1 - k_1)M^* + (\delta + d)(q + (1 - k_1)M^*)} \right]^2$$

$$< \frac{1}{4} \min \left\{ \frac{1}{\alpha}, \frac{D_3 r}{4} \frac{p + k_1 M^*}{\beta p + (\beta - \beta_1)k_1 M^*} \left[ \frac{dM^*}{\Lambda} \right]^2 \right\}. \quad (15)$$

For proof of this theorem, see Appendix 2.

Remark 3.3: From condition (14), we may note that the per-capita growth rate of budget allocation due to prevalence of disease ($\theta$) may have destabilizing effect over the system. It is observed that on increasing the value of $\theta$, the local stability condition (11) is violated. Thus, there is possibility of Hopf-bifurcation as the value of $\theta$ crosses a threshold value and interior equilibrium becomes unstable, which leads to onset of periodic oscillations.

3.6. Existence of Hopf-bifurcation

In this section, we show the existence of Hopf-bifurcation around the interior equilibrium $E^*$ by taking per capita growth rate of budget allocation due to increase in infected individuals ($\theta$) as a bifurcation parameter, keeping remaining parameters fixed. In this regard, we have the following theorem.

Theorem 3.4: System (2) undergoes Hopf-bifurcation around the interior equilibrium $E^*$ if there exists $\theta = \theta_c$ such that,

1) $A_3(\theta_c)(A_1(\theta_c)A_2(\theta_c) - A_3(\theta_c)) - A_3^2(\theta_c)A_4(\theta_c) = 0$,

2) $\left[ \frac{d}{d\theta} \left( A_3(A_1A_2 - A_3) - A_3^2A_4 \right) \right]_{\theta=\theta_c} \neq 0$

and all other eigenvalues have negative real parts.

For proof of this theorem, see Appendix 3.

3.7. Stability and direction of Hopf-bifurcation

In this section, we state the result for the direction and stability of bifurcating periodic solutions around the interior equilibrium $E^*$. In this regard, we have the following theorem [23].

Theorem 3.5: (1) The Hopf-bifurcation is supercritical or subcritical if $\mu_2 > 0$ or $\mu_2 < 0$, and the bifurcating periodic solutions exist for $\theta > \theta_c$ or $\theta < \theta_c$.

(2) The bifurcating periodic solutions are stable or unstable according to $\beta_2 < 0$ or $\beta_2 > 0$. 
The period of the bifurcating periodic solutions increases or decreases according to $T_2 > 0$ or $T_2 < 0$.

Following the similar procedure as described in [23, 34], we can prove above theorem.

4. Effect of time delay in per-capita growth rate of budget allocation

In model system (2), it is assumed that the per-capita growth rate of budget allocation for vaccination and awareness programme is proportional to the number of infected individuals at present. However, it may be noted that the number of infected individuals reported to government may be sometimes old and increment in the per-capita growth rate of budget allocation for vaccination and awareness programs depends upon these data, which leads to incorporation of intrinsic time delay in per-capita growth rate of budget allocation due to increase in infected individuals. In order to address this, we have considered that at time $t$, the per-capita growth rate of budget allotted to warn people and for vaccination coverage is in accordance with number of infected individuals reported at time $t - \tau$ (for some $\tau > 0$). Under this consideration, system (2) takes the following form:

\[
\begin{align*}
\frac{dI}{dt} &= \left( \beta - \beta_1 \frac{k_1 M}{p + k_1 M} \right) (N - I - V) - (\nu + \alpha + d) I, \\
\frac{dV}{dt} &= \frac{\phi (1 - k_1) M}{q + (1 - k_1) M} (N - I - V) - (\delta + d) V, \\
\frac{dN}{dt} &= \Lambda - dN - \alpha I, \\
\frac{dM}{dt} &= rM \left( 1 - \frac{M}{K} \right) + \theta I(t - \tau) M.
\end{align*}
\]

Initial conditions for system (16) takes the form

\[ I(\varphi) = \xi_{11}(\varphi), \quad V(\varphi) = \xi_{12}(\varphi), \quad N(\varphi) = \xi_{13}(\varphi), \quad M(\varphi) = \xi_{14}(\varphi), \quad -\tau \leq \varphi \leq 0, \quad (17) \]

where $\xi = (\xi_{11}, \xi_{12}, \xi_{13}, \xi_{14}) \in C_+$ such that $\xi_{1i}(\varphi) \geq 0$, $i = 1, 2, 3, 4 \forall \varphi \in [-\tau, 0]$ and $C_+([-\tau, 0], \mathbb{R}_{+0}^4)$ be the Banach space of continuous functions mapping the interval $[-\tau, 0]$ into $\mathbb{R}_{+0}^4$. Denote norm of an element $\xi \in C_+$ by $||\xi|| = \sup\{||\xi_{11}(\varphi)||, ||\xi_{12}(\varphi)||, ||\xi_{13}(\varphi)||, ||\xi_{14}(\varphi)||\}, -\tau \leq \varphi \leq 0$.

5. Stability analysis in the presence of time delay

First, we linearized the model system (16) about the equilibrium $E^*$ by using the transformations $I = I^* + i(t)$, $V = V^* + v(t)$, $N = N^* + n(t)$ and $M = M^* + m(t)$. The linearized system about the equilibrium $E^*$ is given as follows:

\[ \frac{dY}{dt} = M_1 Y(t) + M_2 Y(t - \tau). \quad (18) \]
where

\[
M_1 = \begin{pmatrix}
-m_{11} & -m_{12} & m_{13} & -m_{14} \\
-m_{21} & -(m_{21} + \delta + d) & m_{23} & m_{24} \\
-\alpha & 0 & -d & 0 \\
0 & 0 & 0 & -\frac{r}{K} M^*
\end{pmatrix},
\]

\[
M_2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\theta M^* & 0 & 0 & 0
\end{pmatrix},
\]

\[
Y(\cdot) = \begin{pmatrix}
i(\cdot) \\
v(\cdot) \\
n(\cdot) \\
m(\cdot)
\end{pmatrix},
\]

with

\[
m_{11} = m_{12} = m_{13} = \left(\beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*}\right) I^*,
\]

\[
m_{14} = \beta_1 k_1 p(N^* - I^* - V^*) I^* \left(\frac{p + k_1 M^*}{(p + k_1 M^*)^2}\right)
\]

\[
m_{21} = m_{23} = \frac{\phi(1 - k_1) M^*}{q + (1 - k_1) M^*},
\]

\[
m_{24} = \frac{\phi(1 - k_1) q(N^* - I^* - V^*)}{[q + (1 - k_1) M^*]^2}.
\]

Here, \(i(t), v(t), n(t)\) and \(m(t)\) are small perturbations around the equilibrium \(E^*\).

The characteristic equation for the linearized system (18) is obtained as,

\[
D(\zeta, \tau) = \zeta^4 + p_1 \zeta^3 + p_2 \zeta^2 + p_3 \zeta + p_4 + (q_0 \zeta^2 + q_1 \zeta + q_2)e^{-\zeta \tau} = 0,
\]

where

\[
p_1 = m_{11} + m_{21} + \delta + 2d + \frac{rM^*}{K},
\]

\[
p_2 = m_{11}(\alpha + \delta + 2d) + d(m_{21} + \delta + d) + \frac{rM^*}{K}(m_{11} + m_{21} + \delta + 2d),
\]

\[
p_3 = m_{11}(\alpha + d)(\delta + d) + \frac{rM^*}{K}[m_{11}(\alpha + \delta + 2d) + d(m_{21} + \delta + d)],
\]

\[
p_4 = m_{11}(\alpha + d)(\delta + d) \frac{rM^*}{K},
\]

\[
q_0 = \theta M^* m_{14},
\]

\[
q_1 = \theta M^* [m_{11} m_{24} + m_{14}(m_{21} + \delta + 2d)],
\]

\[
q_2 = d\theta M^*[m_{11} m_{24} + m_{14}(m_{21} + \delta + d)].
\]

As equation (19) is transcendental in \(\zeta\), it would have infinitely many complex roots. The local stability of the interior equilibrium \(E^*\) will be determined by the signs of real parts of the roots of Equation (19), which is complicated in the presence of delay as for \(\tau > 0\), it has infinitely many roots. By Rouche’s theorem and continuity in \(\tau\), sign of roots of Equation (19) will change if the principal pair of roots cross the imaginary axis, i.e. Equation (19) has purely imaginary roots. Hence, putting \(\zeta = i\omega\ (\omega > 0)\) in Equation (19), and separating real and imaginary part, we have

\[
\omega^4 - p_2 \omega^2 + p_4 = -q_1 \omega \sin(\omega \tau) - (q_2 - q_0 \omega^2) \cos(\omega \tau),
\]

\[
p_1 \omega^3 - p_3 \omega = q_1 \omega \cos(\omega \tau) - (q_2 - q_0 \omega^2) \sin(\omega \tau).
\]
On squaring and adding Equations (20) and (21), and substituting $\omega^2 = \eta$, we get the following equation

$$H(\eta) \equiv \eta^4 + C_1\eta^3 + C_2\eta^2 + C_3\eta + C_4 = 0,$$  \hspace{1cm} (22)

where

$$C_1 = p_1^2 - 2p_2, \quad C_2 = p_2^2 - 2p_1p_3 + 2p_4 - q_0^2,$$
$$C_3 = p_3^2 - 2p_2p_4 - q_1^2 + 2q_0q_2, \quad C_4 = p_4^2 - q_2^2.$$

Now, we discuss the nature of roots of fourth degree polynomial equation in following cases.

$H1$: If all the coefficients $C_i$'s ($i = 1, 2, 3, 4$) in $H(\eta)$ are positive.

By Descartes’ rule of signs, Equation (22) has no positive real root. Thus, the characteristic equation (19) has no pair of purely imaginary roots for any $\tau > 0$. Thus, all the roots of Equation (19) lie in the left half of complex plane in the presence of delay (i.e. $\tau > 0$). In view of this, we have the following theorem.

**Theorem 5.1**: If condition ($H1$) is satisfied, then the interior equilibrium $E^*$, if feasible, is locally asymptotically stable for all $\tau > 0$ provided it is stable for $\tau = 0$.

$H2$: If not all the coefficients $C_i$'s ($i = 1, 2, 3, 4$) of Equation (22) are positive.

Using Descartes’ rule of signs, we have following conditions in which Equation (22) has a unique positive real root:

$$(D_1) \quad C_1 > 0, \quad C_2 > 0, \quad C_3 > 0, \quad C_4 < 0.$$
$$(D_2) \quad C_1 > 0, \quad C_2 > 0, \quad C_3 < 0, \quad C_4 < 0.$$
$$(D_3) \quad C_1 > 0, \quad C_2 < 0, \quad C_3 < 0, \quad C_4 < 0.$$
$$(D_4) \quad C_1 < 0, \quad C_2 < 0, \quad C_3 < 0, \quad C_4 < 0.$$

If any of the conditions $D_i$ ($i = 1, 2, 3, 4$) is satisfied, then Equation (19) has pair of purely imaginary roots $\pm i\omega_0$. Thus, corresponding to positive values of $\omega_0$, from transcendental Equations (20) and (21), we have

$$\tan(\omega_0 \tau) = \frac{\Theta_1}{\Theta_2},$$

where

$$\Theta_1 = (\omega_0^4 - p_2\omega_0^2 + p_4)q_1\omega_0 + (p_1\omega_0^3 - p_3\omega_0)(q_2 - q_0\omega_0^2),$$
$$\Theta_2 = (\omega_0^4 - p_2\omega_0^2 + p_4)(q_2 - q_0\omega_0^2) - q_1\omega_0(p_1\omega_0^3 - p_3\omega_0).$$

Thus, the value of $\tau_k$ corresponding to positive values of $\omega_0$ may be obtained as follows:

$$\tau_k = \frac{k\pi}{\omega_0} + \frac{1}{\omega_0} \tan^{-1} \left( \frac{\Theta_1}{\Theta_2} \right),$$

for $k = 0, 1, 2, 3, \ldots$
Regarding transversality condition, we have the following lemma.

**Lemma 5.2**: Suppose (H2) holds, then the following transversality condition is satisfied:

\[ \text{sgn} \left[ \text{Re} \left( \frac{d\xi}{d\tau} \right) \right]_{\tau=\tau_0} > 0. \]

Following the similar procedure as described in [35, 43], we can prove this lemma.

Now, we have the following result.

**Theorem 5.3**: If the condition (11) holds and any of the conditions \((D_i)\) \((i = 1−4)\) is satisfied, the interior equilibrium \(E^*\) is locally asymptotically stable for \(\tau \in [0, \tau_0)\) and becomes unstable for \(\tau > \tau_0\). The model system (16) undergoes supercritical Hopf-bifurcation when \(\tau = \tau_0\), yielding family of periodic solutions bifurcating from the equilibrium \(E^*\) as \(\tau\) crosses a threshold value \(\tau_0\) [19].

**Remark 5.1**: If none of the conditions \((D_i)\) \((i = 1, 2, 3, 4)\) holds, then Equation (22) may have more than one positive real roots. As a result, Equation (19) may have more than one pair of purely imaginary roots and the system may posses a finite number of stability switches as delay parameter \(\tau\) increases.

**H3**: Analytically, it is not easy to find the exact condition in which Equation (22) has two positive real roots, i.e. Equation (19) has two pairs of purely imaginary roots. So, we discuss the result numerically in which Equation (22) has two positive real roots. Numerically, it is obtained that Equation (22) has two positive real roots \(\eta^+\) (corresponding to \(\omega^+_4\)) and \(\eta^-\) (corresponding to \(\omega^-_2\)) where \(\eta^+ > \eta^-\), i.e. the characteristic equation (19) has two pairs of purely imaginary roots \(\pm i\omega_\pm\). For these positive values of \(\omega_\pm\), from transcendental equations (20) and (21), we obtain positive values of \(\tau^\pm_k\) as follows:

\[
\tau^\pm_k = \frac{(2k + 1)\pi}{\omega_\pm} + \frac{1}{\omega_\pm \tan^{-1} \left[ \frac{(\omega^4_\pm - p_2\omega^2_\pm + p_4)q_1\omega_\pm + (p_1\omega^3_\pm - p_3\omega_\pm)(q_2 - q_0\omega^2_\pm)}{(\omega^4_\pm - p_2\omega^2_\pm + p_4)(q_2 - q_0\omega^2_\pm) - q_1\omega_\pm(p_1\omega^3_\pm - p_3\omega_\pm)} \right]}, \tag{23}
\]

for \(k = 0, 1, 2, \ldots\). Using Buttlar’s lemma [16], we can say that the equilibrium \(E^*\) of model system (16) remains stable for \(\tau < \tau^+_k\) and unstable for \(\tau < \tau^-_k\).

Now, we explore whether the Hopf-bifurcation occurs or not as \(\tau\) passes through \(\tau^\pm_k\). For this, we have the following lemma.

**Lemma 5.4**: If Equation (22) has two positive real roots, then the following transversality conditions are satisfied:

\[ \text{sgn} \left[ \text{Re} \left( \frac{d\xi}{d\tau} \right) \right]_{\tau=\tau^+_k} > 0, \quad \text{sgn} \left[ \text{Re} \left( \frac{d\xi}{d\tau} \right) \right]_{\tau=\tau^-_k} < 0. \]

Following the similar procedure as described in [35, 43], we can prove this lemma.
Thus, in connection with Hopf-bifurcation of functional differential equation [28], we have the following theorem.

**Theorem 5.5:** If Equation (22) has two positive real roots and condition (11) is satisfied, then there exists a positive integer \( m \) such that there are \( m \) switches from stability to instability and eventually the system (16) becomes unstable. More precisely, if \( \tau \in [0, \tau^+_0), (\tau^-_0, \tau^+_0), (\tau^-_1, \tau^+_1), \ldots, (\tau^-_{m-1}, \tau^+_m), (\tau^-_m, \tau^+_m) \), the equilibrium \( E^* \) is stable while it is unstable for \( \tau \in (\tau^+_0, \tau^-_0), (\tau^-_1, \tau^+_1), \ldots, (\tau^-_{m-1}, \tau^-_m) \).

### 6. Numerical simulation

Here, we present numerical simulations of systems (1) and (16) by taking hypothetical parameter values chosen within the ranges prescribed in the previous published papers [17, 29, 35, 43]. Unless otherwise mentioned, the parameter values are given in Table 1. For this set of parameter values, the condition for the feasibility of interior equilibrium \( E^* \) (i.e. \( R_{av} > 1 \)) and stability condition (11) are satisfied. The components of the interior equilibrium \( E^* \) are obtained as,

\[ I^* = 338.7390, \quad V^* = 23469.2294, \quad N^* = 48306.3048, \quad M^* = 669.3695. \]

The eigenvalues of Jacobian matrix evaluated at interior equilibrium \( E^* \) for the system (2) are obtained as \(-0.65939, -0.01031 \pm 0.00613i \) and \(-0.00006; \) two eigenvalues are negative whereas the other two eigenvalues are with negative real parts, which shows that the interior equilibrium \( E^* \) is locally asymptotically stable. The basic reproduction number in the absence of budget is found to be \( R_0 = 3.53 \) whereas the basic reproduction number in the presence of budget is \( R_{av} = 1.13 \), showing that the epidemic threshold decreases in the presence of vaccination and awareness through budget allocation. As \( R_{av} > 1 \), disease always persists in the system. Further, for the parameter values given in Table 1, the critical values of \( \beta_1 \) and \( \phi \) are, respectively, found to be \( \beta_1 < 0.000014 \) and \( \phi < 0.005089 \). Thus, there is possibility of disease eradication only if \( R_{av} < 1 \) which can be achieved for \( \beta_1 > \beta_1 \) or \( \phi > \phi \). Therefore, the control measures must focus to reach the latter goal.

### 6.1. Sensitivity analysis

We determine normalized forward sensitivity indices of \( R_{av}, \beta_1 \) and \( \phi \) to see the influence of model parameters on \( R_{av}, \beta_1 \) and \( \phi \) [44]. The normalized forward sensitivity index of variable to a parameter is a ratio of the relative change in the variable to relative change in the parameter, i.e. the normalized forward sensitivity index of a variable \( \gamma \) that depends differentially on a parameter \( \delta \) is defined as:

\[ X^\gamma_\delta = \frac{\partial\gamma}{\partial\delta} \times \frac{\delta}{\gamma} \quad [31]. \]

We fix \( \alpha = 0.02 \) and keep rest of the parameters at the same values as in Table 1. In Figure 2(a–c), we plot the normalized forward sensitivity indices to each parameter involved in the expressions of \( R_{av}, \beta_1 \) and \( \phi \), respectively. From these figures, it may be noted that the values of \( R_{av}, \beta_1 \) and \( \phi \) increase with increase in the values of the parameters \( \Lambda, \beta \) and \( \delta \) as these parameters have positive indices with \( R_{av}, \beta_1 \) and \( \phi \). On the other hand, from Figure 2(a), it is evident that the parameters \( \beta_1, \phi, K, \nu, \alpha \) and \( d \) possess negative indices with \( R_{av} \). In Figure 2(b), the parameters having negative indices with \( \beta_1 \) are \( \phi, K, \nu, \alpha \) and \( d \) whereas from Figure 2(c),
it is easy to note that the parameters having negative indices with \( \phi_c \) are \( \beta_1 \), \( K \), \( \nu \), \( \alpha \), and \( d \). The increment in parameters having negative indices result in decline in the values of \( R_{av} \), \( \beta_1 \), and \( \phi_c \). From Figure 2(a–c), we observe that the parameter \( \beta \) is most sensitive for \( R_{av} \), \( \beta_1 \), and \( \phi_c \). The sensitivity indices give that increase in the parameter \( \beta \) by 1% will result in 1.67%, 2.29% and 3.33% increase in the values of \( R_{av} \), \( \beta_1 \), and \( \phi_c \), respectively. Note that our objective is to prefer the lower values of \( R_{av} \), \( \beta_1 \), and \( \phi_c \) as they enhance the possibility of disease eradication. Therefore, increment in parameters \( \beta \), \( \Lambda \) and \( \delta \) must be preventable by all means, while increase in \( \beta_1 \), \( \phi \), \( K \), \( \nu \), \( \alpha \), \( d \) should instead be favoured. Thus, for disease eradication, any external measures by government officials and policy makers must focus to prevent an increase in the parameters having positive indices with basic reproduction number (\( R_{av} \)), critical threshold of efficacy of budget allocation to reduce the contact rate via propagating awareness (\( \beta_1 \)) and critical threshold of vaccination rate among susceptible individuals in the presence of budget allocation (\( \phi_c \)) whereas the parameter having negative indices should be stimulated by all means.

Now, following the method of [5, 39], we determine semi-relative sensitivity solutions for the infective population and budget allocation with respect to some important parameters: \( \beta \), \( \beta_1 \), \( \phi \) and \( \theta \). Let us denote \( X_w \) as the sensitivity function of a state variable \( X \) with respect to a parameter \( w \), i.e., \( X_w(t, w) = \frac{\partial}{\partial w} X(t, w) \). The semi-relative sensitivity solutions (i.e., \( wX_w(t, w) \)), determine the change that doubling of a parameter yields in the value of
Figure 3. Semi-relative sensitivity solutions for infective population ($I$) and budget allocation ($M$) with respect to the parameters $\beta$, $\beta_1$, $\phi$ and $\theta$. Parameters are at the same values as in Table 1.

6.2. Impacts of key parameters on $R_{av}$, $\beta_1c$ and $\phi_c$

To explore the impacts of three important control parameters – the efficacy of budget allocation to reduce the contact rate ($\beta_1$), the vaccination rate among susceptible individuals in the presence of budget allocation ($\phi$) and carrying capacity of budget allocation ($K$), on the epidemic threshold ($R_{av}$), we have drawn contour plots in Figure 4(a–b). From these contour plots, it is evident that for small values of $\beta_1$, $\phi$ and $K$, the value of basic reproduction number ($R_{av}$) is higher; however upon increasing the values of these control parameters above a threshold value, the epidemic threshold ($R_{av}$) can be drawn below unity. Thus, using these figures, the requisite value of these parameters for attaining disease-free equilibrium can be computed. It is inferred that the epidemic threshold can be driven to disease free zone in the presence of allocation of budget for vaccination and awareness programs and thus can significantly reduce the burden of disease. Next, we plot the critical values $\beta_1c$,
Figure 4. Contour plots of the basic reproduction number ($R_{av}$) with respect to (a) $\beta_1$ and $K$, and (b) $\phi$ and $K$. The dashed blue line represents $R_{av} = 1$. Rest of the parameters are at the same values as in Table 1.

Figure 5. Contour plots of (a) $\beta_1$ with respect to $\phi$ and $\delta$, and (b) $\phi_c$ with respect to $\beta_1$ and $\delta$. Rest of the parameters are at the same values as in Table 1.

and $\phi_c$, Figure 5. From these contour plots, it is inferred that the values of $\beta_1$ and $\phi_c$ can be reduced with increase in the values of $\phi$ and $\beta_1$, respectively, whereas increase in the parameter $\delta$ leads to rise in the values of $\beta_1$ and $\phi_c$.

6.3. Impacts of important parameters on disease control

In Figure 6, we plot the infective population by varying two parameters at a time viz. $(\beta_1, p)$, $(\phi, q)$, $(K, \delta)$ and $(\theta, \delta)$. In the figures, surfaces represent the equilibrium level of infective population or the maximum and minimum values of infective population when they oscillate. From Figure 6(a,b), it is inferred that there is rapid decline in infective cases with the increase in efficacy of budget allocation to reduce the contact rate via propagating awareness and vaccination rate among susceptible individuals in the presence of budget whereas infective population increases with the increase in the values of $p$ and $q$. This is because the contact rate between susceptible and infected individuals increases and vaccination
rate in the presence of budget decreases with the increase in the values of these parameters. From Figure 6(c,d), it can be easily seen that the infective population increases very fast due to ineffectiveness of vaccine which can be prevented via continuous propagation of vaccination coverage. On the other hand, there is rapid decline in infective cases with increase in the per-capita growth rate of budget allocation due to increase in infected individuals and carrying capacity of budget allocation. Thus, to suppress the burden of disease among the community, budget allocation must be increased for vaccination and awareness programs.

In Figure 7, we plot the number of infected individuals with respect to time for different values of $\beta_1$ and $\phi$, keeping the rest of the parameters at the same values as in Table 1. First, we choose $\beta_1 = \phi = 0$, i.e. when individuals do not take any protective measures to avoid their contacts with infected individuals and there is no vaccination coverage in the region; we find that the equilibrium number of infectives is very high in such case. Next, we assume that the individuals started to adopt precautionary measures to avoid their contacts with infected individuals in the presence of budget allocation to warn people but there is no vaccination coverage in the region. In this case, the number of infectives is found to attain a lower equilibrium level than in the previous case. A substantial decrease in infected population is noted if there is continuous growth in vaccination coverage in the presence of budget despite of the fact that the efficacy of budget allocation to reduce the contact rate via propagating awareness is zero. Further, we consider that the individuals effectively
adopt the protective measures to avoid their contact with infected individuals in the presence of awareness and there is continuous growth in vaccination coverage in the presence of budget allocation; due to this combined effects of vaccination and awareness among the individuals, the equilibrium number of infectives decreases to a much lower value. Finally, we see that the equilibrium level of infective becomes zero if there is continuous augmentation in vaccination coverage at higher rate and/or the individuals effectively adopt all precautionary measures to avoid their contacts with infectives. Thus, the combined effects of vaccination coverage and awareness among the individuals regarding protective measures in the presence of budget allocation have potential to reduce the equilibrium number of infectives and can drive the system to disease-free zone.

In Figure 8(a–b), we have plotted the variation of infected population $I(t)$ with respect to time $t$ for different values of $k_1$ (when conditions $\mathcal{H}_1 > \mathcal{H}_2$ ($k_1 < k_{1c} = 0.4393$) and $\mathcal{H}_1 < \mathcal{H}_2$ ($k_1 > k_{1c}$) are satisfied) to determine the effect of the fraction of budget allocation used to warn people via propagating awareness and for vaccination coverage.

**Figure 7.** Effects of vaccination and awareness on the equilibrium level of infective population. Parameters are at the same values as in Table 1.

**Figure 8.** Variation of infected population $I(t)$ with respect to time $t$ for different values of $k_1$: (a) for $\mathcal{H}_1 > \mathcal{H}_2$ i.e. $k_1 < k_{1c} = 0.4393$ and (b) for $\mathcal{H}_1 < \mathcal{H}_2$ i.e. $k_1 > k_{1c}$. Rest of the parameters are at the same values as in Table 1.
Figure 9. Forward bifurcation diagram of system (2). Parameters are at the same values as in Table 1. Blue colour denotes stable disease-free equilibrium ($E_3$), red colour represents unstable disease-free equilibrium ($E_3$) and magenta colour stands for stable interior equilibrium ($E^*$).

From these figures, it is apparent that the equilibrium number of infected individuals decreases with the increase in fractional constant of budget allocation used to warn people via propagating awareness up to a threshold value i.e. $k_1 < k_1_c = 0.4393$ (when condition $H_1 > H_2$ is satisfied). In this case, fraction of budget allocation used to warn people via propagating awareness is responsible to reduce the equilibrium number of infected individuals. However, further increase in values of $k_1$ above a threshold value ($k_1 > k_1_c$), fraction of budget allocation used for vaccination coverage (i.e. $1 - k_1$) is responsible to reduce the equilibrium number of infected individuals. For the parameter values in Table 1, it is observed that up to 43.93% of budget used for awareness and the remaining 56.07% of budget used for vaccination is beneficial to reduce the disease prevalence.

In order to manifest the direction of bifurcation at the epidemic threshold $R_{av} = 1$, we plot the equilibrium number of infectives with respect to $R_{av}$ by taking $\beta$ as a function of $R_{av}$, Figure 9. We observe that for small values of $\beta$ ($\beta < \beta^* = 0.0000224$), the value of $R_{av}$ is less than unity and in this case, only the disease-free equilibrium is feasible and locally asymptotically stable. However, on increasing the values of $\beta$ above the threshold value ($\beta > \beta^*$), the value of $R_{av}$ crosses unity, and we find that the interior equilibrium $E^*$ becomes feasible and locally asymptotically stable whereas the disease-free equilibrium becomes unstable. This implies that the disease can persists (or dies out) in the system whenever $R_{av} > 1$ (or $R_{av} < 1$). Now, we see the global stability of interior equilibrium $E^*$ in $I - V - M$ space, Figure 10. From this figure, it is apparent that all the solution trajectories in $I - V - M$ space are approaching towards the point $(I^*, V^*, M^*)$ inside the region of attraction $\Omega$. Using this approach, the global asymptotic stability of the interior equilibrium $E^*$ in other spaces can also be shown. Thus, the statement of the Theorem 3.3 is numerically verified. The global stability of interior equilibrium shows that disease persists in the population when the vaccination rate in the presence of budget and efficacy of budget allocation to reduce the contact rate via propagating awareness are not strong enough.
6.4. Existence of Hopf-bifurcation

In order to examine the existence of Hopf-bifurcation and the stability of bifurcating periodic solutions, we choose the following set of parameter values:

\[
\Lambda = 5, \quad \beta = 0.0000030, \quad \beta_1 = 0.0000018, \quad k_1 = 0.2, \quad p = 2000, \quad \phi = 0.02, \quad q = 2500, \\
\delta = 0.008, \quad \nu = 0.22, \quad \alpha = 0.00001, \quad d = 0.00004, \quad r = 0.006, \quad K = 500. \tag{24}
\]

We draw the bifurcation diagram of system (1) with respect to the per-capita growth rate of budget allocation due to increase in infected individuals (\(\theta\)), Figure 11. From the figure, it is apparent that for small values of \(\theta\), all the variables settle down to their equilibrium values while an increase in the value of \(\theta\) after a threshold value, periodic oscillations arise and the interior equilibrium changes its stability from stable to unstable state. The critical value of \(\theta\) at which change in stability occurs is found to be \(\theta_c = 0.00005953\). It is clear from the figure that the interior equilibrium is stable for \(\theta < \theta_c\) whereas loss of stability occurs for \(\theta > \theta_c\) and the interior equilibrium becomes unstable. Thus, system (1) undergoes Hopf-bifurcation around the interior equilibrium at \(\theta = \theta_c\). Further, the sign of \(\mu_2, \beta_2, T_2\) at \(\theta = \theta_c\) are simulated to be \(4.08 \times 10^{-12}, -1.76 \times 10^{-11}\), and \(9.24 \times 10^{-10}\), respectively. Therefore, using Theorem 3.5, we can say that Hopf-bifurcation is supercritical and bifurcating periodic solutions exist for \(\theta > \theta_c\); the bifurcating periodic solutions are stable and period increases.

6.5. Impact of delay in budget allocation

We choose the following set of parameter values for the simulation results of system (16):

\[
\Lambda = 400, \quad \beta = 0.000048, \quad \beta_1 = 0.000040, \quad k_1 = 0.4, \quad p = 60, \quad \phi = 0.005, \quad q = 120, \\
\delta = 0.008, \quad \nu = 0.3, \quad \alpha = 0.02, \quad d = 0.01, \quad r = 0.005, \quad K = 500, \theta = 0.00005. \tag{25}
\]

For the set of parameter values given in (25), it is observed that Equation (22) has exactly one positive real root, i.e. transcendental equation (19) has a pair of purely imaginary roots and the critical value of time delay is obtained as \(\tau_0 = 19.80\) days at which the system’s behaviour changes drastically. Using Theorem 5.3, we can say that the equilibrium \(E^*\) is
Figure 11. Bifurcation diagram of system (1) with respect to $\theta$. Rest of the parameters are at the same values as in (24). Here, red colour represents the upper limit of oscillation cycle and blue colour represents the lower limit of oscillation cycle.

stable for $\tau \in [0, \tau_0)$ and unstable for $\tau > \tau_0$. To see the impact of time delay in per-capita growth rate of budget allocation, we draw the bifurcation diagram of system (16) by taking time delay $\tau$ as a bifurcation parameter, Figure 12. The figure shows that all the variables settle down to their equilibrium values for $\tau \in [0, \tau_0)$ while for $\tau > \tau_0$, the system exhibits unstable dynamics through limit cycle oscillations with increasing amplitude.

Further, we observed that for $\beta_1 = 0.000034$, $p = 500$, $\phi = 0.05$, $q = 800$ and $\delta = 0.08$, and rest of the parameters are at the same values as in (25), Equation (22) has two positive real roots $\eta^+ = 0.00146$ and $\eta^- = 0.000394$ (where $\eta^+ > \eta^-$) i.e. the characteristic equation (19) has two pairs of purely imaginary roots $\pm \omega_\pm$. For these positive values of $\omega_\pm$ from equation (23), we found the positive values of $\tau^\pm_k$ ($k = 0, 1, 2, 3, \ldots$) as given in Table 2. Using Theorem 5.5, we can say that for the above set of parameter values, the interior equilibrium $E^*$ is stable for $\tau \in [0, 61) \cup (156, 225)$ and unstable for $\tau \in (61, 156) \cup (225, 472)$.

We pick values of time delay from different intervals and plot the infective population (it is noted that other variables of the system (16) have similar behaviours), Figure 13. From Figure 13(a), it is observed that for $\tau = 30 \in [0, 61)$, the infected individuals settle down to their equilibrium value, showing the stable dynamics of system (16). Further increase in the
Figure 12. Bifurcation diagram of system (16) with respect to $\tau$. Rest of the parameters are at the same values as in (25). Here, blue colour represents stability of the interior equilibrium and magenta colour corresponds to instability of the interior equilibrium.

Table 2. Critical values of $\tau$.

| $\tau_0^+$ | $\tau_1^+$ | $\tau_2^+$ | $\tau_3^+$ |
|------------|------------|------------|------------|
| 61 days    | 225 days   | 390 days   | 554 days   |
| 156 days   | 472 days   | 788 days   | 1105 days  |

value of time delay $\tau = 100 \in (61, 156)$ leads to limit cycle oscillations in the infected individuals with increasing amplitude, i.e. the interior equilibrium $E^*$ shows unstable dynamics (see Figure 13(b)). From Figure 13(c), it is inferred that for $\tau = 180 \in (156, 225)$, the dynamics of system is again stable focus. Furthermore, we see the dynamical behaviour of the system at higher values of time delay, at $\tau = 400$ days, the system enters into chaotic regime, Figure 13(d). The occurrence of chaotic oscillation may be explained through incommensurate limit cycle, i.e. the frequency of the first type of oscillation is not multiple of the frequency of the second type of oscillation [21, 22]. Thus, the interior equilibrium $E^*$ of system (16) switches from stable to unstable to stable state and eventually system enters into chaotic regime at very high value of time delay. For a better demonstration of the effect of time delay in per-capita growth rate of budget allocation, we draw bifurcation diagram of system (16) by varying the delay parameter $\tau$ in the interval $[0, 500]$, Figure 14. From the figure, it is inferred that for $\tau \in [0, 61) \cup (156, 225)$, all the dynamical variables attain their equilibrium values, i.e. interior equilibrium shows stable dynamics.
Figure 13. Time series of system (16) for different values of $\tau$. Systems shows (a) stable focus at $\tau = 30$, (b) limit cycle oscillations at $\tau = 100$, (c) stable focus at $\tau = 180$ and (d) chaotic dynamics at $\tau = 400$. Rest of the parameters are at the same values as in (25) except $\beta_1 = 0.000034$, $p = 500$, $q = 800$, $\phi = 0.05$, $\delta = 0.08$.

and for $\tau \in (61, 156) \cup (225, 472)$, all the dynamical variables show oscillatory behaviour whose maximum and minimum values are apparent from the figure, i.e. interior equilibrium shows unstable dynamics and Hopf-bifurcation occurs at $\tau = 61, 156, 225$. Moreover, at very higher values of time delay $\tau \geq 400$ days, the system (16) enters into chaotic regime. Thus, the dynamics of system (16) changes from stable to limit cycle oscillations to stable to limit cycle oscillations to chaos on increasing the values of time delay.

To confirm chaotic nature of the system (16), we draw Poincaré map of the system (16) in $I - V - M$ space at $S = 20000$ for $\tau = 4000$ days, Figure 15(a). The scattered distribution of the sampling points implies the chaotic behaviour of the system. We also plot maximum Lyapunov exponent of the system (16) at $\tau = 400$ days by using the algorithm of [42, 53], Figure 15(b). The maximum Lyapunov exponent has been proven to be most useful dynamical diagnostic for chaotic systems. It represents the average exponential rate of convergence/divergence of nearby orbits in the phase space. The idea of calculating its value is to follow two nearby orbits and calculate their average logarithmic rate of separation. Whenever they get too far apart, one of the orbits has to be moved back to the vicinity of the other along the line of separation. If the attractor is chaotic, the maximum Lyapunov exponent is positive; for a bifurcation point, the maximum Lyapunov exponent is zero; the negative values of maximum Lyapunov exponent correspond to a fixed point/periodic
Figure 14. Bifurcation diagram of system (16) with respect to $\tau$. Rest of the parameters are at the same values as in (25) except $\beta_1 = 0.000034$, $p = 500$, $q = 800$, $\phi = 0.05$, $\delta = 0.08$. Here, red colour represents the upper limit of oscillation cycle and blue colour represents the lower limit of oscillation cycle.

Figure 15. (a) Poincaré map of the system (16) in $I-V-M$ space at $S = 20000$ for $\tau = 4000$ days, and (b) maximum Lyapunov exponent of the system (16) at $\tau = 400$ days. Rest of the parameters are at the same values as in (25) except $\beta_1 = 0.000034$, $p = 500$, $q = 800$, $\phi = 0.05$, $\delta = 0.08$.

attractor. To plot the maximum Lyapunov exponent, the delayed system (16) is first simulated, then by considering the time series solutions of each component of the system, the maximum Lyapunov exponent is computed. In Figure 15(b), the positive values of maximum Lyapunov exponent demonstrate the chaotic regime of system (16).
7. Conclusion and discussion

In this paper, we investigated the effects of budget allocation for vaccination and awareness to control the directly transmitted diseases. The model analysis reveals that the increment in budget allocation for vaccination coverage and awareness among the individuals regarding protective measures have potential to reduce the epidemic size and drives the system to disease-free zone. Our sensitivity results suggest that the government officials and policy makers should pay significant attention to allocate funds for vaccination coverage and broadcasting of information regarding protective measures so that individuals adopt all precautionary measures in order to eliminate the burden of disease in the community. Although, the ineffectiveness of vaccine causes longer persistence of disease in the society, budget allocation can maintain active vaccination coverage in the society, and subsequently control the spread of infection. A significant decrease in infective population is noted with the increment in budget allocation.

The model analysis showed that up to 43.93% of budget should be used for awareness and the remaining 56.07% of budget should be used for vaccination to reduce the severity of disease. The simulation results indicate that if the vaccine is not effective, then one should focus on the propagation of awareness programs at higher level for disease eradication. Similarly, if the people are not much aware about the disease, the prevalence of disease can be terminated by raising the efficacy of vaccines. Moreover, the combined effects of vaccination of high quality and the propagation of awareness at higher rate are beneficial to control the spread of disease in the population. Our simulation results showed that the increment in per-capita growth rate of budget allocation due to increase in infected individuals after a threshold value destabilizes the system and periodic oscillations arise through Hopf-bifurcation.

To predict more realistic situation on system dynamics, a discrete time delay is incorporated in per-capita growth rate of budget allocation due to increase in infected individuals. Our findings indicate that continuous and timely allocation of funds regarding preventive measures is beneficial to suppress the burden of disease in the community. However, longer delay in reported cases of infected individuals, i.e. delay in providing funds by government officials and policy makers destabilizes the system and unpredictable behaviour may be observed in the system, which brings challenges to predict and control the epidemic, and have possibility of occurrence of multiple epidemic outbreaks. Previous studies have shown the occurrence of limit cycle oscillations and multiple stability switches due to delay involved in increments of budget allocation [35, 43]. Our study shows an extra and interesting dynamics; chaotic behaviour is observed in the delayed system through incommensurate limit cycle for longer delay in per-capita growth rate of budget allocation due to rise in infected population.

Nowadays, due to emergence of coronavirus pandemic, developing and underdeveloped countries are facing huge economic crisis due to long-term lockdowns and cuts in businesses and other economic activities which resulted in rapid decline in government revenue. To overcome this, government of several countries have started to breakdown and cut in education funds, health-care funds, health infrastructure, medical health facilities etc., in coming days. However, public self-awareness regarding preventive measures such as frequent hand washing, maintaining social distance, having a healthy diet, use of face masks, regularly sanitizing etc., help people to fight against the pandemic together. Thus,
the self-induced behavioural changes are vital options if there is delay in implementation of health care policies to fight against the pandemic.
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Appendix 1

The Jacobian matrix of system (2) is $J = [J_{ij}]_{4 \times 4}$, whose entries are given by

$$ J_{11} = \left( \beta - \beta_1 \frac{k_1M}{p + k_1M} \right) (N - 2I - V) - (\nu + \alpha + d), \quad J_{12} = -\left( \beta - \beta_1 \frac{k_1M}{p + k_1M} \right) I, $$

$$ J_{13} = \left( \beta - \beta_1 \frac{k_1M}{p + k_1M} \right) I, \quad J_{14} = \frac{-\beta_1 k_1 p (N - I - V) I}{(p + k_1M)^2}, \quad J_{21} = -\phi \frac{(1 - k_1)M}{q + (1 - k_1)M^2}, $$

$$ J_{22} = -\left( \phi \frac{1 - k_1M}{q + (1 - k_1)M} + \delta + d \right), \quad J_{23} = \phi \frac{(1 - k_1)M}{q + (1 - k_1)M}, \quad J_{24} = \frac{\phi (1 - k_1) q (N - I - V)}{(q + (1 - k_1)M)^2}, $$

$$ J_{31} = -\alpha, \quad J_{33} = -d, \quad J_{41} = \theta M, \quad J_{44} = r \left( 1 - \frac{2M}{K} \right) + \theta I, \quad J_{32} = J_{34} = J_{42} = J_{43} = 0. $$

(1) Evaluating the Jacobian matrix $J$ at the equilibrium $E_1$, we get the four eigenvalues as, $(\nu + \alpha + d)(R_0 - 1)$, $-(-\delta + d)$, $-d$ and $r$. Since one eigenvalue is always positive, this equilibrium is unconditionally unstable.

(2) At equilibrium $E_2$, the Jacobian matrix immediately gives one eigenvalue as $r + \theta I_2$, which is always positive. The remaining three eigenvalues are given by roots of the cubic,

$$ \xi^3 + B_1 \xi^2 + B_2 \xi + B_3 = 0, \quad (A1) $$

where

$$ B_1 = \delta + 2d + \beta I_2, \quad B_2 = (\alpha + d) \beta I_2 + (\delta + d)(d + \beta I_2), \quad B_3 = (\alpha + d)(\delta + d) \beta I_2. $$

Clearly, all $B_i$’s are positive. Further, $B_1 B_2 - B_3$ is also found to be positive. Thus, the roots of cubic equation (A1) are either negative or have negative real parts. Since one eigenvalue is always positive, the equilibrium remains unstable.
(3) Eigenvalues of the Jacobian matrix $J$ at the equilibrium $E_3$ are obtained as.

$$(v + \alpha + d)(R_{av} - 1), \quad -\left(\phi \frac{(1 - k_1)K}{q + (1 - k_1)K} + \delta + d\right), \quad -d, \quad -r.$$ 

The last three eigenvalues are always negative whereas the first one is positive if $R_{av} > 1$ and negative if $R_{av} < 1$. Thus, the disease-free equilibrium is stable if $R_{av} < 1$ and unstable whenever interior equilibrium $E^*$ exists.

(4) Jacobian matrix $J$ at the equilibrium $E^*$ leads to the matrix,

$$J_{E^*} = \begin{pmatrix}
-a_{11} & -a_{12} & a_{13} & -a_{14} \\
-a_{21} & -(a_{21} + \delta + d) & a_{23} & a_{24} \\
-\alpha & 0 & -d & 0 \\
\theta M^* & 0 & 0 & -\frac{r}{K}M^*
\end{pmatrix},$$

where

$$a_{11} = a_{12} = a_{13} = \left(\beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*}\right)I^*, \quad a_{14} = \frac{\beta_1 k_1 p (N^* - I^* - V^*) I^*}{(p + k_1 M^*)^2},$$

$$a_{21} = a_{23} = \phi \frac{(1 - k_1)M^*}{q + (1 - k_1)M^*}, \quad a_{24} = \phi \frac{(1 - k_1)q (N^* - I^* - V^*)}{(q + (1 - k_1)M^*)^2}.$$ 

The characteristic equation for the matrix $J_{E^*}$ is given by,

$$\psi^4 + A_1 \psi^3 + A_2 \psi^2 + A_3 \psi + A_4 = 0,$$  \hspace{1cm} (A2)

where

$$A_1 = a_{11} + a_{21} + \frac{rM^*}{K} + \delta + 2d,$$

$$A_2 = (\alpha + \delta + 2d) a_{11} + d(a_{21} + \delta + d) + (a_{11} + a_{21} + \delta + 2d) \frac{rM^*}{K} + \theta M^* a_{14},$$

$$A_3 = (\alpha + d)(\delta + d) a_{11} + [(\alpha + \delta + 2d) a_{11} + d(a_{21} + \delta + d)] \frac{rM^*}{K} + \theta M^* [a_{11} a_{24} + a_{14} (a_{21} + \delta + 2d)],$$

$$A_4 = a_{11} (\alpha + d)(\delta + d) \frac{rM^*}{K} + \theta d M^* [a_{11} a_{24} + a_{14} (a_{21} + \delta + d)].$$

Note that all $A_i$’s are positive. Thus, by Routh–Hurwitz criterion, all the roots of Equation (A2) are either negative or have negative real parts if and only if condition (11) holds.

**Appendix 2**

Consider the following positive definite function,

$$G = I - I^* - I^* \ln \left(\frac{I}{I^*}\right) + \frac{1}{2} m_1 (V - V^*)^2 + \frac{1}{2} m_2 (N - N^*)^2 + m_3 \left[ M - M^* - M^* \ln \left(\frac{M}{M^*}\right) \right],$$  \hspace{1cm} (A3)

where $m_1$, $m_2$ and $m_3$ are positive constants to be chosen appropriately.

Differentiating Equation (A3) with respect to time $t$ along the solution of model system (2), choosing $m_2 = \frac{1}{\alpha} \left(\beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*}\right)$, and rearranging the terms, we get

$$\frac{dG}{dt} = - \left(\beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*}\right) (I - I^*)^2 - m_1 \left(\phi \frac{(1 - k_1)M^*}{q + (1 - k_1)M^*} + \delta + d\right) (V - V^*)^2.$$
\[- \frac{d}{\alpha} \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right) \left( N - N^* \right)^2 - m_3 \frac{r}{K} \left( M - M^* \right)^2 \]
\[- \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right) (I - I^*)(V - V^*) - m_1 \left( \phi - \frac{(1 - k_1) M^*}{q + (1 - k_1) M^*} \right) (I - I^*)(V - V^*) \]
\[- \frac{\beta_1 k_1}{p + k_1 M^*} \frac{(N - I - V)}{(I - I^*)(M - M^*)} (M - M^*) + m_3 \theta (I - I^*)(M - M^*) \]
\[+ m_1 \left( \frac{\phi - (1 - k_1) M^*}{q + (1 - k_1) M^*} \right) (V - V^*) (N - N^*) \]
\[+ m_1 \left( \frac{\phi (1 - k_1) M^*}{q + (1 - k_1) M^*} \right) (V - V^*) (N - N^*) \]
\[+ m_1 \left( \frac{\phi (1 - k_1) q (N - I - V)}{(q + (1 - k_1) M)(q + (1 - k_1) M^*)} \right) (V - V^*) (M - M^*). \]

Thus, \( \frac{dG}{dt} \) will be negative definite inside the region of attraction \( \Omega \) if the following inequalities are satisfied:

\[\left( \frac{\beta_1 k_1 A}{d(p + k_1 M^*)} \right)^2 < \frac{m_3 r}{3K} \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right), \quad (A4)\]
\[m_3 \theta^2 < \frac{r}{3K} \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right), \quad (A5)\]
\[\left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right)^2 < \frac{m_1}{4} \left( \phi (1 - k_1) M^* \right)^2 (q + (1 - k_1) M^* + \delta + d), \quad (A6)\]
\[\left( \frac{\phi (1 - k_1) q (N - I - V)}{(q + (1 - k_1) M)(q + (1 - k_1) M^*)} \right)^2 < \frac{1}{4} \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right) \left( \phi (1 - k_1) M^* \right) (q + (1 - k_1) M^* + \delta + d), \quad (A7)\]
\[\left( \frac{\phi (1 - k_1) M^*}{q + (1 - k_1) M^*} \right)^2 < \frac{d}{\alpha} \left( \beta - \beta_1 \frac{k_1 M^*}{p + k_1 M^*} \right) \left( \phi (1 - k_1) M^* \right) (q + (1 - k_1) M^* + \delta + d), \quad (A8)\]
\[\left( \frac{\phi (1 - k_1)}{d(q + (1 - k_1) M^*)} \right)^2 < \frac{m_3 r}{3K} \left( \phi (1 - k_1) M^* \right)^2 (q + (1 - k_1) M^* + \delta + d). \quad (A9)\]

From inequalities (A4) and (A5), we can choose the positive value of \( m_3 \) provided the inequality (14) holds. Then, from inequalities (A6)–(A9), we can choose the positive value of \( m_2 \) provided the inequality (15) is satisfied.

**Appendix 3**

Coefficients of characteristic Equation (A2) can be written as a function of \( \theta \) i.e.

\[\psi^4 + A_1(\theta) \psi^3 + A_2(\theta) \psi^2 + A_3(\theta) \psi + A_4(\theta) = 0. \quad (A10)\]

It is noted that \( A_i(\theta) > 0 \) \((i = 1, 2, 3, 4)\) for any \( \theta > 0 \). Let at \( \theta = \theta_c \),

\[A_3(\theta_c) (A_1(\theta_c) A_2(\theta_c) - A_3(\theta_c)) - A_1^2(\theta_c) A_4(\theta_c) = 0. \quad (A11)\]

Thus, at \( \theta = \theta_c \), Equation (A2) can be rewritten as,

\[\left( \psi^2 + \frac{A_3}{A_1} \right) \left( \psi^2 + A_1 \psi + \frac{A_4}{A_3} \right) = 0. \quad (A12)\]

The above equation has four roots, say \( \psi_i \) \((i = 1, 2, 3, 4)\), with pair of purely imaginary roots \( \psi_{1,2} = \pm\omega_0 \), where \( \omega_0 = \sqrt{A_3 A_1^{-1}} \). For the existence of Hopf-bifurcation, all the roots except \( \pm\omega_0 \)
(i.e. $\psi_3$ and $\psi_4$) should be either negative or with negative real parts. In order to identify the nature of remaining two roots, we have

$$\psi_3 + \psi_4 = -A_1, \quad (A13)$$
$$\overline{\omega}_0^2 + \psi_3 \psi_4 = A_2, \quad (A14)$$
$$\overline{\omega}_0^2 (\psi_3 + \psi_4) = -A_3, \quad (A15)$$
$$\overline{\omega}_0^2 \psi_3 \psi_4 = A_4. \quad (A16)$$

If $\psi_3$ and $\psi_4$ are real roots, then from Equations (A13) and (A16), it may be concluded that $\psi_3$ and $\psi_4$ are negative. If $\psi_3$ and $\psi_4$ are complex conjugates, then from Equation (A13), we have $2\text{Re}(\psi_3) = -A_1$ or $2\text{Re}(\psi_4) = -A_1$. This implies that $\psi_3$ and $\psi_4$ have negative real parts. Thus, $\psi_3$ and $\psi_4$ lie in the left half of the complex plane.

Further, we obtain the transversality condition under which Hopf-bifurcation may occur. For this, let at any point $\theta \in (\theta_c - \epsilon, \theta_c + \epsilon), \psi_{1,2} = \chi + i\sigma$. Substituting this in Equation (A10), we get

$$\chi^4 + A_1 \chi^3 + A_2 \chi^2 + A_3 \chi + A_4 + \sigma^4 - 6\chi^2 \sigma^2 - 3A_1 \chi \sigma^2 - A_2 \sigma^2 = 0, \quad (A17)$$
$$4\chi \sigma (\chi^2 - \sigma^2) - A_1 \chi^3 + 3A_1 \chi^2 \sigma + 2A_2 \chi \sigma + A_3 \sigma = 0. \quad (A18)$$

As $\sigma(\theta) \neq 0$, from Equation (A18), we have

$$-(4\chi + A_1)\sigma^2 + (4\chi^3 + 3A_1 \chi^2 + 2A_2 \chi + A_3) = 0. \quad (A19)$$

Substituting the value of $\sigma^2$ in Equation (A17), we have

$$-64\chi^6 - 96A_1 \chi^5 - 16(3A_2^2 + 2A_2) \chi^4 - 8A_1 (A_2^2 + 4A_2) \chi^3$$
$$- 4(A_2^2 + 2A_1 A_2 + A_1 A_3 - 4A_4) \chi^2$$
$$- 2A_1 (A_1 A_3 + A_2^2 - 4A_4) \chi - (A_3 (A_1 A_2 - A_3) - A_3^2 A_4) = 0. \quad (A20)$$

Differentiating Equation (A20) with respect to $\theta$ and using the fact that $\chi(\theta_c) = 0$, we have

$$\left[ \frac{d\chi}{d\theta} \right]_{\theta = \theta_c} = \left[ \frac{d}{d\theta} \left( \frac{A_3 (A_1 A_2 - A_3) - A_3^2 A_4}{-2A_1 (A_1 A_3 + A_2^2 - 4A_4)} \right) \right]_{\theta = \theta_c}. \quad (A21)$$

From Equation (A11), it is easy to note that

$$A_4(\theta_c) = \frac{A_3(\theta_c) [A_1(\theta_c) A_2(\theta_c) - A_3(\theta_c)]}{A_1^2(\theta_c)}. \quad (A22)$$

Thus, we have

$$\left[ \frac{d\chi}{d\theta} \right]_{\theta = \theta_c} = \left[ \frac{d}{d\theta} \left( \frac{A_3 (A_1 A_2 - A_3) - A_3^2 A_4}{-2A_1 \left( A_1 A_3 + \left( \frac{2A_1}{A_1^2} \right)^2 + A_2^2 - 2 \left( \frac{2A_1}{A_1^2} \right) A_2 \right)} \right) \right]_{\theta = \theta_c}. \quad (A23)$$

This implies that,

$$\left[ \frac{d\chi}{d\theta} \right]_{\theta = \theta_c} = \left[ \frac{d}{d\theta} \left( \frac{A_3 (A_1 A_2 - A_3) - A_3^2 A_4}{-2A_1 \left( A_1 A_3 + \left( \frac{2A_1}{A_1^2} - A_2 \right)^2 \right)} \right) \right]_{\theta = \theta_c} \neq 0. \quad (A24)$$

provided

$$\left[ \frac{d}{d\theta} \left( A_3 (A_1 A_2 - A_3) - A_3^2 A_4 \right) \right]_{\theta = \theta_c} \neq 0. \quad (A25)$$