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ABSTRACT Nowadays, one of the key areas of research on contact centre systems is their automation. The main element that influences the possibility of automation of contact centre processes is the call transcription methods implemented by automatic speech recognition (ASR) systems. Such systems enable developing intention recognition methods and, consequently voice bots. The current solutions used in ASR systems for many less popular languages do not guarantee a fully satisfactory transcription quality for hotline voice calls. This is due to the unique characteristics of the sound signal generated there, whose quality parameters differ significantly from those of studio recordings. The paper presents a comparative study of selected speech recognition systems that were additionally supplemented with elements of preprocessing of sound recordings and postprocessing of originally produced transcriptions. As for preprocessing, the following methods were tested: separation of the client and agent channels into two independent signals, training of ASR systems, and audio signal correction. With regards to postprocessing, on the other hand, tests were performed for inarticulate sounds, normalization of standard phrases (e.g. numbers, dates, times, etc.), and identification of close-sounding phrases and foreign language phrases, and lemmatization. Based on the research conducted and the analyses performed, a new method of call transcription intended specifically for contact center systems was proposed. The research conducted for this paper was based on the Polish language model, for which major problems are observed with the quality of automatic contact center call transcriptions.

INDEX TERMS Automatic speech recognition, call centre, contact centre, transcription, word error rate.
parameters that determine the possibility of their use in the development of intention recognition methods. Table 1 lists popular ASR systems along with parameters that are important from the standpoint of their potential applications in CC systems.

As described in the literature, the effectiveness of speech recognition by known ASR systems is up to 95% [6]. However, this value is usually achieved for studio-quality recordings (e.g., movies and radio broadcasts). The audio signals typically found in CC systems are extremely varied and often distorted. Such signals usually have a sampling rate of only 8 kHz, a 16-bit resolution, and the PCM (Pulse-Code Modulation) format. In addition, calls are often made using the VoIP (Voice over Internet Protocol) technology, usually recorded in mono format without separate channels of the client and the agent, so that the utterances of the interlocutors overlap. These channels are usually characterized by different parameters, e.g., different amplitude or different noise level coming from the interlocutors’ surroundings [7]. For the aforementioned audio signal parameters in the English language model, the automatic speech recognition effectiveness achieved was determined in paper [8] to be 86%. This is a limit value for the ability to effectively use the received automatic transcriptions in English-speaking CC systems. Automatic transcription is more difficult and even less effective for language models that are not very popular, for example Polish.

Issues related to the possibility to improve the quality of transcriptions performed for dedicated CC systems with a complex language corpus have not yet been described in the world literature. These issues motivated the authors to conduct research aimed at finding solutions that will ensure the possibility to improve the quality of automatic transcriptions for calls made on CC hotlines. As a result of that research, a new transcription method intended specifically for CC systems was developed, in which the integrated ASR systems were supplemented with selected recording preprocessing algorithms and/or postprocessing algorithms for the original automatic transcriptions prepared. Given the unique characteristics of the acoustic signals described herein, it was assumed that both preprocessing of an acoustic signal before it is transcribed and a properly defined process of correction of the original transcriptions made are likely to improve their quality. The preprocessing and postprocessing algorithms used are described in detail in section III of the paper. The solutions presented herein focus on improving the effectiveness of ASR systems for calls in the Polish language. Nevertheless, the recommended method can be generalized for other language models.

Based on an evaluation of the parameters summarized in Table 1, it was determined which ASR systems could potentially be used to build a transcription method intended for CC systems that support the Polish language. Ten popular ASR systems developed by different companies were selected for evaluation. The key criteria that were analysed were native support of the Polish language model, licensing method, ability to work in real time, available APIs, software delivery model (cloud or on premises), and access to advanced, transparent tools for monitoring, reporting, and accounting for the services offered (which is very important from the standpoint of business applications). Since the solution presented in this paper is intended for transcription of calls in CC systems conducted in the Polish language, a natural selection criterion was the need for native support of the Polish language model. From the point of view of the target applications in CCs, the following solutions have no or insufficient support for that language: Amazon Transcribe, Facebook wav2letter, IBM Watson Speech to Text, and Mozilla Deep Speech. Therefore, the aforementioned systems were not considered during the research presented later in this paper. Another criterion that is important from the point of view of the target application of the solution was the possibility to run it in a secure and popular cloud environment such as Microsoft Azure, Google Cloud, Amazon AWS, IBM Cloud, or Oracle Cloud Infrastructure [19]. It was also important to provide easy access to advanced tools for monitoring, reporting, and cost management of automated transcriptions. An additional aspect was that the ASR system needed to provide the possibility...

| No. | Name of ASR system               | Polish language model | License    | Real time streaming | API     | Secure and popular cloud platform | Advanced Reports, Billing | Reference |
|-----|----------------------------------|-----------------------|------------|---------------------|---------|-----------------------------------|--------------------------|-----------|
| 1.  | Microsoft Speech to Text         | Yes                   | Commercial | Yes                 | HTTP    | Native cloud platform             | Yes                      | [9]       |
| 2.  | Nuance ASR                       | Yes                   | Commercial | Yes                 | HTTP    | Requires installation             | No                       | [10]      |
| 3.  | Google Speech-to-Text            | Yes                   | Commercial | Yes                 | gRPC    | Native cloud platform             | Yes                      | [11]      |
| 4.  | VoiceLab ASR                     | Yes                   | Commercial | Yes                 | HTTP    | Requires installation             | No                       | [12]      |
| 5.  | Techno ASR                       | Yes                   | Commercial | Yes                 | gRPC    | Requires installation             | No                       | [13]      |
| 6.  | PrimeSpeech                      | Yes                   | Commercial | Yes                 | MRCP    | Requires installation             | No                       | [14]      |
| 7.  | Mozilla Deep Speech              | Not enough            | Open Source | Yes                 | Native clients | Requires installation | No | [15] |
| 8.  | Amazon Transcribe                | No                    | Commercial | Yes                 | HTTP    | Native cloud platform             | Yes                      | [16]      |
| 9.  | Facebook wav2letter              | No                    | Open Source | No                  | Native  | Requires installation             | No                       | [17]      |
| 10. | IBM Watson Speech to Text        | No                    | Commercial | Yes                 | HTTP    | Native cloud platform             | Yes                      | [18]      |
to train the language model by using the available built-in internal learning mechanisms. As a result of the analyses performed and based on the above criteria, it was determined that two solutions, Microsoft Speech to Text and Google Speech-to-Text, denoted later in this paper by their acronyms MST and GST, respectively, would be considered for further research.

The main contribution of this paper is the following:

- a preprocessing methodology, dedicated to CC input signals, including separation of voice channels, CC-oriented training of ASR tools, and audio signal correction
- a postprocessing methodology, improving the quality of transcription, using a text correction method, identification of close-sounding and foreign words, and a lemmatization algorithm.

The above methodologies were integrated with existing ASR tools, creating a novel transcription system for CCs. The experimental results showed that our method significantly improves the quality of transcription for CC-quality signals in comparison with existing solutions.

Above methodologies were integrated with existing ASR tools, creating a novel transcription system for CC. Experimental results showed that our method significantly improves the quality of transcription for CC-quality signals in comparison to existing solutions.

Section II describes the methodology of the research conducted and the testing environment for the ASR performance improvement methods being developed. Section III presents the developed preprocessing and postprocessing methods aimed at improving the speech recognition performance. Section IV presents a complete ASR system intended specifically for CC systems. Section V presents the experimental results obtained. The effect of individual preprocessing and postprocessing algorithms on the efficiency of automatic transcription is also described. These elements were examined in the context of improvement of the effectiveness of automatic transcriptions originally performed by the ASR systems selected for the research. The paper ends with conclusions and a description of the directions for future work.

II. RESEARCH METHODOLOGY

The main research work was divided into two main parts. The first part was research on the preprocessing elements, while the second part was research on the postprocessing elements. With regards to preprocessing, the effects of channel separation for individual interlocutors (client/agent), the ability to train the studied ASR systems, and the ability to correct the parameters of the audio signal (noise neutralization, normalization of agent and client channel volume levels) were investigated in succession. With regards to postprocessing, the following were examined: text correction possibilities, along with normalization of selected elements. The problem of close-sounding words, words from outside the Polish language corpus, and the mechanisms of lemmatization were also examined.

The aim of the research carried out for the above-mentioned preprocessing and postprocessing algorithms was to determine the potential possibility to use them as components of a new transcription method intended specifically for CC systems supporting the Polish language. The basic objective of the work was to increase the quality of automatic transcriptions for calls made to CC hotlines. The work ultimately made it possible to identify the mechanisms that work with ASR systems to best enhance the quality of transcriptions. A flowchart of the research methodology is shown in Figure 1.

The quality of automatic transcriptions, as recommended in the literature [20], is determined using the WER (World Error Rate) and LER (Letter Error Rate) metrics. From a CC perspective, the WER metric is most useful for measuring the effectiveness of ASR systems [21]. It is based on the Levenshtein’s distance edit metric for words [22]. WER parameters can be determined by comparing transcriptions of recordings from a given ASR system with reference transcriptions made manually by a human. This is done using the following formula [23]:

\[
WER = \frac{sw + dw + iw}{nw}
\]

where: \(nw\) - number of words in the reference transcription, \(sw\) - number of words substituted, \(dw\) - number of words deleted, and \(iw\) - number of words inserted required to transform the output transcription into the target (among all possible transformations, that one that minimizes the sum \(iw + sw + dw\) is selected). Note that the number of correctly recognized words, \(cw\), is determined by the following formula:

\[
\begin{align}
&cw = nw - dw - sw \\
&LER = \frac{s + d + i}{n}
\end{align}
\]

where: \(n\) - total number of letters, \(s\) - substitutions, \(d\) - deletions, and \(i\) - number of character insertions.

The LER metric, which is calculated for specific letters as the ratio between their incorrect transcriptions and the total number of their occurrences, also provides important information. This metric is defined by the following formula [24]:

The paper presents comparative studies and analyses for both metrics described above. The results obtained are described in detail in section V. In the initial phase of the work, a first database of sound recordings was created, which included 754 real conversations between a customer and an agent on a CC hotline. These samples were used during work on the development and optimization of a transcription method for CC systems supporting the Polish language. The archived conversations were conducted during actual campaigns performed by a large commercial CC system. Additionally, a second database of 300 recordings was created for the final verification of the developed method.
For testing purposes, three main topics of the calls were selected: a) invoices and payments; b) technical information; and 3) contracts and amending annexes. For the purpose of the research, it was assumed that the duration of each full conversation should be no less than 3 minutes and no more than 20 minutes, which made it possible to create a set of 100 hours 53 minutes and 41 seconds of recordings in total (first database: 77 hours 54 minutes and 30 seconds; second database: 22 hours 59 minutes and 11 seconds). All samples for research and verification were selected randomly and each was anonymized before being transferred for research purposes (all data identified as sensitive according to the General Data Protection Regulation (GDPR) was removed).

The recordings databases required a testing environment that would automate their processing and analysis, and guarantee repeatability of results. In this environment, algorithms supporting the processes used in preparation of manual reference transcriptions (human-made transcriptions) were introduced; the ASR systems selected in the first section were integrated; algorithms enabling the comparison of the reference transcriptions with automatic transcriptions were developed; algorithms calculating the quality of transcriptions were introduced; and a number of other functionalities were developed as the transcriptions evolved. The prepared software tools enabled efficient work with the recordings database, ensured easy performance of multiple comparative tests on large data sets, and facilitated changes to test parameters.

The testing environment that was developed was used in both manual and automatic transcription processes. For this purpose, a recordings player tool was used extensively, the functionalities of which enabled presenting the acoustic spectrum divided into the client and agent channels, adjusting the playback speed, easily navigation between recordings, and automatically marking the duration of individual utterances of the interlocutors recorded in the transcription files. The muting functionality for a selected channel and the ability to zoom in on the spectrum were also often used. The manual call transcripts provided reference data for comparison with data automatically generated by the studied ASR systems. It should be emphasized that correct performance of manual transcriptions is an extremely difficult, costly, and time-consuming process; however, it is crucial for reliability of the results of the research. Therefore, the manual transcription process involved as many as three steps. In step one, the original transcription was prepared by the first person (person A). Step two involved proofreading of the completed original manual transcription. This proofreading was done by a second person, marked in the figure as person B. In the third step, another person (person C) verified the transcription proofread by person B. A linguist specializing in the Polish language participated in the work on the manual transcription, its proofreading, and its verification. The transcriptions made were saved in a relational database for further processing. The manual transcription process carried out in this manner guaranteed their very high quality, which was necessary for further research.

With the reference transcriptions available, the next step involved an examination of the impact of the preprocessing and postprocessing elements on the transcription quality achieved by the automated MST and GST systems. The direct integration of the ASR systems selected for the testing in the test environment greatly simplified the tasks related to processing, comparing, and archiving of the data obtained as a result of automatic transcription. The environment itself enables eventual integration of other ASR systems as well.

From the end user’s point of view, the functions implemented in the FRONTEND block play a major role in the environment. That block is responsible for the usability and ergonomics of work. An important element of the block is the integrated recordings player, which provides the numerous aforementioned important functionalities that support transcription processes. Thanks to the built-in comparison tools for manual and automatic transcriptions and the possibility...
III. METHODS FOR IMPROVING TRANSCRIPTION

This section describes the methods for preprocessing input data and postprocessing output data, which affect the quality of speech transcription performed for samples obtained from CC systems that support the Polish language. The research focused on improving the transcription quality of the ASR systems selected for testing in the first section.

A. PREPROCESSING METHODS

The purpose of input data preprocessing is to improve transcription quality by adjusting the speech signal processing method and the transcriptor according to the specific characteristics of the CC system. The approach presented in this paper involves the use of three methods: (1) separation of the client and agent channels, (2) training of the ASR systems, and (3) audio signal correction.

1) SEPARATION OF CHANNELS

In real CC systems, the archived calls are usually stored as optimally compressed signals. Depending on the service provider, sometimes it is a mono format, sometimes it is a stereo format. From the point of view of ASR systems, the quality of analysed signals plays a very important role. The utterances of the interlocutors often overlap, making the correct transcription impossible. Therefore, in step one, a decision was made to check the impact of separation of the agent and client channels into two independent data streams by performing independent transcriptions for each of them. This required recording the conversations in a stereo format. In addition, the data was time-stamped to indicate the start time of subsequent utterances so that the correct order could be maintained in the target transcription. Figure 2 shows a part of the spectrum of one of the actual conversations examined in the course of the study. Figure 2(a) shows the signal in which the client and agent channels are superimposed, while Figure 2(b) shows their separated spectra. Note that in the rather short excerpt of a conversation that is shown, there are many places where the client and the agent speak simultaneously. These places are marked with arrows.

Considering the unique characteristics of conversations conducted in CCs, the case described herein in which the client and the agent speak simultaneously is repeated many times in almost every call. From the standpoint of the ASR systems studied, the GST solution has built-in mechanisms that separate the two channels and it handles this problem relatively well. The MST solution, on the other hand, does not have integrated options for optimized separation of the interlocutors’ utterances and treats the stereo file provided for transcription as a regular mono file. Consequently, the client and agent data streams need to be stored in separate files and then undergo separate parallel transcriptions to get the right results. Such an operation significantly improves the quality of transcription. The detailed results of this preprocessing element are shown in Figure 8 in the column labelled SEP.

2) TRAINING OF ASR SYSTEMS

The next step in the examination of the preprocessing mechanisms was the implementation of the teaching processes.
TABLE 2. Training parameters for the MST system.

| Name   | Number of samples | Calls duration [h:m:s] | WER improvement [%] |
|--------|------------------|------------------------|---------------------|
| MODEL 1| 20               | 05:29:52               | 0.03                |
| MODEL 2| 50               | 13:24:40               | 0.18                |
| MODEL 3| 100              | 27:09:23               | 0.98                |
| MODEL 4| 158              | 41:47:16               | 1.00                |

pcs = number of recordings, h = hours, m = minutes, s = seconds

TABLE 3. Confusion Matrix.

| ACTUAL VALUE | PREDICTED VALUE |
|--------------|-----------------|
| POSITIVE     | NEGATIVE        |
| POSITIVE     | 16152 / 16358   | 635 / 541           |
| NEGATIVE     | 2689 / 2595     | 0                   |

In contrast, the GST system was tested using the speech context function [26]. For this purpose, two sets of 100 most frequent phrases were prepared, which most often caused problems in transcription. One set comprised phrases that occurred in the client channel, while the other comprised phrases that occurred in the agent channel. The phrases varied in length from 11 to 96 characters. The sets were used in the teaching process of the GST system. Once the systems were prepared in this manner, automatic transcriptions were made for a set of selected 30 test recordings. The detailed test results are presented in section V in columns labelled AI/ML.

3) AUDIO SIGNAL CORRECTION

A very important factor affecting the automatic transcriptions made by ASR systems is the quality of the audio signal. This quality can be improved by reducing noise, clicking sounds, other unwanted background noise. It may also be advisable to normalize the volume levels for both separated channels. Other widely available filters can also be used. The audio processing mechanisms are today very well recognized and implemented internally in many ASR systems, including the MST and GST systems studied. However, when integrating ASR systems that do not optimize the aforementioned parameters, it may be necessary to correct them before transcription is performed. Therefore, an audio signal correction module that optimizes the aforementioned factors is recommended as another preprocessing element. Figure 3 shows the illustrative structure of the audio signal correction block.

The tests of the recommended module with reference to the MST and GST systems did not demonstrate the need for its application, which is confirmed by the test results shown in Figure 9 in the columns labelled DEN and NORM. However, the recommended module may be needed for
potential implementations other than the MST and GST systems described in detail in this paper, where the audio signals may not be sufficiently optimized by the internal components of these systems. This aspect, however, requires further research, which was not advisable for this paper.

B. POSTPROCESSING METHODS

Postprocessing methods involve optimizing the final result by improving the output text prepared by the ASR system. The recommended solution used the following methods: 1) text correction module, 2) identification of close-sounding phrases and foreign language phrases, and 3) lemmatization.

1) TEXT CORRECTION MODULE

A detailed comparative analysis of the transcriptions made with the preprocessing mechanisms and the manual transcriptions showed that the quality of automatic transcription is strongly affected by inarticulate sounds that commonly appear in CC conversations. From the semantic point of view, these sounds are irrelevant to the understanding of the conversations carried out in CCs. However, they negatively affect the quality of automatic transcription, as their transcription is usually incorrect. Therefore, a decision was made to eliminate them at the postprocessing stage. Table 4 contains a list of sounds of this type that occurred most frequently in the processed database of client-agent conversations.

| No. | Inarticulate sounds in Polish pronunciation | Number of appearances |
|-----|--------------------------------------------|-----------------------|
| 1.  | “hm,” “hm,” “hm,” “mhm,” “mhm”           | 762                   |
| 2.  | “aha,” “ha”                                | 458                   |
| 3.  | “ee,” “ee,” “ee”                            | 252                   |
| 4.  | “yy,” “yy,” “yyy,” “yyyy”                 | 110                   |
| 5.  | “cm,” “cm,” “cm”                           | 49                    |
| 6.  | “mm,” “mm”                                 | 19                    |
| 7.  | others inarticulate sounds                 | 93                    |

Table 4. The most common human inarticulate sounds in database.

As part of the module described in this section, the way such elements as numbers, amounts, dates, and times are transcribed was also normalized. Moreover, the impact of lowercase and uppercase letters, and punctuation marks on the quality of transcription was eliminated. The algorithm of the text correction module is shown in Figure 4.

Figure 4. The results of the examination of this element of postprocessing shown in section V are denoted in the graphs as COR.

2) CLOSE-SOUNDING AND FOREIGN WORDS MODULE

From the point of view of the quality of the transcriptions studied, close-sounding words are also a serious problem. An example for the Polish language is the “number IMEI” phrase, which was usually changed to “number e-mail” in the course of a transcription. It is obvious that in this case the correct phrase is “number IMEI,” because the proper connotation for e-mail is an address, not a number. In view of the above, for the conversation topics selected for the research presented in this paper, it can be assumed that the misspelled phrase “number e-mail” should be replaced with the phrase “number IMEI.” Consequently, for the conversation topics identified in section II, a database was built that comprised similar-sounding words/phrases that were often confused by the ASR systems studied. The use of such a dataset had a positive impact on the quality of the transcriptions made. The algorithm of the close-sounding and foreign words module is shown in Figure 5.

Another problematic element for ASR systems is words from outside the Polish language corpus (e.g., names of companies, products, brands, or Polish words borrowed from other languages, mainly English). Many such words are transcribed by ASR systems phonetically, e.g.: instead of “iphone,” the system makes a phonetic transcription in Polish into “ajfon” or “ifon.” These elements can be corrected on an ongoing basis using the studied post-
processing algorithms. A separate dictionary was created in the form of a database that contained words that are problematic for the conversation topics considered in the research. This database was used for real-time automatic correction of incorrectly recognized words. It can be continually expanded depending on the conversation topics. The tests for this module shown in section V are denoted as NCS.

3) LEMMATIZATION MODULE
Due to the complicated nature of the Polish language associated with numerous complex inflections of individual words, a decision was made to develop, implement, and examine the influence of a lemmatization algorithm on the quality of transcriptions. As it is known, this algorithm reduces a given word to its base form [27], [28], which, for example, can be used in algorithms for multi-criteria categorization of text data or algorithms for grouping identical statements used in the design of virtual assistants. A publicly available library [29] was used for the lemmatization. The results of the examination of the lemmatization module are denoted as LEM.

IV. TRANSCRIPTION METHOD FOR CC SYSTEMS
Figure 6 shows the recommended automatic transcription method designed for use CC systems that support the Polish language. In the initial phase, the signal recorded during the conversation between a client and an agent undergoes preprocessing tasks (1). These tasks are performed before the data is sent for further analysis by the embedded intelligent ASR systems (2). The selected ASR systems create transcripts of the conversation, which then go to the block that performs postprocessing algorithms (3). That block is responsible for optimizing the automatic transcription performed by the ASR systems. The result of its operation is the target transcript (4).

The first action is to make the recordings directly in a stereo format. Such recordings contain two separate channels for each of the interlocutors (client and agent). The audio stream from each channel is saved in the WAV (Waveform Audio File Format) format. According to the recommended method, this task should always be performed first. Then, depending on the needs, the signal can be separated into two independent channels for each interlocutor and be forwarded to other components performing preprocessing tasks. The preprocessing modules described herein can be used as necessary as potential additional elements to optimize the transcription quality. These elements can be switched on or off depending on the needs and the ASR system used. If the preprocessing elements are switched off, the stereo signal can be forwarded directly to the selected ASR system.

In the second phase, after the selected preprocessing tasks are completed, the received audio signal is forwarded to one or more ASR systems. As explained earlier, two solutions were selected for the purpose of achieving the objectives set in the study: MST and GST. However, this does not restrict the possibility to use the recommended method for applications other than transcription for CC systems and does not restrict the use of other ASR systems. The result of the operation of each of the ASR systems is a
transcript of the sound recording made in a text form, which is then processed by the postprocessing elements in the third phase.

In the transcription method developed, sets of algorithms were prepared and implemented to optimize the transcripts, taking into account the conversation topics selected for the study. The necessary functionalities of these algorithms were selected on the basis of comparative analyses performed for the reference transcriptions and the automatic transcriptions made. A comparative study of both transcriptions made it possible to identify the weakest features of the ASR systems studied in terms of correctness of transcription of conversations conducted in CCs in the Polish language. This study enabled identification of the postprocessing elements that needed to be implemented to dramatically improve transcription quality. The first of these elements is the text correction module and the second is the module responsible for optimizing transcription from the point of view of close-sounding words and words coming from outside the Polish language corpus. The last block implemented is the lemmatization module. These blocks are described in section III. The study also made it possible to determine the best order in which the postprocessing algorithms should be initiated in order to optimize the obtained test results. Figure 7 shows a diagram that describes the optimal sequence of operation of individual modules and algorithms. First, the algorithms implemented in the text correction module are initiated to eliminate the impact of upper- and lower-case letters and punctuation marks on the quality of the transcriptions made by the integrated ASR systems. In the next step of the operation of the algorithms in this module, the transcription of numbers, amounts, dates, and times is normalized. After these operations are completed, the algorithms are initiated that remove characters created as a result of transcription of inarticulate sounds that are irrelevant to the meaning of the sentence and that often occur in the narratives of the interlocutors. The second module executed contains mechanisms that optimize the correctness of transcription for words that are similar in terms of pronunciation, but have completely different semantic meanings. This is the first action performed in this module, after which the system optimizes the transcription of foreign words. The last of the post-processing modules is lemmatization. This algorithm enriches the postprocessing block and is useful due to the complicated structure of the Polish language. However, the use of lemmatization is not always justified and depends on the purpose for which transcriptions are made. The algorithm execution sequence described above provided the best transcription quality for the recommended method. However, if the method needs to be adapted to other languages, it is possible to easily change this sequence.

The method developed provides a satisfactory level of automatic transcription for conversations conducted in CC voice channels between clients and agents. Of note is the fact that this level is suitable for its further use in intelligent client intent recognition solutions.

V. RESULTS AND ANALYSIS
This section describes the results obtained for the preprocessing and postprocessing components described earlier. This study formed the basis for the development of a new transcription method, presented in section IV, intended for CC systems that support the Polish language. They can also be very helpful if the recommended method is to be adapted for use with other languages.

A. RESULTS OF PREPROCESSING ELEMENTS
Figures 8 and 9 show the impact of the preprocessing elements used on transcription quality expressed by the WER and LER metrics. In order to evaluate the effectiveness of the tested solutions, two data sets containing 30 recordings each of conversations conducted during real CC campaigns were created from the pool of recordings related to the “invoices and payments” topic. The impact of separation of the interlocutors’ channels and the possibility to train the ASR systems on transcription quality was examined using the first set of recordings. That set was selected in a representative manner to include recordings where the calculated original values of the WER metric ranged from a minimum value to a maximum value. The second set, on the other hand, was used in the tests performed on recordings with corrected acoustic signal parameters. That set contained recordings in which the quality of the sound, as heard by humans, was the worst. This was due to the distinct noises, crackling sounds, and sounds made by cars or animals which were present in the recordings, the different volume levels of the client’s and agent’s channels, as well as many other unwanted sounds which interfered with the conversations. During the testing of this preprocessing element, all the aforementioned interferences were eliminated.

The prepared set of recordings was automatically transcribed in the MST and GST systems. The tests performed on the MST system indicate that the values of the WER metric for primary signal transcription range from 12.5% to 34.8%. When separated agent and client data are fed to the transcriptor, this metric improves significantly and ranges from 6.4% to 20.3%, respectively. A very large improvement is shown in this regard by the LER metric. For primary signal tests, the value of this metric ranged from 8.1% to 24%.
Preprocessing consisting in channel separation improved the above results to the level of 2.8% to 9.3%. Analogous tests were performed for the second system selected for tests as part of this research, the GST system. The system has an internal mechanism for automatic extraction of separate tracks for the client’s and agent’s signals from stereo files. The tests of this preprocessing element show that the values of the WER metric for automated transcriptions made from the primary signal range from 10% to 23.5%. When the agent and client channels were separately fed to the transcriber, this metric improved slightly and ranged from 8% to 23%. This improvement is negligible due to the functioning, well-optimized interlocutor channel separation mechanism that is integrated into the GST system. Therefore, only one stereo data stream can be fed when performing transcriptions using this system. For the LER metric, the GST system originally reached values between 4.7% and 12.1%. The tested preprocessing element did not affect the LER metric, as the average value of LER was 8.3% in both cases. The corresponding arithmetic mean values for the tests described herein are summarized in Table 2. An analysis of the results shows an improvement in the quality of automatic transcription when two separate data streams were fed to the MST system. Therefore, when this system is used in CCs, it is necessary to adopt the preprocessing element described as the base solution. The GST solution, on the other hand, handles transcriptions of stereo files quite well without having to separately feed the signals they contain.

The next step in the examination of the preprocessing mechanisms was the implementation of the teaching processes described in section III, which are provided in different forms by both ASR systems studied. An analysis of the effect of the teaching mechanisms on the quality of the transcription made using the MST system indicated further possibility of its optimization. The results obtained for the WER metric range from 8.4% to 19%, which is a significant improvement over the reference values. On the other hand, compared to the values obtained in the first preprocessing step, the transcription quality improved by another 1% on average. Nevertheless, training of the GST system did not bring the expected results and the average values of both metrics were very similar to the reference results. Taking the above into account, it can be concluded that for both systems, the Polish language models provided by the ASR system vendors are at a high level. Nevertheless, the learning process adopted in the MST system had quite a significant impact on the tested quality of the automatic transcriptions performed. Described above research results are presented in Figure 8.

The last preprocessing module tested was the audio signal correction module. The test results showing the impact of this module on the level of the WER and LER metrics for the GST and MST systems are shown in Figure 9. Although in the analysed set of recordings the improvement in sound quality was significantly noticeable to humans, the transcription quality results are not improved. It can be assumed that the implemented ASR systems already have built-in and well-developed correction mechanisms for audio signals that are optimized for the transcriptions performed. Therefore, from the point of view of the systems analysed, it is most important to make sure that the stereo source recording is of the best possible quality.
Polish, slightly better results were achieved by using the MST system.

B. RESULTS OF POSTPROCESSING ELEMENTS
Examinations of individual postprocessing elements were performed for a set of 300 randomly selected recording samples. The samples covered the three conversation topics declared in the section II: invoices and payments; technical information; and contracts and amending annexes. One hundred recordings were selected for each topic. Figure 10 shows the results of examination of the effect of the applied postprocessing elements on the transcription quality of integrated systems: a) MST and b) GST.
The text correction module was examined first. As shown in Figure 10a, the module optimizes the WER metric to between 5.2% and 19.8% and the LER to between 2.1% and 9.4%. By using the block to optimize transcription performed by the GST system, it is possible to improve the WER metric to the level between 6.4% and 22.2% and the LER metric to the level between 3.3% and 13%, as shown in Figure 10b. The close-sounding and foreign words block improved the transcription quality compared to the reference values for the WER metric for the MST system from 5% to 17.6% and for the GST system from 5.2% to 19.1%. The impact of this module on the LER metric was not significant. The lemmatization module for both transcriptions (reference and automatic) resulted in the WER metric ranging from 6.4% to 21.9% in the case of the MST system and from 6.9% to 19.4% in the case of the GST system. The LER metric in both cases was at similar levels. The research shows that the lemmatization algorithm can be used for the Polish language, while for other languages its implementation requires additional research on the corpus of those languages. Particular attention should be paid to the average values shown in Table 6, which indicate that for the examined sets of recordings, the average transcription quality was at the level of 10.8% for the GST system and 8% for the MST system. Such very good results enable optimal use of transcriptions in the CC industry.

As can be seen from the research results shown in Figure 10, the post-processing algorithms used play a very important role in improving transcription quality. For both the MST and GST solutions, a very clear improvement in the WER metric over the reference values given in Table 6 is usually observed for each of the studied modules. It should also be noted that preprocessing for the MST solution requires an agent and client channel separation module.

**VI. CONCLUSION**

In this paper, a novel methodology of transcription dedicated to CCs was proposed. By adding the preprocessing and the postprocessing steps to the standard ASR system, the quality of transcription was significantly improved. The main novel steps that were applied in the methodology are separation of the interlocutors’ channels, training of the ASR tool using CC datasets, audio signal correction, text correction, identification of close-sounding and foreign words, and a lemmatization algorithm.

The purpose of the research was to recommend an effective method of transcription of telephone conversations between client and agents conducted on a CC helpline in a Polish language model. In the research, special attention was paid to the low quality of audio signals, which is the main cause of problems with satisfactory level of automatic transcriptions performed by known ASR systems. In addition, it was pointed out that the English language models in ASR systems are much better refined and optimized than those of other less popular communication languages. As a result, the currently popular ASR systems used in CCs serving clients in different languages do not meet the expectations. On the other hand, a high enough quality of transcription is very important for further use of the conversation transcripts.

As shown in this paper, the quality of automatic transcriptions can be significantly improved by appropriate application of the preprocessing and postprocessing mechanisms described herein. For the random representative data sample comprising 300 voice calls, the average score for the WER metric in the case of the MST system reached 8%, which is a very good value in terms of further applications of the transcription method. The main advantage of the developed solution is the aforementioned high quality of the automatic transcriptions obtained. This allows the proposed method to be used to work directly in real time. Better transcription quality, in turn, translates into more possibilities to use the developed method, which consequently increases the effectiveness of the algorithms that use it and optimizes the profits achieved and costs incurred. Because the fees paid for the use of some ASR systems may be a certain limitation, the method was developed in such a way that it can be integrated with any ASR solutions operating in both non-gratuitous and free models. A rather difficult task, which constitutes another limitation of the proposed method, is proper configuration of the close sounding and foreign words module. The database for this module needs to be built for each subject-specific campaign separately and has to be adapted directly to the ASR system used, which is usually very labor-intensive.

In future work, it is planned to use the solution proposed in this paper to build a new method for recognizing the intentions of clients calling CC hotlines. The known intention recognition mechanisms rely solely on text data. Therefore, in order to recognize callers’ intentions, it is necessary to make automatic transcriptions of voice calls. It is expected that improving the quality of transcription for real-time conversations will also increase the effectiveness of intention recognition. This will allow for further implementation of the solution in question in the target intelligent assistant (voicebot) mechanisms. Furthermore, research is planned on a new method for recognition of clients’ emotions intended for direct use in CC systems. Using AI/ML algorithms, emotions

| TABLE 6. Average WER and LER metrics for postprocessing solutions. |
|-------------------------|--------|--------|--------|--------|--------|--------|
| METRIC | ASR | REF [%] | COR [%] | NCS [%] | LEM [%] | ALL/ON [%] |
|---------|-----|--------|--------|--------|--------|-----------|
| WER     | MST | 16.2   | 13.4   | 12.5   | 14.3   | 8.0       |
|         | GST | 15.6   | 15.1   | 12.9   | 13.6   | 10.8      |
| LER     | MST | 7.3    | 5.9    | 6.4    | 7.5    | 4.8       |
|         | GST | 8.5    | 8.3    | 7.7    | 8.4    | 7.5       |
can be detected from both audio signals (phone calls) and text (chat conversations or transcripts of phone calls). Therefore, it is planned to use the proposed transcription method as one of the components of the emotion recognition method, which will support the process of recognition of emotional behaviour of clients and agents in audio channels. The high transcription quality level that will be achieved will therefore make it possible to build effective methods for recognizing intentions and emotions, which is the direction of our further research. We expect the results of our further work to improve the effectiveness and quality of conversations conducted by bots.

Moreover, the proposed method can be used in future CC systems. It is predicted [30] that the key definition of the term “Customer” will change by 2025. This will be driven by the rapid development of the Internet of Things (IoT) in many areas [31]–[34] as well as video technology [35]. Thanks to which items equipped with smart sensors capable of mutual communication will also be able to contact CC hotlines on their own. Hotlines of this type will be served mainly by smart bots which will ensure an adequate level of support.
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