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ABSTRACT

In this paper we present an extension to the matryoshka suite of neural-network-based emulators. The new editions have been developed to accelerate EFTofLSS analyses of galaxy power spectrum multipoles in redshift space. They are collectively referred to as the EFTEMU. We test the EFTEMU at the power spectrum level and achieve a prediction accuracy of better than 1% with BOSS-like bias parameters and counterterms on scales 0.001 h Mpc$^{-1} \leq k \leq 0.19$ h Mpc$^{-1}$. We also run a series of mock full shape analyses to test the performance of the EFTEMU when carrying out parameter inference. Through these mock analyses we verify that the EFTEMU recovers the true cosmology within 1σ at several redshifts ($z = \{0.38, 0.51, 0.61\}$), and with several noise levels (the most stringent of which is Gaussian covariance associated with a volume of 5000$^3$ Mpc$^3$ h$^{-3}$). We compare the mock inference results from the EFTEMU to those obtained with a fully analytic EFTofLSS model and again find no significant bias, whilst speeding up the inference by three orders of magnitude. The EFTEMU is publicly available as part of the matryoshka Python package.
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1 INTRODUCTION

The use of emulators is becoming commonplace in many forms of cosmological analysis (Chapman et al. 2021; Kobayashi et al. 2021; Zürcher et al. 2021; White et al. 2021; Miyatake et al. 2021). These emulators can be thought of as sophisticated interpolation schemes that aim to approximate a computationally expensive model given a set of example outputs: providing fast predictions whilst maintaining accuracy.

Developing emulators to facilitate cosmological analyses was initially proposed as a method to overcome the huge computational cost of numerical simulations (Heitmann et al. 2006). Numerical simulations provide predictions for clustering that are accurate on small nonlinear scales (Schneider et al. 2016; Vogelsberger et al. 2019; Angulo & Hahn 2021); however as most cosmological analyses will require many simulations their cost prohibits their use. There has been a lot of work focused on development of emulators in this context in recent years, and emulators have been produced for many statistics, including: the matter power spectrum (Heitmann et al. 2009; Agarwal et al. 2014; Giblin et al. 2019; Knabenhans et al. 2019; Angulo et al. 2020), the halo power spectrum in redshift space (Kobayashi et al. 2020), the galaxy power spectrum (Kwan et al. 2015), the halo correlation function (Nishimichi et al. 2019), and the galaxy correlation function in redshift space (Zhai et al. 2019).

Analytical predictions of the large-scale structure are more computationally efficient than those from numerical simulations. State of the art perturbation theory based models (Ivanov et al. 2020; Philcox et al. 2020; D’Amico et al. 2020; Chen et al. 2020) are able to produce predictions for the power spectrum multipoles that are accurate on quasi-nonlinear scales in a few seconds. The speed of these models makes it feasible to use them directly when conducting cosmological inference. However a typical Markov chain Monte Carlo (MCMC) analysis using one of these perturbative models has $O(10)$ free parameters, requiring $O(10^3 - 10^5)$ model evaluations to converge. As such these analyses still require considerable computational resources. In recent years many works have looked at using the idea of emulation to accelerate analytic predictions not just those coming from numerical simulations (Aricò et al. 2021; DeRose et al. 2021; Mancini et al. 2022). Emulation of analytic predictions can greatly reduce the computational cost for parameter inference. This can allow for different analysis setups to be easily explored (i.e. prior choice), and removes the need for computing clusters to do inference.

In Donald-McCann et al. (2022) we introduced matryoshka, a suite of neural-network-based emulators. In this work we add a set of new emulators to matryoshka. These new emulators have been developed to accelerate effective field theory of large scale structure (EFTofLSS) predictions. We collectively refer to these new emulators as the EFTEMU. The structure of this paper is as follows: In section 2 we outline the input parameters of the EFTEMU and the data we generate for training. In section 3 we discuss the training procedure for the individual component emulators that make up the EFTEMU, along with the prediction accuracy at the power spectrum level. In section 4 we present a series of mock analyses designed to test the accuracy of the EFTEMU. In section 5 we quantify the computational performance that the EFTEMU provides. We conclude in section 6.
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2 GENERATING TRAINING DATA

The EFTEMU has been developed to approximate an EFTofLSS model for the galaxy power spectrum multipoles. D’Amico et al. (2020) show that the galaxy power spectrum multipoles can be predicted by combining a series of bias parameters and counterterms (throughout the rest of this paper we refer to both when we mention ‘bias parameters’) with components \( P_{n,l} \) that solely depend on cosmology, such that

\[
P_l(k) = \sum_n b_n P_{n,l}(k).
\]

Each \( P_{n,l} \) in the equation above represents the result of a convolution of the linear matter power spectrum with a redshift space galaxy density or velocity kernel (or combination of results of convolutions with different kernels). Each \( b_n \) represents a bias parameter (or combination of multiple bias parameters) for the corresponding \( P_{n,l} \) component. For more details on the form of EFTofLSS model and the convolution kernels we refer the reader to D’Amico et al. (2020) and the references therein.

Emulating these \( P_{n,l} \) components rather than the galaxy multipoles themselves is advantageous for two reasons. Firstly it means that no prior is required on bias parameters when making predictions with the EFTEMU. Secondly and more importantly the training volume is significantly smaller when the bias parameters are not included as input parameters for the EFTEMU. This smaller training volume means we require less training data to reach a given level of accuracy. For this work, we use PyBird (D’Amico et al. 2021) to calculate all \( P_{n,l} \) components and CLASS (Lesgourgues 2011) to calculate the linear matter power spectrum. We choose PyBird because it is fast, documented, and allows for the \( P_{n,l} \) terms to be easily extracted. We note that the use of this specific code is not mandatory. We could use any code that can calculate the \( P_{n,l} \) components of equation 1.

The EFTEMU takes five ΛCDM cosmological parameters as input: the density of cold dark matter \( \Omega_c h^2 \), the density of baryonic matter \( \Omega_b h^2 \), the dimensionless Hubble parameter \( h = H_0 / (100 \text{ km s}^{-1} \text{ Mpc}^{-1}) \), and the amplitude and tilt of the primordial power spectrum \( \ln \left[ 10^{10} A_s \right] \) and \( n_s \). When generating samples from this ΛCDM parameter space we have to impose priors. For this work these priors are defined by public suites of numerical simulations, those being the Aemulus suite (DeRose et al. 2019) and the AbacusSummit suite (Maksimova et al. 2021). We concatenate their shared ΛCDM parameters and generate 10,000 Latin-hypercube samples (McKay et al. 1979) in the region covered by the simulation samples. As both the Aemulus and AbacusSummit suites sample from beyond ΛCDM parameter spaces the ranges for the ΛCDM parameters are large. The training space covers an approximately 13–24σ region around the Planck 2018 ΛCDM cosmology. 2,000 were used to test the prediction accuracy of the multipoles (see section 3.1).

3 TRAINING THE NEURAL NETWORKS

In this section we discuss the training procedure for the set of neural-network-based emulators that forms the EFTEMU. Each emulator in the set is a component emulator, and takes the form of a simple fully connected neural network (NN). The output of all the component emulators is combined when making a prediction for the galaxy power spectrum multipoles. NNs learn a target function, in this case the bias-independent components of the multipole predictions \( P_{n,l} \), by optimising a set of weights \( w \). It is common practice to preprocess the training data before optimising \( w \). For this work, the preprocessing involves rescaling all target functions and input variables such that they lie within the range \([0, 1]\). This preprocessing ensures that all outputs contribute equally when optimising \( w \), and also improves training stability by keeping the magnitude of \( w \) small.\(^2\) We note that prior to this rescaling we remove any scales at which \( P_{n,l}(k) = 0 \) for all samples in the training set.

Rather than training individual component emulators for each \( P_{n,l} \) we decide to train component emulators to make predictions for groups of \( P_{n,l} \). There are 21 \( P_{n,l} \) for both the monopole and the

---

\(^1\) We calculate \( P_{n,l} \) with PyBird up to \( k = 0.3 \text{ h Mpc}^{-1} \) with \( \text{optiresum}=\text{False} \) (True focuses resumation on the BAO peak). However a small amount of numerical noise on scales \( > 0.19 \text{ h Mpc}^{-1} \) detrimentally impacted training so we discarded these scales. Throughout this work we use PyBird v0.1 on the master branch https://github.com/pierrexyz/pybird

\(^2\) High magnitude target functions can lead to large weights, and this can in turn lead to the gradients of the loss function with respect to these weights becoming large. Large gradients can be detrimental to training as they are used to inform the updates of the weights.
Each hidden layer has 400 nodes. The number of nodes in each hidden layer depends on the component that is being predicted. Both hidden layers have ReLU activation functions. The number of nodes in each hidden layer depends on the component emulator. For those that are emulating groups $P_{l,1}^{11}$ and $P_{l,2}^{10}$, each hidden layer has 200 nodes. For those emulating the $P_{l}^{\text{loop}}$ group each hidden layer has 400 nodes. A larger number of nodes in the hidden layers is required as the functional form of the $P_{n,l}$ in $P_{l}^{\text{loop}}$ is more complex than those in $P_{l,1}^{11}$ and $P_{l,2}^{10}$. We train the NNs for a maximum of 10,000 epochs with a batch size of 100. One epoch represents a complete pass through the training set. The batch size is the number of training samples used for each update of the NN weights. The weights are optimised using an Adam (Kingma & Ba 2017) optimiser. This optimisation involves comparing predictions made by the NNs to the preprocessed true $P_{n,l}$ components via a loss function. For this work, we use a mean squared error loss function. The learning rate controls how much the weights are changed on each update; we start training with a learning rate of 0.013. If there is a plateau in the loss function for more than ten epochs we reduce the learning rate by a factor of 0.1, unless the learning rate has already reached a value of 0.0001. If there is a plateau in the loss function for more than 20 epochs we terminate training early.

The number of hidden layers and nodes, the batch size, and the learning rate all represent hyper-parameters of the NNs that need to be tuned. For this work, the hyper-parameters were adjusted manually, and the impact on the loss function observed. The set of hyper-parameters that resulted in the minimum loss was selected. There are more sophisticated methods for hyper-parameter tuning, such as Bayesian optimisation (Snoek et al. 2012). However, they were not required to achieve predictions for $P_{0}$ and $P_{2}$ that agree with PyBird within 1% for 68% of test cases (i.e. 1% at the 1σ level) with arbitrary bias parameters.

### 3.1 Power-spectrum-level prediction accuracy

We test the prediction accuracy of the multipoles using the unseen test set. We use three sets of bias parameters ($b_{n}$ in equation 1) for these tests. The first set is a random draw from the prior defined in equation 3.18 of D’Amico et al. (2020). This random draw is different for each of the 2000 samples in the test set. The second and third sets of bias parameters are the best fit LOWZ NGC and CMASS NGC from D’Amico et al. (2020) respectively. Testing the accuracy with the random bias parameters gives us an idea of the prediction accuracy over the entire prior volume. Using the best fit parameters gives us an idea for the prediction accuracy for a more realistic set of bias parameters at a cost of the random combinations return multipoles that are nothing like what has been previously observed ($P_{0}$ observed negative for example).

We assess the prediction accuracy by examining the ratio of the EFTEMU predictions to the PyBird predictions. These are shown in figure 3. The orange and blue shaded regions show the 1σ and 2σ regions respectively. We can see that at the 1σ level the EFTEMU is producing predictions with an error of < 1% for all sets of bias parameters. This is > 1% for the random bias parameters for scales $k > 0.05$ h Mpc$^{-1}$ for $P_{0}$ ($k > 0.08$ h Mpc$^{-1}$ for $P_{2}$). However for the best-fit bias parameters the prediction error is still < 1% at the 2σ level. These results are indicating that the EFTEMU is capable of producing predictions for $P_{0}$ and $P_{2}$ with better than 1% accuracy for multipoles that are BOSS-like, although there are some regions of the prior space in which the prediction error is considerably higher. The 2σ region for the random bias parameters in figure 3 reaches a maximum of ~ 3% for $P_{0}$ and ~ 5% for $P_{2}$. We do note that in these regions of the bias prior space the multipoles look significantly different from those observed from BOSS data. The slightly higher prediction error for $P_{2}$ is a consequence of higher complexity of some of the $P_{n,2}$ components compared to the $P_{n,0}$ components; this higher complexity makes these components more difficult to predict. When bias parameters related to these components are drawn from
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3 Although Adam is already an adaptive optimiser we find that models reach a lower training loss when reducing the learning rate in this way.
the extremes of the bias prior (i.e. they are large) the prediction error of \( P_2 \) is higher.

4 MOCK ANALYSES

In this section we describe a series of mock full shape analyses of the galaxy power spectrum multipoles. These analyses allow us to evaluate the performance of EFTEMU at the inference level rather than the power spectrum level. Conducting these analyses allows us to determine how the achieved level of prediction accuracy from EFTEMU impacts constraints on cosmological parameters.

4.1 Mock power spectrum multipoles

We produce a set of mock multipoles to facilitate the analyses of this section. These multipoles are produced using PyBird, and the Planck 2018 parameters as the true cosmology. We generate mock multipoles with the same cosmology at the three redshifts at which the EFTEMU has been trained. The bias parameters used to generate the mocks depend on the redshift. For the multipoles at \( z = 0.38 \) we use the best-fit LOWZ NGC parameters from (D’Amico et al. 2020), whilst for the multipoles at \( z = 0.51 \) and at \( z = 0.61 \) we use the best-fit CMASS NGC parameters. We present the cosmological and bias parameters in table 1. It should be noted that the best-fit bias parameters are a result of analyses of BOSS LOWZ and CMASS samples with \( z = 0.32 \) and \( z = 0.57 \) respectively. There will be some redshift evolution of these bias parameters, however, we expect this redshift evolution to be small for \( \Delta z \sim 0.05 \) (Fry 1996; Salazar-Albornoz et al. 2017). Using these bias parameters we will produce mock multipoles that are LOWZ-like at \( z = 0.38 \), and CMASS-like at \( 0.51 \) and \( 0.61 \), but will not represent these two samples exactly. We produce mocks with 39 linearly spaced \( k \)-bins covering the range 0.001 \( h \) Mpc\(^{-1} \) \( \leq k \leq 0.19 \) \( h \) Mpc\(^{-1} \).

We calculate Gaussian covariance matrices for these sets of mock multipoles using the equations presented in appendix C of Taruya et al. (2010). We calculate several Gaussian covariance matrices for each set of mock multipoles, each with different mock survey volumes \( V_s \). This allows us to investigate how the noise level of the mock multipoles impacts the significance of any bias in the posterior predictions of this section. The values of \( V_s^{1/3} \) considered are [1000, 2000, 3000, 4000, 5000] Mpc \( h^{-1} \). Figure 4 shows the ratio of the diagonal of these covariances to the mock monopole at \( z = 0.61 \). Each coloured line corresponds to a different \( V_s \), whilst the grey line shows the 1% level. We can see that for all but \( V_s^{1/3} = 1000h \) Mpc\(^{-1} \) this ratio is below 1% for some portion of the scales considered. The shot-noise in all covariance matrices comes from a \( 1/n_g \) term. For the covariance at \( z = 0.38 \) we use a value of \( 4.5 \times 10^{-4} \) (h Mpc\(^{-1} \)), and for the covariance at \( z = 0.51 \) and \( z = 0.61 \) we use a value of \( 4 \times 10^{-4} \) (h Mpc\(^{-1} \)). Figure 4 looks similar for \( z = 0.51 \) and \( z = 0.61 \).

4.2 MCMC with EFTEMU

We calculate posterior distributions on cosmological and bias parameters via Markov Chain Monte Carlo (MCMC). We run all MCMCs with a Python implementation of ensemble slice sampling: zeus (Karamanis, Beutler & Peacock 2021). The EFTEMU, and all other emulators included with matryoshka, work very well with ensemble samplers like zeus as TensorFlow (the code with which all the emulators are built) has been heavily optimised for making batch predictions (i.e. making predictions for multiple sets of cosmological parameters).

We vary three out of the five cosmological parameters \( [\omega_c, h, \ln \left(10^{10}A_s\right)], \) and seven out of the ten bias parameters \( [b_1, c_2, b_3, c_{ct}, c_{r,1}, c_{e,1}, c_{quad}] \). We fix \( n_g \) at its true value as we do not expect to get constraints much tighter than the prior. Rather than fixing \( \omega_b \) to its true value we fix the baryon fraction \( f_b = \omega_b/(\omega_c + \omega_b) \) to mimic the blind mock analyses presented in Nishimichi et al. (2020). We fix \( c_4, c_{r,2}, \) and \( c_{\text{mono}} \) all equal to 0, as in D’Amico et al. (2020). D’Amico et al. (2020) notes that the components of the power spectrum prediction involving \( c_4 \) and \( c_{\text{mono}} \) have a negligible impact on their analysis for a BOSS-like volume. They also note that as their analysis does not include the hexadecapole \( P_4 \) they can absorb the contribution of \( c_{r,2} \) into \( c_{r,1} \).

We use uniform priors on all cosmological parameters; they are presented in table 2. The width of these priors are determined by the training space used for the EFTEMU. It should however be noted that fixing \( f_b \) has the effect of projecting the prior on \( \omega_b \) onto the prior on \( \omega_c \); we show this in table 2 in parentheses. The priors on the bias parameters are the same as those in D’Amico et al. (2020), which are also presented in table 2. We use a Gaussian likelihood of the form

\[
\ln L(\mathbf{P}|\mathbf{\theta}, \phi) = -\frac{1}{2}(\hat{\mathbf{P}} - \mathbf{P})^T C^{-1} (\hat{\mathbf{P}} - \mathbf{P}),
\]

with \( P \) being the mock data \( \mathbf{P} = [P_0, P_2, \ldots] \), \( \hat{\mathbf{P}} \) being the predictions \( \hat{\mathbf{P}} = [\hat{P}_0, \hat{P}_2, \ldots] \) for a given set of cosmological parameters \( \mathbf{\theta} \) and bias parameters \( \phi \), and \( C \) being the covariance matrix.

Throughout this work we monitor the integrated autocorrelation time \( \tau \) to judge convergence of the MCMCs. \( \tau \) is an estimate of number of chain steps required to produce an independent sample from the posterior; see section 3 of Foreman-Mackey et al. (2013) for a definition of \( \tau \) and argument for its use to measure sampling performance. We run chains for a minimum of 5,000 steps and then require that the length of the chains are at least 100\( \tau \). We also examine the value of \( \tau \) as the length of the chain increases. For a chain to be considered converged we require that \( \tau \) has changed by \(<1\% \) in the previous 200 steps.

4.2.1 Different redshifts

The first set of analyses we run are designed to test the EFTEMU at each of the three redshift slices at which it has been trained. For these analyses we use the Gaussian covariance matrices with \( V_s^{1/3} = 5000h \) Mpc\(^{-1} \).

Figure 5 compares the EFTEMU predictions for the maximum \( \text{a posteriori} \) (MAP) estimates at each redshift to the mock multipoles. The MAP estimates are found by simply minimising the negative of the log probability (the sum of the log prior and the log likelihood). Both panels show that the predictions from EFTEMU agree with the mock multipoles very well, the emulators have not introduced any unexpected features in the multipoles and any deviation is significantly lower than the 1\( \sigma \) level. The bottom panel shows the ratio of the predictions to the mock data. We can clearly see that the predictions agree with the mocks with a \(<1\% \) error on all scales considered. Figure 6 shows the posterior distributions for the cosmological parameters resulting from the MCMC analyses at each redshift\(^4 \).

\(^4\) All corner plots showing posterior distributions in this work were produced with GetDist (Lewis 2019). Unless otherwise stated the smoothing parameters used were smooth_scale_2D=0.4 and smooth_scale_1D=0.2.
Figure 3. The prediction error at the power spectrum level of the EFTEMU. Each panel shows the ratio of the EFTEMU to the PyBird predictions for the same 2000 test cosmologies uniformly sampled across the $\Lambda$CDM parameter space shown in figure 1. In each column different sets of bias parameters are used. For the first column, 2000 random sets of bias parameters are sampled from the prior defined in equation 3.18 of D’Amico et al. (2020). The second and third columns use the best-fit LOWZ NGC and CMASS NGC parameters from D’Amico et al. (2020) respectively. The orange and blue shaded regions show the $1\sigma$ and $2\sigma$ regions respectively. The $2\sigma$ region for the random bias parameters reaches a maximum of $3\%$ for $P_0$ and $5\%$ for $P_2$. This is the prediction accuracy for the EFTEMU trained at $z = 0.38$; plots for the other two redshifts considered look very similar.

Table 1. Cosmological and bias parameter values used to generate the mock multipoles described in section 4.1. The cosmological parameters are the Planck 2018 $\Lambda$CDM results, and the bias parameters are the best fit LOWZ NGC ($z = 0.38$) and CMASS NGC ($z = [0.58, 0.61]$) parameters from D’Amico et al. (2020). For detailed definitions of the bias parameters we refer the reader to sections 2.1 and 3.5 of D’Amico et al. (2020), and the references therein.

| Parameter | Prior |
|-----------|-------|
| $\omega_c$ | $\mathcal{U}(0.101, 0.140)$, $\mathcal{U}(0.110, 0.129)$ |
| $\omega_b$ | $\mathcal{U}(0.575, 0.748)$ |
| $h$ | $\mathcal{U}(2.78, 3.32)$ |
| $\ln(10^{10} A_s)$ | $\mathcal{U}(2.78, 3.32)$ |
| $b_1$ | $\mathcal{U}(0, 4)$ |
| $c_2$ | $\mathcal{U}(-4, 4)$ |
| $b_3$ | $\mathcal{N}(0, 2)$ |
| $c_{ct}$ | $\mathcal{N}(0, 2)$ |
| $c_{r, 1}$ | $\mathcal{N}(0, 8)$ |
| $c_{e, 1}/\tilde{n}_g$ | $\mathcal{N}(0.400)$ |
| $c_{\text{quad.}}$ | $\mathcal{N}(0, 2)$ |

Table 2. Priors on the cosmological and bias parameters used in the full shape analyses described in section 4.2. $\mathcal{U}(a, b)$ denotes a uniform distribution with boundaries $a$ and $b$, and $\mathcal{N}(\mu, \sigma)$ denotes a normal distribution with mean $\mu$ and standard deviation $\sigma$. All other cosmological and bias parameters are fixed at their true values presented in table 1.

Figure 4. The ratio of the diagonal of the Gaussian covariance matrices described in section 4.1 to the mock monopole at $z = 0.38$. Each coloured line represents a covariance matrix with a different volume $V_s$. The grey dashed line shows the $1\%$ level. Plots at $z = 0.51$ and $z = 0.61$ look similar.

within $1\sigma$ in all cases. There are slight shifts in the posterior peaks when looking at the marginalised 1D posteriors. There are a few possible sources for these shifts: the first and most relevant for this work is prediction error in the multipoles coming from the emulator, the second being influence of the prior. Determining how much of the shift is due to the emulator error requires comparison to the posterior
that would be calculated with PyBird. We present comparisons with PyBird posteriors in section 4.2.3.

4.2.2 Different volumes

The next set of analyses test the EFTEMU with increasing \( V_s \) (and thus increasing signal-to-noise). We analyse the same set of mock multipoles, at \( z = 0.38 \), using Gaussian covariance matrices calculated with \( V_s \) ranging from 1000 Mpc \( h^{-1} \) \( \leq V_s \leq 5000 \text{ Mpc} \ h^{-1} \).

Figure 7 shows the marginalised 1D posteriors on the cosmological parameters and linear bias \( b_1 \) resulting from these analyses in blue. We can see that for small volumes there is no significant constraint beyond the prior on \( \omega_c \). This is due to the projection of the \( \omega_b \) prior onto \( \omega_c \) mentioned in section 4.2. We can also see that there is a shift in the median value of the \( \ln \left( 10^{10} A_s \right) \) posterior for low \( V_s \). This shift is prior volume projection effect that impacts the marginalised posteriors (Carrilho, Moretti & Pourtsidou 2022; Simon, Zhang, Poulin & Smith 2022). Figure 3 of Simon et al. (2022) shows how an increase in \( V_s \) can reduce the impact of these prior effects on the marginalised posteriors. The same can be seen by observing how the posteriors change with volume; as \( V_s \) increases the constraints on all cosmological parameters tighten whilst remaining consistent with their true values. Small shifts can be seen in the \( \omega_c \) and \( h \) marginalised posteriors at all volumes. These shifts are due to emulator errors and not prior effects as they do not resolve with increasing \( V_s \). We do however note that there is still consistency with the truth at the 1\( \sigma \) level for all \( V_s \). These results are demonstrating that the prediction accuracy from the EFTEMU is sufficiently high so as not to induce any significant bias when performing inference on a sample with \( V_s \leq 5000 \text{ Mpc} \ h^{-1} \).

4.2.3 Comparison with PyBird

Finally we focus on a comparison of the EFTEMU and PyBird. The MCMCs of the previous sections required \( O(10^9) \) likelihood evaluations to reach convergence. Running a single MCMC with PyBird would require considerable resources. A more computationally efficient alternative method that is suited to the comparison we want to make here is importance sampling. Importance sampling allows us to estimate a target distribution \( P(\theta) \) by sampling from a proposal distribution \( Q(\theta) \) and then applying an importance weight \( I(\theta) \) to each of these samples. The weights \( I(\theta) \) correspond to the ratio \( P(\theta)/Q(\theta) \). Our target distribution is the PyBird posterior, and our proposal is the EFTEMU posterior. The MCMC chains calculated with the EFTEMU represent samples from \( Q(\theta) \). Weights are calculated for a subset of the chain samples by computing the ratio of the PyBird likelihood to the EFTEMU likelihood for each sample.

We do not expect the peak of the PyBird posterior to be significantly shifted compared to that calculated with the EFTEMU; in the previous sections we have shown that the EFTEMU posteriors agree with the truth at the 1\( \sigma \) level. This recovery of the truth does not however indicate how the width of the distribution could have been impacted. In the scenario in which the proposal \( Q(\theta) \) is narrower than the target \( P(\theta) \) the calculation of the weights \( I(\theta) \) can be numerically unstable. This can cause samples to be assigned unrealistically high weights and this can then distort the resulting PyBird posterior. To mitigate against this when calculating PyBird posteriors for \( V_s^{1/3} \geq 3000 \text{ Mpc} \ h^{-1} \) we draw samples from the EFTEMU lower values of \( V_s \). The lower signal-to-noise ratio associated with lower volumes means these posteriors should be wider than the target PyBird posterior.

Figure 8 shows a comparison of the EFTEMU and PyBird posteriors for all parameters varied in our MCMC analysis of the mock data at \( z = 0.38 \) with \( V_s^{1/3} = 5000 \text{ Mpc} \ h^{-1} \). We have also plotted the EFTEMU posterior that was used as the proposal distribution when calculating the PyBird posterior. The first thing to note is the significant difference between proposal distribution and the PyBird contours. In many of the 2D projections we can clearly see that the 1\( \sigma \) region of the proposal encompasses the 2\( \sigma \) region of the PyBird posterior. The second thing to note is that the agreement between the EFTEMU and PyBird posteriors is very good, and they are almost indistinguishable in many of the 1D and 2D projections. There are however some clear differences; the peaks of the marginalised 1D posteriors for \( \omega_c \) and \( h \) are shifted from the truth, whilst the PyBird posterior peaks agree with the truth as expected. These differences can also be seen in figure 7. The difference in the median values of the marginalised posteriors is \( \leq 0.6\sigma \), whilst the width of the 68\% credible intervals of the posteriors agree within \( \sim 10\% \). The only source for these differences is prediction errors from the emulator as all other aspects of the analysis pipeline are the same. It should however be noted that these results represent the "worst case scenario". At lower volumes, where the signal-to-noise ratio of the mock is lower and the emulator errors are less consequential, these differences are less significant. When analysing the mocks at higher redshift these differences are also less significant. A table quantifying the difference between the EFTEMU and PyBird posteriors for each full shape analysis of this work is presented in appendix A. These results indicate that any prediction errors from the EFTEMU are not inducing any significant bias in the posteriors on cosmological and bias parameters.

5 COMPUTATIONAL PERFORMANCE

The prediction speed of the EFTEMU will be processor-dependent. Any computational metrics discussed in this section and throughout the paper refer to the scenario in which predictions are being made on a laptop with an Intel i5 2.50 GHz dual-core processor with four threads and 8 GB of RAM.

To assess the prediction speed of the EFTEMU we make predictions for \( N \) sets of cosmological and bias parameters 100 times and report the mean and standard deviation. In the case where \( N = 1 \) the prediction speed is 4.22 ms \( \pm 474 \mu s \) per prediction per multipole. However when making predictions on a batch where \( N = 20 \) (\( N = 100 \)) we find a prediction speed of 0.280 ms \( \pm 46.1 \mu s \) (0.104 ms \( \pm 8.12 \mu s \)) per prediction per multipole. This highlights the increased efficiency of the EFTEMU when making batch predictions and we reiterate that this property is very beneficial when using ensemble samplers such as zeus. If we repeat this test for PyBird we find a prediction speed of 1.01 s \( \pm 13.3 \) ms per prediction per multipole. Thus using the EFTEMU results in a speed up by a factor of 240 \( \pm 27.1 \) when making single predictions, and a factor of 3620 \( \pm 597 \) (9730 \( \pm 770 \)) when making predictions on a batch of input parameter sets.

\footnote{For almost all cases in which we follow this procedure the proposal posterior is calculated with \( V_s^{\text{prop}} = V_s^{\text{true}} - 1000 \text{ Mpc} \ h^{-1} \). The only exception is the case where \( z = 0.38 \) and \( V_s^{\text{true}} = 5000 \text{ Mpc} \ h^{-1} \), in this case \( V_s^{\text{prop}} = 3000 \text{ Mpc} \ h^{-1} \).}
6 CONCLUSIONS

In this work we expanded the matryoshka suite of neural-network-based emulators with the EFTEMU. We have trained the EFTEMU to predict bias independent components of the EFTofLSS model for the galaxy power spectrum multipoles. The EFTEMU achieves better than 1% prediction accuracy (2σ level) for both the monopole and the quadrupole on scales $0.001 \, h \, \text{Mpc}^{-1} \lesssim k \lesssim 0.19 \, h \, \text{Mpc}^{-1}$ for BOSS-like bias parameters, whilst producing very fast predictions. The EFTEMU can produce 10,000 predictions in ~ 1.5 s, for comparison this would take ~ 5.6 hr with PyBird. The EFTEMU is implemented in Python and is publicly available https://github.com/JDonaldM/Matryoshka.

We calculate sets of mock galaxy power spectrum multipoles with BOSS-like bias parameters, at $z = [0.38, 0.51, 0.61]$. Using these sets of multipoles we run a series of mock analyses designed to assess any potential bias when performing cosmological inference with the EFTEMU. We have shown that at each redshift the multipoles predicted by the EFTEMU at the MAP estimate agree with the mocks at better than 1% for a mock volume of $V_{\text{m}}^{1/3} = 5000 \, h^{-1} \, \text{Mpc}$. We have also shown that the true cosmology is recovered within 1σ at each redshift. As a further test of the EFTEMU we run mock analyses with $1000 \, h^{-1} \, \text{Mpc} \lesssim V_{\text{m}} \lesssim 5000 \, h^{-1}$, and verify that there is no significant bias introduced in the inferred cosmology with mock volumes up to $5000 \, h^{-1}$. As a final test we compare posterior distributions calculated with EFTEMU to those calculated with PyBird. We obtain the PyBird posterior by importance sampling the chains obtained with EFTEMU and verify that there is no significant bias when comparing the PyBird posterior and the EFTEMU posterior. We note that the method used for this comparison highlights potential synergies between emulators and the target models they are developed to approximate. Estimating the PyBird posterior with importance sampling on average required $O(10^4)$ model evaluations, which is two orders of magnitude less than what would be required to run a typical MCMC to convergence. As an example, if the signal-to-noise ratio of a given measurement is higher than that which the emulator has been tested, the emulator could be used to rapidly generate a posterior with artificially inflated uncertainty on the measurement. This posterior can then be importance sampled with PyBird and the true measurement uncertainty to obtain the posterior orders of magnitude faster than running an MCMC with PyBird alone.
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Figure 8. Corner plot showing marginalised 1D and 2D posterior distributions resulting from the full shape analyses described in section 4.2.3. The contour levels are 1σ and 2σ. The grey contours show the proposal distribution used to calculate the PyBird posterior via importance sampling (IS). The grey dashed line shows the location of the true cosmological parameters used to generate the mock data. Both of the EFTEMU sets of contours are calculated via MCMC. The PyBird contours are obtained via importance sampling of the EFTEMU chains.

APPENDIX A: TABULAR COMPARISON WITH PYBIRD

Table A1 quantitatively compares the EFTEMU and PyBird posteriors for the cosmological parameters of interest for all the mock analyses of this work. We compare the distributions by examining the normalised residual

\[
\Delta \theta = \frac{\theta_{\text{EFTEMU}}^{50} - \theta_{\text{PyBird}}^{50}}{0.5(\theta_{\text{PyBird}}^{84} - \theta_{\text{PyBird}}^{16})},
\]

(A1)

where \(\theta_{\text{EFTEMU}}^{50}\) and \(\theta_{\text{PyBird}}^{50}\) are the posterior median values for a given parameter \(\theta\) measured from the EFTEMU and PyBird posteriors respectively. \(\theta_{\text{PyBird}}^{84}\) and \(\theta_{\text{PyBird}}^{16}\) are the 84th and 16th percentiles.

We also examine the ratio of widths of the 68% credible intervals

\[
\Sigma \theta = \frac{\theta_{\text{EFTEMU}}^{84} - \theta_{\text{EFTEMU}}^{16}}{\theta_{\text{PyBird}}^{84} - \theta_{\text{PyBird}}^{16}}.
\]

(A2)
where $\theta_{PyBird}^{84}$ and $\theta_{PyBird}^{16}$ are the same as in equation A1, and $\theta_{EFTEMU}^{84}$ and $\theta_{EFTEMU}^{16}$ are the equivalent 84th and 16th percentiles calculated from the EFTEMU posterior.
| Redshift | \(V_s^{1/3} \text{ [Mpc} h^{-1}]\) | \(\Delta \omega_c\) | \(\Sigma \omega_c\) | \(\Delta h\) | \(\Sigma h\) | \(\Delta \ln \left(10^{10} A_s\right)\) | \(\Sigma \ln \left(10^{10} A_s\right)\) |
|---------|------------------|-----------------|-----------------|-----------------|-----------------|------------------|------------------|
| 0.38    | 1000             | 0.0169          | 0.988           | -0.0207         | 0.997           | 0.0314           | 1.03             |
| 0.38    | 2000             | -0.137          | 0.953           | -0.140          | 0.989           | 0.0636           | 0.995            |
| 0.38    | 3000             | -0.349          | 0.856           | -0.379          | 0.927           | 0.0806           | 0.946            |
| 0.38    | 4000             | -0.449          | 0.891           | -0.462          | 0.980           | 0.0819           | 0.960            |
| 0.38    | 5000             | -0.558          | 0.888           | -0.584          | 0.991           | 0.133            | 0.998            |
| 0.51    | 1000             | -0.0117         | 0.992           | -0.00281        | 0.983           | 0.00501          | 1.01             |
| 0.51    | 2000             | -0.00213        | 0.984           | -0.0161         | 0.959           | 0.0587           | 1.03             |
| 0.51    | 3000             | 0.0316          | 0.964           | -0.0109         | 0.934           | 0.135            | 1.02             |
| 0.51    | 4000             | 0.0184          | 0.922           | -0.0332         | 0.911           | 0.156            | 1.05             |
| 0.51    | 5000             | 0.0662          | 0.954           | -0.024          | 0.947           | 0.103            | 1.13             |
| 0.61    | 1000             | 0.0142          | 0.994           | 0.0191          | 1.00            | 0.0360           | 0.986            |
| 0.61    | 2000             | 0.0475          | 1.01            | 0.0608          | 1.05            | -0.0236          | 0.974            |
| 0.61    | 3000             | 0.0265          | 1.06            | 0.0540          | 1.11            | 0.0207           | 0.969            |
| 0.61    | 4000             | 0.0432          | 1.06            | 0.0496          | 1.14            | -0.0509          | 0.980            |
| 0.61    | 5000             | -0.0231         | 1.13            | -0.0459         | 1.20            | -0.0993          | 0.988            |

**Table A1.** Quantitative comparison of the EFTEMU and PyBird posteriors. The \(\Delta X\) columns show the normalised residual of the posterior median values for the cosmological parameters calculated via equation A1. The \(\Sigma X\) columns show the ratio of the 68% credible interval calculated via equation A2.