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**ABSTRACT**

This article provides a background and descriptive analysis of insect memory and the coding of olfactory sensation in *Drosophila*, presenting graphs and summary statistics from a large dataset of neurons and synapses that was recently made publicly available and also discussing findings from the existing empirical literature. Some general principles from *Drosophila* olfaction are discussed as they apply to the design of analogous systems in artificial neural networks: (1) the networks used for coding are shallow; (2) the level of connectedness varies widely across neurons in the same layer; (3) much communication is between neurons in the same layer; (4) in most olfactory learning, the manner in which sensory inputs are represented in stored memory is largely fixed, and the learning process involves developing positive or negative associations with existing categories of inputs.

**1. Introduction**

Memory is a key element of cognitive functioning that involves distinct neural pathways and regions of the brain (Fernandes and Niven, 2020; Hamm and Mattfield, 2019; Matsumoto et al., 2018; Thompson and Kim, 1996). Both the committing and the retrieval of information from memory are highly complex processes that will require decades for researchers to fully understand. In addition to the relevance of the topic for basic science, the functioning of memory has applications for the efficient use of information in designing artificial neural networks for deep learning.

One form of information storage that has attracted attention in the neuroscience literature is olfactory memory in *Drosophila*, also known as the *olfactory cascade*. Olfaction is the primary sense used by most insects, and the olfactory cascade has a manageable level of complexity, making it amenable to system-level research. Consequently, researchers have a general understanding of the relevant architecture and the processes through which olfactory sensations in the *Drosophila* antenna communicate with the mushroom body memory center and the ways in which learned associations vary with experience.

The primary aim of this study is descriptive. Using public data that have only recently become available, this paper illustrates and discusses patterns in the actual distributions of neurons and connections in the olfactory cascade. The summary statistics and relationships identified in this article are used to derive general principles about how neurons and synapses are organized in the *Drosophila*’s olfactory system. As memory is a current area of interest in the field of deep learning, organizational features of the olfactory cascade—some previously known and some illustrated in this study—are then discussed in the context of how they might apply when incorporating memory into the design of artificial neural networks.

Section 2 provides a brief summary of the data sources used in this study. Section 3 presents a general overview of the fruit fly’s processing of olfactory information based upon evidence from the Neuper brain data, a newly available dataset on the *Drosophila* brain, and it relates the key features of this cognitive system to common systems of artificial intelligence. The Neuprint dataset contains a relatively complete mapping of the neurons and connections between them for half of the *Drosophila* inner brain (Scheffer et al., 2020). The current study summarizes some key patterns from those data. The general descriptive features of the Neuprint data discussed in Section 3 include the numbers of neurons of different types in different regions that make up the olfactory processing system in the *Drosophila* brain and the numbers of synaptic connections at different stages in the process. This descriptive analysis highlights the key role of Projection Neurons (PNs) in providing a bridge between the relatively unprocessed olfactory data coming from the Olfactory Neurons (ORNs) and the processing centers deeper in the *Drosophila* brain. The analysis of the synapse counts illustrates the considerable variety across neurons in the roles they play in the processing of olfactory information. The following characteristics are highlighted:

1. The networks involved in coding are relatively shallow
2. Neurons in the same processing layer vary widely in their degrees of connectedness
3. A large amount of communication is among neurons in the same layer

Section 4 builds upon this analysis together with evidence from the experimental literature to discuss ways in which memories are stored and represented in the *Drosophila* brain, emphasizing a fourth point:

4. The structure of data representations in storage are largely stable, with learning applying positive and negative associations to existing categories.

The means by which learned associations are coded in this biological system are contrasted with approaches used in
2. Data and Literature Description

Table 1 describes the two Neuprint datasets used in this descriptive analysis, including the key fields and the numbers of cases in each. These datasets constitute the most comprehensive characterization to date of the neurons in the Drosophila brain and the connections between those neurons. The data contain the full set of neurons and a best estimate of the numbers of connections between these neurons for the right half of the inner portion of the brain of a single female Drosophila together with some portions outside that half inner brain. A full half of the mushroom body is included in the data, with a connectome including synapse links among neurons in that half. Neural connections that are asymmetric or that depend integrally upon coordination between left and right are not included in the data.

The portion of the brain that is covered by this dataset is illustrated by the blue-shaded region in the image of the fruit fly brain in Figure 1. The round shapes on the outer right and left are visual centers proximate to the Drosophila’s eyes. The maxillary palp in the lower center and the antennae (not shown) between the palp and the visual centers contain olfactory sensors. The olfactory neurons are concentrated in the antennal lobes to the left and right of the dark body in the center of the image. The mushroom body resides above the olfactory neurons in the upper central portion of the image, and the lateral horns are located nearby, also in the upper central portion but further to the outside.

In the first dataset, the level of observation is the neuron. The region and neuropil variables include lists for each observation, describing all the regions and neuropils in which the neuron is located. The neuron name includes information about the type of neuron, with categories including ORN (Olfactory), PN (Projection), KC (Kenyon Cell), MBON (Mushroom Body Output), and DAN (Dopaminergic). The soma location is of limited usefulness for the current exercise, because the soma is often located far from the dendrites’ and axons’ regions of activity. In the second dataset, the level of observation is the neuron pair, describing the full set of connections leading out of and into the neurons described in the first dataset. The Start & End IDs described in the data use the same format as the Neurons dataset but include non-neuron bodies as well as neurons not included in that dataset. Each connection has associated with it a weight and high probability weight, which describe the numbers of possible synapses and high probability (p = 0.85) synapses in that connection.

### Table 1

| Neurprint Datasets |
|---------------------|
| Dataset Fields Cases |
| Neurons Body ID, Name, Regions & Neuropils, Soma Size & Location 24,620 |
| Connections Start & End ID, Weight, High Probability Weight 44,301,952 total, 3,583,381 with both Start & End IDs in Neuron Data |

Notes: The two datasets described here are Neuprint_Neurons.csv and Neuprint_Neuron_Connections.csv. The first of these datasets is restricted to the subset of neurons whose status label is “Trace” or “Roughly Trace” or whose instance (name) value is not blank. The source datasets are both components of the Neuprint hemibrain_v1.0.1_neuropil inputs database, which is described in detail in Schaffer et al. (2020). The level of observation in the first dataset is a single neuron. Name, Regions, and Neuropils are descriptive and align with common nomenclature in the literature; the fields in the dataset are labeled as aname (with a shorter variant labeled name), subreg, and neuropils, if a neuron’s activity spans more than one subregion or neuropil, then multiple such locations are listed in the data. The level of observation in the second dataset is a neuron pair, with Start ID (START_ID(Body-ID)) and End ID (END_ID(Body-ID)) whose values correspond to the Body-ID variable in the Neurons dataset (bodyID). Weight and High Probability Weight are integer-valued numbers of possible synapses and high probability (p = 0.85) synapses that were identified between those two neurons, with the signal flow from Start ID to End ID. The full connections dataset includes synapses to non-neurons as well as neurons not included in the hemibrain.

![Figure 1: Illustration of the Portion of the Brain Covered in the Neuprint Hemibrain Data](image)

Notes: The blue region illustrates the portion of the brain covered by the dataset. Image reproduced with permission from Schaffer et al. (2020). Additional details in the text.

Beyond these two datasets, a vital source of information about the functioning of Drosophila memory is the empirical literature. One important area of research into understanding Drosophila olfaction and memory has been the use of experiments involving a learned odor discrimination task. A previously neutral odor is repeatedly presented to flies in conjunction with a specific reward or penalty. The odors as well as the types of rewards and penalties are varied across populations of flies and over time in order to identify specific forms of learning and unlearning. For example, one population of flies might be taught to associate a given odor with a reward, while another population—or the same population at a different time—is taught to associate it with a penalty. The experiments are performed on flies with different types of genetic modifications that inhibit the expression of certain neural pathways, thus enabling the researcher to identify the importance and roles of specific channels of signal flow in the learning process. Some key observations from this literature are described in Section 4.
Table 2: Characteristics of the Olfactory Cascade and Artificial Neural Networks

| Feature                      | Biological System                                                                 | Artificial Systems                                                                 |
|------------------------------|-----------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|
| Individual Neurons           | Each neuron conveys continuous information about input intensity through continuous-time variation in firing rates. Neurons vary in their levels of sensitivity to different input types and in their levels of connectedness to neurons in other areas. | Generally uniform nodes that convey effectively binary information through one-shot activation. Neurons vary in their levels of sensitivity to different input types and in their levels of connectedness to neurons in other areas. |
| Configuration                | Separate components for initial input processing, motor responses, and memory storage. | Convolutional network layer for initial processing of input data. After processing, information is passed to a series of similarly designed layers of nodes. |
| Connectedness & Feedback     | Complex network of forward and backward connections of different strengths, with general levels of information flow. | Artificial networks are typically fully connected in the forward direction with connections occurring between layers of learning, with weights varying in strength as determined through training. |
| Network Depth                | Relatively short paths from stimulus to response, with some variation across stimuli. | Generally long paths from input to classification, with hundreds or thousands of layers of information processing, typically common depth for all inputs. |

Notes: Features of individual biological neuron described in Kandel et al. (2012). Configuration of Drosophila memory as described in Aso et al. (2014a,b); Aso and Rubin (2016); Boto et al. (2020); Carragher et al. (2015); Chiang et al. (2011); Li and Liberles (2015); Mao and Davis (2009); Raines et al. (2009); Ribbin et al. (2016); Scheffer et al. (2020); Syed (2015); Vosshall et al. (2005). Levels of connectedness and feedback for Drosophila discussed in these studies and also in the descriptive analyses presented in this paper. The shallowness of the olfactory processing system is a key finding illustrated in subsection 3.5 of this study. General structure and common features of artificial neural networks are described in Goodfellow et al. (2017). On the depth of artificial neural networks, Xiao et al. (2016) note that DNNs often have hundreds or thousands of layers, and their feedback on Deep Learning, Goodfellow et al. (2017) mention that, “Empirically, greater depth does seem to result in better generalization for a wide variety of tasks,” p. 195. Further discussion of the functional differences appears in Section 4 and Table 6.

3. Anatomy of the Olfactory Cascade

This next section summarizes some key features of the neurons and synapses associated with the Drosophila’s olfactory system based upon descriptive statistics from the Neuron datasets described in detail in Scheffer et al. (2020). Special attention is paid to differences between this biological system and common artificial neural networks. Table 2 summarizes the key structural features of these two forms of information processing; further discussion of the functional differences appears in Section 4 and Table 6. The remainder of this section first reviews their general structure and then provides evidence from the hemibrain data on each of features described in the table.

3.1. Structural Overview

Figure 2 illustrates the stages of information processing in two systems. The orientation is flipped vertically from the hemibrain image in Figure 1, the locations associated with the bottom parts of the diagram shown here appear in the upper central portion of that image of the brain. The sequence of events and linkages influencing olfactory sensation and memory in the fruit fly is known as the olfactory cascade and is shown in Figure 2a. The process begins with odorant molecules making contact with hair-like sensilla in the antenna, shown at the top of the diagram. These molecules pass into liquid secretions out of the inward-facing parts of the sensilla. These secretions are conveyed by proteins to the dendrites of olfactory receptor neurons (ORNs). Some ORNs fire outside the brain into the subesophageal ganglion (not shown), where they influence direct responses such as head movement and salivation. A greater portion of the ORNs fire into the antennal lobe. Neurons within the antennal lobe modulate the signal received from the ORNs. The raw and processed olfactory signals affect firing rates in projection neurons (PNs) that have dendrites in the antennal lobe and axons that terminate in the lateral horn and the mushroom body. The lateral horn transforms the data it receives into motor response signals through both innate and learned relationships. The learned reactions are developed through coordination with Kenyon Cells (KCs) within the mushroom body, which is the Drosophila’s memory center and a key location for prioritization and related analyses. Mushroom Body Output Neurons (MBOs) receive information from the KCS and translate it into learned responses, so that behavior reflects innate reactions from the more direct sensori-motor channels as well as learned reactions conveyed from the MBOs. Beyond the cascade illustrated in the graph, Dopaminergic Neurons (DANs) are involved in the retrieval and modulation of information from the KCS. The number and strength of synaptic connections throughout the sensori-motor system vary in response to usage and feedback—to reinforce conditioned associations and responses that are used frequently or are associated with dopaminergic rewards or penalties. This component of the learning process is particularly important at the initial output stage to the MBOs, and the DANs play a key role in the conditioning process, incorporating feedback and modulating the responses (Aso et al., 2014a,b; Aso and Rubin, 2016; Boto et al., 2020; Carragher et al., 2015; Chiang et al., 2011; Li and Liberles, 2015; Mao and Davis, 2009; Raines et al., 2009; Ribbin et al., 2016; Scheffer et al., 2020; Syed, 2015; Vosshall et al., 2000).

Figure 2b provides a stylized representation of the corresponding input-output flow for an artificial neural network with a convolutional layer. The system receives...
unstructured data such as pixel intensities in an image and returns a “classification”—e.g., the category of object appearing in that image. An initial convolution stage produces local weighted averages. This averaging is intended to capture general patterns in the data and relationships among pixels that are close to each other so that the output signals provide more meaningful summaries than are provided by individual pixel values. Further consolidation steps—identifying additional relationships and increasing or reducing the dimensionality of the data—are performed in series in the hidden layers. Each node in each hidden layer aggregates the input signals it receives with a weighted sum and then returns a transformation of that input by applying a nonlinear “activation function.” The final output layer returns a classification for the case being analyzed. Development and implementation of the system typically occur as distinct steps on separate datasets. In the development stage, alternate combinations of weights are considered for the aggregation by the hidden layers and the final output layer—using an optimization procedure to minimize the forecasting error on an initial subset of the data. For broader modeling decisions—including the assumed values for “hyperparameters”—the performance of competing fully-trained models is compared on a separate validation sample. While some hyperparameters influence the design of the convolution stage, that early layer does not typically have weights that are determined in the training stage. A key advantage of the convolution is that it performs data consolidation tasks that are common across multiple use cases and do not require relearning for each application (Goodfellow et al., 2017; LeCun et al., 1989).

### 3.2. Individual Neurons

An important distinction between biological and artificial networks is in the amount of information conveyed by a single neuron. Both biological and artificial neurons vary in their levels of sensitivity to different segments in the input domain through different rates of connectively to upstream neurons. In the biological case, this variation arises through different numbers and strengths of synapses connecting the neurons, while in the artificial case, it is implemented through different weights of connections that are calibrated in the training stage. Given the upstream signals that it aggregates, each biological neuron conveys continuous information about input intensity through continuous-time variation in firing rates. By contrast, artificial networks generally consist of uniform nodes that convey essentially binary information through one-shot activation (Goodfellow et al., 2017; Luo, 2018; Reardon, 2018; Sinz et al., 2019; Zador, 2019). Much of the complexity of artificial neural networks is contained in the many layers of transformations—often hundreds or thousands—inolved in translating inputs into learned classifications or relationships (Goodfellow et al., 2017; Xiao et al., 2018).

Spiking neural networks (SNNs) constitute one approach that researchers have explored to enable artificial neurons to produce continuously varying output (Deger et al., 2014; Maass, 1997; Martin et al., 2021; Muscinelli et al., 2019; Panda et al., 2020; Tavanaei and Maida, 2017; Wang et al., 2014). While SNNs achieve this goal, they have been found to be slow and resource-intensive. Outside of spiking systems that incorporate this costly time element, researchers have not yet found success with neurons that perform univariate or multivariate nonlinear transformations to produce continuously varying output—the most common and successful artificial neural networks use activation functions that effectively discretize signals.

An additional neuron-level distinction between the biological and artificial systems is in the presence of inhibitory signals in biological systems. While negative weights in principle enable artificial systems to transmit inhibitory signals, biological systems make more extensive use of this mechanism. Some researchers have explored explicitly modeling this process of inhibition in order to promote sparseness and to make individual neurons more expressive (Cao et al., 2018; Isaacs and Scanziani, 2011; King et al., 2013; Seung, 2018a,b).

### 3.3. Configuration

Table 3 describes the distribution of neurons in the neuron-level Neuprint dataset by type across locations in the *Drosophila* brain. Each row shows the number of neurons of that type (ORN, PN, KC, MBON, Dopaminergic, and Other) that are associated with each of the different region and neuropil locations listed. These regional and neuropil associations are overlapping, so that the sums of the other columns exceed the totals. There are two levels of association with the Antennal Lobe—the region and the neuropil, where all neurons associated with the Antennal Lobe region are a subset of those associated with the neuropil. Lateral Horn associations are only with a neuropil and none with a region, and Mushroom Body associations are only with the region and none with the neuropil.

As the first row of the table illustrates, all Olfactory Neurons are located within the Antennal Lobe Neupil, and none are associated with the Lateral Horn or Mushroom Body. All Kenyon Cells are located within the Mushroom Body, and none are associated with the Antennal Lobe or Lateral Horn. The role of the Projection Neurons in the overall structure of the olfactory cascade is demonstrated by their appearance in each of these different locations. Nearly all (97.4%) of the Mushroom Body Output Neurons are associated with the Mushroom Body, of those, 13 (16.7%) are also associated with the Lateral Horn, and 3 (3.8%) are also associated with the Antennal Neupil. Of the 339 Dopaminergic Neurons in the hemibrain data, 322 (95.0%) are associated with the Mushroom Body, and 6 (1.8%) are associated with the Lateral Horn.

The values presented in Table 3 are illustrated graphically in Figure 3a, with darker shading corresponding to higher values. The rows and columns of that graph are the same as in the table but with the “Total” category omitted. Figure 3b delves further into the regional breakdowns of these Projection Neurons that provide bridges between the
Table 3

Neurons by Type and Location

| Neuron Type          | Total | Antennal Lobe | Mushroom Body |
|----------------------|-------|---------------|---------------|
|                      | 1,714 | 1,714         | 1,714         |
| Projection           | 524   | 68            | 345           |
| Kenyon               | 2,033 | 0             | 2,033         |
| Mushroom Body Output | 78    | 0             | 78            |
| Dopaminergic         | 339   | 0             | 339           |
| Other                | 20,172| 138           | 20,034        |

Notes: Values from Figure 3a are an illustration of data presented in Table 3. Values from Figure 3b illustrate the total numbers of Projection Neurons whose region and neuropil associations fall into each of the 12 categories shown. The sample for Figure 3b is restricted to the 524 cases shown in Table 3 with Neuron Type of "Projection." Neuron types are those whose names include "ORN," "PN," "KC," or "MBON," respectively, and Dopaminergic neuron type is one whose name includes one of "PP," "PAM," or "DAN." These categorizations are largely consistent with those used in Scheffer et al. (2020); they are mutually exclusive, and "Other" consists of neurons not falling into these categories. Each neuron's regions and neuropils of interest were cross-referenced against the Neuprint Region of Interest (ROI) file, and groupings of subregions into larger categories were determined based upon lists appearing in Scheffer et al. (2020). Antennal lobe consists of AL-DC(R), AL(L), and AL(R) subregions. A neuron with one of those subregions included in its "regions" list is classified as being associated with the Antennal Lobe region, and a neuron with one of those subregions included in its "neuropils" list is classified as being associated with the Antennal Lobe neuropils. The Lateral Horn subregion included is LH(R). Subcategories associated with the Mushroom Body include x(R), y(R), z(R), a'(R), b'(R), d'(R), e'(R), f'(R), A1(R), A2(R), Lg(R), Lh(R), Lm(R), i'(R), j'(R), k'(R), l'(R), m'(R), n'(R), o'(R), p'(R), q'(R), r'(R), s'(R), t'(R), u'(R), v'(R), w'(R), x'(R), y'(R), z'(R), a'(L), b'(L), c'(L), d'(L), e'(L), f'(L), g'(L), h'(L), i'(L), j'(L), k'(L), l'(L), m'(L), n'(L), o'(L), p'(L), q'(L), r'(L), s'(L), t'(L), u'(L), v'(L), w'(L), x'(L), y'(L), z'(L), a'(R), b'(R), c'(R), d'(R), e'(R), f'(R), g'(R), h'(R), i'(R), j'(R), k'(R), l'(R), m'(R), n'(R), o'(R), p'(R), q'(R), r'(R), s'(R), t'(R), u'(R), v'(R), w'(R), x'(R), y'(R), z'(R), a'(L), b'(L), c'(L), d'(L), e'(L), f'(L), g'(L), h'(L), i'(L), j'(L), k'(L), l'(L), m'(L), n'(L), o'(L), p'(L), q'(L), r'(L), s'(L), t'(L), u'(L), v'(L), w'(L), x'(L), y'(L), z'(L).

3.4. Connectedness and Feedback

The previous section’s discussion about the locations of neural activity provides suggestive information about different neurons’ roles in sensation and memory. Next, we examine the counts of synapses, as in the tables and figures below, to obtain a clearer picture of the importance of the roles of the different components in this system and how they interact. The first panel of Table 4 shows the numbers of outgoing and incoming high probability synapses per neuron for ORNs, PNs, KCs, MBONs, Dopaminergic, and Other types of neurons. The ratio of the outgoing and incoming averages is shown for each type, and the last column presents a t-statistic for a test of the null hypothesis that the difference of outgoing minus incoming has a mean of zero. The values of the ratio of Outgoing per Incoming High Probability Synapses are also presented visually in Figure 4a. The synapse counts presented here include links to neurons outside of the Neuprint data. As the counts

Figure 3: Illustration of Neurons by Type and Location
this pipeline, with ratios of 2.6 for PNs, 1.3 for KCs, and 0.5 for MBONs. The average KC has more outgoing than incoming high probability synapses. The MBONs, which are less numerous than ORNs, PNs, or KCs, show higher levels of connectedness than those other types overall. The MBONs’ high level of input relative to output high probability synapses is consistent with them consolidating information and distilling it into simpler signals that are relevant for specific behavioral responses.

PNs, KCs, MBONs, and DANs are inner neurons whose primary source of input is from other neurons. By contrast, ORNs are sensory neurons, and most of the information received by ORNs is not synaptic but consists of chemical signals from odorants collected in the antennae. The “incoming” numbers for ORNs do not reflect this primary source of data and solely represent synaptic connections. These incoming connections serve to modulate the ORNs’ sensory input signals and to incorporate sensory data from other ORNs. For the average ORN with 98.4 incoming synapses, 73.4 (74.6%) of those are linked to other neurons in the Neuprint hemibrain data. Of those, 47.3 (64.4%) correspond to a variety of other neuron types outside of the ORN → PN → KC cascade. Among the incoming synapses that were identified to be part of the cascade, 24.5 (94.0%) were from ORNs, 1.6 (6.0%) were from PNs, and zero were from KCs, MBONs, or DANs.

To better understand the role of Projection Neurons’ synapses in the olfactory cascade, the second panel of Table 4 along with Figure 4b summarize the numbers of outgoing and incoming high probability synapses per PN as they vary with the location of the PN. The structure is similar to that of the first panel, with the third column of values presenting the ratio of the prior two columns and the values for the ratio also shown in the figure. The outgoing and incoming totals in Panel B all exceed the corresponding averages for PNs from Panel A, because PNs located outside of these categories (as in the lower right-hand corner of Figure 3b) are not included in panel B of the table. As the panel and figure illustrate, there is relatively little variation across regions and neuropils in the counts of outgoing or incoming high probability synapses per PN. There are generally more Outgoing and Incoming high probability synapses among PNs associated with the Lateral Horn and Mushroom Body than with the Antennal Region or Neuporl, and among the 454 PNs in the four regions presented, the difference in the average number of Outgoing plus Incoming high probability synapses between those in the latter two categories and those in the first two is 2,043.9; \( t = 5.89^{***} \).

Next, Table 5 and Figure 5 provide a two-way breakdown of which types of neuron pairs these high probability synapses tend to connect. The rows correspond to the starting neuron types with axons sending outgoing signals, and the columns correspond to ending neuron types with dendrites receiving the signals. The counts shown in the table are total numbers of high probability synapses without scaling by numbers of neurons, giving the number of high probability synapses between axons of that starting type and dendrites of...
that ending type. Only identified neuron-to-neuron synapses are included in these counts, and cases are excluded if the start or end of the connection is not a neuron identified in the Neuprint hemibrain data. The numbers in bold in the table indicate connections in which both the starting and ending neuron type is associated with key elements of the olfactory cascade discussed here (ORNs, PNs, KCs, MBONS, DANS), and those same bold values are illustrated in the figure.

As the table and figure illustrate, there are no direct connections between Olfactory Neurons and Kenyon Cells, Mushroom Body Output Neurons, or Dopaminergic Neurons in either direction. The PNs serve as a primary channel for conveying information from ORNs to KCs. The counts of high probability synapses in the different cells are consistent with this general pattern of information flow. Among the types of neurons relevant to olfactory memory, ORNs send primarily to PNs but also communicate with other ORNs. PNs send mainly to KCs but also to other PNs, with some amount of feedback to ORNs and some amount directly to MBONS and DANS. The KCs mainly send information to other KCs and onward to MBONS and DANS, with slight amounts transmitted as feedback to PNs. The MBONS primarily send their output outside the system; however, they do transmit information amongst themselves, to KCs and DANS, and in small amounts to PNs. The DANS primarily transmit their signals to KCs but also to MBONS, amongst themselves, and in small amounts to PNs. Additionally, there is a considerable amount of communication outside the set of ORNs, PNs, KCs, MBONS, and DANS (the non-bold numbers in the table). KCs are the most insulated, with only 14.7% of their outgoing and 13.9% of their incoming high probability synapses accounted for by types outside this set. ORNs and PNs are more outwardly oriented, with between 40% and 65% of their incoming and outgoing high probability synapses corresponding to connections to Other neuron types. The DANS are in between, with connections to Other neuron types accounting for 29.1% of their outgoing and 34.4% of their incoming high probability synapses. MBONS predictably exhibit a distinct pattern in which 71.9% of their outgoing high probability synapses point outside these neuron types that are relevant to olfactory memory, but only 16.8% of their incoming high probability synapses come from outside.

It is worth noting that the synapse counts do not provide an exhaustive description of the ways in which neurons in the olfactory cascade communicate. Liu et al. (2016) find that, in addition to the chemical synapses typically examined in brain research, “gap junctions” or electrical synapses exist between Kenyon Cells. Relative to chemical synapses, these junctions provide simple, fast, and non-discrete transmission of information, and the authors find that they play a vital role in memory encoding.

Overall, two key differences can be observed in the levels of connectedness between this olfactory system and corresponding artificial systems. First, in the biological system, feedback is common. In artificial networks, the passage of information from downstream to upstream nodes is relatively rare. In some of the most common forms of artificial networks, including the standard CNN illustrated in Figure 2b, data pass through successive layers of the network in a sequential fashion, so that signal flow proceeds exclusively in the downstream direction. Second, the configuration of biological neurons into task-specific modules

---

1 One form of feedback that does occur with some frequency in artificial settings appears in Recurrent Neural Networks, in which nodes send output
interacts with connectedness. Communication across some modules—importantly between the Antennal Lobe and the Mushroom Body—occurs exclusively through the PNs, and the PNs have much higher levels of connectivity than the ORNs and KCs, which tend to be more module-specific. Like many artificial neural networks, the level of connectedness in the olfactory memory system increases at first—to facilitate comparisons and consolidation of information from different sources—and it reduces, as does the number of nodes, as the information flow approaches the output stage.

A third distinction in connectivity in biological and artificial networks can be gleaned from the literature and pertains to the level of specificity at which the connections operate. As Devineni and Scaplen (2022) note in a useful survey, the variety of connections among \textit{Drosophila} neurons promotes versatility and makes the fruit fly responsive to a diversity of stimuli and contexts. The authors review an assortment of environmental and genetic interventions that researchers have performed to identify the neural pathways involved in such responses—as well as the evolutionary reasons why a stimulus such as the smell of carbon dioxide might elicit an attractive or aversive response depending on the situation.

In typical artificial systems, as in the CNN structure in Figure 2b, the level of connectedness is expressed by the values for the connection weights that are determined during the training process. The ability of such systems to exhibit responses that are customized to specific situations is limited by the depth of the network, with deeper structures capturing more complex interactions across regions of the input space. As an alternative to increasing depth, researchers often achieve some amount of context-sensitivity by introducing recurrence into artificial network structures, as discussed in Section 4.

3.5. Network Depth

To characterize in greater detail how these synaptic structures are laid out, Figure 6 illustrates some key relationships between the numbers of high probability synapses of different types in the data in the earlier stages of the olfactory cascade. This figure for ORNs and the corresponding Figures 7 and 9 for PNs and KCs are formatted as joint density heatmaps showing the concentrations of neurons with different numbers of incoming and outgoing high probability synapses of different types. Each graph also presents the scatterplot from which its joint density is calculated; these points appear as white plus signs. Figure 6a shows the relationship across Olfactory Neurons between the numbers of incoming high probability synapses received from other Olfactory Neurons and the numbers of outgoing high probability synapses to other Olfactory Neurons. Each plus sign in the scatter corresponds to a single ORN, with the heatmap illustrating concentrations of those ORNs. The vertical axis plots those neurons’ numbers of outgoing high probability synapses whose target neurons are also ORNs, and the horizontal axis plots the neurons’ numbers of incoming high probability synapses from source neurons that are also ORNs. The upward slope in the graph indicates that there is a strong positive correlation ($\rho = 0.932, t = 98.8^{**} \text{I}$) between being highly connected to other ORNs as a source neuron and being highly connected to other ORNs as a target neuron. The ORNs shown in the upper right hand side of the graph show high levels of both types of connectivity, and the ORNs on the lower left show low levels of both types of connectivity. This positive relationship is consistent with a shallow, non-hierarchical structure for information processing among the ORNs. There are no ORNs in the upper left of the graph, who primarily send information to other ORNs but do not receive it, and there are also none in the lower right of the graph, who primarily receive information from other ORNs but do not send it. While some ORNs are more connected than others, the positive relationship between incoming connections from and outgoing connections to other ORNs does not support a model of layered processing of information within the set of ORNs. Next, Figure 6b shows the relationship across ORNs between the numbers of outgoing high probability synapses to other ORNs versus the numbers outgoing to PNs. The graph shows a positive correlation ($\rho = 0.609, t = 29.4^{**} \text{I}$), though not as strong as in Figure 6a. This positive correlation indicates that ORNs are also not specialized in terms of who their targets are. The ORNs that send large amounts of output to PNs are the same ones that send large amounts of output to PNs. The two figures show that some ORNs have a hundred or more incoming ORN, outgoing ORN, or outgoing PN connections, while others have close to zero. Beyond the overall degree of connectedness, we see little

---

\footnote{This t-statistic is calculated using the \texttt{cor.test} function in R based on the assumption of independent observations. Asterisks indicate significance level (** for 1%, *** for 5%, and * for 10%).}

---

\textbf{Figure 6:} High Probability Synapses to and from Olfactory Neurons

Notes: In each of these graphs, each observation represents one of the 1,474 olfactory neurons in the hemibrain data. Heatmaps are presented illustrating the joint densities, and the individual data points are overlaid as scatterplots. The values plotted along the vertical and horizontal axes are the total numbers of high probability synapses associated with that olfactory neuron that connect it to a neuron of a specific type. These numbers of high probability synapses between neurons of different types are the same as those totaled in Table 5, but here, they are broken out separately by neuron for the ORNs. In Figure 6a, the vertical axis plots the numbers of high probability synapses that each ORN sends out to other ORNs, and the horizontal axis plots the numbers of high probability synapses that each ORN receives from other ORNs. The variation in the graph indicates that some ORNs are more connected than others, and the strong positive relationship indicates that there is not a tiered form of specialization in which some ORNs handle more raw information and others handle more processed information. In Figure 6b, the vertical axis plots the number of high probability synapses that each ORN sends to PNs, and the horizontal axis plots the number of high probability synapses that each ORN sends to other ORNs. The positive relationship here indicates that there is also not a tiered form of specialization in which some ORNs primarily send signals to other ORNs while others primarily send processed output to PNs. The variation along both axes indicates that some ORNs transmit more information than others.
evidence of specialization or a hierarchy in terms of the types of connections observed across different ORNs.

Next, Figure 7 shows the relationships across different types of connections further along in the olfactory cascade, among Projection Neurons. The structure of the figures is the same as in Figure 6, but within each panel, each observation is a PN. In all three panels, the number of incoming high probability synapses from ORNs is plotted along the horizontal axis, so that the amount of raw sensory input received is highest for the PNs on the right-hand side of the graph. Because the variable plotted along the horizontal axis is the same for the three panels, the horizontal placement of the 524 PNs is the same along all three panels, and only the vertical position—illustrating other forms of connectedness of the PNs—changes across the three. Due to the greater amounts of positive skew in these data and the concentrations of values around the origin, fourth-root scaling was applied to both axes, as compared with square-root scaling in Figures 6 and 9, so that more of the data are visible on the graphs. This positive skew—with some very large values but a concentration around the origin—is the most prominent feature in each of the three figures. Overall, the three graphs are consistent with PNs exhibiting a wider variety of specialized roles than ORNs do in the olfactory cascade. This variety can be seen in the dispersion across highly positive values as well as the varying patterns of those values. In Figure 7a, the vertical axis shows the number of incoming high probability synapses from other PNs. PNs with high values along the vertical axis receive large amounts of intermediate processed input. The correlation between the two variables is roughly zero ($\rho = 0.001, t = 0.03$), indicating that there is little positive or negative relationship between the two types of inputs. The PNs receiving the highest amount of secondary input in the form of incoming high probability synapses from other PNs are comparable to other PNs in terms of the amount of primary input from ORNs that they receive. That is, there is not evidence of deep tiering like in artificial networks in which some PNs receive primary input and others receive secondary input—but there is some degree of secondary input processing that varies across PNs. In Figure 7b, the vertical axis plots the number of outgoing high probability synapses to other PNs. There is a moderate positive correlation ($\rho = 0.540, t = 14.7^{***}$) between the two variables; hence, PNs that receive greater amounts of raw sensory data tend to send greater amounts of data to other PNs, but there are exceptions to this tendency, and some PNs populate the upper left and lower right portions of the graph. In Figure 7c, the vertical axis plots the number of outgoing high probability synapses that transmit information further along in the cascade to KCs. As with Figure 7b, there is a moderate positive correlation ($\rho = 0.674, t = 20.8^{***}$) in Figure 7c. The PNs that receive large amounts of raw sensory input tend to be the ones transmitting large amounts of data to the KCs, but there are exceptions to the general tendency, with a concentration of PNs along the horizontal axis exhibiting no direct synaptic connections to KCs.

To explore this specialization in PNs further, Figure 8 shows the intensity and distribution of the connections in this ORN to KC channel by illustrating the counts of different types of high probability synapses per PN as they vary across regions and neuropils, where the locations as before have overlap. Figure 8a shows the PNs’ total numbers of incoming and outgoing connections by location, and Figure 8b shows counts of total numbers of high probability synapses involved in the four key roles in the cascade—incoming from ORNs to PNs, outgoing from PNs to other PNs, incoming from other PNs to PNs, and outgoing from PNs to KCs. As the two rows of Figure 8a illustrate, the typical PN has considerably more outgoing than incoming connections. As
Figure 8b illustrates, the greatest number of direct incoming high probability synapses from ORNs and direct outgoing high probability synapses to KCs can be seen among PNs in the Mushroom Body. The PNs that are farther along in the circuit—those in the Lateral Horn and Mushroom Body—have more outgoing high probability synapses to KCs and also more incoming high probability synapses from ORNs. Hence, there appears to be a pattern whereby some PNs are especially important in the transmission of information to KCs, and those PNs are more likely than others to have a direct channel from stimulus to coding. The numbers of incoming high probability synapses from ORNs and outgoing high probability synapses to KCs are both highest among PNs associated with the Mushroom Body and are second highest among PNs associated with the Lateral Horn. The differences in these two synapse counts between those PNs associated with either the Lateral Horn or Mushroom Body and those associated with neither are 198.8, $t = 5.46^{***}$ for incoming synapses from ORNs and 304.1, $t = 9.15^{***}$ for outgoing synapses to KCs. Hence, in addition to providing more direct output, the amount of direct input received from ORNs is higher for PNs with locations deeper in the olfactory cascade. Thus, the connectivity is greater at the memory steps, but much of that connectivity is still direct. As can be seen in the middle two rows of Figure 8b, the amount of PN-to-PN communication is non-negligible, particularly in the Antennal Lobe region.

Figure 8c further illustrates the different roles that the 524 PNs play in linking ORNs to KCs and how it varies across regions. The three rows of that figure differentiate PNs based upon whether they provide information flow between ORNs and KCs—either on their own or in conjunction with other PNs. For the purposes of the figure, a PN has a direct connection if it has at least five incoming high probability synapses from ORNs and has at least five outgoing high probability synapses to KCs. A PN is considered to have an indirect connection to an ORN input if it has at least five incoming high probability synapses from PNs that themselves have five or more direct or indirect incoming high probability synapses from ORNs, and it is considered to have an indirect connection to a KC output if it has at least five outgoing high probability synapses to other PNs that themselves have five or more direct or indirect outgoing high probability synapses to KCs. A threshold of five high probability synapses is used so as to focus the discussion on neural connections that are biologically meaningful. The first row, labeled “Single hop,” indicates PNs that have at least five direct incoming high probability synapses from ORNs and at least five direct outgoing high probability synapses to KCs. The second row, labeled “Multiple hops,” indicates PNs that have a role in the ORN to KC channel, but one or both of the connections is indirect. The third row, labeled “Does not link,” indicates PNs that either do not receive input (direct or indirect) from ORNs or do not submit output (direct or indirect) to KCs. Overall, 309 of the 524 PNs (59.0%) do not have meaningful direct or indirect roles in the ORN–KC channel, 97 (18.5%) have direct links, and 118 (22.5%) have indirect links. Among the 215 PNs that do play a meaningful role, the shortest path from ORN to KC involves an average of 2.00 PNs or “hops.” Hence, there are multi-hop connections between ORN and KC—which is consistent with layered processing of information—but the networks tend to be shallow. These ORN to KC links are spread across regions in the olfactory cascade. While some fall into the Antennal Lobe area, all of the direct single-hop links from the ORN to the KC are among PNs associated with both the Lateral Horn and the Mushroom Body, and none fall into the “Other” category in which they are not in any of the regions relevant to the cascade.

Moving further along in the signal chain, Figure 9 illustrates some patterns of synaptic connections that can be seen among Kenyon Cells within the Mushroom Body. The structure of the figures is similar to that used in the previous two figures, but each panel shows distributions for the 2,033 KC neurons. First, Figure 9a illustrates how the KCs vary in terms of the input signals they receive. The horizontal axis shows each KC’s number of high probability...
synapses from PNs, and the vertical axis shows each KC’s number of high probability synapses from other KCs. A distinct amount of specialization is apparent in the graph. The bulk of the cases are bunched in the center, with moderate numbers of incoming connections from both PNs and KCs, but there is another cluster of KCs at the bottom of the figure receiving a small fraction of their input from other KCs and a greater fraction directly from PNs. Additionally, along the vertical axis can be seen another small cluster of KCs that do not receive any of their signal from PNs. Overall, there is a moderate positive correlation ($\rho = 0.546, t = 29.3^{**}$) between the two types of inputs. The distinct patterns from the graph are consistent with there being a fair amount of specialization among the KCs in the types of inputs they receive, with a segment of the population receiving particularly low amounts of signal from other KCs. In the second panel, the vertical axis of Figure 9b plots the number of outgoing high probability synapses to other KCs, and the horizontal axis plots the number of incoming high probability synapses from other KCs. The two numbers of high probability synapses are highly positively correlated ($\rho = 0.920, t = 105.5^{***}$). Hence, there is no indication of tiered processing whereby some KCs transmit secondary information from other KCs and others receive it. The results from these two panels some KCs are highly connected to other KCs, both with incoming and outgoing connections, while others are less so. The final panel, Figure 9c plots the relationship between two output types—with numbers of high probability synapses to MBONs along the vertical axis and numbers of high probability synapses to KCs on the horizontal axis. There is a positive correlation of $\rho = 0.760, t = 52.7^{***}$, and the results are generally in line with those seen in the other panels. Some KCs are more connected than others. In addition to the general upward trend in the graphs, there is a distinct segment of KCs that are less connected to other KCs and MBONs; however, those KCs still receive moderate amounts of input from PNs.

The heterogeneous levels of depth across the system contrast with typical artificial systems such as the one illustrated in Figure 2b, in which all variables and all observations pass through the same number of network layers. An additional distinction between the biological system and the artificial system is the shallowness of the overall biological network, particularly at the ORN stage. Due to artificial nodes’ lower expressive power, longer chains of such neurons with intricate patterns of interaction along the way are required to convey the same level of signal specificity that is achieved with relatively shallow sequences of neurons in the olfactory system.

### 4. Coding and Memory

Beyond those factors that are apparent through the descriptive analysis above, some key differences between biological and artificial systems of information processing can be understood through how two systems operate and how memories are stored—which has been explored in the empirical literature. In a typical artificial neural network, learned information is retained primarily through the values of weights connecting different neurons—with some additional influence of experience on hyperparameters and modeling decisions made during validation. This development of neural connections over the learning process also occurs in variations on this standard treatment, some artificial networks include skip patterns that combine information that has been subjected to different amounts of processing, as in the Deep Layer Aggregation approach of Yu et al. (2018), while other artificial approaches calibrate the amount of processing at the observation level depending on the difficulty of the problem (Rohlfs, 2022; Yang et al., 2020).
in the olfactory cascade, but there is an important additional way in which accumulated knowledge is represented in that system: the storage of memory in Kenyon Cells (KCs) in the Mushroom Body. These distinctions between biological and artificial learning are summarized in Table 6, which supplements the discussion of structural differences from Section 3 and Table 2.

4.1. Memory in Drosophila

Experimental evidence from the neuroscience literature indicates that the mapping of sensory input types to different KCs is largely fixed. Using a light-based gene suppression approach, Aso et al. (2014b) identify specific PN channels that send dopamine signals to certain types of KCs in specific compartments in the mushroom body— with different channels involved in the formation of positive associations, the formation of negative associations, or signals inducing sleep. Sitaraman et al. (2015) also find specific circuits in the mushroom body that are dedicated to sleep regulation. Aso and Rubin (2016) refine this understanding of the roles of specific dopamine receptors by directly stimulating different receptors around the time that the flies are exposed to olfactory and visual cues. They find that identical neural pathways transmit information involved in the coding of positive or negative associations and also in the formation or reduction of such responses—with the effect type modulated by the timing of the signal relative to the stimuli.

Vogt et al. (2014) find that experiments to create positive and negative visual associations in memory stimulate some of the same locations in the mushroom body as are stimulated in the olfactory experiments, suggesting that there is a shared architecture for encoding such associations with different types of sensory inputs. Ueno et al. (2017) find a specific form of plasticity in Drosophila’s olfactory memory that is activated only in the case of multiple forms of stimulation—indicating that memory modification is a sophisticated process that consolidates information from different sources. Vogt et al. (2016) find, however, that some locations in the mushroom body are specific to the encoding of associations with visual stimuli.

The roles that different parts of the brain play in influencing olfactory behavior is a certain extent context-dependent. Bracker et al. (2013) find that the mushroom body impacts CO2 avoidance for starved flies but not for fed ones. They hypothesize that, while CO2 avoidance is largely viewed to be an innate response regulated by the lateral horn, the starved flies’ brains deprioritize that response in favor of food search. The authors conjecture that the lateral horn suffices to produce the simple innate response, while the mushroom body is required to perform the more complex task of adjusting priorities in response to context. Devineni and Scaplen (2022) provide a useful survey of context-dependent responses of this nature.

Some studies in Computational Biology have worked to explain essential patterns that have been observed in the olfactory cascade—particularly the manner in which which data from the ORNs is transmitted by a relatively sparse set of PNs to code the memories among larger set of KCs in the Mushroom Body. Litwin-Kumar et al. (2017) interpret the levels of connectivity of Kenyon Cells in the Drosophila Mushroom Body from an information theoretic perspective. The authors contend that the sparsity of connections from PNs to KCs may assist in the efficient representation of learned associations by the KCs. Pehlevan et al. (2017) propose that the Drosophila olfactory cascade can be modeled as a k-means clustering approach to coding olfactory associations and that some of the predicted qualitative patterns from that model are borne out empirically. Dasgupta et al. (2017) note that some nuances in the organization of these pathways matter in the efficiency of coding. The authors find that olfactory receptors and the corresponding neural pathways are organized according to the similarity of odors, so that, when a fruit fly learns an association with a specific odor, this learning also impacts the pathways and responses for similar odors. They relate this process to an algorithm known as locality-sensitive hashing.

4.2. Memory in Artificial Systems

The mapping of specific combinations of sensory inputs into memory centers with mutable stored responses provides insights for the design of memory structures in artificial systems. Work to incorporate memory into artificial networks has concentrated largely on the weights and connections in the network. Table 7 summarizes some of the methods that have been used in the literature to aid artificial networks in the coding and retrieval of past experiences and the ways in which they relate to structures in biological brains.

The first three approaches listed, Backpropagation, Elastic Weight Consolidation (EWC), and Synaptic Intelligence (SI), all impact the strength of connections across nodes in the network—an artificial counterpart to the numbers of synapses between neurons illustrated in Figures 6, 7, and 9. Backpropagation refers to the traditional manner in which learning proceeds in artificial neural networks, through
Table 7  
Approaches for Representing Memory in Artificial Neural Networks

| Storage Location | Analogous Processes | Biological Process | Memory Type | Description | Sources |
|------------------|---------------------|-------------------|-------------|-------------|---------|
| Immediate or short-term storage | Formation of neural pathways and synapses | Neurogenesis | Long Short-term Memory | Structure for handling sequential data in which longer-term dependencies are represented by prior experiences | Schmidhuber (1997); Goodfellow et al. (2017) |
| Long-term storage | Synaptic consolidation | Synaptic plasticity | Long Short-term Memory | Structure for handling sequential data in which longer-term dependencies are represented by prior experiences | Williams et al. (1996) |
| Distributed storage across layers | Production and inheritance of context-related modules | Neurogenesis and apoptosis | Long-term Memory | Structure for handling sequential data in which longer-term dependencies are represented by prior experiences | De Mulder et al. (2014); Schmidhuber et al. (2017) |
| Parsimonious network architecture | Grouping of inputs into memory categories | Neurogenesis and apoptosis | Long-term Memory | Structure for handling sequential data in which longer-term dependencies are represented by prior experiences | Williams et al. (1996) |

Notes: This table describes means through which some artificial networks store data from recent experience or from prior observations and contents.

which connection weights are calibrated to maximize training accuracy. EWC and SI are two means of modifying the network’s optimization function to reduce the speed at which these weights are updated in order to preserve the level of accuracy in previously learned tasks. In biological systems, the same architecture is generally used for multiple tasks, and such neural structures are known to be less responsive to anomalous cases than are typical artificial networks. In that sense, decelerating the updating process may make artificial networks more like their biological counterparts.

The second category of memory retention strategies listed in Table 7 involves the use of Recurrent Neural Networks (RNNs)—of which Long Short-term Memory networks are a subset—to handle data that are sequential or have a time component, as in the case of speech or text. Through these systems, the response to an immediate stimulus can depend upon values observed one or more steps earlier in the sequence. This sensitivity to recent events resembles the context-specific prioritization observed by Bracker et al. (2013) to occur in the *Drosophila* mushroom body.

The next strategy, Neurogenesis, is a biologically-inspired approach applied in the context of a Spiking Neural Network to mimic the processes through which learning impacts the rates at which different types of neurons are created and destroyed. This phenomenon is known to occur to a certain extent in the olfactory cascade—with KCs replicating as the number of mappings of stimuli into learned responses increases or the mappings become more granular. Hence, in addition to retaining the effects of past experiences through the strengths of connections across nodes, some recent work explores automated ways through which prior learning can impact network structure.

The final forms of memory discussed in the last two rows most closely resemble coding. In “progressive” systems, network architecture accumulates as new tasks are learned. In other networks built to handle multiple tasks, separate task-specific structures are developed that consult and occasionally modify a central policy function or set of constraints. Architectures of this form resemble the modular structure of biological brains, with some specialized components like olfactory neurons and other components with centralized roles, such as the mushroom body. In a related approach to multi-task learning by Borthakur and Cleland (2019) that is something of a hybrid between a biological and an artificial system, the authors design a Spiking Neural Network to mimic the structure of a mammalian olfactory system, and with a fixed set of hyperparameters, they find that the network exhibits strong performance on a variety of classification tasks.

All of these artificial frameworks have analogues to important ways in which biological brains store information; nevertheless, evidence from the fruit fly suggests that, at least in this one case of olfactory sensation, a substantial amount of memory formation occurs through a coding process that is fundamentally different from these methods that have been modeled in artificial systems. A distinct module in the brain serves the role of a lookup table. The overall structure through which memories are stored is stable, and the sensitivity of the system to past experience is largely contained among the KCs in this module. The formal characterization by Litwin-Kumar et al. (2017); Pehlevan et al. (2017), and Dasgupta et al. (2017) provide a starting point for thinking through biological strategies for representing sensory information in memory and ways in which such representations could be operationalized in the context of artificial neural networks. For the purposes of the comparison in Table 6, it is important that a representation of this form exists in a separate memory module and that this representation is generally stable over the organism’s lifetime.

In an artificial system, a memory-based structure of this form could occur at an early stage in the processing of input data—either immediately following the input feed or further downstream after the convolutional layer and possibly after one or more hidden layers. The memory unit could in principle appear later in the network, but the earlier the placement, the more costly processing the system can replace with information learned from prior experience.

At whichever stage the memory unit appears, each observation being analyzed represents a point in the hyperspace of possible input values. A memory unit could carve this hyperspace into categories in the same way that the KCs correspond to specific combinations of sensory input. The grouping of the input space into these categories would be a stable modeling decision, just as each KC corresponds to a relatively fixed set of input signals. For instance, the categorization might slice the input space into a grid or use a kmeans-based approach to select natural groupings, with the exact formulation selected during the modeling or validation stage.

To align with the manner in which data are handled in the biological setting, two networks with the same grouping of inputs into memory categories could potentially...
learn opposite lessons about those categories, depending upon their respective experiences. At the training stage, as the artificial system encounters cases within each of these categories of inputs, it must determine how cases in these different categories are handled. The routing and dispatching of input cases by the memory system could resemble threshold-based decision rules like those used in Rohlfs (2022); Yang et al. (2020), in which cases that can be classified with a high degree of confidence using the low-cost approach (in this case the stored response from memory) do so, reserving high-cost analysis for more difficult cases. For each category of inputs, the memory unit retains a vector of the counts of different output classes observed. If a sufficiently high number of cases have not been observed in that category, then the memory system passes it on for further analysis. If a large number of cases have been previously observed and the probability for the best classification exceeds some threshold, then the system bypasses the analysis and returns that classification.

5. Conclusion

This study provides a background and descriptive analysis of insect memory and the coding of olfactory sensation in Drosophila. Neuron- and synapse-level data are explored from a newly available public source that covers more than half of the Drosophila inner brain, including much of the olfactory processing system. The literature on coding and retrieval of olfactory memory in Drosophila is discussed, with emphasis on differences between that biological system and typical artificial neural networks.

It is shown that, in contrast to typical artificial neural networks, which tend to have large numbers of layers, olfactory sensory information in Drosophila is processed into memory using wide and shallow layers of communication. At both the initial sensory stage in the antennal lobe and at the coding stage in memory in the mushroom body, neurons vary widely in terms of their levels of connectivity, but they do not process information in a hierarchical or tiered fashion. Additionally, and also in contrast to artificial networks, neurons of the same type and in the same processing layer are highly connected with one another, indicating that some degree of coordination occurs at both the sensory and the coding levels.

Another important distinction is highlighted based upon findings from other empirical papers on Drosophila olfaction. Learning in artificial neural networks generally occurs through the training process in which the weights of connections between nodes are calibrated—and in a less direct way through the validation process in which hyperparameters such as the numbers of nodes are determined. By contrast, one key form in which memory is stored in Drosophila is through a dedicated memory module: Kenyon Cells in the mushroom body. The mapping of specific sensory inputs to locations within this memory module is generally stable. The learning process focuses on the assignment of positive and negative associations with different segments of the sensory input space. A sketch is provided of potential ways in which an artificial system might incorporate such architectural features.
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