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Abstract

We establish multidimensional analogues of one-dimensional stable limit theorems due to Häusler and Luschgy (2015) for so called explosive processes. As special cases we present multidimensional stable limit theorems involving multidimensional normal-, Cauchy- and stable distributions as well.

1 Introduction and main results

Stable convergence and mixing convergence have been frequently used in limit theorems in probability theory and statistics. Historically the notion of mixing convergence was introduced first, and it can be traced back at least to Rényi [16], see also Rényi [17] and [19]. The more general concept of stable convergence is also due to Rényi [18]. Stable convergence should not be mistaken for weak convergence to a stable distribution. Recently, Häusler and Luschgy [11] have given an up to date and rigorous exposition of the mathematical theory of stable convergence, and they provided many applications in different areas to demonstrate the usefulness of this mode of convergence as well. In many classical limit theorems, such as in the classical central limit theorem, not only convergence in distribution, but stable convergence holds as well, see, e.g., Examples 3.13 and 3.14 in Häusler and Luschgy [11]. Stable convergence comes into play in the description of limit points of random sequences, in limit theorems with random indices, there is a version of the classical Δ-method with stable convergence as well, see, e.g., Chapter 4 in Häusler and Luschgy [11]. Stable convergence has a central role in limit theorems for martingale difference arrays, and one can find its nice applications in describing the asymptotic behaviour of some estimators (such as conditional least squares estimator) of some parameters of autoregressive and moving average processes and supercritical Galton–Watson processes (for a detailed description, see Chapters 9 and 10 in Häusler and Luschgy [11]). For a short survey on the role of stable convergence in limit theorems for semimartingales, see Podolskij and Vetter
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In numerical probability, especially, in studying discretized processes, in approximation of stochastic integrals and stochastic differential equations, and in high frequency statistics, stable convergence also plays an essential role, see the recent books A"ıt-Sahalia and Jacod [1] and Jacod and Protter [13]. Very recently, Basse-O'Connor et al. [4] part (i) of Theorem 2.1 and part (i) of Proposition 2.3] have proved new limit theorems with stable convergence for some variational functionals of stationary increments Lévy driven moving averages in the high frequency setting.

Recently, Crimaldi et al. [9, Definition 3] have extended the notion of stable convergence: they have introduced the notion of stable convergence of random variables with respect to a so-called conditioning system towards a kernel, by replacing the single sub-$\sigma$-field appearing in the definition of (the original) stable convergence with a family of sub-$\sigma$-fields (called a conditioning system). Then, as a generalization of the previously mentioned concept, Crimaldi et al. [9, Definition 4] have introduced the notion of stable convergence of random variables in the strong sense with respect to a conditioning system, where not only the single sub-$\sigma$-field appearing in the definition of (the original) stable convergence is replaced by a conditioning system, but also the type of convergence for the conditional expectations with respect to the members of the conditional system in question is strengthened to convergence in $L_1$. Moreover, as a further generalization, Crimaldi [8, Definition 2.1] have defined the notion of almost sure conditional convergence of random variables with respect to a conditioning system towards a kernel. If such a convergence holds, then the conditional expectations with respect to the members of the conditional system in question converge almost surely to a random variable.

Let $\mathbb{Z}_+$, $\mathbb{N}$, $\mathbb{R}$, $\mathbb{R}_+$ and $\mathbb{R}_{++}$ denote the set of non-negative integers, positive integers, real numbers, non-negative real numbers and positive real numbers, respectively. The imaginary unit is denoted by $i$. The Borel $\sigma$-algebra on $\mathbb{R}^d$ is denoted by $\mathcal{B}(\mathbb{R}^d)$, where $d \in \mathbb{N}$. Further, let $\log^+(x) := \log(x)1_{\{x\geq 1\}} + 0 \cdot 1_{\{0\leq x<1\}}$ for $x \in \mathbb{R}_+$. Convergence in a probability, in $L_1$, in $L_2$ and in distribution under a probability measure $\mathbb{P}$ will be denoted by $\mathbb{P} \xrightarrow{}$, $L_1(\mathbb{P}) \xrightarrow{}$, $L_2(\mathbb{P}) \xrightarrow{}$ and $D(\mathbb{P})$, respectively. For an event $A$ with $\mathbb{P}(A) > 0$, let $\mathbb{P}_A(\cdot) := \mathbb{P}(\cdot \mid A) = \mathbb{P}(\cdot \cap A)/\mathbb{P}(A)$ denote the conditional probability measure given $A$. Let $\mathbb{E}_{\mathbb{P}}$ denote the expectation under a probability measure $\mathbb{P}$. Almost sure equality under a probability measure $\mathbb{P}$ and equality in distribution will be denoted by $\mathbb{P}$-a.s. and $\xrightarrow{D}$, respectively. Every random variable will be defined on a (suitable) probability space $(\Omega, \mathcal{F}, \mathbb{P})$. For a random variable $\xi : \Omega \to \mathbb{R}^d$, the distribution of $\xi$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ is denoted by $\mathbb{P}^\xi$. The notions of stable and mixing convergence and some of their important properties used in the present paper are recalled in Appendix [A].

First, we will recall a one-dimensional stable limit theorem due to Häusler and Luschgy [11, Theorem 8.2] for so called explosive processes. The increments of these processes are in general not asymptotically negligible and do not satisfy the conditional Lindeberg condition, so they are not in the scope of stable martingale central limit theorems. For such explosive processes, Häusler and Luschgy [11] developed the following limit theorem (Theorem [L.11]) which states stable (mixing) convergence of the appropriately scaled explosive process in question, and
they successfully applied it for proving stable (mixing) convergence of conditional least squares estimator of the autoregressive parameter of supercritical autoregressive processes of order 1 (see Häusler and Luschgy [11] Example 8.10 and Theorem 9.2] and that of Lotka-Nagaev estimator, conditional least squares estimator and Harris estimator of the offspring mean of supercritical Galton-Watson branching processes conditionally on non-extinction (see Häusler and Luschgy [11 Corollaries 10.2, 10.4 and 10.6]).

1.1 Theorem. (Häusler and Luschgy [11 Theorem 8.2]) Let \((X_n)_{n\in\mathbb{Z}^+}\) and \((A_n)_{n\in\mathbb{Z}^+}\) be real-valued stochastic processes defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and adapted to a filtration \((\mathcal{F}_n)_{n\in\mathbb{Z}^+}\). Suppose that \(A_n > 0\), \(n \in \mathbb{N}\), and that there exists \(n_0 \in \mathbb{N}\) such that \(A_n > 0\) for each \(n \geq n_0\). Let \((a_n)_{n\in\mathbb{N}}\) be a sequence in \((0, \infty)\) such that \(a_n \to \infty\) as \(n \to \infty\), and let \(G \in \mathcal{F}_\infty := \sigma(\cup_{n\in\mathbb{Z}^+} \mathcal{F}_n)\) such that \(\mathbb{P}(G) > 0\). Assume that the following conditions are satisfied:

- (HLi) there exists a non-negative, \(\mathcal{F}_\infty\)-measurable random variable \(\eta : \Omega \to \mathbb{R}\) such that \(\mathbb{P}(G \cap \{\eta^2 > 0\}) > 0\) and
  \[
  \frac{A_n}{a_n^2} \to \eta^2 \quad \text{as} \quad n \to \infty,
  \]

- (HLii) \((\frac{X_n}{a_n})_{n\in\mathbb{N}}\) is stochastically bounded in \(\mathbb{P}_{G\cap\{\eta^2>0\}}\)-probability, i.e.,
  \[
  \lim_{K \to \infty} \sup_{n\in\mathbb{N}} \mathbb{P}_{G\cap\{\eta^2>0\}} \left( \frac{|X_n|}{a_n} > K \right) = 0,
  \]

- (HLiii) there exists \(p \in (1, \infty)\) such that
  \[
  \lim_{n \to \infty} \frac{a_n^{2-r}}{a_n^2} = \frac{1}{p^r} \quad \text{for each} \quad r \in \mathbb{N},
  \]

- (HLiv) there exists a probability measure \(\mu\) on \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\) with \(\int_{\mathbb{R}} \log^+(|x|) \mu(dx) < \infty\) such that
  \[
  \mathbb{E}_{\mathbb{P}} \left( \exp \left\{ it \frac{\Delta X_n}{A_n^{1/2}} \right\} \mid \mathcal{F}_{n-1} \right) \to \int_{\mathbb{R}} e^{itx} d\mu(x) \quad \text{as} \quad n \to \infty
  \]
  for all \(t \in \mathbb{R}\), where \(\Delta X_n := X_n - X_{n-1}\), \(n \in \mathbb{N}\), and \(\Delta X_0 := 0\).

Then

\[
(1.1) \quad \frac{X_n}{A_n^{1/2}} \to \sum_{j=0}^{\infty} p^{-j/2} Z_j \quad \mathcal{F}_\infty\text{-mixing under} \quad \mathbb{P}_{G\cap\{\eta^2>0\}} \quad \text{as} \quad n \to \infty,
\]

and

\[
(1.2) \quad \frac{X_n}{a_n} \to \eta \sum_{j=0}^{\infty} p^{-j/2} Z_j \quad \mathcal{F}_\infty\text{-stably under} \quad \mathbb{P}_{G\cap\{\eta^2>0\}} \quad \text{as} \quad n \to \infty,
\]

where \((Z_j)_{j\in\mathbb{Z}^+}\) denotes a \(\mathbb{P}\)-independent and identically distributed sequence of real-valued random variables being \(\mathbb{P}\)-independent of \(\mathcal{F}_\infty\) with \(\mathbb{P}(Z_0 \in B) = \mu(B)\) for all \(B \in \mathcal{B}(\mathbb{R})\).
1.2 Remark. (i) The series \( \sum_{j=0}^{\infty} p^{-j/2} Z_j = \sum_{j=0}^{\infty} (p^{1/2})^{-j} Z_j \) in (1.1) and (1.2) is absolutely convergent \( \mathbb{P} \)-almost surely, since \( p^{1/2} > 1 \), \( \mathbb{E}_\mathbb{P}(\log^+(|Z_0|)) < \infty \) (by condition (HLiv) of Theorem 1.1), and one can apply Lemma 8.1 in Häusler and Luschgy [11].

(ii) We note that in condition (HLi) of Theorem 1.1 the \( \mathcal{F}_\infty \)-measurability of \( \eta \) is supposed, but in condition (i) of Theorem 8.2 in Häusler and Luschgy [11] it is not supposed. However, in the proof of Theorem 8.2 in Häusler and Luschgy [11, page 148] it is written that the \( \mathcal{F}_\infty \)-measurability of \( \eta \) can be assumed without loss of generality. Note also that if the probability space \((\Omega, \mathcal{F}_\infty, \mathbb{P}_G)\) is complete, then the \( \mathcal{F}_\infty \)-measurability of \( \eta \) follows itself from the convergence \( \frac{A_n}{a_n} \xrightarrow{\mathbb{P}_G} \eta^2 \) as \( n \to \infty \) involved in condition (HLi) of Theorem 1.1. Indeed, then there exists a subsequence \((n_k)_{k \in \mathbb{N}}\) such that \( A_{n_k}/a_{n_k} \xrightarrow{\mathbb{P}_G-a.s.} \eta^2 \) as \( k \to \infty \). Since \( A_{n_k}/a_{n_k} \) is \( \mathcal{F}_\infty \)-measurable for each \( k \in \mathbb{N} \) and \((\Omega, \mathcal{F}_\infty, \mathbb{P}_G)\) is complete, by a standard measure theoretical argument, we have \( \eta^2 \) is \( \mathcal{F}_\infty \)-measurable. The continuity of the square-root function together with \( \eta \geq 0 \) yield the \( \mathcal{F}_\infty \)-measurability of \( \eta \), as desired.

(iii) The \( \mathcal{F}_\infty \)-measurability of \( \eta \) yields that \( \eta \) and \( Z_j, j \in \mathbb{N} \), are \( \mathbb{P} \)-independent in Theorem 1.1. Further, we have \( \mathbb{P}_G(\eta > 0) = \mathbb{P}_G(\eta^2 > 0) > 0 \) and \( \mathbb{P}_{G\cap\{\eta^2>0\}}(\eta > 0) = 1 \), where we used that \( \eta \) is non-negative. \( \square \)

By \( \|x\| \) and \( \|A\| \), we denote the Euclidean norm of a vector \( x \in \mathbb{R}^d \) and the induced matrix norm of a matrix \( A \in \mathbb{R}^{d \times d} \), respectively. By \( \langle x, y \rangle \), we denote the Euclidean inner product of vectors \( x, y \in \mathbb{R}^d \). The null vector and the null matrix will be denoted by \( 0 \). By \( \rho(A) \), we denote the spectral radius of \( A \in \mathbb{R}^{d \times d} \). Moreover, \( I_d \in \mathbb{R}^{d \times d} \) denotes the \( d \times d \) identity matrix, and if \( A \in \mathbb{R}^{d \times d} \) is symmetric and positive semidefinite, then \( A^{1/2} \) denotes the unique symmetric, positive semidefinite square root of \( A \). If \( V \in \mathbb{R}^{d \times d} \) is symmetric and positive semidefinite, then \( N_d(0, V) \) denotes the \( d \)-dimensional normal distribution with mean vector \( 0 \in \mathbb{R}^d \) and covariance matrix \( V \).

In order to formulate our multidimensional stable limit theorems, we need the following result, which is a multidimensional generalization of Lemma 8.1 in Häusler and Luschgy [11], and it is interesting on its own right.

1.3 Lemma. Let \((Z_j)_{j \in \mathbb{Z}_+}\) be a \( \mathbb{P} \)-independent and identically distributed sequence of \( \mathbb{R}^d \)-valued random vectors. Let \( P \in \mathbb{R}^{d \times d} \) be an invertible matrix with \( \rho(P) < 1 \). Then the following assertions are equivalent:

(i) \( \mathbb{E}_\mathbb{P}(\log^+(\|Z_0\|)) < \infty \).

(ii) \( \sum_{j=0}^{\infty} \|P^j Z_j\| < \infty \) \( \mathbb{P} \)-almost surely.

(iii) \( \sum_{j=0}^{\infty} P^j Z_j \) converges \( \mathbb{P} \)-almost surely in \( \mathbb{R}^d \).

(iv) \( P^j Z_j \to 0 \) as \( j \to \infty \) \( \mathbb{P} \)-almost surely.

The proof of Lemma 1.3 and the proofs of all the forthcoming results can be found in Section
2. We note that from the proof of Lemma 1.3 it turns out that for the implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv), we do not need the invertibility of \( P \), we only need it for (iv) ⇒ (i).

For an \( \mathbb{R}^d \)-valued stochastic process \((U_n)_{n \in \mathbb{Z}_+}\), the increments \( \Delta U_n, n \in \mathbb{Z}_+ \), are defined by \( \Delta U_0 := 0 \) and \( \Delta U_n := U_n - U_{n-1} \) for \( n \in \mathbb{N} \).

Our main result is the following multidimensional analogue of Theorem 8.2 in Häusler and Luschgy [1] (see also Theorem 1.1).

1.4 Theorem. Let \((U_n)_{n \in \mathbb{Z}_+}\) and \((B_n)_{n \in \mathbb{Z}_+}\) be \( \mathbb{R}^d \)-valued and \( \mathbb{R}^{d \times d} \)-valued stochastic processes, respectively, defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and adapted to a filtration \((\mathcal{F}_n)_{n \in \mathbb{Z}_+}\). Suppose that \( B_n \) is invertible for sufficiently large \( n \in \mathbb{N} \). Let \((Q_n)_{n \in \mathbb{N}}\) be a sequence in \( \mathbb{R}^{d \times d} \) such that \( Q_n \to 0 \) as \( n \to \infty \) and \( Q_n \) is invertible for sufficiently large \( n \in \mathbb{N} \). Let \( G \in \mathcal{F}_\infty := \sigma(\bigcup_{k=0}^{\infty} \mathcal{F}_k) \) with \( \mathbb{P}(G) > 0 \). Assume that the following conditions are satisfied:

(i) there exists an \( \mathbb{R}^{d \times d} \)-valued, \( \mathcal{F}_\infty \)-measurable random matrix \( \eta : \Omega \to \mathbb{R}^{d \times d} \) such that \( \mathbb{P}(G \cap \{ \exists \eta^{-1} \}) > 0 \) and
\[
Q_n B_n^{-1} \xrightarrow{\mathbb{P}_G} \eta \quad \text{as} \quad n \to \infty,
\]

(ii) \((Q_n U_n)_{n \in \mathbb{N}}\) is stochastically bounded in \( \mathbb{P}_{G \cap \{ \exists \eta^{-1} \}}\)-probability, i.e.,
\[
\lim_{K \to \infty} \sup_{n \in \mathbb{N}} \mathbb{P}_{G \cap \{ \exists \eta^{-1} \}}(\|Q_n U_n\| > K) = 0,
\]

(iii) there exists an invertible matrix \( P \in \mathbb{R}^{d \times d} \) with \( \rho(P) < 1 \) such that
\[
B_n B_n^{-1-r} \xrightarrow{\mathbb{P}_G} P^r \quad \text{as} \quad n \to \infty \quad \text{for each} \quad r \in \mathbb{N},
\]

(iv) there exists a probability measure \( \mu \) on \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) with \( \int_{\mathbb{R}^d} \log^+\|x\| \mu(dx) < \infty \)
\[
\mathbb{E}_\mu(e^{i \theta \cdot B_n \Delta U_n}) \xrightarrow{\mathbb{P}_{G \cap \{ \exists \eta^{-1} \}}} \int_{\mathbb{R}^d} e^{i \theta \cdot x} \mu(dx) \quad \text{as} \quad n \to \infty
\]
for all \( \theta \in \mathbb{R}^d \).

Then
\[
B_n U_n \to \sum_{j=0}^{\infty} P^j Z_j \quad \mathcal{F}_\infty \text{-mixing under} \quad \mathbb{P}_{G \cap \{ \exists \eta^{-1} \}} \quad \text{as} \quad n \to \infty,
\]
and
\[
Q_n U_n \to \eta \sum_{j=0}^{\infty} P^j Z_j \quad \mathcal{F}_\infty \text{-stably under} \quad \mathbb{P}_{G \cap \{ \exists \eta^{-1} \}} \quad \text{as} \quad n \to \infty,
\]
where \((Z_j)_{j \in \mathbb{Z}_+}\) denotes a \( \mathbb{P} \)-independent and identically distributed sequence of \( \mathbb{R}^d \)-valued random vectors being \( \mathbb{P} \)-independent of \( \mathcal{F}_\infty \) with \( \mathbb{P}(Z_0 \in B) = \mu(B) \) for all \( B \in \mathcal{B}(\mathbb{R}^d) \).
1.5 Remark. (i) The series \( \sum_{j=0}^{\infty} P^j Z_j \) in (1.3) and in (1.4) is absolutely convergent \( \mathbb{P} \)-almost surely, since \( P \) is invertible, \( \varrho(P) < 1 \), \( \mathbb{E}_\varphi(\log^+ (\|Z_0\|)) < \infty \) (by condition (iv) of Theorem 1.4), and one can apply Lemma 1.3.

(ii) The random variable \( \eta \) and the sequence \( (Z_j)_{j \in \mathbb{Z}_+} \) are \( \mathbb{P} \)-independent in Theorem 1.4 since \( \eta \) is \( \mathcal{F}_\infty \)-measurable and the sequence \( (Z_j)_{j \in \mathbb{Z}_+} \) is \( \mathbb{P} \)-independent of \( \mathcal{F}_\infty \). Further, we have \( \mathbb{P}_G(\exists \eta^{-1}) > 0 \) and \( \mathbb{P}_{G\cap(\exists \eta^{-1})}(\exists \eta^{-1}) = 1 \).

(iii) The proof of Theorem 1.4 (which can be found in Section 2) follows the method of that of Theorem 8.2 in Häusler and Luschgy [11]. However, a natural question also occurs, namely, would it be possible to prove Theorem 1.4 using the Cramér-Wold theorem for stable convergence (see, e.g., Häusler and Luschgy [11, Corollary 3.19])? We do not know the answer to this question. The Cramér-Wold theorem for stable convergence states that, given \( \mathbb{R}^d \)-valued random variables \( X_n, n \in \mathbb{N} \), and \( X, X_n \) converges \( \mathcal{G} \)-stably to \( X \) as \( n \to \infty \) if and only if for all \( u \in \mathbb{R}^d \), the real-valued random variables \( \langle u, X_n \rangle \) converges \( \mathcal{G} \)-stably to the real-valued random variable \( \langle u, X \rangle \) as \( n \to \infty \) (where we used the setup given in Definition A.1). Here we only note that even in the proofs of multivariate central limit theorems with scaling matrices not converging to a fixed positive definite matrix, not only the Cramér-Wold theorem (for convergence in distribution) comes into play, but a key lemma originated to Bolthausen [7] and its generalization due to Biscio et al. [6, Lemma 3.2], for more details see Biscio et al. [9]. □

In the next remark we reformulate condition (iii) of Theorem 1.4 in the one-dimensional case.

1.6 Remark. In case of \( d = 1 \) (so not using boldface style in this case), if condition (i) of Theorem 1.4 and \( \mathbb{P}(\exists \eta^{-1}) = \mathbb{P}(\eta \neq 0) = 1 \) hold, then condition (iii) of Theorem 1.4 is equivalent to the following condition:

\[
\text{(1.5) there exists } P \in (-1, 1) \setminus \{0\} \text{ such that } Q_n Q^{-1}_{n-r} \rightarrow P^r \text{ as } n \to \infty \text{ for each } r \in \mathbb{N}.
\]

Indeed, if conditions (i) and (iii) of Theorem 1.4 with \( d = 1 \) and \( \mathbb{P}(\exists \eta^{-1}) = 1 \) hold, then there exists \( P \in (-1, 1) \setminus \{0\} \) such that for each \( r \in \mathbb{N} \), we have

\[
Q_n Q^{-1}_{n-r} = Q_n B_n^{-1} B_{n-r}^{-1} Q_{n-r}^{-1} \xrightarrow{\mathbb{F}_\eta} \eta P^r \eta^{-1} = P^r \quad \text{as } n \to \infty.
\]

Since \( Q_n Q_{n-r}^{-1} \) is non-random, we have (1.5). Conversely, if condition (i) of Theorem 1.4 with \( d = 1 \), \( \mathbb{P}(\exists \eta^{-1}) = \mathbb{P}(\eta \neq 0) = 1 \), and (1.3) hold, then there exists \( P \in (-1, 1) \setminus \{0\} \) such that for each \( r \in \mathbb{N} \), we have

\[
B_n B_{n-r}^{-1} = B_n Q_n^{-1} Q_{n-r}^{-1} Q_{n-r} B_{n-r}^{-1} \xrightarrow{\mathbb{F}_\eta} \eta^{-1} P^r \eta = P^r \quad \text{as } n \to \infty,
\]

i.e., condition (iii) of Theorem 1.4 with \( d = 1 \) holds. Finally, note that, with the notation \( a_n := Q_n^{-1} \), condition (1.3) implies that for each \( r \in \mathbb{N} \) we have

\[
\frac{a_n^2 - r}{a_n^2} = Q_n^2 Q_{n-r}^{-2} \rightarrow P^{2r} = \frac{1}{((P^2)^{-1})^r} \quad \text{as } n \to \infty,
\]
which is nothing else but condition (iii) of Theorem 8.2 in H"ausler and Luschgy [11] (see also condition (HLiii) of Theorem 1.1) with \( p := (P^2)^{-1} \in (1, \infty) \). In Remark 1.7 we give a more detailed comparison of Theorem 8.2 in H"ausler and Luschgy [11] (see also Theorem 1.1) and Theorem 1.4.

\[ \text{In the next remark we investigate the connection between Theorem 8.2 in H"ausler and Luschgy [11] (see also Theorem 1.1) and the continuity of the square-root function yield that} \]

\[ \text{(HLiii) of Theorem 1.1. Then (HLi) of Theorem 1.1, the non-negativity of} \]

\[ \text{P} \]

\[ \text{of the square-root function yield that} \]

\[ \text{for each} \]

\[ \text{as desired.} \]

Next, we present a multidimensional stable central limit theorem, which is a multidimensional counterpart of Corollary 8.5 in H"ausler and Luschgy [11].

1.8 Corollary. Let us assume that the conditions of Theorem 1.4 hold with \( \mu := \mathbb{P}^{N_d(0,D)} \), where \( \mathbb{P}^{N_d(0,D)} \) denotes the distribution of a \( d \)-dimensional normally distributed random variable with mean vector \( 0 \in \mathbb{R}^d \) and covariance matrix \( D \in \mathbb{R}^{d \times d} \). Then

\[ B_n U_n \rightarrow Z \quad \mathcal{F}_\infty\text{-mixing under } \mathbb{P}_{G\cap(\exists \eta^{-1})} \quad \text{as } n \rightarrow \infty, \]

and

\[ Q_n U_n \rightarrow \eta Z \quad \mathcal{F}_\infty\text{-stably under } \mathbb{P}_{G\cap(\exists \eta^{-1})} \quad \text{as } n \rightarrow \infty, \]

where \( Z \) denotes a \( d \)-dimensional normally distributed random vector with mean vector \( 0 \in \mathbb{R}^d \) and covariance matrix \( \sum_{j=0}^{\infty} P^j D (P^j)^\top \), and \( Z \) is \( \mathbb{P} \)-independent of \( \mathcal{F}_\infty \).
In Corollary 1.8 \( \eta \) and \( Z \) are \( \mathbb{P} \)-independent, since \( \eta \) is \( \mathcal{F}_\infty \)-measurable (supposed in condition (i) of Theorem 1.4).

Next, we will formulate a corollary of Theorem 1.4 involving multidimensional stable distributions, in particular, a multidimensional Cauchy distribution. For this, first we recall the notion of a multidimensional stable distribution. A \( d \)-dimensional random variable \( \zeta := (\zeta_1, \ldots, \zeta_d) \) is said to be stable if for any \( a_1, a_2 \in \mathbb{R}_{++} \) there exist \( b \in \mathbb{R}_{++} \) and \( c \in \mathbb{R}^d \) such that

\[
(1.8) \quad a_1 \zeta^{(1)} + a_2 \zeta^{(2)} \overset{\mathcal{D}}{=} b \zeta + c,
\]

where \( \zeta^{(1)} \) and \( \zeta^{(2)} \) are independent copies of \( \zeta \). It is known that \( \zeta \) is stable if and only if there exists \( \alpha \in (0, 2] \) such that for each \( n \geq 2 \), \( n \in \mathbb{N} \) there exists \( c_n \in \mathbb{R}^d \) satisfying \( \zeta^{(1)} + \cdots + \zeta^{(n)} \overset{\mathcal{D}}{=} n^{1/\alpha} \zeta + c_n \), where \( \zeta^{(1)}, \zeta^{(2)}, \ldots, \zeta^{(n)} \) are independent copies of \( \zeta \). The index \( \alpha \) is called the index of stability or the characteristic exponent of \( \zeta \). In what follows, let \( S_{d-1} := \{ x \in \mathbb{R}^d : \| x \| = 1 \} \) be the unit surface in \( \mathbb{R}^d \). We say that \( \zeta \) is symmetric stable if it is stable and \( \mathbb{P}(\zeta \in A) = \mathbb{P}(-\zeta \in A) \) for all \( A \in \mathcal{B}(\mathbb{R}^d) \). It is known that a \( d \)-dimensional random variable \( \zeta \) is symmetric \( \alpha \)-stable with index \( \alpha \in (0, 2] \) if and only if there exists a unique symmetric finite measure \( \Pi \) on \( (S_{d-1}, \mathcal{B}(S_{d-1})) \) (where the property symmetric means that \( \Pi(A) = \Pi(-A) \) for any \( A \in \mathcal{B}(S_{d-1}) \)) such that

\[
\mathbb{E}_\mathbb{P} \left( \exp(i\langle \theta, \zeta \rangle) \right) = \exp \left\{ -\int_{S_{d-1}} |\langle \theta, x \rangle|^\alpha \Pi(dx) \right\}, \quad \theta \in \mathbb{R}^d,
\]

see, e.g., Sato [20, Theorem 14.13]. The measure \( \Pi \) is called the spectral measure of \( \zeta \). We say that a \( d \)-dimensional random variable \( \zeta \) has a \( d \)-dimensional Cauchy distribution with parameter \( (0, I_d) \), if its density function takes the form

\[
f_\zeta(x) = \frac{\Gamma\left(\frac{1+d}{2}\right)}{\pi^{\frac{d}{2}}\Gamma\left(\frac{d}{2}\right)} \left(1 + \|x\|^2\right)^{-\frac{1+d}{2}}, \quad x \in \mathbb{R}^d,
\]

see, e.g., Kotz and Nadarajah [14, Section 2.2, page 41] or Sato [20, Example 2.12]. It is known that if \( \zeta \) has a \( d \)-dimensional Cauchy distribution with parameter \( (0, I_d) \), then the characteristic function of \( \zeta \) takes the form \( \mathbb{E}_\mathbb{P}(e^{i\langle \theta, \zeta \rangle}) = e^{-\|\theta\|}, \; \theta \in \mathbb{R}^d \), and \( \zeta \) is symmetric 1-stable, see, e.g., Sato [20, Theorem 14.14].

1.9 Corollary. Let us assume that the conditions of Theorem 1.4 hold with \( \mu := \mathbb{P}^\zeta \), where \( \zeta \) is a \( d \)-dimensional symmetric \( \alpha \)-stable random variable with characteristic exponent \( \alpha \in (0, 2] \) and spectral measure \( \Pi \). Then

\[
(1.9) \quad B_n U_n \to Z \quad \mathcal{F}_\infty \text{-mixing under } \mathbb{P}_{G \cap \{\exists \eta^{-1}\}} \text{ as } n \to \infty,
\]

and

\[
(1.10) \quad Q_n U_n \to \eta Z \quad \mathcal{F}_\infty \text{-stably under } \mathbb{P}_{G \cap \{\exists \eta^{-1}\}} \text{ as } n \to \infty,
\]
where \( Z \) denotes a \( d \)-dimensional random vector \( \mathbb{P} \)-independent of \( F_\infty \) with a characteristic function

\[
\mathbb{E}_\mathbb{P}(e^{i\langle \theta, Z \rangle}) = \exp \left\{ - \int_{S_{d-1}} \sum_{j=0}^\infty \left| \langle (P_j)^\top \theta, x \rangle \right| \alpha \Pi(dx) \right\}, \quad \theta \in \mathbb{R}^d. \tag{1.11}
\]

In particular, if \( \zeta \) has a \( d \)-dimensional Cauchy distribution with parameter \((0, I_d)\), then \( Z \) has a characteristic function

\[
\mathbb{E}_\mathbb{P}(e^{i\langle \theta, Z \rangle}) = \exp \left\{ - \sum_{j=0}^\infty \| (P_j)^\top \theta \| \right\}, \quad \theta \in \mathbb{R}^d. \tag{1.12}
\]

In Corollary 1.9, \( \eta \) and \( Z \) are \( \mathbb{P} \)-independent, since \( \eta \) is \( F_\infty \)-measurable. Corollary 1.9 in the special case when \( \zeta \) has a \( d \)-dimensional Cauchy distribution with parameter \((0, I_d)\) can be considered as a multidimensional counterpart of Exercise 8.1 in Häusler and Luschgy [11].

Finally, we formulate a slight generalization of Theorem 1.4 in case of \( G = \Omega \), by weakening its condition (iv) a little bit. This generalization can be considered as a multidimensional analogue of Corollary 8.8 in Häusler and Luschgy [11].

1.10 Corollary. Let us suppose that the conditions of Theorem 1.4 are satisfied with \( G := \Omega \) except its condition (iv) which is replaced by

\[(iv') \text{ there exists a probability measure } \mu \text{ on } (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \text{ with } \int_{\mathbb{R}^d} \log^+ (\|x\|) \mu(dx) < \infty, \]

and an \( F_\infty \)-measurable, \( \mathbb{R}^{d \times d} \)-valued discrete random variable \( S \) such that

\[
\mathbb{E}_\mathbb{P}(e^{i\langle \theta, B_n \Delta U_n \rangle} \mid F_{n-1}) \overset{\mathbb{P} \{ \exists \eta^{-1} \},}{\to} \int_{\mathbb{R}^d} e^{i\langle \theta, Sx \rangle} \mu(dx) \quad \text{as } n \to \infty \quad \text{for all } \theta \in \mathbb{R}^d.
\]

Then

\[
B_n U_n \to \sum_{j=0}^\infty P_j SZ_j \quad \mathcal{F}_\infty \text{-stably under } \mathbb{P} \{ \exists \eta^{-1} \} \quad \text{as } n \to \infty, \tag{1.13}
\]

and

\[
Q_n U_n \to \eta \sum_{j=0}^\infty P_j SZ_j \quad \mathcal{F}_\infty \text{-stably under } \mathbb{P} \{ \exists \eta^{-1} \} \quad \text{as } n \to \infty, \tag{1.14}
\]

where \((Z_j)_{j \in \mathbb{Z}_+}\) denotes a \( \mathbb{P} \)-independent and identically distributed sequence of \( \mathbb{R}^d \)-valued random vectors \( \mathbb{P} \)-independent of \( F_\infty \) with \( \mathbb{P}(Z_0 \in B) = \mu(B) \) for all \( B \in \mathcal{B}(\mathbb{R}^d) \).

In Corollary 1.10, \( \eta \) and \((Z_j)_{j \in \mathbb{Z}_+}\) are \( \mathbb{P} \)-independent (see part (ii) of Remark 1.5). For an application of Corollary 1.10 with \( d = 1 \), see the proof of Theorem 9.1 in Häusler and Luschgy [11], where the authors prove stable convergence of conditional least squares estimator of the autoregressive parameter of supercritical autoregressive processes of order 1.
Finally, we note that in a companion paper Barczy and Pap [3], we use our main result Theorem 1.4 for studying the asymptotic behaviour of least squares estimator of the autoregressive parameters of some supercritical Gaussian autoregressive processes of order 2 using random scaling. In another companion paper Barczy [2], we also use Theorem 1.4 for proving stable convergence of conditional least squares estimators of drift parameters for supercritical continuous state and continuous time branching processes with immigration based on discrete time observations.

2 Proofs

**Proof of Lemma 1.3** (i) ⇒ (ii). We have \( \varrho(P) = \lim_{k \to \infty} \| P^k \|^{1/k} \) by the Gelfand formula, see, e.g., Horn and Johnson [12, Corollary 5.6.14]. Hence there exists \( k_0 \in \mathbb{N} \) such that

\[
\| P^k \|^{1/k} \leq \varrho(P) + \frac{1 - \varrho(P)}{2} = \frac{1 + \varrho(P)}{2} < 1 \quad \text{for each} \quad k \geq k_0,
\]

since \( \varrho(P) < 1 \). Choose \( c \in (1, \frac{2}{1 + \varrho(P)}) \). Then (i) implies

\[
\sum_{j=k_0}^{\infty} \mathbb{P}(\| Z_j \| > c^j) = \sum_{j=k_0}^{\infty} \mathbb{P}(\| Z_0 \| > c^j) = \sum_{j=k_0}^{\infty} \mathbb{P}(\log^+(\| Z_0 \|) > j \log^+(c)) = \sum_{j=k_0}^{\infty} \mathbb{P}\left( \frac{\log^+(\| Z_0 \|)}{\log(c)} > j \right) < \infty,
\]

where we used that \( \log^+(c) = \log(c) > 0 \) and \( \sum_{n=1}^{\infty} \mathbb{P}(\xi \geq n) \leq \mathbb{E}_P(\xi) \) for any non-negative random variable \( \xi \). By the Borel–Cantelli lemma,

\[
\mathbb{P}\left( \limsup_{j \to \infty} \{ \| Z_j \| > c^j \} \right) = 0, \quad \text{and hence} \quad \mathbb{P}\left( \liminf_{j \to \infty} \{ \| Z_j \| \leq c^j \} \right) = 1,
\]

i.e., for \( \mathbb{P}\)-a.a. \( \omega \in \Omega \), there exists \( j_0(\omega) \in \mathbb{N} \) such that \( \| Z_j(\omega) \| \leq c^j \) for each \( j \geq j_0(\omega) \). Consequently, for \( \mathbb{P}\)-a.a. \( \omega \in \Omega \), we have

\[
\sum_{j=k_0 \vee j_0(\omega)}^{\infty} \| P^j Z_j(\omega) \| \leq \sum_{j=k_0 \vee j_0(\omega)}^{\infty} \| P^j \| \cdot \| Z_j(\omega) \| \leq \sum_{j=k_0}^{\infty} \left( \frac{1 + \varrho(P)}{2} \right)^j c^j < \infty,
\]

since \( \frac{1 + \varrho(P)}{2} c \in (0, 1) \). It yields (ii).

The implications (ii) ⇒ (iii) and (iii) ⇒ (iv) are obvious.

(iv) ⇒ (i). We have \( \mathbb{P}(\limsup_{j \to \infty} \{ \| P^j Z_j \| > 1 \}) = 0 \), and hence, by the Borel–Cantelli lemma and the independence of \( (Z_j)_{j \in \mathbb{Z}_+} \), we get

\[
\sum_{j=0}^{\infty} \mathbb{P}(\| P^j Z_j \| > 1) < \infty.
\]
Using that the determinant of $P$ coincides with the product of its eigenvalues, the invertibility of $P$ implies that $P$ does not have an eigenvalue 0, and, in particular, we get $\varrho(P) > 0$. The eigenvalues of $P^{-1}$ are the reciprocals of the eigenvalues of $P$, hence $\varrho(P^{-1}) \geq \frac{1}{\varrho(P)}$, implying $\|P^{-1}\| \geq \varrho(P^{-1}) \geq \frac{1}{\varrho(P)} > 1$. Thus for each $j \in \mathbb{Z}_+$, we have

\[
P(\|P^jZ\| > 1) = P(\|P^{-1}\|^j \|P^jZ\| > \|P^{-1}\|^j) \geq P(\|P^{-1}\|^j P^jZ_0 > \|P^{-1}\|^j) = P(\|Z_0\| > \|P^{-1}\|^j) = P(\log^+(\|Z_0\|) > j \log^+(\|P^{-1}\|)).
\]

Consequently, $\sum_{j=0}^{\infty} P(\log^+(\|Z_0\|) > j \log(\|P^{-1}\|)) < \infty$, yielding

\[
E_P\left(\frac{\log^+(\|Z_0\|)}{\log(\|P^{-1}\|)}\right) < \infty
\]

and hence (i), where we used that $\log^+(\|P^{-1}\|) = \log(\|P^{-1}\|) > 0$ and $E_P(\xi) \leq 1 + \sum_{n=1}^{\infty} P(\xi > n)$ for any non-negative random variable $\xi$.

**Proof of Theorem 1.4.**

**Step 1:** Let $Q := \mathbb{P}_{G \cap \{\exists \eta^{-1}\}}$, and for each $n \in \mathbb{Z}_+$, put

\[
L_n := \frac{\mathbb{P}(G \cap \{\exists \eta^{-1}\} | F_n)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})}.
\]

Then $Q$ is absolutely continuous with respect to $\mathbb{P}$ and $\mathbb{P}_G$ as well, and, for each $n \in \mathbb{N}$, $L_n$ is a well-defined and $F_n$-measurable random variable, since $\mathbb{P}(G \cap \{\exists \eta^{-1}\}) > 0$. Note that $(L_n)_{n \in \mathbb{Z}_+}$ is the density process of $Q$ with respect to $\mathbb{P}$, that is, $L_n = \frac{dQ_{|F_n}}{d\mathbb{P}_{|F_n}}$ for every $n \in \mathbb{Z}_+$, where $Q_{|F_n}$ and $\mathbb{P}_{|F_n}$ denote the restriction of $Q$ and $\mathbb{P}$ onto $(\tilde{\Omega}, F_n)$, respectively. Indeed, for all $A \in F_n$, we have

\[
Q_{|F_n}(A) = Q(A) = \frac{\mathbb{P}(A \cap G \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})},
\]

and, by the definition of conditional expectation with respect to the $\sigma$-algebra $F_n$,

\[
\int_A L_n(\omega) \mathbb{P}_{|F_n}(d\omega) = \int_A \frac{\mathbb{P}(G \cap \{\exists \eta^{-1}\} | F_n)(\omega) \mathbb{P}_{|F_n}(d\omega)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{1}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \int_A \mathbb{E}_{\mathbb{P}_{|F_n}}(1_{G \cap \{\exists \eta^{-1}\}} | F_n)(\omega) \mathbb{P}(d\omega)
\]

yielding that $Q_{|F_n}(A) = \int_A L_n(\omega) \mathbb{P}_{|F_n}(d\omega)$, $A \in F_n$, as desired. Then, by Lévy’s upwards theorem (see, e.g., Theorem [A.6]), we get

\[
L_n \lim_{n \to \infty} \frac{\mathbb{E}_{\mathbb{P}_{|F}}(1_{G \cap \{\exists \eta^{-1}\}} | F_\infty)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{1_{G \cap \{\exists \eta^{-1}\}}}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{dQ}{d\mathbb{P}} \quad \text{as } n \to \infty,
\]

\[
L_n \lim_{n \to \infty} \frac{\mathbb{E}_{\mathbb{P}_{|F}}(1_{G \cap \{\exists \eta^{-1}\}} | F_\infty)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{1_{G \cap \{\exists \eta^{-1}\}}}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{dQ}{d\mathbb{P}} \quad \text{as } n \to \infty,
\]
where the second equality in (2.2) (and in (2.3)) holds, since for all \( A \in \mathcal{F} \),

\[
Q(A) = \mathbb{P}_{G\cap \{\exists \eta^{-1}\}}(A) = \frac{\mathbb{P}(A \cap G \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})},
\]

and

\[
\int_A \frac{1_{G\cap \{\exists \eta^{-1}\}}(\omega)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \mathbb{P}(d\omega) = \frac{\mathbb{P}(A \cap G \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})}.
\]

Next, we check that \( Z_j, j \in \mathbb{Z}_+ \), and \( \mathcal{F}_\infty \) are independent under \( Q \) as well. Indeed, since \( Z_j, j \in \mathbb{Z}_+ \), and \( \mathcal{F}_\infty \) are independent under \( \mathbb{P} \) (by assumption) and \( G \cap \{\exists \eta^{-1}\} \in \mathcal{F}_\infty \) (since \( G \in \mathcal{F}_\infty \) and \( \eta \) is \( \mathcal{F}_\infty \)-measurable), we have for each \( m \in \mathbb{N} \), \( B_0, B_1, \ldots , B_m \in \mathcal{B}(\mathbb{R}^d) \) and \( A \in \mathcal{F}_\infty \),

\[
Q(\{Z_0 \in B_0\} \cap \{Z_1 \in B_1\} \cap \cdots \cap \{Z_m \in B_m\} \cap A) = \frac{\mathbb{P}(\{Z_0 \in B_0\} \cap \{Z_1 \in B_1\} \cap \cdots \cap \{Z_m \in B_m\} \cap A \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{\mathbb{P}(B_0)\mathbb{P}(Z_1 \in B_1) \cdots \mathbb{P}(Z_m \in B_m)\mathbb{P}(A \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})},
\]

and

\[
Q(Z_0 \in B_0)Q(Z_1 \in B_1) \cdots Q(Z_m \in B_m)Q(A) = \frac{\mathbb{P}(\{Z_0 \in B_0\} \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \cdots \frac{\mathbb{P}(\{Z_m \in B_m\} \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \frac{\mathbb{P}(A \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \mathbb{P}(\{Z_0 \in B_0\} \cdots \{Z_m \in B_m\}) \frac{\mathbb{P}(A \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})},
\]

where we used that

\[
\mathbb{P}(\{Z_j \in B_j\} \cap \{\exists \eta^{-1}\}) = \mathbb{P}(Z_j \in B_j)\mathbb{P}(G \cap \{\exists \eta^{-1}\}), \quad j \in \{0,1,\ldots ,m\}.
\]

It yields that

\[
Q(\{Z_0 \in B_0\} \cap \{Z_1 \in B_1\} \cap \cdots \cap \{Z_m \in B_m\} \cap A) = Q(Z_0 \in B_0)Q(Z_1 \in B_1) \cdots Q(Z_m \in B_m)Q(A),
\]

as desired.

For each \( \theta \in \mathbb{R}^d \), let us introduce the notation

\[
(2.4) \quad \varphi_\mu(\theta) := \int_{\mathbb{R}^d} e^{i\langle \theta, x \rangle} \mu(dx) = \mathbb{E}_\mathbb{P}(e^{i\langle \theta, Z_0 \rangle}) = \mathbb{E}_Q(e^{i\langle \theta, Z_0 \rangle}),
\]
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since the distributions of \( Z_0 \) under \( \mathbb{P} \) and \( Q \) coincide. Indeed, by the independence of \( F_\infty \) and \( Z_0 \) under \( \mathbb{P} \), for all \( B \in \mathcal{B}(\mathbb{R}^d) \), we have

\[
Q(Z_0 \in B) = \frac{\mathbb{P}(\{Z_0 \in B\} \cap G \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{\mathbb{P}(Z_0 \in B)\mathbb{P}(G \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \mathbb{P}(Z_0 \in B),
\]

as desired. Note that the function \( \varphi_\mu : \mathbb{R}^d \to \mathbb{C} \) defined in (2.4) is nothing else but the characteristic function of \( Z_0 \) under \( \mathbb{P} \) (or \( Q \)).

Step 2: Next, we show that for each \( r \in \mathbb{Z}_+ \), we have

\[
\sum_{j=0}^r P^jB_{n-j}\Delta U_{n-j} \to \sum_{j=0}^r P^jZ_j \quad \mathcal{F}_\infty\text{-mixing under } Q \text{ as } n \to \infty.
\]

Let \( r \in \mathbb{Z}_+ \) be fixed in this step. Since \( \sum_{j=0}^r P^jZ_j \) and \( \mathcal{F}_\infty \) are independent under \( Q \), we need to check that

\[
\sum_{j=0}^r P^jB_{n-j}\Delta U_{n-j} \to \sum_{j=0}^r P^jZ_j \quad \mathcal{F}_\infty\text{-stably under } Q \text{ as } n \to \infty,
\]

see the discussion after Definition 3.15 in Häusler and Luschgy [11] (or Definition A.1). For this, by Corollary 3.19 in Häusler and Luschgy [11] (see, also Theorem A.3) with \( G := \mathcal{F}_\infty \) and \( \mathcal{E} := \bigcup_{n \in \mathbb{Z}_+} \mathcal{F}_n \), it is enough to show that

\[
\int_{\Omega} \mathbb{1}_F \exp \left\{ i \left\langle \theta, \sum_{j=0}^r P^jB_{n-j}\Delta U_{n-j} \right\rangle \right\} \, dQ \to \int_{\Omega} \mathbb{1}_F \exp \left\{ i \left\langle \theta, \sum_{j=0}^r P^jZ_j \right\rangle \right\} \, dQ
\]

as \( n \to \infty \) for all \( \theta \in \mathbb{R}^d \) and \( F \in \mathcal{E} \). Indeed, \( \mathcal{E} \subset \mathcal{F}_\infty \), \( \mathcal{E} \) is closed under finite intersections, \( \Omega \in \mathcal{E} \) and \( \sigma(\mathcal{E}) = \mathcal{F}_\infty \). Now we turn to prove (2.7). For all \( \theta \in \mathbb{R}^d \) and \( F \in \mathcal{E} \), we have

\[
\exp\left\{ i \left\langle \theta, \sum_{j=0}^r P^jB_{n-j}\Delta U_{n-j} \right\rangle \right\} = \prod_{j=0}^r e^{i\langle \theta, P^jB_{n-j}\Delta U_{n-j} \rangle}
\]

and

\[
\int_{\Omega} \mathbb{1}_F \exp \left\{ i \left\langle \theta, \sum_{j=0}^r P^jZ_j \right\rangle \right\} \, dQ = Q(F) \prod_{j=0}^r \mathbb{E}_Q(e^{i\langle \theta, P^jZ_j \rangle}) = Q(F) \prod_{j=0}^r \varphi_\mu((P^\top)^j\theta)
\]

\[
= \int_F \prod_{j=0}^r \varphi_\mu((P^\top)^j\theta) \, dQ,
\]

where we used that \( Z_j, j \in \mathbb{Z}_+ \), and \( \mathcal{F}_\infty \) are independent under \( Q \), \( Z_j, j \in \mathbb{Z}_+ \), are identically distributed under \( Q \), and the notation (2.4). Hence, fixing \( \theta \in \mathbb{R}^d \) arbitrarily, and using the notation \( A_{n,j} := \exp\{i\langle \theta, P^jB_{n-j}\Delta U_{n-j} \rangle\} \), \( C_{j} := \varphi_\mu((P^\top)^j\theta) \) and \( g_{n,r} := \)
\( \prod_{j=0}^{r} C_{j} - \prod_{j=0}^{r} A_{n,j} \) for \( n \in \mathbb{N} \) and \( j \in \{0, \ldots, r\} \), convergence (2.7) means that \( \int_{F} g_{n,r} \, dQ \to 0 \) as \( n \to \infty \) for all \( F \in \mathcal{E} \). By \( |g_{n,r}| \leq 2 \) and (2.2), we get

\[
\left| \int_{F} g_{n,r} \, dQ - \int_{F} L_{n-r-1}g_{n,r} \, dP \right| \leq 2 \int_{F} \left| \frac{dQ}{dP} - L_{n-r-1} \right| \, dP \to 0
\]
as \( n \to \infty \). Consequently, in order to show (2.7), it is enough to verify that \( \lim_{n \to \infty} \int_{F} L_{n-r-1}g_{n,r} \, dP = 0 \). The condition \( F \in \mathcal{E} \) yields the existence of \( n_{0} \in \mathbb{Z}_{+} \) such that \( F \in \mathcal{F}_{n_{0}} \), and consequently \( F \in \mathcal{F}_{n} \) for \( n \geq n_{0} \). For each \( n \in \mathbb{N} \) and \( j \in \{0, \ldots, r\} \), put

\[
D_{n,j} := \begin{cases} 
\prod_{k=1}^{j} A_{n,k} & \text{if } j = 0, \\
\left( \prod_{k=0}^{j-1} C_{k} \right) \left( \prod_{k=j+1}^{r} A_{n,k} \right) & \text{if } 1 \leq j \leq r-1, \\
\prod_{k=0}^{j-1} C_{k} & \text{if } j = r.
\end{cases}
\]

Then for each \( n \in \mathbb{N} \), we have

\[
g_{n,r} = \prod_{k=0}^{r} C_{k} - \prod_{k=0}^{r} A_{n,k}
\]

\[
= \prod_{k=0}^{r} C_{k} - \left( \prod_{k=0}^{r} C_{k} \right) A_{n,r} + \sum_{j=1}^{r-1} \left[ \left( \prod_{k=0}^{j} C_{k} \right) \left( \prod_{k=j+1}^{r} A_{n,k} \right) - \left( \prod_{k=0}^{j-1} C_{k} \right) \left( \prod_{k=j}^{r} A_{n,k} \right) \right]
\]

\[
+ C_{0} \left( \prod_{k=1}^{r} A_{n,k} \right) - \prod_{k=0}^{r} A_{n,k}
\]

\[
= \sum_{j=0}^{r} D_{n,j}(C_{j} - A_{n,j}),
\]

see also Lemma 8.4 in Häusler and Luschgy [11]. Moreover, for each \( n \in \mathbb{N} \) and \( j \in \{0, \ldots, r\} \), we have \( |D_{n,j}| \leq 1 \), and the \( \mathcal{F}_{n-j} \)-measurability of \( A_{n,j} \) yields that \( D_{n,j} \) is \( \mathcal{F}_{n-j-1} \)-measurable. Further, for each \( n \geq n_{0} + r + 1 \), the random variable \( 1_{F} L_{n-r-1} \) is \( \mathcal{F}_{n-r-1} \)-measurable, and hence \( \mathcal{F}_{n-j-1} \)-measurable for each \( j \in \{0, \ldots, r\} \). Indeed, since \( n-r-1 \geq n_{0} \) and \( F \in \mathcal{F}_{n_{0}} \), we have \( F \in \mathcal{F}_{n-r-1} \), i.e., \( 1_{F} \) is \( \mathcal{F}_{n-r-1} \)-measurable, so the \( \mathcal{F}_{n-r-1} \)-measurability of \( L_{n-r-1} \) yields that \( 1_{F} L_{n-r-1} \) is \( \mathcal{F}_{n-r-1} \)-measurable. By the definition of conditional expectation, for each \( n \geq n_{0} + r + 1 \), we obtain

\[
\left| \int_{F} L_{n-r-1}g_{n,r} \, dP \right| = \left| \sum_{j=0}^{r} \int_{F} L_{n-r-1}D_{n,j}(C_{j} - A_{n,j}) \, dP \right| = \left| \sum_{j=0}^{r} \mathbb{E}_{P} \left( 1_{F} L_{n-r-1}D_{n,j}(C_{j} - A_{n,j}) \right) \right|
\]

\[
= \sum_{j=0}^{r} \mathbb{E}_{P} \left( \mathbb{E}_{P} \left( 1_{F} L_{n-r-1}D_{n,j}(C_{j} - A_{n,j}) \mid \mathcal{F}_{n-j-1} \right) \right)
\]

\[
= \sum_{j=0}^{r} \mathbb{E}_{P} \left( 1_{F} L_{n-r-1}D_{n,j}(C_{j} - \mathbb{E}_{P}(A_{n,j} \mid \mathcal{F}_{n-j-1})) \right)
\]
For each $n \geq n_0 + r + 1$, we have
\[
\left| \int_{\Omega} |C_j - \mathbb{E}_{\mathcal{F}}(A_{n,j} | \mathcal{F}_{n-1})| \, d\mathbb{Q} \right| \leq \frac{1}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \int_{\Omega \backslash (G \cap \{\exists \eta^{-1}\})} L_{n-r-1}(|C_j| + \mathbb{E}_{\mathcal{F}}(|A_{n,j}| | \mathcal{F}_{n-1})) \, d\mathbb{P} \leq \sum_{j=0}^{r} \int_{\Omega \backslash (G \cap \{\exists \eta^{-1}\})} L_{n-r-1} \, d\mathbb{P}.
\]

For each $j \in \{0, \ldots, r\}$, condition (iv) yields
\[
(2.8) \quad \int_{\Omega} |C_j - \mathbb{E}_{\mathcal{F}}(A_{n,j} | \mathcal{F}_{n-1})| \, d\mathbb{Q} \to 0 \quad \text{as } n \to \infty.
\]

Indeed, since $|\mathbb{E}_{\mathcal{F}}(A_{n,j} | \mathcal{F}_{n-1})| \leq 1$, the family $\{\mathbb{E}_{\mathcal{F}}(A_{n,j} | \mathcal{F}_{n-1}) : n \in \mathbb{N}\}$ is uniformly integrable under $\mathbb{Q}$ for each $j \in \{0, \ldots, r\}$, and, by (iv), $\mathbb{E}_{\mathcal{F}}(A_{n,j} | \mathcal{F}_{n-1}) \xrightarrow{\mathbb{Q}} C_j$ as $n \to \infty$ for each $j \in \{0, \ldots, r\}$, so the momentum convergence theorem yields (2.8). Further, using (2.3) and that $0 \leq L_{n-r-1} \leq 1/\mathbb{P}(G \cap \{\exists \eta^{-1}\})$, the dominated convergence theorem yields that
\[
\int_{\Omega \backslash (G \cap \{\exists \eta^{-1}\})} L_{n-r-1} \, d\mathbb{P} \to \int_{\Omega \backslash (G \cap \{\exists \eta^{-1}\})} \frac{1_{G \cap \{\exists \eta^{-1}\}}}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \, d\mathbb{P} = \mathbb{Q}(\Omega \backslash (G \cap \{\exists \eta^{-1}\})) = 0
\]
as $n \to \infty$. Consequently, we conclude $\lim_{n \to \infty} \int_{\Omega} L_{n-r-1} g_{n,r} \, d\mathbb{P} = 0$ for all $F \in \mathcal{E}$, and hence (2.7), which, as it was explained, implies (2.5).

Step 3: Next, we check that for each $r \in \mathbb{Z}_+$,
\[
(2.9) \quad B_n(U_n - U_{n-r-1}) \to \sum_{j=0}^{r} P^j Z_j \quad \mathcal{F}_\infty - \text{mixing under } \mathbb{Q} \quad \text{as } n \to \infty.
\]

For each $r \in \mathbb{Z}_+$ and $j \in \{0, \ldots, r\}$, we have
\[
(2.10) \quad P^j B_{n-j} \Delta U_{n-j} - B_n \Delta U_{n-j} = (P^j - B_n B_{n-j}^{-1}) B_{n-j} \Delta U_{n-j} \xrightarrow{\mathbb{Q}} 0 \quad \text{as } n \to \infty,
\]
Indeed, $B_n$ is invertible for sufficiently large $n \in \mathbb{N}$, and $P^j - B_n B_{n-j}^{-1} \xrightarrow{Q} 0$ as $n \to \infty$, since for all $\varepsilon > 0$, by condition (iii),

$$Q(\|P^j - B_n B_{n-j}^{-1}\| > \varepsilon) = \frac{\mathbb{P}(\{\|P^j - B_n B_{n-j}^{-1}\| > \varepsilon\} \cap G \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \leq \frac{\mathbb{P}(\{\|P^j - B_n B_{n-j}^{-1}\| > \varepsilon\} \cap G)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} = \frac{\mathbb{P}(G)}{\mathbb{P}(G \cap \{\exists \eta^{-1}\})} \xrightarrow{n \to \infty} 0.$$

Further, by (2.10) with $r = 0$ and using the fact that $\mathcal{F}_\infty$-mixing convergence under $Q$ yields convergence in distribution under $Q$, we have $B_n \Delta U_n \overset{\mathcal{D}(Q)}{\to} Z_0$ as $n \to \infty$, and especially, for each $j \in \{0, \ldots, r\}$, $B_{n-j} \Delta U_{n-j} \overset{\mathcal{D}(Q)}{\to} Z_0$ as $n \to \infty$. By Slutsky’s lemma, we have (2.10). Hence for each $r \in \mathbb{Z}_+$, we have

$$\sum_{j=0}^{r} P^j B_{n-j} \Delta U_{n-j} = B_n \Delta U_{n-r} \xrightarrow{Q} 0 \quad \text{as} \quad n \to \infty.$$

Consequently, since $\sum_{j=0}^{r} B_n \Delta U_{n-j} = B_n (U_n - U_{n-r-1})$, $n \in \mathbb{N}$, by (2.6) and part (a) of Theorem 3.18 in Häusler and Luschgy [11] (see also Theorem A.2), for each $r \in \mathbb{Z}_+$, we have

$$B_n (U_n - U_{n-r-1}) \overset{\mathcal{F}_\infty, \text{stably under } Q}{\to} \sum_{j=0}^{r} P^j Z_j.$$

Since $\sum_{j=0}^{r} P^j Z_j$ and $\mathcal{F}_\infty$ are independent under $Q$ (following from the $Q$-independence of $Z_j$, $j \in \mathbb{Z}_+$, and $\mathcal{F}_\infty$, which was proved in Step 1), by the discussion after Definition 3.15 in Häusler and Luschgy [11] (see also Definition A.1), we have (2.9).

Step 4: Now we turn to prove (1.3). Lemma 1.3 for the invertibility of $P$, $\varrho(P) < 1$, the condition $\int_{\mathbb{R}^d} \log^+ (\|x\|) \mu(dx) < \infty$ and the fact that $Q$ is absolutely continuous with respect to $P$ (see Step 1) yield the $P$-almost sure and the $Q$-almost sure absolute convergence of the series $\sum_{j=0}^{\infty} P^j Z_j$. Especially,

$$\sum_{j=0}^{r} P^j Z_j \rightarrow \sum_{j=0}^{\infty} P^j Z_j \quad \text{as} \quad r \rightarrow \infty \quad \text{$Q$-almost surely},$$

and hence

$$\sum_{j=0}^{r} P^j Z_j \overset{\mathcal{D}(Q)}{\rightarrow} \sum_{j=0}^{\infty} P^j Z_j \quad \text{as} \quad r \rightarrow \infty.$$

Consequently, using that $\sum_{j=0}^{r} P^j Z_j$ and $\mathcal{F}_\infty$ are independent under $Q$ for each $r \in \mathbb{Z}_+$, by Exercise 3.4 in Häusler and Luschgy [11], we have

$$\sum_{j=0}^{r} P^j Z_j \overset{\mathcal{F}_\infty, \text{mixing under } Q}{\rightarrow} \sum_{j=0}^{\infty} P^j Z_j \quad \text{as} \quad r \rightarrow \infty. \quad (2.11)$$
Since $B_n U_n - B_n(U_n - U_{n-r-1}) = B_n U_{n-r-1}$, and $\sum_{j=0}^{\infty} P_j Z_j$ and $F_{\infty}$ are independent under $Q$ (following from the fact that $Z_j$, $j \in \mathbb{Z}_+$, and $F_{\infty}$ are independent under $Q$, which we checked in Step 1), by (2.9), (2.11), and Theorem 3.21 in Häusler and Luschgy (11), we obtain (1.3) if we can check

\[(2.12) \quad \lim_{r \to \infty} \lim_{n \to \infty} \sup_{Q} (\|B_n U_{n-r-1}\| > \varepsilon) = 0 \]

for all $\varepsilon \in (0, \infty)$. Since $B_n$ and $Q_n$ are invertible for sufficiently large $n \in \mathbb{N}$, and $P$ is invertible, for each $r \in \mathbb{Z}_+$ and for sufficiently large $n \in \mathbb{N}$, we have

\[\|B_n U_{n-r-1}\| \leq \|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\|.\]

Since for each $r \in \mathbb{Z}_+$, $B_n B_{n-r-1}^{-1} \xrightarrow{Q} P^{r+1}$ as $n \to \infty$ (see Step 3), and

\[\|P^{-r-1} B_n B_{n-r-1}^{-1} - I_d\| \leq \|P^{-r-1}\| \cdot \|B_n B_{n-r-1}^{-1} - P^{r+1}\|,
\]

we have $P^{-r-1} B_n B_{n-r-1}^{-1} \xrightarrow{Q} I_d$ as $n \to \infty$ for each $r \in \mathbb{Z}_+$. Hence for all $\tilde{\varepsilon} > 0$, $\kappa > 0$ and $r \in \mathbb{Z}_+$, we have

\[(2.13) \quad Q(\|P^{-r-1} B_n B_{n-r-1}^{-1} - I_d\| > \tilde{\varepsilon}) < \kappa \quad \text{for sufficiently large} \quad n \in \mathbb{N}.
\]

Consequently, with the notation $G_{n,r,\tilde{\varepsilon}} := \{\|P^{-r-1} B_n B_{n-r-1}^{-1} - I_d\| < \tilde{\varepsilon}\}$, for all $\varepsilon, \tilde{\varepsilon}, \delta, \kappa \in (0, \infty)$, $r \in \mathbb{Z}_+$, and for sufficiently large $n \in \mathbb{N}$, we have

\[Q(\|B_n U_{n-r-1}\| > \varepsilon) \leq Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right)\]

\[= Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right) \cap G_{n,r,\tilde{\varepsilon}}\]

\[+ Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right) \cap G_{n,r,\tilde{\varepsilon}}^c\]

\[\leq Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} - I_d\| \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right) \cap G_{n,r,\tilde{\varepsilon}}\]

\[+ Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right) \cap G_{n,r,\tilde{\varepsilon}}^c\]

\[\leq Q\left(\|P^{r+1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \frac{\varepsilon}{2}\right) \cap G_{n,r,\tilde{\varepsilon}}\]

\[+ Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right) \cap G_{n,r,\tilde{\varepsilon}}^c\]

\[\leq Q\left(\|P^{r+1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \frac{\varepsilon}{2}\right) \cap G_{n,r,\tilde{\varepsilon}}^c\]

\[+ Q\left(\|P^{r+1} \cdot P^{-r-1} B_n B_{n-r-1}^{-1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \varepsilon\right) \cap G_{n,r,\tilde{\varepsilon}}^c\]

\[+ Q\left(\|P^{r+1} \cdot B_{n-r-1} Q_n^{-1} \cdot Q_{n-r-1} U_{n-r-1}\| > \frac{\varepsilon}{2}\right) \cap G_{n,r,\tilde{\varepsilon}}^c\]

\[+ Q\left(\|P^{-r-1} B_n B_{n-r-1}^{-1} - I_d\| > \tilde{\varepsilon}\right).
\]
where \( G_{n,r,\varepsilon}^c \) denotes the complement of \( G_{n,r,\varepsilon} \). Since, by (2.1), \( \| P^{r+1} \| \leq \left( \frac{1+\rho(P)}{2} \right)^{r+1} \) for sufficiently large \( r \in \mathbb{N} \), using also (2.13), for all \( \varepsilon, \delta, \kappa \in (0, \infty) \), \( \varepsilon \in (0, 1) \), and for sufficiently large \( r \in \mathbb{N} \), there exists a sufficiently large \( n(r) \in \mathbb{N} \) (here \( n(r) \) may depend on \( \varepsilon \) and \( \kappa \) as well, but we do not denote this dependence) such that for \( n \geq n(r) \), we have

\[
Q(\| B_n U_{n-r-1} \| > \varepsilon)
\leq Q\left( \| B_{n-r-1} Q_{n-r-1}^{-1} \| \cdot \| Q_{n-r-1} U_{n-r-1} \| > \varepsilon \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right)
+ Q\left( \| B_{n-r-1} Q_{n-r-1}^{-1} \| \cdot \| Q_{n-r-1} U_{n-r-1} \| > \varepsilon \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right) + \kappa
\leq 2Q\left( \| B_{n-r-1} Q_{n-r-1}^{-1} \| \cdot \| Q_{n-r-1} U_{n-r-1} \| > \varepsilon \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right) + \kappa
= 2Q\left( \| B_{n-r-1} Q_{n-r-1}^{-1} \| \cdot \| Q_{n-r-1} U_{n-r-1} \| > \varepsilon \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right) + \kappa
\leq 2Q\left( \| Q_{n-r-1} U_{n-r-1} \| > \frac{\varepsilon}{2\delta} \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right) + 2Q(\| B_{n-r-1} Q_{n-r-1}^{-1} \| > \delta) + \kappa.
\]

So for all \( \varepsilon, \delta, \kappa \in (0, \infty) \) and for sufficiently large \( r \in \mathbb{N} \), there exists a sufficiently large \( n(r) \in \mathbb{N} \) such that for \( n \geq n(r) \), we have

\[
Q(\| B_n U_{n-r-1} \| > \varepsilon)
\leq 2 \sup_{\ell \in \mathbb{N}} Q\left( \| Q_{\ell} U_{\ell} \| > \frac{\varepsilon}{2\delta} \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right) + 2Q(\| B_{n-r-1} Q_{n-r-1}^{-1} \| > \delta, \| \eta^{-1} \| \leq \delta/2)
+ 2Q(\| B_{n-r-1} Q_{n-r-1}^{-1} \| > \delta, \| \eta^{-1} \| > \delta/2) + \kappa
\leq 2 \sup_{\ell \in \mathbb{N}} Q\left( \| Q_{\ell} U_{\ell} \| > \frac{\varepsilon}{2\delta} \left( \frac{2}{1 + \rho(P)} \right)^{r+1} \right) + 2Q(\| B_{n-r-1} Q_{n-r-1}^{-1} \| - \| \eta^{-1} \| > \delta/2)
+ 2Q(\| \eta^{-1} \| > \delta/2) + \kappa,
\]

where we used that \( Q(\exists \eta^{-1}) = 1 \). Similarly as we have seen in Step 3, condition (i) implies \( Q_n B_n^{-1} \xrightarrow{Q} \eta \) as \( n \to \infty \). Indeed, since \( P(G) > 0 \), for all \( \gamma > 0 \), we have

\[
Q(\| Q_n B_n^{-1} - \eta \| > \gamma) = \frac{P(\{ \| Q_n B_n^{-1} - \eta \| > \gamma \} \cap G \cap \{ \exists \eta^{-1} \})}{P(G \cap \{ \exists \eta^{-1} \})}
\leq \frac{P(\{ \| Q_n B_n^{-1} - \eta \| > \gamma \} \cap G)}{P(G \cap \{ \exists \eta^{-1} \})}
= P_G(\| Q_n B_n^{-1} - \eta \| > \gamma) \frac{P(G)}{P(G \cap \{ \exists \eta^{-1} \})} \to 0 \quad \text{as} \quad n \to \infty.
\]
Since $Q_n$ is invertible for sufficiently large $n \in \mathbb{N}$, $Q(\exists \eta^{-1}) = 1$ and the norm function is continuous, we get $\|B_nQ_n^{-1}\| \overset{Q}{\to} \|\eta^{-1}\|$ as $n \to \infty$. Thus, for all $\varepsilon, \delta, \kappa \in (0, \infty)$ and for sufficiently large $r \in \mathbb{N}$, we obtain

$$\limsup_{n \to \infty} Q(\|B_nU_{n-r-1}\| > \varepsilon) \leq 2 \sup_{\ell \in \mathbb{N}} Q\left(\|Q_{\ell}U_{\ell}\| > \varepsilon \left(\frac{2}{1+\varrho(P)}\right)^{r+1}\right) + 2Q(\|\eta^{-1}\| > \delta/2) + \kappa.$$ 

Using condition (ii) and that $\frac{2}{1+\varrho(P)} > 1$, for all $\varepsilon, \delta, \kappa \in (0, \infty)$, we get

$$\limsup_{r \to \infty} \limsup_{n \to \infty} Q(\|B_nU_{n-r-1}\| > \varepsilon) \leq 2Q(\|\eta^{-1}\| > \delta/2) + \kappa.$$ 

We have $Q(\|\eta^{-1}\| > \delta/2) \to 0$ as $\delta \to \infty$, hence, taking $\limsup_{\delta \to \infty}$ and $\limsup_{\kappa \downarrow 0}$, we obtain (2.12) for all $\varepsilon \in (0, \infty)$, and then we conclude (1.3).

Step 5: Now we turn to prove (1.4). As we have seen in Step 4, condition (i) implies $Q_nB_n^{-1} \overset{Q}{\to} \eta$ as $n \to \infty$. Hence, since $\eta$ is $\mathcal{F}_\infty$-measurable, by (1.3) (which was proved in Step 4) and parts (b) and (c) of Theorem 3.18 in H"ausler and Luschgy [11] (see, also Theorem A.2), we have

$$Q_nU_n = (Q_nB_n^{-1})(B_nU_n) \to \eta \sum_{j=0}^\infty P^jZ_j \quad \mathcal{F}_\infty\text{-stably under } Q = \mathbb{P}_{G\cap\{\exists \eta^{-1}\}} \text{ as } n \to \infty,$$

yielding (1.4). \hfill \Box

Proof of Corollary 1.8. First, note that $\log^+(\|x\|) \leq \|x\|$, $x \in \mathbb{R}^d$, so

$$\int_{\mathbb{R}^d} \log^+(\|x\|) \mu(dx) \leq \int_{\mathbb{R}^d} \|x\| \mu(dx) < \infty,$$

and then we can indeed apply Theorem 1.4 and $\mathbb{E}_P(\log^+(\|Z_0\|)) < \infty$. It remains to check that $\sum_{j=0}^\infty P^jZ_j$ is a $d$-dimensional normally distributed random variable with mean vector $0 \in \mathbb{R}^d$ and covariance matrix $\sum_{j=0}^\infty P^jD(P^j)^\top$. Since $P$ is invertible, $\varrho(P) < 1$ and $\mathbb{E}_P(\log^+(\|Z_0\|)) < \infty$, by Lemma 1.3, we have that the series $\sum_{j=0}^\infty P^jZ_j$ is absolutely convergent $\mathbb{P}$-a.s., and hence, by the continuity theorem, we get

$$\mathbb{E}_P\left(\exp(i\theta \sum_{j=0}^\infty P^jZ_j)\right) = \lim_{r \to \infty} \mathbb{E}_P\left(\exp(i\theta \sum_{j=0}^r P^jZ_j)\right) = \lim_{r \to \infty} \prod_{j=0}^r \mathbb{E}_P\left(\exp(i\theta(P^j)^\top_{\theta}Z_j)\right)$$

$$= \lim_{r \to \infty} \prod_{j=0}^r e^{-\frac{1}{2}(D(P^j)^\top_{\theta}P^j_{\theta})} = e^{-\frac{1}{2}(\sum_{j=0}^\infty P^jD(P^j)^\top_{\theta}P^j_{\theta})}, \quad \theta \in \mathbb{R}^d,$$

where the series $\sum_{j=0}^\infty P^jD(P^j)^\top$ is absolutely convergent, since, by (2.11),

$$\sum_{j=0}^\infty \|P^jD(P^j)^\top\| \leq \sum_{j=0}^\infty \|P^j\|D\|D(P^j)^\top\| \leq \|D\| \sum_{j=0}^{k_0-1} \|P^j\|^2 + \|D\| \sum_{j=k_0}^\infty \left(\frac{1+\varrho(P)}{2}\right)^{2j} < \infty.$$
where $k_0$ is appearing in (2.1). So $\sum_{j=0}^{\infty} P^j Z_j$ is a $d$-dimensional normally distributed random variable with mean vector $0 \in \mathbb{R}^d$ and covariance matrix $\sum_{j=0}^{\infty} P^j D(P^j)^\top$, as desired.

**Proof of Corollary 1.9.** First, note that the integral appearing in (1.11) is convergent, since, by Cauchy-Schwarz’s inequality and (2.1), for all $\theta \in \mathbb{R}^d$,

$$\int_{S_{d-1}} \sum_{j=0}^{\infty} |\langle (P^j)\top \theta, x \rangle|^\alpha \Pi(dx) \leq \int_{S_{d-1}} \sum_{j=0}^{\infty} \|P^j\|^\alpha \|\theta\|^\alpha \Pi(dx)$$

$$\leq \|\theta\|^\alpha \int_{S_{d-1}} \sum_{j=0}^{k_0-1} \|P^j\|^\alpha \|\theta\|^\alpha \Pi(dx) + \|\theta\|^\alpha \int_{S_{d-1}} \sum_{j=k_0}^{\infty} \left(\frac{1 + \varrho(P)}{2}\right)^\alpha j \|\theta\|^\alpha \Pi(dx)$$

$$= \|\theta\|^\alpha \sum_{j=0}^{k_0-1} \|P^j\|^\alpha \Pi(S_{d-1}) + \|\theta\|^\alpha \sum_{j=k_0}^{\infty} \left(\frac{1 + \varrho(P)}{2}\right)^\alpha j \Pi(S_{d-1}) < \infty,$$

where $k_0$ is appearing in (2.1) and we also used that $\frac{1 + \varrho(P)}{2} \in (0, 1)$ and $\Pi(S_{d-1}) < \infty$.

Next, we check that $\mathbb{E}_P(\log^+(\|\zeta\|)) < \infty$. We have

$$\mathbb{E}_P(\log^+(\|\zeta\|)) = \mathbb{E}_P(\log(\|\zeta\|) 1_{\{|\|\zeta\|\geq 1}\}) = \int_0^{\infty} \mathbb{P}(\log(\|\zeta\|) 1_{\{|\|\zeta\|\geq 1\}} ) \, dy$$

$$= \int_0^{\infty} \mathbb{P}(\|\zeta\| \geq y, \|\zeta\| \geq 1) \, dy = \int_0^{\infty} \mathbb{P}(\|\zeta\| \geq e^y, \|\zeta\| \geq 1) \, dy$$

$$= \int_0^{1} \mathbb{P}(\|\zeta\| \geq e^y) \, dy + \int_1^{\infty} \mathbb{P}(\|\zeta\| \geq e^y) \, dy$$

$$\leq 1 + \int_1^{\infty} \mathbb{P}(\|\zeta\| \geq z) \frac{1}{z} \, dz.$$

Since $\zeta$ has a $d$-dimensional stable distribution, it belongs to its own domain of attraction, and then it is known that the function $\mathbb{R}_{++} \ni z \mapsto \mathbb{P}(\|\zeta\| \geq z)$ is regularly varying with tail index $\alpha$. As a consequence, the function $\mathbb{R}_{++} \ni z \mapsto z^\alpha \mathbb{P}(\|\zeta\| \geq z) =: L(z)$ is slowly varying. Hence there exists $z_0 \in (e, \infty)$ such that $z^{-\frac{\alpha}{2}} L(z) \leq 1$ for all $z \in [z_0, \infty)$, see, e.g., Bingham et al. [5, Proposition 1.3.6.(v)]. Consequently, we have

$$\int_e^{\infty} \mathbb{P}(\|\zeta\| \geq z) \frac{1}{z} \, dz = \int_e^{z_0} z^{-\alpha} L(z) \frac{1}{z} \, dz + \int_{z_0}^{\infty} z^{-\alpha} L(z) \frac{1}{z} \, dz$$

$$\leq \int_e^{z_0} z^{-\alpha} L(z) \frac{1}{z} \, dz + \int_{z_0}^{\infty} z^{-\frac{\alpha}{2}} \frac{1}{z} \, dz \leq \int_e^{z_0} \frac{1}{z} \, dz + \int_{z_0}^{\infty} z^{-1-\frac{\alpha}{2}} \, dz < \infty,$$

since $z^{-\alpha} L(z) = \mathbb{P}(\|\zeta\| > z) \leq 1$, $z \in \mathbb{R}_{++}$. 
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Hence one can indeed apply Theorem \ref{thm:1.4} and \( \mathbb{E}_P(\log^+(||Z_0||)) < \infty \). It remains to check that the characteristic function of \( \sum_{j=0}^\infty P^j Z_j \) is given by \( \mathbb{E}_P \). Since \( P \) is invertible, \( \phi(P) < 1 \), and \( \mathbb{E}_P(\log^+(||Z_0||)) < \infty \), by Lemma \ref{lem:1.3} we have that \( \sum_{j=0}^\infty P^j Z_j \) is absolutely convergent \( \mathbb{P} \)-a.s., and hence, by the continuity theorem, we get

\[
\mathbb{E}_P \left( e^{i(\theta,\sum_{j=0}^\infty P^j Z_j)} \right) = \lim_{r \to \infty} \prod_{j=0}^r \mathbb{E}_P \left( e^{i\langle P^j, \theta, Z_j \rangle} \right) = \lim_{r \to \infty} \exp \left\{ -\sum_{j=0}^r \int_{S_{d-1}} |\langle P^j, \theta, x \rangle|^\alpha \Pi(dx) \right\}
\]

\[
= \exp \left\{ -\int_{S_{d-1}} |\langle P, \theta, x \rangle|^\alpha \Pi(dx) \right\}, \quad \theta \in \mathbb{R}^d,
\]
yielding \( \mathbb{E}_P \).

In the special case when \( \zeta \) has a \( d \)-dimensional Cauchy distribution with parameter \( (0, I_d) \), we have \( \int_{S_{d-1}} |\langle P, \theta, x \rangle|^\alpha \Pi(dx) = ||P||_\alpha, \quad \theta \in \mathbb{R}^d, \ j \in \mathbb{Z}_+, \) yielding \( \mathbb{E}_P \).

**Proof of Corollary \ref{cor:1.10}** Let \( \{s_k : k \in \mathbb{N}\} \) be the range of \( S \), let \( G_k := \{S = s_k\}, k \in \mathbb{N}, \) and \( I := \{k \in \mathbb{N} : \mathbb{P}(G_k \cap \{\exists \eta^{-1}\}) > 0\} \). Since \( \mathbb{P}(\exists \eta^{-1}) > 0 \) (due to \( G = \Omega \)), we have that \( I \) is not the empty set. Further, since \( \mathbb{P}_{G_k \cap \{\exists \eta^{-1}\}} \) is absolutely continuous with respect to \( \mathbb{P}_{\{\exists \eta^{-1}\}} \), by \( (iv') \), and using that convergence in \( \mathbb{P}_{G_k \cap \{\exists \eta^{-1}\}} \)-probability yields convergence in \( \mathbb{P}_{G_k \cap \{\exists \eta^{-1}\}} \)-probability (which can be checked similarly as in case of \( \mathbb{P}_G \) and \( \mathbb{P}_{G \cap \{\exists \eta^{-1}\}} \)), as we have seen in the proof of Step 3 of Theorem \ref{thm:1.4}, we have for each \( k \in I \) and \( \theta \in \mathbb{R}^d \),

\[
\mathbb{E}_P \left( e^{i(\theta, B_n U_n / n)} \mid F_{n-1} \right) \overset{P_{G_k \cap \{\exists \eta^{-1}\}}}{\longrightarrow} \int_{\mathbb{R}^d} e^{i(\theta, s_k x)} \mu(dx) = \int_{\mathbb{R}^d} e^{i(\theta, s_k x)} \mu(dx) = \mathbb{E}_P \left( e^{i(s_k \theta, Z_0)} \right)
\]
as \( n \to \infty \). Moreover, \( \mathbb{E}_P(\log^+(||s_k Z_0||)) < \infty \), since

\[
\log^+(||s_k Z_0||) = \log(||s_k Z_0||) 1_{\{||s_k Z_0|| > 1\}} \leq \log(||s_k||) 1_{\{||s_k|| > 0\}} + \log(||Z_0||) 1_{\{||Z_0|| > 1\}} + \log(||Z_0||) 1_{\{\frac{1}{s_k} < \|Z_0\| < 1\}} 1_{\{s_k < 0\}},
\]

which yields that

\[
\mathbb{E}_P(\log^+(||s_k Z_0||)) \leq \log(||s_k||) 1_{\{s_k < 0\}} + \mathbb{E}_P(\log^+(||Z_0||)) < \infty.
\]

Hence, by Theorem \ref{thm:1.4} for each \( k \in I \), we have

\[
B_n U_n = \sum_{j=0}^\infty P^j s_k Z_j = \sum_{j=0}^\infty P^j S Z_j \quad \mathcal{F}_\infty\text{-mixing under } \mathbb{P}_{G_k \cap \{\exists \eta^{-1}\}} \text{ as } n \to \infty,
\]

and

\[
Q_n U_n = \eta \sum_{j=0}^\infty P^j s_k Z_j = \eta \sum_{j=0}^\infty P^j S Z_j \quad \mathcal{F}_\infty\text{-stably under } \mathbb{P}_{G_k \cap \{\exists \eta^{-1}\}} \text{ as } n \to \infty.
\]
Note that, since \( G = \Omega \), we have \( \mathbb{P}(\exists \eta^{-1}) > 0 \) and for all \( A \in \mathcal{F} \),

\[
\mathbb{P}(\exists \eta^{-1})(A) = \sum_{k=1}^{\infty} \mathbb{P}(\exists \eta^{-1})(A \cap G_k) = \sum_{k=1}^{\infty} \frac{\mathbb{P}(A \cap G_k \cap \{\exists \eta^{-1}\})}{\mathbb{P}(\exists \eta^{-1})} = \sum_{k \in I} \frac{\mathbb{P}(A \cap G_k \cap \{\exists \eta^{-1}\})}{\mathbb{P}(G_k \cap \{\exists \eta^{-1}\})} \frac{\mathbb{P}(G_k \cap \{\exists \eta^{-1}\})}{\mathbb{P}(\exists \eta^{-1})} = \sum_{k \in I} \mathbb{P}(G_k \cap \{\exists \eta^{-1}\})(A) \mathbb{P}(\exists \eta^{-1})(G_k),
\]

so we have

\[
\mathbb{P}(\exists \eta^{-1}) = \sum_{k \in I} \mathbb{P}(\exists \eta^{-1})(G_k) \mathbb{P}(G_k \cap \{\exists \eta^{-1}\}),
\]

where \( \sum_{k \in I} \mathbb{P}(\exists \eta^{-1})(G_k) = 1 \). Finally, Proposition 3.24 in Häusler and Luschgy [11] (see also Theorem [A.5]) yields the statement. \qed

**Appendix**

**A Stable convergence and Lévy’s upwards theorem**

First, we recall the notions of stable and mixing convergence.

**A.1 Definition.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \( \mathcal{G} \subset \mathcal{F} \) be a sub-\( \sigma \)-field. Let \((X_n)_{n \in \mathbb{N}}\) and \( X \) be \( \mathbb{R}^d \)-valued random variables defined on \((\Omega, \mathcal{F}, \mathbb{P})\), where \( d \in \mathbb{N} \).

(i) We say that \( X_n \) converges \( \mathcal{G} \)-stably to \( X \) as \( n \to \infty \), if the conditional distribution \( \mathbb{P}^{X_n \mid \mathcal{G}} \) of \( X_n \) given \( \mathcal{G} \) converges weakly to the conditional distribution \( \mathbb{P}^{X \mid \mathcal{G}} \) of \( X \) given \( \mathcal{G} \) as \( n \to \infty \) in the sense of weak convergence of Markov kernels. It equivalently means that

\[
\lim_{n \to \infty} \mathbb{E}_\mathbb{P}(\xi \mathbb{E}_\mathbb{P}(h(X_n) \mid \mathcal{G})) = \mathbb{E}_\mathbb{P}(\xi \mathbb{E}_\mathbb{P}(h(X) \mid \mathcal{G}))
\]

for all random variables \( \xi : \Omega \to \mathbb{R} \) with \( \mathbb{E}_\mathbb{P}(|\xi|) < \infty \) and for all bounded and continuous functions \( h : \mathbb{R}^d \to \mathbb{R} \).

(ii) We say that \( X_n \) converges \( \mathcal{G} \)-mixing to \( X \) as \( n \to \infty \), if \( X_n \) converges \( \mathcal{G} \)-stably to \( X \) as \( n \to \infty \), and \( \mathbb{P}^{X \mid \mathcal{G}} = \mathbb{P}^X \) \( \mathbb{P} \)-almost surely, where \( \mathbb{P}^X \) denotes the distribution of \( X \) on \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) under \( \mathbb{P} \). Equivalently, we can say that \( X_n \) converges \( \mathcal{G} \)-mixing to \( X \) as \( n \to \infty \), if \( X_n \) converges \( \mathcal{G} \)-stably to \( X \) as \( n \to \infty \), and \( \sigma(X) \) and \( \mathcal{G} \) are independent, which equivalently means that

\[
\lim_{n \to \infty} \mathbb{E}_\mathbb{P}(\xi \mathbb{E}_\mathbb{P}(h(X_n) \mid \mathcal{G})) = \mathbb{E}_\mathbb{P}(\xi) \mathbb{E}_\mathbb{P}(h(X))
\]

for all random variables \( \xi : \Omega \to \mathbb{R} \) with \( \mathbb{E}_\mathbb{P}(|\xi|) < \infty \) and for all bounded and continuous functions \( h : \mathbb{R}^d \to \mathbb{R} \).
In Definition A.1, $\mathbb{P}^{X_n}|_{\mathcal{G}}$, $n \in \mathbb{N}$, and $\mathbb{P}^{X}|_{\mathcal{G}}$ are the $\mathbb{P}$-almost surely unique $\mathcal{G}$-measurable Markov kernels from $(\Omega, \mathcal{F})$ to $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ such that for each $n \in \mathbb{N}$,

$$
\int_{\mathcal{G}} \mathbb{P}^{X_n}|_{\mathcal{G}}(\omega, B) \mathbb{P}(d\omega) = \mathbb{P}(X_n^{-1}(B) \cap G) \quad \text{for all } G \in \mathcal{G}, \ B \in \mathcal{B}(\mathbb{R}^d).
$$

and

$$
\int_{\mathcal{G}} \mathbb{P}^{X}|_{\mathcal{G}}(\omega, B) \mathbb{P}(d\omega) = \mathbb{P}(X^{-1}(B) \cap G) \quad \text{for all } G \in \mathcal{G}, \ B \in \mathcal{B}(\mathbb{R}^d),
$$

respectively. For the notion of weak convergence of Markov kernels towards a Markov kernel, see Häusler and Luschgy [11, Definition 2.2]. For more details on stable convergence, see Häusler and Luschgy [11, Chapter 3 and Appendix A]. In particular, it turns out that $\mathbb{X}_n$ converges $\mathcal{G}$-stably to $\mathbb{X}$ as $n \to \infty$ if and only if $\lim_{n \to \infty} \mathbb{E}_\mathbb{P}(\xi h(\mathbb{X}_n)) = \mathbb{E}_\mathbb{P}(\xi h(\mathbb{X}))$ for all $\mathcal{G}$-measurable random variables $\xi : \Omega \to \mathbb{R}$ with $\mathbb{E}_\mathbb{P}(|\xi|) < \infty$ and for all bounded and continuous functions $h : \mathbb{R}^d \to \mathbb{R}$ (following from Theorem 3.17 in Häusler and Luschgy [11]). Furthermore, $\mathbb{X}_n$ converges $\mathcal{G}$-mixing to $\mathbb{X}$ as $n \to \infty$ if and only if $\lim_{n \to \infty} \mathbb{E}_\mathbb{P}(\xi h(\mathbb{X}_n)) = \mathbb{E}_\mathbb{P}(\xi h(\mathbb{X}))$ for all $\mathcal{G}$-measurable random variables $\xi : \Omega \to \mathbb{R}$ with $\mathbb{E}_\mathbb{P}(|\xi|) < \infty$ and for all bounded and continuous functions $h : \mathbb{R}^d \to \mathbb{R}$ (following from Corollary 3.3 in Häusler and Luschgy [11]).

Next, we recall four results about stable convergence of random variables, which play important roles in the proofs of Theorem 1.4 and Corollary 1.10.

A.2 Theorem. (Häusler and Luschgy [11, Theorem 3.18]) Let $\mathbb{X}_n$, $n \in \mathbb{N}$, $\mathbb{X}$, $\mathbb{Y}_n$, $n \in \mathbb{N}$, and $\mathbb{Y}$ be $\mathbb{R}^d$-valued random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and $\mathcal{G} \subset \mathcal{F}$ be a sub-$\sigma$-field. Assume that $\mathbb{X}_n \to \mathbb{X}$ $\mathcal{G}$-stably as $n \to \infty$.

(a) If $||\mathbb{X}_n - \mathbb{Y}_n||_\mathbb{P} \to 0$ as $n \to \infty$, then $\mathbb{Y}_n \to \mathbb{X}$ $\mathcal{G}$-stably as $n \to \infty$.

(b) If $\mathbb{Y}_n \mathbb{P} \to \mathbb{Y}$ as $n \to \infty$, and $\mathbb{Y}$ is $\mathcal{G}$-measurable, then $(\mathbb{X}_n, \mathbb{Y}_n) \to (\mathbb{X}, \mathbb{Y})$ $\mathcal{G}$-stably as $n \to \infty$.

(c) If $g : \mathbb{R}^d \to \mathbb{R}^d$ is a Borel-measurable function such that $\mathbb{P}^\mathbb{X}(\{x \in \mathbb{R}^d : g \text{ is not continuous at } x\}) = 0$, then $g(\mathbb{X}_n) \to g(\mathbb{X})$ $\mathcal{G}$-stably as $n \to \infty$. Here recall that $\mathbb{P}^\mathbb{X}$ denotes the distribution of $\mathbb{X}$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ under $\mathbb{P}$.

A.3 Theorem. (Häusler and Luschgy [11, Corollary 3.19]) Let $\mathbb{X}_n$, $n \in \mathbb{N}$, and $\mathbb{X}$ be $\mathbb{R}^d$-valued random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and $\mathcal{G} \subset \mathcal{F}$ be a sub-$\sigma$-field. Let $\mathcal{E} \subset \mathcal{G}$ be closed under finite intersections such that $\Omega \in \mathcal{E}$ and $\sigma(\mathcal{E}) = \mathcal{G}$, where $\sigma(\mathcal{E})$ denotes the $\sigma$-algebra generated by $\mathcal{E}$. Then the following statements are equivalent:

(i) $\mathbb{X}_n \to \mathbb{X}$ $\mathcal{G}$-stably as $n \to \infty$,

(ii) $\lim_{n \to \infty} \mathbb{E}_\mathbb{P}(1_{\mathcal{F}}e^{i(u, \mathbb{X}_n)}) = \mathbb{E}_\mathbb{P}(1_{\mathcal{F}}e^{i(u, \mathbb{X})})$ for all $\mathcal{F} \in \mathcal{E}$ and $u \in \mathbb{R}^d$.

(iii) $\langle u, \mathbb{X}_n \rangle \to \langle u, \mathbb{X} \rangle$ $\mathcal{G}$-stably for all $u \in \mathbb{R}^d$. 
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A.4 Theorem. (Häusler and Luschgy [11, Theorem 3.21]) Let \( X_{n,r}, X_r, n, r \in \mathbb{N}, X, \text{ and } Y_n, n \in \mathbb{N} \), be \( \mathbb{R}^d \)-valued random variables on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and \( \mathcal{G} \subset \mathcal{F} \) be a sub-\( \sigma \)-field. Assume that

(i) for each \( r \in \mathbb{N} \), we have \( X_{n,r} \to X_r \) \( \mathcal{G} \)-stably as \( n \to \infty \),

(ii) \( X_r \to X \) \( \mathcal{G} \)-stably as \( r \to \infty \),

(iii) \( \lim_{r \to \infty} \limsup_{n \to \infty} \mathbb{P}(\|X_{n,r} - Y_n\| > \varepsilon) = 0 \) for all \( \varepsilon > 0 \).

Then \( Y_n \to X \) \( \mathcal{G} \)-stably as \( n \to \infty \).

A.5 Theorem. (Häusler and Luschgy [11, Proposition 3.24]) Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Suppose that \( \mathbb{P} = \sum_{i \in \mathbb{N}} p_i \mathbb{Q}_i \), where \( \mathbb{Q}_i \), \( i \in \mathbb{N} \), is a probability measure on \((\Omega, \mathcal{F})\) and \( p_i \in [0,1], i \in \mathbb{N} \), satisfying \( \sum_{i \in \mathbb{N}} p_i = 1 \). Let \( X_n, n \in \mathbb{N} \), and \( X \) be \( \mathbb{R}^d \)-valued random variables on \((\Omega, \mathcal{F}, \mathbb{P})\). If \( X_n \) converges \( \mathcal{G} \)-stably to \( X \) under \( \mathbb{Q}_i \) as \( n \to \infty \) for each \( i \in \mathbb{N} \) satisfying \( p_i > 0 \), then \( X_n \) converges \( \mathcal{G} \)-stably to \( X \) under \( \mathbb{P} \) as \( n \to \infty \).

Finally, we recall Lévy's upwards theorem used in the proof of Theorem 1.4.

A.6 Theorem. (Lévy’s upwards theorem) Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, and let \( \xi \) be a real-valued random variable such that \( \mathbb{E}_\mathbb{P}(|\xi|) < \infty \) and \((\mathcal{F}_n)_{n \in \mathbb{Z}_+}\) be a filtration with \( \mathcal{F}_\infty := \sigma(\bigcup_{n \in \mathbb{Z}_+} \mathcal{F}_n) \). Then

\[
\mathbb{E}_\mathbb{P}(\xi | \mathcal{F}_n) \xrightarrow{\text{a.s.}} \mathbb{E}_\mathbb{P}(\xi | \mathcal{F}_\infty) \quad \text{as} \quad n \to \infty, \quad \text{and} \quad \mathbb{E}_\mathbb{P}(\xi | \mathcal{F}_n) \xrightarrow{L_1(\mathbb{P})} \mathbb{E}_\mathbb{P}(\xi | \mathcal{F}_\infty) \quad \text{as} \quad n \to \infty.
\]

We note that Theorem A.6 sometimes is called Lévy’s zero-one law as well, since if \( \xi = 1_A \), where \( A \in \mathcal{F}_\infty \), then it yields that \( \mathbb{P}(A | \mathcal{F}_n) \xrightarrow{\text{a.s.}} 1_A \) as \( n \to \infty \), where the limit can be zero or one.
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