Development of an Adaptive Model for the Rate of Steel Corrosion in a Recirculating Water System
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Abstract: The stable quality of circulating water ensures the long-term stable operation of various processes in petrochemical production and achieves energy savings and emission reduction while reducing environmental pollution and yielding economic benefits to petrochemical enterprises. However, traditional circulating water quality evaluation and modeling for corrosion rate prediction suffer from adaptability and accuracy problems. To address these problems, the water quality analysis data of the circulating water in the field were subjected to data preprocessing and water quality index calculation to perform feature engineering, followed by modeling using a machine learning method that integrates the adaptive immune genetic algorithm and random forest (RF) algorithm and can intelligently select the water quality parameters to be used as the input variables for the RF modeling. Finally, the method was validated using an industrial example, and the results indicate that the method is capable of removing interference variables and is suitable for carbon steel corrosion rate prediction based on water quality models. The proposed method provides a basis for water quality management and real-time decision-making by circulating water field personnel.
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1. Introduction

Industrial circulating water is an important processing medium in petrochemical production. Circulating cooling water is continuously recycled through the system and is affected by many factors, such as microorganisms, impurities, the water flow speed, and the equipment environment. Consequently, it can easily cause equipment corrosion, scale deposits, and pipeline blockage, resulting in accidents such as heat exchange inefficiency and leakage, and hence leading to a reduction in production load and product yield and unplanned shutdowns. Therefore, it is important to ensure the stability of the circulating water quality in petrochemical production. Water quality monitoring, especially corrosion rate control, is the main means of water quality management, and it is also the key to maintaining a stable water quality.

Water quality monitoring requires that a corresponding water quality model be established first [1]. The model should be able to comprehensively analyze and evaluate the water quality of the water body according to the values of the water quality parameters (WQPs) and then to characterize the scaling and corrosion of the heat exchange equipment by the circulating water [2]. The term water quality model is a general term referring to mathematical models that comprehensively consider the biochemical reactions and physical effects of the pollutants in the water body and describe the mixing, transport,
and transformation of the substances in the water body [3]. Since the concept was proposed in the 1920s, water quality models have developed very rapidly. In the initial development stage, deterministic water quality models, including oxygen balance models [4–6], morphological models [7], and comprehensive multi-media models [8–10], were mostly studied. Later, with the increasing complexity of water quality models, a multitude of uncertain factors were identified in the water environment. Thus, the established deterministic water quality models fail to accurately characterize the actual water body. Since the 1960s, researchers have studied the uncertainty of water bodies and have developed probabilistic water quality models.

The water quality in a circulating water system used in petrochemical production is affected by many factors. Uncertain water quality models often exhibit high-dimensional, nonlinear, and other characteristics, making it difficult to establish an accurate mathematical model to describe the quality of the circulating water in petrochemical production and for its evaluation and prediction using traditional methods [11]. In recent years, with the development of artificial intelligence and big data technology and the ability of enterprises to store massive production data, the application of intelligent algorithms to nonlinear scientific problems, especially the use of machine learning methods represented by artificial neural networks (ANNs) for water quality modeling, has become a typical direction of research. In terms of water quality parameter (WQP) prediction, Alizadeh and Kavianpour [12] used different combinations of water quality parameters as input variables to predict the daily salinity, temperature, and dissolved oxygen values, as well as the hourly dissolved oxygen values, by comparing the ANN and wavelet neural network (WNN) models. D’Souza and Kumar [13] used an ANN-based data-driven modeling approach to predict the temporal variations in two important indexes of water quality, i.e., the residual chlorine and biomass. Zhu et al. [14] proposed a water quality evaluation model based on a back-propagation neural network (BPNN), which they then optimized via particle swarm optimization. In the characterization of the corrosion rate, Gao et al. [15] used WQPs to establish a corrosion scaling rate prediction model based on a BPNN and compared it with actual analysis data for validation. Li et al. [16,17] analyzed high-concentration, multi-water quality data, and on this basis, selected water quality parameters that have a greater impact on the corrosion rate and adhesion rate. Then, they developed a corrosion rate and adhesion rate prediction model based on a Nonlinear Auto Regressive model with Exogenous Inputs (NARX) neural network and finally established an intelligent auxiliary analysis platform for industrial-circulating cooling water based on their water quality prediction model. Based on experimental data, Yang et al. [18] established an intelligent prediction model for the cooling water corrosion rate based on the least squares support vector machine (LS-SVM), taking the corrosion-related water quality factors as the input variables and the corrosion rate as the output variable. Their results indicate that the LS-SVM model is simpler and has a better generalization ability than the traditional methods. Yang et al. [19] established a NARX neural network prediction model to predict the adhesion rate.

However, the above models do not consider the degree of the impact of the water quality data on the target, and thus, we cannot make full use of their evaluation results based on the ideal state of the water quality. Considering the advantages of water quality index (WQI) methods in the evaluation and monitoring of the water quality of rivers, lakes, and drinking water [20], in this study, the WQIs were used to calculate the water quality analysis data during the data preprocessing and the model feature engineering, and the calculated data were then used as the model’s input. In addition, feature selection is an important step in machine learning modeling, and it has an important impact on the model’s accuracy [21]. However, the formation mechanism of the scaling and corrosion of heat exchangers in industrial circulating cooling water systems is an extremely complex physicochemical process [22], so intelligent algorithms are required to perform the feature selection. According to the different evaluation criteria, the feature selection can be carried out using three methods, i.e., the embedded method, the filter method, and the wrapper
method [23,24]. The wrapper method has a high accuracy and retains the physical meaning of the model variables, but the genetic algorithm (GA), which is commonly used in the wrapper method, suffers from premature convergence [25]. To improve the global search capability of the algorithm, the principle of a biological immune mechanism was introduced into the simple GA to construct a new improved GA, i.e., the immune GA (IGA) [26]. Based on the IGA, the adaptive IGA (AIGA) introduces an adaptive search mechanism based on the entropy information in order to control the probabilities in the crossover and mutation operations. This further alleviates the premature convergence problem of the traditional GA [27–29], enabling the feature selection to be executed adaptively and efficiently according to the predictability of the subsequent process modeling algorithms, and thereby improving the model’s accuracy. Furthermore, process modeling using the random forest (RF) algorithm, compared to that using traditional machine learning algorithms such as the BPNN and SVR, has a good tolerance for outliers and noise, is not prone to overfitting, and is insensitive to multicollinearity [30,31]. Therefore, in this study, the WQIs were introduced to the preprocessed WQPs, and then, the AIGA-RF machine learning algorithm was used for the water quality modeling in order to predict the corrosion rate of carbon steel. Then, the AIGA was integrated for the wrapper feature selection and the RF was used for the process modeling. The constructed model was found to have a good prediction performance and a good tolerance for outliers and noise.

The rest of this article is organized as follows. Section 2 describes how the water quality data were preprocessed and the WQIs were calculated as the input of the subsequent model, and then, an AIGA-RF water quality model is established to predict the corrosion rate. Section 3 focuses on the validation of the effectiveness of the model through examples, and finally, the major findings are presented.

### 2. AIGA-RF Water Quality Model Based on WQIs

The WQIs were calculated for the feature engineering in the water quality modeling to obtain better training data features, and then, a water quality modeling method, i.e., the AIGA-RF, was developed based on AIGA feature selection and machine learning to predict the corrosion rate. A flowchart of the methodology is shown in Figure 1.

![Flowchart of the AIGA-RF methodology](image)

**Figure 1.** Proposed AIGA-RF water quality modeling methodology.
2.1. Data Preprocessing and WQI Calculation

2.1.1. Data Preprocessing

To ensure the accuracy of the model, first, the water quality analysis data need to be collected and preprocessed, including the removal of invalid data, boxplot analysis of outliers, and linear interpolation and fitted filling of missing data [32].

Water quality analysis data set \( X \) can be expressed as an \((m \times n)\)-dimensional matrix:

\[
X = \begin{bmatrix}
    x_{1,1} & \cdots & x_{1,i} & \cdots & x_{1,m} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    x_{i,1} & \cdots & x_{i,j} & \cdots & x_{i,m} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    x_{m,1} & \cdots & x_{m,i} & \cdots & x_{m,m}
\end{bmatrix}
\]  

(1)

where \( x_{j,i} \) is the analysis value of the jth WQP in the ith data record, \( i=1,2,\ldots,n \), and \( j=1,2,\ldots,m \). Furthermore, \( m \) is the number of all of the collected WQPs (features), and \( n \) is the number of collected data records.

If all of the WQPs in the ith data record are expressed as a vector \( X_i \), then

\[
X_i = \begin{bmatrix}
    x_{i,1} \\
    \vdots \\
    x_{i,j} \\
    \vdots \\
    x_{i,m}
\end{bmatrix},
\]  

(2)

\[
X = \begin{bmatrix}
    X_1 & \cdots & X_i & \cdots & X_n
\end{bmatrix}^T.
\]  

(3)

\( y_i \) is the actual corrosion rate of the ith data record, and \( y \) is the set of \( y_i \) in the whole range. Then, the variables predicted by the model can be expressed as a \((1 \times n)\)-dimensional matrix:

\[
y = \begin{bmatrix}
    y_1 \\
    \vdots \\
    y_i \\
    \vdots \\
    y_n
\end{bmatrix}^T.
\]  

(4)

2.1.2. WQI Calculation

Traditional water quality evaluation methods are based on the comparison between the experimentally determined parameter values and the existing guidelines. These data may not be able to explain the variation in the water quality over time and in different geographic areas, nor do they easily give an overall picture of the spatial and temporal trends of the overall water quality [33]. To solve this problem, attempts have been made to use the WQIs to represent the water quality data [34]. The WQIs quantify the overall situation of the water quality and eliminate the evaluation of the water quality [35,36]. Drawing on the process of constructing WQIs for rivers, lakes, and drinking water [37–39], in this study, the WQIs of the WQPs of the circulating water in petrochemical production were calculated. The calculation process was as follows.

The design limits (DLs) and permissible limits (PLs) of the circulating water WQPs were set according to the water quality management regulations and field production experience. The values are listed in Table 1. The modified permissible limits (MPLs) were calculated using Equation (5).

\[
MPL = 0.8 \cdot PL + 0.2 \cdot DL.
\]  

(5)
Table 1. Circulating water WQP settings.

| Parameter                        | Design Upper and Lower Limits | Permissible Upper and Lower Limits | Unit       | Frequency       |
|----------------------------------|-------------------------------|-----------------------------------|------------|-----------------|
| pH                               | 8.4 – 8.5                     | 8.1 – 8.6                         | /          | 3 times/day     |
| Turbidity                        | <20                           | <35                               | mg/L       | 3 times/day     |
| Residual chlorine                | 0.5 – 0.8                     | 0.2–1                             | mg/L       | 3 times/day     |
| Potassium ion                    | <30                           | <40                               | mg/L       | 1 time/day      |
| Calcium hard                     | 400 – 500                     | <800                              | mg/L       | 1 time/day      |
| Concentration multiple           | 4 – 5                         | 3 – 6                             | /          | 1 time/day      |
| Total hardness                   | 600 – 800                     | 400 – 1200                        | mg/L       | 1 time/day      |
| Conductivity                     | 1000–2000                     | 400 – 3000                        | mg/L       | 1 time/day      |
| Total iron                       | 0.5 – 0.8                     | <1                                | mg/L       | 1 time/day      |
| Chloride ion                     | 300 – 400                     | <500                              | mg/L       | 3 times/week    |
| Heterotrophic bacteria           | <5000                         | <10,000                           | Counts     | 1 time/week     |
| Suspended matter                 | 10 – 20                       | <30                               | mg/L       | 1 time/week     |

Finally, the WQI $\tilde{x}_{j,i}$ corresponding to $x_{j,i}$ was calculated as follows.

If $x_{j,i} \leq DL$, then $\tilde{x}_{j,i} = 0$.

If $DL < x_{j,i} < MPL$, then $\tilde{x}_{j,i} = \frac{x_{j,i} - DL}{PL - DL}$.

If $MPL \leq x_{j,i} < PL$, then $\tilde{x}_{j,i} = 2 \times \frac{x_{j,i} - DL}{MPL - DL}$.

2.2. Corrosion Rate Prediction Using the AIGA-RF Method

Here, the modeling method for predicting the corrosion rate using the AIGA-RF is described in detail. The method includes AIGA-based feature selection of the WQIs and an RF machine learning algorithm for corrosion rate modeling (the steps in the rounded box in Figure 1).

2.2.1. Initialization of Antibodies

A control vector $B$ is introduced in the corrosion rate modeling to control the selection of the process features.

$B = \left[ b_j \right]_1 \times (j = 1, 2, \cdots, m),

(9)

where

$b_j = \begin{cases} 
0, & \text{exclusion} \\
1, & \text{inclusion} 
\end{cases}.

(10)

In the evolutionary process, $N$ control vectors are randomly generated as the antibody population. Each control vector is considered to be an individual antibody, $B_i$.

2.2.2. Antigen Recognition and Affinity Calculation

After initialization of the antibody population, the corresponding set of input variables for the RF modeling is determined. Subsequently, the WQIs corresponding to the WQPs determined by the antibodies using the RF algorithm are used as input variables to
train the corrosion rate prediction model. This process is similar to the recognition of antigens in biological systems. It should be noted that the collected water quality dataset was proportionally divided into two parts, one for model training and the other for model evaluation.

After the model training, each obtained RF model is evaluated. In this study, the mean square error (MSE) was used as an affinity index for each antibody \( A_t \) to evaluate the prediction accuracy of the obtained model. The higher the affinity is, the higher the accuracy of the model. The equation for calculating the affinity is

\[
A_t = \text{MSE}(y_t, y'_t) = \frac{1}{T} \sum_{t=1}^{T} (y_t - y'_t)^2,
\]

where \( y_t \) is the actual value, corresponding to the \( t \)th antibody; \( y'_t \) is the output of the RF model, corresponding to the \( t \)th antibody; and \( T \) is the number of antibodies.

### 2.2.3. Evaluation of Termination Conditions

The antibody production information is used to determine the termination of the feature selection optimization process. If the number of evolutionary generations, \( G \), is met, then the evolution is exited; otherwise, the process proceeds to the next step. \( G \) is determined when the average affinity difference between two iterations is less than \( 10^{-4} \).

\[
G = g + 1, \quad \text{s. t. } \bar{A}_{g+1} - \bar{A}_g < 10^{-4},
\]

where \( \bar{A}_{g+1} \) and \( \bar{A}_g \) are the average affinities of the \((g+1)\)th and \( g \)th generations, respectively.

### 2.2.4. Identification of Effective Antibodies

These effective antibodies were identified as the evolutionary basis for the next generation. First, a large number of antibodies with high affinities are recorded. Then, the parent antibodies of the next generation are selected according to the reproduction probability, with the criteria being the affinity and concentration of the antibodies. In the biological immune system, high-affinity and low-concentration antibodies \([40]\) are encouraged to ensure parental diversity and immune balance. Then, adaptive crossover and mutation \([29]\) are applied to the newly generated antibodies, which together with the recorded antibodies, form a new generation.

The goal of the entire evolutionary process is to obtain the model with the most accurate prediction performance. In this process, the most important step is selecting the optimal control vector, \( B \), which minimizes the MSE of the obtained RF model. This problem can be described as follows:

\[
B^* = \arg \min_B \text{MSE}(y_t, y'_t).
\]

### 2.2.5. Validation of the Obtained Corrosion Rate Prediction Model

After the evolution of \( G \) generations, the best antibody, \( B^* \), is obtained. Specifically, the corrosion rate prediction model with the input WQP features of the optimized model is obtained. Then, validation was performed using the test set.

### 3. Case Study of the AIGA-RF Water Quality Model

The corrosion rate prediction modeling and industrial validation were carried out based on circulating water quality data from a petrochemical enterprise power plant in northwestern China. The laboratory information management system (LIMS) circulating...
water quality analysis data were collected from 19 water fields from August 2018 to August 2020, and 12 WQPs closely related to the corrosion rate were selected for subsequent treatment: pH, turbidity, residual chlorine, potassium ion, calcium hardness, multiple concentration, total hardness, conductivity, total iron, chloride ion, heterotrophic bacteria, and suspended matter. For the same factors, different materials have different corrosion rates. Therefore, in order to unify the benchmark, the corrosion coupon material we selected was carbon steel. The analysis frequency for the corrosion rate was 1 time/month, and the other WQPs were divided into four categories in terms of analysis frequency, including 3 times/day, 1 time/day, 3 times/week, and 1 time/week. Then, the DL and PL were set as described in Table 1.

After the data preprocessing and WQI calculations, the time dimension attributes of the WQI and the corrosion rate were unified on a monthly basis by summing the WQIs of the current month according to the analysis frequency, finally yielding 271 datasets for subsequent modeling. In the modeling, the dataset was randomly divided using a ratio of 8:2 to obtain a $12 \times 216$ training data matrix and a $12 \times 55$ test data matrix. Finally, AIGA-RF modeling was performed. The model parameters were set described in Table 2. An algorithm programmed in Python using the PyTorch framework was run in the JetBrains PyCharm 2019.3.3 x64 environment on a computer configured as follows: Intel(R) Core (TM) i7-7700K CPU @ 4.20 GHz with 8 GB RAM, Windows10.

Table 2. AIGA-RF model parameter settings.

| #  | Model Parameter                      | Value |
|----|-------------------------------------|-------|
| 1  | Antibody population size             | 60    |
| 2  | Memory capacity                      | 6     |
| 3  | Number of parameters (variables)     | 12    |
| 4  | Diversity evaluation parameter       | 0.95  |
| 5  | Number of decision trees in RF       | 10    |
| 6  | Maximum number of iterations         | 8     |

To evaluate the model’s accuracy, the MSE and mean absolute percentage error (MAPE) were used as the model evaluation indexes, which were calculated using the following equations:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2,$$  

$$MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right|,$$

where $y_i$ is the actual value, $\hat{y}_i$ is the predicted value, and $N$ is the number of samples in the test set.

3.1. Feature Selection Using the Optimal Fitted Model and Validation of the Prediction Results

In the case study, the AIGA-based feature selection method was used to select the WQPs so that the most relevant influencing factors in the corrosion prediction model were automatically selected, thus achieving a high model prediction accuracy. Figure 2 shows the convergence of the corrosion rate prediction accuracy target. During the evolutionary process, both the general antibody population and the best antibody candidate population decreased in terms of affinity assessment in the first and sixth generations, while the two exhibited a steady increase in all of the other generations. However, the general antibody population exhibited a gentle performance, while the best antibody candidate population exhibited large fluctuations.
As was described in Section 2.2, the feature selection optimization process is associated with the model training process. That is, the determination of the best feature set indicates the completion of the model fitting. The obtained training model was then validated using the test dataset. The predicted values obtained using the obtained model and the actual production data are compared in Figure 3. It can be seen that the prediction results are closely distributed along the diagonal line, demonstrating a good agreement with the actual values. In this case study, the WQPs selected using the AIGA-RF method were potassium ions, conductivity, total iron, and heterotrophic bacteria. Therefore, these four WQIs should be monitored as a priority to better control the corrosion rate.
3.2. Comparison with Other Modeling Methods

Several other process feature selection methods, including principal component analysis (PCA), GA [41], and IGA [26], and process modeling methods, such as the BPNN and SVR, were also used in this study for comparison. The results are shown in Table 3. The proposed AIGA-RF method outperformed the other methods in terms of the model accuracy which is represented by the MSE and MAPE. The comparison of the first three rows shows that the RF modeling has a higher model accuracy. In terms of the feature selection methods, it can be concluded from rows 1, 4, 5, and 6 that the WQPs selected using the AIGA have high correlations with the corrosion rate, reducing the interference of redundant or even irrelevant factors, and thus providing better corrosion rate prediction results.

Table 3. Model comparisons based on MSE and MAPE.

| Model     | Number of Features | MSE     | MAPE   |
|-----------|--------------------|---------|--------|
| AIGA-RF   | 4                  | 0.000127| 0.31997|
| AIGA-BP   | 5                  | 0.000222| 0.41478|
| AIGA-SVR  | 5                  | 0.000154| 0.79707|
| IGA-RF    | 8                  | 0.000195| 0.32173|
| GA-RF     | 5                  | 0.000207| 0.57074|
| PCA-RF    | 8                  | 0.000467| 0.81747|
| RF        | 12                 | 0.000405| 0.65352|

4. Conclusions

Water quality modeling and corrosion rate prediction are of great importance for monitoring the circulating water quality and maintaining stable water quality in petrochemical enterprises. However, the water quality of the circulating water system in petrochemical enterprises is affected by a multitude of factors, and water quality models often exhibit high-dimensional, nonlinear, and nondeterministic characteristics. Therefore, it is difficult to establish an accurate mathematical model to describe the quality of circulating water in petrochemical enterprises using traditional evaluation and prediction methods. In the present study, the WQIs were calculated based on the WQPs and were used as the inputs of the model. Then, a machine learning-based corrosion rate prediction modeling method was adopted, which employs the AIGA feature selection strategy to automatically select the most suitable WQPs for modeling, and the RF method was used for the water quality modeling. Taking the power plant of a petrochemical enterprise in northwestern China as an example, the corrosion rate of carbon steel was predicted using two years of analysis data for 12 LIMS WQPs from 19 water fields. The results of the case study demonstrate the applicability and effectiveness of the model. A comparison with six other modeling methods (AIGA-BP, AIGA-SVR, IGA-RF, GA-RF, PCA-RF, and RF) revealed that the AIGA can capture the system features better under different modeling situations, thereby improving the accuracy of the model prediction. Therefore, the development of a water quality model for corrosion rate prediction using the AIGA-RF method and using calculated WQI values as the model inputs could be adopted by production enterprises to evaluate the circulating water quality and thus to monitor and control the water quality in real-time.
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