Social networks and inference about unknown events: A case of the match between Google’s AlphaGo and Sedol Lee

Jonghoon Bae1,2, Young-Jae Cha2,3, Hyungsuk Lee2,4, Boyun Lee2,4, Sojung Baek2,3, Semin Choi2,5, Dayk Jang2,3,4,6*

1 Graduate School of Business, Seoul National University, Seoul, Korea, 2 Transdisciplinary Research Center for Culture-Brain Dynamics, Seoul National University, Seoul, Korea, 3 Interdisciplinary Program in Cognitive Science, Seoul National University, Seoul, Korea, 4 Interdisciplinary Program in History and Philosophy of Science, Seoul National University, Seoul, Korea, 5 Department of Statistics, Seoul National University, Seoul, Korea, 6 College of Liberal Studies, Seoul National University, Seoul, Korea

* djang@snu.ac.kr

Abstract

This study examines whether the way that a person makes inferences about unknown events is associated with his or her social relations, more precisely, those characterized by ego network density that reflects the structure of a person’s immediate social relation. From the analysis of individual predictions over the Go match between AlphaGo and Sedol Lee in March 2016 in Seoul, Korea, this study shows that the low-density group scored higher than the high-density group in the accuracy of the prediction over a future state of a social event, i.e., the outcome of the first game. We corroborated this finding with three replication tests that asked the participants to predict the following: film awards, President Park’s impeachment in Korea, and the counterfactual assessment of the US presidential election. Taken together, this study suggests that network density is negatively associated with vision advantage, i.e., the ability to discover and forecast an unknown aspect of a social event.

Introduction

People predict. Presidential candidates seek to identify what the majority of the voters want the most; marketing managers try to predict consumers’ preference on a newly launched product. It is an essential aspect of human sociality to make inferences about unknown states of a social phenomenon. A social event takes different states, depending on the efforts and capabilities of individuals that are associated with the event. Because the efforts and capabilities of the others are not under the direct control of the observer, the evolution of a social event is typically unknown to the observer. For example, the popularity of a new song, the capability of a new hire, and the result of the upcoming election are indeterminate, unknown states of musical tastes, labor productivity, and political orientations, respectively.

A challenge for the inference about the social world is that information about the unknown states is not readily available. Rather, social relations serve as a conduit for and thus an obstacle
to the availability of information about the social world. Those rich in social relations would more easily guess the unknown states of the world. Indeed, the sampling model of judgment and decision-making posits that a person’s judgement hinges upon his or her knowledge of the social world. The knowledge of the social world would vary with the information that the person obtains from available samples, i.e., social contacts in the external environment [1,2]. Despite a vast body of research done on social relations [3,4,5], little is known about the role of an individual’s social relations in guessing the unknown states of the social world, namely, vision advantage [3].

Accuracy in guessing, i.e., the error in inference, is a function of both the bias and the variance of sampled predictions. Given that social relations serve as a conduit for the samples of the others’ experience and knowledge [3,6], the accuracy of guessing would then increase as a large number of social contacts are independently drawn from the social world. However, a person’s immediate social relations are remote from this requirement. The samples of the others’ knowledge of the social world are prohibitively small because there certainly is a limit to the number of social contacts that an individual maintains in a meaningful manner [7]. Even worse, such samples obtained from social contacts are biased due to homophily in social relations [8,9]. Prior to the formation of social relations, individuals of similar opinions may get attracted to each other and develop social relations among themselves. Opinions in an individual’s social relations are not independent.

This limitation draws the attention of researchers, mostly sociologists, to the pattern of social relations such that mutually disconnected social contacts may yield non-redundant samples of knowledge as to the social world [3,10,11,12]. To the extent that mutually disconnected contacts have independent, conflicting preferences and experiences, the samples of knowledge that a person obtains from her mutually disconnected contacts are likely to reflect different views as to the world. Moreover, such disconnected contacts may alleviate a person’s conformity tendency, which may impair the accuracy of guessing about unknown states of the social world [13,14]. The person thus tends to make an informed and independent judgment about the social world. As is the case with the prediction market or simply the wisdom of the crowd effect [15], diverse knowledge as well as independent decision may help the individual to improve the accuracy of her guessing as to the unknown social world.

But again the same pitfall may apply to this prediction. Given the restrictive number of social contacts a person has, the value of diverse knowledge may be still limited. Indeed, another group of researchers suggest that mutually connected contacts, namely transitive relations, may generate more information than their disconnected counterparts do [16,17,18]. Suppose that person A has redundant contacts and person B has non-redundant contacts (Fig 1). This indicates that person A belongs to closely knit social relations, whereas person B bridges two disconnected social groups. It is likely that mutually disconnected social contacts serve as the source of knowledge diversity, which is critical to the accuracy of estimates about the unknown states of the social world [3,15]. In comparison, it is also likely that the friends of person A in Fig 1 are more cooperative, i.e., more motivated to share their opinions with person A, whereas those of person B would rather be reluctant to share what they know with person B. This observation rests on the following two mechanisms. One is that the motivation to share knowledge increases as people belong to a closely knit social circle [19,20,21,22]. Whether a person’s social contacts are mutually connected or not is one indicator to such social cohesion. The other is more about the decision-making style of a person [23,24,25,26,27]. It states that the person of the cohesive social group not only conforms to the opinions of the other members, but knows what the others expect of the person. The person is capable of reading the mind of the others.
This discussion is well reflected into the following two distinct, sociological models of social relations: network brokerage and network closure [3,18,26,27]. These models serve to evaluate the structure of social relations that surround a focal person, namely, an ego network. They draw on the neighborhood of a person on a social network and thus utilize information only on a local structure of a global network. From the perspective of a focal person, the network brokerage model describes the social and economic benefits of a low-density ego network that is rich in non-redundant contacts (Person B of Fig 1). In comparison, the network closure model depicts the benefits of a high-density network that is lack of non-redundant ones (Person A of Fig 1). Insofar as a person’s social relations limit his or her understanding of the social environment, a person’s social inference should vary with social relations in his or her ego network.

These models have developed in isolation of models of global network or network topology [28,29]. One notable exception is a study on the strength of weak ties [10], which motivates models of small-world and scale-free networks [30,31,32]. A common observation behind the models of global network is that the properties of global network such as the average shortest path length cannot be reducible to those of local network such as ego network density [33,34,35]. An emphasis is accordingly given to uncovering the structure of global network.

The models of social influence at the global network level present two distinct channels for opinion formation: the active role of super-connectors or the hubs and the impact of densely-interacting social circles. The former emphasizes the advantage of the hubs to expose a common idea to non-interacting persons [36,37], whereas the latter focuses on the importance of a person’s multiple exposures to a common idea [22,38,39]. In a similar vein, the models at the ego network level suggest that two distinct channels are present, i.e., non-redundant and redundant contacts, each of which may correspond to the hubs and the circles.

However, ego network itself is a distinct building block for a global network. Its properties are not necessarily correlated with those of a global network. It presents the immediate social environment that constrains and supports the decision-making of each person [40,41]. The everyday experience of a person is subjectively shaped within this immediate social environment. Sociological models of ego networks are thus to assess the role of the immediate social relations in shaping a person’s decision-making, i.e., social inference.

Social inference is an mirror image of social influence and is about personal understanding of the social world [42,43]. In comparison, social influence by others underlies the formation of consensus via social relations [36,37,38,44,45]. Models of social influence thus seek to examine whether social relations inhibit independent decision-making and thus impair decision quality at the group level [13,14]. Insofar as individuals are already embedded in social relations, however, it would be more realistic to ask which type of social relations would impair or
improve decision quality. The models of ego network, i.e., network brokerage and closure, seek to address this question with respect to social inference about uncertain future events, which is dubbed as vision advantage [3]. Accordingly, the focus of this study is to examine the individual variation in opinions, not consensus-building. In other words, we seek to identify an individual whose ideation is better at the ego network level.

Various tests have been made to measure indirectly behavioral outcomes such as economic achievement and personal rewards that reflect the interplay of social relations and the individual variation in decision-making [46]. The empirical tests of creativity, innovation outputs [23,47,48,49] and job search [11] are representative. Nonetheless, little attempt is made to assess directly the variation in decisions, in particular, vision advantage that arises from a person’s immediate social relations. A few direct tests concern only the virtue of relation-free guessing in such a domain as political election [50,51].

Against this backdrop, in this study, we examine whether a person’s inference about the unknown states of the social world may vary with the structure of his or her social relations. A test of vision advantage requires the prediction of uncertain social events whose outcomes are indeterminate at the time of prediction. Our experimental task was to predict a future state of a social event whose evolution was unknown to society as a whole. It differs from conventional estimation tasks where participants were asked to answer an ambiguous question whose solution was known to experimenters and was not necessarily available to participants [14]. To this end, we ran an experiment in which the participants were asked to predict match outcomes in the Go game between AlphaGo and Sedol Lee in March 2016 in Seoul, Korea and compared the individual variation in outcome predictions against the type of social relations that each person maintained. Moreover, we corroborated our finding with three replication tests in such domains as artworks and politics.

Materials and methods

Participants

All participants were recruited from a long-term subject pool of the Culture-Brain Dynamics Transdisciplinary Research Center at Seoul National University, who agreed to participate in multiple experiments such as fMRI imaging and behavioral games during the academic year 2015–2016. One hundred undergraduate students enrolled in Seoul National University were independently recruited via Sona System, an online platform for lab management (https://snucube.sona-systems.com). Written informed consent was obtained from each participant and the surveys were administered in compliance with the safety guidelines for human experimental research, as approved by the Institutional Review Board at Seoul National University. Several days prior to each experiment, individuals in the pool received an e-mail that informed them of an upcoming experiment for a reasonable hourly wage. There were three different surveys in order (Fig 2 and S2 Text). The first survey was scheduled in January to measure each participant’s social relations ($N = 76$). The second survey was scheduled in March to measure each participant’s prediction about the Go-match between AlphaGo and Sedol Lee ($N = 63$). The third survey was scheduled in April to measure the ex post attitude of each participant about the outcome of the Go-match ($N = 56$). Owing to missing values on social relations, the final sample for the Go-match analysis included 43 observations, whereas that for ex post attitude in April included 37 observations. The data used for this study are available as S1 Dataset.

Experimental procedures

First, from the 11th of January 2016 to the 15th of January 2016, a social network survey was conducted in a quiet room where the experimenter explained directly to the participants about
the purpose of the survey and how to answer each question. Second, data for the Go-match were obtained via the short message service (SMS) of a phone from the 8th of March to the 15th of March 2016. An offline survey was also administered to measure each participant’s knowledge of Go & AI from the 6th of March to the 8th of March. Individual predictions of the first game outcome were measured from the 8th of March to the 9th of March. Four participants returned their predictions later than 1:00 pm when the first game began and earlier than 4:30 pm when the first game ended. For the remaining games, the predictions for the next game were collected when the previous game ended. Each participant received a google-form link via SMS, which displayed the questionnaires that assessed each respondent’s media exposure as well as emotional response to the result of the game. Lastly, those who participated in the Go-match survey were re-contacted and asked to return an envelope of questionnaires on their posterior belief in Lee’s capability as well as attributional styles from 9th to 11th of April, one month after the first game of the Go-match. When they returned questionnaires to the experimenter, they were also asked to complete a questionnaire on the Interpersonal Reactivity Index in an isolated experimental room.

Social networks

For the identification of each participant’s social relations, we opted for so-called name generator and interpreter, a set of open-ended questions widely used in social networks research [36,52,53]. In particular, each participant was asked to name friends or mentors at school, i.e., direct contacts from whom he or she took advice on activities at school. In particular, they were asked for the first names or initials of a person “to whom you normally go for help and advice on work-related topics”. The social focus of our survey [54] was therefore task-based networks at school. Given that each participant was keenly concerned with the privacy of his or her social relations, we asked each participant to name as many direct contacts by citing either first names (not full names) or initials. We then asked each participant to report whether the direct contacts also knew each other, i.e., indirect ties. This procedure led to the identification of each participant’s ego network, i.e., the sum of his or her direct and indirect ties. A rationale behind this procedure is as follows. Social relations that are cited may be salient and
important ones to respondents [55,56]. Accordingly, trivial ones that are not active may not be represented in this procedure. The survey took less than 10 minutes.

We employed ego network density to characterize a person’s social relations. It is the actual number of indirect ties in a person’s ego network, divided by the maximum possible number of indirect ties. It varies from zero to one. A high density indicates a closed group of friends where the focal person’s friends are friends by themselves [18]. In contrast, a low density indicates a broker’s network such that the friends of the focal person do not know each other [5]. For a total of 43 participants, the mean of ego network density was 0.49 (s.d. = 0.27). Ego network density in the sample was negatively associated with network size, i.e., the number of friends that each participant maintained ($r = -0.44, p = 0.004$). The mean of degree centrality was 5.65 (s.d. = 2.37), ranging from 2 to 13 (S2 Text).

Social cognition

In one month after the Go match, we characterized each participant’s social cognition styles by assessing attribution styles and empathy with others, both of which may reflect a person’s way of processing events about and opinions of the others. For attributional styles, we opted for the Internal, Personal and Situational Attributions Questionnaire (IPSAQ) [57], where 32 items were presented as to positive and negative events. In particular, we examined the following two types of biases. One is externalizing bias, which was the number of internal attributions for positive events minus that of internal attributions for negative events. The other is personalizing bias, which was the number of personal attributions for negative events that was divided by the sum of both personal and situational attributions for negative events.

Moreover, we evaluated each participant’s way of interacting with others by using the Interpersonal Reactivity Index (IRI) [58], which measured the extent of a person’s empathy with others. This self-report index consisted of four subscales, i.e., fantasy, perspective taking, empathic concern, and personal distress. The content of each scale was the following [58]: the Fantasy scale reflected a person’s projecting oneself into the feelings and actions of fictitious characters in books and movies; the Perspective Taking scale was about a person’s propensity to adopt the perspective of others; the Empathic Concern scale indicated a person’s concern for unfortunate others; and the Personal Distress scale captured self-oriented feelings in tense interpersonal settings.

Prior and posterior beliefs

We identified each participant’s belief in the Go capability of Sedol Lee to win against AlphaGo before and after the whole match in March 2016, Seoul, Korea. Prior to the match, the participants were asked to evaluate Lee’s capability on the following 6-point Likert scale item: ‘Sedol Lee, Go player of 9 dan rank, and AlphaGo, an AI program for Go game, will have a match that consists of 5 games. What is your prospect for the match?’ (5) Lee will win all of the games; (4) Lee will win most of the games; (3) Lee will win more games than AlphaGo; (2) AlphaGo will win more games than Lee; (1) AlphaGo will win most of the games; and (0) AlphaGo will win all of the games. In our analysis, those whose answer was either (5) or (4) were considered to have a high prior belief in the Go capability of Lee.

In April, one month after the match, the same participants were asked to evaluate Lee’s capability on the following 5-point Likert scale item that was reversely coded: ‘What do you think of the Go capability of Lee relative to AlphaGo?’ (1) AlphaGo is highly inferior to Sedol Lee; (2) AlphaGo is slightly inferior to Sedol Lee; (3) AlphaGo is as competent as Sedol Lee; (4) AlphaGo is slightly superior to Sedol Lee; and (5) AlphaGo is highly superior to Sedol Lee. In
the subsequent analysis, those whose answer was either (1) and (2) were considered to have a high posterior belief in the Go-capability of Lee.

**Results**

**Variation in priors**

Before examining the role of a person’s social relations in making inference about uncertain events, we first identified a general pattern, if any, in each person’s inference about the outcome of the Go-match between AlphaGo and Sedol Lee. This observed pattern would be used as a baseline model for us to examine the role of social relations in making inferences. On the basis of each person’s prior belief over the Go-capability of Sedol Lee vis-à-vis AlphaGo, we split the participants into two groups, i.e., high-prior and low-prior groups. The high-prior group includes individuals whose prior beliefs or initial opinions were measured prior to the first Go match on the 9th of March 2016 and was positive over Sedol Lee’s winning against AlphaGo. The low-prior group includes those whose prior beliefs were negative. The following two patterns, which was normally expected, may merit discussion.

First, the prediction about the outcome of the first game apparently followed each person’s prior belief over the Go-capability of Sedol Lee. Those in the high-prior group tended to predict Lee’s winning against AlphaGo, whereas those in the low-prior group tended to predict the opposite. Second, once the outcome of the first game was observed, the participants reacted to the publicly available information and updated their prediction in a similar manner. Most of them leaned towards AlphaGo.

Fig 3 summarizes the above-mentioned pattern. It depicts a temporal variation in the odds ratio of the prediction that Lee would win a game. It captures the relative proportion of the participants (N = 63) who predicted Lee’s winning against AlphaGo in a given game. For the first game, individuals’ predictions were mostly consistent with their prior beliefs. Interestingly, the odds ratio for the low-prior group was above one, indicating that despite their prior beliefs, those in the low-prior group mostly deviated from initial opinions and predicted Lee’s winning in the first game. The Pearson’s chi-squared test for the proportion that individuals deviated from their prior beliefs in the prediction of the first game is 10.29 (p = 0.0013). It indicates that those in the high-prior group tended to stick to their initial opinions whereas those in the low-prior did not in the prediction of the first game (Fig 4).

**Variation in outcome prediction and social networks**

We then proceeded to examine the role of social relations in the course of predicting the outcome of the Go match between AlphaGo and Sedol Lee. A total of 46 participants were engaged in the prediction of the Go-match in March and responded to the survey of social relations in January. Three of them failed to report their indirect ties so that the values of their ego network density were missing. The final sample for AlphaGo match prediction was 43. We first split the participants into two groups according to ego network density, which reflected the structure of social relations that involved the focal person. The high-density group (N = 17) included those whose ego network density was larger than or as high as 0.5. The remaining was included in the low-density group (N = 26). Note that relative to the sample of the Go-match prediction, 20 participants were missing in this sample. The proportion of females in these 20 missing observations was similar to that in the final sample (t = 0.21, p = 0.84). They were mostly high prior-belief holders (the proportion of the high priors was 0.95). Nonetheless, this may not affect our analysis because the proportion of high prior-belief holders was comparable between the two subsamples as follows.
The two groups were highly comparable along such dimensions as prior beliefs in Lee’s capability, gender and the degree of media exposure during the match (Table 1). Those in the high-prior group dominated in both density groups. The proportion of the high-prior group members was 0.765 for the high-density group and 0.769 for the low-density one. The difference was statistically negligible ($t = 0.03$, $p = 0.97$). Similarly, the proportion of females did not differ substantially. It was 0.35 for the high-density group and 0.38 for the low-density group. The degree of media exposure during the match was also similar as well. Both groups watched approximately one out of the five games (1.18 for the high-density group and 1.38 for the low-density one) and read news about the outcomes of the three games (3.65 for the high-density one and 3.50 for the low-density one).

Despite apparent similarity between the two density groups, especially with respect to the prior beliefs in Lee’s capability, the prediction of each game differed between the groups. In particular, the prediction of the high-density group resembled that of the high-prior one, whereas the prediction of the low-density group resembled that of the low-prior one (Fig 5). For the prediction of the first game, for example, those whose prediction deviated from their prior beliefs were an 11.8 percent for the high-density group and a 38.5 percent for the low-density one ($\chi^2(1) = 3.64$, $p = 0.0056$, Fig 6). In other words, the high-density group tended to
Fig 4. Deviation from initial opinions in the prediction of the first game. The response variable is the proportion of the participants whose prediction for the first game was opposite their prior beliefs. N = 63.

doi:10.1371/journal.pone.0171472.g004

Table 1. Demographic characteristics of the study sample.

| Variable                        | Low Density (N = 26) | High Density (N = 17) | t statistic |
|---------------------------------|----------------------|------------------------|------------|
| Proportion of high prior belief holders | 0.77(0.43)           | 0.77(0.44)             | 0.03       |
| Proportion of female participants | 0.38(0.49)           | 0.35(0.49)             | 0.21       |
| Media exposure                  |                      |                        |            |
| TV                              | 1.38(1.63)           | 1.18(1.42)             | 0.44       |
| Other media                     | 3.50(1.10)           | 3.65(1.27)             | -0.39      |
| Knowledge of AI*                | 5.21(1.76)           | 4.74(2.07)             | 0.76       |
| Knowledge of Go game*           | 3.42(2.04)           | 2.90(1.97)             | 0.84       |
| Emotional response to the 1st game* | 6.38(2.19)           | 6.94(1.95)             | -0.87      |
| Degree Centrality               | 6.19(2.41)           | 4.82(2.09)             | 1.97**     |

Numbers are rounded off at the third decimal place
* Questionnaires available in S2 Text
** p = 0.056

doi:10.1371/journal.pone.0171472.t001
stick to their initial opinions, a pattern that was found in the high-prior group of Fig 4. In comparison, the low-density group tended to update their prediction adaptively in response to information available prior to the match in March (S2 Text). This tendency to adaptively update one’s outcome prediction was apparently associated with the quality of prediction, i.e., accuracy. The low-density group appeared to enjoy a vision advantage for uncertain events compared with the high-density group. The proportion of persons correctly predicting the outcome of the first game was 0.31 for the low-density group and 0.12 for the high-density group.

Note that there was little group-difference in the rate of correctly predicting the outcome of the whole match (0.45 for the high-density group and 0.39 for the low-density group). This implies that the two groups may not differ in the way of utilizing new information that is publicly available, i.e., a public signal, such as the outcomes of the previous games. One notable pattern however was uncovered when we evaluated the behavior of the two density groups against network size, i.e., the number of task advice friends (Fig 7). For the rate of correct prediction, the low-density group appeared to outperform the high-density one when the network size of the two density groups was smaller than the sample mean of network size, i.e., 5.65 ($t = 1.94, p = 0.065$). Yet, such group difference became negligible when the network size of the
two density groups was larger than the same mean ($t = -0.68$, $p = 0.51$). To the extent that the low-density group enjoyed a vision advantage when their relations were small-sized, this implies that the disadvantage of the high-density group would be mitigated by having large-sized social relations.

**Decision style variation**

In one month after the highly surprising Go match, when the social attention in Korea was given to heated debate over the capability of artificial intelligence in a computerized economy, we re-took a measure of each participant’s belief over the Lee’s capability vis-à-vis AlphaGo, i.e., posterior belief (Fig 8). Six observations were missing in April and yet they did not differ significantly from the sample of the remaining 37 observations with respect to the proportion of high-prior individuals and ego network density. The $t$-test statistics for the difference in high-priors and network density were 0.24 ($p = 0.82$) and -1.28 ($p = 0.23$), respectively. In other words, the non-response bias apparently was not severe in this sample. Given small sample size, caution needs to be taken for statistical inference. The motivation of this analysis here was therefore to evaluate a possible source of the observed variation in social inference against well-known regularities in decision making.

As expected, participants in April ($N = 37$) exhibited a change in their opinions over Lee’s capability. They updated their beliefs in response to a ‘public’ signal, which was the observed
result of the match in March. Indeed, none of them sustained their prior beliefs in Sedol Lee and approximately an 80 percent of them reported that AlphaGo was slightly or highly superior to Sedol Lee. A twenty percent of the high-density group as well as a thirty two percent of the low-density group reported that AlphaGo was highly superior to Sedol Lee. This indicates that the high-density group was relatively slow at updating their beliefs. Nonetheless, the both groups found the result of the match to be unexpected and surprising. The average value of a nine-point Likert scale for the perceived surprise of the match outcome was 6.94 for the high density group and 6.38 for the low density one. This means that the both groups perceived the result of the match, i.e., a public signal, in a similar manner. This in turn suggests that the adaptive inference of the low-density group in Fig 6 should have something to do with their way of assessing and interpreting ‘private’ signals whose accessibility varied across individuals and which served as a clue to the outcome of the match in March.

For a better understanding of each participant’s way to assess and make inferences about social events, we undertook the following analyses. First, we employed measures of IPSAQ that has 32 items [57] and examined the difference in attribution style between the two density groups (Table 2). For each item, the participant was asked to judge whether a given event is caused by “something about you, something about the other person, or something about the situation”. Items of the negative events include the following: “A friend refused to talk to you”, “A friend thinks you are unfriendly”, and “A friend ignored you”.

For the negative events, the low-density group was more likely than the high-density group to make situational attributions ($t = 2.42, p = 0.02$). In other words, they apparently did not blame themselves for negative events. Moreover, the low-density group exhibited a strong
tendency for externalizing bias when compared to the high-density group ($t = 1.95, p = 0.06$).

Note that externalizing bias is defined as follows: the number of internal attributions for positive events minus the number of internal attributions for negative events. Accordingly, a positive value of this bias indicates that a person tends to blame oneself less for negative events. This person avoids negative self-attributions. Externalizing bias is therefore associated with self-serving bias. Note that individuals tend to make situational attributions for negative events when they are embedded in individualistic cultures rather than in collectivistic ones [59]. In comparison, those in a collectivistic culture would be less likely to make internal attribution for positive events. For example, they may accept positive events as their fate or destiny. If this is the case, our data may suggest that the behavior of the low-density group would be comparable to that of individualistic cultures.

Along this line, the analysis of self-oriented feelings in interpersonal settings made a similar implication. Owing to missing values, a total of 35 observations were used for the analysis. Among four subscales of the IRI measure, the scale of personal distress alone yielded a noticeable difference between groups. The $t$-test statistics for Perspective Taking, Emotional Concern, and Fantasy scales were -0.37, -0.51 and 0.72, respectively. On the measure of personal

---

**Fig 8. Posterior belief over the go capability of Sedol Lee.** Y axis refers to a proportion of the participants for a given level of posterior belief in Lee’s capability. $N = 37$.

doi:10.1371/journal.pone.0171472.g008
distress, the low-density group reported a lower score than the high-density group \((t = -2.03, p = 0.053)\), implying that the low-density group would be less sensitive to emotionally challenging situations of the others (Fig 9). In other words, the low-density group appeared to stand aloof even though they maintained durable relationships with others.

**Replication tests**

The analysis of the AlphaGo match case indicated a role of a person’s ego network in the inference of an uncertain social event. However, the unique nature of the Go match as well as our sample size may limit the external validity of our finding. To mitigate these concerns, we ran replication tests that involved prediction tasks across different social situations. With a new approval from IRB at Seoul National University (IRB no. 1604/003-014), we were allowed to recruit a new pool of participants for multiple experiments with a contract starting in May 2016. From a total of 136 undergraduate students that were recruited, 95 participants responded to our social network survey that was administered from October 31, 2016 to November 18, 2016. Five of them were also involved in the AlphaGo study. For those who participated in the network survey, we ran three sets of replication tests. A total of 84 persons agreed to participate in our tests. Ego network density was not defined for 5 participants whose ego network size was one. Accordingly, the final sample for replication tests included the observations of 79 participants (34 females and 45 males; aged between 18 and 24) (S2 Text).

**Prediction tasks**

On the 25th of November 2016, we designed an online questionnaire and asked the participants to predict the outcome of uncertain social events: the winners of the Blue Dragon Award
(a local film festival), the vote of the Korean parliament to impeach President Park and the counterfactual assessment of Bernie Sanders to win the US presidential election. These tests were designed to evaluate individual difference in predicting tasks for two domains, artworks and politics. It took no more than 20 minutes to answer the tests.

For the film awards, we asked the participants to predict the 2016 winners of best picture, directing and actor and actress in a supporting role. We collected their predictions prior to the opening of the film festival at 8:00 pm on the 25th of November. We expected that consensus would develop as to the winners of actor and actress in a leading role, who were more known to the public than actors and actresses in a supporting role. We thus did not test the prediction of the winners of actor and actress in a leading role.

For domestic politics in Korea, we asked whether the Korean parliament voted to impeach President Park by December 9, 2016. In November, hundreds of thousands of citizens marched on every Saturday against President Geun-hye Park, who was allegedly responsible for a series of political corruptions that the prosecutors in Korea were examining. Indeed, on November 25, a Gallup Korea poll showed that President Park’s approval rating was a 4%, which indicated her political status among citizens. On the other hand, the president herself denied wrongdoing and opposition parties had yet to persuade the reluctant ruling party to vote to impeach the president. Accordingly, it was highly uncertain whether the parliament voted to impeach until the 9th of December when the session of the parliament in year 2016 was scheduled to end.

For the 2016 US presidential election where Hillary Clinton lost the election to Donald Trump, we asked whether Bernie Sanders would have won the 2016 presidential election if he...
had been the candidate for the Democratic Party. It was designed to uncover the variation in
decision-making styles between the high and low-density groups. We drew on the availability
bias, which has been extensively tested [60]. Participants were randomly assigned to either of
the two prediction scenarios. Those in the Sanders scenario were primed with an article that
described Bernie Sanders’s speech after the 2016 presidential election, whereas those in the
Clinton scenario were primed with an article that reported Hillary Clinton’s speech after the
presidential election. Insofar as the availability of congruent information helps increase the
subjective probability of an event [61,62], the predicted probability of Sanders to win the elec-
tion would be higher for those in the Sanders scenario than in the Clinton scenario. Given the
availability bias, we examined whether ego network density would aggravate or weaken the
bias.

Like the AlphaGo match case, these prediction tasks have the following features. First, there
was no correct answer available to the participants as well as experimenters at the time of pre-
diction. Second, participants were asked to predict an unknown state of a social event. Their
prediction was a form of extrapolation by estimating an event outside its current state that was
partially known to the participants. To this end, they extrapolated their prior knowledge of the
event to a novel situation. Given their knowledge of the Go capability of Sedol Lee, the popu-
ularity of films, domestic and overseas politics, they sought to understand the competition with
an unknown machine, i.e., AlphaGo, the decisions of experts such as film critics and politi-
cians, and a counterfactual assessment of the US election.

Social networks

Online and offline social relations of participants were measured from October 31, 2016 to
November 18, 2016. It took approximately 30 minutes to collect data on social relations from
each participant. Prior studies suggest that the offline social relations of college students and
adolescents may remain stable at least for short periods, e.g., 6 months [63,64,65]. Accordingly,
the following name generator for task-based relations was administered: “for the last one year
to whom you go for help and advice on important matters?” For online social relations, partici-
pants were asked to carry their smartphones to the experimental room and to report their use
of social networking services such as Facebook while referring to their smartphones.

The name generator for offline relations asked participants to name up to five persons with
whom they discussed important matters. This instrument of naming only five names helps
uncovering significant others in a person’s immediate social relations in a way that alleviates
the cognitive burden of recalling all the names of acquaintances [55,56]. The rationale for five-
person naming is that the citation of more than five names may not increase the chance to
recall significant others who are non-redundant contacts [56]. This instrument by design
tends to under-estimate the density of a person’s ego network.

For the sample of 79 participants, the mean of ego network density was 0.33 (s.d. = 0.27),
which was lower relative to the sample of the AlphaGo study (Table 3). For a better under-
standing of the replication test sample, we drew on the sample mean and split the observations
into three subgroups: low, middle and high density groups. The following three patterns merit
attention. First, there was a high overlap in social contacts between online and offline social
relations, irrespective of ego network density. For those who were Facebook users (N = 67),
the overlap in online and offline social contacts ranged from a 0.53 to 0.69 percent. Indeed a
growing body of empirical studies suggests that online social relations overlap with offline
ones [7,66,67]. Second, the level of political participation, measured by voting in the general
election in April 2016, was relatively high across three groups. In comparison, the high-density
group appeared to be an active consumer of films relative to the other groups. Lastly, online
social relations of the middle density group were rather distinct from those of the low and high density groups. For example, the use of KakaoTalk, a Korean equivalent of WhatsApp, illustrated this tendency. The users of KakaoTalk normally invite different persons to different group-chatrooms. The number of group-chatrooms that a person opens would then be associated with the number of online social groups that the person maintains. In this regard, the middle density group tends to have larger online social groups for 10-day observation while exhibiting a lower overlap in online and offline social relations. Given this tendency, in the analysis below, we further examined whether the middle-density group would be a source of additional variation in the findings.

Test of artworks

For the prediction of film awards winners, participants apparently were not confident in their predictions, indicating the subjective difficulty of the prediction task (S2 Text). The proportion of correct predictions varied widely depending on the categories of awards (Table 4). Given that the finalists for each award were five, prediction difficulty should be viewed as being high when the success rate of the prediction becomes closer to 0.25, i.e., the effect of pure chance. The average proportion of correct predictions suggested that the prediction of directing award was relatively easy compared to that of actor award ($M_{\text{directing}} = 0.44, M_{\text{actor}} = 0.27$). This indicates that the reputations of actors and actresses were not useful for the participants to estimate

Table 3. Characteristics of the replication test sample.

| Variable | Low ($\theta < \frac{1}{3}$) | Middle ($\frac{1}{3} \leq \theta < \frac{1}{2}$) | High ($\theta \geq \frac{1}{2}$) |
|----------|------------------------------|---------------------------------|-------------------------------|
| Full sample | Mean (s.d.) | Mean (s.d.) | Mean (s.d.) |
| KakaoTalk group-chatrooms last 10 days (number) | (N = 47) | (N = 23) | (N = 19) |
| For Facebook users only | 14.70(8.42) | 15.48(10.23) | 13.63(6.36) |
| Online & offline contact overlap (proportion) | (N = 35) | (N = 15) | (N = 17) |
| For those who participated in replication tests | 0.69(0.29) | 0.53(0.24) | 0.66(0.38) |
| Voted in the last general election (1 if yes) | (N = 44) | (N = 17) | (N = 18) |
| # of watching films at the cinema (per year) | 0.61(0.49) | 0.59(0.51) | 0.67(0.49) |
| # of watching films on the phone (per month) | 8.25(6.41) | 6.06(4.45) | 10.28(6.92) |
| Numbers are rounded off at the third decimal place |

doi:10.1371/journal.pone.0171472.t003

Table 4. Social networks and the correct prediction of film award winners.

| Award Category | Sample Average ($N = 79$) | Low Density ($N = 44$) | Middle + High Density ($N = 35$) |
|----------------|----------------------------|------------------------|----------------------------------|
|                | Mean (s.d.) | Mean (s.d.) | Mean (s.d.) |
| Directing      | 0.44 (0.49) | 0.43 (0.50) | 0.46 (0.51) |
| Best Picture * | 0.33 (0.47) | 0.41 (0.49) | 0.23 (0.43) |
| Actress in a supporting role | 0.30 (0.46) | 0.29 (0.46) | 0.31 (0.47) |
| Actor in a supporting role | 0.27 (0.44) | 0.29 (0.46) | 0.23 (0.43) |

Numbers are rounded off at the third decimal place

* $\chi^2(1) = 2.877, p = 0.090$ for the difference in proportion between the two groups.

doi:10.1371/journal.pone.0171472.t004
the decisions of critics on the award committee. Alternatively, it is possible that there would be no consensus as to the reputations of actors and actresses in a supporting role. In comparison, a higher proportion of correct prediction for directing suggests that the views of the participants apparently coincided with those of critics regarding the award of directing.

For the prediction of person-related awards such as directing and actor in a supporting role, a person’s ego network density was not associated with the success rate of predicting awards winners. However, the low density group clearly outperformed the other group as to the prediction of best picture award ($\chi^2(1) = 2.877, p = 0.090$). Given that the middle-high density group was active consumers of films (Table 3), this was rather unexpected. The most frequent predictions (37.14%) by the middle-high density group was the film with the least sales share in the year, which indicates that this group based their prediction solely on one indicator, i.e., whether the film was commercially successful or not. In comparison, the low density group did not exhibit such behavior. Only 11.36% of the low density group predicted that the film with the least sales share would be the winner (S2 Text).

Although the average size of ego network in the sample was 4, there were seven observations whose network size was two. The average number of KakaoTalk group-chatrooms was 12.3 for these respondents, who frequently went to cinema ($M = 11.14$). It was possible that the observed effects were driven by outliers in network size. Yet, the effects remained consistent even when the seven observations were dropped from the sample (S2 Text).

**Test of politics**

The task of the impeachment prediction has the following set-up. The public’s opinion of President Park in November was highly negative, indicated by her approval rate as low as 4%. Yet the parliament’s vote to impeach would be virtually infeasible without the help of the ruling party whose majority still leaned towards the president. Against this background, the participants were asked to predict whether the parliament would vote to impeach the president by December 9, 2016, the last day of the 2016 session.

The prediction of each participant was measured by a 6-point Likert scale with point 6 being ‘most likely’ and point 1 being ‘least likely’. We coded high prospects for impeachment as one when the participant’s prediction was above or as high as point 4. The chi-squared test did not uncover the difference in proportions between the low and the middle-high density groups at a 0.05 significance level ($\chi^2(1) = 1.947, p = 0.163$). Inspection of the data however suggests that the predictions made by each density group apparently did not converge. 72.7% of the low density group had high prospects of the impeachment, whereas the proportions of high prospects were 88.2% for the middle density group and 83.3% for the high density group. Indeed the middle and high density groups were closer to the public’s negative opinion of the president at the time of prediction. For example, a Gallup Korea poll released on December 9, 2016 showed that 93% of the respondents in the 20s who were surveyed from December 6 to December 8 were in support of the impeachment motion (Fig 10). In comparison, the prediction of the low density group deviated from the majority view. This pattern was also found in a logit model of high prospects for the impeachment:

$$\log \left( \frac{p(\text{high prospects} = 1)}{1 - p} \right) = a_0 + a_1 \cdot \theta + a_2 \cdot \theta^2 + \epsilon$$

where $\theta$ is a person’s ego network density and $\epsilon$ is the disturbance in the model. The maximum likelihood estimates for $a_1$ and $a_2$ were 5.340 ($\chi^2(1) = 2.864, p = 0.091$) and $-5.348$ ($\chi^2(1) = 3.149, p = 0.076$), respectively. Note that the likelihood ratio test statistic for the model was rather insignificant. The chi-squared statistic was 3.144 ($p = 0.208$) for the null model of zero
coefficients. Although caution needs to be taken for further inference, our data still suggest that the view of the low density group may not represent the majority view in the community.

Lastly, we evaluated possible variations in decision-making styles from the counterfactual predictions for the US presidential election. Each participant’s estimated probability (%) of Bernie Sanders to win the election was slightly higher in the Sanders scenario (N = 37, \(M_{\text{Sanders}} = 48.22\)) than in the Clinton scenario (N = 42, \(M_{\text{Clinton}} = 44.82\)). When two observations of zero-probability estimate were dropped, we ran a one-sided t test for the difference in the logged probability, which uncovered a mild difference between Clinton and Sanders scenarios (N = 77, \(t = -1.6, p = 0.059\)). For the high density group, the average difference in the probability was substantial and \(-13.17\) (N = 11, \(M_{\text{Sanders}} = 52.45\) vs N = 7, \(M_{\text{Clinton}} = 39.29\)). For the middle density group it was \(3.63\) (N = 7, \(M_{\text{Sanders}} = 47.00\) vs N = 8, \(M_{\text{Clinton}} = 50.63\)), whereas for the low density group it was \(-2.62\) (N = 18, \(M_{\text{Sanders}} = 48.78\) vs N = 26, \(M_{\text{Clinton}} = 46.15\)). Indeed, the one-sided t test statistic was \(-1.67\) (p = 0.053) when the observations of the middle density were dropped from the sample. This clearly indicates that compared with other density groups, the availability bias was salient among the high density group.

**Discussion**

This study examines whether the way that a person makes inferences about unknown events is associated with his or her social relations, more precisely, those characterized by ego network
density that reflects the structure of a person’s social relation. From the analysis of individual predictions on the Go match between AlphaGo and Sedol Lee in March 2016, this study shows the following: (1) the high-density group, i.e., those lacking in brokerage opportunities in their social relations, remained loyal to their initial opinions about the Go-capability of Sedol Lee; (2) the high-density group was less likely than the low-density one, i.e., those full of brokerage opportunities in their relations, to correctly predict the outcome of the first game; and (3) the high-density group tended to be sensitive to others’ distress, measured by the Personal Distress scale, whereas the low-density group tended to exhibit the externalizing bias in attribution styles, measured by the Internal, Personal and Situational Attributions Questionnaire. This finding suggests that network density is negatively associated with vision advantage.

Given that this Go match gained a much attention from the society and that the majority prior to the match was in favor of Sedol Lee, the observed behavior of the low-density group suggests that relative to the high-density group, the low-density one would likely incorporate the minority and thus dis-conforming view into their inferences, making balanced predictions. Indeed, the analysis of attribution styles as well as self-oriented feelings suggests that the low-density group may behave as if they were stand-alone and relational-free. Individuals in the low-density group are well embedded into their social relations and yet enjoy autonomy from such relations, as Burt already noted in his analysis of structural holes in social relations [3].

The prediction of social events in the near future is interactive in nature such that individuals are directly or indirectly involved in the evolution of social events. For example, those who predict popular artworks or election winners need to distinguish between who they prefer and who the others prefer. They even need to consider the possibility that their preference may influence the opinions of others that are connected to them. To the extent that experts take into account the views of non-experts, the same consideration may apply to the prediction of experts’ decisions such as film awards. In this regard, the prediction of the AlphaGo’s match has much in common with that of other social events for the following reasons.

First of all, it is basically a task of predicting a person’s capability, a situation that is commonly found in hiring decisions at the workplace. However, a unique feature of the AlphaGo case is that participants were asked to predict the performance of a player in a novel situation, i.e., a match with a non-human opponent whose capability was not fully disclosed. Accordingly, the past track records of Sedol Lee were neither relevant to nor useful for the prediction of the match outcome, which was highly uncertain. Moreover, it was likely that a society-level interest in the match would either motivate the player or add a burden on the player. In short, it was an uncertain social event.

Along this line, our study suggests that a person with low ego-network density is more likely to enjoy a vision advantage in the prediction of uncertain social events than his or her counterpart with high density. Although individuals with a low density network are well embedded in social relations, they may arguably avoid following the herd, i.e., a majority view. When our finding at the individual level is extended to the studies on prediction market [14,15], it implies that ego network density may serve to mitigate or aggravate the social ‘influence’ by others. Given that our study examines social ‘inference’, a boundary condition for this study hinges upon the observation that a person’s actual behavior or choice does not necessarily reflect his or her own belief [68,69]. Accordingly, our study does not suggest that a low-density person is free from social influence. It does not exclude a possibility that a low-density person imitates the choice of the majority while believing otherwise at heart. Rather, it only suggests that the inference of a low-density person as to uncertain social events would be insensitive to the view of the majority.

When it comes to opinion formation in a social network, attention has been given to a process in which apparently dis-organized choices at the individual level aggregate into organized
collective ones [44,45,47,70,71]. While individuals respond to the choices of others that are limitedly observable, a society-wide consensus or trend emerges in a way that is not easily anticipated by each individual choice [71,72]. The structure of global network that dictates whom to interact with is one of factors that govern the process of aggregating individual opinions and choices into global regularities. Although we limit analysis to a local structure of global network, namely, a person’s ego network, our study complements this line of research tradition as follows.

First, the type of a person’s ego network, measured by ego network density, may indicate his or her location in a global network of multiple, partially-overlapping groups. Real-life social relations are locally clustered such that the interactions of individuals are not at random and that multiple groups of frequently-interacting individuals, i.e., communities, may constitute the global network of a collectivity in question [33,35,48,73,74]. Indeed, sociologists address structural differentiation at the society level and opt for a status-based model of social exchange that corresponds to the community structure of complex networks [75,76]. To the extent that non-redundant contacts are drawn from different social groups, a person with a low-density ego network, i.e., a network broker, is likely to have multiple memberships in social networks. The model of strength of weak ties [10] as well as the network brokerage model [3] presumes that a network broker connects otherwise disconnected groups. The locational advantage of a network broker translates into social influence that a broker exerts over his or her social contacts [11,12]. In comparison, a high-density person, i.e., a non-broker, is likely to be located at the center of a locally cohesive group or a community. Lacking in brokerage opportunities, this person would be rather disconnected from the rest of the global network. Of course, the density of a person’s ego network could be a noisy proxy for the locational advantage of a network broker [77]. A broker at the core of a global network may weigh more than his or her counterpart in the periphery of the network [78]. Accordingly, the structure of global network may amplify or suppress the locational advantage of a network broker [36,74].

Second, our analysis of ego network however deviates from opinion formation in complex networks. We distinguish between social influence by others and social inference by the individual him- or herself. The latter is the focus of our analysis. Compared with the analysis of consensus-building at the global network level, our focus is on individual ideation at the ego network level, i.e., how individual opinions develop given the influence of his or her immediate social relations. To the extent that network brokers are the drivers of opinions formation at the global level [10,36], the view of non-network brokers should resemble those of the brokers. However, our findings suggest otherwise. The views of the brokers tend to diverge from those of non-brokers. They often deviate from the herd as was the case with the AlphaGo and other three tests of this study. This at least implies that opinion formation at the global level may draw on two distinct sources at the local level, i.e., network brokers and non-brokers, whose contributions to opinion formation may not be identical [22,36].

This study is not without limitation. From a focal person’s perspective, his or her immediate social relations may become significant others only when they are readily available in his or her memory. However, unspecified measurement errors associated with self-generating reports such as name generators may limit the inference about the role of ego networks. Regarding this, a recent study of wearable sensor data merits attention, which strongly indicates that long-term relationships are likely to be captured in the self-generating reports [66]. Given the on-going social relations, we examined the structure of ego networks that help improve decision making under uncertainty. Although we found the variation in attribution styles and availability heuristic between high and low density groups, our focus was mainly on the outcome of decisions, not the process, which demands additional tests of cognitive tasks.
Another issue is about online social networks. Given a relatively high overlap in significant others between offline and online social relations in our sample, the effects found in offline relations would be applicable to the working of online relations. Nonetheless, offline social relations differ substantially from online ones in that face-to-face interactions underlie offline social relations. Owing to the overlap between offline and online social networks, it is rather difficult to separate the observed effects of offline relations from those of online relations. This separation requires a different experimental design, which is beyond the current scope of this study.

Research on the role of social networks in social inference has been mainly focused on the limited size of social networks that arises from a person’s cognitive constraints [7,27,79]. In this study, we take one step further and suggest that not only the size of a person’s social network but also the structure of a network, i.e., ego network density, may underlie the individual variation in social inference. Future research awaits further refinements in the working of ego network density across various domains of social inference.
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