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ABSTRACT

We introduce factorize-sum-split-product networks (FSPNs), a new class of probabilistic graphical models (PGMs). FSPNs are designed to overcome the drawbacks of existing PGMs in terms of estimation accuracy and inference efficiency. Specifically, Bayesian networks (BNs) have low inference speed and performance of tree-structured sum-product networks (SPNs) significantly degrades in presence of highly correlated variables. FSPNs absorb their advantages by adaptively modeling the joint distribution of variables according to their dependence degree, so that one can simultaneously attain the two desirable goals—high estimation accuracy and fast inference speed. We present efficient probability inference and structure learning algorithms for FSPNs, along with a theoretical analysis and extensive evaluation evidence. Our experimental results on synthetic and benchmark datasets indicate the superiority of FSPN over other PGMs.

1 INTRODUCTION

Probabilistic graphical models (PGMs), a rich framework for representing probability distributions, have commonly been used for building accurate and tractable models for high-dimensional complex data. In comparison with deep generative models containing many hidden layers, which are “black-box” approximators, PGMs without latent variables tend to be much more interpretable and faster in inference. They are more applicable in lots of tasks such as online causal inference (Pearl et al., 2009) and query selectivity estimation (Getoor & Taskar, 2001), which have strict requirements on both inference accuracy and speed of the deployed models. Therefore, PGMs have recently attracted considerable research interests in the ML community (Zheng et al., 2018; Scanagatta et al., 2019; París et al., 2020). Much efforts (Rooshenas & Lowd, 2014; Vergari et al., 2015; Desana & Schnörr, 2020; Rahman & Gogate, 2016; Shao et al., 2019; Sharir & Shashua, 2018; Choi et al., 2014; Darwiche, 2009; Boutilier et al., 2013) have been devoted to improving the accuracy and tractability (inference speed) of PGMs.

Challenges of PGMs. In the most well-known class of PGMs—Bayesian networks (BNs), a set of random variables is modeled as a directed acyclic graph (DAG) where each variable (node) is conditionally independent of others given its parents. BNs can accurately and compactly model data distributions. However, although sometimes tractable, marginal probability inference on BNs is generally intractable. Even worse, structure learning of BN is NP-hard (Chickering, 1996). Another class of PGMs—Markov random fields (MRFs), model the joint probability density function (PDF) as an undirected graph. However, marginal probability inference on MRFs is also difficult (Koller & Friedman, 2009). Even computing the likelihood of a single data point is intractable. To improve tractability, Poon & Domingos (2011) proposed a new class of PGMs, the sum-product networks (SPNs). SPNs are recursively defined as weighted sums or products of smaller SPNs on simpler distributions. The most widely used SPN has a tree-structure, whose inference time is linear w.r.t. the number of nodes. They have high expressive efficiency on weakly correlated variables (Martens & Medabalimi, 2014). However, for highly correlated variables, their joint PDF is difficult to split into smaller ones where variables are locally independent. The learned SPN has large size and poor generality. Prior works have tried to extend SPNs by incorporating BNs or MRFs...
into SPNs (Rooshenas & Lowd, 2014; Vergari et al., 2015; Desana & Schnörr, 2020) or learning directed acyclic graph (DAG)-structured SPNs (Rahman & Gogate, 2016; Dennis & Ventura, 2015). However, these models either slow down the inference speed or hard to learn. Some works (Shao et al., 2019; Sharir & Shashua, 2018) designs variations of SPNs to model conditional PDFs, but they are not suitable for evidence or marginal probability computation.

In summary, existing PGMs still have some drawbacks in terms of estimation accuracy or inference speed. Designing highly accurate and tractable PGMs remains a challenging task.

Our Contributions. The key reason of existing PGMs’ drawbacks arise from that they only utilize a single approach to decompose the joint PDF. BNs rely on conditional factorization, which is accurate but difficult for inference. Tree-structured SPNs use locally independent factorization, which cannot work well in presence of highly correlated variables. This naturally leads us to the following question: if we could combine the strength of the two factorization approaches, is it possible to design a new type of PGM that is both accurate in estimation and fast for inference? To this end, we propose factorize-sum-split-product networks (FSPNs), a versatile PGM aiming at this goal.

The main idea of FSPN is to adaptively decompose the joint PDF of variables based on their dependence degree. Specifically, FSPN separates the set of highly correlated variables from the rest by conditional factorization without loss of precision and processes each part accordingly. For highly correlated variables, their values are interdependent, so a multivariate PDF using some dimension reduction techniques (McGee & Carleton, 1970; Wang, 2015) is more suitable to model them. For the remaining weakly correlated variables, local independence commonly exists, so that their joint PDF can be split into small regions where they are mutually independent. FSPN recursively applies the above operations to model the joint PDF in a compact tree structure. We show that, FSPN is a very general PGM, which subsumes tree-structured SPNs and discrete BNs as special cases.

FSPNs absorb existing PGMs’ advantages while overcoming their drawbacks. First, expressive efficiency of FSPNs is high, as two factorization approaches are used for variables with different dependence degree in an adaptive manner. Second, FSPN models are tractable, as their inference time is near linear w.r.t. its number of nodes. Third, structure learning of FSPNs is efficient. A locally optimal structure can be easily and efficiently obtained. In our evaluation, FSPNs consistently outperform other models on datasets with varied variable dependence degree in terms of estimation accuracy, inference speed, model size and training cost. On a series of PGM benchmark datasets, FSPNs also achieve comparable performance w.r.t. the state-of-the-art models. In summary, our contributions are as follows:

• We propose FSPNs, a novel and general class of PGMs that simultaneously attain high estimation accuracy and fast inference speed (Section 3).
• We design an efficient inference algorithm for FSPNs, which runs in near linear time w.r.t. its node size (Section 4).
• We devise an efficient structure learning algorithm for FSPNs, which returns a locally maximum likelihood structure (Section 5).
• We conduct extensive experiments to demonstrate the superiority of FSPNs on both synthetic and benchmark datasets (Section 6).

2 BACKGROUND AND RELATED WORK

In this section, we briefly review some background knowledge and related work. Let $X = \{X_1, \ldots, X_m\}$ be a set of $m$ random variables and $D \in \mathbb{R}^{n \times m}$ be a training data matrix sampled from $\text{Pr}(X)$. A PGM aims at building a compact generative model $\text{Pr}_D(X)$ on $X$ such that: 1) $\text{Pr}_D(X)$ can be efficiently learned to accurately approximate the joint PDF $\text{Pr}(X)$; and 2) marginal probabilities can be inferred efficiently using the model on $\text{Pr}_D(X)$.

Bayesian Networks (BNs) represent the joint PDF $\text{Pr}(X)$ of $X$ as a DAG based on the conditional independence assumption. Such a representation is exact when the BN structure accurately captures the causal relations among variables. Therefore, it is an expressive and explainable PGM. However, BNs have significant drawbacks in terms of inference and structure learning efficiency. First, marginal probability inference for BNs has a high time complexity and is sometimes even intractable. Exact inference methods, such as variable elimination and belief propagation (Koller, 2009).
Sum-Product Networks (SPNs) model the joint PDF by recursively applying two operations, namely sum and product, to split the joint PDF into simpler PDFs to capture contextual independence. Specifically, a sum node represents a weighted sum of mixture models as \( \Pr(D'_i \mid D'_j \cdot w_j \cdot \Pr(D'_j \mid X')) \) where \( D'_i \) and \( w_j \) are the data and weight of the \( i \)-th child. A product node partitions variables \( X' \) into mutually independent subsets \( S_1, S_2, \ldots, S_d \) such that \( \Pr(D'_i \mid X') = \prod_i \Pr(D_i' \mid S_i) \). A leaf node commonly maintains a univariate distribution \( \Pr(D_i' \mid S_i) \). The marginal probability can be computed by a bottom-up traversal on SPNs, whose time cost is linear w.r.t. the number of nodes.

In the literature, tree-structured SPNs can be efficiently learned by a number of methods (Gens & Domingos, 2012; 2013; Peharz et al., 2013; Trapp et al., 2019). Thus, they are most widely used. However, tree-structured SPNs cannot work well in presence of highly correlated variables in \( X \). In this situation, a single product node is unable to split these variables and SPN would repeatedly add sum nodes to split \( D' \) into very small volumes, i.e., \( |D'| = 1 \) in extreme. This large structure has low inference speed and poor generality, which degrades its estimation quality.

In order to overcome the drawbacks of tree-structured SPNs, a number of attempts have been made to incorporate BNs or MRFs into SPNs. (Desana & Schnörr, 2020) designs SPGMs, a hybrid model of BNs and SPNs, where sum and product nodes are applied and their children may be BNs modeling partial variables in \( X \). However, inference time for SPGMs is quadratic w.r.t. the maximum domain size of variables in \( X \) with a large factor. (Rooshenas & Lowd, 2014) and (Vergari et al., 2015) proposed SPN-BTB and ID-SPN, which apply BNs and MRFs to model \( \Pr(D'_i \mid X') \) as multivariate leaf nodes where variables in \( X' \) can not be easily modeled by sum and product operations. They are more compact than tree-structured SPNs. However, the embedded BNs or MRFs may slow down the inference process. In our evaluation, their inference time is longer than tree-structured SPNs.

More general form of SPN structures are DAGs. DAG-structured SPNs tend to be much more compact and efficient for inference than tree-structured SPNs, as they merge redundant sub-structures into a singleton unit in DAGs. However, learning an optimal DAG-structured SPN is NP-Hard (Rahman & Gogate, 2016). Existing solutions obtain the DAG structure by greedy search or heuristic rules (Rahman & Gogate, 2016; Dennis & Ventura, 2015) over tree-structured SPNs, whose performance gain may be limited.

SPNs can be extended to model conditional PDFs \( \Pr(Y' \mid X) \). (Shao et al., 2019) proposed conditional SPNs (CSPNs). Each leaf node in CSPNs models \( \Pr(Y'_i \mid X) \) on a singleton variable \( Y'_i \). CSPNs are mainly used for point data and cannot be directly used to compute marginal probabilities on \( X \). (Sharir & Shashua, 2018) proposed sum-product-quotient networks (SPQNs), where the quotient operation can model the conditional PDF by dividing the PDFs of its children. However, until now, SPQNs are only a theoretical model, and no structure learning methods have been proposed.
There also exist other types of PGMs, such as probabilistic sentential decision diagrams (PS-DDs) [Kisa et al., 2014]. PSDDs can model the PDF in presence of massive, logical constraints but only work on binary variables.

Summary. To model a joint PDF, existing PGMs apply two factorization approaches. BNs and some types of SPNs use conditional factorization to capture conditional independence, which is accurate but inefficient for inference and structure learning. Tree-structured SPNs use independent factorization to capture contextual independence, which enables fast inference but has poor performance in presence of highly correlated variables. None of them can comprehensively fulfill the desired goals of PGMs. To resolve these drawbacks, we combine their advantages to design a new type of PGMs, which attains both estimation accuracy and inference efficiency at the same time.

3 The FSPN Model

In this section, we propose the factorize-split-sum-product network (FSPN), a new class of PGM.

Main Idea. FSPN adaptively applies both conditional and independent factorization approaches to decompose variables $X$ with different dependence degree. Specifically, let $H$ be a set of highly correlated variables in $X$, e.g., whose pairwise correlation values are above certain threshold. A tree-structured SPN can not accurately and efficiently model $\Pr(X)$ in presence of $H$. Therefore, we first decompose $\Pr(X)$ as $\Pr(X) = \Pr(W) \cdot \Pr(H|W)$ where $W = X \setminus H$ by the conditional factorization approach and model each distribution accordingly.

For $\Pr(H|W)$, each value $x$ of $W$ specifies a conditional PDF $\Pr(H|x)$. To compactly model $\Pr(H|W)$, we partition $W$ into multiple ranges $R_1, R_2, \ldots, R_t$ such that for any $x, x'$ in the same $R_i$, $\Pr(H|x) = \Pr(H|x')$ roughly holds. Then, we only need to maintain one conditional PDF $\Pr_i(H)$ for each $R_i$. As variables in $H$ are highly correlated, we can model $\Pr_i(H)$ as a multivariate PDF using sparse distribution modeling [Wang, 2015] and dimension reduction techniques such as PCA/ICA and piece-wise regression [McGee & Carleton, 1979]. For $\Pr(W)$, we can recursively separate each set of highly correlated variables from $W$ using the above method until the remaining variables $W' \subseteq W$ are weakly correlated. As local contextual independence highly likely holds on $W'$, we can apply the independent factorization approach to further decompose $\Pr(W')$. Specifically, $\Pr(W')$ is split into multiple small regions where variables in $W'$ are locally independent. Then, for each region, we maintain a univariate distribution $\Pr(X_j)$ for each $X_j \in W'$.

Formal Definition. Given a set of variables $X$ and training data matrix $D$, let $\mathcal{F}$ denote the FSPN modeling the joint PDF $\Pr_{\mathcal{F}}(X)$. Each node $N$ in $\mathcal{F}$ either represents a PDF $\Pr_{\mathcal{F}}(S)$ of a variable subset $S \subseteq X$ on a data subset $D' \subseteq D$; or a conditional PDF $\Pr_{\mathcal{F}}(S|C)$ of $S$ conditioned on variables $C \subseteq X \setminus S$ on $D'$. The root node of $\mathcal{F}$ with $S = X$, $D' = D$ exactly represents $\Pr_{\mathcal{F}}(X)$. Each node $N$ decomposes the distribution $\Pr_{\mathcal{F}}(S)$ or $\Pr_{\mathcal{F}}(S|C)$ according to the following operations:

- **Factorize**: Given the PDF $\Pr_{\mathcal{F}}(S)$, let $H \subseteq S$ be a set of highly correlated attributes and $W = S \setminus H$. We have $\Pr_{\mathcal{F}}(S) = \Pr_{\mathcal{F}}(W) \cdot \Pr_{\mathcal{F}}(H|W)$. The factorize node generates the left child and right child to process the PDF $\Pr_{\mathcal{F}}(W)$ and conditional PDF $\Pr_{\mathcal{F}}(H|W)$, respectively.

- **Sum**: Given the PDF $\Pr_{\mathcal{F}}(S)$, we can partition the data $D'$ into subsets $D'_1, D'_2, \ldots, D'_k$. The sum node creates the $i$-th child to process the PDF $\Pr_{\mathcal{F}}(S)$ for each $1 \leq i \leq k$. We can regard $\Pr_{\mathcal{F}}(S)$ as mixture models, i.e., $\Pr_{\mathcal{F}}(S) = \sum_i w_i \Pr_{\mathcal{F}}(S)$ where $w_i$ is the weight of the $i$-th child.

- **Product**: Given the PDF $\Pr_{\mathcal{F}}(S)$, assume that we can partition $S$ into mutually independent subsets of variables $S_1, S_2, \ldots, S_d$ on $D'$, i.e., $\Pr_{\mathcal{F}}(S) = \prod_j \Pr_{\mathcal{F}}(S_j)$. Then, the product node creates the $j$-th child to process PDF $\Pr_{\mathcal{F}}(S_j)$ for each $1 \leq j \leq d$.

- **Uni-Leaf**: Given the PDF $\Pr_{\mathcal{F}}(S)$, if $|S| = 1$, we create a leaf node with the univariate distribution $\Pr_{\mathcal{F}}(S)$.

- **Split**: Given the conditional PDF $\Pr_{\mathcal{F}}(S|C)$, we partition the data $D'$ into regions $D'_1, D'_2, \ldots, D'_c$ in a grid manner according to the domain space of $C$. The $\ell$-th child models the conditional PDF $\Pr_{\mathcal{F}}(S|C)$ for each value $c$ of $C$, $\Pr_{\mathcal{F}}(S|c)$ is modeled on exactly one child as $\Pr_{\mathcal{F}}(S|c)$. Note that the different semantic of split and sum nodes. A split node separately models $\Pr_{\mathcal{F}}(S|C)$ for different values of variables in $C$ while a sum node decomposes the large model $\Pr_{\mathcal{F}}(S)$ into smaller models on $S$.  
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• **Multi-Leaf**: Given the conditional PDF $P_{r_{D'}}(S \mid C)$, if $S$ is independent of $C$ on $D'$, $P_{r_{D'}}(S \mid c)$ stays the same for any value $c$ of $C$. At this time, we create a leaf node to represent the multivariate distribution $P_{r_{D'}}(S)$.

The above operations are recursively applied in order to model the joint PDF. In this paper, we focus on tree-structured FSPNs. However, a more general structure for FSPNs could be a DAG. We leave the exploration of DAG-structured FSPN for future work. Factorize, sum, product and uni-leaf nodes represent PDFs while split and multi-leaf nodes represent conditional PDFs. Figure 1 illustrates an FSPN example of the four variables in the data table. The two highly correlated attributes $X_1, X_2$ are first separated from $X_3, X_4$ on node $N_1$. $P_r(X_3, X_4)$ are decomposed by sum node $(N_2)$ and product nodes $(N_3, N_5)$. The uni-leaf nodes $L_1, L_3$ and $L_2, L_4$ models $P_r(X_3)$ and $P_r(X_4)$, respectively. $P_r(X_1, X_2 | X_3, X_4)$ are split into two regions by the value of $X_3$ on node $N_3$. On each region, $X_1, X_2$ are independent of $X_3, X_4$ and modeled as multi-leaf nodes $L_5$ and $L_6$.

**Comparison with Other PGMs.** For the remainder of this section, we compare our tree-structured FSPNs with other PGMs. First, we show that FSPNs subsume tree-structured SPNs and discrete BNs. Clearly, if we disable the factorize operation, an FSPN degenerates to the tree-structured SPN model; if we only apply the factorize, product, split, uni-leaf and multi-leaf operations, an FSPN could equally represent a discrete BN model. Due to space limits, we put the details on Appendix. Based on the transformation process, we obtain the following proposition, which shows that the model size of an equivalent FSPN is bounded above by the model size of a tree-structured SPN or BN, so the expressive efficiency of FSPN is no worse than them.

**Proposition 1** Given a set of random variables $X$ and data matrix $D$, if $P_{r_{D'}}(X)$ can be represented by an SPN or a BN with model size $M$, then there exists an equivalent FSPN modeling $P_{r_{D'}}(X)$ with model size no larger than $M$.

Second, we show that FSPNs resolve the drawbacks of BNs and tree-structured SPNs. FSPNs combine the strengths of both conditional and independent factorization methods. Unlike tree-structured SPNs, FSPNs separately model highly correlated variables together as multi-leaf nodes, so an FSPN’s structure tends to be more compact and allows more accurate probability estimates. Unlike the situation for BNs, the structure of FSPNs can be accurately and efficiently learned, and the probability inference on an FSPN is near linear time w.r.t. its number of nodes. We discuss the details of probability inference and structure learning for FSPNs in Section 4 and 5, respectively.

Third, unlike the case of SPGMS (Desana & Schörr 2020), FSPNs do not require an inference process on any BN sub-structures, thus more efficient. Unlike SPN-BTBs (Rooshenas & Lowd 2014) and ID-SPNs (Vergari et al. 2015) with multi-leaf nodes on any possible subsets $X' \subseteq X$, the multi-leaf nodes in an FSPN only model highly correlated variables $S$. Notice that values in the joint PDF of $S$ are very concentrated, so $P_S(S)$ can be easily compressed and modeled in a lower dimension space. Whereas, for $P_{r}(X')$, the storage cost for the exact PDF grows w.r.t. $|X'|$. Hence, SPN-BTBs and ID-SPNs use BNs or MRFs with low tree-width, which may degrade the estimation accuracy and inference speed. Furthermore, DAG-SPNs (Rahman & Gogate 2016, Dennis & Ventura 2015) could be subsumed by DAG-structured FSPNs.

Fourth, comparing FSPNs with CSPNs (Shao et al. 2019), we note the different goals behind modeling the conditional PDFs $P_{r}(Y \mid X)$. CSPNs try to find local conditional independence between variables in $Y$ and model $P_{r}(Y_i \mid X)$ for each $Y_i \in Y$. Whereas, FSPNs try to find local independence between $Y$ and $X$ and model $P_{r}(Y) = P_{r}(Y \mid X)$ as multi-leaf nodes together. Unlike SPQNs (Sharir & Shashua 2018), FSPNs use the factorize nodes to simplify the representation of joint PDF $P_r(X,Y)$ using two simpler distributions $P_r(X)$ and $P_r(Y \mid X)$. Whereas, SPQNs model $P_r(Y \mid X)$ using SPNs on $P_r(X,Y)$ and $P_r(X)$.
Algorithm FSPN-INFER($F, E$)
1: let $N$ be the root node of $F$
2: if $N$ is a uni-leaf node then
3: \ [ \text{return} \ Pr_v(E) \text{ by the univariate PDF on } N \ ]
4: else if $N$ is a sum node then
5: let $N_1, N_2, \ldots, N_t$ be the children of $N$ with weights $w_1, w_2, \ldots, w_t$
6: $p_i \leftarrow$ FSPN-INFER($F_{n_i}, E$) for each $1 \leq i \leq t$
7: \ [ \text{return} \ \sum_{i=1}^{t} w_i p_i \ ]
8: else if $N$ is a product node then
9: let $N_1, N_2, \ldots, N_t$ be the children of $N$
10: $p_i \leftarrow$ FSPN-INFER($F_{n_i}, E$) for each $1 \leq i \leq t$
11: \ [ \text{return} \ \prod_{i=1}^{t} p_i \ ]
12: else
13: let $N_t$ be the left child on variables $W$ and $N_e$ be the right child
14: let $L_1, L_2, \ldots, L_t$ be the multi-leaf nodes of $N_t$
15: split $E$ into $E_1, E_2, \ldots, E_t$ by regions of $L_1, L_2, \ldots, L_t$
16: get $p_i$ of $E_i$ on variables $X \setminus W$ from the multivariate PDF on $L_i$ for each $1 \leq i \leq t$
17: $p_i \leftarrow$ FSPN-INFER($F_{n_i}, E_i$) for each $1 \leq i \leq t$
18: \ [ \text{return} \ \sum_{i=1}^{t} p_i \cdot q_i \ ]

4 Probability Inference on FSPN

In this section, we describe the probability inference algorithm FSPN-INFER. In general, FSPN-INFER works in a recursive manner. It starts from the root node of the FSPN and computes the probability on different types of nodes accordingly. Specifically, for sum or product nodes, we accumulate the probabilities from children by weighted sum or multiplication, in a way similar to tree-structured SPNs. For each factorize node, we apply a divide-and-conquer process. Notice that, each multi-leaf node in the right child of the factorize node specifies a range, within which the highly correlated variables are locally independent of the others. Hence, we first divide the range of the computed event into several parts by multi-leaf nodes. Then, for each part, the probability of all highly correlated variables can be obtained directly from the multi-leaf node, and the probability of other variables could be recursively computed from the FSPN rooted at the left child of the factorize node. Finally, we multiply and sum them together to obtain the result.

Next, we formally describe the FSPN-INFER algorithm. Given the FSPN $F$ modeling the PDF $Pr_{\theta}(X)$, we can easily compute the marginal probability of an event of $X$. We can represent $E$ in a canonical form as a hyper-rectangle: $X_1 \in [L_1, U_1], X_2 \in [L_2, U_2], \ldots, X_m \in [L_m, U_m]$, where each side of the closed interval can also be open. $L_i$ and $U_i$ represent the lower and upper bound of variable $X_i$, respectively. We have $L_i = -\infty$ or $U_i = \infty$ if $E$ has no constraint on left or right side of $X_i$. If the constraint of $E$ on a variable contains discontinuous intervals, we may split it into several events satisfying the above form. In this paper, we do not consider events with ranges that are not axis-aligned. FSPN-INFER takes the FSPN $F$ and an event $E$ as inputs, and outputs the probability $Pr_{\theta}(E) = Pr_{\theta}(X \in E)$. Let $N$ be the root node of $F$ (line 1). For any node $N'$ in $F$, let $F_{n'}$ denote the FSPN rooted at $N'$. FSPN-INFER recursively computes $Pr_{\theta}(E)$ by the following rules:

- In the base case (lines 2–3) where $N$ is a uni-leaf node, we directly return the probability of $E$ on the univariate PDF.
- If $N$ is a sum (lines 4–7) or product node (lines 8–11), let $N_1, N_2, \ldots, N_t$ be all of its children. We can further call FSPN-INFER on $F_{n_i}$ and $E$ for each $1 \leq i \leq t$ to obtain the probability on the PDF represented by each child. Then, node $N$ computes a weighted sum (for sum node) or multiplies (for product node) these probabilities together to obtain $Pr_{\theta}(E)$.
- If $N$ is a factorize node (lines 12–18), let $N_l$ and $N_r$ be its left child and right child. Assume $N_l$ and $N_r$ of $N$ representing the PDF $Pr_{\theta}(W)$ and the conditional PDF $Pr_{\theta}(H|W)$, respectively. We have $Pr_{\theta}(E) = \sum_{c \in F} Pr_{\theta}(c_w) \cdot Pr_{\theta}(c_e|c_w)$, where $c_w$ and $c_e$ represent the values of $c$ on variables $W$ and $H$, respectively. Let $L_1, L_2, \ldots, L_t$ be all multi-leaf nodes of $N_r$. Each $L_i$ is defined on a sub-range of $W$ and maintains the PDF $Pr_{\theta}(H) = Pr_{\theta}(H|w)$, which stays the same for all $w$ in this sub-range. Each sub-range also forms a hyper-rectangle, which is ensured by our structure learning algorithm described in the next section. For different $w$, $Pr_{\theta}(H|w)$ is represented by different PDFs on $L_i$. Therefore, we need to partition the range of $E$ into $E_1, E_2, \ldots, E_t$ in terms of $W$ to compute $Pr_{\theta}(E)$. $E_i$ represents the sub-range of $E$ whose values of $W$ fall in $L_i$, which
Similarly, for the evidence probability inference \( \Pr \) the FSPN rooted at the left child of \( N \) computed in parallel. Therefore, we have the following proposition regarding the inference time cost of \( f \).

\[
\text{Proposition 2} \quad \text{Given a FSPN} \quad \text{with} \quad \text{nodes and any event} \quad E \quad \text{of} \quad X, \quad \text{the marginal probability} \quad \Pr_{\tau} (E) = \Pr_{\tau} (X \in E) \quad \text{can be obtained in near} \quad O(n) \quad \text{time on} \quad F.
\]

5 Structure Learning of FSPN

In this section, we discuss the structure learning algorithm LEARN-FSPN of FSPN. LEARN-FSPN takes as inputs a data matrix \( D \), two sets \( X \) and \( C \) of variables, and outputs the FSPN for \( \Pr_{\tau_0} (X | C) \). Initially, we can call LEARN-FSPN \((D, X, \emptyset)\) to build the FSPN on \( \Pr_{\tau_0} (X) \). LEARN-FSPN generally works in a top-down manner by recursively identifying different operations to decompose the joint PDF into small and tractable PDFs. Due to space limits, we put the pseudocode of LEARN-FSPN in Appendix C. The main steps of the algorithm are described as follows:

1. **Separating highly and weakly correlated variables:** when \( C = \emptyset \), LEARN-FSPN detects whether there exists a set \( H \) of highly correlated attributes since the principle of FSPN is to separate them with others as early as possible. We find \( H \) by examining pairwise correlations and then group variables whose correlation value is larger than a threshold \( \tau \). If \( H \neq \emptyset \), we add a factorize node to split \( \Pr_{\tau_0} (X) \). The left child and right child recursively call LEARN-FSPN to model \( \Pr_{\tau_0} (X \setminus H) \) and \( \Pr_{\tau_0} (H | X \setminus H) \), respectively.

2. **Modeling weakly correlated variables:** when \( C = \emptyset \) and there do not exist highly correlated variables in \( X \), we try to split \( \Pr_{\tau_0} (X) \) into small regions where variables in \( X \) are locally independent. Specifically, if \( X \) contains only one variable, we model the univariate distribution \( \Pr_{\tau_0} (X) \) using maximum likelihood estimation (MLE) of parameters. This can be done by applying a multinomial Dirichlet distribution for discrete variables or a Gaussian mixture model for continuous ones. Otherwise, we first try to partition \( X \) into mutually independent subsets using an independence test oracle. If \( X \) can be partitioned as \( S_1, S_2, \ldots, S_k \), we add a product node and call LEARN-FSPN to model \( \Pr_{\tau_0} (S_i) \) on each child. If not, we apply an EM algorithm, such as k-means, to cluster instances \( D \) into \( D_1, D_2, \ldots, D_t \), add a sum node and call LEARN-FSPN to model \( \Pr_{\tau_0} (X) \) on each child.

3. **Modeling conditional PDFs:** when \( C \neq \emptyset \), it tries to model the conditional PDF \( \Pr_{\tau_0} (X | C) \). At this time, variables in \( X \) must be highly correlated. First, we test if \( X \) is independent of \( C \) on \( D \) by the oracle. If so, we can learn the MLE parameters of multivariate distribution \( \Pr_{\tau_0} (X) \), such as the multi-dimensional Dirichlet distribution or Gaussian mixture model. If not, we use an EM algorithm, such as grid approximation of k-means, to partition the domain space of variables in \( C \) into multiple grids. Based on this, variables in \( D \) are split into \( D_1', D_2', \ldots, D_t' \) where each \( D_i' \) represents all data points in a grid. Due to space limits, we put the details of the partition methods in Appendix A. Then, we add a split node and call LEARN-FSPN to model \( \Pr_{\tau_0} (X | C) \) on each child.

Note that, LEARN-FSPN should be viewed as a framework rather than a specific algorithm, since we can choose different independent test oracles and clustering algorithms such as [Neal & Hinton].
Moreover, any structure learning optimization (Buell et al., 2018; Jaini et al., 2018; Kalra et al., 2018; Trapp et al., 2019) for SPNs can be also incorporated into LEARN-FSPN.

Next, we show that LEARN-FSPN returns an FSPN which locally maximizes the likelihood. The analysis proceeds in a bottom-up manner. First, on both uni-leaf and multi-leaf nodes, the parameters of distribution are learned using MLE. Second, the independence test oracle used in the product node factorize the joint PDF into a product of independent ones, which causes no likelihood loss. Third, for the EM methods used in sum and split nodes, the nodes can locally maximize the likelihood if all children locally maximize the likelihood (Gens & Domingos, 2013). Fourth, the factorize node uses the exact probability conditional factorization, which causes no likelihood loss. Therefore, we have the following proposition.

**Proposition 3** Given a set of random variables \( X \) and data \( D \), LEARN-FSPN can return a local MLE FSPN \( F \) of \( \text{Pr}_D(X) \) with independence test oracles and EM algorithms.

### 6 Evaluation Results

In this section, we report the evaluation results on both synthetic and real-world benchmark data.

**Results on Synthetic Data.** First, we demonstrate the superiority of FSPNs over existing PGMs on six synthetic datasets with varied degree of dependence between variables. The dependence degree is evaluated as the average RDC score (Lopez-Paz et al., 2013) between variables, which ranges from 0.07 to 0.95. Each dataset contains \( 10^8 \) rows on 20 discrete variables with different domain size ranging from 5 to 100. We sampled \( 10^5 \) rows for training PGMs and \( 10^4 \) rows for tuning hyper-parameters. During testing, we randomly generate \( 10^2 \) evidence queries \( \text{Pr}(Q|E = e) \). We uniformly select 2–4 variables as \( Q \), 6–10 variables as \( E \) and assign a value \( e \) of \( E \). To measure inference accuracy we use the KL-divergence between the true distribution and the estimated one by the learned PGM.

We compare our FSPN with a variety of PGMs: MSPN is a tree-structured SPN learned using the method in (Molina et al., 2018) on mixed domains, which is shown to be better than the SPN learned by (Gens & Domingos, 2013). SPN-BTB (Rooshenas & Lowd, 2014) is a SPN structure with embedded BN as multivariate leaf nodes. The embedded BN is implemented by Chow-Liu tree whose tree width is bounded by 1. SPGM (Desana & Schnörr, 2020) is the model integrating BN and SPN. BN-DAG is a plain BN structure. BN-Tree is a BN implemented by Chow-Liu tree with bounded width of 1. The structure of BN-DAG and BN-Tree are learned by the Pomegranate package (Schreiber, 2018). Notice that, we do not find any open-source implementation of DAG-SPN (Rahman & Gogate, 2016). Other start-of-the-art variations of BNs and SPNs, described in Table 1, either work only on binary domains or do not support probability inference given evidence. Hence, we can not compare with them in our experiments.

For fairness, we apply an exhaustive grid search over the hyper-parameters of each model and report the best result. Figure 2 reports the evaluation results in terms of the two criteria: KL-divergence for inference accuracy and the inference time for efficiency. We clearly observe that:

- The estimation accuracy of FSPN is consistently better than all other models. In comparison with MSPN and BN-Tree, the KL-divergence decreases by up to \( 144\times \) and \( 82\times \), respectively. This is because the tree-structured SPN can not work well in presence of highly correlated variables, and
Table 1: Average test log-likelihoods on discrete datasets.

| Dataset    | # of vars | FSPN (ours) | LearnSPN | BayesSPN | SPGM | SPN-BTB | ID-SPN | MT | WinMine | ECNet | EM-PSDD |
|------------|-----------|-------------|----------|----------|------|---------|--------|----|---------|-------|---------|
| NLTCS      | 16        | -6.05       | -6.11    | -6.02    | -5.99| -6.01   | -6.00  | -6.01| -6.03   | -6.00 | -6.03   |
| MSNBC      | 17        | -6.01       | -6.11    | -6.03    | -6.03| -6.06   | -6.07  | -6.04| -6.04   | -6.04 | -6.04   |
| KDD        | 65        | -2.14       | -2.18    | -2.13    | -2.12| -2.12   | -2.13  | -2.18| -2.12   | -2.12 | -2.12   |
| Plants     | 69        | -12.00      | -12.98   | -12.94   | -12.71| -12.09  | -12.68 | -12.95| -12.65  | -12.78| -13.79  |
| Audio      | 100       | -40.02      | -40.50   | -39.79   | -39.90| -39.62  | -39.77 | -40.08| -39.50  | -39.73| -41.98  |
| Jestor     | 100       | -52.39      | -53.48   | -52.86   | -52.83| -53.60  | -52.42 | -53.08| -51.07  | -52.57| -53.47  |
| Netflix    | 100       | -57.12      | -57.33   | -56.80   | -56.42| -56.36  | -56.76 | -57.02| -56.32  | -58.41|         |
| Accidents  | 111       | -26.99      | -30.04   | -33.89   | -31.96| -28.35  | -26.98 | -29.63| -26.32  | -29.96| -33.64  |
| Retail     | 135       | -10.83      | -11.04   | -10.83   | -10.86| -10.88  | -10.83 | -10.87| -10.82  | -10.81|         |
| Plants-star| 163       | -22.04      | -24.78   | -31.96   | -22.15| -22.66  | -22.40 | -23.71| -22.72  | -24.18| -33.67  |
| DNA        | 180       | -80.97      | -82.52   | -92.84   | -79.88| -80.07  | -81.21 | -80.65| -85.82  | -92.67|         |
| Kosarak    | 190       | -10.66      | -10.99   | -10.77   | -10.57| -10.58  | -10.60 | -10.62| -10.83  | -10.58| -10.81  |
| MSWeb      | 294       | -9.60       | -10.25   | -9.89    | -9.81| -9.61   | -9.73  | -9.85 | -9.70   | -9.79 | -9.97   |
| Book       | 500       | -33.81      | -35.89   | -34.34   | -33.82| -34.14  | -34.63 | -36.41| -33.96  | -34.97|         |
| EachMovie  | 500       | -50.69      | -52.49   | -50.94   | -54.08| -50.41  | -51.51 | -54.60| -54.37  | -51.39| -58.01  |
| WebKB      | 839       | -149.72     | -158.20  | -157.33  | -154.55| -149.85 | -151.84| -156.86| -157.43 | -153.22| -161.09 |
| Reuters-52 | 889       | -81.62      | -85.07   | -84.44   | -85.24| -81.59  | -83.35 | -85.90| -87.55  | -86.11| -89.61  |
| 20 Newsgroup| 910       | -155.30     | -155.93  | -151.95  | -151.69| —       | -151.47| -154.24| -158.95 | -151.29| -161.09 |
| BBC        | 1,058     | -252.81     | -250.69  | -254.69  | -255.22| -226.56 | -248.93| -261.84| -257.46 | -250.58| -253.19 |
| AD         | 1,556     | -15.46      | -19.73   | -63.80   | -14.30| -13.60  | -19.00 | -16.02| -18.35  | -16.68| -31.78  |

the tree-structured BN sacrifices the model accuracy to improve its inference speed. In comparison with SPN-BTB, SPGM and BN-DAG, FSPN also decreases the KL-divergence. This verifies that FSPN can model the joint PDF more accurately.

- The inference time of FSPN is 1–3 orders of magnitude faster than others. In comparison with BN-DAG, SPN-BTB and BN-Tree, it improves the inference speed by up to $680 \times$, $261 \times$ and $206 \times$, respectively. This verifies that the BN inference process is very time costly. Although bounding the tree width of BN could speed up the inference, it is still much slower than FSPN. FSPN is also faster than MSPN since its structure is more compact.

We also evaluate the model size and training time of all models. Due to space limits, we put the results and analysis in Appendix D. In a nutshell, model size of learned FSPNs are up to two orders of magnitude smaller than others, and FSPNs’ training time is several times faster than others except BN-Tree. In summary, this set of experiments validates the design choices of FSPNs, which provide both accurate results and fast inference.

**Benchmark Testing.** Next, we compare FSPN with the current state-of-the-art methods on 20 real-world benchmark datasets used in the literature (Gens & Domingos, 2013). Table 1 reports the test log-likelihood scores of FSPN and other PGMs. Specifically, LearnSPN is the tree-structured SPN from (Gens & Domingos, 2013), BayesSPN (Trapp et al., 2019) is an SPN with Bayesian structure learning. ID-SPN (Rooshenas & Lowd, 2014) use embedded MRF as leaf nodes to enhance the performance of SPN. MT stands for the mixture of tree models (Meila & Jordan, 2000). WinMine is one of the most sophisticated BN learning package (Chickering, 2002). ECNet (Rahman et al., 2014) and EM-PSDD (Liang et al., 2017) are the cutset network and PSDD with the best performance, respectively. To avoid the effects of hyper-parameters, we quote results of other PGMs from their original paper. We find that:

- Overall, FSPN outperforms LearnSPN, BayesSPN, MT, WinMine, ECNet and EM-PSDD. This is because LearnSPN and BayesSPN can not accurately model the joint PDF in presence of highly correlated variables. The expressiveness of MT is inherently low since its model complexity is not as high as others.

- The performance FSPN is comparable to SPGM, SPN-BTB and ID-SPN on the whole. It is slightly better than SPGM and ID-SPN but slightly worse than SPN-BTB. These models use embedded BNs or MRFs in their structure, so they are more accurate than other SPN models.

7 **Conclusions**

In this paper we propose FSPNs, a novel class of PGMs aiming at overcoming the drawbacks of existing PGMs. FSPN can adaptively model the joint distribution of variables with different dependence degree. It achieves high estimation accuracy and tractability at the same time. We design a near linear time marginal probability inference algorithm and a local MLE structure learning algorithm for FSPNs. Our extensive evaluation results on synthetic and benchmark datasets demonstrate
that FSPNs attain superior performance. Based on these promising results, we affirmatively believe in that FSPNs may be a better alternative to existing PGMs in a wide range of ML applications. Moreover, we believe that there are many possible extensions of FSPNs worth researching in the future, such as supporting maximum a posterior inference, latent variable interpretation, DAG and Bayesian structure leaning of FSPNs and bounding their tree-width for tractability.
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A Generality of FSPN

We present the details on how FSPNs subsume tree-structured SPNs, as well as discrete BNs, where all variables are discretized and all (conditional) probability distributions are stored in a tabular form.  

- Given a set of variables $X$ and data $D$, if $Pr_D(X)$ could be represented by a tree-structured SPN $S$, we can easily construct an FSPN $F$ that equally represent $Pr_D(X)$. Specifically, we disable the factorize operation in FSPN by setting the factorization threshold to $\infty$, and follow the same steps of $S$ to construct $F$. Then, the FSPN $F$ is exactly the same of $S$. Obviously, their model size is the same.

Algorithm BN-to-FSPN($B$, $N$)

1: if $B$ contains more than one connected component $B_1, B_2, \ldots, B_l$ then
2:   set $N$ to be a product node with children $N_1, N_2, \ldots, N_l$
3:   call BN-to-FSPN($B_i, N_i$) for each $i$
4: else
5:   let $X_i$ be a node in $B$ containing no out-neighbor
6:   if $X_i$ has no in-neighbor in $B$ then
7:     set $N$ to be a uni-leaf node representing $Pr_D(X_i)$
8: else
9:   set $N$ to be a factorize node with left child $N_l$ and right child $N_r$
10:  set $N_t$ to be a split node
11:  for each value $y$ of $X_{pa(i)}$ in the CPT of $X_i$ do
12:    add a multi-leaf node $N_y$ as child of $N_R$
13:    let $D_y \leftarrow \{d \in D | X_{pa(i)} \text{ of } d \text{ is } y\}$
14:    let $N_y$ represent $Pr_D(X_i)$
15:    remove $X_i$ from $B$ to be $B'$
16:  call BN-to-FSPN($B', N_t$)

- Given a set of variables $X$ and data $D$, if $Pr_D(X)$ can be represented by a discrete BN $B$, we can also build an FSPN $F$ that equally represent $Pr_D(X)$. Without ambiguity, we also use $B$ to refer to its DAG structure. We present the procedures in the BN-to-FSPN algorithm. It takes as inputs a discrete BN $B$ and a node $N$ in $F$ and outputs $F_r$ representing the PDF of $B$. We initialize $F$ with a root node $N$. Then, BN-to-FSPN works in a recursive manner by executing the following steps:

1 (lines 1–3) If $B$ contains more than one connected component $B_1, B_2, \ldots, B_l$, the variables in each are mutually independent. Therefore, we set $N$ to be a product node with children $N_1, N_2, \ldots, N_l$ into $F$, and call BN-to-FSPN on $B_i$ and node $N_i$ for each $i$.

2 (lines 5–7) If $B$ contains only one connected component, let $X_i$ be a node (variable) in $B$ that has no out-neighbor. If $X_i$ also has no in-neighbor (parent) in $B$, it maintains the PDF $Pr_D(X_i)$. At that time, we set $N$ to be a uni-leaf representing the univariate distribution $Pr_D(X_i)$.

3 (lines 9–16) If the parent set $X_{pa(i)}$ of $X_i$ is not empty, $X_i$ has a conditional probability table (CPT) defining $Pr_D(X_i | X_{pa(i)}) = Pr_D(X_i | X \setminus \{X_i\})$. At this time, we set $N$ to be a factorize node with the left child representing $Pr_D(X_i | X \setminus \{X_i\})$ and right child $N_R$ representing $Pr_D(X_i | X \setminus \{X_i\})$. For the right child $N_R$, we set it to be a split node. For each entry $y$ of $X_{pa(i)}$ in the CPT of $X_i$, we add a leaf $L_y$ of $N_R$ containing all data $D_y$ in $D$ whose value on $X_{pa(i)}$ equals $y$. On each leaf $L_y$, by the first-order Markov property of $BN$, $X_i$ is conditionally independent of variables $X \setminus \{X_i\} \setminus X_{pa(i)}$ given its parents $X_{pa(i)}$. Therefore, we can simplify the PDF represented by $L_y$ as $Pr_D(X_i | y) = Pr_D(X_i | X_{pa(i)})$. Therefore, $N_R$ characterizes the CPT of $Pr_D(X_i | X_{pa(i)}) = Pr_D(X_i | X \setminus \{X_i\})$.

Later, we remove the node $X_i$ from $B$ to be $B'$, which represents the PDF $Pr_D(X_i | X_{pa(i)})$. We call BN-to-FSPN on $B'$ and node $N_i$, the left child of $N$ to further model the PDF.

Finally, we obtain the FSPN $F$ representing the same PDF of $B$. Next, we analyze the model size of $B$ and $F$. The storage cost of each node $X_i$ in $B$ is the number of entries in CPT of $Pr_D(X_i | X_{pa(i)})$. The FSPN $F$ represents $Pr_D(X_i)$ in step 2 when $X_{pa(i)}$ is empty and $Pr_D(X_i | y)$ for each value $y$ of $X_{pa(i)}$ in step 3. In the simplest case, if $F$ also represents the distribution in a tabular form, the storage cost is the same as $B$. Therefore, the model size of $F$ can not be larger than that of $B$.

Consequently, proposition 1 holds.
B Example of Probability Inference on FSPN

We show an example of probability inference on the FSPN in Figure 3. This FSPN models the joint PDF on four variables $X_1, X_2, X_3, X_4$. The two highly correlated attributes $X_1, X_2$ are first separated from $X_3, X_4$ on node $N_1$. Pr$(X_1, X_4)$ are decomposed by sum node ($N_2$) and product nodes ($N_4, N_5$). The uni-leaf nodes $L_1, L_3$ and $L_2, L_4$ models Pr$(X_3)$ and Pr$(X_4)$, respectively. Pr$(X_1, X_2|X_3, X_4)$ are split into two regions by the value of $X_3$ on node $N_3$. On each region, $X_1, X_2$ are independent of $X_3, X_4$ and modeled as multi-leaf nodes $L_5$ and $L_6$.

We assume that the domain of each variable is $[0, 20]$. We consider the example event $E : X_1 \in [1, 7], X_3 \in [3,6]$, whose canonical form is $E : X_1 \in [1, 7], X_2 \in [0, 20], X_3 \in [3, 6], X_4 \in [0, 20]$. We then obtain its probability on the FSPN by following the procedures step by step in Figure 3.

First, we consider the factorize root node $N_1$. The right child $N_3$ splits the domain on whether $X_3$ is greater than 5 to the two multi-leaf nodes $L_5$ and $L_6$. The domains on $L_5$ and $L_6$ could be represented as $X_1 \in [0, 20], X_2 \in [0, 20], X_3 \in [0, 5], X_4 \in [0, 20]$ and $X_1 \in [0, 20], X_2 \in [0, 20], X_3 \in (5, 20], X_4 \in [0, 20]$, respectively. We divide the range of $E$ into two parts by intersecting with the domains of $L_5$ and $L_6$ as $E_1 : X_1 \in [1, 7], X_2 \in [0, 20], X_3 \in [3, 5], X_4 \in [0, 20]$ and $E_2 : X_1 \in [1, 7], X_2 \in [0, 20], X_3 \in (5, 6], X_4 \in [0, 20]$. Obviously, we have $\text{Pr}(E) = \text{Pr}(E_1) + \text{Pr}(E_2)$.

Second, we consider how to compute $\text{Pr}(E_1)$ and $\text{Pr}(E_2)$. Within the range of $E_1$, the variables $X_3, X_4$ is locally independent of the highly correlated variables $X_1, X_2$, so we have $\text{Pr}(E_1) = \text{Pr}(X_1, X_2) \cdot \text{Pr}(X_3, X_4)$. The joint PDF of highly correlated variables $X_1, X_2$ is modeled together by the multivariate leaf node $L_5$, so we get the probability $\text{Pr}(X_1 \in [1, 7], X_2 \in [0, 20]) = 0.3$ from $L_5$. The joint PDF of variables $X_3, X_4$ is modeled by the FSPN rooted at node $N_2$, the left child of $N_1$. We can obtain the probability in a similar way of SPN. Specifically, $N_2$ is a sum node, so we have $\text{Pr}_{X_2}(X_3 \in [3, 5], X_4 \in [0, 20]) = 0.3 \cdot \text{Pr}_{X_1}(X_3 \in [3, 5], X_4 \in [0, 20]) + 0.7 \cdot \text{Pr}_{X_2}(X_3 \in [3, 5], X_4 \in [0, 20]) = \text{Pr}_{L_3}(X_3 \in [3, 5]) \cdot \text{Pr}_{L_4}(X_4 \in [0, 20])$. The probability that $\text{Pr}_{L_3}(X_3 \in [3, 5]) = 0.1$ and $\text{Pr}_{L_4}(X_4 \in [0, 20]) = 1$ could be obtained from the univariate leaf nodes $L_1$ and $L_2$, respectively. Hence, we get $\text{Pr}_{X_2}(X_3 \in [3, 5], X_4 \in [0, 20]) = 0.1$. The probability $\text{Pr}_{X_2}(X_3 \in [3, 5], X_4 \in [0, 20]) = 0.2$ could be obtained from leaf nodes $L_3$ and $L_4$ in the same way. As a result, we have $\text{Pr}_{X_2}(X_3 \in [3, 5], X_4 \in [0, 20]) = 0.3 \cdot 0.1 + 0.7 \cdot 0.2 = 0.17$ and $\text{Pr}(E_1) = 0.3 \cdot 0.17 = 0.051$.

Third, the probability of $E_2$ could be computed in the same way as $E_1$. For $E_2$, the probability $\text{Pr}(X_1 \in [1, 7], X_2 \in [0, 20]) = 0.4$ is obtained from the multivariate leaf node $L_6$, and the probability $\text{Pr}_{X_2}(X_3 \in (5, 6], X_4 \in [0, 20]) = 0.3$ is also computed by the FSPN rooted at node $N_2$. We have $\text{Pr}(E_2) = 0.4 \cdot 0.3 = 0.12$.

Finally, we obtain the probability of $E$ as $\text{Pr}(E) = \text{Pr}(E_1) + \text{Pr}(E_2) = 0.171$.

C Details of the Learn-FSPN Algorithm

In our implementation of the Learn-FSPN algorithm, we use the RDC score [Lopez-Paz et al., 2013] as the independence test oracle since it can capture dependencies between variables of hybrid domains. Two variables are identified to be independent and highly correlated if their RDC score is lower than a threshold $\tau_l$ or larger than a threshold $\tau_h$, respectively. In our experiment, we set $\tau_l = 0.3$ and $\tau_h = 0.7$, respectively.

For the clustering method in line 17 for sum nodes, we use $k$-means, an EM method. For the partition method in line 26 for split nodes, we design two methods as follows:
Algorithm LEARN-FSPN(D, X, C)
1: if C = ∅ then
2: test the correlations c_{ij} for each pair of attributes X_i, X_j \in X
3: H ← \{X_i, X_j | c_{ij} \geq \tau\}
4: recursively enlarge H ← H \cup \{X_k | c_{ik} \geq \tau, X_i, X_k \in H, X_k \in X \setminus H\}
5: if H \neq ∅ then
6: set N to be a factorize node
7: call LEARN-FSPN(D, X \setminus H, ∅)
8: call LEARN-FSPN(D, H, X \setminus H)
9: else if |X| = 1 then
10: set N to be a uni-leaf node
11: model the univariate distribution Pr(X)
12: else if subsets S_1, S_2, \ldots, S_k are mutually independent by the independence oracle then
13: set N to be a product node
14: call LEARN-FSPN(D, S_i, ∅) for each 1 \leq i \leq k
15: else
16: set N to be a sum node
17: let D_1, D_2, \ldots, D_t be the generated cluster of data with weights w_1, w_2, \ldots, w_t
18: w_i ← |T_i|/|T_n| for all 1 \leq i \leq n
19: call LEARN-FSPN(D_i, X, ∅) for each 1 \leq i \leq t
20: else
21: if X is independent of C on D by the independence oracle then
22: set N to be a multi-leaf node
23: model the multivariate distribution Pr_D(X)
24: else
25: set N to be a split node
26: let D'_1, D'_2, \ldots, D'_t be the generated partition of data
27: call LEARN-FSPN(D'_i, X, C) for each 1 \leq i \leq t

• Grid approximation of k-means: At first, we use the k-means method to cluster all data into two clusters. By the properties of k-means, each clustering forms a hyper-spheroid in the space. Let c_1 and c_2 be the central points and r_1 and r_2 by the radius of the two clusters, respectively. Certainly, on the straight line across c_1 and c_2 in the space, there must exist two boundary points b_1 and b_2 of the two clusters. Let b be the mid-point of b_1 and b_2, we can split all data into two parts by one dimension of b’s value. Some data points x in one cluster would be divided into the other part. Hence, we choose the dimension of b’s value with minimal |x| as the splitting point.

• Greedy splitting: Let c \in C be the variable that maximizes the pairwise correlations between variables in X \setminus C and C. Intuitively, dividing the space by c would largely break the correlations between X \setminus C and C. Then, we randomly choose d values c_1, c_2, \ldots, c_d in the range of variable c. For each value c_i, we could divide all data into two parts. We compute the pairwise correlations between variables in X \setminus C and C in each part. The value c_i minimizes this value is chosen as the splitting point.

Notice that, LEARN-FSPN is a framework support different independent test oracles, clustering and partition algorithms. The problem to design best plug-ins of these methods for a specific application is still open. In our experiments, we have also tried some other kinds of independent test and clustering methods. We find that using RDC scores, k-means clustering and greedy splitting methods attains the best performance on our datasets.

D ADDITIONAL EXPERIMENTAL RESULTS

We present additional experimental results on the model size and training time of PGMs. Figure 4 shows the model size and training time of each PGM on the synthetic datasets. Table 2 gives the detailed number of nodes in each model.

In terms of the model and number of nodes, we observe that:

• The model and number of nodes of FSPNs are consistently much smaller than SPN-BTBs and MSPNs by up to two orders of magnitude. In particular, the FSPNs’ model size is up to $27 \times$
Figure 4: Model size and training time on synthetic data.

Table 2: Number of nodes on synthetic data.

| RDC Score | # of nodes in MSPN | # of nodes in SPN-BTB | # of nodes in SPGM | # of nodes in BN-DAG/Tree | # of nodes in FSPN |
|-----------|--------------------|-----------------------|--------------------|---------------------------|-------------------|
| 0.07      | 21                 | 21                    | 21                 | 20                        | 21                |
| 0.21      | 765                | 562                   | 321                | 20                        | 168               |
| 0.37      | 1, 482             | 1, 175                | 472                | 20                        | 375               |
| 0.65      | 3, 520             | 1, 626                | 481                | 20                        | 437               |
| 0.83      | 3, 847             | 2, 753                | 718                | 20                        | 661               |
| 0.95      | 4, 173             | 2, 398                | 563                | 20                        | 33                |

and 116× smaller than MSPNs and SPN-BTBs, respectively. The FSPNs’ number of nodes is up to 126× and 73× smaller than MSPNs and SPN-BTBs, respectively. This is because tree-structured SPNs may generate a large number of nodes in presence of highly correlated variables. SPN-BTBs have lots of leaf nodes, and for each leaf node, they create a Chow-Liu tree. As a result, the space cost of SPN-BTBs is the highest among all models.

- The model size of FSPNs is also smaller than SPGMs and BN-DAGs. This is because they require to store the CPTs over multiple variables, while FSPNs store the lightweight univariate distributions and multivariate distributions on only highly correlated variables. In terms of the number of nodes, FSPNs have up to 17× smaller than SPGMs. The number of nodes in BN-DAGs and BN-Trees always equals to the variable number so it is not informative to make a comparison.

- The model size of BN-Tree is the smallest since the tree-width is only one for the learned Chow-Liu tree.

In terms of the training time, we find that FSPNs are several times faster to train than other models, except BN-Trees. Whereas for other models (BN-DAGs, SPN-BTBs, SPGMs) related to BNs, the structure learning process is time costly. MSPNs also require a longer training time since the structure learning algorithm repeatedly splits nodes in presence of highly correlated variables.

In summary, these results verify our claims in Section 2. The results show that the design choices underlying FSPNs, i.e. separating highly correlated variables from others and modeling them adaptively may represent the joint PDF in a more compact form and learn it efficiently.