Symmetry breaking states in the half-filled two-orbital Hubbard model with crystalline electric field
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We investigate the half-filled two-orbital Hubbard model with the crystalline electric field using dynamical mean-field theory combined with the continuous-time quantum Monte Carlo simulations. We systematically study how the interplay of the intra- and interorbital Coulomb interactions together with the Hund coupling realizes the diagonal and off-diagonal ordered states. It is found that the antiferroorbital ordered state is realized in the Hubbard model, in addition to the antiferromagnetically ordered and excitonic states. The competition between the antiferroorbital ordered and excitonic states close to the band insulating state is addressed.

1. Introduction
Strongly correlated electron systems with orbital degrees of freedom have attracted much interest. One of the exotic phenomena is the excitonic insulator.1–3) This state is defined by the emergence of the condensation of excitons, which are composed of pairs of electron in the conduction band and hole in the valence band. Recently, the chalcogenites Ta2NiSe45–6) and 1T-TiSe27–9) have been synthesized. The former material exhibits the flattening of the band structure around the Fermi level with decreasing temperature, which is considered to be manifestation of the excitonic insulator5,10) and an attempt to control the magnitude of the excitation gap has been performed using the pump-probe spectroscopy.11) Moreover, the pressure-induced superconductivity has been observed at low temperatures. In the compound 1T-TiSe2, the charge-density-wave (CDW) transition has been observed.12,13) It has been suggested that the presence of an excitonic insulator phase has a major effect on the transition,14) which attracts much interest on the chalcogenites.10,15–17) In addition to them, the cobaltate Pr0.5Ca0.5CoO3 is also proposed as a candidate of the excitonic insulator owing to the presence of the spin-state degree of freedom inherent to the cobalt ions.18–23) These stimulate further theoretical and experimental investigations on the excitonic state.

The simple model to describe the excitonic insulator should be the two-orbital Hubbard model with the crystalline electric field. In the model, the excitonic state is characterized by the spontaneous hybridization between two orbitals. The ground state properties in the two-orbital model have been addressed by means of the variational cluster approximations24–27) and dynamical mean-field theory.18,19,28) where the excitonic state is widely realized between the antiferromagnetically (AFM) ordered and band insulating (BI) states. The role of the Hund coupling, pair hoppings, and crystalline electric field for the excitonic insulator has been examined, where various low temperature states appear such as excitonic state together with the ferromagnetic, antiferromagnetic, or nematic order.18,19,25,26,28) Also, a Fulde-Ferrell-Larkin-Ovchinnikov-type excitonic insulating state, which is characterized by the condensation of excitons with finite center-of-mass momentum, has been suggested.15,16) Most of theoretical work have considered the multiorbital system with large intraorbital Coulomb interactions.

On the other hand, in certain compounds, the interorbital interaction is effectively larger than the intraorbital interaction. For example, in the fullerene-based solids A3C60 (A=alkali metal),29–31) the electron-phonon coupling should yield the large interorbital interaction and antiferromagnetic Hund coupling in the triply-degenerate t2u orbitals, where interesting low temperature properties have been discussed.32–38) However, it remains unclear whether or not the excitonic state is stable against the large interorbital interactions.

In this paper, to reveal the effects of the spin and orbital fluctuations due to the local Coulomb interactions, we investigate the two-orbital Hubbard model with a crystalline field using dynamical mean-field theory (DMFT39–41) combined with the continuous-time quantum Monte Carlo (CTQMC) simulations.42,43) When the intra- and inter-orbital Coulomb interactions are nearly equal, AFM and antiferroorbital (AFO) orders are suppressed, and both spin and orbital fluctuations are enhanced. We find an excitonic phase at low temperatures, which appears attributed to the enhancement of these fluctuations. We also clarify that the Hund coupling stabilizes the excitonic state near the AFM, while little affects the AFO state.

The paper is organized as follows. In Sec. 2, we introduce the two-orbital Hubbard model and briefly summarize the framework of DMFT39–41) In Sec. 3, we study how stable the excitonic state is at low temperatures. The effect of the Hund coupling is addressed in Sec. 4. A summary is given in the final section.

2. Model and Method
We here introduce a two-orbital Hubbard model with a crystalline field as a simple model to describe the excitonic
state. This is given by the following Hamiltonian as,
\[
\mathcal{H} = \sum_{(i,\alpha)\sigma} \epsilon_i \hat{c}_{i\alpha\sigma}^\dagger \hat{c}_{i\alpha\sigma} + \frac{\Delta_{CF}}{2} \sum_{ir} (n_{ir}^a - n_{ir}^b) + U \sum_{ir} n_{ir}^a n_{ir}^b + (U' - J) \sum_{ir} n_{ir}^a n_{ir}^b, \tag{1}
\]
where \(\hat{c}_{i\alpha\sigma}\) is an annihilation operator for an electron with spin \(\sigma(=\uparrow, \downarrow)\) and orbital index \(\alpha(=a, b)\) at the \(i\)th site and \(n_{ir}^\alpha = \hat{c}_{i\alpha\sigma}^\dagger \hat{c}_{i\alpha\sigma}\). \(t\) is the transfer integral between nearest neighbor sites for the \(\alpha\)th orbital, and \(\Delta_{CF}\) is the band splitting due to the crystalline electric field. \(U(U')\) is the intraorbital (interorbital) interaction and \(J\) is the Hund coupling.

In this paper, we consider the infinite-dimensional Hubbard model to examine the stability of the excitonic phase.\(^{18,28,44}\) To this end, we employ DMFT,\(^{39-41}\) where local electron correlations leading to the excitonic state are taken into account properly. In DMFT, the lattice model is mapped to the problem of a single impurity model connected dynamically to an effective medium. The lattice Green’s function is obtained via the self-consistency conditions imposed on the impurity problem. The treatment is exact in the limit of the infinite dimensions, and even in three dimensions, DMFT has explained a lot of phenomena emergent in strongly correlated systems. In fact, DMFT has been applied to multiorbital systems and successfully described interesting low-temperature phenomena such as correlated metallic state,\(^{45-48}\) Mott transitions,\(^{54,49-53}\) magnetism,\(^{33,54,55}\) superconductivity,\(^{32,37,56}\) and excitonic state.\(^{18,28,44}\)

The excitonic state is characterized by the spontaneous mixing of two orbitals, and we need to consider the off-diagonal Green’s functions in the orbital basis. The Green’s function should be represented by the 2-by-2 matrix\(^{57}\) as,
\[
\hat{G}(\tau)_{\sigma\sigma'} = \begin{pmatrix} G_{\sigma\sigma}(\tau) & F_{\sigma\sigma}(\tau) \\ F_{\sigma'\sigma}(\tau) & G_{\sigma'\sigma}(\tau) \end{pmatrix},
\tag{2}
\]
with
\[
G_{\sigma\sigma}(\tau) = \langle T_\tau [\hat{c}_{\sigma\uparrow}(t) \hat{c}_{\sigma\uparrow}(0)] \rangle,
\tag{3}
F_{\sigma\sigma}(\tau) = \langle T_\tau [\hat{c}_{\sigma\uparrow}(t) \hat{c}_{\sigma\downarrow}(0)] \rangle,
\tag{4}
F_{\sigma'\sigma}(\tau) = \langle T_\tau [\hat{c}_{\sigma'\uparrow}(t) \hat{c}_{\sigma\downarrow}(0)] \rangle,
\tag{5}
\]
where \(T_\tau\) is the imaginary-time ordered operator. Note that \(F\) and \(F'\) become nonzero in the excitonic phase. In DMFT, the lattice Green’s function is given by the site-diagonal self-energy \(\Sigma\) as
\[
\hat{G}^{-1}(k, i\omega_n) = (i\omega_n + \mu - \epsilon_k)\hat{\sigma}_0 - \hat{\Sigma}(i\omega_n),
\tag{6}
\]
where \(\mu\) is the chemical potential, \(\omega_n = (2n + 1)\pi T\) is the Matsubara frequency, and \(T\) is the temperature, and \(\hat{\sigma}_0\) is the identity matrix. \(\epsilon_k\) is the dispersion relation of each orbital for noninteracting system and \(\hat{\Sigma}(i\omega_n)\) is the local selfenergy. The local Green’s function is obtained as,
\[
\hat{G}_{\text{loc}}(i\omega_n) = \int dk\hat{G}(k, i\omega_n). \tag{7}
\]

In the paper, we use a semicircular density of state,\(^{\text{ }32,37,56}\)
\[
\rho(x) = \frac{2}{\pi D} \sqrt{1 - \left(\frac{x}{D}\right)^2}, \tag{8}
\]
which corresponds to an infinite coordination Bethe lattice, where \(D\) is the half bandwidth. The self-consistency equation is then given by
\[
\hat{G}_{\sigma}^{-1}(i\omega_n) = (i\omega_n + \mu - D^2/4)\hat{G}_{\text{loc},\sigma}(i\omega_n), \tag{9}
\]
where \(\hat{G}_{\sigma}(i\omega_n)\) is the effective medium for the effective impurity model. We iterate the self-consistency equations until the desired numerical accuracy is achieved. In our study, we use, as an impurity solver, the hybridization-expansion continuous-time quantum Monte Carlo simulations,\(^{42,43}\) which is one of the most powerful methods to discuss finite-temperature properties in the multiorbital model.

Now, we define the order parameters for the possible states in the Hubbard model on the bipartite lattice. The order parameters for the antiferromagnetic (AFM) and antiferroorbital (AFO) ordered states are given as
\[
m_{\text{AFM}} = -\frac{1}{N} \sum_{ia} |\langle -1 \rangle (\langle n_{i\alpha\sigma}^a \rangle - \langle n_{i\beta\sigma}^b \rangle)|, \tag{10}
m_{\text{AFO}} = -\frac{1}{N} \sum_{ia} |\langle -1 \rangle (\langle n_{i\alpha\sigma}^a \rangle - \langle n_{i\beta\sigma}^b \rangle)|. \tag{11}
\]
The order parameter for the excitonic state is given by the off-diagonal Green’s functions as
\[
\phi_{\sigma\sigma'} = \langle \hat{c}_{i\alpha\sigma}^\dagger \hat{c}_{i\beta\sigma'} \rangle = \lim_{\tau \to 0^+} F_{\sigma\sigma'}(\tau), \tag{12}
\]
where \(\phi_{\sigma\sigma'}\) characterizes the excitonic phase associated with its spin state. In general, \(\phi_{\sigma\sigma'}\) is a complex quantity originating from the relative phase between \(a\) and \(b\) orbital states. The Hamiltonian Eq. (1) is invariant under the transformation \(\hat{c}_{i\alpha\sigma} \to \hat{c}_{i\alpha\sigma} e^{i\phi}\), namely, it possesses the U(1) symmetry around the \(\tau\) (= \(n^a - n^b\)) axis. Thus, we can choose the phase of \(\phi_{\sigma\sigma'}\) so that it is real. Note that this procedure is not correct in the presence of the pair hopping, which violates the U(1) orbital symmetry.\(^{28}\) In addition, as we neglect the spin exchange in the Hund coupling, the SU(2) symmetry is absent in the spin space. Instead, the U(1) spin symmetry along \(S^z\) axis is present in the Hamiltonian Eq. (1). Due to the U(1) symmetry along \(S^z\) axis, the excitonic orders with parallel and antiparallel spins are doubly degenerate. Therefore, in the present system, we can assume \(\phi \equiv \phi_{\uparrow\downarrow} = \phi_{\downarrow\uparrow}\) for the parallel-spin excitonic state and \(\phi \equiv \phi_{\uparrow\downarrow} = \phi_{\downarrow\uparrow}\) for the antiparallel-spin excitonic state by fixing the their phase factors.

3. Results

We start with the two-orbital system without the Hund coupling. Treating the intraorbital interaction \(U\) and interor-
bital one $U'$ as free parameters, we clarify the role of these interactions in realizing the excitonic state at low temperatures.\textsuperscript{18, 19, 24–26, 28} Note that, in this simple case, the excitonic states do not depend on the spins, namely, $\phi = \tilde{\phi}$. Calculating electron number and order parameters $m_{\text{AFO}}, m_{\text{AFM}},$ and $\phi$, we obtain the results in the system with $U/D = 2.0$ and $\Delta_{\text{CF}}/D = 0.3$, as shown in Fig. 1. When $U'/D < 1.76$, the intraorbital interaction $U$ is dominant while the band splitting $\Delta_{\text{CF}}$ is irrelevant in the system. Therefore, the electron numbers in the two orbitals are almost the same, and the local orbital disproportion is suppressed as $\Delta n \sim 0$, where $\Delta n$ is defined by $\Delta n = \frac{1}{N} \sum_{i\sigma} \left( \langle n_i^a \rangle - \langle n_i^b \rangle \right)$. The AFM is then realized with the staggered magnetization $m_{\text{AFM}}$. Note that the interorbital Coulomb interaction hardly affects the staggered magnetization.

Increasing the interorbital interaction $U'$, the staggered magnetization suddenly vanishes and the difference of orbital occupations is largely enhanced as $\Delta n \sim 0.5$ at $U'/D \sim 1.76$. This implies that the first-order phase transition occurs to the metallic state although we do not find the hysteresis. Further increase of the interorbital interaction $U'$ monotonically increases the orbital moment. Around $U'/D \sim 1.97$, a tiny jump singularity appears in the electron number and $\Delta n$, where the order parameter $\phi$ is suddenly induced. This indicates the appearance of an excitonic state via the first-order phase transition accompanied by the hysteresis. With increasing the interorbital interaction $U'$, the order parameter $\phi$ increases. However, further increase of $U'$ suppresses the order parameter $\phi$. Finally, this vanishes and the band insulating phase with the lower band $b$ fully occupied appears at $U'/D = 2.16$.

In the present case with $\Delta_{\text{CF}}/D = 0.3$, we have confirmed that the excitonic state is realized close to the band insulating state and the interorbital interaction $U'$ does not lead to drastic change around the symmetric condition $U'/D = U/D = 2$.

Figure 2 shows the electron number in both sublattices (1 and 2) and physical quantities at smaller $\Delta_{\text{CF}}/D = 0.1$. When $U' < U(= 2D)$, the AFM, metallic, and excitonic states are realized, which is similar behavior to the larger $\Delta_{\text{CF}}$ case, as discussed above. By contrast, when the interorbital interaction is larger than the intraorbital interaction ($2 < U'/D < 4$), different behavior appears, where the staggered orbital moment $m_{\text{AFO}}$ is finite and the AFO state is realized. Now, we examine electron configurations in the AFO state. Around the lower boundary $U'/D \sim 2$, the empty and double occupied states alternatively appear for both lattice and orbital, as shown in Figs. 2(a) and 2(b). Therefore, in this AFO state, the total orbital moment $\Delta n$ is almost zero, which is in stark contrast to the smaller $U'$ case, where metallic or excitonic state is realized with finite $\Delta n$. When increasing $U'$, the electron occupancy slightly changes in the sublattice 1, while drastic change is observed in the other. In the sublattice 2, the electron number in the orbital $a$ ($b$) smoothly decreases (increases) beyond $U'/D > 2.5$. This means that the total electron number in orbital $b$ increases continuously in the AFO phase, which is accompanied by the increase of $\Delta n$ with increasing $U'$. At last, the AFO phase changes to the band insulating phase, where the orbital $b$ is fully occupied in both sublattices around $U'/D = 4.0$, via the continuous phase transition. In fact, the AFO order parameter monotonically decreases and vanishes at $U'/D = 4.0$, as shown in Fig. 2(c).

Performing similar calculations, we obtain the phase diagram at the temperature $T/D = 0.02$, as shown in Fig. 3. When $U' = 0$, the system is reduced to two independent

---

**Fig. 1.** Orbital moment $\Delta n$, order parameter of the excitonic state $\phi$ and antiferromagnetically ordered state $m_{\text{AFM}}$ in the two-orbital system with $U/D = 2.0$ and $\Delta_{\text{CF}}/D = 0.3$ at the temperature $T/D = 0.02$.

**Fig. 2.** Physical quantities as a function of $U'/D$ in the system with $\Delta_{\text{CF}} = 0.1$ and $U/D = 2.0$ at the temperature $T/D = 0.02$. (a) and (b) represent number of electrons in the sublattices 1 and 2, respectively. (c) shows the staggered magnetization and order parameters for excitonic and antiferrometal states.
single-band Hubbard models with the different chemical potentials \( \mu_s = \pm \Delta_{CF}/2 \). It is known that the AFM state is realized around particle-hole symmetric condition.\(^{58}\) In fact, we find that the AFM state is realized in the case with small \( \Delta_{CF} \) and \( U' < U \), as shown in Fig. 3. The introduction of \( \Delta_{CF} \) is regarded as the effect of the self-doping between the two orbitals. Therefore, \( \Delta_{CF} \) is expected to destabilize the AFM in the present system. In the intermediate \( \Delta_{CF} \) region shown as the shaded area, the staggered magnetization and particle number slowly change in the DMFT iterations and we could not obtain the converged solutions. This may imply the existence of the incommensurate magnetic ordered state, which is consistent with the results for the doped single-band Hubbard model.\(^{58}\) The large \( \Delta_{CF} \) stabilizes the metallic state until the band insulator is realized. It is also found that the excitonic phase is realized in the vicinity of the band insulating phase, as shown in Fig. 3. This is consistent with the fact that the excitons are formed when electrons are almost occupied in the valence band and low electron density appear in the conduction band. From this consideration, it is expected that the excitonic state is stable against other perturbations as far as the system is close to the band insulator. These results are essentially the same as those in the previous works.\(^{24}\)

On the other hand, different behavior appears in the \( U' > U \) case. We find that the AFO state is stable rather than the excitonic state, as shown in Fig. 3. This should be explained by considering the strong coupling limit \( U' \to \infty \). The large interorbital interaction realizes the empty and doubly occupied states in two orbitals, which leads to doubly degenerate states in each site. This degeneracy is lifted by the hopping and crystalline electric field to realize the AFO and BI states, respectively. Thus, we expect that it is hard to realize the excitonic state in the limit. Namely, the AFO ordered state should be stabilized in the small \( \Delta_{CF} \) region since the energy gain is given as \( \Delta^2/2U' \). When its energy gain smears due to thermal fluctuations, the metallic (Mott insulating) state is realized at a small \( \Delta_{CF} \neq 0 (\Delta_{CF} = 0) \) region. What is the most important is that the AFO state is realized even when the electron density is fractional, as discussed above. This is in contrast to the AFM state stabilized only around half filling. Therefore, in the large \( U' \) case, the excitonic state is less stable than the AFO state.

Figure 4 shows the finite-temperature phase diagram with \( \Delta_{CF}/D = 0.1 \). The AFM and AFO states are widely realized in the case with \( U > U' \) and \( U < U' \), respectively. We also find that these phase boundaries rapidly approach zero around \( U = U' \), which should originate from the fact that the spin and orbital fluctuations are equally enhanced and correlated metallic state is realized down to the temperature \( T/D \approx 0.02 \).\(^{67,48}\) We find the excitonic phase around \( U = U' \) at lower temperatures. The above results suggest that the excitonic state is realized due to the enhancement of both spin and orbital fluctuations.

Here, we briefly comment on the competition against the \( s \)-wave superconducting (SC) state. It is known that this SC state is stabilized in the geometrical frustrated two-orbital model\(^{32,34,36,37,56}\) and the fcc fullerene based compounds are possible candidates. However, the SC state is stabilized only by orbital fluctuations, leading to relatively low critical temperatures. Therefore, we could not find the \( s \)-wave superconducting phase in the phase diagram.

4. Effect of the Hund coupling

In this section, we study the stability of the ordered states against the Hund coupling \( J \) under the condition \( U = U' + 2J \). In the case with finite \( J \), the excitonic state with parallel spin is distinct from one with antiparallel spin. Namely, in the positive (negative) Hund coupling case, the excitonic state with antiparallel (parallel) spin is stabilized due to the Ising Hund coupling as mentioned before. Therefore, calculating the corresponding order parameter in the system, we discuss the stability of the excitonic state.

Figure 5 shows the interorbital interaction dependence of the order parameters in the system with small \( \Delta_{CF} \) at the temperature \( T/D = 0.02 \). When \( U'/D \lesssim 1.9 \), the interorbital in-
teraction is smaller than the intraorbital interaction, and the AFM state with the staggered magnetization $m_{\text{AFM}}$ is realized. On the other hand, in the case $U'/D \sim 2.3$, the large interorbital interaction stabilizes the AFO state. Around the symmetric condition $U/D = U'/D = 2$, the magnitude of the Hund coupling is relatively small. Then, the correlated metallic and excitonic states appear due to large fluctuations in spin and orbital sectors. Therefore, low energy physics is essentially the same as the system without the Hund coupling, discussed in the previous section.

On the other hand, in the large $\Delta_{\text{CF}}$ region, the excitonic state appears away from the particle-hole symmetric condition $U = U'$, where the effect of the Hund coupling becomes relevant. Figure 6 shows the phase diagram in the two-orbital system at the temperature $T/D = 0.02$. In the case $U' < U$, the excitonic state with the antiparallel spins is more stable than the metallic state. In fact, the excitonic state is widely stabilized in the finite temperature phase diagram in comparison with the phase diagram shown in Fig. 3. Then metallic states are separated by the excitonic state to smaller and larger $\Delta_{\text{CF}}$ regions. The AFM state is widely realized in the phase diagram since the Hund coupling between two orbitals enhances magnetic moments. On the other hand, the AFO state is hardly affected by the Hund coupling. Therefore, the region of the AFO state is almost unchanged.

5. Summary

We have studied the half-filled two-orbital Hubbard model with the crystalline electric field in the wide parameter region including negative Hund coupling case. This model is analyzed using dynamical mean-field theory with the continuous-time quantum Monte Carlo simulations. We have clarified that an excitonic phase appears due to the competition between the spin and orbital fluctuations in the case where the intra-orbital interaction is close to the inter-orbital one. We have also found that, by introducing the Hund coupling, the excitonic state is realized in the wider region in the phase diagram whereas the antiferroorbital phase boundary is almost unchanged.
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