Quasinormal modes of NUT-charged black branes in the AdS/CFT correspondence
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Abstract: We study the scalar, electromagnetic and gravitational perturbations of planar AdS$_4$ black holes with NUT charge. In the context of the AdS/CFT correspondence, these solutions describe a thermal quantum field theory embedded in a Gödel-type universe with closed time-like curves. For a given temperature and NUT charge, two different planar Taub-NUT solutions exist, but we show that only the one with a positive specific heat contributes to the Euclidean saddle point in the path integral. By using the Newman-Penrose formalism, we then derive the master equations satisfied by scalar, electromagnetic and gravitational perturbations in this background, and show that the corresponding equations are separable. Interestingly, the solutions pile up in the form of Landau levels, and hence are characterized by a single quantum number $q$. We determine the appropriate boundary conditions satisfied by the master variables and using these we compute the quasinormal modes of scalar and gravitational perturbations. On the other hand, electromagnetic perturbations depend on a free parameter whose determination is problematic. We find that all the scalar and gravitational QNM frequencies lie in the lower half of the complex plane, indicating that these Taub-NUT spacetimes are stable. We discuss the implications of these results in the light of the AdS/CFT correspondence.


1 Introduction

Motivated by the AdS/CFT correspondence [1–3], the study of asymptotically anti-de Sitter (AdS) black holes has been a major field of research in the last two decades. According to this correspondence, black hole solutions in the bulk of AdS are dual to a thermal quantum field theory living in the boundary of the spacetime and whose temperature is given by the Hawking’s temperature of the black hole. In this context, the holographic dictionary can be applied to gain a great deal of information about the hydrodynamics of strongly-coupled plasmas by studying the properties of the black hole solutions [4–7]. In particular, perturbations
of different fields in the background of a black hole geometry can be used to compute transport coefficients and correlators in the dual theory, and thus providing us with valuable results that can be difficult to obtain by first principles in the quantum theory.

In a black hole, the late-time behaviour of perturbations is ruled by the quasinormal modes (QNMs), which are solutions satisfying an outgoing boundary condition at the horizon (i.e., absence of waves coming from the horizon) plus — in the context of AdS/CFT — Dirichlet boundary conditions at infinity — see the reviews [8, 9]. Quasinormal modes only exist for a discrete set of complex frequencies, called the QNM frequencies, and whose imaginary part determines the damping time. The QNMs of black holes defined in this way correspond to the poles of the retarded Green functions of the dual theory and therefore they characterize the response of the dual plasma under perturbations [10–17].

A large part of the literature on this topic has focused on AdS5 solutions — see the previous references — and especially on black holes with a planar horizon, since these are dual to a 4-dimensional CFT in flat space. In this paper, nonetheless, we are interested in AdS4 geometries. As a matter of fact, the AdS4/CFT3 correspondence is well-motivated [18] and it can indeed be relevant for certain condensed-matter systems that behave effectively as 2 + 1 dimensional [6, 7]. The quasinormal modes of 4-dimensional Schwarzschild-AdS black holes were studied in Refs. [19–22], while those of black holes with planar, toroidal and cylindrical topologies were first computed in Refs. [23, 24]. The results on the latter were later revised and extended in Ref. [25] by implementing the boundary conditions required by holography. On the other hand, the quasinormal modes of large Kerr-AdS black holes were analyzed in [26].

In addition to these cases, there is a family of gravitational solutions that has not been yet fully exploited in holography: black holes with NUT charge [27–30]. Taub-NUT solutions have the distinct property of being only locally asymptotically AdS, which translates into the fact that the boundary is no longer (locally) conformally flat. Thus, NUT charge breaks conformal invariance of the dual theory, and this may allow us to probe non-trivial aspects of the CFT. For instance, Euclidean AdS-Taub-NUT solutions describe CFTs placed on squashed spheres [29, 30], and studying how the free energy depends on the NUT charge has led to interesting results both in supersymmetric [31, 32] and non-supersymmetric [33–36] setups.

Lorentzian Taub-NUT solutions, on the other hand, have been less studied in the context of holography due to their seemingly pathological properties. Indeed, these solutions contain Misner strings and closed time-like curves [37, 38], and they give rise to an apparent failure of the first law of thermodynamics [39]. However, there is a renewed interest in “rehabilitating” these spacetimes. On the one hand, Ref. [40] has shown that freely falling observers do not experience any of these pathologies, since there are no closed time-like geodesics and Misner strings are invisible to those observers — see also [41]. On the other hand, the thermodynamic description of Taub-NUT solutions has been finally understood on the basis that Misner strings are acceptable and that, accordingly, the NUT charge should be regarded as an independent

---

1We use the term “Taub-NUT” to refer indistinctly to both NUT-type and bolt-type solutions.
thermodynamic variable [42–44] — see also [45].

Lorentzian AdS-Taub-NUT solutions give indeed rise to interesting boundary theories. In Refs. [46, 47] it was noted that, unlike the Kerr-AdS solution, NUT-charged solutions describe fluids with vorticity, and hence explore a qualitatively different aspect of the dual theory. More recently, Ref. [48] initiated the study of scalar perturbations of spherical Taub-NUTs in connection to holography, finding that the result is dramatically dependent on whether the Misner string is regarded as physical or not. In this work, we will consider instead the case of planar Taub-NUT black holes [49] — we recall that, just like in the case of AdS black holes, NUT-charged solutions can have either spherical, planar or hyperbolic transverse sections. We consider this case to be particularly interesting for two main reasons. First, the planar NUT solutions are free of Misner strings, so that one gets rid of all the difficulties and ambiguities introduced by these objects. Second, these solutions are a generalization of the planar black holes, and hence the boundary metric can be considered as a continuous deformation of flat space. More precisely, the boundary of these geometries is similar to a Gödel universe [49], where the NUT charge controls the rotation. In this sense, it is interesting to see how the properties of the dual strongly-coupled plasma change as we increase the NUT charge.

In this paper, we explore this question by computing the quasinormal mode spectrum of planar Taub-NUT black holes. We shall perform an analysis of (massless) scalar, electromagnetic and gravitational perturbations, providing — to the best of our knowledge — the first complete calculation of quasinormal modes of black holes with NUT charge.

The paper is organized as follows

- In Section 2 we review the planar Taub-NUT geometries, establishing their basic properties, their thermodynamics description and introducing the Newman-Penrose formalism that we use in the next section.

- In Section 3 we perform perturbation theory on these geometries. The case of a scalar field is considered first and we note an interesting analogy between the angular separation of the QNMs and Landau quantization. We then use the Newman-Penrose formalism to derive separable equations for the master electromagnetic and gravitational variables.

- In Section 4 we study the boundary conditions for QNMs. Imposing Dirichlet boundary conditions on the electromagnetic and gravitational perturbations, we derive the form of the boundary conditions on the master Newmann-Penrose variables. We find that, besides the QNM frequency, the QNMs depend on another parameter related to the polarization, and which has to be determined by solving simultaneously the equations for both NP variables. In the gravitational case we determine analytically this polarization parameter by using the Teukolsky-Starobinsky identities, and hence we reduce the problem to solving only one equation with fixed boundary conditions. On the other hand, we find that the electromagnetic NP variables satisfy degenerate equations, and therefore the polarization parameter cannot be determined.
• We compute the QNM frequencies of scalar and gravitational perturbations in Section 5. Despite the breaking of parity, the spectra of both types of perturbations is symmetric under the change of sign of the NUT charge. We obtain an analytic approximation for a special family of gravitational QNMs, that we call pseudo-hydrodynamic modes, whose frequency vanishes in the zero NUT charge limit. In addition, we provide strong evidence that no unstable mode exists.

• We present our conclusions in Section 6.

2 Planar Taub-NUT black holes and their holographic dual

We consider Einstein gravity with a negative cosmological constant,

$$S = \frac{1}{16\pi G} \int d^4x \sqrt{|g|} \left[ R + \frac{6}{L^2} \right]$$

(2.1)

In this paper, we are interested in the following solution of Einstein’s theory, corresponding to a Taub-NUT black hole with planar topology [30],

$$ds^2 = -V(r) \left( dt + \frac{2n}{L^2} x dy \right)^2 + \frac{dr^2}{\sqrt{V(r)}} + \frac{r^2 + n^2}{L^2} (dx^2 + dy^2)$$

(2.2)

where $n$ is the NUT charge, the function $V(r)$ is given by

$$V(r) = \frac{(r-r_+) \left( 3n^4 + 6n^2 rr_+ + rr_+ \left( r^2 + rr_+ + r_+^2 \right) \right)}{L^2 r_+ (n^2 + r^2)}$$

(2.3)

and the coordinates $(x, y)$ span $\mathbb{R}^2$. For $n = 0$ this solution reduces to the AdS black brane, but nevertheless it has some remarkable properties that we review next. First of all, this solution conserves all the symmetries of the black brane, corresponding to time translations and the symmetries of $\mathbb{R}^2$, with the difference that the latter now act non-trivially in the time variable. The corresponding four Killing vectors read

$$\xi^{(1)} = \partial_t, \quad \xi^{(2)} = \frac{2n}{L^2} y \partial_t + \partial_x, \quad \xi^{(3)} = \partial_y, \quad \xi^{(3)} = \frac{n}{L^2} (x^2 - y^2) \partial_t + y \partial_x - x \partial_y.$$  

(2.4)

Note that these symmetries allow one to consider quotients of this solution by discrete groups. For instance one may take $y$ to be periodic, in which case the black hole would have cylindrical topology. We will restrict to the case of $(x, y)$ spanning the plane.

The event horizon of the black hole is located at $r = r_+ > 0$, which is a Killing horizon for $\xi^{(1)}$. The corresponding surface gravity reads

$$\kappa = \frac{1}{2} V'(r_+) = \frac{3(n^2 + r_+^2)}{2L^2 r_+}.$$  

(2.5)
One can see that the function $V(r)$ is strictly positive for $r_+ < r < \infty$ and hence there are no other horizons for $\partial_t$. There are, however, horizons for the other Killing vectors, which indicate the presence of closed timelike curves (CTCs). For instance, the norm of $\xi_{(2)}$ reads
\begin{equation}
\xi_{(2)}^2 = \frac{r^2 + n^2}{L^2} - V(r) \left( \frac{2nx}{L^2} \right)^2,
\end{equation}
and hence it becomes timelike if $x$ is large. The symmetries of this spacetime imply that there are CTCs around any point (in the region $r > r_+$), but, however, there are no closed timelike geodesics [40, 50], so that the solution is possibly less pathological than one would expect. On the other hand, unlike the spherical Taub-NUT solutions, these NUT black branes do not possess Misner singularities.

At infinity, the metric function $V(r)$ behaves as $V(r) = r^2/L^2 + O(1)$, and hence the boundary metric at $r \to \infty$ is conformally equivalent to
\begin{equation}
d\hat{s}^2 = -\left( dt + \frac{2n}{L^2} x dy \right)^2 + dx^2 + dy^2.
\end{equation}
This metric is not conformally flat, and therefore the solution is only asymptotically locally AdS. In the boundary theory, this means that conformal invariance is broken. However, the boundary still has many symmetries — given by (2.4) — and one can see that it is a homogeneous space corresponding to a Lorentzian continuation of Nil space — the group manifold of Heisenberg’s group. Indeed, note that the translational Killing vectors satisfy the Heisenberg’s algebra
\begin{equation}
\left[ \xi_{(t)}, \xi_{(1)} \right] = \left[ \xi_{(t)}, \xi_{(2)} \right] = 0, \quad \left[ \xi_{(1)}, \xi_{(2)} \right] = \frac{2n}{L^2} \xi_{(t)}.
\end{equation}
On a more physical perspective, the metric (2.7) can be interpreted as a rotating universe, very similar to the non-trivial $(2 + 1)$-dimensional section of the famous Gödel solution [51], the paradigmatic example of a universe with closed timelike curves.\footnote{More precisely, the metric (2.7) is the equatorial section of the Som-Raychaudhuri solution [52], as originally noted in [49]. Both metrics have qualitatively similar properties.} Hence, when one applies the holographic dictionary to these solutions, one is probing the dynamics of a quantum theory placed in this exotic spacetime. Although the existence of a globally defined timelike Killing vector allows one to define a Hamiltonian, performing quantum field theory in this background is challenging due to its unusual causal structure [50, 53–55]. In this sense, holography can be used to gain some insight about the behaviour of a quantum theory in such spacetime. Besides, the dual CFT would be in a thermal state whose properties are determined by the thermodynamic quantities of the black hole, that we review next.

### 2.1 Thermodynamics
The temperature of the NUT-charged black branes is given by Hawking’s result $T = \kappa/(2\pi)$, so that
\begin{equation}
T = \frac{3(n^2 + r_+^2)}{4\pi L^2 r_+}.
\end{equation}
One can see that, for a given \( n \), the temperature reaches its minimum value for \( r_+ = |n| \), in whose case we have \( T = T_* \), where
\[
T_* = \frac{3|n|}{2\pi L^2}.
\] (2.10)

On the other hand, the temperature diverges both for \( r_+ \to 0 \) and \( r_+ \to \infty \). Hence, when \( T > T_* \), there are two different black hole solutions with the same \( T \) and \( n \). This allows us to distinguish three different families of solutions, corresponding to \( n < -r_+ \), \( -r_+ < n < r_+ \) or \( n > r_+ \). We can also identify the mass of the solution by analyzing the behaviour near infinity. In fact, one can just apply the usual the ADM result which tells us that the total energy \( E \) can be identified by looking at the \( 1/r \) term in the asymptotic expansion of \( V \). In particular, the coefficient of that term should be equal to \( -8\pi G L^2 E/V_2 \), where \( V_2 \) is the volume of the transverse space, \( V_2 = \int dx \, dy \). Note that in this case \( V_2 \) is infinite, and hence it is more appropriate to talk about energy density \( \rho = E/V_2 \), rather than total energy. This quantity, in fact, can be interpreted as the energy density in the boundary \( \text{CFT} \). The expansion of \( V(r) \) reads
\[
V(r) = \frac{r^2}{L^2} + 5n^2 \frac{1}{L^2} - \frac{r_+^4 + 6n^2 r_+^2 - 3n^4}{L^2 r r_+} + \mathcal{O}\left( \frac{1}{r^2} \right)
\] (2.11)
and therefore, we get
\[
\rho = \frac{r_+^4 + 6n^2 r_+^2 - 3n^4}{8\pi G L^4 r_+}.
\] (2.12)

On the other hand, the entropy of the black hole is given by \( S = A/(4G) \), but since this area of the horizon is divergent, it is again convenient to work in terms if the entropy density, \( s = S/V_2 \), which reads
\[
s = \frac{r_+^2 + n^2}{4GL^2}.
\] (2.13)

Now, an apparent puzzle in the case of these solutions is that the first law of thermodynamics does not seem to hold, \( i.e. \), we get \( dp \neq T ds \) when varying the previous expressions with respect to \( r_+ \). However, the reason is that the NUT charge should also be interpreted as a thermodynamical variable which will modify the first law. For a long time this was a source of confusion in the case of spherical Taub-NUT black holes, since regularity of the Euclidean geometry imposes a restriction between NUT charge and temperature [39]. Only recently it was realized that one can achieve a full-cohomegeneity first law for spherical NUTs by allowing the NUT charge to vary independently. In the case of planar NUT black holes, however, there is no restriction between \( n \) and \( T \), and it is natural to treat the NUT charge as an additional thermodynamic variable. To the best of our knowledge, the existence of a first law in the case of planar Taub-NUT solutions was first reported in [56].

In order to complete the thermodynamic characterization of these planar NUT black holes, we must compute the free energy from the Euclidean on-shell action. The Euclidean solution is obtained, not only by Wick-rotating the time coordinate, \( t = i\tau \), but also the NUT charge, \( \hat{n} = in \). In that case the metric reads
\[ ds^2_E = V(r) \left( d\tau + \frac{2\hat{n}}{L^2} x dy \right)^2 + \frac{dr^2}{V(r)} + \frac{r^2 - \hat{n}^2}{L^2} (dx^2 + dy^2) \]. \quad (2.14)

It is important to note that, in Euclidean signature, only the solutions with \( r_+^2 \geq \hat{n}^2 \) are regular, which means that the Lorentzian solutions with \( n^2 > r_+^2 \) do not have an Euclidean description. This suggests that for a given \( T > T_* \) only the solution with \( r_+^2 \geq n^2 \) should be taken into account in the path integral, and hence that it is the dominant saddle. Let us also mention that, in the literature, the Euclidean solutions with \( r_+^2 = \hat{n}^2 \) are called Taub-NUT, while the rest are Taub-bolt. However, we shall make no distinctions since the former can be considered as a limit of the latter.

The free energy can be computed from the following well-posed and regularized Euclidean action

\[ I_E = -\frac{1}{16\pi G} \int d^4x \sqrt{|g|} \left[ R + \frac{6}{L^2} \right] - \frac{1}{8\pi G} \int d^3x \sqrt{\hat{h}} \left[ K - \frac{2}{L} - \frac{L}{2} R \right], \quad (2.15) \]

where \( K \) is the extrinsic curvature of the boundary and \( R \) is the Ricci scalar of the boundary’s intrinsic. The free energy \( F = TI_E \) reads

\[ F = -\frac{V_2(r_+^4 + 3\hat{n}^4)}{16\pi GL^4 r_+}. \quad (2.16) \]

Let us then define the free-energy density \( \varepsilon = F/V_2 \) and express this result in terms of the Lorentzian NUT charge \( n \),

\[ \varepsilon = -\frac{(r_+^4 + 3n^4)}{16\pi GL^4 r_+}. \quad (2.17) \]

Now, it turns out that, instead of \( n \), the thermodynamic relations are most naturally written in terms of the variable \( \theta = \frac{1}{n} \). Then, using the chain rule one can compute the derivatives of the free energy at constant \( \theta \) and \( T \), which read

\[ s = -\left( \frac{\partial \varepsilon}{\partial T} \right)_\theta = \frac{r_+^2 + n^2}{4GL^2}, \quad (2.18) \]

\[ \psi = -\left( \frac{\partial \varepsilon}{\partial \theta} \right)_T = \frac{3n^3(r_+^2 - n^2)}{8\pi GL^4 r_+}. \quad (2.19) \]

We check that \( s \) indeed coincides with the Bekenstein-Hawking entropy density. On the other hand, \( \psi \) is a new thermodynamic potential conjugate to \( \theta \). Making use of these results, one observes that the energy \( \rho \) computed according to the ADM prescription, coincides with the double Legendre transform of the free energy with respect to \( T \) and \( \theta \),

\[ \rho = \varepsilon + Ts + \theta \psi. \quad (2.20) \]
This is not the standard definition of internal energy, which suggests that, in the presence of NUT charge, the potentials $\varepsilon$ and $\rho$ probably have a different thermodynamic interpretation. In any case, this result implies that $\rho$ satisfies the following first law,

$$d\rho = Td\varepsilon + \theta d\psi.$$  \hfill (2.21)

Finally, we can study the thermodynamic stability of these solutions. One can first compute the specific heat at constant $\theta$,

$$C_\theta = T \left( \frac{\partial s}{\partial T} \right)_\theta = \frac{r_+^2 (n^2 + r_+^2)}{2GL^2 (r_+^2 - n^2)},$$  \hfill (2.22)

and one can see that $C_\theta > 0$ as long as $r_+^2 > n^2$, implying thus stability when $n$ is held fixed. More generally, one can study the concavity of the free energy, for which one may compute the second variation of $\varepsilon$, which reads

$$\delta^2 \varepsilon = -\frac{2\pi r_+^3}{3G (r_+^2 - n^2)} \delta T^2 - \frac{2n^3 (n^2 + r_+^2)}{2GL^2 (r_+^2 - n^2)} \delta T \delta \theta + \frac{3n^4 (3r_+^4 - 10n^2 r_+^2 + 3n^4)}{8\pi GL^4 r_+ (r_+^2 - n^2)} \delta \theta^2.$$

The solution will be thermally stable if this is a negative-definite quadratic form, but we can see that this never happens because the term with $\delta \theta^2$ is positive for $r_+^2 > n^2$, while the one of $\delta T^2$ is only negative in that region. Therefore, these planar Taub-NUT black holes are only thermodynamically stable under changes of the temperature but not under changes of $n$.

### 2.2 Newman–Penrose formalism

The description of perturbations on a black hole spacetime is a task of extraordinary complexity. The linearized equations governing first order field components on local coordinates are considerably involved already in the simplest backgrounds such as Schwarzschild’s black hole, and almost intractable in more realistic cases like Kerr’s spacetime. In addition, it is far from obvious how the large amount of gauge symmetry should be fixed. Teukolsky’s seminal work [57] constituted a major breakthrough in the clarification of these issues. Considering an algebraically special background space, of Petrov type $D$ (e.g. Schwarzschild and Kerr spacetimes), he derived decoupled equations for perturbations of several kinds and, furthermore, these admit solutions in separable form. One of the elements underlying such a remarkable success is the Newman–Penrose (NP) formalism [58]. In particular, it provides a very natural formulation of Petrov’s classification, as well as the Goldberg–Sachs theorem, and this translates into the vanishing of several NP variables of the background. It is in this situation that the equations decouple and, in addition, become gauge invariant.

The study of perturbations on the background (2.2) can be conveniently performed in the NP formalism. A Newman–Penrose frame on a pseudo–Riemannian space\(^3\) is a complex tetrad $e_a$,

$$e_1 = m, \quad e_2 = \bar{m}, \quad e_3 = l, \quad e_4 = k.$$  \hfill (2.24)

\(^3\text{We will be following the conventions in [59].}\)
composed of two real, null vectors $k$ and $l$, and one complex, null vector $m$ together with its conjugate $\bar{m}$, so that
\[ k \cdot k = l \cdot l = m \cdot m = 0, \quad (2.25) \]
and these are further subject to the normalization conditions
\[ k \cdot l = -m \cdot \bar{m} = -1, \quad k \cdot m = l \cdot m = 0. \quad (2.26) \]
When acting as operators on functions $\varphi$, it is customary to give particular names to the vectors of the NP basis,
\[ D\varphi := k^\mu \partial_\mu \varphi, \quad \Delta \varphi := l^\mu \partial_\mu \varphi, \quad \delta \varphi := m^\mu \partial_\mu \varphi, \quad \delta^* \varphi := \bar{m}^\mu \partial_\mu \varphi. \quad (2.27) \]
A convenient choice for the space (2.2) is
\[ k = k^\mu \partial_\mu = \frac{1}{V} (\partial_t + V \partial_r), \quad l = l^\mu \partial_\mu = \frac{1}{2} (\partial_t - V \partial_r), \quad (2.28) \]
\[ m = m^\mu \partial_\mu = iL \frac{e^{-i \arctan (r/n)}}{\sqrt{2(n^2 + r^2)}} \left( \partial_x + i \partial_y - i \frac{2nx}{L^2} \partial_t \right). \quad (2.29) \]
The vectors $k$ and $l$ are geodesic and shear-free so that the following spin coefficients vanish
\[ \kappa = \sigma = \nu = \lambda = 0. \quad (2.30) \]
By the Goldberg–Sachs theorem it follows that the space must be of Petrov type $D$, so four out of the five Weyl scalars vanish
\[ \Psi_0 = \Psi_1 = \Psi_3 = \Psi_4 = 0. \quad (2.31) \]
In addition, the frame has been chosen to be parallelly propagated along $k$, i.e.
\[ \nabla_k k = \nabla_k l = \nabla_k m = 0, \quad (2.32) \]
a property that implies the vanishing of additional spin coefficients.

As shown by Teukolsky [57], the vanishing of these quantities makes perturbation theory tractable on such a background — we will make use of those results in next section. For that, we need the spin connection, whose non-vanishing components read
\[ \rho = -\Gamma_{142} = \frac{-1}{r + in}, \quad \mu = \Gamma_{231} = -\frac{V}{2(r + in)}, \quad \gamma = \frac{1}{2} (\Gamma_{433} - \Gamma_{123}) = \frac{1}{4} \left( V' + \frac{2ni}{n^2 + r^2} \right). \quad (2.33) \]
On the other hand, the Ricci tensor has the same components as the metric $R_{12} = -R_{34} = -6/L^2$, and the only non-vanishing Weyl scalar, $\Psi_2$, reads
\[ \Psi_2 = -C_{\mu\nu\rho\sigma} k^\mu m^\nu l^\rho \bar{m}^\sigma = -C_{4132} = -\frac{1 - 3i}{2L^2} \left( \frac{1 + i\epsilon}{(r/r_+) + i\epsilon} \right)^3, \quad (2.34) \]
where $\epsilon = n/r_+$. This completes the enumeration of non-vanishing NP variables of the space (2.14), in the frame (2.28).
3 Perturbation theory

In this section we study scalar, electromagnetic and gravitational perturbations around the planar NUT black holes introduced in the previous section. By using the Newman-Penrose formalism, we will show that in all cases the perturbations can be analyzed through a few master variables that satisfy decoupled equations. Once the problem is reduced to a decoupled equation for a scalar variable $\Psi$, one can try to separate variables. Now, an important difference with respect to the NUT-neutral case is that the translational Killing vectors $\xi(1)$, $\xi(2)$ do not commute, $[\xi(1), \xi(2)] \neq 0$, and as usual these do not commute with the rotational vector $\xi(3)$. Hence, one cannot fully separate the equations a priori, and at best one can choose the variable $\Psi$ to be an eigenfunction for one of the sets of commuting Killing vectors

$$\{\xi(t), \xi(1)\}, \{\xi(t), \xi(2)\}, \{\xi(t), \xi(3)\}.$$  \hspace{1cm} (3.1)

In the coordinates in which (2.2) is expressed, the vector $\xi(2) = \partial_y$ is a coordinate vector and hence it is appropriate to choose the set $\{\xi(t), \xi(2)\}$. Due to the symmetries of the metric, this is completely equivalent to choosing the set $\{\xi(t), \xi(1)\}$. To see this, notice that the transformation $t' = t + \frac{2n}{L^2} xy$, $x' = -y$, $y' = x$ leaves the metric invariant while setting $\xi(1) = \partial_y$. On the other hand, the analysis of quasinormal modes using the set $\{\xi(t), \xi(3)\}$ is more obscure, but one expects again that the results would be equivalent. From now on we assume that our perturbations are eigenfunctions of $\xi(t)$ and $\xi(2)$, and hence we have

$$\xi(t)\Psi = -i\omega\Psi \quad \xi(2)\Psi = ik\Psi \quad \Rightarrow \quad \Psi = e^{-i(\omega t - ky)} h(r, x).$$  \hspace{1cm} (3.2)

In addition, the dependence on the $x$ and $r$ coordinates can be further separated as we show below.

3.1 Scalar perturbations

Let us consider first the case of a massless scalar field $\phi$ in the background of (2.2) satisfying the wave equation,

$$\nabla^\mu \nabla_\mu \phi = 0.$$  \hspace{1cm} (3.3)

As we just discussed above, we separate the $t$ and $y$ coordinates according to

$$\phi = e^{-i(\omega t - ky)} \frac{\psi(r, x)}{\sqrt{r^2 + n^2}},$$  \hspace{1cm} (3.4)

where the factor of $1/\sqrt{r^2 + n^2}$ is conventional. Then, we find that $\psi$ satisfies the following equation:

$$-V \frac{\partial}{\partial r} \left( V \frac{\partial \psi}{\partial r} \right) + \psi \left[ -\omega^2 + \frac{V}{r^2 + n^2} \left( V' r + \frac{n^2 V}{(r^2 + n^2)} \right) \right]$$  \hspace{1cm} (3.5)
We then note that this equation admits for separable solutions

\[ \psi(r, x) = Y(r) \mathcal{H}(x), \]  

where \( Y(r) \) and \( \mathcal{H}(x) \) satisfy respectively the following equations

\[ -V \frac{d}{dr} \left( V \frac{dY}{dr} \right) + Y \left[ -\omega^2 + \frac{V}{r^2 + n^2} \left( 2L^2 \mathcal{E} + V' r + \frac{n^2 V}{r^2 + n^2} \right) \right] = 0, \]  

\[ \frac{1}{2} \frac{d^2 \mathcal{H}}{dx^2} + \frac{1}{2} \left( k + \frac{2 n x \omega L^2}{L^2} \right)^2 \mathcal{H} = \mathcal{E} \mathcal{H}, \]  

where \( \mathcal{E} \) is a constant. In the case of vanishing NUT charge, this constant can take any value, as it is related to the wavenumber in the \( x \) direction, which can be chosen freely. This situation changes dramatically in the presence of NUT charge. Indeed, we observe a quite remarkable fact: the equation (3.9) is identical to that of a quantum harmonic oscillator, where the point of equilibrium is located at \( x_0 = -kL^2/(2n\omega) \), and where the corresponding mass and frequency are \( m = 1 \), \( \omega_{\text{os}}^2 = (2n\omega/L^2)^2 \). There is an even more accurate analogy with Landau quantization that we explore below. Now we search for regular solutions such that \( \mathcal{H}(x) \to 0 \) at \( x \to \pm \infty \), and this leads to the familiar results for the eigenfunctions and eigenvalues of the harmonic oscillator. There is a catch, though, since we have to take into account that \( \omega \) is complex and that \( n \) can have either sign. Thus, we must distinguish between the cases \( \text{Re}(n\omega) > 0 \) and \( \text{Re}(n\omega) < 0 \). Introducing

\[ s = \text{sign} \left[ \text{Re}(n\omega) \right], \]  

we have that the physically relevant solution of (3.9) reads

\[ \mathcal{H}_q(x) = e^{-s \frac{\omega}{L^2} \left( x + \frac{kL^2}{2n\omega} \right)^2} H_q \left( \sqrt{\frac{s \omega}{L^2}} \left( x + \frac{kL^2}{2n\omega} \right) \right), \quad q = 0, 1, \ldots, \]  

where \( H_q(z) \) are the Hermite’s polynomials. The eigenvalues \( \mathcal{E}_q \) read in turn

\[ \mathcal{E}_q = \frac{s \omega}{L^2} (1 + 2q). \]  

Thus, unlike the NUT-neutral case, we obtain a quantization condition on the angular part of the perturbations, and hence the spectrum of quasinormal modes will be discrete. Also note that the eigenvalues \( \mathcal{E}_q \) are independent from the wavenumber in the \( y \) direction, \( k \), and hence the quasinormal modes will be degenerate.

Now we can bring this result to the radial equation (3.14), and it also proves useful to perform the following redefinitions

\[ z = \frac{r_+}{r}, \quad \epsilon = \frac{n}{r_+}, \quad \hat{\omega} = \frac{L^2 \omega}{r_+}, \quad \hat{V} = \frac{L^2 V}{r_+^2}. \]  
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Then, the radial equation reads

\[
\mathcal{V} z^2 \frac{d}{dz} \left( \mathcal{V} z^2 \frac{dY}{dz} \right) + Y \left[ \hat{\omega}^2 - \frac{z^2 \hat{V}}{1 + z^2 \epsilon^2} \left( 2s \epsilon \hat{\omega}(1 + 2q) - \partial_z \hat{V} z + \frac{c^2 z^2 \hat{V}}{(1 + \epsilon^2)} \right) \right] = 0 \quad (3.14)
\]

Notice that the only free parameters in this equation are \(\epsilon\), the dimensionless frequency \(\hat{\omega}\) and the index \(q\).

**Relation to Landau quantization**

Interestingly, the perturbations in the Taub-NUT backgrounds organize in an analogous way to the Landau levels of a charged particle moving in a uniform magnetic field. In order to establish this analogy, let us first note that we can write the metric (2.2) in a gauge-invariant form as

\[
ds^2 = -V(r) (dt + A)^2 + \frac{dr^2}{V(r)} + \frac{r^2 + n^2}{L^2} (dx^2 + dy^2) \quad ,
\]

where \(A\) is a 1-form satisfying \(dA = \frac{2\pi}{n} dx \wedge dy\). Thus, coordinate transformations of the form \(t \rightarrow t + f(x, y)\) can be reabsorbed as gauge transformations \(A \rightarrow A - df\). Then, one can in fact interpret this \(A\) as a uniform magnetic field with magnitude \(B = 2n/L^2\). Let us then consider a particle of charge \(e\) moving in the \((x, y)\) plane (in flat space) in the background of this field. The Hamiltonian is given by

\[
H = \frac{1}{2} \pi_x^2 + \frac{1}{2} \pi_y^2 \quad ,
\]

where, in the gauge \(A = Bxdy\), the momenta read

\[
\pi_x = -i \partial_x \quad , \quad \pi_y = -i \partial_y - exB \quad .
\]

Then, the Schrödinger equation \(H \psi = E \psi\) yields

\[
\left[ -\frac{1}{2} \partial_x^2 + \frac{1}{2} \left( -i \partial_y - exB \right)^2 \right] \psi = E \psi \quad ,
\]

and by using \(-i \partial_y \psi = k \psi\) we get the same equation (3.9) we got for the angular part of the perturbations in the Taub-NUT geometry, provided one identifies the charge of the particle with the frequency of the perturbation as \(e = -\omega\). Thus, the transverse \((x, y)\) part of the quasinormal modes of the Taub-NUT background are eigenfunctions of this Hamiltonian and have the same quantization, which is given by the Landau levels \(q = 0, 1, \ldots\). As we show next, electromagnetic and gravitational perturbations organize in a similiar fashion. Clearly, this analogy can be traced back to the fact that NUT charge is the gravitational equivalent of magnetic charge.
3.2 Electromagnetic and Gravitational perturbations

Let us now address the study of perturbations electromagnetic and gravitational perturbations. Thus, we consider a vector field $A_\mu$ satisfying Maxwell equations in the background of (2.2)

$$\nabla_\mu F^{\mu\nu} = 0, \quad F_{\mu\nu} = 2\partial_{[\mu} A_{\nu]}, \quad (3.19)$$

and a metric perturbation $\tilde{g}_{\mu\nu} = g_{\mu\nu} + h_{\mu\nu}$ satisfying the linearized Einstein’s equations

$$G^L_{\mu\nu}[h_{\alpha\beta}] - \frac{3}{L^2} h_{\mu\nu} = 0. \quad (3.20)$$

While the symmetries of the (2.2) may still allow one to perform a complete decomposition of $A_\mu$ and $h_{\mu\nu}$ — see [60–62] for the case of SU(2) symmetry and [63] for electromagnetic perturbations in the Kerr-NUT-(A)dS spacetime — we find that the Newman-Penrose formalism offers a possibly clearer way to compute perturbations.

In the NP frame, the field strength of the Maxwell field is described by three independent (complex) components that are customarily denoted as,

$$\phi_0 = F_{\mu\nu} k^\mu m^\nu = F_{41}, \quad \phi_1 = \frac{1}{2} F_{\mu\nu} (k^\mu l^\nu + m^\mu m^\nu) = \frac{1}{2} (F_{43} + F_{21}), \quad \phi_2 = F_{\mu\nu} m^\mu l^\nu = F_{23}. \quad (3.21)$$

Since the background considered here is neutral, the $\phi_i$ correspond to linear electromagnetic perturbations. In addition, since the metric (2.2) is of Petrov type D and our NP frame (2.28) has $k$ and $l$ aligned with the repeated principal null directions, we can apply directly the results from Teukolsky [57]. These imply that $\phi_0$ and $\phi_2$ satisfy two decoupled equations that read

$$[(D - 4\rho - \rho^*) (\Delta + \mu - 2\gamma) - \delta \delta^*] \phi_0 = 0, \quad [(\Delta + \gamma - \gamma^* + 2\mu + \mu^*) (D - \rho) - \delta^* \delta] \phi_2 = 0 \quad (3.22)$$

On the other hand, gravitational perturbations are described by small changes in the NP frame, $e_a \to e_a + e_a^{(1)} + \ldots$, which, in turn, induce changes in the NP variables introduced above, e.g. $\Psi_a \to \Psi_a + \Psi_a^{(1)} + \ldots$ for the Weyl scalars $\Psi_a$. Since $\Psi_0, \Psi_1, \Psi_3$ and $\Psi_4$ all have a vanishing background value, it follows that they are already linearized. In particular the scalars $\Psi_0$ and $\Psi_4$, which are defined as

$$\Psi_0 = C_{\mu\nu\rho\sigma} k^\mu m^\nu l^\rho \bar{m}^\sigma, \quad \Psi_4 = C_{\mu\nu\rho\sigma} l^\mu \bar{m}^\nu l^\rho \bar{m}^\sigma, \quad (3.23)$$

satisfy two decoupled equations,

$$[(D - 4\rho - \rho^*) (\Delta - 4\gamma + \mu) - 3\delta \delta^* - 3\Psi_2] \Psi_0 = 0, \quad [(\Delta + 3\gamma - \gamma^* + 4\mu + \mu^*) (D - \rho) - \delta^* \delta - 3\Psi_2] \Psi_4 = 0 \quad (3.25)$$
We now search for separable solutions of the variables \((\phi_0, \phi_2)\) and \((\Psi_0, \Psi_4)\). For any of these — call it \(\psi\) — we can separate the dependence on \(t\) and \(y\) as in (3.2), so that we write \(\psi = e^{-i(\omega t - ky)}H(x)R(r)\). On the other hand, the dependence on the coordinate \(x\) in (3.22) and (3.25) only appears in the operator \(\delta\delta^*\), which reads

\[
\delta\delta^* = \frac{L^2}{2(n^2 + r^2)} \left[ \partial_x^2 + \left( \frac{\partial_y}{r} \right)^2 + \frac{2n x}{L^2} \partial_t + i \frac{2n}{L^2} \partial_t \right].
\]

(3.26)

Thus, demanding that \(\delta\delta^* \psi = \lambda(r)\psi\) leads to the same equation for \(H\) as in the scalar case, given by (3.9). Likewise, by imposing regularity of \(H\) at infinity we obtain the Hermite functions (3.11) and therefore we get

\[
\delta\delta^* \psi = -\frac{L^2}{n^2 + r^2} \left( \partial_x - \nu \right)^2 \psi, \quad \delta^* \delta \psi = -\frac{L^2}{n^2 + r^2} \left( \partial_x + \nu \right)^2 \psi,
\]

(3.27)

where the eigenvalues \(\mathcal{E}_q\) are those in (3.12). Finally, it is possible to write (3.22) and (3.25) in a symmetric form [64] by introducing the radial functions \(Y_{\pm 1}\) and \(Y_{\pm 2}\) as,

\[
\phi_0 = \frac{e^{-2i\arctan (r/n)}}{V\sqrt{n^2 + r^2}} e^{-i\omega t + iky} \mathcal{H}_q(x) Y_{+1}(r), \quad \phi_2 = \frac{1}{\sqrt{n^2 + r^2}} e^{-i\omega t + iky} \mathcal{H}_q(x) Y_{-1}(r),
\]

(3.28)

and

\[
\Psi_0 = \frac{e^{-4i\arctan (r/n)}}{V^2\sqrt{n^2 + r^2}} e^{-i\omega t + iky} \mathcal{H}_q(x) Y_{+2}(r), \quad \Psi_4 = \frac{1}{\sqrt{n^2 + r^2}} e^{-i\omega t + iky} \mathcal{H}_q(x) Y_{-2}(r).
\]

(3.29)

Then Eqs. (3.22) and (3.25) yield the following master equations for the radial variables

\[
\Lambda^2 Y_{\pm S}(r) + SP(r) \Lambda_{\pm} Y_{\pm S}(r) - \left( \frac{2L^2 \mathcal{E}_q}{r^2 + n^2} + Q_S(r) \right) V(r) Y_{\pm S}(r) = 0,
\]

(3.30)

where \(S = 1\) for electromagnetic perturbations and \(S = 2\) for gravitational ones. Here we have introduced the differential operators

\[
\Lambda_{\pm} = \frac{d}{dr^*} \pm i\omega, \quad \Lambda^2 = \frac{d^2}{dr^2} + \omega^2, \quad \text{where} \quad \frac{d}{dr^*} = V \frac{d}{dr},
\]

(3.31)

and \(P(r)\) and \(Q_S(r)\) are functions given by

\[
P = -V' + \frac{2(r - 2in)V}{n^2 + r^2},
\]

(3.32)

and

\[
Q_S = \begin{cases} 
\frac{3n^2 V}{(n^2 + r^2)^2} & (S = 1) \\
\frac{12n^2 + 8inr - r^2}{(n^2 + r^2)^2} V - \frac{(4in - r)V'}{n^2 + r^2} - \frac{V''}{2} & (S = 2)
\end{cases}
\]

(3.33)
These equations can be written in a dimensionless way by introducing $z$, $\epsilon$ and $\hat{\omega}$ as in (3.13), which implies that the dimensionless QNM frequencies $\hat{\omega}$ will only depend on $\epsilon$ and the level $q$. In order to obtain these frequencies, the radial equations (3.30) must be supplemented with suitable boundary conditions, which we determine in the following section.

4 Boundary conditions

Once we have determined the master equations governing the perturbations of scalar, electromagnetic and gravitational fields, we are interested in studying the corresponding quasinormal modes, which are determined by a specific choice of boundary conditions. At the horizon of the black holes, these modes satisfy the condition of behaving as outgoing waves, while the conditions at the boundary of AdS can be chosen in different ways. For instance, one might impose the master variables to vanish at infinity [23, 24]. However, we are interested in making contact with the AdS/CFT correspondence, and in that case the boundary conditions are uniquely determined [65–67]. According to AdS/CFT, the different operators of the boundary theory couple to the normalizable mode of the perturbations in the bulk, and therefore we must make sure that only those modes are excited if we want to interpret the corresponding quasinormal modes as perturbations of a plasma in the dual theory.

In order to study the boundary conditions it is useful to introduce first the coordinate

$$ z = \frac{r_+}{r}, $$

so that the metric can be written as

$$ ds^2 = \frac{1}{z^2} \left[ \frac{r_+^2}{L^2} f(z) \left( dt + \frac{2n}{L^2} xdy \right)^2 + \frac{dz^2 L^2}{f(z)} + \frac{r_+^2 + z^2 n^2}{L^2} (dx^2 + dy^2) \right] $$

(4.2)

$$ f(z) = \frac{L^2}{r_+^2} z^2 V(r_+/z). $$

(4.3)

In this way, infinity corresponds to $z = 0$, while the horizon is placed at $z = 1$. On the other hand, the tortoise coordinate $r_*$ is defined by

$$ r_* = - \int \frac{dz L^2}{r_+ f(z)}, $$

(4.4)

and we note that near the horizon $z = 1$ it reads

$$ r_* \approx \frac{1}{4\pi T} \log(1 - z), $$

(4.5)

where $T$ is the Hawking temperature (2.9).
4.1 Scalar field

In the near-horizon region \( z = 1 \), the solution to the radial scalar equation (3.14) can be expanded in a Frobenius series

\[
Y(z) = (1 - z)^\alpha \left[ c_0 + c_1(1 - z) + c_2(1 - z)^2 + \ldots \right].
\]

The indicial equation has the following two solutions for \( \alpha \),

\[
\alpha_{\pm} = \pm \frac{i\hat{\omega}}{3(1 + \epsilon^2)},
\]

and taking into account (4.5) and that \( \hat{\omega} = L^2 \omega/r_+ \), we get that the solution behaves as

\[
Y \sim e^{4\pi T\alpha_{\pm}r_+} = e^{\pm i\omega r_+}.
\]

Since the solution must behave as an outgoing wave at the horizon, we must choose the root \( \alpha_- \).

On the other hand, near the AdS boundary \( z = 0 \) we find that there are two independent modes:

\[
Y(z) = a z^2 + b z^{-1} (1 + O(z)) \quad \text{when} \quad z \to 0.
\]

We keep the normalizable mode, which is the one that couples to a scalar field in the dual theory, and hence we have to impose that \( Y(0) = 0 \). The conditions at infinity and at the horizon can only be satisfied simultaneously by a discrete set of complex frequencies \( \omega \): the quasinormal mode frequencies.

4.2 Electromagnetic field

In the case of the electromagnetic field, the analysis of the boundary conditions in the near-horizon are analogous to the scalar case. Again one finds that the NP variables \( \phi_0, \phi_2 \) can be expanded in a Frobenius series near \( z = 1 \), and imposing the condition of outgoing waves one finds the following solutions for the radial functions \( Y_{\pm 1} \):

\[
Y_{\pm 1} \sim (1 - z)^{\alpha_{\pm 1}} \quad \text{when} \quad z \to 1,
\]

where

\[
\alpha_{+1} = -\frac{i\hat{\omega}}{3(1 + \epsilon^2)}, \quad \alpha_{-1} = 1 - \frac{i\hat{\omega}}{3(1 + \epsilon^2)}.
\]

The analysis of boundary conditions at infinity, on the other hand, is much involved than in the case of a scalar field. By analyzing the solutions of the radial equations (3.30) for \( Y_{\pm 1} \), we see that the two independent solutions behave near \( z = 0 \) as

\[
Y_{\pm 1}(z) = a_{\pm 1} + b_{\pm 1} z \quad \text{when} \quad z \to 0,
\]

where \( a_{\pm 1} \) and \( b_{\pm 1} \) are constants. Now, the boundary conditions are not imposed directly on the NP variables but on the perturbation of the Maxwell field \( A_\mu \), so we must study how these relate. Let us for into account that we can always choose a gauge in which the \( z \)-component the vector vanishes \( A_z = 0 \). Then, the solutions to Maxwell equations near \( z = 0 \) behave
as $A_a \sim A_a^{(1)} + zA_a^{(2)}$, where $a$ denotes the boundary indices $a = t, x, y$. Therefore, Dirichlet boundary conditions imply that $A_a^{(1)} = 0$, and we only keep the mode that decays at infinity. Separating variables, this means that we can write the vector asymptotically as

$$A_a = z e^{-i(\omega t - ky)} \gamma_a(x) + \mathcal{O}(z^3),$$  \hspace{1cm} (4.12)

where $\gamma_a$ are certain functions and one can check that the following term in the $z$-expansion is indeed $\mathcal{O}(z^3)$. Now, the functions $\gamma_a$ are not arbitrary, but we find that Maxwell equations impose the following constraint,

$$\left( \omega - \frac{2nx}{L^2} \left( k + \frac{2n\omega}{L^2} \right) \right) \gamma_t - i \gamma_x' + \left( k + \frac{2nx\omega}{L^2} \right) \gamma_y = 0.$$  \hspace{1cm} (4.13)

On the other hand, we are searching for solutions such that the NP variables $\phi_0$ and $\phi_2$ are separated, and this will impose, too, conditions on the $\gamma_a$. Computing $\hat{\phi}_0$ and $\hat{\phi}_2$ from the vector perturbation (4.12) we find that

$$\hat{\phi}_0 = e^{-i(\omega t - ky)} \left[ A_{a+1} + B_{a+1} z + \mathcal{O}(z^2) \right],$$  \hspace{1cm} (4.14)

$$\hat{\phi}_2 = e^{-i(\omega t - ky)} \left[ A_{a-1} + B_{a-1} z + \mathcal{O}(z^2) \right],$$  \hspace{1cm} (4.15)

where $\hat{\phi}_{0,2}$ are defined as

$$\hat{\phi}_0 = V \sqrt{n^2 + r^2} e^{2i \arctan (r/n)} \phi_0, \quad \hat{\phi}_2 = \sqrt{n^2 + r^2} \phi_2,$$  \hspace{1cm} (4.16)

and the coefficients $A_{\pm 1}, B_{\pm 1}$ read

$$A_{\pm 1} = \frac{2^{\pm 1/2}}{4L} \left( - \frac{2inx \gamma_t}{L^2} \pm \gamma_x + i \gamma_y \right),$$  \hspace{1cm} (4.17)

$$B_{\pm 1} = \frac{2^{\pm 1/2}}{4Lr} \left[ L^2 \gamma_t' + \left( \mp k - \frac{2n^2}{L^2} \right) L^2 \gamma_t + i \left( \mp n + L^2 \omega \right) \gamma_x + (n \mp L^2 \omega) \gamma_y \right].$$  \hspace{1cm} (4.18)

Now, on the other hand, if both $\phi_0$ and $\phi_2$ can be separated, then the result should read

$$\hat{\phi}_0 = e^{-i(\omega t - ky)} \mathcal{H}_{q_{+1}}(x) \left[ a_{+1} + b_{+1} z + \mathcal{O}(z^2) \right],$$  \hspace{1cm} (4.19)

$$\hat{\phi}_2 = e^{-i(\omega t - ky)} \mathcal{H}_{q_{-1}}(x) \left[ a_{-1} + b_{-1} z + \mathcal{O}(z^2) \right],$$  \hspace{1cm} (4.20)

where we have taken into account (4.11) and where $\mathcal{H}_{q_{\pm 1}}(x)$ are the eigenfunctions in (3.11), with two possibly different levels $q_{+1}$ and $q_{-1}$ for each of the variables. Thus, we obtain a system of four equations for the variables $\gamma_a$ and the four constants $a_{\pm 1}, b_{\pm 1},$

$$A_{\pm 1} = a_{\pm 1} \mathcal{H}_{q_{\pm 1}}, \quad B_{\pm 1} = b_{\pm 1} \mathcal{H}_{q_{\pm 1}}.$$  \hspace{1cm} (4.21)
Together with (4.13), we have to solve a system of five equations which is not guaranteed to have solutions. In order to simplify the computations, at this point it is interesting to note that we can set \( k = 0 \) without loss of generality. In fact, the change of variables
\[
\hat{x} = x - \sigma, \quad \hat{t} = t + \frac{2n}{L^2} \sigma y
\]
(4.22)
leaves invariant the background metric and therefore is a symmetry of the linearized equations. On the other hand it transforms the perturbation \( A_a \) as follows
\[
\hat{A}_a = z e^{-i(\omega \hat{t} - ky)} \hat{\gamma}_a(\hat{x}), \quad \text{where} \quad \hat{k} = k + \frac{2n \omega \sigma}{L^2},
\]
(4.23)
and
\[
\hat{\gamma}_t = \gamma_t, \quad \hat{\gamma}_x = \gamma_x, \quad \hat{\gamma}_y = \gamma_y - \frac{2n \sigma}{L^2} \gamma_t.
\]
(4.24)
Therefore, by choosing \( \sigma = -kL^2/(2n\omega) \) we get \( \hat{k} = 0 \). Equivalently, we can always work with the solution with \( k = 0 \) and generate another solution with \( k \neq 0 \) by applying the isometric transformation (4.22). Thus, from now on we set \( k = 0 \).

One can see that from the five equations in (4.13) and (4.21) it is possible to obtain explicitly the values of \( \gamma_t, \gamma'_t, \gamma_x, \gamma'_x \) and \( \gamma_y \), but of course, in order for this to be an actual solution, \( \gamma'_t \) and \( \gamma'_x \) should in fact be the derivatives of \( \gamma_t \) and \( \gamma_x \). As it turns out, this only happens when the following constraints meet. First, the two levels \( q_{+1} \) and \( q_{-1} \) must be related according to
\[
q_{+1} = q_{-1} + 2s,
\]
(4.25)
where we recall that \( s = \text{sign} \{ \text{Re}(n\omega) \} \). Thus we have \( q_{-1} = 0, 1, 2, ... \) for \( s = 1 \) and \( q_{-1} = 2, 3, 4, ... \) for \( s = -1 \). On the other hand, the ratios of the constants \( a_{\pm}, b_{\pm}, \lambda_{\pm} \),
\[
\lambda_{\pm} = \frac{b_{\pm 1}}{a_{\pm 1}}
\]
(4.26)
must be related according to
\[
\lambda_{-1} = \frac{\lambda_{+1} (2q\epsilon - \hat{\omega} + \epsilon) - i \left( 2(2q + 3)\hat{\omega} \epsilon - \hat{\omega}^2 + 3\epsilon^2 \right)}{-i\lambda_{+1} + (2q + 5)\epsilon - \hat{\omega}}.
\]
(4.27)
where \( q \) is
\[
q = \begin{cases} 
q_{-1} & \text{if } s = 1, \\
-1 - q_{-1} & \text{if } s = -1 
\end{cases}
\]
(4.28)
Note that this is all we need in order to characterize the boundary conditions, since the overall normalization of \( Y_{\pm 1} \) is not relevant when searching for quasinormal modes. Now, consistency of the system of equations requires an additional constraint that involves such overall normalization,
\[
2\epsilon \frac{a_{-1}}{a_{+1}} = \begin{cases} 
 i\lambda_{+1} - (2q_{-1} + 5)\epsilon + \tilde{\omega} & \text{if } s = 1, \\
 -\frac{(i\lambda_{+1} + (2q_{-1} - 3)\epsilon + \tilde{\omega})}{4(q_{-1} - 1)q_{-1}} & \text{if } s = -1.
\end{cases}
\]

In that case, the explicit solution for the \(\gamma_a\) reads

\[
\gamma_t = -\frac{ia_{+1}L^3(-i\lambda_{+1} - \tilde{\omega} + \epsilon)}{\sqrt{2}r_{+}x\tilde{\omega} \epsilon} \left[2(1 + q_{-1})\mathcal{H}_{q_{-}} + \mathcal{H}_{2+q_{-}}\right],
\]

\[
\gamma_x = \frac{\sqrt{2}a_{+1}L}{\epsilon} \left[(-i\lambda_{+1} + \epsilon(2q_{-1} + 5) - \tilde{\omega})\mathcal{H}_{q_{-}} + \epsilon\mathcal{H}_{2+q_{-}}\right],
\]

\[
\gamma_y = -\frac{i\sqrt{2}a_{+1}L}{\tilde{\omega} \epsilon} \left[(2(q_{-1} + 1)\epsilon^2 + \lambda_{+1}(i\tilde{\omega} - 2i(q_{-1} + 1)\epsilon) - (4q_{-1} + 7)\tilde{\omega}\epsilon + \tilde{\omega}^2)\mathcal{H}_{q_{-}} + \epsilon(\epsilon - i\lambda_{+1})\mathcal{H}_{2+q_{-}}\right],
\]

for \(s = 1\), and there is a similar solution for \(s = -1\).

Then, in order to find the electromagnetic quasinormal modes, the idea would be to simultaneously solve the radial equations (3.30) for \(Y_{+1}\) and \(Y_{-1}\) with the levels \(q_{\pm 1}\) related according to (4.25) and with the boundary conditions given by (4.9), (4.11) and (4.27). Note that, once \(\epsilon\) and \(q_{-1}\) are specified, the problem only contains two parameters, \(\tilde{\omega}\) and \(\lambda_{+1}\), and the hope is a solution exists only for discrete values of these quantities. Unfortunately, this is not the case, since the equations for \(Y_{+1}\) and \(Y_{-1}\) are degenerate. In order to see this, we first note the following Maxwell equations in the NP formalism

\[
(D - 2\rho)\phi_1 = \delta^* \phi_0, \quad (D - \rho)\phi_2 = \delta^* \phi_1.
\]

Combining these it is possible to derive the following relation between \(\phi_0\) and \(\phi_2\),

\[
\delta^* \delta^* \phi_0 = R(D - \rho)R(D - 2\rho)\phi_2,
\]

where

\[
R = \frac{i\sqrt{2(r^2 + n^2)}}{L} e^{-i\arctan(r/n)}, \quad \delta^* = \partial_x - i\partial_y + i \frac{2nx}{L^2} \partial_t.
\]

Then, by using the decomposition (3.28) one first derives the relation between the levels \(q_{\pm 1}\) given in (4.25)\(^4\), and one also obtains a relation between \(Y_{+1}\) and \(Y_{-1}\),

\[
Y_{+1} = -\frac{Y_{-1}}{2(q_{-1} + 1)(q_{-1} + 2)^2} \frac{2(q_{-1} + 1)\epsilon(3z^3\epsilon^4 - 6z^2\epsilon^2 + z^3(-3\epsilon^4 + 6\epsilon^2 + 1) - 1) + \tilde{\omega}(z^2\epsilon^2 + 1)^2}{2(q_{-1} + 1)(q_{-1} + 2)(z - 1)\epsilon(3z^3\epsilon^4 + z^2(6\epsilon^2 + 1) + z + 1)}.
\]

\(^4\)Interestingly, the operators \(\delta^*\) and \(\delta\) act as the ladder operators of the harmonic oscillator, so they raise and lower the Landau level \(q\).
\[ Y_{-1} = \frac{Y_{+1}}{2(z-1)\epsilon} \left((2q-1+5)\epsilon (3z^4\epsilon^4 - 6z^2\epsilon^2 + z^3(-3\epsilon^4 + 6\epsilon^2 + 1) - 1) + \hat{\omega} (z^2\epsilon^2 + 1)^2 \right) \]

\[ + \frac{i(z^2\epsilon^2 + 1)}{2\epsilon} Y'_{+1}, \]

(4.37)

where we have used the master equations (3.30). One can see that these relations map the solutions of \( Y_{\pm 1} \) with the boundary conditions (4.9) into each other and they imply that the asymptotic behaviour of these functions is always related according to (4.27) — independently of the boundary conditions imposed on the vector \( A_\mu \). Therefore, both equations are degenerate and the value of \( \lambda_{+1} \) (or \( \lambda_{-1} \)) cannot be found in this way. In the case of vanishing NUT charge, one can decouple the electromagnetic perturbations in modes of definite parity, which are achieved only for two specific values of \( \lambda_{+1} \) (or \( \lambda_{-1} \)). However, NUT charge breaks all reflection symmetries of the background, and therefore we do not have a similar decomposition of the perturbations. Hence, we seem to be unable to determine the polarization parameter \( \lambda_{\pm 1} \), which would suggest that the spectrum of QNMs depends continuously on this parameter. Clearly, more research in this direction is needed in order to understand the puzzling properties of electromagnetic perturbations in these geometries. By now, we will focus on the gravitational case, for which a similar method does work.

### 4.3 Gravitational field

Let us finally turn to the case of the boundary conditions for gravitational perturbations. In the near-horizon region we find that the outgoing-wave condition leads to the following form of the radial functions \( Y_{\pm 2} \),

\[ Y_{\pm 2} \sim (1 - z)^{\alpha_{\pm 2}} \text{ when } z \to 1, \]

(4.38)

where

\[ \alpha_{+2} = -\frac{i\hat{\omega}}{3(1 + \epsilon^2)}, \quad \alpha_{-2} = 2 - \frac{i\hat{\omega}}{3(1 + \epsilon^2)}. \]

(4.39)

On the other hand, the discussion on boundary conditions at infinity proceeds analogously to the electromagnetic case. First, by analyzing the solutions of the Newman-Penrose variables \( Y_{\pm 2} \), one can see that near the boundary they behave as

\[ Y_{\pm 2}(z) = a_{\pm 2} + b_{\pm 2}z \text{ when } z \to 0. \]

(4.40)

The integration constants \( a_{\pm 2} \) and \( b_{\pm 2} \) will be then ultimately related to the boundary conditions imposed on the metric perturbation. Let us consider a metric perturbation \( g_{\mu\nu} \to g_{\mu\nu} + h_{\mu\nu} \) in the geometry of these NUT black branes. Due to gauge freedom, we can always choose a gauge in which \( h_{\mu z} = 0 \), so that the non-vanishing components are those transverse to the \( z \) direction, \( h_{ab} \). Then, near \( z = 0 \), the metric perturbation \( h_{ab} \) has two modes,

\[ h_{ab} = zh_{ab}^{(1)} + z^{-2} \left(h_{ab}^{(2)} + \mathcal{O}(z)\right) \text{ when } z \to 0. \]

(4.41)
The holographic dictionary tells us that the renormalizable mode is the one coupled to the dual stress-energy tensor, $T^{ab}$, and therefore we set $h^{(2)}_{ab} = 0$. Now we can use the fact that $\partial_t$ and $\partial_y$ are Killing vectors in order to separate variables, so that we have

$$h_{ab} = ze^{-i(\omega t - ky)}\gamma_{ab}(x) + O(\varepsilon^3) \quad \text{when} \quad \varepsilon \to 0. \quad (4.42)$$

However, just like in the case of electromagnetic perturbations, we can always set $k = 0$ by performing the isometric transformation (4.22). For the sake of completeness let us point out that the transformed metric perturbation reads

$$\hat{h}_{ab} = ze^{-i(\omega t - \hat{k}y)}\gamma_{ab}(\hat{x}), \quad \hat{k} = k + \frac{2n\omega L}{L^2} \quad (4.43)$$

where

$$\hat{\gamma}_{tt} = \gamma_{tt}, \quad \hat{\gamma}_{tx} = \gamma_{tx}, \quad \hat{\gamma}_{xx} = \gamma_{xx} \quad (4.44)$$

$$\hat{\gamma}_{ty} = \gamma_{ty} - \frac{2n\sigma}{L^2} \gamma_{tt}, \quad \hat{\gamma}_{xy} = \gamma_{xy} - \frac{2n\sigma}{L^2} \gamma_{tx}, \quad \hat{\gamma}_{yy} = \gamma_{yy} - \frac{4n\sigma}{L^2} \gamma_{ty} + \left(\frac{2n\sigma}{L^2}\right)^2 \gamma_{tt}. \quad (4.45)$$

so that, by choosing $\sigma = -kL^2/(2n\omega)$ we get $\hat{k} = 0$. Thus, let us set $k = 0$ from now on.

Next, we have to determine the equations satisfied by the “polarization matrix” $\gamma_{ab}$. By expanding the linearized Einstein equations around $z = 0$, we find that the components of this matrix satisfy four equations, corresponding to to $G_{\mu \nu} + 3/L^2 g_{\mu \nu} = 0$. These yield

$$2n\omega x \gamma_{tx} + i \gamma'_{tx} - \omega (\gamma_{xx} + \gamma_{yy}) = 0,$$

$$\left(1 - \frac{4n^2 x^2}{L^4}\right) \gamma_{tt} + \frac{4nx}{L^2} \gamma_{ty} - \gamma_{xx} - \gamma_{yy} = 0,$$

$$\frac{4n^2 x}{L^4} \gamma_{tt} - \left(1 - \frac{4n^2 x^2}{L^4}\right) \gamma'_{tt} - i \omega \left(1 - \frac{4n^2 x^2}{L^4}\right) \gamma_{tx} \quad (4.46)$$

$$\frac{2n}{L^2} \gamma_{ty} - \frac{4nx}{L^2} \gamma'_{ty} - \frac{2in\omega x}{L^2} \gamma_{xy} + \frac{\gamma'_{yy}}{\omega} = 0,$$

$$\frac{\omega}{1 - \frac{4n^2 x^2}{L^4}} \gamma_{ty} - i \gamma'_{xy} + \frac{2n x \omega}{L^2} \gamma_{yy} = 0,$$

where a prime denotes a derivative with respect to $x$. Let us now leave these equations for a moment to consider the NP variables $\Psi_0$ and $\Psi_4$. These can be computed from the metric perturbation $h_{\mu \nu}$ according to their definition in (3.23) and (3.24). In doing this, one has to be careful to take into account not only the variation of the Weyl tensor, but also the variation in the frame, i.e.,

$$\Psi_0 = \delta C_{\mu \nu \rho \sigma} k^\mu m^\nu k^\rho m^\sigma + C_{\mu \nu \rho \sigma} \delta(k^\mu m^\nu k^\rho m^\sigma). \quad (4.47)$$

However, since the only non-vanishing Weyl scalar in the background is $\Psi_2 = -C_{\mu \nu \rho \sigma} k^\mu m^\nu k^\rho m^\sigma$, which is obtained from the contraction with the four different frame vectors, it is clear that $C_{\mu \nu \rho \sigma} \delta(k^\mu m^\nu k^\rho m^\sigma) = 0$, because in this expression the Weyl tensor is
always contracted twice either with \( k \) or with \( m \), and therefore no combination involving \( \Psi_2 \) appears. A similar argument holds for \( \Psi_4 \), and hence it is enough to keep only the variation of Weyl curvature when computing these scalars in the perturbed metric. Using (4.42) and expanding near \( z = 0 \) we find that

\[
\hat{\Psi}_0 = e^{-i\omega t} \left[ A_{+2} + B_{+2}z + O(z^2) \right], \\
\hat{\Psi}_4 = e^{-i\omega t} \left[ A_{-2} + B_{-2}z + O(z^2) \right],
\]

where \( \hat{\Psi}_0 \) and \( \hat{\Psi}_4 \) are the rescaled variables

\[
\hat{\Psi}_0 = V^2 \sqrt{n^2 + r^2} e^{+i4\arctan(r/n)} \Psi_0, \quad \hat{\Psi}_4 = \sqrt{n^2 + r^2} \Psi_4,
\]

and the coefficients \( A_{\pm2}, B_{\pm2} \) read

\[
A_{\pm2} = -\frac{3 \cdot 2^{\pm1}}{L^2} \left[ L^2 \gamma_{tt} \pm \frac{inx}{L^2} \gamma_{tx} - \frac{nx}{L^2} \gamma_{ty} - \frac{1}{4} \left( \gamma_{xx} - \gamma_{yy} \right) \mp \frac{i}{2} \gamma_{xy} \right], \\
B_{\pm2} = \frac{3 \cdot 2^{\pm1}}{L^2 r^\pm} \left[ \pm \frac{in}{2} \left( 1 - \frac{2n^2 x^2}{L^4} \right) \gamma_{tt} + \frac{nx}{2} \left( \frac{2n}{L^2} \mp \omega \right) \left( \gamma_{tx} \pm i \gamma_{ty} \right) \\
+ \frac{1}{4} \left( n \mp L^2 \omega \right) \left( \pm i \gamma_{xx} - 2 \gamma_{xy} \mp i \gamma_{yy} \right) \mp \frac{1}{4} \left( \pm 2inx \gamma_{tt}^\prime - L^2 (\gamma_{tx}^\prime \pm i \gamma_{ty}^\prime) \right) \right].
\]

Now, when searching for quasinormal modes, we demand that the variables \( \Psi_{0,4} \) be separable, and this gives us additional equations for the metric perturbation. If these are separable, then we have seen that they have the form

\[
\hat{\Psi}_0 = e^{-i\omega t} \mathcal{H}_{q_{+2}}(x) \left[ a_{+2} + b_{+2}z + O(z^2) \right], \\
\hat{\Psi}_4 = e^{-i\omega t} \mathcal{H}_{q_{-2}}(x) \left[ a_{-2} + b_{-2}z + O(z^2) \right],
\]

where we are using (4.40), and the levels \( q_{\pm2} \) are allowed to be different. Thus, consistency with separability demands the following constraints

\[
A_{\pm2} = a_{\pm2} \mathcal{H}_{q_{\pm2}}, \quad B_{\pm2} = b_{\pm2} \mathcal{H}_{q_{\pm2}}.
\]

In total, (4.55) and (4.46) form a system of eight equations for the six variables \( \gamma_{ab} \), and therefore it is an overdetermined system; in order for a solution to exist, the parameters \( a_{\pm2}, b_{\pm2} \) and the levels \( q_{\pm2} \) cannot be arbitrary. By analyzing those equations, one can see that a solution exists only if the levels \( q_{\pm2} \) are related according to

\[
q_{+2} = q_{-2} + 4s,
\]
so that \(q_{-2}\) takes the values \(q_{-2} = 0, 1, 2, \ldots\) for \(s = 1\) and \(q_{-2} = 4, 5, 6, \ldots\) for \(s = -1\). In addition, the ratios

\[
\lambda_{\pm 2} = \frac{b_{\pm 2}}{a_{\pm 2}},
\]

must be related according to

\[
\lambda_{-2} = \frac{M_q + P_q \lambda_{+2}}{Q_q + S_q \lambda_{+2}},
\]

where

\[
M_q = -i \left( (8q^2 + 40q + 41) \dot{\omega}^2 \epsilon^2 - 3(2q + 5) \dot{\omega}^3 \epsilon + 7(2q + 5) \dot{\omega} \epsilon^3 + \dot{\omega}^4 + 2 \epsilon^4 \right),
\]

\[
P_q = (2q^2 + 2q - 5) \dot{\omega} \epsilon^2 - 2(2q + 3) \dot{\omega}^2 \epsilon + \dot{\omega}^3 - 2 \epsilon^3,
\]

\[
Q_q = (2q^2 + 18q + 35) \dot{\omega} \epsilon^2 - 2(2q + 7) \dot{\omega}^2 \epsilon + \dot{\omega}^3 + 2 \epsilon^3,
\]

\[
S_q = i \left( -(2q + 5) \dot{\omega} \epsilon + \dot{\omega}^2 - 2 \epsilon^2 \right),
\]

and where

\[
q = \begin{cases} 
q_{-2} & \text{if } s = 1, \\
-1 - q_{-2} & \text{if } s = -1
\end{cases}
\]

There is also a relation between the normalizations of \(Y_{+2}\) and \(Y_{-2}\), which reads

\[
2\epsilon^2 \dot{\omega} \frac{a_{-2}}{a_{+2}} = \left( 2q_{-2}^2 + 18q_{-2} + 35 \right) \dot{\omega} \epsilon^2 - 2(2q_{-2} + 7) \dot{\omega}^2 \epsilon + \dot{\omega}^3 + 2 \epsilon^3 - i \lambda_{+2} \left( (2q_{-2} + 5) \dot{\omega} \epsilon - \dot{\omega}^2 + 2 \epsilon^2 \right)
\]

for \(s = 1\) and

\[
2\epsilon^2 \dot{\omega} \frac{a_{-2}}{a_{+2}} = \frac{(2q_{-2}^2 - 14q_{-2} + 19) \dot{\omega} \epsilon^2 + 2(2q_{-2} - 5) \dot{\omega}^2 \epsilon + \dot{\omega}^3 + 2 \epsilon^3 + i \lambda_{+2} \left( (2q_{-2} - 3) \dot{\omega} \epsilon + \dot{\omega}^2 - 2 \epsilon^2 \right)}{16(q_{-2} - 3)(q_{-2} - 2)(q_{-2} - 1)q_{-2}}
\]

for \(s = -1\), but this is irrelevant for the computation of quasinormal modes. Finally, one can obtain an explicit solution for the \(\gamma_{ab}\) in terms of Hermite functions \(\mathcal{H}_p\), which we show in Appendix A.

These results fix the boundary conditions up to the choice of the complex constant \(\lambda_{+2}\) (and up to trivial rescalings of \(Y_{\pm 2}\)). In the case of vanishing NUT charge, there are two admissible values of \(\lambda_{+2}\) that give rise to quasinormal modes, and these correspond to choosing either parity odd or parity even polarizations. However, in the case at hands the background breaks parity, and hence one cannot determine a priori the value of \(\lambda_{+2}\). Then, in order to find the quasinormal modes, one has to solve simultaneously the equations (3.30) for \(Y_{+2}\) and \(Y_{-2}\) with the boundary conditions discussed above. Unlike in the electromagnetic case, these equations are not degenerate, and the problem will only have solutions for a discrete set of values of \(\omega\) (the quasinormal frequencies) and \(\lambda_{+2}\) (which determine the polarization).
Fortunately, it is possible to find an analytic result for the polarization parameter $\lambda_{+2}$ by using the so-called Teukolsky-Starobinsky identities (see e.g. [68] and [64] for a detailed analysis of those in Kerr’s space, and [66] for Kerr-(A)dS in the context of holography). These relate solutions of the $Y_{+2}$ variable with those of $Y_{-2}$, and vice-versa. In order to find these identities, it is useful to introduce two new radial functions defined by

$$R_{(+2)} = \frac{(r^2 + n^2)^{3/2}}{\Delta} e^{-4i \arctan(r/n)} Y_{+2}, \quad R_{(-2)} = \frac{(r + in)^4}{(r^2 + n^2)^{1/2} \Delta} Y_{-2},$$

(4.66)

where $\Delta = (r^2 + n^2)V(r)$. In terms of these, the radial equations for each level ($q_{+2}$ or $q_{-2}$ in each case) read

$$[D - 1 \Delta D_0^\dagger + 6 \left( \frac{r^2 + n^2}{L^2} + i \omega r \right) - 4 \omega n (s(q_{+2} + 1/2) - 2)] R^q_{(+2)} = 0$$

(4.67)

$$[D_0 \Delta D_1 + 6 \left( \frac{r^2 + n^2}{L^2} - i \omega r \right) - 4 \omega n (s(q_{-2} + 1/2) + 2)] R^q_{(-2)} = 0,$$

(4.68)

where we have introduced the operators

$$D_m = \partial_r - i \omega \frac{r^2 + n^2}{\Delta} + m \frac{\Delta'}{\Delta}, \quad D_m^\dagger = \partial_r + i \omega \frac{r^2 + n^2}{\Delta} + m \frac{\Delta'}{\Delta},$$

(4.69)

which satisfy the properties

$$D_m \Delta = \Delta D_{m+1}, \quad D_m^\dagger \Delta = \Delta D_m^\dagger$$

(4.70)

We see that the variables $R^q_{(+2)}$ and $R^q_{(-2)}$ satisfy conjugate equations when the levels $q_{+2}$ and $q_{-2}$ are related as in (4.56), and in that case it is possible to show the following relations (the TS identities):

$$D^\dagger_{-1} D_0^\dagger D_0 \Delta D_1^\dagger R^q_{(+2)} = C(-2) R^q_{(-2)}$$

(4.71)

$$D_{-1} \Delta D_0 D_0 \Delta D_1 R^q_{(-2)} = C(+2) R^q_{(+2)}$$

(4.72)

where $C(\pm 2)$ are certain complex constants that can always be chosen as complex-conjugates of each other by an appropriate choice of normalization of the radial functions. These relations mean that given a solution $R^q_{(+2)}$ of the $(+2)$ equation, then $D^\dagger_{-1} D_0^\dagger D_0 \Delta D_1^\dagger R^q_{(+2)}$ is a solution of the $(-2)$-equation with same frequency but Landau level $q_{-2} = q_{+2} - 4s$, and similarly for the second identity. We remark that these relations map the solutions of the radial equations into each other, but this does not necessarily mean that these relations are actually realized for generic perturbations — proving that is much harder. However, in the case of quasinormal modes, it is not difficult to see that the TS identities map the solutions with the correct boundary conditions at the horizon (4.38) into each other. This means that, at least when
searching for quasinormal modes, the TS identities do hold. These identities allow us to obtain the value of $\lambda_{+2}$ and to reduce the problem of finding QNMs to solving one equation for one variable.

To show this, consider the asymptotic behavior of $Y_{+2}$ with generic Robin boundary conditions,

$$Y_{+2} = a_{+2}(1 + \lambda_{+2}z + \mathcal{O}(z^2)).$$

(4.73)

Using the relations (4.66) and (4.71) one finds that the variable $Y_{-2}$ then satisfies

$$Y_{-2} = a_{-2}(1 + \lambda_{-2}z + \mathcal{O}(z^2)),
$$

(4.74)

for certain $a_{-2}$, and where $\lambda_{-2}$ reads

$$\lambda_{-2} = \frac{\hat{M}_q + \hat{P}_q\lambda_{+2}}{\hat{Q}_q + \hat{S}_q\lambda_{+2}},
$$

(4.75)

where

$$\hat{M}_q = -4i \left(8q^2 - 24q + 9 \hat{\omega}^2 \epsilon^2 + 7(2q - 3)\hat{\omega}^3 \epsilon + (9 - 6q)\hat{\omega}^3 \epsilon + \hat{\omega}^4
+ 2\epsilon (9i\epsilon^4 + 25\epsilon^3 - 18i\epsilon^2 - 3i) \right),
$$

(4.76)

$$\hat{P}_q = 4(2q^2 - 14q + 19) \hat{\omega}^2 \epsilon - 8(2q - 1)\hat{\omega}^2 \epsilon + 4\hat{\omega}^3 - 9i\epsilon^4 + 32\epsilon^3 + 18i\epsilon^2 + 3i,
$$

(4.77)

$$\hat{Q}_q = 4(2q^2 + 2q - 5) \hat{\omega}^2 \epsilon + 8(1 - 2q)\hat{\omega}^3 \epsilon + 4\hat{\omega}^3 + 9i\epsilon^4 + 32\epsilon^3 - 18i\epsilon^2 - 3i,
$$

(4.78)

$$\hat{S}_q = 4i (3 - 2q)\hat{\omega} \epsilon + \hat{\omega}^2 - 2\epsilon^2),
$$

(4.79)

and where in this case we are defining

$$\hat{q} = \begin{cases} q_{+2} & \text{if } s = 1, \\ -1 - q_{+2} & \text{if } s = -1 \end{cases}
$$

(4.80)

Comparing with (4.58) we have two relations between $\lambda_{+2}$ and $\lambda_{-2}$, so we can determine both parameters. We get two different solutions, which read

$$\lambda_{+2}^{(\pm)} = \frac{i}{(3 - 2\hat{q})\hat{\omega} \epsilon + \hat{\omega}^2 - 2\epsilon^2} \left(2\hat{q}^2 \hat{\omega} \epsilon^2 + 2\hat{q}\hat{\omega} \epsilon^2 - 4\hat{q}\hat{\omega} \epsilon^2 + \hat{\omega}^3 - 5\hat{\omega} \epsilon^2 + 8\epsilon^3 + 2\hat{\omega}^2 \epsilon
+ 2\epsilon^2 \sqrt{(\hat{q} - 3)(\hat{q} - 2)(\hat{q} - 1)\hat{q}\hat{\omega} \epsilon^2 + 9\epsilon^2} \right),
$$

(4.81)

$$\lambda_{-2}^{(\pm)} = -\lambda_{+2}^{(\pm)} - 8i\epsilon.
$$

(4.82)

Each of these solutions corresponds to one of the two possible polarization modes of gravitational waves.
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\footnote{In performing this map one has to be careful to include the $\mathcal{O}(z^2)$ terms (not shown above) in $Y_{+2}$.}
As a check of our computations we may consider the limit of vanishing NUT charge. In order to recover the perturbations for the planar black hole with momentum $\vec{k}$ one should take the limit $n \to 0$ and $q_{\pm 2} \to \infty$ in a way in which $4snq_{\pm 2}/L^2 \to k^2$. By doing so, we get the following limiting values of $\lambda_{\pm 2}$,

$$\lambda_{\pm 2} = -\lambda_{\mp 2} = -\frac{i}{2\hat{\omega}} \left( \frac{k^2}{2} - \hat{\omega}^2 \right),$$

where $\hat{k} = L^2k/r_+^2$ is the dimensionless momentum. It is not difficult to check that these coefficients precisely correspond the appropriate boundary conditions for the variables $Y_{\pm 2}$ for odd (–) and even (+) parity perturbations of the black brane, respectively — see [25].

Let us also mention that, instead of establishing a boundary condition for the radial Teukolsky variables by computing them from the metric perturbation, it is possible to go the other way around by using the so-called Hertz potentials. These are related to the Teukolsky variables and allow one to reconstruct the metric perturbation from them. In this way, one can determine what boundary conditions for the radial variables give rise to Dirichlet boundary conditions for the metric perturbation. We study this alternative method in Appendix B, finding perfect agreement with our results above.

In sum, we have found that, in order to find the gravitational QNMs, we have to solve the radial equation (3.30) for $Y_{\pm 2}$ with the boundary conditions given by (4.38), (4.73) and (4.81) (or equivalently, the equation for $Y_{\pm 2}$ with the conditions (4.38), (4.74) and (4.82)). This problem only has solutions for a discrete set of complex frequencies, which are the quasinormal-mode frequencies.

### 5 Quasinormal modes

Having reduced the study of perturbations to a one-dimensional problem given by the radial equations (3.14) and (3.30) and having determined the boundary conditions that the corresponding variables must satisfy, we are now ready to compute the quasinormal modes. Before showing the explicit results, we can first determine some general properties of the quasinormal mode frequencies $\omega$. First, note that the dimensionless frequencies $\hat{\omega}$ will only depend on $\epsilon$ and on the level $q$ (plus on the overtone number, which we omit). Therefore, the actual frequencies scale linearly with the size of the black brane for fixed $\epsilon$,

$$\omega = \frac{\hat{\omega}_q(\epsilon)}{L^2} r_+. $$  

In other words, since $\epsilon = n/r_+$, we conclude that the QNM frequencies are homogeneous functions of degree 1 of $r_+$ and $n$. From the point of view of the dual CFT, however, the

---

6The normalization constants $a_{\pm 2}$ in (4.73) and (4.74) are irrelevant for the definition of the QNMs.
quantities \( r_+ \) and \( n \) do not have a direct interpretation, and instead the physically relevant quantities in the boundary theory are the ratio \( n/L^2 \)—see (2.7)—and the temperature \( T \) given by (2.9). The QNM frequencies are then homogeneous functions of \( T \) and \( n/L^2 \), and they can be conveniently expressed in terms of the dimensionless ratio

\[
\xi = \frac{3n}{2\pi TL^2},
\]

which satisfies \(-1 \leq \xi \leq 1\). Then, the QNM frequencies read

\[
\omega = 2\pi \frac{\xi^2 \dot{\omega}_q(\epsilon(\xi))}{3(1 - \sqrt{1 - \xi^2})} T,
\]

where \( \epsilon \) and \( \xi \) are related by

\[
\epsilon(\xi) = \frac{1}{\xi} \left( 1 - \sqrt{1 - \xi^2} \right).
\]  (5.4)

Thus, we shall study \( \omega/T \) as a function of \( \xi \). The frequencies feature in addition a symmetry under the exchange of sign of \( n \) (or \( \xi \), equivalently). Namely, we have

\[
\omega_q(-n) = -\omega^*_q(n),
\]  (5.5)

meaning that given a QNM frequency \( \omega_q(n) \) of the solution with NUT charge \( n \), then \(-\omega^*_q(n)\) is a frequency of the solution with charge \(-n\). This result can be obtained by noticing that the complex-conjugate variables \( Y^*_\pm \) satisfy the same equations and boundary conditions as \( Y_{\pm} \) with \( \omega \rightarrow -\omega^* \) and \( n \rightarrow -n \). Thus, there is a correspondence between the QNMs with \( \text{Re}(\omega) > 0 \) and NUT charge \( n \) and those with \( \text{Re}(\omega) < 0 \) and NUT charge \(-n\), and vice-versa. Hence, it is sufficient to focus on studying the QNMs with \( \text{Re}(\omega) > 0 \) for both positive and negative \( n \). In the case of scalar QNMs, one can also see that the frequencies are actually symmetric under the change of sign of \( n \), \( \omega_{\text{scalar}}(n) = \omega_{\text{scalar}}(-n) \), because the radial equation is invariant under the change of sign of \( n \). For the gravitational perturbations, however, one can see that the replacement \( n \rightarrow -n \) is not a symmetry of the master equations (3.30), nor of the boundary conditions (4.81). Thus, in principle one should not expect the spectrum of quasinormal modes to be identical for positive and negative \( n \).

In order to compute the QNM frequencies, we use the following method. Taking into account the boundary conditions we have determined, we first expand the corresponding variables \( Y_S \) near the horizon using a Frobenius series and asymptotically using a Taylor expansion. This gives us two approximate solutions \( Y^*_\pm(z) \) and \( Y^\infty_S(z) \) valid in the regions \( z \sim 1 \) and \( z \sim 0 \), respectively. One must then try to glue both solutions, but this only will be possible if \( \dot{\omega} \) is a QNM frequency. One may use directly the asymptotic expansions \( Y^*_S(z) \) and \( Y^\infty_S(z) \) to find the QNM frequencies by imposing the glueing condition

\[
\frac{\partial}{\partial z} Y^*_S - \frac{\partial}{\partial z} Y^\infty_S = \frac{\xi}{\xi^2 \dot{\omega}_q(\epsilon(\xi))} T.
\]

\footnote{Notice that given \( \xi \), there are actually two compatible values of \( \epsilon \), given by \( \epsilon_{\pm}(\xi) = \frac{1}{\xi} \left( 1 \pm \sqrt{1 - \xi^2} \right) \). However, only the \((-)\) branch contributes to the Euclidean saddle point and thus we will focus on this case.}
\[ \partial_z Y_S^\infty Y_S^+ \big|_{z_{\text{joint}}} = 0, \]  
for some intermediate \( z_{\text{joint}} \). This yields an algebraic equation for \( \omega \), whose solutions should converge to the QNM frequencies when the number of terms in the asymptotic expansions tend to infinity. However, we have found that the convergence is not very good as we increase the NUT charge, and in order to improve the accuracy of our results we use a numerical integration. Thus, we use the near-horizon expansion \( Y_S^+(z) \) to initialize the numerical method at some \( z_{\text{init}} \) close to \( z = 1 \), and we numerically integrate the solution up to some \( z_{\text{end}} \) close to \( z = 0 \). Then, we compute the Wronskian

\[ W_S = Y_S^\infty \partial_z Y_S^\text{num} - \partial_z Y_S^\infty Y_S^\text{num} \bigg|_{z_{\text{end}}}, \tag{5.6} \]

and we search for solutions of \( W_S = 0 \). In the case of the scalar field, \( S = 0 \), we have a single equation, \( W_0 = 0 \), that determines the QNM frequencies. In the gravitational case, \( S = \pm 2 \), we can use any of the two equations \( W_2 = 0 \) or \( W_{-2} = 0 \). As discussed in the previous section, the two variables \( Y_{\pm 2} \) are isospectral when provided with their own set of boundary conditions, (4.81) and (4.82), respectively, so it is enough to work with only one of them; for instance, \( Y_{+2} \). In the electromagnetic case we have seen in section 4.2 that both variables \( Y_{\pm 1} \) are isospectral for any choice of the free polarization parameter \( \lambda_{\pm 1} \), which seems to indicate that the QNMs depend continuously on this parameter. We will leave this case for future developments, and we will focus here on the scalar and gravitational QNMs.

In order to understand the structure of these quasinormal modes, it is important to see how they relate to those of the black brane. One can see that, in the limit of vanishing NUT charge, we should recover the quasinormal modes of vanishing momentum (\( \hat{k} = 0 \)) of the black brane. Also, note that the spectrum becomes independent of the level \( q \) in that limit, and hence an infinite number of modes \( \omega_q \) of different \( q \) collapse to the same mode. On the other hand, it is not clear that one can recover the QNMs of black branes with arbitrary momentum in the limit of \( n \to 0 \). Note that this momentum can be identified as

\[ \hat{k}^2 = \lim_{n \to 0} 2E_q = \lim_{n \to 0} 2sn\omega(1 + 2q)/L^2, \tag{5.7} \]

thus, in order to get a non-vanishing value one must take simultaneously \( n \to 0 \) and \( q \to \infty \) in a way that \( qn \) remains finite in that limit. However, the resulting value of \( \hat{k}^2 \) would be in general complex unless one chooses \( q \) to be complex as well, but in that case the connection with the QNMs of Taub-NUT black holes is broken. Hence, one should not expect to recover all the QNMs of the planar black holes in a continuous way. In any case, as a test for our method, we have checked that in this limit we reproduce the correct values for the axial and polar gravitational QNM frequencies, as shown in tables 3 and 2 of Refs [23] and [25], respectively. Let us now present our results.

### 5.1 Scalar

We start with the simple case of a massless scalar field. For every value of \( \xi \) and the level \( q \), there is an infinite family of QNMs \( \omega_{q,m} \), where, for decreasing order of the imaginary part we
label these modes by $m = 0, 1, \ldots$. The one with the largest imaginary part is the fundamental mode ($m = 0$) and the rest are overtones.

In figure 1 we show the fundamental mode and the first overtone for the scalar QNM frequencies for the levels $q = 0, 1, \ldots 8$. As discussed above, we see that in the limit $\xi \to 0$ all the modes with different $q$ collapse to the same corresponding mode of the black brane. As a check, we get that

$$\omega_{q,0}(0) \approx (7.75 - 11.2i)T \approx (1.85 - 2.66i)r_+ / L^2,$$

which agrees with the fundamental mode of the black brane when $r_+^2 >> \vec{k}^2$ [23]. As we can see in figure 1, the real part of $\omega$ grows almost linearly with $\xi$ (or $n$), while the imaginary part has a non-monotonic dependence. Also, note that these frequencies are symmetric for $\xi \to -\xi$. For $\xi \sim \pm 1$ we see that $\text{Im}(\omega_{q,m}) \sim 0$ for large $q$, but our numeric results suggest that it never becomes positive, and therefore, scalar perturbations are stable for the whole range of $\xi$. We recall that the results in Fig. 1 refer to the branch of black holes with positive specific heat, $r_+^2 > n^2$. We have briefly looked to case of $r_+^2 < n^2$, and for those black holes our results indicate that all the quasinormal modes have very small imaginary parts $\text{Im}(\omega_{q,m}) \sim 0$, but that still do not cross 0.

5.2 Gravitational

Let us now turn to the most interesting case of gravitational modes. We recall that these come in two different classes, $\omega_q^{(\pm)}$, corresponding to the two different polarization modes given in (4.81). In addition, in analogy with the case of the black brane, we may distinguish two families of modes according to the their behaviour in the limit $n \to 0$. 

---

**Figure 1.** Real and imaginary parts of the scalar QMN frequencies $\omega_{q,m}/T$ as a function of $\xi = \frac{3n}{2\pi TL^2}$. In order of increasing opacity the curves correspond to the levels $q = 0, 1, \ldots, 8$. The fundamental mode ($m = 0$) is shown in blue and the first overtone ($m = 1$) in red.
5.2.1 Pseudo-hydrodynamic mode

We find that for every level $q$ there is a special mode such that $\omega_q \to 0$ in the limit $n \to 0$. We recall that, in the case of the black brane, both axial and polar perturbations contain a hydrodynamic mode, i.e., one whose frequency vanishes when $\vec{k} \to 0$ [25]. In the presence of NUT charge, one cannot talk about hydrodynamic modes because the spectrum of quasinormal modes is discrete, and thus we refer to the modes $\omega_q$ that vanish for $n \to 0$ as “pseudo-hydrodynamic”. These must be in fact related to the hydrodynamic modes of the black brane.

We find that these pseudo-hydrodynamic modes only exist for the $(+)$ polarization — we comment on the absence of these modes for $(-)$ polarization below — and we show their corresponding quasinormal frequencies in Fig. 2 for the levels $q = 0, \ldots, 8$ (where $q = q_{+2} - 4$ if $\text{Re}(n\omega) > 0$ and $q = q_{+2}$ if $\text{Re}(n\omega) < 0$). As we can see, the real part behaves linearly with $\xi$ near $\xi = 0$, while the imaginary part is quadratic in that region. For larger values of $\xi$ the real part of $\omega_q$ transitions to a different linear dependence, while the imaginary part has a non-monotonic behaviour. Indeed, after reaching a minimum value, the imaginary part grows and becomes close to 0 for $\xi = \pm 1$. We observe that for larger $q$, the imaginary part becomes even smaller near $\xi = \pm 1$, but interestingly it does not become positive, which indicates that there are no unstable modes — we study the stability of these solutions below. Another property of these QNM frequencies that is worth remarking is that they are symmetric under the exchange $\xi \to -\xi$. This indicates that the exchange of sign of the NUT charge must be indeed a hidden symmetry of the equations (3.30) with the boundary conditions (4.81) and (4.82).

Let us now focus on the region $\xi \ll 1$. We can actually obtain analytic approximations for the pseudo-hydrodynamic QNMs in this limit. Recalling first the boundary conditions (4.38), we can expand the function $Y_{+2}$ near $z = 1$ as

$$Y_{+2}(z) = (1 - z)^{-\frac{i\omega}{3(1+\epsilon^2)}} \sum_{i=0}^{\infty} c_i (1 - z)^i. \quad (5.9)$$

Using the master equation (3.30) one can then find explicitly the values of all the coefficients $c_i$ in terms of the first one up to a given order $i = i_{\text{max}}$. We can then implement a method similar the one of Horowitz and Hubeny [19] and glue this expansion with the one in (4.74) at $z = 0$, which yields the equation

$$\lambda_{+2}^{(-)} Y_{+2}(0) - Y_{+2}'(0) = 0, \quad (5.10)$$

where we recall that $\lambda_{+2}^{(-)}$ is given by (4.81). In general, this method can be used to obtain an approximate solution to the QNM frequencies, but in the limit $|\xi| \ll 1$ we can obtain an analytic result. Taking into account the input from the numerical result, we will have

$$\hat{\omega}_q = \epsilon a_q - i b_q \epsilon^2 + \mathcal{O}(\epsilon^3), \quad (5.11)$$

for some coefficients $a_q$ and $b_q$ (near $\xi = 0$ the relation between this variable and $\epsilon$ is simply $\xi \approx 2\epsilon$). Without loss of generality, let us consider $\epsilon > 0$ and $\text{Re}(\omega) > 0$. Then, in the
Figure 2. Pseudo-hydrodynamic QNM frequencies of gravitational perturbations as a function of \( \xi = \frac{3n^2}{2\pi^2 T^2} \). Top row: in order of increasing opacity we show the levels \( q = 0, 1, ..., 8 \), where \( q = q_{\text{even}} + 2 \) if \( \text{Re}(n\omega) > 0 \) and \( q = q_{\text{odd}} \) if \( \text{Re}(n\omega) < 0 \). Bottom row: behaviour near \( \xi = 0 \) and comparison with the analytic result (5.15). In order to facilitate the visualization in that case we only show the modes with \( q = 0, 2, 4, 6, 8 \).

In the limit \( \epsilon \to 0 \), one can see that the expansion (5.9) collapses to a polynomial, and we have \( \lim_{\epsilon} Y'_{+2}(0) = \frac{3}{2} \lim_{\epsilon} Y_{-2}(0) \). On the other hand, for generic values of \( a_q \), the coefficient \( \lambda^{(+)}_{-2} \) is \( \mathcal{O}(\epsilon) \) in that limit, and hence the equation (5.10) is not satisfied. The only way in which \( \lambda^{(+)}_{-2} \) does not vanish at \( \epsilon = 0 \) is when the denominator in (4.81) is of order \( \epsilon^3 \), and it is easy to see that this happens when

\[
a_q^2 - (5 + 2q)a_q - 2 = 0 ,
\]

(5.12)

where we recall that for \( \text{Re}(n\omega) > 0 \) we are defining \( q = q_{\text{even}} + 2 \), which takes the values \( q = 0, 1, 2, ... \). The positive root of this equation yields the following value for \( a_q \),

\[
a_q = \frac{1}{2} \left( 2q + 5 + \sqrt{4q^2 + 20q + 33} \right) .
\]

(5.13)

With this choice, one can solve the equation (5.10) order by order in the \( \epsilon \) expansion. For,
say, $i_{\max} = 3$, one finds

$$b_q = \frac{4}{3} \left( q^2 + 5q + 4 + \frac{(q + 2)(q + 3)(2q + 5)}{\sqrt{4q^2 + 20q + 33}} \right).$$  \hfill (5.14)$$

Then it is easy to check that this result does not change for larger values of $i_{\max}$, and thus this value of $b_q$ is exact. This leads to the following expression for the physical frequency $\omega$

$$\omega_q = \frac{2\pi T}{3} \left[ a_q \xi - \frac{ib_q \xi^2}{2} \right] = \frac{na_q}{L^2} - i \frac{3b_q n^2}{4\pi TL^4},$$  \hfill (5.15)$$

which is valid when $q|\xi| \ll 1$. As we show in the second row of Fig. 2, these expressions match the numeric results with great accuracy. Finally, it is interesting to analyze what happens in the limit $n \to 0$ and $q \to \infty$ such that $qn$ remains finite. In that case we have

$$\omega \approx \frac{2nq}{L^2} - i \frac{2(nq)^2}{\pi T L^4}.$$  \hfill (5.16)$$

On the other hand, we recall that in this limit we can identify a momentum for the perturbations $\hat{k}$ according to (5.7), which yields

$$\hat{k}^2 = \frac{4nq\omega}{L^2}.$$  \hfill (5.17)$$

Moreover, this is a real momentum when $|n/q| \ll 1$. Combining this expression with (5.16) we obtain the following effective dispersion relation for small $\hat{k}$

$$\omega \approx \frac{\hat{k}}{\sqrt{2}} - i \frac{\hat{k}^2}{8\pi T}.$$  \hfill (5.18)$$

This is precisely the dispersion relation for the hydrodynamic mode of polar perturbations in the absence of NUT charge [25]. Hence, the pseudo-hydrodynamic modes of the NUT-charged black holes are analogous to that mode of the black brane. One may wonder why we do not obtain other modes similar to the hydrodynamic mode of axial perturbations (which correspond to the $(-)$ family in (4.81)). The reason is that such mode is purely damped, and according to the identification (5.7) we would need to choose $q$ to be imaginary in order to recover a solution of the black brane with real momentum. Thus, that mode is simply not present in the Taub-NUT planar black holes.

When $\xi$ becomes larger, we cannot obtain an analytic result for the frequencies, but we can obtain a reasonable good approximation for the real part. In fact, we observe that the real part of the dimensionless frequencies $\hat{\omega}_q$ is a linear function of $\epsilon$, and a fit to the numerical data shows that the slope is proportional to $q$. Namely, we get

$$\text{Re}(\hat{\omega}_q) \approx 4.04(q + 3)\epsilon,$$  \hfill (5.19)$$

plus a constant term that is much smaller. Interestingly, this seems to work not only for $\epsilon \leq 1$, but for arbitrarily large $\epsilon$. Now, when we take into account (5.3), we deduce that the dimensionful frequencies $\omega_q$ are also a linear function of $\xi$.
Figure 3. Ordinary gravitational quasinormal modes: we show the lowest overtones $m = 0$ of both families $\omega^-_{q,0}$ (left) and $\omega^+_{q,0}$ (right) as a function of $\xi = \frac{3n}{2\pi TL}$. In order of increasing opacity the curves correspond to the levels $q = 0, 1, \ldots, 8$.

\[
\text{Re}(\omega_q) \approx \frac{2\pi TL}{3} 4.04(q + 3) \approx \frac{4.04n}{L^2} (q + 3) .
\]

(5.20)

5.2.2 Ordinary quasinormal modes

The rest of the gravitational quasinormal modes have frequencies that tend to a constant, non-vanishing value in the limit $n \to 0$. These are labeled by the polarization type $\pm$ defined in (4.81), the Landau level $q$ and the overtone number $m = 0, 1, 2, \ldots$, and we denote them $\omega^{\pm}_{q,m}$. As already remarked before, the values of these frequencies for $n \to 0$ will correspond to the black brane’s QNM frequencies at vanishing momentum. It is known that the polar and axial QNMs of the black brane become degenerate when the momentum tends to zero [25], which means that, in our case, both classes of modes $\omega^+_{q,m}$ and $\omega^-_{q,m}$ also become degenerate. For the same $m$, the frequencies of all the modes in the two families collapse to the same value,

\[
\lim_{n \to 0} \omega^+_{q,m}(n) = \lim_{n \to 0} \omega^-_{q',m}(n) \equiv \omega_{m}(0) \quad \forall \ q, q'
\]

(5.21)
5.2.3 Stability

So far, all the modes we have found are stable, meaning that their associated frequencies lie in the lower half of the complex plane. In order to show that the Taub-NUT solution is (linearly) stable one must prove that this property holds for every quasinormal modes. Here we provide evidence that this is indeed the case, but for future analyses it would be important to provide a solid proof of this fact.
Figure 5. Pseudo-hydrodynamic quasinormal modes extended for $n/r_+ > 1$ for the levels $q = 0, \ldots, 4$. There is nothing special at the point $n = r_+$ and the modes keep on being stable beyond it. However, their imaginary parts become exponentially small as we increase $n$.

As we have seen, the quasinormal modes with the lowest imaginary part are the pseudo-hydrodynamic ones, and the imaginary part becomes smaller as we increase $q$. Therefore, we should analyze the behaviour of these modes when $q \to \infty$. In Fig. 4 we have plotted the trajectories in the complex plane of these modes for many values of $q$ and some selected values of $\epsilon = n/r_+$. Thanks to the logarithmic scale in the vertical axis, we can see clearly that the imaginary part tends to zero exponentially with $q$ and that it also decreases when $\epsilon$ grows. Indeed, a fit to the numerical data reveals that the imaginary part of the QNM frequencies $\omega_q$ for large $q$ is well approximated by

$$\text{Im}(\omega_q(\epsilon)) \approx -TA(\epsilon)e^{-(2.2\epsilon-1.05)q}, \quad (5.23)$$

which is valid as long as $\epsilon$ is not far from 1. For smaller values of $\epsilon$, the imaginary part is larger (in absolute value) and therefore, the negativity of $\text{Im}(\omega_q(\epsilon))$ for $\epsilon = 1$ implies the stability of all the modes with $\epsilon \leq 1$. However, the asymptotic behaviour for $q \to \infty$ is difficult to access for small $\epsilon$, since it requires going to larger and larger $q$, in which case our numeric method becomes less accurate. In any case, our data suggests that the imaginary part of $\omega_q$ ultimately decays exponentially with $q$ for any value of $\epsilon$. Thus, the conclusion is that the lowest-lying modes for every $q$ are stable for every $|\epsilon| \leq 1$, and by extension all the modes are. This signals that, despite the apparent pathological properties of the NUT-charged spacetimes, they actually give rise to stable and well-defined dynamics.

Finally, although we have focused on the case $|\epsilon| \leq 1$ because it is the relevant one for holography, one may wonder what happens if we take even larger values of the NUT charge $|\epsilon| \geq 1$. In fact, since those solutions do not possess an Euclidean continuation, one may think that they could be unstable. In Fig. 5, we show the lowest gravitational QNM for a few values of $q$ as a function of $\epsilon = n/r_+$, extended beyond $\epsilon = 1$. We observe nothing special going on at that point, and in fact, the modes keep on being stable as we increase $\epsilon$. Nevertheless, Fig. 5
shows that Taub-NUT solutions with increasingly large NUT charge have more quasinormal modes with extremely small imaginary parts, and it would be interesting to study if this could eventually give rise to a non-trivial instability when nonlinearities are taken into account.

6 Conclusions

We have performed a thorough analysis of the quasinormal modes of the planar Taub-NUT spacetimes given by (2.2). As we discussed, these describe the linear response to perturbations of a strongly-coupled plasma placed in the geometry (2.7), corresponding to a Gödel-type universe with closed time-like curves.

Our analysis revealed that QNMs in this background organize analogously to the Landau levels of a charged particle in a uniform magnetic field. Thus, unlike in the case of planar black holes, the spectrum of QNM frequencies is discrete and labeled by a unique quantum number $q$ (the Landau level). On the other hand, the QNMs are infinitely degenerate in the momentum $k$ along the isometric direction, which we chose to be $y$. Another novel aspect introduced by the NUT charge is that all the reflection symmetries of the spacetime are broken, which implies that one cannot decompose the perturbations of fields with spin into modes of definite parity. This leads to the appearance of an additional “polarization parameter” $\lambda_{+2}$ characterizing the gravitational QNMs. This parameter has to be determined together with the corresponding QNM frequency $\omega$ by solving simultaneously the equations for the two NP variables $\Psi_0$ and $\Psi_4$. By using the Teukolsky-Starobinsky identities, we have been able to determine this parameter, which has two admissible values $\lambda_{+2}^{(\pm)}$ — see Eq. (4.81). In the limit of vanishing NUT charge, these values give rise to modes with odd and even parity in the background of the black brane. Then, the boundary conditions for each of the NP variables are fully determined and it is enough to solve the radial equation for one of them to find the QNMs. Finally, despite parity violation, we found that the spectrum of gravitational QNM frequencies is symmetric under the change of sign of the NUT charge. In addition, there is a conjugation symmetry that relates the positive-frequency modes of the solution with charge $n$ to the negative-frequency ones of the solution with charge $-n$, and vice-versa — see Eq. (5.5).

In the case of electromagnetic perturbations we have shown that a similar method does not work, since the equations for the NP variables $\phi_0$ and $\phi_2$ are degenerate. Thus the corresponding polarization parameter $\lambda_{+1}$ cannot be determined in this way or by parity arguments. This may lead to the conclusion that the spectrum of QNMs depends continuously on this parameter, but this issue certainly deserves further research. Perhaps analyzing the perturbations in terms of the vector field rather than in terms of the Newman-Penrose variables could shed light on this problem.

Our numerical results on the scalar and gravitational QNM frequencies show that all of them lie in the lower half of the complex plane, and hence no instabilities are found despite the exotic causal structure of these spacetimes. Thus, this constitutes yet another step into the rehabilitation of Lorentzian spacetimes with NUT charge, in line with Refs. [40–44]. If we now apply the AdS/CFT correspondence, this result tells us not only that one should
be able to perform quantum field theory in the background of the causality-violating metric (2.7), but that it should be possible to obtain sensible answers. Hence, it would now be interesting to perform a direct QFT computation in (2.7) to try to reproduce the results obtained from holography. In particular, we managed to obtain an analytic expression for the pseudo-hydrodynamic modes in the limit of small NUT charge — see Eq. (5.15). As we have shown, that result generalizes the standard dispersion relation for the sound mode in flat space to the case of the background (2.7) when $n/L^2 << T$. It would be extremely interesting to attempt a derivation of that relation by studying the perturbations of a fluid in such background.

Let us close our paper by commenting on other directions that should be considered. As we already mentioned, one should try to understand better the properties of electromagnetic QNMs. On the other hand, we have focused mainly on the scalar and gravitational modes with lowest imaginary part, but it would be interesting to complete the classification of QNMs by analyzing the overtone structure and the highly damped modes. In addition, even though we have provided compelling numerical evidence that no unstable QNMs exist, it would be important to offer a mathematical proof of this fact. Finally, it would also be worth extending these results to the case of Taub-NUT solutions of different topologies — the spherical case is particularly interesting due to the interplay with the Misner string [48] — or to higher dimensions. Hopefully these will offer further insight on the role of NUT charge in the AdS/CFT correspondence.
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A Asymptotic form of the metric perturbation

As we have seen, the metric perturbation satisfying Dirichlet boundary conditions can be written near the boundary as

$$h_{ab} = ze^{-i\omega t} \gamma_{ab}(x) + O(z^3),$$  \hspace{1cm} (A.1)

where we are already setting $k = 0$ without loss of generality. The equations of motion allow one to express the component $\gamma_{xx}$ in terms of the rest as

$$\gamma_{xx} = \left( 1 - \frac{4n^2 x^2}{L^4} \right) \gamma_{tt} + \frac{4nx}{L^2} \gamma_{ty} - \gamma_{yy}.$$  \hspace{1cm} (A.2)

Then, it is convenient to introduce a new matrix $\sigma_{ab}$ as follows $\gamma_{ab} = e^{-sn\omega x^2/L^2} \sigma_{ab}$. One finds that the equations of motion together with the separability conditions on the NP variables imply that $\sigma_{ab}$ is given by a finite sum of Hermite polynomials. In the case $s = 1$ it reads
\[ \sigma_{tt} = -\frac{10 a_{t+2} L^2}{3 r_+ \omega} H_{q+2}(\hat{x}) \left( -(2q + 7) \hat{\omega} + \hat{\omega}^3 + i \lambda_{t+2} \hat{\omega} - 2 \epsilon (\epsilon - i \lambda_{t+2}) \right), \quad (A.3) \]

\[ \sigma_{tx} = -\frac{5 i a_{t+2} L^2}{3 \sqrt{2} r_+ (\hat{\omega} \epsilon)^{3/2}} \left[ \epsilon H_{q-2+3}(\hat{x}) (-i \lambda_{t+2} - \hat{\omega} + \epsilon) 
+ 2 H_{q-2+1}(\hat{x}) (i \hat{\omega} \lambda_{t+2} + (q-2 + 1) \epsilon (\epsilon - i \lambda_{t+2}) - (3q-2 + 10) \hat{\omega} \epsilon + \hat{\omega}^3) \right], \quad (A.4) \]

\[ \sigma_{ty} = \frac{5 i a_{t+2} L^2}{6 r_+ \omega \epsilon^2} \left[ 2 H_{q-2}(\hat{x}) (-2q-2 (q-2 + 2) \epsilon^2 (\epsilon - i \lambda_{t+2}) + \hat{\omega}^2 (-2 (3q-2 + 8) \epsilon + i \lambda_{t+2}) 
+ \hat{\omega} \epsilon ((8q^2-2 + 44q-2 + 55) \epsilon - i (4q-2 + 7) \lambda_{t+2} + \hat{\omega}^3) - \epsilon^2 (\epsilon - i \lambda_{t+2}) H_{q-2+4}(\hat{x}) 
- 2 \epsilon H_{q-2+2}(\hat{x}) (i \hat{\omega} \lambda_{t+2} + 2 (q-2 + 2) \epsilon (\epsilon - i \lambda_{t+2}) - (4q-2 + 13) \hat{\omega} \epsilon + \hat{\omega}^2) \right], \quad (A.5) \]

\[ \sigma_{yy} = \frac{5 a_{t+2} L^2}{6 r_+ \omega \epsilon^2} \left[ 2 H_{q-2}(x) (-2 \hat{\omega} \epsilon^2 ((4q^2-2 + 28q^2-2 + 54q-2 + 29) \epsilon - i (4q^2-2 + 10q-2 + 5) \lambda_{t+2}) 
- 8 (q^2-2 + 3q-2 + 2) \epsilon^3 (\epsilon - i \lambda_{t+2}) + \hat{\omega}^3 (-2 (4q-2 + 9) \epsilon + i \lambda_{t+2}) 
+ \hat{\omega}^2 \epsilon ((18q^2-2 + 82q-2 + 83) \epsilon - 3i (2q-2 + 3) \lambda_{t+2}) + \hat{\omega}^4) 
+ \epsilon^2 H_{q-2+4}(x) (-4 \epsilon (\epsilon - i \lambda_{t+2}) - 4 (q-2 + 3) \hat{\omega} \epsilon + \hat{\omega}^2) 
- 2 \epsilon H_{q-2+2}(x) (\hat{\omega} - 2 (2q-2 + 5) \epsilon) (i \hat{\omega} \lambda_{t+2} - 2 \epsilon (\epsilon - i \lambda_{t+2}) - (2q-2 + 7) \hat{\omega} \epsilon + \hat{\omega}^2) \right], \quad (A.6) \]

while for \( s = -1 \) the solution is

\[ \sigma_{tt} = \frac{17 a_{t+2} L^2}{6 r_+ \omega \epsilon} H_{q+2+2}(\hat{x}) (i \hat{\omega} \lambda_{t+2} + \hat{\omega} (2q+3) \epsilon - 2 \epsilon (\epsilon - i \lambda_{t+2}) + \hat{\omega}^2), \quad (A.9) \]

\[ \sigma_{tx} = \frac{17 i a_{t+2} L^2 \hat{\omega}}{12 \sqrt{2} r_+ (q+2 + 1) (q+2 + 2) (q+2 + 3) (-\hat{\omega} \epsilon)^{3/2}} \left[ 2 \epsilon (q^2+2 + 5q+2 + 6) (i \lambda_{t+2} + \hat{\omega} - \epsilon) \times H_{q+2+1}(\hat{x}) + H_{q+2+3}(\hat{x}) (i \hat{\omega} \lambda_{t+2} - \epsilon (q+2 + 4) (\epsilon - i \lambda_{t+2}) + \hat{\omega} (3q+2 + 5) + \hat{\omega}^2) \right], \quad (A.10) \]

\[ \sigma_{ty} = -\frac{17 a_{t+2} L^2}{12 \sqrt{2} r_+ (q+2 + 1) (q+2 + 2) (q+2 + 3) (-\hat{\omega} \epsilon)^{3/2}} \left[ H_{q+2+3}(\hat{x}) (-4 \epsilon^2 (q+2 + 3) (\epsilon - i \lambda_{t+2}) 
+ \hat{\omega}^2 (5q+2 + 11) + i \lambda_{t+2}) + \hat{\omega} \epsilon (4q^2+2 + 17q+2 + 14) + i \lambda_{t+2} (3q+2 + 10) + \hat{\omega}^3) 
+ 2 \epsilon (q^2+2 + 5q+2 + 6) H_{q+2+1}(\hat{x}) (i \hat{\omega} \lambda_{t+2} + \hat{\omega} (4q+2 + 7) - 4 \epsilon (\epsilon - i \lambda_{t+2}) + \hat{\omega}^2) \right], \quad (A.11) \]
\[
\sigma_{xy} = \frac{17ia_{+2}L^2}{48r_+ \hat{\omega}^2 (q_{+2} + 1) (q_{+2} + 2) (q_{+2} + 3) (q_{+2} + 4)} \left[ H_{q_{+2}+4}(\hat{x}) \left( -2\epsilon^2 (q_{+2}^2 + 8q_{+2} + 15) \right. \right.
\times (\epsilon - i\lambda_{+2}) + \hat{\omega}^2 \left( 2\epsilon (3q_{+2}^2 + 7 + i\lambda_{+2}) + \hat{\omega} \epsilon (8q_{+2}^2 + 36q_{+2} + 35) + i\lambda_{+2} (4q_{+2} + 13) \right)
\left. + \hat{\omega}^3 \right) - 8\epsilon^2 \left( q_{+2}^4 + 10q_{+2}^2 + 35q_{+2}^2 + 50q_{+2} + 24 \right) (\epsilon - i\lambda_{+2}) H_{q_{+2}}(\hat{x})
\left. + 4\epsilon (q_{+2}^2 + 7q_{+2} + 12) H_{q_{+2}+2}(\hat{x}) \left( i\hat{\omega} \lambda_{+2} - 2\epsilon (q_{+2} + 3) (\epsilon - i\lambda_{+2}) + \hat{\omega} \epsilon (4q_{+2} + 7) + \hat{\omega}^2 \right) \right], \\
(A.12)
\]

\[
\sigma_{yy} = \frac{17a_{+2}L^2}{48r_+ \hat{\omega}^2} \left[ - \frac{H_{q_{+2}+4}(\hat{x})}{\epsilon^2 (q_{+2} + 1) (q_{+2} + 2) (q_{+2} + 3) (q_{+2} + 4)} \right.
\times 2\hat{\omega}^2 \left( \epsilon (4q_{+2}^3 + 32q_{+2}^2 + 74q_{+2} + 41) + i\lambda_{+2} (4q_{+2}^2 + 30q_{+2} + 55) \right)
\left. - 8\epsilon^3 \left( q_{+2}^2 + 7q_{+2} + 12 \right) (\epsilon - i\lambda_{+2}) + \hat{\omega}^3 \left( \epsilon (8q_{+2}^2 + 22) + i\lambda_{+2} \right) \right.
\left. + \hat{\omega}^2 \epsilon \left( 18q_{+2}^2 + 98q_{+2} + 123 \right) + 3i\lambda_{+2} (2q_{+2} + 7) \right)
\left. + \hat{\omega}^4 \right] - 4H_{q_{+2}+2}(\hat{x}) \left( 2\epsilon (2q_{+2} + 5) + \hat{\omega} \right) \left( i\hat{\omega} \lambda_{+2} + \hat{\omega} \epsilon (2q_{+2} + 3) - 2\epsilon (\epsilon - i\lambda_{+2}) + \hat{\omega}^2 \right)
\left. \right) / \epsilon (q_{+2} + 1) (q_{+2} + 2)
\left. - 8H_{q_{+2}}(\hat{x}) \left( 4\hat{\omega} \epsilon (q_{+2} + 2) - 4\epsilon (\epsilon - i\lambda_{+2}) + \hat{\omega}^2 \right) \right], \\
(A.13)
\]

where in each case \( \hat{x} = x \sqrt{\frac{2m\omega}{\lambda^2}} \).

**B  Boundary conditions from Hertz’s reconstruction map**

A priori, it is not clear to which extent the Weyl scalars \( \Psi_0 \) and \( \Psi_4 \) encode all the information of a metric perturbation. Rather remarkably, though, once solutions for certain decoupled equations (in a specific sense) are known, there is an elegant procedure to reconstruct the whole perturbation. The “master variables” satisfying such equations are referred to as the Hertz potentials. This was applied to perturbations of vacuum type-D spaces in [69] and [70]. The results in those references were proven in a more systematic and surprisingly simple form in [71]. In the context of holography, this has proven to be very useful, particularly in the derivation of physical boundary conditions for perturbations in AdS space [66] (see also [65, 67]). In this appendix we rederive our boundary conditions by explicit application of Hertz’s reconstruction map.

In our type-D space a complex metric perturbation in a general polarization state can be written as

\[
h_{\mu\nu} = \{-k_{\mu}k_{\nu}\delta - \bar{m}_\mu \bar{m}_\nu (D - \bar{\rho})(D + 3\bar{\rho}) + k_{(\mu} \bar{m}_{\nu)} \left[ (D - \bar{\rho} + \rho)\delta + \delta(D + 3\bar{\rho}) \right] \}\Phi_{\text{IRG}}^{\text{IRG}}
+ \{-l_{\mu}l_{\nu}\delta - m_{\mu}m_{\nu}(\Delta - 3\bar{\gamma} + \gamma + \bar{\mu})(\Delta - 4\bar{\gamma} - 3\bar{\mu})
+ l_{(\mu} m_{\nu)} \left[ \delta(\Delta - 4\bar{\gamma} - 3\bar{\mu}) + (\Delta - 3\bar{\gamma} - \gamma + \bar{\mu} - \mu)\delta \right] \}\Phi_{\text{ORG}}^{\text{ORG}}
\]

(B.1)

where \( \Phi_{\text{IRG}}^{\text{IRG}} \) and \( \Phi_{\text{ORG}}^{\text{ORG}} \) are the Hertz potentials of perturbations in traceless, ingoing \((h_{\mu\nu}^{\text{IRG}} k^\mu = 0)\) and outgoing \((h_{\mu\nu}^{\text{ORG}} l^\mu = 0)\) radiation gauge respectively, and satisfy the equa-
tions $\mathcal{O}_0^\dagger(\varphi^{\text{IRG}}) = 0$ and $\mathcal{O}_4^\dagger(\varphi^{\text{ORG}}) = 0$, where $\mathcal{O}_0$ and $\mathcal{O}_4$ are Teukolsky’s operators and $\dagger$ denotes the operation of taking the adjoint, as defined in [71]. Following the lines of [70], we have taken $h_\mu^\text{IRG} = 2[S_0^\mu\varphi^{\text{IRG}}]$ and $h_\mu^\text{ORG} = 2[S_4^\mu\varphi^{\text{ORG}}]$. Here, $S_0$ and $S_4$ are defined by the identities $\mathcal{O}_0 T_0(h) = S_0^\mu\xi_\mu(h)$ and $\mathcal{O}_4 T_4(h) = S_4^\mu\xi_\mu(h)$ where $\xi_\mu$ is the linearised Einstein equation and $T_0$ and $T_4$ the operators that compute $\Psi_0$ and $\Psi_4$ out of $h_\mu$, respectively (it is now clear, by the property $(AB)^\dagger = B^\dagger A^\dagger$ of composition of adjoints and the self-adjoint property $\xi_\mu = \xi_\mu$, that a solution $\varphi$ of $\mathcal{O}_0^\dagger(\varphi) = 0$ generates a solution $h_\mu = S_0^\mu\varphi$ of $\xi_\mu(h) = 0$, and similarly for $\mathcal{O}_4^\dagger$ and $S_4^\mu\varphi$). Solutions for $\varphi^{\text{IRG}}$ and $\varphi^{\text{ORG}}$ can be readily obtained by noticing the properties $\mathcal{O}_0(\varphi) = \Psi_2^{-4/3}\mathcal{O}_4(\Psi_2^{4/3}\varphi)$ and $\mathcal{O}_4(\varphi) = \Psi_2^{-4/3}\mathcal{O}_0(\Psi_2^{4/3}\varphi)$, and take the form

$$\varphi^{\text{IRG}} = \Delta R_{(2)}^{\omega,q-4}(r)\mathcal{H}_q(x)e^{-i\omega t}e^{iky}$$

$$\varphi^{\text{ORG}} = \Psi_2^{-4/3} \frac{\Delta R_{(2)}^{\omega,q-4}(r)}{\Delta} \mathcal{H}_q(x)e^{-i\omega t}e^{iky}$$

The radial functions $R_{(2)}^{\omega,q}$ and $R_{(2)}^{\omega,q-4}$ are solutions of (4.67) and (4.68), respectively, and we chose them to be related by the Teukolsky–Starobinsky identities (4.71) and (4.72). Also, we recall that these radial functions are related to the operators that compute $\Psi_0$ and $\Psi_4$ according to (4.66). In addition, the angular functions $\mathcal{H}_q(x)$ are the solutions given in (3.11). With this, it can be verified by direct application of $T_0$ and $T_4$ on (B.1) that

$$\Psi_0 = A_{(2)} R_{(2)}^{\omega,q}(r) \mathcal{H}_q(x)e^{-i\omega t}e^{iky}$$

$$\Psi_4 = A_{(-2)} \frac{\Delta R_{(2)}^{\omega,q-4}}{r+im} \mathcal{H}_q(x)e^{-i\omega t}e^{iky}$$

where the constants $A_{(\pm2)}$ are not important for this discussion.

In order to determine the boundary conditions, we perform an asymptotic expansion of $R_{(2)}^{\omega,q}$ and $R_{(2)}^{\omega,q-4}$ near infinity, which follows that of the $Y_{\pm2}$ functions in (4.40) and is determined by the constants $a_{\pm2}$ and $b_{\pm2}$. The boundary conditions are most conveniently identified by working in a gauge

$$\tilde{h}_{\mu\nu} = h_{\mu\nu} + 2\nabla_{(\mu}\xi_{\nu)}$$

with $\tilde{h}_{r\mu} = 0$. This can be achieved by expanding the gauge parameter as

$$\xi_{\mu} = e^{-i\omega t+iky} r^2 \sum_{i=0}^{\infty} r^{-i}(f^{(1)}_t(x), f^{(1)}_r(x)/r^2, f^{(1)}_x(x), f^{(1)}_y(x)),$$

which allows us to cancel as many $1/r^i$ terms in $\tilde{h}_{r\mu}$ as we want by choosing the functions $f^{(1)}_\mu(x)$ appropriately. Then, the resulting metric perturbation $\tilde{h}_{ab}$ typically contains terms that diverge as $r^2$, which should be removed according to the holographic boundary conditions in (4.42). Some of these can be canceled with additional gauge transformations, but ultimately
we find a constraint between the asymptotic expansions of $R_{\omega,q}^{+2}$ and $R_{\omega,q}^{-4}$ at $r \to \infty$, which establishes a relation between the constants $(a_{+2}, b_{+2})$ and $(a_{-2}, b_{-2})$. This, in turn, translates into a relation between the ratios of these quantities, $\lambda_{+2}$ and $\lambda_{-2}$ as defined in (4.57). On the other hand, the Teukolsky–Starobinsky identities (4.71) and (4.72) provide an additional relation involving $\lambda_{+2}$ and $\lambda_{-2}$ — see (4.75). The solutions for $(\lambda_{+2}, \lambda_{-2})$ of this pair of equations are precisely those given in (4.81) and (4.82).
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