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Abstract

The task of multi-document summarization (MDS) aims at models that, given multiple documents as input, are able to generate a summary that combines dispersed information, originally spread across these documents. Accordingly, it is expected that both reference summaries in MDS datasets, as well as system summaries, would indeed be based on such dispersed information. In this paper, we argue for quantifying and assessing this expectation. To that end, we propose an automated measure for evaluating the degree to which a summary is “disperse”, in the sense of the number of source documents needed to cover its content. We apply our measure to empirically analyze several popular MDS datasets, with respect to their reference summaries, as well as the output of state-of-the-art systems. Our results show that certain MDS datasets barely require combining information from multiple documents, where a single document often covers the full summary content. Overall, we advocate using our metric for assessing and improving the degree to which summarization datasets require combining multi-document information, and similarly how summarization models actually meet this challenge.¹

1 Introduction

Multi-document Summarization (MDS) consists of creating a short and concise summary that includes the salient information in a set of related documents. Beyond the challenges in single-document summarization, a summary of multiple texts is expected to combine and assemble information spread across several input texts. Table 1 illustrates such an example where the summary combines multiple facts from the different documents about global warming. While the main fact (“melting ice”) can be described in all source documents, secondary information such as “the rising water” often appear only in certain document(s).

In order to develop MDS models that effectively merge information from various sources, it is necessary that reference summaries in MDS datasets should be based on such dispersed information across the source documents. However, to the best of our knowledge, while existing datasets assume that this property is realized, measuring (automatically) the degree of multi-text merging was not investigated in the literature.

In this work, we suggest quantifying the degree to which a summary is “disperse” in terms of the minimum number of documents needed to cover its content. Accordingly, we develop an automated method for measuring this aspect for any MDS summary. To that end, we first identify the potential provenance of the summary information in all source documents. Then, for each possible number of documents, we form the subset of documents that includes the largest amount aligned information.

Table 1: An example of a summary of multiple documents. The proposition “melting ice” (in blue) appears in all source documents, while “the threat for the Arctic population” (in ochre) and “the rising water” (in red) are mentioned only in documents 1 and 3 respectively.

Doc 1: Indigenous Arctic people urged European countries to step up the fight against global warming, saying it is threatening their societies. The Arctic Council said that the amount of sea ice around the North Pole has decreased about 8 percent in 30 years because of global warming.

Doc 2: One of the topics discussed at the global warming conference is the decrease of the sea ice in the Arctic.

Doc 3: Glaciologists worry most about the Arctic ice sheet: if gradually melted, to raise ocean levels worldwide by about five meters stems directly from global warming or from more localized conditions.

Summary: Global warming has caused the Arctic ice to melt considerably. These changes are threatening the indigenous Arctic population and could raise ocean levels worldwide.

---

¹Our code is available in https://github.com/ariecattan/multi_mds.

---
tion with the summary. Finally, we define the degree of multi-text merging of an MDS summary as a function of the amount of summary information not covered by each subset of documents.

We apply our automated measure to evaluate the degree of multi-text merging in four prominent MDS datasets (DUC, TAC, MultiNews and WCEP) as well as the output of five recent systems. Our results show that some existing datasets barely involve multi-text merging because the reference summary information mostly appears in a single document. Unsurprisingly, the length of the summary has a substantial impact on the amount of multi-text merging since longer summaries cover more detailed information which tends to be spread across documents.

Taken together, our work is the first to measure and empirically analyze multi-text merging in MDS datasets and model summaries. We suggest that future work will use our methodology to develop better datasets and to improve the degree of multi-text merging in MDS models.

2 A Measure for Multi-text Merging

2.1 Motivating Analysis

The common dataset structure for an MDS instance is a topic that consists of a set of source documents \( D = \{ D_1, \ldots, D_n \} \) and a summary \( S \). To motivate our measure, we first analyze the degree of multi-text merging on a sample of topics. To that end, we leverage the Summary-Source-Alignment dataset of Ernst et al. (2021), in which human annotators aligned all propositions in reference summaries with corresponding propositions in the source documents that cover the same information, as exemplified in Table 1. Given these alignments on 9 MDS topics from MultiNews (Fabbri et al., 2019), each composed of 4 source documents, we find that a single source document suffices to cover alone 70% of the summary propositions while 2 documents cover 95% of them. The remaining source documents thus hardly provide any substantial information to the summary.

Motivated by this analysis, we develop an automated measure that allows to evaluate the degree of multi-text merging in entire MDS datasets and in systems summaries. Our measure operates in the following steps. We first define the coverage score for a given subset of source documents (§2.2). Then, to approximate the minimum number of documents required to cover increasing portions of the summary information, we greedily construct, for each possible number of source documents, the subset of source documents with the highest coverage score (§2.3). Finally, we measure the total amount of summary information in all subset sizes, yielding a corresponding coverage curve (§2.4).

2.2 Relative Coverage Score

Let \( D^* \) be a subset of source documents \( D^* \subseteq D \). We define the relative coverage of \( D^* \) as the proportion of information that is covered by \( D^* \), normalized by the information covered by all source documents \( D \):

\[
cov(D^*, D, S) = \frac{s(D^*, S)}{s(D, S)}
\]  

(1)

For the absolute coverage score \( s(D^*, S) \), we aim to approximate the human annotation of summary-source proposition alignment in (Ernst et al., 2021), which is based on the well established Pyramid scheme (Nenkova and Passonneau, 2004). Specifically, we follow their automated scheme: (1) we extract all propositions from the summary and all source documents using OpenIE (Banko et al., 2008), (2) we compute the similarity score between the propositions in the summary and the source documents using SuperPAL, an NLI model fine-tuned on proposition alignment (Ernst et al., 2021). (3) \( s(D^*, S) \) is defined as the number of propositions in \( S \) that are aligned with some proposition in \( D^* \).

We consider the proportion \( s(D^*, S)/s(D, S) \) and not the absolute coverage \( s(D^*, S) \) for two main reasons. First, as both reference and system summaries are known to include hallucinated information (Maynez et al., 2020), we need to discard them in our measure in order to properly estimate the amount of information that each single source document actually provides to the summary. Second, normalizing the coverage score will mitigate the potential omissions of the alignment model.

2.3 Maximally-Covering Document Subsets

Given an MDS topic with \( n \) source documents, we aim to measure the maximal content coverage of the summary content by a document subset of size \( k \leq n \). To that end, we form \( n \) subsets of source
documents \( \{D_1^*, ..., D_n^*\} \), such that each subset \( D_k^* \) includes an optimized set of \( k \) source documents, covering the maximal amount of summary information. Specifically, we employ a greedy approach where we add one source document at a time to maximize the increase in the relative coverage score (Eq. 1), as follows:

\[
D_{k+1}^* = \text{argmax}_{d \in D \setminus D_k^*} \text{cov}(D_k^* \cup d, D, S)
\] (2)

That is, \( D_1^* \) includes the single document \( d_1 \) with the maximal coverage score, \( D_2^* \) adds the document \( d \) that marginally contributes the most to the coverage, and so on.

### 2.4 Dispersion Score: Area Above the Curve

Given the \( n \) optimal subsets (in the above greedy sense) of source documents for a given topic \( t \), let \( \text{cov}_k^t \) be the coverage of the subset \( D_k^* \). We then define the overall coverage for an entire MDS dataset as the average coverage score for each topic:

\[
\text{cov}_k = \frac{1}{n} \sum_{t \in T} \text{cov}_k^t
\]

Accordingly, \( \text{cov}_k \) aims to measure the average amount of summary information that \( k \) source documents cover.

To allow qualitative analysis of the degree of multi-text merging, we plot the curve of \( \text{cov}_k \) for \( k \in [1, n] \), as illustrated in Figure 1. Since the optimal subsets are formed incrementally, \( \text{cov}_k \) is a monotonic non-decreasing function whose maximum is 1. As shown in Figure 1, the curve corresponding to WCEP-10 is close to 1 already when \( k = 1 \) (single source document), while the curve of DUC 2006-2007 gradually increases to 1, indicating that a larger number of source documents are required to cover the summary content.

While visual plots are insightful, we are also interested in quantifying how slowly \( \text{cov}_k \) converges to 1. Analogously to \( \text{cov}_k \), the difference \( 1 - \text{cov}_k \), expressed by the area above the \( \text{cov}_k \) curve, aims to measure the average amount of summary information that \( k \) documents do not cover. Therefore, we define our “dispersion” score as the Area Above the \( \text{cov}_k \) Curve (AAC). The higher the AAC, the more multi-text merging is required. To properly compare the degree of multi-text merging on various datasets with different numbers of source documents, we normalize the AAC by the maximum number of required source document, \( n_{\text{MAX}} \) \footnote{We also tested the (exponential) optimal approach for finding \( D_k^* \) on two datasets where this was feasible, namely Multi-news and DUC 2003-2004, and found no significant difference in AAC scores vs. the greedy approach (up to 0.1 difference), suggesting its sufficiency.}.

\[
AAC = \frac{1}{n_{\text{MAX}}} \sum_{k=1}^{n} 1 - \text{cov}_k
\] (3)

It is important to note that we avoid normalizing our dispersion metric by the number of source documents in a topic, aiming to better reflect the absolute degree of dispersity. To illustrate, consider one dataset with say 3 documents per cluster, where 2 are sufficient for covering the reference, vs. a dataset with 20 documents per cluster, where 5 are sufficient. Our (non-normalized) score would clearly favor the second dataset, fitting our main motivation in this paper, while a normalized score would counter-productively favor the first.

### 2.5 Related Evaluation Practices

When evaluating a new summarization model, beyond lexical similarity between the system and reference summary (ie. ROUGE), it is common to also report specific aspects such as relevance and informativeness (Jung et al., 2019; Peyrard, 2019), faithfulness (Kryscinski et al., 2020; Scialom et al., 2021), grammar, redundancy (Lloret and Palomar, 2013; Xiao and Carenini, 2020), or sentence fusion (Lebanoff et al., 2019). Other aspects such as extractiveness or compression were investigated for reference summaries (Grusky et al., 2018).

Our dispersion measure aims to measure, both for reference and system summaries, the degree of multi-text merging, which is an essential aspect in multi-document summarization.

### 3 Empirical Analysis

To assess our automated dispersion measure, we apply our method on the exact same MultiNews topics that we used for our motivating analysis (§2.1). As illustrated in Appendix B.1, we observe a similar behaviour in our automated measure, assessing its effectiveness. We cannot evaluate correlation due to a lack of statistical significance, as we have annotations only on 9 topics.

\footnote{In particular, we set \( n_{\text{MAX}} = 10 \) based on Figure 1.}

\footnote{Technically, our formula for calculating the AAC score considers the area above the non-interpolated curve. This is consistent with the common view by which the Average Precision score is often considered as the area under the non-interpolated recall-precision curve.}
Figure 1: Curves of \( \text{cov}_k \) on MDS datasets. Slow convergence to 1, as for DUC 06-07, reflects high degree of multi-text merging.

Table 2: AAC scores and standard deviation of the reference summary in several datasets. We group the DUCs with equal reference summary’s length (number of tokens) and with equal number of source documents.

| Reference Summaries | #docs | length | AAC  |
|---------------------|-------|--------|------|
| WCEP-10             | 10    | 28     | 0.1 (±0.7) |
| MultiNews           | 2     | 218    | 1.8 (±2.3) |
| TAC                 | 10    | 100    | 5.4 (±4.1) |
| DUC 2003-04         | 10    | 102    | 6.6 (±5.0) |
| DUC 2001-02         | 10    | 235    | 13.4 (±9.6) |
| DUC 2005            | 30    | 250    | 16.5 (±9.1) |
| DUC 2006-07         | 25    | 250    | 16.5 (±9.1) |

Table 3: AAC scores and standard deviation on different systems. For both DUC and TAC, reference summaries are more disperse than system summaries.

| System Summaries | DUC 2004 | TAC 2011 |
|------------------|----------|----------|
| Reference        | 7.2 (±5.3) | 4.6 (±3.7) |
| RL-MMR           | 2.6 (±2.4) | 1.9 (±2.9) |
| PG-MMR           | 2.5 (±2.6) | 2.8 (±3.2) |
| LexRank          | 3.7 (±3.3) | 3.2 (±2.9) |
| PG               | 4.7 (±3.1) | 3.1 (±2.6) |
| ProCluster       | 4.1 (±3.7) | 3.9 (±4.4) |

Reference Summaries We compute the AAC scores on the reference summaries of DUC 2001 to 2007 (NIST, 2014), TAC 2008 to 2011 (NIST), MultiNews (Fabbri et al., 2019) and WCEP-10 (Gholipour Ghalandari et al., 2020). We report the AAC score for each dataset, as well as the standard deviation of the individual AAC scores across the dataset topics, in Table 2 and plot the \( \text{cov}_k \) curves in Figure 1.

The AAC score is 0.1 for WCEP-10 and 1.8 for MultiNews, showing a rather poor degree of multi-text merging, where the summary information mostly appears in a single document (see Figure 1). Early datasets such as DUC and TAC exhibit a higher degree of multi-text merging, with the highest 16.5 AAC score for DUC 06-07. We also observe, for all datasets, that the standard deviations of the per-topic AAC scores are of substantial magnitudes, proportional to the average AAC score across the dataset. This indicates that the various topics in each dataset present varying levels of dispersity, as can be expected in real-world scenarios.

Further, we find that the length of the summary has an impact on the degree of multi-text merging. The longer the reference summary the more diverse it becomes. Indeed, DUC datasets with summary length of 100 tokens have a lower AAC score than those with length of more than 200 tokens. These results seem intuitive because the more concise the summary, the more salient the information in it is, and hence is more likely to appear in most source documents (e.g. “melting ice” in Table 1). Nevertheless, the summary length is not the only factor, as on MultiNews we obtain a low AAC score, whereas the reference summary length is longer than 200 tokens on average.

System Summaries We also compute the AAC scores on the output of several system summaries: LexRank (Erkan and Radev, 2004), PG (See et al., 2017), PG-MMR (Lebanoff et al., 2018), RL-MMR (Mao et al., 2020) and ProCluster (Ernst et al., 2022), when tested on DUC 2004 and TAC 2011. The AAC scores are presented in Table 3 and the curves of \( \text{cov}_k \) are shown in Appendix B.2. We notice that, for both DUC 2004 and TAC 2011, the AAC score of the reference summary is slightly higher than the AAC score of all systems summaries. The curves of systems summaries (Appendix B.2) have similar trends to the curves of the reference summaries, which leads us to believe that the more disperse the dataset will be, the more disperse the development of the systems will be.

How MDS models benefit from training on multiple documents? To answer this question, we fine-tune PRIMERA (Xiao et al., 2022), a state-of-the-art MDS model, to generate the summary given only a single document or two source documents as input, on multiple datasets. For this experiment,
Table 4: Results of PRIMERA when fine-tuning on all source documents ($D_{ALL}$), the source document with highest coverage ($D_1^*$) and the two source documents with highest coverage ($D_2^*$). Our results on MultiNews slightly differ from the original PRIMERA paper (Xiao et al., 2022) because we fine-tune with a smaller number of optimization steps (See App. C).

Challenge: Applicability to non-news domains
As a preliminary attempt to examine the applicability of our dispersity measure implementation to non-news domains, we examined MS2 (DeYoung et al., 2021), an MDS dataset from the biomedical domain. However, we observe that the results are not reliable for this type of data due to insufficient quality of the proposition alignment step, for two main reasons. First, abbreviations of technical terms are very common in scientific papers, which presents a challenge to the SuperPAL aligner that we use. For example, consider the document proposition “The use of a Quadriceps tendon graft in primary ACL reconstruction leads to equal or better functional outcomes.”. In this case, SuperPAL failed to predict alignment with the summary proposition “QT autograft represent a feasible option for primary ACL reconstruction.”, which uses the abbreviation “QT”. However, when we replaced the abbreviation with the full term “Quadriceps Tendon”, which appears in the document proposition, then SuperPAL successfully predicted alignment. The abundance of such cases indicates the need to adopt proposition alignment tools to their target domain, particularly with respect to technical terminology and abbreviations.

A second challenge stems from our use of a proposition alignment tool in order to track the evidence supporting a certain summary proposition. In fact, taking this approach assumes that the evidence in the source document should entail the summary proposition, which is mostly the case in the news domain. However, we observed that in the scientific domain of our data, a summary proposition often synthesizes information from multiple source evidences, yielding a novel consolidating proposition that is entailed only from the aggregation of multiple source evidences. For example, a typical such situation occurs when source documents include contradictory evidences or different perspectives, which is typical in scientific and other types of texts, while the summary synthesizes this evidences by pointing at the disagreements. To address this type of cases, more complex mechanisms of evidence tracking would be needed in order to compute dispersity, rather than just using 1:1 proposition alignment for this purpose.

4 Conclusion
We propose a measure to evaluate the degree of multi-text merging, an essential aspect in multi-document summarization. Using this measure, we found that some prominent MDS datasets contain summaries that hardly combine information from multiple input sources. Furthermore, we show that fine-tuning on a single effective document, achieves better summary performance than fine-tuning on the full set of documents.

5 Limitations
As described in Section 2.4, we use the SuperPAL model (Ernst et al., 2021) to predict summary-source alignment scores. Similarly to recent model-based evaluation metrics (e.g. FactCC, BERTScore,
etc.), our measure can also include noise due to some inaccurate predictions or proposition extraction. In addition, the SuperPAL model is time- and computation hardware-consuming because it assigns a BERT-based score for every summary-source proposition pairs.
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A Datasets

Here, we describe the datasets that we use in the paper.

**DUC** DUCs (2001 to 2007) \cite{nist2014} are modest MDS datasets in the news domain. Each year consists of 30-60 topics where each topic is composed of 10-30 source documents and 2-4 human-written (reference) summaries. Table 5 summarizes the dataset information for each separate year.

**TAC** TAC (2008, 2009, 2010, 2011) \cite{nist} are similar to DUC datasets. Each year consists of approximately 45 topics, where each topic includes 10 source documents and 4 human-written summaries.

**MultiNews \cite{fabbri2019}** This dataset includes news articles and human-written summaries taken from the site newser.com. MultiNews is very large and the training, test and validation are composed of 44972, 5622 and 5622 topics respectively. The average number of source documents is 2.8 documents (range from 2 to 11 documents).

**WCEP-10 \cite{gholipour2020}** This dataset includes news events article retrieved from the Wikipedia Current Events Portal. The reference summary is human-written. The summary must be short (30-40 words) and each summary is one complete sentence. WCEP-10 is a truncated version of WCEP with a maximum number of source documents fix to 10. WCEP-10 is composed of 8158, 1022, 1020 topics for the train, validation and test set respectively.

| Year | #Topics | #Docs | #Sums by topic | #Sums |
|------|---------|-------|----------------|-------|
| 2001 | 30      | 10    | 3              | 90    |
| 2002 | 60      | 10    | 2              | 120   |
| 2003 | 30      | 10    | 4              | 120   |
| 2004 | 50      | 10    | 4              | 200   |
| 2005 | 50      | 30    | 6              | 300   |
| 2006 | 50      | 25    | 4              | 200   |
| 2007 | 45      | 25    | 4              | 180   |

Table 5: DUC’s characteristics for each year.

| Year | #Topics | #Docs | #Sums by topic | #Sums |
|------|---------|-------|----------------|-------|
| 2008 | 48      | 10    | 4              | 192   |
| 2009 | 44      | 10    | 4              | 176   |
| 2010 | 46      | 10    | 4              | 184   |
| 2011 | 44      | 10    | 4              | 176   |

Table 6: TAC’s characteristics for each year.

C Training on a Subset of Source Documents

In order to properly assess the effect of fine-tuning an MDS model with only one or two source documents, we fine-tune also the MDS variant (given all source documents) with the same optimization steps. Table 7 presents the optimization and warm-up steps that were used for each dataset.

B Additional Results

B.1 Assessment of Our Measure

Figure 2 shows the graphs of $cov_k$ according to human annotation in SSA and our measure.

B.2 Graphs of $cov_k$

Figures 3 and 4 shows the curves of $cov_k$ on DUC 2004 and TAC 2011 systems summaries respectively. We can notice differences between the different system summaries, which indicate us that some models have higher degree of multi-text merging than other.

Figure 2: Curves of $cov_k$ using the SSA annotations \cite{ernst2021} vs. our measure, for 9 topics from MultiNews
Figure 3: Curves of $\text{cov}_k$ on DUC 2004 systems summaries. The systems are trained on DUC 2003. The curves of ProCluster and PG are closer to the reference than Lexrank, PG-MMR and RL-MMR.

Figure 4: Curves of $\text{cov}_k$ on TAC 2011 systems summaries. The systems are trained on TAC 2008, 2009 and 2010. The curves of ProCluster and PG are closer to the reference than Lexrank, PG-MMR and RL-MMR.

| Dataset      | Total Steps | Warmup Steps |
|--------------|-------------|--------------|
| DUC          | 20          | 2            |
| TAC          | 100         | 10           |
| MultiNews    | 10k         | 1k           |
| WCEP-10      | 5k          | 500          |

Table 7: Details of total and warm-up steps used for training the models with a single or all source documents, as described in Section 3. We use the same number of steps for both experiments.