A Computational Framework for Heparan Sulfate Sequencing Using High-resolution Tandem Mass Spectra*§
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Heparan sulfate (HS) is a linear polysaccharide expressed on cell surfaces, in extracellular matrices and cellular granules in metazoan cells. Through non-covalent binding to growth factors, morphogens, chemokines, and other protein families, HS is involved in all multicellular physiological activities. Its biological activities depend on the fine structures of its protein-binding domains, the determination of which remains a daunting task. Methods have advanced to the point that mass spectra with information-rich product ions may be produced on purified HS saccharides. However, the interpretation of these complex product ion patterns has emerged as the bottleneck to the dissemination of these HS sequencing methods. To solve this problem, we designed HS-SEQ, the first comprehensive algorithm for HS de novo sequencing using high-resolution tandem mass spectra. We tested HS-SEQ using negative electron transfer dissociation (NETD) tandem mass spectra generated from a set of pure synthetic saccharide standards with diverse sulfation patterns. The results showed that HS-SEQ rapidly and accurately determined the correct HS structures from large candidate pools. * Molecular & Cellular Proteomics 13: 10.1074/mcp.M114.039560, 2490-2502, 2014.
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HS chains in determining the binding specificity between HS, growth factors, and growth factor receptors, and illustrate the potential of developing HS-based drugs and therapeutics (20–23). In this context, effective methods for identifying sulfation patterns on HS chains are in high demand.

The development of experimental methods over the past few years has turned the prospect of HS sequencing into reality (24–27). Recent breakthroughs in chemoenzymatic synthesis of HS with specified sulfation positions have removed roadblocks in designing substrates with desired properties (28). Meanwhile, new tandem mass spectrometric dissociation techniques are now capable of identifying sulfation patterns of some GAG oligosaccharides directly (29, 30). In particular, electron detachment dissociation (EDD) (31) and negative electron transfer dissociation (NETD) (32, 33) techniques generate informative spectra that include rich glycosidic-bond and cross-ring cleavages while maintaining the intact sulfation information. It is also possible to suppress losses of sulfate groups in collision-induced dissociation (CID) tandem mass spectra by derivatizing HS saccharides (34) or by replacing acidic protons with metal cations (35, 36). However, all tandem mass spectra of highly sulfated HS saccharides display useful backbone dissociation combined with some degree of sulfate losses. This gives rise to a multiplicity of product ions with either intact or reduced sulfate numbers, the interpretation of which limits the dissemination of these techniques. It is thus necessary to develop commensurate computational methods to meet the challenges of these new techniques, which will promote the systematic study of the in vitro and in vivo effects of HS fine structure on physiological activities.

In 2005, Saad et al. developed the spreadsheet-based heparin sequencing tool HOST using enzymatic digestion and a CID ESI-MS approach (37). HOST built oligosaccharide sequences based on similarity analysis that compares tandem mass spectra of disaccharide units produced from the saccharide in question against those acquired from the intact saccharide. Methods have advanced since that time and now allow determination of sulfation and acetylation directly from tandem mass spectra without separate enzymatic digestion. A computational simulation method was also explored to allow determination of sulfation and acetylation directly from tandem mass spectra without separate enzymatic digestion. The information contained in the tandem mass spectra then reduces candidate possibilities to an extent commensurate with the quality of the data. Depending on whether a knowledgebase is required for generating candidate sequences, tandem MS sequencing methods are divided into database searching and de novo sequencing. De novo sequencing (42) does not rely on a database of previously identified structures, and therefore is preferred for HS sequencing. One type of de novo sequencing method is based on the spectrum graph model (43–48), which converts the sequencing problem into finding an optimal path by connecting the product ion ladder from one terminal to the other. In this process, mass differences establish the connections between peaks. HS chains consist of alternately repeating HexA and HexN residues with acetate and sulfate groups as variable substituents. This means that neighboring product ions may correspond to monosaccharide, or monosaccharide plus substituents. Because sulfate losses occur, the number of neighboring product ions is increased. In addition, random product ions may produce identical mass differences. A naive method (42), such as PEAKS (49), scores favored product ions, and selects candidate sequences with the highest cumulative scores. This method usually relies on the assumption of instrument-specific ion types, and peaks with ambiguous assignments may affect its performance.

For HS, the size of the sequence space is a combinatorial function that depends on the oligosaccharide backbone and numbers of acetate/sulfate groups. For example, a hexasaccharide with composition [1, 2, 3, 1, 6] ([\(\Delta\text{HexA, HexA, GlcN, Ac, SO_3}\)]) gives rise to 1386 isomers, whereas a 14-mer oligosaccharide with composition [0, 7, 7, 2, 5] produces 1,381,380 theoretical sequences. Sampling methods may speed up the searching process, but the resulting local maximum and convergence problems pose additional burdens on configuring reasonable searching/scoring schemes. Even with efficient limitation of the search space, it may still be difficult to distinguish the true sequence from candidate sequences via sequence scores, because the regions with incorrect sulfate/acetate numbers may be supported by falsely assigned product ions because of product ion assignment ambiguity.

The HS sequencing problem can be considered as finding the best way to distribute fixed numbers of acetate/sulfate groups along the precursor sequence. The precursor mass usually uniquely determines the HS composition, i.e. the counts of monosaccharide residues, sulfate, and acetate groups (Fig. 1A), whereas the counts of monosaccharide residues implicitly determines the sequence of monosaccharide residues and therefore the sequence of candidate acetylation/sulfation sites along the precursor sequence. In this sense, we can rephrase the HS sequence problem as finding the best way to distribute fixed number of acetate/sulfate groups among a fixed set of candidate acetylation/sulfation sites.
We clarify several terms (Fig. 1B) here in order to facilitate the discussion. We use modification to represent acetylation/sulfation, the locations of which are uncertain on the precursor sequence before prediction. In contrast, we consider derivatization at the reducing-end as an integrated part of the precursor backbone because there is no uncertainty of its location. Accordingly, a candidate modification site represents a particular position on a particular monosaccharide residue where the modification may occur, and modification number stands for the count of the modification occurrence. The solution is a list of modification distributions that specify how the given numbers of modifications are distributed among all the candidate modification sites. Each modification type corresponds to a modification distribution, and the sum of the distribution equals the modification number defined in the precursor composition.

The concepts of candidate modification sites and modification number serve as the building blocks for the whole framework of HS-SEQ. For a given peak, we denote each structural interpretation of a peak (the ion type, cleavage position, neutral loss, and modification numbers, e.g. Y3 - H2O + 1Ac + 3SO3) as an assignment. Each assignment provides structural information in terms of subsets of candidate modification sites as well as the associated modification numbers. Assignment helps update the modification distribution. The original modification numbers are denoted by red text and the new numbers deduced from the assignment are denoted by blue text. The added structural information from the assignment updates the local regions of the modification distributions (the updated regions are marked by dashed squares).

Fig. 1. Summary of basic concepts in HS-SEQ. A hexasaccharide [1, 2, 3, 1, 6] (\([\Delta \text{HexA}, \text{HexA}, \text{GlcN}, \text{Ac}, \text{SO}_3]\)) is used to demonstrate the concepts used in HS-SEQ. A, The hexasaccharide sequence illustrated by cartoon symbols. Each monosaccharide has a unique ID. B, Visual representation of the hexasaccharide sequence in HS-SEQ. Two types of modification (substitution) occur on the sequence: acetylation (Ac) and sulfation (SO3). Each modification type corresponds to a set of candidate modification sites, and a modification distribution, which appends a local likelihood value to each candidate site. C, Visual representation of assignment in HS-SEQ. Each assignment provides structural information in terms of subsets of candidate modification sites as well as the associated modification numbers. D, Assignment helps update the modification distribution. The original modification numbers are denoted by red text and the new numbers deduced from the assignment are denoted by blue text. The added structural information from the assignment updates the local regions of the modification distributions (the updated regions are marked by dashed squares).
In this sense, each assignment defines a subproblem of the original HS sequencing problem, which serves to update the global modification distributions to finer resolution. Moreover, a terminal assignment describes an assignment containing an intact monosaccharide residue of either the reducing end (RE) or non-reducing end (NRE), and an internal assignment describes an assignment containing no intact RE or NRE residue. For each modification type, we use assignment graph to describe the relationship between assignments. In the graph, the node represents an assignment and the edge represents the inclusion relationship of candidate modification sites between assignments.

In order to identify the HS sequence, the intuitive way is to map the mass values of peaks to assignments (spectra interpretation), and collect the structural information of assignments to deduce the modification distributions of the precursor sequence (sequence assembly). Ambiguity occurs when a single mass value corresponds to multiple assignments, and different assignments produce inconsistent structural information regarding the precursor sequence. In essence, the data ambiguity problem is all about confusing information of the candidate modification sites and/or association modification number. “S” denotes “same” and “D” means “different”.

As shown in Fig. 3A, the sequencing task in HS-SEQ consisted of two steps: (1) the prediction of the distribution of acetate groups, taking into account the data ambiguity; and (2) the prediction of the distributions of sulfate groups, a step divided into sulfate numbers on each residue and identification of specific sulfate positions on each residue. Data ambiguity is considered for each step, and sulfate loss is considered when identifying sulfate positions. B, Assignment graph connects assignments and generates the modification distribution. The relationship between assignments is visualized by the assignment graph (modification-specific), where the node represents assignment and the edge represents the inclusion relationship of candidate modification sites between assignments. The edge directs the assignment with maximum subset of modification sites (child node) to the assignment with minimum superset of modification sites (parent node). Two nodes are always present in the graph: the null node and the full node. For each new node (assignment), there is always at least one parent node and one child node in the graph. The information of candidate modification sites from the new node helps locate its parent and child in the graph. The information of modification number is adjusted based on confidence estimation of the assignment (discussed in the method section). Each insertion of a node into the graph corresponds to update of local regions on the modification distribution.
HS Sequencing Algorithm

1. **#1 Arixtra**
   
   [0, 2, 3, 0, 8]
   
   (4-, 5-, 6-)
   
   2. **#2 Hex6**
   
   [1, 2, 3, 1, 6]
   
   (3-, 4-, 5-, 6-)
   
   3. **#3 Hex7**
   
   [1, 2, 3, 1, 7]
   
   (3-, 4-, 5-, 6-)
   
   4. **#4 dp15**
   
   [0, 7, 7, 2, 5]
   
   (5-, 6-, 7-, 8-)
   
   5. **#5 P71**
   
   [0, 4, 3, 0, 3]
   
   (3-, 4-)
   
   6. **#6 P82**
   
   [0, 4, 4, 0, 11]
   
   (6-)
   
   7. **#7 Boons03**
   
   [0, 2, 2, 0, 5]
   
   (3-, 4-)
   
   8. **#8 Boons23**
   
   [0, 2, 2, 0, 4]
   
   (2-, 3-, 4-)
   
   9. **#9 Boons38**
   
   [0, 2, 2, 0, 5]
   
   (3-, 4-)

Fig. 4. Structures of nine synthetic pure standards for algorithm validation. #1 Arixtra [0, 2, 3, 0, 8] (charge state 4-, 5-, and 6-) was purchased from Organon Sanofi-Synthelabo LLC (West Orange, NJ). #2 Hex6 [1, 2, 3, 1, 6] (charge state 3-, 4-, 5-, and 6-) and #3 Hex7 [1, 2, 3, 1, 7] (charge state 3-, 4-, 5-, and 6-) were purchased from New England Bioscience, Ipswich, MA. #4 dp15 [0, 7, 7, 2, 5] (charge state 5-, 6-, 7-, and 8-) and #5 P71 [0, 4, 3, 0, 3] (charge state 3- and 4-) and #6 P82 [0, 4, 4, 0, 11] (charge state 6-) were generously provided by Prof. Jian Liu from University of North Carolina, Chapel Hill. Synthetic HS tetrasaccharides #7 Boons03 [0, 2, 2, 0, 5] (charge state 3- and 4-), #8 Boons23[0, 2, 2, 0, 4] (charge state 2-, 3-, and 4-) and #9 Boons38 [0, 2, 2, 0, 5] (charge state 3- and 4-) were generously provided by Professor Geert-Jan Boons from the Complex Carbohydrate Research Center at the University of Georgia. Me: methyl, AnMan: 2,5-anhydro-2,0,4-dimannose, PNP: 4-Nitrophenol.

The modification distribution. HS-SEQ organized assignments by their respective confidence values and sequentially inserted the assignments into the assignment graph. The insertion of each assignment further updated the modification distribution. The final modification distribution can be read manually, or converted to a list of top candidate sequences (see supplemental materials section Generation of top candidates).

We tested HS-SEQ using nine synthetic HS saccharide standards representing a range of chain lengths, modification positions, sulfation degrees, reducing-end derivatization groups, and ion charge states (Fig. 4). The results showed that HS-SEQ accurately recovered the correct HS sequences for 76% (19 out of 25) of the tested tandem mass spectra, and approached the correct sequences for the remainder. For each oligosaccharide sequence, at least 50% of the tandem spectra (each with a different charge state) reported the true sequence as rank 1. Moreover, the scores for the correct HS structures were distinct from their isomeric candidates, and the computation time required for sequencing was usually a few seconds, demonstrating the feasibility of a HS high-throughput sequencing pipeline. The program was developed using the C++ language and is available for download through http://code.google.com/p/glycan-pipeline/. The program currently runs under command line and requires only a few basic arguments (precursor ion m/z, charge state, and input/output file). The program also includes XML configuration files that specify the rest of parameters and their default values. A graphical-user-interface (GUI) version of the program is under development and will be available in future version.

To the knowledge we have, our work is the first to systematically study the problem of automatic HS sequencing. We showed HS-SEQ’s capability in addressing the challenges of data redunancy, data ambiguity, and sulfate loss inherent in tandem mass spectra of HS compound class, and providing production-grade distinctive results.

**EXPERIMENTAL PROCEDURES**

Data Acquisition and Preprocessing — Tandem mass spectra of the nine synthetic HS saccharides were acquired on a 12-T solarX™ hybrid Qq-Fourier ion cyclotron resonance (FTICR) mass spectrometer (Bruker Daltonics, Bremen, Germany) in NETD (Fig. 4). All HS standards were dissolved in 5% isopropanol, 0.2% ammonia solution to a final concentration of 5 pmol/µL, and infused directly into the mass spectrometer using an Apollo II nanoESI source. The spectra were acquired in the negative ion mode and the instrument parameters were optimized to minimize SO3 losses. Precursor ions were isolated using a mass-filtering quadrupole and externally accumulated in a hexapole collision cell before tandem MS analysis. For NETD experiments, fluoranthene cation radicals were generated in a chemical ionization source in the presence of argon. Efficient disso- ciation was ensured by using a reagent accumulation time of up to 500 ms and a reaction time of up to 500 ms. Each transient was acquired with 1 M data points, each tandem mass spectrum was acquired by signal averaging up to 100 transients for improved S/N ratio. The instrument was externally calibrated using sodium-TFA clusters before tandem MS experiments.

Peak lists were exported from the spectra using Bruker DataAnaly- sis 4.2 with the “FTMS” option selected and the signal-to-noise ratio (S/N) threshold set to 0. Each row of the peak lists contained the m/z value, intensity, resolving power and S/N for a given peak. An in-house deconvolution/deisotoping program (see supplemental materials section Deconvolution and deisotoping) was developed to convert the peak lists into lists of monoisotopic neutral masses.

Peak Assignment — The monoisotopic peak list was converted into neutral mass values, and was matched to theoretical fragment mass with a 2 ppm mass error. The theoretical library was constructed from the composition of precursor ion [ΔHexA, HexA, GlcN, Ac, SO3]_. All possible product ions (50) were considered, including types of A, B, C, X, Y, Z, and internal ions generated from multiple cleavages of the HS backbone structure. Neutral mass loss (-H2O), hydrogen transfer (-H) and all possible numbers of sulfate/acetate groups allowed on the product ions were taken into account. We assumed that for GlcN residues, sulfation may only occur at 2-N, 3-O, and 6-O positions and acetylation at 2-N position, whereas for HexA (GlcA or IdoA) residues, sulfation may occur at the 2-0 position. Although it has been sug- gested that the isomeric uronic acid residues resulted in different fragmentation patterns using EDD (31), the difference has not yet been established as an explicit pattern for automatic recognition from the spectra. Therefore, HS-SEQ did not attempt to distinguish GlcA from IdoA.
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Sequence Construction

1. Filtering Redundant Data—A typical assignment of a peak consisted of three parts: product ion type (e.g., B2, C3, and 1.5A2), composition shift (e.g., -H2O, -H) and modification numbers for acetate and sulfate groups. Assignments with the same product ion type and the same number of acetate groups were clustered. In other words, each cluster contained assignments with mass values differing only in the equivalent of a combination of neutral mass loss (-H2O), hydrogen transfer (-H), and sulfate groups. Note that assignments of B- and C-type ions were not differentiated. Similarly, Y- and Z-type ions were clustered together. For example, assignment B3 (-H2O, 1Ac + 3SO3) was clustered with assignment C3 (-H, 1Ac + 2SO3), but not with assignment C3 (0Ac + 1SO3) because of the different acetate numbers they hold. For each cluster, the assignments with the highest number of sulfate groups were selected to represent the cluster. If more than one assignment had the highest sulfate number in one cluster, HS-SEQ chose the one by the neutral mass shift in order of priority: no shift > -H2O > +H/-H > -H2O +H/-H. The number of +H/-H was set to be from 0 to 2 by default.

The clustering procedure removed redundant and/or irrelevant structural information (e.g., composition shift, sulfate losses) of the assignments. As a result, each selected assignment represented an independent observation of a sub-structure of the precursor. Note that the number of acetate groups, instead of sulfate groups, was included for clustering assignments. This was because of the ambiguity of modification number caused by acetate group. For example, in sequence #2 [1, 2, 3, 1, 6] (Fig. 4), a peak assigned to 0.2A8 (1Ac + nSO3) can be equivalently assigned to B8 (0Ac + nSO3), whereas a peak assigned to C8 (1Ac + nSO3) can be assigned to 2.4A8 (0Ac + nSO3). These ambiguous assignments had the same candidate Ac sites but different Ac numbers, and could not be differentiated from the mass value. In contrast, assignment ambiguity rarely involved the number of sulfate groups, but loss of sulfate group during dissociation may lead to misunderstanding of the sequence. By selecting the assignment with the highest number of sulfate groups within a cluster, the risk of misinterpretation caused by sulfate loss was reduced.

Another clustering procedure in HS-SEQ to reduce the risk of sulfate-loss will be described in step 4 to construct the corresponding modification distribution.

2. Estimating Data Ambiguity—Only terminal assignments were considered for building the sequence, but internal assignments were used for estimating the risk of mis-assignment. For each modification type, the likelihood of correctly assigning a peak as an terminal assignment is assessed via uniqueness value p(A), defined as

\[ p(A) = \sum_{k \in S} t_k \quad 0 \leq t_k \leq 1 \quad (Eq. 1) \]

whereas S is the indices of isomeric assignments (assignments that correspond to the same mass value, k is the index of a terminal assignment in S, t_k is the weight associated with the cleavage type (e.g. glycosidic-bond cleavage, cross-ring cleavage, and the combinations thereof) of assignment k. For assignments of either glycosidic-bond cleavage or cross-ring cleavage, t_k was set to 1.0; for assignments of internal cleavage type (except double cross-ring cleavage, e.g. AX ion), t_k was set to 0.2; for double cross-ring cleavage, t_k was set to 0 by default, which means assignments of double cross-ring cleavage were ignored. Note that the denominator of the uniqueness value (Eq. 1) was calculated based on assignments with non-redundant information of modification sites and modification numbers. If assignments of a mass value caused no additional ambiguity (Fig. 2B) regarding the modification sites and modification numbers, they would not be counted into the denominator of the uniqueness value (Eq. 1).

3. Constructing the Assignment Graph—Terminal assignments were organized via an assignment graph model for each modification type (Fig. 3B). Let X denote the set of candidate modification sites of an assignment and S denote the number of sulfate/acetate groups of the same assignment. Node i is a parent of node k, if X_k \supset X_i and there is no such node m that X_k \supset X_m \supset X_i. Conversely, node k is a child of node i. Note that it is possible for a node to have more than one parent/child. For example, nodes representing 2.4A2 and 3.5A3 are both parents of the node representing B5, with respect to the sulfation sites. Node i is defined as the complement node of node k if X_k \cup X_i = \Omega, X_k \cap X_i = \emptyset and S_i + S_k = S_{precursor}, whereas \Omega denotes the modification sites of the precursor sequence, \emptyset denotes the empty set and S_{precursor} is the total modification number of the precursor sequence. Conversely, node k is also a complement node of node i, and the two nodes are complementary to each other.

As shown in Fig. 3B, the computation began with two connected dummy nodes, one representing the candidate modification sites and modification number of the precursor ion, and the other representing a virtual node with null modification sites and modification number of 0. For any new assignment, there was always at least one parent and one child in the graph. The terminal assignments were sequentially inserted into the graph by looking for their respective parent and child in the graph, and the insertion order depended on their respective confidence values. The confidence of an assignment relied on several factors: the assignment ambiguity, represented by the uniqueness value p(A) (Eq. 1), and the assignment compatibility with the parent, child, and complement node (if applicable).

The compatibility of assignment k was given by

\[ p(k) = \begin{cases} \min(D_{k}^{c}, D_{k}^{c'}, D_{k}^{c''}) = 0, \\ \min(D_{k}^{c}, D_{k}^{c'}, D_{k}^{c''}) < 0. \end{cases} \quad (Eq. 2) \]

where k is the index of a terminal assignment, and C is a constant within [0,1] (0.8 by default). The boundary of the number of sulfate/acetate groups an assignment can carry is mathematically constrained by its parent, child as well as the complement assignment. D^c, D^{c'}, and D^{c''} represent the distances of the modification number of an assignment to the maximal status from different aspects. Constant C regulates the impact of the distance on the assignment compatibility. The rationale behind this formula is that the closer the modification number of an assignment is to the maximum, the more likely the node is to retain the original modification number information. This is especially useful for determining the sulfate distribution because we hope to select assignments that are most likely to retain the intact sulfate information. D^c, D^{c'}, and D^{c''} in (Eq. 2) are given by

\[ D_{k}^{c} = S_{total} - (S_{k} + S_{i}) \quad (Eq. 3) \]

\[ D_{k}^{c'} = \begin{cases} S_{i} + (N_{k} - N_{i}) - S_{k}, & S_{i} \geq S_{k}, \\ -1, & S_{k} < S_{i}. \end{cases} \quad (Eq. 4) \]

\[ D_{k}^{c''} = \begin{cases} S_{i} - S_{k}, & S_{i} - S_{k} \leq N_{k} - N_{i}, \\ -1, & S_{i} - S_{k} > N_{k} - N_{i}. \end{cases} \quad (Eq. 5) \]

where k is the index of the to-be-inserted node, k_i is the index of the child of node k, k_p is the index of the parent of node k, k' is the index of the complement node of node k, S is the modification number, and N is the number of candidate modification sites. If no complement node of node k has been recorded in the graph, let S_{k'} = 0. D^c is the distance inferred from a pair of complementary nodes (i.e. distance for golden pair). D^c represents the distance
Inferred from the child node (i.e., distance for the lower bound), and $D^\theta$ is the distance inferred from the parent node (i.e., distance for the upper bound).

In the event that more than one candidate parent/child node was present, the most confident one was selected, and its distance values were calculated accordingly.

In order to expand the assignment graph, terminal assignments were sorted descendingly by their uniqueness values $p(A)$ (Eq. 1). In each cycle, assignments with the highest uniqueness values were retrieved. Note that for sulfation distribution, assignments with the same uniqueness value and same modification sites underwent an additional clustering procedure (as described in step 1) so that only the assignment with the highest number of sulfate groups in each cluster was selected. This clustering procedure is useful for grouping nearby assignments covering the same candidate sulfation sites, e.g., $B_3$ and $^1^3A_9$ (see Fig. 2B).

The compatibility (Eq. 2) of assignment $k$ involved two cases: (1) the compatibility with assignments in the current assignment graph (background assignments), denoted as $p(F^\theta_k)$, and (2) the compatibility with assignments of the same uniqueness values (peer assignments), denoted as $p(F^\theta_{k'})$. A virtual complement node $k'$ of node $k$ was forged (if not available), and the confidence value $\lambda$ of node $k$ was then calculated by:

$$\lambda_k = p(A_k) \times p(F^\theta_k) \times \max(p(F^\theta_{k'}), p(F^\theta_{k''})) \quad (Eq. 6)$$

where $k$ is the index of the current node, $k'$ is the index of the complement node of node $k$, and $p(F^\theta_{k'})$, $p(F^\theta_{k''})$ represents the compatibility value of node $k$, node $k'$ in the context of peer assignments (Eq. 2), respectively. Assignments with confidence value of 0 were ignored. The remaining peer assignments were sorted by their confidence values $\lambda$ (Eq. 6) in a descending order, and sequentially inserted into the assignment graph. Each insertion of a node was accompanied with the insertion of its complement node (either virtual or not).

4. Updating Modification Distribution—With only two dummy nodes in the graph, the modification was equally likely to occur on all possible modification sites along the precursor sequence. The insertion of a node into the assignment graph led to an update of a local region of the modification distribution (Fig. 3B). From the perspective of the assignment graph, the confidence value $\lambda$ (Eq. 6) was responsible for arranging the order of nodes for insertion into the graph; from the perspective of modification distribution, $\lambda$ directed the way of updating the distribution. Intuitively, if the confidence value was close to 0, the inserted node had almost no impact on the current modification distribution; if it was close to 1, the modification distribution was updated based on the exact modification number of the assignment (Fig. 1D). Therefore, $\lambda$ controlled the effect of modification number of an assignment on updating the modification distribution (Fig. 3B). The adjusted or “effective” modification number $S'$ for assignment $k$ was given by:

$$S'_k = \lambda_k S_k + (1 - \lambda_k) S_{kg} \quad (Eq. 7)$$

where $k$ is the index of the inserted node, $S$ denotes the modification number, $\lambda$ is the confidence value (Eq. 6), and $S_{kg}$ is the background modification number for node $k$, given by:

$$S_{kg} = S_k + L_{kg-k} \times (N_k - N_{kg}) \quad (Eq. 8)$$

where $k$ is the index of the inserted node, $k_1$ is the index of the child of node $k$, $S'$ is the effective modification number, $N$ is the number of candidate modification sites and $L_{kg-k}$ is the average modification number over the candidate modification sites sandwiched by the parent and child of node $k$. If the child node or parent node is the dummy node, let $S' = S$.

$L_{kg-k_i}$ was given by:

$$L_{kg-k_i} = \frac{S'_{k_i} - S'_{k}}{N_{k_i} - N_{k}} \quad (Eq. 9)$$

where $S'$ denotes the effective modification number, $N$ is the number of modification sites, $k_1$ is the index of the parent of node $k$, $k_i$ is the index of the child of node $k$.

After the insertion, the original modification distribution was updated in the following way: for the subregion demarcated by the node $k$ and its child $k_i$, the updated average modification number on each candidate modification site, or local modification likelihood, was given by:

$$L_{kg-k_i}^{\theta} = \frac{S'_{k_i} - S'_{k}}{N_{k_i} - N_{k}} \quad (Eq. 10)$$

Similarly, for subregion demarcated by node $k$ and its parent node $k_p$, the updated local modification likelihood on each candidate site was also given by:

$$L_{kg-k_p}^{\theta} = \frac{S'_{k_p} - S'_{k}}{N_{k_p} - N_{k}} \quad (Eq. 11)$$

As more assignments were inserted into the assignment graph, the modification distribution was sliced into smaller pieces of subregions with the candidate modification sites and adjusted modification numbers specified.

5. Organizing Sequencing Tasks—The acetylation positions were identified first by selecting the most likely candidate acetylation sites based on predicted acetylation distribution. All assignments that reported inconsistent acetate numbers were removed in order to improve the accuracy of predicting sulfation distribution.

Ideally, the presence of cross-ring cleavage product ions facilitates locating the sulfate groups within each residue. In practice, however, cross-ring cleavage product ions were more likely to be associated with sulfate loss. As a result, HS-SEQ might incorrectly distribute the sulfate group(s) within the residue (see supplemental material S1). Fortunately, once the number of sulfate groups on each residue was determined, it was usually possible to deduce the priority of sulfation positions within residues based on the biosynthetic rules of HS (4, 51).

Method Comparison—The performance of HS-SEQ was evaluated using 25 NETD spectra from nine synthesized sequences (Fig. 4). For each spectrum, all theoretical sequences were enumerated (Table I) based on the compositions of the precursor ions, and the prediction cost for each candidate sequence was calculated. Each candidate sequence was virtually represented by modification distributions with only binary likelihood values (0–1), where 0 and 1 denote “unoccupied” and “occupied” position, respectively. The prediction cost for a given candidate sequence was defined as the distance between the binary modification distributions representing the candidate sequence and the modification distributions predicted by HS-SEQ, which was given by

$$\text{Cost} = \sum_{t \in T} \sum_{i \in S} (d_{t_i} - k_{t_i})^2 \quad (Eq. 12)$$

where $T$ is the set of modification types (acetylation/sulfation), $S(t)$ is the set of candidate modification sites for modification type $t$, $d_{t_i}$ is the estimate of modification likelihood from HS-SEQ on site $i$ for modification type $t$, and $k_{t_i}$ is the binary modification likelihood (0–1) specified by candidate sequence on site $i$ for modification type $t$. For each spectrum, the average rank and Z-score of the cost value (Eq. 12) of the true sequence were calculated in the background of all candidate sequences. The true sequence was expected to have a
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### RESULTS

The preprocessing results are given in supplemental material S2–S3 and the modification distributions reported by HS-SEQ are provided in supplemental material S1. We compared the average ranks of the true sequences using all three methods (Fig. 5A). A low rank value indicated high performance. The results suggested that the coverage method was the most stable among the three, and performed best for sequence #2 (charge 3-, 4-, 5-, and 6-) and #6 (charge 6-) and #7 (charge 3-). The performance of HS-SEQ (Cost) was close to the coverage method in general, with the exception that it lagged behind for sequence #1 (charge 4-, 5-, and 6-), #2 (charge 5- and 6-) and #6 (charge 6-), whereas it targetd sequence #4 (charge 6-) accurately. The GP method performed poorly for #8 (charge 2- and 3-), #2 (charge 3-, 4-, 5-, and 6-) and #6 (charge 6-) and #4 (5-, 6-, 7-, and 8-).

The Z-score test (Fig. 5B) provided a measure of the distinction of a true sequence from the background candidates. HS-SEQ (Cost) performed best for sequence #5 (charge 4-)

---

### TABLE I

| Sequence (charge) | Rank/Space | M_rank/M_space | Sequence (charge) | Rank/Space | M_rank/M_space |
|-------------------|------------|----------------|-------------------|------------|----------------|
| #1 (**4-**)       | 12/165     | 1/25           | #5 (**3-**)       | 8/286      | 1/56           |
| #1 (**5-**)       | 75/165     | 1/25           | #5 (**4-**)       | 2/286      | 1/56           |
| #1 (**6-**)       | 16/165     | 1/25           | #6 (**6-**)       | 30.5/4368  | 1/328          |
| #2 (**3-**)       | 26.5/1386  | 2/216          | #7 (**3-**)       | 15.5/56    | 1/12           |
| #2 (**4-**)       | 13.5/1386  | 2/216          | #7 (**4-**)       | 1.5/56     | 1/12           |
| #2 (**5-**)       | 29.5/1386  | 1/216          | #8 (**2-**)       | 6/70       | 1/14           |
| #2 (**6-**)       | 114.5/1386 | 1/216          | #8 (**3-**)       | 2.5/70     | 1/14           |
| #3 (**3-**)       | 17.5/990   | 2/174          | #8 (**4-**)       | 1.5/70     | 1/14           |
| #3 (**4-**)       | 3.5/990    | 1/174          | #9 (**3-**)       | 13.5/56    | 3/12           |
| #3 (**5-**)       | 7.5/990    | 1/174          | #9 (**4-**)       | 2/56       | 1/12           |
| #3 (**6-**)       | 12.5/990   | 1/174          |                   |            |                |
| #4 (**5-**)       | 1.5/1,381,380 | 1/98,196     |                   |            |                |
| #4 (**6-**)       | 11,1/1,381,380  | 1/98,196    |                   |            |                |
| #4 (**7-**)       | 70.5/1,381,380 | 2/98,196     |                   |            |                |
| #4 (**8-**)       | 1630.5/1,381,380 | 3/98,196    |                   |            |                |

---

good average rank (low prediction cost) and high Z-score (distinct from background).

The performance of HS-SEQ was compared with two other naïve methods. The first was the coverage method (39, 41), which we defined here as scoring a candidate sequence by calculating the total number of observed unique mass values of product ions explainable by that sequence. Ideally, the most likely sequence should have the highest coverage, and all other sequences should cover only a subset of the mass values. The second naïve method tested was the “golden pair” (GP) (36), which we redefined here as counting the pairs of complementary terminal assignments for a given candidate sequence. Similarly, we assumed that a true sequence should have the highest number of golden pairs.

For native samples derived from biological sources, there was a priority order for sulfation positions within a GlcN residue. Therefore, the performances of a residue-based version of all three methods were also compared, which we denote as MCoverage, M_GP and HS-SEQ (M_Cost) methods, respectively. Candidate sequences with no differences in the total number of sulfate groups for each residue were adjusted to have the same score.

HS-SEQ (M_Cost) for a sequence at the residue level was calculated by

\[ M_{\text{Cost}} = \sum_{t \in \text{R eff}} \sum_{r \in \text{R}(t)} (D_{tr} - K_r)^2 \]  

where \( T \) is the set of modification types (acetylation/sulfation), \( R(t) \) is the list of monosaccharide residues for modification type \( t \), \( D_{tr} \) is the modification likelihood estimated from HS-SEQ on residue \( r \) for modification type \( t \), and \( K_r \) is the summed modification number (nonnegative integer) specified by the candidate sequence on residue \( r \) for modification type \( t \). It turns out that the residue-based version is more robust to variation of occupied sulfation sites within each residue. For example, if HS-SEQ produces sulfation likelihood values on sites in a GlcN residue as (2-N: 0.3, 3-O: 0.9, and 6-O: 0.8), and a candidate sequence specifies the sulfation distribution on the same sites as (2-N: 1, 3-O: 0, and 6-O: 0), the original version of the cost function would calculate the squared distance as \((0.9 - 0)^2 + (0.3 - 1)^2 + (0.9 - 0)^2 = 1.34\), whereas the updated cost function would give \((0.3 + 0.9 + 0.8 - 1 + 0 - 1)^2 = 0\).

For M_Coverage, a qualified assignment of cross-ring cleavage type was allowed to carry more sulfate groups than the number on the local region specified by the candidate sequence, as soon as the residue-based constraint of the candidate sequence was met. For example, for candidate sequence in (Fig. 1A), a qualified B2 assignment can carry up to one sulfate group, and a qualified B2 assignment can carry up to three sulfate groups. Under the loosened constraint, a 2,4A2 assignment can carry at most two sulfate groups, and a 0,2A2 assignment up to three sulfate groups. Therefore, a sequence with sulfation at 2-N and 6-O on a GlcN residue counted equally amount of assignments as an isomer sequence with sulfation at 3-O and 6-O on the same GlcN residue, assuming other residues of the two sequences had the same sulfation distribution. The same loosened constraint was applied to M_GP to select qualified assignments for each candidate sequence. The performances (average rank and Z-score) of the three updated methods were then compared. The relationship between the performance and the size of candidate sequence space (background size) for both the original and updated versions of all three methods were also explored.
and #4 (5-, 6-, 7-, and 8-). The GP method performed best for #1 (4-, 5-, and 6-), but produced no results for #8 (charge 2-) because of missing observations of golden pairs. The coverage method, the best performer in the average rank test, gave a mediocre performance in the Z-score test. This was not surprising, because ambiguous assignments in HS tandem MS spectra were expected to boost the scores of some candidate sequences. The results showed that HS-SEQ (Cost) gave good Z-scores consistently, especially for sequence #7 (4-, 56 candidates), sequence #9 (4-, 56 candidates), sequence #8 (3-, 70 candidates), sequence #5 (3- 4-, 286 candidates), #3 (4-, 990 candidates), #6 (6-, 4368 candidates), and #4 (5- 8-, 1,381,380 candidates).

We also examined the linear correlation between average rank and background size (Fig. 5C). The results showed that the linear correlation was weak for HS-SEQ (Cost) ($R^2 = 0.171$), compared with strong correlation for the coverage ($R^2 = 0.563$) and GP ($R^2 = 0.505$) methods. It was interesting for HS-SEQ (Cost) to have significantly smaller $R^2$ value, because a larger background size typically indicates a higher chance for a sequencing algorithm to make mistakes. For sequences of the same background size, HS-SEQ (Cost) tended to generate average ranks with higher variance compared with the naïve methods. This suggests that factors other than the background size may strongly affect the average rank performance of HS-SEQ (Cost). The regression line for HS-SEQ (Cost) (Fig. 5C) had a smaller slope compared with other methods, which also suggests that the average rank from HS-SEQ (Cost) was less affected by the background size. In contrast, all three methods showed strong linear correlations on the relationship between the Z-score and the background size ($R^2 = 0.726$ for the coverage method, $R^2 = 0.641$ for the GP method and $R^2 = 0.601$ for HS-SEQ (Cost)), but the regression line for HS-SEQ (Cost) again was steeper than the lines for the naïve methods. This indicates that HS-SEQ (Cost) had special advantage in identifying the true sequence from the background, especially in the case of large background size. The characteristic distinctiveness of HS-SEQ was highly favorable for automatic HS sequencing.

Close examination of the modification distributions from HS-SEQ (Cost) provided an explanation (see supplemental material S1). Some degrees of sulfate losses were observed with all dissociation methods, including NETD (S3). This was more likely to happen for cross-ring cleavages. Although the coverage method considered product ions with sulfate loss, the GP and HS-SEQ (Cost) methods required the presence of product ions with no sulfate loss. Fortunately, the total number of sulfate groups on each residue was usually well maintained in the sulfation distribution generated by HS-SEQ.

Fig. 5. Comparison of HS sequencing methods. The performance for coverage method (denoted in black), GP method (denote in blue), HS-SEQ (Cost) (denoted in red) were compared using the 25 NETD spectra. A, Comparison of the average ranks. B, Comparison of the absolute values of Z-scores. C, Comparison of correlations between average rank and background size. D, Comparison of correlations between Z-score and background size. Note that in A, and B, the sequences were sorted in an ascending order by their background size.
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because glycosidic-bond cleavages surrounding each residue were more likely to retain all sulfate groups. In this sense, by ignoring the relative sulfation positions within GlcN residues, we expected HS-SEQ to perform well even in the average rank test.

We compared the updated version of all three methods (Fig. 6). As expected, the HS-SEQ (M_Cost) method showed great improvement in the average rank test (Fig. 6A) and maintained its excellent Z-score performance (Fig. 6B). Although the M_Coverage method provided comparable performance in the average rank test for most sequences, its suboptimal performance in the Z-score test made it less practical. As shown in supplemental Table S1, HS-SEQ (M_Cost) successfully identified the correct structure as rank 1 for 19 out of 25 (76%) spectra, whereas M_Coverage identified 11 (44%) and M_GP identified 3 (12%). Because nearly all precursor sequences were present in multiple charge states, the supports of each precursor sequence from multiple spectra (each spectrum corresponds to a charge state) were also examined. We defined that if at least 50% of the spectra of the same sequence supported the true sequence as rank 1, then the sequence was correctly identified. The results (supplemental Table S1) showed that HS-SEQ (M_Cost) correctly identified all sequences (100%). In contrast, M_Coverage deduced the correct structure for 66.7% of the sequences (sequence #1, #5, #6, #7, #8, and #9), and M_GP only worked for sequence #1 (representing 11% of the sequences) (see supplemental Table S1).

The updated methods showed similar results in the correlation study (Fig. 6C) and (Fig. 6D) as the original methods (Fig. 5C and 5D). In the average rank versus background size test, the linear correlation dropped for all three methods (for HS-SEQ, $R^2$ changes from 0.171 to 0.033; for the coverage method, $R^2$ from 0.563 to 0.345; for the GP method, $R^2$ from 0.505 to 0.400), but the distinction of $R^2$ between HS-SEQ (M_Cost) and the other two remained. The linear correlations between the Z-score and the background size were similar for all three methods ($R^2$ of 0.697 for HS-SEQ (M_Cost), $R^2$ of 0.754 for M_Coverage, and $R^2$ of 0.751 for M_GP), albeit the regression line for HS-SEQ (M_Cost) had the steepest slope. This suggests that as the background size grew, HS-SEQ (M_Cost) tended to provide the most distinctive results.

When tied scores were assigned the minimum rank values (see supplemental Table S2), the original versions of the coverage and GP methods assigned the true sequences as rank 1 for most of the tested spectra. However, when tied scores were assigned the maximum rank values, all three methods performed poorly in identifying the true sequences (see supplemental Table S3). Histograms demonstrating the distinctiveness of three methods are given in Fig. 7A and

Fig. 6. Comparison of updated version of HS sequencing methods. The performance for updated version of the coverage method (M_Coverage, denoted in black), GP method (M_GP, denoted in blue) and HS-SEQ (M_Cost, denoted in red) were compared using the 25 NETD spectra. A, Comparison of the average ranks. B, Comparison of the absolute values of Z-scores. C, Comparison of correlations between average rank and background size. D, Comparison of correlations between Z-score and background size. Note that in A, and B, the sequences were sorted in an ascending order by their background size.
The comparison of Z-score for all three methods is given in supplemental Table S4. To summarize, HS-SEQ (M_Cost) consistently provided the best performance regarding the average rank and distinctiveness, which enabled confident and high-throughput HS sequencing using NETD tandem mass spectrometry techniques.

**DISCUSSION**

The framework of HS-SEQ can be envisioned as the model-view-controller (MVC) pattern (53) in software design. In this sense, the modification distributions (view) provided an intuitive representation of the results, the assignment graph (model) defined the relationship between peak assignments and mapped the relationship to modification distributions, and the confidence (controller) specified the priority of the peak assignments.

The HS-SEQ algorithm used a divide-and-conquer strategy to partition the sequence into smaller regions. No enumeration of candidate sequences was required in the process. The method was very efficient and required only a few seconds (see supplemental Table S5) to generate the modification distributions from monoisotopic peak list, where the top candidate sequence list can be immediately deduced (see supplemental materials section Generation of top candidates and supplemental Fig. S1). Besides, tandem mass spectra from the same oligosaccharide sequence will generate modification distributions upon the same list of modification sites (for each modification type). This means it is very straightforward to integrate results from different charge states and dissociation methods (e.g., EDD and NETD) of the same precursor sequence (Fig. 7B, and supplemental Figs. S2–S9).

Several assumptions were required for HS-SEQ to function well. The first was the acquisition of high-quality tandem mass spectra where most glycosidic-bond cleavages were present. Although ions with sulfate loss were usually present and tolerated by HS-SEQ, observation of product ions with no sulfate loss was necessary for successful structure identification. The second assumption required that a significant number of terminal containing product ions be unambiguously assigned. The best results were achieved for HS saccharides derivatized at the reducing end to break the structural symmetry. Data with low resolution may probably break the second assumption and lead to poor sequencing performance, in which case database searching can be a remedy.

Even with high-quality and low-ambiguity data, some problems remain under the current framework of HS-SEQ. One is
that it did not contain a mechanism to resolve the conflicts of sulfation information from two assignments. For example, the sum of sulfate numbers from two complementary assignments may exceed the total number specified by the precursor, or a child assignment may contain more sulfate groups than its parent. The conflicts may arise from multiple events, such as sulfate loss, internal fragment disruption, random ion match, and co-existence of mixture. HS-SEQ simply removed the assignment with lower confidence value in order to resolve the conflict. This might not be proper for real samples. The heterogeneity and low abundance (missing information) of the species in real samples may break the assumptions of HS-SEQ and lead to misidentification of the HS sequences. Successful identification from real samples may require concurrent efforts from both the experimental part (extraction and separation) and the computational part (combination of de novo sequencing and database searching).

In conclusion, we designed a computational framework for high-throughput, accurate HS de novo sequencing. We expect that the method will apply to other GAG classes (54) because they all share similar chemical and structural properties. The divide-and-conquer strategy used in our method may also be instructive to the design of new high-resolution tandem MS sequencing algorithms for other complex molecules, once the sequencing problem and subproblem have been well framed.
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