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Abstract

The Transformer architecture has witnessed a rapid development in recent years, outperforming the CNN architectures in many computer vision tasks, as exemplified by the Vision Transformers (ViT) for image classification. However, existing visual transformer models aim to extract semantic information for high-level tasks, such as classification and detection. These methods ignore the importance of the spatial resolution of the input image, thus sacrificing the local correlation information of neighboring pixels. In this paper, we propose a Patch Pyramid Transformer (PPT) to effectively address the above issues. Specifically, we first design a Patch Transformer to transform the image into a sequence of patches, where transformer encoding is performed for each patch to extract local representations. In addition, we construct a Pyramid Transformer to effectively extract the non-local information from the entire image. After obtaining a set of multi-scale, multi-dimensional, and multi-angle features of the original image, we design the image reconstruction network to ensure that the features can be reconstructed into the original input. To validate the effectiveness, we apply the proposed Patch Pyramid Transformer to image fusion tasks. The experimental results demonstrate its superior performance, compared to the state-of-the-art fusion approaches, achieving the best results on several evaluation indicators. Thanks to the underlying representational capacity of the PPT network, it can directly be applied to different image fusion tasks without redesigning or retraining the network.
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1. Introduction

In recent years, Transformer models have received wide attention from the research community recently, thanks to their promising performance in many visual tasks. Vaswani et al. proposed the Vision Transformer structure at NIPS 2017, as a 2D data extension of the transformer originally designed for the Natural Language Processing (NLP) tasks, such as Bert [1] using Transformer as encoder, GPT [2] using Transformer as decoder, Transformer-XL [3] solving the problem of long sequences, etc. It is also widely used in the field of Recommendation Systems to improve their performance. Examples include BST [4] for behavioral sequence modeling, AutoInt [5] for feature combination of CTR(Click-Through-Rate) prediction model, re-ranking model PRM [6], etc. Recently in the field of computer vision, many excellent methods demonstrated that Transformer can also obtain promising performance in tasks, such as image classification ViT [7], object detection DETR [8], semantic segmentation SETR [9], 3D point cloud processing Point Transformer [10], image generation TransGAN [11], etc. Generally speaking, the transformer uses the self-attention module, which models global relations between patches for encoding features. The global operations provide a view of the input image which is more complete than local convolutions for semantic tasks such as classification, detection, and recognition. But for other visual tasks such as image fusion, defogging, super-resolution reconstruction, etc., such global aggregations would sacrifice the local feature extraction capacity, degrading its effectiveness in low-level vision fields. Therefore, in this paper, we explore the potential of Transformer in low-level vision tasks, balancing its semantic feature-saliency perception and pixel-level perception.

In principle, the seminal work on ViT proves that using a pure Transformer network could achieve the state-of-the-art performance in image classification. Specifically, ViT splits the input into 14×14 or 16×16 patches. Each patch is flattened to a vector, acting as a token for the Transformer system. ViT is the first transformer model designed to extract image features, but it still suffers the following two limitations: 1) ViT requires a huge dataset such as the JFT-300M dataset for pre-training to better explore the relationship between pixels. It cannot obtain satisfactory results using a midsize dataset such as ImageNet-1K. 2) The Transformer structure in ViT extracts non-local interactions from the entire image, which is not suitable for learning
local patterns, including texture and edges. We believe that local patterns are essential for visual recognition tasks, which has been proved by existing CNN(Convolutional Neural Network) techniques. In particular, CNN extract various shallow features, and then obtains semantic information through multi-layer non-linear stacking. Therefore, ViT focus on the semantic features while ignoring shallow features, which is not conducive to low-level visual tasks. Motivated by this analysis, we design a new Transformer model to address the above issues, endowing the Transformer with pixel-level perception.

To extract low-level visual representations, we divide the original image into several patches of appropriate size. For each patch, the transformer is used to calculate the global correlation features of all pixels, with which the source image patches can be reconstructed. Therefore, we can obtain a set of low-level features of the image, sharing similar characteristics. We coin this module as "Patch Transformer". Different from ViT, as shown in Fig. 2, Patch Transformer operate on all pixels in each patch, focusing on extracting the correlation of local pixels, thus extracting more local features. Second, to explicitly extract the global patterns of the image, we design a down-sampling pyramid to achieve local-to-global perception. Specifically, we down-sample the input image once, obtaining a half size image, where we perform Patch Transformer. After repeating down-sampling and performing the Patch Transformer until the image becomes the same size as the predefined patch. The obtained features corresponding to different scales are then up-sampled to the original size. We name this operation as "Pyramid Transformer". Based on the Patch Transformer and Pyramid Transformer, we develop a Pyramid Patch Transformer (PPT) image feature extraction model. The PPT model can fully extract the features of the input image, including local context and global saliency. We further design a reconstruction auto-encoder network to ensure that the extracted features can reconstruct the input image.

To verify the effectiveness of the proposed PPT model, we apply this feature extraction approach to the image fusion task. The input images are obtained by different kinds of sensors, such as infrared images and visible light images, medical CT images and X-ray images, or images with different focus, images with different exposures and so on. These multi-source images reflect different physical attributes of the same scene. In general, image fusion tasks aim to fuse images of different modalities according to a certain algorithm, so that the fused image contains more information than any single image. An example of the fusing a visible light image and an infrared image is shown in Fig. 1. The fused images contain more comprehensive information for easy recognition and observation by humans and machines.

Overall, the proposed Pyramid Patch Transformer possesses the following merits. First of all, compared to ViT that only focuses semantic information, Patch Transformer can extract low-level texture features of the image. Secondly, compared with CNN, PPT uses Pyramid Transformer to calculate global correlation, its receptive field is the entire image. Besides, the common Transformer model requires a large data set, and we only need to train PPT on MS-COCO [12] and Imagenet [13] with less computing resources. Finally, to the best of our knowledge, we are the first to perform image fusion tasks using an effective low-level vision Transformer model, which is entirely convolution-free. Compared with the existing image fusion methods, the fusion image of PPT have achieved promising results in both subjective and objective evaluation.

The PPT model can extract a variety of multi-scale features from the input image. We use PPT model as the feature extraction network, and then design a feature decoder for feature compression and image reconstruction. In summary, our contributions are four-fold:

- A new Pyramid Patch Transformer as a general feature extraction module for low-level vision tasks is proposed, supplementing the local feature extraction capacity of transformer in the CV field, with its successful application in the field of image fusion, demonstrating its feasibility.

- The designed Patch Transformer can reflect intrinsic local features via directly modelling the pixels in each Patch. Besides, the proposed position embedded dimension extends to all spatial pixels, achieving fine-grained location-aware attention against the other Transformers.

- A novel Pyramid Transformer is constructed to reflect the global relationships of multi-scale patches, achieving local-to-global perception.

- The receptive field is applied to the Transformer model for the first time. In particular, existing Transformers can only aggregate global features. But our PPT can achieve multi-range and multi-level pixel perception like CNN, hierarchically passing the visual clues.

2. Related Work

2.1. Transformer in Vision

Transformer is a powerful model in the NLP field. It has swept all NLP areas, with the eye-catching title and excellent performance since Attention is All You Need. Recently, Transformer has extended in the CV field. For example, a self-supervised learning method with Vision Transformers as the backbone architecture MoB [14], a new tracker network based on powerful attention mechanism TrTr [15], a deformation field learning method that solves the problem of deformable image registration AiR [16], a new Semantic segmentation method Segmenter [17], and more excellent Transformer models for
other vision tasks such as image classification [18, 7, 19], object detection [20, 8, 21], etc. Among these works, most of them follow the Vision Transformer (ViT) to establish the corresponding models.

Typically, a Transformer encoder is composed of a multi-head self-attention layer (MSA) and a Multi-layer Perceptron (MLP) block. A Layer Norm (LN) operation is used, with the residual structure, before each MSA and MLP layer. The essential design of Transformer is that the input vector is combined with the position embedding to preserve the localization clues for each token. To introduce the basic Transformer to the visual task, ViT splits an input image for each token. To introduce the basic Transformer to the visual task, ViT splits an input image \( X \in \mathbb{R}^{H \times W} \) into \( w \times h \) patches by a \( p \times p \) size sliding window to obtain a 1-D vector \( Y \in \mathbb{R}^{H \times W \times p^2} \). However, ViT maps them follow the Vision Transformer (ViT) to establish the correlation between patches. ViT uses 16 vectors represents the \( w \times h \) size patch feature. The obtained output at \( z'_l \) is the classification result. A ViT network structure for image classification is as follows,

\[
\begin{align*}
    z_0 &= \left[ x_{\text{class}} : x'_1 \mathbf{E} : x'_2 \mathbf{E} : \cdots : x'_p \mathbf{E} \right] + \mathbf{E}_{\text{pos}}, \\
    \mathbf{E} &\in \mathbb{R}^{(p^2) \times D}, \quad \mathbf{E}_{\text{pos}} \in \mathbb{R}^{(N+1) \times D}, \\
    z'_l &= \text{MSA} (\text{LN} (z_{l-1})) + z_{l-1}, \quad l = 1 \ldots L, \\
    z_l &= \text{MLP} (\text{LN} (z'_l)) + z'_l, \quad l = 1 \ldots L, \\
    y &= \text{LN} (z'_L).
\end{align*}
\]

ViT roughly splits images as a 16 \( \times \) 16 size vector. It is useful for semantic information extraction, but it is disastrous for local features of low-level visual tasks. In Fig. 2(a), we simply draw the ViT process. Purple highlight the process of obtaining a patch token.

In addition, SiT [22] supplements the lack of image reconstruction tasks in self-supervised low-level vision. SiT perform well in tasks including image reconstruction, rotation prediction and contrastive learning. SiT uses the global computing power of Transformer to model semantic concepts within patches. Similarly, it does not attach importance to shallow information.

To summarize, most existing Transformer model also focuses on solving high-level semantic tasks, while there are still few explorations for low-level visual tasks.

### 2.2. Image Fusion

There are numerous algorithms that can achieve promising image fusion performance with the developing computer vision techniques [23, 24]. Existing image fusion approaches can be roughly divided into two categories: traditional methods and CNN-based methods.

Traditional image fusion methods use algorithms to decompose or convert images to other domains for fusion, and then inversely transform them into general domain images. In this category, 1) use pyramid [25], curvelet [26], contourlet [27], etc. to perform multi-scale image decomposition. 2) use Sparse Representation (SR) [28], Joint Sparse Representation (JSR) [29] or approximate sparse representation [30] to represent the images in the sparse subspace. 3) perform low-rank representation of the image such as LRR [31] or MDLatLRR [32]. 4) convert images to a subspace domain, such as PCA [33], ICA [34], NMF [35].

Image fusion approach based on CNN can be divided into two categories: 1) The method based on autoencoders uses an encoder to extract features into the latent space for feature fusion, and then the fused features are input to the decoder to obtain the fused image [36, 37, 38, 39]. 2) The end-to-end fusion network designs a suitable structure and loss function to realize the end-to-end image generation [40, 41, 42]. In ICCV 2017, Prabhakar et al. proposed DeepFuse [36] approach, introducing the auto-encoder structure for multi-exposure image fusion task. Specifically, DeepFuse trains the auto-encoder network, with the encoder extracting features of the image. After performing an addition fusion strategy in the middle layer, the fused features are input to the decoder to obtain the final output. Similar structures are further developed by DenseFuse [37] and IFCNN [43]. The general steps of these auto-encoder-based image fusion methods are as follows:

\[
    \begin{align*}
    X_{\text{features}} &= \text{Encode}(X_{\text{input}}), \\
    Y_{\text{features}} &= \text{Encode}(Y_{\text{input}}), \\
    Z_{\text{features}} &= \text{Fusion}(X_{\text{features}}, Y_{\text{features}}), \\
    Z_{\text{output}} &= \text{Decode}(Z_{\text{features}}).
    \end{align*}
\]

The learned convolution kernels can gradually extract high-level abstract features. In theory, the receptive field should cover the entire image, but [43] have shown that the actual receptive field is much smaller than the theoretical one. This impedes the full use of context information to capture the visual features. Although we can continuously deepen the convolutional layers, this would obviously heavy the model and increase the amount of calculation dramatically. Therefore, the CNN based deep learning image fusion algorithm cannot support a suitable scope for perceiving the visual clues. After analysing the deep learning auto-encoder image fusion framework, we conduct an exploration to to use Pyramid Patch Transformer instead of the traditional CNN to address the above limitations.

### 3. Pyramid Patch Transformer

For high-resolution images, most of the existing transformer approaches split the image into several patches. Suppose the resolution of an image is \( W \times H \), we split it into \( w \times h \) vectors with each patch being \( p \times p \), where \( w = W/p, h = H/p \). Therefore, the features with size \( w \times h \) are the 2D sequential representations of the original image \( W \times H \).

Transformer then regards each patch as a minimum computing unit. It calculate the correlation between \( w \times h \) patches. However, the \( p \times p \) elements in the patches will be scrambled into the 2D vectors and will not directly participate in the correlation calculation which is named Attention in Transformer. This operation can strongly perceive the context information of any patch, but it is difficult to perceive the local information of pixels in the patch.
Figure 2: Comparison between ViT and Patch Transformer. (a) Illustration of the ViT. ViT maps the image to a high-latitude space, learning more semantic information but also destroying the pixel-level relationship. (b) Illustration of the Patch Transformer. The first step is to split the input to multiple patches. A $p \times p$ sliding window is used to split the image into a sequence of patches. Each patch is reshaped into a 1-D vector, and an MLP is used to extend the channels. The second step is to use the multi-layer Transformer module to obtain the non-local representations within this patch. The third step is to reconstruct the two-dimensional patch from the learned representations.

To reflect the pixel details, a straightforward solution is to set the size of the patch to 1. This means that the Transformer is performed on the original resolution image, resulting in inoperable issue. For example, if a transformer is applied to a $256 \times 256$ image, at least one attention matrix of $(256 \times 256) \times (256 \times 256) = 4294967296$ parameter will be generated, which requires huge memory. In order to overcome this problem, we propose the Pyramid Patch Transformer, a network framework that uses fully-transformer for image feature extraction. The PPT model consists of two parts: 1). a memory-friendly Patch Transformer for large-resolution images. 2). Pyramid Transformer designed to capture the global information of the local patches.

PPT model can perceive the local information of pixels in any patch and the contextual information between patches.

3.1. Patch Transformer

The Patch Transformer module is designed to alleviate the memory consumption caused by general transformers with exceeding tokens when processing large-resolution images. Each Patch Transformer module contains three steps: 1. Trans to Patches, 2. Transformer and 3. Reconstruct. The Patch Transformer process is shown in the Fig.

Patch Transformer performs weight-sharing Transformers for each patch to calculate the correlation of all pixels in the patches and obtain local information in each patch of the input image.

As shown in the Fig. 2(b), given an $H \times W$ input image $X \in \mathbb{R}^{H \times W}$, $X$ is split into $w \times h$ patches by a sliding window with $p \times p$ size, where $h = H/p, w = W/p$. We name this operation T2P. We can obtain a sequence of $h \times w \times p \times p$ patch features $Y_0$, $Y_0 = [x_0, x_1, x_2, \cdots, x_{h \times w}]$, $x_i \in \mathbb{R}^{p \times p}$. We reshape each $x_i$ into a 1-D vector. $Y_0 \in \mathbb{R}^{h \times w \times p \times p}$ is reshaped into $Y_1 \in \mathbb{R}^{h \times w \times p^2}$. In order to enhance the information, we use MLP to increase the dimension of $Y_1$ to obtain $Y \in \mathbb{R}^{h \times w \times p^2 \times C}$, equivalent to a sequence of $h \times w$ patch features with size with $p^2$ and $C$...
We set a learnable position embedding vector $Pos$. In addition, we extend the vector $Pos$ to the same dimension as $Y$, $Pos \in \mathbb{R}^{h \times w \times 1}$, enabling learning the location clues among the embedding vectors. Therefore, we can obtain the feature $Z \in \mathbb{R}^{h \times w \times 1}$.

$$Z = [y_0, y_1, \ldots, y_{h \times w}] + Pos$$  \hspace{1cm} (4)

Then we conduct transformers for each patch $z_i$ in $Z$. $Z = [z_0, z_1, \ldots, z_{h \times w}]$. The Transformer encoder module can be applied several times in the network. Each Transformer module is divided into two steps, multi-head self-attention layer (MSA) and Multi-layer Perception (MLP). A standard Transformer module with LayerNorm and Residual structure is shown in the Fig. [4]

$$\begin{align*}
\begin{cases} 
  \hat{z}_i' = MSA(LN(z_i)) + z_i \\
  \hat{z}_i'' = MLP(LN(\hat{z}_i')) + \hat{z}_i'' 
\end{cases} 
\end{align*}$$  \hspace{1cm} (5)

We restore $Z_{out} = [z_0', z_1', \ldots, z_{h \times w}']$ according to the order of split $X$. The corresponding output is a set of features $F \in \mathbb{R}^{H \times W \times C}$ mapped from the original image to the latent space.

$$F = Re(Z_{out})$$  \hspace{1cm} (6)

3.2 Pyramid Transformer

Pyramid Transformer uses the pyramid structure to perceive the contextual information between patches. Using the above Patch Transformer, each input image will be split into several patches. The representations of each patch are only related to the pixels within the patch, without considering the long-range dependency between pixels in the entire image. To address this issue, we refer to the multi-scale approach with the following design to construct a pyramid structure. First, the image is down-sampled once to obtain an image $X_{low}$ with size of $W/2 \times H/2$, $X_{low} \in \mathbb{R}^{H/2 \times W/2}$. Apply the corresponding Patch Transformer to $X_{low}$ to get the representations $F_{low}$, $F_{low} \in \mathbb{R}^{H/2 \times W/2 \times C}$. Then $F_{low}$ is upsampled to obtain $F_1$ with the same size as the input image $X$.

$$\begin{align*}
\begin{cases} 
  X_{low} = \text{Downsample}(X) \\
  F_{low} = \text{PatchTransformer}(X_{low}) \\
  F_1 = \text{Upsample}(F_{low})
\end{cases} 
\end{align*}$$  \hspace{1cm} (7)

1) Continue to downsample the image $X_{low}$.
2) Use Patch Transformer to extract representations.
3) Upsample to $H \times W$ to get $F_1$.

Repeat the above operations recursively until the the down-sampled image $X_{low}$ can be split into one patch. We perform these operations $m$ times. Suppose the image is of $S \times S$ size, and the spitted patch is of $p \times p$ size, we can obtain $m = \log_2(S/p)$. After concatenating all the features at different scales, we get a set of multi-scale features $F_{out} = [F, F_1, F_2 \cdots F_m]$, as shown in Fig. [3]. Patch Transformers in different pyramid scales focus on diverse granularities, such that different scales are specifically trained without sharing the weights.
3.3. Transformer Receptive Field

In general, CNN performs well in the computer vision field. One essential factor is the receptive field of CNN, which can effectively capture the local features in each specific spatial scales of the image. With the size of the convolution kernel increasing or the depth of the convolution layer deepening, each cell of the feature maps reflects a relevant spatial region in the original image. As shown in the Fig. 5 (a), a Patch Transformer is performed on the image, with each pixel of its feature being associated with all the pixels of the entire patch. This patch size can be considered as the receptive field of this Patch Transformer. The receptive field can expands four times larger after downsampling once, as the length and width of the image are both half.

With the gradual deepening of the pyramid, the range of associated pixels expands from the local area to global. The receptive field of the Patch Transformer has also become larger. In particular, the pixels that are close to each other contribute more correlation, and the pixels with a long distance preserve weak long-range dependence. With the bottom Patch Transformer layer in the Pyramid Transformer, the receptive field is expanded to the entire image, as shown in the Fig 5 (b). The continuous down-sampling is designed to obtain a large receptive field here. A large receptive field on the original image captures more large-scale or global semantic features with less detail information. While the upper several layers in the Pyramid Transformer captures low-level details. Therefore, we argue that the Pyramid Transformer can extract both shallow and semantic information simultaneously.

3.4. Network Architecture

We design the auto-encoder network for image reconstruction, as shown in the Fig. 6. The encoder is composed of the Pyramid Transformer and the Patch Transformer. After obtaining a set of multi-scale features after encoding, the reconstructed image can be generated with the decoder.

The decoder is an MLP composed of two Fully Connected (FC) layers, and uses the GELU activation function and Tanh activation to output.

\[ X_{re} = \text{Tanh}(\text{GELU}(\text{FC}(\text{GELU}(\text{FC}(X)))) \] (8)

We use the mean square error (MSE) loss function as the reconstruction loss for the network.

\[ \text{Loss} = \text{MSE}(X, X_{re}) \]
\[ \text{MSE}(X, Y) = \frac{1}{N} \sum_{n=1}^{N} (X_n - Y_n)^2. \] (9)

3.5. Features Visualization

As shown in the Fig. 7, we obtain the extracted features by the PPT module. We select the features from three different receptive fields in the Pyramid Transformer. In the first row with the smallest receptive field, it can be seen that the features represent more low-level features such as edge contour and color distribution of the image. While in the third row of the features with the largest receptive field, it can be seen that the features represent the concerned area of the related object, reflecting the semantic related feature of the pixels.
4. Pyramid Patch Transformer For Image Fusion

The primary purpose of the image fusion task is to generate a fusion image that contains as much useful information as possible from the two source images. We use the designed PPT module to extract the image features for image fusion tasks.

4.1. Fusion Network Architecture

We take the infrared image and visible light image fusion task as an example. We input the visible light image $X_{vi}$ and the infrared image $X_{ir}$ into the pre-trained PPT encoder module to obtain $F_{vi}$ and $F_{ir}$. The PPT encoder can map any image $X$ to a high-dimensional feature space to obtain features $F$. These features $F$ can represent the input image $X$ from different angles such as edge, texture, color distribution, semantic information, etc.. As we use the Siamese structure with a same PPT encoder module to extract features, $F_{vi}$ and $F_{ir}$ are mapped to the same feature space. We can easily perform fusion operations on $F_{vi}$ and $F_{ir}$ across the channel dimension, thus get a new fused feature representation $F_{fused}$.

Because the features $F$ obtained by the PPT encoder can be reversely mapped to the original space by the trained MLP decoder in Equ. (8), the $F_{fused}$ we calculated is also in the same feature space, we can reconstruct the fused features $F_{fused}$ to a fusion image $X_{fused}$ through the same MLP decoder, as show in Fig. 8.

4.2. Fusion Strategy

For different image fusion tasks, we choose different fusion strategies. All fusion strategies operate at the pixel level of features, as shown in Fig. 8.

For the fusion task of infrared image and visible light image, we believe that the two images are not obvious biased in feature selection. We decide to use the average strategy to obtain their fusion features, $F_{fuse} = (F_{vi} + F_{ir})/2$.

For the multi-focus image fusion tasks, as the focus of the image are different, the features of the focused area are more prominent than the unfocused area. We believe that the fused pixel should be the more obvious one. Therefore, we adopt the maximum value strategy, $F_{fuse} = \max(F_{vi}, F_{ir})$.

In addition to these two common fusion strategies, we propose a Softmax strategy, which can be used for multiple image fusion tasks at the same time. To adaptively trade off the significance between the two input images, Softmax is employed to fuse the two features, $F_{fuse} = \text{softmax}(F_{vi}, F_{ir})$.

5. Evaluation

5.1. Datasets and Implementation

PPT is designed as a general image feature extraction model for low-level vision tasks. We train this model using MS-COCO-2014 [12], which contains 82612 images. PPT focuses more on extracting features and reconstructing images. PPT does not have to recognize very abstract semantic features. Though Imagenet has sufficient image texture and rich object recognition, the amount of COCO is sufficient for PPT training to expectations, without the need for a huge data set like other Transformer models.

After the network training, we do not need to adjust the PPT network structure, nor do we need to retrain the weights for subsequent tasks. We perform test experiments on four image fusion tasks, i.e., 1) infrared and visible light image fusion, 2)
multi-focus image fusion, 3) medical image fusion and 4) multi-focus image fusion.

In the infrared image and visible light image fusion task, we use the TNO dataset [46] and the RoadScene dataset [47]. For the RoadScene dataset, we convert the images to grayscale to keep the visible light image channels consistent with infrared image. For the multi-focus image fusion task, we use the Lytro dataset [48]. The Lytro image are split according to the RGB channels to obtain three pairs of images. The fusion result is merged according to the RGB to obtain a fused image. For the medical image fusion task, we use the Harvard dataset [49]. For the multi-focus image fusion task, we use the dataset in [50].

As the network input is a fixed size $W \times H$, we split the input image into several patches with a sliding window of $W \times H$ size, filling the insufficient area with the value 128 (the pixel range is 0–255). After fusing each patch pair, the final fused image is obtained by splicing according to the order of patch split.

5.2. Experiments Setting

We input the $256 \times 256$ image to the network, and the size of the patch $p = 32$. The optimizer is selected as Adam [51] with a learning rate $1e^{-4}$. The batch size is 1. We set the total training times of the network to 50 times. The experiments are performed on an NVIDIA GeForce GTX1080 GPU and 3.60GHz Intel Core i7-6850K with 64GB of memory. PPT uses fewer computing resources, it can use 8GB GPU memory to process 512-size images, which is parsimonious than classical Transformers.

5.3. Qualitative and Quantitative Analysis

We conduct qualitative and quantitative experiments to validate the effectiveness. We apply the PPT module to image fusion, compare with the state of the art methods, and use relevant indicators to analyze the quality of image fusion.

We compare PPT Fusion with state-of-the-a methods contain traditional, auto-encoder based and end-to-end based methods, such as Cross Bilateral Filter fusion method (CBF) [52], Curvelet Transform (CVT) [53], Dual-Tree Complex Wavelet Transform (DTCWT) [54], Gradient Transfer(GTF) [55], Multi-resolution Singular Value Decomposition (MSVD) [56], Ratio of Low-pass Pyramid (RP) [57], DeepFuse [58], DenseFuse [59], Guided Filtering Fusion (GFF) [60], Laplace

Figure 9: Comparison of our PPT Fusion with 18 state-of-the-art methods on one pair of Visible light and Infrared image in the (1) TNO dataset and (2) RoadScene dataset.
5.3.1. Visible and Infrared Image Fusion

As shown in Fig. 9, we report the results of all approaches and highlight some specific local areas. It can be seen that the fusion result of our PPT Fusion retains the necessary person radiation information. The global semantic feature of our results is more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house. After highlighting the details of the branches, our results are more obvious, that is, the contrast between the sky and the house.
results reflect more details from both the visible light image and the infrared image.

As shown in Table 1, the best value in the quality table is made the bold red font in italic, and the second-best value is in the bold black font in italic. It can be seen that PPT Fusion rank in top 2 in multiple indicators. Other indicators are also better than most methods. It can be demonstrated that PPT Fusion maintains an effective structural similarity with the source images, preserving a large information correlation with the source images, without introducing noise, artifacts, etc.

5.3.2. Multi-focus Image Fusion

As shown in Fig. 10 we report the results of all approaches and highlight some specific local areas.

![Comparison of PPT Fusion result with five state-of-the-art methods on one pair of multi-focus image in the Lytro dataset.](image)

From Table 2 we can see that PPT Fusion can rank in top 2 in all indicators. This shows that the fusion image of PPT Fusion effectively extract the source details while making the generated image clear enough.

5.3.3. Medical Image Fusion

As shown in Fig. 11 we report the results of all approaches and highlight some specific local areas. The texture structure information of MRI and the color distribution information of PET are both very important. It can be seen that our results not only retain the color distribution, but also significantly retain the texture information. The results of other methods lose a lot of MRI information.

As shown in Table 3 the best value in the quality table is made the bold red font in italic, and the second-best value is in the bold black font in italic. It can be seen that PPT Fusion rank in top 2 in all indicators. Other indicators are also better than most methods.

5.3.4. Multi-exposure Image Fusion

Both over-exposed and under-exposed information are incorrect. Our results do not look as bright as other methods, but they actually retain more detailed information. For example, the contrast between flowers and trees, the texture of weeds, and the distribution and shape of clouds in the sky. Other methods tend to retain the over-exposed information, resulting in unclear details.

As shown in Table 4, the best value in the quality table is made the bold red font in italic, and the second-best value is in the bold black font in italic. It can be seen that PPT Fusion rank in top 2 in all indicators. Other indicators are also better than most methods.

5.4. Results Analysis

In the subjective comparison of fused images, it can be clearly seen that the PPT fusion results exhibit more contrast information, such as TNO infrared visible light images, medical images and multi-exposure images. The self-attention in Patch Transformer combined with Pyramid Transformer can obtain the context information of each pixel of the image from the long-range perception. This helps to maintain the consistency of the same semantic object, and to distinguish the foreground object from the background significantly. At the same time, just like convolution, Patch Transformer with minimum receptive field focuses on extracting the texture structure of the image. So that the PPT fusion results preserve sufficient detailed information. The details of the object are more clear in the obvious contrast environment. Quantitative indicators of our method show that our PPT results contain more information, texture details, stronger contrast, and a higher similarity with the source image with less distortion or artifacts, verifying the effectiveness of the PPT network structure.

After training on about 80,000 pictures with 10GB memory, PPT model can be used for several different image fusion tasks. The training difficulty is much lower than other Transformer model. PPT can be used without retraining, it has strong generalization. Although our PPT model cannot get the first place in all tasks. PPT can decompose image features well and perform feature fusion in the feature space. We think PPT feature extraction ability can be used successfully in other low-level vision tasks.

6. Conclusions

In this study, we propose a feature extraction module that uses Fully-Transformer, termed as the Pyramid Patch Transformer (PPT) module. First, the Patch Transformer we proposed can not only perceive the local features of the image, but also perceive non-local context information. Second, we propose the Pyramid Transformer with transformer receptive field to extract texture information and context information from images. The PPT module can map images into a set of multi-scale, multi-dimensional, and multi-angle features. We successfully apply the PPT module to different image fusion tasks.
and achieve the state-of-the-art. This proves that using a Fully-Transformer and designing a reasonably structure can represent the image features with its extracted local features and global features, demonstrating the effectiveness and universality of the PPT module. We use image fusion to verify the feasibility of PPT in the low-level vision applications. However, high-level visual tasks such as classification, detection, segmentation are not considered. Just as ViT can only handle advanced semantic visual tasks, PPT is typically designed for low-level visual tasks. We believe that the proposed PPT module has reference significance for low-level vision tasks and image generation tasks.
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