Multimodality Multi-Lead ECG Arrhythmia Classification using Self-Supervised Learning
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Abstract—Electrocardiogram (ECG) signal is one of the most effective sources of information mainly employed for the diagnosis and prediction of cardiovascular diseases (CVDs) connected with the abnormalities in heart rhythm. Clearly, single modality ECG (i.e. time series) cannot convey its complete characteristics, thus, exploiting both time and time-frequency modalities in the form of time-series data and spectrogram is needed. Leveraging the cutting-edge self-supervised learning (SSL) technique on unlabeled data, we propose SSL-based multimodality ECG classification. Our proposed network follows SSL learning paradigm and consists of two modules corresponding to pre-stream task, and down-stream task, respectively. In the SSL-pre-stream task, we utilize self-knowledge distillation (KD) techniques with no labeled data, on various transformations and in both time and frequency domains. In the down-stream task, which is trained on labeled data, we propose a gate fusion mechanism to fuse information from multimodality. To evaluate the effectiveness of our approach, ten-fold cross validation on the 12-lead PhysioNet 2020 dataset has been conducted. https://github.com/UARK-AICV/ECG-SSL.

Index Terms—ECG classification, self-supervised learning, contrastive learning, multimodalities, multi-lead

I. INTRODUCTION

CVDs are leading causes of deaths globally. The mortality rate can be considerably reduced by early treatment if occult signals linked with CVD are detected by ECG. The ECG signals, which record cardiac electrical activities, are widely adopted to diagnose abnormal heart rhythms and intra-cardiac conduction abnormalities.

Traditionally, cardiac feature extraction [1] and pattern classifiers [2] are separated. Notwithstanding the decent performance, they are not applicable to real-life cases because of high time consumption and complexity. Recent DNNs-based approaches have obtained amazing research progress in various domains [3]–[5]. DNN-based ECG classification in general can be categorized into single lead classification [6], [7] or multiple lead classification [8], [9]. Our proposed method belongs to the second category. In this group, [8] proposed a simple residual neural network used for classifying 6 types of abnormalities on the in-house 12-lead database, where some of its testing metrics are better than those of expert cardiologists. [9] trained a CNNs-based structure on multi-lead ECG data to diagnose myocardial infraction. Due to high complexity in higher-dimensional data of 12-lead ECG, different architectures have been adopted to model time correlation among ECG sample points [10], [11]. Besides time-series data, time-frequency has played an important role in ECG analysis. [12] used STFT-based spectrogram and 2D CNNs for ECG arrhythmia classification. [7] proposed using STFT and stationary wavelet transform (SWT) transformations to obtain two-dimensional (2-D) matrix input suitable for deep CNNs. [13] proposed a novel wavelet sequence based on deep bidirectional LSTM network model.

Furthermore, with the growing demand for medical examination and treatment, the healthcare industry steadily accumulates innumerable amounts of data but these unlabelled data might not be serviceable for most tasks. To address this limitation, we leverage the recent advanced SSL techniques, i.e., contrastive learning [14]. A common workflow to apply SSL is to train the network in an unsupervised manner by learning with a pre-stream task, and then finetuning the pre-trained network on a target downstream task. The suitable pre-stream tasks can be considered in four categories: context-based [15], generation-based [16], free semantic label-based [17], [18], and cross-modal-based [19], [20]. Recently, SSL-based DNNs have also been applied in ECG classification. [21] proposed a self-designed loss to bring the representations from the same patient closer and study the shared context of individual recordings through time and scenarios. [22] customized an SSL model that understands the differences among segments from individual patients and dissimilarities between patients’ recordings from same category. [23] conducted extensive experiments on four SSL methods with multiple combinations of transformations and demonstrated the improvement in macro
A. Self-Knowledge Distillation (KD): a revisit

KD [25] is a learning paradigm where a student network \( S_0 \) is trained to match the output of a given teacher network \( T_0 \), parameterized by \( \theta \) and \( \phi \), respectively. Given an input signal \( x \), KD is explained in the following steps: (i) Apply different transformations \( T_1, T_2 \) on \( x \) to generate global view \( x_1 = T_1(x) \) and local view \( x_2 = T_2(x) \) at different distorted views, or crops. On the same transformation, the global transformation \( T_1 \) and local transformation \( T_2 \) are defined with different crop ratios i.e. greater than 50% is considered as global; otherwise, it is local. ; (ii) Pass \( x_1 \) and \( x_2 \) to networks of \( S_0 \) and \( T_0 \); (iii) Compute similarity between probability distributions of output from \( S_0 \) and \( T_0 \) using a cross-entropy loss. Notably, the output of \( T_0 \) is centered with a mean computed over the batch.

Unlike typical KD, Self-KD [14] build \( T_0 \) using the past iterations of \( S_0 \). Thus, both \( T_0 \) and \( S_0 \) are sharing the same network architecture with different sets of parameters \( \theta \) and \( \phi \). Notably, both \( T_1 \) and \( T_2 \) are sharing the same transformations with different crop ratios. The overall flowchart of self-KD is illustrated in Fig. 2.

![Fig. 2. Illustration of SSL with self-KD mechanism with no labeled data.](Image)

B. SSL: Pre-stream Task

The pre-stream task makes use of self-KD technique to pre-train models of time-series data and time-frequency signal using two components as shown in the yellow block in Fig. 1. To apply self-KD technique to two different modalities, we need to define the network architectures of \( T_0, S_0 \) and transformations of \( T_1, T_2 \) as follows:

1. Pre-stream task with time-series data This component takes time-series \( \mathcal{X} \) as an input. The SSL KD in this task is performed by Time Cutout (TC) and Gaussian Noise (GN) transformation \( T_1 \) as follows:

   \[ X_{i,TC} : \{X_i\}_{i=1}^{n} = X_{i,TC} + U(0,0.5) \cdot X \]

   where \( t_1 = \text{rand}(0,n - \alpha), t_2 = t_1 + \alpha, \alpha = U(0,0.5).n \), with \( n \) denoting the length of \( \mathcal{X} \), and \( U \) denoting the uniform distribution.

   Let \( N(0,\sigma) \) denote the Gaussian Noise (GN). The GN transformation is defined as: \( X_{i,GN} : X_i + N(0,\sigma) \) The \( T_1 \) transformation is \( T_1 : X_{i,TC} + X_{i,GN} \).

   We utilize xresnet1d50 [26] as our backbone network for both \( T_0 \) and \( S_0 \), which are trained on different parameters of \( \phi \) and \( \theta \).

2. Pre-stream task with time-frequency data This component takes time-frequency \( \mathcal{F} \) as an input. \( \mathcal{F} \) is generated by applying Short Time Fourier Transform (STFT) to the time-series \( \mathcal{X} \). The equation for STFT is shown in Eq:2 where \( S \) is the STFT function and \( g(n - m) \) is the window function. Usually a Hann or a Gaussian window is used and the width of window is specified by \( m \).

   \[ \{s_i\}_{i=1}^{n} = S(\{X_i\}_{i=1}^{n}) \]

   \[ S(\{X_i\})(k,m) = \sum_{n=0}^{N-1} X(n) g(n - m) e^{-\frac{12 \pi k n}{N}} \]  

Fig. 1. Overall flowchart of our proposed network consisting two modules i.e., SSL pre-stream task and SSL down-stream task. In the SSL pre-stream task, the pre-trained models are student networks and they are trained on unlabeled data with self-KD mechanism. In the SSL pre-stream task, the pre-trained models are fine-tuned on labeled data. The features \( f_1 \) from time-series and \( f_2 \) from spectrogram are fused by our proposed gate fusion.

AUC when using SSL. However, the existing SSL-based ECG classification approaches only focus on time domain with time-series data and they have not exploited the ECG characteristics in frequency domain.

In this work, we adopt the advanced SSL technique, i.e., self-distillation SSL with no labels [14], [24]. Our proposed network contains two modules i.e., SSL pre-stream task, SSL down-stream task. The first module is trained on unlabeled data and contains two components corresponding to 1D CNNs for time-series data and 2D CNNs for time-frequency spectral (spectrogram) signal. The second module fine-tunes the pre-trained models i.e. 1D CNNs and 2D CNNs from the first module to perform mutli-lead ECG classification on labeled data. In the down-stream task, the features from the two networks are fused by our proposed gate fusion mechanism. The overall flowchart of our proposed network is shown in Fig. 1.

II. PROPOSED METHODS

A. Self-Knowledge Distillation (KD): a revisit

KD [25] is a learning paradigm where a student network \( S_0 \) is trained to match the output of a given teacher network \( T_0 \), parameterized by \( \theta \) and \( \phi \), respectively. Given an input signal \( x \), self-KD is explained in the following steps: (i) Apply different transformations \( T_1, T_2 \) on \( x \) to generate global view \( x_1 = T_1(x) \) and local view \( x_2 = T_2(x) \) at different distorted views, or crops. On the same transformation, the global transformation \( T_1 \) and local transformation \( T_2 \) are defined with different crop ratios i.e. greater than 50% is considered as global; otherwise, it is local. ; (ii) Pass \( x_1 \) and \( x_2 \) to networks of \( S_0 \) and \( T_0 \); (iii) Compute similarity between probability distributions of output from \( S_0 \) and \( T_0 \) using a cross-entropy loss. Notably, the output of \( T_0 \) is centered with a mean computed over the batch.

Unlike typical KD, Self-KD [14] build \( T_0 \) using the past iterations of \( S_0 \). Thus, both \( T_0 \) and \( S_0 \) are sharing the same network architecture with different sets of parameters \( \theta \) and \( \phi \). Notably, both \( T_1 \) and \( T_2 \) are sharing the same transformations with different crop ratios. The overall flowchart of self-KD is illustrated in Fig. 2.
where \( k \) and \( m \) are the time index and frequency index, respectively. The time-frequency responses \( \{s_i\}_{i=1}^{n} \) is passed through transformations \( T^2 \), (i.e. \( T^2_1 \) and \( T^2_2 \) are global and local transformations). The SSL KD in this task is performed by Time Cutout (TC) and Frequency Cutout (FC) transformation \( T^2 \) as follows:
\[
T^2 : \{F_{x,y}\}_{x=t_1,y=f_1} = 0
\]
where \( \{F_{x,y}\}_{x=t_1,y=f_1} = 0 \) and \( \{F_{x,y}\}_{y=f_1} = 0 \) are TC and FC transformations, respectively.

We utilize SE-ResNet34, a modified version of ResNet [27] as our backbone network for both \( T^2_1 \) and \( S^2_1 \) which are trained on different parameters of \( \hat{\phi} \) and \( \hat{\theta} \).

C. SSL: Down-stream Task

Different from pre-stream task trained on unlabeled data, the down-stream task is trained on labeled data. Given a signal \( \mathcal{X} \), we transfer student models (i.e., \( S^1_1, S^2_1 \)), which were unsupervised trained by the previous module, to extract ECG characteristic from time-series (\( f_1 = S^1_1(\mathcal{X}) \)) and time-frequency signal (\( f_2 = S^2_1(\mathcal{X}) \)). Because features \( f_1 \) and \( f_2 \) carry different characteristic of \( \mathcal{X} \), we propose a gate fusion mechanism as follows: (i) We first process features \( f_1 \) and \( f_2 \) through a soft attention [28] to learn impact factors (\( w_1, w_2 \)) of each feature. The output are weighted and denoted as \( \hat{f}_1 \) and \( \hat{f}_2 \). (ii) We then stack features \( \hat{f}_1 \) and \( \hat{f}_2 \) and form \( f = [\hat{f}_1, \hat{f}_2] \). A multi-layer perceptron (MLP) and sigmoid are then applied into \( f \). (iii) We finally train the down-stream task with a binary cross entropy loss between the predicted label output from the sigmoid function and groundtruth label.

III. EXPERIMENTAL RESULTS

A. Dataset, Metrics

We conduct our experiments on PhysioNet 2020 dataset [29]. PhysioNet comprises six ECG datasets and the total number of records are 43,101 for 111 diagnoses. To fairly compare with other existing methods, we adopt data stratification from [23] and only 25 classes are selected according to the challenge. Our proposed network is trained using ten-fold cross validation. For a broader analysis of performance the results are described under all recommended metrics i.e., AUROC, AUPRC, Accuracy (Acc), F1, F2, G-score and the challenge metric (ChM) as in [29].

| Model | AUCR | AUPRC | Acc | F1 | F2 | G2 | ChM |
|-------|------|-------|-----|----|----|----|-----|
| Existing Works | | | | | | | |
| [30] | 84.6 | 92.2 | 20.9 | 25.3 | 71.9 | 23.6 |
| [31] | 81.6 | 89.5 | 21.4 | 29.7 | 67.3 | 25.1 |
| [32] | 80.6 | 82.2 | 21.1 | 29.0 | 68.4 | 24.8 |
| [33] | 82.5 | 81.2 | 22.8 | 31.3 | 68.0 | 24.8 |
| [34] | 87.2 | 87.2 | 23.9 | 33.7 | 70.2 | 24.8 |
| [35] | 55.1 | 52.3 | 32.8 | 38.3 | 63.2 | 23.7 |
| [36] | 57.3 | 54.2 | 33.5 | 39.8 | 63.9 | 24.8 |
| [37] | 57.3 | 54.2 | 33.5 | 39.8 | 63.9 | 24.8 |
| [38] | 57.3 | 54.2 | 33.5 | 39.8 | 63.9 | 24.8 |

Our

| SSL-T | 95.7 | 64.8 | 48.8 | 61.4 | 64.9 | 40.2 | 64.7 |
| SSL-S | 93.8 | 56.3 | 40.7 | 53.2 | 57.4 | 33.9 | 58.0 |
| SSL-TSG | 96.0 | 65.8 | 48.9 | 62.1 | 65.9 | 41.0 | 65.4 |

Transformations are crucial to the success of the adopted SSL [14]; hence, we further conduct an ablation study on different transformations as shown in Fig. 3. On each domain, a baseline is defined when no transformation is used. In time series domain, we report the performance on transformation of TC, GN and \( T^1 \) as defined in Subsec.II-B.1. In time-frequency domain, we report the performance on transformation of TC, FC and \( T^2 \) as defined in Subsec.II-B.2. The baseline obtains good performance – thanks to the inherent temporal dependency modeling in our network design. Given a long ECG record, most of existing work pre-processed the ECG signal by partitioning it into a set of overlapping segments. In such approaches, the temporal relationship between segments mainly depends on the overlap threshold, which is typically set as a pre-defined parameter. Unlike the existing work, we randomly crop the ECG record into a set of segments at each
iteration, thus, the overlap between segments is more flexible and the inter-segment coherence is modeled better.

**Conclusion**

In this paper, we have proposed an SSL-based multimodal network for multi-lead ECG classification. Our approach includes two modules, one for the pre-stream task to pre-train networks on unlabeled data, and the other on the down-stream task to fine-tune the networks on labeled data. Our SSL is built based on a self-KD mechanism. We have investigated two modalities corresponding respectively to time-series data, and spectrogram in time-frequency domain. To combine features from multiple modalities, we have introduced a gate fusion network for multi-lead ECG classification. Our approach has shown that SSL on multi-modality data is an effective approach to classify multi-lead ECG.
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