Abstract. In this work, we prove a lower bound on the difference between the first and second singular values of quantum channels induced by random isometries, that is tight in the scaling of the number of Kraus operators. This allows us to give an upper bound on the difference between the first and second largest (in modulus) eigenvalues of random channels with same large input and output dimensions for finite number of Kraus operators $k \geq 169$. Moreover, we show that these random quantum channels are quantum expanders, answering a question posed in [Has07c]. As an application, we show that ground states of infinite 1D spin chains, which are well-approximated by matrix product states, fulfill a principle of maximum entropy.
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1. Introduction

Quantum channels are the most general linear transformations quantum systems can undergo. As such, the study of their properties is of central importance in Quantum Information Theory [Wat18], much as Markov chains are central objects in probability theory and Shannon theory.

During the last 15 years, there has been an increasing interest in the study of generic quantum channels, that is random quantum channels having natural probability distributions. Such an approach, of paramount importance in classical information theory (where, e.g., random channel coding plays a central role) has been pursued in the field of quantum information, in parallel with the study of other generic objects, such as density matrices [CN16].

Several models of random quantum channels have been considered in the literature. Channels where the Kraus operators are taken to be random unitary matrices were first considered in [HLSW04] where it was shown (and later improve in [Aub09]) that they are $\varepsilon$-randomizing maps. The same channels were considered in [HLS05] as part of a data hiding scheme, in [HHL04] for superdense coding, and [DFHL13] to study locking classical information. All this application have in common that the number of Kraus operators is increasing with the dimension of the system. However, in the case when the number of Kraus operators is kept fixed, Hastings showed that
random quantum channels are quantum expanders [Has07c], providing the quantum counterpart of Friedman’s classical result that random regular graphs are (nearly) Ramanujan expanders [Fri08]. Later, Hastings used the same model of random channels to give the first counterexamples of the additivity of the minimum output entropy [Has09].

Another model of random quantum channels stems from the Stinespring dilation theorem. Indeed, choosing a Haar-distributed random isometry induces a probability distribution on the set of quantum channels. The main difference from this model and the previous one is that in the random isometry case, channels are no longer unital (with probability one). Such models were first considered in [HW08] to tackle additivity related questions, and have been shown to also provide additivity counterexamples in [FK10].

In this work, we study the singular value and spectral gap of random quantum channels induced by random isometries which have a fixed number of Kraus operators, but very large input and output dimensions. Besides the fundamental importance of answering such questions, we motivate our work with two applications. First, we show that random quantum channels are quantum expanders, i.e. they have a lower bounded spectral (eigenvalue) gap for fixed number of Kraus operators. Our results are the counterpart of Hastings’ first example of such random channels [Has07c], in the framework of random mixed unitary channels. Our bounds on the gap match (up to constants) Hastings’ bounds, as well as bounds obtained by Pisier in [Pis14]. To be more precise, we show that for the number of Kraus operators $k \geq 169$ and input and output dimensions equal and large, random quantum channels $\Phi_n$ are generalized quantum expanders, where the invariant state does not need to be maximally mixed, but an state close to it, having a large von Neumann entropy. As a second application of our results, we prove that reduced density matrices of infinite translationally-invariant matrix product states satisfy a maximum entropy principle.

The paper is organized as follows. In Section 2, we introduce in detail the model of random quantum channels we consider and the precise asymptotical regime in which we study them. Section 3 contains a brief review of Weingarten calculus needed for random matrix computations. Sections 4 and 5 are the main technical core of the paper, containing lower and, respectively, upper bounds on the singular values of the sequence of super-operators corresponding to the random quantum channels under consideration; these results are put together in Section 6 to establish the singular value and spectral gap of random quantum channels. In Section 7 we establish that random quantum channels are quantum expanders, after proving that the Perron-Frobenius eigenvector has large entropy. Finally, in Section 8 we discuss our second application, a maximum entropy principle for infinite translationally-invariant matrix product states.

2. Random quantum channels

In this section we introduce the model of random quantum channels we shall study in the paper. Introduced in [HW08] in order to tackle the additivity problem for the minimum output entropy, the model of quantum channels we consider has received a lot of attention in the recent years, mainly due to its generality and simplicity. Indeed, while other models of randomness (e.g. random mixed unitary channels, see [HLSW04] or [Has07c]) have also been considered, the model we describe below is the most natural from a probabilistic perspective, since it does not impose any constraints on the linear map, except complete positivity and trace preservation.

Let us fix a triple of integers $(d, n, k)$ satisfying $d \leq nk$ and consider an isometry $V : \mathbb{C}^d \to \mathbb{C}^n \otimes \mathbb{C}^k$; the isometric property reads $V^*V - I_d$. We shall choose the isometry $V$ at random, from the Haar measure. Indeed, there is a unique probability measure on the set of isometries $\mathbb{C}^d \to \mathbb{C}^{nk}$ which is invariant under left and right multiplication by arbitrary unitary operators of appropriate size. In practice, one can sample such a random Haar isometry by truncating $nk - d$ columns off a random Haar unitary matrix $U$ of size $nk$. 
A random isometry as above induces a random quantum channel
\[ \Phi : M_d(C) \to M_n(C) \]
\[ X \mapsto [\text{id}_n \otimes \text{Tr}_k](V X V^*). \]

To a (random) quantum channel \( \Phi \) as above, we associate three important objects (see [Wat18, Section 2.2] for the theory on the subject):
- its Kraus decomposition \( \Phi(X) = \sum_{i=1}^k A_i X A_i^* \). The matrices \( A_i \) are actually the \( n \times d \) blocks of the isometry \( V \):
  \[ V = \sum_{i=1}^k A_i \otimes e_i, \]
  for some fixed orthonormal basis \( \{e_i\}_{i=1}^k \) of \( C^k \). These are usually refer as Kraus operators of the channel \( \Phi \).
- its Choi matrix \( C_\Phi \in M_{nd}(C) \), defined as the action of the channel \( \Phi \) on half of a maximally entangled state:
  \[ C_\Phi := [\Phi \otimes \text{id}](\omega_\Delta). \]
  Above, \( \omega_\Delta := \Omega_d \Omega_d^* \) is the rank-one projection on the maximally entangled state
  \[ C^d \otimes C^d \ni \Omega_d := \frac{1}{\sqrt{d}} \sum_{i=1}^d e_i \otimes e_i \] (1)
  for some fixed basis \( \{e_i\}_{i=1}^d \) of \( C^d \).
- its super-operator \( F \in M_{n^2 \times d^2}(C) \), which is the matrix of \( \Phi \), seen as a linear operator \( \Phi : C^{d^2} \to C^{n^2} \). It’s an easy exercise to show that
  \[ F = \sum_{i=1}^k A_i \otimes \overline{A_i}. \] (2)

Moreover, \( F \) is the realignment of the Choi matrix \( C_\Phi \), see [BZ06, Section 10.2].

The Choi matrix and the super-operator are depicted in Figure 1 in the Penrose tensor notation. We recall that in this notation, tensors are depicted by boxes, and tensor contractions, such as traces or matrix multiplications, are depicted by wires connecting different decorations attached to the boxes. The shape of the decorations indicate to which vector space they correspond, different shapes corresponding to vector spaces of different dimensions.

In what follows we shall study sequences of random quantum channels of increasing size, in the following asymptotic regime. We shall assume that the parameter \( k \) (the size of the environment, or the number of Kraus operators) is a fixed positive integer, and we shall consider a sequence of integers \( d_n \) which will behave like \( d_n \sim \lambda n \), for another fixed real constant \( \lambda \in (0, k) \). We shall then define a sequence of random quantum channels \( \Phi_n : M_{d_n}(C) \to M_n(C) \) as above, starting from Haar distributed random isometries \( V_n : C^{d_n} \to C^n \otimes C^k \). We summarize our hypotheses below:

\[
\begin{align*}
k & \geq 1 \text{ fixed integer} \\
 n & \to \infty \\
\lambda & \in (0, k) \text{ fixed real} \\
d_n & \to \infty, \; d_n \sim \lambda n \\
V_n & : C^{d_n} \to C^n \otimes C^k \text{ Haar-distributed random isometry} \\
\Phi_n & : M_{d_n}(C) \to M_n(C) \text{ random quantum channel induced by } V_n.
\end{align*}
\] (3)
3. Integration over the unitary group. The Weingarten function.

Here we describe the main ingredients of the unitary Weingarten function and calculus that we are going to use to compute averages over the unitary group; for a complete description of this function we refer to [Col03, CS06].

Let us start with some notation needed in the combinatorial study of permutations. For a permutation $\sigma \in S_p$, we denote by $|\sigma|$ its length, that is the minimum number $k$ such that $\sigma$ can be written as a product of $k$ transpositions. We shall write $\#\sigma$ for the number of cycles of $\sigma$ (including the trivial fixed points). These quantities are related by the formula $|\sigma| + \#\sigma = p$.

**Definition 3.1.** The unitary Weingarten function $Wg(n, \sigma)$ is a function taking as inputs a dimension parameter $n$ and a permutation $\sigma$ in the symmetric group $S_p$. It is the pseudo inverse of the function $\sigma \mapsto n^{\#\sigma}$ under the convolution for the symmetric group.

The interest of the Weingarten function lies in the following theorem from [Col03], which states that the average of a monomial over the unitary group can be computed in terms of sums of Weingarten functions. We shall use the notation $[n] := \{1, 2, \ldots, n\}$.

**Theorem 3.2.** Let $n$ be a positive integer and $i = (i_1, \ldots, i_p)$, $i' = (i'_1, \ldots, i'_p)$, $j = (j_1, \ldots, j_p)$ and $j' = (j'_1, \ldots, j'_p)$ be $p$-tuples of positive integers from $[n]$. Then

$$\int_{U_n} U_{i_1 j_1} \cdots U_{i_p j_p} \bar{U}_{i'_1 j'_1} \cdots \bar{U}_{i'_p j'_p} dU = \sum_{\sigma, \tau \in S_p} \delta_{i_1 i'_1(1)} \cdots \delta_{i_p i'_p(\pi)} \delta_{j_1 j'_1(1)} \cdots \delta_{j_p j'_p(\tau)} Wg(n, \sigma^{-1} \tau). \quad (4)$$

In [CN10] the authors introduce a graphical paradigm in order to simplify the use of the above formula in practice. Suppose that one wants to compute the expected value of a polynomial quantity defined in terms of a Haar-distributed random unitary matrix $U \in U_n$. Assume also that this quantity is given as a diagram $D$ in the Penrose tensor notation. Then,

$$E_U D = \sum_{\sigma, \tau \in S_p} C_{\sigma, \tau} Wg(n, \sigma^{-1} \tau), \quad (5)$$

where the diagrams $C_{\sigma, \tau}$ can be computed by the procedure depicted in Figure 2. One has to enumerate the matrices $U$ and $\bar{U}$ appearing in $D$ from 1 to $p$; if the numbers of $U$ and $\bar{U}$ boxes in $D$ are not identical, then the result is zero. For any pair of permutations $\sigma, \tau \in S_p$, we construct...
the new diagram \( \mathcal{C}_{\sigma,\tau} \) as follows: we delete the \( U \) and \( \bar{U} \) boxes and we connect the inputs of \( U_i \) with the inputs of \( \bar{U}_{\sigma(i)} \), and analogously, we connect the outputs using the \( \tau \) permutation. In the resulting diagram \( \mathcal{C}_{\sigma,\tau} \) loops represent traces over the identity on some Hilbert space, and should be replaced by the appropriate dimension.

The following result from [Col03] gives an asymptotic bound of the Weingarten function when the size \( n \) of the unitary matrices is growing, while the order \( p \) of the monomial integrand is fixed.

**Lemma 3.3.** If \( p \geq 1 \) is a fixed integer and \( \sigma \in S_p \) is any permutation, then, as \( n \to \infty \),

\[
W_{\text{g}}(n, \sigma) = n^{-p-|\sigma|} \text{M"ob}(\sigma)(1 + O(n^{-2})),
\]

where \( \text{M"ob}(\sigma) \) is a function which is multiplicative on the cycles of \( \sigma \); its value for a full \( p \)-cycle is

\[
\text{M"ob}((1, 2, \cdots, p)) = (-1)^{p-1} \text{Cat}_{p-1},
\]

where \( \text{Cat}_p \) is the \( p \)-th Catalan number

\[
\text{Cat}_p = \frac{1}{p+1} \binom{2p}{p}.
\]

4. Lower bound on the norm

As described in the introduction, our strategy for showing that random quantum channels have a large spectral gap consists of two steps. In this section we accomplish the first step, providing a lower bound on the largest singular value (i.e. the operator norm) of the super-operator \( F \).

**Proposition 4.1.** Consider a sequence of random quantum channels \( \Phi_n : M_{d_n}(\mathbb{C}) \to M_n(\mathbb{C}) \) as in (3) and let \( F_n \) be the corresponding super-operators (2) associated with the channel \( \Phi_n \). Define the overlap

\[
\mathbb{R} \ni f_n := \Omega_{d_n}^* F_n^* F_n \Omega_{d_n} = \text{Tr}[\omega_{d_n} \cdot F_n^* F_n],
\]

where \( \Omega_{d_n} \) is the maximally entangled vector (1) on the input space \( \mathbb{C}^{d_n} \) and \( \omega_{d_n} \) is the corresponding quantum state. Then, for all integers \( p \geq 1 \)

\[
\lim_{n \to \infty} \mathbb{E} f_n^p = \left( \lambda + \frac{1}{k} - \frac{\lambda}{k^2} \right)^p.
\]
Putting everything together, we get

\[
\alpha\text{-decorations of the (right panel), connecting the black decorations of the}
\]

\[i\text{-th copy of the diagram from the right panel of Figure 3 by}
\]

\[\text{where the } C\text{ is the diagram obtained by erasing } V, \text{ boxes from } p \text{ copies of Figure 3 (right panel), connecting the black decorations of the } i\text{-th } V, \text{ box with the corresponding black decorations of the } \alpha(i)\text{-th } V, \text{ box, and connecting the white decorations of the } i\text{-th } V, \text{ box with the corresponding white decorations of the } \beta(i)\text{-th } V, \text{ box. We shall denote the two } V, \text{ boxes in the } i\text{-th copy of the diagram from the right panel of Figure 3 by } i^T, i^B \text{ (for, respectively, the box on the top row and the box on the bottom row). We also introduce the permutation}
\]

\[S_{2p} \ni \delta := \prod_{i=1}^{p}(i^T, i^B),
\]

\[\text{permuting the top with the bottom row in the diagram.}
\]

The resulting diagram \(C_{\alpha, \beta}\) is, up to the pre-factor \(d_n^{-p}\), a collection of loops, as follows:

- \#(\delta^{-1}\alpha) \text{ loops of dimension } k, \text{ corresponding to diamond-shaped decorations. The initial wiring is given by the permutation } \delta \text{ and the additional wiring is given by } \alpha.
- \#(\delta^{-1}\beta) \text{ loops of dimension } d_n, \text{ corresponding to round-shaped decorations. The initial wiring is given by the permutation } \delta \text{ and the additional wiring is given by } \beta.

Putting everything together, we get

\[
\mathbb{E}f_n^p = d_n^{-p} \sum_{\alpha, \beta \in S_{2p}} n^{\#(\delta^{-1}\alpha)} d_n^{\#(\delta^{-1}\beta)} W_g(nk, \alpha^{-1}\beta).
\]

Using the asymptotic formula (6) for the Weingarten function from Lemma 3.3 and the scaling \(d_n \sim \lambda n\), we get

\[
\mathbb{E}f_n^p = (1 + o(1)) \sum_{\alpha, \beta \in S_{2p}} n^{p - (|\alpha| + |\alpha^{-1}\beta| + |\beta^{-1}\delta|)} k^{-|\alpha^{-1}\beta| - |\beta^{-1}\delta|} \lambda^{p - |\delta^{-1}\beta|} \text{Möb}(\alpha^{-1}\beta).
\]

Now, we study the asymptotics of this expression as a function of \(n\) when \(n \to \infty\) (the other parameters being fixed, see (3)):

\[
\text{exponent of } n = p - (|\alpha| + |\alpha^{-1}\beta| + |\beta^{-1}\delta|) \leq p - |\delta| = 0,
\]

\[
(8)
\]
where we have used the triangle inequality
\[ |\alpha| + |\alpha^{-1}\beta| + |\beta^{-1}\delta| \geq |\delta| = p. \]
This inequality is saturated when \(id \to \alpha \to \beta \to \delta\) is a geodesic in \(S_{2p}\). Thus,

\[
\lim_{n \to \infty} \mathbb{E}f^p_n = \sum_{id \to \alpha \to \beta \to \delta} k^{-|\delta^{-1}\alpha|-|\alpha^{-1}\beta|} \lambda^{p-|\delta^{-1}\beta|} \text{Möb}(\alpha^{-1}\beta). \tag{9}
\]

Now, \(\delta\) is a product of \(p\) disjoint transpositions \(\delta = \prod_{i=1}^p \tau_i\), where \(\tau_i = (i^T, i^B)\). Permutations \(\alpha\) and \(\beta\) lie on the geodesic \(id \to \delta\) if and only if there exist two subsets \(\emptyset \subseteq A \subseteq B \subseteq [p]\) such that \(\alpha = \prod_{i \in A} \tau_i\) and \(\beta = \prod_{i \in B} \tau_i\). Since \(\alpha^{-1}\beta\) is a product of \(|B\setminus A|\) transpositions of disjoint support, then \(\text{Möb}(\alpha^{-1}\beta) = (-1)^{|B\setminus A|}\). Taking this into account we get

\[
\lim_{n \to \infty} \mathbb{E}f^p_n = \sum_{\emptyset \subseteq A \subseteq B \subseteq [p]} k^{-p+|A|-|B\setminus A|} \lambda^{|B\setminus A|} \lambda^{|B\setminus A|+|A|} (-1)^{|B\setminus A|}. \tag{10}
\]

Using the multinomial identity
\[ \sum_{\emptyset \subseteq A \subseteq B \subseteq [p]} x^{|A|} y^{|B\setminus A|} = (1 + x + y)^p, \]
we obtain the desired result
\[ \lim_{n \to \infty} \mathbb{E}f^p_n = \left(\frac{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}}{1}\right)^p. \]

**Theorem 4.2.** Consider a sequence of random quantum channels \(\Phi_n : M_{dn}(\mathbb{C}) \to M_n(\mathbb{C})\) given by
\[ \Phi_n(X) = [id_n \otimes \text{Tr}_k](V_n XV_n^*) = \sum_{i=1}^k A_i X A_i^*, \]
where \(k\) is a fixed constant, \(d_n \sim \lambda n\) for another constant \(\lambda \in (0, k)\), and \(V_n : \mathbb{C}^{dn} \to \mathbb{C}^n \otimes \mathbb{C}^k\) is a Haar-distributed random isometry. Then, if \(F_n\) is the super-operator associated with the channel \(\Phi_n\), we have that, \(\forall \varepsilon > 0\),
\[ \lim_{n \to \infty} \mathbb{P}\left[ \|F_n\|_\infty \geq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2} - \varepsilon}\right] = 1. \]
If, moreover, \(d_n = (1 + O(n^{-2}))\lambda n\), the above probability is lower bounded, at fixed \(n\), by \(1 - \varepsilon^{-2}O(n^{-2})\), and thus, almost surely
\[ \lim_{n \to \infty} \|F_n\|_\infty \geq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}}. \tag{11} \]

**Proof.** Recall from Proposition 4.1 that the quantity \(f_n = \Omega_{d_n} F_n^* F_n \Omega_{d_n} = \|F_n \Omega_{d_n}\|^2\) converges in probability to \(\lambda + \frac{1}{k} - \frac{\lambda}{k^2}\); since \(\Omega_{d_n}\) is a unit vector, \(\sqrt{f_n}\) is a lower bound for the operator norm of \(F_n\), thus proving the main claim. The quantitative bound at fixed \(n\) follows from Chebyshev’s inequality and the observation that all the approximations in the proof of Proposition 4.1 are of order \(1 + O(n^{-2})\). Indeed, note that if the geodesic inequalities are not saturated, there is a jump of one order in the exponent of \(n\): this follows that the parity of the map \(\sigma \mapsto |\alpha^{-1}\sigma| + |\sigma^{-1}\beta|\) is constant, for any permutations \(\alpha, \beta\). Moreover, note that a similar jump in the asymptotic behavior of the Weingarten function follows from (6). Finally, the almost sure convergence follows from the Borel-Cantelli lemma [Kal02, Theorem 3.18].
\textbf{Remark 4.3.} If, instead of analyzing \(\langle \Omega_{d_n}, F_n^* F_n \Omega_{d_n} \rangle\) in the proof above, one looks at \(\langle \Omega, F_n F_n^* \Omega \rangle\), using the isometry property \(V^*_n V_n = I_d\) (which is equivalent to the trace-preservation property of the quantum channel \(\Phi_n\)), one would get the asymptotic lower bound \(\|F\| \geq \lambda\). Note that this bound is worse than the one in the statement of the theorem, since \(\lambda < k\).

\textbf{Remark 4.4.} Instead of just computing the limiting overlap \(\langle \Omega_{d_n}, F_n^* F_n \Omega_{d_n} \rangle\), it would be interesting to analyze the full limiting eigenvalue distribution of the random matrix \(F_n^* F_n\); however, this seems to be out or reach at the current time with the moment techniques used in the proof of Proposition 4.1 and with the Weingarten calculus as the main tool.

5. Upper bound on the norm of the restriction

This section contains the second result needed for the spectral gap, an upper bound on the second singular value of the super-operator corresponding to a random quantum channel. The proof is largely inspired by G. Pisier’s work [Pis14], where he gave a different point of view on Hastings’ quantum expander result from [Has07c]. Since the model of random quantum channels we consider here is different (random isometries as opposed to random mixed unitary channels in [Has07c, Pis14]), we going to give a self-contained presentation, and, on the way, slightly generalize some of the technical results from (the Appendix) of [Pis14].

The main result of this section, Theorem 5.5, which is the upper bound on the second singular value of the super-operators, is a consequence of two propositions: a comparison of our random model with a Gaussian model (Proposition 5.2) and a bound on the Gaussian model (Proposition 5.4).

We start with the result relating the sequence of super-operators \(F_n\) to a Gaussian model. We would like to point out that such techniques have been used to great success in Random Matrix Theory (e.g. [TV11]). The idea here is that, in Proposition 4.1 we have identified the vector \(\Omega_{d_n}\) as having a large overlap with a right-singular-vector corresponding to a (possibly) large singular value. To show a spectral gap, we will prove that, the restriction of \(F_n\) the orthogonal complement of \(\Omega_{d_n}\) has a relatively small norm.

Let us recall the definition of the Ginibre ensemble of random matrices. A \(M \times N\) random matrix \(X\) having i.i.d. entries distributed as a centered complex Gaussian random variable with variance \(\sigma^2\) is said to have a Ginibre distribution with parameters \((M, N; \sigma^2)\); we write \(X \in \text{Gin}(M, N; \sigma^2)\). We shall need the following lemma, which can be found in the Appendix of [Pis14] in the case of square matrices. We generalize it here for rectangular matrices and we explicitly characterize the large dimension limit of the constants.

\textbf{Lemma 5.1.} For integers \(M \geq N\), let \(Y \in \text{Gin}(M, N; 1/M)\) be a random Ginibre matrix and denote \(H := \mathbb{E}(|Y| \otimes |Y|) \in M_{N^2}(\mathbb{C})\). Then,

\[ H = \omega_N + \chi_{M,N}(I_{N^2} - \omega_N) \quad \text{with} \quad \chi_{M,N} = \frac{\mathbb{E}||Y||^2 - 1}{N^2 - 1}. \tag{12} \]

For all \(M, N\), we have \(\chi_{M,N} \geq 1/(N + 1) > 0\). Moreover, in the limit where \(N \to \infty\) and \(M \sim cN\) for some constant \(c \geq 1\),

\[ \lim_{N \to \infty} \chi_{cN,N} = \chi_c := c^{-1} \left[ \int_a^b \frac{\sqrt{(x-a)(b-x)}}{2\pi \sqrt{x}} \, dx \right]^2, \tag{13} \]

where \(a = (\sqrt{c} - 1)^2\) and \(b = (\sqrt{c} + 1)^2\). The function \(c \mapsto \chi_c\) is increasing and we have \(\chi_1 = (8/(3\pi))^2\) and \(\lim_{c \to \infty} \chi_c = 1\).

\textbf{Proof.} The key to the proof is that the matrix \(H\) is \(U \otimes \overline{U}\)-invariant, i.e. for all unitary matrices \(U \in U_N\),

\[ (U \otimes \overline{U}) H (U \otimes \overline{U})^* = \mathbb{E}(U |Y| U^* \otimes \overline{U} |Y| U^*) = \mathbb{E}(|Y U^*| \otimes |\overline{Y U^*}|) = \mathbb{E}(|Y'| \otimes |\overline{Y'}|) = H. \]
We can thus integrate the relation above over $U$, a procedure known as “twirling” in quantum information theory [Wer89], which is yet another application of the Weingarten calculus:

$$H = \int_{U \in U_N} (U \otimes U^*) H (U \otimes U^*)^* dU = \text{Tr}(H \omega_N) \omega_N + \frac{\text{Tr}[H(I_{N^2} - \omega_N)]}{N^2 - 1} (I_{N^2} - \omega_N).$$

In our case, we have

$$\text{Tr}(H \omega_N) = N^{-1} E \text{Tr}|Y|^2 = N^{-1} E \text{Tr} Y^* Y = N^{-1} M N M^{-1} = 1$$

$$\text{Tr}H = E[\text{Tr}|Y| \text{Tr}|Y|] = E[(\text{Tr}|Y|)^2] = E||Y||_2^2,$$

and the conclusion follows with the announced value of $\chi$. The inequality at fixed $M, N$ follows by writing

$$\chi_{M,N} = \frac{E||Y||_2^2 - 1}{N^2 - 1} \geq \frac{E||Y||_2^2 - 1}{N^2 - 1} = \frac{N - 1}{N^2 - 1}.$$

The limiting case is a consequence of the formula for the Marchenko-Pastur density, see [BS10, Eq. (3.1.1)]:

$$d\text{MP}_c = \max(1 - c, 0) \delta_0 + \frac{\sqrt{(b-x)(x-a)}}{2\pi x} 1_{[a,b]}(x) dx,$$

with $a = (1 - \sqrt{c})^2$ and $b = (1 + \sqrt{c})^2$. Indeed, $M^{1/2}Y$ has standard Gaussian distribution, and thus

$$N^{-1} \left(M^{1/2}Y\right)^* \left(M^{1/2}Y\right) \to \text{MP}_c,$$

where $\text{MP}_c$ is the Marchenko-Pastur distribution of parameter $c$, and the convergence above holds in moments. Hence,

$$\frac{1}{N} \sum_{i=1}^N s_i(Y) \to c^{-1/2} \int \sqrt{x} \ d\text{MP}_c(x),$$

from which the conclusion follows. 

We now state our result, comparing the Schatten norms of our random quantum channel model with the corresponding norms of un-correlated Gaussian matrices. Note that the following result holds for fixed parameters $n,d,k$.

**Proposition 5.2.** Consider a random quantum channel $\Phi : M_d(\mathbb{C}) \to M_n(\mathbb{C})$ defined by a Haar-random isometry and let $F$ be the corresponding super-operator (2) associated with the channel $\Phi$. Then, for any $p \geq 1$ and any $1 \leq q \leq \infty$ we have

$$\mathbb{E} \left\| F(I_{d^2} - \omega_d) \right\|_q^p \leq (2/\chi_{n,k,d})^p \mathbb{E} \left\| \sum_{i=1}^k Y_i \otimes Z_i \right\|_q^p,$$

where $\{Y_i, Z_i\}_{i=1}^k$ are independent Ginibre random matrices of parameters $(n,d;(nk)^{-1})$, and $\chi$ are the constants from (12).

**Proof.** We will adapt some of the ideas present in the Appendix of [Pis14].

Let $Y \in \text{Gin}(nk, d; (nk)^{-1})$ be a Ginibre random matrix; we recall that this means that the entries of $Y$ are i.i.d. complex Gaussian variables with mean 0 and variance $1/(nk)$. Using the unitary invariance of the Gaussian distribution, we can write its polar decomposition $Y = V|Y|$, where $V \in M_{nk,d}(\mathbb{C})$ is a Haar-distributed random isometry and $|Y| \in M_d(\mathbb{C})$ is positive semidefinite, such that $V$ and $|Y|$ are independent random matrices (see [HP00, Lemma 4.3.10] for a proof of the square case).

Let $\mathcal{E}$ be the conditional expectation operator with respect to the $\sigma$-algebra generated by isometry part $V$. We have

$$\mathcal{E}(Y \otimes Y) = \mathcal{E}(V|Y| \otimes V|Y|) = (V \otimes V) \mathcal{E}(|Y| \otimes |Y|).$$
Using Lemma 5.1, we obtain
\[ E(Y \otimes Y) = (V \otimes V) [\omega_d + \chi_{nk,d}(I_{d^2} - \omega_d)] \]
Taking the \((i, i)\) block elements of each side and multiplying on the right with \(I_{d^2} - \omega_d\) yields
\[ -1 \chi_{nk,d} E \left[ \sum_{i=1}^{k} (Y_i \otimes Y'_i)(I_{d^2} - \omega_d) \right] = F(I_{d^2} - \omega_d) \]
where \(Y_1, \ldots, Y_k \in M_{n,d}(\mathbb{C})\) are the blocks of \(Y\):
\[ Y = \sum_{i=1}^{k} e_i \otimes Y_i. \]
Since \(\|\cdot\|_p\) is a convex function, after applying Jensen’s inequality, we get
\[ E \left\| F(I_{d^2} - \omega_d) \right\|_q^p \leq -1 \chi_{nk,d} E \left\| \sum_{i=1}^{k} (Y_i \otimes Y'_i)(I_{d^2} - \omega_d) \right\|_q^p \]
We shall now use a decoupling argument from the Appendix of [Pis14], to go from the left-hand-side of the equation above to the expression in the statement. We state it here without proof, since there is no difference between the case of square matrices discussed in [Pis14] and our (more general) situation involving rectangular blocks \(Y_i\). we just note that one of the key ingredients of the proof is that, for all \(i\), \(E(Y_i \otimes Y'_i)(I_{d^2} - \omega_d) = 0\).

**Lemma 5.3.** Let \(Y_1, \ldots, Y_k\) be independent \(n \times d\) Ginibre matrices, and consider independent copies \(Z_1, \ldots, Z_k\) having the same distributions. Then,
\[ E \left\| \sum_{i=1}^{k} (Y_i \otimes Z_i)(I_{d^2} - \omega_d) \right\|_q^p \leq 2^p E \left\| \sum_{i=1}^{k} (Y_i \otimes Z_i)(I_{d^2} - \omega_d) \right\|_q^p \]
Using the lemma, we conclude
\[ E \left\| F(I_{d^2} - \omega_d) \right\|_q^p \leq \left( \frac{2}{-1 \chi_{nk,d}} \right)^p E \left\| \sum_{i=1}^{k} Y_i \otimes Z_i \right\|_q^p. \]
\[
\square
\]
We now move on to the second technical result of this section, a bound on the moments of the Gaussian model.

**Proposition 5.4.** Let \(Y_1, \ldots, Y_k, Z_1, \ldots, Z_k\) be independent Ginibre random matrices of parameters \(n, d; (nk)^{-1}\), where \(n, d, k\) are fixed integers. Then, for all even integers \(p \geq 2\),
\[ E \left\| \sum_{i=1}^{k} Y_i \otimes Z_i \right\|_{\infty}^p \leq n^2 \left( \frac{(1 + \sqrt{\lambda})^2}{\sqrt{k}} + \varepsilon \beta \frac{p}{n} \right)^p \]
where \(\varepsilon\) and \(\beta\) are functions of \(n, d, k\) with the property that, in the asymptotic regime (3), \(\varepsilon(n) \to 0\) and \(\beta(n)\) is bounded, as \(n \to \infty\).

**Proof.** We follow the proof of [Pis12, Theorem 16.6]. Let \(Y \in \text{Gin}(n, d; (nk)^{-1})\) be another Ginibre matrix as in the statement. By [BS10, Theorem 5.11]) we know that, almost surely, in the asymptotic regime (3),
\[ \lim_{n \to \infty} \|Y\|_{\infty} = \frac{1 + \sqrt{\lambda}}{\sqrt{k}}. \]
Let us then define the function $\varepsilon = \varepsilon(n,d,k)$ by

$$\mathbb{E}\|Y\|_{\infty} = \frac{1 + \sqrt{\lambda}}{\sqrt{k}} + \varepsilon,$$

so that $\varepsilon \to 0$ when $n \to \infty$ in the regime (3). Again by concentration of measure arguments (see [Pis86, Chapter 2]) the function $\beta = \beta(n,d,k,p)$ such that for any $n \geq 1$ and $p \geq 2$ we have

$$(\mathbb{E}\|Y\|_{p})^{1/p} = \mathbb{E}\|Y\|_{\infty} + \beta \sqrt{\frac{p}{n}} \leq \frac{1 + \sqrt{\lambda}}{\sqrt{k}} + \varepsilon + \beta \sqrt{\frac{p}{n}}$$

(14)

is such that, in the regime (3), $\beta$ is bounded uniformly in $p$, as $n \to \infty$.

Let us write

$$X := \sum_{i=1}^{k} Y_i \otimes Z_i \in M_{n^2,d^2}(\mathbb{C}).$$

We claim that one has, for any even integer $p \geq 2$,

$$\mathbb{E}\text{Tr}|X|^p \leq k^{p^2}/(\mathbb{E}\text{Tr}|Y|^p)^2.$$  

(15)

Let us defer the proof of the claim for later, and now use it together with (14) to get:

$$\mathbb{E}\|X\|_{p}^p \leq \mathbb{E}\|X\|_p^p \leq k^{p^2}/(\mathbb{E}\|Y\|_{p}^p)^2 \leq k^{p^2}/(\min(n,d)\mathbb{E}\|Y\|_{\infty}^p)^2$$

$$\leq n^2k^{p/2} \left( \frac{1 + \sqrt{\lambda}}{\sqrt{k}} + \varepsilon + \beta \sqrt{\frac{p}{n}} \right)^{2p}$$

$$= n^2 \left( \frac{1 + \sqrt{\lambda}}{\sqrt{k}} + \varepsilon' + \beta' \sqrt{\frac{p}{n}} \right)^p,$$

which is the desired statement, for some modified functions $\varepsilon', \beta'$ enjoying the same asymptotic properties.

We verify now the claim (15). Let $p = 2m$. We develop

$$\mathbb{E}\text{Tr}|X|^p = \mathbb{E}\text{Tr}(X^*X)^m = \sum_{i_1,\ldots,i_m,j_1,\ldots,j_m=1}^k (\mathbb{E}\text{Tr}Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m})^2.$$  

Note that, using the Wick formula to evaluate the Gaussian expectation, the only non-vanishing terms in this sum correspond to certain pairings that guarantee that $\mathbb{E}\text{Tr}Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m} \geq 0$:

$$\mathbb{E}\text{Tr}Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m} = (nk)^{-m} \sum_{\alpha \in S_p \cdot j = i \alpha} n^\#d^\#(\alpha^{-1} \gamma),$$

where $\gamma = (12 \cdots m) \in S_m$ is the full-cycle permutation. Moreover, by Hölder’s inequality for the trace, we have, for all $m$-tuples $i$ and $j$,

$$|\mathbb{E}\text{Tr}Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m}| \leq \mathbb{E}\|Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m}\|_1 \leq \mathbb{E}\|Y\|_{2m}^2 = \mathbb{E}\text{Tr}|Y|^p.$$  

From these observations, we find

$$\mathbb{E}\text{Tr}|X|^p \leq \mathbb{E}\text{Tr}|Y|^p \sum_{i,j} \mathbb{E}\text{Tr}Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m},$$

(16)

where we have used the crucial positivity property mentioned before. Evaluating the last sum gives

$$\sum_{i,j} \mathbb{E}\text{Tr}Y_{i_1}^*Y_{j_1} \cdots Y_{i_m}^*Y_{j_m} = k^m \mathbb{E}\text{Tr} \left( \sum_{i_1=1}^k k^{-1/2}Y_{i_1} \right)^* \cdots \left( \sum_{j_m=1}^k k^{-1/2}Y_{j_m} \right)$$

$$= k^m \mathbb{E}\text{Tr}(\hat{X}^*\hat{Y})^m = k^{p^2/2} \mathbb{E}\text{Tr}|\hat{Y}|^p.$$
where \( \hat{Y} := k^{-1/2} \sum_{i=1}^{k} Y_i \) has the same distribution as \( Y \); hence (16) implies (15), and the proof is complete. \( \square \)

We can now state the main result of this section, an almost-sure upper bound on the norm of the super-operators \( F_n \), restricted on the space orthogonal to the maximally entangled state \( \Omega_{d_n} \).

**Theorem 5.5.** Consider a sequence of random quantum channels \( \Phi_n : M_{d_n}(\mathbb{C}) \to M_n(\mathbb{C}) \) defined by Haar-random isometries and let \( F_n \) be the corresponding super-operators (2) associated with the channels \( \Phi_n \), in the asymptotic regime (3). Then, for any \( p \geq 1 \)

\[
\left( \mathbb{E} \left\| F(I_{d_n}^2 - \omega_{d_n}) \right\|_\infty^p \right)^{1/p} \leq n^{2/p} \left( g_{k,\lambda} + \varepsilon + \beta \sqrt{\frac{p}{n}} \right),
\]

where \( \varepsilon = \varepsilon(n) \to 0 \) and \( \beta = \beta(n) \) is bounded as \( n \to \infty \), and (see (13) for the definition of \( \chi \)).

\[
g_{k,\lambda} := \frac{2(1 + \sqrt{\lambda})^2}{\chi_{k/\lambda} \sqrt{k}}.
\]

(17)

In particular, we have that, almost surely,

\[
\limsup_{n \to \infty} \left\| F_n(I_{d_n}^2 - \omega_{d_n}) \right\|_\infty \leq g_{k,\lambda}.
\]

(18)

**Proof.** The first claim is obtained by combining Proposition 5.2 for \( q = \infty \) and Proposition 5.4, where the error \( \chi_{nk,d_n} - \chi_\lambda \) is absorbed in \( \varepsilon \). To obtain the almost-sure bound on the norm, apply Borel-Cantelli after noticing that, for \( \delta > 0 \), the probability

\[
\mathbb{P} \left[ \left\| F_n(I_{d_n}^2 - \omega_{d_n}) \right\|_\infty \geq (1 + \delta) g_{k,\lambda} \right] \leq n^2 (1 + \delta)^{-p} \left( 1 + \varepsilon + \beta \sqrt{\frac{p}{n}} \right)^p
\]

is an \( O(n^{-2}) \) for, say, \( p = (5/\delta) \log n \). \( \square \)

**Remark 5.6.** Assuming that \( \lambda \) is being kept fixed, let us analyze the asymptotic behaviour of \( g_{k,\lambda} \) as \( k \to \infty \); note that this situation corresponds to a global asymptotic regime where \( 1 \ll k \ll n \) (compare with (3)). We start from “law of large numbers” for the Marchenko-Pastur distribution which states that, as the parameter \( c \) grows,

\( D_{c^{-1} \text{MP}_c} \to \delta_1 \).

Hence, when \( k/\lambda \to \infty \), we have \( \chi_{k/\lambda} \sim 1 \). Thus, the behaviour of \( g_{k,\lambda} \) as \( \lambda \) is fixed and \( k \to \infty \) is given by

\[
g_{k,\lambda} \sim \frac{2(1 + \sqrt{\lambda})^2}{\sqrt{k}}.
\]

6. Spectral gap of a random quantum channel

We state now the first main result of this work, an asymptotic lower bound on the singular value gap for the sequence of super-operators \( F_n \).

**Theorem 6.1.** Consider a sequence of random quantum channels \( \Phi_n : M_{d_n}(\mathbb{C}) \to M_n(\mathbb{C}) \) defined by Haar-random isometries and let \( F_n \) be the corresponding super-operators (2) associated with the channels \( \Phi_n \), in the asymptotic regime (3). Then, almost surely as \( n \to \infty \), we have the following gap between the largest two singular values of \( F_n \):

\[
\liminf_{n \to \infty} \left[ s_1(F_n) - s_2(F_n) \right] \geq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2} - g_{k,\lambda}},
\]

(19)

where the constant \( g_{k,\lambda} \) was defined in (17).
Proof. The result follows from Theorems 4.2 and 5.5 (more precisely from equations (11) and (18)) after using the perturbation result for singular values from [Bha97, Problem III.6.4]:

\[ s_1(F) - s_2(F) \geq s_1(F) - s_1(F(I - \omega)) = \|F\|_\infty - \|F(I - \omega)\|_\infty. \]

\[ \Box \]

Remark 6.2. The lower bound from (19) is not really explicit, since the quantity \( \chi_{k/\lambda} \) appearing in the definition of \( g_{k,\lambda} \) is defined, for general \( k, \lambda \) in terms of the elliptic integral (13). However, we can lower bound it by an explicit formula, as follows:

\[
\liminf_{n \to \infty} \left[ s_1(F_n) - s_2(F_n) \right] \geq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}} - \frac{2(1 + \sqrt{\lambda})^2}{\chi_{k/\lambda} \sqrt{k}} \geq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}} - \frac{2(1 + \sqrt{\lambda})^2}{\chi_i \sqrt{k}} = \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}} - \frac{9\pi^2(1 + \sqrt{\lambda})^2}{32 \sqrt{k}}.
\]

Remark 6.3. One can also obtain a rather simple upper bound on the asymptotic singular value gap as follows:

\[ s_1(F) - s_2(F) \leq \|F\|_\infty \leq \|F\omega\|_\infty + \|F(I - \omega)\|_\infty. \]

But recall that in the case of the super-operator sequence \( F_n \), \( \|F_n\omega_n\|_\infty \) is precisely the square root of the quantity \( f_n \) studied in Proposition 4.1. It follows that

\[
\limsup_{n \to \infty} \left[ s_1(F_n) - s_2(F_n) \right] \leq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}} + g_{k,\lambda}.
\]

We plot in Figure 4 the bound obtained above in the case where \( \lambda = 1 \). Notice that the bound approaches 1 as \( k \to \infty \) and that, for small values of \( k \), the bound is trivial (negative); our bound becomes non-trivial for \( k \approx 63.52 \).
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**Figure 4.** Plot of the asymptotic lower bound on the singular value gap as a function of \( k \), in the case where \( \lambda = 1 \). Left panel: large values of \( k \); right panel: the regime where the lower bound becomes non-trivial, i.e. \( k \gtrsim 63.52 \).

In the case where \( d_n = n \), which corresponds to \( \lambda = 1 \) in (3), the super-operators \( F_n \) are square matrices (of size \( n^2 \)), and we can analyze their spectral gap. Note that the largest eigenvalue, called the Perron-Frobenius eigenvalue, is equal to 1 in this case [EHK78], lower bounds on the spectral gap correspond to upper bounds on the modulus of the second eigenvalue.

**Theorem 6.4.** Consider a sequence of random quantum channels \( \Phi_n : M_n(\mathbb{C}) \to M_n(\mathbb{C}) \) defined by Haar-random isometries and let \( F_n \) be the corresponding super-operators (2) associated with the
channels $\Phi_n$, in the asymptotic regime (3). Then, almost surely as $n \to \infty$, the second largest (in absolute value) eigenvalue of $F_n$ is asymptotically upper bounded:

$$\limsup_{n \to \infty} |\lambda_2(F_n)| \leq \left( \sqrt{1 + \frac{k-1}{k^2}} + g_{k,1} \right) g_{k,1}. \tag{20}$$

Proof. Using Weyl’s Majorant Theorem [Bha97, Theorem II.3.6], we have, for all $p > 0$,

$$1 + |\lambda_2(F)|^p \leq s_1(F)^p + s_2(F)^p.$$ 

In our case, we use the asymptotic almost sure upper bounds ($\lambda = 1$ below)

$$\limsup_{n \to \infty} |s_1(F_n)| \leq \sqrt{\lambda + \frac{1}{k} - \frac{\lambda}{k^2}} + g_{k,\lambda} > 1$$

$$\limsup_{n \to \infty} |s_2(F_n)| \leq g_{k,\lambda} < 1.$$ 

To get the best bound, we need to choose $p \to 0$. With this choice, the conclusion follows after using

$$\lim_{p \to 0} (a^p + b^p - 1)^{1/p} = ab.$$ 

□

Remark 6.5. Using the asymptotic behavior of $g_{k,\lambda}$ from Remark 5.6, we have, in our present case, the following asymptotic lower bound for the spectral gap:

$$\liminf_{n \to \infty} 1 - |\lambda_2(F_n)| \gtrsim 1 - \frac{8}{\sqrt{k}}.$$ 

We plot in Figure 5 the upper bound from the theorem above, as a function of $k$. We observe numerically that the bound becomes smaller than 1 for $k \approx 168.5$.
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**Figure 5.** Plot of the asymptotic upper bound on the absolute value of the second eigenvalue of the super-operators $F_n$.

7. RANDOM CHANNELS ARE QUANTUM EXPANDERS

Inspired from classical combinatorial theory and computer science [HLW06], quantum expanders have been introduced independently in [BASTS08] and [Has07b]. We follow here the more general definition suggested in [Has07c], which allows for non-unital quantum channels.

**Definition 7.1.** A sequence of quantum channels $\Phi_n : M_n(\mathbb{C}) \to M_n(\mathbb{C})$ is a quantum expander if satisfies the following properties:

- $\Phi_n$ have Kraus rank at most $k$
- The sequence of second largest (in modulus) eigenvalues of $\Phi_n$ is upper bounded
• The (unique) invariant states of $\Phi_n$ have “large entropy”.

In order to show that a sequence of random quantum channels as in Section 2 is a quantum expander, we just need to give an estimate on the entropy of the fixed point of the random channels (the upper bound on the second largest eigenvalue having been proved in Theorem 6.4). Note that for unital quantum channels, this is not an issue, since the fixed point is the maximally mixed state, which has maximal entropy. In our case, we shall approximate the fixed point by the maximally mixed case, and bound the distance between the two by iterating the quantum channel.

**Theorem 7.3.** Let $\Phi : M_n(\mathbb{C}) \to M_n(\mathbb{C})$ be a quantum channel having a unique fixed point $\Lambda_\Phi$. Then, for all $t \geq 1$,

$$\|\Phi^t(I/n) - \Lambda_\Phi\|_2 \leq 2|\lambda_2(\Phi)|^t,$$

where $\| \cdot \|_2$ denotes the Hilbert-Schmidt norm.

**Proof.** The claim follows from the following:

$$\|\Phi^t(I/n) - \Lambda_\Phi\|_2 = \|\Phi^t(I/n) - \Phi^t(\Lambda_\Phi)\|_2 \leq |\lambda_2(\Phi)|^t \|I/n - \Lambda_\Phi\|_2 \leq 2|\lambda_2(\Phi)|^t.$$ 



We can now prove the main result of this section, that sequences of random quantum channels as in (3) are quantum expander in the sense of Definition 7.1. Note that in the following theorem, we can assume that the fixed point of a sequence of random quantum channels is unique, see [NP12, Theorem 4.4].

**Theorem 7.3.** Let $k \geq 169$ be a fixed integer, and consider a sequence $\Phi_n : M_n(\mathbb{C}) \to M_n(\mathbb{C})$ of random quantum channels as in (3). Then, if $\Lambda_n$ is the unique fixed point of $\Phi_n$,

$$S(\Lambda_n) \geq \log k - o(1),$$

except with probability exponentially small in $n$.

**Proof.** Applying Jensen’s inequality we get that for any quantum state $\rho \in M_n(\mathbb{C})$

$$S(\rho) = -\text{tr}(\rho \log(\rho)) \geq -\log \text{tr}(\rho^2).$$

We have

$$|\text{tr}[(\Phi_n^t(I/n))^2] - \text{tr}[(\Lambda_n)^2]| \leq \|(\Phi_n^t(I/n))^2 - \Lambda_n^2\|_1$$

$$\leq \|\Phi_n^t(I/n) - \Lambda_n\|_1 \|\Phi_n^t(I/n) - \Lambda_n\|_\infty$$

$$\leq 2\|\Phi_n^t(I/n) - \Lambda_n\|_1 \leq 4|\lambda_2(\Phi_n)|^t. \tag{21}$$

Let $V_n$ be the isometry inducing $\Phi_n$ and define $g(V_n) = \text{tr}((\Phi_n^t(I/n))^2)$. Then, $\mathbb{E}(g(V_n))$ can be seen as a particular case of the model introduced in [CGGPG13] that is the computation we are interested would be $\mathbb{E}(\text{tr}(\rho_1^2))$ there, where the spin chain would have a left boundary condition $L = I$, the bulk is formed of $t$ systems and the left one of them is the accessible one, and right boundary condition is $R = I/n$. Following the same calculations there, we arrive to

$$\mathbb{E}(g(V_n)) = 1/k + O(n^{-1/5}),$$

and the Lipschitz constant of $g(V_n)$ is upper bounded by $4t$. Hence, applying a concentration result [Led01], we get that there exist constants $c_1', c_2'$ such that

$$g(V_n) = 1/k + O(n^{-1/5})$$

with probability larger than $1 - c_1'e^{-c_2' n^{3/5}/t^2} \geq 1 - c_1'e^{-c_2' n^{1/5}}$.

Putting this together with eq. (21) we get

$$S(\Lambda_n) \geq -\log \text{tr}(\Lambda_n^2) \geq -\log(4|\lambda_2(\Phi_n)|^t + 1/k + O(n^{-1/5}))$$
with probability $\geq 1 - c_1 e^{-c_2 n^{1/5}}$, where we are taking into account the probability of $\Lambda_n$ being the only fixed point. Choosing $t$ growing with $n$, but not faster than $n^{1/5}$, the inequality from the statement follows. Since the sequence of random quantum channels $\Phi_n$ has fixed Kraus rank $k$ and we have already shown that the second largest eigenvalue (in absolute value) of the super-operators $F_n$ are bounded (see Theorem 6.4), the conclusion follows. □

8. PRINCIPLE OF MAXIMUM ENTROPY FOR TRANSLATIONALLY-INARIANT MATRIX PRODUCT STATES

In this section we derive a principle of maximum entropy for infinite spin chains, for which the ground state is well-approximated [Has07a] by matrix product states (MPS) [PGVWC07]. Ensembles of MPS were already considered in [GdOHZ10], showing concentration of local observables, and in [CGGPG13], showing concentration of the reduced density matrix with boundary conditions. Here, we focus in the case of infinite 1D translationally-invariant (TI) systems.

A translationally-invariant matrix product state (TI-MPS) is a state where the coefficients are given by a product of matrices in the following way

$$\psi = \sum_{i_1,...,i_N} \text{tr} [A_{i_N} \cdots A_{i_1}] e_{i_1} \otimes \cdots \otimes e_{i_N}$$

where $A_i \in \mathcal{M}_D(\mathbb{C})$ are some matrices. There is a close relation between a TI-MPS and the completely positive map

$$\Phi(X) = \sum_i A_i X A_i^*.$$ 

acting on $\mathcal{M}_D$. In fact, if we define the isometries $V = \sum_{i=1}^k A_i \otimes e_i$, there is a one to one correspondence between the set of TI-MPS with bond dimension $D$ and the set of quantum channels acting on $\mathcal{M}_D$. Moreover, for an infinite TI-MPS given by an isometry $V$ that induces a channel $\Phi$ with a unique fixed point $\Lambda_\Phi$, the reduced density matrix on $l$ sites is given by

$$\rho_l = E_l(\Lambda_\Phi)$$ 

where $E(X) = VXV^*$ (note the absence of the partial trace operation in the definition of $E$). Thus, there is a natural way to take an infinite random TI-MPS, with physical dimension $k$ and bond dimension $D$, by taking a random isometry (acting on $\mathcal{M}_D$ with $k$ Kraus operators).

Set $D = d_n = n$ which corresponds to $\lambda = 1$. In this case, the set of TI-MPS with bond dimension $D$ and physical dimension $k$ has a one to one correspondence with the set of isometries introduced with fixed $k$. In this case the local tensors of the MPS are exactly the Kraus operators of the channel $\Phi$.

For a fixed physical dimension $k$ and a fixed bond dimension $D$ we consider the ensemble of infinite TI-MPS induced by the random isometries $V : \mathbb{C}^D \to \mathbb{C}^D \times \mathbb{C}^k$. In this case the ensemble of reduced density matrices over $l$ systems is given by

$$\rho_l = E_l(\Lambda_\Phi)$$ (22)

where $E(X) = VXV^*$, and $\Lambda_\Phi$ is the fixed point of $\Phi(X) = [\text{id}_D \otimes \text{Tr}_k](VXV^*) = \sum_{i=1}^k A_i X A_i^*$.

**Theorem 8.1.** Let $k \geq 169$ and let $\rho_l$ be taken at random from the ensemble introduced above, such that $D \geq (t + l)^5$ and $t = t_D$ grows slower than $D^{1/5}$. Then $\text{tr}(\rho_l^2) \leq 1/k^l + O(D^{-1/5})$ except with probability exponentially small in $D$.\footnote{Note the different nomenclature with respect to the usual notation in tensor networks, $D$ is usually the bond dimension and $d$ is the physical dimension}
Proof. The idea of the proof is to approximate $\rho_l = \mathcal{E}^l(\Lambda_\Phi)$ by $\tilde{\rho}_l = \mathcal{E}^l(\Phi(I/D))$ and that way we avoid the non explicit algebraic dependency between the channel $\mathcal{E}$ and the fixed point $\Lambda_\Phi$ of channel $\Phi$. Indeed, using Lemma 7.2 we have

$$|\text{tr}(\rho_l^2) - \text{tr}(\tilde{\rho}_l^2)| \leq 2l\|\Lambda_\Phi - \Phi(I/D)\|_1 \leq 2l\sqrt{D}\|\Lambda_\Phi - \Phi(I/D)\|_2 \leq 2l\lambda_2^t(\Phi) \leq 1/(k^l\sqrt{D})$$

In order to show the result we will follow [CGGPG13] to give a bound for $g(V) = \text{tr}(\tilde{\rho}_l^2(V))$. Following the calculations done there we have that

$$\mathbb{E}[g(V)] = 1/k^l + O(D^{-1/5}),$$

and the Lipschitz constant of $g(V)$ is upper bounded by $4(t + l)$. Hence, applying a concentration result, we get that there exist constants $c_1, c_2$ such that

$$\text{tr} (\tilde{\rho}_l^2(V)) = 1/k^l + O(D^{-1/5})$$

with probability $1 - c_1 e^{-c_2 D^{3/5} / (t+2)} \geq 1 - c_1 e^{-c_2 D^{3/5}}$. Putting this together with eq. (23) finishes the proof.

\[\square\]

Figure 6. A graphical representation of the approximation of a MPS with $R = I/D$ and open boundary conditions on the left.

In the same way as in [CGGPG13] we get two immediate consequences:

\textbf{Corollary 8.2.} Let $k \geq 169$ and let $\rho_l$ be taken at random from the ensemble introduced in (22), where $l \ll D^{1/5}$. Then, with overwhelming probability as $D \to \infty$,

$$\|\rho_l - \frac{I}{k^l}\|_\infty \leq O(D^{-1/10}).$$

\textbf{Corollary 8.3.} Let $k \geq 169$ and let $\rho_l$ be taken at random from the ensemble introduced in (22), where $l \ll D^{1/5}$. Then the von-Neumann entropy verifies

$$S(\rho_l) = l \log k - k^l O(D^{-1/5}),$$

except with exponentially small probability in $D$.
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