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ABSTRACT Virtual reality offers unique benefits to support remote collaboration. However, the way of representing the scenario and interacting within the team can influence the effectiveness of a collaborative task. In this context, this research explores the benefits and limitations of two different visual representations of the collaboration space, shared experience and shared workspace, in the specific case of map-based collaboration. Shared experience aims at reproducing face-to-face collaboration in a realistic way whilst shared workspace translates to the virtual world the functionalities of 2D collaborative spaces. The goal is to understand whether sophisticated interfaces with realistic avatars are necessary, or if simpler solutions might be enough to support efficient collaboration. We performed a user study (n = 24, 12 pairs) through a collaborative task with two roles in an emergency crisis intervention scenario that typically uses map-based interfaces. Despite that a shared experience scenario might provide a better personal experience to the user in terms of realism, our study provides insights that suggest that a shared workspace could be a more effective way to represent the scenario and improve the collaboration.

INDEX TERMS Immersive map interfaces, collaboration, social presence, workspace awareness, virtual reality.

I. INTRODUCTION

This paper explores the effects of visual scenario representation in a collaborative map interface for immersive virtual environments. A possible use case of a map interface for remote collaboration could be virtual crisis rooms. In crisis rooms, experts from different fields meet to discuss and propose solutions for an ongoing situation. These rooms are usually equipped with a big wall-screen in which the current information about a crisis is displayed, and the experts use it to discuss and analyze the data. Previous works of the research group focused on the use of multi-device environments integrating different devices for collaborative information analysis such as tabletops, vertical displays, desktop computers or tablets [8]. However, these types of environments require very specialized and high cost equipment not always available.

The use of immersive technologies could be a suitable alternative. Firstly, equipment with similar functionalities as the physical ones can be simulated in virtual environments reducing the costs needed for implementing the technology [38]. Secondly, the implementation of virtual spaces has the potential to facilitate remote collaboration almost as similarly as in face-to-face settings. Immersive technologies are expected to help to overcome some of the drawbacks of traditional 2D displays for collaboration since they can provide natural interaction, engagement, and infinite workspaces [12].

However, the use of virtual environments to support collaboration faces challenges that need to be carefully considered. First, it is necessary to provide effective ways of communication and to establish engagement between collaborators [2]. Second, these kinds of collaborative environments require to effectively provide workspace awareness [18]. In face-to-face environments, it is relatively easy to gather information about the state, intentions, and actions of the rest of the collaborators. However, in computer mediated
collaborative environments part of this information might be missed, which makes it necessary to provide effective mechanisms for supporting such workspace awareness. This might seem easier to achieve in virtual environments where realistic avatars can be represented. But if immersive technologies have to reach a broad audience, simpler and more affordable solutions might be enough to support efficient collaboration. Indeed, too realistic metaphors for visual interfaces might be cumbersome and clipper the interface with irrelevant information [14].

This work explores the benefits and limitations of two different scenarios for visually representing workspace awareness cues in a collaborative map interface for immersive virtual environments: shared experience and shared workspace. In a shared experience scenario, workspace awareness cues are presented in a way that reproduces face-to-face settings. In a shared workspace scenario, workspace awareness cues are presented in a similar way as traditional 2D-computer-mediated collaboration. In particular, we will focus on studying the visual representation of virtual spaces, letting aside other multisensory feedback, and on distributed synchronous collaboration scenarios [22].

We conducted a user study to measure efficiency and workload of users when using the two different visual representations. Intuitively, a realistic representation of the scenario like a map interface situated in a crisis room could perform better because it is more natural and familiar to the users. However, the results of the study with 24 participants suggest that the collaboration is more efficient and requires less workload levels in a shared workspace scenario. Furthermore, the participants of the study did not report greater differences in terms of social presence between both scenarios.

The rest of the paper is organized as follows. Section 2 presents some related works. Section 3 presents the methods of the study. Section 4 describes the collaborative map interface prototype. Section 5 presents the description of the experiment. Section 6 describes the data collection of the study. Section 7 presents the results and analysis of the study. Section 8 discusses the results of the study, and presents its limitations. Finally, in the last section, we present the conclusions and future works.

II. RELATED WORK

Early areas of research in immersive CSCW focus on understanding the role of collaborative behaviors in physical spaces. Ens et al. [13] identified two theoretical issues that emerge in this area: (1) understanding how to create awareness of collaborators, that is, generating knowledge of who is in the workspace and what are they doing; (2) understanding how to support collaboration through visual information. The rest of this section will review these issues. The first part covers basic concepts and related work of workspace awareness when using immersive VR technology. In the second part we will center on the visual representation of the collaborative spaces. Finally, the third part summarizes the works reviewed and discusses their implications for our study.

A. WORKSPACE AWARENESS

Workspace awareness is a relevant factor in CSCW as it gives users information about what is happening in a collaborative space, and how they can contribute to succeed in the collaborative task [18]. Gutwing and Greenberg propose a three-part framework [19] to know what information constructs workspace awareness, how to gather it, and how to use it in collaboration. Focusing on synchronous collaboration, three categories of workspace awareness are identified: awareness of presence, awareness of actions, and awareness of location. Awareness of presence intends to gather information about who is in the workspace. Awareness of actions intends to gather information about what the other people in the workspace are doing. Awareness of location intends to gather information about the location, reach area, and field of view of the other people in the workspace.

1) Awareness cues for social presence (Who)

Also known as co-presence, social presence refers to the “sense of being with another” [3]. Social presence is one of the three dimensions of presence (spatial presence, self-presence, and social presence). Weinel et al. [49] identify social presence as a relevant factor in collaboration. In their study, they identify that social presence positively influences the perception of the task workload and collaboration. Furthermore, Roberts et al. [41] investigate the influence of social presence and group size in group interaction. In their study, they compare groups of two different sizes in three different settings: face-to-face, face-to-face using collaborative software, and virtual using collaborative software. The results of their study suggests that the use of collaborative software enhances the feeling of social presence, reducing the negative impact derived from increasing the size group.

In the specific case of the collaboration supported by immersive VR technologies, social presence plays even a more decisive role. The results of the study presented in [35] suggest that social presence has a tight relationship with social influence, and that improves communication, coordination, and trust between collaborators.

Several studies reported that VR collaborative environments that use avatars to visually represent other collaborators produce higher levels of social presence than those that do not use them [24]. The sense of presence can be enhanced when those avatars represent realistically the current actions and behaviors of the collaborators. For example, the results of the study presented in [48] suggest that participants felt a stronger social presence when they interacted with agents that displayed appropriate feedback behavior by nodding its head in comparison to those who did not. Similarly, the study of Pan et al. [37] showed that participants felt higher levels of social presence when a virtual agent blushed after making a mistake during a presentation.

However, it is possible to find studies which call into question the relationship between the use of avatars and the increment of social presence. Robb et al. [40] performed a user study to investigate how a human trainee’s presence
affects behavior of nurses and surgical technicians during virtual team training. The results of the study showed no statistical differences in the training outcomes. However, they identified some notable differences when humans interact with virtual teammates in other aspects such as predisposition to assists and efficiency of task execution.

2) Awareness cues for actions (What)

Previous works in this area focus on tools to support mutual understanding of the work done by the collaborators. Most of these tools can be classified into two categories: visual-based tools, and non-visual-based tools. In this section we will focus on the mutual understanding of communication acts. These are specially relevant to our work, as they allow the collaborators to communicate their intentions or instruction to the other.

Visual-based tools provide a low cost solution to gather information about the actions performed in collaborative spaces. A simple way to represent intentions, emotions, and social communications in general is the use of emojis. This image representations can substitute words in a speech [44], express actions [42] or even arise emotional awareness among the collaborators [4]. However, emojis can also reduce the perception of competence [17] specially in formal settings, or result in ambiguous understanding of the message [44].

Non-visual-based tools would include those systems that provide information about the collaborators’ actions using auditory cues. The most straight way to convey communicative acts among the collaborative space is the use of the voice. This channel is preferred by the users when solving ambiguities of specific gestures like deictic gestures or conflicts during collaboration [45]. However, voice is also considered an intrusive way of communication, or it can be interpreted as a demand to immediate action [16].

3) Awareness cues for location (Where)

Location awareness cues refers to those systems for providing users with information about the whereabouts of their collaborators, the area they are looking at, or the artifacts they can reach at a given moment, for example. In VR, the most common ways to present these cues are pointing gestures, ray pointers, viewports, and frustums.

Pointing gestures and ray pointers work in a similar way, allowing a collaborator to provide indications by pointing at a target in the virtual space. Ray pointers represent the path from the pointing gesture to the target, usually with a straight line, and are particularly useful in virtual environments where the pointing gesture might not be precise enough to identify the target. Li et al. [31] propose the use of a ray to represent the collaborator gaze in an AR application for remote expert help when navigation across a campus. On the other hand, pointing gestures use solely the expression of the collaborator, and the user has to estimate the place that the collaborator is referring to. Works like [45, 33] focus on improving the perception of the user to facilitate the understanding of pointing gestures.

Viewports employ a frame to present the user the current area of view of the collaborator. Although they are traditionally used in non immersive collaborative tools as 2D displays, they have also been successfully implemented in 3D environments [28]. However, in these types of settings “frustums” are more commonly used. In this case, the 3D area the collaborator is viewing is demarcated within the edges of a prism. The results of the study presented by Piumsomboon et al. [39] suggest that the use of frustums improves the user performance.

B. REPRESENTATION OF THE COLLABORATIVE SPACE

Ens et al. [13] propose a matrix with six dimensions to categorize the work developed around collaboration on MR. The first two dimensions are the classic CSCW matrix proposed by Johansen [23], and the other dimensions are related to the technologies and characteristics inherent to MR.

The scenario dimension of the matrix takes special relevance to our research as it refers to the different possibilities to represent the collaborative space and the awareness cues, in particular the shared workspace and the shared experience. Shared workspace are the systems or studies that have a strong focus on the workspace. In the case of shared experience, the representation of the space does not only focus on the task that the collaborators are working on and its workspace, but also on the personal experience of the collaborators. In the next sections, we summarize some examples of environments that follow these two approaches.

1) Shared workspace

Some examples of use of this type of scenarios are: physical games like [36, 25], construction discussion [32], or board games [46]. All of these examples have in common that the focus of the collaboration is on the task or the workspace, rather than the feel of co-presence or the details in the scenario.

Yasojima et al. [51] propose a collaborative AR tool for information visualization support. Their tool makes use of markers to display a 3D visualization of the real world, and share the visualization collaboratively. In this case, the visualization tool implements a shared workspace scenario as the focus of the tool is the visualization, and the rest of the elements of the scenario or the personal experience of the collaborators are not supported by the AR tool.

2) Shared experience

Some examples of these type of scenarios are: disaster rescues [34] where a remote expert require a detailed visualization of the rescuer surroundings to provide them help, or museum explorations [6] where the guide and the tourists need to be aware of the presence of the other person to understand its explanation and a detailed view of the elements of the scene.
Barden et al. [1] explore the opportunities that AR technologies could provide to enhance telematic events like a dinner party. In their work, they explore the use of some visual cues to support remote guests to experience togetherness and playfulness. This work is a good example of shared experience scenarios where the guests of the dinner party need to have a detailed view of the actions, facial expressions, or activities of the other people present in the dinner table to know if the other guests are having fun or feeling awkward, for example.

Another example of shared experience are the metaverses. This novel concept illustrates the interaction between humans in virtual spaces [9]. In the metaverses conceived by Facebook\(^1\) or Microsoft\(^2\), the personal experience of the users require a detailed representation of the space, realistic interaction between the users, and natural interfaces to perform tasks in a virtual space.

### C. MAP INTERFACES IN VIRTUAL REALITY

Previous works [50] have investigated the outcomes of different types of representations of maps in VR spaces, as exocentric globes, flat maps, egocentric globes, and curved maps. Their results suggest that exocentric globes perform better for distance estimation. However, flat maps allow to display all the map surface at once, in a way the users are familiar with. Further research has explored the use of authoring tools to integrate flexible visualizations of maps in virtual environments [30].

With regards to the interaction style with the map interface, our previous studies suggest that hand controllers, such as the Oculus Touch, provide a more efficient and usable mechanism for controlling the map than gesture-based solutions [43]. Other researchers have explored the use of novel interaction methods for map interfaces like proxemic interaction [15].

For achieving common ground in map interfaces, Convertino et al. [7] identified that communication between the collaborators can be improved through specific tools for sharing awareness like viewports or role indicators. These tools enhance knowledge-sharing and activity awareness.

### D. SUMMARY OF RELATED WORKS

In this section we presented previous work done for workspace awareness and visual representation of collaborative virtual spaces. Several tools and solutions have been presented to provide awareness cues of the presence, action, and location of other users in a collaborative space. However, the specific area of map interfaces for VR is still under-investigated, and there is a need to research which visual representation works better for virtual collaborative spaces. For this case, we identified two possible representations: shared experience and shared workspace. Despite both scenarios have positive and negative qualities, there is a lack of studies that provide insights of when to use them and how to effectively use them in collaborative immersive scenarios. This study tries to cover this gap and contributes on how to effectively represent workspace awareness in map interfaces for virtual environments.

### III. ANALYZING VISUAL REPRESENTATIONS OF IMMERSIVE MAPS INTERFACES FOR COLLABORATIVE SPACES

The purpose of this study is to gain understanding about how the visual representation of the scenario (shared workspace and shared experience) in immersive map interfaces affects the collaborative task. To achieve this objective, we set the following research question:

**RQ Which is the most suitable visual representation of the scenario for collaboration in an immersive virtual reality collaborative map interface?**

It is expected that the shared experience representation will be more intuitive as it reproduces the way the users work in the real world. For example, users could use pointers to mark locations in the map, as they would do in a real crisis room. Also, they will perceive the presence of other team members through their avatars, as in the real world. However, replicating a real scenario makes it necessary to represent additional elements, as pieces of furniture, that are not directly related with the task to perform. Moreover, the size available to display the map will be limited, as it would be in a real room.

On the contrary, in the shared workspace scenario the entire field of view of the user can be used to display the map, in a similar way as in a traditional 2D map interfaces. However, the lack of certain social cues might diminish the user experience and the feeling of co-presence. This could negatively impact the user perception of workload.

Based on this rationale, we present the following hypothesis:

**H1: Users will collaborate more efficiently in a shared experience scenario in comparison to a shared workspace scenario.**

**H2: Users will perceive lower workload levels in a shared experience scenario in comparison to a shared workspace scenario.**

As discussed in the previous section, the social presence in a collaborative system is usually regarded as a relevant factor to enhance collaboration. For this reason, in this study we will also analyze the perception of the user about their social presence.

### IV. THE COLLABORATIVE MAP INTERFACE PROTOTYPE

To compare the outcomes of these two ways of representing the virtual collaborative environment (shared experience and shared workspace), we implemented two collaborative map interfaces following each of the two approaches. In this section we present the rationale that guided the design of
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the awareness cues for the two environments, and their final implementation.

A. DESIGN PROCESS OF THE AWARENESS CUES

1) Identification of the awareness cues
The first step was to select a set of awareness cues to facilitate the collaboration among the users. These in terms of the three parts of the workspace awareness framework: social presence, actions, and location. Table 1 presents the identified awareness cues, summarizing the benefits and limitations identified in the literature for each cue.

2) Online survey
In the second step of the design, we ran an online survey with 37 responses to identify users’ preferences for representing the communication acts with hand gestures and emojis.

The online survey asked participants to identify the gesture or emoji best represent the communication acts of showing approval, showing negation, showing neutrality, asking for help, among others.

The result of the survey indicated that participants had the best agreement for the representation acts of showing approval, showing negation, and asking for help. Furthermore, the survey identified that the “thumbs up” emoji was best for asking for help (34.3% of agreement), and the “thumbs up” emoji was best for showing approval (74.3% of agreement).

3) Pilot test
The main purpose of the pilot test of the prototype was to test all the awareness cues in each scenario. Consequently, the third step of the design of the prototype was to run a pilot test with 2 couples (4 participants) following the same protocol of the main experiment explained in Table 4. Below, we present and discuss the main findings related to the use of the cues in each scenario:

- **Avatar and hand gestures:** The participants reported that the use of avatars in the shared workspace scenario disturbed their task as they occluded the map.
- **Pictorial cues for communication (emojis):** The subjects of the experiment felt familiar with the emojis and used it as intended in the shared workspace scenario. However, in the shared experience scenario, participants preferred to express the communications acts through hand gestures.
- **Auditory cues (voice):** Some participants tended to use only this channel to communicate, as they considered it was the most straightforward mean to reach the collaborator. However, sometimes they felt that listening to the voice of the collaborator was distracting and hindered their work.
- **Pointer/Ray and viewport:** Pointers were effective for indicating a location in the map to the other collaborator. However, as sometimes participants were looking at different parts or zoom levels of the map, it is necessary to use it in combination with viewports.

B. AWARENESS CUES IMPLEMENTED IN EACH SCENARIO REPRESENTATION OF THE MAP INTERFACE

Considering the results of the pilot test and the literature review we designed the following awareness cues for each scenario representation:

1) Awareness cues for social presence
For the case of social presence awareness we provide the following cues:

- **Cues for the shared experience scenario:** The presence of the collaborator is represented by means of an avatar representation (Figure 1b). The position of the head and torso of the avatar indicate where the collaborator is working on currently, and a pointer, which signals the location in the map is pointing to. (Figure 2b).

2) Awareness cues for actions
We provide auditory feedback for adding and deleting marks. Also, we provide indirect communication cues for the communication. We limited the communication acts during the task to: asking for help to the other collaborator, and showing approval to the other collaborator. We made this limitation considering these two communication acts were the most often used in the pilot test, and the ones that our previous survey indicates that users agreed how to perform the gesture and which emojis best replaced the mentioned communication acts.

It is important to mention that the present study focuses on visual cues to support workspace awareness in collaborative spaces. For that reason, we provide only visual cues to express the mentioned communication acts. The cues provided in each scenario, and their design rationale are:

- **Cues for the shared experience scenario:** The communication acts are represented by the hand gestures of the avatar, which reproduce the movements of the Oculus Touch controllers. Users could choose which gesture to use for asking for help or showing approval in the same way as they would do in the real world.

3) Awareness cues for location
Both scenarios include a viewport, which displays the area the collaborator is working on currently, and a pointer, which signals the location in the map is pointing to. The cues provided in each scenario, and their design rationale are:
TABLE 1. Awareness cues identified in the literature

| Awareness cue                      | Benefits reported in the literature                                                                 | Limitations reported in the literature                                      |
|-----------------------------------|------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Avatar and hands gestures         | - High fidelity, and strong sense of co-presence [10, 26]. - Implicit coordination [10]. - Usually preferred by the users [26]. | - Generates occlusion in the scene [27, 10]. - During long time collaboration, users start to ignore avatars [10]. - Difficulty to interpret gestures of the avatar [26]. |
| Pictorial cues for communication (Emojis) | - Can represent a variety of concepts like facial expressions, emotion, activities, etc [42]. - Can substitute words in a speech [44]. - The use of emojis (and images in general) are an easy way to communicate actions, moods, etc [4]. | - Reduce perception of competence in formal settings [17]. - Can result in ambiguous messages [44]. |
| Auditory cues (Voice)             | - Preferred by the users to solve ambiguities or conflicts [45]. - May can be interpreted as a demand to immediate action [16]. | - May produce delay, voice loop, among others issues that may interfere with communication especially during critical responses [47]. - It is considered an intrusive way of communication [16]. |
| Pointer gestures/Ray casting      | - Complements verbal communication [45]. - Improves efficiency and accuracy [11].                    | - Can produce fatigue [11]. - Necessity to warp pointing gestures to improve the other person perception of the gesture in virtual environments [45]. |
| Viewport                          | - Support navigation of groups in virtual environments [28]. - Occupy less space of field of view of the user [27]. | - Difficulty to understand or interpret [28]. - Divert gaze to a specific part of the scene [27]. |

- **Cues for the shared experience scenario:** The view area of the collaborator is shown in a viewport displayed in one of the screens of the workstations (Figure 1b). The pointer is represented by a ray that goes from the avatar’s hand to the position of the map the user is pointing to.

- **Cues for the shared workspace scenario:** The view area of the collaborator is displayed in a translucid area at the bottom of the map (Figure 2b). The pointer is represented by a cursor that moves over the map.

C. FINAL DESIGN OF THE SCENARIOS

Table 2 summarizes the different representations used for the elements of the map interface in the two scenarios. It is important to note that in the two cases the users have all the visual cues at their sight, so the amount of effort to check them was similar.

1) Shared experience scenario

This scenario reproduces the setting of a crisis room scene (Figure 1a). In the front wall of the room a big map displays marks depicting the location of certain incidents during an emergency crisis. In the middle of the room there is a workstation with 3 screens (Figure 1b): the first screen displays information about the incidence the user is pointing at in the map, the second displays a view-port depicting the current area of the map the other collaborator is looking at the moment, and the third one was designed to have it unused and shows a set images depicting pictures of the incidence pointed. The scenario includes an avatar representation of the collaborator, which reproduces her gestures and movements as they are captured by the Oculus Quest HMD and the Oculus Touch controllers she is equipped with.

TABLE 2. Differences between shared experience and shared workspace scenarios of the experiment

| Elements                              | shared experience scenario | shared workspace scenario |
|---------------------------------------|----------------------------|---------------------------|
| Awareness cues for social presence (Avatar) | Yes                        | No                        |
| Awareness cues for actions (Communication acts) | Hand gestures of the avatar | Emojis                    |
| Awareness cues of location            | Pointer, screen at the work stations | Pointer, frame in the translucid area of the workspace |
| Scenario                              | Crisis room                | Map occupying the whole user view |
| Size of the map (Tileset on the virtual scene) | 512x512 pixels             | 1024x1024 pixels           |
2) Shared workspace scenario

In this scenario, we only include the map screen (or the workspace), which occupies the entire field of view of the Oculus Quest HMD (Figure 2a). In this case the scenario does not include an avatar representation of the collaborator. A supporting screen (translucid area at the bottom left corner of the map workspace Figure 2b) displays the viewport of the collaborator, the information about the incidence and some emojis that the collaborator can manually activate using the buttons of the Oculus Touch Controllers.

In case of the emojis, the user can visualize her own emoji at the top of the supporting screen, and the other’s emoji at the collaborator gesture zone (see Figure 2b). Furthermore, the available emojis were two: a thumb-up-emoji and a hand-pointing-up emoji which represent the two communications acts available for the experiment (asking for help to the other collaborator, and showing approval to the other collaborator).

V. EXPERIMENT DESCRIPTION

In the following section we describe the study in detail: the design of the study, implementation and setup, participants, task, and procedure.

A. STUDY DESIGN

The experiment was designed following the guidelines and recommendations of the Ethics Committee of the university which approved the experiment. The study design was within-subjects that allows us to observe the behavior of the same couple of collaborators using both scenarios. We considered as independent variables two mechanisms for workspace awareness: shared experience scenario, and shared workspace scenario. The dependent variables of the experiment were: task efficiency and task workload. In addition, we also analyze the perception of the user in terms of: co-presence, attention allocation, perceived message understanding, perceived behavioral interdependence, and perceived efficiency (following the social presence questionnaire proposed by Harms et al. [20]).

B. IMPLEMENTATION AND SETUP OF THE MAP INTERFACE TOOL

For the experiment we used an implementation of a collaborative map interface developed using the Unity game engine. The entire ecosystem consisted of a pair of Oculus Quest HMD and Oculus Touch controllers, which the participants used to interact with the VR environment, and a computer that permits the researcher to track the experiment and collect the data. The communication of the entire ecosystem was facilitated using the Photon Engine.4

The experiment was carried out in pairs at the same lab, but as each participant was using an HMD they could not perceive the physical presence of her companion. Furthermore, participants were seated approximately 1.5 meters from each other during the experiment as shown on Figure 3.

Finally, each collaborator has its own personal map, which means that each collaborator has its own zoom and position of the map independently the zoom and position of the other collaborator, but both participants were manipulating the same map and they can see the other’s action by using the viewport or going to the same geographic position of the other.

C. PARTICIPANTS

For this experiment we recruited twenty four participants (9 females, 15 males). The average age of the participants was 24.83 years (stddev = 5.72). The profile of the participants were: undergrad students (10), master students (5), PhD students (7), postdocs (2). The majority of the participants come from STEM fields and three of them from Economics. Thirteen participants had no previous experience with VR, and only two of them use this technology regularly. All

4https://www.photonengine.com/
participants gave their informed consent to take part in the experiment, and received an economical compensation.

For the execution of the experiment, the participants were matched following their schedule availability, and we did not take into account whether they knew each other.

**D. TASK AND PROCEDURE**

In the proposed task two participants have to collaborate identifying and marking targets that appear every five seconds on certain locations in the map. In the task, the participants have to navigate the map, zoom in/out, point to the targets, read their info, and add marks on them when appropriate.

To clarify the task we set it up in the context of the scenario of an emergency crisis intervention. Each participant was assigned to one role: security agent or health-care personnel. The targets represent incidents that need to be attended and solved. When a participant finds an incident and points at it, a description of the incident is displayed (Table 3) providing clues of the role that has to attend it. Some incidents should be attended by security agents, others by the health-care personnel to attend injured people.

Table 3. List of possible incidences displayed during the task.

| Role             | Type of incidence | Description of the incidence displayed to the user                                      |
|------------------|-------------------|----------------------------------------------------------------------------------------|
| Police           | Home robbery      | Home robbery. Police agents are needed to make a legal complaint.                      |
| Police, Health   | Traffic accident  | There was an accident at this place, police agents are needed to clear the road, and health-care personnel to attend injured people. |
| Police           | Injured animal    | Tourists found an injured animal. Police agents are needed to transport the animal.    |
| Police, Health   | Natural disaster  | Wind is causing disasters in the zone. Police agents are needed to secure the area, and health-care personnel to attend possible injured people |
| Health           | Fire              | Firemen extinguish a fire, and they need health-care personnel to transfer a person with suffocation. |
| Police           | Missing person    | A missing person was reported in this area. Police agents are needed to collect information. |

During the experiment, participants had access to the description of the incidence (located in one of the screens of the work station in the case of the shared experience scenario or in the supporting screen on the shared workspace scenario) if the zoom level was greater than 6 points over 20 points of zoom available for the used map (using this level of zoom participants can visualize the names of cities of a country in the map) otherwise a message saying “You are too far away of the incidence was displayed”. These descriptions appeared every 5 seconds as a pin-mark over the map (the type of incidence, possible cases, and geographic position were selected by the system randomly in order to avoid bias caused by experimental procedures like learning effect or fatigue [29]). The total sample of incidences at the end of each experiment was 60 incidences.

At the beginning of each trial, each participant is assigned to one role. A member of the research team explained the task, how to interact in each VR scene, how to display the social cues and, in general, make sure they understand how each element of the application worked. Also, they were given time to practice with the system until they were ready to use it. The entire protocol for running the experiment is detailed in Table 4. The entire experiment took approximately 25 minutes per couple of participants. Furthermore, in order to avoid possible bias caused by experimental conditions like learning effect or fatigue, the order in which each pair or participants worked first with each scenario was counterbalanced.

As mentioned in section IV.A.3, to allow us to investigate the differences between the two non-invasive and visual rep-
resentations of the communication acts and isolate them from other factors that could negatively affect the results of the experiment, we encourage the participants to use the visual cues for communication instead of the voice. It is important to mention here that the main purpose of the experiment is to compare visual representations and, hence, we isolate visual cues for other ways of representing it like auditory cues, or haptic cues.

**TABLE 4.** Protocol followed for the experiment (The entire duration of the experiment was 25 minutes).

| Step | Description |
|------|-------------|
| 1    | Greetings, experiment introduction, and sign of the informed consent. |
| 2    | Tutorial for introducing the user to VR Interaction. |
| 3    | Training session for both scenarios. |
| 4    | Pre-questionnaire responses for weighting the importance that each participant has for every dimension of the NASA-TLX Questionnaire. |
| 5    | Random assignment to one scenario for the first trial. |
| 6    | First trial (execution of the task for a fixed time of 5 minutes). |
| 7    | Data gathering from the interface. |
| 8    | Post-questionnaire responses (NASA-TLX and Social presence questionnaires). |
| 9    | Second trial (execution of the task with the other scenario for a fixed time of 5 minutes). |
| 10   | Data gathering from the interface. |
| 11   | Post-questionnaire responses (NASA-TLX and Social presence questionnaires). |
| 12   | Oral interview. |

In the next section, we detail the data collected during the experiment, and the instruments used to gather it.

**VI. DATA COLLECTION**

In this experiment we collected quantitative and qualitative data from the participants to connect the results of the objective data (efficiency and task workload) with the perception of the users about the two scenarios.

**A. QUANTITATIVE ANALYSIS**

1) Performance

For performing the quantitative analysis, we calculate the task efficiency of each couple of participants considering the numbers of marks added to the map. We distinguished, and analyzed separately 3 types of marks: successful, incomplete, and wrong marks. This approach was done to identify the amount of collaboration in each scenario representation as incomplete marks will show a lack of collaboration between the users.

Successful marks are those added in a radio no more than 10 units (latitude and longitude expressed in degrees) of the geographic coordinates of an incident by the corresponding role that had to attend it. Marks found in a zone outside of this radio were considered wrong marks as they are too far from the incidence to be considered as successful marks. It is important to notice that this radius distance threshold was the same for both scenarios representations regarding the size of the map as the geographic units are independent from the size of the map.

For those incidents that had to be attended by the two roles, it was necessary to find the two marks in place, otherwise the mark was considered as incomplete.

Finally, wrong marks are those added to the map but with no relation with an incidence.

2) Task workload

For measuring the task workload, we used the NASA-TLX [21] questionnaire. This instrument provides a weight of the effort required to perform a task based on the 6 dimensions: mental effort, physical effort, time required, degree of failure, effort, level of stress.

3) Social presence and Perceived efficiency

To study the potential effects of social presence in the participants’ efficiency and workload we used a selection of questions from the social presence questionnaire [20]. Additionally, we added a question for measuring the perceived efficiency of the participant. The items of this questionnaire are detailed on Table 5. Participants ranked each item in a Likert scale from 1 (Totally disagree) to 5 (Totally agree).

**TABLE 5.** Social Presence Questionnaire based on [20]

| Aspect                      | Question                                                                 |
|-----------------------------|---------------------------------------------------------------------------|
| Co-presence                 | I noticed the presence of the other person.                               |
| Attention Allocation        | While performing my task, I was easily distracted and stop paying attention to the other person. |
| Perceived Message Understanding | I found it easy to understand what the other person was doing or trying to communicate. |
| Perceived efficiency        | In the task that we carried out together with the other person, I felt that the collaboration was adequate and we fulfilled the task that was asked of us. |

**B. QUALITATIVE ANALYSIS**

At the end of the experiment, we interviewed the participants to collect their impressions about the two scenarios. We recorded each interview and codified their responses using thematic analysis [5]. We state the following questions to the participants:

1) Give your general impressions of the two scenarios
2) In which scenario did you feel a greater presence of your partner and why?
3) In which scenario did you feel a greater task workload and why?

The entire analysis and codification of the data extracted from the interviews was performed individually and then triangulated by two of the authors of this study.

VII. RESULTS AND ANALYSIS

For analyzing all dependent variables, a Wilcoxon signed-rank test was used with a significance level of $\alpha = 0.05$. A Shapiro-Wilk test indicates the non-normal distribution of the data ($p < 0.001$).

A. TASK EFFICIENCY

For analyzing the task efficiency of each scenario, we detail and present the results of the number of successful, incomplete, and wrong marks. Figure 4 summarizes the mean of successful, incomplete, and wrong marks.

![Comparison of successful, incomplete, and wrong marks in shared experience scenario and shared workspace scenario](image)

The Wilcoxon Signed-Rank Test indicated that the successful marks for the shared workspace scenario ($Mdn = 9.50$) was statistically significantly higher than the successful marks for the shared experience scenario ($Mdn = 6$) $Z = 169, p < 0.017$.

Furthermore, the Wilcoxon Signed-Rank Test indicated no statistical significant difference for incomplete marks ($T = 60.5p < 0.97$) and wrong marks ($T = 84.5p < 0.38$).

B. WORKLOAD

Figure 5 summarizes the raw scores of the NASA-TLX questionnaire. The Wilcoxon Signed-Rank Test indicated that the NASA-TLX weighted workload for the shared experience scenario ($Mdn = 40.33$) was statistically significantly higher than the NASA-TLX weighted workload for the shared workspace scenario ($Mdn = 36.67$) $T = 58.50, p < 0.009$.

C. SOCIAL PRESENCE AND PERCEIVED EFFICIENCY

Figure 6 summarizes the participants’ responses to the answers of the social presence questionnaire. The results of the Wilcoxon Signed-Rank Test to each answer are the following:

![Figure 5. The raw scores of each factor in NASA-TLX questionnaires](image)

- **Co-presence (Q1)**: No statistical significant difference was found for this question ($T = 69.5, p < 0.27$).
- **Attention allocation (Q2)**: The Wilcoxon Signed-Rank Test indicated that the median for this question of the shared experience scenario ($Mdn = 3$) was statistically significantly higher than the the median for this question of the shared workspace scenario ($Mdn = 2$) $T = 18, p < 0.015$.
- **Perceived message understanding (Q3)**: The Wilcoxon Signed-Rank Test indicated that the median for this question of the shared experience scenario ($Mdn = 3$) was statistically significantly higher than the the median for this question of the shared workspace scenario ($Mdn = 2$) $T = 18, p < 0.015$.
- **Perceived efficiency (Q4)**: The Wilcoxon Signed-Rank Test indicated that the median for this question of the shared workspace scenario ($Mdn = 5$) was statistically significantly higher than the the median for this question of the shared experience scenario ($Mdn = 3.50$) $T = 149, p < 0.026$.

D. THEMATIC ANALYSIS FROM PARTICIPANTS INTERVIEWS

The purpose of this qualitative analysis was to collect the impressions and feelings of the participants, and to establish a connection between their responses in the interview with the quantitative data collected in the previous section. For this reason, we codified the interviews and clustered their responses into the most representative categories of the quantitative analysis. The patterns of comments given by the participants are detailed in Table 6, the number at the beginning of each comment represents the number of participants that gave similar comments. In the following sections, we present the results and examples of the comments given by the participants.

1) Social presence and communication

A frequent comment was that even though the presence of the avatar is a strong cue of the presence of another person, the feeling of being with another person is also felt in the other...
In the case of the shared experience scenario, the majority of participants indicated that the avatar gives a strong feeling of co-presence ([C1P1]: “Seeing the avatar makes me feel that there was another person with me”), but other comments also mentioned that because the variety of gestures that they can perform, the communication was sometimes cumbersome ([C6P2]: “It was more complicated to understand the gestures of the other”, [C3P2]: “When I looked back the other, I felt that he always had the same gesture”). In the case of the shared workspace scenario, many participants mentioned that it was simpler to work as [C10P2] said “It was easier using this scenario because of the emojis, they facilitate the communication with the other”). It was also mentioned that emojis allowed the participant to give faster answers to the other and also to catch the message of the other faster ([C8P8]: “I think that I like this scenario because of the emoji. With it, I already knew what the other person was telling me”). In terms of co-presence of the other collaborator using a shared workspace scenario, some participants mentioned that they become aware of the presence of the other person only when the other person requested for help ([C5P1]: “In this scenario, you know the presence of the other when she calls your attention”). Other participants mentioned that they felt more co-presence just because the communication was easier ([C6P1]: “I noticed the presence of the other person just because it was easier for me to see the emojis of the other person”).

2) Representation of the scenario
In the case of the shared experience scenario, participants indicated that the elements of the scene make the task more interesting and entertaining ([C6P1]: “In this scenario the scene is beautiful because you can see more things, I like this”), but they also indicated that this elements make them less efficient ([C5P1]: “The room has a lot of things that could distract you like the desks, phones, or the avatar”). Participants also indicated that they had higher workload as they had to allocate their attention in the elements of the scene ([C7P1]: “This scenario required to be more aware of the space and the other person”).

In the case of the shared workspace scenario, participants found useful the convergence of some of the awareness cues in the left-down corner of the map because it was more efficient and they did not have to divert their gaze as much as the other scenario. A great number of participant (14) agreed that working in this scenario was more efficient ([C11P1]: “I had the tools available at my sight, it was more focused and intelligible”, [C7P2]: “I had fewer things to attend. I had only to wait for the call of the other through the screen and respond to them with an emoji”).

3) Workload
One issue identified by the participants in both scenarios is that they had a secondary task to perform besides attending the incidences. This secondary task, intentionally included in the design of the experiment to test our hypothesis, consists of being aware of the intentions and requirements of the other collaborators. ([C3P1]: “I had to constantly divert my attention from the main task to the intentions and requests of the other”).

In the case of the shared experience scenario, participants found that they have to put a slightly more effort than the other scenario because of the variety and range of the body movements when they are communicating with the other collaborator ([C4P1]: “Talking about the gestures that I have to perform for communicating to the other, I think I had to put a little more effort because I had to move my arms to perform the gesture”).

In the case of the shared workspace scenario, many participants indicated that the supporting screen was helpful for executing the task ([C2P2]: “I found it useful having all the tools in the same screen”).

VIII. DISCUSSION
The results of the experiment reject our initial hypothesis. From the statistical analysis, we can suggest that:

H1: Participants attend more incidences and collaborate more efficiently in a shared workspace scenario.
H2: Users perceive lower levels of workload in a shared workspace scenario.
These results suggest that the shared workspace scenario provides better support to collaboration in terms of efficiency and workload when compared with a shared experience. These results are also in accordance with the participants’ commentaries during the interviews. Furthermore, the results also suggest that participants did not perceive greater difference in terms of co-presence between the two scenarios. In the following subsections, we summarize the main findings of the experiment.

### A. EFFICIENCY AND WORKLOAD

The results of the study suggest that, in terms of efficiency and workload, the shared workspace scenario performs better. This can be explained because of two main reasons. On the one hand, even though the participants appreciated the realism provided by the shared experience environment, the collaborators had fewer peripheral elements in the shared workspace scenario that could interfere and distract them from the main task. On the other hand, the communication using emojis was simpler and more straightforward as there is no need to interpret the gestures of the collaborator’s avatar.

The quantitative results indicate a greater number of attended incidences in the shared workspace scenario. These results are in accordance with the comments provided by the participants who indicated that they felt more efficient in the shared workspace scenario and the communication with the other collaborator was easier and more straightforward.

Furthermore, even though both scenarios were designed in a way that the amount of effort to check the cues were similar, participants appreciated that they were grouped together in a corner of the map in the shared workspace scenario. In any case, it has to be considered that each scenario tries to reproduce a different collaboration paradigm. On the one hand the shared experience tries to reproduce the way that humans collaborate in the real world, where the user could have visual cues in their peripheral view. On the other hand the shared workspace tries to reproduce collaboration using abstractions of the 2D collaborative interfaces, where the user has all the awareness cues in the field of view of the screen.

### B. SOCIAL PRESENCE

In general terms, the participants did not report major differences in terms of perceived presence of the collaborator between the two scenarios. The strongest cue to inform the presence of another person in a virtual environment, as in reality, is an almost realistic representation of the body of the human.

Despite the valuable contributions made on the advance of natural interaction methods in virtual environments, natural representations of social awareness cues can be cumbersome and hinder the communication between the collaborators. As technology keeps maturing, traditional social cues used in 2D environments can be used in immersive virtual environments. The results of this study suggest that traditional awareness cues, largely used in traditional 2D collaborative environments, can be enough to give the user the feeling that she is not working alone in the task.

Moreover, according to participants, the gestures and movements of the collaborator’s avatar could also constitute an element of distinction from the main task and negatively affect the task efficiency. The results of the study suggest that using graphical representations of the communication acts, as emojis, might be a more suitable approach for indicating actions and intentions to the collaborator. However, it is also necessary to consider that in the study only two communication acts were represented, which were easily activated using the controllers’ buttons. In other settings which require a higher number of representations and in which a greater number of collaborators participate, the activation and identification of the communication acts’ representations might

---

**TABLE 6.** Clustered comments given by the participants about each visual representation of the scenario

| Scenario            | Social presence and communication                                                                 | Visual representation of the scenario                                                                 | Workload                                                                 |
|---------------------|----------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Shared experience   | (16) The avatar gives a strong feeling of being with another. (9) The variety of gestures for communication makes it cumbersome. | (5) The elements of the scene make it entertaining and interesting. (15) The elements of the scene make them less efficient. | (9) The variety and range of the body movements make the communication harder to perform. |
| Shared workspace    | (9) It was easier to communicate using emojis. (4) I become aware of the presence of the other person only when the other person requested for help. | (14) The distribution of elements of the scene make them more efficient. | (11) The supporting screen was helpful for the task. |
| Both scenarios      | (8) I felt the presence of another person in both scenarios.                                        | No representative comment to report.                                                                  | (14) I had to divert my attention from the main task to see the intentions of the other. |
be more complicated. It would be necessary to investigate how to activate and represent these acts without increasing the workload of the main task.

C. STUDY LIMITATIONS
We are aware of some limitations of our study. In this section, we mention some of the limitations of the study.

First, most of the participants have a STEM background. People with different backgrounds could find it more difficult to use the system.

Second, the current implementation of the system only supports the interaction between two collaborators. It would be necessary to further investigate the effects of the virtual representation of the collaborative space as the number of collaborators increases.

Third, the type of task and duration selected for this study may constraint our results, and different ones could produce different results. The type of task and duration selected for the study was chosen in order to isolate our analysis from fatigue, learning effect, or others. It would be necessary to further investigate the effects that complex and longer tasks may produce in collaboration.

Finally, another potential limitation was the recommendation of avoiding the use of the voice for the communication acts of asking for help and showing approval. The intention of this recommendation was to isolate visual and non-invasive ways of communication from the voice that could be intrusive and interfere with the other collaborator when she was doing individual work [16]. It would be necessary to further investigate the effects of other channels beside visual cues for transmitting communication acts during synchronous collaboration.

IX. CONCLUSION AND FUTURE WORK
Immersive technologies constitute a suitable alternative to implement computer supported collaborative work. However, to fully explore the potential benefits of these technologies on collaboration it is necessary to understand how to provide awareness of the actions of collaborators and how to present it in the collaborative space. In this study, we presented a comparative study between two visual representation approaches for map interfaces: shared experience and shared workspace. Despite the fact that a shared experience scenario is expected to provide a better personal experience to the user in terms of realism and social presence, our study provides insights that suggest that a shared workspace could be a more effective way to represent the scenario and improve the collaboration. Furthermore, our study suggests that the participants did not find greater differences between both models in terms of social presence. This paper contributes with some insights about how to design collaborative map interfaces that effectively support collaboration in immersive virtual environments. The results of this study can also be generalized to other domains beyond map interfaces. For example, domains like telematic events, VR gaming, collaborative design, among others can also use the findings of this paper when designing collaborative interfaces. However, it is necessary to take into account the particularities of each domain when designing visual cues for providing situation awareness in the collaborative scenario.

References
[1] Pollie Barden et al. “Telematic dinner party: Designing for Togetherness through Play and Performance”. In: DIS ’12: Proceedings of the Designing Interactive Systems Conference. 2012, p. 38. ISBN: 9781450312103. DOI: 10.1145/2317956.2317964.
[2] Mark Billinghurst et al. “Collaborative Immersive Analytics”. In: Immersive Analytics. Ed. by Kim Marriott et al. vol 11190. Lecture Notes in Computer Science, 2018, pp. 221–257.
[3] Frank Biocca, Chad Harms, and Judee K Burgon. “Toward a More Robust Theory and Measure of Social Presence: Review and Suggested Criteria”. In: Presence: Teleoperators and Virtual Environments 12.5 (2003), pp. 456–480. ISSN: 10547460. DOI: 10.1162/105474603322761270.
[4] Wesley Brants, Bonita Sharif, and Alexander Serebrenik. “Assessing the meaning of emojis for emotional awareness - A pilot study”. In: The Web Conference 2019 - Companion of the World Wide Web Conference, WWW 2019 (2019), pp. 419–423. DOI: 10.1145/3308560.3316550.
[5] Virginia Braun and Victoria Clarke. “Using thematic analysis in psychology Using thematic analysis in psychology”. In: Qualitative research in psychology 3 (2006), pp. 77–101. DOI: 10 . 1191 / 1478088706qp063oa.
[6] Barry Brown et al. “Lessons from the lighthouse: Collaboration in a shared mixed reality system”. In: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. 2003, pp. 577–584. ISBN: 1581136307.
[7] Gregorio Convertino et al. “Supporting common ground and awareness in emergency management planning: A design research project”. In: ACM Transactions on Computer-Human Interaction 18.4 (2011). ISSN: 10730516. DOI: 10.1145/2063231.2063236.
[8] Paloma Diaz, Teresa Onorati, and Sergio del Olmo Pueblas. “Analyzing and visualizing emergency information in a multi device environment”. In: Lecture Notes in Business Information Processing 265 (2016), pp. 181–194. ISSN: 18651348. DOI: 10.1007/978-3-319-47093-1\_16/TABLES/6. URL: https://link.springer.com/chapter/10.1007/978-3-319-47093-1_16.
[9] John David N. Dionisio, William G. Burns, and Richard Gilbert. “3D virtual worlds and the metaverse: Current status and future possibilities”. In: ACM Computing Surveys 45.3 (July 2013). ISSN: 03600300.
Andre Doucette, Carl Gutwin, and Regan Mandryk. “Effects of arm embodiment on implicit coordination, co-presence, and awareness in mixed-focus distributed tabletop tasks”. In: Proceedings of Graphics Interface. Vol. 2015-June. 2015, pp. 131–138. ISBN: 9780994786807. DOI: 10.5555/2788890.

Thierry Duval and Cedric Fleury. “An asymmetric 2D Pointer / 3D Ray for 3D Interaction within Collaborative Virtual Environments”. In: Proceedings of Web3D 2009: The 14th International Conference on Web3D Technology (2009), pp. 33–41. DOI: 10.1145/1559764.1559769.

Tim Dwyer et al. “Immersive Analytics: An Introduction”. In: Immersive Analytics. Ed. by Kim Marriott et al. Cham: Springer International Publishing. 2018, pp. 1–23. ISBN: 978-3-030-01388-2. DOI: 10.1007/978-3-030-01388-2_1. URL: https://doi.org/10.1007/978-3-030-01388-2_1.

Barrett Ens et al. “Revisiting collaboration through mixed reality: The evolution of groupware”. In: International Journal of Human Computer Studies 131. May (2019), pp. 81–98. ISSN: 10959300. DOI: 10.1016/j.ijhcs.2019.05.011. URL: https://doi.org/10.1016/j.ijhcs.2019.05.011.

Don Gentner and Jakob Nielson. “The Anti-Mac Interface”. In: Communications of the ACM 39.8 (Aug. 1996), pp. 70–82. ISSN: 00010782. DOI: 10.1145/232014.232032. URL: https://dl.acm.org/doi/abs/10.1145/232014.232032.

Zeinab Ghaemi et al. “Proxemic maps for immersive visualization”. In: Cartography and Geographic Information Science (2022). ISSN: 15450465. DOI: 10.1080/15230406.2021.2013946.

Sarthak Ghosh et al. “NotifiVR: Exploring Interruptions and Notifications in Virtual Reality”. In: IEEE Transactions on Visualization and Computer Graphics 24.4 (April 2018), pp. 1447–1456. ISSN: 10772626. DOI: 10.1109/TVCG.2018.2793698.

Ella Glikson, Arik Cheshin, and Gerben A. van Kleef. “The Dark Side of a Smiley: Effects of Smiling Emoticons on Virtual First Impressions”. In: Social Psychological and Personality Science 9.5 (July 2018), pp. 614–625. ISSN: 19485514. DOI: 10.1177/1948550617720269. URL: https://journals.sagepub.com/doi/10.1177/1948550617720269.

Carl Gutwin. “Workspace Awareness in Real-Time Distributed Groupware”. PhD thesis. The University of Calgary, 1997, p. 292. ISBN: 9788578110796.

Carl Gutwin and Saul Greenberg. “A descriptive framework of workspace awareness for real-time groupware”. In: Computer Supported Cooperative Work 11.3-4 (2002), pp. 411–446. ISSN: 09259724. DOI: 10.1023/A:1021271517844.

Chad Harms and Frank Biocca. “Internal Consistency and Reliability of the Networked Minds Measure of Social Presence”. In: Seventh Annual International Workshop: Presence 2004 (2004), pp. 246–251.

Sandra G Hart and Lowell E Staveland. “Development of NASA-TLX”. In: Human Mental Workload. Advances in Psychology. Ed. by P.A. Hancock and N. Meshkati. North-Holland, 1988, pp. 139–183.

Petra Isenberg et al. “Collaborative visualization: Definition, challenges, and research agenda”. In: Information Visualization 10.4 (July 2011), pp. 310–326. ISSN: 14738716. DOI: 10.1177/147387161412817. URL: https://journals.sagepub.com/doi/full/10.1177/147387161412817.

Robert Johansen. Groupware: Computer support for business teams. The Free Press, 1988.

Hongki Kim, Kil Soo Suh, and Un Kon Lee. “Effects of collaborative online shopping on shopping experience through social and relational perspectives”. In: Information and Management 50.4 (2013), pp. 169–180. ISSN: 03787206. DOI: 10.1016/j.im.2013.02.003. URL: http://dx.doi.org/10.1016/j.im.2013.02.003.

Benjamin Knoerlein, Gábor Székely, and Matthias Harders. “Visuo-haptic collaborative augmented reality ping-pong”. In: ACE ’07: Proceedings of the international conference on Advances in computer entertainment technology. Vol. 203. 2007, pp. 91–94. ISSN: 1595936408. DOI: 10.1145/1255047.1255065.

Theodora Koulouri, Stanislao Lauria, and Robert D. Macredie. “The influence of visual feedback and gender dynamics on performance, perception and communication strategies in CSCW”. In: International Journal of Human Computer Studies 97 (Jan. 2017), pp. 162–181. ISSN: 10959300. DOI: 10.1016/j.ijhcs.2016.09.003.

Yoshiki Kudo et al. “Towards Balancing VR Immersion and Bystander Awareness”. In: Proceedings of the ACM on Human-Computer Interaction 5.ISS (Nov. 2021). ISSN: 25730142. DOI: 10.1145/3486950. URL: https://dl.acm.org/doi/abs/10.1145/3486950.

André Kunert et al. “Photoportals: Shared References in Space and Time”. In: Proceedings of the 17th ACM conference on Computer Supported Cooperative Work & Social Computing (CSCW ’14) (2014), pp. 1388–1399. DOI: 10.1145/2531602.2531727. URL: http://dl.acm.org/citation.cfm?id=2531602.2531727.

Jonathan Lazar, Jinjuan Heidi Feng, and Harry Hochheiser. Research Methods in Human-Computer Interaction. 2017. ISBN: 9780128053904. DOI: 10.1016/B978-0-12-805390-4.00008-X.

Benjamin Lee et al. “Shared surfaces and spaces: Collaborative data visualisation in a co-located immersive environment”. In: IEEE Transactions on Visualization and Computer Graphics 27.2 (Feb. 2021), pp. 1171–1181. ISSN: 19410506. DOI: 10.1109/TVCG.2020.3030450.
[31] Yuan Li et al. “Gaze direction visualization techniques for collaborative wide-Area model-free augmented reality”. In: Proceedings - SUI 2019: ACM Conference on Spatial User Interaction (2019). DOI: 10.1145/3357251.3357583.

[32] Tin-Hui Lin et al. “Using Augmented Reality in a Multiscreen Environment for Construction Discussion”. In: Journal of Computing in Civil Engineering 29.6 (2015), p. 04014088. ISSN: 0887-3801. DOI: 10.1061/(asce)cp.1943-5487.0000420.

[33] Sven Mayer et al. “Improving Humans’ Ability to Interpret Deictic Gestures in Virtual Reality”. In: Conference on Human Factors in Computing Systems - Proceedings (2020), pp. 1–14. DOI: 10.1145/3313831.3376340.

[34] Shohei Nagai, Shinichi Kasahara, and Jun Rekimoto. “LiveSphere: Sharing the surrounding visual environment for immersive experience in remote collaboration”. In: TEI 2015 - Proceedings of the 9th International Conference on Tangible, Embedded, and Embodied Interaction (2015), pp. 113–116. DOI: 10.1145/2677199.2680549.

[35] Catherine S Oh, Jeremy N Bailenson, and Gregory F Welch. “A systematic review of social presence: Definition, antecedents, and implications”. In: Frontiers Robotics AI 5.OCT (2018), pp. 1–35. ISSN: 22969144. DOI: 10.3389/frobt.2018.00114.

[36] Toshikazu Ohshima et al. “AR2Hockey: A case study of collaborative augmented reality”. In: Proceedings - Virtual Reality Annual International Symposium (1998), pp. 268–275. DOI: 10.1109/VRais.1998.658505.

[37] Xueni Pan, Marco Gillies, and Mel Slater. “The impact of avatar blushing on the duration of interaction between a real and virtual person”. In: 11th Annual International Workshop on Presence. 2008. ISBN: 9788861292871.

[38] Johanna Pirker et al. MaroonVR—An Interactive and Immersive Virtual Reality Physics Laboratory BT - Learning in a Digital World: Perspective on Interactive Technologies for Formal and Informal Education. Springer Singapore, 2019, pp. 213–238. ISBN: 978-981-13-8265-9. DOI: 10.1007/978-981-13-8265-9. URL: https://doi.org/10.1007/978-981-13-8265-9_11.

[39] Thammathip Piumsomboon et al. “The effects of sharing awareness cues in collaborative mixed reality”. In: Frontiers Robotics AI 6.FEB (2019), pp. 1–18. ISSN: 22969144. DOI: 10.3389/frobt.2019.00005.

[40] Andrew Robb et al. “Training together: How another human trainee’s presence affects behavior during virtual human-based team training”. In: Frontiers in ICT 3.AUG (2016). ISSN: 2297198X. DOI: 10.3389/fict.2016.00017.

[41] Tom L. Roberts, Paul Benjamin Lowry, and Paul D. Sweeney. “An evaluation of the impact of social presence through group size and the use of collaborative software on group member "voice" in face-to-face and computer-mediated task groups”. In: IEEE Transactions on Professional Communication 49.1 (2006), pp. 28–43. ISSN: 03611434. DOI: 10.1109/TPC.2006.870460.

[42] David Rodrigues et al. “A frown emoji can be worth a thousand words: Perceptions of emoji use in text messages exchanged between romantic partners”. In: Telematics and Informatics 34.8 (Dec. 2017), pp. 1532–1543. ISSN: 07365853. DOI: 10.1016/j.tele.2017.07.001.

[43] Andrés Santos-Torres et al. “An empirical comparison of interaction styles for map interfaces in immersive virtual environments”. In: Multimedia Tools and Applications (2020). ISSN: 1573-7721. DOI: 10.1007/s11042-020-08709-9. URL: https://doi.org/10.1007/s11042-020-08709-9.

[44] Tatjana Scheffler et al. “The processing of emoji-word substitutions: A self-paced-reading study”. In: Computers in Human Behavior 127 (Feb. 2022), p. 107076. ISSN: 07475632. DOI: 10.1016/j.chb.2021.107076.

[45] Maurício Sousa et al. “Warping deixis: Distorting gestures to enhance collaboration”. In: Conference on Human Factors in Computing Systems - Proceedings. 2019, pp. 1–12. ISBN: 9781450359702. DOI: 10.1145/3290605.3300838.

[46] Duy Nguyen Ta Huynh et al. “Art of defense: A collaborative handheld augmented reality board game”. In: Proceedings of the 2009 ACM SIGGRAPH Symposium on Video Games, Sandbox '09 1.212 (2009), pp. 135–142.

[47] Olivia Thomas, Daniel Lambert, and Beatrice Dayrit. “Augmented Reality Space Informatics System”. In: Proceedings of the 11th Annual International Conference on Tangible, Embedded, and Embodied Interaction (2015), pp. 135–142. DOI: 10.1007/978-3-030-60702-9.

[48] Astrid M Von Der Pütten et al. “‘It doesn’t matter what you are!’ Explaining social effects of agents and avatars”. In: Computers in Human Behavior 26.6 (2010), pp. 1641–1650. ISBN: 07475632. DOI: 10.1016/j.chb.2010.06.012.

[49] Miriam Weinel et al. “A closer look on social presence as a causal factor in computer-mediated collaboration”. In: Computers in Human Behavior 27.1 (2011), pp. 513–521. ISSN: 07475632. DOI: 10.1016/j.chb.2010.09.020. URL: http://dx.doi.org/10.1016/j.chb.2010.09.020.

[50] Yalong Yang et al. “Maps and Globes in Virtual Reality”. In: Computer Graphics Forum 37.3 (2018), pp. 427–438. ISSN: 14678659. DOI: 10.1111/cgf.13431.

[51] Edson Koiti Kudo Yasojima, Bianchi Serique Meiguins, and Aruanda Simões Gonçalves Meiguins. “Collaborative augmented reality application for informa-
tion visualization support”. In: Proceedings of the International Conference on Information Visualisation (2012), pp. 164–169. ISSN: 10939547. DOI: 10.1109/IV.2012.37.

ANDRÉS SANTOS-TORRES holds a Degree in Electronic Engineering and Networks from Escuela Politécnica Nacional de Ecuador (2014). In 2016 he receives a full scholarship from Fundación Carolina - Spain to do his M.Sc. in Computer Science from Universidad Carlos III de Madrid (2017). He is currently doing his Ph.D. at the same university.

He is a member of the LAB DEI research group (dei.inf.uc3m.es) focused on the research of interaction paradigms for virtual and augmented reality (2018 - present). He was teaching assistant at Escuela Politécnica Nacional de Ecuador (2015 - 2016).

TELMO ZARRAONANDIA holds a Degree in Computer Science from the Universidad de Deusto and a Ph.D. in Computer Science from Universidad Carlos III de Madrid where he is currently associate professor. He is a member of the LAB DEI research group (dei.inf.uc3m.es) focused on the design of interactive systems applied to different domains such as education, emergency and crisis management, or cultural heritage. His research interests include technologies to support education and learning, videogame design, mixed reality environments and interactive systems.

He has been visiting researcher at the Universidad Federal do Rio de Janeiro (UFRJ) and at the Università degli Studi di Salerno (Italy). He has published several scientific papers in international journals and conferences related to the field of computer supported education and interactive systems.

PALOMA DÍAZ is Full Professor in the Computer Science and Engineering Department of University Carlos III de Madrid. She is the head of the LAB DEI research group (dei.inf.uc3m.es) focused on the design of interactive systems applied to domains such as emergency and crisis management, e-learning, health, industry and cultural heritage. Her main research interests include interactive systems engineering, collaborative systems, visualization and ubiquitous computing. She has been visiting scholar in the Information Science and Technology College of PSU, the MAGIC LAB of the University of British Columbia and the ViSUS Institute of Stuttgart University. She is senior member of IEEE and ACM.

IGNACIO AEDO holds a degree and a PhD in Computer Science from Universidad Politécnica de Madrid. He’s currently full professor at the Universidad Carlos III de Madrid (Escuela Politécnica Superior). His research interests include interactive systems, development methodologies and information systems for emergency situations.

In 1990, he started his research activity in the field of interactive systems on which he is still involved. He has been visiting researcher at CSCL of IST Pennsylvania State University (2007-2008) and MAGIC of University of British Columbia (2011). Chair of a group Vision Grant for Technologies for the Collaboration; Co-Chair of IEEE ICALT 2008, 2009, 2010 and 2012; Deputy Vice-Chancellor for Faculty and Departments (UC3M).

***