Hyperfine interaction induced dephasing of coupled spin qubits in semiconductor double quantum dots
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We investigate theoretically the hyperfine-induced dephasing of two-electron-spin states in a double quantum dot with a finite singlet-triplet splitting \( J \). In particular, we derive an effective pure dephasing Hamiltonian, which is valid when the hyperfine-induced mixing is suppressed due to the relatively large \( J \) and the external magnetic field. Using both a quantum theory based on resummation of ring diagrams and semiclassical methods, we identify the dominant dephasing processes in regimes defined by values of the external magnetic field, the singlet-triplet splitting, and inhomogeneity in the total effective magnetic field. We address both free induction and Hahn echo decay of superposition of singlet and unpolarized triplet states (both cases are relevant for singlet-triplet qubits realized in double quantum dots). We also study hyperfine-induced exchange gate errors for two single-spin qubits. Results for III-V semiconductors as well as silicon-based quantum dots are presented.

I. INTRODUCTION

Spin qubits in quantum dots (QDs) or donors have been extensively investigated during the past decade.1–3 Single spin qubits4 have been initialized, manipulated, and read out both electrically in gated dots5–12 and optically in self-assembled dots13–15. Two-qubit exchange gates have been demonstrated recently in gated QDs16,17 so are two-electron18 and two-hole19 couplings in a pair of vertically stacked self-assembled QDs. Furthermore, a subspace formed by the singlet and the unpolarized triplet \( T_0 \) states of two electron spins has also been explored as a logical qubit20,21 and coupling between two such qubits22 and their entanglement23 has been demonstrated recently.

Slow decoherence relative to the control speed is one of the key criteria for a scalable quantum information processor. In QDs made of III-V compounds or from natural Si, the dominant source of single-spin decoherence is the nuclear spin bath, coupled to the carrier spins by hyperfine (hf) interaction.24,25,26 The role of this hf coupling is clear: the energy splitting of an electron spin is affected by the fluctuating Overhauser field of the nuclear spins. The nuclear spin bath is quasistatic due to its dynamics being much slower than the dynamics of the electron spins. Therefore, the strongest effect of the hf interaction is an inhomogeneous broadening in the distribution of electron spin splitting due to the random but static orientation of the nuclear spins, causing a decay of the electron free induction signal on the time scale of \( T_2^* \). The slow nuclear spin dynamics within the bath causes homogeneous broadening, or pure dephasing of the electron spin qubit, which is measurable in a spin echo experiment. This nuclear spin dynamics is either due to hf interaction only at lower applied fields20,24 or, at higher fields, due to dipolar interaction between nuclear spins.20,25,26

For two uncoupled spins, spin product states such as \(|\uparrow\downarrow\rangle\) and \(|\downarrow\uparrow\rangle\) are the two-spin eigenstates. If the two spins are initially prepared in a singlet state \((|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2}\)21,37,38 the random Overhauser field would strongly mix the \( S \) and \( T_0 \) states, and the time scale on which this mixing leads to decay of the measured signal is \( T_2^* \), the same as that for a single-spin qubit.21,37,38 Similar to the single spin case,24 the application of a Hahn echo pulse sequence removes the influence of the quasistatic nuclear fluctuations, and reveals the much slower decoherence of two independent single spins.21,33

For two coupled electrons in a uniform effective magnetic field, the singlet and triplet states are the two-electron eigenstates. At a finite exchange splitting \( J \) in a double quantum dot (DQD), it was predicted22,23 and then shown experimentally24 that the hf-induced singlet-triplet mixing is suppressed, and the probability of the initialized singlet to remain in this state decays as a power-law towards a saturation value which approaches unity as \( J \) is increased. The decoherence effect of nuclear spin pair flips due to inter-nuclear dipolar interactions has also been analyzed in the limit of \( J \) much smaller than the Zeeman splitting of the polarized triplet states.24 Recently, decoherence in the \( S-T_0 \) subspace has been investigated at finite \( J \) in experiments on GaAs22,43 and InGaAs DQDs. In the former work the dominant role played by the charge noise was uncovered, while in the latter paper the effects of charge noise were minimized, and a lower bound on \( T_2^* \) time due to interaction with nuclei was obtained.
In this paper we systematically investigate the hf-induced dephasing of two-spin states at finite values of exchange splitting $J$. We focus on the case of dephasing within the $S_T$ subspace, in which full control over the qubit state is possible because of the creation of a stationary Overhauser field gradient\textsuperscript{32} or a gradient of magnetic field generated by a proximal nanomagnet\textsuperscript{33,34}. We investigate both the limit of uniform effective field and of the finite effective field gradient, and we find that with an increasing magnitude of the gradient there is a smooth transition from strongly suppressed decoherence to decoherence that is similar to the case of single-spin qubits. We also study the hf-induced decay in an Hahn echo experiment, which is possible with a controllable field gradient\textsuperscript{32}. Lastly, we analyze the hf-induced exchange gate error, when the two spins in a DQD are treated as two single-spin qubits.

Our theoretical approach is based on first obtaining an effective pure dephasing Hamiltonian via an appropriate canonical transformation of the full hf Hamiltonian\textsuperscript{30–32,41–46,47}. The effective Hamiltonian $H$ is diagonal in the basis of the relevant states, allowing dephasing calculations for superpositions of these states. When dealing with terms in $H$ that are of second order in the transverse Overhauser field, we use the ring diagram theory\textsuperscript{31,32,34} (RDT). The terms that are of first or second order in longitudinal Overhauser field are treated classically. We also compare the RDT results with calculations based on semiclassical averaging over the quasistatic transverse Overhauser fields, underlining its connection to the short-time RDT calculations\textsuperscript{34,48}.

For moderate values of singlet-triplet splitting, the shortest singlet-triplet dephasing times due to hf interaction derived in this paper are on the order of a microsecond (millisecond) for typical GaAs (Si) QDs. It is important to point out that there are many other decoherence channels beyond hf coupling with nuclear spins for electrons in a DQD. For example, at finite $J$, the orbital degree of freedom is not completely frozen, so that its fluctuations can lead to spin decoherence. In particular, charge noise could be an important, even dominant, source of dephasing, as suggested by theory\textsuperscript{49,50,52} and seen in experiment\textsuperscript{25,43,44}. In fact, the singlet-triplet dephasing time $T_2^*$ is an order of magnitude smaller than the shortest hf-induced dephasing times predicted for this material in this paper. Our results presented in this paper are most relevant in an experimental situation where charge noise is not dominant. However, despite the possibly critical role of charge noise in DQDs, we would like to stress that this noise can, in principle, be removed to a large degree (e.g., by different designs of samples or the gate circuitry), while the presence of nuclear spins is unavoidable in III-V materials, since all isotopes of the III-V elements have finite nuclear spins (unlike Si, where isotopic purification could, in principle, suppress the nuclear-induced spin decoherence). Furthermore, it has recently been shown that $S$ and $T_0$ states of an optically controlled self-assembled QD molecule can be manipulated in a regime in which their splitting is insensitive (in the first order) to charge fluctuations\textsuperscript{44}. The existence of such “sweet spots” was also predicted\textsuperscript{53,54} in gated QDs. Besides charge noise, the different charge distributions for the singlet and triplet states also allow electron-phonon interaction to cause dephasing in the $S_T$ subspace\textsuperscript{32,55,56}, although this dephasing channel should be weak in a double dot if $J$ is not too large\textsuperscript{26}.

In addition to pure dephasing, the $S_T$ qubit can undergo longitudinal relaxation through phonon emission, which is allowed by spin-orbit coupling\textsuperscript{37,38} and/or hyperfine mixing between the states\textsuperscript{28}. Such dissipative relaxation processes lead to both transitions between $S$ and $T_0$, and leakages out of the qubit subspace (to $T_b$ states, for example). The characteristic time scales are most often much longer\textsuperscript{59} than the time scales considered in this paper, although recent calculations suggest that in some parameter regimes the $S_T$ transitions in GaAs DQDs can occur at the microsecond time scale\textsuperscript{28}. One can, however, exploit the large anisotropy of the relaxation rates with respect to the direction of applied magnetic field, and suppress these processes by an appropriate choice of the in-plane $B$-field direction\textsuperscript{28}.

We mention that although the single qubit decoherence is often theoretically studied in the literature in various contexts, there are few concrete analyses of multiqubit decoherence simply because the multiqubit decoherence problem is technically difficult due to the many possible decoherence channels for the entangled system when even a few qubits are coupled together. Our current work demonstrates that the simplest spin system in which entanglement can occur, namely, a system of just two exchange-coupled electron spins weakly interacting with an environment of nuclear spins, is theoretically challenging, even though the full Hamiltonian for the problem is completely known. Real experimental situations are obviously far more complex because it is unlikely that all the environmental influences would be completely known. For example, as we mentioned above, for coupled spin qubits in semiconductor quantum dots, there would be, in addition to the nuclear-induced Overhauser noise, other decoherence mechanisms such as charge noise, stray fluctuating magnetic fields arising from random impurity spins in the semiconductor and from microwaves and other random fluctuations in the background. However, the eventual construction of a fault-tolerant practical quantum computer necessarily requires understanding (and if possible, mitigating) all multiqubit decoherence mechanisms since the quantum error correction threshold is small, which implies that only the smallest amount of decoherence can be efficiently eliminated by the error correction protocols. Our current work should be construed as a first step toward the goal of a comprehensive understanding of multiqubit decoherence in one of the most practical and widely studied quantum computer architecture proposals, namely, the spin quantum computer in semiconductor quantum
dots. It is somewhat sobering that even this first step of understanding Overhauser noise induced two-qubit decoherence in semiconductor quantum dots is already a very challenging problem.

The present paper is organized as follows. In Sec. II we describe the Hamiltonian of the two electrons in a DQD applicable in the regime of our interest. At finite $J$, the Hamiltonian of two electrons is given in the $\{S, T_0, T_+, T_-\}$ basis in Sec. II A. The state of the nuclear bath is described in Sec. II B. In Sec. II C we derive an effective Hamiltonian that couples the two charge configuration. We also discuss the semiclassical description of the electronic states and the nuclear spin Hilbert space. We identify the dominant dephasing mechanisms for various types of DQDs (GaAs, Si, or InGaAs) in Sec. II D and discuss the existence of optimal values of $J$ at which the coherence time is predicted to be maximal. In Sec. IV we clarify the effect of a finite interdot field gradient, and analyze the decay of the Hahn echo signal. The SWAP gate error due to the hf-induced dephasing processes is investigated in Sec. V, with a focus on the effect of inhomogeneous broadening.

A description of experimental protocols to measure $\Delta E_T$ of an $S$-qubit due to the various terms in the effective Hamiltonian, depending on the particular physical problems, is provided in Appendices B–E. Additional technical details are provided in Appendixes B, C.

II. TWO ELECTRON SPINS IN A DOUBLE QUANTUM DOT

In this section we define the starting point of our calculations. Specifically, we first identify the four relevant lowest-energy two-electron states in a DQD, then project the total Hamiltonian onto the basis that is a product of these four electronic states and the nuclear spin Hilbert space. We also discuss the semiclassical description of the nuclear spin reservoir. Starting from the general Hamiltonian, depending on the particular physical problems, we derive the effective Hamiltonian that couples the two levels that we are interested to the nuclear spin reservoir.

A. Low-Energy Two-Electron Hamiltonian in a DQD

The system we consider in the current study consists of two electrons located in two (weakly) tunnel-coupled QDs, labeled left (L) and right (R), deep in the (1,1) charge configuration. The total Hamiltonian for the coupled electron-nuclear spin system can be written as

$$H_{total} = H_e + H_{hf} + H_n,$$  \hspace{1cm} (1)

where the three terms represent the electronic, hyperfine, and nuclear part of the Hamiltonian, respectively. Below we discuss each of these terms in a two-electron DQD.

Deep in the (1,1) regime of the charge stability diagram, the four lowest-energy two-electron states, including one singlet $S(1,1)$ and three triplet states $T(1,1)$, are well approximated by the Heitler-London states. Specifically, $S(1,1) = \psi_S \otimes (|↑↑\rangle - |↓↓\rangle)/\sqrt{2}$ and $T(1,1) = \psi_A \otimes (|↑↑\rangle + |↓↓\rangle)/\sqrt{2}$, and $|↓↓\rangle$. The orbital parts $\psi_S/A$ are symmetric and antisymmetric combinations of $\Psi_{L}(r)$ and $\Psi_{R}(r)$, which are the single-electron ground state orbitals of the potentials for the L and R dots. States in the doubly occupied $(2,0)$ and $(0,2)$ configurations have significantly higher energies, and are not included explicitly in our consideration. The only role they play is to lower the energy of the singlet with respect to $T_0$ by the exchange splitting $J (J > 0$ for typical values of magnetic fields used in experiments), when the DQD has a finite tunnel coupling.

In the presence of a magnetic field, which has both a uniform $B = (B_L + B_R)/2$ and a gradient $\Delta B = (B_L - B_R)/2$ component, the electronic Hamiltonian in the $\{S, T_0, T_+, T_-\}$ basis is

$$\hat{H}_e = \begin{pmatrix} -J & \Delta E_T & 0 & 0 \\ \Delta E_T & 0 & 0 & 0 \\ 0 & 0 & -E_Z & 0 \\ 0 & 0 & 0 & E_Z \end{pmatrix},$$  \hspace{1cm} (2)

where $E_Z = -g\mu_B B$ and $\Delta E_T = -g\mu_B \Delta B$ (the sign convention is such that the positive field lowers the energy of $T_+$ in GaAs, where the effective $g$-factor is negative).

The two electrons couple to the environmental nuclear spins through the contact hf interaction, which takes the general form

$$\hat{H}_{hf} = \sum_i A_{\alpha[i]} S_i I_i \nu_0 \delta (r_i - R_i) + \sum_i A_{\alpha[i]} S_2 I_i \nu_0 \delta (r_2 - R_i),$$  \hspace{1cm} (3)

where $S_{1,2}$ are the spin operators of the two electrons at positions $r_{1,2}$, $I_i$ are the spin operators of nuclei at site $R_i$, and $A_{\alpha[i]}$ is the hf constant corresponding to the species $\alpha[i]$ (e.g., $^{69}$Ga, $^{71}$Ga, and $^{75}$As in GaAs, or $^{29}$Si in Si) of the nucleus at site $i$. The values of hf constants for relevant nuclei are given in Table II and are the volume of the primitive unit cell, and using a single-electron wave function $\phi(r) = \frac{1}{\sqrt{V}}\Psi(r)$, where $\Psi(r)$ is the envelope function, the hf-interaction energy (i.e., the Knight shift) of the $i$-th nucleus interacting with one electron is $A_i = A_{\alpha[i]} |\Psi(R_i)|^2$.

Projecting Hamiltonian onto the $\{S, T_0, T_+, T_-\}$ basis (see Appendix E for details), we obtain

$$\hat{H}_{hf} = \begin{pmatrix} 0 & \sum_i B_i I_i^z & -\sum_i B_i I_i^- & \sum_i B_i I_i^+ \\ \sum_i B_i I_i^+ & 0 & \sum_i C_i I_i^+ & \sum_i C_i I_i^- \\ -\sum_i B_i I_i^- & \sum_i C_i I_i^- & 0 & \sum_i C_i I_i^+ \\ \sum_i B_i I_i^- & \sum_i C_i I_i^- & \sum_i C_i I_i^+ & 0 \end{pmatrix},$$  \hspace{1cm} (4)
and R orbital wavefunctions. Keeping the finite overlaps between an electron in the L(R) orbital and a nuclear spin at \( R \). Here we have neglected the overlap between the L and R orbital wavefunctions. Keeping the finite overlaps amounts to small quantitative corrections to the matrix elements of \( H_{hf} \), and neglecting them does not cause any qualitative change (for the general form of \( H_{hf} \) and its derivation, see Appendix B). The same holds for the corrections to two-electron hf interaction terms brought by tunneling-induced admixture of (0, 2) singlet to (1, 1) singlet state [we assume interdot bias, or detuning, to be such that (0, 2) charge state is the more strongly coupled doubly-charged state]. The main influence of these corrections is to diminish the hf interaction between the singlet and the nuclei as the amplitude of \( S(1, 1) \) state, which is hf-coupled to other states, decreases. As long as this decrease is small, i.e., we are far enough from anticrossing of (1, 1) and (0, 2) singlet states, the modifications brought by this effect are not qualitative.

The diagonal terms for the two polarized triplet states in \( H_{hf} \) are the longitudinal Overhauser field along the external field direction \( z \). On the time scale of interest to the present study, it is quasistatic.\(^{29,44} \) We therefore express the field operator in terms of its ensemble average and fluctuations:

\[
\hat{\mu} = \sum_i C_i \langle J_i^z \rangle = \mu_O + \delta \hat{\mu},
\]

\[
\mu_O = \sum_i C_i \langle J_i^z \rangle,
\]

where \( \langle ... \rangle \) denotes an average over the nuclear bath.

In Hamiltonian \( H_{hf} \), the Overhauser field difference between the two dots, \( \sum_i B_i I_i^z \), couples \( S \) and \( T_0 \) states. It can be an important control for universal manipulation of an \( S-T_0 \) qubit.\(^{22} \) Again we split this term into the average and the fluctuations:\(^{41} \)

\[
\hat{\theta} = \sum_i B_i I_i^z = \theta_O + \delta \hat{\theta}.
\]

Here the mean field \( \theta_O \equiv \langle \hat{\theta} \rangle \) can be built up through dynamical nuclear spin polarization (DNP)\(^{24} \) while the fluctuation \( \delta \hat{\theta} = \hat{\theta} - \theta_O \) can be reduced with respect to its “natural” high-temperature value during the DNP process.\(^{44} \)

In experiments where the Overhauser field in the DQD is prepared by DNP through multiple sweeps across the \( S-T_0^+ \) anticrossing,\(^{24,44,45} \) both finite \( \theta_O \) and \( \mu_O \) are established. Typically both \( \theta_O \) and \( \mu_O \) are of the order 100 mT (or 2.5 \( \mu \)eV) for GaAs. In Ref.\(^{22} \) \( \theta_O \) reaches above 200 mT, with \( \mu_O \) reaching approximately 100 mT.

### Table I: The hf constants and the nuclear Zeeman energies for \( B = 1 \) T.

| Nuclear species $\alpha$ | $A_\alpha$ (\( \mu \)eV) | $\omega_\alpha$ (\( \mu \)eV) |
|-------------------------|-----------------|-----------------|
| \(^{69}\text{Ga}\)     | 35.9            | -42.1           |
| \(^{71}\text{Ga}\)     | 45.9            | -53.6           |
| \(^{75}\text{As}\)     | 42.9            | -30.1           |
| \(^{113}\text{In}\)    | 55.8            | -38.4           |
| \(^{115}\text{In}\)    | 56.0            | -38.5           |
| \(^{29}\text{Si}\)    | 2.15            | 34.8            |

Note that an equivalent role can be played by an external magnetic field gradient \( \Delta B_z \) (leading to finite \( \Delta E_Z \)), which could be established using a nanomagnet located close to the DQD with reported values of \( \sim 10 \) mT field difference between the two dots.

The total Hamiltonian for the two electron spins and the hyperfine interaction now takes the form

\[
\hat{H}_e + \hat{H}_{hf} = \begin{pmatrix}
-\frac{J}{2} & 0 & 0 \\
0 & -\mu_T & 0 \\
0 & 0 & -\mu_T \\
\end{pmatrix} + \begin{pmatrix}
0 & \delta \hat{\theta} & -\sum_i \frac{B_i}{\sqrt{2}} I_i^+ \\
\delta \hat{\theta} & 0 & -\sum_i \frac{C_i}{\sqrt{2}} I_i^+ \\
-\sum_i \frac{B_i}{\sqrt{2}} I_i^- & -\sum_i \frac{C_i}{\sqrt{2}} I_i^- & 0 \\
\end{pmatrix}. \tag{10}
\]

Here we have combined the quasistatic mean-field Overhauser terms with the external magnetic field, with \( \Delta E_Z \) replaced by

\[
\theta_T \equiv \theta_O + \Delta E_Z,
\]

and \( E_Z \) replaced by

\[
\mu_T \equiv E_Z - \mu_O.
\]

The last term in \( \hat{H}_{total} \) is the nuclear Zeeman energy:

\[
\hat{H}_n = \sum_i \omega_{\alpha[i]} I_i^z,
\]

where \( \omega_{\alpha[i]} \) is the Zeeman splitting of the nucleus of species \( \alpha \) at site \( i \). Typically, these splittings are smaller than the electronic one by three orders of magnitude (see Table I). Note that including the finite values of \( \omega_\alpha \) in the case of multiple isotopes (as is the case in III-V based QDs) is crucial for description of Hahn echo decay of a single electron spin\(^{21,33} \) (or an \( S-T_0 \) qubit\(^{24} \) at \( J = 0 \), which is equivalent to two independent single spins), while the nuclear Zeeman energies generally have much smaller influence on dephasing during the free evolution of the qubit. Below, we will show that these statements also hold for the \( S-T_0 \) decoherence at finite \( J \).
B. The nuclear bath and its semiclassical description

As we have discussed at the end of the previous section, one of the key features of a coupled electron-nuclear-spin system is the smallness of the intrinsic nuclear energy scales (both the Zeeman energies and the dipolar interactions among the nuclei). Consequently, at experimentally realistic temperatures, the equilibrium nuclear density operator is proportional to unity, $\hat{\rho}_f \propto 1$. When nuclear spins are dynamically polarized\cite{22,45,64,65,68,71} the direction of the polarization in each dot is along the applied field ($z$ direction). The components of the nuclear spins transverse to this direction are randomized on a time scale of $\sim 100$ $\mu$s due to intra-nuclear dipolar interactions\cite{72,73} so that for experiments in which the total data acquisition time is much longer than this time scale, the appropriate nuclear density matrix is diagonal in the basis of eigenstates of $I_z$. A semiclassical description of the nuclear reservoir is thus valid for at least some situations. Here we discuss some of the most important characteristics of the nuclear reservoir.

The Overhauser field is defined as $\mathbf{h} = \sum A_i I_i$. The maximal value of the Overhauser field (as felt by a single electron in a given orbital) in a fully polarized nuclear bath is

$$ A_M = \sum_i A_i I_i = \sum_\alpha n_\alpha I_\alpha A_\alpha , \quad (14) $$

where $i$ denotes the nuclear sites, $I_i$ is the $i$-th nuclear spin, $\alpha$ denotes the nuclear species, and $n_\alpha$ is the average number of nuclei of this species in the unit cell (i.e., in both III-V compounds and in Si, we have $\sum_\alpha n_\alpha = 2$, and $A_\alpha$ are the hf couplings of nuclei of $\alpha$ species given in Table I). With the envelope functions $\Psi_{L,R}$ normalized as $\int |\Psi_{L,R}(r)|^2 d^3r = \nu_0$, where $\nu_0$ is the volume of the Wigner-Seitz unit cell, we have then $A_{iL,R} = A_{i\alpha}[\phi_{iL,R}(r)]^2$, as stated before. We also define the number of unit cells $N_\psi$, in which the probability of finding an electron described by wavefunction $\Psi(r)$ has appreciable magnitude

$$ N_\psi = \frac{\int |\Psi(r)|^2 d^3r}{\int |\Psi(r)|^4 d^3r} . \quad (15) $$

This definition implies that

$$ \sum_{i,\alpha} A_i^2 \approx n_\alpha A_\alpha^2 \sum_u |\Psi(r_u)|^4 = \frac{n_\alpha A_\alpha^2}{N_\psi} , \quad (16) $$

where the sum over $u$ is over all the Wigner-Seitz unit cells (we assume that the envelope function is practically constant within each cell).

On a time scale on which the nuclear spins can be considered static, we can replace the quantum averages over the nuclear bath by classical averages over the values of the static Overhauser field $\mathbf{h}$ described by a Gaussian probability distribution:\cite{22,72}

$$ \text{Tr} [\hat{\rho}_f f (\sum_i A_i I_i)] \approx \int P(\mathbf{h}) f(\mathbf{h}) d^3\mathbf{h} \quad (17) $$

where

$$ P(\mathbf{h}) = \frac{1}{2\pi \sigma_z^2} e^{-\frac{h_z^2}{2\sigma_z^2}} \frac{1}{\sqrt{2\pi \sigma_z^2}} e^{-\frac{(\mathbf{h}_z - \langle h_z \rangle)^2}{2\sigma_z^2}} , \quad (18) $$

where $\mathbf{h}_z$ is the transverse component of $\mathbf{h}$, and $\langle h_z \rangle$ is the average value of the longitudinal Overhauser field (in the $z$ direction). The width of the distribution of $h_z$ is given by

$$ \sigma_z^2 = \sum_i A_i^2 \left[ \langle (I_z^i)^2 \rangle - \langle I_z^i \rangle^2 \right] . \quad (19) $$

Under realistic experimental conditions, the nuclear spin bath is in the thermal state at the high-temperature limit, $\hat{\rho}_f \propto 1$. This state is isotropic, so that the variance of the $z$ projection of any given spin is $\langle (I_z^i)^2 \rangle - \langle I_z^i \rangle^2 = I_\alpha (I_\alpha + 1)/3$ for $i \in \alpha$. A narrowed state of the bath, in which the variance is reduced from this “high-temperature” value, is also often considered, and it can be created in experiments\cite{64,65,72,73}. We account for the possibility of narrowing of the distribution of $h_z$ fields by introducing a narrowing factor $n_F < 1$, defined as the ratio between actual $\sigma_z$ and its high temperature value given by the above expression. We thus have

$$ \sigma_z^2 = \frac{n_F^2 \sum_\alpha n_\alpha I_\alpha (I_\alpha + 1) A_\alpha^2}{3N_\psi} \equiv \frac{n_F^2 A_M^2}{N_\psi} , \quad (20) $$

where we have defined the “typical” energy of hf interaction $A$. For GaAs $A$ is of the same order of magnitude as the maximal Overhauser field $A_M$. For silicon with a fraction $f$ of the spinful $^{29}$Si nuclei, $A \propto A_M / \sqrt{f}$.

For typical achievable values of nuclear polarization, the width of the distribution of the transverse Overhauser field is given by an analogous formula, albeit without the $n_F$ factor. In other words,

$$ \sigma_{\perp,\psi} = \frac{\sigma_z \psi}{n_F} . \quad (21) $$

In III-V compounds, the number of nuclei interacting appreciably with an electron is $N_S = 2N_\psi$ (the factor of 2 appears because there are two nuclei per unit cell), and the typical value $\sigma_{\perp}$ for a GaAs QD with $N_S \approx 10^6$ spins is a few mT ($\sigma_{\perp} \lesssim 0.1 \mu$eV). For silicon, the result depends also on the concentration of the spin-1/2 $^{29}$Si nuclei, given by $f \equiv n_{Si}/2$ (with $f = 0.047$ for natural silicon). With $I_{Si} = 1/2$, we obtain

$$ \sigma_{\perp,\psi}^S(f) = \frac{\sqrt{f} A_{Si}}{\sqrt{2N_\psi}} = \frac{A_{Si} f}{\sqrt{N_\psi}} , \quad (22) $$

where the value of $A_{Si}$ is given in Table II (note that we are using here a different definition for $A_{Si}$ compared to Ref. \footnote{54} where an $f$-dependent quantity was used).
In the following we will be mostly interested in the distribution of the difference of the Overhauser fields between the two dots,
\[ \theta = \frac{h_i^T - h_i^R}{2}, \]
which could have a finite average and/or a narrowed distribution. Using the values of \( \sigma_{L/R} \) for the two dots (L and R), we introduce
\[ \sigma_z^2 = n_F(\sigma_{z,L}^2 + \sigma_{z,R}^2) = n_F^2 A^2 \frac{A}{N_D}, \]
where
\[ \frac{1}{N_D} = \frac{1}{N_L} + \frac{1}{N_R}, \]
and we have taken the natural (non-narrowed) values for \( \sigma_{z,L/R} \), i.e., we have used Eq. (19) with \( \Psi_{L,R}(x) \). The \( n_F \) factor accounts now for possibly reduced standard deviation of the difference of the Overhauser field in the two QDs. It should be noted that such a narrowing can be achieved by enforcing a correlation between the values of \( h_i^T \) and \( h_i^R \), that is by modifying the joint probability distribution for the two fields, without affecting the distribution of each one of them considered separately. The state narrowing obtained in experiments on singlet-triplet qubits in DQDs is of this nature. The standard deviation of the transverse components of the Overhauser field difference, \( \sigma_\perp \), is, analogous to the single-electron case from Eq. (21), defined as \( \sigma_\perp = \sigma_z/n_F \).

C. Effective Hamiltonian in the \( S-T_0 \) subspace

One focus of the present paper is the decoherence of \( S-T_0 \) qubits. Here we derive the effective Hamiltonian in the basis of \( |S\rangle \) and \( |T_0\rangle \) states in the presence of a large external magnetic field. It is directly applicable to experiments on \( S-T_0 \) qubits whenever exchange splitting \( J \) is large enough.

As shown in Eq. (10), \( |S\rangle \) and \( |T_0\rangle \) states are coupled to the polarized triplet states \( |T_\pm\rangle \) by the transverse Overhauser field \( \sum_i A_i^{L/R} I_i^\pm \). In a finite external magnetic field, such that \( \mu_T \gg \sigma_\perp \), dephasing between \( S \) and \( T_0 \) states can be faithfully described by an effective Hamiltonian in the subspace of these two states, treating the coupling to the \( T_\pm \) states perturbatively. With the zeroth-order Hamiltonian given by the first matrix in Eq. (10), the condition for the perturbative treatment is
\[ \sigma_\perp \ll |J \pm \mu_T|, |\mu_T| \]
The effective Hamiltonian in the \( \{S, T_0\} \) subspace is then:
\[ \hat{H}_{S\bar{T}0} = \begin{pmatrix} -J + \hat{V}_{SS} & \hat{V}_{ST0} + \theta_T + \delta \theta \\ \hat{V}_{ST0}^\dagger + \theta_T + \delta \theta & 0 \end{pmatrix} + \sum_i \omega_i |i\rangle \langle i| + \begin{pmatrix} \hat{H}_B & 0 \\ 0 & \hat{H}_C \end{pmatrix}, \]
where
\[ \hat{V}_{SS} = \frac{J}{\mu_T^2 - J^2} \sum_{i,j} B_i B_j I_i^+ I_j^- \]
and
\[ \hat{V}_{ST0} = \hat{V}_H + \hat{V}_{AH}, \]
with
\[ \hat{V}_H = -\frac{1}{4} \left( \frac{1}{\mu_T} + \frac{\mu_T}{\mu_T^2 - J^2} \right) \sum_{i,j} B_i B_j (I_i^+ I_j^- + I_i^- I_j^+) \]
and
\[ \hat{V}_{AH} = -\frac{1}{4} \left( \frac{J}{\mu_T^2 - J^2} \right) \sum_{i,j} B_i B_j (I_i^+ I_j^- - I_i^- I_j^+). \]
Fig. 1 gives a cartoon that depicts the virtual flip-flop transitions contributing to \( \hat{V}_{SS} \) and \( \hat{V}_{ST0} \). Hamiltonian \( \hat{H}_{S\bar{T}0} \) in Eq. (27) contains terms that are linear in the nuclear spin operators \( I_i^\pm \), but are second-order in the hyperfine coupling strength (within our approximation of neglecting the orbital overlap when cal-
They influence the $S$-$T_0$ coherence in a way identical to what the longitudinal Overhauser field does to a single spin. Averaging over a thermal distribution of the Overhauser field felt by a single spin, $h^z = \sum_i A_i I_i^z$, leads to a strong inhomogeneous broadening and a dephasing time of $T_2^z \approx 1/\sigma_z$, where $\sigma_z$ is the spread of the values of the longitudinal Overhauser field (see Sec. II B for precise definition). This time is of the order of 10 ns in GaAs QDs for a single electron spin, while dephasing for precise definition). This time is of the order of 10 ns in GaAs QDs for a single electron spin, while dephasing due to these $I^z$-linear terms is strongly suppressed in the case of an $S$-$T_0$ qubit, because the interaction strength is significantly reduced, i.e., the qubit-nuclei couplings in Eq. (32) are $\sim A_i^2/\mu_T \ll A_i$ for the values of $\mu_T$ considered here.

Note that $\hat{V}_{SS}, \hat{V}_{ST_0}$, and $\delta \theta$ are all fluctuations due to nuclear spins, and average to zero in a thermal nuclear spin reservoir. In the absence of these fluctuations, the universal control of the $S$-$T_0$ qubit can be achieved via tuning of $J$ and $\theta_T$. In the context of decoherence when $J$ is finite (more precisely, when $\sqrt{J^2 + 4\theta_T^2} \gg \sigma_z, \sigma_z$), we have two interesting regimes to consider. The first is when $\theta_T = 0$, i.e., the DQD is in a uniform total field. In this limit, the DQD has left-right symmetry, so that the singlet and triplet states are system eigenstates. Since $S$ and $T_0$ are $S_z = 0$ states, with no magnetic moment in either quantum dot, they are not directly affected by the Overhauser field $h_z$. The $S$-$T_0$ qubit made up from these two states should thus have a significantly longer inhomogeneous broadening time ($T_2^z$) than a single spin. We will study this regime in detail in Sec. III. The other regime is when $\theta_T \gg \sigma_z$, i.e., a magnetic field gradient is present (whether due to nuclear spin polarization or applied externally). Now the left-right symmetry of the DQD is broken, and the true eigenstates of the system are superpositions of $S$ and $T_0$ states. The electron spin densities in the two dots do not vanish anymore, so that $h_z$ can affect the two-spin coherence directly, and the system acquires single-spin qubit characteristics. This regime will be studied in Sec. IV.

An extreme case is when $J \ll \sigma_z, \sigma_\perp$, which is a regime already investigated in existing experiments and theoretical studies. Here, the exchange coupling is effectively turned off. The dynamics of the two independent electron spins are determined by the Overhauser fields in the respective dots. The interdot nuclear spin flip flops are completely suppressed, so that all interactions involving such flip flops, $\hat{V}_{SS}$ and $\hat{V}_{AH}$, vanish in this limit. In addition, now $\hat{H}_B = \hat{H}_C$ so that they do not affect the two-spin dynamics. The remaining hf-mediated interaction is due to intradot flip flops:

$$\lim_{J \to 0} \hat{V}_H = -\frac{1}{8\mu_T} \sum_{i,j} (A_i^z A_j^z - A_i^R A_j^R) (I_i^+ I_j^- + I_i^- I_j^+) .$$

When $J = 0$, the two-spin eigenstates are spin product states. Within the $S_z = 0$ subspace, it is more convenient to consider the Hamiltonian in the basis of $\{\pm \rangle S \pm \rangle T_0\} = \{\{} \uparrow \downarrow \}, \{\downarrow \uparrow \}\} \}$ states. The resulting Hamiltonian is of pure dephasing form in this product basis:

$$\hat{H}_{J=0} \approx (\hat{V}_H + \theta_T + \delta \theta)(\hat{X} \hat{X} + \hat{X} \hat{X} - \hat{X} \hat{X} - \hat{X} \hat{X}) .$$

In a free evolution experiment with an initial singlet state, the ensemble coherence will now decay in $T_2^s \approx 1/\sigma_s$ due to the $\delta \theta$ term. On the other hand, in a Hahn echo experiment, the influence of $\delta \theta$ is removed, and the signal decay is due to $\hat{V}_H$ from Eq. (33). Since this interaction is a sum of two commuting terms from two uncoupled dots, the appropriately defined $S$-$T_0$ decoherence function is a product of the two single-dot decoherence functions. This observation establishes a one-to-one correspondence between single-spin Hahn echo decays due to hf-mediated interactions considered theoretically in Refs. 30–32,48, and the $J = 0$ singlet-triplet Hahn echo decay.

III. CALCULATIONS OF S-T0 DEPHASING IN THE ABSENCE OF INTERDOT EFFECTIVE FIELD GRADIENT

In this section, we study two-spin decoherence within the $S$-$T_0$ subspace in the absence of interdot magnetic field gradient, i.e., $\theta_T = 0$ (practically, this is true as long as $\theta_T < \sigma_z$). With $J \gg \sigma_z, \sigma_\perp$ (note that the magnitudes of $\hat{V}_{SS}$ and $\hat{V}_{ST_0}$ are negligible compared to $\sigma_z$, as shown in Appendix C), we can perform a second canonical transformation to diagonalize Hamiltonian (27), treating the off-diagonal terms as a perturbation. We now obtain the final form of the effective Hamiltonian in a uniform effective magnetic field,

$$\hat{H}_{\theta T=0} = \left( \begin{array}{cc} -J + \hat{V}_{SS} + \hat{H}_A + \hat{V}_{\delta \theta} & 0 \\ 0 & -\hat{H}_A - \hat{V}_{\delta \theta} \end{array} \right) + \sum_i \omega_{\alpha[i]} I_i^z + \left( \begin{array}{cc} \hat{H}_B & 0 \\ 0 & \hat{H}_C \end{array} \right) ,$$

where

$$\hat{H}_A = -\frac{1}{J} \sum_{i,j} B_i B_j I_i^z I_j^z - \frac{\delta \theta^2}{2} ,$$

$$\hat{V}_{\delta \theta} = -\frac{1}{J} \left( \{\hat{V}_H, \delta \theta\} + [\hat{V}_{AH}, \delta \theta] \right) .$$

To evaluate $\hat{V}_{\delta \theta}$, we use a 1/N type approximation where we neglect the commutators of nuclear operators. The
combinator in the above equation thus vanishes, so that
\[ \hat{V}_{\delta \theta} \approx v_\theta \delta \hat{\theta} \sum_{i,j} (\hat{A}_i^+ \hat{A}_j^- - \hat{A}_i^R \hat{A}_j^-)(\hat{I}_i^+ \hat{I}_j^- + \hat{I}_i^+ \hat{I}_j^+) , \]  
(38)

where
\[ v_\theta = \frac{1}{8J} \left( \frac{1}{\mu_T} + \frac{\mu_T}{\mu_T^2 - J^2} \right) . \]

With \( \theta_T = 0, S \) and \( T_0 \) are two-spin eigenstates. The dynamics of the \( S-T_0 \) coherence is quantified by the following decoherence function
\[ W_{ST_0}(t) = \frac{\rho_{ST_0}(t)}{\rho_{ST_0}(0)} = \text{Tr}_I \left( \hat{\rho}_I e^{i\hat{H}_{ST}t} e^{-i\hat{H}_{ST}t} \right) . \]  
(39)

Here \( \hat{\rho}_I(0) \) is the initial nuclear density operator, while \( \hat{H}_S \) and \( \hat{H}_{ST} \) are the operators appearing on the diagonal in the effective Hamiltonian from Eq. (34). In Appendix A we discuss how the above quantity can be measured in electrically controlled \( S-T_0 \) qubits. Some of the information contained in \( W_{ST_0}(t) \) function may also be indirectly inferred from the optical spectra of two-electron states in coupled self-assembled InGaAs quantum dots.

Our main goal is to quantify each of the dephasing processes as we vary \( J \) and \( \mu_T \). There are three kinds of hf-related terms appearing in \( \hat{H}_{ST} = 0 \): (1) \( \hat{H}_B \) and \( \hat{H}_C \), the \( I^z \)-linear term, (2) \( \hat{H}_A \), the square of the longitudinal Overhauser field, and (3) \( \hat{V}_{SS} \) and \( \hat{V}_{\delta \theta} \), which are second order in transverse Overhauser field. Below we discuss their individual contributions to \( S-T_0 \) dephasing dynamics. Such a treatment makes sense when the time scales on which various terms operate are very different. If the importance of these interactions is comparable, treating various interactions as independent would introduce a quantitative error when the commutator of the two competing terms is non-negligible. In the following, we will present results for the envelope \( W(t) \), in which we have removed the fast oscillating part of \( W_{ST_0}(t) \) from Eq. (39):
\[ W(t) \equiv e^{-iJt} W_{ST_0}(t) . \]  
(40)

### A. Dephasing due to \( \hat{H}_B \) and \( \hat{H}_C \)

While \( \hat{H}_B \) and \( \hat{H}_C \) leads to dephasing that is completely analogous to the hf-induced inhomogeneous broadening of a single spin free evolution, the magnitude of the dephasing here is strongly suppressed because of the reduced coupling between the nuclei and the qubit. From Eq. (39), keeping only \( \hat{H}_B \) and \( \hat{H}_C \) in the Hamiltonian, we obtain
\[ W_{BC}(t) = \text{Tr}_I \left( \hat{\rho}_I(0) e^{i(\hat{H}_C - \hat{H}_B)t} \right) . \]  
(41)

Neglecting the wavefunction overlap, \( \hat{H}_C - \hat{H}_B = \gamma (\sum_{i \in L} A_i^+ I_i^+ + \sum_{i \in R} A_i^+ I_i^+) \), with
\[ \gamma = \frac{J}{4\mu_T(\mu_T + J)} . \]  
(42)

\[ 1 \]

\[ \gamma n_F \sqrt{\sum_{\alpha} n_\alpha (I_\alpha + 1)} A_\alpha^+ \sqrt{N_L^{-3} + N_R^{-3}} , \]  
(45)

where \( N_L \) and \( N_R \) are the numbers of unit cells in the L and R dots (as defined in Eq. (15)). The typical values of this time for GaAs and Si are shown in Fig. 2.

The very long \( T_{BC} \) shown in Fig. 2 is a clear illustration of the strongly suppressed electron-nuclear spin interaction, which is a consequence of the highly symmetric nature of the singlet and unpolarized triplet states. In the following we generally neglect the contributions from \( \hat{H}_B \) and \( \hat{H}_C \). Other consequences of the reduced effective Knight shifts experienced by the nuclei will be discussed at the end of Sec. III C.
B. Dephasing due to the second-order longitudinal Overhauser field $H_A$

$H_A$-induced dephasing can be calculated classically because of the quasistatic nature of the longitudinal Overhauser field. We can rewrite $H_A$ in terms of the classical Overhauser field $\theta = (h_L^2 - h_R^2)/2$, where $h_{L/R} = \sum A_{L/R} I_i$,

$$H_A = -\frac{\theta^2}{J}.$$  \hspace{1cm} (46)

As in Sec. IIIB we treat $\theta$ as a Gaussian random variable, and obtain the relevant decoherence function $W_A(t)$ by evaluating the Gaussian integral:

$$W_A(t) = \int P(\theta) e^{2i\theta^2/ J} d\theta,$$  \hspace{1cm} (47)

where

$$P(\theta) = \frac{1}{\sqrt{2\pi\sigma_\theta^2}} e^{-\frac{\theta^2}{2\sigma_\theta^2}},$$  \hspace{1cm} (48)

with a distribution width $\sigma_\theta = \sigma_z/2$, where $\sigma_z$ is defined in Eq. (24). We then obtain (see also Ref. [41])

$$W_A(t) = \frac{e^{2\theta^2}}{(1 + \eta_A^2 t^2)^{1/4}},$$  \hspace{1cm} (49)

where we have defined $\eta_A = 4\sigma_\theta^2 J = \sigma_z^2 J$. The characteristic decay time $T_A$ is defined by $|W_A(T_A)| = 1/e$, giving us

$$T_A = \frac{e^2 J}{\sigma_z^2} = \frac{e^2 N D J}{n_T^2 A^2}.$$  \hspace{1cm} (50)

In Fig. 3 we show the typical values of this dephasing time for GaAs and Si. These $T_A$ dephasing times are much shorter than $T_{BC}$ from the previous section, but are significantly longer than the single-spin inhomogeneous broadening dephasing time $T_2$, which is in the order of 10 ns in a GaAs QD. As such, $T_A$ represents the inhomogeneous broadening of the pure $S-T_0$ two-level system at finite $J$ when $\theta_T = 0$. Qualitatively, $T_A$ is long because $H_A$ is of the second order in the Overhauser field fluctuations $\delta \theta$, while for single spins the inhomogeneous broadening is of the first order in $\delta \theta$. The very long $T_A$, as compared with the short single-spin $T_2$, means that narrowing of the nuclear bath may not be necessary for $S-T_0$ qubits if $\theta_T = 0$, though it is worth noting that $T_A$ does increase as $n_T^{-2}$ when the state of nuclear bath is narrowed (more precisely, when the distribution of $\delta \theta$ is narrowed).

C. Dephasing due to $\hat{V}_{SS}$

$H_A$, $H_B$, and $H_C$ lead to inhomogeneous broadening because longitudinal Overhauser fields are quasistatic. On the other hand, $\hat{V}_{SS}$ and $\hat{V}_{\theta \theta}$ are due to transverse Overhauser fields, the dynamics of which cannot be neglected completely, and the influence of which cannot be fully removed by a Hahn echo (see Sec. IVB). In this section we study $S-T_0$ dephasing induced by $\hat{V}_{SS}$.

According to our general approach, in which we treat each of the dephasing-inducing terms in the full Hamiltonian separately, we write the effective Hamiltonian as $\hat{H} = (\hat{H}_0 + \hat{V}_{SS}) |S\rangle \langle S| + \hat{H}_Z |T_0\rangle \langle T_0|$. The Zeeman term is kept here, because while it does not lead to any dephasing by itself, it modifies the dynamics caused by $\hat{V}_{SS}$, as we will show below.

An important question is why we can neglect $H_A$, $H_B$, and $H_C$ terms in the current calculation. These terms, apart from leading to $S-T_0$ dephasing in ways described above, in principle also modify dephasing caused by $\hat{V}_{SS}$ by giving different effective Knight shifts to nuclear spins at different locations in a quantum dot. By neglecting these terms, the operators in $\hat{V}_{SS}$ are expressed in the interaction picture only with respect to the “noninteracting” part of the Hamiltonian. Specifically, the nuclear operators in the interaction picture are:

$$I_k(t) = I_k^0 e^{x \omega_k t},$$  \hspace{1cm} (51)

where $\omega_k$ are nuclear Zeeman energy of the $k$th nucleus. The $H_A$, $H_B$, and $H_C$ terms would have modified this time dependence by changing the nuclear spin frequency (in particular, keeping the nonlinear in $I_k^0$ term $\hat{H}_A$ would make the exact calculations much more complicated). However, it turns out that the time scale on which the dependence of $I_k(t)$ becomes visibly modified by the presence of one of these terms is typically much longer than the time scale of coherence decay due to either these terms by themselves or due to $\hat{V}_{SS}$. For example, including $H_B$ and $H_C$ in the interaction picture would lead to corrections in time-dependence of transverse nuclear op-
erators on a time scale of $t_B \sim 4N_D^2(\mu_T + J)/A^2$, which will turn out to be much larger than $T_{SS}$ (derived below) unless the number of nuclei is very small (which could happen, for example, in small QDs made of isotopically purified silicon). Similarly, one can quickly estimate that the time scale on which the corrections due to $\hat{H}_A$ appear is much larger than $T_A$ given in Eqs. (55), unless $N_S$ or $n_F$ are so small that $n_F/N_S < 1$. In short, neglecting the $I^*$-dependent hf terms does not lead to any qualitative change in our calculations below, while it dramatically reduces the complexity (and therefore increases the transparency) of the calculation.

We now outline our calculation of dephasing due to $\tilde{V}_{SS}$. The decoherence function is

$$W_{SS}(t) = \text{Tr}_J \left\{ \hat{\rho}_I \mathcal{T} \left[ e^{-i \int_0^t dr \hat{V}_{SS}(r)} \right] \right\},$$

(52)

where $\mathcal{T}$ is the time-ordering operator, and $\hat{V}_{SS}(r)$ is $\tilde{V}_{SS}$ in the interaction picture with respect to $\hat{H}_Z$, so that the nuclear spin operators are given by Eq. (51). The calculation is performed using the $1/N$-expansion-based RDT from Refs. 31,32. In the interaction picture we have

$$\hat{V}_{SS} = v_{ss} \sum_{k,l} \phi_k \phi_l A_k A_l I^\pm_k(t) I^\mp_l(t),$$

(53)

where $\phi_i = 1$ for $i \in L$ and $\phi_i = -1$ for $i \in R$. When averaging over the nuclear operators, we contract the nuclear indices in pairs, so that the sign factors drop out ($\phi^2 = 1$). The $T$-matrix defined in Ref. 32 after taking into account the slightly different structure of the averaged exponent, is then given by

$$T_{kl} = v_{ss} 2 \sqrt{a_k a_l} A_k A_l e^{i\omega_{kl}t/2} \sin \frac{\omega_{kl}t}{2},$$

(54)

where $\omega_{kl} = \omega_k - \omega_l$, and $a_k = (I^+_k I^-_l)_0 = \frac{1}{2} I_k (I_k + 1)$ for an unpolarized nuclear spin bath. Applying the RDT, we re-sum the linked-ring terms from the perturbative expansion and obtain a general formula:

$$W_{SS}(t) = \prod_{m} \frac{e^{-i \arctan(\lambda_m(t))}}{\sqrt{1 + (\lambda_m(t))^2}},$$

(55)

where the eigenvalues of the $\lambda_m(t)$ are derived from Ref. 32. We can simplify the calculation by introducing a “coarse-grained” $\tilde{T}$-matrix of $N_I \times N_I$ dimension, with $N_I$ being the number of distinct nuclear species $\alpha$, each of them having a distinct value of the Zeeman splitting $\omega_\alpha$. Note that within the used approximations (the neglect of $\hat{H}_{AB,C}$ terms) this step is an exact transformation, leading to

$$\tilde{T}_{\alpha \beta} = 2 v_{ss} \sqrt{a_\alpha a_\beta} \sqrt{\eta_\alpha \eta_\beta} A_\alpha A_\beta N_D \sin \frac{\omega_{\alpha \beta}t}{2} \left( \sqrt{1 + (\eta_{\alpha \beta})^2} \right)^{-1}.$$ 

(56)

For a system with multiple species in the short-time limit ($t \ll 1/\omega_{\alpha \beta}$, when $\tilde{T}_{\alpha \beta} \sim D_{\alpha \beta}$), or for a system with a single nuclear species, we obtain

$$W_{SS}(t \ll 1/\omega_{\alpha \beta}) \approx \frac{e^{-i \arctan(\eta_{SS,\alpha})}}{\sqrt{1 + (\eta_{SS,\alpha})^2}},$$

(57)

where

$$\eta_{SS,\alpha} = \frac{|v_{ss}|(\sum_{k \in L} a_k A_k^2 + \sum_{k \in R} a_k A_k^2)}{2 |v_{ss}| (\sigma_{x,L}^2 + \sigma_{x,R}^2)} = \frac{2 |v_{ss}| \sigma_{x}^2}{\sigma_{I}^2}. $$

(58)

The result of Eq. (57) can also be obtained using a semi-classical quasi-stationary approximation, as shown in Appendix C where one can see how this expression follows from a product of two Gaussian averages (over the $h_x$ and $h_y$ components of the transverse Overhauser fields) of phase factors $\sim \exp(-i \xi h_z^2)$. If the characteristic decay time $T_{SS}$ defined by $|W_{SS}(T_{SS})| = 1/e$ falls in this short-time regime, we obtain

$$T_{SS} = \frac{\sqrt{e^2 - 1}}{2 v_{ss} \sigma_{I}^2} = \frac{2 \sqrt{e^2 - 1} |\mu_r - J|^2}{J |\sigma_{I}^2|.}$$

(59)

For a system with multiple nuclear species in the long-time limit, $t \gg 1/\omega_{\alpha \beta}$, the heteronuclear spin contributions in Eq. (54) become negligible compared to the homo-nuclear ones. Then $W_{SS}(t)$ can be approximated by a product of functions describing decoherence caused by each spin species treated separately:

$$W_{SS}(t \gg 1/\omega_{\alpha \beta}) \approx \prod_{\alpha} W_{SS,\alpha}(t),$$

(60)

where the homonuclear contribution with the nuclear species $\alpha$ is given by

$$W_{SS,\alpha}(t \gg 1/\omega_{\alpha \beta}) \approx \frac{e^{-i \arctan(\eta_{SS,\alpha})}}{\sqrt{1 + (\eta_{SS,\alpha})^2}}.$$ 

(61)

with $\eta_{SS,\alpha} = 2 |v_{ss}| n_\alpha A_\alpha^2 / N_D$. In GaAs, where all $\eta_\alpha$ have similar values, the estimate of the characteristic decay time (when it indeed falls in the $t \gg 1/\omega_{\alpha \beta}$ regime) is $T_{SS} \approx 1/\eta_\alpha$. The asymptotic decay of the coherence function (for $t \gg \max_\alpha \eta_\alpha^{-1}$) depends then on the number of nuclear species, e.g., $W_{SS}^{long}(t) \sim t^{-3}$ in GaAs, while $W_{SS}^{long}(t) \sim t^{-1}$ in Si. The dependence of the power-law character of the decay on the number of species in the long-time limit can be most easily understood from the classical averaging approach presented in Appendix C. According to the RDT calculation of free evolution, at long times, the nuclear flip flops between spins of different species can be neglected, and we can treat each species separately. For $K$ species, we can perform the $2K$-fold integration over independent Gaussian variables ($x$ and $y$ components of the Overhauser fields due to $K$ species), and each integral contributes one factor of $1/\sqrt{t}$ to the asymptotic behavior. This can be compared, for example, with the case of decay of Rabi oscillations of a
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In Fig. 4 we plot the dephasing time \( T_{SS} \) due to \( \hat{V}_{SS} \)
for GaAs and Si as a function of the exchange splitting
because of the \( J \)-dependence of the \( v_{ss} \) coupling, which
in turn reflects the fact that the \( \hat{V}_{SS} \) term originates from
the \( J \)-induced asymmetry between the two virtual pro-
cessess shown in Fig. 1. Numerically, \( T_{SS} \) is longer than
the gauge for smaller \( J \), but shorter at larger \( J \) values, so that it
can become the dominant dephasing channel for an \( S-T_0 \)
qubit in the large-\( J \) regime. We will discuss the crossover
in more detail later in this section.
The suppression of Knight shifts experienced by the
nuclei in a DQD (compared to a single spin) has implica-
tions beyond simplifying the dephasing calculation in
this section. For example, under certain conditions
the transverse components of the Overhauser field can be
treated by simply averaging the system’s evolution over
the distribution (18) of classical Overhauser fields (see
Appendix C). For a single spin in a QD, this approach is
valid when the evolution time \( t \) is shorter than the in-
verse of the typical spread of nuclear spin Knight shifts \( \Delta \),
i.e., \( t \ll N \theta / A \). \( \hat{V}_{SS} \) thus in this short-time limit, the
exact shape of the electron’s wavefunction is irrelevant.
On the other hand, when \( t \gg N \theta / A \), this wavefunction
shape has to be taken into account. The qualitative form
of the decay then changes, and the semiclassical approx-
imation (with the nuclei replaced by a classical field or a
precessing large spin) fails. However, for an \( S-T_0 \)
qubit in a DQD with a finite \( J \) and no \( \theta_0 \), the strongly
reduced effective Knight shift for the nuclei leads to a
strong enhancement of the time scale on which the shape
of the wavefunction is irrelevant.
Another consequence of the suppressed Knight shift is
the diminished importance of the bath dynamics in-
duced by dipolar interactions among the nuclear spins.
For a single spin qubit this dynamics leads to fluctu-
ations of the qubit’s energy splitting by the longitudinal
Overhauser field operator \( \sum_i A_i \hat{I}_i^z \). This dephasing
mechanism causes a narrowed-state free induction decay
(FID) on a time scale of \( \tau_{dip} \geq 10 \) \( \mu s \) in a typical GaAs
QD \( ^{30,36,75,79} \) (while these predictions have not been yet
verified, the theory given in these references correctly ac-
counts for spin–echo decay measurements in GaAs \( ^{34} \) and
silicon \( ^{30,31} \)). For an \( S-T_0 \) qubit with a finite \( J \), the time
scale of coherence decay due to dipolar dynamics of nuclei
is expected to be much longer than \( \tau_{dip} \), which makes this
mechanism irrelevant in the case of pure \( S-T_0 \) dephasing.

**D. Dephasing due to \( \hat{V}_{\theta} \)**

The Hamiltonian governing the \( \hat{V}_{\theta} \)-induced dephasing
takes the form \( \hat{H} = \hat{V}_{\theta} | S \rangle \langle S | - \hat{T}_0 \langle T_0 | \rangle \). According
to Eq. (63), \( \hat{V}_{\theta} \) consists of two independent (commuting)
terms related to the two dots in the DQD, thus the total
decohere function is a product of the single-dot
decohere functions:

\[ W_{\theta}(t) = W_{\theta, L}(t) \times W_{\theta, R}(t) \]

\( \hat{V}_{\theta} \) contains both transverse and longitudinal com-
ponents of the Overhauser field, so that the full RDT cal-
culation is rather cumbersome (the semiclassical calcu-
lation is also more involved than in the case of \( \hat{V}_{SS} \), as
shown in Appendix C). On the other hand, it turns out
that in most cases dephasing caused by this term is much
slower than the previously considered mechanisms (due
to \( \hat{H}_A \) and \( \hat{V}_{SS} \)), and an exact calculation of coherence
decay due to \( \hat{V}_{\theta} \) is of little practical relevance. Below, we
present a calculation of a lower bound for the coherence
time \( T_{\theta} \). This lower bound is obtained by replacing the
\( \delta \theta \) operator in Eq. (63) with \( \sigma_\perp \). The decoherence
function in this case is given by,

\[ W_{\theta}(t) = \text{Tr}_I \left\{ \hat{\rho}_I \hat{T} \left[ e^{i \int_{-\infty}^{t} \hat{V}_{\theta}(\tau) \, d\tau} \hat{T} \left[ e^{-i \int_{-\infty}^{t} \hat{V}_{\theta}(\tau) \, d\tau} \hat{\rho}_I \right] \right] \right\} \]

\[ \text{(62)} \]

where \( \hat{T}(\hat{T}) \) is the time (anti-)ordering operator, and
\( \hat{V}_{\theta}(\tau) \) is in the interaction picture, with the nuclear spin
operators given by Eq. (51).

Following a procedure analogous to the one described
in the previous section, we obtain, for example,

\[ T_{kl}^{R}(t) \approx 4 v_\theta \sigma_\perp \sqrt{a_k a_l} A_k A_l e^{i \omega R t / 2} \sin \left( \frac{\omega R t}{2} \right) t, \]

\[ \text{(63)} \]

where the nuclear indices \( k \) and \( l \) refer to the nuclei in dot
\( L \) and \( \sin(x) = (\sin x)/x \). The formula for \( T_{kl}^{L} \) is ana-
logous, albeit with a negative sign. The total decoherence
function can then be obtained as

\[ W_{\theta}(t) = \prod_{m} e^{-i \arctan \left( \frac{\lambda_m^{L}(t)}{t} \right)} \prod_{n} e^{-i \arctan \left( \frac{\lambda_n^{R}(t)}{t} \right)} \]

\[ \text{(64)} \]

where \( \lambda_m^{L(R)} \) are the eigenvalues of \( T_{kl}^{L(R)} \) matrices.
When $\omega_{\delta t} \ll 1$, or for a homo-nuclear system, $T_{1/2,ki}^D \approx 4v_0\sigma z\sqrt{\delta\theta/\omega_{\delta t}}$, and the decoherence function can be simplified:

$$ W_{\delta t} \left( t \ll \omega_{\delta t}^{-1} \right) \approx \frac{e^{-i\arctan(\eta^{\delta t}_R)} e^{i\arctan(\eta^{\delta t}_L)}}{\sqrt{1 + (\eta^{\delta t}_L)^2} \sqrt{1 + (\eta^{\delta t}_R)^2}} ,$$  \hspace{1cm} (65) $$

where $\eta^{\delta t}_L/R = 4v_0\sigma zA_k \sum_{k \in L/R} A_k^2 = 8v_0\sigma z\sigma_{\perp, L/R}$. For simplicity we assume a symmetric DQD ($\sigma_{\perp, L} = \sigma_{\perp, R} = \sigma_{\perp}/\sqrt{2}$), such that

$$ W_{\delta t} \left( t \ll \omega_{\delta t}^{-1} \right) \approx \frac{1}{1 + (\eta^{\delta t}_L)^2} ,$$  \hspace{1cm} (66) $$

where $\eta^{\delta t}_L = 4v_0\sigma z\sigma_{\perp}^2$. The characteristic decay time is then given by

$$ T_{\delta t} \geq \frac{2J|\mu_T|}{\sigma z^2} \left| \frac{1 - (J/\mu_T)^2}{2 - (J/\mu_T)^2} \right| .$$  \hspace{1cm} (67) $$

Although Eq. (67) is derived assuming a low $B$-field in a hetero-nuclear material (so that $T_{\delta t}$ is shorter than $\omega_{\alpha}^{-1}$), it remains a good estimate of the characteristic decay time scale at higher fields in III-V materials. In Fig. 5 we show results of example calculations of $T_{\delta t}$ decay times for GaAs and Si. The nonmonotonic behavior of $T_{\delta t}$ as a function of $J$ is due to dependence of the coupling strength $\delta\theta$ on $J$. As shown in Fig. 4 there are two terms contributing to $\tilde{V}_{\delta t}$: one associated with virtual transitions involving $T_{-}$, the other involving $T_{+}$. When $J$ increases, the former is suppressed while the latter is enhanced, and a maximum in $T_{\delta t}(J)$ appears as a result of this competition.

**FIG. 5: Lower bound for $T_{\delta t}$ as a function of $J$ for (a) GaAs with $N_L = N_R = 10^6$ at $B = 200$ mT ($\mu_T \approx 5.0$ $\mu$eV) and (b) natural Si with $N_L = N_R = 10^6$ at $B = 30$ mT ($|\mu_T| \approx 3.5$ $\mu$eV). The diagonal hatching regions are where $\sigma_{\perp} \ll |J \pm \mu_T|, |\mu_T|$ is not fulfilled. No narrowing is assumed ($n_F = 1$).**

### E. Identification of the dominant dephasing mechanisms in GaAs and Si

Now that we have investigated the individual dephasing channels for an $S$-$T_0$ qubit by the hyperfine interaction, we would like to identify the dominant mechanisms in various regimes defined by the value of $B$ field $\mu_T$, singlet-triplet splitting $J$, degree of nuclear reservoir narrowing $n_F$, dot sizes etc. Below, we first list the approximate formulas for the characteristic dephasing times due to each of the above-considered mechanisms. For the sake of clarity, in these formulas we assume $N_L = N_R = N$, so that $N_D = N/2$. Defining $r = J/\mu_T$, we have

$$ T_{BC} \approx \frac{4\sqrt{6}}{r} \frac{1 + r}{|\mu_T|} \frac{2N_D}{A} ,$$  \hspace{1cm} (68) $$

$$ T_A \approx \frac{e^2J}{\sigma z^2} ,$$  \hspace{1cm} (69) $$

$$ T_{SS} \approx 2\sqrt{2^2 - 1} \frac{\mu_T^2}{J\sigma_{\perp}^2} |1 - r^2| ,$$  \hspace{1cm} (70) $$

$$ T_{\delta t} \geq \frac{2J|\mu_T|}{\sigma z^2} \left| \frac{1 - (J/\mu_T)^2}{2 - (J/\mu_T)^2} \right| .$$  \hspace{1cm} (71) $$

Notice that while $T_{BC}$ decreases with increasing $J$, even at $r \approx 0.9$ it is still longer by a factor of $\sim |\mu_T|/\sigma z \gg 1$ than $N_D/A$, which is $\approx 10$ ms ($\approx 1$ ms) in a typical GaAs (Si) dot with $N \approx 10^6$ ($10^5$). We thus do not include $T_{BC}$ in the discussion below.

Without nuclear state narrowing, there is a competition between $T_{A}$ and $V_{SS}$ induced dephasing. At small enough $J$, dephasing due to $T_{A}$ dominates, while $T_{SS}$ becomes the shortest time scale at large $J$. We show examples of calculations of all these times for GaAs and Si in Figs. 6 and 7 respectively. From Eqs. (69) and (70) we can obtain $J_{\max}$ for which the two mechanisms give the same dephasing time:

$$ J_{\max} \approx 0.64\mu_T .$$  \hspace{1cm} (72) $$

The approximate sign here can be replaced by an equal sign in the case of a single-isotope material (or when decay occurs at a time scale shorter than the Larmor precession period of the nuclei). At $J_{\max}$ dephasing is maximal: we anticipate a nonmonotonic $J$ dependence for the observed $S$-$T_2$ time. The decoherence function should be well approximated by Eq. (49) for $J \ll J_{\max}$, and by Eqs. (57) and (60) for $J \gg J_{\max}$.

When the nuclear state is narrowed with $n_F < 1$, $T_A$ and $T_{\delta t}$ are extended by factors of $n_F^2$ and $n_F^{-1}$, respectively. With strong enough narrowing, the $V_{SS}$-induced dephasing, i.e., dephasing due to hf-induced virtual transitions between $S$ and $T_{\pm}$ states, becomes the dominant source of hf dephasing in an $S$-$T_0$ qubit.
to the regime where $J < |\mu_T|$, all our results are applicable for $J > |\mu_T|$ (as long as we avoid the region of strong hyperfine-induced $S$-$T_{\perp}$ mixing—in other words, $|J \pm \mu_T| \gg \sigma_\perp$ has to be satisfied). In Fig. 8 we present the decoherence functions $W_A(t)$, $W_{SS}(t)$, and $W_{06}(t)$ for a In$_{0.5}$Ga$_{0.5}$As DQD. The dot parameters are $N_L = N_R = 1 \times 10^6$, $J = 100 \mu$eV, and $B = 200$ mT (the electron $g$-factor is approximated by $g_{\text{eff}} \approx 0.5$). For these parameters $H_A$ and $V_{SS}$ are of similar importance, and $V_{SS}$ dominates the long-time decay. The calculated coherence time is of the order of a microsecond, which is in qualitative agreement with the lower bound of 200 ns given in Ref. [44].

IV. CALCULATIONS OF $S$-$T_0$ DEPHASING IN THE PRESENCE OF AN INTERDOT MAGNETIC FIELD GRADIENT

In the presence of a finite field gradient $\theta_T \gg \sigma_\perp$ (either from a nanomagnet, or due to a previously prepared Overhauser field gradient), one needs to obtain the new eigenstates that account for the $\theta_T$-induced mixing of $S$ and $T_0$ states, and then to re-derive the pure dephasing Hamiltonian in the new eigen-basis. Nevertheless, the physical picture is quite clear here. The mixing of $S$ and $T_0$ states means that in the new eigenstates, electron spin density in each dot does not vanish anymore. As such the linear longitudinal Overhauser field $\hat{\theta}^T$ would lead to dephasing between the eigenstates, similar to what happens to single spin qubits. Indeed, if $\theta_T \gg J$, the eigenstates would approach the product states again, so that we should recover dephasing of two independent spins exactly. In this section, we focus on this transi-

---

FIG. 6: (Color online) Dephasing times induced by $\hat{H}_A$ (solid red line), $V_{SS}$ (dashed blue line) and $V_{06}$ (dotted black line) as a function of $J/\mu_T$ for GaAs at (a) $B = 1$ T ($|\mu_T| \approx 25 \mu$eV) and (b) $B = 200$ mT ($|\mu_T| \approx 5.0 \mu$eV), both with $N_L = N_R = 10^6$, resulting in $\sigma_\perp \approx 0.1 \mu$eV with no narrowing ($n_F = 1$).

FIG. 7: (Color online) Dephasing times induced by $\hat{H}_A$ (solid red line), $V_{SS}$ (dashed blue line) and $V_{06}$ (dotted black line) as a function of $J/\mu_T$ for Si at $B = 30$ mT ($|\mu_T| \approx 3.5 \mu$eV), both with $N_L = N_R = 10^5$, resulting in $\sigma_\perp \approx 1.5$ neV. No narrowing is assumed ($n_F = 1$).

F. Dephasing in an InGaAs DQD

We can apply the theory presented in this section to two electrons in a vertically stacked self-assembled InGaAs DQD, for which an estimate of the $S$-$T_0$ coherence time has been experimentally determined recently [44]. Due to the strong interdot tunneling achievable in these structures, the values of $J$ are much larger than those in gated GaAs DQDs. Most interestingly, one can investigate the $S$-$T_0$ coherence at the value of interdot detuning where $J$ is first-order insensitive to the fluctuations of the electric bias (i.e., the charge noise), while still satisfying $J \gg \sigma_\perp$. In Ref. [44], at such an “optimal point” with respect to charge noise, $J_{\text{op}} \approx 100 \mu$eV, which is in fact larger even than the $\mu_T$ splitting due to the applied $B$ field. While we have confined ourselves so far
tion from reduced dephasing in the highly-symmetric $S$-$T_0$ two-level system to the single-spin dephasing in the large-field-gradient limit.

A. $S$-$T_0$ free-induction decay dephasing in the presence of an interdot magnetic field gradient

At finite $\theta_T$, the eigenstates of the first matrix in Eq. (10) are

\[
\begin{align*}
|S\rangle &= \cos \gamma |S\rangle + \sin \gamma |T_0\rangle, \\
|T_0\rangle &= -\sin \gamma |S\rangle + \cos \gamma |T_0\rangle,
\end{align*}
\]

where the mixing angle $\gamma$ is defined by

\begin{equation}
\tan 2\gamma = -\frac{2\theta_T}{J}. \tag{73}
\end{equation}

The complete dephasing Hamiltonian in the basis of $S'$ - $T_0'$ is then

\[
\hat{H}_{ST_0}' = \begin{pmatrix} E_{S'} & 0 \\ 0 & E_{T_0}' \end{pmatrix} + \begin{pmatrix} \delta \theta \sin 2\gamma & \delta \theta \cos 2\gamma \\ \delta \theta \cos 2\gamma & -\delta \theta \sin 2\gamma \end{pmatrix} + \begin{pmatrix} \hat{V}_{SS} \cos^2 \gamma + \hat{V}_H \sin 2\gamma & -\hat{V}_{SS} \sin 2\gamma + \hat{V}_H \cos 2\gamma + \hat{V}_{AH} \\ -\hat{V}_{SS} \sin 2\gamma + \hat{V}_H \cos 2\gamma - \hat{V}_{AH} & \hat{V}_{SS} \sin^2 \gamma - \hat{V}_H \sin 2\gamma \end{pmatrix},
\]

where we have neglected $\hat{H}_B$ and $\hat{H}_C$ since their influence on dephasing is very weak, as discussed before.

The influence of the off-diagonal terms in $\hat{H}_{ST_0}$ could be included by performing another canonical transformation. However, the off-diagonal terms related to the transverse Overhauser fields generally only give subleading corrections to the diagonal terms, except for the case of $\theta_T \gg J$ (when the diagonal $\hat{V}_{SS}$ term vanishes) or $\theta_T \ll J$ (when the diagonal $\delta \theta$ and $\hat{V}_H$ terms vanish) limits. Keeping only the lowest order terms (up to second order in hf coupling strength), we obtain the pure dephasing Hamiltonian in the $S'$ - $T_0'$ space as

\begin{equation}
\hat{H}'_{ST_0} \approx \begin{pmatrix} E_{S'} & 0 \\ 0 & E_{T_0}' \end{pmatrix} + \begin{pmatrix} \delta \theta \sin 2\gamma & -\frac{\delta \theta^2}{2} \cos^3 2\gamma \\ \frac{\delta \theta^2}{2} \cos^3 2\gamma & 0 \end{pmatrix} + \begin{pmatrix} \hat{V}_{SS} \cos^2 \gamma + \hat{V}_H \sin 2\gamma & 0 \\ 0 & \hat{V}_{SS} \sin^2 \gamma - \hat{V}_H \sin 2\gamma \end{pmatrix}. \tag{77}
\end{equation}

We can define $\hat{H}'_A = -\delta \theta^2 \cos^3 2\gamma / J$, which becomes $\hat{H}_A$ when $\theta_T = 0$.

The key new feature here is the re-appearance of the $\delta \theta$-linear terms in the dephasing Hamiltonian. The $\delta \theta$-induced inhomogeneous broadening that plagues single-spin qubits is now back in action, though its effect is reduced when the field gradient $\theta_T$ is small compared to the exchange splitting $J$ (i.e., when the mixing angle $\gamma$ is small). The inhomogeneous broadening dephasing time due to the $\delta \theta$-linear terms is given by

\begin{equation}
T_{2,\theta_T}^* = \frac{1}{\left| \sin 2\gamma \right|} \frac{\sqrt{2}}{\sigma_z} \approx \frac{\sqrt{2}J}{4\sigma_z \theta_T}, \tag{78}
\end{equation}

where the approximate formula holds when $\gamma \ll 1$ (but for $\theta_T$ still larger than $\sigma_z$). When $\gamma$ approaches $\pi/4$ (i.e., $\theta_T \gg J$), $T_{2,\theta_T}^*$ approaches the $T_{2,\theta_T}^* \sim 1/\sigma_z$ for a single spin in a QD, which is about 10 ns for a typical GaAs QD (see Fig. 10). On the other hand, for $\theta_T \ll J$, $T_{2,\theta_T}^* \propto J/\theta_T \sigma_z$. As $\theta_T$ decreases, $T_{2,\theta_T}^*$ grows, until we reach the regime $\theta_T \lesssim \sigma_z$, when dephasing due to the quadratic $\hat{H}'_A$ term becomes more important. In general,
leads to a characteristic dephasing time of

\[ T'_{A} = \frac{e^2}{\sigma_{z}^2 \cos^2 2\gamma} \]  

(79)

When \( \theta_{T} \sim \sigma_{z} \ll J \) we have \( \gamma \ll 1 \), so that \( \cos 2\gamma \sim 1 \), and \( T'_{A} \approx T_{A} \). In Fig. 9 we plot \( T'_{2,\theta_{T}} \) and \( T_{A} \) due to the longitudinal Overhauser fields as a function of \( \theta_{T} \) at fixed values of \( J \). A transition of \( T'_{2,\theta_{T}} \) from two-spin to single-spin coherence dynamics is shown in Fig. 9(a) as \( \theta_{T} \) approaches \( J/2 \). When \( \theta_{T} \lesssim \sigma_{z} \), the resulting two-spin dephasing is essentially the same as in the previously discussed case of \( \theta_{T} = 0 \). Instead of \( T'_{A} \), \( T'_{A} \approx T_{A} \) now represents the longitudinal Overhauser field induced inhomogeneous broadening.

The remaining terms on the diagonal are related to the previously discussed \( V_{SS} \) and \( V_{\delta \theta} \) terms. The dephasing due to the first of them,

\[
\begin{pmatrix}
\hat{V}_{SS} \cos^2 \gamma & 0 \\
0 & \hat{V}_{SS} \sin^2 \gamma
\end{pmatrix},
\]

(80)

is calculated in the same way as in Sec. III C (compare also with the Hahn echo calculation in the next section), only with \( \hat{T}_{\eta \beta} \) term in Eq. (60) multiplied by \( \cos 2\gamma \). The resulting dephasing time is

\[
T'_{SS} = \frac{T_{SS}}{\cos 2\gamma},
\]

(81)

which shows that the dephasing due to the transverse Overhauser fields described by \( \hat{V}_{SS} \) is suppressed by the presence of the field gradient \( \theta_{T} \). On the other hand, the influence of the interactions previously appearing in \( \hat{V}_{\delta \theta} \) term is enhanced by the finite \( \theta_{T} \), similar to the inhomogeneous broadening due to \( \delta \theta \). The dephasing due to the term

\[
\begin{pmatrix}
\hat{V}_{H} \sin 2\gamma & 0 \\
0 & -\hat{V}_{H} \sin 2\gamma
\end{pmatrix},
\]

(82)

is calculated in a way analogous to the one in Sec. III C only with \( \sigma_{z} \) in Eq. (63) replaced by \( \theta_{T} \). The coherence dynamics is thus described by Eqs. (64) and (65) in which \( \eta_{\theta} \) is replaced by \( \eta_{H} = -\eta_{\delta \theta} \sin 2\gamma/2\sigma_{z} \). The resulting dephasing time is given by

\[
T_{H} = \frac{2\sigma_{z}}{J} \frac{T_{\delta \theta}}{\sin 2\gamma}.
\]

(83)

When \( \theta_{T} \ll J \), \( T_{H} \approx \frac{T_{\delta \theta}}{\sigma_{z}} \), with \( T_{\delta \theta} \) given by Eq. (57). Clearly, this dephasing channel is strongly enhanced when \( \theta_{T} \gg \sigma_{z} \). As \( \theta_{T} \) increases, so that \( \theta_{T} \gg J \gg \sigma_{z} \), \( T_{H} \rightarrow 2T_{\delta \theta} \sigma_{z}/J \ll T_{\delta \theta} \). In Fig. 10 we show examples of calculated values of \( T_{SS} \) and \( T_{H} \). However, one can see that with exception of the regime of small \( \theta_{T} \), these decay times due to the transverse Overhauser fields are much longer than the \( T'_{2,\theta_{T}} \) time from Eq. (78) shown in Fig. 9(a).

\[
\begin{pmatrix}
\hat{V}_{H} \sin 2\gamma & 0 \\
0 & -\hat{V}_{H} \sin 2\gamma
\end{pmatrix},
\]

B. Spin echo for the S-T0 qubit in the presence of an effective magnetic field gradient

A finite field gradient (i.e., \( \theta_{T} \gg \sigma_{z} \)) can produce controlled rotations around the \( x \) axis of the S-T0 Bloch sphere when \( J = 0 \). Such rotations allow faster preparation of superposition of \( S \) and \( T_{0} \) states (see Appendix A), but more importantly, they allow the Hahn-echo experiment, in which a \( \pi \)-rotation about the \( x \)-axis [from here on we will label a rotation of angle \( \phi \) around the \( \alpha \)-axis as a \( (\phi)_{\alpha} \) pulse] is performed in the middle of a free evolution (i.e., at \( \tau = t/2 \)). If a qubit is initialized in the \( S \) state, the full Hahn echo (HE) sequence would consist of a \( (\pi/2)_{x} \)-pulse (to prepare a \( S-T_{0} \) superposition), free evolution for time \( t/2 \) in the finite-\( J \) regime, then a \( \pi_{x} \) pulse, another free evolution period of \( t/2 \), and
finally another \((\pi/2)\) pulse, which prepares the qubit for the final projective measurement on the \(S\) state. After simple manipulations (similar to the ones shown in Appendix A), we arrive at the singlet probability at the end of the sequence:

\[
P_S^{HE}(2\tau) = \frac{1}{2} \left( \frac{1}{4} \text{Tr} \left( \delta_y \alpha^R e^{-iB_T \tau} \delta_x e^{-iH_T \tau} \delta_y \rho_{1T} e^{iB_T \tau} \delta_x e^{iH_T \tau} \right) \right),
\]

(84)

where \(\tilde{H}\) is the total Hamiltonian in the \(S-T_0\) subspace. Now we rotate to the \(S'-T_0\) basis. As we did previously, we again make a pure dephasing approximation for the Hamiltonian \(H'\) in the rotated basis, such that

\[
P_{S}^{HE}(2\tau) = \frac{1}{2} \left( \frac{1}{4} \text{Tr} \left( \delta_y \alpha^R e^{-iB_T \tau} \delta_x e^{-iH_T \tau} \delta_y \rho_{1T} e^{iB_T \tau} \delta_x e^{iH_T \tau} \right) \right) + \frac{1}{2} \sin^2 \gamma \text{Re}W^{HE}(2\tau),
\]

(85)

where

\[
W^{HE}(2\tau) = \text{Tr}_I \left( \rho_{1T} e^{i2\tau \tilde{H}'} e^{-i2\tau \tilde{H}_z} \right),
\]

(86)

is the truly "echoed" part of the signal, while

\[
W^{FID}(2\tau) = \text{Tr}_I \left( \rho_{1T} e^{i2\tau \tilde{H}'} e^{-i2\tau \tilde{H}_z} \right),
\]

(87)

is the component of the signal which decays just like the free evolution signal (Free induction decay, or FID). The presence of this term is due to the fact that the field gradient used for rotations about the \(x\) axis is "always on" in the current-generation experiments. Here \(\tilde{H}_0'\) and \(\tilde{H}_0''\) are the diagonal terms of the \(S'-T_0\) pure dephasing Hamiltonian. Using a rotated coordinate system on the Bloch sphere (with \(+z'\) direction corresponding to a rotated \(S'\) state), all the rotations are slightly tilted away from \(x'\) axis. The resulting pulse error leads to an appearance of a part of the signal which corresponds to evolution unaffected by the \(\pi\) pulse.

Note that for \(2|\theta_T|/J \ll 1\), \(2\gamma \ll 1\), and the FID-like part of the signal is just a small correction. Only at \(2\theta_T \approx J\) the two components contributing to \(P_S(t)\) would be comparable. Since it is expected that \(W^{HE}(t)\) exhibits slower decay than \(W^{FID}(t)\), in this regime the echo decay time will be close to the FID decay time calculated previously. Below we focus on the \(J \gg 2|\theta_T|\) regime, and calculate the time dependence of \(W^{HE}(t)\).

1. Echo decay due to longitudinal Overhauser fields

The Hahn echo sequence cancels completely any contribution to dephasing of \(H_{BC}\) terms. Furthermore, the phase accumulated during the evolution due to the diagonal \(\delta \theta \sin 2\gamma\) and \(\tilde{H}_A\) terms is completely canceled.

2. Echo decay due to the transverse Overhauser fields

There are two terms in \(\tilde{H}'\) due to transverse Overhauser fields. The first is the modified \(\tilde{V}_{SS}\) interaction term:

\[
\hat{V}_S' = \hat{V}_{SS} \left( \begin{array}{cc}
\cos^2 \gamma & 0 \\
0 & \sin^2 \gamma
\end{array} \right)
\]

\[
= \frac{\hat{V}_{SS}}{2} \left( \hat{I} + \cos 2\gamma \hat{\sigma}_z' \right),
\]

(88)

where \(\hat{I}\) and \(\hat{\sigma}_z'\) are identity and Pauli-z matrix in the \(S'-T_0\) subspace. The identity part of the interaction does not cause decoherence between the \(S'\) and \(T_0\) states, and will be dropped from the following considerations. The second is the large-\(\theta_T^2\) analogue of \(\hat{V}_{\delta \theta}\) term considered previously:

\[
\hat{V}_\theta' = \hat{V}_H \sin 2\gamma \hat{\sigma}_z' \approx -\frac{2\theta_T}{J} \hat{V}_H \hat{\sigma}_z' .
\]

(89)

Below we will consider their independent contributions to dephasing.

The calculations in both cases are straightforward modifications of spin echo theory of Ref. 31,32,33. Following the derivation of Ref. 32, the \(W^{HE}(t)\) function from Eq. (88) can be written as

\[
W^{HE}(t) = \text{Tr}_I \left[ \rho_{1T} \mathcal{T}_C e^{\int \left( f(t') \hat{V}'(t') \right) dt'} \right],
\]

(90)

where \(\mathcal{T}_C\) is the operator ordering \(\hat{V}'(t_c)\) on the closed time-loop contour \(\mathcal{L}\) \(\hat{V}'(t_c)\) is the respective interaction term from Eq. (88) or Eq. (89), \(t_c = (t, c)\) is the time variable on the contour (with \(c = \pm\)), and \(f(t_c)\) is the temporal Hahn echo filter function defined on the contour.

As discussed previously, \(\tilde{V}_{SS}(t_c')\) interaction is given by

\[
\tilde{V}_{SS}(t_c') = \frac{1}{2} \frac{2}{\gamma} \cos 2\gamma \text{vs} \sum_{k,l} \phi_k \phi_l A_k A_l I_k I_l e^{i\omega_{kl} t'},
\]

(91)

where \(\phi_i = 1\) for \(i \in L\) and \(\phi_i = -1\) for \(i \in R\). The corresponding filter function is

\[
f(t_c') = \Theta(t - t') \Theta(t' - t/2) - \Theta(t'/2 - t') \Theta(t'),
\]

(92)

where \(\Theta(x)\) is the Heaviside function. The resulting \(\tilde{T}\) matrix is

\[
\tilde{T}_{\alpha \beta} = \text{vs} \frac{2}{\gamma} \sqrt{\alpha \beta} \sqrt{n_\alpha n_\beta} A_{\alpha A_\beta} A_{\beta A_\alpha} \frac{4i e^{i\omega_{\alpha \beta} t/2}}{\omega_{\alpha \beta}} \frac{\sin 2\omega_{\alpha \beta} t}{4},
\]

(93)

where \(N_D = 1/(N_L^{-1} + N_R^{-1})\). Following Ref. 32 we obtain

\[
W^{HE}(t) = \frac{1}{1 + \frac{1}{2} R_{SS}(t)},
\]

(94)

with

\[
R_{SS}(t) = 16v_{ss}^2 \cos^2 2\gamma \sum_{\alpha \neq \beta} \alpha A^2_{\alpha} \beta A^2_{\beta} \sin 4 \frac{\omega_{\alpha \beta} t}{\omega_{\alpha \beta}} .
\]

(95)
We thus see that the Hahn echo work from Ref. 42.

dots, i.e., \( N_L = N_R = 2N_D \), we have then

\[
W_{HE}^\theta(t) = \frac{1}{[1 + \frac{1}{2} R_\theta(t)]^2},
\]

with

\[
R_\theta(t) = 32 \sin^2 2\gamma v_H^2 \sum_{\alpha \beta \gamma \delta} A^2_{\alpha\beta} A^2_{\gamma\delta} \sin^4 \frac{\omega_{\alpha\beta} t}{\omega_{\gamma\delta}}.
\]

The decoherence functions due to both of the above interactions are shown for GaAs in Figs. 11 and 12. The Hahn echo signal shows more pronounced oscillations at lower \( B \) fields (see Fig. 11), when the processes of virtual flip flops between the \( S-T_0 \) subspace and the polarized triplets have more importance. Let us mention that in a recent experiment on Hahn echo in the large \( J \) regime, a decay of echo signal on time scale of a few microseconds was seen at \( B = 0.7 \) T. Comparison with results presented in Fig. 12 which show only visibility loss of less than one percent even at very large \( J \), clearly supports the main claim of Ref. 42 that charge noise (specifically the fluctuations of \( J \)) is the dominant source of dephasing in this experiment.

V. EXCHANGE GATE ERROR

So far we have focused on hf-induced decoherence for an \( S-T_0 \) qubit with a finite exchange splitting \( J \). In the case of single-spin qubits, exchange interaction plays the crucial role of generating two-qubit gates such as SWAP and Controlled-NOT gates. In this section we evaluate how hf-interaction affects the fidelity of such two-qubit gates. To allow a simple SWAP gate between two single-spin qubits, we assume there is no field gradient between the double dot: \( \theta_T = 0 \).

Let us first make a qualitative examination of the gate error problem. Recall that the magnitude of the exchange splitting \( J \) is generally between 0.1 and 10 \( \mu \)eV, corresponding to a gate time \( T_g \) between 40 and 0.4 ns. Comparing the short gate time with the decoherence times we have calculated in the previous two sections, the only factor that could significantly impact the fidelity of a SWAP gate within the \( S-T_0 \) subspace is the fluctuations in the Overhauser field difference, \( \delta \theta \). In the absence of a field gradient, \( S-T_0 \) states are affected by \( \delta \theta \) only at the second order level through \( H_A \), as we have shown in Sec. 11. On the other hand, the dephasing Hamiltonians for the polarized triplet states, \( H_T^\alpha \) and \( H_T^\beta \) [given by Eqs. (13) and (15) in Appendix B, respectively], do contain \( \delta \mu \), the fluctuations in the average Overhauser field. One can reason then that the SWAP gate fidelity would suffer much more severely if polarized triplet states are involved.

We focus on the fidelity of a SWAP gate in a two-electron DQD, which is defined as

\[
F \equiv \langle \psi_\text{in}| \hat{U}_{\text{SWAP}} \hat{\rho}_\text{out} \hat{U}_{\text{SWAP}}^\dagger |\psi_\text{in} \rangle,
\]
where $\rho_{\text{out}}$ refers to the output density matrix and $U_{\text{SWAP}}$ denotes the SWAP operation. The two qubits are initialized in $|\psi_{\text{in}}\rangle = |\psi_1\rangle \otimes |\psi_2\rangle$, where $|\psi_i\rangle = a_i |\uparrow\rangle + b_i |\downarrow\rangle$ with $i = 1, 2$. Note that the gate fidelity $F$ defined here is input-state-dependent. Furthermore, it can be easily generalized to the cases where the input state is represented by a density matrix instead of a pure state. In the current study, we only investigate a few representative examples instead of giving a comprehensive discussion. However, the results we present should already paint a clear picture on how hyperfine interaction affects the exchange gate fidelity in general.

Here, we focus on three types of input states: (1) a fully polarized state, for example $|\psi_{\text{in}}\rangle = |\uparrow\uparrow\rangle$; (2) an initial state in the $S$-$T_0$ subspace, for example, $|\psi_{\text{in}}\rangle = |\uparrow\downarrow\rangle$; (3) a general initial state that contains both the polarized and unpolarized two-spin eigenstates.

We start with a fully-polarized pure input state, $|\psi_{\text{in}}\rangle = |T_+\rangle$ or $|T_-\rangle$. For either of them, the gate fidelity always stays at 1, since $\hat{H}_{\text{hf}}$ does not mix two spin-up (spin-down) states, and the exchange gate does not change the state at all. If the input is a superposition of the two polarized triplet states, such as $(|T_+\rangle + |T_-\rangle)/\sqrt{2}$, the exchange gate again does not change the state of the triplet states, though the two states do dephase relative to each other because of the $\delta \mu$ term in $\hat{H}_{T_z}$, irrespective of whether the exchange gate is turned on or off.

When we have an input state in the $S$-$T_0$ subspace, it can be expressed as a linear combination of $|S\rangle$ and $|T_0\rangle$ with appropriate coefficients. For $|\psi_{\text{in}}\rangle = |\uparrow\downarrow\rangle = (|S\rangle + |T_0\rangle)/\sqrt{2}$, the gate fidelity $F_1$ takes the form

$$F_1 = \frac{1}{2} + \frac{1}{2} \text{Re} W_{ST_0}(t),$$

which also applies to the case of $|\psi_{\text{in}}\rangle = |\downarrow\uparrow\rangle$. We have studied the decoherence function $W_{ST_0}(t)$ in detail in Sec. III which decays due to the quasistatic longitudinal Overhauser field $\hat{H}_A$ and due to terms proportional to transverse Overhauser fields, $\hat{V}_{SS}$ and $\hat{V}_{\bar{g}}$. When the nuclear bath is not narrowed, $\hat{H}_A = -\theta^2/J$ is the leading dephasing mechanism for smaller $J$ (cf. Figs. 3 and 7 for GaAs and Si, respectively). The resulting gate fidelity can be approximated as (for simplicity, we assume a square pulse of $J$ with a SWAP gate time of $T_g = \pi/J$)

$$F_1 \approx \frac{1}{2} + \frac{1}{2} \text{Re} W_A(T_g) \approx 1 - \frac{3\pi^2\sigma_4^2}{16J^2},$$

and the gate error is

$$1 - F_1 = \frac{3\pi^2\sigma_4^2}{16J^2} = \frac{3\pi^2n_F^2\sigma_4^2}{4J^2}.$$

There are two interesting features here. First, the gate error is inversely proportional to $J^4$. Thus the larger the $J$, the smaller the gate error (although the charge noise induced error would more likely be the dominant factor for larger $J$ values, and $J$ should be smaller than $J_{\text{max}} \sim 0.64\mu_T$ in order for $\hat{V}_{SS}$-induced dephasing to dominate over $\hat{V}_{SS}$-induced one, as shown in Sec. III). Second, narrowing of the nuclear bath (i.e., reducing $n_F$) can help the gate fidelity quite dramatically $1 - F_1 \propto \frac{n_F^2}{J^2}$. In Fig. 13 we plot the SWAP gate error $1 - F_1$ with the input state $|\psi_{\text{in}}\rangle = |\uparrow\downarrow\rangle$ as a function of the exchange splitting $J$. Both the strong $J$ dependence and the strong $n_F$ dependence are clearly illustrated.

In more general cases, $|\psi_{\text{in}}\rangle$ contains both polarized and unpolarized two-spin states (and it does not have to be a product state either). Dephasing between the polarized triplet states and the unpolarized states becomes relevant. Different from the $S_z = 0$ subspace, where $\hat{H}_A$ is the leading cause for dephasing, here it is the average Overhauser field $\delta \mu$ that leads to inhomogeneous broadening and dominates dephasing. In GaAs this inhomogeneous broadening leads to a $T_2^*$ time in the order of 10 ns, which trumps all other dephasing mechanisms due to higher-order terms in the effective Hamiltonian from Eqs. (22) and (23). For example, for an initial state $|\psi_{\text{in}}\rangle = \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)$, using the classical averaging procedure we employed in previous sections we obtain the SWAP gate fidelity as

$$F_2 \approx \frac{3}{8} + \frac{e^{-T_g^2/\tau_\mu}}{2} + \frac{e^{-4T_g^2/\tau_\mu}}{8} \approx 1 - \frac{T_g^2}{T_\mu^2},$$

where $T_\mu$ is the characteristic time due to the inhomogeneous broadening effect from $\delta \mu$,

$$T_\mu = \frac{\sqrt{\frac{3\pi^2}{\sigma_4^2 + \sigma_\perp^2}}}{n_F\sigma_\perp} = \frac{\sqrt{\frac{3\pi^2}{\sigma_4^2 + \sigma_\perp^2}}}{n_F\sigma_\perp}. (104)$$

Here we have assumed that $\sqrt{\sigma_4^2 + \sigma_\perp^2} = n_F\sigma_\perp$, i.e., we include the possibility of the narrowing of the Overhauser field distribution in each of the dots separately. Note that this is distinct from the previously considered case of narrowing of Overhauser field difference between the two dots, leading to our introduction of a narrowing factor $n_F^*$ instead of $n_F$ used before. Narrowing of this difference (i.e., decreasing $\sigma_\perp$, the standard deviation of the field difference, from its natural value by a factor of $n_F$) can occur when no narrowing of the field distribution in the $|\downarrow\uparrow\rangle$ state is present — only a correlation between the $z$ components of the Overhauser field in L and R dots is needed. Keeping this in mind, we see that the gate error takes a simple form of

$$1 - F_2 = \frac{T_g^2}{T_\mu^2} \approx \frac{\pi^2(n_F^*)^2\sigma_\perp^2}{J^2}. (105)$$

Since $\sigma_\perp$ is on the order of 0.1 $\mu$eV for GaAs, the exchange coupling $J$ needs to be much larger than 1 $\mu$eV for the gate error to be manageable in the context of quantum information processing. In Fig. 13 we show our results of $1 - F_2$ as a function of $J$ for the input state given above. Comparing to the curves for the initial state in the $S$-$T_0$ subspace, the gate error here has a
larger magnitude and a weaker $J$ dependence. This difference comes from the fact that $1 - F_1$ is dominated by $H_A = \delta J^2/J$, while $1 - F_2$ is dominated by $\delta \mu$ in $H_{T_z}$.

In short, while high-fidelity exchange gate can be obtained when an input state is in the $S$-$T_0$ subspace, gate error is generally larger for an input state containing unpolarized states, dominated by the inhomogeneous broadening from the quasistatic nuclear spin reservoir. Since the later type of input states is the norm rather than the exception, the upper two curves in Fig. 13 are more representative of the qualitative behavior of a general input state. Furthermore, the numerical coefficient for the gate error $1 - F$ is input-state-dependent: it is determined by the weight of $|T_\pm\rangle$ within the input state. Finally, it is also important to point out that our consideration in this section assumes the simplest implementation of the SWAP gate. As pointed out in Refs. 82,83, pulse shaping and other means can be employed to reduce the sensitivity of an exchange gate to the Overhauser field fluctuations.

VI. SUMMARY AND CONCLUSIONS

With the aim of helping to understand experiments related to $S$-$T_0$ qubits and single-spin qubits, we have performed a theoretical study of hyperfine-interaction-induced dephasing for two electron spins in a double quantum dot at finite $S$-$T_0$ splitting $J$. For the $S$-$T_0$ qubit, we evaluate various hf-induced dephasing terms between the singlet $S$ and the unpolarized triplet state $T_0$, and identify the dominant dephasing channels. Specifically, we find that in the absence of a magnetic field gradient across the DQD, inhomogeneous broadening for an $S$-$T_0$ qubit is significantly suppressed relative to a single spin qubit, with the most significant source of inhomogeneous broadening being the $H_A$ term, proportional to the square of the fluctuations of the longitudinal Overhauser field difference between the dots. Another important decoherence channel is the $\hat{V}_{SS}$ term, which originates from dressing of the singlet state by the polarized triplets due to transverse Overhauser field. Throughout a wide range of parameters, these two terms compete for the role of the dominant source of decoherence, leading to a predicted non-monotonic dependence of the $T_2$ dephasing time on $J$.

The physical picture changes when there is a finite magnetic field gradient across the double dot. The gradient dictates that the two-spin eigenstates are now superpositions of the singlet and unpolarized triplet states, and there is a finite electron spin polarization in each of the two quantum dots. Random longitudinal Overhauser field difference can now cause dephasing between the two-spin eigenstates, in analogy to inhomogeneous broadening in a single spin qubit. In other words, the $S$-$T_0$ encoding acquires more of a single-spin-qubit decoherence characteristics as the singlet-triplet mixing increases. This increased hf-induced dephasing is the price that one has to pay for having two-axis control (with the $x$ axis rotations provided by the field gradient) over the $S$-$T_0$ qubit.

We have also considered the Hahn echo experiment in which the superposition of $S$ and $T_0$ states evolves at finite $J$, while being subject to a $\pi$-pulse (generated by a built-in gradient of the effective magnetic field between the dots, which drives the rotation when $J$ is suppressed for a chosen time) in the middle of the evolution period (for a recent experiment see Ref. 42). The dynamics of the echo signal is due to the transverse Overhauser field terms, which lead to appearance of oscillations (closely related to the ones predicted31,32 and observed33 in the $J \approx 0$ regime), the amplitude of which increases as the applied magnetic field is lowered. The observation of such oscillations in a Hahn echo experiment in the large $J$ regime would be a clear signal of achieving a strong suppression of the charge noise (causing fluctuations of $J$) in the system. A nonmonotonic dependence of the characteristic free-evolution decoherence time $T_2$ on $J$ (with the maximal coherence time seen at $J_{\text{max}} \approx 0.64 \mu_T$) is another predicted experimental feature signifying the dominance of hyperfine mechanisms of decoherence in the system.

We have also studied hf-induced gate errors in an exchange-gate for two single-spin qubits, with a particular focus on the SWAP gate. For a general input state, having a non-negligible component of polarized triplet states, inhomogeneous broadening from the longitudinal Overhauser field is the dominant source of gate errors. By exploring several typical initial states, we are able to obtain the dependence of the gate errors on $J$ and the standard deviation of the distribution of the Overhauser fields in the two dots. The obtained results show that for realistic multiquubit operations with single-spin qubits,
the fluctuations of longitudinal Overhauser field remain a serious source of computation errors and control schemes focused on mitigating these errors by exploiting the quasistatic nature of the Overhauser field fluctuation, similar to the ones presented in Refs. 52,53 for single qubit operations, should be seriously considered. This necessitates a generalization of the currently proposed techniques for noise-resistant single qubit operations to the multiqubit case, which is still very much in its infancy.\(^{22}\)

While our calculations are focused on two coupled spin qubits, the lessons we have learned should be useful for analysis of decoherence of multiple coupled qubits. For example, our results on the S-T\(_0\) qubit in the absence of field gradient indicate that electron interaction and symmetry can help suppress decoherence, in the same manner as decoherence-free subspace, even though contact hyperfine coupling is a completely local interaction. On the other hand, if the symmetries are broken, whether by intrinsic or extrinsic inhomogeneities, the coherence properties of the overall interacting system is more similar to an ensemble of individual components. Nevertheless, based on our results for S-T\(_0\) decoherence, we may speculate that dephasing between two states of a coupled \(n\)-qubit system should generally be slower than the dephasing of two states of an uncoupled \(n\)-qubit system.
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Appendix A: POSSIBLE WAYS TO MEASURE THE S-T\(_0\) COHERENCE AT LARGE EXCHANGE SPLITTING J IN GATED DQDS

With full control over the S-T\(_0\) qubit available\(^{22}\), a measurement of coherence between S and T\(_0\) states can be performed at nonzero \(J\) in the following way (which in fact has been recently realized in Ref. 42). Using the \(x\) rotations (enabled by a nanomagnet located close to the DQDs\(^{0,16,45,66}\) or a pre-established gradient of the nuclear polarization between the two dots\(^{18,46}\), one can rotate the \(S\) state initialized in a standard way\(^{20,21}\) into a superposition of \(S\) and \(T_0\) (such as \(|\pm Y\rangle = (|S\rangle \pm i |T_0\rangle)/\sqrt{2}\) states), and then set \(J\) to be much larger than the \(\theta_T\) term. At such a large \(J\), the influence of the environment is expected to lead only to pure dephasing of the superposition of states — the diagonal elements \(\rho_{SS}\) and \(\rho_{T_0T_0}\) of the reduced density matrix of the qubit are conserved, while the off-diagonal elements, \(\rho_{ST_0} = \rho_{T_0S}\) can decay due to fluctuations of the energy splitting of the \(S\) and \(T_0\) states. After letting the state freely evolve for time \(t\), one can then measure the degree of coherence (i.e., \(\rho_{SST_0}\)) by performing a state rotation which would bring the qubit back to the \(S\) state provided that the actual state after time \(t\) is the same as the initial one. Subsequent measurement of the singlet return probability \(P_S(t)\) is a measure of how much dephasing occurred in time \(t\).

The coherence-measurement protocol can be formalized as follows, assuming a constant finite \(\theta_T\). The qubit is first initialized into the singlet \(S\) state\(^\dagger\). At \(t = 0\), a \((\pi/2)_x\) pulse is applied (by pulsing the DQD to the \(J \ll \theta_T\) regime and staying there for a period of time \(\tau\), such that \(\theta_T\tau = \pi/4\), so that the qubit is rotated to the initial state of \(|-Y\rangle\). The DQD is then kept in the large-\(J\) regime and evolve freely for a time period \(t\). After this time another \((3\pi/2)_x\) rotation is performed, and subsequently, the singlet probability \(P_S(t)\) is read out by charge sensing using the Pauli spin blockade.\(^{20}\) We assume that all the gate operations here take negligible time compared to the free-evolution time \(t\). The singlet probability \(P_S(t)\) is defined as

\[ P_S(t) = \text{Tr} [ |S\rangle \langle S | \hat{\rho}(t) ] , \tag{A1} \]

where the final density matrix is given by

\[ \hat{\rho}(t) = \hat{U}_{3\pi/2, x} e^{-i\hat{H}_I t} \hat{\rho}_I(0) \otimes \hat{\rho}_I(0) e^{i\hat{H}_I t} \hat{U}_{3\pi/2, x} , \tag{A2} \]

with \(\hat{\rho}_I(0)\) and \(\hat{\rho}_I(0)\) being the initial density matrices of the qubit and the nuclear bath, respectively, and \(\hat{U}_{3\pi/2} = -(1+i\hat{\sigma}_y)/\sqrt{2}\) being the unitary transformation corresponding to the final rotation of the qubit’s state. After simple manipulations we obtain

\[ P_S(t) = \frac{1}{2} + \frac{1}{4} \text{Tr} \left( \hat{\rho}_I(0) e^{i\hat{H}_I t} \hat{\sigma}_y e^{-i\hat{H}_I t} \hat{\sigma}_y \right) . \tag{A3} \]

Since the DQD Hamiltonian is a pure dephasing one at large \(J\), \(\hat{H} = \hat{H}_S |S\rangle \langle S | + \hat{H}_{T_0} |T_0\rangle \langle T_0 |\) (where \(\hat{H}_S, \hat{H}_{T_0}\) are operators in the Hilbert space of the nuclear bath), we obtain

\[ P_S(t) = \frac{1}{2} + \frac{1}{4} \text{Re} W_{ST_0}(t) , \tag{A4} \]

where

\[ W_{ST_0}(t) \equiv \rho_{ST_0}^Q(t) = \text{Tr}_I \left( \hat{\rho}_I(0) e^{i\hat{H}_I t} e^{-i\hat{H}_S t} \right) . \tag{A5} \]

In other words, the time evolution of the singlet probability \(P_S(t)\) carries the complete information of the S-T\(_0\) coherence \(W_{ST_0}(t)\).

In the absence of a controlled \(\theta_T\) gradient field, it is still possible to create an initial state being a superposition of \(|S\rangle\) and \(|T_0\rangle\) by initializing the \((0, 2)\) state, and then adiabatically lowering \(J\), so that the state obtained at \(J \ll \sigma_z\) in the \((1, 1)\) charge regime is an eigenstate of the electron-nuclear-spin Hamiltonian.\(^{13}\) Depending on the sign of the
expectation value of \( \hat{\theta} \), one of the \(|\pm X\rangle = (|S\rangle \pm |T_0\rangle) / \sqrt{2} \) states is created. The \( S-T_0 \) splitting can then be rapidly increased to a finite value \( J \), and the DQD system is allowed to evolve freely for time \( t \). After this evolution \( J \) is again rapidly reduced to very low values, such that the state is projected onto the two-electron product state basis. Subsequently the DQD is adiabatically swept to the state is projected onto the two-electron product state. A calculation similar to the one given above gives us

\[
P_S(t) = \frac{1}{2} + \frac{1}{4} \text{Tr} \left( \hat{\rho}_I(0) \hat{\sigma}_x e^{iHt} \hat{\sigma}_x e^{-iHt} \right).
\]

If we now make the pure-dephasing approximation for the Hamiltonian, we arrive again at Eq. (A4).

**Appendix B: DERIVATION OF HYPERFINE COUPLING HAMILTONIAN**

To focus on the coupled electron-nuclear-spin dynamics, we project the hyperfine interaction onto the lowest-energy two-electron states and obtain Eq. (4) in the main text. The basis states are the ground singlet and triplet states:

\[
|S\rangle = \frac{|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle}{\sqrt{2}} \otimes \psi_S(r_1, r_2),
\]

\[
|T_0\rangle = \frac{|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle}{\sqrt{2}} \otimes \psi_{AS}(r_1, r_2),
\]

\[
|T_+\rangle = |\uparrow\uparrow\rangle \otimes \psi_{AS}(r_1, r_2),
\]

\[
|T_-\rangle = |\downarrow\downarrow\rangle \otimes \psi_{AS}(r_1, r_2).
\]

Here, \( \psi_{AS}(r_1, r_2) \) denotes the (anti-)symmetric combination of the orbital envelopes \( \Psi_L(r) \) and \( \Psi_R(r) \),

\[
\psi_S(r_1, r_2) = \frac{[\Psi_L(r_1)\Psi_R(r_2) + \Psi_R(r_1)\Psi_L(r_2)]}{\sqrt{\nu_0} \sqrt{2(1 + |\chi|^2)}},
\]

\[
\psi_{AS}(r_1, r_2) = \frac{[\Psi_L(r_1)\Psi_R(r_2) - \Psi_R(r_1)\Psi_L(r_2)]}{\sqrt{\nu_0} \sqrt{2(1 - |\chi|^2)}}.
\]

To calculate the hf matrix element, we need to first evaluate the matrix elements of the \( \delta \)-functions. Specifically,

\[
\langle \psi_S | A_{\alpha[i]} \nu_0 \delta(r_k - R_i) | \psi_{AS} \rangle = \int dr_1 \int dr_2 \frac{A_{\alpha[i]} \nu_0 \delta(r_k - R_i)}{2 \sqrt{1 - |\chi|^2}} \left[ |\Psi_L(r_1)\Psi_R(r_2) + \Psi_R(r_1)\Psi_L(r_2)|^2 - |\Psi_R(r_1)\Psi_L(r_2) - \Psi_L(r_1)\Psi_R(r_2)|^2 \right] \equiv (-1)^{k+1} B_i(\chi), \quad k = 1, 2.
\]

\[
\langle \psi_{AS} | A_{\alpha[i]} \nu_0 \delta(r_k - R_i) | \psi_{AS} \rangle \equiv C_i(\chi) = \frac{1}{2(1 - |\chi|^2)} A_{\alpha[i]} \left[ |\Psi_L(R_i)|^2 - |\Psi_R(R_i)|^2 - 2 \text{Im} \left[ \chi^* \Psi_L^* (R_i) \Psi_R(R_i) \right] \right],
\]

\[
\langle \psi_S | A_{\alpha[i]} \nu_0 \delta(r_k - R_i) | \psi_S \rangle = D_i(\chi) = \frac{1}{2(1 + |\chi|^2)} A_{\alpha[i]} \left[ |\Psi_L(R_i)|^2 + |\Psi_R(R_i)|^2 - 2 \text{Re} \left[ \chi^* \Psi_L^* (R_i) \Psi_R(R_i) \right] \right].
\]

In contrast to \( B_i(\chi) \), \( C_i(\chi) \) and \( D_i(\chi) \) are both symmetric in \((r_1, r_2)\).

Writing \( \mathbf{S}_k \cdot \mathbf{I}_i = S_k^z I_i^z + \frac{1}{2}(S_k^+ I_i^- + S_k^- I_i^+) \), we can now evaluate the hf matrix elements straightforwardly. For example,

\[
\langle S | \hat{H}_{hf} | T_0 \rangle = \sum_{k=1,2} \sum_i A_{\alpha[i]} \nu_0 \delta(r_k - R_i) \langle \psi_{AS} | \left( \uparrow \downarrow | S_k^z I_i^z | \uparrow \downarrow \rangle - (\downarrow \uparrow | S_k^z I_i^z | \downarrow \uparrow \rangle \right) \rangle
\]

\[
= \sum_i B_i(\chi) I_i^z.
\]
The generalized form of the complete hf coupling matrix is then:

\[
\hat{H}_{hf}(\chi) = \sum_i \begin{pmatrix}
0 & B_i(\chi)I_i^x & -B_i(\chi)I_i^z \\
B_i(\chi)I_i^x & \frac{\rho_i(\chi)}{\sqrt{2}} I_i^x & 0 \\
B_i(\chi)I_i^z & 0 & \frac{\rho_i(\chi)}{\sqrt{2}} I_i^z \\
\end{pmatrix} .
\]  

(B7)

In Eq. (B7), we can neglect terms containing \( \chi \) and/or \( \Psi_L(R_i)\Psi_R^*(R_i) \). This approximation is justified because the number of nuclei in the overlapping region is very small, and their interaction with the electron very weak (as they are located in the tail regions of both orbitals). After some simple algebra we find, for instance,

\[
\langle S | \hat{H}_{hf} | T_0 \rangle \approx \sum_i \frac{1}{2}(A_i^L - A_i^R)I_i^z = \sum_i B_i I_i^z .
\]  

(B8)

The rest of the hf matrix elements can be obtained in a similar manner. With a negligible \( \chi \), the hf coupling matrix can be approximated as Eq. (I).

**Appendix C: Semiclassical Approach to the Overhauser Fields and the Dephasing Induced by Averaging Over Them**

The slow dynamics and the large numbers of nuclear spins in a quantum dot makes a semiclassical description of their average effect possible. Indeed, it has been pointed out\(^{34}\) that at the short-time limit, before the electron-mediated nuclear dynamics causes any significant effects on the nuclear spin dynamics, a semiclassical description that account for only the Larmor precession of the nuclear spins is sufficient to explain most experimental observations. Here we give a brief summary of the semiclassical picture of the Overhauser fields, and estimate the magnitude of various hf-related terms appearing in our effective Hamiltonians.

We write the Overhauser operator as \( \hat{h}_{L/R} = \sum_i A_i^{L/R}I_i \) and treat its mean field average as a classical field \( \bar{h}_{L/R} \). The transverse Overhauser operator is given by \( \bar{h}_{L/R}^{\perp} = \bar{h}_{L/R}^{\perp} + i \bar{h}_{L/R}^{y} \). In the classical limit, neglecting the possibility of a finite bath polarization, \( \bar{h}_{L/R}^{\perp} \approx (\bar{h}_{L/R}^{\perp})^2 + (\bar{h}_{L/R}^{y})^2 \). The classical expressions for the hf-related terms in the effective Hamiltonian are then:

\[
\theta = \frac{1}{2}(\bar{h}_{L}^{\perp} - \bar{h}_{R}^{\perp}) ,
\]

(C1)

\[
V_{SS} = \frac{1}{4}\mu_{T}^{2} - J^{2} (\bar{h}_{L}^{\perp} - \bar{h}_{R}^{\perp})^2 = v_{ss}(\bar{h}_{L}^{\perp} - \bar{h}_{R}^{\perp})^2 ,
\]

(C2)

\[
V_{S,T_{0}} = -\frac{1}{8}\frac{J}{\mu_{T}} + \frac{\mu_{T}}{\mu_{T}^{2} - J^{2}} [(\bar{h}_{L}^{z})^2 - (\bar{h}_{R}^{z})^2] - \frac{J}{4\mu_{T}^{2} - J^{2}} \cdot (\bar{h}_{L}^{z} \times \bar{h}_{L}^{z}) ,
\]

(C3)

\[
H_{A} = -\frac{1}{4J}(\bar{h}_{L}^{y} - \bar{h}_{R}^{y})^2 ,
\]

(C4)

\[
V_{\theta} = \frac{1}{8J}(\frac{1}{\mu_{T}} + \frac{\mu_{T}}{\mu_{T}^{2} - J^{2}})(\bar{h}_{L}^{z} - \bar{h}_{R}^{z}) [(\bar{h}_{L}^{z})^2 - (\bar{h}_{R}^{z})^2]
\]

(C5)

Replacing \( (\bar{h}_{L}^{z} - \bar{h}_{R}^{z})^2 / 2\sigma_{z} \) by \( \sigma_{z} \), and \( |\bar{h}_{L}^{z}| \) by \( \sigma_{z} \), we can estimate the typical magnitude of these terms.

The semiclassical calculation of dephasing due to the above terms amounts to Gaussian averages with respect to distribution from Eq. (I3) of the phases corresponding to various terms given above. For example, the \( S-T_{0} \) dephasing function due to \( V_{SS} \) is given by

\[
W_{SS}^{cl}(t) = \int \frac{d^{2}\bar{h}_{L}^{z}}{2\pi\sigma_{z,L}^{2}} e^{-\frac{(\bar{h}_{L}^{z})^2}{2\sigma_{z,L}^{2}}} \int \frac{d^{2}\bar{h}_{R}^{z}}{2\pi\sigma_{z,R}^{2}} e^{-\frac{(\bar{h}_{R}^{z})^2}{2\sigma_{z,R}^{2}}}
\]

\[
\times \exp \left[ -iv_{ss}t(\bar{h}_{L}^{z} - \bar{h}_{R}^{z})^2 \right] .
\]  

(C6)

Keeping in mind that \( \sigma_{z}^{2} = \sigma_{z,L}^{2} + \sigma_{z,R}^{2} \), we calculate the Gaussian integrals and obtain the expression for \( W_{SS}^{cl}(t) \), which turns out to be equal to the one given in Eq. (I6). In other words, the semiclassical calculation of dephasing due to \( V_{SS} \) is equivalent to neglecting the Larmor precession of nuclear spins in the RDT calculation given in the main text.

Similarly, the dephasing function due to \( V_{\theta} \) is given by

\[
W_{\theta}^{cl}(t) = \int \int \frac{d\bar{h}_{L}^{z}}{2\pi\sigma_{z,L}^{2}} \frac{d\bar{h}_{R}^{z}}{2\pi\sigma_{z,R}^{2}} e^{-\frac{(\bar{h}_{L}^{z})^2}{2\sigma_{z,L}^{2}}} e^{-\frac{(\bar{h}_{R}^{z})^2}{2\sigma_{z,R}^{2}}}
\]

\[
\times W_{L}(\bar{h}_{L}^{z},\bar{h}_{R}^{z}) W_{R}(\bar{h}_{L}^{z},\bar{h}_{R}^{z})
\]  

(C7)

with

\[
W_{L}(\bar{h}_{L}^{z},\bar{h}_{R}^{z}) = \int \frac{d\bar{h}_{L}^{z}}{2\pi\sigma_{z,L}^{2}} \frac{d\bar{h}_{R}^{z}}{2\pi\sigma_{z,R}^{2}} e^{-\frac{(\bar{h}_{L}^{z})^2}{2\sigma_{z,L}^{2}}} e^{-\frac{(\bar{h}_{R}^{z})^2}{2\sigma_{z,R}^{2}}}
\]

\[
\times e^{-2iv_{\theta}\Delta h^{z}(\bar{h}_{L}^{z})^2 + (\bar{h}_{R}^{z})^2} .
\]  

(C8)

The expression for \( W_{R} \) is analogous, only with the sign in front of \( v_{\theta} \) inverted. After carrying out the integrals in \( W_{L} \) and \( W_{R} \), we obtain

\[
W_{L/R}(\bar{h}_{L}^{z},\bar{h}_{R}^{z}) = \frac{1}{1 + 4iv_{\theta}\Delta h^{z}\sigma_{L/R}^{2}} .
\]  

(C9)

The decoherence function for a fixed value of \( \Delta h^{z} = 2\theta \) can be obtained by multiplying the two expressions
above. Since the coherence decay is faster when $\Delta h^2$ is larger, we find the lower bound for the decay time by replacing $\Delta h^2$ with $2\sigma_z$. Assuming dots of equal sizes, we obtain the expression for $W^{(1)}_{\text{cl}}(t)$ that is identical to the short-time (or single-isotope) result from Eq. (66).

In both calculations here, we have neglected any non-trivial effects that the bath polarization can have on the free induction decay signal. These effects, discussed in Ref. [85], cannot be captured by the semiclassical approximation. However, at small nuclear polarizations considered in this paper, they amount to a rather small quantitative change in decay time scale, which justifies our approximation of neglecting them.

Appendix D: THD DISTRIBUTION OF HYPERFINE COUPLINGS DEPENDENT ON THE WAVE-FUNCTION SHAPE

In the study of coupled electron-nuclear spin dynamics, we often need to evaluate moments of the hyperfine interaction. Here we discuss the wave-function dependence of these moments. For example, the $n$th moment can be written as a sum over the nuclear index $i$ as

$$\sum_i A_i^n = \sum_\alpha n_\alpha A_\alpha^n \sum_u |\Psi(r_u)|^2 2^n ,$$

$$= \sum_\alpha n_\alpha A_\alpha^n \int \rho(\xi) d\xi , \quad \text{(D1)}$$

where the index $u$ labels the Wigner-Seitz (WS) unit cells, and $\nu_0$ is the volume of the WS unit cell. The envelope wavefunction is normalized as $\int |\Psi(r)|^2 = \nu_0$, and the function $\rho(\xi)$ parametrizes the “density of states” of Hf couplings.

$$\rho(\xi) = \frac{1}{\nu_0} \int \delta(\xi - |\Psi(r)|^2) \, d^3r . \quad \text{(D2)}$$

As an example, if we assume that the envelope wavefunction is a two-dimensional Gaussian:

$$\Psi(r) = \frac{\sqrt{\nu_0}}{\sqrt{\pi} a L} \exp(-z^2 + y^2)/2L^2 \Theta(a/2 - |z|) , \quad \text{(D3)}$$

we have

$$\rho(\xi) = \frac{N_\psi}{2\xi} \Theta \left( \frac{2}{N_\psi} - \xi \right) , \quad \text{(D4)}$$

where

$$N_\psi = \frac{1}{\sum_u |\Psi(r_u)|^2} = \frac{2\pi a L^2}{\nu_0} . \quad \text{(D5)}$$

As an example application, let us use the above $\rho(\xi)$ to calculate the quantity appearing in Sec. IIIA

$$\sum_u |\Psi(r_u)|^\xi = \int \xi^\xi \rho(\xi) d\xi = \frac{2}{N_\psi} . \quad \text{(D6)}$$

The prefactor 2 here depends on the exact shape of the wavefunction, but the $\sim N_\psi^{-3}$ scaling is a general result.

Appendix E: EFFECTIVE DEPHASING HAMILTONIANS BEYOND THE $S$-$T_0$ SUBSPACE

For single-spin qubits, exchange interaction is used to perform two-qubit gates and to transport spin states$^4$. In these operations, generally, all four two-spin states are involved. For simplicity, we assume there is no intentional field gradient between the neighboring quantum dots ($\theta_T = 0$). The presence of a field gradient would complicate gates such as a simple SWAP. Under these conditions, the effective dephasing Hamiltonians in the two-spin Hilbert space can be written as

$$\hat{H}_{ST} = \hat{H}_S |S\rangle \langle S| + \hat{H}_{T_0} |T_+\rangle \langle T_+|$$

$$+ \hat{H}_{T_+} |T_0\rangle \langle T_0| + \hat{H}_{T_-} |T_-\rangle \langle T_-| , \quad \text{(E1)}$$

where

$$\hat{H}_S = -J + \hat{H}_A - \frac{1}{2(\mu_T + J)} \sum_{i,j} B_i B_j I_i^- I_j^+$$

$$+ \frac{1}{2(\mu_T - J)} \sum_{i,j} B_i B_j I_i^+ I_j^- = -J + \hat{H}_A + \hat{V}_{SS} + \hat{H}_B , \quad \text{(E2)}$$

$$\hat{H}_{T_+} = -\mu_T + \hat{\mu} - \frac{1}{2\mu_T} \sum_{i,j} C_i C_j I_i^- I_j^+$$

$$- \frac{1}{2(\mu_T - J)} \sum_{i,j} B_i B_j I_i^- I_j^+ \quad \text{(E3)}$$

$$\hat{H}_{T_0} = -\hat{H}_A - \frac{1}{2\mu_T} \sum_{i,j} C_i C_j I_i^- I_j^+$$

$$+ \frac{1}{2\mu_T} \sum_{i,j} C_i C_j I_i^+ I_j^- = -\hat{H}_A + \hat{H}_C , \quad \text{(E4)}$$

$$\hat{H}_{T_-} = \mu_T - \hat{\mu} + \frac{1}{2(\mu_T + J)} \sum_{i,j} B_i B_j I_i^- I_j^+$$

$$+ \frac{1}{2\mu_T} \sum_{i,j} C_i C_j I_i^+ I_j^- \quad \text{(E5)}$$

$$\hat{H}_A = -\frac{\hat{\mu}^2}{J} . \quad \text{(E6)}$$

This is the Hamiltonian we use to calculate the exchange gate errors due to hyperfine interaction with nuclear spins in Sec. V.
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