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ABSTRACT
Ranking is a fundamental and widely studied problem in scenarios such as search, advertising, and recommendation. However, joint optimization for multi-scenario ranking, which aims to improve the overall performance of several ranking strategies in different scenarios, is rather untouched. Separately optimizing each individual strategy has two limitations. The first one is lack of collaboration between scenarios meaning that each strategy maximizes its own objective but ignores the goals of other strategies, leading to a sub-optimal overall performance. The second limitation is the inability of modeling the correlation between scenarios meaning that independent optimization in one scenario only uses its own user data but ignores the context in other scenarios.

In this paper, we formulate multi-scenario ranking as a fully cooperative, partially observable, multi-agent sequential decision problem. We propose a novel model named Multi-Agent Recurrent Deterministic Policy Gradient (MA-RDPG) which has a communication component for passing messages, several private actors (agents) for making actions for ranking, and a centralized critic for evaluating the overall performance of the co-working actors. Each scenario is treated as an agent (actor). Agents collaborate with each other by sharing a global action-value function (the critic) and passing messages that encodes historical information across scenarios. The model is evaluated with online settings on a large E-commerce platform. Results show that the proposed model exhibits significant improvements against baselines in terms of the overall performance.
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1 INTRODUCTION
Nowadays, most large-scale online platforms or mobile Apps have multiple scenarios that may involve services such as search, advertising, and recommendation. There are some well-known platforms of different kinds. Taobao is an E-commerce platform where users can search for and buy products through querying, bookmarking, or recommendation. Yahoo! is a comprehensive web site where users can read news, watch movies, make shopping, and more. One of the common features of these services is that ranking strategy serves as a fundamental function to provide a list of ranked items to users. Machine learning techniques have been widely applied in optimizing these ranking strategies [8, 28, 32, 50] to facilitate better services for search, advertising, or recommendation.

However, ranking strategy in one scenario only optimizes its own metric, without considering the correlation between scenarios (or applications). In these platforms, strategies in different scenarios may be developed by different teams, and optimized by different methods with different metrics. Such metrics may include Click Through Rate (CTR), Conversion Rate (CVR), and Gross Merchandise Volume (GMV). However, separate optimization of single scenario cannot guarantee the globally optimal performance of the entire platform. Instead, if the strategies in different scenarios can work collaboratively, we can expect a better overall performance. Let’s illustrate this with a toy example. In a long beach, as shown in Figure 1, there are two sellers (denoted by A and B), located at different positions for selling their snacks. The top figure indicates the initial location, where people on the left side of the beach buy snacks at A and people on the right at B. The middle figure shows that when A moves right, he can sell more snacks (A can cover more people than B). Similar cases to B. The bottom figure indicates an optimal solution to this non-cooperative game, where the two sellers compete with each other and they are both at the center.
of the beach. However, this is a definitely sub-optimal solution if we want to optimize the total income of the two sellers, as some people (in grey) are beyond the scope of them.

This simple example demonstrates that collaboration between scenarios in a system is extremely important if the objective is to optimize the total return of the system. This is also the case for E-commerce platforms which have many different scenarios in service. In a large E-commerce platform, we indeed observed competitor behaviors: increasing CTR in product search drops that in search advertisement systems, and increasing GMV in main search (the entrance search service of the system) may drop that in-shop search (the search service within a certain shop). The famous Cournot model [11] can be another example, denoting that if there are more than one oligarch in the market, the total revenue becomes more if the oligarchs are cooperative with each other, but less if they are competitive. When ranking strategies in different scenarios are optimized independently but not collaboratively, each strategy maximizes its own objective but ignores the goals of other strategies, leading to a sub-optimal overall performance. We term this issue as the lack of collaboration between scenarios.

Another limitation caused by independent optimization exists in the inability of modeling the correlation between scenarios. The user behaviors in different scenarios are correlated and indicative of what they are looking for, which is valuable for optimizing ranking algorithms. Our investigation, on a corpus which consists of user logs of millions of users from Taobao (a large E-commerce platform in China), shows that 25.46% switches from main search to in-shop search and 9.12% switches from in-shop search to main search. In addition, scenario switch not only happens between main search and in-shop search, but also among other scenarios such as main search, advertising, and recommendation. Undoubtedly, independent optimization in one scenario only uses the partial information (the data within its own scenario) of the user behavior data, which may lead to suboptimal performance.

In order to deal with the above limitations, we propose a novel model for joint multi-scenario ranking in this paper. The model jointly optimizes ranking strategies for different scenarios through collaboration. In detail, different ranking strategies in a system share an identical goal. The ranking results in one scenario are based on the previous ranking results and user behaviours from all other scenarios. In this way, the ranking strategies collaborate with each other by sharing the same goal; and since each strategy has access to all historical user data across different scenarios, the algorithm within a scenario can make full use of the complete user context.

We cast the multi-scenario ranking task as a fully cooperative, partially observable, multi-agent sequential decision problem. The sequential process works as follows: a user enters a scenario, and browses, clicks or buys some items, and then the search system (the model) changes its ranking strategy by adjusting the ranking algorithm when the user navigates into a new scenario or issues a new request. The process is repeated until the user leaves the system. Thus, the current ranking decision definitely affects the following decisions.

We propose a novel model named Multi-Agent Recurrent Deterministic Policy Gradient (MA-RDGP). Each ranking strategy in one scenario is treated as an agent. Each agent takes local observations (user behavior data) and makes local actions for ranking items with its private actor network. Different agents share a global critic network to enable them to accomplish the same goal collaboratively. The critic network evaluates the future overall rewards starting from a current state and taking actions. The agents communicate with each other by sending messages. The messages encode historical observations and actions by a recurrent neural network such that agents have access to all historical information. In this manner, our model can optimize ranking strategies in multiple scenarios jointly and collaboratively, and utilizes the complete user behavior data across different scenarios.

The contributions of this paper include:

- We formulate multi-scenario ranking (or optimization) as a fully cooperative, partially observable, multi-agent sequential decision problem.
- We propose a novel, general multi-agent reinforcement learning model named Multi-Agent Recurrent Deterministic Policy Gradient. The model enables multiple agents (each corresponding to a scenario) to work collaboratively to optimize the overall performance.
- We evaluate the model with online settings in Taobao, a large online E-commerce platform in China. Results show our model has advantages over strong baselines (Learning-to-rank models).

2 BACKGROUND

2.1 Ranking Strategy

Learning to rank (L2R) [33] has been widely applied to deploy ranking strategies in many online platforms. The basic idea of L2R models is that the ranking strategy can be learned and optimized using a set of training samples. Each sample consists of a query and a ranked list of items/documents relevant to that query. The ranking function computes a score for each item with a set of features. The parameters of the ranking function can be learned by
various algorithms, such as point-wise [15, 29], pair-wise [2, 37], and list-wise methods [3, 6].

2.2 Reinforcement Learning

Reinforcement learning[42] is a framework that enables an agent to learn through interactions with the environment. At each step \( t \), an agent receives the observation \( o_t \) of the environment, and takes an action \( a_t \) based on a policy \( \mu \). The environment changes its state \( s_t \), and sends a reward \( r_t \) to the agent. The goal of the agent is to find a policy that maximizes the expected cumulative discounted reward

\[
R(s_t, a_t) = r(s_t, a_t) + \gamma r(s_{t+1}, a_{t+1}) + \gamma^2 r(s_{t+2}, a_{t+2}) + \ldots ,
\]

where \( \gamma \) is a discount factor. Generally speaking, reinforcement learning methods can be classified into several branches, including policy-based [43], value-based [35], and actor-critic [25] which combines the two.

Next, we will give a brief introduction to DDPG [30] and DRQN [18] models, which are closely related to our proposed model.

2.2.1 DDPG. Deep Deterministic Policy Gradient (DDPG) is an actor-critic approach, which can be applied to solve the continuous action problems. DDPG maintains a policy function \( \mu(s_t) \) and an action-value function \( Q(s_t, a_t) \), which are approximated by two deep neural networks respectively, actor network and critic network. The actor network \( \mu(s_t) \) deterministically maps a state to a specific action: \( a_t = \mu(s_t) \). The critic network \( Q(s_t, a_t) \) estimates the future cumulative rewards after taking action \( a_t \) at state \( s_t \). In this paper, we employ a deterministic policy where the actor network outputs \( a_t = \mu(s_t) \) which corresponds to the weight of a particular feature in a ranking algorithm. In other words, the action in our model is continuous, and DDPG is thus applicable.

2.2.2 DRQN. In real-world applications, the state of the environment may be partially observable. The agent is unable to observe the full state of the environment. Such a setting is called partially observable. Deep Recurrent Q-Networks (DRQN) are introduced to address the partial observation problem by considering the previous context with a recurrent structure. DRQN uses a Recurrent Neural Network architecture to encode previous observations before the current timestep. Instead of estimating the state-action value function \( Q(s_t, a_t) \) in Deep Q-Networks [35], DRQN estimates \( Q(h_{t-1}, a_t, o_t) \), where \( h_{t-1} \) is the hidden state of the RNN which encodes the information of previous observations \( o_1, o_2, \ldots, o_{t-1} \). The recurrent network essentially applies this function to update its hidden states: \( h_t = g(h_{t-1}, o_t) \) where \( g \) is a non-linear function.

2.3 Multi-Agent Reinforcement Learning

In multi-agent reinforcement learning (MARL) problems [4, 22, 31, 36], there are a group of autonomous, interacting agents sharing a common environment. Each agent receives their individual observations and rewards when taking an action based on each individual policy function. The agents can be fully cooperative, fully competitive, or with mixed strategies. Fully cooperative agents share a common goal and maximize the same expected return. Fully competitive agents have private goals opposite to each other (for instance, zero-sum games). Mixed strategies are in between the two extremes.

We formulate this task as a fully cooperative, partially observable, multi-agent sequential decision problem. More specifically:

**Multi-Agent:** there exist multiple ranking strategies/algorithms for different scenarios in a system. Each agent represents a ranking strategy and learns its own policy function which maps a state to a specific action.

**Sequential Decision:** users sequentially interact with the system. Thus, the agent actions are also sequential. At each step, the agent, which represents the scenario interacting currently with the users, chooses an action to respond to the user through a sorted list of items. The current actions affect the following actions in the future.

**Fully Cooperative:** all agents are fully cooperative to maximize a shared metric. Moreover, the agents pass messages to each other for communication, and the overall performance of these agents are evaluated by a centralized critic.

**Partially Observable:** The environment is partially observable, and each agent only receives a local observation instead of observing the full state of the environment.

3.2 Model

We design a Multi-Agent Recurrent Deterministic Policy Gradient (MA-RDPG) model to address the fully cooperative, partially observable, multi-agent sequential decision problem.
3.2.1 Overview. Figure 2 shows the overall architecture of our model. For simplicity, we consider the case with two agents, each agent representing a scenario or strategy to be optimized. Inspired by DDPG [30], our model is built on top of the actor-critic approach [25]. We design three key modules to enable the agents to collaborate with each other: a centralized critic, private actors, and a communication component. The centralized critic evaluates an action-value function that indicates the expected future rewards for all agents taking actions from the current state. Each agent is represented by an actor network which maps a state to a specific action with a deterministic policy. Actions made by each actor network will be used for the agent to perform optimization in its own scenario.

We design a communication component using a Long Short-Term Memory (LSTM) architecture [21]. The LSTM encodes all local observations and the actions of all agents into a message vector. The message will be sent between agents for collaboration. Thanks to this component, the decision of each agent depends not only on its own previous observations and actions, but also on other agents’ observations and actions. In addition, the messages can help the agents approximate the full state of the environment, which enables them to act more efficiently.

3.2.2 Model Details. A general reinforcement learning problem has a sequence of experiences $(o_1, r_1, a_1, \ldots, o_{t-1}, r_t, a_t)$ where $o/r/a$ correspond to observation/reward/action respectively. As aforementioned, the environment in our problem is partially observable. In other words, the state $s_t$ is the summary of the previous experiences: $s_t = f(o_1, r_1, a_1, \ldots, o_{t-1}, r_t, a_t)$. We are considering the problem with $N$ agents ($A_1, A_2, \ldots, A_N$), each agent corresponding to a particular optimization scenario (ranking, recommendation, etc.). In this multi-agent setting, the state of the environment $s_t$ is global, shared by all agents, while the observation $(o_t = (o_{1t}, o_{2t}, \ldots, o_{Nt}))$, the action $(a_t = (a_{1t}, a_{2t}, \ldots, a_{Nt}))$, and the intermediate reward $(r_t = (r_1(s_t), r_2(s_t), \ldots, r_N(s_t)))$ are all private, only possessed by each agent itself.

More specifically, each agent $A_i$ takes action $a_{it}$ with its own policy specified by $\mu^i(s_t)$, and obtains a reward $r_i = r(s_t, a_{it})$ from the environment which changes its current state $s_t$ to the next state $s_{t+1}$. In our task, all agents are collaborating to achieve the same goal. This leads to a collaborative setting of multi-agent reinforcement learning. We have a centralized action-value function $Q(s_t, a_{1t}, a_{2t}, \ldots, a_{Nt})$ (as critic) to evaluate the future overall return when taking the actions $(a_{1t}, a_{2t}, \ldots, a_{Nt})$ at the current state. We also have a global state representation of the environment, and each agent is represented by a private actor which observes local observations and takes private actions. Thus, the model belongs to an actor-critic reinforcement learning approach with a centralized critic and several private actors (each actor plays its role as an agent).

As shown in Figure 3, at step $t$, agent $A_i$ receives a current local observation $o_{it}$ from the environment. The global state of the environment, shared by all agents, depends not only on all the historical states and actions of all agents in the sequential decision process, but also the current observation $o_t$. In other words, $s_t = f(o_1, a_1, \ldots, o_{t-1}, a_{t-1})$. To this end, we design a communication component using LSTM to encode the previous observations and actions of all agents into a message vector. With the message $h_{t-1}$ sent between agents, the full state can be approximated as $s_t = \{h_{t-1}, o_t\}$ since the message $h_{t-1}$ has encoded all previous observations and actions (see soon later). Agent $A_i$ chooses the action $a_{it} = \mu^i(s_t) = \mu^i(h_{t-1}, o_{it})$ with the purpose of maximizing the future overall rewards estimated by the centralized critic $Q(s_t, a_{1t}, a_{2t}, \ldots, a_{Nt})$. Note that at each timestep, $o_t = (o_{1t}, o_{2t}, \ldots, o_{Nt})$ consisting of observations by all agents.

Communication Component We design a communication component to make the agents collaborate better with each other by sending messages. The message encodes the local observation and the actions at previous steps. At step $t$, agent $A_i$ receives an local observation $o_{it}$ and a message $h_{t-1}$ from the environment. The communication component generates a new message $h_t$ taking as input the previous message $h_{t-1}$ and current observation $o_t$. An agent can share the information with other collaborators through the message. As shown in Figure 4, we apply a LSTM architecture for this purpose. Formally, the communication component works as follows:

$$h_{t-1} = \text{LSTM}(h_{t-2}, o_{t-1}, a_{t-1}; \psi)$$

Note that $o_t$ and $a_t$ consists of observations and actions of all agents respectively, and each action $a_{it}$ is also a real-valued vector since our problem is a continuous action reinforcement learning problem.

With the help of the message $h_{t-1}$, agents have access to an approximate of the full state of the environment: $s_t = \{h_{t-1}, o_t\}$.

1. In a fully observable environment, $s_t = f(o_t)$.
2. Intermediate rewards $r_t$ can be omitted in general for state representation.
as an agent only receives its current observation \( o_t \) but not the full state \( s_t \) of the environment.

**Private Actor** Each agent has a private actor which receives local observations and shared messages, and makes its own actions. Since we deal with continuous action problems, we define the agent’s action as a vector of real values, \( a^i_t = (w^i_{1t}, \ldots, w^i_{Nt}) \), \( a^i_t \in \mathbb{R}^{N^i} \). Therefore, an action is a \( N^i \)-dimension vector, and each dimension is a continuous value. The action vector will be used in ranking algorithms or to control robots.

Since this is a continuous action problem which can be commonly seen in control problems \([20, 30, 38]\), we resort to using a deterministic policy instead of a stochastic policy. The actor of each agent \( \mu^i(s_t; \theta^i) \), parameterized by \( \theta^i \), specifies a deterministic policy that maps states to a specific action. At timestep \( t \), agent \( A^i \) takes an action with its own actor network:

\[
a^i_t = \mu^i(s_t; \theta^i) \approx \mu^i(h_{t-1}, o^i_t; \theta^i) \tag{2}
\]

where \( s_t \approx \{h_{t-1}, o_t\} \) as discussed in the communication component. In this manner, the action is conditioned on the message \( h_{t-1} \) and its own current local observation \( o^i_t \).

**Centralized Critic** Following DDPG, we design a critic network estimating the action-value function to approximate the expected future total rewards. As all agents share the same goal, we use a centralized critic \( Q(s_t, a^1_t, a^2_t, \ldots, a^N_t; \phi) \) to estimate the future overall rewards obtained by all agents after taking action \( a_t = \{a^1_t, \ldots, a^N_t\} \) at state \( s_t \approx \{h_{t-1}, o_t\} \).

The above formulation is general and applicable to many agents that are alive all the time. In our setting\(^3\), there is only one agent \( A^i \) activated at timestep \( t \), and \( o_t = \{o^i_t\} \) and \( a_t = \{a^i_t\} \). Hereafter, we will simplify the action-value function as \( Q(h_{t-1}, o_t, a^i_t; \phi) \) and policy function as \( \mu^i(h_{t-1}, o_t; \theta^i) \).

### 3.3 Training

The centralized critic \( Q(h_{t-1}, o_t, a^i_t; \phi) \) is trained using the Bellman equation as in Q-learning \([48]\). We minimize the below loss:

\[
L(\phi) = \mathbb{E}_{h_{t-1}, o_t, a^i_t} [(Q(h_{t-1}, o_t, a^i_t; \phi) - y_t)^2] \tag{3}
\]

\(^3\)Because a user can be in only one physical scenario at each timestep.

**Algorithm 1: MA-NDP**

Initial the parameters \( \theta = \{\theta^1, \ldots, \theta^N\} \) for the \( N \) actor networks and \( \phi \) for the centralized critic network.

**Initialize the replay buffer** \( R \)

**for each training step** \( e \) do

\[
h_0 = \text{initial message}, t = 1
\]

**while** \( t < T \) and \( o_t \neq \text{terminal} \) do

Select the action \( a^i_t = \mu^i(h_{t-1}, o_t; \phi) \) for the active agent \( i_t \).

Receive reward \( r_t \) and the new observation \( o_{t+1} \).

Generate the message \( h_t = \text{LSTM}(h_{t-1}, [o_t; a^i_t]) \)

\( t = t + 1 \)

end

Store episode \( \{h_0, o_1, a_1, r_1, h_1, o_2, r_2, h_3, o_3, \ldots \} \) in \( R \)

Sample a random minibatch of episodes \( B \) from replay buffer \( R \)

**foreach episode** in \( B \) do

\[
t = T \text{ down to } 1
\]

**Update the critic** by minimizing the loss:

\[
L(\phi) = (Q(h_{t-1}, o_t, a^i_t; \phi) - y_t)^2, \quad \text{where} \quad y_t = r_t + \gamma Q(h_t, o_{t+1}, \mu^{i_{t+1}}(h_t, o_{t+1}; \phi))
\]

**Update the i-th actor** by maximizing the critic:

\[
J(\theta^i) = \mathbb{E}_{h_{t-1}, o_t, \phi} [Q(h_{t-1}, o_t, a^i_t; \phi)|_{a^i_t=\mu^i(h_{t-1}, o_t; \theta^i)}]
\]

end

end

where

\[
y_t = r_t + \gamma Q(h_t, o_{t+1}, \mu^{i_{t+1}}(h_t, o_{t+1}; \phi)) \tag{4}
\]

The private actor is updated by maximizing the expected total rewards with respect to the actor’s parameters. If agent \( A^i \) is active at step \( t \), the objective function is:

\[
J(\theta^i) = \mathbb{E}_{h_{t-1}, o_t} [Q(h_{t-1}, o_t, a^i_t; \phi)|_{a^i_t=\mu^i(h_{t-1}, o_t; \theta^i)}] \tag{5}
\]

Following the chain rule, the gradients of the actor’s parameters are given as below:

\[
\nabla_{\theta^i} J(\theta^i)
\approx \mathbb{E}_{h_{t-1}, o_t} [\nabla_{\theta^i} Q(h_{t-1}, o_t, a^i_t)|_{a^i_t=\mu^i(h_{t-1}, o_t; \theta^i)}]
\]

\[
= \mathbb{E}_{h_{t-1}, o_t} [\nabla_{a^i} Q(h_{t-1}, o_t, a^i_t)|_{a^i=\mu^i(h_{t-1}, o_t)} \nabla_{\theta^i} \mu^i(h_{t-1}, o_t; \theta^i)] \tag{6}
\]

The communication component is trained by minimizing:

\[
L(\psi) = \mathbb{E}_{h_{t-1}, o_t} [(Q(h_{t-1}, o_t, a^i_t; \phi) - y_t)^2]_{h_{t-1} = \text{LSTM}(h_{t-2}, [o_{t-1}; a_{t-1}; \psi])}
\]

\[
- \mathbb{E}_{h_{t-1}, o_t} [Q(h_{t-1}, o_t, a^i_t; \phi)|_{h_{t-1} = \text{LSTM}(h_{t-2}, [o_{t-1}; a_{t-1}; \psi])}]
\]

\( \psi \)

The training process is shown in Algorithm 1. We use a replay buffer \([30]\) to store the complete trajectories to learn with minibatch update, rather than online update. At each training step, we sample an minibatch of episodes and process them in parallel to update the actor networks and the critic network respectively.
4 APPLICATION

Previous sections present a general multi-agent reinforcement learning framework that may be applicable to many joint optimization scenarios. To evaluate the proposed model, we apply it to jointly optimize the ranking strategies in two search scenarios in Taobao, which is a real-world E-commerce platform.

In-shop search ranks items in a certain shop when a user browses products at a shop’s page. During the in-shop search, customers can search either with an input query or without any query. In one day, more than 50 million customers make shopping via in-shop search, amounting to 600 million clicks and 1.5 billion page views.

Users constantly navigate cross the two scenarios. When an user find a dress that she likes in the main search, she may go into the shop site for more similar products. When the user finds that the clothes in the shop are too limited, the user may go back to the main search for more products from other shops. Our investigation suggests that among all user shopping behavior data in Taobao, 25.46% switches from the main search to the in-shop search and 9.12% switches from the in-shop search back to the main search.

In existing models [10, 17, 24], different ranking strategies in different scenarios are independently optimized, and each strategy maximizes its own objective and ignores those of the other strategies. Figure 5(a) describes a traditional optimization method for dealing with multiple search scenarios in online platforms. The upper block in red denotes the main search engine and the lower block in blue denotes the in-shop search engine. The two search engines are optimized separately and independently.

4.2 Joint Optimization of Multi-scenario Ranking

We illustrate a solution to jointly optimizing ranking strategies in the main search and in-shop search in Figure 5(b). Instead of separately optimizing the ranking strategies in the two search scenarios, MA-RDPG employs two agents (actors) to model the two strategies collaboratively. The main search and in-shop search actors learn the weights of features in the ranking algorithms for the two scenarios respectively. The two actors collaborate in two ways: First, they have the same goal to optimize the overall performance of the system; Second, they share and broadcast messages through the communication component such that both of them have access to all historical information in different scenarios.

To be concrete, we will introduce the key concepts when MA-RDPG is applied to the scenarios.

Environment. The environment is the online E-commerce platform. Its state changes when the two agents (actors) take actions to present different ranking items. It offers rewards to the actors which also take as input the observations from the environment.

Agents. There are two agents: one is the search engine for main search and the other is that for in-shop search. At each step, one of the search engines returned a ranked list of products according to the ranking algorithm (linearly summing the features values with the feature weights). The two agents work together to maximize the overall performance, GMV, for instance.

States. As aforementioned, the states are partially observable. Agents can only receive a local observation which includes: the attributes of the customer (age, gender, purchasing power, etc.), the properties of the customer’s clicked items (price, conversion rate, sales volume, etc.), the query type and the scenario index (main or in-shop search). A 52-dimension vector is then formed to represent

Some E-commerce systems such as Taobao or JingDong are the same as the real marketplaces which have many shops. Each shop sales its own products.
the observed information. As shown in MA-RDPG, the complete state vector are concatenation of the local observation vector and message vector which encodes historical observations and actions.

**Actions.** The agent needs to provide a ranking list of relevant items in response to an input query (or sometimes no query). Thus, the action of the agents is defined as the weight vector for the ranking features. To rank items, the ranking algorithm computes an inner product of the feature value vector and the weight vector. Changing an action means to change the weight vector for the ranking features. For main search, we set the actor’s action as a 7-dimension real-valued vector. For in-shop search, the action is a 3-dimension real-valued vector.

Each agent has its own policy function. The architecture of the actor network is shown in Figure 6. The actor network is a three-layer Perceptrons (MLP) with ReLu activation functions for the first two layers and softmax for the output layer. The input to the actor network is the local observation vector and the message vector. The output is the weight vector for the ranking features.

**Reward.** We design the rewards by considering not only purchase behaviors but also other user behaviors. In this manner, we can make full use of user feedback on the presented product list. If a purchase behavior happens, there is a positive reward that equals to the price of the bought product. If a click happens, there is a positive reward of 1. If there is no purchase nor click, a negative reward of −1 is received. If a user leaves the page without buying any product, there is a negative reward of −5.

**5 EXPERIMENT**

To evaluate the performance of our proposed MA-RDPG model, we deployed our model on Taobao to jointly optimize the main search and in-shop search.

**5.1 Experiment Setting**

**Training Process.** The flow chart of our model is shown in Figure 5(b). Our training process is based on an online learning system which consumes unbounded streams of data. Firstly, the system collects user logs in real time and provides training episodes for MA-RDPG. Secondly, the episodes are stored in a replay buffer. Thirdly, gradients are computed to update model parameters using the episodes sampled from the replay buffer. At last, a new, updated model is deployed to the online system. The process repeats. Thus, the online model is changing periodically and dynamically to capture the dynamics of user behaviors.

**Parameter Setting.** For each agent, the local observations is a 52-dimensional vector. The dimension of the action vector is 7 and 3 for the main and in-shop search respectively. As the communication component and critic network will take the action vectors of both agents as input, for convenience, a vector of a normalized length 10 (7+3) with zero-padding is taken as input to the LSTM and critic networks.

For the communication component, the input is a 52 + 7 + 3 = 62 dimensional vector and the output message is a 10-dimension vector. The network structure is shown in Figure 4. In the actor network, the dimension of the input layer is 52 + 7 + 3 = 62. The actor network was parameterized by a three-layer MLP with 32/32/7 (or 3) neurons for the first/second/third layer, respectively. The activation functions are ReLU for the first two layers and softmax for the output layer. The network structure is shown in Figure 6. The critic network has two hidden layers with 32 neurons per layer. The ReLU activation function is also used.

The reward discount factor is γ = 0.9. In our experiments, we used RMSProp for learning parameters with a learning rate of 10−3 and 10−5 for the actor and critic network respectively. We used a replay buffer size of 104 and the minibatch size is 100.

**5.2 Baseline**

The ranking algorithms in our baselines are as follows:

**Empirical Weight (EW).** This algorithm applies a weighted sum of the feature values with feature weights where the weights were empirically adjusted by engineering experts.

**Learning to Rank (L2R).** This ranking algorithm learns feature weights by a point-wise learning-to-rank network whose structure is the same as the actor network shown in Figure 6 but without message as input. The network is supervised by the user feedback of whether a click/purchase happens on an item.

The main difference among EW, L2R and MA-RDPG is the way to generate the feature weights. In MA-RDPG, feature weights are produced by the actor networks. Some typical ranking features are listed in Table 1.

On top of the algorithms, we compared MA-RDPG with three baselines that separately optimized the ranking strategies in the main search and in-shop search: 1) EW+L2R; 2) L2R+EW; 3) L2R+L2R.

| Scenario  | Feature Name       | Description                                      |
|-----------|--------------------|--------------------------------------------------|
| Main      | Click Through Rate | An CTR estimation using logistic regression, considering features of users, items and their interactions |
| Search    | Rating Score       | Average user ratings on a certain item           |
|           | Shop Popularity    | Popularity of the item shop                      |
| In-shop   | Latest Collection  | Whether an item is the latest collection or new arrivals of the shop |
| Search    | Sales Volume       | Sales volume of an in-shop item                  |
Table 2: GMV gap evaluated on an online E-commerce platform. A+B means algorithm A is deployed for the main search and B for the in-shop search. The values are the relative growth ratio of GMV compared with the EW+EW setting.

| day | EW + L2R | L2R + EW | L2R + L2R | MA-RDPG(ours) |
|-----|-----------|----------|-----------|---------------|
|     | main      | in-shop  | total     | main          | in-shop       | total     | main      | in-shop  | total     |
| 1   | 0.04%     | 1.78%    | 0.58%     | 5.07%        | 1.49%         | 3.04%     | 5.22%     | 0.78%    | 3.84%     |
| 2   | 0.01%     | 1.98%    | 0.62%     | 4.96%        | 0.86%         | 3.16%     | 4.82%     | 1.02%    | 3.64%     |
| 3   | 0.08%     | 2.11%    | 0.71%     | 4.82%        | 1.39%         | 2.89%     | 5.02%     | 0.89%    | 3.74%     |
| 4   | 0.09%     | 1.89%    | 0.64%     | 5.12%        | 1.07%         | 3.20%     | 5.19%     | 0.52%    | 3.74%     |
| 5   | -0.08%    | 2.24%    | 0.64%     | 4.88%        | 1.15%         | 3.01%     | 4.77%     | 0.93%    | 3.58%     |
| 6   | 0.14%     | 2.23%    | 0.79%     | 5.07%        | 0.94%         | 3.21%     | 4.86%     | 0.82%    | 3.61%     |
| 7   | -0.06%    | 2.12%    | 0.62%     | 5.21%        | 1.32%         | 3.19%     | 5.14%     | 1.16%    | 3.91%     |
| avg.| 0.03%     | 2.05%    | 0.66%     | 5.02%        | 1.17%         | 3.09%     | 5.00%     | 0.87%    | 3.72%     |

The first algorithm indicates the one used for the main search, and the second one for the in-shop search.

5.3 Result

5.3.1 Metric. We reported the relative improvement between the compared model against the model in which EW is deployed on both scenarios (main and in-shop search), EW+EW. The metric, GMV gap, is defined as \( \frac{\text{GMV}(x) - \text{GMV}(y)}{\text{GMV}(y)} \), the relative GMV growth of a model \( \text{GMV}(x) \) compared to the setting of EW+EW \( \text{GMV}(y) \).

To make a fair comparison, all the algorithms run seven days in our A/B test system where 3% users are selected into the test group. The performance is measured in terms of the GMV gap in both search scenarios in these days. The performance for each single scenario is also provided as an indicator so that we can study the correlation between the two scenarios.

5.3.2 Result Analysis. The results are shown in Table 2 and we made the following observations:

First, our MA-RDPG performs much better than all the baselines which are equipped with L2R or empirical weights. In particular, MA-RDPG outperforms L2R+L2R which is a strong model currently using by Taobao, but L2R+L2R independently optimizes the ranking strategies in main search and in-shop search. It justifies that the collaboration between scenarios truly improves the overall GMV.

Second, with MA-RDPG, the GMV of in-shop search is improved significantly while the main search agent maintains comparable GMVs. The reason is that the traffic from the main search to the in-shop search is much more than that from the in-shop search to the main search (25.46% vs. 9.12%). Thus, the in-shop search agent is benefited more by receiving messages from the main search agent.

Third, the results of L2R+EW further validate our motivations that the two scenarios should cooperate with each other because improving GMV in the main search hurts that in the in-shop search.

In the lower sub-figure of Figure 7 we investigated the stability of MA-RDPG by plotting the mean performance which averages GMV gaps at the same hour within the seven days. It shows that MA-RDPG makes stable and continuous improvement.

5.3.3 Action Analysis. As aforementioned, we employed continuous actions for the agents. We thus evaluated how the actions change over time, as shown in Figure 8. Since each dimension of an action vector is real-valued, we reported the average of the action vectors in a training batch in this experiment.
The upper sub-figure of Figure 8 depicts how the actions of the main search change over time. Action_1 has the largest value in the main search, corresponding to the feature of Click-Through-Rate (see Table 1). This indicates that Click-Through-Rate is the most important feature, in line with the fact that CTR is known as a very important factor. Action_6 is second largest, and it represents the weight of Shop Popularity (but not Item Popularity). However, this feature used to be a weak one in L2R, but plays a much more important role in our experiment than expected. With this feature, the main search can direct more traffic to the in-shop search by providing products from popular shops.

The change of the actions of the in-shop search is illustrated in the lower figure of Figure 8. Action_0 is the most influential feature, which represents the weight of Sales Volume (see Table 1). More popular items seem to be bought more. Though the values of the actions varied dramatically at the early stage, they converged to stable values after about 15 hours’ training. This is accordant with the loss and critic value curves as shown in Figure 7 which shows that the critic and actor networks converged finally.

5.4 Case Study
In this subsection we further analyzed a case on how main search and in-shop search cooperate by MA-RDPG. The case illustrates how the main search helps the in-shop search, thereby targeting more future overall rewards. We simulated a scene from user log like this: a young woman with strong purchase intent clicked some items of skirt which are expensive and have low conversion rates, then she queried “dress” in the main search. The results returned by the two models are shown in Figure 9. Obviously, the results of MA-RDPG are with lower sales (small sold numbers) but with more expensive prices from more branded shops, which makes customers enter the shops with a high probability. By contrast to L2R+L2R, the main search with MA-RDPG ranks items from a global perspective in that it does not only consider its own immediate reward but also the future potential purchase during the in-shop search.

6 RELATED WORK
Ranking is a fundamental problem in many applications such as searching, recommendation, and advertising systems. A good ranking strategy can significantly improve user experience and the performance of the applications. Learning to rank (L2R) is one typical genre of popular ranking algorithms [27, 33], and has been widely applied to E-commerce search [23], web search [1, 34], recommendation system [39, 40]. The diversity of ranking results is a common issue studied by the community, as addressed by maximal marginal relevance [7], topic representation [19], and reinforcement learning [49]. The efficiency issue is another important problem for large online platforms, which can be addressed by feature selection [14, 45, 47], cascade learning [32, 44, 46], and many other techniques.

Online large platforms generally have multiple ranking scenarios in multiple sub-domains, however, joint optimization for multi-scenario ranking is rather unexplored. We cast the problem as a fully cooperative, partially observable multi-agent reinforcement learning problem. Multi-agent reinforcement learning problem can be grouped into three categories [5]: fully cooperative, full competitive, and mixed strategies. Our task is formulated as a fully cooperative problem, which has a long history in multi-agent learning [9, 26, 36]. Due to the increased complexity of the environment, recent research efforts are paid to developing deep reinforcement learning (DRL) models. [16] combined three training schemes with DRL models to make agents collaborate with each other. Counterfactual Multi-Agent Policy Gradients [13] uses a centralised critic to estimate a global Q-function. In addition, it uses a counterfactual baseline that marginalises out the action of a single agent, to address the challenges of multi-agent credit assignment. [41] introduced a novel additive value-decomposition approach over individual agents instead of learning a shared total reward. However, agents in these three models cannot communicate with each other. Thus, the communication protocols [12] were proposed to make agents collaborate more easily. The base model of [12] is deep Q-Learning, which is not suitable for continuous action space.

Therefore, we propose our own Multi-Agent Recurrent Deterministic Policy Gradient (MA-RDPG) model.

7 CONCLUSION
In this paper, we present a multi-agent reinforcement learning model, MA-RDPG which employs continuous actions, deterministic policies, and recurrent message encodings. The model can optimize ranking strategies collaboratively for multi-scenario ranking problems. The model consists of a centralized critic, private actors (agents), and a communication component. Actors (agents) work collaboratively in two manners: sharing the same action-value function (the critic) that estimates the future overall rewards, and sending communication messages that encode all historical contexts. The model demonstrates advantages over baselines through online evaluation on an E-commerce platform.

The proposed model is a general framework which may be applicable to other joint ranking/optimization problems. We leave this as future work.
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