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This paper presents an in-depth study of face detection, face feature extraction, and face classification from three important components of a high-capacity face recognition system for the treatment area of hospital and a study of a high-capacity real-time face retrieval and recognition algorithm for the treatment area of hospital based on a task scheduling model. Considering the real-time nature of our system, our face feature extraction network is modeled by DeepID, and the network is slightly improved by introducing a central loss verification signal to train a DeepID-like network model using central loss and use it to extract face features. To further investigate and optimize the schedulability analysis problem of the directed graph real-time task model, this paper proposes a rigorous and approximate response time analysis method for the directed graph real-time task model with an arbitrary time frame. Based on the theoretical results of the greatly additive algebra, it is shown that the coherent qualifying function is linearly periodic, i.e., the function can be represented by a finite nonperiodic part and an infinitely repeated periodic part, thus calculating the coherent qualifying function independent of the magnitude of the interval time. The algorithm for high-capacity real-time face retrieval and recognition in the treatment area of hospital combined with the optimized directed graph task scheduling model can approach 25 fps, which meets the real-time requirements, and the face recognition rate surpasses that of real people. It realizes the intelligence, self-help, and autonomy of medical services and satisfies the medical needs of users in all aspects.

1. Introduction

In the past half-century, biometric identification technology has developed rapidly because each biological individual has unique biometric points that can be measured, identified, and verified, and biometric identification technology identifies and authenticates individuals based on these unique points. Unlike traditional identification which is easily damaged, easily lost, and easily falsified, biometric identification technology which utilizes the unique characteristics of biological individuals is more convenient, fast, safe, reliable, and accurate. Biometric identification technology can be divided into two categories, one is identification by inherent characteristics of biological individuals, and the other is identification by behavioral characteristics of biologicals [1, 2]. Inherent characteristic identification currently has features like fingerprint, hand type, iris, retina, pulse, and face and has been used as biometric identification, and
behavioral characteristics like voice and signature have been used as biometric identification. As a kind of biometric technology, face recognition has its unique advantages such as nonintrusiveness, convenience, friendliness, noncontact, and scalability compared with other biometric technologies in practical use scenarios, which makes it have an important position in biometric identification [3, 4]. If the time constraints of the real-time system are met, the system is said to be schedulable, that is, each task is completed before its own time limit. Therefore, it is required to be able to determine in advance whether it is schedulable [5]. If the result is not schedulable, then you need to increase system resources or reduce task load so that the system becomes schedulable again.

Face recognition has become the current research hotspot in the field of artificial intelligence due to its huge application prospect. With the development of science and technology and the progress of society, the technical demand for conducting fast, efficient, and automatic face recognition is becoming more and more urgent. Face recognition technology first determines whether there is a face in the image or not, and if there is a face, the features of the face are extracted and matched with the known face comparison, and then, the identity of the face is recognized [6]. The face recognition process is generally divided into four steps: face detection, face feature extraction, face matching, and recognition. Among them, face feature extraction is the most important part of face recognition, and it is good or bad directly affects the final result of our face recognition. From another perspective, face recognition is finding a way to describe faces, and this description needs to have strong interclass distinguishability and intraclass stability. There are neural network-based methods, statistical methods, geometric feature-based methods, model-based methods, and multiclassifier integration methods for face recognition, among which the vast majority of traditional face recognition feature expressions are human selected; however, in practice, human selection of features is a very time-consuming and energy-consuming matter, and the good or bad selection depends largely on experience and luck. However, with the increasing electronic, automated, and connected control systems, the functions and performance requirements undertaken by real-time systems are becoming more and more demanding. At the same time, the type, number, and a load of tasks in the system have increased dramatically, which poses a great challenge to the time verification of real-time systems [7]. Therefore, it is of great significance to research schedulability analysis and performance optimization of complex real-time task systems.

This paper will focus on the direction of the task scheduling model for a high-capacity real-time face retrieval recognition algorithm for hospital visits. The existing algorithms for large-capacity real-time face retrieval and recognition in hospital visit sites match sparse datasets, which makes the large-capacity heterogeneous face recognition in hospital visit sites cannot achieve the performance of visible face recognition when using the same task scheduling model. At the same time, the existing face recognition task scheduling model is large and cannot meet the needs of offline inference computation of edge devices nowadays. By investigating the multitask scheduling method to make the large-capacity real-time face recognition model complete the task quickly and accurately on the embedded platform is the purpose of this paper. Chapter 1 is the introduction, which briefly introduces the background and significance of the study of the real-time face recognition system and finally summarizes the main work of this paper and the structure of the paper. The second chapter is related work, briefly describes the status of domestic and international research, and both face detection and feature extraction are obtained using task scheduling model, and finally, it also introduces how to improve task scheduling performance by adjusting hyperparameters. Chapter 3 firstly introduces the research on the recognition algorithm of large-capacity real-time face retrieval in hospital visit sites based on task scheduling model; then, we select the current multitask scheduling model with very high real time and performance, improve it, and introduce better recognition methods for large-capacity real-time face retrieval inhospital visit sites. Chapter 4 is the result analysis, through the hospital visit place high-capacity real-time face retrieval recognition algorithm scheduling analysis, hospital visit place high-capacity real-time face retrieval recognition algorithm performance analysis, and hospital visit place high-capacity real-time face retrieval recognition algorithm system analysis, which proves the better performance and efficiency of the algorithm researched in this paper, the relevant test of our face recognition system, and the analysis of our face recognition system performance and result presentation. Chapter 5 concludes with a summary of the research work in this paper, pointing out the shortcomings of the scheme, proposing corresponding improvement methods, and looking ahead.

2. Related Work

Since individual task scheduling is computationally limited, most problems require multiple task schedulers to work together to solve the target problem, hence the emergence of multitasking scheduling systems. Multitask scheduling systems have considerable robustness and adaptability and are more efficient for solving practical application problems. Addagarla et al. combined binary particle swarm optimization with contract networks and used the synergy of task scheduling to improve the accuracy of high-capacity real-time face retrieval recognition and reduce the scheduling time in the treatment area of hospital. The dynamic path planning method is accomplished by using the dynamic and reactive nature of task scheduling and adding it to the ant colony algorithm [8]. Bartolini and Patella incorporated a microgrid composed of distributed power sources into a communication network formed by multitask scheduling technology, which enabled the system to ensure stable system power output even when the load changed drastically [9]. The multitask scheduling technique is used to coordinate and control the large-capacity real-time face retrieval and recognition in a hospital visit site, and the multitask scheduling technique is incorporated into it to enhance the communication function of the large-capacity real-time face retrieval and recognition in a hospital visit site and to
High-capacity real-time face retrieval recognition is a process used in hospital visit sites. The goal of this technique is to incorporate semantic Web services to make the discovery, invocation, and combination of Web services more efficient, and the multitask scheduling technique is introduced into deep reinforcement learning to solve the problem that the policy gradient increases with the number of task scheduling.

However, the rapid growth of face recognition technology in China in recent years and the booming of task scheduling have forced major research institutes, companies, and universities to invest heavily in face recognition. Choi and Cha proposed a transformation algorithm using Eigen to reach the transformation from face sketch to face photo and then perform face matching on the face photo obtained from the change. A method using locally linear embedding is proposed to transform the face sketch into a real photo image and the near-infrared light face image into a visible light face image, respectively, and then use a general method to match the face recognition. To consider the relationship between facial image regions and their neighboring regions in a comprehensive way, Markov random field model is added to the project of heterogeneous face recognition. In this approach, since only the best candidate regions are selected for training, this leads to the deformation of facial images. Kumar et al. proposed a Markov weight model, which can solve the problem of image deformation by selecting some selected regions to form a Markov network model. Muhammad et al. proposed a direct push learning method using Markov random fields, which combines sketch images with real photo images of the test images into the learning process, thus reducing the error of the model on the test data.

This paper proposes and studies a task model for dynamically adjusting the switching speed, which is a strict extension of the static adaptive rate-of-change task model. A schedulability analysis method was developed for such a new real-time task model. This method introduces a new directed graph task model to safely approximate the execution load of this type of rotation task. Compared with the existing static analysis methods, the proposed schedulability analysis method has higher accuracy and can effectively reduce the time complexity. Hospital visit site high-capacity real-time face retrieval recognition is a process algorithm used to describe concurrent systems, and its simple and efficient algorithmic model makes hospital visit site high-capacity real-time face retrieval recognition the basis for modeling in several fields. The CCS is promoted for high-capacity real-time face retrieval recognition in hospital visits, so that task scheduling in a distributed environment can better utilize environmental resources, not only to enhance concurrency and reduce communication overhead by using multitask scheduling techniques but also to combine the simulated communication capability of high-capacity real-time face retrieval recognition in hospital visits. It defines a task scheduling model for uncertainty-oriented concurrent systems that reacts faster to network topology changes and is important for efficient utilization of resources in distributed systems.

3. Intelligent Analysis of Supply Chain Coordination Based on the Internet of Things

3.1. High-Capacity Real-Time Face Information Detection and Extraction for Hospital Consultation Places.

In the face of multipose face detection task, the organization of the classifier is an important issue, especially when the features of faces in different poses show great differences, which will bring a great challenge to the detector. To solve this problem, a partitioning strategy is usually used, and the classifiers are trained separately for faces in different poses and then combined to build a multipose face detector. The partitioning strategy is the most basic strategy to deal with the multipose face detection task, but it also needs to take into account the speed and classification accuracy, and the enhancement of classification capability will bring an increase in computational cost.

In this paper, instead of using the high-capacity real-time face retrieval recognition in hospital visits, the focus of this study is to combine static task scheduling algorithms with multitask scheduling techniques and high-capacity real-time face retrieval recognition in hospital visits, so that task scheduling in a distributed environment can better utilize environmental resources, not only to enhance concurrency and reduce communication overhead by using multitask scheduling techniques but also to combine the simulated communication capability of high-capacity real-time face retrieval recognition in hospital visits. It defines a task scheduling model for uncertainty-oriented concurrent systems that reacts faster to network topology changes and is important for efficient utilization of resources in distributed systems.

The positioning error Dc is defined as Equation (2).

$$D_c(x) = \frac{1}{1 + \lim_{S \to \infty} \sum_{i=1}^{S} i(x - t)(x + t)}.$$  

The classification error Fc is defined as Equation (3).

$$F_c(y) = (1 - y) \lim_{S \to \infty} \sum_{i=1}^{S} i(y - t)(y + t).$$
The purpose of DeepID2 for learning is to obtain the output vector, not to maximize the recognition rate; thus, the class spacing term is added to the paper. To facilitate the representation, we express the output vector obtained by DeepID2 layer extraction as a function, as in Equation (4), where $T(x)$ denotes the extracted DeepID2 feature vector, $t$ function denotes the feature extraction function, $x$ denotes the input face slice, and $\beta$ denotes the network parameters.

$$T(x) = t(x, \beta).$$

The function for correct classification is the objective function of softmax, which is aimed at minimizing the cross-entropy and is defined to identify the signal, as in Equation (5), where $T$ is the DeepID2 feature vector of Equation (4), $t$ denotes the feature extraction function, $x$ denotes the input face slice, and $\beta$ denotes the network parameters.

$$S(T, t, \beta) = \lim_{N \to \infty} \sum_{i=1}^{N} p(i) \ln p(i) = -\ln p(t).$$

The objective function for maximizing the sample spacing is as follows, defined as the validation signal, as in Equation (6), where $s_{ij} = 1$ means that $fi$ and $fj$ belong to the same person, and this is when we need to minimize the interclass spacing; $s_{ij} = -1$ means that $Ti$ and $Tj$ belong to different people, and this is when we need to minimize the difference between $m$ and their distance values. The $m$ is a parameter that needs to be adjusted manually, and the purpose of proposing $m$ is that the objective function needs to be minimized, not maximized. Since the validation signal needs two samples to be calculated, the training process of the whole network needs to be changed accordingly. Two samples are randomly selected for each iteration during training and then trained. Our goal is to learn the parameter $\beta_{ij}$ updated by stochastic gradient descent.

$$H(T_i, T_j, s_{ij}, \beta_{ij}) = \max \left(0, \frac{|T_i - T_j|^2}{2}, m - |T_i - T_j|^2 \right).$$

### 3.2. High-Capacity Real-Time Face Retrieval Recognition Algorithm Based on Task Scheduling Model for the Treatment Area of Hospital

The multiframe task $i$ can be described by the minimum release interval $Ti$, the execution time vector $Ci = (Ci_1, \ldots, Ci_m)$, and the relative time frame $Di = Ti$. A typical example of a multiframe task model is an MPEG video stream decoding application using multiple frame types, capable of simulating the periodic arrival of video frames and different frames with different decoding times. As shown in Figure 1, a multiframe task can be represented by a graph with a chain structure (Figure 1(a)), where the solid nodes represent the entry points for task execution. In addition, the execution time of the multiframe task is variable, but the release pattern and the relative time frame are fixed (Figure 1(b)).

For $n$ independent multiframe tasks running on a processor with a scheduling policy using the preemptive static priority RM algorithm, the system is schedulable if Equation (7) is satisfied.

$$U(x) = \left[1 + \frac{1}{x}\right]^{rac{1}{n}} - 1 \left[(x+n)(x-n)\right].$$

Each node $x_i \in X$ (or task type) is represented by an ordered pair $(e(x_i), d(x_i))$, where $e(x_i)$ and $d(x_i)$ are the worst-case execution time and the relative time frame, respectively. The edges represent the possible control flow directions, i.e., the order of releasing tasks. An edge $(x_i, y_j) \subseteq K$ is described by the parameter $p(x_i, y_j)$, which is the
minimum release interval time for $x_i$ and $y_i$. We assume that all parameters are positive integers, and that the WCET of each node is not greater than the minimum release interval of all its outgoing edges, i.e., it satisfies Equation (8).

$$\exists (x_i, y_j) \subseteq K, e(x_i) \geq p(x_i, y_j).$$  \hspace{1cm} (8)$$

For the same path $t = \{x_1, x_2, \cdots, x_n\}$ in task $T$ functions $f$, there exists a vertical to slope one substitution relation defined as follows: for any vertical part of $f$ as in Equation (9).

$$f(T, x) = T \ast f(t) + \psi.$$  \hspace{1cm} (9)

For task $T$, the maximum cumulative execution request of its task release in an interval of arbitrary length $t$ is defined as its request-limited function, as in Equation (10).

$$g(T, x) = \max_{\beta \in DT} (Tf(t)(1 - \beta)(1 + \beta)).$$  \hspace{1cm} (10)

For task $T$, its task release is defined as its coherence-limited function in terms of the maximum number of execution loads in an interval of arbitrary length $t$, as in Equation (11).

$$h(T, x) = \max_{\beta \in DT} \left( Tg(t) \left( \frac{(1 - \beta)(1 + \beta)}{\lim_{N \rightarrow \infty} \sum_{i=1}^{N} \beta_i} \right) \right).$$  \hspace{1cm} (11)

For task $T$, whose tasks are released and the time frame is within interval $t$, its maximum cumulative execution demand is defined as its demand-limited function, as in Equation (12).

$$y(T, x) = \max_{\beta \in DT} (h(t)(1 - \beta)(1 + \beta)).$$  \hspace{1cm} (12)

Intuitively, the $f()$ and $g()$ functions quantify the maximum cumulative execution request and load, respectively, while the $y()$ function measures the size of the execution time that a task is released and must be completed within a given interval. Like the $f()$ function, the $g()$ function is a nondecreasing step function whose horizontal part is left-open and right-closed. At the same time, the $y()$ function inherits the properties of $y$ and is also a continuous sloping step function. Like the $g()$ function, the $g()$ function is a step function whose horizontal part is left-closed and right-open.

To reduce the complexity of computation and to achieve the purpose of real-time processing, dimensionality reduction methods are used in face recognition. The commonly used mainstream linear transformation method for dimensionality reduction is principal component analysis (PCA), which is derived from K-L transformation, and its essence is to protect the data in the high-dimensional space into the low-dimensional space through a linear transformation while representing the original data as well as possible. In the process of real-time face recognition, assuming that the fps (frames per second) of the currently captured video is 30 Hz and the resolution of the video image is $m$. Then, at a certain time, there will be $n$ images, and $m$ is the dimension of each image. That is, in the $m$-dimensional space, there exist $n$ samples as in Equation (13). The dimensionality of the data is too high, it is time-consuming and laborious to process, so I wonder if I can only process part of the dimensions, and the results obtained are consistent with the results of all dimensions. To put it simply, a picture has 2000 feature dimensions, but in fact, only 100 of them (or even less) have a huge impact on the result.

$$M = \lim_{n \rightarrow \infty} \sum_{j=1}^{n} x_j.$$  \hspace{1cm} (13)

Assuming that 1 line is to be used to represent these $n$ samples and let $e$ denote the unit direction vector of this line through the mean, the equation of the line can be expressed as Equation (14), where $a$ is a real scalar representing the distance of a point on the line from the point $m$.

$$d(x) = d(m) + a \ast \psi.$$  \hspace{1cm} (14)

A linear projection of the $n$ samples in the direction of the eigenvector corresponding to the maximum eigenvalue of the walk matrix yields a 1-dimensional representation $i a$ in the least square error sense, and this projection transformation is the transformation of the bases. In the $m$-dimensional space, the $m$ bases are unit vectors $\psi_j$ in the direction of each coordinate axis ($i = 1, 2 \cdots n$), and a certain sample $x_i(x_{i1}, x_{i2} \cdots x_{im})$ in the space can be represented by this set of bases as Equation (15).

$$x_i = \lim_{m \rightarrow \infty} \sum_{i=1}^{m} x_{ij} \psi_i + \lim_{n \rightarrow \infty} \sum_{j=1}^{n} x_{ij} \psi_j.$$  \hspace{1cm} (15)

A nonlinear activation function with a segmented linear activation function (Hard_Swish) is introduced in the Lightfacenet model, which can significantly improve the accuracy of the neural network for classification tasks when using Hard_Swish instead of as RelU, which is improved from the Swish nonlinear activation function. Swish is defined in Equation (16).

$$Swish = \lim_{M \rightarrow \infty} \sum_{i=1}^{M} (x_i - x_{i-1})^2.$$  \hspace{1cm} (16)

The bottleneck is a bottleneck structure, which can be used in the network to reduce the number of parameters and computation of the network with no loss of accuracy. The structure is shown in Table 1.

In the traditional method, the Euclidean distance is usually used to determine the identity similarity has a great limitation. The characters classified by the softmax function will have two different identities that are closer than the same identity, thus failing to achieve the classification effect, and adding intraclass constraints through the cross-entropy loss
function can make the network have a better classification
effect, and the improved formula is shown in Equation (17).

\[
Y = \ln \left( \frac{\psi^{W(x)}(\beta + 1)(\beta - 1)}{\beta \lim_{n \to \infty} \sum_{i=1}^{n} \psi^{W(x)}(x_i)} \right).
\]  

(17)

By normalizing the weights and features, the prediction
of the network depends only on the learning of the weights
and feature angles \(\psi\). All features are distributed on a hyper-
sphere of radius \(s\). A hyperparameter is added to the cross-
entropy loss function for the edge penalty of the weights
and feature angles \(\psi\). This is done to increase the edge angles
between categories and at the same time make the categories
more compact internally, resulting in a better performance
for facial recognition, as in Equation (18).

\[
Y = \ln \left( \lim_{n \to \infty} \sum_{i=1}^{n} \psi^{W(x)}(x_i) + \sum_{i=1}^{n} \psi^{\sin(x_i + T)} \right).
\]  

(18)

If two task instance sequences have the same task instance
sequence, then as far as the coherence function is concerned,
one task instance sequence with the shortest release interval
will dominate the other task instance sequences. Therefore,
we can divide the release time area of the task instance so that
each node is fixed in each release interval.

3.3. Design of High-Capacity Real-Time Face Retrieval System for Hospital Consultation Places. The design of the hospital visit place high-capacity real-time face retrieval sys-
tem architecture is oriented to all users, the overall goal of the system as the basis of the design, standing in the global overview perspective of the system’s overall perspective for
the construction of the hospital visit place high-capacity real-time face retrieval of the business aspects of the needs
and technical aspects of the needs from multiple management
and constraints, from a comprehensive perspective requires the construction of a unified platform, the global model with unified specifications. The system is designed
for a five-layer structure, as shown in Figure 2.

The planning analysis is mainly carried out in two aspects:on the one hand, it is data-oriented and analyzes the
current situation of data application for each department
and each data source; the data quality analysis is mainly
focused on the usability of data and the usage of data. Based
on data application status and data quality analysis, the sys-
tem’s shared data model is constructed by combining applic-
ation analysis. From another aspect, planning analysis is ori-
eted to applications and processes, and planning analy-
sis is conducted for applications, processes, and data
exchange and sharing involving cross-department and
cross-system, and on top of that, an application process
model is constructed. Based on these two aspects, a feasible
planning and analysis report is formed and the outline
design and detailed solution design are written and loaded
into the integration and development and implementation phase of the project.

The self-built face database contains the face data of 5
people in the lab, in which each person’s face data contains
10 images with different angles and each face image has a
pixel size of 112 × 92. The self-built face database uses 9 face
images of each person as training and 1 face image as testing.
In this paper, the validation of the PCA algorithm dimension-
ality reduction is implemented by Matlab. Firstly, the
data from the self-built face database is read, and the sample
matrix is generated; secondly, the dimensionality reduction
is implemented by the PCA algorithm, and finally, the prin-
cipal component faces are displayed. The main parameters
include the number of people read in, the number of samples
nFacePerPerson read in for each person, and the container
FaceContainer to store the sample matrix. In the process of
implementing the PCA algorithm, the difficulty is to calcu-
late the sample covariance matrix of eigenvalues and eigenvectors. The custom function named CalculationPCA calculates the eigenvectors and eigenvalues of the matrix by
calling the library function. The input parameters are the
stored sample matrix FaceContainer and the dimension \(K\)
to be reduced to; the output parameters are the sample
eigenvector matrix and the principal component vector after
reducing to \(K\) dimensions; finally, the reduced dimensional
principal component face is displayed. The output of the
reduced dimensional data is saved. Since this paper adopts
the functions of OpenCV to realize the detection and recog-
nition function of the human face, the XML file is completed
by OpenCV to ensure uniformity.

When a noisy image is acquired, the next step is to process
the image to achieve the desired effect. Second, to increase the
detectability of the object to be detected in the image and to
improve the image quality, grayscale processing, filtering,
noise reduction, and contrast enhancement operations are
required for the acquired image. The ARM architecture has
increased the clock speed by simplifying the instruction set
and also uses pipelining to increase the speed of the processor
instruction stream, but the nature of ARM for image process-
ing is serial, especially for embedded low-power products, due
to power constraints, the clock speed needs to be reduced,
which makes it difficult to ensure the real-time requirements.
This is where the significant acceleration of many image pro-
cessing algorithms can be achieved. In this paper, we take
advantage of the high-speed parallelism of FPGAs to perform
grayscale processing, median filtering, and histogram equali-
zation on the acquired images through the PL part of Zynq
and package the module as an IP core.

4. Results and Analysis

4.1. Scheduling Analysis of High-Capacity Real-Time Face
Retrieval Recognition Algorithm for Hospital Consultation

Places. As shown in Figure 3, the scheduling success rate of both the grouped moderate algorithm and the improved algorithm is higher than the saving algorithm in the same feasibility check window. When the Wnd value is small, the scheduling success rate of the improved algorithm is not as good as that of the grouped moderate algorithm, but as the Wnd value increases, the success rate of the improved algorithm increases and exceeds that of the grouped
moderate algorithm when \( W_{md} \) is equal to 5. This is because the improved algorithm needs to group the tasks in the window, and the grouping algorithm of the improved algorithm is more sensitive to the size of the feasibility check window because it takes into account the sharing of all resources of the tasks compared to the grouping method in the grouping moderate. When the window value is small, the difference between the improvement algorithm and the saving algorithm is not too big, and the effect of grouping will slowly appear when the window value becomes larger.

It can be seen from Figure 4 that among the processor utilization rates of several algorithms, the average core utilization rate of the improved algorithm is higher than that of the other two, but the improved algorithm fluctuates more sharply than other algorithms. After calculation, the average utilization rate of the saving algorithm, the appropriate grouping algorithm, and the improved algorithm is 82.32%, 82.76%, and 86.12%, and the standard deviations are 2.18, 1.64, and 3.25, respectively. One reason for this situation is that the improved algorithm will try to put tasks with a high degree of correlation into the same core as much as possible, but this will lead to a decrease in the degree of load balancing.

4.2. Performance Analysis of High-Capacity Real-Time Face Retrieval Recognition Algorithm for Hospital Consultation Places. To validate the task scheduling-based high-capacity real-time face retrieval and recognition algorithm for hospital visits, the neural network framework is used to implement the algorithm result analysis, and comparative experiments are done in the training phase of the network in terms of network structure, the number of parameters, running speed, and recognition rate. The training samples of the data set were divided by 11:2 to generate the training set and test set for the experiments. The comparison results of the experimental results are shown in Figure 5.

The time required by the task scheduling model-based high-capacity real-time face retrieval recognition algorithm and the traditional real-time face retrieval recognition algorithm in the hospital visit site were tested separately. As shown in Figure 6, it can be seen that the time required by the traditional real-time face retrieval recognition algorithm is about three times longer than that required by the task scheduling model-based high-capacity real-time face retrieval recognition algorithm for hospital visits, and it can be seen that the speed of face detection is improved by the task scheduling model, and the design objective is achieved.

![Figure 4: Processor utilization of the algorithm.](image)

![Figure 5: Algorithm retrieval recognition effect.](image)
4.3. Analysis of High-Capacity Real-Time Face Retrieval Recognition Algorithm System for Hospital Consultation Places.

The features extracted by the feature extraction network are subjected to SVM classification to see the overall recognition performance of the network, and we perform two experiments to verify the network performance. We first extract the database of 1000 people and select the database containing 5 to 100 a priori face images to extract face features to train the SVM classifier, leave 5 images for each person as a test to test the classification performance, and test the average value three times, respectively, and the results are shown in Figure 7. As can be seen in Figure 7, our network recognition performance increases in classification accuracy in the early stage according to the increase of a priori pictures, the highest reached 98.76%.

In the test set, we use CASIA Face dataset for testing, and the network is based on task scheduling to do migration learning. This experiment will be done by covering more combinations randomly and uniformly before the training starts, and the anchor points can be NIR or visible images. The positive samples have the same id as the anchor points, and the subsamples have different ids from the anchor points, according to which about 160,000 sets of training data can be obtained. Using these data, the trained visible face recognition network is set up as a three-channel network structure, and the network is trained by a triple loss function, and the batch size is set to 256 and goes in for training. The experimental results are shown in Figure 8. From Figure 8, it can be seen that the scheme in this paper has surpassed the existing mainstream algorithmic schemes. When using multitask scheduling as the base network for training, the recognition rate in the CASIA Face dataset reaches a level of 99.2% and the verification rate reaches 98.9%. When using the traditional method as the base network, the recognition rate reaches 98.8% and the verification rate reaches 98.5% in the dataset. The task scheduling network structure in this paper achieves similar performance while using a fewer number of parameters and computations than a standard convolutional network such as the traditional network. This results in a high-capacity real-time face recognition network for hospital visits, which illustrates the method of pretraining a perfect face recognition model by task scheduling the face dataset and then using a triple loss

![Figure 6: Time required for face detection.](image1)

![Figure 7: System recognition performance.](image2)
function with a suitable triplet for small-scale datasets for migration learning, which has a good effect for learning small-scale datasets.

5. Conclusion

This paper investigates the task scheduling-based high-capacity real-time face retrieval recognition algorithm for hospital visit places, which is not convenient for the equipment due to a large number of scheduling parameters. The algorithm of large-capacity real-time face retrieval and recognition for hospital consultation places based on task scheduling is proposed. Firstly, the weaknesses and shortcomings of the existing commonly used algorithms in doing face recognition are analyzed, and they are improved in terms of the multitask scheduling network structure. A multitask scheduling approach is proposed to replace the existing high-capacity real-time face retrieval in hospital consultation places to recognize facial information with different degrees of importance in different locations. For the triple loss function training method, the impact of poor training data selection and construction method on neural network training is analyzed, and a reasonable method of training data triad selection and construction is proposed.

A reasonable training data triad selection and construction method are proposed to solve the problem that the network cannot converge quickly due to the random selection of data to build the training set and then do migration learning with the triple angular loss function to improve the training effect of the network. Further, the acceleration factors between RPM divisions with different granularity are investigated and bounded upper bound on the acceleration factors of two effective RPM divisions with subset relations which are given to demonstrate the bounded pessimism of the proposed analysis method. The core of the algorithm is the use of hybrid schedulability analysis techniques with different accuracy and complexity. Experimental results show that the optimization method proposed in this chapter provides better and near-upper bound performance while significantly reducing the running time of the algorithm compared to the best available related research results. Although the system designed in this paper improves the speed of face detection and combines soft and hard codesign to accomplish the face recognition function, there are still some shortcomings. Firstly, it is difficult to improve the recognition rate of face recognition by relying on the simple task scheduling algorithm, and the SVM algorithm will be added in the next work to improve the recognition rate of face recognition. These shortcomings will be improved in future work and practice.
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