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**SUMMARY** This paper proposes a painterly morphing algorithm for mobile smart devices, where each frame in the morphing sequence looks like an oil-painted picture with brush strokes. It can be presented, for example, during the transition between the main screen and a specific application screen. For this, a novel dissimilarity function and acceleration data structures are developed. The experimental results show that the algorithm produces visually stunning effects at an interactive time.
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1. **Introduction**

With the growing use of mobile devices such as smartphones and smartpads, there has been an increasing demand on interactive special effects that can be executed on such mobile devices. A good candidate would be image morphing [1]. It can be presented, for example, during the transition from a specific application such as photo viewer back to the main screen. We propose a painterly morphing method, where each frame in the morphing sequence looks like an oil-painted picture with brush strokes.

2. **Fast Morphing Based on Patch Similarities**

Based upon the framework proposed by regenerative morphing [2] and image melding [3], our morphing algorithm takes as input two source images, $S^1$ and $S^2$, initializes a sequence of in-between target images, $T^k$s, by cross-dissolving $S^1$ and $S^2$, and then updates $T^k$s such that $S^1$, $T^k$s, and $S^2$ form a painterly morphing sequence.

2.1 **Dissimilarity Measure**

In our algorithm, similarity or equivalently dissimilarity between images plays a key role. The function frequently used for evaluating dissimilarity is the sum of squared differences (SSD). Given two images, $P$ and $Q$, of the same size, $SSD(P, Q)$ is defined as follows:

$$SSD(P, Q) = \sum_{i=1}^{m} (p_i - q_i)^2 = mE(P^2) + mE(Q^2) - 2mE(P)E(Q)$$

where $m$ is the number of pixels in an image, $p_i$ and $q_i$ denote the $i$-th pixels in $P$ and $Q$, respectively, $E(P)$ denotes the mean of the lightness values of all pixels in $P$, $E(P^2)$ is the mean of the squared lightness values in $P$, and $E(Q)$ and $E(Q^2)$ are defined in the same manner. Equation (1) is derived using the theorem, $E(P^2) = E(P)^2 + \sigma^2(P)$, where $\sigma^2(P)$ is the variance of $P$.

The last line of Eq. (1) reflects the covariance of two images. We delete the covariance term to generate a painterly morphing effect. The result is then divided by $m$ to define our dissimilarity function:

$$D(P, Q) = E(P^2) + E(Q^2) - 2E(P)E(Q)$$

2.2 Morphing with Similar Patch Tables

Given an image, consider its square sub-area composed of $n \times n$ pixels, which we call a patch. If the resolution of an image is $M \times N$ and that of a patch is $n \times n$, we have $(M - n + 1) \times (N - n + 1)$ patches in total. For each of such patches, the “mean” and “mean of squares” are computed and stored in what we call a patch table.

![Fig. 1](image.png) The similar patch table is filled using the patch tables of the source and target images and is used later to update the target image.
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For an initial target image, \( T^k \), two temporary images, \( T_{k+1}^1 \) and \( T_{k+1}^2 \), are computed using \( S^1 \) and \( S^2 \), respectively. Then, \( T_{k+1}^{\text{new}} \) is obtained by linearly interpolating \( T_{k+1}^1 \) and \( T_{k+1}^2 \). The distance between \( S^1 \) and \( T_k \) and that between \( T_k \) and \( S^2 \) are used to determine the weights for interpolation. Finally, \( T_k \) is replaced by \( T_{k+1}^{\text{new}} \).

Algorithm 1: Pseudo code for morphing

```plaintext
foreach target image \( T^k \) do
    Make the patch table of \( T^k \)
end

foreach target image \( T^k \) do
    Make \( SPT_1 \) using the patch tables of \( T^k \) & \( S^1 \)
    Make \( SPT_2 \) using the patch tables of \( T^k \) & \( S^2 \)
    \( T_{k+1}^{\text{new}} \leftarrow \) Color accumulation using \( SPT_1 \)
    \( T_{k+1}^{\text{new}} \leftarrow \) Color accumulation using \( SPT_2 \)
    \( T_{k+1}^{\text{new}} = \frac{k+1}{K+1} T_{k+1}^1 + \frac{k}{K+1} T_{k+1}^2 \)
end
```

2.3 Blending for Painterly Stylization

Suppose that, in Fig. 2, \( T_k \) is replaced by the updated target image \( T_{k+1}^{\text{new}} \) using the relative position of \( T_k \) between \( S^1 \) and \( S^2 \), as illustrated in Fig. 2. \( T_{k+1}^{\text{new}} \) replaces \( T_k \). Algorithm 1 shows the pseudo code for the morphing process.

"T_{k+1}^{\text{new}}" and \( T_{k+1}^{\text{new}} \) are linearly interpolated to determine \( T_{k+1}^{\text{new}} \) using the relative position of \( T_k \) between \( S^1 \) and \( S^2 \), as illustrated in Fig. 2. \( T_{k+1}^{\text{new}} \) replaces \( T_k \). Algorithm 1 shows the pseudo code for the morphing process.

In general, an oil-painted picture is created by starting
Fig. 4 Morphing sequences generated in a smartphone.

with a large brush and then by adding details progressively with smaller brushes [4]. This painting technique can be simulated if we save the iteratively-updated target images and blend them. For example, in Fig. 3, $T_k^2$ would first be blended with $T_3^k$, and then $T_1^k$ would be blended with the result. The first step of blending $T_2^k$ with $T_3^k$ is implemented by taking $T_2^k$ as the target and $T_3^k$ as the source, i.e., by updating $T_2^k$ using its similarity to $T_3^k$.

Once $T_2^k$ is updated by $T_3^k$, it is used for updating $T_1^k$ through the same procedure presented above. The right most image in Fig. 3 shows the final result of blending. Observe how it differs from $T_i^k$.

3. Experimental Results

The proposed algorithm has been implemented on Samsung Galaxy Note 5. The program is written in C++ using the Java Native Interface (JNI) with OpenMP and OpenCV. The source images, $S_1$ and $S_2$, are originally in QHD (Quad High Definition) with the resolution of $2560 \times 1440$. They are down-sampled to $320 \times 180$ resolution, and the target images are created with the same resolution. A patch is composed of $3 \times 3$ pixels, and the number of target images is set to 10 in a morphing sequence. Three iterations were made for blending the target images. Figure 4 shows morphing examples.

Figure 5 compares our method with simple linear blending and regenerative morphing [2]. In general, image morphing is defined as a combination of cross-dissolve and warping, but linear blending presented in Fig. 5 (a) shows the cross-dissolve effect only. On the other hand, regenerative morphing produces a comparable result (Fig. 5 (b)) but the differences with our method should be clarified. First, it does not generate the painterly morphing effect. Second, it is not implemented in interactive time. The regenerative morphing method was implemented on Matlab with 20 target images, each with 400×400 resolution, and was reported to take “several tens of minutes” in a mid-range PC [2]. In contrast, the entire time consumed by our method is 1.433s on average in a mid-range mobile device.

4. Conclusion

This paper proposed to create a painterly morphing sequence on mobile smart devices, where each frame in the sequence looks like an oil-painted picture with brush strokes. For this, a novel dissimilarity measure function is devised and the ingredients of the function are computed and stored in patch tables. Then, similar patch tables are created using them, which enable interactive similarity-based image morphing. The experimental results showed that the algorithm produces novel styles of morphing with visually stunning effects on mobile devices at an interactive time.

The user interface in smartTVs is important [5], and it may benefit from our painterly morphing, e.g., the special effects can be presented during the transition between the main screen and an arbitrary screen. Unfortunately, the computing power of the state-of-the-art smartTV is far weaker than that of smartphone or smartpad. A more effective solution to get closer to the interactive-time performance in smartTV would be to restrict the target image update to the region of interest (ROI). Our future work will be done along this direction.
Fig. 5 Comparison with other methods. (a) Linear blending. (b) Regenerative morphing†. (c) The proposed method.
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