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Abstract—In this paper we prove several coordinate-ordering-free upper bounds on the insdel distances of linear codes. Our bounds are stronger than some previous known bounds. We apply these upper bounds to AGFC codes from some cyclic codes and one algebraic-geometric code with any rearrangement of coordinate positions. A strong upper bound on the insdel distances of Reed-Muller codes with the special coordinate ordering is also given.

Index Terms—Linear insdel code, Insdel distance, Coordinate-ordering-free insdel distance.

I. INTRODUCTION

It has been a long-standing challenge to deal efficiently with synchronization errors, i.e., insertions and deletions, see [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32]. The early motivation to study the common subsequence also came from its biological application, see [4], [6], [27], [29], [30]–[32].

We define the partial ranks of a linear code as the dimension of the projection codes to subsets of coordinate positions. For a linear code $C \subset F_q^n$, the subset of coordinate positions $S = \{i_1, \ldots, i_h\}$ with $\Phi_S(x) = (x_{i_1}, x_{i_2}, \ldots, x_{i_h})$, where $x = (x_1, \ldots, x_n) \in C$. We define the partial rank function of the code $C$ at $x$ as

$$\text{rank}(x, C) = \dim(\Phi_{\text{supp}(x)}(C)).$$

The insdel distance $d_{\text{insdel}}(a, b)$ between two vectors $a$ and $b$ in $F_q^n$ is the number of insertions and deletions which are needed to transform $a$ into $b$. Actually it was proved in [17][21] that

$$d_{\text{insdel}}(a, b) = 2(n - l),$$

where $l$ is the length of a longest common subsequence of $a$ and $b$. This insdel distance $d_{\text{insdel}}$ is indeed a metric on $F_q^n$. It is clear $d_{\text{insdel}}(a, b) \leq 2d_H(a, b)$ since $l \geq n - d_H(a, b)$ is valid for arbitrary two different vectors $a$ and $b$ in $F_q^n$. The insdel distance of a code $C \subset F_q^n$ is the minimum of the insdel distances of all different two codewords in this code. Hence we have the direct upper bound $d_{\text{insdel}}(C) \leq 2d_H(C)$, and the direct Singleton upper bound on the insdel distance for linear error-correcting codes in the Hamming-metric. A linear code attaining this bound is called a MDS (maximal distance separable) code. A long-standing conjecture in the theory of linear Hamming error-correcting codes is the main conjecture of the MDS codes, which asserts that the length of a linear MDS code over $F_q$ can not be bigger than $q + 1$ except some obvious trivial cases, we refer to [38].

The support of a linear sub-code $D \subset C$ is

$$\text{supp}(D) = \{1 \leq i \leq n : x_i \neq 0 : \exists x = (x_1, \ldots, x_n) \in D\},$$

that is, the support of a linear sub-code $D$ is the non-zero coordinate positions of all codewords in $D$. The $r$-th generalized Hamming weight $d_r$ for $1 \leq r \leq k$ is defined to be the minimum of the number of support positions of arbitrary $r$ dimension sub-codes. Hence $d_k$ is the minimum Hamming distance. It is clear that $d_1 < d_2 < \cdots < d_k$, and the generalized Singleton bound $d_r \leq n - k + r$ is satisfied for a linear $[n, k, d]_q$ code. On the other hand the Plotkin bound on the generalized Hamming weights $d_r \leq \left\lfloor \frac{n(q - 1)}{q^r - 1} \right\rfloor$ was proved in [50], see Theorem 3.1 [50]. The generalized Hamming weights have been calculated for many linear codes, for example, see [26], [52].
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of a linear \([n, k]_q\) code
\[
d_{\text{insdel}} \leq 2(n - k + 1),
\]
see [3], [21]. The relative insdel distance is defined as \(\delta = \frac{d_{\text{insdel}}}{d_{\min}}\) since \(d_{\text{insdel}}\) takes non-negative integers up to \(2n\). From the Singleton bound \(d_{\text{insdel}} \leq 2(n - k + 1)\) it follows immediately
\[
R + \delta \leq 1.
\]
For insertion-deletion codes the ordering of coordinate positions strongly affects the insdel distances. In this paper we give some upper bounds for insdel distances of linear codes which are valid for any fixed ordering of coordinate positions.

Most recent new constructions of efficient insertion-deletion codes are not linear, except the construction in [12]. It is obvious that linear codes have advantages in both theory and practice because of their compact representations and highly efficient encoding. There are a lot of nice linear Hamming error-correcting codes from the algebraic coding technique. On the other hand for linear codes very few upper or lower bounds on their insdel distances have been known. In [11], [15], [16], [30], [34], [47], [51] the insertion-deletion error-correcting capabilities of cyclic codes, Reed-Muller codes and Reed-Solomon codes were analysed. A better understanding of the insertion-deletion error-correcting capabilities of linear codes is needed.

For Hamming error-correcting codes, a basic result about linear codes is the Gilbert-Varshamov bound can be achieved by a non-constructive counting proof. A Gilbert-Varshamov bound for general (not linear) insertion-deletion codes was proved in [33] Proposition 7. In paper [11] it was proved that a linear code that can correct even a single deletion are limited to have information rate at most \(\frac{1}{2}\). The explicit construction of binary linear code sequence with the rate \(0 < R < \frac{1}{2}\) and correcting \(\delta > 0\) fraction of insdel errors was given in [12]. In [12] Section 5 the asymptotic half-Singleton bound was proved in Corollary 5.2. Their bound can be restated as \(d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2\}\), see Section 2 below. It was also proved in [12], Section 5 that there exists no sequence of linear \([n(t), k(t)]_q\) codes over \(\mathbb{F}_q\) with insdel distances \(d(t), t = 1, 2, \ldots\), and the code length \(n(t)\) goes to the infinity, such that
\[
R = \lim_{t \to \infty} \frac{k(t)}{n(t)} \geq \frac{1}{2},
\]
and
\[
\delta = \lim_{t \to \infty} \frac{d(t)}{2n(t)} > 0.
\]
Their proof is based on their half-Singleton bound or the half-Plotkin bound in [12].

Let \(\mathbb{F}_q\) be an arbitrary finite field, \(P_1, \ldots, P_n\) be \(n \leq q\) elements in \(\mathbb{F}_q\). The Reed-Solomon codes \(RS(n, k)\) is defined by
\[
RS(n, k) = \{f(P_1), \ldots, f(P_n)) : f \in \mathbb{F}_q[x], \deg(f) \leq k-1\}.
\]
This is a \([n, k, n - k + 1]_q\) linear MDS codes from the fact that a degree \(\deg(f) \leq k - 1\) polynomial has at most \(k - 1\) roots. It was proved in [34] that for Reed-Solomon codes of length \(n \geq 3\) and dimension 2 over large prime finite fields \(\mathbb{F}_p\) the insdel distance can never meet the above direct Singleton bound. This was improved recently in a result of Duc, Liu, Tjuawinata, Xing proved in [17]. They proved that the insdel distances of \(k\) dimension Reed-Solomon codes has to satisfy
\[
d_{\text{insdel}} \leq 2n - 2k
\]
if \(n > k > 1\) and \(q > n^2\). This Singleton type bound
\[
d_{\text{insdel}} \leq 2n - 2k
\]
was proved further for a general linear \([n, k]_q\) code over an arbitrary finite field \(\mathbb{F}_q\) satisfying \(n > k \geq 2\) in [7]. For the dimension \(k = 2\) case optimal Reed-Solomon codes attaining this bound were constructed in [7], [17]. However the lengths of these two dimensional optimal codes are very small comparing with the size \(q\) of the field. As the main conjecture of the linear MDS codes for the Hamming metric, the longest possible length of “optimal” linear insertion-deletion codes attaining the new Singleton type upper bound in [12] and our this paper, if exist, is a very challenge problem. From the half-Singleton bound in [12] we have the following upper bounds for the insdel distances of the Reed-Solomon codes. For an \([n, k, n - k + 1]_q\) Reed-Solomon code satisfying \(2k \geq n + 1\) we have \(d_{\text{insdel}} \leq 2\) from the half-Singleton bound. For a dimension 3 Reed-Solomon code with the minimum Hamming distance \(n - 2\) its insdel distance satisfies
\[
d_{\text{insdel}} \leq 2n - 8.
\]
We give a new upper bound Theorem 2.1 on insdel distances of linear codes based on the positions of information free subsets. The previous upper bounds \(d_{\text{insdel}} \leq 2(n - k)\) in [7], [17] follows from our main result Theorem 2.1 immediately. In some cases the half-Singleton bound \(d_{\text{insdel}} \leq 2(n - 2k + 2)\) follows from our main result Theorem 2.1. From our main result Theorem 2.1 we give a new upper bound on \(d_{\text{insdel}}\) of a linear code which depends on the formation of minimum Hamming weight codewords in this linear code. Its strongest form is as follows. If there is a minimum Hamming weight codeword \(x\) with consecutive index support, then
\[
d_{\text{insdel}} \leq 2(d_H - \text{rank}(x, C) + 1),
\]
where \(d_H\) is the minimum Hamming weight \(\text{wt}(x)\), \(\text{rank}(x, C)\) is the dimension of the projection code to the support of \(x\). When the minimum Hamming distance of a linear code satisfying \(d_H \leq n - 2k + 2\), our this bound is stronger than the half-Singleton bound and the direct bound \(d_{\text{insdel}} \leq 2d_H\).

We apply our new bound to an algebraic-geometric code and some binary Reed-Muller codes. A strong coordinate ordering-depending upper bound on insdel distances of binary Reed-Muller codes is presented. From our upper bounds on
insdel distances from partial ranks, we prove that with certain fixed coordinate ordering, the insdel distances of some binary Reed-Muller codes \(RM(u,m)\) are at most \(\text{poly}(m)\), which are quite smaller than their exponential Hamming distances \(d_H = 2^{m-u} \geq 2^{m/2}\), when \(u\) is smaller and very close to \(\frac{m}{2}\). This is much stronger than the direct bound \(d_{\text{insdel}} \leq 2d_H\) and the half-Singleton bound \(d_{\text{insdel}} \leq 2(n-2k+2)\). For Reed-Solomon codes if these upper bounds are attained, the lengths have to be very small. We speculate that Reed-Solomon codes and their generalizations algebraic-geometric codes are good candidates as linear codes with moderate good insertion-deletion error-correcting capabilities.

II. MAIN RESULTS

For a linear \([n,k]\) code \(C \subset F_q^n\), the subset \(S \subset \{1, \ldots, n\}\) of \(h\) coordinate positions is called an information free coordinate subset if the natural projection \(\Phi_S : C \rightarrow F_q^h\) defined by \(\Phi_S((c_1, \ldots, c_n)) = (c_1, \ldots, c_h)\) is surjective. It is clear \(h \leq k\). When \(h = k\) this is the information set.

**Theorem 2.1.** Let \(C \subset F_q^n\) be a linear \([n,k]\) code with an information free coordinate subset \(S = \{i_1, \ldots, i_h\}\) of the cardinality \(h \leq k\), where \(1 \leq i_1 < i_2 < \cdots < i_h \leq n\). If there exists a codeword \(x \in C\) with \(n-h-t\) zero coordinate positions in the range \([1,i_1-1]\) or \([i_h+1,n]\), then the insdel distance of this code satisfies

\[
d_{\text{insdel}} \leq 2(t+1).
\]

**Proof.** We assume that \(S = \{i_1, i_2, \ldots, i_h\}\) is an information free coordinate set of \(h\) coordinate positions, where \(i_1 < i_2 < \cdots < i_h\). Set \(S' = \{1,2,\ldots,n\} - S\). The length \(h\) and \(n-h-t\) vectors located at the set \(S\) and \(S'\) of a vector \(y \in F_q^n\) are denoted by \(y_S\) and \(y_{S'}\). The main point of the proof is as follows. Since the set \(S\) is an information free coordinate subset, there exists a codeword with any given coordinate values in these \(h\) coordinate positions of \(S\). Then we can construct a codeword \(a\) and make that the common subsequence of \(a_S\) and \(a_S + x_S\) has the length \(h-1\). On the other hand since there are \(n-h-t\) zero coordinate positions of \(x\) before or after this information free subset \(S\). There is a length \(n-h-t\) common subsequence of \(a\) and \(a + x\) in the coordinate positions \([1,i_1-1]\) and \([i_h+1,n]\). Then there is a long common subsequence in the codeword \(a\) and \(a + x\) of the length at least \(h-1+n-h-t = n-t-1\).

Let \(x = (x_1, x_2, \ldots, x_n)\) be the codeword described in the Theorem 2.1. From the condition that \(S = \{i_1, \ldots, i_h\}\) is an information free coordinate set, since the mapping \(\Phi_S : C \rightarrow F_q^h\) defined by \(\Phi_S(y) = (y_{i_1}, \ldots, y_{i_h})\), is surjective, we can find a codeword \(a \in C\) satisfying that \(a_S = (a_{i_1}, a_{i_2}, \ldots, a_{i_h}, a_{i_h})\) with the following coordinate values

\[
a_{i_2} = a_{i_1} - x_{i_2},
\]

\[
a_{i_3} = a_{i_1} - x_{i_2} - x_{i_3},
\]

\[
\cdots,
\]

\[
a_{i_h} = a_{i_1} - x_{i_2} - x_{i_3} - \cdots - x_{i_h}.
\]

Here \(a_{i_1}\) is an arbitrary element in \(F_q\). Then

\[
a_{S} + x_{S} = (a_{i_1} + x_{i_1}, a_{i_2} - x_{i_2}, \ldots, a_{i_h} - x_{i_2} - \cdots - x_{i_{h-1}}),
\]

and

\[
a_{S} = (a_{i_1}, a_{i_1} - x_{i_2}, \ldots, a_{i_1} - x_{i_2} - \cdots - x_{i_{h-1}}, a_{i_1} - x_{i_2} - \cdots - x_{i_h}).
\]

This common subsequence of \(a_S\) and \(a_S + x_S\) has their positions in the range \([i_1, i_h]\). Since there are \(n-h-t\) zero coordinate positions of the codeword \(x\) in \([i_1, i_1-1]\) and \([i_h+1, n]\), there is a length \(n-h-t\) common subsequence of \(a_{S'} + x_{S'}\) and \(x_{S'}\) such that their positions are in \([i_1, i_1-1]\) and \([i_h+1, n]\). Therefore we can patch the two common subsequences of lengths \(n-h-t\) and \(h-1\) without change the coordinate ordering. The length of the common subsequence of \(a\) and \(a + x\) is at least \(h-1 + n-h-t = n-t-1\). Then \(d_{\text{insdel}}(a, x + a) \leq 2(n - (n-t-1)) = 2(t+1)\). The conclusion follows directly.

Actually Theorem 2.1 is general to include some previous upper bounds. First of all at arbitrarily given \(H \geq k-1\) coordinate positions, there is a nonzero codeword vanishing at arbitrary \(k-1\) coordinate positions among these \(H\) positions, since for any \(k-1\) columns in a generator matrix of this code, we can find an length \(k\) vector orthogonal to these \(k-1\) columns. Then in the most general case when \(i_1 = 1, i_2 = n, n-k-t = 0\). The upper bound in Theorem 2.1 is \(d_{\text{insdel}} \leq 2(n-k+1)\), which is the direct Singleton bound. When \(k \geq 2\), it is clear that there are two linearly independent consecutive columns in the generator matrix, then \(h = 2, i_2 = i_1 + 1, \) and we can find a codeword which have \(k-1\) zero positions outside the coordinate position set \([i_1, i_1+1]\). Then \(n-2-t = k-1, t = n-k-1\), we have \(d_{\text{insdel}} \leq 2(n-k)\) from Theorem 2.1. Hence our main result Theorem 2.1 is much stronger than the previous upper bound \(d_{\text{insdel}} \leq 2(n-k)\) in [17]. In general if we can find consecutive linear independent \(h \leq k\) columns in a generator matrix of this linear code, then \(d_{\text{insdel}} \leq 2(n-h-k+2)\). In the case that there is an information set with consecutive coordinate positions, the half-Singleton bound \(d_{\text{insdel}} \leq 2(n-2k+2)\) in [12] follows from Theorem 2.1. Since arbitrary \(k\) columns in the generator matrix of an MDS \([n, k, n-k+1]_q\) code are linear independent, the half-Singleton bound of an MDS code follows from our main result Theorem 2.1.

The following result follows from Theorem 2.1 directly.

**Corollary 2.1.** For a linear \([n, k]\) code \(C \subset F_q^n\) and any given non-zero codeword \(x \in C\) with \(S(x)\) the smallest index and \(L(x)\) the largest index in its support, we have

\[
d_{\text{insdel}} \leq 2(L(x) - S(x) - \text{rank}(x, C) + 2).
\]
If \( L = \text{wt}(x) + S(x) - 1 \), that is, \( \text{supp}(x) \) is a set of consecutive indices, then
\[
d_{\text{insdel}} \leq 2(\text{wt}(x) - \text{rank}(x, C) + 1).
\]

**Proof.** In Theorem 2.1, \( h = \text{rank}(x, C) \), \( n - h - t = n - \text{rank}(x, C) - t = L(x) - 1 + n - S(x) \). Then \( t = S(x) - L(x) - \text{rank}(x, C) + 1 \). The conclusion follows. \( \square \)

**Corollary 2.2.** Let \( C \subset \mathbf{F}_q^n \) be a linear \([n, k]_q\) code with the minimum Hamming distance \( d_H > \frac{q}{2} \). Suppose there exists a minimum Hamming weight codeword in \( C \) with consecutive index support. Then
\[
d_{\text{insdel}} \leq 2(d_H - k + 1).
\]

**Proof.** First of all we have \( k \leq d_H \), otherwise from \( d_H < k \leq n - d_H + 1 \) we have \( d_H < \frac{n}{2} \), which is contradict to the condition \( d_H > \frac{q}{2} \). On the other hand there are \( k \) linear independent columns among any \( d_H \) columns. Otherwise we have a codeword with weight at most \( n - d_H < d_H \) which is contradict to the condition \( d_H > \frac{q}{2} \). The conclusion follows from Corollary 2.1 immediately. \( \square \)

The new upper bound in Corollary 2.1 and 2.2 can be used to get some better upper bounds on the insdel distances of binary Reed-Muller codes and some algebraic geometric code with special coordinate orderings in the next section.

**Corollary 2.3.** Let \( C \subset \mathbf{F}_q^n \) be a linear \([n, k]_q\) code. If \( d_H \geq k \), then its insdel distance satisfies
\[
d_{\text{insdel}} \leq 2(n - 2k + 2).
\]
If \( d_H \leq k - 1 \) then its insdel distance satisfies \( d_{\text{insdel}} \leq 2(n - k - d_H + 2) \). Hence we have
\[
d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2(k - 1)\}
\]
for any \([n, k]_q\) linear code over \( \mathbf{F}_q \). When \( k \leq \frac{n+3}{2} \), we have
\[
d_{\text{insdel}} \leq 2(n - 2k + 2).
\]
We also have
\[
d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2(n - k - d_H + 2)\}.
\]

**Proof.** If \( d_H \geq k \) the last \( n - k + 1 \) columns in any generator matrix of this code contain \( k \) linear independent columns in \( \mathbf{F}_q^k \). Hence we can find an information free coordinate set of the cardinality \( k \) located in \{\( k, \ldots, n \)\}. It is clear we can find a codeword such that the first \( k - 1 \) coordinates are zero, then \( d_{\text{insdel}} \leq 2(n - 2k + 2) \) follows from Theorem 2.1 for \( h = k, t = n - 2k + 1 \). Since \( d_{\text{insdel}} \leq 2d_H \), we have
\[
d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2k\}.
\]

If \( d_H \leq k - 1 \), in the generator matrix there are \( k \) linear independent columns among the last \( n - d_H + 1 \) columns, we can find an information free coordinate set of cardinality \( k \) located in the coordinate position set \{\( d_H, \ldots, n \)\}. It is clear we can find a codeword with the first \( d_H - 1 \) zero coordinates since \( d_H - 1 \leq k - 2 \). Then we have
\[
d_{\text{insdel}} \leq 2(n - k - d_H + 2).
\]
From Theorem 2.1 for \( h = k \) and \( t = n - k - d_H + 1 \). From the direct Singleton upper bound \( d_{\text{insdel}} \leq 2d_H \), then \( d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2(k - 1)\} \). When \( k \leq \frac{n+3}{2} \), \( 2(k - 1) \leq 2(n - 2k + 2) \), therefore \( d_{\text{insdel}} \leq 2(n - 2k + 2) \). The conclusions follows immediately. \( \square \)

Though the upper bound \( d_{\text{insdel}} \leq 2(n - 2k + 2) \) follows from Theorem 2.1 in the case \( k \leq \frac{n+3}{2} \). Actually this upper bound \( d_{\text{insdel}} \leq 2(n - 2k + 2) \) is true for arbitrary linear codes. The following result and its proof is basically the same as \([1], [2]\). The half-Singleton bound in \([2]\) was proved from the result in \([1]\) by shortening. Our approach is more direct.

**Half-Singleton bound (adapted from \([1], [2]\) Section 5).** Let \( C \) be a linear \([n, k]_q\) code satisfying \( 2k > n \) then there exists a non-zero codeword \( x = (x_1, \ldots, x_n) \) such that \((x_2, x_3, \ldots, x_n, x_1) \) is also a codeword in \( C \). Hence we have the half-Singleton bound
\[
d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2\}.
\]

**Proof.** Let \( H \) be the \((n - k) \times n \) parity-check matrix of this code \( C \) with \( n \) columns \( h_1, \ldots, h_n \). We form two new matrices as follows. One is the \((n - k) \times n \) matrix \( H' = (h_2, h_3, \ldots, h_n, h_1) \). Another is the \(2(n - k) \times n \) matrix \( H'' \) by concatenation corresponding columns in \( H \) and \( H' \), that is, the \( n \) columns in \( H'' \) are \( n \) column vectors in \( \mathbf{F}_q^{2(n - k)} \). 
\[
(h_1, h_2)^\tau, (h_2, h_3)^\tau, \ldots, (h_{n-1}, h_n)^\tau, (h_n, h_1)^\tau,
\]
where \( \tau \) is the transposition. Since \( 2(n - k) < n \), there is a non-zero solution of the equation
\[
H'' \cdot x^\tau = 0.
\]
This is the codeword claimed in the conclusion. By shorting \((n - 2k + 1) \) coordinates positions outside an information set, we get a linear \([2k - 1, k]_q\) code with the insdel distance at most 2. That is we have two codewords in this shortening code with a length \( 2k - 2 \) common subsequence. Then there are two codewords in the original code with the common subsequence of the length at least \( 2k - 2 \). The half-Singleton bound follows immediately. \( \square \)

**Corollary 2.4.** We have
\[
d_{\text{insdel}} \leq \inf_{1 \leq r \leq k} \max\{2(d_r - 2r + 2), 2\}
\]
from the half-Singleton bound. Hence we have
\[
d_{\text{insdel}} \leq \inf_{1 \leq r \leq k} \max\{2(\frac{n(q^k - q^{k-r})}{q^k - 1} - 2r + 2), 2\}.
\]
Let \( \omega \) form the coordinate-orderings strongly affect the insdel distances of these linear codes. Hence it is easy to construct linear codes over large fields to have positions is an information free coordinate set, we always show that the half-Singleton bound and the direct bound are previous known upper bounds.

This conjecture was proved in a very recent paper [8]. This conjecture was proved in a very recent paper [14]. The existence of Reed-Solomon codes with their insdel distances attaining the bound \( 2(n - 2k + 2) \) were proved for any dimension \( k \). The code lengths of two dimension Reed-Solomon codes attaining the half-Singleton bound in [14] are much longer than the code lengths in [7], [17].

For a linear code the \( r \)-th generalization Hamming weight \( d_r \) satisfies \( d_r \leq n - k + r \), see [52]. Thus if we combine this Singleton upper bounds for the generalized Hamming weights with the upper bounds in Corollary 2.4 directly, the upper bound \( 2(d_r - 2r + 2) = 2(n - k - r + 2) \) is worse than the half-Singleton bound \( 2(n - 2k + 2) \) when \( r < k \).

We now fix the ordering of coordinate positions as above. From Corollary 2.2 we have a better upper bound \( d_{\text{insdel}} \leq 2(d_H - k + 1) = 6 \) than the half-Singleton bound, since there is one weight 5 codeword \( (\omega^2, \omega, 1, 1, 0, 0) \) with consecutive index support. In this case the upper bound in Corollary 2.2 is better than the half-Singleton bound.

We consider the following two codewords \( x_1 = (001\omega^21\omega^2) \) and \( x_2 = (00\omega^21\omega^2) \). They have a common subsequence \( (00\omega^21\omega^2) \) of length 7. Hence the above two upper bounds are not tight for this Hermitian code. The insdel distance of this Hermitian code is 2 with the above coordinate ordering.

We consider the following ordering of 8 points \( P_1, P_2, P_3, P_6, P_4, P_4, P_5, P_8 \). The generator matrix is as follows.

\[
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & \omega & \omega & \omega^2 & \omega^2 & \omega^2 \\
0 & 0 & 1 & \omega & \omega^2 & 1 & \omega & \omega^2
\end{pmatrix}
\]

From [51] the 2nd generalized Hamming weight is \( d_2 = 7 \). We observe that \( d_1 - 2 + 2 = d_1 = 5, d_2 - 4 + 2 = 5, d_3 - 6 + 2 = 4 \), then the best coordinate ordering-free upper bound 8 in this case is from the half-Singleton upper bound.

The binary Reed-Muller codes are defined as follows. Let \( P_1, \ldots, P_n \) be \( n = 2^m \) points of \( F_2^m \). Let \( u \leq m \) be a positive integer. Set \( \text{Function}(u, m) \) be the set of linear combinations of monomials \( x_i, x_i^2, \ldots, x_i^u \), \( t \leq u \). The dimension of \( \text{Function}(u, m) \) is

\[1 + m + \binom{m}{2} + \cdots + \binom{m}{u}.\]

The binary Reed-Muller code \( RM(u, m) \) is defined by

\[RM(u, m) = \{ (f(P_1), \ldots, f(P_n)) : f \in \text{Function}(u, m) \}.
\]

The dimension is

\[k = 1 + m + \binom{m}{2} + \cdots + \binom{m}{u},\]
and the minimum distance is

\[ d_1 = 2^{m-u}. \]

The generalized Hamming weights of binary Reed-Muller codes were determined in [52]. The insertion-deletion error-correcting capabilities of the first order binary Reed-Muller code was studied in [16]. We can upper bound the insdel distances of binary Reed-Muller codes from our main result.

We consider the 1st order binary Reed-Muller code, with the length \( 2^m \), the dimension \( m+1 \) and the minimum Hamming distance \( 2^{m-1} \). Since Reed-Muller codes are evaluation codes at \( 2^m \) points of \( \mathbb{F}_q^2 \), the coordinate positions are corresponding to \( 2^m \) points of \( \mathbb{F}_q^2 \). The supports of minimum weight codewords are affine subspaces of \( \mathbb{F}_q^2 \). Suppose that these coordinate positions are arranged as follows. The \( 2^{m-1} \) points in the linear subspace defined by \( x_1 = 0 \) and the affine subspace defined by \( x_1 = 1 \) are consecutive coordinate positions in its support. From Corollary 2.1 we have \( d_{\text{insdel}} \leq 2(2^{m-1} - m) \), since there is an information free subset of \( m \) points in the affine subspace defined by \( x_1 = 1 \).

From Corollary 2.1 we have the following upper bounds on insdel distances of binary Reed-Muller codes, which is dependent on the special ordering of coordinate positions.

**Theorem 3.1.** By arranging the coordinate positions corresponding to the points in the affine subspace defined by \( x_1 \cdot x_2 \cdots x_u = 1 \) as consecutive index coordinate positions, the insdel distance of binary Reed-Muller code \( \text{RM}(u,m) \) satisfying \( u < \frac{n}{2} \) is at most

\[ 2(1 + \binom{m-u}{u+1} + \binom{m-u}{u+2} + \cdots + \binom{m-u}{m-u}). \]

**Proof.** Over the affine subspace defined by \( x_1 = x_2 = \cdots = x_u = 1 \), the \( 1 + \binom{m-u}{1} + \cdots + \binom{m-u}{u} \) monomials \( x_{j_1} \cdots x_{j_t} \), where \( t \leq u \) and \( j_1, \ldots, j_t \in \{u+1, \ldots, m\} \) are linear independent. This is the Reed-Muller code \( \text{RM}(m-u, u) \). Then for a minimum weight codeword supported at this affine subspace, we have an information free subset with \( 1 + \binom{m-u}{1} + \cdots + \binom{m-u}{u} \) coordinate positions in its support. From Corollary 2.1 the conclusion follows.

We consider the following case. Set \( m = 2m_1 + 1 \) and \( u = m_1 - 1 \). Then the ordering-free upper bound from Corollary 2.2 is

\[ 2\binom{2m_1 + 1}{m_1} + 1. \]

However the ordering-depending upper bound from Theorem 3.1 is

\[ m_1^2 + 5m_1 + 8. \]

The Hamming distance of this Reed-Muller code \( 2^{2m_1 + 1 - m_1 + 1} = 2^{m_1 + 2} \) is exponential in \( u \) and the insdel distance with respect to this special coordinate ordering is upper bounded by \( \text{poly}(u) \) when \( m \) goes to the infinity. Similarly set \( u = m_1 - c, c \) is a fixed positive integer, when \( m_1 \) goes to the infinity, from Theorem 3.1 the insdel distance of Reed-Muller code \( \text{RM}(u,m) \) with respect to the special coordinate ordering is upper bounded by \( \text{poly}(u) \) depending the positive integer \( c \). The Hamming distances of these codes are exponentials of \( u \).

**IV. INSDEL DISTANCES OF AGFC CODES**

For a linear cyclic code, \((c_1, c_2, \ldots, c_{n-1}, c_n) \) and \((e_2, c_3, \ldots, c_n, c_1) \) are codewords, then their insdel distance is 2. If the coordinate ordering is re-arranged, this is not true again. In [16] it was showed that by inserting one coordinate into codewords, cyclic codes can be used to correct at least one deletion. In this section we use our new bounds to give upper bounds of insdel distances of coordinate rearranged cyclic codes satisfying \( k < \frac{n}{2} \). All these bounds are valid for any rearranged coordinate ordering of this cyclic codes.

In [54] many cyclic \([n,k]\) codes \( C_{n,k} \) over \( \mathbb{F}_q \) with length \( n = \frac{q^r-1}{q-1} \) and \( d_e = n(\frac{q^r-1}{q^r-q}) \), \( 1 \leq r \leq k \), were constructed. The generalized Hamming weights of these codes attain the Plotkin bound \( d_r = \lfloor n(\frac{q^r-1}{q^r-q}) \rfloor \), see [50]. Denote the code with the rearranging the coordinate ordering of \( C_{n,k} \) by \( C_{n,k,\text{rearranged}} \). In [11] new linear codes were constructed by the following inserting coordinate construction from a binary cyclic code \( C \subset \mathbb{F}_2^m \). Let \( f: \mathbb{F}_2^m \rightarrow \mathbb{F}_2 \) be defined by \( f((c_1, \ldots, c_n)) = c_1 \) if \( c_1 = c_2 = \cdots = c_n \) or \( f((c_1, \ldots, c_n)) = c_{\lfloor \frac{n}{2} \rfloor} + 1 \) otherwise. The new code \( C_{f,\lfloor \frac{n}{2} \rfloor} \) is a length \( n + 1 \) code over \( \mathbb{F}_2 \) by inserting \( f(e) \) at the \( \lfloor \frac{n}{2} \rfloor \) position of all codewords in \( C \). This is a linear binary codes since \( f \) is a linear mapping. It was proved in [11] that the code \( C_{f,\lfloor \frac{n}{2} \rfloor} \) can correct at least one deletion.

We consider the following construction. Let \( f \) be any non-trivial linear function on \( \mathbb{F}_q^n \) and \( C_{f,h} \) be the new linear code of length \( n + 1 \) consisting of all codewords by inserting \( f(e) \) at the \( h \)-th coordinate position of all codewords \( e \) in \( C \). We call this linear code AGFC code. The coordinate ordering rearranged linear code \( C_{f,h} \) of such code from \( C_{n,k} \) in [54] and \( f \) is denoted by \( C_{f,h,\text{rearranged}} \). Then it is clear \( d_r(C_{f,h,\text{rearranged}}) \leq d_r(C) + 1 \).

From our new upper bounds based on the generalized Hamming weights, we can get upper bounds

\[ d_{\text{insdel}}(C_{f,h,\text{rearranged}}) \leq \inf_{1 \leq i \leq k} \max\{2(d_r(C) - 2i + 3), 2\}. \]

We consider coordinate rearranged AGFC codes \( C_{n,k,\text{f,h,ordered}} \) from these cyclic codes \( C_{n,k} \) in [54]. Then the following coordinate-ordering-free upper bounds for cyclic codes and related AGFC codes with any coordinate ordering follow from Corollary 2.4.

**Proposition 4.1.** We have \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq 2(\frac{n(q^r-1)}{q^r-q} - 2r + 2) \), and \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r + 2 \).

We introduce another coordinate ordering-free upper bound for families of cyclic codes.

**Proposition 4.2.** We have \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r + 1 \), and \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r + 1 \).

We consider the following coordinate ordering-free upper bound for families of cyclic codes.

**Proposition 4.3.** We have \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r \), and \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r \).

We consider another coordinate ordering-free upper bound for families of cyclic codes.

**Proposition 4.4.** We have \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r - 1 \), and \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r - 1 \).

We consider the following coordinate ordering-free upper bound for families of cyclic codes.

**Proposition 4.5.** We have \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r - 2 \), and \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r - 2 \).

We consider another coordinate ordering-free upper bound for families of cyclic codes.

**Proposition 4.6.** We have \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r - 3 \), and \( d_{\text{insdel}}(C_{n,k,\text{f,h,ordered}}) \leq \frac{n(q^r-1)}{q^r-q} - 2r - 3 \).
\[2(q^k-q^r+q^{r-1}) - 2r + 3 \text{ for } 1 \leq r \leq k.\]

V. CONCLUSION AND OPEN PROBLEMS

We give new coordinate-ordering-free upper bounds on the insdel distances of linear codes, which are stronger than some previous known bounds. They are applied to one algebraic-geometric code from the Hermitian curve over \(\mathbb{F}_q\), some Reed-Muller codes and some AGFC codes. It seems that insdel distances of linear codes are easy to be upper bounded, but very hard to be lower bounded. The insdel distances of linear codes keep mysterious as in the following problems.

1) Are upper bounds in Theorem 2.1 and Corollary 2.4 tight for general linear \([n, k]_q\) code?

2) If the answer to the problem 1) is positive, can these optimal linear codes attaining these bounds be explicitly constructed? What is the longest possible lengths of these optimal linear codes attaining these upper bounds? We refer to [14] for the latest existence results about Reed-Solomon codes attaining the half-Singleton bound.

More importantly we need some good lower bounds on insdel distances of codes over small fields.

3) Can some good lower bounds on the insdel distances be established for some well-constructed binary linear codes? Or is there a nice coordinate ordering such that the insdel distance \(d_{\text{insdel}}\) of a given binary linear code can be lowered bounded directly from the Hamming distances \(d_H\)?

In our recent paper [9] subspace-metric and subset-metric codes were introduced and constructed. The minimum subspace distances and the minimum subset distances of codes are natural lower bounds for the minimum insdel distances. However most subspace-metric codes and subset-metric codes in [9] are defined over large fields and not linear. It seems that lower bounding insdel distances of linear codes over small fields is a difficulty problem.
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