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We propose a general statistical mechanics framework for the collective motion of animals. The framework considers the principle of maximum entropy, the interaction, boundary, and desire effects, as well as the time-delay effect. These factors provide the ability to describe and solve dynamic and non-equilibrium problems under this framework. We show that the Vicsek model, the social force model, and some of their variants can be considered special cases of this framework. Furthermore, this framework can be extended to the maximum caliber setting. We demonstrate the potential of this framework for model comparisons and parameter estimations by applying the model to observed data from a field study of the emergent behavior of termites. Finally, we demonstrate the flexibility of the framework by simulating some collective moving phenomena for birds and ants.

The collective motion of animals, as a fascinating natural phenomenon, is a complex topic that involves biology, physics, mathematics, and related fields. This topic has raised scientific interests in the theoretical and empirical studies of various species, such as schools of fish, swarms of insects, flocks of birds, and crowds of pedestrians. Many theoretical models have focused on the microscopic description of each individual in a group during collective motion, such as the social force model, the Vicsek model, and the Cucker-Smale model. One of the challenges in theoretical modeling is to examine the various assumptions and to compare the fitness of the models based on the observed data. Statistical mechanics based on the principle of maximum entropy provides a bridge over the gap between theoretical modeling and empirical data. However, some of the maximum entropy models are based on the static setting, i.e., using the data at only one given point of time. This setting fails to capture the dynamics of some collective motion phenomena.

One of the approaches for dynamical analysis is the principle of maximum entropy. Specifically, for the case of flocks of birds, reference proposed a dynamical maximum entropy approach for the analysis of collective motion. In this approach, pairwise correlation functions between the birds’ orientations at the same time point and between two consecutive time points were analyzed and summed up over the entire trajectory. It is equivalent to analyzing the resultant interaction forces for each individual. It remains unclear how to extend the framework to analyze the component repulsion, attraction, boundary, and desire (the will of the animal) forces for a more general setting.

In this work, we present a general statistical mechanics framework for describing the collective motion of a group of animals. With consideration of the maximum entropy principle, the interaction, boundary, and desire effects, as well as the time-delay effect of information delivery among the group, this framework provides a “bottom to top” analytical bridge between empirical data and theoretical models, as well as a simulation tool. We show that some common models, such as the Vicsek model, the social force model, and some of their variants, are special cases of this general framework. Furthermore, this framework can be extended to the maximum caliber setting. With this general framework, we apply model analysis to the empirical data from a field study of emergent behavior of termites, Odontotermes formosanus. Demonstrations are performed for model comparisons and parameter estimations are made based on maximum likelihood. We find that the Vicsek model assumption with adjustments has a larger likelihood compared with another particular model. In addition, we select the best estimation of delay time from several candidates in this particular field study case based on likelihood values. For the general modeling framework, we also propose some particular models for simulating the collective behaviors of death mills and mass raids of army ants, as well as birds flocking and escaping from predators.

I. METHODS AND RESULTS

A. The model

The foundation of this modeling framework is the principle of maximum entropy, which is widely used in the fields of statistical physics and information theory. The theory states that, given the constraints from the observed data, the best choice of the probability distribution models is the choice that has the maximum entropy. Several research studies have extended such ideas to collective behaviors, such as schools of fish or networks of neurons. This principle selects...
the probability density function that has no assumptions except for the observational constraints. Therefore, the choice of observational constraints is the most critical part of the modeling.

Consider a system of $N$ animals whose motion state at time $t$ can be described by a set of vectors $s_t = (r_t, v_t)$, where $r_t = (r^1_t, r^2_t, \ldots, r^N_t)$ and $v_t = (v^1_t, v^2_t, \ldots, v^N_t)$ are the positions and velocities of the animals at time $t$, respectively. $r^i_t$ and $v^i_t$ can be either two-dimensional ($d = 2$) or three-dimensional ($d = 3$) vectors, depending on the study interest. We also add the notation $s^i_t = (r^i_t, u^i_t)$. We define the “dot product” for this type of data structures: consider $a = (a_1, \ldots, a_N)$ and $b = (b_1, \ldots, b_N)$, where $a_i = (a_{i1}, \ldots, a_{id})$, $b_i = (b_{i1}, \ldots, b_{id})$ are $d$-dimensional vectors. The “dot product” of $a$ and $b$ is given by

$$a \cdot b = \sum_{i=1}^N \sum_{j=1}^d a_{ij} b_{ij}.$$ 

We assume that a delayed reaction exists in the system, i.e., $v^i_t$ reacts to the conditions of time $t - \tau$ for some $\tau > 0$. If the state $s_{t-\tau}$ is known, we are interested in some measurements at time $t$ that can be expressed as $k$ functions: $f_1(v_t|s_{t-\tau}), f_2(v_t|s_{t-\tau}), \ldots, f_k(v_t|s_{t-\tau})$. Our goal is to find a probability density function $P(v_t|s_{t-\tau})$ such that:

1. The entropy

$$H[P|s_{t-\tau}] = -\int P(v_t|s_{t-\tau}) \ln P(v_t|s_{t-\tau}) dv_t$$

is maximized.

2. The expectation constraints

$$\langle f_w(v_t|s_{t-\tau}) \rangle = \langle f_w(v_t|s_{t-\tau}) \rangle_{obs}$$

are satisfied for all $w$. $\langle \cdot \rangle_P$ is the expectation under $P$ and $\langle \cdot \rangle_{obs}$ is the average based on the observed data.

Considering the validation and flexibility of the Vicsek model, the social force model, and their variants, we adopt the concept of the “forces”, but we focus on their directions instead of their specific expressions. In addition, we express these directions as the functions of $s_{t-\tau}$. With the “kinetic energy”, the effects of the alignment, repulsion, attraction, boundary, and “desire” (the will of each animal) factors, the corresponding maximum entropy distribution is

$$P(v_t|s_{t-\tau}) = \frac{1}{Z(A_{t,\tau})} \exp \left[ -\frac{1}{2} \lambda^i_{\text{kin}} v_i \cdot v_i + F_{t-\tau} \cdot v_i \right]$$

$$= \left( \frac{2\pi}{\lambda^i_{\text{kin}}} \right)^{-\frac{dN}{2}} \exp \left[ -\frac{1}{2} \lambda^i_{\text{kin}} \left( v_i - \frac{F_{t-\tau}}{\lambda^i_{\text{kin}}} \right) \cdot \left( v_i - \frac{F_{t-\tau}}{\lambda^i_{\text{kin}}} \right) \right],$$

where

$$Z(A_{t,\tau}) = \int \exp \left[ -\frac{1}{2} \lambda^i_{\text{kin}} v_i \cdot v_i + F_{t-\tau} \cdot v_i \right] dv_t$$

is the normalization factor.

$\lambda^i_{\text{kin}}$ can be considered the measurement of the “average inertia” of the system from time $t - \tau$ to $t$. $F_{t-\tau}$ is an $N$-dimensional “vector” whose $i$-th component is a $d$-dimensional vector given by

$$F^i_{t-\tau} = \lambda^i_{\text{ali}} \sum_{j \in N_i, \text{ali}} g^i_{j,i,\text{ali}} (s^i_t - s^j_t) v^i_j - \lambda^i_{\text{rep}} \sum_{j \in N_i, \text{rep}} g^i_{j,i,\text{rep}} (s^i_t - s^j_t) v^i_j$$

$$+ \lambda^i_{\text{att}} \sum_{j \in N_i, \text{att}} g^i_{j,i,\text{att}} (s^i_t - s^j_t) v^i_j$$

$$+ \lambda^i_{\text{bou}} \sum_{j \in N_i, \text{bou}} g^i_{j,i,\text{bou}} (s^i_t - s^j_t) v^i_j$$

$$+ \lambda^i_{\text{des}} \sum_{j \in N_i, \text{des}} g^i_{j,i,\text{des}} (s^i_t - s^j_t),$$

where $g^i_{j,i,\text{ali}}, g^i_{j,i,\text{rep}}, g^i_{j,i,\text{att}}, g^i_{j,i,\text{bou}}, g^i_{j,i,\text{des}}$ are the alignment, repulsion, attraction, repulsion, and attraction terms in the $i$-th vector, respectively, of the $i$-th animal at time $t - \tau$. The $j$-th animal is within the corresponding neighbors at time $t - \tau$, then it has the corresponding effect to the $i$-th animal at time $t - \tau$, and this effect is reacted by the $i$-th animal at time $t$. Similarly, we can define $n^i_{t-\tau}$ and $n^i_{t,\text{des}}$ as the index set of the individuals that are affected by the “boundary” and “desire” effect, respectively, at time $t - \tau$ and respond at time $t$. $u^i_{t-\tau}$ is the “alignment” unit vector representing the direction of the closest boundary point to $r^i_{t-\tau}$, and $u^i_{t,\text{des}}$ is the “desire” unit vector representing the direction of the will of the $i$-th animal. $u^i_{t,\text{bou}}$ and/or $u^i_{t,\text{des}}$ terms are set to zero vectors when $i$ is not within the corresponding $n$ terms. It should be pointed out that the definition of neighbors can be either metric [29] or topological [72] in our framework.

Finally, we consider the strength of the corresponding effects to the $i$-th animal from time $t - \tau$ to time $t$. We assume that the strength of each effect consists of two parts: first, the part that is a constant over the whole system at time $t - \tau$, described by the $\lambda$ terms; second, the part that is specified as a particular function of $s^i_{t-\tau}$ (and $s^i_{t-\tau}$ for interaction effects), described by the $g$ terms. The $\eta$ terms are parameters of the $g$ functions. For a specified model, the formats of the $n$ terms, the formulas of the $g$ terms, and the value of the $\eta$ terms are given. We emphasize that we do not require the formats/formulas/values of the $n/g/\eta$ terms to remain unchanged over time, as long as the formats/formulas/values are known at time $t - \tau$. This
provides the ability to describe and solve dynamic and non-equilibrium problems under this framework.

At this point, we have three sets of parameters in this framework: \( \tau, \eta, \) and \( \lambda. \) We can choose reasonable or empirical values as candidates for \( \tau \) and \( \eta, \) and select the values with the best likelihood. For the \( \lambda \) terms, we can use maximum likelihood estimations.

Take \( \mathbf{v}_t, \mathbf{F}_{t-\tau} \) as \( dN \)-dimensional vectors. The target distribution \( (3) \) is a multivariate normal distribution, the mean and covariance of which are given by

\[
\begin{align*}
\mu_{t,\tau} &= \frac{1}{\lambda_{\text{kin}}^{t,\tau}} \mathbf{F}_{t-\tau}, \\
\Sigma_{t,\tau} &= \frac{1}{\lambda_{\text{kin}}^{t,\tau}} \mathbf{I},
\end{align*}
\]

where \( \mathbf{I} \) is the \( dN \)-dimensional identity matrix. Given the \( g \) and \( \eta \) terms and the state information \( \mathbf{s}_{t-\tau}, \) the distribution is uniquely determined by the \( \lambda \) parameters \( \Lambda_{t,\tau} = (\lambda_{\text{kin}}^{t,\tau}, \lambda_{\text{ali}}^{t,\tau}, \lambda_{\text{rep}}^{t,\tau}, \lambda_{\text{att}}^{t,\tau}, \lambda_{\text{bou}}^{t,\tau}, \lambda_{\text{des}}^{t,\tau}). \) It should be pointed out that \( \Lambda_{t,\tau} \) are the Lagrange multipliers for the following measurement functions stated in the condition (2), respectively:

\[
\begin{align*}
f_{\text{kin}}(\mathbf{v}_t | \mathbf{s}_{t-\tau}) &= \frac{1}{2N} \mathbf{v}_t \cdot \mathbf{v}_t; \\
f_{\text{ali}}(\mathbf{v}_t | \mathbf{s}_{t-\tau}) &= -\frac{1}{N} \sum_{i=1}^{N} \sum_{j \in n_i^{t,\alpha_i}} g_{i,j,\alpha_i}(\mathbf{s}_{t-\tau}; \eta_{\alpha_i}) \mathbf{u}_{j,\alpha_i}^{t-\tau} \cdot \mathbf{v}_i^{t-\tau}; \\
f_{\text{rep}}(\mathbf{v}_t | \mathbf{s}_{t-\tau}) &= -\frac{1}{N} \sum_{i=1}^{N} \sum_{j \in n_i^{t,\alpha_i}} g_{i,j,\alpha_i}(\mathbf{s}_{t-\tau}; \eta_{\alpha_i}) \mathbf{u}_{j,\alpha_i}^{t-\tau} \cdot \mathbf{v}_i^{t-\tau}; \\
f_{\text{att}}(\mathbf{v}_t | \mathbf{s}_{t-\tau}) &= -\frac{1}{N} \sum_{i=1}^{N} \sum_{j \in n_i^{t,\alpha_i}} g_{i,j,\alpha_i}(\mathbf{s}_{t-\tau}; \eta_{\alpha_i}) \mathbf{u}_{j,\alpha_i}^{t-\tau} \cdot \mathbf{v}_i^{t-\tau}; \\
f_{\text{bou}}(\mathbf{v}_t | \mathbf{s}_{t-\tau}) &= -\frac{1}{N} \sum_{i=1}^{N} g_{i,bou}(\mathbf{s}_{t-\tau}; \eta_{\text{bou}}) \mathbf{u}_{i,bou}^{t-\tau} \cdot \mathbf{v}_i^{t-\tau}; \\
f_{\text{des}}(\mathbf{v}_t | \mathbf{s}_{t-\tau}) &= -\frac{1}{N} \sum_{i=1}^{N} g_{i,des}(\mathbf{s}_{t-\tau}; \eta_{\text{des}}) \mathbf{u}_{i,des}^{t-\tau} \cdot \mathbf{v}_i^{t-\tau}.
\end{align*}
\]

They are the measurements of average reactions of \( \mathbf{v}_t \) at time \( t \) to the corresponding effects from time \( t - \tau \) over the whole system.

The derivation of the framework is inspired by the ideas of references [15, 33] and is explained in details in the SI Appendix A.

**B. Relationships with other models**

Since the general framework only specifies the directions of the effects from \( \mathbf{s}_{t-\tau} \) to \( \mathbf{v}_t \) and the detailed formats of the effects are not specified yet in the \( g \) terms, this framework has a large flexibility to be adjusted. Many widely used models can be considered special cases of our framework (See SI Appendix B).

- When there is only one animal in the system and all other effects do not exist, we define \( n_i^{t,\alpha_i} = \{1\} \) and set \( \lambda_{\alpha_i}^{t,\tau} = \lambda_{\text{kin}}^{t,\tau}. \) The normal distribution \( (3) \) along with (6,7), is equivalent to the following discrete dynamic model:

\[
\begin{align*}
r_i^t &= r_i^{t-\tau} + \epsilon_i^{t-\tau}, \\
v_i^t &= v_i^{t-\tau} + \epsilon_i^{t-\tau},
\end{align*}
\]

where \( \epsilon_i^{t-\tau} \) is the white noise term that follows a \( d \)-dimensional normal distribution with the mean of \( 0 \) and the covariance of \( 1/\lambda_{\text{kin}}^{t,\tau}. \) This is the law of inertia with the adjustment of randomness.

- When we only consider the alignment effect and set \( \lambda_{\alpha_i}^{t,\tau} = \lambda_{\text{kin}}^{t,\tau}. \) the normal distribution \( (3) \), along with (6,7), is equivalent to the following discrete dynamic model:

\[
\begin{align*}
r_i^t &= r_i^{t-\tau} + \epsilon_i^{t-\tau}, \\
v_i^t &= \sum_{j \in n_i^{t,\alpha_i}} v_j^{t-\tau}/n_{i,\alpha_i} + \epsilon_i^{t-\tau}.
\end{align*}
\]

This is equivalent to the Vicsek model with the relaxation of the fixed speed constraint.

- For the general case, the model (3), along with (6-7), can be rewritten as

\[
\begin{align*}
r_i^t - r_i^{t-\tau} &= \epsilon_i^{t-\tau}, \\
v_i^t - v_i^{t-\tau} &= (F_i^{t-\tau}/\lambda_{\text{kin}}^{t,\tau}) - v_i^{t-\tau} + \epsilon_i^{t-\tau}.
\end{align*}
\]

(12) \( (F_i^{t-\tau}/\lambda_{\text{kin}}^{t,\tau}) - v_i^{t-\tau} \) is equivalent to the discrete approximation of the interaction forces and the forces from the boundary and desire effects. We present the mapping between the social force model and our framework in the SI Appendix B.

- Consider a sequence of times \( t_0, t_1, \ldots, t_M \) where \( t_i = t_0 + i\tau, i = 1, \ldots, M. \) Given the initial distribution \( P(\mathbf{v}_{t_0}) \), the joint distribution of \( (\mathbf{v}_{t_0}, \mathbf{v}_{t_1}, \ldots, \mathbf{v}_{t_M}) \) can be derived as

\[
P(\mathbf{v}_{t_0}, \mathbf{v}_{t_1}, \ldots, \mathbf{v}_{t_M}) = P(\mathbf{v}_{t_0}) \prod_{i=0}^{M-1} P(\mathbf{v}_{t_{i+1}} | \mathbf{s}_{t_i}),
\]

(16) where \( P(\mathbf{v}_{t_{i+1}} | \mathbf{s}_{t_i}) \) is derived from the maximum entropy principle [3]. This distribution maximizes the caliber for the Markov setting with additional assumptions [35-37]. See more details in the SI Appendix B.
C. The emergent behavior of termites: an example

Given the $g$ and $\eta$ terms, as well as the data of $s_{t-\tau}$ and $s_t$, we can obtain the maximum likelihood estimators $\Lambda_{t,\tau}^{*} = (\lambda_{kin}^{t,\tau}, \lambda_{ali}^{t,\tau}, \lambda_{att}^{t,\tau}, \lambda_{bou}^{t,\tau}, \lambda_{des}^{t,\tau})$ (See more details in SI Appendix C). In addition, we can find an estimation of the delay time $\tau^*$ if multiple candidates of $\tau$ and their corresponding $s_{t-\tau}$ are available. We select the $\tau$ and the corresponding $s_{t-\tau}$ that maximize the log likelihood of equation (3) among the candidates. This framework can be extended for comparisons of different models, as long as the differences of the models are in the selections of the neighbors and $g$ terms, which are just functions of $s_{t-\tau}$.

As an example, we apply the above framework to the observed data from an emergent event of a colony of termites. This type of event has been reported in reference [39]. The data were collected in an arboretum in Guangzhou, China in 2019. The activities of termites are checked by observing the sheeting and mud tubes on tree trunks. After a camera is set to begin recording video, the sheeting is rapidly broken using a small rake and the termites escape to the exit below (SI Video 1, FIG. 1). Two-dimensional data for the positions and motions are tracked and collected by Tracker (version 5.1.3), a video analysis and modeling software program [45]. We choose $t = 0.133s, 1.133s, 2.133s, \ldots, 9.133s$, and $\tau = 0.033s, 0.067s, 0.100s, 0.133s$. For each combination of $(t, \tau)$, we collect the data for $s_t$ and $s_{t-\tau}$. The boundary data are also collected.

Worker termites have no visual sense [46]. In a short escape time period, we assume that the motion interactions are based on physical contacts, and we define $n_{t,ali}^{i} = \{j \mid \|r^{i,t-\tau}_j - r^{i-\tau}_j\| \leq l_0\}$ and $n_{t,\tau}^{i} = \{j \mid 0 < \|r^{i,t-\tau}_j - r^{i-\tau}_j\| \leq 0.5l_0\}$, where $l_0$ is the average body length of termites in this study. We assume that either there is no attraction effect, or the attraction effect is included in the desire effect of escaping with the direction $u_{i,des}^{t} = (0, -1)$ for all $i, t, \tau$. We assume that $g_{i,j,rep}(s_{t-\tau}; \eta_{rep}) = g_{i,bou}(s_{t-\tau}; \eta_{bou}) = g_{i,des}(s_{t-\tau}; \eta_{des}) = 1$ for all $i, j, t, \tau$. For the alignment effect, we compare the log likelihood based on equation (3) between the model with $g_{i,j,ali}(s_{t-\tau}; \eta_{ali}) = 1$ (non-Vicsek settings) and the model with $g_{i,j,ali}(s_{t-\tau}; \eta_{ali}) = 1/N_{t,ali}^{i}, \lambda_{ali}^{t,\tau} = \lambda_{kin}^{t,\tau}$ (Vicsek settings) at all combinations of $(t, \tau)$. The results in FIG. 2 show that the models with $\tau^* = 0.033s$ have the largest likelihood among the four candidates of $\tau$ for all different time $t$. The model with the Vicsek setting has larger likelihoods than the non-Vicsek setting for all combinations of $(t, \tau)$ in this experiment. Finally, we run 1000 simulations for each termite based on the model [3] with the Vicsek setting and the corresponding maximum likelihood estimators $\Lambda_{t,\tau}^{*}$ for all $t$ with $\tau^* = 0.033s$. We compare the probability density histograms of the actual observed data and the simulation results for the speeds $v$, the $x$ and $y$ projections of the velocities, and the velocity angles $\theta$. The results for $t = 0.133s$ are presented in FIG. 3 which shows the validation of the theoretical model for the observed data. Other results and a detailed explanation of methods can be found in the SI Appendix C, D.

The purpose of this section is to present what can be computed from this framework. Further interpretations and inferences of the results are left for future studies.

D. Simulations

With the flexibilities of $g$ terms, the formats of the “effects”, and $n$ terms, the effect neighbors, this general modeling framework has a strong ability to simulate several animal collective behaviors. In this section, we demonstrate the simulations of the death mill [9] and mass raids [12] of army ants, as well as birds flocking and escaping from predators [28, 40]. Detailed settings of the simulation models can be found in SI Appendix
E. We emphasize that the simulations are only for demonstration purposes and they are based on reasonable assumptions. With future data and modeling support, the simulation models may be adjusted.

- **Army ant death mill**: The virtually blind foragers of the New World army ants *Eciton burchelli* sometimes form a chemical (pheromone) trails system with a massive scale [9]. When some of the chemical trails form a circle, this can sometimes cause the phenomenon known as a death mill: a group of army ants forming a continuously rotating circle. To simulate this, we assume that there is no attraction effect between individual ants, and adopt the alignment and repulsion effects formats of termites, as in section I C. In addition, we define a particular ant individual as the “leader”, who has the desire to create a circular chemical trail, and all the other individuals are followers who have the desire to follow the trail. To simulate this, we assume that there is no attraction effect between individual ants, and adopt the alignment and repulsion effects formats of termites, as in section I C. In addition, we define a particular ant individual as the “leader”, who has the desire to create a circular chemical trail, and all the other individuals are followers who have the desire to follow the trail. The video of the simulation can be found in SI Video 2, and two snapshots of the simulation are presented in FIG. 4 (A,B).

- **Army ant mass raids**: Several experiments were performed in reference [12] to study the foraging and raiding behaviors of army ants. The results showed that pheromone trail played a critical role in these phenomena. To simulate the behaviors described in reference [12], we use a setting similar to the one we used for the army ant death mill, and then simply adjust the desire of the “leader”. The behavior of the leader has three stages. First, the leader searches for the food. Second, once the leader finds the food, it returns to the nest and creates a pheromone trail for recruitment. Third, once the leader reaches the nest, it goes back to help obtain the food. All the other individuals have two stages of behaviors: wandering randomly before the recruitment and following the trail as a response to the recruitment. The video of the simulation can be found in SI Video 3, and two snapshots of the simulation are presented in FIG. 4 (C,D).

- **The flocking and escaping of birds**: The beauty of the flocking and escaping behaviors of birds [40] involves multiple complex topics that remain challenging to explore [20, 21, 28, 47]. In this section, we describe an attempt to simulate this phenomenon with several assumptions. First, we combine the definitions of the interaction neighbors in [14, 28, 47], and we define the following interaction neighbors for our model: For the short-
range interaction, each bird interacts with the nearest $n$ birds (topological). Within these nearest $n$ birds, interactions are classified into repulsion and/or alignment based on the distance (metric). It is observed that separated flocks of birds tend to merge together. Thus we also define the long-range attraction effect based on the distance (metric). We consider the “roost” effect as in [25] and define the boundary effect to restrict the flocks to a particular region. Finally, we introduce two predators that chase the nearest bird, and we define the desire of the birds as wanting to escape from the predators. The 2.5×speed-up video of the simulation can be found in SI Video 4, and two snapshots of the simulation are presented in FIG. 4 (E,F).

II. DISCUSSION

In this work, we derive a general statistical mechanical modeling framework based on the principle of maximum entropy, the assumption of the time-delayed reaction, and the effects of the alignment, repulsion, attraction, boundary, and desire. This framework is very flexible in that some commonly used models, such as the Vicsek model, the social force model, and some of their variants can be considered special cases, as shown in Section I C. The advantage of expressing the equivalent discrete dynamic model (14, 15) as the maximum entropy probability distribution is that it provides a powerful statistical tool to bridge the gap between experimental data and theoretical models. The corresponding log likelihood function can be used as a measurement for model comparison and parameter selection, as shown in section I C. In addition to the results presented above, we would like to discuss several relevant issues.

First, we emphasize the fact that the assumption of delayed reaction time is necessary. Without the time-delay effect, the static model fails to capture the dynamic or non-equilibrium characteristics of the natural phenomena. Furthermore, the absence of this assumption may cause “global simultaneous interaction”: one turning of one animal may be reacted to by the whole system simultaneously, regardless of the size of the system. Due to the connection of the neighbor networks, such global simultaneous interaction may exist even when the interaction is only defined locally (See SI Appendix F for details). On the other hand, introducing the delay-time to this framework significantly simplifies the mathematical difficulty of modeling, especially when dealing with the asymmetric problem raised by the topological interaction neighbors (See SI Appendix F for details). We also emphasize that it is possible that different individuals have different delayed reaction times, and the same individual can have different delayed reaction times to different effects. We assume a constant $\tau$ as an “average” for simplification, but one can of course introduce a more complicated delayed time system. Comparisons of different selections can be performed using log-likelihood values.

Second, it should be pointed out that the maximum entropy model does not guarantee the representation of the exact realistic model. The model only considers the constraints selected by the researcher and is evaluated using the observed data in the specified event, as mentioned in reference [15]. This framework is highly affected by the data and the selection of constraints. Even if we select the constraints that match the mechanics settings, it is possible that there are other factors that have been ignored or are very difficult to be captured (for example, the effect of wind in birds flocking). Furthermore, as a dynamic model that is trying to describe the behavior of living animals, we should be careful about the meaning of the physical terms for the living animals. For example, $\lambda_{\text{kin}}^r$ plays the role of “average mass” in our framework. However, equation (7) indicates that it also measures the randomness of the motion of the system. It is possible that $\lambda_{\text{kin}}^r$ may change with respect to time, unlike the physical mass. Another example is that we can set the delay time $\tau = 0$ in theory, but this may not match the reality of living animals (See SI Appendix F).

Finally, our modeling approach is based on the observed data for the velocities and positions, two sets of data that are relatively easier to collect. Each individual is taken as a particle without consideration of the shape, volume, or other factors that may affect the collective motion. To deal with this problem, adjustment can be made by adding additional direction and/or constraint, as in reference [24]. Another limitation of this framework is that it only considers the dot product. Thus, mechanics based on the cross product, such as the spin model in reference [18] for turning, cannot directly be described by this framework. A rough approach to solve this problem is to assign the direction of centripetal force of turning to the direction of the boundary and/or desire effect.

Bridging the gap between theory and reality is always the challenge of modeling. Our flexible framework provides a potential tool for comparing various model assumptions and parameter selections for the same event. The best model may still be undiscovered. However, we can try to approach the best model via comparison. This is the meaning of our work.
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FIG. 4. The snapshots of early and late stages of the simulations for (A,B) death mill of 500 army ants; (C,D) mass raids of 100 army ants; (E, F) flocking and escaping of 1000 birds. The red lines in (A,B,C,D) are the chemical trails produced by the leader. The blue dot in (C,D) is the food. The blue and pink points in the x-y plane of (E,F) are the projections from 3D to 2D.
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Appendix A: The Model

Inspired by the general idea of reference [15], we construct a statistical mechanics framework for the collective motion of animals in this section. We first present the details of the principle of maximum entropy. Based on this, we derive our framework with the considerations of the delay reaction and several mechanics terms.

In general, we are looking for a probability density function \( P(x) \), such that:

1. The entropy

\[
H[P] = - \int P(x) \ln P(x) dx
\]

is maximized.

2. For some measurements \( f_1(x), \ldots, f_k(x) \), the expectation constraints

\[
\langle f_w(x) \rangle_p = \langle f_w(x) \rangle_{obs}, \quad w = 1, \ldots, k,
\]

are satisfied. \( \langle f \rangle_{obs} \) is the average of \( f \) based on the observed data and \( \langle f \rangle_p \) is the expectation under \( P \):

\[
\langle f(x) \rangle_p = \int f(x) P(x) dx.
\]

3. As a probability density function, it requires

\[
\int P(x) dx = 1.
\]

The above problem can be approached by using the method of the Lagrange multipliers as follows:

We define a functional

\[
H[P; \Lambda] = H[P] - \lambda_0 \left( \int P(x) dx - 1 \right) - \sum_{w=1}^{k} \lambda_w \left( \langle f_w(x) \rangle_p - \langle f_w(x) \rangle_{obs} \right),
\]

where \( \Lambda = (\lambda_0, \lambda_1, \ldots, \lambda_k) \) are the corresponding Lagrange multipliers. The corresponding optimization problem is equivalent to solving:

\[
\frac{\partial H[P; \Lambda]}{\partial P(x)} = 0 \quad \text{(A5)}
\]

\[
\frac{\partial H[P; \Lambda]}{\partial \lambda_w} = 0, \text{ for } w = 1, \ldots, k. \quad \text{(A6)}
\]

Solving \( \text{(A5)} \) gives us

\[
-\ln P(X) - 1 - \lambda_0 - \sum_{w=1}^{k} \lambda_w f_w(x) = 0.
\]

Thus,

\[
P(X) = \frac{1}{Z(\Lambda)} \exp \left[ - \sum_{w=1}^{k} \lambda_w f_w(x) \right],
\]

where

\[
Z(\Lambda) = \exp(1+\lambda_0) = \int \exp \left[ - \sum_{w=1}^{k} \lambda_w f_w(x) \right] dx
\]

is the normalization factor to satisfy the condition \( \text{(A3)} \). One can verify that the result distribution \( \text{(A29)} \) satisfies the condition \( \text{(A1)} \).

Solving \( \text{(A6)} \) gives us

\[
\langle f_w(x) \rangle_p - \langle f_w(x) \rangle_{obs} = 0.
\]

Thus,

\[
\frac{1}{Z(\Lambda)} \int f_w(x) \exp \left[ - \sum_{w=1}^{k} \lambda_w f_w(x) \right] dx = \langle f_w(x) \rangle_{obs},
\]

which satisfies the condition \( \text{(A2)} \). In addition, the estimation of \( \Lambda \) under this approach is equivalent to the maximum likelihood estimation, as shown in reference [15].

Based on the above maximum entropy settings, the critical part of our modeling is finding the appropriate measurements \( x \) and \( f_1(x), \ldots, f_k(x) \). Our goal is to construct a statistical mechanics framework to describe the collective motion of animals. We consider a group of \( N \) animals whose motion state at time \( t \) can be described by a set of vectors \( s_i = (r_i, v_i) \), where \( r_i = (r_{i1}, r_{i2}, \ldots, r_{iN}) \) and \( v_i = (v_{i1}, v_{i2}, \ldots, v_{iN}) \) are the positions and velocities of the animals at time \( t \), respectively. \( r_i \) and \( v_i \) can be either two-dimensional \( (d = 2) \) or three-dimensional \( (d = 3) \) vectors, depending on the study interest. The motion state of the \( i \)-th animal at time \( t \) is denoted by \( s_i = (r_{i1}, v_{i1}) \). Consider a time point \( t \), we assume that the positions at time \( t \) can be determined by the state information of the previous time step. Thus, we focus on the velocities and set \( x = v_i \), where \( x \) is the variable in the maximum entropy setting.

We begin with the microscopic description at the \( i \)-th animal. Considering the similarity between the
maximum entropy distribution $\{A7\}$ and the Boltzmann distribution in statistical mechanics, we choose the $f_w$ terms that can be related to some “effective energy”. Naturally, the first term we select for the $i$–th animal is the “kinetic energy” term:

$$f_i^{kin}(v_i) = \frac{1}{2} v_i^t \cdot v_i^t,$$  \hspace{1cm} (A10)

It should be pointed out that the “mass” term is not included in the equation. As mentioned in the main text, it is managed by the Lagrange multiplier $\lambda^{kin}$. In addition to the “kinetic energy”, we consider some factors that may affect $v_i^t$. In general, we assume that the effect of a factor $w$ consists of two parts: the direction term $u$ and the strength term $g$. We also assume that the reaction of $v_i^t$ to a factor is not completed at the same time as the factor is perceived. Thus, we assume that there exists a delay time $\tau > 0$, such that $u$ and $g$ are functions of $s_{i,-\tau}$, and the corresponding effect to $v_i^t$ is described as

$$Q_{i,w}^{t,\tau} = g_{i,w}^{t,\tau}(s_{i,-\tau}; \eta_{w}) u_{i,w}^{t,\tau}(s_{i,-\tau}),$$  \hspace{1cm} (A11)

where $\eta_{w}$ is the parameter(s) in the function $g$. The reaction of $v_i^t$ to $Q_{i,w}^{t,\tau}$ is

$$f_i^{w}(v_i|s_{i,-\tau}) = -Q_{i,w}^{t,\tau} \cdot v_i^t,$$  \hspace{1cm} (A12)

where “.” is the dot product for two vectors. We put the negative sign in the equation for mechanics purpose.

We divide various effects into two categories: the interactions between animals within the system and the external/internal effects.

For the interactions, we consider the alignment, repulsion, and attraction effects, which are given by:

$$Q_{i,ali}^{t,\tau} = \sum_{j \in n_{i,-\tau}} g_{i,ali,j}^{t,\tau}(s_{i,-\tau}; \eta_{ali}) v_{j,-\tau}^t,$$  \hspace{1cm} (A13)

$$Q_{i,rep}^{t,\tau} = \sum_{j \in n_{i,-\tau}} g_{i,rep,j}^{t,\tau}(s_{i,-\tau}; \eta_{rep}) u_{i,rep}^{t,\tau}(s_{i,-\tau}),$$  \hspace{1cm} (A14)

$$Q_{i,att}^{t,\tau} = \sum_{j \in n_{i,-\tau}} g_{i,att,j}^{t,\tau}(s_{i,-\tau}; \eta_{att}) u_{i,att}^{t,\tau}(s_{i,-\tau}),$$  \hspace{1cm} (A15)

where $n_{i,ali}^{t,\tau}, n_{i,rep}^{t,\tau}, n_{i,att}^{t,\tau}$ are the alignment, repulsion, and attraction neighbors, respectively, of the $i$–th animal at time $t - \tau$. If the $j$–th animal is within the corresponding neighbors at time $t - \tau$, then it has the corresponding effect to the $i$–th animal at time $t - \tau$, and this effect is reacted by the $i$–th animal at time $t$. It should be pointed out that the definitions of neighbors can be either metric [29] or topological [42] in our framework. The direction terms are given by

$$u_{i,rep}^{t,\tau}(s_{i,-\tau}) = \frac{r_{i,rep}^{t,\tau} - r_i^{t,\tau}}{||r_{i,rep}^{t,\tau} - r_i^{t,\tau}||},$$  \hspace{1cm} (A16)

$$u_{i,att}^{t,\tau}(s_{i,-\tau}) = \frac{r_{i,att}^{t,\tau} - r_i^{t,\tau}}{||r_{i,att}^{t,\tau} - r_i^{t,\tau}||}.$$  \hspace{1cm} (A17)

For the external/internal effects, we consider the boundary and desire effects, which are given by:

$$Q_{i,bou}^{t,\tau} = g_{i,bou}^{t,\tau}(s_{i,-\tau}; \eta_{bou}) u_{i,bou}^{t,\tau}(s_{i,-\tau}),$$  \hspace{1cm} (A18)

$$Q_{i,des}^{t,\tau} = g_{i,des}^{t,\tau}(s_{i,-\tau}; \eta_{des}) u_{i,des}^{t,\tau}(s_{i,-\tau}).$$  \hspace{1cm} (A19)

Similarly, we can define $n_{i,bou}^{t,\tau}$ and $n_{i,des}^{t,\tau}$ as the index set of the individuals that are affected by the “boundary” and “desire” effect, respectively, at time $t - \tau$ and respond at time $t$. $u_{i,bou}^{t,\tau}$ is the “boundary” unit vector with the direction from the closest boundary point to $r_i^{t,\tau}$, and $u_{i,des}^{t,\tau}$ is the “desire” unit vector representing the direction of the will of the $i$–th animal. $u_{i,bou}^{t,\tau}$ and/or $u_{i,des}^{t,\tau}$ terms are set to zero vectors when $i$ is not within the corresponding neighbor terms.

Up to this point, we have considered the “kinetic energy” and five factors that affect $v_i^t$ from time $t - \tau$: the alignment, repulsion, and attraction interactions, and the boundary and desire effects. Other factors can be added via the same principle. By extending the concept to all the animals in the group and taking the average, we obtain the following six measurements

$$f_{kin}(v_i|s_{i,-\tau}) = \frac{1}{N} \sum_{i=1}^{N} f_i^{kin}(v_i),$$  \hspace{1cm} (A20)

$$f_{ali}(v_i|s_{i,-\tau}) = \frac{1}{N} \sum_{i=1}^{N} f_i^{ali}(v_i|s_{i,-\tau}),$$  \hspace{1cm} (A21)

$$f_{rep}(v_i|s_{i,-\tau}) = \frac{1}{N} \sum_{i=1}^{N} f_i^{rep}(v_i|s_{i,-\tau}),$$  \hspace{1cm} (A22)

$$f_{att}(v_i|s_{i,-\tau}) = \frac{1}{N} \sum_{i=1}^{N} f_i^{att}(v_i|s_{i,-\tau}),$$  \hspace{1cm} (A23)

$$f_{bou}(v_i|s_{i,-\tau}) = \frac{1}{N} \sum_{i=1}^{N} f_i^{bou}(v_i|s_{i,-\tau}),$$  \hspace{1cm} (A24)

$$f_{des}(v_i|s_{i,-\tau}) = \frac{1}{N} \sum_{i=1}^{N} f_i^{des}(v_i|s_{i,-\tau}),$$  \hspace{1cm} (A25)

with the corresponding Lagrange multipliers $\mathbf{A}_{t,\tau} = (\lambda_{kin}^{t,\tau}, \lambda_{ali}^{t,\tau}, \lambda_{rep}^{t,\tau}, \lambda_{bou}^{t,\tau}, \lambda_{des}^{t,\tau})$. These are the average reactions of $v_i$ at time $t$ to the effects from time $t - \tau$.

To simplify the expression, we define the “dot product” for the data structures like $v_i$: let $\mathbf{a} = (a_1, \ldots, a_N)$ and $\mathbf{b} = (b_1, \ldots, b_N)$ where $a_i = (a_{i1}, \ldots, a_{id})$, $b_i = (b_{i1}, \ldots, b_{id})$ are d-dimensional vectors. The “dot product” of $\mathbf{a}$ and $\mathbf{b}$ is given by

$$\mathbf{a} \cdot \mathbf{b} = \sum_{i=1}^{N} a_i \cdot b_i = \sum_{i=1}^{N} \sum_{j=1}^{d} a_{ij} b_{ij}.$$  \hspace{1cm} (A26)

Substitute all the above $f$ terms and $\lambda$ terms to $\{A7\}$,
we obtain
\[ P(v_i|s_{i-t}) = \frac{1}{Z(A_{t,\tau})} \exp \left[ -\frac{1}{2} \Lambda_{kin}^{t,\tau} v_i \cdot v_i + F_{t-\tau} \cdot v_i \right], \]
(A27)
where \( F_{t-\tau} \) is an \( N \)-dimensional “vector” whose \( i \)-th component is a \( d \)-dimensional vector given by
\[ F^{t,\tau}_i = \sum_w \Lambda_{w}^{t,\tau} Q^{t,\tau}_{w,i} \]
\[ = \lambda_{a}^{t,\tau} \sum_{j \in n_{i,\alpha}} g_{i,j,\alpha}(s_{\theta_i}; \eta_{\alpha i}) v^{t,\tau}_j \]
\[ + \lambda_{\text{rep}}^{t,\tau} \sum_{j \in n_{i,\text{rep}}} g_{i,j,\text{rep}}(s_{\theta_i}; \eta_{\text{rep}}) u^{t,\tau}_{i,j,\text{rep}}(s_{t-\tau}) \]
\[ + \lambda_{\text{att}}^{t,\tau} \sum_{j \in n_{i,\text{att}}} g_{i,j,\text{att}}(s_{\theta_i}; \eta_{\text{att}}) u^{t,\tau}_{i,j,\text{att}}(s_{t-\tau}) \]
\[ + \lambda_{\text{bou}}^{t,\tau} g_{i,j,\text{bou}}(s_{\theta_i}; \eta_{\text{bou}}) u^{t,\tau}_{i,j,\text{bou}}(s_{t-\tau}) \]
\[ + \lambda_{\text{des}}^{t,\tau} g_{i,j,\text{des}}(s_{\theta_i}; \eta_{\text{des}}) u^{t,\tau}_{i,j,\text{des}}(s_{t-\tau}) \]
(A28)
as the total effect from \( s_{t-\tau} \) to \( v_i \).

Note that the \( 1/N \) term can be absorbed by \( Z(A_{t,\tau}) \), without the loss of the generality, we directly write
\[ P(v_i|s_{t-\tau}) = \frac{1}{Z(A_{t,\tau})} \exp \left[ -\frac{1}{2} \Lambda_{kin}^{t,\tau} v_i \cdot v_i + F_{t-\tau} \cdot v_i \right], \]
(A29)
where
\[ Z(A_{t,\tau}) = \int \exp \left[ -\frac{1}{2} \Lambda_{kin}^{t,\tau} v_i \cdot v_i + F_{t-\tau} \cdot v_i \right] dv_i \]
\[ = \left( \frac{2\pi}{\Lambda_{kin}^{t,\tau}} \right)^{dN} \exp \left[ -\frac{1}{2\Lambda_{kin}^{t,\tau}} F_{t-\tau} \cdot F_{t-\tau} \right] \]
(A30)
as a Gaussian integral. This is the main text equation \[4].

As mentioned in the main text, (A29) is a multivariate normal distribution, the mean and covariance of which are given by
\[ \mu_{t,\tau} = \frac{1}{\Lambda_{kin}^{t,\tau}} F_{t-\tau}, \]
(A31)
\[ \Sigma_{t,\tau} = \frac{1}{\Lambda_{kin}^{t,\tau}} I, \]
(A32)
where \( I \) is the \( dN \)-dimensional identity matrix.

The remain challenge is to estimate \( \langle f_w(v_i|s_{t-\tau}) \rangle_{\text{obs}} \) from the real-world data. By the meaning of \( \langle f_w(v_i|s_{t-\tau}) \rangle_{\text{obs}} \), one may need to set up the same \( s_{t-\tau} \) and repeat the experiments multiple times, which can be very difficult or impossible for the studies of natural phenomena. Fortunately, since we define \( f_w(v_i|s_{t-\tau}) = 1/N \sum_{i=1}^N f_w(v_i|s_{t-\tau}) \) as the average reaction of \( v_i \) to the corresponding effect, by the law of large numbers, we have
\[ \langle f_w(v_i|s_{t-\tau}) \rangle_{\text{obs}} \approx f_w(v_i^{\text{obs}}|s_{t-\tau}) \]
(A33)
for large \( N \) value, where \( v_i^{\text{obs}} \) is the observed data from one sample.

### Appendix B: Relationships with Other Models

First, this framework can be specified as the Vicek model and the social force model. For the \( i \)-th animal, the distribution (A29), along with (A31,A32), can be rewritten as
\[ r_i^{t,\tau} = \eta_i^{t,\tau}, \]
\[ v_i^{t,\tau} = (F^{t,\tau}/\lambda_{kin}^{t,\tau} - v_i^{t-\tau}) + \epsilon_i^{t,\tau}, \]
(B1)
where \( \epsilon_i^{t,\tau} \) is the white noise term that follows a \( d \)-dimensional normal distribution with the mean of \( 0 \) and the covariance of \( 1/\lambda_{kin}^{t,\tau} I \). By this setting, \( (F^{t,\tau}/\lambda_{kin}^{t,\tau} - v_i^{t-\tau})/\tau \) is mathematically equivalent to the discrete approximation of the interaction forces and the forces from the boundary and desire effects. Since the general framework only specifies the directions of the effects from \( s_{t-\tau} \) to \( v_i \) and the detailed formats of the effects are not specified yet in \( g \) terms, this framework has a large flexibility to be adjusted. Many widely used models can be considered special cases of this framework. We present the mapping between those models and our framework in the TABLE B1.

It addition, this framework can be extended to the maximum caliber model. The distribution (A29) can be considered the probability of transition from \( s_{t-\tau} \) to \( s_t \). Then, the motion states \((s_{t_0}, s_{t_1}, \ldots, s_{t_M})\) is a Markov chain, where \( t_i = t_0 + i\tau \). The joint distribution is given by
\[ P(v_{t_0}, v_{t_1}, \ldots, v_{t_M}) = P(v_{t_0}) \prod_{i=0}^{M-1} P(v_{t_{i+1}}|s_{t_i}), \]
\[ = \frac{P(v_{t_0})}{\prod_{i=0}^{M-1} Z(A_{t_{i+1},\tau})} \exp \left[ -\sum_{i=0}^{M-1} \sum_{w=1}^k \Lambda_w^{t_i,\tau} f_w(v_{t_{i+1}}|s_{t_i}) \right]. \]
(B3)

With the assumption of \( \lambda_w^{t_i,\tau} \) being constant for all \( t_i \), the distribution (B3) is mathematically equivalent to the maximum caliber model with \( \sum_{i=0}^{M-1} f_w(v_{t_{i+1}}|s_{t_i}) \) being the constraints over the trajectories. A detailed survey of the principle of maximum caliber can be found in reference [35].

### Appendix C: Parameter Estimations

Given the \( g \) and \( \eta \) terms, as well as the data for \( s_t \) and \( s_{t-\tau} \), we can obtain the maximum likelihood estimation for \( A_{t,\tau} \) from the distribution (A7). In this section, we use \( f, I \) and \( Q \) terms as the quantities computed from the observational data without the notation “obs” for simplification.
Before the derivation, we first simplify the notations as follows:

- In this section, we use \( w \) as the general index of the name of the effects, such as "ali" or "bou". However, we do not use \( w \) for "kin" due to its particularity. To consider the general case, we assume that there are \( k \) effects exist in the system in addition to "kin" and label them as \( w_1, \ldots, w_k \).
- We define \( f_{w}^{t,\tau} = N f_{w}(v_i|s_{t-\tau}) \) in (A21-A25).

Similarly, we rewrite \( f_{kin}^{t,\tau} = N f_{kin}(v_i|s_{t-\tau}) \).

With the above simplification, the distribution (A29) becomes

\[
P(v_i|s_{t-\tau}) = \frac{1}{Z(A_{t,\tau})} \exp \left[ -\lambda_{kin}^{t,\tau} f_{kin}^{t,\tau} - \sum_{w} \lambda_{w}^{t,\tau} f_{w}^{t,\tau} \right],
\]

where

\[
Z(A_{t,\tau}) = \left( \frac{2\pi}{\lambda_{kin}^{t,\tau}} \right)^{\frac{dN}{2}} \exp \left[ -\lambda_{kin}^{t,\tau} f_{kin}^{t,\tau} - \sum_{u,v} \lambda_{u,v}^{t,\tau} f_{u,v}^{t,\tau} \right] .
\]

The corresponding log-likelihood function is

\[
\ln P = -\ln Z(A_{t,\tau}) - \lambda_{kin}^{t,\tau} f_{kin}^{t,\tau} - \sum_{w} \lambda_{w}^{t,\tau} f_{w}^{t,\tau},
\]

where

\[
\ln Z(A_{t,\tau}) = \frac{dN}{2} \ln(2\pi) - \frac{dN}{2} \ln(\lambda_{kin}^{t,\tau})
\]

\[
+ \frac{1}{2} \lambda_{kin}^{t,\tau} f_{kin}^{t,\tau} - \sum_{u,v} \lambda_{u,v}^{t,\tau} f_{u,v}^{t,\tau} - \sum_{i=1}^{N} Q_{i,\tau}^{t,\tau} \cdot Q_{i,\tau}^{t,\tau} .
\]

\( A_{t,\tau} \) is maximized by solving the following system of equations for \( \lambda_{kin}^{t,\tau}, \lambda_{w}^{t,\tau}, \lambda_{w,v}^{t,\tau}, \ldots, \lambda_{w,v_1,\ldots,v_k}^{t,\tau} \):

\[
- \frac{\partial}{\partial \lambda_{kin}^{t,\tau}} \ln Z(A_{t,\tau}) - f_{kin}^{t,\tau} = 0,
\]

which gives

\[
dN \left( \frac{1}{2} \lambda_{kin}^{t,\tau} + \frac{1}{2} \sum_{u,v} \lambda_{u,v}^{t,\tau} \lambda_{w}^{t,\tau} \sum_{i=1}^{N} Q_{i,\tau}^{t,\tau} \cdot Q_{i,\tau}^{t,\tau} \right) = f_{w}^{t,\tau} .
\]

And

\[
- \frac{\partial}{\partial \lambda_{w}^{t,\tau}} \ln Z(A_{t,\tau}) - f_{w}^{t,\tau} = 0, \quad u = 1, \ldots, k,
\]

which gives us

\[
\lambda_{w}^{t,\tau} \sum_{i=1}^{N} Q_{i,\tau}^{t,\tau} \cdot Q_{i,\tau}^{t,\tau} + \sum_{v \neq u} \lambda_{v}^{t,\tau} \lambda_{w}^{t,\tau} \sum_{i=1}^{N} Q_{i,\tau}^{t,\tau} \cdot Q_{i,\tau}^{t,\tau} = f_{w}^{t,\tau} .
\]

Let \( \xi_{u,\tau} = \lambda_{u,\tau}^{t,\tau}/\lambda_{kin}^{t,\tau} \). The equations (C8) can be written as

\[
Q \xi = f .
\]

where \( Q \) is a \( k \times k \) matrix whose \( u,v \)-th element is \( \sum_{i=1}^{N} Q_{i,\tau}^{t,\tau} \cdot Q_{i,\tau}^{t,\tau} \); \( \xi = (\xi_{1,\tau}^{t,\tau}, \ldots, \xi_{k}^{t,\tau})^{T} \); \( f = (-f_{1,\tau}^{t,\tau}, \ldots, -f_{k}^{t,\tau})^{T} \), and \( T \) represents the transpose operation. If \( Q \) is invertible, then we can obtain the maximum likelihood estimators for \( \xi \) as

\[
\xi^{*} = Q^{-1} f .
\]

The equation (C6) can be rewritten as

\[
\frac{dN}{2} \left( \frac{1}{\lambda_{kin}^{t,\tau}} + \frac{1}{2} (\xi^{*})^{T} Q \xi^{*} \right) = f_{kin}^{t,\tau} .
\]
Substituting (C9, C10) to (C11) and considering that \( Q \) is symmetric, we obtain the maximum likelihood estimator for \( \lambda_{\text{kin}}^{t,\tau} \) as

\[
\lambda_{\text{kin}}^{t,\tau} = \frac{dN}{2f^{t,\tau}_{\text{kin}} - f^tQ^{-1}f}.
\] (C12)

One may understand the estimation formula (C12) as follows: \( 2f^{t,\tau}_{\text{kin}}/(dN) = \mathbf{v}_i \cdot \mathbf{v}_i/(dN) \) is a measurement of the average observed squared speed over the group and dimensions, while \( f^tQ^{-1}f/(dN) \) can be considered the similar estimation with all the effects of the factors removed (consider the formulas and meanings of \( f \) and \( Q \)). When the difference between these two quantities is small, it means that, on average, the system is not affected by the factors significantly, which corresponds to a larger \( \lambda_{\text{kin}}^{t,\tau} \) value.

In summary, the maximum likelihood estimators for \( \Lambda_{t,\tau}^{*} \) is given by

\[
\Lambda_{t,\tau}^{*} = (\lambda_{\text{kin}}^{t,\tau}, \Lambda_{\text{kin}}^{t,\tau}f^tQ^{-1}).
\] (C13)

It should be pointed out that some particular models may require two or more \( \lambda \) terms equal to each other. For example, the Vicsek model requires \( \lambda^{t,\tau}_{\text{ali}} = \lambda^{t,\tau}_{\text{kin}} \) while the Social force model requires \( \lambda^{t,\tau}_{\text{rep}} = \lambda^{t,\tau}_{\text{bound}} \) and \( \lambda^{t,\tau}_{\text{des}} = \lambda^{t,\tau}_{\text{kin}} \) (See TABLE B1). We discuss the adjustments of the above algorithm for the following two cases:

- When there exist \( u \neq v \) such that \( \lambda_{w_u}^{t,\tau} = \lambda_{w_v}^{t,\tau} \), we merge the \( w_u \) term into the \( w_v \) term. The equation (C8) becomes:

\[
-f^t_{w_u} = f^t_{w_v} = \sum_{j \neq u,v} \lambda^{t,\tau}_{w_j} \sum_{i=1}^{N} (Q_{i,w_u}^{t,\tau} \cdot Q_{i,w_v}^{t,\tau} + Q_{i,w_v}^{t,\tau} \cdot Q_{i,w_j}^{t,\tau}) + \lambda^{t,\tau}_{w_u} \sum_{i=1}^{N} (Q_{i,w_u}^{t,\tau} \cdot Q_{i,w_v}^{t,\tau} + Q_{i,w_v}^{t,\tau} \cdot Q_{i,w_j}^{t,\tau}).
\] (C14)

The dimensions of \( Q, \xi \), and \( f \) are reduced by 1, and the corresponding elements should be adjusted based on (C14).

- When there exists \( u \) such that \( \lambda_{w_u}^{t,\tau} = \lambda_{\text{kin}}^{t,\tau} \), the equation (C6) becomes

\[
dN \frac{1}{2 \lambda_{\text{kin}}^{t,\tau}} + \frac{1}{2} \sum_{j,u \neq u} \lambda_{w_j}^{t,\tau} \lambda_{w_u}^{t,\tau} \sum_{i=1}^{N} Q_{i,w_j}^{t,\tau} \cdot Q_{i,w_u}^{t,\tau} = f^t_{\text{kin}} + f^t_{w_u}.
\] (C15)

The maximum likelihood estimators become

\[
\lambda_{\text{kin}}^{t,\tau} = \frac{dN}{2f^t_{\text{kin}} + 2f^t_{w_u} - f^t_{\text{kin}}Q^{-1}f},
\] (C16)

\[
\Lambda_{t,\tau}^{*} = (\lambda_{\text{kin}}^{t,\tau}, \lambda_{\text{kin}}^{t,\tau}f^tQ^{-1}),
\] (C17)

where \( f \) and \( Q \) removing the \( u \)-th element/row and column, respectively.

Appendix D: The Experiment

The description of the experiment can be found in the main text section I.C. In this section, we present the detailed settings of the two models that are used as a demonstration of model comparisons via our framework.

As mentioned in the main text, we only consider the alignment, repulsion, boundary, and desire effects during the short escape time period. The following settings are the same for the two models:

\[
\begin{align*}
    n_{t,\text{ali}}^{t,\tau} &= \{ j \mid \| r_i^{t,\tau} - r_j^{t,\tau} \| \leq l_0 \}; \\
    n_{t,\text{rep}}^{t,\tau} &= \{ j \mid 0 < \| r_i^{t,\tau} - r_j^{t,\tau} \| \leq 0.5l_0 \}; \\
    g_{\text{rep}} &= 1; \\
    n_{t,\text{bou}}^{t,\tau} &= \{ i \mid 0 < \| r_i^{t,\tau} - r_{i,\text{bou}}^{t,\tau} \| \leq 0.5l_0 \}; \\
    g_{\text{bou}} &= 1; \\
    n_{t,\text{des}}^{t,\tau} &= \{ i \mid \text{all } i \text{ that are within the boundary} \}; \\
    g_{\text{des}} &= 1; \\
    u_{t,\text{des}}^{t,\tau} &= (0, -1).
\end{align*}
\]

\( l_0 = 0.389 \) cm is the average body length of termites in this field study. The above settings can be considered the simplification of the social force model.

The factor that we are interested in is whether the format of alignment follows the Vicsek setting. We set \( g_{\text{ali}} = 1/N_{t,\text{ali}}^{t,\tau} \) and require \( \lambda_{\text{ali}}^{t,\tau} = \lambda_{\text{kin}}^{t,\tau} \) for the Vicsek setting, and set \( g_{\text{ali}} = 1 \) without the restriction of \( \lambda_{\text{ali}}^{t,\tau} \) for the non-Vicsek setting.

With the above \( g \) and \( n \) terms, as well as the state data \( s_t \) and \( s_{t-\tau} \) for all combinations of \( (t, \tau) \), the maximum likelihood estimations for \( \Lambda_{t,\tau}^{*} \) for the two models can be obtained via equations (C12, C13) and (C16, C17). Then, the corresponding log-likelihood values can be computed via equations (C3, C4). The results for these computations are shown in TABLE B1. The model with the Vicsek setting has larger log-likelihood values than the non-Vicsek setting at all combinations of \( (t, \tau) \). Finally, we compare the probability density histograms for the actual observed data and the simulations based on the model with the Vicsek setting. We use \( \tau = 0.033s \),
as it has the maximum likelihood over all \( t \). We present the results for \( t = 0.133s \) in the main text FIG. 3, and present the results for \( t = 4.133, 9.133s \) in FIG. D1, D2, respectively.

**Appendix E: The Simulations**

The descriptions of the three simulation experiments can be found in the main text section I D. In this section, we present the detailed settings of the \( \lambda, g, n, u \) terms, and other particular issues for the simulations. We emphasize that the simulations are just for demonstration purposes. The purpose of the setting selections is to reproduce the phenomena of collective motion observed in nature and labs. Thus, we do not consider the units in all three simulations, unless specified otherwise.

- **Army ant death mill:** \( N \) agents are randomly placed in a \( 20 \times 20 \) square region. They are assigned random initial velocities that identically and independently follow the 2-dimensional normal distributions with mean of zero and covariance of \( 0.01 \mathbf{I} \). We simulate \( M \) time steps. We choose the following settings.

\[
\begin{align*}
    l_0 &= 0.5; \\
    N &= 500; \\
    M &= 500; \\
    \tau &= 0.03s; \\
    \lambda^{\tau}_{\text{rep}} &= 3.0; \\
    n^{\tau}_{i,\text{ali}} &= \{ j \mid \| r^{\tau}_{i,j} - r^{\tau}_{i,j} \| \leq 1.2l_0 \} \\
    g^{\tau}_{i,\text{ali}} &= 1/N^{\tau}_{i,\text{ali}}; \\
    \lambda^{\tau}_{\text{rep}} &= 3.0; \\
    n^{\tau}_{i,\text{rep}} &= \{ j \mid 0 < \| r^{\tau}_{i,j} - r^{\tau}_{i,j} \| \leq l_0 \} \\
    g^{\tau}_{\text{rep}} &= 1.0; \\
    \lambda^{\tau}_{\text{bou}} &= 40.0; \\
    n^{\tau}_{i,\text{bou}} &= \{ i \mid 0 < \| r^{\tau}_{i,j} - r^{\tau}_{i,j} \| \leq l_0 \} \\
    g^{\tau}_{\text{bou}} &= 1.0; \\
    \lambda^{\tau}_{\text{des}} &= 3.0; \\
    g^{\tau}_{\text{des}} &= 1.0.
\end{align*}
\]

As mentioned in the main text, we define the individual with the index of 0 as the leader to create a chemical trail. We put the leader to the center of the region and assign the initial velocity as \((1, 0)\). The leader has \( \lambda^{\tau}_{0,\text{kin}} = 2 \), and its desire direction at the \( k \)-th time step \( t = k\tau \) is defined by

\[
\begin{align*}
    u^{t,\tau}_{0,\text{des},x} &= \cos(8k\pi/M) - 8k\pi \sin(8k\pi/M)/M, \\
    u^{t,\tau}_{0,\text{des},y} &= \sin(8k\pi/M) + 8k\pi \cos(8k\pi/M)/M.
\end{align*}
\]

This direction of motion encourages the leader to move along an Archimedean spiral. This setting can balance the repulsion force caused by the gathering ants to the leader, as shown in SI Video 2. The positions and directions of the points in the chemical trail up to the \( k \)-th time step are recorded as

\[
\begin{align*}
    \mathbf{Tr}_k &= (r^{t_0}_0, r^{t_1}_0, \ldots, r^{t_k}_0), \\
    \mathbf{Di}_k &= \left( \frac{v^{t_0}_0}{\|v^{t_0}_0\|}, \frac{v^{t_1}_0}{\|v^{t_1}_0\|}, \ldots, \frac{v^{t_k}_0}{\|v^{t_k}_0\|} \right).
\end{align*}
\]

We assume that the leader only creates the trail in the first 300 steps.

The rest individuals of the ant colony are the followers. To demonstrate the forming of the death mill, the ant colony is set not to notice the existence of the trajectory during the first 50 steps. During this period, we set \( \lambda^{t}_{\text{kin}} = 10 \), and no desire effect is assigned to the followers. After the first 50 steps, we set \( \lambda^{t}_{\text{kin}} = \lambda^{t}_{0,\text{kin}} \). The desire direction of the \( i \)-th ant at time \( t = k\tau \) during this period is defined as

\[
\begin{align*}
    u^{t,\tau}_{i,\text{des}} &= \begin{cases} 
        0, & \| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \| > 30l_0, \\
        r^{t}_i - r^{t,\tau}_{i,\text{bou}}/2\| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \|, & 60 < \| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \| \leq 30l_0, \\
        \frac{r^{t}_i - r^{t,\tau}_{i,\text{bou}}}{\| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \|}, & 2l_0 < \| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \| \leq 60l_0, \\
        \frac{r^{t}_i - r^{t,\tau}_{i,\text{bou}}}{\| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \|}, & \| r^{t}_i - r^{t,\tau}_{i,\text{bou}} \| \leq 2l_0,
    \end{cases}
\end{align*}
\]

where \( r^{t}_i \in \mathbf{Tr}_k \) is the closest point of the trail to \( r^{t,\tau}_{i,\text{bou}} \).

Finally, we assume that there exists a speed limit to the ants. The maximum speed of the leader is 3. We set the maximum speed for the followers as 1 for the first 50 steps, then 3 when forming the mill.

- **Army ant mass raids:** The settings of this simulation are basically the same as the settings in the army ant death mill, except for the following:

  First, a nest region is added in the bottom right corner, of which the exit position is \( r_n \). Food is added in the upper left corner at the position of \( r_f \). The leader is placed near the food and the followers are placed in the nest.
Second, we adjust the following setting:

\[ l_0 = 0.2; \]
\[ N = 100; \]
\[ n_{i,ali}^{d,\tau} = \{ j \mid ||r_i^{d,\tau} - r_j^{d,\tau}|| \leq l_0 \}; \]
\[ n_{i,rep}^{d,\tau} = \{ j \mid 0 < ||r_i^{d,\tau} - r_j^{d,\tau}|| \leq 0.5l_0 \}; \]
\[ \lambda_{box}^{d,\tau} = 50.0; \]
\[ \lambda_{des}^{d,\tau} = 1.0. \]

Third, we define the “flag” variable to indicate the stage of the behavior. For the leader, we have

\[ Flag_l = \begin{cases} 0 & \text{when searching for food}, \\ 1 & \text{food found and returning to nest}, \\ 2 & \text{reaches nest and returning to food}. \end{cases} \]

For the followers, we have

\[ Flag_f = \begin{cases} 0 & \text{when Flag}_l = 0 \text{ or } 1, \\ 1 & \text{when Flag}_l = 2. \end{cases} \]

Then, the corresponding desire direction of the leader is given by
FIG. D1. Comparisons of probability density histograms between the actual observed data and the 1000 simulations for all termites (at $t = 4.133 \text{s}$ with $\tau^* = 0.033 \text{s}$). Simulations are based on the model with the Vicsek setting. Figures show the comparisons for: (A) velocity angles in the unit of degree; (B) speed in the unit of cm/s; (C) projection of velocities on the $x$ direction in the unit of cm/s; (D) projection of velocities on the $y$ direction in the unit of cm/s.

Finally, the speed limits and $\lambda_{kin}^{l,\tau}$ for the leader and the followers are given by:

$$\lambda_{kin}^{l,\tau} = \begin{cases} 2.0; & \text{Flag}_f = 0; \\ V_{\text{max},l} = 4; & \text{Flag}_f = 1; \end{cases}$$

$$\lambda_{kin}^{l,\tau} = \begin{cases} 10, & \text{Flag}_f = 0; \\ \lambda_{kin}^{l,\tau}, & \text{Flag}_f = 1; \end{cases}$$

$$V_{\text{max},f} = \begin{cases} l_0, & \text{Flag}_f = 0; \\ V_{\text{max},l}, & \text{Flag}_f = 1. \end{cases}$$

- **The flocking and escaping of birds**: We set up the three dimensional region $[-80, 80] \times [-80, 80] \times [0, 200]$. $N$ birds are randomly placed in the region of

$$\{(x, y, z) | (x+20)^2 + (y-20)^2 \leq 30^2, 70 < z < 130\}.$$

We set their initial velocities to identically and independently follow the normal distribution with the mean of the $x$ direction being 7 and the mean of the $y$ direction being -7, as well as a standard deviation of 0.02.
FIG. D2. Comparisons of probability density histograms between the actual observed data and the 1000 simulations for all termites (at \( t = 9.133 \) s with \( \tau^* = 0.033 \) s). Simulations are based on the model with the Vicsek setting. Figures show the comparisons for: (A) velocity angles in the unit of degree; (B) speed in the unit of cm/s; (C) projection of velocities on the \( x \) direction in the unit of cm/s; (D) projection of velocities on the \( y \) direction in the unit of cm/s.

Two predators are placed at the positions of \((-50, -50, 100)\) and \((50, 50, 100)\). We do not assign randomness to the predators and just simply let them chase the bird that is closest to them at a fixed speed of 14. The positions of the predators at time \( t \) is denoted by \( r_{t,p1}, r_{t,p2} \).

As mentioned in the main text, we use a combination of topological and metric methods to define the short-range interactions. We define \( n_{t-\tau,i,\text{top}} \) as the collection of the nearest \( n \) neighbors of the \( i \)-th bird at \( t-\tau \), including the \( i \)-th bird itself.

For the flock of the birds, we choose the following settings and simulate \( M \) time steps.

\[
l_0 = 1.0; \\
N = 1000; \\
M = 3000; \\
n = 10; \\
\tau = 0.03s;
\]

For the boundary effect, we consider two parts: in the \( xy \)-plane and in the \( z \)-direction. We denote \( r_{t,x}^{t-\tau}, r_{t,y}^{t-\tau}, r_{t,z}^{t-\tau} \) and \( u_{t,\text{bou},x}, u_{t,\text{bou},y}, u_{t,\text{bou},z} \) as the \( x, y, z \) components of \( r_{t}^{t-\tau} \) and \( u_{t,\text{bou}} \), respectively. Then, we have

\[
\lambda_{\text{kin}}^{t-\tau} = 10.0; \\
\lambda_{\text{ali}}^{t-\tau} = \lambda_{\text{kin}}^{t-\tau}; \\
n_{t-\tau,i,\text{ali}} = \{ j \in n_{t-\tau,i,\text{top}} \mid \| r_{t-\tau,i} - r_{t-\tau,j} \| \leq 20l_0 \}; \\
g_{t-\tau,i,\text{ali}} = 1/N_{t-\tau,i,\text{ali}}; \\
\lambda_{\text{rep}}^{t-\tau} = 5.0; \\
r_{t-\tau,i,\text{rep}} = \{ j \in n_{t-\tau,i,\text{top}} \mid 0 < \| r_{t-\tau,i} - r_{t-\tau,j} \| \leq 5l_0 \}; \\
g_{t-\tau,i,\text{rep}} = 1.0; \\
\lambda_{\text{att}}^{t-\tau} = 5.0; \\
r_{t-\tau,i,\text{att}} = \{ j \mid 30l_0 < \| r_{t-\tau,i} - r_{t-\tau,j} \| \leq 80l_0 \}; \\
g_{t-\tau,i,\text{att}} = 1/N; \\
\lambda_{\text{bou}}^{t-\tau} = 1.0; \\
\lambda_{\text{des}}^{t-\tau} = 8.0.
\]
For the desire effect, we use the following setting to simulate the desire of escaping from the predators.

\[ D_d = 50; \]
\[ n_{i,des}^{t-\tau} = \{ i \mid \| r_{i,\tau}^{t-\tau} - r_p^{t-\tau} \| \leq D_d \}; \]
\[ g_{des}^{t-\tau} u_{i,des}^{t-\tau} = \begin{cases} 10 (r_{i,\tau}^{t-\tau} - r_p^{t-\tau}) \| r_{i,\tau}^{t-\tau} - r_p^{t-\tau} \| & , t_0 < \| r_{i,\tau}^{t-\tau} - r_p^{t-\tau} \| \leq D_d; \\
10 \| r_{i,\tau}^{t-\tau} - r_p^{t-\tau} \| & , \| r_{i,\tau}^{t-\tau} - r_p^{t-\tau} \| < t_0. \end{cases} \]

Finally, we consider the lower and upper speed limit of the birds as \( V_{\text{min}} = 5 \) and \( V_{\text{max}} = 15 \).

With the above settings, we formulate the following algorithm for simulations, which has been implemented by writing the corresponding Python programs.

S1. Initialization based on the settings. In particular, define \( t_i = i \tau, i = 0, \ldots, M \).

S2. For \( k = 1, \ldots, M \), do

S2.1. Based on \( s_{tk-1} \), compute the \( \lambda, n, g, u \) terms for each individual.

S2.2. Then compute \( F_{i,\tau}^{tk-1} \) based on equation (A28) for each individual.

S2.3. Define \( v_i = \| F_{i,\tau}^{tk-1} / \lambda_{kin}^{t-\tau} \| \). Then, the expected velocity of the \( i \)-th individual at time \( t_k \) is given by

\[ \mu_{i}^{tk} = \frac{V_{\text{max}}}{\max \{V_{\text{max}}, v_i\}} \frac{F_{i,\tau}^{tk-1}}{\lambda_{kin}^{t-\tau}}. \]

S2.4. If \( V_{\text{min}} \) is also defined in the settings, then we multiply the above by \( V_{\text{min}} / \min (V_{\text{min}}, v_i) \), and use the result as \( \mu_{i}^{tk} \).

S2.5. Update \( r_i^{tk} \) and \( v_i^{tk} \) for each \( i \) by

\[ r_i^{tk} = r_i^{tk-1} + u_i^{tk-1}, \]
\[ v_i^{tk} = \mu_{i}^{tk} + \epsilon_i^{tk}, \]

where \( \epsilon_i^{tk} \) is the white noise term that follows a \( d \)-dimensional normal distribution with the mean of 0 and the covariance of \( \frac{1}{\lambda_{kin}^{t-\tau}} I \).

End do.

Appendix F: The Model without Delay Effect

In Appendix A, we introduce the delay time \( \tau \), which provides the following benefits. First, the dynamics are introduced into the framework. Second, the quadratic form of \( v_i \) in (A29) is significantly simplified and Gaussian integral can be automatically introduced. That is because that setting the interaction effect to time \( t - \tau \) as given information avoids the complexity of the corresponding quadratic matrix generated by the interaction neighbors (it doesn’t matter whether the interaction is metric or topological within this setting).

In this section, we present the derivation and results of the framework at one given point of time \( t \) without delay effect. Thus, the setting is static.

We don’t, at least not directly, assign randomness to \( r_i \) in our framework. In addition, \( u_{i,\tau}^{t,rep}, u_{i,\tau}^{t,att}, u_{i,\tau}^{t,bou}, \) and \( u_{i,\tau}^{t,des} \) are only determined by \( r_{i,\tau} \). Since the mathematical challenges of setting \( \tau = 0 \) are raised from the interactions of \( v_i \), we assume that their corresponding \( g \) terms are only determined by \( r_{i,\tau} \) as well to simplify the problem. It should be pointed out that the original dynamic framework does not require this assumption. In this section, we specify the letter \( w \in \{ rep, att, bou, des \} \), as the index of the effects that are determined by the positions only.

When \( \tau \) is set to 0, the distribution (A29) becomes

\[ P(v_i | r_i) = \frac{1}{Z(A_i)} \exp \left[ -\frac{1}{2} v_i A_i v_i^T + F_i v_i^T \right], \]

where \( F_i \) is an \( N \)-dimensional “vector” whose \( i \)-th component is a \( d \)-dimensional vector given by

\[ F_i^w = \sum_w \lambda_0^w Q_i^w, \]

similar to (A28).

Without the loss of the generality, we assume \( d = 1 \). For the cases of \( d > 1 \), we only need to multiply all the 1-dimension probability density functions together as the final result, due to the format of \( P(v_i | r_i) \), \( v_i \) and \( F_i \).

The \( N \times N \) matrix \( A_i \) is given by

\[ A_i = \lambda_{kin}^i I - \lambda_{ali}^i N_i, \]
where $\mathbf{N}_t = \{n_{ij}\}_{N \times N}$ is the alignment neighbor matrix. The element $n_{ij}$ is defined by

$$n_{ij} = \begin{cases} 1, & \text{when } j \in n_{i,ali}^t \text{ and } j \neq i; \\ 0, & \text{otherwise}. \end{cases}$$

(F4)

An example of $A_t$ can be found in FIG. F1.

Recall that, in our original framework, $n_{i,ali}^t - \tau$ can be defined either topologically (the collection of the nearest $n$ neighbors of the $i$–th animal) or using metric (the collection of the individuals whose distances to the $i$–th animal are less than a given constant). The topological definition may introduce asymmetry to the model of (F1). The fact that the $j$–th animal is one of the nearest $n$ neighbors of the $i$–th animal cannot guarantee that the reverse is true. This asymmetry significantly increases the difficulty, sometimes even makes it impossible, to find the exact probability distribution.

Thus, we only focus on the metric interaction, so that $A_t$ is symmetric. In addition, we add the restriction of

$$\lambda_{kin}^t > \lambda_{ali}^t \max(\text{eigenvalues of } \mathbf{N}_t),$$

such that $A_t$ is invertible.

With the above restrictions, (F1) can be solved as

$$P(v_t | r_t) = \exp \left[ -\frac{1}{2} (v_t - \mathbf{F}_t A_t^{-1}) A_t (v_t - \mathbf{F}_t A_t^{-1})^T \right] / \sqrt{(2\pi)^N / \det \mathbf{A}_t}.$$  

(F6)

This is a multivariate normal distribution, the mean and covariance of which are given by

$$\mu_t = \mathbf{F}_t A_t^{-1},$$

$$\Sigma_t = A_t^{-1}.$$  

(F7)

(F8)

We emphasize that $\tau$ is set to 0 in this section. $\mathbf{F}_t$ and $\mu_t$ are at the same time point. The equation (F7) means that all the repulsion, attraction, boundary, and desire effects to all the individuals in the group will be assigned to every individual via $A_t^{-1}$ simultaneously. However, this result is not consistent with reality. We demonstrate this conflict via the following example.

Consider a one-by-one queue of ants with a length of 5 meters. As shown by the individual 6, 7, and 8 in FIG. F1, the matrix $A_t$ should be a symmetric tridiagonal matrix as

$$A_t = \begin{pmatrix} \lambda_1 & -\lambda_2 & 0 & \cdots & 0 \\ -\lambda_2 & \lambda_1 & -\lambda_2 & \cdots & 0 \\ 0 & -\lambda_2 & \lambda_1 & -\lambda_2 & \cdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & -\lambda_2 & \lambda_1 \end{pmatrix}_{N \times N}.$$

We use $\lambda_1 = \lambda_{kin}^t$ and $\lambda_2 = \lambda_{ali}^t$ here for simplification.

One can verify that the expected velocity of any individual $i$ will be affected by every individual in the queue. The ant at the end of the queue immediately knows that the ant at the head of the queue has encountered an obstacle, and react to it at the same time, even it is 5 meters away.

In summary, without the assumption of delay effect, this statistical framework may

1. lose the ability to deal with dynamic cases;
2. lose the ability to deal with topological interactions;
3. cause a “global simultaneous interaction”.

These problems may exist in other static maximum entropy models.