Abstract

It is still not understood how similar genomic sequences have generated diverse and spectacular forms during evolution. The difficulty to bridge phenotypes and genotypes stems from the complexity of multicellular systems, where thousands of genes and cells interact with each other providing developmental non-linearity. To understand how diverse morphologies have evolved, it is essential to find ways to handle such complex systems. Here, we review the fin-to-limb transition as a case study for the evolution of multicellular systems. We first describe the historical perspective of comparative studies between fins and limbs. Second, we introduce our approach that combines mechanistic theory, computational modeling, and \textit{in vivo} experiments to provide a mechanical explanation for the morphological difference between fish fins and tetrapod limbs. This approach helps resolve a long-standing debate about anatomical homology between the skeletal elements of fins and limbs. We will conclude by proposing that due to the counter-intuitive dynamics of gene interactions, integrative approaches that combine computer modeling, theory and experiments are essential to understand the evolution of multicellular organisms.

Introduction

Multi-cellular organisms have evolved a remarkable diversity of their forms. In the last decades, thanks to the advance of DNA sequencing technologies, the genome sequence data of various species have become available. However, we still poorly understand how genome sequences are connected to the diverse morphologies of animals. One of the causes that make genotype-phenotype mapping so difficult is that the dynamical behaviour of developmental systems is not fully encoded in the genome [1]. Indeed, developmental systems involve numerous gene interactions that can generate emergent phenomena which cannot be intuitively explained by knowing just the list of genes involved – or even their interaction network. An example of such phenomena is the diffusion-driven instability proposed by Turing [2], in which cross-regulatory interactions between multiple diffusive molecules spontaneously generate periodic spatial patterns. Therefore, in order to map genotypes into phenotypes, we need to understand the causal relationship between genetic mutations and the developmental phenomena that are not directly encoded in the genome.

The difficulty of genotype-phenotype mapping is also related to the homology problem. Homology is fundamental to evolutionary studies, since it provides the frame of reference to identify differences between species. Traditionally, homology has been defined according to two different notions [3]:

- "the correspondency of a part or organ, determined by its relative position and connections, with a part or organ in a different animal" [4],
- "Attributes of two organisms are homologous when they are derived from an equivalent characteristic of the common ancestor" [5].

The first one is Richard Owen’s original definition, which was proposed before the development of the evolutionary theory. The second is Mayr’s definition, which was supposed to replace Owen’s
one in the context of modern evolutionary synthesis. Nowadays however, homology has often been associated with both notions [3, 6]. As pointed out by Wagner [3], although the concept of homology was first defined to systematically categorize anatomical modules, comparative analysis of coding genes is the most successful and practical application of homology. Because genes are one-dimensional sequences of nucleotides or amino acid, they are algorithmically comparable, which allows the quantitative assessment of Owen’s homology. In addition, because genes are directly inherited from ancestors via replication, comparison of genes is conceptually straightforward in terms of the continuity from the common ancestor. In contrast, anatomy is often about complex three-dimensional structures, thus it is difficult to assess homology with Owen’s definition, and it is reconstructed from genome information at every generation through complex developmental dynamics, which makes it difficult to trace back homology by applying Mayr’s definition. Without understanding of how genome information is translated into anatomical traits, homology could be concluded from superficial resemblances with ambiguous ancestral continuity. Therefore, a proper description of the genotype-phenotype map is required to solve the homology problem and to provide a better conceptual basis for anatomical comparisons.

In this chapter, we will use vertebrate fins and limbs as a case study for the evolution of multicellular systems, showing how understanding developmental mechanisms demystifies the problems on comparative analysis between fins and limbs. Firstly, we review a historical perspective of studies of the fin-to-limb evolution. Secondly, we discuss positional information and the Turing mechanism, two key developmental concepts involved in the skeletal pattern formation of the tetrapod limb. Thirdly, we will introduce a recent effort to understand molecular mechanisms that differentiate fins and limbs.

**Homology debates on fins and limbs**

The tetrapod limb is often divided into three anatomical modules: stylopod (humerus/femur), zeugopod (ulna and radius/fibula and tibia), and autopod (wrist and digits), ordered from proximal to distal (Fig. 1A). Most limb variations are explained by reduction or elongation of the skeletal elements of this basic architecture, which Richard Owen called “archetype”. However, comparison between fish fins and tetrapod limbs has been controversial for more than 150 years. First of all, to clarify the terminologies, fish fins are generally composed of “radials” (endoskeletal elements) and “rays” (the fluttering part of fins made of dermal bones in ray-finned fishes or stiff filaments in the case of sharks). Here, we mainly discuss fin radials, because rays are thought to have been lost in the tetrapod lineage. A German zoologist, Gegenbaur was the first to seriously tackle this problem [7]. Although his main hypothesis that fins/limbs originate from gill arches is no longer supported (reviewed by Jarvik [8]), his attempt to identify homologous elements between fins and limbs is still influential in contemporary research. He categorized the adult skeletal elements of a shark pectoral fin into three modules along the anterio-posterior (AP) axis: propterygium, mesopterygium, and metapterygium, each connected to a large basal element (Fig. 1B). While fish fins generally exhibit considerable variation between species, he identified that the metapterygium was the most constant module across fish fins (see Fig. 5E for some fins). The metapterygium is characterized by its unique branching pattern—multiple small skeletal elements are connected to a series of thick ones (later named as the metapterygial axis; orange line in Fig. 1B). Because of the robustness of the metapterygium, he speculated that the tetrapod limb also originated from the metapterygium, and drew a hypothetical metapterygial axis on the skeletal elements of the tetrapod limb (Fig. 1C). Since then, many researchers have attempted to identify the metapterygial axis in tetrapod limbs by incorporating embryological and fossil data, but never reached a consensus. In particular, while the majority of researchers consider that the axis “runs” through humerus and ulna (femur and fibula for the hindlimb), there was a strong disagreement regarding the autopod, which promoted a debate whether digits are the de novo structure of tetrapod limbs or just modified fin elements. For
example, Watson, 1913 suggested that the axis run through the digit IV, therefore digit I to III are corresponding to the preaxial fin radials and digit V is the postaxial fin radial [9]. On the other hand, Holmgren, 1952 suggested the axis stop running around the wrist, so the autopod emerged as a de novo structure in the tetrapod lineage [10]. These significant variation between different hypotheses raised doubt about the conceptual validity of metapterygial axis [8].
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Figure 1: The history of comparative study of fins and limbs. a, The tetrapod limb. b, A pectoral fin of the small-spotted catshark. c, Metapterygial axes. d, Shubin and Alberch’s scheme of a mouse forelimb, adapted from Shubin & Alberch, 1986 [6]. e, The expression patterns of Hoxd genes in mouse limb buds, adapted from Tarchini & Duboule 2006 [11]. hu, humerus; ul, ulna; ra, radial; uln, ulnare; d1-d5, digit 1-5.

Even though all of the attempts to find homologous structures between fins and limbs failed to reach a solid conclusion, one theory became highly influential: the digital arch theory proposed by Shubin and Alberch, 1986 [6]. Although this theory has been largely rejected by experimental data [12, 13], it involves a careful conceptual development of homology. Shubin and Alberch attempted to reexamine the concept of homology on the basis of developmental mechanisms by viewing limb development as “the product of a combination of ‘global’ organizers ... and ‘local’ interactions that characterize the process of chondrogenesis”. In general, chondrogenic condensation in limb development gradually and continuously progresses from proximal to distal. When a new element starts forming, chondrogenic condensations either branches-off or segment
from the edge of already existing condensations. Shubin and Alberch considered that these local processes were necessary mechanisms for skeletal pattern formation. In addition, they assumed that the type of bifurcations that occurs (i.e., branching or segmentation) was determined by a global organizer, such as the ZPA (discussed later). Their meticulous comparison of various tetrapod limbs, lungfishes and other fossil fishes (Fig. 1D as mouse example) led them to propose three conclusions: a) branching events are involved only in the postaxial elements, b) the postaxial elements also give rise to the digits via branching from the distal carpals (wrist bones), called the “digital arch”, c) the postaxial elements including the digital arch, is homologous to the metapterygial axis. Therefore, according to this theory, tetrapods acquired the autopod domain by bending metapterygial axis anteriorly during evolution (Fig. 1C).

The theory subsequently received supportive data from the analysis of genes related to positional information—Hox genes. During mouse limb development, 5’Hoxd genes (Hoxd9, Hoxd10, Hoxd11, Hoxd12, and Hoxd13) exhibit mainly two phases of spatial expression patterns [11, 14, 15]. In the early phase, Hoxd9 to Hoxd13 are transcribed in a collinear manner; Hoxd9 is expressed in the whole limb bud, and the expression domains of d10 to d13 are restricted posteriorly in a nested manner. In the late phase (during the autopod formation), the expression domain of Hoxd13 is expanded anteriorly to cover all the digit forming regions, and those of the others only overlap with digit II to V (Fig. 1E). Because the anterior expansion of Hoxd gene expression seemed correlated with the hypothesis that the axis was bent to the anterior side, this late phase of Hoxd gene regulation was interpreted as molecular evidence for the digital arch [16]. This interpretation was also supported by an observation that zebrafish pectoral fins lacked the late phase of Hox gene expression [17]. However, subsequent examinations of several other fish fins and re-examination of zebrafish fins showed that the anterior expansion of Hoxd gene expression is a deeply conserved mechanism across jawed vertebrates [18–21]. As discussed later, these distally expressed Hoxd genes in fish fins seem to regulate the formation of fin rays (dermal bones) [22, 23] (however, this is still controversial [24]). Therefore, the late phase of Hoxd gene expression does not provide strong evidence for the digital arch theory.

Indeed, the theory has been often dismissed [12, 13]. The weakness of this theory is that the branching and segmentation processes during skeletal pattern formation is an observed empirical regularity rather than a real developmental mechanism. A critical observation that contrasts with the digital arch theory is that the autopod can form independently of the proximal modules without branching processes [13]. Relying on empirical regularities to identify homology is after all the same approach to Gegenbaur’s analysis. However, dismissing the digital arch theory does not rule out the existence of the metapterygial axis. Indeed, current paleontological data suggest that the axis runs through at least the humerus/femur and the ulna/fibula [25] (Fig. 1C). On the other hand, other recent molecular evidence also suggests that the loss of the propterygium and the mesopterygium during the fin-to-limb transition resulted from a fusion of the three modules [26], which roughly congruent with Jarvik’s argument based on the analysis of spinal nerve distribution in fins and limbs [8]. This questions the general practicality in defining homology between individual skeletal elements of fins and limbs with a traditional homology framework. Instead, the concept of homology should be focused on discovering which developmental mechanisms underlie the weak identity of the skeletal elements of fins and limbs. Therefore, in the next three sections, we review the two mechanisms that have been proposed to explain skeletal pattern formation. One is the positional information model, where patterning is controlled by a global asymmetric organizer, and the other is the Turing mechanism, where patterning results from local interactions.

**Global asymmetric organization in limb development**
Embryonic limb development is a classic model of developmental biology, serving as a conceptual platform to understand morphogenesis in multicellular systems. In particular, it is a traditional model system to explain pattern formation on the basis of positional information by morphogen gradients. In the mid 20th century, Saunders and his colleague discovered two signaling centers in chick limb development—the apical ectodermal ridge (AER; [27]) and the zone of polarizing activity (ZPA; [28]). These findings contributed to the early conceptual development of positional information, which proposed that morphogen gradients generate spatially heterogenous cell differentiation, proposed by Luis Wolpert in 1969 [29].

The AER is a thickened ectodermal ridge, running on the tip of limb buds, and responsible for growth and pattern formation along the proximo-distal (PD) axis. In 1948, Saunders reported his discovery that removal of the AER causes terminal limb deficiencies [27] (Fig. 2A). Based on Saunders’ experiments, Wolpert suggested a “laying-down” mechanism, in which signals from the AER lays down positional information from proximal to distal in the course of growth [29]. This suggestion was later elaborated and called as the “progress zone model” [33], in which cells in a narrow domain directly below the AER (progress zone) are kept undifferentiated by AER signals, and undergo differentiation when they become far from the AER (Fig. 2B). According to this model, the positional value of cells is determined by the duration of exposure to the AER signals,
which includes in the model the assumption of a clock-like mechanism within cells to measure time. In 1990s, several fibroblast growth factors (FGFs) were found to substitute the activity of the AER [34, 35], and FGFs were indeed expressed in the AER [36–38]. These series of discoveries provided the first strong evidence that morphogens controlled the pattern formation of the limb PD axis in a broad sense. Successively, alternative PD patterning models were proposed, such as the early specification model [39] and the two-signal model [30]. In the two-signal model, a gradient of FGFs from the AER and a gradient of retinoic acid from the proximal side coordinately determine positional values. Namely, FGFs positively regulate distal genes such as *Hoxa11* (a zeugopod marker) and *Hoxa13* (an autopod marker), and RA counter-acts the FGF signal to maintain proximal genes, such as *Meis1* (Fig. 2C for the expression pattern of these markers). Recently two studies provided data to show that features of both the progress zone model and the two-signal model are involved in PD patterning; FGFs are required for the activation of the distal markers, but also act to keep cells undifferentiated [40, 41], suggesting the requirement of a clock-like mechanism (see [42] for a detailed discussion). Interestingly, a data-driven computational model confirmed the validity of the two-signal model, and also indicated that the clock-like mechanism can be explained by the dynamics of gene regulatory network in the frame of the two-signal model [32] (Fig. 2D). Overall, several evidence suggest that positional information by the FGF and RA gradients control limb PD patterning.

The case of the anterio-posterior (AP) patterning is more complicated. An important signaling region for AP patterning is the ZPA, that is located in the posterior part of limb buds and can induce a mirror-imaged duplication of the limb when grafted anteriorly [28]. From this induction ability, Wolpert suggested that the ZPA provided a gradient of “polarity potential” to specify digit identity, with the highest potential close to the ZPA and the lowest potential in the anterior side of the limb bud [29] (Fig. 3A and B). More than two decades later, SHH was found to be the actual molecule responsible for AP patterning because its expression domain exactly match with the ZPA, and *Shh*-expressing cells mimic the grafting experiment of the ZPA [43]. Indirect visualization of SHH gradient with its target genes, such as *Ptch1*, also helped speculate the distribution of positional values in the limb bud [44]. In addition, *Shh* null mice form only one zeugopod element (with unclear identity) and one or no digit [45]. The result is congruent with the grafting experiment, but also indicates that SHH is not only responsible for positional information along the AP axis, but it is also required for limb growth. At this point of time, perturbations of the Shh signaling pathway linearly correlated with the initial proposal by Wolpert. However, the discovery of the phenotype of the *Shh;Gli3* double-knockout became difficult to reconcile with the idea that SHH provides positional information. GLI3 is known to be a main factor of the SHH pathway, and act as a transcription repressor. The repressor activity of GLI3 is inhibited by Shh, resulting in the gradient of GLI3 repressor opposite to the Shh gradient. This GLI3 repressor gradient is thought to be the actual substance of positional values in limb buds [46]. The limbs of *Gli3* mutants exhibit severe polydactyly, which was interpreted to be due to the ectopic *Shh* expression in the anterior side of the limb buds (i.e., the loss of the anterior positional value) [47]. In contrast to this interpretation, the double-knockout of GLI3 and SHH also resulted in severe polydactyly with no clear identity [48, 49], showing that GLI3 and SHH are not required for digit formation, but instead that they are likely to constrain “the polydactylous potential of the autopod” [49]. As we will discuss more detail in the next section, these findings are instead consistent with an alternative digit patterning mechanism based on a self-organizing Turing reaction-diffusion model [50, 51].
In summary, positional information models can recapitulate some aspects of PD and AP patterning. However, in both cases they fail to explain important genetic perturbations that question the relation between the genes associated with positional information and anatomical modules. In the case of AP patterning several digits can form in the absence of a SHH gradient and only a few genes have been shown to be expressed in a specific digit. For example, *Pax9* is expressed only in the digit I and is positively regulated by GLI3 [52], but *Pax9* mutants exhibit only a preaxial polydactyly [53], instead of loss of digit I. In the case of PD patterning, loss of function of the zeugopod markers *Hoxa11* exhibit only a subtle malformation of the forelimb wrist [54]. Similarly, while *Hoxa13* and *Hoxd13* show autopod-specific expression, the double mutants of these genes exhibit truncated polydactylous limbs rather than loss of the autopod [55]. This non-linear relationship between genes and phenotypes suggests that skeletal patterning cannot be fully explained by the positional information theory and advocate for alternative patterning mechanisms as discussed in the following sections.

**Turing mechanism as local interactions**

Turing reaction-diffusion mechanism is a mathematical theory that explain spontaneous pattern formation as the results of interactions between two or more diffusive molecules. The work of Alan Turing in 1952 [2], is one of the most important contributions in theoretical biology and yet for long time a lot of doubts were raised about its validity. In this section, we briefly introduce the Turing reaction-diffusion model and present recent evidence that show its importance in developmental biology. Turing considered a set of simple reaction-diffusion equations to describe interaction between diffusible substances that he named morphogens:

\[ \frac{\partial c}{\partial t} = f(c) + D \nabla^2 c , \]

where \( c \) is the vector of molecules or morphogens, \( f \) represents interactions between them, and \( D \) is the diagonal matrix of diffusion constants. Turing showed that under specific conditions, this system could self-organize to generate periodic spatial patterns of morphogen concentration. The
The profound and counter-intuitive discovery of Turing is that diffusion, which usually is believed to play an equilibrating role, coupled with specific reactions could amplify random morphogen fluctuations to create spatial heterogeneity (i.e. periodic morphogen concentration patterns). The resulting patterns could be stationary periodic patterns of spots or stripes, waves or oscillations depending on parameters (Fig. 4 as an example; reviewed by [56]). This mechanisms could recapitulate various biological pattern formation such as fish skin, seashells, and the skeletal structure of limbs (see [57] for the further details about the Turing mechanism). However, the mere resemblance between simulated patterns and experimental data was not considered as a strong evidence for the Turing mechanism.

![Figure 4: An example of the Turing mechanism. The top four panels show simulation results of the bottom equations with slightly different parameters, generating spot, stripe, and anti-spot patterns. The bottom equations are a linear activator-inhibitor model.](image)

Rather, it was proposed that Turing systems required parameter fine-tuning [58], and therefore were too unreliable to control pattern formation during embryonic development [59, 60]. This assumption was based on the observation that Turing systems could undergo the diffusion-driven instability in a very narrow parameter space region [58, 61]. Therefore, a major concern in biology was that to be robust these systems required large difference in diffusivities, which was difficult to reconcile with the similar diffusion coefficients of molecules. The parameter space to obtain a Turing patterns is usually derived by performing linear instability analysis, which identifies the parameters that promote stability without diffusion and instability in the presence of diffusion. Owing to mathematical complexity, linear stability analysis was initially performed only on simple Turing systems implemented by two diffusible substances, which identified two minimal models that could generate periodic patterns: the activator-inhibitor and the substrate-depletion model. Both models required a considerable degree of differential diffusion. For example, a pervasive formulation of the activator-inhibitor model requires the inhibitor molecule to diffuse two order of magnitude faster than the activator to form a robust pattern [62], which is unrealistic for most of biological molecules. Increasing studies, however, indicate that differential diffusion is not a necessary condition for the majority of Turing models [63–65]. In particular, a recent study developed a novel method to perform an automated linear stability analysis, and demonstrated that multi-component reaction-diffusion systems that contain non-diffusive molecules expand the parameter space of diffusion-driven instability, completely eliminating the differential diffusion requirement [66].
Another argument against Turing mechanisms was the unreliability of their patterns [59]. Due to sensitivity to initial conditions, simple Turing models produce patterns that can be considered unreliable following three criteria: they can have slightly different number of stripes/spots, the orientation of these periodic patterns is random and the sequence of pattern appearance cannot be easily controlled. This unreliability has been gradually solved by adding several external controls. For example, expanding boundaries at a certain speed can reliably generate patterns with a same number of periodic elements [67]. In addition, several recent studies suggested that modulation of reaction-diffusion systems with external gradients can increase the robustness of pattern formation [68], and also control the orientation of stripes [69, 70]. However, whether or not these kinds of modulations are biologically relevant hypothesis is still being investigated.

To summarize, recent studies have revived the biological relevance of Turing’s theory and have broaden its potential applications to other developmental patterning systems. Moreover, in recent years several other self-organizing patterning mechanisms based on mechanical force, cell migrations or active transport, have been proposed in addition to Turing models (see [71] for details). In the future, new self-organizing models that combine different cellular and regulatory behaviours should be explored further. Nevertheless, Turing’s original model remains a seminal contribution that provides the set of theoretical conditions to explain self-organization and that could be regarded as a minimal approximation to explain pattern formation in real biological systems.

**Intertwining the Turing mechanism and positional information in limb development**

Several attempts to build the reaction-diffusion models of limb development were already made in 1970s and '80s [72–74], though strictly speaking they did not involve the Turing mechanism [75]. Most of these abstract models predicted that the different number of the skeletal elements in the stylopod, zeugopod, and autopod was controlled by the width of the limb bud along the anterio-posterior (AP) axis. This ruled out the requirement of a clock-like mechanism to determine positional identity along the PD axis. In particular, Wilby and Ede wisely discussed how their self-organizing model differed from Wolpert’s positional information model by taking talpid3 as an example [73]. Talpid3 is a chicken mutant that exhibit numerous extra digits and expanded limb buds [76]. Wilby and Ede proposed that with their reaction-diffusion model, the polydactyl talpid3 phenotype could be readily explained by the increased width of the limb bud. In contrast, Wolpert’s model was not expected to produce extra digits because the expansion of limb would not change the range of the AP morphogen gradient. The only way in which Wolpert’s model could explain the appearance of new digits was if a second ZPA would be initiated in the anterior part of the limb, providing a duplication of the gradient similar to grafting experiment. Just twenty years later, without noticing Wilby and Ede’s idea, the talpid3 mutant was indeed found to have a normal Shh expression pattern and no duplication of the ZPA [77], which should have been supportive evidence for reaction-diffusion models. In the following decades, more sophisticated Turing mechanisms were proposed by several groups to explain limb skeletal patterning [78–84]. However, there was seemingly a tremendous gap between theoretical and experimental biologists, which was probably due to the fact that the models were rather abstract and they lacked clear experimental data to support their assumptions.

Although the Turing mechanism was not a mainstream of investigation for long time, it was gradually realized that the patterning mechanism of limb development could not be understood only on the basis of the positional information theory [51]. As mentioned in the previous section, the critical turning point was the surprising discovery of the polydactylous phenotype of Gli3;Shh double mutants [48, 49], in which the signaling center connected to AP patterning by positional
information was completely abolished. These mutants suggested that digits formed spontaneously by a self-organizing mechanism, that produced more digits in larger limbs. Almost a decade later, three studies confirmed this hypothesis [69, 85, 86]. These study showed that not only more digits were created in expanded limbs that lacked GLI3, but that in this genetic background, the number of digits could be further increased by removing Hoxd and Hoxa genes. These genes were originally thought to encode positional values for digit specification. However, in [69], a quantitative comparison between combinatorial mutations of Hoxa and Hoxd genes and an abstract Turing model showed that Hox genes act as negative regulators of the wavelength of of a Turing mechanism responsible for periodic digit patterning. Interestingly, the authors went further to speculate that the pentadactyl limb evolved by a gradual increase in the dose of distal Hox expression to reduce the numerous skeletal elements of ancestral fish fins. As discussed later, this speculation seems to agree with experimental observations of catshark fin buds. This work provided a new interpretation of the function of Hox genes and a mechanical explanation of polydactylous phenotypes in the absence of positional information. This was also the first study to provide evidence that Turing models combined external modulations such as Hox gene dose and gradients from the AER, thereby robustly reproducing digit patterning.

The molecular candidates responsible for the Turing mechanism (Turing molecules), however, were still unknown. A previous study proposed Tgfb2 as a strong Turing molecule candidate, because it enhances chondrogenic differentiation and it is localized with prechondrogenic condensation in micromass cultures [84]. However, the Tgfb2 expression in limb development starts after the digit pattern appears [87]. In addition, Tgfb2 null mutants show only a minor patterning defect [88]. FGFs are also often mentioned as a candidate [79], but there is no evidence for the co-localization of their signal with condensations. Although an FGF receptor, Fgfr2 (more precisely its IIIc isoform) is expressed in the prechondrogenic mesenchyme [89, 90], the loss of Fgfr2 in the limb mesenchyme affects only a minor growth defect [91]. Similarly, no patterning defects are also observed in the limbs lacking galectins (e.g., [92]), which were proposed as Turing molecules to explain digit patterning in chick embryos.

Strong experimental evidence in support of specific Turing molecules was provided only more recently [87]. This study proposed that Turing molecules should be spatially distributed either in-phase or out-of-phase periodic patterns with the digits, reflecting the distributions observed in the two minimal Turing models, the activator-inhibitor and substrate-depletion model. Moreover, it proposed that candidates should be active as soon as the digit patterning process is occurring. By performing a detailed spatio-temporal analysis of candidates with comparative microarray analysis, in situ hybridization and analysis of protein distributions, this study identified three promising molecules as Turing candidates: BMP, SOX9, and WNT (referred to as the BSW model; Fig. 5A). SOX9 is the earliest chondrogenic marker (therefore in-phase with digit primordia), and is required for prechondrogenic condensation [93]. This study showed that Bmp2 expression and WNT signal exhibited out-of-phase distributions with respect to Sox9, that was congruent with the requirement for Turing molecules. In addition, perturbations of the BMP and WNT pathways are consisted with their roles as Turing molecules that regulate Sox9. It is worth emphasizing that in this study, three technical advances played a central role to test the molecular candidates. Firstly, the development of a computational model based accurate quantification of 2D limb bud morphology, including information about growth, tissue movement, and spatial gene expression dynamics [94]. This allowed the authors to compare realistic simulations of digit patterning with experimental expression patterns. Secondly, the use of an ex utero limb culture method, which utilizes the air liquid interface cell culture system, to perform perturbation and test model predictions in a near in vivo environment. Thirdly, the development of a novel Turing model with three components that include a non-diffusing reactant corresponding to SOX9. This last point was a major difference with
previous models, which considered only two diffusible substances. Multi-component models with non-diffusible elements relax the parameter constraint required to form Turing patterns and increase the robustness of pattern formation. This extended Turing model, known as the BSW model, captures the essential dynamics of skeletal pattern formation showed by Sox9 expression patterns. In addition, the model integrates a Turing network with positional signals, such as FGFs and HOX genes, that helps to generate the properly aligned digit primordia in a reproducible manner. The theoretical idea that external gradients could modulate Turing systems to obtain specific patterns was already proposed previously [62]. However, the BSW model represents the first biologically relevant realization of this idea supported by experimental data. Taken together, this study does not only represent a major step forward to understand limb development, but it also invokes a conceptual innovation by showing that Turing mechanisms and positional information can act simultaneously, and should not be considered as alternative mechanisms [95, 96].

Figure 5: Computer modeling of limb and fin development. a, The BSW network (left; the scheme was kindly provided by James Sharpe) and comparison between a simulation result (top right) and real Sox9 expression (right bottom). From Raspopovic et al., SCIENCE 345:566 (2014) [87]. Reprinted with permission from AAAS. b, Time-series of Sox9 expression of the catshark pectoral fin buds. Bottoms are corresponding skeletal elements. c, A simulation of Sox9 expression
of the catshark fin buds. The difference between fins and limbs. B-D are reproduced from Onimaru et al., 2016 [97]. E, The diverse morphology of fins. Note that distal nodular radials are widely recognized in fish fins, but Sauropterus (a fossil fish) may have had different type of fins. A autopod-like structure is seen in Acanthostega (a stem fossil tetrapod), but it shows polydactyly. Sauropterus and Acanthostega are adapted from Davis et al., 2004 and Caotes, 1996, respectively [98, 99].

Indeed, positional information and the Turing mechanism have often been seen as contrasting patterning strategies. The former has a hierarchical nature, because morphogen gradients are upstream and genes for differentiation are downstream. Moreover, it requires a signaling center that imposes a global asymmetry, where identity is uniquely determined as a function of distance from the signaling source. Turing models on the contrary are self-organizing, and are based on local molecular interactions that amplify random fluctuations to generate a periodic pattern. This model generate identical elements that are regularly distributed in space. Positional information and the Turing mechanism, however, can act together to form intermediate structures, e.g., periodic pattern with slightly different wavelength [95]. In such intermediate systems, the identity of the resulting anatomical modules can be vague and quantitative rather than qualitative. As seen by Gli3 and Hox gene mutants, the loss of genes related to positional information by genetic perturbations may accentuate the nature of the Turing mechanism.

Emergence of homology by coupling Turing mechanism and positional information

As we have seen in the previous sections, an integrative approach is required to understand the evolution of fins and limbs. We covered a wide range of topics such as classical comparative anatomy, developmental biology, and mathematical models. However, the above discussion can be summarized into two main points: 1. the homology problem between fins and limbs is likely due to poor understandings of the developmental mechanism that underlies skeletal pattern formation; 2. Turing mechanism and positional information control together limb development. In this section, we discuss how both mechanisms are also involved in the development of fish fins.

Molecular studies of the fin-to-limb transition have suffered from similar problems to the ones faced in limb development that we mentioned in the previous section. Although key positional information genes, such as HOX genes, SHH, and FGFs, were analyzed to investigate fin development in several species including sharks, rays and ray-finned fishes, the observed differences were not readily interpretable. For example, the overlapping expression domains of Hoxa11 and Hoxa13 seem to be a common feature in pectoral fin buds, while in tetrapod limbs, Hoxa11 and Hoxa13 are expressed in the zeugopod and autopod domains separately [100, 101]. However, as discussed earlier, current data shows that these genes alone do not affect skeletal patterning process in mouse limb buds, therefore this regulatory difference alone cannot fully explain the anatomical difference between fins and limbs. Secondly, a study [26] showed that the gross expression domains of genes related to the AP positional information (or SHH targets) are shifted to the posterior side of catshark pectoral fin buds. Experimentally shifting of these expression domains anteriorly caused a fusion of the anterior radials to metapterygium, which is correlated with the pro- and mesopterygium loss during the fin-to-limb transition. However, owing to the lack of the one-to-one correspondence between gene expression domains and skeletal elements, it remains unclear how these genes regulate skeletal patterning.

Fish fins exhibit a greater variety of skeletal patterns than tetrapod limbs (Fig. 5E). Most fins seem to have an affinity to the basic characteristic of the Turing pattern, because they are composed of numerous and regular periodic elements, but also show a weak asymmetric trend along both of the AP and PD axes. Therefore, given the aforementioned nature of limb
development, the pattern formation of fish fins strongly points to a Turing mechanism that is still weakly controlled by positional information. This idea was recently tested in [97], where a combination of data-driven in silico modeling and in vivo experiments was used to investigate catshark pectoral fin development. This study showed that the Turing mechanism driven by the interactions of BMP, SOX9, and WNT seems to be conserved at least between mouse digits and the distal fin elements of the catshark (Fig. 5B for Sox9 expression data and 5C for simulated Sox9 expression with the BSW model). However, there are several differences that are likely responsible for their different anatomical structures: 1. in the catshark, the distal fin radials arise from a periodic spot pattern of Sox9 expression (Fig. 5B), in contrast to the stripe pattern in mouse digit formation, highlighting one of the major parameters that cause the anatomical difference between fins and limbs. 2. In catshark fins, the BSW model seems to be decoupled from the distal Hox genes (yet still regulated by FGFs). Sox9 expression in catshark pectoral fin buds is located proximal to the distal Hoxa13 expression without an overlapping domain, which is congruent with the reverse correlation between the amount of Hox genes and the number of skeletal elements [69]. Interestingly, two independent groups concurrently suggested that HOX13s in fish fins regulate the differentiation of fin rays, but not radials [22, 23]. In addition, the computational model predicts that modulation of WNT-related parameters shifts the Sox9 expression domain distally, and changes the spot pattern into a stripe pattern (Fig. 5D). Therefore, it is tempting to hypothesize that a distal shift of Sox9 expression and a pattern change from spots to stripes were critical events prior to the de novo acquisition of the digits. Subsequently, the acquisition of wavelength regulation by the distal Hox genes [69] may have resulted in the emergence of the homologous autopod and a gradual reduction of the number of digits until the current pentadactyl state (Fig. 5E).

It is worth noting that there is an earlier attempt to simulate the diverse morphologies of fins with the Turing mechanism [80]. In this study, a single computational framework simulated overall skeletal patterns of fins and limbs of various species including the catshark, obtaining a good degree of resemblance between known skeletal patterns and simulations. The models developed in this study however were not constrained by experimental data. Instead they arbitrarily modulated the AP width and wavelength without comparison with real data, which limit the predictive power of the model. In fact, the Sox9 expression pattern of catshark fin buds [97] does not fit with the catshark simulation presented in this study. This highlights that to draw a biologically meaningful conclusion, computational models should be constrained with real data.

In this section, we discussed how the underling developmental patterning mechanisms plays a central role to understand the morphological difference between fins and limb. Evidence indicates that a Turing mechanism modulated by positional information is very likely to underlie skeletal pattern formation in both fins and limbs. The diverse morphologies of fins radials and digits can be traced to changes in the modulations of a Turing mechanism to generate topologically different patterns, such as spots and stripes with slight changes in parameters. This is a major conceptual shift to understand the fin-to-limb evolution, and it provides a completely new framework to infer homology and similarity between appendages. Nevertheless, there are many aspects of the fin-to-limb transition remain unclear. For example, the biological significance of the metapterygium is not yet solved. Sox9 expression data (Fig. 5B; [97]) suggest that the metapterygium at least in the catshark, is not formed by a branching process that can be inferred from the adult skeletal pattern. Instead, the distal elements appear separately from the proximal ones and they are connected later. Therefore, branching-like pattern, which is thought to be the characteristic of the metapterygium, may not represent a common developmental mechanism derived from the last common ancestor of jawed vertebrates. Another untouched issue is the actual genetic changes that are responsible for the different dynamics of fin and limb pattern formation. Because several shark genome sequences
were recently released [102], comparative genome analysis is now possible and will help us draw a more detailed genotype-phenotype map of fins and limbs.

**Evolutionary systems biology toward the genotype-phenotype mapping**

From all the above discussions, we draw three general conclusions:

1. **Anatomical homology can be recognized when the elements of an organ exhibit global asymmetry induced by morphogen gradients.**
2. **The periodic nature of self-organizing mechanisms obscures homologous relationship of elements.**
3. **Because global asymmetries and self-organizing mechanisms can work as a single system, there could be intermediate states where homologous relationship becomes vague.**

These conclusions may not be applicable to every case of evolutionary studies, but they will work as precaution by showing that some homology problems may not be solvable because of the nature of developmental mechanisms. The avian digit identity problem—a debate if avian digits should be counted as “I, II, III” or “II, III, IV”—might be the case of such “overdiagnosis”. Interestingly, evolutionary drifts between periodic and identity-containing patterns appear to be observed in other systems, such as body segmentation in insects and computational experiments [103–105]. Therefore, even if a morphological part was derived from a common ancestor, the homologous relation can disappear by changes in the developmental mechanisms responsible for the identity.

We highlighted efforts to understand the evolution of multicellular systems by combining computational methods, mathematical theories, and experimental biology. Such integral studies are necessary to overcome the counter-intuitive nature of gene regulatory dynamics. One of the critical factors that we did not cover is genome information. Currently, it is not possible to infer gene regulatory networks and model parameters from genome sequences. Because evolution is driven by genetic mutations, bottom-up approaches to construct gene regulatory models from genome information are needed to draw the whole picture of the genotype-phenotype map. The recent advancement in DNA-sequence technologies has improved the availability of genome sequences from various species. However, currently, owing to the complicated organization of the genome, the ability to extract functional information such as gene regulatory networks from genome sequences remains limited. Several recent studies indicate that deep learning–based methods are promising to interpret genome information (e.g., [106–108]). Developing methods to understand what is encoded in genomes will be required to close the gap between genotypes and phenotypes in the future.

In conclusion, we have discussed how the nature of morphological evolution depends on developmental mechanisms. Because of the counter-intuitive dynamics of gene interactions, combinatorial approaches of computer modeling, theoretical and experimental biology is essential to understand the evolution of multicellular organisms. Therefore, finding a good collaboration between researchers from different fields or educational opportunities to learn different fields will be a key to stimulate the growth of evolutionary systems biology.
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