Microscopic Derivation of the Ginzburg-Landau Equations for a d-wave Superconductor
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The Ginzburg-Landau (GL) equations for a $d_{x^2-y^2}$ superconductor are derived within the context of two microscopic lattice models used to describe the cuprates: the extended Hubbard model and the Antiferromagnetic-van Hove model. Both models have pairing on nearest-neighbour links, consistent with theories for d-wave superconductivity mediated by spin fluctuations. Analytical results obtained for the extended Hubbard model at low electron densities and weak-coupling are compared to results reported previously for a d-wave superconductor in the continuum. The variation of the coefficients in the GL equations with carrier density, temperature, and coupling constants are calculated numerically for both models. The relative importance of anisotropic higher-order terms in the GL free energy is investigated, and the implications for experimental observations of the vortex lattice are considered.
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I. INTRODUCTION

There is mounting experimental evidence to suggest that the high-temperature cuprate superconductors have an order parameter with unconventional symmetry. Indeed, recent Josephson interference measurements are strongly indicative of an order parameter with $d_{x^2-y^2}$ (d-wave) symmetry, which has line nodes along $|k_x| = |k_y|$. The linear density of states associated with the resulting low-energy excitations is thought to account for the linear temperature dependence of the specific heat as well as the linear temperature and magnetic field dependence of the penetration depth found for $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ (1212) and $\text{B}_{12}\text{Sr}_2\text{CaCu}_2\text{O}_{8}$ (2212).

A number of experimental results are consistent only with an order parameter of combined s-wave and d-wave symmetry. Sigrist and Rice\cite{Sigrist92} have shown that in weakly orthorhombic cuprates (such as 2212 or 123) a small s-wave component would be present in addition to a critical d-wave order parameter. In tetragonal systems (such as the thallium compounds) that favour d-wave superconductivity, however, an s-wave component can only be nucleated locally near inhomogeneities such as domain walls, impurities\cite{Sigrist92} or vortices\cite{Sigrist92}. Indeed, Soininen et al.\cite{Soininen94} investigated the structure of an isolated vortex for a d-wave superconductor within Bogoliubov-De Gennes theory and found that a non-zero s-wave component is induced in the vortex core. Their results, interpreted within the context of the relevant phenomenological Ginzburg-Landau (GL) free energy, imply a non-trivial topological structure for the additional s-wave component\cite{Soininen94}. As a consequence, the supercurrent and magnetic field distributions for an isolated vortex near $H_{c1}$ exhibit a fourfold anisotropy in proportion to the magnitude of the s-wave component. In addition, the vortex-lattice structure near $H_{c2}$ deviates significantly from the usual triangular Abrikosov lattice, becoming increasingly oblique with increasing s-wave admixture\cite{Soininen94}.

It remains uncertain, however, whether the anisotropy in the structures of an isolated vortex and the vortex lattice is indeed predominantly due to the admixture of an s-wave component. Ichioka et al.\cite{Ichioka95} have shown that the inclusion of higher-order d-wave gradients in the GL free energy can give rise to a fourfold-symmetric current distribution around a vortex even in the absence of an induced s-wave component. One of the objectives of the present work is the clarification of this issue. Indeed, we find that the contributions to anisotropy of a fourth-order gradient term and the s-wave component are comparable, and tend to compete.

While phenomenological GL theory has been highly successful in predicting many interesting properties of d-wave superconductors in external fields, the relative magnitudes of the various coefficients appearing in the free energy and their dependence on temperature, filling, and field are presently unknown. An earlier derivation\cite{Feder96} of the free energy from a continuum model could not include lattice effects that are believed to be important in theories of d-wave superconductivity. Consequently, as will be discussed later, certain technical difficulties arose which would not have appeared in the continuum limit of an appropriate lattice model. In any case, it would be useful to derive the GL free energy using models relevant to the high-$T_c$ oxides. In the present work, the GL equations are derived microscopically within the context of two such models: the extended Hubbard and ‘Antiferromagnetic-van Hove’ models.

The extended Hubbard (EH) model, which includes a nearest-neighbour attraction in addition to the usual on-site repulsion, is one of the simplest lattice models which allows for a d-wave superconducting instability. Pairing...
occurs along nearest-neighbour links, appropriate for theories where d-wave superconductivity is mediated by antiferromagnetic fluctuations (see Ref. 2 and references therein). It has been employed in several analytical and numerical investigations of d-wave superconductivity. The EH model has recently been shown, however, to favour d-wave superconductivity only in a very small parameter space, preferring a phase separated or spin-density wave state.

The ‘Antiferromagnetic-van Hove’ (AvH) model strongly favours d-wave superconductivity while incorporating the coexisting antiferromagnetic correlations observed in NMR, neutron scattering and angle-resolved photoemission spectroscopy (ARPES) experiments. High transition temperatures are obtained in the model due to the presence of a van Hove singularity in the hole density of states near the Fermi energy. An extended, flat band near \((\pi,0)\) in momentum space is consistent with numerical investigations of a single hole propagating through an antiferromagnetic background and with experimental evidence. In the AvH model, holes are constrained to move within a single sublattice of a uniform antiferromagnetic background in order to minimize frustration. The hopping parameters are chosen to best fit the quasiparticle dispersion for YBCO measured using ARPES.

In Section II, the Ginzburg-Landau equations for the gap functions and supercurrent are derived microscopically for both the EH and AvH lattice models using a finite-temperature Green function method. The relations defining the transition temperatures are investigated in Section III. It is found that only a d-wave transition is favoured for the AvH model: the d-wave transition temperature \(T_d \sim 100\) K is consistent with the high-temperature \((\text{high-}T_c)\) oxides. The EH model, in contrast, can have either an s-wave or d-wave instability. S-wave is favoured at low electron densities while d-wave is favoured at high densities or at lower densities with strong on-site repulsion. The equations for \(T_s\) (the s-wave transition temperature) and \(T_d\) are found analytically in the limit of weak-coupling and low electron densities. The corresponding analytical solutions for the AvH model are difficult to obtain due to the complicated angular dependence of the AvH dispersion. The GL free energy is derived for both models in Section IV. The coefficients of the GL equations are found analytically for the EH model in the same limit described above. The coefficients are calculated numerically for the EH model and for the AvH model near optimal doping. In section V, we summarize our results and discuss the experimental implications of the GL equations we have derived.

II. THE LATTICE GL EQUATIONS

The Hamiltonians for the extended Hubbard (EH) and antiferromagnetic-van Hove (AvH) models are respectively:

\[
H^{\text{EH}} = -t \sum_{\langle ij \rangle \sigma} c^\dagger_{i \sigma} c_{j \sigma} e^{i \phi_{ij} / \hbar c / e} \int_j A \cdot d\mathbf{l} - \mu \sum_{i \sigma} n_{i \sigma} + V_0 \sum_i n_{i \uparrow} n_{i \downarrow} - \frac{1}{2} \sum_{\langle ij \rangle \sigma \sigma'} V_{ij} n_{i \sigma} n_{j \sigma'};
\]

\[
H^{\text{AvH}} = t_{11} \sum_{\langle \langle ii \rangle \rangle \sigma} c^\dagger_{i \sigma} c_{j \sigma} e^{i \phi_{ij} / \hbar c / e} \int_j A \cdot d\mathbf{l} + t_{20} \sum_{\langle \langle (ii) \rangle \rangle \sigma} c^\dagger_{i \sigma} c_{j \sigma} e^{i \phi_{ij} / \hbar c / e} \int_j A \cdot d\mathbf{l} - \mu \sum_{i \sigma} n_{i \sigma} - \frac{V}{2} \sum_{\langle \langle (ii) \rangle \rangle \sigma \sigma'} n_{i \sigma} n_{j \sigma'},
\]

where \(n_{i \sigma} = c^\dagger_{i \sigma} c_{i \sigma}\), \(A\) is the vector potential associated with the external magnetic field, \(\phi_{ij} = hc / e\) is the flux quantum, and \(\mu\) is the chemical potential included to fix the density. In the EH model the carriers are electrons, and positive \(V_0\) and \(V_{ij}\) imply on-site repulsion and nearest-neighbour attraction, respectively. The superconducting carriers in the AvH model are holes propagating through the antiferromagnetic background of the undoped ‘parent’ state. Second and third nearest-neighbour hopping parameters are respectively \(t_{11} = 0.04125\) eV and \(t_{20} = 0.02175\) eV. The absence of nearest-neighbour hopping in the AvH model reflects the restricted Hilbert space of the carriers; holes are constrained to move within a single spin sublattice in order to minimize frustration and preserve antiferromagnetic correlations. The values of \(t_{11}\) and \(t_{20}\) are chosen to result in a large density of states near the bottom of the hole band, located at \((\pi / 2, \pi / 2)\) in momentum space. The coefficient of the nearest-neighbour attraction \(V = 0.075\) eV is chosen to yield a d-wave transition temperature \(T_d \sim 100\) K at optimal doping \((\mu \approx -0.075\) eV, or hole density \(\langle n \rangle \sim 0.2)\), consistent with the high-\(T_c\) oxides.

If the lattice sites \(i\) and \(j\) are nearest-neighbours, we can write the mean-field EH Hamiltonian

\[
H^{\text{EH}}_{\text{eff}}(B) = -t \sum_{r, \delta, \sigma} c^\dagger_{r \delta} (r + \delta) c_{r \sigma} (r) e^{i \phi_{r \delta}} - \mu \sum_{r, \sigma} c^\dagger_{r \sigma} (r) c_{r \sigma} (r) + \sum_{r} \left[ \Delta^\dagger (r) c_{r \uparrow} (r) + H.c. \right] - \frac{1}{2} \sum_{r, \delta} \left[ \Delta^\dagger (r) c_{r \uparrow} (r + \delta) - \Delta^\dagger (r) c_{r \uparrow} (r + \delta) + H.c. \right],
\]
where

$$\phi_\delta = \frac{2\pi}{\phi_0} \int_{-\delta}^{r+\delta} \mathbf{A} \cdot d\mathbf{l},$$  \tag{2.4}$$
and $$\vec{\delta} = \pm \hat{x}, \pm \hat{y}$$ (the lattice constant is taken to be unity for convenience). The ‘on-site’ and nearest-neighbour gap functions are defined as follows:

$$\Delta_\alpha(r) \equiv V_0 \langle \alpha(r) \alpha^\dagger(r) \rangle;$$  \tag{2.5}$$

$$\Delta_\delta(r) \equiv V_\delta \langle \alpha(r) \alpha^\dagger(r + \vec{\delta}) \rangle \equiv -V_\delta \langle \alpha^\dagger(r) \alpha(r + \vec{\delta}) \rangle,$$  \tag{2.6}$$
assuming the existence of pairing in only the spin-singlet channel, in accordance with experimental results for the cuprate superconductors. The mean-field Hamiltonian for the AvH model is written:

$$H_{\text{eff}}^{\text{AvH}}(B) = t_{11} \sum_{\mathbf{r}, \delta_{11}, \sigma} c^\dagger_{\sigma}(\mathbf{r} + \vec{\delta}_{11}) c_{\sigma}(\mathbf{r}) e^{i\mathbf{p}_{11}} + t_{20} \sum_{\mathbf{r}, \delta_{20}, \sigma} c^\dagger_{\sigma}(\mathbf{r} + \vec{\delta}_{20}) c_{\sigma}(\mathbf{r}) e^{i\mathbf{p}_{20}} - \mu \sum_{\mathbf{r}, \sigma} c^\dagger_{\sigma}(\mathbf{r}) c_{\sigma}(\mathbf{r})$$

$$- \frac{1}{2} \sum_{\mathbf{r}, \vec{\delta}} [\Delta_\delta^\ast(\mathbf{r}) c^\dagger(\mathbf{r}) c(\mathbf{r} + \vec{\delta}) + H.c.],$$  \tag{2.7}$$

where \( \mathbf{r} = m \hat{r}_1 + n \hat{r}_2 \), such that \( \hat{r}_1 \equiv \hat{x} + \hat{y} \) and \( \hat{r}_2 \equiv \hat{x} - \hat{y} \) are primitive vectors of a single sublattice, and each lattice site has the two-point basis \( \hat{0}, \hat{x} \). Then, \( \delta_{11} = \pm \hat{x}_1, \pm \hat{x}_2 \), \( \delta_{20} = \pm (\hat{r}_1 + \hat{r}_2), \pm (\hat{r}_1 - \hat{r}_2) \), and \( \vec{\delta} = \pm \hat{x}, \pm \hat{y} \). Throughout the remainder of this section calculations will be presented within the context of the EH model. Comparison of the above Hamiltonians indicates that analogous results for the AvH model can be obtained at any stage by eliminating the on-site gap function, reversing the sign of the kinetic term (keeping in mind the holes hop along second and third-neighbour links), and setting \( V_\delta = V / 2 \).

The Gor’kov equations can then be derived in the standard manner:

$$G(\mathbf{r}, \mathbf{r}', \omega_n) = \tilde{G}^\sigma(\mathbf{r}, \mathbf{r}', \omega_n) + \sum_{\mathbf{r}''} \tilde{G}^\sigma(\mathbf{r}, \mathbf{r}'', \omega_n) [\Delta_\delta(\mathbf{r}''') - \sum_\delta \Delta_\delta^\ast(\mathbf{r}''') \tilde{P}_\delta(\mathbf{r}'')] \tilde{F}^\dagger(\mathbf{r}'', \mathbf{r}', \omega_n);$$  \tag{2.8}$$

$$\tilde{F}^\dagger(\mathbf{r}, \mathbf{r}', \omega_n) = - \sum_{\mathbf{r}''} \tilde{G}^\sigma(\mathbf{r}'', \mathbf{r}, -\omega_n) [\Delta_\delta(\mathbf{r}'') - \sum_\delta \Delta_\delta^\ast(\mathbf{r}'') \tilde{P}_\delta(\mathbf{r}'')] G(\mathbf{r}'', \mathbf{r}', \omega_n),$$  \tag{2.9}$$

where \( \tilde{P}_\delta(\mathbf{r}) X(\mathbf{r}) \equiv X(\mathbf{r} + \vec{\delta}) \) is the kinetic energy operator, \( G \) and \( F^\dagger \) are finite-temperature single-particle and anomalous Green functions respectively, and \( \tilde{G}^\sigma \) is the normal-state Green function in the presence of the external field. The Matsubara frequencies are \( \omega_n = \frac{\pi T (2n + 1)}{2} \). The anomalous Green function \( F^\dagger \) is related to the gap functions:

$$\Delta_\delta(\mathbf{r}) = TV_0 \sum_{\omega_n} \tilde{F}^\dagger(\mathbf{r}, \mathbf{r}, \omega_n);$$  \tag{2.10}$$

$$\Delta_\delta^\ast(\mathbf{r}) = TV_0 \sum_{\omega_n} \tilde{F}^\dagger(\mathbf{r}, \mathbf{r} + \vec{\delta}, \omega_n),$$  \tag{2.11}$$

Arbitrarily close to the superconducting critical temperature \( T_c \), the ratios \( \Delta_\delta / T_c \ll 1 \) or identically zero \( \langle \vec{\delta} = 0, \vec{\delta} \rangle \). Iterating Eqs. (2.8) and (2.9) up to third order in the gap functions, and making use of the conditions (2.10) and (2.11), the self-consistent equations for the gap functions are immediately obtained:

$$\frac{1}{V_\alpha} \Delta_\delta^\ast(\mathbf{r}) = - \sum_{\mathbf{r}'', \omega_n} \tilde{G}^\sigma(\mathbf{r}'', \mathbf{r}, -\omega_n) \Delta_\delta(\mathbf{r}'') \tilde{G}^\sigma(\mathbf{r}'', \mathbf{r} + \vec{\delta}, \omega_n)$$

$$+ \sum_{\mathbf{r}'', \mathbf{r}_1, \mathbf{r}_2, \omega_n} \tilde{G}^\sigma(\mathbf{r}'', \mathbf{r}, -\omega_n) \Delta^\ast(\mathbf{r}'') \tilde{G}^\sigma(\mathbf{r}'', \mathbf{r}_1, \omega_n) \Delta(\mathbf{r}_1) \tilde{G}^\sigma(\mathbf{r}_2, \mathbf{r}_1, -\omega_n) \Delta^\ast(\mathbf{r}_2) \tilde{G}^\sigma(\mathbf{r}_2, \mathbf{r} + \vec{\delta}, \omega_n),$$  \tag{2.12}$$
where

$$\Delta^\alpha(x) \equiv \Delta^\alpha_e(x) - \sum_{\delta} \Delta^\alpha_{\delta}(x) P_\delta(x),$$

(2.13)

and $\alpha = 0, \pm \hat{x}, \text{or} \pm \hat{y}$.

In the strong type-II limit, appropriate for the high-$T_c$ oxides, the penetration depth $\lambda(T)$ exceeds the coherence length $\xi(T)$ and all other length scales. The single-particle Green function is then approximately translationally invariant:

$$\tilde{G}^0(r, r', \omega_n) \approx G^0(r - r', \omega_n) e^{-i \frac{2\pi}{\lambda} \int \phi \cdot d\Pi \cdot \hat{A}}$$

$$\approx G^0(r - r', \omega_n) e^{i \frac{2\pi}{\lambda} \hat{A} \cdot \varphi(r-r')},$$

(2.14)

where $G^0(r - r', \omega_n)$ is the normal-state lattice Green function in the absence of an external field:

$$G^0(x, \omega_n) = \sum_k \frac{e^{ik \cdot x}}{i\omega_n - \xi_k},$$

(2.15)

and the sum is over wavevectors in the first Brillouin zone. The dispersion relations for the EH and AvH models are respectively

$$\xi_{k_1}^{EH} = -2t(\cos k_x + \cos k_y) - \mu$$

(2.16)

$$\xi_{k_2}^{AvH} = 2t_{11}(\cos k_1 + \cos k_2) + 4t_{20}\cos k_1\cos k_2 - \mu,$$

(2.17)

where $k_1$ and $k_2$ are reciprocal vectors of a given sublattice. Assuming the gap functions vary slowly compared with the characteristic length scale $k_F$ of the single-particle Green function (2.13), Eq. (2.12) can be expanded up to fourth-order in lattice derivatives. The justification for keeping higher-order gradient terms will be addressed in section V. The GL equations for the gap functions in the EH model can then be written:

$$\Delta^\alpha_e(r) = - TV \sum_{\omega_n} \sum_{\alpha'} (1)^{\prime} \sum_{m,n} G^0(m \hat{x} + n \hat{y} - \omega_n) G^0(m \hat{x} + n \hat{y} + \alpha' - \alpha, \omega_n) e^{-i \frac{2\pi}{\lambda} \hat{A} \cdot (\alpha' - \alpha)}$$

$$\left\{ 1 - i_{EH} (\hat{\varphi})^2 - i_{EH} (\hat{\varphi})^2 - i_{EH} (\hat{\varphi})^2 - i_{EH} (\hat{\varphi})^2 - i_{EH} (\hat{\varphi})^2 \right\} \Delta^\alpha_e(r)$$

$$+ TV \sum_{k,\omega_n} \sum_{\alpha' \delta} e^{ik \cdot \alpha' \cdot \omega_n} e^{-i \frac{2\pi}{\lambda} \hat{A} \cdot \varphi(r)}$$

$$\left\{ |\Delta_o(r)|^2 \Delta^\alpha_o(r) - 2|\Delta_o(r)|^2 M(r) + 2|M(r)|^2 \Delta^\alpha_o(r) + \Delta^\alpha_o(r) M^2(r) - |M(r)|^2 M(r) \right\},$$

(2.18)

where

$$i(\hat{\varphi}_z) \Delta_{-z}(r) \equiv e^{i \frac{2\pi}{\lambda} \hat{a}_z(r) \Delta_{-z}(r) - \Delta_{-z}(r)}$$

(2.19)

$$\approx \left[ (\hat{\varphi}_z) + i \frac{4\pi}{\phi_0} A_z(r) \right] \Delta_{-z}(r),$$

(2.20)

with the forward difference operator defined by

$$\left( \hat{\varphi}_z \right) \Delta_{-z}(r) \equiv \Delta_{-z}(r + \hat{z}) - \Delta_{-z}(r)$$

$$= \Delta_z(r) - \Delta_{-z}(r),$$

(2.21)

and

$$M(r) \equiv \sum_{\delta' = \pm \hat{x}, \pm \hat{y}} \Delta^\alpha_{\delta'}(r) e^{ik \cdot \delta'} e^{-i \frac{2\pi}{\lambda} \hat{A} \cdot \delta'}.$$

(2.22)

The coefficients of the gradient terms have been defined in the Appendix for clarity. Note that all gap functions are taken at the same point $r$ in the last term of Eq. (2.18); this condition will be relaxed in Section V. The gradient
terms with odd powers of $\hat{x}\Pi_x$ and/or $\hat{y}\Pi_y$ vanish for tetragonal systems. The GL equations for the gap functions in the AvH model are given by:

$$\Delta_{\sigma}^\ast (r) = \frac{TV}{2} \sum_{m,n} \sum_{\sigma} \sum_{\hat{\sigma}} G^\circ (m\hat{r}_1 + n\hat{r}_2, -\omega_n) G^\circ (m\hat{r}_1 + n\hat{r}_2 + \hat{\delta} - \hat{\delta}, \omega_n) e^{-i\frac{\hat{\sigma}}{\omega_n} A(r) \cdot (\hat{\sigma} - \hat{\delta})}$$

$$(1 - \epsilon_{x,1}^{AVH} (\hat{x}\Pi_x)^2 - \epsilon_{y,1}^{AVH} (\hat{y}\Pi_y)^2 - \epsilon_{x,2}^{AVH} (\hat{x}\Pi_x)^4 - \epsilon_{y,2}^{AVH} (\hat{y}\Pi_y)^4 - \epsilon_{x,y,2}^{AVH} (\hat{x}\Pi_x)^2 (\hat{y}\Pi_y)^2) \Delta_{\sigma}^\ast (r)$$

$$- \frac{TV}{2} \sum_{k,\omega_n} e^{ik \cdot \hat{\delta} - i\frac{\hat{\sigma}}{\omega_n} A(r) \cdot \hat{\delta}} \left[ |M(r)|^2 M(r) \right],$$

(2.23)

where we have used

$$(\hat{r}_1\Pi_{r_1}) \equiv (\hat{x}\Pi_x) (\hat{y}\Pi_y) + (\hat{x}\Pi_x) + (\hat{y}\Pi_y);$$

$$(\hat{r}_2\Pi_{r_2}) \equiv - (\hat{x}\Pi_x) (\hat{y}\Pi_y) + (\hat{x}\Pi_x) - (\hat{y}\Pi_y),$$

(2.24)

(2.25)

and the coefficients $\epsilon$ are given in the Appendix.

The current operator for the EH model is

$$j_{EH}^\delta (r) = \int \sum_{\sigma} e^{i\hat{\delta} \cdot \hat{c}_\sigma (r + \hat{\delta}) c_\sigma (r)}$$

$$= -2iT \sum_{\delta,\omega_n} \Pi'_\delta (r') G(r', \omega_n) f(r) \equiv e^{i\frac{\hat{\delta}}{\omega_n} A(r) \cdot \hat{\delta}} f(r) - f(r)$$

(2.26)

$$\rightarrow -2T \left[ \Pi'^1 (r) + \Pi'^2 (r) \right] T \sum_{\omega_n} G(r, \omega_n) \Pi'' (r) \equiv -i\nabla + \frac{2\pi}{\phi_0} A(r),$$

(2.27)

where (2.27) represents the continuum limit of the lattice current. Iterating (2.8) and (2.9) to second order in gap functions and making the same approximations employed above, (2.26) becomes:

$$j_{EH}^\delta (r) = 2iT \sum_{\delta,\omega_n} e^{i\frac{\hat{\delta}}{\omega_n} A(r) \cdot \hat{\delta}} (1 - \frac{i}{\omega_n} |G^\circ (R_1, \omega_n) G^\circ (R_2 - R_1 - \hat{\sigma}_1, -\omega_n) \hat{\Delta}_{\sigma 1} (R_2 + \hat{\sigma}_2, \omega_n)$$

$$\cdot \{ \Delta_{\alpha 2}^\ast (r) [m (\hat{x}\Pi_x)^\ast + n (\hat{y}\Pi_y)^\ast] \Delta_{\alpha 1} (r) + \Delta_{\alpha 1} (r) [m' (\hat{x}\Pi_x) + n' (\hat{y}\Pi_y)] \Delta_{\alpha 2}^\ast (r) \},$$

(2.28)

where $R_1 = mx + ny$ and $R_2 = m'x + n'y$. A similar expression for the AvH model can be obtained by setting $t \rightarrow -t_{11}, -t_{20}$ with $\hat{\delta} \rightarrow \hat{\delta}_{11}, \hat{\delta}_{20}$ and $R_1 = m\hat{r}_1 + n\hat{r}_2$, $R_2 = m'\hat{r}_1 + n'\hat{r}_2$, and making the replacements $(\hat{x}\Pi_x) \rightarrow (\hat{x}\Pi_x) + (\hat{y}\Pi_y)$ and $(\hat{y}\Pi_y) \rightarrow (\hat{x}\Pi_x) - (\hat{y}\Pi_y)$.

The various integrals and sums appearing in the Ginzburg-Landau equations for the gap functions (2.18), (2.23), and the current (2.28) can, in general, be determined only numerically. There is, however, one case which is analytically tractable: the EH model at low electron densities and weak to intermediate coupling. For $V_0 = 0$ and $V_0 \rightarrow -V_0$, this limit would correspond to ordinary BCS theory.

### III. Determination of $T_c$

At temperatures sufficiently near $T_c$, we can linearize the gap equations (2.18) and (2.23). Making use of the definition of the normal-state Green function (2.15), we obtain for the EH model:

$$\Delta_{\sigma}^\ast (r) = TV_0 \sum_{\omega_n, k} \frac{2a_k \Delta_{\sigma}^\ast (r) - \Delta_{\sigma}^\ast (r)}{\omega_n^2 + \xi_k^2},$$

(3.1)

$$\Delta_{\sigma}^\ast (r) = TV_0 \sum_{\omega_n, k} \frac{a_k [2a_k \Delta_{\sigma}^\ast (r) - \Delta_{\sigma}^\ast (r)]}{\omega_n^2 + \xi_k^2},$$

(3.2)

$$\Delta_{\sigma}^\ast (r) = TV_0 \sum_{\omega_n, k} \frac{b_k^2 \Delta_{\sigma}^\ast (r)}{\omega_n^2 + \xi_k^2},$$

(3.3)
where \( a_k = \cos k_x + \cos k_y \) and \( b_k = \cos k_x - \cos k_y \). The s-wave and d-wave gap functions are related to the bond gap functions through the gauge-invariant definitions:

\[
\Delta_s(r) = \frac{1}{4} \left[ e^{-i\phi_0 A_z(r)} \Delta_x(r) + e^{i\phi_0 A_z(r)} \Delta_{-x}(r) + e^{-i\phi_0 A_y(r)} \Delta_y(r) + e^{i\phi_0 A_y(r)} \Delta_{-y}(r) \right],
\]

\[
\Delta_d(r) = \frac{1}{4} \left[ e^{-i\phi_0 A_z(r)} \Delta_x(r) + e^{i\phi_0 A_z(r)} \Delta_{-x}(r) - e^{-i\phi_0 A_y(r)} \Delta_y(r) - e^{i\phi_0 A_y(r)} \Delta_{-y}(r) \right].
\]

The equations that determine the s-wave and d-wave transition temperatures \( T_s \) and \( T_d \) are immediately

\[
[V_1 I_2(T_s) - 2] [V_0 I_0(T_s) + 2] = V_0 V_1 I_1^2(T_s);
\]

\[
I_3(T_d) = \frac{2}{V_1},
\]

where

\[
I_n(T_s) = \sum_k \frac{a_k^n}{\xi_k} \tanh \left( \frac{\xi_k}{2T_s} \right), \quad n = 0, 1, 2;
\]

\[
I_3(T_d) = \sum_k \frac{b_k^2}{\xi_k} \tanh \left( \frac{\xi_k}{2T_d} \right).
\]

It is clear from Eq. [3.7] that if \( V_1 = 0 \), no s-wave superconducting instability can occur for positive temperature. The corresponding equations for the AvH model are

\[
1 = \frac{V}{4} \sum_k \frac{1 + \cos k_1 \cos k_2 + \cos k_1 - \cos k_2}{\xi_k} \tanh \left( \frac{\xi_k}{2T_s} \right),
\]

\[
1 = \frac{V}{4} \sum_k \frac{1 + \cos k_1 \cos k_2 - \cos k_1 + \cos k_2}{\xi_k} \tanh \left( \frac{\xi_k}{2T_d} \right).
\]

While these equations are not analytically tractable, they have been shown numerically to strongly favour a d-wave transition temperature for all relevant hole concentrations. Optimal doping at approximately 25% filling (in the hole representation, where \( \langle n_h \rangle \) is calculated at \( T_c \)) yields a value of \( T_d \sim 100 \, K \).

In order to analytically solve the sums \( I_{1-4} \), Eqs. [3.9] and [3.10], we make the standard transformation to an integration over energies, making use of the single-particle density of states (DOS)

\[
N(\varepsilon) \equiv \sum_k \delta(\varepsilon - \varepsilon_k)
\]

\[
\approx \begin{cases} 
N(0) + N(1) \ln \left| \frac{\varepsilon}{D} \right|, & \text{if } |\varepsilon| \leq D; \\
0, & \text{otherwise,}
\end{cases}
\]

where \( D = 4t \) is the half-bandwidth and \( \varepsilon_k \equiv \xi_k + \mu \). The DOS is approximated by a constant plus a term reflecting the van Hove singularity at half-filling (\( \varepsilon = 0 \)), as is shown in Fig. [4]. The best fit is obtained when \( N(0) = 0.31/D \) (the DOS for free electrons in two dimensions is \( 1/\pi D \)) and \( N(1) = 0.19/D \) (note that the DOS at half-filling is approximately \( (2/\pi^2 D) \ln |D/\varepsilon| \)). Using the relation \( a_k = -2(\xi + \mu)/D \), the sums \( I_{0-2} \) can be solved to yield:

\[
I_0(T_s) \approx 2N(0) \ln \left( \frac{T_s}{T_0} \right) - \frac{2D}{\mu} N(1);
\]

\[
I_1(T_s) \approx -\frac{4\mu}{D} N' \left[ \ln \left( \frac{T_s}{T_0} \right) - 1 \right] + \frac{4\mu}{D} \left( 1 + \frac{D}{\mu} \right) N(1);
\]

\[
I_2(T_s) \approx \frac{8\mu^2}{D^2} N' \ln \left( \frac{T_s}{T_0} \right) + \frac{4(D^2 - 3\mu^2)}{D^2} N(0) + \frac{2}{D^2} \left[ -4\mu D + 6\mu^2 \ln \left| \frac{\mu}{D} \right| - 5\mu^2 + D^2 \right] N(1),
\]
where
\[ N' = N(0) - N(1) \ln \left| \frac{\mu}{D} \right|, \tag{3.17} \]
and
\[ T^* = \frac{2e^2 \sqrt{D^2 - \mu^2}}{\pi}. \tag{3.18} \]

For all terms proportional to \( N(1) \), we assume that \( T_c \ll D \) (weak-coupling), so that
\[ \tanh \left( \frac{\xi - \mu}{2T} \right) \approx \begin{cases} -1, & \xi < \mu; \\ +1, & \xi > \mu. \end{cases} \tag{3.19} \]

Note that in this lattice model, all interactions are instantaneous and therefore the bandwidth is the only possible energy cutoff. Since \( b_k \) cannot be written exactly in terms of \( \xi_k \), some simplifying assumption must be made in order to evaluate \( I_3 \). At low densities (the continuum limit of the lattice model), \( \xi_k \approx t k^2 - D - \mu \) and thus \( b_k \approx -2 \cos 2\theta (\xi + D + \mu)/D \). Then,
\[ I_3(T_d) \approx \frac{4(\mu + D)^2}{D^2} N' \ln \left( \frac{T^*}{T_d} \right) + \frac{2}{D^2} \left( D^2 - 4\mu D - 3\mu^2 \right) N(0) \
+ \frac{2}{D^2} \left[ -\frac{2D}{\mu} (\mu + D)^2 + \mu (3\mu + 4D) \ln \left| \frac{\mu}{D} \right| + \frac{D^2 - 8\mu D - 5\mu^2}{2} \right] N(1). \tag{3.20} \]

The equation for the s-wave transition temperature \( T_s \) resulting from the application of Eq. (3.3) is, for \( V_0 = 0 \):
\[ T_s = T^* \exp \left\{ \frac{-D^2 - V_1 \left[ 6\mu^2 N' - 2D^2 N(0) - (D^2 - 4\mu D - 5\mu^2) N(1) \right]}{4\mu^2 V_1 N'} \right\}. \tag{3.21} \]

The corresponding equation for the d-wave transition temperature \( T_d \) from Eq. (3.3) is:
\[ T_d = T^* \exp \left\{ \frac{-D^2 - V_1 \left[ \mu (4D + 3\mu) N' - D^2 N(0) + \frac{1}{2\mu} (4D^3 + 7D^2 \mu + 12D \mu^2 + 5\mu^3) N(1) \right]}{2(\mu + D)^2 V_1 N'} \right\}. \tag{3.22} \]

The transition temperatures for the cases \( V_1 = t \) and \( V_1 = 3t \) are shown as functions of chemical potential in Figs. 2 and 3 respectively. Near the bottom of the tight-binding band (\( \mu \approx -D \)), an s-wave transition is strongly favoured for any \( V_0 \) and \( V_1 \), whereas a d-wave transition is favoured near half-filling (\( \mu \approx 0 \)). The value of the chemical potential at which the preferred symmetry of the dominant gap function changes is extremely sensitive to the strengths of the respective interactions. As the on-site repulsion is increased, the magnitude of \( T_s \) is suppressed while \( T_d \) is unaffected. As a result, d-wave superconductivity is favoured for virtually all densities for sufficiently large \( V_0 \). It should be noted that the magnitude of the subcritical transition temperature, associated with the subdominant gap function, is in fact further decreased due to the presence of the dominant gap function. The relevant equation for the subcritical transition temperature, one of Eqs. (3.3) and (3.3), should have \( \xi_k \) replaced by \( \sqrt{\xi_k^2 + \Delta_k^{\text{DOM}}^2} \), where \( \Delta_k^{\text{DOM}} \) is the magnitude of the dominant gap function. Thus, the subcritical transition temperature, which is of dubious relevance in any case, can be taken to be identically zero without loss of generality.

**IV. CALCULATION OF THE GINZBURG-LANDAU COEFFICIENTS**

**A. Extended Hubbard Model**

For sufficiently large systems, the lattice sums in Eq. (2.18) can be transformed into k-space integrals. Neglecting fourth-order derivatives and making use of the expressions for the s-wave (3.4) and d-wave (3.5) gap functions as well as the normal-state Green function (2.15), the following three gap equations for the EH model are obtained:
\[ \Delta^s_n = 4TV_0 \sum_n \int \frac{d^2 k}{(2\pi)^2} \left\{ \frac{s^*(r, k)}{\omega_n^2 + \xi_k^2} - \frac{1}{(\omega_n^2 + \xi_k^2)^2} \left[ 16|s(r, k)|^2 s^*(r, k) + 32|d(r, k)|^2 s^*(r, k) + 16 d^{'s}(r, k) s(r, k) \right] \right\} \]

\[ - \int d^2 z \frac{z^2}{2} \int \frac{d^2 k'}{(2\pi)^2} \frac{e^{i(k+k') \cdot z}}{\omega_n^2 - (i\omega_n - \xi_k') (i\omega_n - \xi_k' - \xi_k)} (\cos^2 \theta \Pi^2_s + \sin^2 \theta \Pi^2_y) [s^*(r, k) + d^*(r, k)] \];

(4.1)

\[ \Delta^d_n = 2TV_1 \sum_n \int \frac{d^2 k}{(2\pi)^2} a_k \left\{ as above \right\} \]

(4.2)

\[ \Delta^d_s = 2TV_1 \sum_n \int \frac{d^2 k}{(2\pi)^2} b_k \left\{ \frac{d^*(r, k)}{\omega_n^2 + \xi_k^2} - \frac{1}{(\omega_n^2 + \xi_k^2)^2} \left[ 16|d(r, k)|^2 d^*(r, k) + 32|s(r, k)|^2 d^*(r, k) + 16 s^{'s}(r, k) d(r, k) \right] \right\} \]

\[ - \int d^2 z \frac{z^2}{2} \int \frac{d^2 k'}{(2\pi)^2} \frac{e^{i(k+k') \cdot z}}{\omega_n^2 - (i\omega_n - \xi_k') (i\omega_n - \xi_k' - \xi_k)} (\cos^2 \theta \Pi^2_s + \sin^2 \theta \Pi^2_y) [s^*(r, k) + d^*(r, k)] \],

(4.3)

where \( s(r, k) \equiv \frac{1}{3} \Delta^s(r) \), \( d(r, k) \equiv \frac{1}{3} \Delta^d(r) \), \( \theta \) is the angle between \( r \) and \( z = m \hat{x} + n \hat{y} \), and the continuum limit of \( 2.19 \)

\[ \Pi_x = -i \frac{\partial}{\partial z} + \frac{4\pi}{\phi_0} A_z(r) \]

(4.4)

acts only on the center of mass coordinate \( r \). Eqs. (4.1)-(4.3) can be simplified by making use of the fact that \( \Delta^s_n(r) = \epsilon \Delta^s_n(r) \), where \( \epsilon \) depends on temperature and chemical potential. This relation follows from the observation that \( 1 \) and \( 2 \) are not linearly independent, since \( \Delta^s_n(r) \) and \( \Delta^d_n(r) \) have the same symmetry. Near \( T_c \) the magnitude of the s-wave component is small; from \( 3.3 \) we infer \( \epsilon = V_0 I_1 / (1 + V_0 I_0 / 2) \), where \( I_0 \) and \( I_1 \) are defined in Eq. \( 3.1 \) and are evaluated in the weak-coupling and low-density limit in Eqs. (3.14) and (3.17). The integrals involving gradients of the gap functions can be greatly simplified by means of the identity:

\[ \int d^2 z \ x^2 G^\alpha(z, -\omega_n) G^\alpha(z, x, \omega_n) \equiv \int \frac{d^2 k}{(2\pi)^2} e^{-ik \cdot z} \left| \nabla_k G^\alpha(k, \omega_n) \right|^2 \]

(4.5)

and similarly for integrals involving \( y^2 \). Thus,

\[ \frac{1}{4} \left( 1 - \frac{V_1 \epsilon^2}{4V_0} \right) \Delta^s_n(r) = TV_1 \sum_n \int \frac{d^2 k}{(2\pi)^2} \frac{a_k' \Delta^s_n(r)}{\omega_n^2 + \xi_k^2} \]

\[ - \frac{1}{\omega_n^2 + \xi_k^2} \left[ 16 a_k'^3 |\Delta^s_n(r)|^2 \Delta^s_n(r) + 8 a_k'^2 b_k^2 |\Delta^d_n(r)|^2 \Delta^s_n(r) + 4 a_k'^3 b_k^2 \Delta^s_n(r) \Delta^d_n(r) \right. \]

\[ + \left. \frac{D^2}{16} \left( \sin^2 k_x \Pi^2_x + \sin^2 k_y \Pi^2_y \right) \left[ 2a_k^2 \Delta^s_n(r) + b_k \Delta^d_n(r) \right] \right\}, \]

(4.6)

\[ \frac{1}{4} \Delta^d_n(r) = TV_1 \sum_n \int \frac{d^2 k}{(2\pi)^2} \frac{b_k \Delta^d_n(r)}{\omega_n^2 + \xi_k^2} \]

\[ - \frac{1}{\omega_n^2 + \xi_k^2} \left[ b_k^2 \Delta^d_n(r) \Delta^d_n(r) + 8 a_k'^2 b_k |\Delta^s_n(r)|^2 \Delta^d_n(r) + 4 a_k'^2 b_k \Delta^s_n(r) \Delta^d_n(r) \right. \]

\[ + \left. \frac{D^2}{32} \left( \sin^2 k_x \Pi^2_x + \sin^2 k_y \Pi^2_y \right) \left[ 2a_k^2 \Delta^d_n(r) + b_k \Delta^d_n(r) \right] \right\}, \]

(4.7)

where \( a_k' = \frac{a_k}{\xi_k} \).

The appropriate free energy for a d-wave (or extended s-wave) superconductor on a tetragonal lattice is:

\[ F_s = F_n + \alpha_s |\Delta^s_n(r)|^2 + \alpha_d |\Delta^d_n(r)|^2 + \beta_1 |\Delta^s_n(r)|^4 + \beta_2 |\Delta^d_n(r)|^4 \]

\[ + \beta_3 |\Delta^s_n(r)|^2 |\Delta^d_n(r)|^2 + \beta_4 \left( \Delta^s_n(r)^2 \Delta^d_n(r) + \Delta^d_n(r)^2 \Delta^s_n(r) \right) \]

\[ + \gamma_1 |\Pi^1 \Delta^s_n(r)|^2 + \gamma_2 \Pi^1 \Delta^d_n(r)^2 + \gamma_3 \left( (\Pi^1 \Delta^s_n(r))^* (\Pi^1 \Delta^d_n(r)) - (\Pi^1 \Delta^s_n(r))^* (\Pi^1 \Delta^d_n(r)) + c.c. \right) \]

\[ + F_1^2 + F_2^2 + \frac{h^2}{8\pi}, \]

(4.8)
where higher-order terms

\[ F^i = \eta_s |\Delta_s(r)|^2 + \gamma_s |\Delta_s(r)|^2 + \gamma_s - |(\Pi^2 - \Pi^2_s)\Delta_s(r)|^2, \]  

\[ F^d = \eta_d |\Delta_d(r)|^2 + \gamma_d + |\Delta_d(r)|^2 + \gamma_d - |(\Pi^2 - \Pi^2_d)\Delta_d(r)|^2 \]

will be discussed in detail in Section V. In the present work, the s-wave and d-wave order parameters are respectively the gap functions \( \Delta_s(r) \) and \( \Delta_d(r) \). The GL free energy (4.8) implies an s-wave (d-wave) component is induced whenever there exist spatial variations of the dominant d-wave (s-wave) order parameter. The magnitude of the ‘subdominant’ order parameter is evidently proportional to the coefficient \( \gamma \) of the mixed gradient term. Minimizing and comparing to Eqs. (4.10) and (4.11) immediately yields:

\[
\alpha_s = \frac{1}{V_1} - \frac{\epsilon^2}{4V_0} - 4T \sum_{\omega} \int \frac{d^2k}{(2\pi)^2} \frac{d^2k}{\omega^2 + \xi_k^2} ; \quad \alpha_d = \frac{1}{V_1} - T \sum_{\omega} \int \frac{d^2k}{(2\pi)^2} \frac{b_k^2}{\omega^2 + \xi_k^2},
\]

\[
\{\beta_1, \beta_2, \beta_3, \beta_4\} = \frac{T}{\omega} \sum \int \frac{d^2k}{(2\pi)^2} \left\{ 32a_k^4, 2b_k^4, 32b_k^2b_k^2, 8b_k^2b_k^2 \right\} (\omega^2 + \xi_k^2)^2.
\]

\[
\{\gamma_s, \gamma_d, \gamma_d\} = \frac{D^2}{8} T \sum_{\omega} \int \frac{d^2k}{(2\pi)^2} \sin^2 k_x \frac{4b_k^2 - 2b_k^2 b_k^2}{(\omega^2 + \xi_k^2)^2}.
\]

The current density in the \( xy \) plane can be obtained either by evaluating (2.28) in the continuum limit or by minimizing the free energy (4.8) with respect to the vector potential:

\[
j = \delta \frac{4\pi c}{\phi_0} \left[ \gamma_s |\Delta_s(r)|^2 |\Delta_d(r)|^2 + \gamma_s |\Delta_s(r)|^2 |\Delta_d(r)|^2 - \hat{x} \gamma_s \left( |\Delta_s(r)|^2 |\Pi_x| \Delta_d(r) + |\Delta_d(r)|^2 |\Pi_x| \Delta_s(r) \right) \right. \\
\left. + \hat{y} \gamma_s \left( |\Delta_s(r)|^2 |\Pi_y| \Delta_d(r) + |\Delta_d(r)|^2 |\Pi_y| \Delta_s(r) \right) + \text{c.c.} \right],
\]

where the factor \( \delta \) = (layer thickness/layer spacing) is introduced in order to model the layered structure of the cuprate superconductors. In the present two-dimensional model, \( \delta \to 0 \), reflecting the inability of the system to sustain screening currents. Eqs. (4.11)-(4.13) are subject to the following boundary conditions:

\[
n \cdot \left[ \gamma_s |\Delta_d(r)|^2 |\Delta_s(r)|^2 + \gamma_s |\Delta_d(r)|^2 |\Delta_d(r)|^2 - \hat{x} \gamma_s \left( |\Delta_s(r)|^2 |\Pi_x| \Delta_d(r) + |\Delta_d(r)|^2 |\Pi_x| \Delta_s(r) \right) \right. \\
\left. + \hat{y} \gamma_s \left( |\Delta_s(r)|^2 |\Pi_y| \Delta_d(r) + |\Delta_d(r)|^2 |\Pi_y| \Delta_s(r) \right) + \text{c.c.} \right] = 0,
\]

\[
n \cdot \left[ \gamma_s |\Delta_s(r)|^2 |\Delta_d(r)|^2 + \gamma_s |\Delta_d(r)|^2 |\Delta_d(r)|^2 - \hat{x} \gamma_s \left( |\Delta_s(r)|^2 |\Pi_x| \Delta_d(r) + |\Delta_d(r)|^2 |\Pi_x| \Delta_s(r) \right) \right. \\
\left. + \hat{y} \gamma_s \left( |\Delta_s(r)|^2 |\Pi_y| \Delta_d(r) + |\Delta_d(r)|^2 |\Pi_y| \Delta_s(r) \right) + \text{c.c.} \right] = 0,
\]

where \( \mathbf{n} \) is the unit vector normal to the surface of the superconductor.

The coefficients of the GL free energy can be calculated analytically in the same low-density and weak-coupling limit employed earlier by setting \( a_k \approx -2\mu/D, b_k \approx -2(\mu + D)\cos^2\theta/D \) and \( \sin^2 k_x \approx 4(\mu + D)\cos^2\theta/D \). Making use of

\[
T \sum_{\omega} \int \frac{d^2k}{(2\pi)^2} \frac{1}{(\omega^2 + \xi_k^2)^2} \approx \frac{7\zeta(3)N^\prime}{8\pi^2T^2},
\]

we immediately obtain:

\[
\alpha_s = -\frac{1}{V_1} \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^2 \left( 1 - \frac{T}{T_s} \right) ; \quad \alpha_d = -\frac{1}{V_1} \left( \frac{\mu + D}{4} \right)^2 \left( 1 - \frac{T}{T_d} \right),
\]

\[
\{\beta_1, \beta_2, \beta_3, \beta_4\} = 4\gamma \left\{ \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^4, \frac{3}{8} \left( \frac{\mu + D}{D} \right)^4, 2 \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^2 \left( \frac{\mu + D}{D} \right)^2, \frac{1}{2} \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^2 \left( \frac{\mu + D}{D} \right)^2 \right\},
\]

\[9\]
\[ \{ \gamma_s, \gamma_d, \gamma_d \} = \gamma \frac{v_F^2}{16} \left\{ 2 \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^2, - \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right) \left( \frac{\mu + D}{D} \right), \left( \frac{\mu + D}{D} \right)^2 \right\} \]

where

\[ \gamma = \frac{7 \zeta(3) N'}{\pi^2 T^2}, \]

and \( v_F^2 = D^2 k_F^2 / 4 \approx D(\mu + D) \). From (3.14) and (3.13) we obtain:

\[ \epsilon = - \frac{4 \mu V_0 N' \ln \left( \frac{T}{T_s} \right)}{D} - \frac{V_0 N' \ln \left( \frac{T}{T_s} \right)}{+ 1}. \]

The expressions for \( \alpha_s \) and \( \alpha_d \) are only valid near their respective critical temperatures. Since the subcritical transition temperature is much lower than the dominant transition temperature, the corresponding coefficient for the subdominant order parameter can be assumed approximately \( 1/V_1 \) for all values of \( T < T_c \) (i.e. the contribution of the appropriate integral in either of (4.11) will be negligible). Note that in the limit \( V_1 = 0 \), \( V_0 \to -V_0 \), \( \Delta_s \) and \( \Delta_d \) vanish; the relevant gap equation is therefore Eq. (4.1) with \( s(r, k) = \Delta_0(r) \) and \( d(r, k) = 0 \). Then Eq. (4.8) becomes the two-dimensional continuum BCS GL free energy:

\[ F_{BCS}^s = F_n - \frac{1}{V_0} \left( 1 - \frac{T}{T_s} \right) |\Delta_s(r)|^2 + \frac{7 \zeta(3) N(0)}{16 \pi^2 T^2} |\Delta_s(r)|^4 + \frac{7 \zeta(3) N(0)}{32 \pi^2 T^2} v_F^2 |\Pi \Delta_s(r)|^2 + \frac{h^2}{8 \pi}. \]

The GL coefficients (4.18)-(4.20) of the free energy (4.8) imply that at the bottom of the band (\( \mu = -D \)) the d-wave component vanishes, yielding a pure s-wave superconductor, while at half-filling (\( \mu = 0 \)) only the d-wave component remains (with the caveat that these analytical results become decreasingly valid near half-filling). At densities intermediate between these two extremes all the GL coefficients are non-zero, leading to coexisting d-wave and s-wave order parameters for any temperature \( T < T_c \) and finite external magnetic field. For type-II superconductors described by (4.8) in fields just above \( H_{ci} \), it has been found [14] that the subdominant order parameter is nucleated in the vicinity of a magnetic vortex core whenever the coefficient of the mixed-gradient term \( \gamma_d \) is non-zero. Moving in the \( x = y \) direction from the center of the vortex, the induced subdominant order parameter reaches a maximum, then decreases algebraically; there exist extra nodes in the \( x = 0 \) or \( y = 0 \) directions. The maximum amplitude attained by the subdominant order parameter nucleated in the vortex core is given by [4]

\[ \frac{\Delta_s(\Delta_d)^{\text{max}}}{\Delta_d(\Delta_s)^{\text{bulk}}} \approx \frac{3 \gamma_d}{16 \gamma_s} \frac{|\alpha_{d(s)}|}{\alpha_{d(s)}} \approx \frac{3}{16} \left( 1 - \frac{T}{T_{d(s)}} \right) \frac{\gamma_s}{\gamma_d}, \quad T_{d(s)} > T_{s(d)}, \]

where \( \Delta_s^{\text{max}} \) is the maximum value of the induced subdominant s-wave order parameter compared with the magnitude of the critical d-wave order parameter \( \Delta_d^{\text{bulk}} \) far from the vortex core, and vice versa. The estimates (4.24) are reliable as long as \( \Delta_s(\Delta_d)^{\text{max}} < \Delta_d(\Delta_s)^{\text{bulk}} / 4 \), which is always the case sufficiently near \( T_c \); since \( \Delta_d(\Delta_s)^{\text{bulk}} \sim \sqrt{(1 - T/T_c)} \), the above equations indicate that

\[ \Delta_s(\Delta_d)^{\text{max}} \sim (1 - T/T_c)^{3/2}. \]

The subdominant order parameter must decay more rapidly near the transition temperature since it is induced through spatial variations of the critical order parameter. From (4.20), we have:

\[ \frac{\gamma_d}{\gamma_s} \approx \left| \frac{\mu + D \epsilon / 4}{\mu + D} \right|, \quad T_d > T_s, \]

\[ \frac{\gamma_d}{\gamma_s} \approx \frac{1}{2} \left| \frac{\mu + D}{\mu + D \epsilon / 4} \right|, \quad T_s > T_d, \]

The gradient coefficient ratios (4.26) and (4.27), which govern the magnitude of the subdominant order, are compared with the appropriate numerical results in Fig. 4 for the special case \( V_0 = 0 \). The analytical results capture the essential physics in their regime of applicability, i.e. at low densities and weak to intermediate coupling (better quantitative agreement at intermediate coupling can be obtained by including in \( a_k, b_k \), etc. terms higher order in \( \xi_k \)). Near half-filling (zero-filling), where d-wave (s-wave) superconductivity is most stable, \( \gamma_d/\gamma_s \) grows with increased
coupling. As a result, a significant component of the subdominant order parameter would only exist for stronger coupling in these two density regimes. It should be kept in mind, however, that as the on-site repulsion $V_0$ (and therefore $\epsilon$) increases from zero, the magnitude of the s-wave component is suppressed for all densities; a d-wave subcomponent would be thereby enhanced in a bulk s-wave superconductor. The magnitude of the subdominant order parameter can be significantly larger even for weak coupling at intermediate densities, however; not only is the gradient coefficient ratio enhanced, but also the ratio $|\alpha_{\text{dom}}|/|\alpha_{\text{sub}}|$ since $\alpha_{\text{sub}} \to 0$ as the subdominant superconducting instability is approached. (Fig. 3 in the following section provides further quantitative details).

There are in general two characteristic length scales $\xi_s$ and $\xi_d$ governing spatial variations of the s-wave and d-wave order parameters in the vicinity of a vortex core, respectively. Near $T_c$, however, the induced subdominant order parameter is negligible compared to the critical order parameter by (4.25). Keeping only terms in the free energy $(4.8)$ involving the dominant order parameter, the superconducting coherence lengths $\xi(T)$ and penetration depths $\lambda(T)$ near $T_c$ can be crudely estimated:

$$\xi_s(d)(T) = \sqrt{\frac{\gamma_s(d)}{|\alpha_s(d)|}}$$

$$\lambda_s(d)(T) = \sqrt{\frac{2\phi_0^2\beta_1(2)}{\delta(4\pi)|\alpha_s(d)|}}$$

where the flux quantum $\phi_0 = \hbar c/e$ and both lengths are given in units of the lattice constant $a$. Inserting the relevant analytical expressions from Eqs. (4.18)-(4.20), valid in the low-density, weak-intermediate coupling limit, we obtain:

$$\xi_s(T) \approx \left( \frac{\nu_F}{2\pi T} \right)^\frac{1}{3} \frac{7\zeta(3)\nu_1 N'}{2(1 - T/T_s)}; \quad \xi_d(T) \approx \left( \frac{\nu_F}{2\pi T} \right)^\frac{1}{3} \frac{7\zeta(3)\nu_1 N'}{4(1 - T/T_d)}$$

$$\lambda_s(T) \approx \sqrt{\frac{\phi_0^2 \nu_1}{\pi^3 \delta v_F^2(1 - T/T_s)}}; \quad \lambda_d(T) \approx \sqrt{\frac{3\phi_0^2 \nu_1}{4\pi^3 \delta v_F^2(1 - T/T_d)}}$$

(4.30)

Note that the penetration depths are effectively infinite for an isolated layer. The magnitudes of the coherence lengths can be estimated for parameters stabilizing either s-wave or d-wave superconductivity (depending on the magnitude of $V_0$). For example, with $\mu = -2.0t$, $T_c \sim 0.2t$ ($V_1 \sim 3t$), and $T = 0.9T_c$, we obtain $\xi_d \sim 6a$ and $\xi_s \sim 8a$ for d-wave and s-wave superconductors respectively. The coherence lengths tend to become progressively shorter with increased electron density (Fig. 3 in the next section gives further details).

It is useful to compare the GL free energy (18) with that derived by Ren et al. (19) Defining $s \equiv -\left( \frac{2}{\beta} + \frac{1}{\mu} \right) \Delta_s$ and $d \equiv \frac{\mu + \nu}{\nu^2} \Delta_d$ (we drop reference to the center of mass coordinate $r$ for convenience), we obtain:

$$F_s = F_n - \left( 1 - \frac{T}{T_s} \right) |s|^2 - \left( 1 - \frac{T}{T_d} \right) |d|^2 + 4\gamma \left\{ |s|^4 + \frac{3}{8} |d|^4 + 2|s|^2|d|^2 + \frac{1}{2} \left( s^2 d^2 + d^2 s^2 \right) \right\}$$

$$+ \frac{\nu_F^2}{16} \left\{ 2|\Pi_s|^2 + |\Pi_d|^2 + \left[ (\Pi_y s)^* (\Pi_y d) - (\Pi_x s)^* (\Pi_x d) + c.c. \right] \right\} + \frac{\hbar^2}{8\pi}$$

(4.32)

While the various coefficients appearing in the above free energy appear to be similar to those found by Ren et al., one important distinction must be emphasized. The above free energy (4.32) mixes a d-wave order parameter with an extended s-wave order parameter. The analytical results suggest that only near half-filling ($\mu \to 0$) does the contribution of $\Delta_s$ to $s$ vanish. At these densities, however, the approximations employed in the microscopic calculation above are not strictly valid; indeed, the numerical results clearly indicate the existence of a non-vanishing s-wave component for $T < T_d$ even in the absence of an on-site interaction (see Fig. 3). For any other density (except $\mu \to -D$, where the d-wave component vanishes) at temperatures below $T_c$, both $\Delta_s$ and $\Delta_d$ will be non-zero in the vortex core since both are generated by the same nearest-neighbour pairing interaction $V_1$. There is therefore no limit in which the present model reduces to that of Ren et al., i.e. where an isotropic s-wave order parameter derived from a repulsive on-site interaction is alone nucleated by spatial variations of a dominant d-wave order parameter. The technical difficulty which necessitated the implementation of the Padé approximation in Ref. 19 was due to the indistinguishability of $\Delta_s$ and $\Delta_d$ in the continuum. This problem can always be avoided by starting with a lattice model which gives rise to a d-wave order parameter, then taking the appropriate continuum limit.
B. Antiferromagnetic-van Hove Model

Neglecting fourth-order derivatives, the equations for the gap functions in the thermodynamic limit of the AvH model from Eq. (2.23) are:

\[ \Delta^*_s = \frac{TV}{2} \sum_{\omega_n} \int \frac{d^2 k}{(2\pi)^2} \frac{d^2 k'}{(2\pi)^2} \left\{ \frac{c_k \Delta^*_s(r)}{\omega_n^2 + \xi_k^2} - \frac{1}{4(\omega_n^2 + \xi_k^2)^2} \right\} \left[ e^{i(k+k') \cdot r} \left( \Pi^2 + \sin 2\theta \left( \Pi_x^2 - \Pi_y^2 \right) \right) \left[ c_k \Delta^*_s(r) + e_k \Delta^*_d(r) \right] \right\}; \quad (4.33) \]

\[ \Delta^*_d = \frac{TV}{2} \sum_{\omega_n} \int \frac{d^2 k}{(2\pi)^2} \frac{d^2 k'}{(2\pi)^2} \left\{ \frac{d_k \Delta^*_d(r)}{\omega_n^2 + \xi_k^2} - \frac{1}{4(\omega_n^2 + \xi_k^2)^2} \right\} \left[ d^*_k \Delta^*_d(r) + 2c_k d_k \Delta^*_d(r) + c_k d_k \Delta^*_s(r) \Delta^*_d(r) \right] \]

\[ \quad - \int d^2 z \frac{z^2}{2} \int d^2 k' \frac{d^2 k}{(2\pi)^2} \left\{ \frac{e^{i(k+k') \cdot z}}{(-i\omega_n - \xi_k')/(i\omega_n - \xi_k)} \left[ \Pi^2 + \sin 2\theta \left( \Pi_x^2 - \Pi_y^2 \right) \right] \left[ c_k \Delta^*_s(r) + d_k \Delta^*_d(r) \right] \right\}; \quad (4.34) \]

such that

\[ c_k = 1 + \cos k_1 \cos k_2 + \cos k_1 \cos k_2; \]
\[ d_k = 1 + \cos k_1 \cos k_2 - \cos k_1 - \cos k_2; \]
\[ e_k = \sin k_1 \sin k_2. \]

From these, and making use of (4.3), we can immediately obtain the appropriate free energy (4.8) where

\[ \{ \alpha_s, \alpha_d \} = \frac{1}{V} - \frac{1}{4} \int \frac{d^2 k}{(2\pi)^2} \frac{c_k \cdot d_k}{\xi_k} \tanh \left( \frac{\xi_k}{2T} \right), \quad (4.38) \]

\[ \{ \beta_1, \beta_2, \beta_3, \beta_4 \} = \frac{T}{16} \sum_{\omega_n} \int \frac{d^2 k}{(2\pi)^2} \frac{d^2 k'}{(2\pi)^2} \frac{c^2_k, d^2_k, 4c_k d_k, c_k d_k}{(\omega_n^2 + \xi_k^2)^2}, \quad (4.39) \]

\[ \{ \gamma_s, \gamma_d \} = T \sum_{\omega_n} \int \frac{d^2 k}{(2\pi)^2} \frac{\sin^2 k_1 (t_1 + 2t_{200} \cos k_2)^2}{(\omega_n^2 + \xi_k^2)^2} \left\{ c_k, d_k \right\}, \quad (4.40) \]

\[ \gamma_{\nu} = -2T \sum_{\omega_n} \int \frac{d^2 k}{(2\pi)^2} \frac{\gamma_k (t_1 + 2t_{200} \cos k_2)}{(\omega_n^2 + \xi_k^2)^2}; \quad (4.41) \]

Note that \( \beta_3 = 4\beta_4 \), as was found for the EH model (4.32) and in Ref. 19. This generic feature of the free energy (4.8) is a direct consequence of the symmetry between the s-wave and d-wave order parameters and the underlying bond (or directionally-dependent) gap functions from which they are derived. Due to the complicated angular dependence of the AvH dispersion (2.17), the above expressions above are not analytically tractable, however. At optimal hole doping \((n_{\text{hole}}) = 1 - \langle n_{\text{electron}} \rangle \sim 0.2\), the d-wave transition temperature found using Eq. (3.12) is \( T \sim 100 \) K, and the coefficients of the GL free energy have been evaluated numerically:

\[ F_s = F_n - 11.3 \left( 1 - \frac{T}{T_d} \right) \left[ \Delta_d^2 + 10.8|\Delta_s|^2 + 38.7|\Delta_s|^4 + 5720|\Delta_d|^4 + 603 \left| |\Delta_s|^2|\Delta_d|^2 + \frac{1}{4} \left( \Delta_s^2 \Delta_d^2 + \Delta_s^4 \Delta_d^2 \right) \right] + 2.69|\Pi| \Delta_s^2 + 7.38|\Pi| \Delta_d^2 + 1.50 \left[ \Pi_y \Delta_s \right] \left[ \Pi_y \Delta_d \right] + \langle \Pi_x \Delta_s \rangle \left[ \Pi_x \Delta_d \right] + c.c \] + \frac{\hbar^2}{8\pi}, \quad (4.42) \]

where the coefficients \( \beta, \gamma \) have been evaluated at \( T_d \).

The maximum value of the s-wave component nucleated in the vortex core, calculated numerically using (4.24), (4.11), (4.13), (4.38), and (4.40), is shown as a function of hole density in Fig. 2. Evidently, in the AvH model the induced s-wave component can be at most 5% of the bulk d-wave value (corresponding to \( \langle n_{\text{hol}} \rangle \sim 25\% \) and \( T \to 0 \), where it is assumed that \( \alpha_d(T) \sim (1 - T/T_d) \forall T \). This is in spite of a large temperature-independent gradient coefficient ratio \( \gamma_{\nu} / \gamma_d \sim 20\% \) near optimal doping) that is found to increase monotonically with doping up to the
largest densities studied. By contrast, with a suitable choice of parameters (low \( T, V_0 \), large \( \langle n_h \rangle, V_1 \)), the EH model can allow for \( s_{\text{max}}/d_{\text{bulk}} \sim 20 \sim 30\% \). As the on-site repulsion is increased, however, the induced s-wave component is suppressed. The reduction in the magnitude of the s-wave component in the ‘overdoped’ AvH model may be partly due to effective on-site repulsion, built into the Hamiltonian by constraining holes to move within a single spin sublattice of an antiferromagnetic background.

The GL d-wave coherence length \( \xi(T) \), calculated numerically with the aid of (4.28), is shown as a function of hole concentration for \( T = 0.9T_d \) in Fig. 3. As expected, \( \xi(T) \) becomes shorter with decreasing \( \langle n_h \rangle \). For hole densities up to 30% filling, the AvH model leads to \( \xi \sim a/\sqrt{1-T/T_d} \) where \( a \) is a lattice spacing, in agreement with experiments for the cuprates. The EH model yields similar d-wave coherence lengths for \( V_1 = 2t, 3t \). These short \( \xi_d \) strictly violate the initial GL condition that the gap functions be more slowly varying than the Fermi wavelength \( k_F \sim 1/a-2\alpha \), the characteristic length scale of the fermionic excitations. The close agreement, however, between the results of integrating Eqs. (4.5, 8) and (4.14, 4.15), and numerical investigations of short-\( \xi_d \) superconductors within Bogoliubov-De Gennes theory, indicates that the GL equations derived thus far capture at least some of the essential physics.

V. EXTENSION OF THE GL EQUATIONS

The current and magnetic field distribution around an isolated vortex of a d-wave superconductor is found to be fourfold symmetric whenever an s-wave component is induced in the vicinity of the vortex core. \(^{13}\) It has been recently shown, however, that a similar anisotropy results from the inclusion of higher-order d-wave gradient terms in the GL free energy (4.9), even in the absence of an s-wave component. \(^{13}\) The connection between these observations can be made apparent by integrating out of the free energy the degree of freedom associated with the subdominant order parameter. Given a bulk d-wave superconductor, for example, Eq. (4.8) can be minimized with respect to \( \Delta^s(r) \), yielding to lowest order in \( (1-T/T_d) \)

\[
\Delta_s(r) = -\frac{\gamma_s}{\alpha_s} (\Pi_y^2 - \Pi_z^2) \Delta_d(r). \tag{5.1}
\]

Note that since \( \Delta_d(r) \) varies on the length scale \( \xi_d \), we immediately obtain \( \Delta_s \sim \gamma_s/\alpha_s \xi_d^2 \sim (1-T/T_d)^{3/2} \) in agreement with (4.25). Upon substitution of (5.1) into (4.8), the leading correction due to the induced s-wave component will be of the form \(-2\gamma_s^{\alpha_s}(\Pi_y^2 - \Pi_z^2) \Delta_d^2 \). The free energy for an inhomogeneous d-wave superconductor then becomes:

\[
F_s = F_n + \alpha_d|\Delta_d(r)|^2 + \beta_2|\Delta_d(r)|^4 + \gamma_d|\Pi \Delta_d(r)|^2 \\
+ \eta_d|\Delta_d(r)|\Pi \Delta_d(r)|^2 + \gamma_d|\Pi \Delta_d(r)|^2 + \left[ \gamma_d - \frac{\gamma_s^2}{\alpha_s} \right] (\Pi_y^2 - \Pi_z^2) \Delta_d(r)^2 + \frac{h^2}{8\pi}, \tag{5.2}
\]

which clearly indicates that the induced s-wave order parameter breaks rotational symmetry in precisely the same way as a fourth-order d-wave gradient term.

In order to assess the relative importance of the induced subcritical component in eliciting anisotropy, the coefficients of the higher-order terms included in (5.2), and \( \gamma_d(s) \) in particular, must be determined microscopically. The derivation of \( \eta_s \) and \( \eta_d \) appearing in (4.8) and (4.14) requires extending the second term on the right hand side of Eq. (2.12) to include gradients of the gap functions. Applying similar techniques to those described in previous sections, one obtains for the EH model:

\[
\{ \eta_s, \eta_d \}^{\text{EH}} = -4T \int \frac{d^2 k}{(2\pi)^2} \frac{\xi_k^2 (\nabla_k \xi_k)^2}{(\omega_n^2 + \xi_k^2)^{4}} \{ a^k_+, b^k_+ \} \\
= -\frac{31(5)N^2 e^2}{32\pi^4 T^4} \left\{ \left( \frac{\mu + \epsilon}{4} \right)^4, \frac{3}{8} \left( \frac{\mu + D}{D} \right)^4 \right\}, \tag{5.3}
\]

where the analytical solution is valid in the continuum limit, i.e. at low electron densities. For the AvH model,

\[
\{ \eta_s, \eta_d \}^{\text{AvH}} = -2T \int \frac{d^2 k}{(2\pi)^2} \frac{\xi_k^2 (\nabla_k \xi_k)^2}{(\omega_n^2 + \xi_k^2)^{4}} \{ a^k_+, d^k_+ \}. \tag{5.4}
\]

The coefficients of the fourth-order gradient terms can be derived by evaluating in the thermodynamic limit terms in (2.18) and (2.23) hitherto ignored. After some manipulation, one obtains
\[ \{ \gamma_{s+}, \gamma_{d+} \}^{\text{EH}} = -\frac{T}{48} \sum \omega_n d^3 \omega \int \frac{d^2 k d^2 k'}{(2\pi)^4} \frac{e^{i(k+k')z}}{(-\omega_n - \xi_{k'})(\omega_n - \xi_k)} p^2 (x^2 \pm 3y^2) \left\{ 4\alpha^2 k^2, \beta_k \right\}, \]

\[ \{ \gamma_{s+}, \gamma_{d+} \}^{\text{AvH}} = -\frac{T}{48} \sum \omega_n d^3 \omega \int \frac{d^2 k d^2 k'}{(2\pi)^4} \ldots (r_1 + r_2) \left\{ (r_1 + r_2)^2 \pm 3(r_1 - r_2)^2 \right\} \left\{ c_k, d_k \right\}, \] (5.5)

where the ellipsis represents the \( k \)-dependent part of the integrand. The fourth-order gradient terms can be evaluated analytically in the EH model for weak to intermediate coupling and low densities:

\[ \{ \gamma_{s+}, \gamma_{d+}, \gamma_{s-}, \gamma_{d-} \} \approx -\frac{31\zeta(5)N}{256} \left\{ \frac{v_F}{\pi T} \right\}^4 \left\{ \frac{3}{2} \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^2 + \frac{5}{8} \left( \frac{\mu + D}{D} \right)^2, 0, \frac{2}{8} \left( \frac{\mu + D}{D} \right)^2, \right\} \] (5.6)

The analytical results obtained for the EH model indicate that all the higher-order terms in the free energy (4.9) and (4.10) have a negative sign compared with the second-order terms. The overall sign of these higher-order terms is of no consequence, however, provided the order parameters are sufficiently small and slowly varying; while both conditions will be satisfied near \( T_c \), we also find \( \gamma_{s(d)+}/\gamma_{s(d)-} \sim (v_F/\pi T)^2 \rightarrow 0 \) as \( \mu \rightarrow -D \). At low densities, the EH model predicts a vanishing \( \gamma_{s-} \) coefficient, in accordance with the expectation that the free energy of a continuum s-wave superconductor should have spherical symmetry. Furthermore, \( \gamma_{d+}/\gamma_{d-} = 5/2 \), as was found by Ichioka et al.

The analytical results for the EH model cannot adequately determine whether anisotropy in the free energy is primary due to the existence of the subdominant order parameter or fourth-order gradients, however. For a bulk s-wave superconductor, the induced d-wave order parameter clearly breaks circular symmetry since \( \gamma_{s-} \neq 0 \) for \( \mu > -D \) while \( \gamma_{s-} = 0 \). Yet stronger coupling or lattice effects could lead to a non-vanishing \( \gamma_{s-} \) which could compete with the \( \gamma_{s+}^2/\alpha_d \) coefficient in the free energy (5.2). Assuming that \( \alpha_s = 1/V_1 \), we find for a bulk d-wave superconductor:

\[ \frac{\gamma_{s+}^2}{\alpha_d} \approx -\frac{196\zeta(3)\mu}{31\zeta(5)} \left( N(0) \right) \left( \frac{\mu}{D} + \frac{\epsilon}{4} \right)^2, \]

which is of order \( -V_1/t \). This result indicates that the ‘subcritical’ coefficient \( \gamma_{s+}^2/\alpha_s \) and the ‘asymmetric’ coefficient \( \gamma_{d-} \) give similar contributions to the anisotropy. It should be emphasized, however, that d-wave superconductivity is not favoured at densities for which these analytical results are strictly valid.

The ratios \( \gamma_{s+}/\alpha_s, \gamma_{s-}/\gamma_{d-} \) have been calculated numerically for \( T = T_c \) and are shown in Fig. 7, virtually indistinguishable results have been obtained for all temperatures \( 0.5T_c \leq T \leq T_c \) (not shown). The numerics make clear that the contribution to anisotropy of the subcritical coefficient is at most comparable to the asymmetric coefficient for most densities and coupling strengths. Furthermore, since both coefficients have the same sign, their contributions to the asymmetric gradient term in the free energy (5.2) are in fact competing. Only for densities very near the crossover from bulk s-wave to d-wave condensation (or vice versa) in the EH model, or for large hole densities in the AvH model, does the subcritical coefficient dominate; in this regime \( \alpha \rightarrow 0 \).

It is not presently clear if the overall sign of the anisotropic fourth-order gradient term in the free energy (5.2) has any physical significance. Previous microscopic investigations of the EH model within the context of Bogoliubov-De Gennes theory demonstrated marked anisotropy in the structure of the critical d-wave component near the core of an isolated vortex. Parameters chosen correspond to a substantial s-wave component nucleated near the vortex core, i.e. \( \gamma_{s+}/\alpha_s \gg \gamma_{d-} \), and therefore a large negative coefficient for the asymmetric gradient term. Recent work, however, indicates that this anisotropy persists even for densities approaching half-filling, where \( \gamma_{d-} \) dominates and the overall sign of the gradient term is positive.

For completeness, the coefficients \( \eta_{s(d)} \) and \( \gamma_{s(d)+} \) have also been determined numerically for both the EH and AvH models. Both coefficients are always negative and in general it is found that for the EH model \( \eta_{s(d)} \sim 10\gamma_{s(d)+} \sim 100\gamma_{s(d)-} \) and \( \gamma_{s(d)+} \) is of the same order as \( \gamma_{s(d)} \) at \( T_c \). For the AvH model at optimal doping and \( T_c \), we obtain:

\[ F_s^{\text{AvH}} = F_n - 11.3 \left( 1 - \frac{T}{T_d} \right) \left| \Delta_d(r) \right|^2 + 5720\left| \Delta_d(r) \right|^4 + 7.38\left| \Pi \Delta_d(r) \right|^2 - 16300\left| \Delta_d(r) \right|^2 - 16.5\left| \Pi^2 \Delta_d(r) \right|^2 + 2.65\left( \Pi_y^2 - \Pi_z^2 \right) \Delta_d(r)^2 + \frac{\hbar^2}{8\pi}. \]

(5.8)

The relatively large values of \( \eta_{s(d)} \) and \( \gamma_{s(d)+} \) compared with the magnitude of \( \gamma_{s(d)} \) clearly demonstrates that the GL theory derived herein is only strictly valid quite near \( T_c \).
VI. SUMMARY AND DISCUSSION

The primary objective of the present work has been to derive the Ginzburg-Landau equations for a d-wave superconductor using two microscopic lattice models which have been previously used to describe the high-\(T_c\) oxides: the extended Hubbard model and the Antiferromagnetic-van Hove model. In so doing, it has been possible to quantitatively investigate how the lattice and external magnetic field generate, and govern the interplay between, co-existing s-wave and d-wave order parameters. In addition, the relative magnitudes of the various GL coefficients, as well as their temperature and density dependence, have been ascertained.

Phenomenological GL theory has enabled much progress to be made recently toward understanding the structures of isolated vortices and the vortex lattice for d-wave superconductors. Of particular current interest is the theoretical prediction by Franz et al. of an oblique structure for the vortex lattice near \(H_{c2}\), i.e. the Abrikosov lattice would be intermediate between the usual triangle and a square. The degree of ‘obliqueness’ is mostly dependent on the gradient coefficient ratio \(\gamma^*_s/\gamma^*_d\). The coefficient \(\gamma^*_s\) governs the extent an s-wave component is induced by spatial variations of the dominant d-wave order parameter, and characterizes the degree of fourfold symmetry in the free energy. For \(\gamma^*_s/\gamma^*_d = 0\), the s-wave component vanishes, yielding a triangular lattice. The Abrikosov lattice deforms continuously away from a triangle as \(\gamma^*_s/\gamma^*_d\) is increased; for \(\gamma^*_s/\gamma^*_d = 0.45\), the angle between primitive vectors \(\phi = 76^\circ\). For \(\gamma^*_s/\gamma^*_d \approx 0.6\) and higher, the flux lattice is square.

The present work demonstrates that microscopic models used to describe the high-\(T_c\) oxides can predict a significant admixture of an s-wave order parameter in the mixed state of a d-wave superconductor. One consequence is the deviation of the flux lattice from that of a triangle. It has been found that within a broad and experimentally relevant parameter space both microscopic models yield a gradient coefficient ratio \(\gamma^*_s/\gamma^*_d \sim 0.1 - 0.4\). This is consistent with two recent experimental observations \cite{footnote1,44} for YBCO of flux lattices with \(\phi \approx 73^\circ\) and \(77^\circ\). It is not yet clear, however, whether the \(a - b\) anisotropy associated with the orthorhombicity of YBCO is alone sufficient to account for the distortion in the flux lattice.

It is presently uncertain whether the s-wave component nucleated in the vicinity of vortex cores is in fact required to induce a significant deviation from a triangular vortex lattice. It has been shown that a fourth-order gradient term in the d-wave order parameter also introduces fourfold symmetry into the free energy; over much of the phase diagram, the contribution of this term to anisotropy is comparable to that of the s-wave component. This important issue will addressed in future work.

Wherever possible, comparison has been made with previous derivations of the GL coefficients within continuum models. It should be emphasized, however, that lattice models not only provide considerably more information regarding the density and coupling-dependence of s-wave and d-wave admixture in the vortex core, but also avoid the technical difficulties (i.e. the application of the Padé approximation) encountered in continuum models. In particular, the lattice models clearly indicate that both s-wave and d-wave components must always coexist in the vortex core for all temperatures below \(T_c\), regardless of the symmetry of the bulk order parameter.
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APPENDIX: COEFFICIENTS OF THE GL GRADIENT TERMS

The coefficients of the gradient terms appearing in the GL equations for the gap functions \(\phi_{x,1}, \phi_{y,1}\) and \(\phi_{x,2}, \phi_{y,2}\) for the EH model:

For \(\phi_{x,1}\):

\[
\epsilon_{x,1}^{EH} = \frac{1}{2} |m|( |m| - 1); \quad \text{(A1)}
\]

For \(\phi_{y,1}\):

\[
\epsilon_{y,1}^{EH} = \frac{1}{2} |n|( |n| - 1); \quad \text{(A2)}
\]

For \(\phi_{x,2}\):

\[
\epsilon_{x,2}^{EH} = -\frac{1}{24} |m|( |m| - 1)( |m| - 2)( |m| - 3); \quad \text{(A3)}
\]

For \(\phi_{y,2}\):

\[
\epsilon_{y,2}^{EH} = -\frac{1}{24} |n|( |n| - 1)( |n| - 2)( |n| - 3); \quad \text{(A4)}
\]
For the AvH model, we obtain:

\[
\epsilon_{x,y,2}^{\text{EH}} = -\frac{1}{4}|m|(m - 1)|n|(n - 1).
\] (A5)

\[
\epsilon_{x,1}^{\text{AvH}} = \frac{1}{2} |m|(m - 1) + |n|(n - 1) + 2mn;
\] (A6)

\[
\epsilon_{y,1}^{\text{AvH}} = \frac{1}{2} |m|(m - 1) + |n|(n - 1) - 2mn;
\] (A7)

\[
\epsilon_{x,2}^{\text{AvH}} = -\frac{1}{24} |m|(m - 1)(m - 2)(m - 3) + |n|(n - 1)(n - 2)(n - 3)
\]

\[-\frac{1}{12} |m||n| \left\{ 3|m - 1|(n - 1) + 2 \left[ (m - 1)(m - 2) + (n - 1)(n - 2) \right] \right\};
\] (A8)

\[
\epsilon_{y,2}^{\text{AvH}} = -\frac{1}{24} |m|(m - 1)(m - 2)(m - 3) + |n|(n - 1)(n - 2)(n - 3)
\]

\[-\frac{1}{12} |m||n| \left\{ 3|m - 1|(n - 1) - 2 \left[ (m - 1)(m - 2) + (n - 1)(n - 2) \right] \right\};
\] (A9)

\[
\epsilon_{xy,2}^{\text{AvH}} = -\frac{1}{4} \left[ (|m|(m - 1) + |n|(n - 1))^2 - 4m^2n^2 \right].
\] (A10)

---
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FIG. 1. The density of states $N(\varepsilon)$ for tight-binding electrons on the square lattice is shown as the solid curve. The energy scale is the half-bandwidth $D = 4t$. The best fit, the dashed line, is found to be $N(\varepsilon) = \frac{0.31}{D} + \frac{0.19}{D}\ln D\varepsilon$. 
FIG. 2. The transition temperatures $T_c$ are given as functions of chemical potential $\mu$ for nearest-neighbour attraction $V_1 = t$ and $V_0 = 0$. The results for $T_s$ and $T_d$ are given by solid and dashed lines, respectively. The analytical results (lighter lines) are found to compare well with the numerical results (darker lines) in the applicable low-density regime.
FIG. 3. The transition temperatures $T_c$ are given as functions of chemical potential $\mu$ for $V_1 = 3t$. The solid lines correspond to the numerical evaluation of $T_c$ for on-site repulsion $V_0 = 0, 2.5t, 3.5t$, and $\sim \infty$; linewidth decreases with increased $V_0$. The d-wave transition temperature $T_d$ (dashed lines) is unaffected by changes in $V_0$. Note that the analytical (lighter dashed line) and numerical (darker dashed line) results for $T_d$ still agree closely at low densities in this intermediate-coupling regime. The correspondence between the numerical and analytical results for $T_s$ (not shown) continues for intermediate coupling but is found to improve with increased $V_0$, or decreased $T_s$. 
FIG. 4. The ratio of the mixed gradient coefficient $\gamma_\nu$ to the ordinary gradient coefficient of the dominant order parameter $\gamma_s$ or $\gamma_d$ is given as a function of chemical potential $\mu$. The solid and dashed lines correspond to numerical and analytical results respectively. The solid lines become progressively darker as $V_1$ is decreased from $3t$ to $t$ in increments of $t$; $V_0$ is taken to be zero. The discontinuity reflects the transition from an $s$-wave to $d$-wave bulk superconductor; the dashed line assumes that this occurs for $\mu = -1.65t$. All values are determined at the appropriate $T_c$. 
FIG. 5. The relative magnitude of the maximum s-wave component induced in the vortex core $s_{\text{max}}/d_{\text{bulk}}$ is calculated numerically and given as a function of hole density $\langle n_h \rangle$ for temperatures $T = 0.9T_d$. The dashed line, corresponding to results for the AvH model, indicates that the induced s-wave component is largest near optimal doping ($\langle n_h \rangle \sim 20\%$). Results for the EH model are given for comparison, where in the hole representation $\langle n_h \rangle = 0$ corresponds to $\mu = 0$; solid lines (in order of decreasing boldness) correspond to $V_1 = t, 2t, 3t$ with $V_0 = 0$, while the dotted line is for $V_1 = 3t, V_0 = 4t$. 
FIG. 6. The numerical d-wave Ginzburg-Landau coherence length $\xi_d(T)$, measured in units of a lattice spacing, is shown for $T = 0.9T_d$ as a function of hole concentration $\langle n_h \rangle$. The dashed line corresponds to the AvH model while the solid lines (in order of decreasing boldness) correspond to the EH model for $V_1 = t, 2t, 3t$ and $V_0 = 0$. 
FIG. 7. The ratio $\frac{\gamma_d^2}{\alpha_{d(s)}^{(s)}}\gamma_d^{(d)}$ is shown as a function of electron concentration $\langle n_e \rangle$ for $T = T_c$. Solid lines (in order of decreasing boldness) correspond to the EH model for $V_1 = 1.3t$, $2t$, $3t$ with $V_0 = 0$, while the dotted line is for the EH model with $V_1 = 3t$, $V_0 = 4t$. The dashed line gives the results for the AvH model in the electron notation such that $\langle n_e \rangle = 1 - \langle n_h \rangle$. To the left (right) of the arrow is shown $\frac{\gamma_s^2}{\alpha_d^{(d)}} - (\frac{\gamma_d^2}{\alpha_s^{(s)}})$ corresponding to bulk s-wave (d-wave) superconductivity.