Sensitivity to perturbations in vivo implies high noise and suggests rate coding in cortex
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It is well known that neural activity exhibits variability, in the sense that identical sensory stimuli produce different responses, but it has been difficult to determine what this variability means. Is it noise, or does it carry information—about, for example, the internal state of the organism? Here we address this issue from the bottom up, by asking whether small perturbations to activity in cortical networks are amplified. Based on in vivo whole-cell patch-clamp recordings in rat barrel cortex, we find that a perturbation consisting of a single extra spike in one neuron produces approximately 28 additional spikes in its postsynaptic targets. We also show, using simultaneous intra- and extracellular recordings, that a single spike in a neuron produces a detectable increase in firing rate in the local network. Theoretical analysis indicates that this amplification leads to intrinsic, stimulus-independent variations in membrane potential of the order of ±2.2–4.5 mV—variations that are pure noise, and so carry no information at all. Therefore, for the brain to perform reliable computations, it must either use a rate code, or generate very large, fast depolarizing events, such as those proposed by the theory of synfire chains. However, in our in vivo recordings, we found that such events were very rare. Our findings are thus consistent with the idea that cortex is likely to use primarily a rate code.

The brain, like all physical devices, operates in the presence of noise. Nevertheless, it performs complex computations with amazing speed and accuracy, in some cases reaching fundamental physical limits set by its sensors. Clearly, the brain has devised computational strategies, and a neural code, that are robust to noise. Understanding the structure of that noise should shed light on both.
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We also show, using simultaneous intra- and extracellular recordings, that a single spike in a neuron produces a detectable increase in firing rate in the local network. Theoretical analysis indicates that this amplification leads to intrinsic, stimulus-independent variations in membrane potential of the order of ±2.2–4.5 mV—variations that are pure noise, and so carry no information at all. Therefore, for the brain to perform reliable computations, it must either use a rate code, or generate very large, fast depolarizing events, such as those proposed by the theory of synfire chains. However, in our in vivo recordings, we found that such events were very rare. Our findings are thus consistent with the idea that cortex is likely to use primarily a rate code.

The brain, like all physical devices, operates in the presence of noise. Nevertheless, it performs complex computations with amazing speed and accuracy, in some cases reaching fundamental physical limits set by its sensors. Clearly, the brain has devised computational strategies, and a neural code, that are robust to noise. Understanding the structure of that noise should shed light on both.

The traditional experimental approach to studying noise in cortical sensory areas is to present the same stimulus repeatedly to an organism while recording neuronal responses. Such recordings always show substantial trial-to-trial variability. However, interpreting that variability has been difficult, as there are two possible sources for it. One is the variability associated with truly random events, such as ion channel noise and stochastic synaptic release. This is intrinsic noise: intrinsic because it cannot be eliminated, and noise because it contributes to the neuronal variability but carries no information whatsoever. The other source of variability is activity from other brain areas. That activity might provide information about, say, the degree of arousal or some other internal state, but it would not be related to the stimulus. This variability is signal, even though it would look like noise to an observer trying to relate the neural activity to the stimulus.

Here we determine a lower bound on the level of intrinsic noise in cortical networks. The lower bound we consider is the trial-to-trial variability that would be observed in a deterministic network that received identical input, down to the last spike, on multiple trials, except for one very brief random event. If the dynamics of the network is such that small differences in activity associated with the single random event lead to very large differences in patterns of neuronal activity, then trial-to-trial variability would, necessarily, be high. If, on the other hand, small differences in activity lead to even smaller differences in patterns of neuronal activity, then trial-to-trial variability can be low.

In our analysis and experiments, the random event is a single extra spike added to a randomly chosen excitatory neuron, as in Fig. 1a. This one extra spike (magenta arrow at time t = 0 in Fig. 1a) can produce other extra spikes in its postsynaptic targets. If it produces more than one, on average, then perturbations would be amplified, and noise would be high (see the steady-state regime in Fig. 1a, b). If, on the other hand, one extra spike produces less than one extra spike, on average, then perturbations would decay, and noise could be small.

To determine the average number of extra postsynaptic spikes produced by a single extra presynaptic spike, we note that it is the product of two numbers: the average number of connections made by each neuron, and the average probability that a unitary synaptic event produces an extra spike.

The first number is known from anatomical studies to be between 1,000 and 2,000 (a synaptic connection that gives rise to a unitary excitatory postsynaptic potential (EPSP) can consist of multiple synaptic contacts; here we assume that a neuron makes five synaptic contacts per connection). Thus, one extra spike produces, on average, 1,500 ± 500 extra EPSPs in the network.

The second number, the probability that a unitary synaptic input produces an extra spike, was determined experimentally. We made whole-cell patch-clamp recordings from layer 5 pyramidal neurons in the barrel cortex of anaesthetized rats while injecting current pulses to generate postsynaptic currents (injected PSCs) of various amplitudes. For each amplitude we constructed a post-stimulus time histogram (PSTH) triggered on the time of the injected current pulses, and used it to deduce the probability of an extra spike. A typical experiment is illustrated in Fig. 2a. In a single trial it is very difficult to tell whether an individual injected PSC has an effect on the probability of an extra spike. The PSTHs, however, reveal a clear signal (Fig. 2b). Integrating the PSTH over a time window of 5 ms, we find that a single input with an amplitude of +25 pA causes the probability of observing a spike to increase by 0.004 (top panel of Fig. 2b), and an input with an amplitude of −25 pA causes the probability to decrease by 0.001 (bottom panel).

Figure 3a shows, for a range of positive and negative injected PSCs, the pooled data from the 40 cells in our data set. There are clear peaks in the PSTHs for positive currents and clear valleys for negative currents. Moreover, the cumulative probability of an extra spike (the integral of the PSTH relative to the mean firing rate) shown below the PSTHs does not return to baseline, indicating that the...
Consistent with theoretical studies\textsuperscript{10,11}, these simulations show that the effect of conductance changes on the probability of an extra spike.

(see Supplementary Information, section 4), and used it to simulate inputs (which are generated by conductance changes, typically on dendrites) and the probability of an extra spike. To determine this, we constructed a detailed compartmental model of a pyramidal neuron (see Supplementary Information, section 4, and Supplementary Fig. 3). The former we have measured; it is 0.061 ± 0.010, in units of probability/pC (picocoulomb) (Fig. 3b). The latter we estimated from peaks are due to changes in net spike output, rather than shifted spikes (all cumulative probabilities are significantly different from zero at the $P = 0.05$ level, except for the last two points of the 25-pA histogram). In Fig. 3b we combine the data from the different current amplitudes and plot probability versus the total charge in the injected current pulses (we use charge rather than amplitude for reasons we discuss shortly).

The results of these experiments provide us with a relation between the size of injected PSCs and the probability of extra spikes \textit{in vivo}. However, what we need is the relation between physiological synaptic inputs (which are generated by conductance changes, typically on dendrites) and the probability of an extra spike. To determine this, we constructed a detailed compartmental model of a pyramidal neuron (see Supplementary Information, section 4), and used it to simulate the effect of conductance changes on the probability of an extra spike. Consistent with theoretical studies\textsuperscript{3,10-11}, these simulations show that the probability of an extra spike depends on the total charge arriving at the soma, regardless of whether it is caused by a current injection or a conductance change, and is relatively insensitive to the location of the input (Fig. 3c).

Combining this result with the fact that there is an approximately linear relation between charge and probability (Fig. 3b), we see that the average probability that a unitary synaptic input causes an extra spike is the product of the slope of the positive part of the regression line in Fig. 3b and the average charge associated with a unitary synaptic input \textit{in vivo}. The former we have measured; it is 0.061 ± 0.010, in units of probability/pC (picocoulomb) (Fig. 3b). The latter we estimated from $0.004$ for +25 pA and the probability of a missed spike within 5 ms is 0.001 for −25 pA.

Figure 1 | The effect of an extra spike on a neuronal network. a, The propagation of missed and extra spikes in a recurrent network. Each two-column block represents a snapshot of the activity of a population of excitatory and inhibitory neurons on two different trials. Filled neurons are spiking. The trials are identical until time $t = 0$, at which point an extra spike is added to a neuron in trial 2 (point 1). The extra spike has no effect on most of its postsynaptic targets (dashed arrows and 2, 3; omitted subsequently for clarity), but it triggers an extra spike in a fraction of them (magenta arrows and 4, 5). These extra spikes cause a cascade of extra and, as soon as inhibitory neurons are recruited, missed spikes (6–8). Extra inhibitory spikes (5) and missed excitatory spikes (6, 7) are indicated with cyan arrows. The perturbation amplification rate decreases when collisions occur (9, 10), and eventually missed and extra spikes occur at the same rate, resulting in a steady state (rightmost column). b, Membrane potential of the bottom neuron (+) on the two trials. The membrane potential is identical until an extra presynaptic spike causes a slight divergence (3). As missed and extra spikes accumulate, the difference grows (7), until it eventually reaches steady state.

Figure 2 | Small perturbations affect spiking probability \textit{in vivo}. a, Positive and negative current pulses (upper trace) were injected via a whole-cell patch-clamp electrode into a pyramidal neuron in rat barrel cortex \textit{in vivo}, and the accompanying membrane potential was recorded (lower trace). b, PSTHs triggered on the +25 pA (top) and −25 pA (bottom) current pulses, binned at 1 ms; the green line shows the average firing rate. For this neuron the probability of an extra spike within 5 ms of the current pulse is 0.004 for +25 pA and the probability of a missed spike within 5 ms is 0.001 for −25 pA.

Figure 3 | Determining the sensitivity of neurons to small perturbations \textit{in vivo}. a, Top: injected PSCs (experiment as in Fig. 2). Centre: combined PSTHs from 40 experiments, triggered on the current pulses ($t = 0$) and binned at 1 ms. Cyan, missed spikes; magenta, extra spikes; green lines, mean firing rate. Bottom, cumulative probability of an extra spike; yellow, one standard deviation. b, Probability of an extra spike within 5 ms of the current pulse versus total injected charge. Magenta and cyan lines, least squares fit to the data; dashed lines, 95% confidence intervals; error bars, standard error of the mean. Positive charge, slope = 0.061 ± 0.010 probability/pC ($P = 5 \times 10^{-3}$); negative charge, slope = −0.018 ± 0.0049 probability/pC ($P = 4 \times 10^{-4}$). c, Same as b but from simulations of a layer 5 pyramidal neuron (Supplementary Information, section 4, and Supplementary Fig. 3). Black, current injected at the soma; green, current injected at the distal dendrites, 403 µm from the soma.
published data on paired recordings⁹,¹²–¹⁴ (data that include synaptic failures). Taking an average across these reports, we find that the average charge associated with a unitary excitatory synaptic input is \(0.31 ± 0.07\) pC, corresponding to an EPSP of approximately \(1\) mV (see Supplementary Information, section 4). The product of the two numbers, denoted \(p_e\), is given by

\[
p_e = (0.061 ± 0.010\ \text{probability/pC}) \times (0.31 ± 0.07\ \text{pC per unitary synaptic input}) = 0.019 ± 0.0053\ \text{probability per unitary synaptic input}
\]

(see Supplementary Information, section 8, for a derivation of confidence limits).

Multiplying \(p_e\) (0.019 ± 0.0053) by the average number of connections made by each neuron (1,500 ± 500) yields 28 ± 13 extra spikes per spike. Thus one extra spike in an excitatory neuron causes, on average, 28 of its postsynaptic neurons to emit an extra spike. This implies very rapid amplification of perturbations, and should quickly disrupt spike patterns across the network. In fact, if the perturbations were to grow unchecked, in just five integration time steps there would be about 17 million extra spikes in the network.

Perturbations do not, of course, grow unchecked. This is because extra and missed excitatory and inhibitory spikes interact: if an extra excitatory and extra inhibitory spike have the same postsynaptic target, they will at least partly cancel each other, thus reducing the excitatory and extra inhibitory spike have the same postsynaptic target, they will at least partly cancel each other, thus reducing the probability of either a missed or extra postsynaptic spike (points 9 and 10 in Fig. 1a). As the number of missed and extra spikes grows, cancellation becomes more likely, and eventually the network reaches a steady state in which missed spikes are produced at the same rate, on average, as extra ones (Fig. 1b and Supplementary Fig. 9).

These results suggest that a single extra spike should have a measurable effect on network firing rate. That effect, though, should be small: the approximately 2% increase in firing rate that we saw for connected pairs of neurons (summarized by \(p_e\) above) is reduced by the low connectivity in somatosensory cortex (approximately 4% (ref. 15)), and spread out by 10–20 ms due to axonal delays, dendritic filtering and latency to spike. Taking these into account quantitatively (Supplementary Information, section 2), we find that a single spike should lead to a local increase in firing rate of 0.04–0.08 Hz.

To test this prediction, we conducted a second series of in vivo experiments in which we triggered single spikes in a presynaptic neuron by a whole-cell patch-clamp recording, and simultaneously recorded spikes from a population of neurons in the local network using a 16-channel extracellular electrode array placed in the somatosensory cortex (Fig. 4a, b). We then constructed a PSTH of extracellular spikes triggered on the stimulus (Fig. 4c). As predicted, we observed an increase in firing rate on the extracellular electrodes following the single spike in the stimulated neuron. The increase, as assessed by the cumulative increase in the probability of an extra spike, is statistically significant at the \(P = 0.01\) level for greater than 100 ms (Fig. 4d; \(n = 10\) experiments). Moreover, in the first 10–20 ms, the increase was 0.03–0.065 Hz (Fig. 4c, inset), very close to the increase of 0.04–0.08 Hz predicted above. Thus, not only does a single extra spike introduced into somatosensory cortex produce a measurable effect on the network that lasts for more than 50 ms, it produces an effect whose size is predicted by our single-neuron current injection experiments.

So far we have focused on the effect of a single spike. Now we turn to the steady state, where the perturbations have stopped growing (so that missed and extra spikes occur at the same rate). How big are the trial-to-trial voltage fluctuations associated with the ongoing missed and extra spikes? This is a critical question, because it is, ultimately, these voltage fluctuations that limit spike timing precision. To answer it, we assume that in steady state there are \(m\) missed and extra spikes in a time window that corresponds to a typical neuron’s mean integration time, we compute \(m\) self-consistently (by demanding that the presynaptic and postsynaptic probabilities of a spike are the same), and then relate it to the size of the voltage fluctuations. The presynaptic probability, denoted \(p_{\text{pre}}\), is equal to \(mK\) where \(K\) is the average number of presynaptic connections. The postsynaptic probability, denoted \(p_{\text{post}}\), is approximately \(\sqrt{m}\) times larger than \(p_e\), the probability associated with one presynaptic spike (assuming that missed and extra spikes are reasonably uncorrelated, invoking central-limit-type arguments and using the linearity of probability versus charge in Fig. 3b). Consequently, \(p_{\text{post}} \propto \sqrt{p_e}\). Self-consistency tells us that \(p_{\text{pre}} = p_{\text{post}}\) so we arrive at

\[
\sqrt{m}Kp_e
\]

Again assuming that the \(m\) missed and extra spikes received by a neuron are reasonably uncorrelated, the amplitude of intrinsic voltage fluctuations associated with missed and extra spikes, denoted \(\sigma_V\), is proportional to \(\sqrt{mV_{\text{PSP}}}\) where \(V_{\text{PSP}}\) is the average PSP size. Combining this observation with equation (1), we have

\[
\sigma_V \propto Kp_e V_{\text{PSP}}
\]

The key point to extract from equation (2) is that the voltage fluctuations are proportional to the growth rate of the perturbations, \(Kp_e\). Because \(Kp_e \approx 28\), we expect the intrinsic voltage fluctuations associated with the growth of perturbations to be large. And, indeed, they are: in Supplementary Information, section 6, we perform a more extensive analysis that takes into account correlations among excitatory and inhibitory neurons as well as saturation of the number of missed and extra spikes, and we verify the analysis with large-scale network simulations. What we find is that the constant of proportionality in equation (2) ranges in our data from 0.08 to 0.16, and so \(\sigma_V\) ranges from about 2.2 to 4.5 mV (Supplementary Fig. 7).

These large trial-to-trial voltage fluctuations indicate that there is a high level of intrinsic noise in the cortex. Therefore rapid depolarizing events, like those postulated for synfire chains⁴ or polychronization⁵, would be required to produce very precisely timed spikes. Quantitatively, for a given value of the voltage fluctuations, \(\sigma_V\), a
spike will occur with a precision of $\delta t \text{ ms}$ if the membrane potential changes by $2\sigma_V \text{ mV}$ in $\delta t \text{ ms}$ (the factor of 2 is necessary to ensure reliability: because $\sigma_V$ is the standard deviation, the voltage can, with reasonable probability, range from $\sigma_V$ below the mean to $\sigma_V$ above it). To determine how often there are voltage excursions that would allow spike timing of precision $\delta t$, we examined experimentally recorded voltage traces (Fig. 5a), counted how often the membrane potential changed by $2\sigma_V \text{ mV}$ in $\delta t \text{ ms}$, and averaged over our uncertainty in $\sigma_V$. The results are shown in Fig. 5b, and indicate that precisely timed events are very rare: events with a precision of $\delta t = 1 \text{ ms}$ occur, on average, once every 10,000 seconds per neuron (about once every 3 h); events with a precision of 5 ms occur less than once every 100 seconds per neuron; and events with a precision of 10–20 ms occur less than once every 40 seconds per neuron. In addition, not only are precisely timed events rare, but the rates shown in Fig. 5b constitute an upper bound, because precisely timed events occur by chance at non-zero rates.

Taken together, our results indicate that there is a large amount of intrinsic noise in cortex, and that this noise puts severe constraints on spike timing codes. One potential caveat is that our results were obtained under anaesthesia. The effect of anaesthesia on our estimate of the number of extra spikes per spike is likely to be small, because responsiveness of barrel cortex neurons under the awake and anaesthetized states is similar. The frequency of large voltage excursions, on the other hand, may be more sensitive to anaesthesia; in particular, it is possible that the rate of large, fast depolarizing events (Fig. 5b) is simply higher in awake than anaesthetized animals. A second caveat is that our analysis assumed linear synaptic integration. Recent studies show that precisely timed input to dendritic branches can yield precisely timed output spikes in the axon without large sub-threshold voltage excursions. These mechanisms, though, have only been demonstrated in vitro, and only when input to the dendrites was carefully regulated in both space and time; it remains unclear to what extent these conditions are satisfied in vivo (but see ref. 22).

Our study is in line with previous theoretical work that suggests neuronal networks are chaotic. However, it is, to our knowledge, the first experimental demonstration of the sensitivity of an intact network to perturbations in vivo. We are also the first to explore the consequences of these results for the level of noise in the cortex and its likely effect on the precision of spike timing.

What do our results imply for neural coding? Superficially, it seems natural to conclude that if every spike has a large effect on network activity, then every spike should count, and the brain must be using a very sophisticated neural code in which the time and identity of every spike carries meaningful information. In fact, our results imply just the opposite. This is because network activity is bounded, so growth of perturbations in some dimensions (for example, as measured by trial-to-trial difference in membrane potential) necessarily implies contraction in others. It is this contraction that causes networks to rapidly forget their past. Thus, although an extra spike can radically modify patterns of activity, patterns of activity cannot encode which extra spike caused the modification. The implication, then, is that rat barrel cortex (and, we suspect, other areas of cortex and other species) must be using a very sophisticated spike timing code, but that it is likely to be using a code that is robust to perturbations, such as a rate code in which it is the average firing rate over large populations of neurons that carries information.

Finally, the fact that studies have found millisecond timing both in anaesthetized and awake animals in the rat barrel cortex as well as in other cortical regions is not inconsistent with our results. The precise timing in these studies is associated with a feedforward sweep of activity caused by a rapidly time-varying stimulus. Our results, on the other hand, apply to slowly varying stimuli and higher-order computations, and suggest that in those cases the cortex does not rely on precise spike timing.

**METHODS SUMMARY**

Sprague-Dawley rats (postnatal day 18–25, average 45.6 g) were anaesthetized with urethane (Sigma; 1.5 g kg$^{-1}$, intraperitoneally), and in vivo whole-cell patch-clamp recordings were made using blind patch techniques. Recordings were made at a depth of 1180 ± 165 μm, and neurons were identified as layer 5 pyramidal cells by input resistance, firing properties and in five cases by cell morphology ($n = 5/5$). For the single-cell experiments, excitation poststimulus current (EPSC) waveforms separated by either 100 or 200 ms were injected into the recorded neuron. The rise and decay times of the EPSC waveforms were 0.3 and 1.7 ms, respectively, and the amplitudes alternated between four values, either +50, − 25, + 25, −50 pA or +100, − 50, + 50, −100 pA. In some cases, we performed continuous whisker stimulation; the stimulus had no measurable effect on the probability of an extra spike (paired t-test, $P > 0.9$), so we pooled all data. For the combined intracellular–extracellular recording experiments, we used in addition a silicon extracellular multi-site probe (probe type A-1-16-3mm-50-177, Neuronexus Technologies) which was lowered to 1200 μm from the brain surface at an angle of 60°. Neurons were then patched in layer 2/3, 100–300 μm from the probe. Brief current pulses (2.5–10 ms, 1–3nA) were injected via the patch pipette at 200–400 ms intervals to trigger spikes, and both the intracellular and extracellular signals were recorded. A total of 13,000 stimuli were injected into ten neurons. When the same spike appeared on more than one extracellular recording site, only one spike from one site was selected for analysis.

Full Methods and any associated references are available in the online version of the paper at www.nature.com/nature.

Received 20 January; accepted 15 April 2010.

1. Richmond, B. J., Optican, L. M., Poddell, M. & Spitzer, H. Temporal encoding of two-dimensional patterns by single units in primate inferior temporal cortex. I. Response characteristics. J. Neurophysiol. 57, 132–146 (1987).

2. Victor, J. D. & Purpura, K. P. Nature and precision of temporal coding in visual cortex: a metric-space analysis. J. Neurophysiol. 76, 1310–1326 (1996).

3. Tolhurst, D. J., Movshon, J. A. & Dean, A. F. The statistical reliability of signals in single neurons in cat and monkey visual cortex. Vision Res. 23, 775–785 (1983).

4. Abeles, M. Corticonics: Neural Circuits of the Cerebral Cortex (Cambridge Univ. Press, 1991).

5. Izhikevich, E. Polychronization: computation with spikes. Neural Comput. 18, 245–282 (2006).

6. Hecht, S., Shlaer, S. & Pirenne, M. Energy, quantity, and vision. J. Gen. Physiol. 25, 819–840 (1942).

7. Binzegger, T., Douglas, R. J. & Martin, K. A. A quantitative map of the circuit of cat primary visual cortex. J. Neurosci. 24, 8441–8453 (2004).

8. Braitenberg, V. & Schüz, A. Anatomy of the Cortex (Springer, 1991).

9. Markram, H., Lübke, J., Frotscher, M., Roth, A. & Sakmann, B. Physiology and anatomy of synaptic connections between thick tufted pyramidal neurones in the developing rat neocortex. J. Physiol. (Lond.) 500, 409–440 (1997).

10. Herrmann, A. & Gerstner, W. Noise and the FSTI response to current transients: I. General theory and application to the integrate-and-fire neuron. J. Comput. Neurosci. 11, 135–151 (2001).

---

**Figure 5 | Precisely timed events are rare.** a, Top, example membrane potential recording. A steady current between −250 and −450 pA (bottom trace) was applied to reduce the frequency of action potentials. Bottom: expanded view of an up state. The coloured line segments indicate events of various amplitudes and rise times. Green, amplitude 3 mV, rise time 12 ms; cyan, 6 mV, 20 ms; magenta, 6 mV, 5 ms. b, The rate of events with precision $\delta t$ (events for which the voltage changed by at least $2\sigma_V \text{ mV}$ in time $\delta t$, averaged over our uncertainty in $\sigma_V$, the latter given in Supplementary Fig. 7). Data from nine cells recorded in vivo, with events counted only during up states (boxed regions in a). Three of the cells received, on alternate trials, sensory stimulation by a slowly rotating (1 Hz) drum of sandpaper. There was no statistically significant difference between event rates with and without whisker stimulation.
11. Richardson, M. Firing-rate response of linear and nonlinear integrate-and-fire neurons to modulated current-based and conductance-based synaptic drive. Phys. Rev. E 76, 021919 (2007).
12. Song, S., Sjöström, P. J., Reigl, M., Nelson, S. & Chklovskii, D. B. Highly nonrandom features of synaptic connectivity in local cortical circuits. PloS Biol. 3, e68 (2005).
13. Barbour, B., Brunel, N., Hakim, V. & Nadal, J. P. What can we learn from synaptic weight distributions? Trends Neurosci. 30, 622–629 (2007).
14. Thomson, A. M. & Lamy, C. Functional maps of neocortical local circuitry. Front. Neurosci 1, 19–42 (2007).
15. Holmgren, C., Harkany, T., Svennenfors, B. & Zilberter, Y. Pyramidal cell communication within local networks in layer 2/3 of rat neocortex. J. Physiol. (Lond.) 551, 139–153 (2003).
16. Crochet, S. & Petersen, C. C. Correlating whisker behavior with membrane potential in barrel cortex of awake mice. Nature Neurosci. 9, 608–610 (2006).
17. Ferezou, I., Bolea, S. & Petersen, C. C. Visualizing the cortical representation of whisker touch: voltage-sensitive dye imaging in freely moving mice. Neuron 50, 617–629 (2006).
18. Larkum, M. E., Zhu, J. I. & Sakmann, B. A new cellular mechanism for coupling inputs arriving at different cortical layers. Nature 398, 338–341 (1999).
19. Ariav, G., Polsky, A. & Schiller, J. Submillisecond precision of the input-output transformation function mediated by fast sodium dendritic spikes in basal dendrites of CA1 pyramidal neurons. J. Neurosci. 23, 7750–7758 (2003).
20. Häusser, M. & Mel, B. Dendrites: bug or feature? Curr. Opin. Neurobiol. 13, 372–383 (2003).
21. London, M. & Häusser, M. Dendritic computation. Annu. Rev. Neurosci. 28, 503–532 (2005).
22. Murayama, M. et al. Dendritic encoding of sensory stimuli controlled by deep cortical interneurons. Nature 457, 1137–1141 (2009).
23. van Vreeswijk, C. & Sompolinsky, H. Chaos in neuronal networks with balanced excitatory and inhibitory activity. Science 274, 1724–1726 (1996).
24. van Vreeswijk, C. & Sompolinsky, H. Chaotic balanced state in a model of cortical circuits. Neural Comput. 10, 1321–1371 (1998).
25. Banerjee, A., Seriès, P. & Pouget, A. Dynamical constraints on using precise spike timing to compute in recurrent cortical networks. Neural Comput. 20, 974–993 (2008).
26. Izhikevich, E. M. & Edelman, G. M. Large-scale model of mammalian thalamocortical systems. Proc. Natl Acad. Sci. USA 105, 3593–3598 (2008).
27. Smale, S. Differentiable dynamical systems. Bull. Am. Math. Soc. 73, 747–817 (1967).
28. Arabzadeh, E., Panzeri, S. & Diamond, M. Deciphering the spike train of a sensory neuron: counts and temporal patterns in the rat whisker pathway. J. Neurosci. 26, 9216–9226 (2006).
29. Bair, W. & Koch, C. Temporal precision of spike trains in extrastriate cortex of the behaving macaque monkey. Neural Comput. 8, 1185–1202 (1996).
30. de Kock, C. P. & Sakmann, B. Spiking in primary somatosensory cortex during natural whisking in awake head-restrained rats is cell-type specific. Proc. Natl Acad. Sci. USA 106, 16446–16450 (2009).

Supplementary Information is linked to the online version of the paper at www.nature.com/nature.

Acknowledgements We thank P. Dayan for discussions, I. van Welie and P. Dayan for comments on the manuscript, and H. Cuntz for comments on the spike detection algorithm. P.E.L. was supported by the Gatsby Charitable Foundation and US National Institute of Mental Health grant R01 MH62447. M.L., A.R., L.B. and M.H. were supported by the Wellcome Trust, the Gatsby Charitable Foundation, the Engineering and Physical Sciences Research Council and the Medical Research Council.

Author Information Reprints and permissions information is available at www.nature.com/reprints. The authors declare no competing financial interests. Readers are welcome to comment on the online version of this article at www.nature.com/nature. Correspondence and requests for materials should be addressed to P.E.L. (pel@gatsby.ucl.ac.uk).
METHODS

Animals and surgery. The care and experimental manipulation of the animals was performed in accordance with institutional and national guidelines. For all experiments, Sprague-Dawley rats (postnatal day 18–25, average 45.6 g) were anaesthetized with urethane (Sigma; 1.5 g kg−1, intraperitoneally). A small craniotomy (1 mm2) in a region overlying S1 (centred 5.5 mm lateral and 2.5 mm caudal of the bregma) was made and a small opening (~0.1 mm2) was made in the dura. Supplemental urethane (10% of original dose, intraperitoneally) was given whenever limb withdrawal responses were present or whisker movements were observed. Body temperature was maintained at 37 °C with a feedback-controlled heating blanket.

In vivo patch-clamp recording. For the current injection experiments (summarized in Fig. 3, main text), whole-cell patch-clamp recordings were made using blind patch techniques31. Standard borosilicate glass patch pipettes (5.5 MΩ) were filled with internal solution containing the following (in mM): K-methanesulphonate 110, KCl 15, HEPES 10, Mg-ATP 4, Na2GTP 0.3, Na-phosphocreatine 10, and 0.3% biocytin; pH 7.2, 285 mOsm. Access resistance was typically 20–40 MΩ at the start of the recording and degraded with time. When access resistance rose above 100 MΩ, the recordings were not included in the analysis. Recordings were made at a depth of 1,180 ± 165 μm, and neurons were identified as layer 5 pyramidal cells by input resistance, firing properties and in five cases by cell morphology (n = 5/5). Data were filtered at 3–10 kHz and acquired at 50 kHz using Axograph software (Axon Instruments) and an ITC-18 interface (Instrutech). Input resistance was calculated by fitting a linear function to the steady-state current–voltage curve (obtained from voltage deflections during 400-ms current steps from −300 pA to +500 pA in 100-pA steps). EPSC waveforms were generated by a double exponential current injection with τrise = 0.3 ms and τdecay = 1.7 ms (ref. 32). The experimental protocol consisted of a train of 50 EPSC waveforms separated by 200 ms with alternating amplitudes of either +50, −25, +25, −50 pA or +100, −50, +50, −100 pA. In six of the experiments, diffuse whisker stimulation was delivered by a custom-made motor rotating at 1 Hz driving a 1-cm diameter disk covered with grade 0 sandpaper. The sandpaper touched the primary whisker and the two adjacent whiskers on the same row (all other whiskers were trimmed). The primary whisker was identified before recording by monitoring the local field potential with a low resistance (1 MΩ) electrode filled with artificial cerebrospinal fluid. Stimuli with and without whisker stimulation were interleaved. The stimulus had no measurable effect on the probability of an extra spike (paired t-test, P > 0.9), so we pooled all data.

In vivo simultaneous patch-clamp and extracellular recording. For the simultaneous patch-clamp and extracellular recordings, a silicon extracellular 16-site linear probe (type A-1-16-3mm-50-177, Neuronexus Technologies) was lowered 1,200 linear probe (type A-1-16-3mm-50-177, Neuronexus Technologies) was lowered 1,200 μm from the brain surface at an angle of 60°. After identification of clear spiking units, a patch pipette was inserted and lowered to 250 μm from the brain surface, at a perpendicular distance of 100–300 μm from the probe (calculated based on the distance and the angle between the two electrodes using a custom made system by Luiso & Neumann). We then searched for cells in 2-μm steps. After establishing a whole-cell recording, brief current pulses (2.5–10 ms, 1–3 nA) were injected via the patch pipette into the recorded neuron at 200–400 ms intervals, and both the intracellular and extracellular signals were recorded using an RX5 Pentusa system (Tucker Davis). Ideally, we would have liked to have chosen the amplitude and duration of the current pulses so that each stimulus produced exactly one spike. However, because of up and down states, this was not possible: a stimulus strong enough to always trigger a spike in the down state would be strong enough to regularly produce more than one spike in the up state. Thus we adjusted the strength of the stimulus so that it rarely produced more than one spike. We were largely successful: out of the 13,000 stimuli we delivered (in ten experiments), only 498 (3.8%) produced two spikes. Given the linearity between presynaptic and postsynaptic spikes (Fig. 3b), the small fraction of stimuli that elicited two spikes should have virtually no effect on our results.

Because spikes were far less likely to occur in the down state than the up state, the number of spikes in the intracellularly recorded neuron was correlated with ongoing activity, and thus correlated with spikes on the extracellular electrodes. Thus, to ensure a flat baseline, we constructed PSTHs triggered on stimulus onset, not on intracellular spike times. As can be seen in Fig. 4c, this strategy was successful, as the PSTH was indeed flat before stimulus onset.

The peak in the PSTH after stimulus onset (Fig. 4c) was small, but the fact that 16 consecutive 5-ms bins were more than one standard deviation above the mean suggests that it is significant. To test this, we constructed a cumulative PSTH by subtracting the baseline (the mean firing rate between −100 and 0 ms) from the PSTH and integrating the difference (starting from t = 0 and integrating in both directions). To compute error bars, we used a bootstrap method in which we constructed surrogate PSTHs by randomly sampling 200-ms epochs from the extracellular spike trains. We constructed 10,000 surrogate PSTHs, which we turned into cumulative PSTHs as described above. This gave us a null distribution of cumulative PSTHs at each time point; we used those to construct the error bars shown in Fig. 4d.

Spike detection. The extracellular signal was separated online into a local field potential component (0–0.3 kHz) sampled at 3 kHz, and a high frequency component (0.3–5 kHz) sampled at 25 kHz. Spike detection was done offline using the high frequency component of the extracellular signal, as described in Supplementary Information, section 1.

Biophysical models and network simulations. Simulations using a detailed model of a layer 5 pyramidal neuron were based on a published model33 with slight modifications, and were performed in the NEURON simulation environment34 (see Supplementary Information, section 4). The network simulations were also based on a previously published model35, but with modifications to allow the addition and detection of extra spikes (see Supplementary Information, section 7).
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