DELIGNE’S CATEGORY $\text{Rep}(GL_{\delta})$ AND REPRESENTATIONS OF GENERAL LINEAR SUPERGROUPS
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Abstract. We classify indecomposable summands of mixed tensor powers of the natural representation for the general linear supergroup up to isomorphism. We also give a formula for the characters of these summands in terms of composite supersymmetric Schur polynomials, and give a method for decomposing their tensor products. Along the way, we describe indecomposable objects in $\text{Rep}(GL_{\delta})$ and explain how to decompose their tensor products.
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1. Introduction

1.1. Classical Schur-Weyl duality concerns the commuting actions of the symmetric group $\Sigma_r$ and the general linear group $GL_d$ on the tensor power $V^\otimes r$ of the natural representation $V$ of $GL_d$. It enables the labelling of the isomorphism classes of indecomposable summands of the tensor power by partitions $\lambda \vdash r$ with height $l(\lambda) \leq d$ (this is Weyl’s Strip Theorem), and the description of the characters of these summands in terms of Schur polynomials. Schur-Weyl duality for the general linear supergroup $GL(m|n)$, established by Sergeev [Ser2] and by Berele and Regev [BR], provides similar insights into structure of the tensor power $V^\otimes r$ of the natural representation $V$ of $GL(m|n)$. In this case, the isomorphism classes of the indecomposable summands of $V^\otimes r$ are parametrized by those partitions $\lambda \vdash r$ that are $(m|n)$-hook, that is, partitions whose Young diagram can be covered by an $m$-wide, $n$-high hook, and the characters of the summands are described by the so-called supersymmetric Schur polynomials.

An analogue of Schur-Weyl duality for the mixed tensor powers

$$T(r, s) = T_{V:V^*}(r, s) = V^\otimes r \otimes (V^*)^\otimes s$$
of $GL_d$ was developed by [BCH], [Ste], [Koi], [Tur]. Here, the walled Brauer algebras $B_{r,s}(\delta)$, with $\delta = d$, replace the group algebra of the symmetric group as the generic centralizer of the $GL_d$-action. It is known, in particular, that the indecomposable summands are labelled up to isomorphism by certain bipartitions (i.e. pairs of partitions). Schur-Weyl duality for mixed tensor powers also holds for the general linear supergroup $GL(m|n)$, where $\delta = m - n$ is the super dimension of the natural representation $V$. However, in this case, many fundamental questions remain unresolved. In this paper, we classify for the first time the indecomposable summands of the mixed tensor powers for the general linear supergroups up to isomorphism, and derive a character formula for the indecomposable summands in terms of composite supersymmetric Schur polynomials. In addition, we describe a method for the decomposition of tensor products of these indecomposable summands.

1.2. We work over a field $\mathbb{K}$ of characteristic zero throughout, identify finite dimensional representations of $GL(m|n)$ with integral representations of the Lie superalgebra $\mathfrak{gl}(m|n)$, and write $\text{Rep}(GL_d)$ and $\text{Rep}(\mathfrak{gl}(m|n))$ for the categories of finite-dimensional representations of $GL_d$ and $\mathfrak{gl}(m|n)$, respectively. Fundamental to our approach is the tensor category $\text{Rep}(GL_d)$, defined by Deligne [Del1-2], that permits the simultaneous study of the mixed tensor powers for the general linear groups and the general linear supergroups. This category, which we refer to as Deligne’s category, is constructed as the additive and Karoubi envelope of a “skeleton” tensor category $\text{Rep}_0(GL_d)$ (cf. [3.5]). Up to isomorphism, the objects $w_{r,s}$ of $\text{Rep}_0(GL_d)$ are parametrized by pairs $(r, s)$ of non-negative integers, representing the potencies of a mixed tensor power, and the morphism spaces are spanned by walled Brauer diagrams of the appropriate sizes. The structure of Deligne’s category depends upon the parameter $\delta \in \mathbb{K}$ so that, in particular, the endomorphism algebras are the walled Brauer algebras $B_{r,s}(\delta)$. The universal property of Deligne’s category guarantees that for any rigid $\delta$-dimensional object $V$ in a tensor category $\mathcal{T}$ satisfying hypotheses familiar from classical Schur-Weyl duality (cf. [4.7]), there exists a full tensor functor $F : \text{Rep}(GL_d) \to \mathcal{T}$ such that for any $r, s \geq 0$, $F(w_{r,s}) = T(r, s)$ is the corresponding mixed tensor power. In particular, for any $d > 0$ and for any $m, n \geq 0$ there exist full tensor functors

$$F_d : \text{Rep}(GL_d) \to \text{Rep}(GL_d), \quad F_{m|n} : \text{Rep}(GL_{m-n}) \to \text{Rep}(\mathfrak{gl}(m|n))$$

defined by the natural representations of $GL_d$ and of $GL(m|n)$, respectively. Recent results in the representation theory of the walled Brauer algebra also play crucial roles. For any bipartition $\lambda$, let $\lambda^\ast, \lambda^\circ$ be the partitions defined by $\lambda = (\lambda^\ast, \lambda^\circ)$, let $l(\lambda) = l(\lambda^\ast) + l(\lambda^\circ)$, and write $\lambda \vdash \{(|\lambda^\ast|, |\lambda^\circ|)\}$. It was shown in [CDDM] that the walled Brauer algebras $B_{r,s}(\delta)$ are cellular, with standard modules parametrized by the set of bipartitions

$$\Lambda_{r,s} = \{ \lambda \mid \lambda \vdash (r - i, s - i), \ 0 \leq i \leq \min(r, s) \}.$$ 

A recursive formula for the decomposition numbers for the walled Brauer algebras was described in [CD], using cap diagrams introduced by Brundan and Stroppel [BS2-5]. The classification of the simple modules for the walled Brauer algebras up to isomorphism obtained in [CDDM] enables the parametrization of the indecomposable objects of Deligne’s category by bipartitions (cf. Theorem 1.6.2). Writing $L(\lambda)$ for the indecomposable object corresponding to the bipartition $\lambda$, we have the
Theorem 1.2.1. For generic values of $\delta \in \mathbb{K}$,

$$L(\lambda) \otimes L(\mu) \cong \bigoplus_{\nu} L(\nu)^{\otimes \Gamma_{\lambda,\mu}}$$

where the sum is over bipartitions $\nu$ and the coefficients $\Gamma_{\lambda,\mu}$ are given in terms of Littlewood-Richardson coefficients (see [23]).

This theorem is derived using Koike’s Theorem [Koi], which gives the decomposition of a tensor product of irreducible rational representations for the general linear group. In the case of general linear supergroups, it is compatible with the result of Sergeev [Ser2]. The calculation of the decomposition numbers for the walled Brauer algebras [CD] and the cap diagrams of Brundan and Stroppel permit the definition of a “lifting isomorphism” in the spirit of Comes and Ostrik [CO]. The lifting isomorphism relates the additive Grothendieck rings of $\text{Rep}(GL_\delta)$ in the singular and generic cases, thus enabling the decomposition of any tensor product of indecomposable objects of $\text{Rep}(GL_\delta)$ for any value of $\delta$.

The known decomposition of the mixed tensor powers for $GL_\delta$ [BCH, Std, Koi, Tur] finds the following expression in terms of the functor $F_d$:

Theorem 1.2.2. (see Theorem 5.2.3) For any $d > 0$ and any bipartition $\lambda$, $F_d(L(\lambda))$ is an indecomposable object of $\text{Rep}(GL_d)$ and is non-zero if and only if $l(\lambda) \leq d$. Moreover, any non-zero indecomposable summand of a mixed tensor power $T(r,s)$ in $\text{Rep}(GL_d)$ is isomorphic to $F_d(L(\lambda))$ for precisely one bipartition $\lambda \in \Lambda_{r,s}$ with $l(\lambda) \leq d$.

The Young diagram of a bipartition $\lambda$ is obtained by superimposing the Young diagrams for the partitions $\lambda^\bullet$ and $\lambda^\circ$ so that their top and left edges coincide, and then rotating the Young diagram for $\lambda^\circ$ 180-degrees about its upper-left corner (cf. [4.1]). A bipartition is $(m|n)$-cross if its Young diagram can be covered with an $m$-high, $n$-wide cross (cf. [8.7]). The decomposition of the mixed tensor powers for $\mathfrak{gl}(m|n)$ can be described in terms of the functor $F_{m|n}$ as follows.

Theorem 1.2.3. For any $m,n \geq 0$ and any bipartition $\lambda$, $F_{m|n}(L(\lambda))$ is an indecomposable object of $\text{Rep}(\mathfrak{gl}(m|n))$ and is non-zero if and only if $\lambda$ is $(m|n)$-cross. Moreover, any non-zero indecomposable summand of a mixed tensor power $T(r,s)$ in $\text{Rep}(\mathfrak{gl}(m|n))$ is isomorphic to $F_{m|n}(L(\lambda))$ for precisely one $(m|n)$-cross bipartition $\lambda \in \Lambda_{r,s}$.

The same result was recently obtained via a different approach by Brundan and Stroppel [BS1]. Their approach yields additional information about the modules $F_{m|n}(L(\lambda))$; for instance, the irreducible socles and heads are computed explicitly.

In the case when $s = 0$, a bipartition $\lambda \in \Lambda_{r,0}$ is $(m|n)$-cross if and only if $\lambda^\bullet$ is $(m|n)$-hook. Thus, in this case, Theorem 1.2.3 gives the decomposition of the covariant tensor power $V^{\otimes r}$ familiar from the work of Sergeev [Ser2] and of Berele and Regev [BR] (similarly, in the contravariant case, i.e. when $r = 0$). On the other hand, if $n = 0$ then a bipartition $\lambda$ is $(m|n)$-cross if and only if $l(\lambda) \leq m$. Thus Theorem 1.2.2 can be seen as the special case of Theorem 1.2.3 where $n = 0$.\footnote{In [MV2], the term $\mathfrak{gl}(m|n)$-standard is used.}
For any bipartition $\mu$, let $s_\mu$ denote the corresponding composite supersymmetric Schur polynomial (see e.g. [MV2]). Then we have the following formula for the characters of the indecomposable summands of the mixed tensor powers for $GL(m|n)$.

**Theorem 1.2.4.** (see Theorem 8.5.2) Let $m, n \geq 0$ and $\delta = m - n$. Then for any bipartition $\lambda$,

$$\text{ch} F_{m|n}(L(\lambda)) = \sum_{\mu} D_{\lambda,\mu}(\delta) \ s_\mu,$$

where the $D_{\lambda,\mu}$ are the decomposition numbers for the walled Brauer algebras.

When $|\lambda^\circ| = 0$, the decomposition number $D_{\lambda,\mu}$ is 1 if $\lambda = \mu$ and 0 otherwise, and $s_\lambda$ is the (non-composite) supersymmetric Schur polynomial associated to $\lambda^\bullet$. Thus, if $\lambda = (\lambda^\bullet, \varnothing)$ and $\lambda^\bullet$ is $(m|n)$-hook, then the character formula of Theorem 1.2.4 reduces to that of Sergeev [Ser2] and Berele and Regev [BR].

1.3. The paper is organized as follows. We begin in §2 with a review of the category-theoretic notions necessary for the definition of Deligne’s category and derivation of its universal property in §3. The indecomposable objects of Deligne’s category are then classified in §4 using the cellular structure of the walled Brauer algebras as described in [CDDM]. In §5, the representation theory of the general linear group is briefly recalled, and Koike’s Theorem on the decomposition of tensor products of indecomposable representations is reviewed. The lifting isomorphism is defined in §6 relating the additive Grothendieck rings of Deligne’s category in the singular and generic cases, and it is shown that the defining coefficients are the decomposition numbers of the walled Brauer algebras. The analogue of Koike’s Theorem in Deligne’s category for generic values of $\delta$ is presented in §7, and it is shown that the lifting isomorphism enables the decomposition of tensor products of indecomposables in all cases. In §8, composite supersymmetric Schur polynomials are introduced and the results of §6 and §7 are employed to derive the character formula for the indecomposable summands of the mixed tensor powers of the general linear supergroup. Next, the character formula is used to prove the classification of these indecomposable summands in terms of $(m|n)$-cross bipartitions, as described by Theorem 1.2.3. Finally, we illustrate how to decompose tensor products of these indecomposable summands with an explicit example.

1.4. **Acknowledgements.** The majority of the work for this paper was done while the authors shared an office at the Technische Universität München. We would like to thank the university for providing us with the time and freedom to explore this project. We are also grateful to Maud De Visscher for explaining the results of [CD] in the case $\delta = 0$. The second author would like to thank Victor Ostrik and Jon Brundan for many valuable conversations concerning this paper.

2. **Category-theoretic preliminaries**

Let $K$ denote a field of characteristic zero. A category is said to be $K$-linear if the Hom sets are equipped with the structure of vector spaces over the field $K$ in such a way that composition of morphisms is bilinear.
2.1. Monoidal categories. For any category $C$, let $\sigma_C : C \times C \to C \times C$ denote the functor $(X, Y) \mapsto (Y, X)$. A monoidal category is a tuple $(C, \otimes, 1, c)$ where $C$ is a category,

$$T := - \otimes - : C \times C \to C$$

is a bifunctor and $1$ is a distinguished object (the unit for $T$), satisfying

$$T \circ (T \times \text{id}_C) = T \circ (\text{id}_C \times T), \quad 1 \otimes - = \text{id}_C = - \otimes 1,$$

and $c : T \Rightarrow T \circ \sigma_C$ is a natural isomorphism (the symmetric braiding) satisfying

$$(\text{id}_Y \otimes c_{X,Z}) \circ (c_{X,Y} \otimes \text{id}_Z) = c_{X,Y \otimes Z}, \quad c_{Y,X} \circ c_{X,Y} = \text{id}_{X \otimes Y},$$

$$(c_{X,Z} \otimes \text{id}_Y) \circ (\text{id}_X \otimes c_{Y,Z}) = c_{X \otimes Y,Z},$$

for all objects $X, Y, Z$ of $C$. When no confusion arises, we may write $C$ for both the underlying category and monoidal category $(C, \otimes, 1_C, c_C)$ and omit the subscript $C$ when it is implicit. A monoidal category, in our sense, is elsewhere called a strict, symmetric monoidal category.

A monoidal functor is a tuple $(F, \eta, \alpha)$ where $F : C \to D$ is a functor, $C, D$ are monoidal categories, $\eta : F \circ T_C \Rightarrow T_D \circ (F \times F)$ is a natural transformation and $\alpha : F(1_C) \to 1_D$ is an isomorphism such that

$$\eta_{Y,X} \circ F(c_{X,Y}) = c_{FX,FY} \circ \eta_{X,Y}, \quad \text{id}_{FX} \otimes (\alpha \circ \eta_{X,Y}) = \text{id}_{FX},$$

$$(\eta_{X,Y} \otimes \text{id}_{FZ}) \circ \eta_{X \otimes Y,Z} = (\text{id}_{FX} \otimes \eta_{Y,Z}) \circ \eta_{X,Y \otimes Z}.$$

The monoidal functor is strict if $F(X \otimes Y) = FX \otimes FY$ and $\eta_{X,Y} = \text{id}_{FX \otimes FY}$ for all objects $X, Y$ of $C$, $F1 = 1$ and $\alpha = \text{id}_1$. A monoidal functor, in our sense, is elsewhere called a non-strict symmetric monoidal functor.

Let $C, D$ be monoidal categories and let

$$F = (F, \eta, \alpha), F' = (F', \eta', \alpha') : C \to D$$

be monoidal functors. A monoidal natural transformation $\epsilon : F \Rightarrow F'$ is a natural transformation of the underlying functors $F \Rightarrow F'$ such that $\epsilon_1 = (\alpha')^{-1} \circ \alpha$ and

$$\eta'_{X,Y} \circ \epsilon_{X \otimes Y} = \epsilon_X \otimes \epsilon_Y \circ \eta_{X,Y},$$

for all objects $X, Y$.

As in the following examples and throughout, we use monoidal categories in place of their familiar, non-strict, counterparts when convenient. This is without loss of generality, by Maclane’s Coherence Theorem (see e.g. [Mac2]).

**Example 2.1.1.** For finite-dimensional vector spaces $U, V$ over $\mathbb{K}$, write $U \otimes V$ for the usual tensor product. Define $c_{U,V} : U \otimes V \to V \otimes U$, by $u \otimes v \mapsto v \otimes u$ for all $u \in U$ and $v \in V$, and let $1$ denote a one-dimensional vector space. Let $\text{Vect}_K$ denote the category of finite-dimensional vector spaces and linear maps over $\mathbb{K}$, modulo the identification

$$U \otimes (V \otimes W) = (U \otimes V) \otimes W$$

for all objects $U, V$ and $W$. Then $(\text{Vect}_K, \otimes, 1, c)$ is a monoidal category.

**Example 2.1.2.** Recall that a superspace over $\mathbb{K}$ is a $\mathbb{Z}/2\mathbb{Z}$-graded vector space $U = U_0 \oplus U_1$. Elements of $U_0$ and $U_1$ are said to be even and odd, respectively. An element of $U$ is said to be pure if it is either even or odd. For $u \in U_i$, write $\bar{u} = i$ for the parity of $u$. A morphism of superspaces is simply a morphism of vector spaces.
If \( \varphi : U \to V \) is a superspace morphism, then declare \( \varphi \) to be pure and of parity \( \bar{\varphi} \) if
\[
\varphi : U_i \to V_{i+\bar{\varphi}}, \quad i = 0, 1.
\]
Thus the vector space of all superspace morphisms \( U \to V \) becomes itself superspace. Given superspaces \( U,V \), let \( U \otimes V \) denote the tensor product as vector spaces, considered as a superspace with the grading
\[
(U \otimes V)_i = \bigoplus_{j+k=i} U_j \otimes V_k,
\]
and define \( c_{U,V} : U \otimes V \to V \otimes U \) via
\[
c_{U,V} : u \otimes v \mapsto (-1)^{\bar{u}\bar{v}} v \otimes u
\]
(this is the so-called rule of signs). Write \( \mathbb{1} \) for a one-dimensional purely even superspace. Finally, write \( \text{SVect}_K \) for the category of all finite-dimensional superspaces and their morphisms, modulo the identification \([\mathbb{1}]\) for all superspaces \( U, V \) and \( W \). Then \( (\text{SVect}_K, \otimes, \mathbb{1}, c) \) is a monoidal category.

2.2. **Tensor categories.** Let \( C \) be a monoidal category and \( X \) an object of \( C \). A dual of \( X \) is a tuple \( (X^*, \text{ev}_X, \text{coev}_X) \) where \( X^* \) is an object of \( C \) and \( \text{ev}_X, \text{coev}_X \) are morphisms
\[
\text{ev}_X : X^* \otimes X \to \mathbb{1}, \quad \text{coev}_X : \mathbb{1} \to X \otimes X^*,
\]
of \( C \) such that
\[
(2) \quad (\text{id}_X \otimes \text{ev}_X) \circ (\text{coev}_X \otimes \text{id}_X) = \text{id}_X, \quad (\text{ev}_X \otimes \text{id}_{X^*}) \circ (\text{id}_X \otimes \text{coev}_X) = \text{id}_{X^*}.
\]
The category \( C \) is rigid if every object has a dual.

A tensor category is a rigid \( K \)-linear monoidal category such that \( \text{End} \mathbb{1} = K \) and \( - \otimes - \) is a bilinear bifunctor. A (strict) tensor functor is a (strict) monoidal functor that is preadditive.

Let \( \varphi : X \to Y \) be a \( C \)-morphism. Duals \( (X^*, \text{ev}_X, \text{coev}_X) \) and \( (Y^*, \text{ev}_Y, \text{coev}_Y) \) for \( X \) and \( Y \) define a dual morphism \( \varphi^* : Y^* \to X^* \) by
\[
\varphi^* = \text{ev}_Y \circ \text{id}_{Y^*} \circ \text{id}_Y \circ \varphi \circ \text{id}_{X^*} \circ \text{id}_X \circ \text{coev}_X,
\]
and one has that
\[
(3) \quad \text{ev}_X \circ (\varphi^* \otimes \text{id}_X) = \text{ev}_Y \circ (\text{id}_{Y^*} \otimes \varphi), \quad (\text{id}_X \otimes \varphi^*) \circ \text{coev}_X = (\varphi \otimes \text{id}_{Y^*}) \circ \text{coev}_Y.
\]
Now let \( D \) be another monoidal category, and \( F = (F, \eta, \alpha : C \to D \) a monoidal functor. Then the functor \( F \) and the dual for \( X \) in \( C \) define a dual
\[
(4) \quad (F(X^*), \text{ev}_{FX}, \text{coev}_{FX})
\]
for \( F \) in \( D \), where
\[
\text{ev}_{FX} = \alpha \circ F(\text{ev}_X) \circ \eta_{X,X^*}^{-1}, \quad \text{coev}_{FX} = \eta_{X,X^*} \circ F(\text{coev}_X) \circ \alpha^{-1}.
\]

**Example 2.2.1.** For any vector space \( U \) in \( \text{Vect}_K \), let \( U^* \) denote the usual linear dual, and define
\[
\text{ev}_U : U^* \otimes U \to \mathbb{1}, \quad \text{ev}_U : \lambda \otimes u \mapsto \lambda(u),
\]
for all \( \lambda \in U^*, u \in U \). Choose any basis \( \{u_i\} \) of \( U \), let \( \{\lambda_i\} \) denote the basis of \( U^* \) orthonormal to it, and define
\[
\text{coev}_U : \mathbb{1} \to U \otimes U^*, \quad 1 \mapsto \sum_i u_i \otimes \lambda_i,
\]
(this map is independent of the choice of basis). Then \((U^*, ev_U, coev_U)\) is a dual for \(U\), and thus \(\text{SVect}_K\) is a tensor category.

**Example 2.2.2.** For any superspace \(V\) in \(\text{SVect}_K\), write \(U^*\) for the superspace defined by
\[
(U^*)_i = (U_i)^*, \quad i = 0, 1
\]
and define \(ev_U, coev_U\) exactly as in example (1) above, only choosing the basis \(\{u_i\}\) to consist of pure elements. Then \((U^*, ev_U, coev_U)\) is a dual for \(U\), and so \(\text{SVect}_K\) is a tensor category.

The following proposition will be useful later.

**Proposition 2.2.3.** Let \(\mathcal{C}\) be a rigid monoidal category, \(\mathcal{D}\) a monoidal category and
\[
\epsilon : (F, \eta, \alpha) \Rightarrow (F', \eta', \alpha')
\]
a monoidal natural transformation of monoidal functors \(\mathcal{C} \rightarrow \mathcal{D}\). Then \(\epsilon\) is a natural isomorphism, and for all objects \(X\) in \(\mathcal{C}\),
\[
\epsilon_X = ((\epsilon_X^*)^{-1} = (\epsilon_X^{-1})^*
\]
with respect to the duals for \(FX\) and \(F'X\) defined by (4).

**Proof.** Let \(X\) be an object of \(\mathcal{C}\) and \((X^*, ev_X, coev_X)\) a dual for \(X\). With respect to the duals for \(FX\) and \(F'X\) defined by (4), one has
\[
(\epsilon_X)^* = (ev_{F'X} \otimes id_{FX^*}) \circ (id_{FX^*} \otimes \epsilon_X \otimes id_{FX^*}) \circ (id_{FX^*} \otimes coev_{FX})
\]
The second equality of the claim follows from the first by functoriality. We demonstrate the first. Using that \(\epsilon\) is both monoidal and natural, one sees that
\[
(5) \quad ev_{F'X} \circ (\epsilon_X \otimes \epsilon_X) = ev_{FX}, \quad (\epsilon_X \otimes \epsilon_X) \circ coev_{FX} = coev_{F'X}.
\]
Thus
\[
(\epsilon_X)^* \circ \epsilon_X = (\epsilon_X^*) \circ (\epsilon_X \otimes id_1) = (ev_{F'X} \otimes id_{FX^*}) \circ (\epsilon_X \otimes \epsilon_X \otimes id_{FX^*}) \circ (id_{FX^*} \otimes coev_{FX}) = id_{F'X}.
\]
One shows that \(\epsilon_X \circ (\epsilon_X)^* = (id_1 \otimes \epsilon_X^*) \circ (\epsilon_X^*) = id_{F'X}\) in a similar fashion. □

### 2.3. Categorical dimension

Suppose that \(\mathcal{C}\) is a rigid monoidal category. For any object \(X\) of \(\mathcal{C}\) and \(\varphi \in \text{End}_\mathcal{C} X\), define the **categorical trace** \(\text{tr} \varphi\) by
\[
\text{tr} \varphi = ev_X \circ coev_X \circ (\varphi \otimes id_X) \circ coev_X \in \text{End}_\mathcal{C} I,
\]
and define the **categorical dimension** of \(X\) by \(\dim X = \text{tr}(id_X)\). The categorical trace and dimension do not depend upon the choice of dual for \(X\), and are preserved by any monoidal functor. One has, moreover, that
\[
\dim(X \otimes Y) = \dim X \cdot \dim Y,
\]
for all objects \(X, Y\). If \(\mathcal{C}\) is a tensor category, then one has additionally that
\[
\text{tr}_X : \text{End} X \rightarrow \text{End} I = K
\]
is a homomorphism of abelian groups for any object \(X\), and
\[
\dim(X \oplus Y) = \dim X + \dim Y,
\]
whenever the biproduct of objects \(X\) and \(Y\) exists.
Example 2.3.1. The categorical trace and dimension in $\text{Vect}_K$ coincide with their elementary counterparts.

Example 2.3.2. The categorical trace and dimension in $\text{SVect}_K$ coincide with supertrace and superdimension, respectively. That is, if $\varphi \in \text{End} U$ is an endomorphism in $\text{SVect}_K$, then $\text{tr} \varphi = \text{tr} \varphi_0 - \text{tr} \varphi_1$, where the summands are traces of vector space endomorphisms, and so $\text{dim} U = \text{dim}_K U_0 - \text{dim}_K U_1$, where the summands are vector space dimensions.

When $\mathcal{C} = \text{Vect}_K$ is the category of finite-dimensional vector spaces, categorical trace and dimension coincide with their elementary counterparts. As described in §8.1, when $\mathcal{C} = \text{SVect}_K$ is the category of super vector spaces, the categorical dimension of an object coincides with the superdimension.

2.4. Functor categories. For categories $\mathcal{C}, \mathcal{D}$, define the following categories whose objects are functors $\mathcal{C} \to \mathcal{D}$ of the specified type and whose morphisms are natural transformations of the specified type:

| category                  | $\mathcal{C}, \mathcal{D}$ | functors | nat. trans. |
|---------------------------|-------------------------------|----------|-------------|
| $\mathcal{H} \text{om}(\mathcal{C}, \mathcal{D})$ | any                           | any      | any         |
| $\mathcal{H} \text{om}^\otimes(\mathcal{C}, \mathcal{D})$ | monoidal                      | monoidal | monoidal    |
| $\mathcal{H} \text{om}^+_+(\mathcal{C}, \mathcal{D})$ | preadditive                   | preadditive | any         |
| $\mathcal{H} \text{om}^+\otimes(\mathcal{C}, \mathcal{D})$ | tensor                        | tensor   | monoidal    |
| $\mathcal{H} \text{om}^+\otimes^\text{str}(\mathcal{C}, \mathcal{D})$ | tensor                        | strict tensor | monoidal |

2.5. The additive envelope. Let $\mathcal{C}$ be a preadditive category. An additive envelope of $\mathcal{C}$ is a pair $(\mathcal{C}^{\text{add}}, \iota)$ where $\mathcal{C}^{\text{add}}$ is an additive category and $\iota : \mathcal{C} \to \mathcal{C}^{\text{add}}$ is a fully-faithful preadditive functor such that for any additive category $\mathcal{D}$, the “restriction functor”

\[
\mathcal{H} \text{om}_+(\mathcal{C}^{\text{add}}, \mathcal{D}) \xrightarrow{\sim} \mathcal{H} \text{om}_+(\mathcal{C}, \mathcal{D}), \quad F \mapsto F \circ \iota, \quad (\eta : F \Rightarrow F') \mapsto \eta \iota,
\]

is an equivalence of categories. Thus an additive envelope is unique up to equivalence of categories, when it exists, and the category $\mathcal{C}$ may be identified with a full subcategory of $\mathcal{C}^{\text{add}}$ via the functor $\iota$.

The additive envelope may be constructed as follows. Let $\mathcal{C}^{\text{add}}$ denote the category with objects $X = (X_j)$ given by finite-length tuples of objects from $\mathcal{C}$ and morphisms

$\varphi : (X_j) \to (Y_i), \quad \varphi = (\varphi_{i,j}), \quad \varphi_{i,j} \in \text{Hom}_\mathcal{C}(X_j, Y_i)$,

given by “matrices” of morphisms from $\mathcal{C}$, composed via matrix multiplication, i.e.

\[
(\varphi \circ \psi)_{i,j} = \sum_k \varphi_{i,k} \circ \psi_{k,j}.
\]

Addition of morphisms in $\mathcal{C}^{\text{add}}$ is defined component-wise by addition in $\mathcal{C}$. Concatenation of tuples defines a biproduct on $\mathcal{C}^{\text{add}}$ where the injection and projection maps are matrices built from identity and zero morphisms of $\mathcal{C}$ in a straightforward manner. The empty tuple is a zero object for this biproduct, and so $\mathcal{C}^{\text{add}}$ is an additive category. The functor $\iota : \mathcal{C} \to \mathcal{C}^{\text{add}}$ defined by sending any $\mathcal{C}$-object $X$ to the length-1 tuple $(X)$ and any $\mathcal{C}$-morphism to the $1 \times 1$-matrix $(\varphi)$ is fully-faithful, and is such that the universal property (6) holds. It is straightforward to show that

\[\text{preadditive functors necessarily preserve biproducts, when they exist.}\]
if $\mathcal{C}$ is a tensor category, then $\mathcal{C}^{\text{add}}$ can also be endowed with the structure of a tensor category such that $\iota$ is a tensor functor and for any additive tensor category $\mathcal{D}$,

$$\mathcal{H}om^\otimes_+(\mathcal{C}^{\text{add}}, \mathcal{D}) \xrightarrow{\sim} \mathcal{H}om^\otimes_+(\mathcal{C}, \mathcal{D}), \quad F \mapsto F \circ \iota, \quad (\eta : \mathcal{F} \Rightarrow \mathcal{F}') \mapsto \eta,$$

is an equivalence of categories.

2.6. **Splittings of Idempotents & the Karoubi envelope.** Let $\mathcal{C}$ be a category, $X$ an object of $\mathcal{C}$ and $e^2 = e \in \text{End}_\mathcal{C}(X)$; one says that $e$ is an *idempotent* of $\mathcal{C}$. A *splitting* of $e$ is a tuple $(\im e, \iota_e, \pi_e)$ where $\im e$ is an object of $\mathcal{C}$ and

$$\iota_e : \im e \to X, \quad \pi_e : X \to \im e,$$

are morphisms of $\mathcal{C}$ such that

1. $e = \iota_e \circ \pi_e$,
2. $\id_{\im e} = \pi_e \circ \iota_e$.

One says that the idempotent $e$ *splits*, and calls $\im e$ the *image* of $e$. Given $e^2 = e$ and any tuple satisfying part (1), part (2) is equivalent to $\iota_e$ and $\pi_e$ being mono- and epi-morphisms, respectively.

A category is said to be *Karoubi* if every idempotent of the category splits. A *Karoubi envelope* of a category $\mathcal{C}$ is a tuple $(\mathcal{C}^{\text{kar}}, \iota)$ where $\mathcal{C}^{\text{kar}}$ is Karoubi and $\iota : \mathcal{C} \to \mathcal{C}^{\text{kar}}$ is a fully-faithful functor such that for any Karoubi category $\mathcal{D}$, the "restriction functor"

$$\mathcal{H}om(\mathcal{C}^{\text{kar}}, \mathcal{D}) \xrightarrow{\sim} \mathcal{H}om(\mathcal{C}, \mathcal{D}), \quad F \mapsto F \circ \iota, \quad (\eta : \mathcal{F} \Rightarrow \mathcal{F}') \mapsto \eta,$$

is an equivalence of categories. Thus a Karoubi envelope is unique up to equivalence of categories, when it exists, and the category $\mathcal{C}$ may be identified with a full subcategory of $\mathcal{C}^{\text{kar}}$ via the functor $\iota$.

The Karoubi envelope of any category $\mathcal{C}$ can be constructed as follows. Let $\mathcal{C}^{\text{kar}}$ denote the category whose objects are tuples $(X, e)$ where $X$ is an object of $\mathcal{C}$ and $e \in \text{End}_\mathcal{C}(X)$ is an idempotent, and morphisms

$$\mathcal{H}om_{\mathcal{C}^{\text{kar}}}(X, e), (Y, f) = \{ \varphi \in \mathcal{H}om(\mathcal{C}, Y) | f \circ \varphi = \varphi = \varphi \circ e \}. $$

Write $\varphi_0$ for $\varphi : (X, e) \to (Y, f)$ considered as a morphism of $\mathcal{C}$. Then $\mathcal{C}^{\text{kar}}$-morphisms $\varphi, \psi$ are equal if and only if they have the same source and target in $\mathcal{C}^{\text{kar}}$ and $\varphi_0 = \psi_0$. The composition of morphisms in $\mathcal{C}^{\text{kar}}$ is inherited from $\mathcal{C}$, that is, $\varphi \circ \psi$ is defined by the source of $\psi$, the target of $\varphi$, and $(\varphi \circ \psi)_0 = \varphi_0 \circ \psi_0$; one has that $(\id_{(X, e)})_0 = e$. Any idempotent $\varphi \in \text{End}_{\mathcal{C}^{\text{kar}}}(X, e)$ has a splitting $(\im \varphi, \iota_\varphi, \pi_\varphi)$ defined by $\im \varphi = (X, \varphi)$ and $(\iota_\varphi)_0 = (\pi_\varphi)_0 = \varphi_0$. Thus $\mathcal{C}^{\text{kar}}$ is a Karoubi category. The functor $\iota : \mathcal{C} \to \mathcal{C}^{\text{kar}}$ defined by $\iota(X) = (X, \id_X)$ and $(\iota(\varphi))_0 = \varphi$ is fully-faithful, fully-faithful, and is such that the universal property [5] holds. It can be shown that if $\mathcal{C}$ is a tensor category, then $\mathcal{C}^{\text{kar}}$ can also be endowed with the structure of a tensor category such that $\iota$ is a tensor functor and for any Karoubi tensor category $\mathcal{D}$

$$\mathcal{H}om^\otimes_+(\mathcal{C}^{\text{kar}}, \mathcal{D}) \xrightarrow{\sim} \mathcal{H}om^\otimes_+(\mathcal{C}, \mathcal{D}), \quad F \mapsto F \circ \iota, \quad (\eta : \mathcal{F} \Rightarrow \mathcal{F}') \mapsto \eta,$$

is an equivalence of categories. Moreover, if $\mathcal{C}$ is an additive tensor category, then so is $\mathcal{C}^{\text{kar}}$.

Idempotents $e, e'$ of a ring are said to be *orthogonal* if $ee' = e'e = 0$. An idempotent is said to be *primitive* if it is non-zero and can not be written as the
isomorphism, all indecomposables are so obtained.

Lemma 2.6.1. Let $C$ be a $K$-linear Karoubi category and let $X$ an object of $C$. Then $X$ is indecomposable if and only if $\text{id}_X$ is a primitive idempotent.

Proposition 2.6.2. Let $C$ denote a category considered as a full subcategory of its Karoubi envelope $C^{\text{Kar}}$, and choose splittings for the idempotents of $C$. Then any object of $C^{\text{Kar}}$ is isomorphic to the image of an idempotent of $C$.

Proof. The claim is true of the Karoubi envelope constructed explicitly above, with its constructed splittings. Moreover, this Karoubi envelope is equivalent to any other Karoubi envelope of $C$ via a functor compatible with the identifications of $C$ as a full subcategory and the choices of splittings.

2.7. Krull-Schmidt categories. A $K$-linear Krull-Schmidt category is a category that is $K$-linear, additive and Karoubi, with finite-dimensional Hom-spaces. Thus, if $C$ is any $K$-linear category with finite-dimensional Hom-spaces, then the Karoubi envelope of the additive envelope $(C^{\text{add}})^{\text{Kar}}$ is an example of a $K$-linear Krull-Schmidt category. Recall that an object $X$ of a preadditive category $C$ is indecomposable if for any biproduct decomposition $X = X_1 \oplus X_2$ with associated maps $\iota_1 : X_1 \to X, \pi_1 : X \to X_1$, there exists $i \in \{1, 2\}$ with $\iota_i \circ \pi_i = 0 \in \text{End} X$. As indicated by the following proposition, objects in Krull-Schmidt categories possess essentially unique biproduct decompositions into indecomposable summands, as in the familiar case of finitely-generated modules over a finite-dimensional algebra.

Proposition 2.7.1. Let $C$ be a $K$-linear category considered as a full subcategory of its Karoubi envelope $C^{\text{Kar}}$, let $A$ be an object of $C$ and $e, e', e'' \in \text{End}_C A$ be idempotents with splittings chosen in $C^{\text{Kar}}$. Then:

1. $\text{im} e$ is indecomposable if and only if $e$ is a primitive idempotent, and up to isomorphism, all indecomposables are so obtained.
2. If $e = e' + e''$ and $e', e''$ are orthogonal, then $\text{im} e \cong \text{im} e' \oplus \text{im} e''$.
3. Suppose further that $\text{End}_C A$ is finite dimensional. Then $\text{im} e \cong \text{im} e'$ if and only if $e$ and $e'$ are conjugate in $\text{End}_C A$.

Proof. To prove part (1), suppose that $e = e' + e''$ is a sum of orthogonal idempotents in $C$. Then, since $C^{\text{Kar}}$ is $K$-linear,

$$\pi_e \circ e \circ \iota_e = \pi_e \circ e' \circ \iota_e + \pi_e \circ e'' \circ \iota_e.$$ (10)

If, instead, $\text{id}_{\text{im} e} = f' + f'' \in \text{End} \text{im} e$ is a sum of orthogonal idempotents, then similarly

$$\iota_e \circ \text{id}_{\text{im} e} \circ \pi_e = \iota_e \circ f' \circ \pi_e + \iota_e \circ f'' \circ \pi_e,$$ (11)

since $C^{\text{Kar}}$ is $K$-linear. By the splittings relations (2.6), equations (10) and (11) give decompositions of $\text{id}_{\text{im} e}$ and $e$, respectively, as sums of orthogonal idempotents. Moreover, the substitution of the summands of (10) for $f', f''$ in (11) yields the original decomposition $e = e' + e''$, and inversely. Thus there is a bijective correspondence between orthogonal idempotent decompositions of $e$ in $C$ and $\text{id}_{\text{im} e}$ in $C^{\text{Kar}}$ that is linear in both summands. Thus the claim follows from lemma 2.6.1 and proposition 2.6.2.

Part (2) follows immediately from $C^{\text{Kar}}$ being both $K$-linear and Karoubi and the definition of a biproduct.
To prove part (3), suppose that $\varphi \in \text{End}_C(A)$ and $e' = \varphi e \varphi^{-1}$. Then
\[
\pi_{e'} \circ \varphi \circ \iota_e : \text{im } e \to \text{im } e'
\]
is an isomorphism with inverse $\pi_e \circ \varphi^{-1} \circ \iota_{e'}$. Conversely, suppose that $\Phi : \text{im } e \to \text{im } e'$ is an isomorphism. Then the map
\[
(\text{End } A)e' \to (\text{End } A)e : \alpha \mapsto \alpha \circ \iota_{e'} \circ \Phi \circ \pi_e \circ e
\]
is an isomorphism of left End $A$-modules with inverse
\[
\beta \mapsto \beta \circ \iota_e \circ \Phi^{-1} \circ \pi_{e'} \circ e'
\]
by the splitting relations\(^2\). Since End $A$ is a finite-dimensional algebra, it follows that $e$ and $e'$ are conjugate. \(\square\)

Recall that a ring $R$ is semiperfect if $R/J$ is semisimple and idempotents of $R/J$ lift to $R$, where $J = J(R)$ denotes the radical. In particular, any finite-dimensional algebra is semiperfect (see e.g. [AF]).

**Proposition 2.7.2.** Let $C$ be a preadditive category and $X$ an object of $C$. Then

1. If $\text{End } X$ is local, then $X$ is indecomposable.
2. Suppose further that $C$ is Karoubi and $\text{End } X$ is semiperfect. Then if $X$ is indecomposable, then $\text{End } X$ is local.

**Proof.** Suppose that $X = X_1 \oplus X_2$ and write $\iota_i : X_i \to X$, $\pi_i : X \to X_i$ for the morphisms defining the biproduct decomposition. Then $e_i = \pi_i \circ \iota_i$ is an idempotent in $\text{End } X$ for $i = 1, 2$. As $\text{End } X$ is local, it has no non-trivial idempotents. Hence $e_1 = 0$ or $e_2 = 0$.

Suppose that $C$ is Karoubi, that $X$ is indecomposable and that $R = \text{End } X$ is semiperfect. Then the ring $R/J$ is semisimple, that is, is a semisimple module over itself. Since idempotents in $C$ split, $R = \text{End } X$ has no non-trivial idempotents, and since $R$ is semiperfect, the same is true of $R/J$. Hence $R/J$ is a simple module over itself, as any non-trivial summand defines a non-trivial idempotent of $R/J$. Thus $J$ is a maximal left ideal of $R$. But $J$ is the intersection of all maximal left ideals of $R$, so $J$ is the unique maximal left ideal. Therefore $R$ is local. \(\square\)

**Corollary 2.7.3.** Let $C$ be a $K$-linear Krull-Schmidt category and let $X$ be an object of $C$. Then $X$ is indecomposable if and only if $\text{End } X$ is local.

**Proposition 2.7.4.** Let $C$ be a $K$-linear Krull-Schmidt category, $D$ a preadditive category and $F : C \to D$ a full preadditive functor. Then $FX$ is indecomposable object of $D$ if $X$ is an indecomposable object of $C$. Moreover, if $X, Y$ are indecomposable objects of $C$ such that $FX, FY$ are non-zero isomorphic objects of $D$, then $X \cong Y$.

**Proof.** The first part follows from corollary\(^3\) since homomorphic images of local rings are local. To prove the second part, suppose that $X, Y$ are indecomposable objects of $C$ and that $FX \cong FY$ are non-zero in $D$. As $F$ is full, there exist morphisms $\varphi : X \to Y$, $\psi : Y \to X$ such that $F(\psi \circ \varphi) = \text{id}_{FX}$. Thus $\alpha = \psi \circ \varphi$ is not nilpotent. Hence $\alpha \not\in J$, where $J$ is the radical of the finite-dimensional algebra $\text{End } X$. As $\text{End } X$ is local, $J$ is the unique maximal left ideal, so it follows that $(\text{End } X)\alpha = \text{End } X$. Let $\beta \in \text{End } X$ be such that $\beta \circ \alpha = \beta \circ \psi \circ \varphi = \text{id}_X$. Then

\(^3\)Recall that if $A$ is a finite-dimensional algebra, then idempotents $e, e' \in A$ are conjugate if and only if $\Lambda e \cong \Lambda e'$ as left $\Lambda$-modules.
$\varphi \circ \beta \circ \psi$ is a non-zero idempotent in the local algebra $\text{End} Y$, hence is equal to $\text{id}_Y$. Thus $X \cong Y$. □

2.8. The additive Grothendieck ring $R_C$. Let $\mathcal{C}$ denote a $K$-linear Krull-Schmidt category, let $\mathbb{Z}[\mathcal{C}]$ denote the free $\mathbb{Z}$-module generated by the isomorphism classes of the objects of $\mathcal{C}$, and let $(\cdot, \cdot)_c$ denote the bilinear form on $\mathbb{Z}[\mathcal{C}]$ defined by bilinear extension of the rule

$$(\{U\}, \{V\})_c = \dim_K \text{Hom}_C(U, V).$$

Write $R_C$ for the quotient of $\mathbb{Z}[\mathcal{C}]$ by the relations

$$(A \oplus B) - [A] - [B]$$

for all objects $A, B$ in $\mathcal{C}$. Thus $R_C$ is the free $\mathbb{Z}$-module generated by the isoclasses of the indecomposable objects of $\mathcal{C}$. Since

$$\text{Hom}(A \oplus A', B) \cong \text{Hom}(A, B) \oplus \text{Hom}(A', B),$$

and similarly in the second argument, the defining relations of $R_C$ are contained in the left and right radicals of the bilinear form. By abuse of notation, we use the same notation for the bilinear form induced in this way on $R_C$.

We call $R_C$ the additive Grothendieck group of $\mathcal{C}$. Note that in the case where $\mathcal{C}$ is semisimple, $R_C$ is the ordinary Grothendieck group and the bilinear form is non-degenerate with an orthonormal basis given by the isomorphism classes of the simple objects.

Now suppose that $\mathcal{C}$ is a $K$-linear Krull Schmidt tensor category. For any object $A$ of $\mathcal{C}$, the functors $- \otimes A$ and $A \otimes -$ are preadditive, and so setting $[A][B] = [A \otimes B]$ for all objects $A, B$ of $\mathcal{C}$ defines a bilinear multiplication on $R_C$. This multiplication is commutative, since $\mathcal{C}$ carries a symmetric braiding, and has unit $[1]$. Thus $R_C$ is a commutative ring, called the additive Grothendieck ring of $\mathcal{C}$. The duality on $\mathcal{C}$ defines an involutive ring automorphism $*$ of $R_C$ via $[A]^* = [A^*]$ for all objects $A$ of $\mathcal{C}$. As duality defines a contravariant endofunctor, one has

$$(\{A\}, \{B\})_c = ((B^*), (A^*))_c$$

for all objects $A, B$. Moreover, the Hom-set adjunction

$$\text{Hom}(A \otimes B, C) \cong \text{Hom}(A, C \otimes B^*)$$

(an immediate consequence of equations (2)) gives the invariance relation

$$([A][B], [C]) = ([A], [C][B]^*)$$

for all objects $A, B, C$.

3. The category $\text{Rep}(GL_\delta)$

In this section we define Deligne’s tensor category $\text{Rep}(GL_\delta)$ and prove that it satisfies a certain universal property (see Proposition 3.5.1). To define $\text{Rep}(GL_\delta)$ we first diagrammatically define a smaller “skeleton category.” We then take the additive envelope (§2.5) followed by the Karoubi envelope (§2.6) of this skeleton category to get $\text{Rep}(GL_\delta)$. To start, we introduce the diagrams we will use to define the skeleton category.
3.1. **Words and diagrams.** Suppose \( w \) and \( w' \) are finite (possibly empty) words in two letters denoted \( \bullet \) (black letter) and \( \circ \) (white letter). A \((w, w')\)-diagram is a graph which satisfies the following conditions:

(i) The vertices are positioned in two (possibly empty) horizontal rows.
(ii) Each vertex is drawn as either \( \bullet \) or \( \circ \) so that the bottom (resp. top) row of vertices is the word \( w \) (resp. \( w' \)).
(iii) Each vertex is adjacent to exactly one edge.
(iv) An edge is adjacent to both a black and a white vertex if and only if the vertices adjacent to that edge are either both in the top row or both in the bottom row.

An edge in a \((w, w')\)-diagram is called a **propagating edge** if it is adjacent to a vertex in the top row and a vertex in the bottom row.

**Example 3.1.1.** (1) Let \( 1 \) denote the empty word. The empty graph is the unique \((1, 1)\)-diagram. On the other hand, there are two \((\bullet \circ \circ, 1)\)-diagrams:

(2) There are six \((\bullet \circ \circ \bullet, \bullet \circ)\)-diagrams:

Each of the top four \((\bullet \circ \circ \bullet, \bullet \circ)\)-diagrams have two propagating edges, whereas the bottom two have no propagating edges.

**Remark 3.1.2.** Suppose \( w \) (resp. \( w' \)) is a word with \( r \) (resp. \( r' \)) black letters and \( s \) (resp. \( s' \)) whites letters. It is easy to show that a \((w, w')\)-diagram exists if and only if \( r + s' = r' + s \), in which case the number of \((w, w')\)-diagrams is \((r + s')!\).

Suppose \( w, w' \), and \( w'' \) are finite words in the letters \( \bullet \) and \( \circ \). Given a \((w, w')\)-diagram \( X \) and a \((w', w'')\)-diagram \( Y \), we let \( Y \star X \) denote the graph obtained by stacking \( Y \) atop \( X \) so that the top row of vertices of \( X \) are identified with the bottom row of vertices of \( Y \). Next, we let \( Y \cdot X \) denote the \((w, w'')\)-diagram obtained by restricting \( Y \star X \) to its top and bottom rows of vertices. Finally, let \( \ell(X, Y) \) denote the number of cycles in \( Y \star X \) (i.e. the number of connected components of \( Y \star X \) minus the number of connected components of \( Y \cdot X \)). For example, if

\[
X = \quad \text{and} \quad Y =
\]

then \( Y \star X = \)

Thus \( Y \cdot X = \) and \( \ell(X, Y) = 2 \).
3.2. The skeleton category. Fix $\delta \in K$. Using the setup from 3.1 we can now define the skeleton category $\text{Rep}_0(GL_\delta)$.

**Definition 3.2.1.** The category $\text{Rep}_0(GL_\delta)$ has

- Objects: finite words in the letters $\bullet$ and $\circ$.
- Morphisms: $\text{Hom}(w, w')$ is the $K$-vector space on basis $\{(w, w')\}$-diagrams.
- Composition: $\text{Hom}(w', w'') \times \text{Hom}(w, w') \to \text{Hom}(w, w'')$ sending $(f, g) \mapsto fg$ is the $K$-bilinear map satisfying $YX = \delta(Y, X)Y \cdot X$ whenever $X$ is a $(w, w')$-diagram and $Y$ is a $(w', w'')$-diagram.

To show $\text{Rep}_0(GL_\delta)$ is indeed a category, it is easy to check that composition in $\text{Rep}_0(GL_\delta)$ is associative. Also, if $w$ is a finite word in $\bullet$ and $\circ$, then the $(w, w)$-diagram with each vertex in the bottom row adjacent to the vertex directly above it is the identity morphism in $\text{End}(w)$. For example,

\[
\text{id}_{\circ \circ \circ \circ \circ} = \bullet \circ \circ \circ \circ \circ .
\]

3.3. Tensor category structure of $\text{Rep}_0(GL_\delta)$. We will now equip $\text{Rep}_0(GL_\delta)$ with the structure of a tensor category in the sense of 2.2.

**Definition 3.3.1.** The bifunctor $- \otimes - : \text{Rep}_0(GL_\delta) \times \text{Rep}_0(GL_\delta) \to \text{Rep}_0(GL_\delta)$ is defined as follows:

- On objects: Set $w_1 \otimes w_2 = w_1 w_2$ (concatenation of words) for any objects $w_1$ and $w_2$ in $\text{Rep}_0(GL_\delta)$.
- On morphisms: Assume $w_i$ and $w'_i$ are finite words in $\bullet$ and $\circ$, and $X_i$ is a $(w_i, w'_i)$-diagram for $i = 1, 2$. Let $X_1 \otimes X_2$ denote the $(w_1 w_2, w'_1 w'_2)$-diagram obtained by placing $X_1$ directly to the left of $X_2$. Now extend $K$-linearly in both arguments to define tensor products of arbitrary morphisms in $\text{Rep}_0(GL_\delta)$.

Let $c_{w_1, w_2} : w_1 \otimes w_2 \to w_2 \otimes w_1$ be the $(w_1 w_2, w_2 w_1)$-diagram such that the vertex in the bottom row corresponding to the $i$th letter in $w_1$ (resp. $w_2$) is adjacent to the vertex in the top row corresponding to the $i$th letter in $w_1$ (resp. $w_2$). For example,

\[
c_{\circ \circ \circ \circ \circ} = \text{Diagram}.
\]

It is easy to see that Definition 3.3.1 gives $\text{Rep}_0(GL_\delta)$ the structure of a monoidal category with unit object $1$ (the empty word) and symmetric braiding $c$.

Next, we will show that $\text{Rep}_0(GL_\delta)$ is rigid. To do so, given a finite word $w$ in $\bullet$ and $\circ$ let $w^*$ denote the word obtained from $w$ by replacing all black letters with white letters and vice versa. Now define the morphism $\text{ev}_w : w^* \otimes w \to 1$ (resp. $\text{coev}_w : 1 \to w \otimes w^*$) to be the $(w^* w, 1)$-diagram (resp. $(1, w w^*)$-diagram) such that the $i$th letter in $w^*$ is adjacent to the $i$th letter in $w$ for all $i$. For example,

\[
\text{ev}_{\circ \circ} = \text{Diagram} \quad \text{and} \quad \text{coev}_{\circ \circ} = \text{Diagram}.
\]

It is easy to check that $\text{ev}_w$ and $\text{coev}_w$ make $w^*$ a dual to $w$. Since $\text{End}(1) = K$ and $- \otimes -$ is bilinear, it follows that $\text{Rep}_0(GL_\delta)$ is a tensor category.
3.4. Universal property of $\text{Rep}_0(\text{GL}_\delta)$. Following [2.3] we can compute the categorical dimension of any object in $\text{Rep}_0(\text{GL}_\delta)$. In particular,

$$\dim(\bullet) = \text{ev}_\bullet \circ \circ \circ \text{coev}_\bullet = \delta$$

where the last equality follows from the fact that

$$\text{ev}_\bullet \circ \circ \circ \text{coev}_\bullet = \delta$$

$\text{Rep}_0(\text{GL}_\delta)$ is characterized as the universal tensor category generated by an object of dimension $\delta$ and its dual [Del1]. More precisely, it possesses the following universal property:

**Proposition 3.4.1.** Given a tensor category $\mathcal{T}$, let $\mathcal{T}_\delta$ denote the category of $\delta$-dimensional objects in $\mathcal{T}$ and their isomorphisms. Then the following functor induces an equivalence of categories:

$$\Theta : \text{Hom}^{\otimes-\text{str}}_+(\text{Rep}_0(\text{GL}_\delta), \mathcal{T}) \to \mathcal{T}_\delta$$

$$F \mapsto F(\bullet) \quad (\eta : F \Rightarrow F') \mapsto \eta$$

**Proof.** Since tensor functors preserve categorical dimension, $\Theta(F) = F(\bullet)$ is an object of the category $\mathcal{T}_\delta$, and by Proposition [2.2.3] $\Theta(\eta) = \eta$ is an isomorphism of $F(\bullet)$, hence a morphism of $\mathcal{T}_\delta$. Let $X$ be an object of $\mathcal{T}_\delta$ and let $(X^*, \text{ev}_X, \text{coev}_X)$ be a dual for $X$ in $\mathcal{T}$. Let $w, w'$ be finite words in $\bullet$ and $\circ$. By the coherence theorem for tensor categories (see for instance [Sel] and references therein), the image of any $(w, w')$-diagram under a strict tensor functor is completely determined by the image of

$$(12) \quad \text{id}_\bullet, \text{id}_\circ, \text{ev}_\bullet, \text{coev}_\bullet.$$

Since

$$\text{ev}_X \circ c_{X,X^*} \circ \text{coev}_X = \dim X = \delta,$$

there exists a unique, well-defined, strict tensor functor $F_X : \text{Rep}_0(\text{GL}_\delta) \to \mathcal{T}$ with

$$F_X : \bullet \mapsto X, \quad \circ \mapsto X^*$$

$$\text{ev}_\bullet \mapsto \text{ev}_X, \quad \text{coev}_\bullet \mapsto \text{coev}_X.$$

Thus $\Theta$ is essentially surjective.

We now show that $\Theta$ is full. Let $X, Y$ be objects of $\mathcal{T}_\delta$ and write $F_X, F_Y$ for the functors defined $X, Y$ as above. Suppose now that $\varphi : X \to Y$ is a morphism in $\mathcal{T}_\delta$; so $\varphi$ is invertible. Define a family of isomorphisms

$$\epsilon = (\epsilon_w : F_X(w) \Rightarrow F_Y(w))_w$$

indexed by finite words $w$, by

$$\epsilon_\bullet = \varphi, \quad \epsilon_\circ = (\varphi^{-1})^*$$

and $\epsilon_{w \otimes w'} = \epsilon_w \otimes \epsilon_{w'}$ for all finite words $w, w'$. It remains to show that $\epsilon$ is a natural transformation, that is, for all morphisms $\sigma : w \to w'$ in $\text{Rep}_0(\text{GL}_\delta)$, that $F_Y(\sigma) \circ \epsilon_w = \epsilon_{w'} \circ F_X(\sigma)$. For finite words $w, w'$, we have

$$F_Y(c_{w,w'}) \circ \epsilon_{ww'} = c_{F_Y(w), F_Y(w')} \circ \epsilon_{ww'}$$

$$= \epsilon_{ww'} \circ c_{F_X(w), F_X(w')}$$

$$= \epsilon_{w'w} \circ F_X(c_{w,w'}).$$
Thus, in verifying naturality, the words may be reordered. As $\epsilon$ is monoidal by construction, if suffices to check naturality in the cases where $\sigma$ is one of the four morphisms [12]. The cases of the identity morphisms are trivial. In the cases of the latter two morphisms, the naturality relations are precisely
\[ ev_X = ev_Y \circ (\varphi^{-1})^* \otimes \varphi, \quad \varphi \otimes (\varphi^{-1})^* \circ coev_X = coev_Y, \]
which follow immediately from [3]. Thus $\Theta$ is full.

Finally, suppose that $\epsilon$ is a morphism of $\text{Hom}_+^{\otimes-\text{str}}(\text{Rep}_0(\text{GL}_3), T)$. Since $\epsilon$ is monoidal, it is determined by $\epsilon_\bullet$ and $\epsilon_s$. By Proposition 2.2.3 $\epsilon_s = (\epsilon_\bullet^{-1})^*$, and so $\epsilon$ is determined by $\epsilon_\bullet$ alone. Thus $\Theta$ is faithful.

3.5. Definition of $\text{Rep}(\text{GL}_3)$. Let $\text{Rep}(\text{GL}_3) = (\text{Rep}_0(\text{GL}_3)^{\text{add}})^{\text{kar}}$ denote the Karoubi envelope of the additive envelope of $\text{Rep}_0(\text{GL}_3)$, as per §2.5 and §2.6. Thus $\text{Rep}_0(\text{GL}_3)$ may be identified with a full subcategory of $\text{Rep}(\text{GL}_3)$, and the tensor category structure of $\text{Rep}(\text{GL}_3)$ extends that of $\text{Rep}_0(\text{GL}_3)$. For every idempotent $e$ of $\text{Rep}_0(\text{GL}_3)$, fix a splitting $(\im e, \epsilon_e, \pi_e)$ of $e$ in $\text{Rep}(\text{GL}_3)$. As a notational convenience, whenever $e \in \text{End} X$ and $f \in \text{End} Y$ are idempotents of objects $X, Y$ of $\text{Rep}_0(\text{GL}_3)$, identify
\[ \text{Hom}_{\text{Rep}(\text{GL}_3)}(\im e, \im f) = f \text{Hom}_{\text{Rep}_0(\text{GL}_3)}(X, Y) e \subset \text{Hom}_{\text{Rep}_0(\text{GL}_3)}(X, Y) \]
via the morphisms $\epsilon_e, \epsilon_f, \pi_e, \pi_f$. For any tensor category $T$, let $\text{Hom}'(\text{Rep}(\text{GL}_3), T)$ denote the full subcategory of $\text{Hom}_+^\otimes(\text{Rep}(\text{GL}_3), T)$ whose objects are those functors whose restriction $\text{Rep}_0(\text{GL}_3) \to T$ yields a strict tensor functor. The category $\text{Rep}(\text{GL}_3)$ has the following universal property (see [De1 Proposition 10.3]).

**Proposition 3.5.1.** Suppose that $T$ is a tensor category and let $T_\delta$ be as in Proposition 3.4.1. Then the following functor induces an equivalence of categories:
\[ \text{Hom}'(\text{Rep}(\text{GL}_3), T) \rightarrow T_\delta \quad F \mapsto F(\bullet) \quad (\eta : F \Rightarrow F') \mapsto \eta_\bullet \]

_Proof._ The universal properties of the additive envelope (7) and Karoubi envelope (9), yield that
\[ \text{Hom}_+^{\otimes}(\text{Rep}(\text{GL}_3), T) \cong \text{Hom}_+^{\otimes}(\text{Rep}_0(\text{GL}_3), T) \]
via the restriction functors there described. As $\text{Hom}_+^{\otimes-\text{str}}(\text{Rep}_0(\text{GL}_3), T)$ is a full subcategory of the latter, the result follows from Proposition 3.4.1  \qed

4. Indecomposable objects in $\text{Rep}(\text{GL}_3)$

The main goal of this section is to classify isomorphism classes of indecomposable objects in $\text{Rep}(\text{GL}_3)$. By Proposition 2.7.1(1), these indecomposable objects correspond to primitive idempotents in endomorphism algebras of $\text{Rep}_0(\text{GL}_3)$. In light of this, we first describe the classification of conjugacy classes of such primitive idempotents.

To start, let us fix some notation. For nonnegative integers $r$ and $s$, let $w_{r,s}$ denote the word with $r$ black letters followed by $s$ white letters:
\[ w_{r,s} = \bullet \cdots \bullet \circ \cdots \circ, \]

\[ r \quad s \]
Using the symmetric braiding it is easy to see that every object in \( \text{Rep}_0(GL_3) \) is naturally isomorphic to \( w_{r,s} \) for some \( r, s \geq 0 \). Hence, we will only consider endomorphisms of the \( w_{r,s} \)'s. We will write \( KB_{r,s}(\delta) \) (or just \( B_{r,s} \)) for the endomorphism algebra \( \text{End}(w_{r,s}) \). The algebras \( B_{r,s} \) are the so-called \textit{walled Brauer algebras} (compare with \([BCH^*], [Koi], [Tur]\)). It is well known that conjugacy classes of primitive idempotents in an algebra \( A \) are in bijective correspondence with isomorphism classes of simple \( A \)-modules\(^4\) which in turn are in bijective correspondence with isomorphisms classes of projective indecomposable \( A \)-modules, hereafter referred to as PIMs (see for example \([Ben]\)). In this correspondence a primitive idempotent \( e \in A \) corresponds to the PIM \( eA \). The isomorphism classes of simples in the walled Brauer algebras are classified in \([CDDM]\). To explain their classification, we first need to recall some properties of (bi)partitions and their relation to symmetric groups.

4.1. (Bi)partitions. A \textit{partition} is a tuple of nonnegative integers \( \alpha = (\alpha_1, \alpha_2, \ldots) \) whose \textit{parts} (i.e. \( \alpha_i \)'s) are such that \( \alpha_i \geq \alpha_{i+1} \) for all \( i > 0 \), and \( \alpha_i = 0 \) for all but finitely many \( i \). We write \( |\alpha| = \sum_{i > 0} \alpha_i \) for the \textit{size} of \( \alpha \) and we write \( \alpha \vdash |\alpha| \). We define the \textit{length} of \( \alpha \), written \( l(\alpha) \), to be the smallest positive integer with \( \alpha_{i+1} = 0 \). We will sometimes write \(( \cdots 2^a \cdot 1^{b} )\) for the partition with \( a \) parts equal to \( i \). It will be convenient for us to identify a partition \( \alpha \) with its \textit{Young diagram} which consists of \( l(\alpha) \) left-aligned rows of boxes, with \( \alpha_i \) boxes in the \( i \)th row (reading from top to bottom). For example,

\[
(5, 2, 2, 1, 1, 0, \ldots) = (5, 2^3, 1^2) = \begin{array}{cccccc}
\begin{array}{cccc}
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{array}
\end{array}
\]

Next, we let \( \alpha^t \) denote the \textit{transpose} of \( \alpha \), i.e. \( \alpha_i^t \) is the number of boxes in the the \( i \)th column of \( \alpha \). For example, \((5, 2^3, 1^2)^t = (6, 4, 1^3) \). Finally, we let \( \mathcal{P} \) denote the set of all partitions.

Elements of \( \mathcal{P} \times \mathcal{P} \) are called \textit{bipartitions}. Given a bipartition \( \lambda \), we let \( \lambda^* \) and \( \lambda^\circ \) denote the partitions such that \( \lambda = (\lambda^*, \lambda^\circ) \). We write \( |\lambda| = (|\lambda^*|, |\lambda^\circ|) \) for the \textit{size} of \( \lambda \) and we write \( \lambda \vdash |\lambda| \). Moreover, we write \( l(\lambda) := l(\lambda^*) + l(\lambda^\circ) \) for the \textit{length} of \( \lambda \). We define a partial order on sizes of bipartitions by declaring that \( (a, b) \leq (c, d) \) whenever \( a \leq c \) and \( b \leq d \). In particular, we write \( |\mu| < |\lambda| \) to mean \( |\mu| \leq |\lambda| \) and \( \mu \neq \lambda \). Additionally, we set \( \lambda^* = (\lambda^*, \lambda^\circ)^* = (\lambda^\circ, \lambda^*) \). We also have a bipartition-version of a Young diagram which we get as follows: first place the Young diagram of \( \lambda^\circ \) atop the Young diagram of \( \lambda^* \) so that the upper left corners are overlapping, then rotate the Young diagram of \( \lambda^\circ \) 180 degrees about its upper left corner. For

---

\(^4\)It will be convenient for us to work with right modules. However, the categories of right and left \( B_{r,s} \)-modules are equivalent via the anti-automorphism on \( B_{r,s} \) given by reading diagrams up rather than down the page.
example, the diagram associated to the bipartition \(((4, 3, 1), (2^2, 1^2))\) is

![Diagram](image)

4.2. Symmetric groups. For a nonnegative integer \(r\), let \(\Sigma_r\) denote the symmetric group on \(r\)-elements, and let \(K\Sigma_r\) denote the corresponding group algebra\(^5\). It is well known that the primitive idempotents in \(K\Sigma_r\) (up to conjugation) are in bijective correspondence with partitions of size \(r\) (see for example [FH]). Given \(\alpha \vdash r\), let \(z_\alpha \in K\Sigma_r\) denote the corresponding primitive idempotent. For example, \(z_{(r)} = \frac{1}{(r)!} \sum_{\sigma \in \Sigma_r} \sigma\) so that the partition \((r)\) corresponds to the trivial \(K\Sigma_r\)-module.

We now connect the theory of symmetric groups with that of the walled Brauer algebras. Regardless of \(\delta\), the walled Brauer algebras \(B_{r,0}\) and \(B_{0,r}\) are isomorphic to the group algebra \(K\Sigma_r\). These isomorphisms are given by

\[
\begin{array}{ccl}
B_{r,0} & \\ \xrightarrow{\sim} & K\Sigma_r & \xrightarrow{\sim} \\
\sigma^* & \leftrightarrow & \sigma \rightarrow \sigma^\circ
\end{array}
\]

where, given \(\sigma \in \Sigma_r\), \(\sigma^*\) (resp. \(\sigma^\circ\)) is the \((w_{r,0}, w_{r,0})\)-diagram (resp. \((w_{0,r}, w_{0,r})\)-diagram) whose \(i\)th bottom vertex is adjacent to its \(\sigma(i)\)th top vertex (reading left to right) for \(1 \leq i \leq r\). For example, if \(\sigma \in \Sigma_5\) is the 3-cycle \(2 \mapsto 3 \mapsto 5 \mapsto 2\), then

\[
\sigma^* = \begin{array}{c}
\text{Diagram}
\end{array}
\quad \text{and} \quad \sigma^\circ = \begin{array}{c}
\text{Diagram}
\end{array}
\]

More generally, given nonnegative integers \(r\) and \(s\), we have an inclusion of algebras \(K[\Sigma_r \times \Sigma_s] \hookrightarrow B_{r,s}\) given by \((\sigma, \tau) \mapsto \sigma^* \otimes \tau^\circ\) for all \(\sigma \in \Sigma_r\), \(\tau \in \Sigma_s\) (here \(K[\Sigma_r \times \Sigma_s]\) denotes the group algebra of the direct product \(\Sigma_r \times \Sigma_s\)). Using this embedding we can consider \(K[\Sigma_r \times \Sigma_s]\) as a subalgebra of \(B_{r,s}\), and we will do so for the rest of the paper.

Now, let \(J \subset B_{r,s}\) denote the \(K\)-span of all \((w_{r,s}, w_{r,s})\)-diagrams with less than \(r + s\) propagating edges. One can show that \(J\) is a two-sided ideal in \(B_{r,s}\) with \(B_{r,s}/J \cong K[\Sigma_r \times \Sigma_s]\) (see [CDDM] Proposition 2.3 and (2))). Hence, we have a surjection of algebras \(\pi : B_{r,s} \twoheadrightarrow K[\Sigma_r \times \Sigma_s]\). It is straightforward to show

\[
\pi(a) = a \quad \text{for all} \quad a \in K[\Sigma_r \times \Sigma_s] \subset B_{r,s}.
\]

4.3. Definition of the idempotent \(e_\lambda\). Given a bipartition \(\lambda \vdash (r,s)\), we set \(z_\lambda := z_{\lambda^*} \otimes z_{\lambda^\circ} \in K[\Sigma_r \times \Sigma_s] \subset B_{r,s}\). Note that \(z_\lambda\) is an idempotent defined up to conjugation. The assignment \(\lambda \mapsto z_\lambda\) induces a bijection between bipartitions of size \((r,s)\) and primitive idempotents in \(K[\Sigma_r \times \Sigma_s]\) (up to conjugation). It is important to notice that while \(z_\lambda\) is a primitive idempotent in \(K[\Sigma_r \times \Sigma_s]\), it will generally not be primitive in the (usually) larger algebra \(B_{r,s}\). Let \(z_\lambda = e_1 + \cdots + e_k\) be a decomposition of \(z_\lambda\) into mutually orthogonal primitive idempotents in \(B_{r,s}\). Then \(\pi(e_1), \ldots, \pi(e_k)\) are mutually orthogonal idempotents in \(K[\Sigma_r \times \Sigma_s]\) whose sum, by [13], is \(z_\lambda\). As \(z_\lambda\) is primitive in \(K[\Sigma_r \times \Sigma_s]\), there is a unique \(i \in \{1, \ldots, k\}\) such

---

\(^5\)By convention, \(\Sigma_0\) denotes the trivial group of size \(0! = 1\), hence we identify \(K\Sigma_0 = B_{0,0} = K\).
that $\pi(e_i) \neq 0$. Set $e_\lambda = e_i$. Again, note that $e_\lambda \in B_{r,s}$ is a primitive idempotent defined up to conjugation.

**Example 4.3.1.** (1) Let $\emptyset$ denote the empty partition $(0,0,\ldots)$. Then $z_\emptyset$ is the identity element of $K\Sigma_0 = B_{0,0}$. Hence, if $\lambda \vdash (r,0)$, then $z_\lambda = z_\lambda^* \otimes \text{id}_1 = z_\lambda^*$. Moreover, since $B_{r,0} = K\Sigma_r$, we also have $e_\lambda = z_\lambda^*$. Similarly, if $\lambda \vdash (0,s)$ then $e_\lambda = z_\lambda^0$. As a special case, $c_{(\emptyset,\emptyset)} = \text{id}_1$ (the empty graph).

(2) Consider the bipartition $(\square,\square)$. $z_\square^* = \text{id}_r$ and $z_\square^0 = \text{id}_s$ which implies $z_{(\square,\square)} = \text{id}_r \otimes \text{id}_s$. If $\delta \neq 0$, then $\text{id}_r \otimes \text{id}_s$ decomposes as $e_1 + e_2$ in $B_{1,1}$ where $e_1$ and $e_2$ are the following orthogonal primitive idempotents:

$$e_1 = \begin{array}{c}
\emptyset
\end{array} \quad \text{and} \quad e_2 = \frac{1}{\delta} \begin{array}{c}
\emptyset
\end{array}.$$  

In this case $\pi(e_1) = \text{id}_r$ and $\pi(e_2) = 0$, hence $c_{(\emptyset,\emptyset)} = e_1$. If $\delta = 0$, then $\text{id}_r \otimes \text{id}_s$ is primitive in $B_{1,1}$, and hence is equal to $c_{(\emptyset,\emptyset)}$.

We close this subsection with the following useful proposition. For a proof, we refer the reader to the proof of a completely analogous statement for $\text{Rep}(S_i)$ found [CQ Proposition 3.8].

**Proposition 4.3.2.** The idempotents $e_\lambda$ are absolutely primitive. In other words, if $K \subset K'$ is a field extension then $e_\lambda \in KB_{r,s}(\delta)$ is primitive when viewed as an idempotent in $K'B_{r,s}(\delta)$.

4.4. **Definition of the idempotent $e_\lambda^{(i)}$.** Next, we explain how to construct new idempotents from the $e_\lambda$'s. Consider the following morphisms:

\begin{align*}
\psi_{r,s} &= (\text{id}_r)^{\otimes r} \otimes \text{coev}_c \otimes (\text{id}_c)^{\otimes s}, \\
\hat{\psi}_{r,s} &= (\text{id}_r)^{\otimes r} \otimes \text{ev}_c \otimes (\text{id}_c)^{\otimes s}, \\
\phi_{r,s} &= (\text{id}_r)^{\otimes r} \otimes ((\text{ev}_r \otimes \text{id}_c)(\text{id}_r \otimes c_{0,0})) \otimes (\text{id}_c)^{\otimes s-1} \quad (s > 0), \\
\hat{\phi}_{r,s} &= (\text{id}_r)^{\otimes r-1} \otimes ((\text{id}_r \otimes \text{ev}_c)(\text{id}_r \otimes \text{id}_c)) \otimes (\text{id}_c)^{\otimes s} \quad (r > 0).
\end{align*}

For example,

$$\psi_{2,3} = \begin{array}{c}
\emptyset
\end{array}, \quad \hat{\psi}_{2,3} = \begin{array}{c}
\emptyset
\end{array},$$

$$\phi_{2,3} = \begin{array}{c}
\emptyset
\end{array}, \quad \hat{\phi}_{2,3} = \begin{array}{c}
\emptyset
\end{array}.$$  

The following identities easily follow from the definitions above:

$$(14) \quad \phi_{r,s}\psi_{r,s} = \text{id}_{w_{r,s}}, \quad \hat{\phi}_{r,s}\psi_{r,s} = \text{id}_{w_{r,s}}, \quad \psi_{r,s}\psi_{r,s} = \delta \text{id}_{w_{r,s}}.$$  

Now, given a bipartition $\lambda \vdash (r,s)$ we set $e_\lambda^{(0)} = e_\lambda$ and define $e_\lambda^{(i)} \in B_{r+i,s+i}$ for $i > 0$ recursively by

$$e_\lambda^{(i)} = \begin{cases}
\frac{1}{\delta}\psi_{r-i-1,s+i-1} e_\lambda^{(i-1)} \phi_{r+i-1,s+i-1} & \text{if } s > 0, \\
\psi_{r+i-1,s+i-1} e_\lambda^{(i-1)} \phi_{r+i-1,s+i-1} & \text{if } s = 0 \text{ and } r > 0, \\
\frac{1}{\delta}\psi_{r-i-1,s+i-1} e_\lambda^{(i-1)} \phi_{r+i-1,s+i-1} & \text{if } \lambda = (\emptyset,\emptyset) \text{ and } \delta \neq 0.
\end{cases}$$
Notice that $e^{(i)}_{\lambda}$ is undefined when $i > 0$, $\lambda = (\emptyset, \emptyset)$ and $\delta = 0$. However, $e^{(i)}_{\lambda}$ is defined (up to conjugation) in all other cases.

**Example 4.4.1.** (1) In Example 4.3.1(1) we found that $e_{(\emptyset, \emptyset)}$ is the empty graph. Hence for $\delta \neq 0$ we have

$$
e^{(1)}_{(\emptyset, \emptyset)} = \frac{1}{\delta} \emptyset, \ne^{(2)}_{(\emptyset, \emptyset)} = \frac{1}{\delta^2} \emptyset, \ne^{(3)}_{(\emptyset, \emptyset)} = \frac{1}{\delta^3} \emptyset, \ldots$$

(2) By Example 4.3.1(1), for any $\delta \in \mathbb{K}$ we have

$$e_{(2), \emptyset} = \frac{1}{2} \begin{bmatrix} \emptyset & + \emptyset \end{bmatrix}.$$ 

Hence $e^{(1)}_{(2), \emptyset} = \frac{1}{2} \begin{bmatrix} \emptyset & + \emptyset \end{bmatrix}$

and $e^{(2)}_{(2), \emptyset} = \frac{1}{2} \begin{bmatrix} \emptyset & + \emptyset \end{bmatrix}$

(3) If $\delta = 0$, then it follows from Example 4.3.1(2) that

$$e_{(\square, \emptyset)} = \emptyset, e^{(1)}_{(\square, \emptyset)} = \emptyset, e^{(2)}_{(\square, \emptyset)} = \emptyset, \ldots$$

On the other hand, if $\delta \neq 0$ then by Example 4.3.1(2)

$$e^{(1)}_{(\square, \emptyset)} = \emptyset, e^{(2)}_{(\square, \emptyset)} = \emptyset.$$ 

It follows from (14) that $e^{(i)}_{\lambda}$ is an idempotent whenever it is defined. Hence, the image of $e^{(i)}_{\lambda}$ is an object in $\text{Rep}(\text{GL}_{\delta}).$

**Proposition 4.4.2.** Given a bipartition $\lambda$, the objects $\text{im} e_{\lambda}$ and $\text{im} e^{(i)}_{\lambda}$ are isomorphic in $\text{Rep}(\text{GL}_{\delta})$ whenever $e^{(i)}_{\lambda}$ is defined.

**Proof.** It suffices to show $\text{im} e^{(i-1)}_{\lambda} \cong \text{im} e^{(i)}_{\lambda}$ whenever $i > 0$. Using (14) it is easy to check that the following table lists mutually inverse morphisms between $\text{im} e^{(i-1)}_{\lambda}$ and $\text{im} e^{(i)}_{\lambda}$ in all desired cases:

| $\psi_{r+i-1, s+i-1} e^{(i-1)}_{\lambda}$ | $\psi_{r+i-1, s+i-1} e^{(i)}_{\lambda}$ | $\psi_{i-1, i-1} e^{(i-1)}_{\lambda}$ | $\psi_{i-1, i-1} e^{(i)}_{\lambda}$ |
|------------------------------------------|--------------------------------------|-----------------------------------|--------------------------------|
| $\psi_{r+i-1, s+i-1} e^{(i-1)}_{\lambda}$ | $\psi_{r+i-1, s+i-1} e^{(i)}_{\lambda}$ | $\psi_{i-1, i-1} e^{(i-1)}_{\lambda}$ | $\psi_{i-1, i-1} e^{(i)}_{\lambda}$ |

| case: |
|-------|
| $s > 0$ |
| $s = 0, r > 0$ |
| $\lambda = (\emptyset, \emptyset), \delta \neq 0$ |

$\square$
Corollary 4.4.3. $e^{(i)}_\lambda$ is absolutely primitive whenever it is defined.

Proof. By Proposition 4.3.2 $e_\lambda$ is absolutely primitive. Thus, by Proposition 2.7.1, $\text{im } e_\lambda \cong \text{im } e^{(i)}_\lambda$ is absolutely indecomposable, which implies $e^{(i)}_\lambda$ is absolutely primitive. \hfill \Box

4.5. Classification of primitive idempotents in walled Brauer algebras.

We are now in position to state the classification of conjugacy classes of primitive idempotents in walled Brauer algebras. The next theorem is merely a translation of the classification of simple modules for walled Brauer algebras [CDDM, Theorem 2.7] to the language of primitive idempotents (see for instance [Ben]).

Theorem 4.5.1. (1) If $r \neq s$ or $\delta \neq 0$ then $\{e^{(i)}_\lambda \mid \lambda \vdash (r-i,s-i), 0 \leq i \leq \min(r,s)\}$ is a complete set of pairwise non-conjugate primitive idempotents in $B_{r,s}$.

(2) If $\delta = 0$ and $r > 0$, then $\{e^{(i)}_\lambda \mid \lambda \vdash (r-i,r-i), 0 \leq i < r\}$ is a complete set of pairwise non-conjugate primitive idempotents in $B_{r,r}$.

Corollary 4.5.2. Primitive idempotents in walled Brauer algebras are absolutely primitive.

Proof. This follows from Theorem 4.5.1 along with Corollary 4.4.3. \hfill \Box

4.6. Classification of indecomposable objects in $\text{Rep}(GL_\delta)$. Given a bipartition $\lambda$, let $L(\lambda)$ denote the image of $e_\lambda$ in $\text{Rep}(GL_\delta)$. Since the primitive idempotent $e_\lambda$ is only defined up to conjugation, $L(\lambda)$ is an indecomposable object in $\text{Rep}(GL_\delta)$ which is defined up to isomorphism. The following proposition concerning $L(\lambda)$ will be used to prove our upcoming classification of indecomposable objects. Since the result will be used later in the paper, we record it separately here:

Proposition 4.6.1. If $\lambda$ and $\mu$ are bipartitions with $\text{Hom}(L(\lambda), L(\mu)) \neq 0$, then $|\lambda^*| + |\mu^*| = |\lambda^v| + |\mu^v|$.\hfill \Box

Proof. $\text{Hom}(L(\lambda), L(\mu)) = \text{Hom}(\text{im } e_\lambda, \text{im } e_\mu) \subset \text{Hom}(w_{|\lambda^*|, |\lambda^v|}, w_{|\mu^*|, |\mu^v|})$, hence the proposition follows from Remark 3.1.2.

Now we are ready to classify indecomposable objects in $\text{Rep}(GL_\delta)$.

Theorem 4.6.2. The assignment $\lambda \mapsto L(\lambda)$ induces a bijection

\[
\begin{array}{c}
\{ \text{bipartitions of arbitrary size} \} \\
\{ \text{nonzero indecomposable objects in } \text{Rep}(GL_\delta), \text{ up to isomorphism} \}
\end{array}
\]

Proof. By Proposition 2.7.1(1) every indecomposable object in $\text{Rep}(GL_\delta)$ is isomorphic to the image of a primitive idempotent endomorphism in $\text{Rep}_0(GL_\delta)$. Since every object in $\text{Rep}_0(GL_\delta)$ is isomorphic to $w_{r,s}$ for some $r, s \geq 0$, it follows that each indecomposable object in $\text{Rep}(GL_\delta)$ is isomorphic to the image of a primitive idempotent in $B_{r,s}$ for some $r, s \geq 0$. Hence, by Theorem 4.5.1 and Proposition 4.4.2 the assignment $\lambda \mapsto L(\lambda)$ is surjective.

Now suppose $\lambda \vdash (r, s)$ and $\mu \vdash (r', s')$ are two bipartitions with $L(\lambda) \cong L(\mu)$. For convenience, assume $r \geq r'$ so that $(r, s) = (r' + i, s' + i)$ for some integer $i \geq 0$ (Proposition 1.6.1). If $\mu = (\emptyset, \emptyset)$, then the existence of an isomorphism $L((\emptyset, \emptyset)) \rightarrow L(\lambda)$ implies that the composition map

\[
(15) \quad \text{Hom}(w_{r,s}, 1) \times \text{Hom}(1, w_{r,s}) \rightarrow B_{0,0}
\]
is nonzero. If $\delta = 0$, then the map $\delta$ is necessarily zero unless $r = s = 0$. Hence, if $\mu = (\varnothing, \varnothing)$ and $\delta = 0$, then $\lambda = (\varnothing, \varnothing)$ too. Now assume $\mu \neq (\varnothing, \varnothing)$ or $\delta \neq 0$ so that $e^{(i)}_\mu$ is defined. By Proposition 4.4.2, $\text{im} e^{(i)}_\mu \cong \text{im} e^{(i)}_\lambda$, which implies $e^{(i)}_\mu$ and $e^{(i)}_\lambda$ are conjugate idempotents in $B_{r,s}$ (Lemma 2.7.1(3)). By Theorem 4.5.1 we have $\lambda = \mu$. Thus the assignment $\lambda \mapsto L(\lambda)$ is injective. \hfill $\Box$

**Remark 4.6.3.** Instead of relying on CDDM, one can prove Theorem 4.6.2 with straightforward modifications of the proof of [CO] Theorem 3.7.

We end this subsection with a couple propositions concerning $L(\lambda)$ which will be useful later.

**Proposition 4.6.4.** Given a bipartition $\lambda \vdash (r, s)$, 

$$L((\lambda^\bullet, \varnothing)) \otimes L((\varnothing, \lambda^\circ)) = \text{im} z_\lambda = L(\lambda) \oplus L(\mu^{(1)}) \oplus \cdots \oplus L(\mu^{(k)})$$

for some bipartitions $\mu^{(1)}, \ldots, \mu^{(k)}$ which have the property $\mu^{(j)} \vdash (r - i_j, s - i_j)$ with $0 < i_j \leq \min(r, s)$ for all $j = 1, \ldots, k$.

**Proof.** First, using Example 4.3.1(1) we have $e^{(\lambda^\bullet, \varnothing)} \otimes e^{(\varnothing, \lambda^\circ)} = z_\lambda \otimes z_\lambda^{\text{hit}} = z_\lambda$ which implies the left equality. For the right equality, notice that by the definition of $e_\lambda$ we can write $z_\lambda = e_\lambda + e_1 + \cdots + e_k$ where $e_\lambda, e_1, \ldots, e_k$ are mutually orthogonal primitive idempotents in $B_{r,s}$. Moreover, $\pi(e_j) = 0$ for all $j = 1, \ldots, k$. By Theorem 4.5.1 there exists a bipartition $\mu^{(j)} \vdash (r - i_j, s - i_j)$ for some $0 \leq i_j \leq \min(r, s)$ such that $e_j$ is conjugate to $e^{(\mu^{(j)})}_\mu$ for all $j = 1, \ldots, k$. It follows that $\pi(e^{(\mu^{(j)})}_\mu) = 0$, which implies $i_j \neq 0$ for each $j = 1, \ldots, k$. Finally, by Propositions 2.7.1(2) and 4.4.2 we are done. \hfill $\Box$

The following example illustrates Proposition 4.6.4.

**Example 4.6.5.** (1) Assume $\delta \neq 0$. Then by Examples 4.3.1(2) and 4.4.1(1) we have the following orthogonal decomposition of $z_{(\varnothing, \varnothing)} = \text{id}_{\varnothing}$ into primitive idempotents: $z_{(\varnothing, \varnothing)} = e_{(\varnothing, \varnothing)}^{(1)}$. Hence $\bullet \otimes = L((\varnothing, \varnothing)) \oplus L((\varnothing, \varnothing))$ in $\text{Rep}(GL_\delta)$.

(2) When $\delta = 0$, $z_{(\varnothing, \varnothing)} = e_{(\varnothing, \varnothing)}$, by Example 4.3.1(2). Hence $\bullet \otimes = L((\varnothing, \varnothing))$ in $\text{Rep}(GL_0)$.

**Proposition 4.6.6.** $L(\lambda)^* = L(\lambda^*)$.

**Proof.** Given $\sigma \in \Sigma_r$, it is easy to check that the dual morphisms $(\sigma^\circ)^* = (\sigma^\circ)^{-1}$ and $(\sigma^\bullet)^* = (\sigma^\bullet)^{-1}$. Given a partition $\alpha \vdash r$, the idempotent $z_{\alpha} \in \mathbb{K} \Sigma_r$ is invariant under the operation $\mathbb{K} \Sigma_r \rightarrow \mathbb{K} \Sigma_r, \sigma \mapsto \sigma^{-1}$. Hence, $z_{\lambda}^* = (z_{\lambda}^{\bullet} \otimes z_{\lambda}^*)^* = z_{\lambda}^* \otimes z_{\lambda}^*$. Hence, up to isomorphism we have

$$(\text{im} z_{\lambda})^* = \text{im}(z_{\lambda})^* = \text{im}(z_{\lambda}^*) \otimes \text{im}(z_{\lambda}^*) = \text{im}(z_{\lambda}^*) \otimes \text{im}(z_{\lambda}^*) = \text{im}(z_{\lambda^*}).$$

The result now follows from Proposition 4.6.4 after inducting on $|\lambda|$. \hfill $\Box$

4.7. **Indecomposable summands of mixed tensor powers.** Let $V$ denote a $\delta$-dimensional object of a tensor category $\mathcal{T}$, let $V^*$ denote a dual for $V$ in $\mathcal{T}$, and write

$$T(r, s) = T_{V, V^*}(r, s) = V^{\otimes r} \otimes V^*^{\otimes s}$$

for the *mixed tensor power* of $V$. The following theorem gives a useful criterion for the fullness of the functor

$$F : \text{Rep}(GL_\delta) \rightarrow \mathcal{T}, \quad F(\bullet) \mapsto V$$
Since the restriction of \((19)\) and \((17)\) where the horizontal maps are given by \(\delta\) and \(\coev\) respectively (this is easily verified using diagram calculus for tensor categories [Sel]). We now prove the second part. A summand \(W\) of \(T(r,s)\) is the image of an idempotent in \(\End_T(T(r,s))\). By part (1), such an idempotent has a pre-image \(e \in E_{r,s}\) under \(F\). Write \(\im e = L(\lambda^{(1)}) \oplus \cdots \oplus L(\lambda^{(k)})\) in \(\Rep(GL_3)\) for some bipartitions \(\lambda^{(i)}\) (see Theorem 4.6.2). Then \(W = F(L(\lambda^{(i)})) \oplus \cdots \oplus F(L(\lambda^{(k)}))\) in \(\mathcal{T}\), and by Proposition 2.7.4 the \(F(L(\lambda^{(i)}))\) are indecomposable. Thus if \(W\) is indecomposable, then \(W = F(L(\lambda^{(i)}))\) for some \(i\).
4.8. Generic semisimplicity of $\text{Rep}(GL_\delta)$. We close this section with the following theorem which tells us exactly when the category $\text{Rep}(GL_\delta)$ is semisimple.

**Theorem 4.8.1.** $\text{Rep}(GL_\delta)$ is semisimple if and only if $\delta$ is not an integer.

**Proof.** The semisimplicity of the walled Brauer algebras is completely determined in [CDDM Theorem 6.3]. In particular, if $\delta \in \mathbb{Z}$ then $B_{r,s}(\delta)$ is not semisimple for some $r$ and $s$. In this case, using Theorem 4.5.1, there exist distinct bipartitions $\lambda \vdash (r-i,s-i)$ and $\mu \vdash (r-j,s-j)$ for some $i, j \geq 0$ with $e^{(i)}_\mu B_{r,s} e^{(i)}_\lambda \neq 0$. Since $e^{(i)}_\mu B_{r,s} e^{(i)}_\lambda = \text{Hom}(\text{im} e^{(i)}_\lambda, \text{im} e^{(i)}_\mu) = \text{Hom}(L(\lambda), L(\mu))$, we are done in case $\delta \in \mathbb{Z}$.

Now assume $\delta \not\in \mathbb{Z}$, and let $\lambda$ and $\mu$ be bipartitions with $\text{Hom}(L(\lambda), L(\mu)) \neq 0$. If $\delta \vdash (r, s)$, then $\mu \vdash (r-i, s-i)$ for some $i$ (Proposition 4.6.1). We proceed under the assumption $i \geq 0$, the case $i \leq 0$ being dual, by Proposition 4.6.6. Then

$$0 \neq \text{Hom}(L(\lambda), L(\mu)) = e^{(i)}_\mu B_{r,s} e^{(i)}_\lambda.$$ 

Since $\delta \not\in \mathbb{Z}$, $B_{r,s}$ is a semisimple algebra, hence (20) can only be true if $e^{(i)}_\lambda$ and $e^{(i)}_\mu$ are conjugate, which implies $\lambda = \mu$ (Theorem 4.5.1). Moreover, the semisimplicity of $B_{r,s}$ implies $\text{End}(L(\lambda)) = e_\lambda B_{r,s} e_\lambda$ is indeed a division algebra. \qed

5. Connection to representations of the general linear group

Fix a nonnegative integer $d$ and consider the category $\text{Rep}(GL_d)$ of finite dimensional representations of the general linear group $GL_d$ over $\mathbb{K}$. In this short section we describe how the categories $\text{Rep}(GL_\delta)$ and $\text{Rep}(GL_d)$ are related. One can view this section as a preview of §7 where we show how $\text{Rep}(GL_\delta)$ is related to representations of general linear supergroups. However, we will see in §7 that formulas for decomposing tensor products in $\text{Rep}(GL_\delta)$ can be obtained by interpolating decomposition formulas in $\text{Rep}(GL_d)$; hence this preview of §7 is also important to the structure of the paper.

5.1. The category $\text{Rep}(GL_d)$. Let $GL_d = GL(d, \mathbb{K})$ denote the general linear group, that is, the group of invertible $d \times d$-matrices with entries from $\mathbb{K}$, and write $V$ for the $d$-dimensional natural module. Let $\text{Rep}(GL_d)$ denote the category of finite-dimensional $GL_d$-modules. The tensor product of $GL_d$-modules defined in the usual way, and $\mathbb{I}$ denoting the trivial one-dimensional module, $\text{Rep}(GL_d)$ becomes a monoidal category as per example 2.1.1. Note that, in particular, we consider the monoidal category $\text{Rep}(GL_d)$ to be strict.

For any object $U$ of $\text{Rep}(GL_d)$, let $U^*$, $ev_U$, $coev_U$ be defined as per example 2.2.1. Recall that $U^*$ is a $GL_d$-module via

$$(x \cdot \phi)(u) = \phi(x^{-1} \cdot u), \quad (x \in GL_d, u \in U, \phi \in U^*)$$

Then $ev_U$, $coev_U$ are $GL_d$-module maps, and so $(U^*, ev_U, coev_U)$ is a dual for $U$ in $\text{Rep}(GL_d)$. Thus $\text{Rep}(GL_d)$ is a tensor category. It is well known that $\text{Rep}(GL_d)$ is semisimple (see, e.g. [FH]). In particular, an object is simple if and only if it is indecomposable.

\footnote{Recall that a $\mathbb{K}$-linear Krull Schmidt category $C$ is semisimple if and only if $\text{End}_C(L)$ is a finite $\mathbb{K}$-dimensional division algebra for all indecomposable objects $L$ and $\text{Hom}_C(L, L') = 0$ for all non-isomorphic indecomposable objects $L, L'$.}
Let $\varepsilon_i$ denote the function that takes any matrix to the its $(i,i)$ entry for $i = 1, \ldots, d$, and let $\Gamma$ denote the set of weights. For $k \in \mathbb{Z}$, letting

$$\Gamma_k = \{ \gamma = \sum_{i=1}^{d} \gamma_i \varepsilon_i | \gamma_i \in \mathbb{Z}, \gamma_1 \geq \cdots \geq \gamma_d, \sum_i \gamma_i = k \},$$

we have $\Gamma = \cap_{k \in \mathbb{Z}} \Gamma_k$. Write $\gamma_i$ for the coefficients of $\gamma \in \Gamma$ with respect to the $\varepsilon_i$.

For $\gamma \in \Gamma$, let $V(\gamma)$ denote the finite-dimensional highest-weight $GL_d$-module of highest-weight $\gamma$. The highest-weight modules classify the indecomposable objects of $\operatorname{Rep}(GL_d)$ up to isomorphism. That is, any indecomposable object of $\operatorname{Rep}(GL_d)$ is isomorphic to $V_\gamma$ for some $\gamma \in \Gamma$, and if $V_\gamma \cong V_{\gamma'}$, then $\gamma = \gamma'$. The weights $\Gamma$ are in bijection with bipartitions $\lambda$ with $l(\lambda) \leq d$, via

$$\operatorname{wt}(\lambda) = \sum_{i > 0} \lambda_i^* \varepsilon_i - \sum_{j > 0} \lambda_{i-d+1}^* \varepsilon_j.$$

Writing $V_\lambda$ for $V_{\operatorname{wt}(\lambda)}$, the isomorphism classes of indecomposable objects in $\operatorname{Rep}(GL_d)$ are thus parameterized by such bipartitions.

For $k \in \mathbb{Z}$, define a partial order $\leq$ on $\Gamma_k$ by declaring

$$\gamma \leq \gamma' \iff \gamma_1 + \cdots + \gamma_k \leq \gamma_1' + \cdots + \gamma_k', \quad k = 1, \ldots, d.$$

If $\gamma \in \Gamma$, then there exists $k$ such that all weights of the highest-weight module $V(\gamma)$ belong to $\Gamma_k$ ($k$ is the rational degree of the module). Thus the set of the weights of $V(\gamma)$ is partially ordered. If $\gamma' \in \Gamma$, then $\gamma' \leq \gamma$.

**Proposition 5.1.1.** Let $\lambda$ be a bipartition with $l(\lambda) \leq d$. Then $(V_\lambda)^* = V_{\lambda^*}$.

**Proof.** Duality defines an endofunctor of $\operatorname{Rep}(GL_d)$. Thus $(V_\lambda)^*$ is indecomposable, so $(V_\lambda)^* \cong V_\mu$ for some bipartition $\mu$ with $l(\mu) \leq d$. It follows immediately from [21] that the dual of a weight space of $V_\lambda$ is a weight space of $(V_\lambda)^*$ with the weight negated. Negation inverts the partial order on weights, so $\operatorname{wt}(\mu)$ is the lowest weight of $V_\lambda$.

Recall that the symmetric group $\Sigma_d$ embeds in $GL_d$ as the permutation matrices. Thus $\Sigma_d$ acts on $V_\lambda$ and hence on its set of weights. If $\sigma$ denotes the longest element of $\Sigma_d$, and $\gamma$ is a weight, then $\sigma^i \gamma = \gamma_{d-i+1}$ for $i = 1, \ldots, d$, and furthermore, $\operatorname{wt}(\nu^*) = \operatorname{wt}(\nu)^\sigma$ for any bipartition $\nu$. Finally, $\sigma$ is an anti-involution of the poset of weights, and so $\operatorname{wt}(\lambda)^\sigma = \operatorname{wt}(\mu)$ is the lowest weight of $V_\lambda$, and so $\mu = \lambda^*$. \qed

**Theorem 5.1.2.** (Compare with [Koi, Theorem 2.4]) Fix bipartitions $\lambda \vdash (r,s)$ and $\mu \vdash (r',s')$ such that $l(\lambda), l(\mu) \leq d$. For each bipartition $\nu$ with $l(\nu) \leq d$ let $\Gamma^\nu_{\lambda,\mu}$ be such that

$$V_\lambda \otimes V_\mu = \bigoplus_{\nu \in \Gamma^\nu_{\lambda,\mu}} V_\nu \otimes \Gamma^\nu_{\lambda,\mu}.$$

Then $\Gamma^\nu_{\lambda,\mu} = 0$ unless the $|\nu| \leq (r + r', s + s')$. Moreover, if $l(\lambda) + l(\mu) \leq d$ then

$$\Gamma^\nu_{\lambda,\mu} = \sum_{\alpha, \beta, \eta, \theta \in \mathcal{P}} \left( \sum_{\alpha, \beta, \eta, \theta \in \mathcal{P}} LR^\lambda_{\eta, \theta} LR^\mu_{\eta, \theta} \right) \left( \sum_{\gamma \in \mathcal{P}} LR^\gamma_{\eta, \theta} LR^\nu_{\eta, \theta} \right) LR^\nu_{\beta, \theta} LR^\lambda_{\beta, \theta},$$

where $LR^\lambda_{\beta, \theta}$ are the Littlewood Richardson coefficients.
5.2. The functor $F_d : \text{Rep}(GL_d) \to \text{Rep}(GL_d)$. Write $F_d : \text{Rep}(GL_d) \to \text{Rep}(GL_d)$ for the tensor functor which sends $\bullet \mapsto V$ defined by Proposition 3.5.1. By classical Schur-Weyl duality (see [Wey]), the $\mathbb{K}$-algebra map $\mathbb{K}\Sigma_p \to \text{End}_{\text{Rep}(GL_d)}(V^{\otimes p})$ defined by the symmetric braiding is surjective, for any $p \geq 0$. Write $T(r,s)$ for the mixed tensor powers of $V$ as per section 4.7. For any $\zeta \in \mathbb{K}$, the central element $\zeta \cdot \text{id} \in GL_d$ acts on $T(r,s)$ by the scalar $\zeta^{r+s}$, so $\text{Hom}_{\text{Rep}(GL_d)}(T(r,s), T(r', s')) = 0$ unless $r + s' = r' + s$. Thus, by Theorem 4.7.1 the functor $F_d$ is full (this is the so-called First Fundamental Theorem of invariant theory) and any indecomposable summand of a mixed tensor powers $T(r,s)$ is isomorphic to $F_d(L(\lambda))$ for some bipartition $\lambda$.

Given a bipartition $\lambda$, we write $W(\lambda) = F_d(L(\lambda))$. In this section we will completely describe $W(\lambda)$. We start by assuming one of $\lambda^\bullet, \lambda^\circ$ is $\varnothing$.

**Proposition 5.2.1.** Assume $\lambda \vdash (r, s)$ with $rs = 0$. If $l(\lambda) \leq d$, then $W(\lambda) = V_{\lambda}$. If $l(\lambda) > d$, then $W(\lambda) = 0$.

**Proof.** First, $\Sigma_r$ acts on $V^{\otimes r}$ by permuting tensors. Since strict tensor functors preserve symmetric braiding, this action coincides with $F_d : \mathbb{K}\Sigma_r \to \text{End}(V^{\otimes r})$. Hence if $r = 0$ then, by Example 4.3.1, $W(\lambda)$ is the image of the idempotent $z_{\lambda^\bullet} \in \mathbb{K}\Sigma_r$ acting on $V^{\otimes r}$. This is precisely Weyl’s construction of $V_{\lambda}$ (see for example [FH]). The case $s = 0$ follows from the case $r = 0$ using Propositions 4.6.6 and 5.1.1.

In fact, Proposition 5.2.1 holds without the assumption that $rs = 0$.

**Theorem 5.2.2.** Suppose $\lambda$ is an arbitrary bipartition. Then

$$W(\lambda) = \begin{cases} V_{\lambda} & \text{if } l(\lambda) \leq d, \\ 0 & \text{if } l(\lambda) > d. \end{cases}$$

**Proof.** We induct on the size of $\lambda$. The base case $\lambda = (\varnothing, \varnothing)$ is clear, so assume $\lambda \vdash (r, s)$ with $rs \neq 0$. By Example 4.3.1 we have $z_{\lambda} = e_{(\lambda^\bullet, \varnothing)} \otimes e_{(\varnothing, \lambda^\circ)}$, from which it follows

$$F_d(\text{im } z_{\lambda}) = W((\lambda^\bullet, \varnothing)) \otimes W((\varnothing, \lambda^\circ)).$$

Also, by Proposition 4.6.4

$$F_d(\text{im } z_{\lambda}) = W(\lambda) \oplus W(\mu^{(1)}) \oplus \cdots \oplus W(\mu^{(k)})$$

where $\mu^{(1)}, \ldots, \mu^{(k)}$ are bipartitions whose sizes are strictly smaller than $r$.

Assume $l(\lambda) \leq d$. Then by (24) and Proposition 5.2.1, $F_d(\text{im } z_{\lambda})$ has a highest weight vector with weight $wt(\lambda)$. On the other hand, since $l(\lambda) \leq d$ there is no cancelation in (22). Hence, by induction, $W(\mu^{(j)})$ does not have a highest weight vector of weight $wt(\lambda)$ for any $j = 1, \ldots, k$. Thus, by (25), $W(\lambda)$ has a highest weight vector with weight $wt(\lambda)$. By Proposition 2.7.4 $W(\lambda)$ is simple and we are done.

Now assume $l(\lambda) > d$. If either $l(\lambda^\bullet)$ or $l(\lambda^\circ)$ is greater than $d$ we are done by Proposition 5.2.1 hence we can assume $l(\lambda^\bullet), l(\lambda^\circ) \leq d$. By Theorem 5.1.2 the highest weights in (24) are all of the form $wt(\nu)$ with $|\nu| \leq (r, s)$. Thus, by induction, $F_d(z_{\lambda})$ decomposes as a direct sum of $W(\nu)'s$ with $|\nu| \leq (r, s)$. Hence, by (25) and Proposition 2.7.4 $W(\lambda) = 0$. \[\square\]
6. THE LIFTING MAP

As before, we fix $\delta \in \mathbb{K}$. Let $t$ be an indeterminate. In this section we construct a ring isomorphism (called the lifting map) between the Grothendieck rings of $\operatorname{Rep}(GL_\delta)$ and $\operatorname{Rep}(GL_t)$. The definition of the lifting map is not an explicit one, however we show in Section 6.4 that values of the lifting map can be computed using combinatorics of certain diagrams introduced by Brundan and Stroppel. We will see later (in Chapter 7) that the lifting map will play a crucial role in our ability to decompose tensor products in $\operatorname{Rep}(GL_\delta)$. We begin by fixing some notation for the Grothendieck rings mentioned above.

6.1. The rings $R_\delta$ and $R_t$. Write $\mathbb{K}(t), \mathbb{K}[[t-\delta]],$ and $\mathbb{K}((t-\delta))$ for the field of fractions in $t$, ring of power series in $t-\delta$, and the field of Laurent series in $t-\delta$ respectively. Then we have the following categories with their corresponding additive Grothendieck rings (see Section 2.5):

| category | additive Grothendieck ring | bilinear form |
|----------|---------------------------|--------------|
| $\operatorname{Rep}(GL_\delta)$ over $\mathbb{K}$ | $R_\delta$ | $(-, -, \delta)$ |
| $\operatorname{Rep}(GL_t)$ over $\mathbb{K}(t)$ | $R_t$ | $(-, -, t)$ |
| $\operatorname{Rep}(GL_t)$ over $\mathbb{K}((t-\delta))$ | $R_{t,\delta}$ | $(-, -, t, \delta)$ |

By Theorem 4.6.2 we can identify the elements of $R_\delta, R_t,$ and $R_{t,\delta}$ with formal $\mathbb{Z}$-linear combinations of bipartitions, and we will do so for the rest of the paper. In particular, the rings $R_\delta, R_t,$ and $R_{t,\delta}$ are clearly isomorphic as abelian groups. However, the multiplication in these rings depends on the parameter.

Example 6.1.1. It is always true that $e_{(\emptyset, \emptyset)} = \text{id}_\emptyset$ and $e_{(\emptyset, \square)} = \text{id}_{\square}$, which implies $L((\emptyset, \emptyset)) = \bullet$ and $L((\emptyset, \square)) = \circ$. Hence $L((\emptyset, \emptyset)) \otimes L((\emptyset, \square)) = \bullet \circ$ always. Thus, it follows from example 4.3.1(2) that

$$(\emptyset, \emptyset)(\emptyset, \square) = (\emptyset, \square), \quad \text{whereas} \quad (\emptyset, \emptyset)(\square, \square) = (\emptyset, \square) + (\emptyset, \emptyset) \in R_t.$$

The next proposition shows that although the multiplication of bipartitions in $R_\delta$ and $R_t$ may differ, the rings $R_t$ and $R_{t,\delta}$ can be identified regardless of $\delta$.

Proposition 6.1.2. (1) The $\mathbb{Z}$-linear map $R_t \to R_{t,\delta}$ with $\lambda \mapsto \lambda$ for each bipartition $\lambda$ is a ring isomorphism.

(2) $\langle \lambda, \mu \rangle_t = \langle \lambda, \mu \rangle_{t,\delta} = \begin{cases} 1 & \text{if } \lambda = \mu, \\ 0 & \text{if } \lambda \neq \mu. \end{cases}$

Proof. (1) Suppose

$$e_\lambda \otimes e_\mu = e_1 + \cdots + e_k$$

is a decomposition of $e_\lambda \otimes e_\mu$ into mutually orthogonal primitive idempotents over $\mathbb{K}(t)$. Then $\lambda \mu = \sum_{\nu} a_{\nu} \nu \in R_t$ where $a_{\nu}$ is the number of summands in $\lambda \mu$ corresponding to the bipartition $\nu$. By Corollary 4.5.2 viewing $\mathbb{K}(t)$ over the larger field $\mathbb{K}((t-\delta)) \supset \mathbb{K}(t)$ still gives an orthogonal decomposition of $e_\lambda \otimes e_\mu$ into primitive idempotents, hence $\lambda \mu = \sum_{\nu} a_{\nu} \nu \in R_{t,\delta}$ too.

(2) By Corollary 4.5.2 we can work over the algebraic closure of $\mathbb{K}(t)$ (resp. $\mathbb{K}((t-\delta))$) to compute $\langle \lambda, \mu \rangle_t$ (resp. $\langle \lambda, \mu \rangle_{t,\delta}$). The result now follows from the fact that $\operatorname{Rep}(GL_t)$ is semisimple over any field containing the indeterminant $t$ (see Theorem 4.8.1). \qed

---

7In other words, $\mathbb{K}((t-\delta))$ is the field of fractions of $\mathbb{K}[[t-\delta]]$. 

With Proposition 6.1.2 in mind, for the rest of the paper we will identify \( R_t, \delta \) with \( R_t \) for every \( \delta \) and write \( R_t \) for both.

### 6.2. The ring map \( \text{lift}_\delta : R_\delta \to R_t \)

Fix a bipartition \( \lambda \vdash (r, s) \) and consider the idempotent \( e_\lambda \in \mathbb{K}B_{r,s}(\delta) \). We can lift \( e_\lambda \) to an idempotent \( \tilde{e} \in \mathbb{K}((t - \delta))B_{r,s}(t) \), i.e. \( \tilde{e} \) is of the form \( \tilde{e} = \sum X a_X X \) with \( a_X \in \mathbb{K}[[t - \delta]] \) for all \((w_{r,s}, w_{r,s})\)-diagrams \( X \), and \( \tilde{e}|_{t=\delta} = e \) (see [CO] Theorem A.2). Now, given another bipartition \( \mu \), let \( D_{\lambda,\mu} = D_{\lambda,\mu}(\delta) \) denote the number of times \( L(\mu) \) occurs in a decomposition of \( \text{im}(\tilde{e}) \) into a direct sum of indecomposables in \( \text{Rep}(G_L) \) over \( \mathbb{K}((t - \delta)) \). One can show that \( D_{\lambda,\mu} \) does not depend on the choice of representative for \( e_\lambda \) or on the choice of \( \tilde{e} \) (compare with [CO] Theorem 3.9). Now, let \( \text{lift}_\delta : R_\delta \to R_t \) be the \( \mathbb{Z} \)-linear map defined on bipartitions by

\[
\text{lift}_\delta(\lambda) = \sum_{\mu} D_{\lambda,\mu} \mu.
\]

**Example 6.2.1.** If \( \lambda \vdash (r, 0) \) then, by Example 4.3.1(1), \( e_\lambda = z_{\lambda, \bullet} \in \mathbb{K}B_{r,0}(0) \). Since \( z_{\lambda, \bullet} \) does not depend on \( \delta \), it can be lifted to \( z_{\lambda, \bullet} = e_\lambda \in \mathbb{K}((t))B_{r,0}(t) \). Hence, \( \text{lift}_\delta(\lambda) = \lambda \) for all \( \lambda \vdash (r, 0) \), \( \delta \in \mathbb{K} \). Similarly, \( \text{lift}_\delta(\lambda) = \lambda \) whenever \( \lambda \vdash (0, s) \).

**Example 6.2.2.**

1. Assume \( \delta = 0 \). By Example 4.3.1(2), \( e_{(\square, \square)} = \text{id}_{\lambda, \bullet} \in \mathbb{K}B_{1,1}(0) \) which lifts to \( \text{id}_{\lambda, \bullet} \in \mathbb{K}((t))B_{1,1}(t) \). By Example 4.6.5(1), \( \bullet \bullet = L((\square, \square)) \oplus L((\emptyset, \emptyset)) \) in \( \text{Rep}(G_L) \). Thus \( \text{lift}_0((\square, \square)) = (\square, \square) + (\emptyset, \emptyset) \).

2. Assume \( \delta \neq 0 \). An explicit expression for \( e_{(\square, \square)} \in \mathbb{K}B_{1,1}(\delta) \) is given in Example 4.3.1(2). Since \( \frac{1}{t} = \sum_{n=0}^{\infty} (-1)^n (t - \delta)^n \in \mathbb{K}[[t - \delta]] \), a lift of \( e_{(\square, \square)} \) is obtained by replacing \( \delta \) with \( t \) in that expression. Hence, \( \text{lift}_\delta((\square, \square)) = (\square, \square) \).

The following theorem lists properties of \( \text{lift}_\delta \) which are very useful for this paper.

**Theorem 6.2.3.**

1. \( \text{lift}_\delta : R_\delta \to R_t \) is a ring isomorphism for every \( \delta \in \mathbb{K} \).
2. \( D_{\lambda,\lambda} = 1 \) for all \( \lambda \). Moreover, \( D_{\lambda,\mu} = 0 \) unless \( \mu = \lambda \) or \( \mu \vdash (|\lambda^\circ|-i, |\lambda^\bullet|-i) \) for some \( i > 0 \).
3. Fix a bipartition \( \lambda \). \( \text{lift}_\delta(\lambda) = \lambda \) for all but finitely many \( \delta \in \mathbb{K} \).
4. \( (\text{lift}_\delta(x), \text{lift}_\delta(y)) = (x, y) \delta \) for all \( x, y \in R_\delta \).

For a proof of Theorem 6.2.3 we refer the reader to [CO] Proposition 3.12 where the analogous statements are proved for \( \text{Rep}(S_t) \).

An important consequence of Theorem 6.2.3 is the following:

**Corollary 6.2.4.** \( (\lambda, \mu)_\delta = \sum_{\nu} D_{\lambda,\nu} D_{\mu,\nu} \) for all bipartitions \( \lambda \) and \( \mu \).

**Proof.**

\[
(\lambda, \mu)_\delta = (\sum_{\nu} D_{\lambda,\nu} \cdot \sum_{\nu'} D_{\mu,\nu'}e_t) \quad \text{(Theorem 6.2.3(4))}
= \sum_{\nu, \nu'} D_{\lambda,\nu} D_{\mu,\nu'}(\nu, \nu')_t \quad \text{(Proposition 6.1.2(2))}
\]

\[ \square \]

### 6.3. The diagrams of Brundan and Stroppel

We will soon show that \( \text{lift}_\delta(\lambda) \) can be computed explicitly using certain diagrams introduced by Brundan and Stroppel [BS2-5]. In this subsection we introduce these diagrams and give a few examples.
As usual, we fix \( \delta \in K \). Given a bipartition \( \lambda \), set
\[
I_\wedge(\lambda) = \{ \lambda_1^*, \lambda_2^* - 1, \lambda_3^* - 2, \ldots \}, \\
I_\lor(\lambda, \delta) = \{ 1 - \delta - \lambda_1^*, 2 - \delta - \lambda_2^*, 3 - \delta - \lambda_3^*, \ldots \}.
\]
Now, let \( x_\lambda = x_\lambda(\delta) \) be the diagram obtained by labeling the integer vertices on the number line according to the following rule: label the \( i \)th vertex by
\[
\begin{cases}
\circ & \text{if } i \notin I_\wedge(\lambda) \cup I_\lor(\lambda, \delta), \\
\wedge & \text{if } i \in I_\wedge(\lambda) \setminus I_\lor(\lambda, \delta), \\
\lor & \text{if } i \in I_\lor(\lambda, \delta) \setminus I_\wedge(\lambda), \\
\times & \text{if } i \in I_\wedge(\lambda) \cap I_\lor(\lambda, \delta).
\end{cases}
\]
For example,
\[
x_{(3,1),(2)}(0) = \ldots \wedge \wedge \wedge \wedge \wedge \lor \lor \lor \lor \lor \ldots, \\
x_{((5,1),(2),(2))}(-1) = \ldots \wedge \wedge \wedge \wedge \times \times \times \times \times \ldots, \\
x_{((2,1),(2)^2)}(3) = \ldots \wedge \times \times \times \times \wedge \wedge \wedge \ldots, \\
x_{((2,1),(5,2))}(\sqrt{2}) = \ldots \wedge \times \times \times \times \wedge \ldots.
\]
Remark 6.3.1. Notice that the integer \( i \) in \( x_\lambda \) is labelled \( \wedge \) for \( i \ll 0 \). Moreover, if \( \delta \in \mathbb{Z} \) (resp. \( \delta \not\in \mathbb{Z} \)) then \( i \) is labelled by \( \lor \) (resp. \( \circ \)) for \( i \gg 0 \). In fact, it is not difficult to show that when \( \delta \in \mathbb{Z} \) there is a bijection between the set of all bipartitions and the set of all diagrams with (1) \( i \) labelled \( \wedge \) for \( i \ll 0 \); (2) \( i \) labelled \( \lor \) for \( i \gg 0 \); and (3) the number of \( \times \)'s minus the number of \( \circ \)'s equal to \( \delta \).

Next, we construct the cap diagram \( c_\lambda = c_\lambda(\delta) \) in the following recursive manner:

**Step 0:** Start with \( x_\lambda \).

**Step \( n \):** Draw a cap connecting vertices \( i \) and \( j \) on the number line whenever (i) \( i < j \); (ii) \( i \) is labelled by \( \lor \) and \( j \) is labelled by \( \wedge \) in \( x_\lambda \); and (iii) each integer between \( i \) and \( j \) in \( x_\lambda \) is either labelled by \( \circ \), labelled by \( \times \), or already part of a cap from an earlier step.

It follows from Remark 6.3.1 that no new caps will be added after a finite number of steps, leaving us with the cap diagram \( c_\lambda \).

**Example 6.3.2.** If \( \delta = 1 \) and \( \lambda = ((5^2, 4^2, 3^2), (5^3, 4, 3, 2)) \) then
\[
c_\lambda = \ldots \wedge \lor \wedge \wedge \wedge \wedge \ldots
\]

Given integers \( i < j \), we say \((i, j)\) is a \( \lor\wedge \)-pair in \( x_\lambda \) if there is a cap from \( j \) to \( i \) in \( c_\lambda \). For instance, in Example 6.3.2 there are five \( \lor\wedge \)-pairs: \((-5, 5), (-4, 2), (-3, -2), (3, 1), (5, 2) \).

Next, given bipartitions \( \mu \) and \( \lambda \), we say that \( \mu \) is linked to \( \lambda \) if there
exists an integer $k \geq 0$ and bipartitions $\nu^{(n)}$ for $0 \leq n \leq k$ such that (i) $\nu^{(0)} = \lambda$, (ii) $\nu^{(k)} = \mu$, and (iii) $x_{\nu^{(n)}}$ is obtained from $x_{\nu^{(n-1)}}$ by swapping the labels of some $\vee \wedge$-pair in $x_\lambda$ whenever $0 < n \leq k$. Finally, set

$$D'_{\lambda, \mu} = D'_{\lambda, \mu}(\delta) = \begin{cases} 1 & \text{if } \mu \text{ is linked to } \lambda, \\ 0 & \text{otherwise}. \end{cases}$$

**Remark 6.3.3.** It is shown in [CD] that $D'_{\lambda, \mu}$ give decomposition numbers for walled Brauer algebras. This is easy to see when $\delta \not\in \mathbb{Z}$. Indeed, when $\delta \not\in \mathbb{Z}$ there are no $\vee$ labels on $x_\lambda$, so there are no $\vee \wedge$-pairs; hence $D'_{\lambda, \mu} \neq 0$ if and only if $\lambda = \mu$.

**Example 6.3.4.** Fix $\delta = -1$. In this example we will compute the numbers $D'_{\lambda, \mu}$ where $\lambda = ((3, 2), (3, 1))$ and $\mu$ is arbitrary.

$$c_\lambda = \cdots \vee \bigcirc \vee \bigcirc \vee \bigcirc \cdots$$

\[ \begin{array}{|c|c|c|}
\hline
\vee \wedge\text{-pairs swapped} & x_\mu & \mu \\
\hline
\text{none} & \cdots \vee \bigcirc \vee \bigcirc \vee \bigcirc \cdots & ((3, 2), (3, 1)) \\
\hline
(-1, 1) & \cdots \vee \bigcirc \vee \bigcirc \vee \bigcirc \cdots & ((3), (1^2)) \\
\hline
(2, 3) & \cdots \bigcirc \vee \bigcirc \vee \bigcirc \cdots & ((2^2), (3)) \\
\hline
\text{both} & \cdots \bigcirc \bigcirc \cdots & ((2), (1)) \\
\hline
\end{array} \]

Hence $D'_{\lambda, \mu} = 1$ when $\mu$ is one of the four bipartitions listed in the table above, and $D'_{\lambda, \mu} = 0$ for all other $\mu$. 

**Example 6.3.5.** In this example we compute $D'_{(\square, \square), \mu}(\delta)$ for all bipartitions $\mu$ and all $\delta \in \mathbb{K}$. Since $I_{\vee}((\square, \square)) = \{1, -1, -2, \ldots\}$, the diagram $x_{(\square, \square)}(\delta)$ has a $\vee \wedge$-pair if and only if $0 \in I_{\vee}((\square, \square), \delta)$ and $1 \not\in I_{\vee}((\square, \square), \delta)$, which occurs if and only if $\delta = 0$ since $I_{\vee}((\square, \square), \delta) = \{ -\delta, 2 - \delta, 3 - \delta, \ldots \}$. Hence, when $\delta \neq 0$ we have

$$D'_{(\square, \square), \mu}(\delta) = \begin{cases} 1 & \text{if } \mu = (\square, \square), \\ 0 & \text{otherwise}. \end{cases}$$

On the other hand,

$$c_{(\square, \square)}(0) = \cdots \bigcirc \bigcirc \cdots$$
Swapping the \( \forall \wedge \)-pair \((0, 1)\) in \( x_{(\square, \square)}(0) \) gives \( x_{(\emptyset, \emptyset)}(0) \). Hence

\[
D'_{(\square, \square), \mu}(0) = \begin{cases} 
1 & \text{if } \mu = (\square, \square) \text{ or } \mu = (\emptyset, \emptyset), \\
0 & \text{otherwise}.
\end{cases}
\]

In particular, \( D'_{(\square, \square), \mu} = D_{(\square, \square), \mu} \) for all \( \mu \) regardless of \( \delta \) (see Example 6.2.2). In §6.4 we will show \( D'_{\lambda, \mu} = D_{\lambda, \mu} \) always (see Corollary 6.4.2).

The following proposition describes how swapping the labels on \( \forall \wedge \)-pairs affects the size of the corresponding bipartitions.

**Proposition 6.3.6.** Suppose \( \lambda \) and \( \mu \) are bipartitions and \((i, j)\) is a \( \forall \wedge \)-pair in \( x_\lambda \).

If \( x_\mu \) is obtained from \( x_\lambda \) by swapping the labels of \( \lambda \) and \( \mu \), then

\[
|\mu| = (|\lambda^0| + i - j, |\lambda^0| + i - j).
\]

**Proof.** Set \( a_k = \lambda^*_k - k + 1 \) and \( b_k = k - \delta - \lambda^0_k \) for each \( k > 0 \) so that

\[
I_\wedge(\lambda) = \{a_1, a_2, a_3, \ldots\}, \quad I_\vee(\lambda, \delta) = \{b_1, b_2, b_3, \ldots\}.
\]

Then \( |\lambda^*| = \sum_{k>0} (a_k + k - 1) \) and \( |\lambda^0| = \sum_{k>0} (k - \delta - b_k) \). Now let \( L, M \in \mathbb{Z} \) be such that \( a_M = j \) and \( b_L = i \). Then swapping the labels of \( i \) and \( j \) in \( x_\lambda \) results in \( x_\mu \) with

\[
I_\wedge(\mu) = \{a_1, \ldots, a_{M-1}, a_M+1, \ldots, a_N, b_L, a_{N+1}, a_{N+2}, \ldots\},
\]

\[
I_\vee(\mu, \delta) = \{b_1, \ldots, b_{L-1}, b_L+1, \ldots, b_{N'}, a_M, b_{N'+1}, b_{N'+2}, \ldots\}
\]

for some \( N, N' \). Hence

\[
|\mu^*| = \sum_{0 < k < M} (a_k + k - 1) + \sum_{M < k \leq N} (a_k + (k - 1) - 1) + (b_L + N - 1)
\]

\[
= \sum_{k>0} (a_k + k - 1) - (a_M + M - 1) - (N - M) + (b_L + N - 1)
\]

\[
= |\lambda^*| + i - j.
\]

Similarly,

\[
|\mu^0| = \sum_{0 < k < L} (k - \delta - b_k) + \sum_{L < k \leq N'} (k - 1 - \delta - b_k) + (N' - \delta - a_M)
\]

\[
= \sum_{k>0} (k - \delta - b_k) - (L - \delta - b_L) - (N' - L) + (N' - \delta - a_M)
\]

\[
= |\lambda^0| + i - j.
\]

\(\square\)

The next corollary, an immediate consequence of Proposition 6.3.6, will be useful later.

**Corollary 6.3.7.** \( D'_{\lambda, \lambda} = 1 \) for all \( \lambda \). Moreover, \( D'_{\lambda, \mu} = 0 \) unless \( \mu = \lambda \) or \( |\mu| = (|\lambda^*| - i, |\lambda^0| - i) \) for some \( i > 0 \).
6.4. Computing lift_δ(\lambda). The following theorem will allow us to explicitly compute values of the lifting map using the combinatorics developed in §6.3 (see Corollary 6.4.2). Our proof of this theorem relies heavily on the results in [CD].

**Theorem 6.4.1.** \( \sum_\nu D_\lambda^{(\nu)} D_\mu^{(\nu)} = (\lambda, \mu) = D_\lambda \delta \) for all bipartitions \( \lambda, \mu \) and all \( \delta \in \mathbb{K} \).

**Proof.** It follows from Corollary 6.2.4 that the statement of theorem is symmetric in \( \lambda \) and \( \mu \), hence we may assume \( |\mu| \neq |\lambda| \). Suppose \( \lambda \vdash (r, s) \) and \( \mu \vdash (r', s') \). \( (\lambda, \mu) = 0 \) zero unless \( r + s' = r' + s \) (Proposition 4.6.1). Hence, by Corollary 6.3.7 it suffices to consider the case \( \mu \vdash (r - i, s - i) \) for some \( i \geq 0 \).

Assume \( \delta \neq 0 \). Then \( B_{\lambda, \mu} \) is a quasi-hereditary (hence cellular) algebra (see [CDDM, Corollary 2.8]) with decomposition numbers given by \( D_\lambda^{(\nu)} \) (see [CD] Theorem 4.10\(^8\)). In particular, this implies that the \( B_{\lambda, \mu} \)-module homomorphisms between the projective modules \( e_\lambda B_{\lambda, \mu} \) and \( e_\mu B_{\lambda, \mu} \) satisfy the following:

\[
\sum_\nu D_\lambda^{(\nu)} D_\mu^{(\nu)} = \dim_{\mathbb{K}} \text{Hom}_{B_{\lambda, \mu}}(e_\lambda B_{\lambda, \mu}, e_\mu B_{\lambda, \mu})
\]

(see, for instance [CH] Theorem 3.7(iii)). Since

\[
\text{Hom}_{B_{\lambda, \mu}}(e_\lambda B_{\lambda, \mu}, e_\mu B_{\lambda, \mu}) = e_\mu B_{\lambda, \mu} e_\lambda = \text{Hom}_{\text{Rep}(GL_\delta)}(L(\lambda), L(\mu)),
\]

it follows that \( (\lambda, \mu) = 0 \).

If \( \delta = 0 \), the algebra \( B_{\lambda, \mu} \) is no longer quasi-hereditary, but it is still cellular (see [CDDM, Theorem 2.7]). The decomposition numbers are still given by \( D_\lambda^{(\nu)} \), however there is no PIM labelled by \( (\varnothing, \varnothing) \), in this case, hence we must require \( \lambda \neq (\varnothing, \varnothing) \). Hence, if neither \( \lambda \) nor \( \mu \) is \( (\varnothing, \varnothing) \), \( \sum_\nu D_\lambda^{(\nu)} D_\mu^{(\nu)} = 0 \) whenever \( \nu \neq (\varnothing, \varnothing) \) and \( D_\lambda^{(\varnothing, \varnothing)}(\varnothing, \varnothing) = 1 \), we have \( \sum_\nu D_\lambda^{(\nu)} D_\mu^{(\nu)} = D_\lambda^{(\nu)}(\varnothing, \varnothing) \).

The decomposition number \( D_\lambda^{(\nu)}(\varnothing, \varnothing) \) is the composition multiplicity of the simple \( B_{\lambda, \mu} \)-module labelled by \( \lambda \) in \( \text{Hom}(w_{\lambda, \mu}, 1) \), the standard \( B_{\lambda, \mu} \)-module labelled by \( (\varnothing, \varnothing) \). Hence,

\[
D_\lambda^{(\nu)}(\varnothing, \varnothing) = \dim_{\mathbb{K}} \text{Hom}_{B_{\lambda, \mu}}(e_\lambda B_{\lambda, \mu}, \text{Hom}(w_{\lambda, \mu}, 1)).
\]

Since

\[
\text{Hom}_{B_{\lambda, \mu}}(e_\lambda B_{\lambda, \mu}, \text{Hom}(w_{\lambda, \mu}, 1)) = \text{Hom}(w_{\lambda, \mu}, 1) e_\lambda = \text{Hom}_{\text{Rep}(GL_\delta)}(L(\lambda), L(\varnothing, \varnothing)),
\]

\( (\lambda, (\varnothing, \varnothing)) = 0 \) agrees with \( (29) \).

**Corollary 6.4.2.** \( D_\lambda^{(\nu)}(\delta) = D_\lambda^{(\nu)}(\delta) \) for all bipartitions \( \lambda, \mu \) and all \( \delta \in \mathbb{K} \).

**Proof.** First, put the following partial order on pairs of bipartitions: \( (\lambda, \mu) > (\lambda', \mu') \) means either \( |\lambda| > |\lambda'| \), or \( \lambda = \lambda' \) and \( |\mu| > |\mu'| \). We prove the corollary by inducting on this partial order. First notice that \( D_\mu^{(\nu)}(\varnothing, \varnothing) = 1 = D_\mu^{(\nu)}(\varnothing, \varnothing) \). Now assume \( (\lambda, \mu) \neq ((\varnothing, \varnothing), (\varnothing, \varnothing)) \). By Theorem 6.2.3(2) and Corollary 6.3.7 we

\[\text{lift}_\delta(\lambda) \]
may assume $|\lambda| > |\mu|$. Thus

$$D_{\lambda,\mu} = (\lambda, \mu)_d - \sum_{|\nu| < |\mu|} D_{\lambda,\nu} D_{\mu,\nu} \quad \text{(Corollary 6.2.4 and Theorem 6.2.3(2))}$$

$$= (\lambda, \mu)_d - \sum_{|\nu| < |\mu|} D'_{\lambda,\nu} D'_{\mu,\nu} \quad \text{(Induction)}$$

$$= D'_{\lambda,\mu} \quad \text{(Theorem 6.4.1 and Corollary 6.3.7).}$$

Example 6.4.3. Using Corollary 6.4.2 and Example 6.3.4 we have

$$\text{lift}_{-1}(((3,2),(3,1))) = ((3,2),(3,1)) + ((3),(1^2)) + ((2),(3)) + ((2),(1)).$$

7. Decomposing tensor products in $\text{Rep}(GL_\delta)$

In this section we give a generic decomposition formula for decomposing tensor products of indecomposable objects in $\text{Rep}(GL_\delta)$. We then show how this generic decomposition formula along with the lifting map from the previous section can be used to decompose arbitrary tensor products in $\text{Rep}(GL_\delta)$. Throughout this section we will work in the Grothendieck rings $R_\delta$ and $R_\ell$ (see §6.1).

7.1. The generic case. The following theorem explains how to decompose the tensor product of two indecomposable objects in $\text{Rep}(GL_\delta)$.

Theorem 7.1.1. Given bipartitions $\lambda, \mu$, and $\nu$, let $\Gamma_{\lambda,\mu}^\nu$ be as in (23). Then

$$\lambda \mu = \sum_{\nu} \Gamma_{\lambda,\mu}^\nu \nu$$

in $R_\ell$. By Theorem 6.2.3(3) there exists a positive integer $d$ which simultaneously satisfies (i) $d \geq l(\lambda) + l(\mu)$; (ii) $d \geq l(\nu^{(i)})$ for each $i = 1, \ldots, k$; and (iii) lift$_d$ fixes $\lambda, \mu, \nu^{(1)}, \ldots, \nu^{(k)}$. Now, lift$_d$ is a ring isomorphism (Theorem 6.2.3(1)), hence (30) holds in $R_d$ by assumption (iii). Since $F_d$ is a tensor functor, by Theorem 5.2.2 along with assumptions (i) and (ii) we have

$$V_\lambda \otimes V_\mu = V_{\nu^{(1)}} \oplus \cdots \oplus V_{\nu^{(k)}}$$

in $\text{Rep}(GL_d)$. The result now follows from Theorem 5.1.2 and assumption (i). □

The following corollary lists special cases of Theorem 7.1.1 which are easy to prove using basic properties of Littlewood Richardson coefficients:

Corollary 7.1.2. The following equations hold in $R_\ell$.

(31) $$(\lambda^*, \emptyset)(\mu^*, \emptyset) = \sum_{\alpha \in P} LR_{\lambda^*, \mu^*, \alpha}(\emptyset, \emptyset),$$

(32) $$(\emptyset, \lambda^*)(\emptyset, \mu^*) = \sum_{\alpha \in P} LR_{\emptyset, \lambda^*, \alpha}(\emptyset, \alpha),$$

(33) $$(\lambda^*, \emptyset)(\emptyset, \mu^*) = \sum_{\nu} \sum_{\kappa \in P} LR_{\kappa, \mu^*, \nu} LR_{\kappa, \nu^*, \nu}. $$
Example 7.1.3. In this example we compute \((2), \varnothing)(\Box, \Box) \in R_\delta.\) By Example 6.1.1 (or using (33), (34), or (35)) we have \((\Box, \varnothing)(\varnothing, \Box) = (\Box, \Box) + (\varnothing, \varnothing) \in R_\delta.\) Hence, using (34) and (35) we have the following in \(R_\delta:\)

\[
((2), \varnothing)(\Box, \Box) = ((2), \varnothing)((\Box, \Box)(\Box, \varnothing) - (\varnothing, \varnothing)) = ((2), \varnothing)(\Box, \Box)(\Box, \Box) - ((2), \varnothing) = (((2), 1), \varnothing) + ((3), \varnothing)(\Box, \Box) - ((2), \varnothing) = ((2), 1) + ((3), \Box) + ((1^2), \varnothing) + ((2), \varnothing).
\]

7.2. Decomposing arbitrary tensor products. To compute the product of two bipartitions \(\lambda, \mu \in R_\delta\) for arbitrary \(\delta \in \mathbb{K}\) (i.e. to decompose tensor products in \(\text{Rep}(GL_\delta)\)) we

1. determine the coefficients in \(\text{lift}_\delta(\lambda \mu) = \sum_{\nu, \nu'} D_{\lambda, \nu} D_{\mu, \nu'} \nu \nu'\) using Corollary 6.4.2,

2. use the results in §7.1 to expand \(\sum_{\nu, \nu'} D_{\lambda, \nu} D_{\mu, \nu'} \nu \nu' = \nu^{(1)} + \cdots + \nu^{(k)} \in R_\delta,\)

3. determine \(\text{lift}_\delta^{-1}(\nu^{(1)} + \cdots + \nu^{(k)}) = \lambda \mu,\) which by Theorem 6.2.3(2) consists of a sum of a subset of the bipartitions \(\nu^{(1)}, \ldots, \nu^{(k)}\).

The following examples illustrate the process described above:

**Example 7.2.1.** Consider \(((2^2), (3, 1))(\Box, \varnothing) \in R_{-1}.\) Since

\[
c_{((2^2), (3, 1))}(-1) = \cdots \circlearrowright \bigwedge_{-3} \bigwedge_{-2} \bigwedge_{-1} \bigcirc_{0} \bigcirc_{1} \bigwedge_{2} \bigwedge_{3} \bigwedge_{4} \bigwedge_{5} \cdots
\]

and

\[
x_{((2), (1^2))}(-1) = \cdots \bigwedge_{-3} \bigwedge_{-2} \bigwedge_{-1} \bigcirc_{0} \bigcirc_{1} \bigwedge_{2} \bigwedge_{3} \bigwedge_{4} \bigwedge_{5} \cdots
\]

by Corollary 6.4.2 we have \(\text{lift}_{-1} \left(\left(((2^2), (3, 1))\right)\right) = \left(((2^2), (3, 1)) + ((2), (1^2))\right).\) Moreover, by Example 6.2.1 \(\text{lift}_{-1}((\Box, \varnothing)) = (\Box, \varnothing).\) Since \(\text{lift}_{-1}\) is a ring map (Theorem 6.2.3(1)) it follows that

\[
\text{lift}_{-1} \left(\left(((2^2), (3, 1))(\Box, \varnothing)\right)\right) = \left(((2^2), (3, 1))(\Box, \varnothing) + ((2), (1^2))(\Box, \varnothing)\right),
\]

which, by (34), is equal to

\[
((3, 2), (3, 1)) + ((2^2, 1), (3, 1)) + ((2^2), (3)) + ((2^2), (2, 1)) + ((2, 1), (1^2)) + ((3), (1^2)) + ((2), (1^2)).
\]

Now, by Example 6.3.4 along with Corollary 6.4.2

\[
\text{lift}_{-1} \left(\left(((3, 2), (3, 1))\right)\right) = \left(((3, 2), (3, 1)) + ((3), (1^2)) + ((2^2), (3)) + ((2), (1^2))\right).
\]

Similarly, one can show \(\text{lift}_{-1} \left(\left(((2^2, 1), (3, 1))\right)\right) = \left(((2^2, 1), (3, 1))\right)\) and

\[
\text{lift}_{-1} \left(\left(((2^2), (2, 1))\right)\right) = \left(((2^2), (2, 1)) + ((2, 1), (1^2))\right).
\]
In this example we compute \(((2), (3, 1))(\Box, \emptyset)) = \lift_{-1}(\{(3, 2), (3, 1)\} + (2^2, 1), (3, 1)) + (2^2, 2), (1, 1))

It follows from Theorem 6.2.3(1) that
\[
\delta \in \delta
\]

Hence, we lift \(((2), (3, 1))(\Box, \emptyset)) = ((3, 2), (3, 1)) + (2^2, 1), (3, 1)) + (2^2, 2), (1, 1)) \in R_{-1}.

Example 7.2.2. In this example we compute \(((2), \emptyset)(\Box, \Box)) = R_{\delta}\emptyset\emptyset \delta \in \mathbb{K}. First, since \lift_{\delta} is a ring map (Theorem 6.2.3(1)), by Examples 6.2.1 and 6.2.2 we have
\[
\lift_{\delta}((\Box, \emptyset)(\Box, \Box)) = \left\{ \begin{array}{ll}
((2), \emptyset)(\Box, \Box) + ((2), \emptyset) & \text{if } \delta = 0, \\
((2), \emptyset)(\Box, \Box) & \text{if } \delta \neq 0.
\end{array} \right.
\]

Hence, by Example 2.1.2, \lift_{\delta}((\Box, \emptyset)(\Box, \Box)) = \left\{ \begin{array}{ll}
((2), \emptyset)(\Box, \Box) + ((2), \emptyset) + 2((2), \emptyset) & \text{if } \delta = 0, \\
((2), \emptyset)(\Box, \Box) + ((2), \emptyset) + ((2), \emptyset) & \text{if } \delta \neq 0.
\end{array} \right.

Now, \lift_{\delta}((1^2), \emptyset)) = ((1^2), \emptyset)) and \lift_{\delta}((2), \emptyset)) = ((2), \emptyset)) for all \delta (Example 6.2.1). Moreover, using Corollary 6.4.2 we compute
\[
\lift_{\delta}((2), \emptyset)(\Box, \Box)) = \left\{ \begin{array}{ll}
((2), \emptyset)(\Box, \Box) + ((1^2), \emptyset) & \text{if } \delta = -1, \\
((2), \emptyset)(\Box, \Box) + ((2), \emptyset) & \text{if } \delta = 1, \\
((2), \emptyset)(\Box, \Box) & \text{if } \delta \neq \pm 1.
\end{array} \right.
\]

8. Representations of the general linear supergroup

Fix \(m, n \geq 0\) and consider the algebraic supergroup \(GL(m|n)\) over \(\mathbb{K}\). In this paper we will only deal with finite dimensional representations of \(GL(m|n)\), which can be identified with integrable representations of the corresponding Lie superalgebra \(gl(m|n)\). We prefer to exploit this identification and work with \(gl(m|n)\) rather than \(GL(m|n)\), and we will do so for the rest of the paper. We begin by fixing notation and conventions for representations of \(gl(m|n)\).

8.1. The category \(Rep(gl(m|n))\). Let \(V = V_{\emptyset} \oplus V_{\bar{1}}\) denote a superspace over \(\mathbb{K}\) with \(\dim_{\mathbb{K}} V_{\emptyset} = m\), \(\dim_{\mathbb{K}} V_{\bar{1}} = n\). Write \(gl(m|n)\) for the associated general linear Lie superalgebra, that is, for the Lie superalgebra of endomorphisms of the superspace \(V\), considered as \((m + n) \times (m + n)\) matrices. Then \(V\) is called the natural module for \(gl(m|n)\).

Let \(Rep(gl(m|n))\) denote the category of finite-dimensional \(gl(m|n)\)-modules. Given \(gl(m|n)\)-modules \(U, U'\), the tensor product of superspaces \(U \otimes U'\) is again a \(gl(m|n)\)-module with action
\[
x \cdot (u \otimes u') = (x \cdot u) \otimes u' + (-1)^{\bar{x} \bar{u}} u \otimes (x \cdot u'),
\]
for \(x \in gl(m|n), u \in U, u' \in U'\). Thus, as per example 2.1.2, \(Rep(gl(m|n))\) is a monoidal category, where the one-dimensional purely-even module \(I\) carries
the trivial action. Note that, in particular, we consider the tensor product of \( \text{Rep}(\mathfrak{gl}(m|n)) \) to be strict.

If \( U \) is a \( \mathfrak{gl}(m|n) \)-module, then the dual superspace \( U^* \) (cf. example 2.2.2) is again a \( \mathfrak{gl}(m|n) \)-module with action
\[
(x \cdot \phi)(u) = (-1)^{\tilde{\phi}} \phi(x \cdot u),
\]
for \( x \in \mathfrak{gl}(m|n), \phi \in U^*, u \in U \). The maps \( \text{ev}_U, \text{coev}_U \) are maps of \( \mathfrak{gl}(m|n) \)-modules, and so \( \text{Rep}(\mathfrak{gl}(m|n)) \) is a tensor category.

It is well known that the category \( \text{Rep}(\mathfrak{gl}(m|n)) \) is not semisimple when \( n > 0 \) or \( m > 0 \) (see e.g. [Ser1]).

8.2. Characters. Let \( \mathfrak{h} \subset \mathfrak{gl}(m|n) \) denote the subalgebra of diagonal matrices. For any object \( U \) of \( \text{Rep}(\mathfrak{gl}(m|n)) \), let
\[
\text{ch} U = \sum_{\mu \in \mathfrak{h}^*} \text{dim}_K U_{\mu} \ e^{\mu},
\]

 denote the character of \( U \), where \( \text{dim}_K U_{\mu} \) denotes the dimension of the \( \mu \)-weight space of \( U \) as a vector space over \( K \), and \( e^{\mu} \) denotes the formal exponential. Addition and multiplication of characters of objects in \( \text{Rep}(\mathfrak{gl}(m|n)) \) are defined component-wise and by convolution, respectively. Since \( \mathfrak{h} \) is purely even, it follows that from the definition of the biproduct and equation (36) that
\[
\text{ch}(U \oplus U') = \text{ch} U + \text{ch} U', \quad \text{ch}(U \otimes U') = \text{ch} U \cdot \text{ch} U'
\]
for any objects \( U, U' \) of \( \text{Rep}(\mathfrak{gl}(m|n)) \).

For any \( r, s \geq 0 \), write \( T(r, s) = V^{\otimes r} \otimes (V^*)^{\otimes s} \), as per section 3.1.4.7. Let \( \{\varepsilon_i\}_{1 \leq i \leq m+n} \) denote the diagonal coordinate functions of \( \mathfrak{gl}(m|n) \), so that \( \varepsilon_i \) takes any matrix to its \((i, i)\)-entry. Then for any \( r, s \geq 0 \), all weights of \( T(r, s) \) are integral linear combinations of the \( \varepsilon_i \) (hence also of any submodule of \( T(r, s) \)). Let
\[
x_i = e^{\varepsilon_i}, \quad 1 \leq i \leq m, \quad y_j = e^{\varepsilon_{m+j}}, \quad 1 \leq j \leq n.
\]
Then if \( U \) is a submodule of \( T(r, s) \), then \( \text{ch} U = \text{ch} U(x|y) \) is a Laurent polynomial in the variables \( x = \{x_i\} \) and \( y = \{y_j\} \). Write \( \bar{x} = \{x_i^{-1}\}_{1 \leq i \leq m} \) and \( \bar{y} = \{y_j^{-1}\}_{1 \leq j \leq n} \). Then it follows from equation (37) that
\[
\text{ch}(U^*)(x|y) = \text{ch}(\bar{x}|\bar{y}).
\]

Example 8.2.1. One has that \( \text{ch} 1 = 1 \), while
\[
\text{ch} V = x_1 + \cdots + x_m + y_1 + \cdots + y_n, \quad \text{ch} V^* = x_1^{-1} + \cdots + x_m^{-1} + y_1^{-1} + \cdots + y_n^{-1}.
\]

8.3. The functor \( F_{m|n} : \text{Rep}(\text{GL}_{m-n}) \to \text{Rep}(\mathfrak{gl}(m|n)) \). Let
\[
F_{m|n} : \text{Rep}(\text{GL}_{m-n}) \to \text{Rep}(\mathfrak{gl}(m|n))
\]
denote the tensor functor which sends \( \bullet \mapsto V \) defined by Proposition 3.5.1. For any \( \zeta \in K \), the central element \( \zeta \text{id}_{m+n} \in \mathfrak{gl}(m|n) \) acts on the mixed tensor power \( T(r, s) \) by the scalar \( \zeta^{-r-s} \), and so \( \text{Hom}_{\text{Rep}(\mathfrak{gl}(m|n))}(T(r, s), T(r', s')) = 0 \) unless \( r+s' = r'+s \). Moreover, it is well-known that the \( K \)-algebra map \( K\Sigma_p \to \text{End}_{\text{Rep}(\mathfrak{gl}(m|n))}(V^{\otimes p}) \) defined by the symmetric braiding is surjective, for any \( p \geq 0 \) (see [BR] Remark 4.15 or [Ser2]). Thus, by Theorem 4.1.7, the functor \( F_{m|n} \) is full and any indecomposable summand of a mixed tensor powers \( T(r, s) \) is isomorphic to \( F_{m|n}(L(\lambda)) \) for some bipartition \( \lambda \). Generalizing our notation from 3.5, we set \( W(\lambda) = F_{m|n}(L(\lambda)) \). The rest of this section is devoted to describing \( W(\lambda) \) for arbitrary \( \lambda \). More precisely,
we will give a formula for computing the character of \( W(\lambda) \) in \[8.5\] and give a criterion for the vanishing of \( W(\lambda) \) in \[8.7\]. By Theorem \[4.7.1\] these results give a classification of indecomposable summands of mixed tensor space in \( \text{Rep}(\mathfrak{gl}(m|n)) \).

### 8.4. Composite supersymmetric Schur polynomials.

In \[8.5\] we give a formula for computing the character of \( W(\lambda) \) in \( \text{Rep}(\mathfrak{gl}(m|n)) \) (see Theorem \[8.5.2\]). In the case \( \lambda^\circ = \emptyset \) (resp. \( \lambda^\bullet = \emptyset \)), the character of \( W(\lambda) \) was computed in \[BR\] and \[Ser2\] and is called a covariant (resp. contravariant) supersymmetric Schur polynomial. Our formula for \( \text{ch} W(\lambda) \) for arbitrary \( \lambda \) is in terms of the numbers \( D_{\lambda,\mu} \) (\[6\]) and the so-called composite supersymmetric Schur polynomial \( \bar{\lambda} \) (see for instance \[MV2\], (38)). There are many equivalent definitions of composite supersymmetric Schur polynomials; we will use the determinantal formula found, for instance, in \[MV2\] (38). In order to state this formula we need a few preliminary definitions. As in \[8.4\], we work with the variables \( x = \{x_i\}_{1 \leq i \leq m} \) and \( y = \{y_i\}_{1 \leq i \leq n} \), and write \( \bar{x} = \{x_i^{-1}\}_{1 \leq i \leq m} \) and \( \bar{y} = \{y_i^{-1}\}_{1 \leq i \leq n} \). Now, we define the complete supersymmetric polynomials by

\[
h_k = h_k(x|y) = \sum_{i=0}^{k} h_{k-i}(x)e_i(y)
\]

where \( h_k(x) \) and \( e_k(y) \) are the complete and elementary symmetric polynomials respectively (see for instance \[Mac\] §1.2). In particular, \( h_0 = 1 \) and \( h_k = 0 \) whenever \( k < 0 \). Next, we write \( \bar{h}_k = h_k(\bar{x}|\bar{y}) \). Now, given a bipartition \( \lambda \), we define the composite supersymmetric Schur polynomial \( s_\lambda = s_\lambda(x|y) \) as the following determinant (compare with \[MV2\] (38))\[^{10}\]:

\[
s_\lambda = \det \begin{pmatrix}
\bar{h}_{\lambda^\circ q} & \cdots & \bar{h}_{\lambda^\circ -1} & \cdots & \bar{h}_{\lambda^\circ 1} & \cdots \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots \\
\bar{h}_{\lambda^\bullet q} & \bar{h}_{\lambda^\bullet -1} & \bar{h}_{\lambda^\bullet 1} & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\bar{h}_{\lambda_1 q} & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

where \( p \) (resp. \( q \)) is any integer greater than or equal to \( \ell(\lambda^\bullet) \) (resp. \( \ell(\lambda^\circ) \)).

\[^{9}\text{Also known as composite supersymmetric S-polynomials.}\]

\[^{10}\text{In the literature } s_\lambda(x|y) \text{ is sometimes denoted } s_{\lambda^\circ\lambda^\bullet}(x|y) \text{ or even } \{\lambda^\circ;\lambda^\bullet\}.\]
Example 8.4.1. Fix $m = 1$ and $n = 2$. Then

$$s_{(1),(2)} = \det \begin{pmatrix} h_2 & h_0 \\ h_1 & h_1 \end{pmatrix} = \det \begin{pmatrix} \frac{1}{x_1} + \frac{1}{x_1 y_1} + \frac{1}{x_1 y_2} + \frac{1}{y_1 y_2} & 1 \\ \frac{1}{x_1} & x_1 + y_1 + y_2 \end{pmatrix} = \frac{x_1}{y_1 y_2} + \frac{y_1}{x_1 y_2} + \frac{y_2}{x_1 y_1} + \frac{y_1 y_2}{x_1} + 2 \frac{1}{x_1} + \frac{1}{y_1} + \frac{1}{y_2},$$

whereas

$$s_{(1^2),(3)} = \det \begin{pmatrix} h_3 & h_0 & h_{-1} \\ h_2 & h_1 & h_0 \\ h_1 & h_2 & h_1 \end{pmatrix} = \det \begin{pmatrix} \frac{1}{x_1} + \frac{1}{x_1 y_1} + \frac{1}{x_1 y_2} + \frac{1}{y_1 y_2} & 1 & 0 \\ \frac{1}{x_1} & x_1 + y_1 + y_2 & 1 \\ \frac{1}{x_1} & \frac{1}{y_1} + \frac{1}{y_2} & x_1^2 + x_1 y_1 + x_1 y_2 + y_1 y_2 & x_1 + y_1 + y_2 \end{pmatrix} = \frac{y_1^2}{x_1^2} + \frac{y_2}{x_1^2} + \frac{y_1^2}{x_1 y_2} + \frac{y_2}{x_1 y_1} + \frac{y_1^2}{x_1} + \frac{y_2 y_1}{x_1 y_2} + \frac{y_2 y_2}{x_1 y_1} + \frac{y_1^2}{x_1} + \frac{1}{x_1} + \frac{1}{y_1} + \frac{1}{y_2}.

8.5. The character of $W(\lambda)$. The following proposition lists some of the well-known properties of $s_\lambda$ which will be useful for this paper.

Proposition 8.5.1. (1) $\text{ch} W(\lambda) = s_\lambda$ whenever $\lambda^\bullet = \emptyset$ or $\lambda^o = \emptyset$.

(2) $s_{(\lambda^\bullet,\emptyset)} s_{(\emptyset,\lambda^o)} = \sum_{\kappa \in P} LR_{\kappa,\mu}^\lambda LR_{\kappa,\nu}^\mu s_\nu$.

Proof. (1) follows from the corresponding determinantal formula for the (non-composite) supersymmetric Schur polynomials (see [MV1] (6) and references therein). For (2) see [CK] (3.2).

We are now ready to prove our formula for computing the character of $W(\lambda)$.

Theorem 8.5.2. $\text{ch} W(\lambda) = \sum_{\mu} D_{\lambda,\mu} (m - n) s_\mu$ for any bipartition $\lambda$.

Proof. We induct on the size of $\lambda$. The case $\lambda = (\emptyset, \emptyset)$ is easy to check. Now, by Proposition 4.6.4 we can write

$$\lambda = (\lambda^\bullet, \emptyset)(\emptyset, \lambda^o) - \sum_{|\nu| < |\lambda|} a_{\lambda,\nu} \in R_{m-n},$$

for some $a_{\lambda,\nu} \in \mathbb{Z}$. Write $D_{\lambda,\mu} = D_{\lambda,\mu} (m - n)$. Applying lift$_{m-n}$ to (38) and using Example 6.2.1 we have

$$\sum_{\mu} D_{\lambda,\mu} = (\lambda^\bullet, \emptyset)(\emptyset, \lambda^o) - \sum_{|\nu| < |\lambda|} a_{\lambda,\nu} \sum_{\mu} D_{\nu,\mu} \in R_t.$$

Using formula (33) we compute the coefficient of $\mu$ in (39) to be

$$D_{\lambda,\mu} = \sum_{\kappa \in P} LR_{\kappa,\nu}^\lambda LR_{\kappa,\mu}^\lambda - \sum_{|\nu| < |\lambda|} a_{\lambda,\nu} D_{\nu,\mu}.$$
 coincide with the ones given in  

Theorem 8.5.2 and Example 8.4.1 we have

\[ \text{ch} W((1^2,3)) = s((1^2),3) + s((1^2),3) \]

Thus, by Proposition 8.5.1(2),

\[ \text{ch} W(\lambda) = \sum_{\mu} \sum_{\kappa \in P} LR_{\kappa,\mu}^{\lambda} LR_{\mu,\kappa}^{\lambda} \cdot s_{\mu} - \sum_{\nu < |\lambda|} a_{\lambda,\nu} \sum_{\mu} D_{\nu,\mu} s_{\mu}, \]

and we are done by (40). \( \square \)

Example 8.5.3. Let \( m = 1, n = 2 \) and consider the bipartition \(((1^2),3))\). Since

\[ C_{((1^2),3)}(-1) = \cdots \begin{array}{ccc} \bigvee & \bigvee & \bigvee \\ -3 & -2 & -1 \\ 0 & 1 & 2 & 3 & 4 \end{array} \cdots \]

and

\[ x_{((1^2),3)}(-1) = \cdots \begin{array}{ccc} \bigvee & \bigvee & \bigvee \\ -3 & -2 & -1 \\ 0 & 1 & 2 & 3 & 4 \end{array} \cdots \]

by Corollary 6.4.2 we have lift_{-1}(((1^2),3)) = ((1^2),3) + ((1),(2)). Hence, by Theorem 8.5.2 and Example 8.4.1 we have

\[ \text{ch} W(((1^2),3)) = s((1^2),3) + s((1),(2)) \]

\[ = \frac{y_2^2}{x_1^2} + \frac{w_1 w_2}{x_1^2} + \frac{y_2^2}{y_1 y_2} + \frac{w_2}{x_1^2 y_1} + \frac{3 y_2^2}{x_1^2} + \frac{3 w_2}{x_1 y_1} + 2 \frac{w_1}{x_1 y_2} + 2 \frac{y_2}{x_1 y_1} \]

\[ + 3 \frac{1}{x_1} + \frac{1}{w_1} + \frac{1}{y_2}. \]

For any Laurent polynomial \( f = f(z_1, \ldots, z_k) \), write

\[ \text{edeg } f = \max \{ \text{deg} (f|_{z_i := \varepsilon_i}, 1 \leq i \leq k) \mid \varepsilon_i \in \{ \pm 1 \}, 1 \leq i \leq k \} \]

for the extremal degree of \( f \), where \( \text{deg} \) defines the familiar total degree. Then one has \( \text{edeg } (fg) \leq \text{edeg } f + \text{edeg } g \). For any bipartition \( \lambda \), we consider \( s_\lambda \) and \( \text{ch} W(\lambda) \) as Laurent polynomials in the variables \( x \) and \( y \). Then we have the following corollary to Theorem 8.5.2:

Corollary 8.5.4. Let \( \lambda \) be a bipartition. Then \( \text{edeg } \text{ch} W(\lambda) \leq |\lambda| \).

Proof. That \( \text{edeg } s_\mu \) for any bipartition \( \mu \) follows from e.g. [MV2, (32)]. The claim then follows from Theorems 6.2.3(2) and 8.5.2. \( \square \)

8.6. Dimensions. In this subsection we derive a formula for the \( K \)-dimension of \( W(\lambda) \) in Rep(\( \mathfrak{gl}(m,n) \)). To do so, let \( d_k = d_k(m,n) \) denote the result of setting \( x_i = y_j = 1 \) for all \( 1 \leq i \leq m, 1 \leq j \leq n \) in \( h_k \). From the definition of \( h_k \) we have

\[ d_k = \sum_{0 \leq i \leq k} \binom{m + k - i - 1}{m - 1} \binom{n}{i} \]

(41)

whenever \( m > 0 \), and \( d_k = \binom{n}{k} \) when \( m = 0 \). Now, given a bipartition \( \lambda \) we let \( d_\lambda = d_\lambda(m,n) \) denote the result of setting \( x_i = y_j = 1 \) for all \( 1 \leq i \leq m, 1 \leq j \leq n \)
in $s_{\lambda}$, so that

$$
\begin{pmatrix}
\vdots & & \vdots \\
\vdots & \ddots & \vdots \\
\vdots & & \ddots \\
\vdots & & & \ddots \\
\vdots & & & & \ddots \\
\vdots & & & & & \vdots \\
\vdots & & & & & & \vdots \\
\vdots & & & & & & & \vdots \\
\vdots & & & & & & & & \vdots \\
\vdots & & & & & & & & & \vdots \\
\vdots & & & & & & & & & & \vdots \\
\end{pmatrix} = \det
$$

$$
(42) \quad d_{\lambda} = \left. \frac{\partial^{l(\lambda^*)}}{\partial q^{l(\lambda^*)}} \right|_{q=0} \text{ where } p (\text{resp. } q) \text{ is any integer greater than or equal to } l(\lambda^*) (\text{resp. } l(\lambda^0)).$$

It follows immediately from Theorem 8.5.2 that

$$
(43) \quad \dim_{\mathbb{C}} W(\lambda) = \sum_{\mu} D_{\lambda, \mu} d_{\mu}
$$

in $\text{Rep}(\mathfrak{gl}(m|n))$. The following technical lemma concerning $d_k$ will be useful later:

**Lemma 8.6.1.** Assume $m > 0$ and let $g_k(u) = \prod_{1 \leq j < m} (k-u+j)$ (an $(m-1)$-degree polynomial in the variable $u$). Then $d_k + (-1)^{m-1} d_{n-m-k} = \frac{1}{(m-1)!} \sum_{0 \leq i \leq n} g_k(i) \binom{n}{i}$ for all $k \in \mathbb{Z}$.

**Proof.** Since $\left( \frac{m+k-i-1}{m-1} \right) = \frac{1}{(m-1)!} \prod_{1 \leq j < m} (k-i+j)$, by (41) we have

$$
d_k = \frac{1}{(m-1)!} \sum_{0 \leq i \leq k} \prod_{1 \leq j < m} (k-i+j) \binom{n}{i} = \frac{1}{(m-1)!} \sum_{0 \leq i \leq k} g_k(i) \binom{n}{i}.
$$

Moreover,

$$
d_{n-m-k} = \frac{1}{(m-1)!} \sum_{0 \leq i \leq n-m-k} \prod_{1 \leq j < m} (n-m-k-i+j) \binom{n}{i}
$$

$$
= \frac{1}{(m-1)!} \sum_{k+m \leq i \leq n} \prod_{1 \leq j < m} (i-m+k+j) \binom{n}{i}
$$

$$
= \frac{1}{(m-1)!} \sum_{k+m \leq i \leq n} \prod_{1 \leq j < m} (i-k+j) \binom{n}{i}
$$

$$
= (-1)^{m-1} \frac{1}{(m-1)!} \sum_{k+m \leq i \leq n} g_k(i) \binom{n}{i}.
$$

Since $g_k(i) = 0$ whenever $k < i < k + m$, the result follows. \qed

### 8.7. A criterion for the vanishing of $W(\lambda)$

We now concern ourselves with the question of when $W(\lambda)$ is zero. In the case $\lambda^0 = \emptyset$ or $\lambda^* = \emptyset$, the answer is well known and due to [BR] and [Ser2]. To state their result, we say a partition $\alpha$ is $(m|n)$-hook if $\alpha_{m+1} \leq n$. Pictorially, $\alpha$ is $(m|n)$-hook if and only if its Young
diagram fits into an $m$-high, $n$-wide hook:

![Diagram](image)

We now record the result on the vanishing of $W(\lambda)$ found in [BR] and [Ser2]:

**Theorem 8.7.1.** Suppose $\lambda$ is a bipartition with $\lambda^\circ = \emptyset$ (resp. $\lambda^\bullet = \emptyset$). Then $W(\lambda) \neq 0$ in $\text{Rep}(\text{gl}(m|n))$ if and only if $\lambda^\bullet$ (resp. $\lambda^\circ$) is a $(m|n)$-hook.

The goal of this subsection is to prove a theorem analogous to Theorem 8.7.1 which holds for arbitrary bipartitions $\lambda$ (see Theorem 8.7.6). First, we generalize the notion of $(m|n)$-hook as follows: We call a bipartition $\lambda$ $(m|n)$-cross if there exists $k$ with $0 \leq k \leq m$ such that $\lambda^\bullet_{k+1} + \lambda^\circ_{m-k+1} \leq n$. Pictorially, $\lambda$ is $(m|n)$-cross if and only if its diagram (see §4.1) fits into an $m$-high, $n$-wide cross:

![Diagram](image)

Indeed, if $\lambda^\bullet_{k+1} + \lambda^\circ_{m-k+1} \leq n$ then $\lambda$ can be covered by an $m$-high, $n$-wide cross if the cross is placed so that the horizontal strip covers exactly the first $k$ rows of $\lambda^\bullet$ and the vertical strip covers exactly the first $\lambda^\bullet_{k+1}$ columns of $\lambda^\bullet$:

![Diagram](image)

For example, $((3,1),(2))$ is both $(2|1)$-cross and $(1|3)$-cross as shown below:
However, $(3, 1, 2)$ is not $(1|2)$-cross since it is impossible to cover its diagram with a 1-high, 2-wide cross:

![Diagram](image)

We will eventually show $W(\lambda) \neq 0$ in $\text{Rep}(\mathfrak{gl}(m|n))$ if and only if $\lambda$ is $(m|n)$-cross (see Theorem 8.7.6). Notice that for bipartitions $\lambda$ with $\lambda^0 = \emptyset$ (resp. $\lambda^* = \emptyset$) we have that $\lambda$ is $(m|n)$-cross if and only if $\lambda^*$ (resp. $\lambda^0$) is $(m|n)$-hook. Hence our criterion for the vanishing of $W(\lambda)$ will generalize Theorem 8.7.1. The following lemma gets us half way towards proving our criterion for the vanishing of $W(\lambda)$.

**Lemma 8.7.2.** If $\lambda$ is $(m|n)$-cross, then $W(\lambda) \neq 0$ in $\text{Rep}(\mathfrak{gl}(m|n))$.

**Proof.** Assume $k$ is such that $0 \leq k \leq m$ and $\lambda_{k+1}^* + \lambda_m^0 \leq n$. For convenience, write $l = \lambda_{k+1}^*$ and $l' = \lambda_m^0$. Now set $\eta_i = (\lambda^*)_i^0 - k$ for all $1 \leq i \leq l$ and $\eta_i = (\lambda^0)_i^0 - m + k$ for all $1 \leq i \leq l'$. Now, $\text{ch}(W((\lambda^*, \emptyset))$ (resp. $\text{ch}(W((\emptyset, \lambda^0)))$) is a covariant (resp. contravariant) supersymmetric Schur polynomials, which can be computed using so-called supertableaux (see [BR]). From the supertableaux definition of supersymmetric Schur polynomials it is apparent that the coefficient of $x_1^{\lambda_1^1} \cdots x_k^{\lambda_k^1} y_1^{\eta_1^0} \cdots y_l^{\eta_l^0}$ (resp. $x_{k+1}^{\lambda_{k+1}^1} \cdots x_{m-k}^{\lambda_{m-k}^1} y_{l'+1}^{\eta_{l'+1}^0} \cdots y_n^{\eta_n^0}$) in $\text{ch}(W((\lambda^*, \emptyset))$ (resp. $\text{ch}(W((\emptyset, \lambda^0)))$) has nonzero coefficient. Hence the coefficient of

$$
\frac{x_1^{\lambda_1^1} \cdots x_k^{\lambda_k^1} y_1^{\eta_1^0} \cdots y_l^{\eta_l^0}}{x_{k+1}^{\lambda_{k+1}^1} \cdots x_{m-k}^{\lambda_{m-k}^1} y_{l'+1}^{\eta_{l'+1}^0} \cdots y_n^{\eta_n^0}}
$$

in $C := \text{ch}(W((\lambda^*, \emptyset)) \otimes W((\emptyset, \lambda^0)))$ is nonzero. Thus

$$
edeg C \geq \sum_{1 \leq i \leq k} \lambda_i^* + \sum_{1 \leq i \leq l} \eta_i^0 + \sum_{1 \leq i \leq m-k} \lambda_i^0 + \sum_{1 \leq i \leq l'} \eta_i^0 = |\lambda|,
$$

since $l + l' \leq n$. On the other hand, by Proposition 4.6.4 we have

$$
C = \text{ch}(W(\lambda)) + \text{ch}(W(\mu^{(1)}) + \cdots + \text{ch}(W(\mu^{(s)}))
$$

for some bipartitions $\mu^{(1)}, \ldots, \mu^{(s)}$ with $|\mu^{(i)}| < |\lambda|$ for all $i = 1, \ldots, s$. Thus the coefficient of (44) is non-zero in $\text{ch}(W(\lambda))$ by Corollary 8.5.4. \qed

The rest of this subsection is devoted to proving the converse of Lemma 8.7.2.

We begin by focusing our attention to certain class of non-$(m|n)$-cross bipartitions. More precisely, we call a bipartition $\lambda$ almost $(m|n)$-cross if $l(\lambda^*), l(\lambda^0) \leq m + 1$ and $\lambda^*_{k+1} + \lambda^0_{m-k+1} = n + 1$ whenever $0 \leq k \leq m$. Equivalently, $\lambda$ is almost $(m|n)$-cross if $\lambda$ is not $(m|n)$-cross, but any bipartition obtained from $\lambda$ by removing a box is $(m|n)$-cross. Pictorially, $\lambda$ is almost $(m|n)$-cross if and only if the Young diagrams
of $\lambda^*$ and $\lambda^o$ can be glued together to form a $(m + 1) \times (n + 1)$ rectangle:

$$
\begin{array}{c}
m + 1 \\
\lambda^* \\
\circ \chi \\
n + 1
\end{array}
$$

The next proposition states that almost $(m|n)$-cross bipartitions lift trivially from $R_{m-n}$, hence characters and dimensions of the corresponding representations of $\mathfrak{gl}(m|n)$ can be easily computed (see Theorem 8.5.2 and (43)).

**Proposition 8.7.3.** If $\lambda$ is almost $(m|n)$-cross, then $\text{lift}_{m-n}(\lambda) = \lambda$.

**Proof.** Assume $\lambda$ is almost $(m|n)$-cross. Then

$$
I_\lambda(\lambda) = \{\lambda^*_1, \ldots, \lambda^*_{m+1} - m, -m - 1, -m - 2, \ldots\},
$$

$$
I_\lambda(m - n) = \{1 - m + n - \lambda^o_1, \ldots, 1 + n - \lambda^o_{m+1}, n + 2, n + 3, \ldots\}
$$

$$
= \{\lambda^o_{m+1} - m, \ldots, \lambda^o_1, n + 2, n + 3, \ldots\}.
$$

Hence,

$$
x_{\lambda}(m - n) = \cdots \wedge_{\frac{n}{i}} \wedge_{\frac{n}{i}} \chi \text{'s and } \circ \text{'s only} \vee_{\frac{n}{i}} \vee_{\frac{n}{i}} \vee_{\frac{n}{i}} \cdots
$$

In particular, $c_{\lambda}(m - n)$ has no caps and we are done by Corollary 6.4.2. $\square$

**Corollary 8.7.4.** If $\lambda$ is almost $(m|n)$-cross, then $\text{dim}_W(\lambda) = d_{\lambda}$ in $\text{Rep}(\mathfrak{gl}(m|n))$.

**Proof.** This follows immediately from Proposition 8.7.3 and (43). $\square$

We are now ready to prove the following lemma, which is the crucial step towards proving the converse of Lemma 8.7.2.

**Lemma 8.7.5.** If $\lambda$ is almost $(m|n)$-cross, then $W(\lambda) = 0$ in $\text{Rep}(\mathfrak{gl}(m|n))$.

**Proof.** By Corollary 8.7.4 it suffices to show $d_{\lambda} = 0$ whenever $\lambda$ is almost $(m|n)$-cross. If $m = 0$, then almost $(m|n)$-cross bipartitions are exactly ones of the form $\lambda = ((l), (n + 1 - l))$ for some $0 \leq l \leq n + 1$. In this case

$$
d_{\lambda} = \det \begin{pmatrix} d_{n+1-l} & d_{l-1} \\ d_{n-l} & d_l \end{pmatrix} = \det \begin{pmatrix} \binom{n}{n+1-l} & \binom{n}{l-1} \\ \binom{n}{n-l} & \binom{n}{l} \end{pmatrix} = 0.
$$

Hence we may assume $m > 0$. Assume $\lambda$ is almost $(m|n)$-cross so $l(\lambda^*)$, $l(\lambda^o) \leq m + 1$ and $\lambda^*_i = n + 1 - \lambda^o_{m-i+2}$ for all $1 \leq i \leq m + 1$. Then, by (43), $d_{\lambda}$ is the determinant of the $(2m + 2) \times (2m + 2)$ block matrix $(A \, B)$ where

$$
A = \begin{pmatrix} d_{\lambda^o_{m+1}} & d_{\lambda^o_m} & \cdots & d_{\lambda^o_1+m} \\ d_{\lambda^o_{m+1}-1} & d_{\lambda^o_m} & \cdots & d_{\lambda^o_1+m-1} \\ \vdots & \vdots & \ddots & \vdots \\ d_{\lambda^o_{m+1}-2m-1} & d_{\lambda^o_m-2m} & \cdots & d_{\lambda^o_1-m-1} \end{pmatrix},
$$

$$
B = \begin{pmatrix} \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots \\
\end{pmatrix}.
$$

By (43), $d_{\lambda} = 0$ whenever $\lambda$ is almost $(m|n)$-cross. Hence $W(\lambda) = 0$ in $\text{Rep}(\mathfrak{gl}(m|n))$.
Hence, if we let \( \sum \) denote the \((2m + 2) \times (m + 1)\) matrix whose \( j \)th column is given by \( \text{Col}_j(C) = \text{Col}_j(A) + (-1)^{m-1}\text{Col}_j(B) \), then by Lemma 8.6.1 we have

\[
C = \frac{1}{(m-1)!} \sum_{0 \leq i \leq n} \binom{n}{i} \begin{pmatrix} g_{m+1}^\lambda(i) & g_{m+1}^{\lambda+1}(i) & \cdots & g_{m+1}^{\lambda+m}(i) \\ g_{m+1}^\lambda(i) & g_{m}^\lambda(i) & \cdots & g_{m}^{\lambda+m-1}(i) \\ \vdots & \vdots & \ddots & \vdots \\ g_{m+1}^\lambda(i) & g_{m}^{\lambda-2m+1}(i) & \cdots & g_{m}^{\lambda-2m+1}(i) \end{pmatrix},
\]

where \( g_k(u) \) is the polynomial defined in Lemma 8.6.1. To show \( d^\lambda = 0 \) we will verify that the columns of \( C \) (and hence of \((AB)\)) are linearly dependent. To do so, notice \( g_{k-1}(u) = g_k(u+l) \) for any \( k, l \in \mathbb{Z} \). Hence, the \( j \)th column of \( C \) is

\[
(46) \quad \text{Col}_j(C) = \frac{1}{(m-1)!} \sum_{0 \leq i \leq n} \binom{n}{i} \begin{pmatrix} g_{m+2-j}^\lambda(i) & g_{m+2-j}^{\lambda+1}(i+1) & \cdots & g_{m+2-j}^{\lambda+m}(i+1) \\ \vdots & \vdots & \ddots & \vdots \\ g_{m+2-j}^\lambda(i) & g_{m}^{\lambda-2m+1+j}(i) & \cdots & g_{m}^{\lambda-2m+1+j}(i+1) \end{pmatrix}.
\]

The \( m + 1 \) polynomials \( g_{m+2-j}^\lambda(u) \) for \( 1 \leq j \leq m + 1 \) are each of degree \( m - 1 \) in the variable \( u \). Hence, there exist \( a_1, \ldots, a_{m+1} \in \mathbb{K} \) (not all zero) with \( \sum_{j=1}^{m+1} a_j g_{m+2-j}^\lambda(u) = 0 \). It follows from (46) that \( \sum_{j=1}^{m+1} a_j \text{Col}_j(C) = 0 \). \( \square \)

Finally, we are in position to prove our criterion for the vanishing of \( W(\lambda) \).

**Theorem 8.7.6.** \( W(\lambda) \neq 0 \) in \( \text{Rep}(\mathfrak{gl}(m|n)) \) if and only if \( \lambda \) is \((m|n)\)-cross.

**Proof.** One direction is Lemma 8.7.2. To prove the other, assume \( \lambda \) is not \((m|n)\)-cross. We will proceed by inducting on \( |\lambda| = (r, s) \). The \((m|n)\)-cross bipartitions of minimal size are exactly the almost \((m|n)\)-cross bipartitions, hence the base case of our induction is Lemma 8.7.5. If \( \lambda \) is not almost \((m|n)\)-cross, then there exists a non-\((m|n)\)-cross bipartition \( \mu \) which is obtained from \( \lambda \) by removing a box. If \( \mu \vdash (r-1, s) \) then by (34) we have \( \mu(\square, \varnothing) = \lambda + \mu^{(1)} + \cdots + \mu^{(k)} \in R_t \) for some bipartitions \( \mu^{(1)}, \ldots, \mu^{(k)} \) with \( |\mu^{(i)}| < |\lambda| \) for all \( 1 \leq i \leq k \). Hence, by Theorem 6.2.3(2), \( \mu(\square, \varnothing) = \lambda + \nu^{(1)} + \cdots + \nu^{(l)} \in R_{m-n} \) for some bipartitions \( \nu^{(1)}, \ldots, \nu^{(l)} \), which implies \( W(\mu) \otimes W((\square, \varnothing)) = W(\lambda) \otimes W(\nu^{(1)}) \otimes \cdots \otimes W(\nu^{(l)}) \) in \( \text{Rep}(\mathfrak{gl}(m|n)) \). By induction, we know \( W(\mu) = 0 \), hence \( W(\lambda) = 0 \). Too. For the case \( \mu \vdash (r, s-1) \), one argues similarly using (35). \( \square \)

**Remark 8.7.7.** As mentioned above, if \( \lambda^* = \varnothing \) (resp. \( \lambda^* = \varnothing \)), then \( \lambda \) being \((m|n)\)-cross is equivalent to \( \lambda^* \) (resp. \( \lambda^* \)) being \((m|n)\)-hook. Hence Theorem 8.7.6 is a generalization of Theorem 8.7.1.

On the other hand, suppose \( n = 0 \) and set \( m = d \) so that \( F_{m|n} \) is identified with \( E_d \) (see §5.2). In this case \( \lambda \) is \((m|n)\)-cross if and only if \( l(\lambda) \leq d \). Hence, Theorem 8.7.6 also generalizes the vanishing criterion in Theorem 5.2.2.
8.8. **Decomposing** $W(\lambda) \otimes W(\mu)$. Since $F_{m|n}$ is a tensor functor, Theorem 8.7.6 along with our method of decomposing arbitrary tensor products in $\operatorname{Rep}(GL_3)$ immediately allow us to decompose tensor products of the form $W(\lambda) \otimes W(\mu)$.

**Example 8.8.1.** From Example 7.2.2 with $\delta = 0$ we have the following decomposition in $\operatorname{Rep}(\mathfrak{gl}(m|m))$:

$$W((2), \emptyset) \otimes W((\square, \square)) \cong W(((2, 1), \square)) \oplus W(((3), \square)) \oplus W(((1^2), \emptyset)) \oplus W(((2), \emptyset))^\oplus 2.$$  

If $m > 1$, all the bipartitions in the decomposition above are $(m|m)$-cross. Hence by Theorem 8.7.6 the summands in the decomposition above are all nonzero. On the other hand, $((2, 1), \square)$ is the only bipartition above which is not $(\lambda\mu)$-cross. Hence by Theorem 8.7.6 we have the following decomposition into nonzero indecomposable $\operatorname{Rep}(\mathfrak{gl}(1|1))$:

$$W((2), \emptyset) \otimes W((\square, \square)) \cong W(((3), \emptyset)) \oplus W(((1^2), \emptyset)) \oplus W(((2), \emptyset))^\oplus 2.$$  
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