Abstract—Estimating the left tail of quadratic forms in Gaussian random vectors is of major practical importance in many applications. In this letter, we propose an efficient importance sampling estimator that is endowed with the bounded relative error property. This property significantly reduces the number of simulation runs required by the proposed estimator compared to naive Monte Carlo (MC), especially when the probability of interest is very small. Selected simulation results are presented to illustrate the efficiency of our estimator compared to naive MC as well as some of the well-known approximations.
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I. INTRODUCTION

Quadratic forms can appear in many applications including the study of the effect of inequality between errors in terms of variance and correlation in a two-way analysis of variance [1], when the constrained least-squares estimator is examined [2], but also when investigating non-coherent detection [3] and combining diversity [4, Chap. 14] in communication theory.

In general, the exact distribution of a linear combination of independent non-central chi-square variates is a challenging task. In fact, various approximations have been proposed in the literature, for example, Imhof [5] and Davies [6]. Based on the work of Imhof [5], Davies [6] presented a numerical approach to invert the characteristic function of a real random variable (RV) with the aim of computing its left tail. The author showed that the method accurately produces the distribution of a central chi-squared RV for various numbers of degrees of freedom. Rice [7] presented a generalization of this approach, including two numerical integration methods of inverting the characteristic function. Recently, the authors in [8] derived a new approximation to the cumulative distribution function (CDF) of positive RVs with application to the statistics of positive-definite real Gaussian quadratic forms. As stated in [9], there is no closed analytical expression for the CDF of a linear combination of non-central chi-square RVs, and that most of the existing methods start to fail to give an accurate result when the number of terms grows considerably.

Numerical sampling techniques, namely the Monte Carlo (MC) method, offer a feasible alternative in the absence of closed-form expressions of the quantity of interest. However, for very small probabilities encountered in many applications, MC requires large sample sizes to estimate the value of the probability and as a consequence long computational times. Alternatively, we propose in this work an efficient importance sampling (IS) estimator to estimate the probability of interest, which aims to reduce the number of required simulation runs given a certain confidence interval [10]. To the best of our knowledge, only two works proposing IS schemes for the purpose of computing tails of quadratic forms in Gaussian random vectors have been previously published [11, 12]. In these works, the authors were interested in the right tail and implemented IS combined with the cross-entropy method. However, the authors did not provide any efficiency analysis of their estimators. In this letter, we are rather interested in estimating the left tail of positive quadratic forms in Gaussian random vectors, and we show that our proposed IS scheme is endowed with the bounded relative error property, a well-desired property in the field of rare events simulations.

Contributions: Our proposed method provides two advantages over classical approaches: (i) the parameter governing the convergence in our case is explicitly determined for a fixed accuracy requirement (see Eqs. (14)-(15)), unlike other methods (e.g. [5] and [8]) where the order of truncation is often determined based on trial and error, and (ii) the bounded relative error property is a guarantee that our method will accurately estimate the probability of interest, even when the probability is very small, unlike other proposed methods (e.g. [6] and [8]) which may fail for certain regimes or require a bigger order of truncation (more computational time) to provide a good estimate.

The rest of this paper is organized as follows. First, we briefly describe the problem setting, and provide a lower bound for the probability of interest needed for the proof of the bounded relative error property of the proposed IS scheme. In Section II, we prove the efficiency of our proposed estimator. After reviewing some basic notions of IS in Section III, we present our approach to estimating the probability of interest in Section IV. Prior to concluding the paper, we show some simulation results to show the efficiency of our proposed approach. Throughout this paper, vectors and matrices are are denoted by bold letters.

II. PROBLEM SETTING

Let \( X = (X_1, \ldots, X_N)^T \) be a Gaussian random vector with PDF

\[
fx(x) = \frac{\exp\left(-\frac{1}{2}(X - \mu)^T \Sigma_X^{-1}(X - \mu)\right)}{\sqrt{(2\pi)^N |\Sigma_X|}}, \tag{1}
\]
where $\mu \in \mathbb{R}^N$ is the mean vector, $\Sigma_X \in \mathbb{R}^{N \times N}$ is the covariance matrix, assumed to be strictly positive definite, and $|\cdot|$ represents the determinant of a matrix. For a given positive definite matrix $\Sigma \in \mathbb{R}^{N \times N}$ and a threshold $\gamma_0 > 0$, we aim to introduce an efficient IS scheme for computing the left tail of the quadratic form $X^T \Sigma X$ as $\gamma_0 \to 0$, i.e.,

$$P = \mathbb{P}(X^T \Sigma X \leq \gamma_0).$$

Before giving a lower bound on the probability $P$, we rewrite its expression more conveniently. It can be shown that the probability of interest $P$ can be re-written as [13, Ch. 3]

$$P = \mathbb{P} \left(S_N = \sum_{i=1}^{N} \lambda_i (Z_i + \alpha_i)^2 \leq \gamma_0 \right),$$

where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N)$ is a diagonal matrix coming from the spectral decomposition of $\Sigma_X^{-1} \Sigma \Sigma_X^{-1} \mu$ as $Q^T \Lambda Q$ with $Q$ being an orthogonal matrix, $Z = Q \Sigma_X^{- \frac{1}{2}} (X - \mu)$, and $\alpha = Q \Sigma_X^{- \frac{1}{2}} \mu$. Note that $\{\lambda_i\}_{i=1}^{N}$ are non-negative and that $\{Z_i\}_{i=1}^{N}$ are independent Gaussian RVs with zero mean and unit variance. At a higher level of abstraction, estimating the probability $P$ amounts to determining the CDF of a linear combination of non-central chi-squared RVs with degree 1.

**Remark 1.** If the matrix $\Sigma$ is positive semi-definite, then $\alpha$ is also positive semi-definite. Without loss of generality, we assume that the non-zero eigenvalues are $\{\lambda_i\}_{i=1}^{d}$, where $d < N$. In this case, the probability $P$ is

$$P = \mathbb{P} \left(S_d = \sum_{i=1}^{d} \lambda_i (Z_i + \alpha_i)^2 \leq \gamma_0 \right).$$

In the rest of this paper, we assume that $d = N$, i.e., the positive definite case, but the same reasoning applies when we simply replace $N$ with $d$ in the positive semi-definite case. The following proposition gives a lower bound on $P$.

**Proposition 1.** Let $X = (X_1, \ldots, X_N)^T$ be a Gaussian random vector with mean $\mu$ and covariance matrix $\Sigma_X$, and let $\Sigma \in \mathbb{R}^{N \times N}$ be a given positive definite matrix. For a fixed threshold $\gamma_0 > 0$, we have

$$P \geq \prod_{i=1}^{N} \left[ 1 - Q_{\gamma_0}{\left(\alpha_i, \sqrt{\frac{\gamma_0}{N \lambda_i}}\right)} \right].$$

Using the independence of $\{Z_i\}_{i=1}^{N}$, we can write

$$P \geq \prod_{i=1}^{N} \mathbb{P} \left( (Z_i + \alpha_i)^2 \leq \frac{\gamma_0}{N \lambda_i} \right) = \prod_{i=1}^{N} F_{W_i} \left( \frac{\gamma_0}{N \lambda_i} \right),$$

where $F_{W_i}(\cdot)$ is the CDF of the RV $W_i = (Z_i + \alpha_i)^2$. This corresponds to the CDF of a non-central Chi-squared RV with 1 degree of freedom. Therefore, we can write

$$P \geq \prod_{i=1}^{N} \left[ 1 - \frac{1}{2} \left( \frac{\gamma_0}{N \lambda_i} \right) \right].$$

III. REVIEW OF IS

Let $f_Z(\cdot)$ denote the PDF of $Z = (Z_1, Z_2, \ldots, Z_N)^T$. Then, we can write $P = \mathbb{E}[\mathbb{1}_{S_N \leq \gamma_0}]$, where $\mathbb{1}_{(\cdot)}$ is the indicator function and $\mathbb{E}[\cdot]$ is the expectation w.r.t. the probability measure under which the PDF of $Z$ is $f_Z(\cdot)$. Therefore, the naive MC estimator of $P$ is given by

$$\hat{P}_{MC} = \frac{1}{M} \sum_{j=1}^{M} \mathbb{1}_{(S_N(\omega_j) \leq \gamma_0)},$$

where $M$ is the number of MC samples, and $\{S_N(\omega_j)\}_{j=1}^{M}$ are i.i.d. realizations of the RV $S_N$. For each realization of $S_N$, the sequence $\{Z_i(\omega_j)\}_{i=1}^{N}$ is sampled independently according to the PDF $f_Z(\cdot)$. We start by re-writing $P$ as

$$P = \mathbb{E}^* \left[ \mathbb{1}_{(S_N \leq \gamma_0)} \mathcal{L}(Z_1, \ldots, Z_N) \right],$$

where $\mathcal{L}(Z_1, \ldots, Z_N) = \prod_{i=1}^{N} f_Z(Z_i)$ is the likelihood ratio and $\mathbb{E}^*[\cdot]$ is the expectation w.r.t. the probability measure under which the PDF of $Z$ is the biased PDF $f_{Z}^*(\cdot)$. Thus, the IS estimator of $P$ is given by

$$\hat{P}_{IS} = \frac{1}{M^*} \sum_{j=1}^{M^*} \mathbb{1}_{(S_N(\omega_j) \leq \gamma_0)} \mathcal{L}(Z_1(\omega_j), \ldots, Z_N(\omega_j)),$$

where the sequence $\{Z_i(\omega_j)\}_{i=1}^{N}$ is sampled according to the biased PDF $f_{Z}^*(\cdot)$ for each realization $j = 1, \ldots, M^*$. The efficiency of the proposed IS estimator compared to naive MC can be measured by many criteria. When it comes to evaluating very low probabilities, IS estimators endowed with the bounded relative error property are desirable in the field of rare events simulations. A naive MC estimator requires a number of samples $M$ that grows as $O(P^{-1})$. To achieve the same accuracy, the number of simulation runs $M^*$ needed by an IS estimator with a bounded relative error remains bounded, independently of $P$. Mathematically speaking, we say that the IS estimator satisfies the bounded relative error criterion if the following statement holds [15]

$$\lim_{\gamma_0 \to 0} \sup_{\gamma_0} \frac{\mathbb{E}^*[\mathbb{1}_{(S_N \leq \gamma_0)} \mathcal{L}^2(Z_1, \ldots, Z_N)]}{P^2} < +\infty.$$
of both estimators is assumed to be the same. We start by defining the relative error of both estimators as [16]

$$\varepsilon = \frac{C}{P} \sqrt{\frac{P(1-P)}{M}}$$

$$\varepsilon^* = \frac{C}{P} \sqrt{\frac{\nu^* \mathbb{I}(S_N \leq \gamma_0) \mathcal{L}(Z)}{M^*}}$$

where we take $C = 1.96$, which corresponds to a 95% confidence interval, and $\nu^*$ denotes the variance w.r.t. the probability measure under which the PDF of $Z$ is $f_Z(z)$.

**IV. PROPOSED IS SCHEME**

Our approach consists on shifting the mean and scaling the variance of each variate $\{Z_i\}_{i=1}^N$ so that the marginal biased PDF is written as

$$f_{Z_i}(z) = \frac{1}{\sqrt{2\pi\sigma_i}} \exp\left(-\frac{1}{2} \left(\frac{z + \alpha_i}{\sigma_i}\right)^2\right).$$

(16)

While the original PDF of $Z_i$, $\forall i = 1, \ldots, N$, is a standard Gaussian, the biased PDF corresponds to a Gaussian with mean $-\alpha_i$ and variance $\sigma_i^2$. In our approach, we choose the parameter $\sigma_i$, hoping that the event of interest becomes no longer rare. A possible solution is to look for $\sigma_i$ in the form $\sigma_i^2 = \theta \frac{\lambda_i}{N}$, where $\theta$ is a positive parameter such that we have

$$\mathbb{E}^* \left[ \sum_{i=1}^N \lambda_i (Z_i + \alpha_i)^2 \right] = \gamma_0.$$  

Using the linearity of the expected value and the fact that, under the new probability measure, $\{Z_i + \alpha_i\}_{i=1}^N$ are zero mean Gaussian RVs with variance $\sigma_i^2$, we get

$$\sigma_i = \sqrt{\frac{\gamma_0}{N\lambda_i}}, \quad i = 1, \ldots, N.$$  

(18)

The above value of $\sigma_i$ is clearly non-negative since the eigenvalues $\{\lambda_i\}_{i=1}^N$ are all non-negative. As $\gamma_0$ approaches zero, the values of $\sigma_i$ become smaller, leading to the reduction of the variance of the IS estimator. Defining the biased PDFs using the values of $\sigma_i$ obtained in (18), we show that our proposed IS estimator satisfies the bounded relative error property.

**Proposition 2.** Let the marginal biased PDFs be defined as in (16), and $\sigma_i$ as in (18). Then, the IS estimator (12) of the probability $P$, given by (2), satisfies

$$\limsup_{\gamma_0 \to 0} \frac{\mathbb{E}^*[\mathbb{I}(S_N \leq \gamma_0) \mathcal{L}(Z)]}{P^2} \leq \prod_{i=1}^N \frac{\pi\sigma_i}{\lambda_i} < +\infty.$$  

(19)

**Proof:** The likelihood ratio can be upper bounded by

$$\mathcal{L}(Z) = \prod_{i=1}^N f_{Z_i}(Z_i) = \prod_{i=1}^N f_{Z_i}(Z_i) = \left(\prod_{i=1}^N \sigma_i\right) \exp\left(-\frac{1}{2} \sum_{i=1}^N \left(\frac{Z_i + \alpha_i}{\sigma_i}\right)^2 \right) \leq \left(\prod_{i=1}^N \sigma_i\right) \exp\left(-\frac{1}{2} \sum_{i=1}^N \left(\frac{Z_i + \alpha_i}{\sigma_i}\right)^2 \right).$$

(20)

With the choice of $\sigma_i$ given in (18), we get

$$\mathcal{L}(Z) \leq \left(\frac{\gamma_0}{N}\right) \prod_{i=1}^N \exp\left(\frac{N}{2\gamma_0} \sum_{i=1}^N \lambda_i (Z_i + \alpha_i)^2 \right).$$

(21)

Using the above upper bound of the likelihood ratio, we write

$$\frac{1}{\prod_{i=1}^N \lambda_i} \mathcal{L}(Z) \leq \left(\frac{\gamma_0}{N}\right)^N \prod_{i=1}^N \frac{1}{\lambda_i} e^{\gamma_0}. $$

(22)

Thus, we obtain the upper bound

$$\mathbb{E}^*[\mathbb{I}(S_N \leq \gamma_0) \mathcal{L}(Z)] \leq \left(\frac{\gamma_0}{N}\right)^N \prod_{i=1}^N \frac{1}{\lambda_i} e^{\gamma_0}. $$

(23)

From Proposition 1, we have

$$P \geq \prod_{i=1}^N \left[1 - Q(\alpha_i, \sqrt{\frac{\gamma_0}{N\lambda_i}})\right].$$

(24)

Using [14, Eq.(8)], we have the asymptotic expansion around $b = 0$ of $Q_\nu(a, b)$, i.e.,

$$Q_\nu(a, b) \sim 1 - \frac{1}{\Gamma(\nu + 1)} \left(\frac{b^2}{2}\right)^\nu \left(\frac{a^2}{2}\right)^{1-\nu}.$$  

(25)

Therefore, as $\gamma_0 \to 0$, we have

$$P \geq \left(\frac{1}{N\pi}\right)^N \prod_{i=1}^N \frac{\alpha_i}{\sqrt{\lambda_i}}.$$  

(26)

and we can write

$$\frac{1}{P^2} \leq (N\pi)^N \gamma_0^{-N} \prod_{i=1}^N \lambda_i.$$  

(27)

By combining (23) and (27), we obtain

$$\limsup_{\gamma_0 \to 0} \frac{\mathbb{E}^*[\mathbb{I}(S_N \leq \gamma_0) \mathcal{L}(Z)]}{P^2} \leq \prod_{i=1}^N \frac{\pi\sigma_i}{\lambda_i} < +\infty.$$  

(28)

**Remark 2.** If $\mu = 0$, then $\alpha = 0$, the biased PDF is Gaussian with zero mean and variance $\sigma_i^2$. In the proof, we use the following lower bound

$$P = \mathbb{P}(X^T \Sigma X \leq \gamma_0) \geq \frac{1}{\pi} \prod_{i=1}^N \gamma_0 \left(\frac{1}{2} \cdot 2N \lambda_i\right).$$

(29)

where $\gamma(\cdot, \cdot)$ is the lower incomplete Gamma function [17, Eq. (8.350.1)]. As $\gamma_0 \to 0$, we have the upper bound

$$\frac{1}{P^2} \leq (\frac{N\pi}{2})^N \left(\prod_{i=1}^N \lambda_i\right) \gamma_0^{-N}. $$

(30)

Our IS estimator also has the bounded relative error property in this case

$$\limsup_{\gamma_0 \to 0} \frac{\mathbb{E}^*[\mathbb{I}(S_N \leq \gamma_0) \mathcal{L}(Z)]}{P^2} \leq \left(\frac{\pi\sigma_i}{\lambda_i}\right)^N < +\infty.$$  

(31)
Remark 3. Our proposed approach is still valid even if we consider the complex case for which the probability is

$$P = \mathbb{P}(X^* \Sigma X \leq \gamma_0),$$

(32)

where $X$ is a complex Gaussian random vector, $X^*$ is its conjugate transpose, and $\Sigma$ is a Hermitian positive definite matrix. The complex setting appears in many applications involving wireless techniques [18]-[19]. Our estimator maintains the bounded relative error in the complex-valued case.

Remark 4. The derived upper bound for the relative error suffers from an exponential deterioration w.r.t. $N$. Note that this means that the bound becomes useless for large $N$, but this does not mean our approach is not valid in this regime. We show in the simulations section, that even when $N$ is large, our approach still works numerically (see next section).

V. Numerical Simulations

To show the accuracy and efficiency of the proposed IS scheme, we plot the CDF given in (2) using our proposed approach and we compare it to naive MC, as well as some baselines from the literature. We consider a similar setting as in [8] where the elements of the matrices are $[\Sigma]_{i,j} = \xi^{i-j}$ and $[\Sigma X]_{i,j} = \rho^{i-j}$ where $\xi, \rho \in (0, 1)$. With this construction, we ensure that both matrices are positive definite. For the sake of simplicity, we consider the mean vector $\mu$ to be identical for all variates. All simulations were obtained using MATLAB operated on a 1.8 GHz Intel Core i5 CPU.

A. Comparison with MC

We start by showing the computational gain of our proposed approach compared to MC. To this end, we plot the CDF, given in (2), as a function of the threshold $\gamma_0$ for different values of the quadrature order $N \in \{10, 20, 30\}$ when $\xi = 0.4$, $\rho = 0.8$ and $\mu_i = 1$, $\forall i$. We can clearly see that although using fewer simulation runs ($10^4$ less), our proposed IS estimator accurately estimates the CDF, unlike naive MC, which completely fails to estimate probabilities smaller than $10^{-7}$.

We plot the required number of simulation runs for a 5% accuracy requirement in Fig. 2 where the arrows in the plot indicate the increment of the value of $N$. This plots confirms that our proposed IS scheme outperforms naive MC. For a fixed threshold $\gamma_0$, we notice that the number of simulation runs of IS is far less than the one needed by naive MC to achieve the same accuracy. We also note that while the number of samples of naive MC continues to increase at a high rate as the probability becomes smaller, the number of samples required by the IS estimator remains almost constant as a result of the bounded relative error property. For instance, for $N = 20$, and $\gamma_0 = -5dB$, the gain in terms of number of simulation runs of our method compared to MC is around $10^{10}$.

B. Comparison with Other Baselines

In this section, we compare our proposed approach to the approximations presented in [5], [8], and the saddle-point approximation (spa) using Newton’s method presented in [20]. For $\gamma_0 = 5dB$, we plot, in Figs. 3 and 4, the CDF for two different sets of values of the parameters $\xi$, $\rho$, and $\mu$ as a function of the quadrature order $N$. For the approach presented, in [8], we used two values of the parameter governing the accuracy of the approximation, i.e. $m = 200$ and $m = 500$. From Fig. 3, we observe that although all methods match for relatively high probabilities, they start to give inaccurate estimation of the probability of interest as soon as it becomes very small, unlike our proposed approach. In Fig. 4, the gap in accuracy becomes more obvious even for small probabilities, which indicates that some of these method are sensitive to the parameters of the simulation. Finally, we report, in table I, the average CPU time in seconds based on ten evaluations of the CDF at $\gamma_0 = 5dB$ when $\xi = 0.4$, $\rho = 0.8$ and $\mu_i = 1$, $\forall i$. The results of our proposed approach are based on a number of samples equal to $M^* = 10^4$. We can clearly see that our proposed approach is the fastest, followed by saddle point approximation (spa), then Imhof method. We can see that the choice of the parameter $m$ in [8] affects also the CPU time. For all methods, the CPU times increases as the order of quadrature $N$ increases.

VI. Conclusion

In this paper, we proposed an efficient IS estimator for the left tail of positive quadratic forms in Gaussian RVs. We showed that our estimator is endowed with the bounded relative error property, making it an appealing alternative to MC. Numerical simulations show a clear gain in terms of simulation runs, confirming the efficiency of our scheme compared to MC. Our approach also exhibits better performance than several existing methods in terms of accuracy and CPU time.
Fig. 3. CDF (for $\gamma = 5$ dB) when $\xi = 0.4$, $\rho = 0.8$ and $\mu_1 = 1, \forall i$. Number of samples of IS $M^* = 10^4$.

Fig. 4. CDF (for $\gamma = 5$ dB) when $\xi = 0.1$, $\rho = 0.5$ and $\mu_1 = 2, \forall i$. Number of samples of IS $M^* = 10^4$.

| IS ($M^* = 10^4$) | 10 | 20 | 40 | 60 | 80 | 100 |
|-------------------|----|----|----|----|----|-----|
| Imhof             | 0.083 | 0.055 | 0.063 | 0.068 | 0.072 | 0.078 |
| spa               | 0.323 | 0.337 | 0.361 | 0.432 | 0.532 | 0.632 |
| [10], $m = 200$   | 0.073 | 0.078 | 0.083 | 0.086 | 0.092 | 0.096 |
| [10], $m = 500$   | 0.282 | 0.306 | 0.359 | 0.404 | 0.435 | 0.486 |

TABLE I
AVERAGE CPU TIME (S) FOR A SINGLE COMPUTATION OF THE CDF AT $\gamma_0 = 5$ dB WHEN $\xi = 0.4$, $\rho = 0.8$ AND $\mu_1 = 1, \forall i$.
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