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In this article, we study 1/f, c ≈ 1 electrical noise in amorphous phase-change materials. Given the relevance of noise in recent applications, it is necessary to gain a deeper perspective on its nature in phase-change semiconductors, a promising class of materials. Electron conduction is envisaged in terms of an envelope function and a field-dependent Bloch wave function; the electron transport across the structure is modeled as driven phase oscillators under a weak field and obeys a Kuramoto-type equation. Its solutions naturally divide into a phase-synchronized group and phase-desynchronized oscillators. The former is comprised by long-lived pairs or aggregates and are responsible for 1/f, c ≠ 1 noise. We identify the dividing frequency between c ≠ 1 noise and c = 1 noise. The phase-desynchronized carriers generate c ≠ 1 noise and are single carriers, not aggregates, and are short-lived. We apply our analysis to recent experiments.

1. Introduction
The discreteness of charge naturally implies fluctuations in electric power. Thus, a time-averaged value offers less information than the measurement in time. But might pairs or aggregates of discrete charges show up in these measurements [1, 2]? Such a phenomenon would be especially relevant for amorphous phase-change materials (PCMs), whose short-range order replaces the long-range order in crystals. For them, Anderson’s negative-U (negative correlation) model suggests that, through the electron-lattice interaction and consequent lattice deformation, identical charges at the same site attract, notwithstanding their strong Coulomb repulsion [3]. It would then be interesting to see how this shows up in the context of 1/f flicker noise, which dominates the low-frequency region. Noise is important today due to its relevance to gravitational wave detection [4], Casimir torque experiments [5], and infrasound detection [6], among others. On the technological front, noise impacts the integrity of stored data, and for multibit phase-change devices, about 80% of the noise originates from current fluctuations [7].

Over sixty years ago, Ovshinsky announced the discovery of otonic switching in amorphous materials [8]. That discovery was initially bypassed, but 60 years later, threshold switch selectors promise to transform data storage, in-memory computing, hardware neural networks, and other technologies [9]. An issue underpinning amorphous materials concerns the nature of electrical transport [10, 11]. Efforts to understand it have been in earnest over the past 20 years. Conduction in PCMs, to which chalcogenide alloys belong, has two disparate manifestations: when the material is amorphous, the resistance is very large; when the material is crystalline, the resistance drops by orders of magnitude. Conduction in the crystalline case can be explained in terms of those of a doped semiconductor with a small band gap and Fermi level lying near the valence band [12]. The amorphous allotrope, however, hosts many localized states that aid conduction only in the presence of large external electric fields [13, 14].

For semiconductors, noise measurements provide information about internal structure and device architecture [15]. Furthermore, low-frequency noise is a diagnostic for the quality of electronic devices [16], lending insight into processes in noncrystalline materials [17]. Aggregation could be a manifestation of phase synchrony among mobile electrons, with short-range order in PCMs constraining the extent of clustering.
At the beginning of the century, Pellegrini outlined an approach that foreshadows our picture of 1/f noise [18]. Even during the days of vacuum tubes, it was understood that 1/f noise consisted of a superposition of electron emission processes with a (roughly) uniform distribution of relaxation rates [19, 20]. Thus, only processes exhibiting an autocorrelation in time lead to 1/f noise. Presently, three approaches sum up the wisdom of the past decades. Beneventi et al. suggested a two-level model connecting two structural and electronic configurations with their associated bond lengths and angles in an amorphous lattice, thereby accounting for the variability of the trap energy and the population fluctuation of carriers [21]. Nardone et al. presented a two-state system of carriers of atomic or electronic nature in traps deep in the mobility gap [1]. They found the coupling between trap and double-well potential dominant enough to cause a large modulation of carrier concentration. Dmitriev et al. traced 1/f noise to fluctuations of the level occupancy of tail states near the conduction/valance band edges [22]. Aggregates in the context of 1/f noise were studied by Burin et al. [2] in connection with hopping conduction, which Nardone et al. showed to be inapplicable in PCMs [1]. We limit ourselves to amorphous PCMs because their short-range characteristic is unique to them. Importantly, this feature permits us to steer away of the controversy over the causes of 1/f noise.

The exponent of frequency for the 1/f noise spectral density as a function of frequency is not generally unity, though close. We will see instances of this shortly. Our focus is on this exponent γ hence, 1/fγ. One notices that γ tends to be less than unity as frequency grows. We show that γ = 1 occurs for aggregates and are in phase synchrony with each other. We refer to this as true 1/f noise, without prejudice to the rest. This circumstance is not inconsistent with Anderson’s negative-U hypothesis [3].

In the following, we discuss the nature of the wave function for electron propagation in a crystal subject to an electric field, which serves as a local version of the same phenomenon in PCMs, at least for the extended states [23]. An important step is to identify the phase of the carrier in terms of its energy in a weak electric field. We then connect this discussion with phase oscillators, for which phase synchrony occurs. At this point, we are ready to appreciate the role that tail states in PCMs might hold for noise. We identify long-lived tail states as the carriers responsible for true 1/f noise and indicate how pairs/aggregates of charges can be long-lived. Finally, the discussion on phase oscillators is expanded to explain how 1/f noise depends on material thickness, as observed recently [24].

For recent applications of PCMs, we refer to the following reviews [25].

2. First Approach

Typically, 1/f noise in an electronic device accompanies the change in carrier trapping and detrapping, which manifests as temporal fluctuations [26]. In the case of amorphous chalcogenide PCMs, noise has been attributed to bond length/angle induced fluctuations of the mean trap energy [21]. As a first approach, we take the power spectral noise density due to a random signal, which was given by Machluck [27].

\[
\Phi(\omega) = \frac{1}{\ln \sigma_i} \frac{1}{\ln \tau_2/\tau_1} \frac{1}{\pi} \frac{1}{\omega^2} \left\{ \sum_{i=1,j=1,2} (-1)^i \left[ \frac{1}{\sigma_i} \log \frac{(\tau_i + \sigma_j)^2}{(1 + \omega^2 \tau_i^2) + 2 \tau_i \sigma_j + \sigma_j^2} \right] \right\}
\]

(2)

which shows 1/f and 1/f^2 components. The noise power is symmetric with respect to interchange of \( \sigma_{1,2} \) and \( \tau_{1,2} \). For amorphous materials, the log terms are effectively negligible so only the arctangent terms are important. This then gives us the 1/f flicker noise power.

Figure 1 compares equation (2) with spectral noise power, \( S = f^2 \Phi(\omega) \), measurements for a-GeTe at room temperature, using Au and Mo electrodes [29]. We see agreement between the data and equation (2) starting to fray for frequencies beyond a ~ 10^2 Hz. Above this threshold frequency, the exponent γ = 0.9 becomes appropriate as suggested by the short black line in Figure 1. More recent measurements by Beneventi et al. [30] for PCMs exhibit a similar trend and roughly similar threshold frequencies. The effect is also seen in amorphous materials such as a-Si: H and nanocrystalline-Si: H thin-film transistors [31].

The above development reasonably captures the general mechanism for noise but requires additional new input to
confront more recent observations. An example is the measurement by Lee et al. of the noise spectral densities of amorphous indium-gallium-zinc-oxygen thin film transistors [24]. Figure 2 shows a decreasing spectral density as the thickness increases, which is unexplained by equation (2).

3. Introducing the Kuramoto Equation

In studies of electron propagation in 1D in a crystal subjected to a constant field $\mathcal{E}$, the potential (Figure 3) is decomposed into a part that shares the lattice periodicity and a portion that does not. The latter has zero matrix elements with the energy-band states associated with the combined periodic crystal potential and periodic part of the potential [32]. In the absence of scattering, an electron can be described in terms of a field-dependent Bloch wave with an energy $E (k, \mathcal{E})$ is available in the literature [33, 34]. In the tight-binding approximation it can be written as $E (k, \epsilon) = -2t \sin (ka - \eta)$, $t$ being the transfer energy for nearest-neighbour hopping and $\eta$ is a small phase [34] ($T$ is time). Recognizing $ka$ as the natural expression for phase we write

$$\dot{\phi} = \omega - \frac{2t}{\hbar} \sin (\phi - \eta).$$

Equation (4) has the form of the Kuramoto equation, which pervades studies of the synchronized behavior of coupled oscillators [35]. There $\phi$ is viewed as a collective variable describing the phases of a large number of oscillators, $\phi_i, i = 1, \ldots, N$, with phases $\phi_i$, natural frequencies $\omega_i$, and instantaneous frequencies $\dot{\phi}_i$:

$$\dot{\phi}_i = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin (\phi_j - \phi).$$

$K$ being the coupling strength. The average phase of the collection, $\Phi$, is defined through an order parameter.

$$Z = \frac{1}{N} \sum_{i} n_i e^{i\phi_i} = re^{i\Phi}.$$
thereby increasing \( r \) and \( Kr \) and drawing yet more oscillators into synchrony. A feedback loop between coupling and synchrony thus sets in. One now goes to a frame rotating with angular velocity \( \Omega \) (\( = \Phi \)). Then, the equation for \( \phi \) can be written as

\[
\dot{\phi} = \omega - \Omega - Kr \sin \phi. \tag{7}
\]

Integration yields two solutions: for \( |\omega - \Omega| \leq Kr \), the system has a stable fixed point at

\[
\phi^* = \arcsin \left( \frac{\omega - \Omega}{Kr} \right). \tag{8}
\]

For \( |\omega - \Omega| > Kr \), the system has no fixed point ([35], see also supplementary material [36]) The first consists of synchronized oscillators with phases locked at \( \phi^* \) and entrained in the rotating frame. The second corresponds to oscillators with no equilibrium solution; they remain unlocked and drift nonuniformly. \( Kr \ (2\Omega/\hbar \text{ in equation (4)}) \) is the cut-off frequency dividing the synchronized from the unsynchronized oscillators. With increased synchrony, \( r \) grows and so does the cut-off frequency until \( r = 1 \) is reached, which is the steady state. Of course, a system may fall short of \( r = 1 \) and remain in that partially synchronized state. The phases of the desynchronized oscillators are periodic [37]. Having obtained the solution, one must check consistency with the order parameter. We will not pursue this (see [35]) but return to it for a related problem below.

4. Phase-Change Materials

Before proceeding further in our development, we pause to describe the properties of phase-change materials (PCMs), which will concern us primarily in the paper. The most popular PCMs are Ge\(_2\)Sb\(_2\)Te\(_5\) (GST) and GeTe. Besides their periodicity, crystals are endowed with distinct conduction and valence bands that are well separated in energy. In amorphous materials, on the other hand, the periodicity is replaced by a short-range order and, despite the loss of periodicity, there may still be a considerable degree of ordering locally [13, 14]. A universal feature of amorphous materials is the presence of band-tail states, that is, localized electronic states populating the energy region below the conduction band and above the valence band [38]. These states dominate the conduction properties of these materials. The existence of these band states is usually attributed to disorder, whether thermal, structural, compositional, or arising from impurities.

Remarkably the band-tail states are well described by an exponential distribution with a characteristic energy \( \epsilon_0 \) [38, 39]. Thus, the density of states of these tail states falls exponentially inside the band gap (since we are in the gap, energy \( \epsilon \) has a negative sign) [40]

\[
\rho(\epsilon) = \rho(0)e^{-\epsilon/\epsilon_0}. \tag{9}
\]

The relaxation time \( \tau \) associated with a single fluctuation is distributed across a large energy interval by

\[
\tau(\epsilon) = \tau(0)e^{-\epsilon/\epsilon_1}. \tag{10}
\]

In which \( \epsilon_1 \) is the characteristic energy for capture. This dependence can be explained through the multiphonon capture mechanism ([41, 42]; also sec. IV C. 2 of [1]). Note, that the symbol \( r \) here is not the same as a similar quantity introduced in equation (2). We see from equation (10) that long relaxation times correspond to large \( \epsilon/\epsilon_1 \). The above features of PCMs naturally provide the requisite autocorrelation noted earlier.

The exponential distribution of relaxation times is a basic feature of PCMs [38], and relaxation times spanning the range from picoseconds to years are not new [43]. An estimate of the activation relaxation time for PCMs for the electronic double-well potential due to a pair of negative-U centers is [1].

\[
\tau = \tau_{\min} \exp \left[ \frac{2R}{a} + \frac{\Delta W_B(R)}{k_B T} \right], \tau_{\min} = \tau_0 \exp \left[ \frac{W_B(R_{\min})}{k_B T} \right],
\]

where \( R = \text{intercenter separation}, \Delta W_B(R) = W_B(R) - W_B(R_{\min}), a = \text{electron localization radius}, \) exp \([2R/a]\) accounts for electron tunneling, \( \tau_0 \sim 10^{-12} \) as the atomic vibration time. With typical parameters \( a \sim 10^{-8} \text{m}, R \sim 10^{-8} \text{m}, \Delta W_B \sim 1 \text{eV} \) [1], one obtains \( \tau_{\min} \sim 10^{-4} \) s and \( \tau \sim 10^{17} \) s. Although rough, the estimates point to the existence of very long relaxation times. If this is true with pairs it is especially true with aggregates.

Long-lived states are characterized by large \( W_B \). In the context of pairs, this in turn occurs when electrons are widely separated [1]. Long-lived states are also associated with a heavy polaron cloud accompanying atomic deformation [1]. The reverse holds for closely separated pairs which are usually referred to as intimate pairs. In the case of aggregates, i.e., many electrons loosely forming a pack, the corresponding \( W_B \) would be large, and such a pack is long-lived on account of the many phonons playing a role akin to photons mediating between electrons. Long-lived electronic states are hardly new; they have also been invoked in studies of resistance drift in spin glasses, disordered superconductors, granular materials, colloids, and similar systems [44], where they originate from structural relaxation. Since McWhorter’s work [45], it is common to associate long-lived states with surface traps and contacts ([40], p722) but the view that even bulk traps can be long-lived has gained traction currently [46]. Indeed, equation (11) does not suggest any special distinction between surface and deep traps.

For amorphous PCMs, we envisage conduction in terms of classical electrons being thermally emitted and hopping over the top of the Coulomb-barrier humps between donor-like traps separated by a potential hump created by the Coulomb potential between the two adjacent traps. See Figure 4. This is the Poole–Frankel (PF) picture [47]. For guidance, consider \( a \)-GeTe. Its carrier density is \( \sim 10^{24} \text{ m}^{-3} \), implying spacing between carriers/traps of \( \sim 10 \text{ nm}, \) assuming no pairs or aggregates [48]. The Coulomb repulsive energy for two electrons \( a = 2.7 \text{ nm apart} \) is \( e^2/ea \approx 10 \text{ meV}, \)
where the dielectric constant $\varepsilon \approx 25$ [49] is used. For a Hubbard energy $U \sim -0.5\,eV$ [50], this implies $\sim 50$ pairs of electrons can be supported between successive traps. These are the clusters or aggregates.

### 5. 1/f Noise in PCMs

We saw above that despite the fact that Machlup’s noise density (4) captured the basic physics of noise, it failed to explain the thickness dependence of more recent experimental data. To his basic picture of random telegraph signals, we must now include also the feature of band-tail relaxation discussed above. Copeland [51] wrote the square root of effective stiffness divided by mass, i.e., $\sqrt{K/NNm}$. The product of energy and its frequency is constant, explaining why this noise scales as 1/f. Charges emitting noise at frequencies above the cut-off drift with random phases and shorter lifetimes. For them $\nu_i \sim O(1)$ and $\gamma < 1$. They do not form aggregates and move as individual charges. They are further apart while the synchronized group is mobile aggregates. Aggregates are massive and generate more noise than individual drifters.

To estimate the transfer energy for a-GeTe, which is given by $t = h^2/2ma$ where $m$ is mass and $a$ is separation [54], we start with the value for graphene, which is 2.4 meV [55]. This is of course for a crystal; we have to find the equivalent value for amorphous PCMs. Recall that we saw how $\sim 50$ pairs of electrons can aggregate in one direction.

In 3D then, we have $10^6$ electrons in a packed cluster. The hopping distance is now of order 10 nm [10] compared with a spacing in graphene of $a \sim 2\AA$. This leads to an estimate of $t \sim 10^{-12}\,eV$ corresponding to a frequency of around 200 Hz (see also supplementary material [36]). This is our cut-off frequency for PCMs, which matches observations mentioned above.

In Figure 2 we saw that $S(e)/e^2$ generated by a thinner PCM is greater than that of a thicker one. This had been attributed to carriers hopping across more traps in thicker materials, leading to stronger averaging on the noise [56]. However, the impact of averaging upon the carriers is unclear. Here, we attempt a simplified approach. We look upon hopping as an external periodic force near a mean frequency. Equation (5) is modified by adding on the right-hand side a term $b \sin(\omega_iT - \phi)$, where $\omega_i (b)$ is the frequency (strength) of the force [57]. Since equation (5) has units of inverse time, “external force” is used here analogically. The Kuramoto equation is now

$$\dot{\psi}_i = \omega_i - \omega_f - b' \sin(\psi_i - \psi_0).$$

(14)

The order parameter is $Z = 1/N \sum_{i=1}^{N} e^{i\psi_i} = re^{i(\phi_0 + \omega_iT)}$. The Kuramoto equation then takes the form

$$\dot{\psi}_i = \omega_i - \omega_f - b' \sin(\psi_i - \psi_0),$$

(15)

where $\psi_i = \phi_i - \omega_f T$, tan $\psi_0 = K \sin \phi_0 / (b + K \sigma \cos \phi_0)$,

$b' = \sqrt{\omega_i^2 + K^2 \sigma^2 + 2Krb \cos \phi_0}$. Solutions are

$$\dot{\psi}_i = \psi_0 + \sin\left(\frac{\omega_i - \omega_f}{b'}\right) \left|\frac{\omega_i - \omega_f}{b'}\right| \leq 1 \text{ synchronize d group},$$

(16a)

$$= \omega_iT + \psi_0 + h(\omega_iT) \left|\frac{\omega_i - \omega_f}{b'}\right| > 1 \text{ de synchronize d group},$$

(16b)

with $\omega_i = \sqrt{(\omega_i - \omega_f)^2 - b'^2} > 0$. $h(x)$ is a function with the period $2\pi$ [36, 58]. These generalize solutions of equation (7).
We check self-consistency assuming $r$ and $\phi_0$ are time-independent. For $N \rightarrow \infty$, the system of phase oscillators is described in terms of a probability distribution $\rho(\psi | \omega)$ where $\rho(\psi | \omega)d\psi$ gives the fraction of oscillators with phase between $\psi$ and $\psi + d\psi$ for frequency $\omega$. The order parameter is expressed as

$$r e^{i\phi_0} = \int_0^{2\pi} d\psi \rho(\psi)e^{i\psi} = \int_{-\infty}^{\infty} d\omega \int_0^{2\pi} d\psi \rho(\psi | \omega)e^{i\psi}. \quad (17)$$

$g(\omega)$ being the distribution of oscillator frequencies. From equation (16a), the synchronized oscillators obey

$$\rho_s(\psi) = \frac{d\omega}{d\psi} = g(\omega_f + b' \sin(\psi - \psi_0))b' \cos(\psi - \psi_0), |\psi - \psi_0| \leq \frac{\pi}{2}. \quad (18a)$$

For the desynchronized group, more effort is required [36, 57]:

$$\rho_{ds}(\psi) = \frac{b'}{2\pi} \int_{|\psi - \psi_0|}^{\psi + b'} \cos \theta \frac{d\theta}{\sin^2 \theta} g \left( \omega_f + \frac{b'}{\sin \theta} \right) \frac{\sqrt{1 - \sin^2 \theta - 1}}{1 - \sin \theta \sin \psi}, \quad (18b)$$

and equation (17) yields the consistency equation

$$r e^{i\phi_0} = b' \int_{-\pi/2}^{\pi/2} d\psi g(\omega_f + b' \sin \psi) \cos \psi e^{i\psi} - iH, \quad (19)$$

where $H = \int_0^{\pi/2} [\cos^2 \theta - \cos \theta / \sin^2 \theta] d\theta [g(\omega_f + b' \sin \theta) - g(\omega_f - b' \sin \theta)].$

We assume a Lorentzian distribution centered around $\omega_f$, $g(\omega) = (\Gamma/\pi)[1/((\omega - \omega_f)^2 + \Gamma^2)]$, where parameter $\Gamma$ is half the width at half the maximum height. Substituting into equation (17) we obtain

$$\int_0^{\pi/2} d\psi \left\{ b' \sin^2 \psi + \Gamma^2 \right\} \cos \psi e^{i\psi}. \quad (18a)$$

Other terms vanish due to symmetry. In this simplified model, the order parameter is real and we find

$$r = \sqrt{1 + x^2 - x, x = \Gamma / b'} \quad (20)$$

This is our consistency requirement. As noted above, $r$ is a measure of synchrony and below a frequency of $\sim 200$ Hz it is also a measure of the number of particles and hence, noise density. To relate this to our problem we study the scaling properties of $\Gamma$ and $b'$. As length $L$ increases so does $\Gamma$, that is, the range of significant frequencies of $g(\omega)$ grows linearly (see Figure 5(a)). On the other hand, $b'$ decreases with length. Indeed, as $L$ grows so does barrier height, an effect attributed to the percolative nature of the conduction mechanism [58, 59]. Intuitively, larger length implies more hopping which diminishes driving strength $b'$. We assume $b' \sim 1/\sqrt{L}$, and obtain the dependence, $x \sim L^{3/2}$. Figure 3 suggests that the weakening of the driving force with increased length coupled with increased spectral frequency spread are the factors responsible for the decrease in the noise density in PCM. Figure 5(b) shows $S(e)/I^2$ versus length for a-IGZO data from Figure 2 at the frequency 100 Hz (see supplementary material [36] for more detail). The agreement between the prediction (curve) and data points is reasonable. Very similar results were also obtained by Jayasingh et al. [56] for GST. Moreover, a result supporting a similar conclusion but for graphene, which is not a PCM but crystalalline, has also been reported [60]. Although an abundance of data is still unavailable, the latter observation points to a trend applicable to $1/f$ noise for materials beyond the realm of PCMs.

A question that has baffled researchers is whether $1/f$ noise is found at equilibrium [61]. Under thermal equilibrium there should be no current, hence, no noise. Herein, we answer by going back to equation (4) and the energy $\epsilon(k, \epsilon)$. The result for $\epsilon(k, \epsilon)$ is rigorously correct provided $t/N\epsilon \gg 1$, $N =$ number of lattice sites [34]. As the field $\epsilon$
approaches zero, the tight-binding result for energy becomes exact and we can expect equation (4) to hold rigorously. In the context of PCMs, the rest of the argument stands and we should be able to observe 1/f noise in the limit $e \rightarrow 0$, i.e., as thermal equilibrium is approached.

Our objective in this paper was to identify the source of true 1/f noise which we traced to the long-lived tail states. If 1/f noise is to be minimized, we found that, by far, the most important source of that noise lies in the low frequency regime, which corresponds to the long-lived states. Higher frequency contributions to the spectral density decay exponentially with frequency. Therefore, ways of eliminating the contribution from long-lived states would go far in reducing the undesirable effects of noise in electronic devices, whether amorphous or crystalline. This is also the first time that phase synchrony is associated with 1/f noise and, while there appear to be many factors responsible for this type of noise, the role of phase in this context is well worth further study.

6. Conclusions

In summary, we studied 1/f noise, where, $\gamma = 1$, in amorphous PCMs. Guided by a description of electron conduction in terms of an envelope function and field-dependent Bloch wave function, we modeled electrons as driven phase oscillators and obtained a Kuramoto-type equation for their phase under a weak field. This equation yielded solutions describing phase-synchronized and phase-desynchronized oscillators. We identified the former as being responsible for true 1/f, $\gamma = 1$ noise. They are long-lived aggregates. We identified the dividing frequency between $\gamma = 1$ noise and $\gamma \neq 1$ noise. The phase-desynchronized carriers correspond to short-lived single carriers. Our findings help to understand recent experiments.
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