Quasi-steady radiation of sound from turbulent sonic ergoregions
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Abstract

Sonic Hawking radiation has recently been observed in dilute Bose–Einstein condensates (BECs), but it remains an open question whether this landmark achievement of atomic physics can lead to new insights into the effects on Hawking radiation of nonlinear back-reaction and new short-distance physics, as was originally hoped by Unruh when he introduced the sonic analogy. Furthermore, studies of sonic analog black holes have until now concentrated on (1 + 1)-dimensional scenarios, but Unruh’s sonic analogy for curved spacetime is only valid in more than one spatial dimension. We therefore model the evolution of a (2 + 1)-dimensional sonic black hole in a dilute BEC, over a long enough time to let the initial Corley–Jacobson instabilities saturate in vortex production and give way to a long-lived quasi-stationary state. In this quasi-equilibrium state we find the initial laminar ergoregion replaced by a turbulent zone that steadily radiates sound, but with a non-thermal power spectrum.

1. Introduction

A black hole is among the simplest steady states in pure general relativity. Hawking’s seminal 1974 paper [1] showed, however, that adding quantum fluctuations changes the black hole steady state into a thermally radiating one. The further addition of nonlinear back-reaction1 is expected to make this state only quasi-steady, as the radiating black hole shrinks. Hawking’s revised picture of the black hole steady state has suggested a deep connection between gravity, quantum mechanics, and thermodynamics, but the result is uncertain because new physics at trans-Planckian frequencies as well as quantum gravitational nonlinear back-reaction might revise the conclusion. On the other hand, string-theoretic models which embed general relativity as a classical limit within nonlinear dynamics of any fluid would remain an exact analogy for full quantum gravity, but the original point of Unruh’s analogy was simply to examine at least one example of a well-defined nonlinear quantum theory of

1 By this term we mean all effects resulting from the full nonlinear theory that act back on the black hole and that are neglected in Hawking’s derivation. In the context of analog gravity in BEC mean-field theory the full theory is the nonlinear Gross–Pitaevskii theory; neglecting the nonlinear back-reaction corresponds to the linear Bogoliubov approximation.

2 From [3] above: ‘This system forms an excellent theoretical laboratory where many of the unknown effects that quantum gravity could exert on black hole evaporation can be modeled. ... At distances of \(10^{-4}\) cm, the assumptions ... of a smooth background flow are no longer valid just as in gravity one expects the concept of a smooth space–time on which the various relativistic fields propagate to break down at scales of \(10^{-1}\) cm. Furthermore, the phonons emitted are quantum fluctuations of the fluid flow and thus affect their own propagation in exactly the same way that graviton emission affects the space–time on which the various relativistic fields propagate.’ In the last sentence Unruh cannot really have meant that quantum gravity must be exactly like hydrodynamics, but rather just that nonlinear back-reaction of some kind will surely occur in both quantum gravity and hydrodynamics—and that this is a reason for pursuing analog experiments.
which the linearized long-wavelength limit corresponds to massless quantum fields in curved background spacetime.

The physics of sonic horizons has since grown into a topic in its own right [4–8]. The hypothesis that the full Hawking scenario of steady thermal radiation in horizon scenarios in general might be insensitive to short-distance details has been disproven by the discovery that finite ergoregions in fluids with supersonic dispersion at short wavelengths are dynamically unstable (“black hole lasing”) [9–12]. Other theoretical studies have also shown that many dynamically linear aspects of the Hawking scenario can be investigated with BEC analogs, including quantum entanglement across the horizon due to parametric production of paired excitations [13–16]. Finally, analog Hawking radiation has actually been observed [17–19] in a quasi-one-dimensional Bose–Einstein condensate (BEC).

The time has come to revisit the original hopes for sonic black holes by examining nonlinear back-reaction in the analog system, even though it will not reproduce nonlinear quantum gravity, and even if it leads to steady states which are more like string-theoretic fuzzballs [2] than they are like general relativistic black holes. Long-term nonlinear evolution of a one-dimensional sonic horizon sustained by external pumping has been studied in [20], building on [21]. The system was found to evolve into a quasi-stationary phase of continuous emission of solitons from the initial ergoregion, as also seen earlier in figure 5 of [10]. From the point of view of adding nonlinear dynamics to an analog spacetime, however, previous studies have been fundamentally limited by their concentration on one-dimensional scenarios (which are (1+1)-dimensional if time is included).

While actual experimental systems are of course three-dimensional, sufficiently tight spatial confinement of a quantum gas sample can restrict its hydrodynamic collective modes to a lower-dimensional subset of degrees of freedom, and the Unruh analogy with spacetime concerns only these hydrodynamic modes. The mapping between the wave equations for sound in flowing fluid and for massless fields in curved spacetime with metric $g_{\mu\nu}$ is given in $D$ spatial dimensions by

$$
\left(\begin{array}{cc}
g_{\rho\rho} & g_{\rho 0} \\
g_{0\rho} & g_{00}
\end{array}\right) = \left(\frac{\rho}{c}\right)^{2D/3} \left(\begin{array}{ccc}
\rho v^2 - c^2 - v_x & -v_x & 0 \\
-\frac{v_x}{c} & -v_z & 0 \\
0 & 0 & \delta_{ij}
\end{array}\right),
$$

where $\rho$ is the density, $v$ the flow velocity and $c$ the speed of sound of the fluid. The singularity of the prefactor for $D = 1$ reflects the fact that the mapping does not work for $D = 1$ (see our appendix for details). This means that no effectively (1+1)-dimensional fluid can be identified with any black hole metric.

One-dimensional systems can still serve as toy models whose long-wavelength sectors do possess causal (though not strictly metrical) horizons (see our appendix), but the full spacetime analogy requires at least two spatial dimensions. As far as strictly linear dynamics are concerned, one may also regard a (1+1)-dimensional model as the $k_{\perp} = 0$ or $s$-wave sector of a higher-dimensional system in which the background happens to have translational or rotational symmetry in the transverse directions [22]. Nonlinear dynamics will in general couple different transverse modes of the field together, however. For finite ergoregions, moreover, black hole-lasing instabilities will in general exist in many transverse modes, and so any translational or rotational symmetry in transverse directions will be unstable. Classically one could consider stationary states in which the unstable modes do not happen to be excited, but as soon as quantum fluctuations are taken into account, instabilities must grow. (See the appendix of [10] for a formal proof of this statement.)

In this paper we therefore show what happens as dynamical instabilities seeded by quantum vacuum noise grow from an initial horizon configuration in a spatially two-dimensional BEC. Using a single trajectory variant of the Truncated Wigner method [23–25], we incorporate nonlinear back-reaction at the classical level (i.e., in Gross–Pitaevskii mean-field theory) while modeling quantum fluctuations with Gaussian noise in the initial state. We find that linear dynamical instability of the initial laminar flow, as identified within Bogoliubov–de Gennes (BdG) perturbation theory for BEC backgrounds with finite ergoregions [10, 11], leads in two spatial dimensions to the proliferation of quantized vortices. This confirms that turbulent instabilities of trans-sonic flow, as anticipated by Unruh [3], persist in ultracold gases. Vortex production is also the expected generalization to higher dimensions of the soliton production seen in long-term evolution of quasi-one-dimensional sonic horizon models [20, 21]. After a transient epoch, our system relaxes to subsonic flow through a long quasi-stationary phase in which vortices and sonic noise are steadily emitted from the turbulent ergoregion, in qualitative resemblance to the fuzzball scenario [2]. We then analyze this quasi-steady regime in more detail.

2. Initial black-white-hole scenario

Following [10, 11], we consider a sonic horizon in a dilute BEC at zero temperature. In particular we study an idealized scenario in which the initial state of the BEC complex order parameter $\Psi(r, t)$ is a small perturbation around a background $\Psi_0$ with uniform density $\rho_0$ and velocity $v$ in the $x$-direction. We express all dimensionful
quantities in units defined by $v$, so that $t = h \tau / (m v^2)$ and $r = (x, y) h / (m v)$, where $m$ is the atomic mass. In these units we write $\Psi_0 = \sqrt{\rho_0} \exp(iw) \exp(-i\mu r) \exp(-i\mu r)$ where $\nu = (1, 0)$, and $\mu$ and $\rho_0$ are constants. Since experimental technology allows the tuning of inter-atomic interactions, the strength of the repulsive contact interaction $g > 0$ between the gas particles is assumed to be $x$-dependent, and an external potential $V(x)$ is tuned to compensate for it so that $\mu = 1/2v^2 + V(x) + g(x)\rho_0$ remains $x$-independent. The initial background $\Psi_0$ is then a stationary solution to the Gross–Pitaevskii equation (GPE)

$$i\frac{\partial \Psi}{\partial \tau} = -\frac{1}{2} \nabla^2 \Psi + V(x) \Psi + g(x) |\Psi|^2 \Psi$$

which defines the mean-field approximation [26].

$\Psi_0$ represents a sonic black hole/white-hole pair because within the ergoregion $0 < x < L$ the lower interaction strength $g(x)$ makes the local speed of sound $c(x) = \sqrt{g(x)}\rho_0$ lower than the initial background flow velocity $v$. See figure 1. This realization of a sonic ergoregion with constant $\Psi_0$ and non-uniform $g(x)$ is probably not the easiest experimental target, but it defines a simple initial state for quantum fluctuations: the condensate is prepared in the comoving-frame ground state with uniform $g(x)$, which is then suddenly altered to create the ergoregion.

The finite-size of our ergoregion, within a much larger subsonic region, is an important feature of our model because, as we will explain below, it implies dynamical instability. The fact that our system includes a white-hole horizon at $x = \infty$ makes the speed of sound outside the ergoregion

$$c_2 = 0.75$$

The initial healing length is therefore $\xi = 1/c_1 = 2/3$ and our grid offers (somewhat) sub-healing-length resolution, while both $L_y, L \gg \xi$, GPE evolution is sensitive only to the combined product $g|\Psi|^2$; the initial values of $g$ and $\rho_0$ separately are determined from considerations of quantum fluctuations.

The results for a smooth but steep horizon profile in two-dimensions are very similar to the results presented here and will be published elsewhere [27].
3. Dynamical instabilities and nonlinearity

The linear stability of a stationary GPE solution like $\Psi_0$ is determined by evolving perturbations $\Psi = \Psi_0 + \delta \Psi$ under (2), while discarding terms of higher than linear order in $\delta \Psi$. The thus linearized GPE couples $\delta \Psi$ and $\delta \Psi^*$ in a system known as the BdG equations. The long-wavelength limit of BdG describes sound waves in a hydrodynamic background and can thus be mapped onto the field equation of a massless field in curved spacetime [3, 28], provided that $D > 1$ (see the appendix). At short wavelengths, however, BdG allows propagation faster than the speed of long-wavelength sound. This short-wavelength dispersion also implies, moreover, that the eikonal approximation must break down near a sonic horizon, requiring connection formulas which mix short- and long-wavelength modes [9, 11, 29]; such mixing also occurs at abrupt horizons like ours [11].

Analyzing this mixing at a single horizon reveals the remarkable result that, when the perturbations are quantized, the mixing with short-distance modes is not only compatible with long-wavelength Hawking radiation, but is actually the very mechanism by which Hawking radiation can occur in the black hole analog [9], because the connection formula resulting from continuity across the sonic horizon mixes BdG modes of opposite norm [29]. This mixing of negative and positive norms in the connection formula necessarily implies over-unity reflection at the horizon, however, for wave packets coming from inside the ergoregion. (Short-wavelength modes can propagate against the supersonic flow, and the fact that they are coupled to long-wavelength modes outside the ergoregion is an example of the kind of qualitative effect from short-distance physics that sonic black holes were intended to explore.) If the ergoregion is spatially finite, then reflected packets will encounter the horizon again and again after traversing the ergoregion, and repetitive over-unity reflection is exponential growth (see the discussion around figure 2 and 3 in [9]).

Thus the very mode-mixing which can generate analog Hawking radiation at a sonic horizon is also the mechanism of the ‘black hole lasing’ dynamical instability [9, 11, 12] of finite sonic black holes. Although this instability has received most study in ergoregions that are finite because they are ‘sandwiched’ between a black hole and a white-hole horizon as in our present model [9, 10, 12], section IV of [10] is devoted to a case of inward flow towards a sink, with no white-hole, and it shows that the instabilities persist (unless the ergoregion is too small for the spacetime analogy to be valid anyway). Over-unity reflection at the horizon for modes coming from inside the ergoregion is a destabilizing feature of any finite ergoregion; black hole lasing is not a pathology of white-hole horizons. The dynamical stability of a single planar black hole horizon with supersonic flow extending to infinity on one side simply represents the limit in which the ergoregion’s crossing time, and therefore the instability growth time, have gone to infinity.

Since quantum fluctuations must always be present, growing modes can never just have zero amplitude (see the appendix of [10]). This means that the instabilities must grow until they are limited by nonlinearity and the BdG description breaks down. Linearized quantum field theory cannot describe this regime, but it can be described at the classical level by the GPE (2). This nonlinear classical theory also describes the evolution of the quantum gas well, if the dilute gas parameter $\alpha$, which equals $g$ for $D = 2$, is sufficiently small [30]. The derivation of the GPE as a saddlepoint approximation to the quantum field path integral is analogous to the derivation of Maxwell’s equations from quantum electrodynamics to leading order in the fine structure constant: to leading order in $\alpha$ the quantum evolution in the Wigner representation is Liouvillian flow under the classical equations of motion. In the limit of small $\alpha$, moreover, the Wigner functional of any stable quantum ground state approaches a narrow Gaussian ensemble.

Since $\alpha \lesssim 10^{-2}$ is common in quantum gas experiments ($\alpha = \sqrt{g^2/n_0}$ in $D = 3$ [30], $\alpha = g$ in $D = 2$), one can use the GPE with appropriately noisy initial states to investigate what actually happens to sonic black holes. For large systems like ours evolving over long times, averaging over many runs is still time consuming. Since there are many degrees of freedom, however, each of which is an independent random variable, we propose that a single run from pseudo-random initial conditions chosen from the appropriate Gaussian ensemble will indicate the typical behavior of the whole ensemble [25]. This is the single trajectory variant of the Truncated Wigner method we use for our simulation.

Specifically, we evolve $\Psi$ classically under (2), but from an initial condition $\Psi(x, y, 0) = \sqrt{\rho_0 + \delta \rho} \exp(i(\theta_0 + \delta \theta))$ with $\delta \rho, \delta \theta$ representing quantum fluctuations. These perturbations are random with a probability distribution given by the ground state Wigner function of the BdG excitations in a $\theta_0 = \sqrt{\rho_0} \exp(i\pi\lambda)$ background with completely uniform $g$ and $V$ equal to the values outside the ergoregion. This represents an experiment in which a uniform condensate is prepared at zero temperature, and then $g$ and $V$ within $0 < x < L$ are suddenly altered to create the ergoregion.

Since this Gaussian initial state includes fluctuations whose classical energy in each mode below the resolution cut-off would average $\hbar \omega/2$, it provides [28]

$$
\langle \delta \rho^2(x) \rangle = \frac{\rho_0}{L_x L_y} \sum_k \frac{|k|^2}{\sqrt{4 + |k|^2}} \frac{\xi^2}{\delta^2} \\
\lesssim \frac{\rho_0}{\delta^2},
$$

(3)
where the sum is over $k$ up to the cut-offs represented by the grid spacing $d$. Since the quantum initial state is not stationary under the classical evolution described by the GPE, but thermalizes to a classical distribution with a different temperature [23], we can only keep the truncated Wigner calculation accurate over our long simulation times by choosing $\rho_0$ large enough to keep $\sqrt{\langle \delta p^2 \rangle}/\rho_0 \approx (\rho_0 d)^{-1/2}$ small. As a conservative specific standard for ‘small’, we chose $10^{-2}$, and to maintain this we took $\rho_0 = 4 \times 10^4/d^2$. Since our simulation is two-dimensional, the initial sound speed $c_s = 1.5$ implies the initially uniform $\alpha = g/\rho_0 = (15\pi/25600)^2 \approx 3.4 \times 10^{-6}$. If we interpret our two-dimensional model as representing a three-dimensional gas held within a vertical thickness of less than a healing length, this corresponds to an even smaller three-dimensional $\alpha$, substantially lower than in experiments. The quantum and nonlinear effects which our results indicate are therefore accurate for the extremely dilute gas that we model. In real quantum gas experiments with higher $\alpha$ the same effects can be expected to be even larger than in our simulation.

4. Long-term evolution

We evolve in time by solving (2) numerically using the standard split-operator fast Fourier transform method [31] on a $32 \times 512 \times 512$ grid, see figure 2. Due to the short time steps needed for stability of the split-operator method over long times, as well as the need for a very long grid in the $x$-direction in order to avoid finite-size effects even over this long time, the calculation is numerically demanding even with a good workstation: a single run of the simulation has required about seven days. We therefore report full results for only a single run. Other shorter-duration runs have shown that our one long run does appear to be qualitatively typical, and its long time and space scales provide ample numerical data for statistical analysis. Detailed quantitative results such as the power spectra we show below must nonetheless be considered tentative and preliminary, inasmuch as they represent a single run of the simulation and may well come out slightly differently in simulations from initial conditions that are different realizations of the truncated Wigner ensemble. More exhaustive investigation of the dependency on precise initial conditions must await future work.

In the beginning ($\tau = 0$) of our simulation the perturbations are too small to be seen. After some time ($\tau = 603$) instabilities seeded by the simulated quantum fluctuations have grown to form ripples between the horizons; these then deepen and break up into vortex pairs ($\tau = 630$)."
5. Quasi-steady radiation

Only a few close vortex–antivortex pairs emerge through the former black horizon, however, so the spacetime analogy remains valid there on longer wavelengths and the noisy pattern of sound waves visible in the left half of

Figure 2. Temporal evolution of $|\Psi|^2$ for initial $c_1 = 1.5, c_2 = 0.75, L = 30$ and $\rho_0 = (200/d)^2 \approx 6.6 \times 10^4$. The condensate flows in the positive $x$-direction with $v = 1$ initially. The dashed lines indicate the location of the horizons. Only a part of the $x$-range of the system is shown. There is no dissipation; the excitations visible at $\tau = 1170$ have simply propagated out of the field of view by $\tau = 3960$. 
figure 3 appears to be quasi-stationary. What is this emitted sound like, when it has grown from quantum fluctuations?

Our single typical $\Psi(x, y, \tau)$ appears to realize an ensemble within its evolution, in the sense that spacetime sub-volumes that are not too far apart from each other look like realizations of the same ensemble. To analyze the steady emission quantitatively, therefore, we choose a time ($\tau = 1530$) at which the emitted wave pattern appears homogeneously random within a large region, shown in figure 5. We then decompose $\delta \rho$ and $\delta \theta$ in Fourier modes, and count their energies, binned in $k$-space, as functions of BdG frequency. The results are shown in figure 6, with the analogous data from $\tau = 0$ for comparison. At $\tau = 0$ the energies follow the line $\langle E \rangle = \omega / 2$ because the Wigner function from which they were randomly drawn provides this zero-point.
energy. At high $\omega$ this vacuum noise remains essentially unchanged in the steady state epoch at $\tau = 1530$, but so much power has been generated at small $\omega$ that we need a log–log plot (figure 6) to see all of it. This high power low frequency radiation is clearly very different from thermal radiation (green line for $T \sim 6 m^2/k_B$, which is a fit to the high frequency tail of our data). The plot also seems to reveal two distinct power laws in addition to the zero-point energy at high frequencies. We find these power laws by fitting to our numerical data in the respective regions (fitted lines in figure 6). The points where the power laws turn over into each other fix two characteristic frequencies $\omega_1 \sim 6.2$ and $\omega_2 \sim 15.8$, which correspond to wavelengths on the order of (or somewhat shorter than) the healing length; we have no theoretical explanation for these frequencies. Sound emitted by turbulent regions is a subject in aeronautical engineering [33–35], and superfluid turbulence is an active topic in physics [36], but the sound emitted by a turbulent superfluid ergoregion does not yet seem to have a theory with which we can compare our numerical results for the power laws or characteristic frequencies. It also remains a question whether the observed turbulent state and radiation depend only on the mean-field parameters or are also sensitive to the initial distribution of fluctuations. Many more week-long runs, or some other form of analysis, will be needed in order to answer this question.

### 6. Discussion

The long-term evolution of a sonic black hole forces us to consider the meaning and value in general of experiments that are based on analogies. Theoretical mappings between very different physical systems are never exact; they are valid approximately, within certain regimes. Laboratory systems like ultracold gases can be tuned in so many ways that they can achieve many analogies, but even they cannot reproduce other systems exactly. Moreover, analogies usually only apply to some aspects of system behavior. The model system may reproduce some significant features of the target system while lacking others entirely.

The value of analog experiments does not only lie in offering oracle-like solutions to unsolved theoretical problems by exact analog computation, however. In cases like that of quantum gravity, so little is known about the target system that even limited analogies can be well worthwhile. The long-term evolution of black holes, for example, raises the very basic questions that have become known as the black hole information paradox [37]. A steadily radiating black hole will eventually have emitted energy comparable to its own rest energy, and so nonlinear back-reaction must eventually become important. If we abandon the linear approximation and consider the black hole and its radiation as a nonlinear dynamical system, however, the problem is not merely that we do not know exactly what theory of quantum gravity to apply. The severe problem is that it seems...
impossible to reconcile the essential features of classical general relativistic black holes with any unitary quantum theory [37].

This means that it really is of fundamental interest to learn about any example of a nonlinear quantum theory which is known for certain to be self-consistent because it can be realized in the laboratory, and which includes states that can be mapped onto those of a quantum field in curved spacetime, but of which the evolution can be followed nonlinearly over long times. To simulate full quantum gravity in the laboratory is far too much to expect, but even a far less rigorous analogy can be a valuable contribution in a field where experimental data is rare.

In our case the nonlinear long-term evolution only preserves the analog spacetime outside the initial ergoregion. Inside, the flow becomes turbulent and the analogy breaks down. The instabilities to turbulent vortex production are not an unrelated phenomenon which masks steady thermal Hawking radiation, however. It is the same over-unity reflection due to mode-mixing at horizons which leads to stationary Hawking radiation for infinite ergoregions and to dynamical instabilities for finite ones. The specific way in which these instabilities saturate through vortex formation is a feature of nonlinear superfluid hydrodynamics rather than gravity, but the generic expectation of nonlinear quantum gravity is that it may also dramatically influence the interior structure of a black hole. The quasi-stationary epoch of our simulation indeed resembles the string-theoretic fuzzball scenario [2, 38], in which the smooth spacetime of classical general relativity likewise only survives outside the horizon.

The sonic radiation whose power spectrum is shown in figure 6 can be called Hawking radiation in the loose sense that it is emitted from the initial horizon region. It is clearly not thermal, however, at least not for a global temperature—the statistics of each mode in $k$-space (not shown, [28]) do appear to be individually consistent with Boltzmannian ensembles $(E^2) / (E)^2 \sim 2$, but with strongly $k$-dependent temperatures. We have thus realized a scenario that was anticipated in [22] as a possible break down of the universality of thermal Hawking radiation, when it comes from a turbulent region inside the (former) black hole.

On the other hand we have also realized a scenario in which the curved-spacetime description remains valid outside the former black hole, which emits some kind of quasi-steady noisy radiation. The relaxation of our system into this non-thermally radiating state may be considered an example of pre-thermalization, inasmuch as the system approaches a quasi-stationary state which is not canonical equilibrium. Just as it is an important problem in the foundations of statistical mechanics to understand why some systems thermalize and others do not, so it is a good question to pose about quantum gravity, to ask which specific features of quantum gravitational dynamics may lead to thermally radiating black holes even beyond linearization, in contrast to systems like ours in which the generalized Hawking radiation is not thermal. Even when a physical analogy does not yield the right answer, it may supply the right question, and in this sense further study of sonic black holes, and the states into which they relax, will indeed be a valuable contribution to the difficult challenge of understanding true quantum black holes.
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Appendix. Sonic analogy

Here we show how the BdG equations in the hydrodynamic approximation can be mapped onto a massless scalar field equation in curved spacetime. This can be done in many ways, including some that clearly preserve the quantum nature of the BdG excitations. The shortest derivation proceeds, however, by implementing the hydrodynamic approximation already within the GPE ((2) in our main text) by defining $\Psi = \sqrt{\rho} e^{i\theta}$ for real $\rho$ and $\theta$, both arbitrary functions of space and time. One obtains

$$\partial_t \rho = -\nabla \cdot (\rho \nabla \theta), \quad (A.1)$$

$$\partial_t \theta = -\frac{1}{2} |\nabla \theta|^2 - V - g \rho + \frac{1}{2 \sqrt{\rho}} \nabla^2 \sqrt{\rho} \quad (A.2)$$

$$\rightarrow -\frac{1}{2} |\nabla \theta|^2 - V - g \rho, \quad (A.3)$$

where the last line is the hydrodynamic approximation, valid whenever the condensate density varies slowly in space on the scale of the healing length $\xi = 1 / \sqrt{\rho}$. The long-wavelength limit of the BdG equations is then given by linearizing the hydrodynamic GP equations around an arbitrary background. Introducing the notation $v = \nabla \theta$ for the background velocity field, we find
\[\partial_x \delta \rho = -\nabla \cdot (\rho \nabla \delta \theta + v \delta \rho), \quad (A.4)\]
\[\partial_x \delta \theta = -v \cdot \nabla \delta \theta - g \delta \rho. \quad (A.5)\]

Introducing the component notation \(\partial_x \rightarrow \partial_i\) and \(\nabla \rightarrow \partial_i\) for Latin indices ranging between 1 and the number of spatial dimensions \(D\), and applying the Einstein summation convention for the Latin indices, we can write these last equations as
\[\partial_i \rho \partial_i \delta \theta = -\partial_0 \rho \delta \rho - \partial_0 (v_i \delta \rho), \quad (A.6)\]
\[\delta \rho = -\frac{1}{g} \left(\partial_0 + v_i \partial_i\right) \delta \theta. \quad (A.7)\]

Defining the local (and in general, time-dependent) speed of sound \(c(x, \tau) \equiv \sqrt{g(x, \tau) \rho(x, \tau)}\), and introducing Einstein summation over Greek indices that run from 0 to \(D\), these equations can be combined straightforwardly into the form
\[\partial_i K^{\mu \nu} \partial_\mu \delta \theta = 0 \quad (A.8)\]
for the following \((D + 1) \times (D + 1)\) matrix \(K^{\mu \nu}\):
\[K^{00} = -\frac{\rho}{c^2}, \quad (A.9)\]
\[K^{0i} = K^{i0} = -\frac{\rho}{c^2} v_i, \quad (A.10)\]
\[K^{ij} = \rho \left(\delta_{ij} - \frac{v_i v_j}{c^2}\right). \quad (A.11)\]

We now compare \((A.8)\) to the scalar wave equation for a massless field in a curved spacetime with metric tensor \(g_{\mu \nu}\),
\[\frac{1}{\sqrt{|g|}} \partial_\mu \sqrt{|g|} g^{\mu \nu} \partial_\nu f = 0, \quad (A.12)\]
where \(|g|\) denotes the determinant of \(g_{\mu \nu}\) as a \((D + 1) \times (D + 1)\) matrix, and the contravariant metric tensor \(g^{\mu \nu}\) is the inverse matrix \(g^{-1}\). (We avoid the usual notation of plain \(g\) for the metric determinant, to avoid confusion with our condensate interaction strength.) It is clear that the linearized hydrodynamic equation would be of exactly the same form as the relativistic scalar wave equation, \(\text{if we could find a metric tensor } g_{\mu \nu} \text{ such that the just-defined matrix } K^{\mu \nu} \text{ satisfies}
\[K^{\mu \nu} = \sqrt{-|g|} g^{\mu \nu}. \quad (A.13)\]
For \(D > 1\) this is easy: we merely need
\[g^{\mu \nu} = \frac{1}{\rho} \left(\frac{\rho}{c}\right)^2 K^{\mu \nu}, \quad (A.14)\]
implying the covariant metric tensor
\[g_{00} = \left(\frac{\rho}{c}\right)^2 (|\mathbf{v}|^2 - c^2) \quad (A.15)\]
\[g_{0i} = g_{0i} = -\left(\frac{\rho}{c}\right)^2 v_i \quad (A.16)\]
\[g_{ij} = \left(\frac{\rho}{c}\right)^2 \delta_{ij}. \quad (A.17)\]
For the case \(D = 3\) this agrees with the metric given in Unruh’s original paper [3]; it is also a straightforward mapping for \(D = 2\). For \(D = 1\), however, it would be singular. This reflects the fact that the mapping does not work in \(D = 1\).

The problem is that in \(D = 1\) the determinant of \(\sqrt{-|g|} |g|^{\mu \nu}\) is identically \(-|g| |g|^{-1}| \equiv -1\), for \textit{any} metric \(g_{\mu \nu}\). The determinant of the matrix \(K^{\mu \nu}\) for \(D = 1\), however, is \(-\rho^2/c^2 = -\rho/g\). There is no way to make a non-flat metric in one-dimension without letting at least one of \(\rho\) and \(c\) vary with space or time, and although the interaction strength \(g\) can be controlled experimentally to some degree, the gas density is a dynamical variable that depends on initial conditions, and there is no way to simply lock \(g\) to follow the local value of \(\rho\). One could try to give the background \(\rho\) and \(g\) the same spatial profile, but any mismatch would invalidate the Unruh analogy. The instabilities of one-dimensional sonic black holes to soliton formation would thus destroy the Unruh analogy, as \(\rho\) changed dynamically, even if \(g \propto \rho\) could be achieved in the initial state.
One possible way of salvaging one-dimensional sonic horizons, apart from the interpretation as a $k_{\perp} = 0$ sector of a higher-dimensional model that we mentioned in our main text, would be to interpret the sound wave equation as the equation for a massless scalar field in a curved spacetime with a scalar dilaton field $\Phi$ as well as a metric, $\partial_{\mu}(\sqrt{|g|} g^{\mu
u} \partial_{\nu} f) = 0$. The dilaton field would have to have the particular configuration $\Phi \propto \rho/g$, fixed by the background condensate profile just as the metric is. This would then allow analog spacetime in one-dimensional condensates, but not analogs in which spacetime curvature is the only effect on black holes in general.
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