ABSTRACT

In recent years, reinforcement learning and bandits have transformed a wide range of real-world applications including healthcare, finance, recommendation systems, robotics, and last but not least, the speech and natural language processing. While most speech and language applications of reinforcement learning algorithms are centered around improving the training of deep neural networks with its flexible optimization properties, there are still many grounds to explore to utilize the benefits of reinforcement learning, such as its reward-driven adaptability, state representations, temporal structures and generalizability. In this survey, we present an overview of recent advancements of reinforcement learning and bandits, and discuss how they can be effectively employed to solve speech and natural language processing problems with models that are adaptive, interactive and scalable.
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1 Introduction

As two cornerstones of modern day technologies, speech processing and natural language processing (NLP) are innately sequence learning problems to extract information from these linguistic or speech signals and provide insights into interactive systems to communicate in human understandable languages. The sequential and interactive nature of these problems can make them well-suited into the algorithmic framework of reinforcement learning (RL). In a reinforcement learning setting, an agent interacts with an environment through observations and actions, and based on the reward feedback attributed by the underlying reward function of this environment, the agent learns how to perform the task of interest through trials and errors. While the successful applications of reinforcement learning have been highlighted by a wide range of surveys in many real-world engineering domains such as robotics [1], vision [2], finance [3], healthcare [4], linguistics [5], and energy management [6], there have not been one for the rich community of both the speech and language domains. This is the first survey that emphasizes the synergy among the growing fields of the speech processing, natural language processing and the reinforcement learning. We aim to fill this gap by adopting a complete, timely and classical view of the reinforcement learning problems and their connections to speech and language processing.

This survey distinguishes itself from previous ones by introducing, for the first time, the application of bandits and online learning to speech processing tasks. While deep reinforcement learning has gained popularity for reward-driven policy optimization in neural network architectures, other speech or language domains may be better suited to lightweight representations in the bandits and online learning framework. Additionally, over the past two years, there have been significant developments in different variants of reinforcement learning scenarios, such as inverse reinforcement learning, offline reinforcement learning, imitation learning, and behavioral cloning. Despite the successful applications outside the speech domain, these new problems can benefit from more exposure to the speech and language communities due to their unique perspectives and advantages. This survey provides a comprehensive overview of these novel problem settings as well as their state-of-the-art solutions (including the latest work in the field of large language models).
As this interdisciplinary field is still a fast growing research area at its early stages, the intended target audience for this survey are not just new researchers in the field, but also specialists of the speech and language domains that hopefully can gain insights and inspirations from the recent advances in reinforcement learning. Accompanying the INTERSPEECH 2022 tutorial “Reinforcement Learning and Bandits for Speech and Language Processing”, the goal of this survey is not to provide an exhaustive review of the fields, but to first provide an applied tutorial of the methodologies in reinforcement learning, and then guide the readers through a series of prototypical examples of how reinforcement learning can be effectively applied to major speech and language tasks. We hope these case studies motivate the readers to rethink their daily tasks as reinforcement learning problems and encourage new discussions.
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Preview. The survey is organized in the following way: First, we briefly introduce the basic concept of reinforcement learning and bandits, as well as the major variant problem settings in this machine learning domain. Second, we translate various speech and language tasks into the reinforcement learning problems and show the key challenges. Third, we introduce some reinforcement learning and bandit techniques and their varieties for speech and language tasks and their machine learning formulations. Fourth, we present several state-of-the-art applications of reinforcement learning in different fields of speech and language. Lastly, we will discuss some open problems in reinforcement learning and bandits to show how to further develop more advanced algorithms for speech and language research in the future.

2 Why do we want reinforcement learning in speech and language processing

A speech and natural language processing system usually involves many components. For instance, Figure 1 is an example of a voice command system to play music. It starts with a speech recognition engine to transcribe the speech into text. A speech language understanding components first uses natural language processing techniques to parse out the semantic structure, its intents (e.g. command actions) and then utilizes available knowledge graphs to extract machine understandable symbolic relationships for downstream information retrieval. Then the system will locate the entry in the databases that most closely matches the entity of query. Finally, the music app is activated playing the entry. These components are often data-rich machine learning models or data analytical tools pretrained on existing data. The iterative process of such a speech or language-based system is a cycle from more users to more data to smarter algorithms to better products and finally back to more users (Figure 2A).

From a industrial product point of view, these system components (which are sometimes called services) interact with the underlying databases in various ways. Figure 2B shows an example relationship between the services and the

Figure 2: (A) Cycle of the machine learning-based product development. (B) Example relationships among multiple services and multiple databases, each with their own update schedules or frequencies.
databases they train on. One service might depend on the information flow from another or several other services. One database might be accessed by one or more services, and also at the same time linked with another databases (e.g. in relational databases). These databases are usually updated in different frequencies. For instance, one database might updates regularly every 6 hours, while another database updates only sporadically whenever a new user signs up. One database might update its record everytime another database updates. Since we train our service models on these databases, one challenge of model training for different services is to determine when or how often they are trained given the updates in the databases. One might wish to train the service model everytime the available pool of historical data is updated, so as to get the best performing model. On the other hand, given the large size of the historical data and model parameters in industrial setting, iteratively retraining all the models at each database update would be too computationally expensive and environmentally irresponsible. As a result, we want our models to ideally be able to learn incrementally, and strategically given its performance or metric. Such a model would ideally deal with the uncertainty in the data: exploit what we have learned so far to make the best decision in deployment, while also exploring enough rounds in relatively unfamiliar knowledge domains to gain better understanding of all possible actions it can take. This strategy of dealing with uncertainty is usually called the Exploration vs. Exploitation dilemma tradeoff.

Uncertainty is everywhere in speech and language domains. Figure 3 provides a few examples. For instance, the same words or sentences can have ambiguous meanings. The speech properties and language patterns can vary significantly when the contexts are different (e.g. a podcast interview vs. a commencement speech). The same statements can also have different levels of confidence, depending on their contexts and wording. New users or data streams might introduce distributional shifts and cold start issues. Other than innate noises or uncertainty in the data, there are also systematic uncertainty in machine learning systems. For instance, the model might not be flexible to handle the variability in real world situations. There might be errors and noises in the measurement systems, both in deployment and in training (e.g. errors in the labels in the training data). Since there are many hyperparameters to design the model, techniques like neural architecture search (and graduate student descent) can introduce uncertainty in model structures. Even with the same models, different training procedures can give rise to different performance and fidelity. Finally, during the inference phase, models can give prediction with different confidence levels. [7] covers different approaches to measure and quantify uncertainty in neural networks.

Reinforcement learning is the learning of trials and errors to deal with uncertainty in data. Usually, a reinforcement learning problem involves two subjects: an agent and an environment. The agent interact with the environment and the environment provides reinforcement to help the agent learn. More formally, at each time step $t$, the agent takes an action $A_t$ to affect the environment, and the environment transitions to the next state $S_t$ and reveals a reward feedback $R_t$ to the agent for it to update its policy (Figure 4A). The exploration vs. exploitation tradeoff then resides on a spectrum: on the one end, if we exploit, we obtain short-term rewards by reaching good deployment performance given what we
have known so far; on the other end, if we explore, we obtain long-term rewards because we are building more reliable models by collecting knowledges in uncertain problem spaces (Figure 4B). Reinforcement learning algorithms can navigate between these two ends to get a dynamic strategy according to the problem and performance. It is adaptive, so it can continually learn to accommodate for the changes in the data. It is about optimizing for the expected future rewards, so it can innately predict or plan ahead for future events. Since it is mostly driven by its reward feedback, it is also generalizable to new tasks or uncertainty patterns by modifying its reward structure. These algorithmic properties suggest that speech and language models may benefit from adopting a reinforcement learning approach.

One useful perspective to approach an applied task of interest is to think the following questions: what are the costs and benefits in this learning system? When should this system explore (as opposed to exploit)? And how to properly explore the problem space? These three questions can help us better formulate the applied problems into RL framework.

3 A Concise Tutorial of Reinforcement Learning and Bandits

In this section, we will give an applied tutorial of five classes of reinforcement learning-related problems. Figure 5 outlines the difference in their problem settings, where the circles are intermediate scalars or vectors, the white blocks are quantity or system that are unknown, the grey blocks are the observed variable or available historical data, and the orange blocks are the objectives that we are attempting to solve. We note that this visual representation is similar to a probabilistic graphical model, but that is not intended nor implied.

3.1 Preliminaries

Most of the times, solving different classes of reinforcement learning can be modeled by a mathematical framework called the Markov decision processes (MDP) [8]. An MDP is defined by the tuple \((S, A, T, R, \gamma)\):

- \(S\): a set of possible states
- \(A\): a set of actions
- \(T\): a transition function, defined as \(T(s, a, s') = \text{Pr}(s'|s, a)\), where \(s, s' \in S\) and \(a \in A\)
- \(R\): a reward function, \(S \times A \times S \mapsto \mathbb{R}\)

This is a generalized formulation of the MDP. As we will see in the following the sections, some problems might only involve a subset of these notations (e.g. the bandits may not have states). Typically, the objective of the learning process is to maximize the long-term reward, assuming an infinite-horizon decision process. In other words, we want to find a
We will introduce a few strategies how bandit algorithms deal with the exploration vs exploitation tradeoff.

where $r(t)$ is drawn according to $P_r$, with the highest estimated expected reward, the greedy approach). The estimated expected reward is defined by a value $Q(a)$, where $Q(a) := \hat{\mu}_a = \frac{r_1 + r_2 + \ldots + r_n}{n}$

\begin{algorithm}
\begin{algorithmic}
\State for $t = 1, 2, \ldots, T$ do
\State $r(t)$ is drawn according to $P_r$
\State Player chooses an action $a_t = \pi_t(t)$
\State Feedback $r_{a_t, t}(t)$ for the arm $a_t$ is revealed
\State Player updates its policy $\pi_t$
\State end for
\end{algorithmic}
\end{algorithm}

3.2 Multi-Armed Bandits (MAB)

Consider yourself at a casino, and in front of you, there are many bandit machines, each with an arm. For starter, we assume that they each have a static reward payoff, which is unknown to you. To gain better understanding of a certain bandit arm, you will need to pull that arm to gain a reward feedback revealed only for that arm. You want to play for $T$ rounds, and maximize your cumulative rewards. Back to our previous introduction to the Exploration vs Exploitation tradeoff: if we exploit entirely, we make long-term sacrifices by potentially missing unknown optimal action, because we are only choosing the best arm given the current information; if we explore entirely, we make short-term sacrifices by missing out known rewards, because we are always gathering more information. Due to the effectiveness of bandit algorithms in balancing the exploration vs exploitation tradeoff, they are widely applied in finance, epidemic control, hyperparameter tuning, recommendation systems, clinical prescription, human behavioral modeling and A/B testing.

As in algorithm 1, for each round, the player chooses an action $a_t$ given its policy $\pi_t$, and $r_{a_t, t}$, the feedback for only the chosen arm is revealed, which is often called bandit feedback. The player then updates its policy $\pi_t$ given the feedback. If the player plays for $T$ trials, the goal of the agent is to maximize the total payoff (sum of rewards) $\sum_{t=1}^T r_t$. In another term, we can rephrase the performance metric to be minimizing total regret $\sum_{t=1}^T (r^* - r_t)$, where $r^*$ is the best arm reward. Other evaluation metrics include maximizing the average reward, and maximize the percentage of optimal action selection.

Here the agent is an algorithm, and the environment is the bandit task. Since they are both stochastic, the goal of this bandit task is empirically to maximize the expected total sum of rewards, i.e. $E[\sum_{t=1}^T r_t]$. This learning process of continually updating its policy by sequentially interacting with the bandit environment is also called online learning. To report the results from an online learning environment, we can plot the above performance metrics over time steps (or trials). From this learning curve, we may compare different algorithms and select the best one.

We will introduce a few strategies how bandit algorithms deal with the exploration vs exploitation tradeoff.

The first one is simply explore first (by taking random actions for $N$ rounds) and then exploit (by choosing the arm with the highest estimated expected reward, the greedy approach). The estimated expected reward is defined by a value function called $Q$, where $Q_t(a)$ is the estimated expected reward for action arm $a$ at time $t$. A simple formulation of the $Q_t(a)$ is its average past observed rewards:

$$Q_t(a) := \hat{\mu}_a = \frac{r_1 + r_2 + \ldots + r_{n_a}}{n_a} \quad (1)$$

where $r_i$ is the observed reward for action arm $a$, and $n_a$ is the number of times action arm $a$ has been played. $Q_t^{\epsilon=0} = 0$. There are many variants to this strategy by setting $N = f(N)$. For instance, one can explore once ($N=1$) for each action first, or the first $\epsilon$ proportion of rounds (i.e. the first $\epsilon \cdot T$ steps, where $0 \leq \epsilon \leq 1$). In the textbook “Introduction to reinforcement learning” [3], a bandit simulation example of 10 arms with different average rewards trained over 1000 time steps compares six algorithms: Random (choosing randomly at each round), Greedy (choosing only the arm with the maximum $Q$ value), Explore-First-20 (randomly choosing for only the first 20 rounds as pure exploration, and then choosing the arm with the maximum $Q$ value), Explore-First-100, Explore-First-200, Explore-First-500. The random and purely greedy solutions both yield sub-optimal performance. Among the Explore-First-$N$ agents, the higher the $N$ (the exploration steps), the better the long-term cumulative rewards they get, but at the short-term initial rounds, especially when they are purely exploring, they receive rewards at the chance level, which might be a risky take for real-world problems.
A better strategy would be to dynamically switching between exploiting (taking the greedy action) and exploring (taking the random action). \( \epsilon \)-Greedy algorithm describes a coin flipping process that, for a probability of \( \epsilon \) \((0 \leq \epsilon \leq 1)\), the agent take a random action at the current round, and for a probability of \( 1 - \epsilon \) it takes the greedy action [24, 25]. This approach doesn’t explicitly specify an exploration phase and an exploitation phase, and generally yields a more balanced learning process. In the bandit simulation example, if we compare \( \epsilon \)-Greedy \( (\epsilon = 0)\), \( \epsilon \)-Greedy \( (\epsilon = 0.01)\) and \( \epsilon \)-Greedy \( (\epsilon = 0.1)\), we observe a better cumulative long-term reward for larger \( \epsilon \), i.e. more exploration. In the short-term, similarly, smaller \( \epsilon \) can temporarily overtake larger ones by exploiting early, but they reach their plateau faster at lower payoff.

Intuitively, at early rounds, the agent know little about the reward distribution of each arm, so it makes sense to explore more at early rounds. However, when we use methods like \( \epsilon \)-Greedy, the explored arms will have their Q values estimated in the first few steps larger than those of the unexplored arms (which are usually initialized zero), which discourages exploration. One strategy to encourage exploration in the early rounds, is to set all Q values with a large initial values. This strategy of optimistic initial values, can innately inject exploration (even in the greedy turns) to under-explored action arms [24, 26]. Empirically (in bandit simulations), this trick yield better cumulative long-term rewards by trading off the rewards in very early rounds.

Another strategy would be to set a schedule for the exploration factor \( \epsilon \) in \( \epsilon \)-Greedy, such that it reflects certain priors that can improve the learning. For instance, if we wish to encourage exploration in initial stages, we can use a decaying \( \epsilon \) function (e.g. \( \epsilon(t) \propto \frac{1}{t} \)). Other variants of an \( \epsilon \) schedule can be a linear function, a step function, or oscillatory function if there are periodic changes in the environment. Despite proven poly-logarithmic bounds for these variants, it was reported limited advantages in these heuristics [27]. One can also potentially bind this scheduling with detection mechanism for paradigm shifts settings.

While useful, how to decide which scheduling function to use for the exploration? What if the environment is non-stationary and has irregular changes of reward distributions? And how best to motivate random exploration in a principle way? Probability matching (PM) is a decision making strategy that choose actions given the probability of their reward in a stochastic setting [28, 29]. In other words, the probability of choosing arm \( a \) at time \( t \):

\[
p_t(a) \propto \frac{\hat{Q}_t(a)}{\sum_{a' \in A} \hat{Q}_t(a')}
\]

i.e. how likely the action arm is to be optimal. Boltzmann exploration (or the SoftMax strategy) is such a formulation that samples a random choice according to the Gibbs distribution:

\[
p_t(a) = \frac{e^{\hat{Q}_t(a) / \tau}}{\sum_{a' \in A} e^{\hat{Q}_t(a') / \tau}}
\]

The hyperparameter \( \tau \) is called temperature, which is a user-specified quantity to control the degree of exploration. If \( \tau \) is set to be zero, it is full exploitation. If it is set to be infinity, it is full exploration.

Similar to \( \epsilon \)-Greedy, we can also build variants of Boltzmann exploration with schedules of the temperature \( \tau \) (e.g. having the temperature decays with the number of rounds played). However, the dependency of the user to choose the exploration level (either \( \epsilon \) or \( \tau \)) at each step can be problematic (e.g. unlucky initial experience) and a principled way to select them remains elusive. One strategy would be to use other quantity to guide exploration, such as adopting the uncertainty-guided exploration. [30] proposes the family of Upper Confidence Bound (UCB) algorithms as an elegant

---

**Algorithm 2 Upper Confidence Bound (UCB) Algorithm**

1. Initialize \( \hat{Q}_{a'} = 0, n_{a'} = 0, \forall a' \in A \)
2. for \( t = 1, 2, 3, \ldots, T \) do
   3. Choose \( a_t = \arg \max_{a' \in A} \hat{Q}_{a'} + \sqrt{\frac{2 \ln t}{n_{a'}}} \), if \( n_{a'} \neq 0 \)
   otherwise
4. Observe \( r_{a_t, t}(t) \) for the arm \( a_t \)
5. \( \hat{Q}_{a'} = \frac{\hat{Q}_{a'}, n_{a'} + r_{a', t}(t)}{n_{a'} + 1} \)
6. \( n_{a_t} = n_{a_t} + 1 \)
7. end for
As a recap, we cover five strategies: exploration first, optimistic initial values, parameter schedule, guided exploration, and probability matching. We may represent the action value functions $\hat{Q}_t(a)$ in two approaches: the Frequentist approach

$$a_t = \arg \max_{a' \in A} \hat{Q}_t(a')$$

and a confidence bound

$$a_t = \arg \max_{a' \in A} \hat{Q}_t(a') + \text{measure of uncertainty}$$

where $\hat{Q}_t(a')$ is the action arm is represented by their estimated expected reward $\hat{Q}_t(a')$. Each action arm $a'$ is associated with an estimated expected reward $\hat{Q}_t(a')$. The agent simply chooses the action that maximizes the upper confidence bound:

$$a_t = \arg \max_{a' \in A} \hat{Q}_t(a') + \sqrt{\frac{2 \ln N}{n_{a'}}} \tag{4}$$

where $N$ is the number of rounds played so far and $n_{a'}$ is the number of time this arm $a'$ has been chosen. We quickly notice that, the first term is the exploitation term and the second term is the exploration term. (Upper Confidence Bound-1) UCB1 is the most common implementation, which first let each arm to be played at least once before adopting the upper confidence bound action selection policy. Similar to $\epsilon$-Greedy and Boltzmann exploration, one can create variants of UCB1 by introducing a schedule parameter $C$ to the exploration: $\hat{Q}_t(a) + C \cdot \sqrt{\frac{2 \ln N}{n_{a'}}}$.

The UCB algorithms are specified from a frequentist point of view, one can also adopt a Bayesian approach to this strategy. A Bayesian bandit would represent the action value $Q$ function as a probability distribution $p(\hat{Q}_t(a))$ and directly compute the probability distribution of the $Q$ values using the Bayes rule:

$$p(\hat{Q}_t(a)|D_a) \propto p(D_a|\hat{Q}_t(a)) \cdot p(\hat{Q}_t(a))$$

where $D_a$ is the observed data (past rewards revealed when this arm is selected): $D_a = \{r_1, r_2, r_3, \ldots, r_{n_a}\}$. The action selection strategy for Bayesian bandits would be, instead of using the $Q$ values directly, the agent first sample from the probability distribution $p(\hat{Q}_t(a))$ of the $Q$ value for each action arm. Thompson sampling [32] (TS) is one such algorithm that shows a competitive performance with other approaches [33]. In the Bernoulli bandit problem (where the rewards are drawn from a Bernoulli distribution: $R_a \sim Ber(p_a \in [0, 1])$), Thompson sampling is proven to be asymptotically optimal [34]. The implementation is very straightforward. As in algorithm 3, we can express our uncertainty about $\hat{Q}_t(a)$ with:

$$p(\hat{Q}_t(a)) \sim Beta(S_a + 1, F_a + 1)$$

where $S_a$ and $F_a$ are two values stand for “success” and “failure”. If the reward is 1, then we increment the “success” $S_a$ by 1. And if the reward is 0, then we increment the “failure” $F_a$ by 1. Since this is a class of probability matching method, we select the action based on $p(\hat{Q}_t(a)|D_a)$ where $D_a = \{r \in [0, 1]\}$. In our case, we randomly sample an estimate $\hat{Q}_t(a')$ from the posterior, i.e. the Beta distribution of each arm parameterized by $S_a$ and $F_a$, and then choose the action arm $a_t$ that has the maximum $\hat{Q}_t(a')$.

As a recap, we cover five strategies: exploration first, optimistic initial values, parameter schedule, guided exploration and probability matching. We may represent the action value functions $\hat{Q}_t(a)$ in two approaches: the Frequentist

| Approach                          | Exploitation                                      | Exploration                                      |
|----------------------------------|---------------------------------------------------|--------------------------------------------------|
| Switching to random exploration  | $a_t = \arg \max_{a \in A} Q_t(a)$                | $a_t = \text{random action}$                      |
| Uncertainty-guided exploration   | $a_t = \arg \max_{a \in A} \hat{Q}_t(a')$ + \text{measure of uncertainty} |                                                   |
| Probability matching             | Use $Q_t(a)$ to define $p_t(a)$                   | Select $a_t$ according to $p_t(a)$                |

Table 1: Summary of bandit action selection strategies
We wish to point out that, the bandits by itself is a rich field, and there are many variants to these solutions. The problem is defined as follows. At each time point (or iteration) $t$, before choosing the arm $a_t \in A$, an agent observes an $M$-dimensional context $x_t$, as a feature vector of $M$ variables. The reward function $r(t)$ is drawn according to $\mathbb{P}_{x,r}$, where $r_a(t)$ is a reward at time $t$ associated with the arm $a \in A$ and the context at the current iteration $x_t$. The agent uses this context as a side information, along with the rewards of the arms played in the past, to choose which arm to play in the current iteration. The objective of this variant problem is to learn the relationship between the context and reward, in order to find the best arm-selection policy for maximizing cumulative reward over the time horizon.

We wish to point out that, the bandits by itself is a rich field, and there are many variants to these solutions. The time horizon can be infinite or finite. There can be a single agent or a population of bandit agents [12]. The feedbacks can be bandit or partially full feedback [47], always revealed or multi-dimensional (combinatorial) [44, 45].

We wish to point out that, the bandits by itself is a rich field, and there are many variants to these solutions. The reward distributions can be independent or correlated [35], stochastic or adversarial [36, 37, 38], static or non-stationary [39, 40]. The action space can be discrete or continuous [41, 42], finite or infinite number of arms [43], single or multi-dimensional (combinatorial) [44, 45]. The time horizon can be infinite or finite [46]. There can be a single agent or a population of bandit agents [12].

For introduction purpose, here we assume a Bernoulli bandit with binary reward, i.e. $r \in [0, 1]$. We can adopt a linear approach ($\hat{Q}_t(a) := \hat{\mu}_a + \frac{r_1 + \cdots + r_n}{n_a}$) and the Bayesian approach (express the uncertainty about $\hat{Q}_t(a)$ with $p(\hat{Q}_t(a))$). As summarized in Table 1, there are three action selection strategies. We can explicitly separate the exploration (by taking random action) and the exploitation (by taking greedy action) into different phases. We can use uncertainty to encourage optimism and guide exploration by combining the exploitation (the action estimate) and the exploration (the measure of uncertainty) together into the argmax criterion. Finally, in probability matching approach, we use $\hat{Q}_t(a)$ to define $p_t(a)$ (exploitation) and select $a_t$ according to $p_t(a)$ (exploration). Some effective algorithms include $\epsilon$-Greedy, upper confidence bound (UCB), and Thompson sampling (TS).

We wish to point out that, the bandits by itself is a rich field, and there are many variants to these solutions. The reward distributions can be independent or correlated [35], stochastic or adversarial [36, 37, 38], static or non-stationary [39, 40]. The action space can be discrete or continuous [41, 42], finite or infinite number of arms [43], single or multi-dimensional (combinatorial) [44, 45]. The time horizon can be infinite or finite [46]. There can be a single agent or a population of bandit agents [12].

We wish to point out that, the bandits by itself is a rich field, and there are many variants to these solutions. The reward distributions can be independent or correlated [35], stochastic or adversarial [36, 37, 38], static or non-stationary [39, 40]. The action space can be discrete or continuous [41, 42], finite or infinite number of arms [43], single or multi-dimensional (combinatorial) [44, 45].

### 3.3 Contextual bandits

The contextual bandits (CB) describe the scenario of multi-armed bandits that also receives side information as decision making contexts [52]. As in Algorithm 4 the contextual bandits problem is defined as follows. At each time point (or iteration) $t$, before choosing the arm $a_t \in A$, an agent observes an $M$-dimensional context, $x_t$, as a feature vector of $M$ variables. The reward function $r(t)$ is drawn according to $\mathbb{P}_{x,r}$, where $r_a(t) \in [0, 1]$ is a reward at time $t$ associated with the arm $a \in A$ and the context at the current iteration $x_t$ (or alternatively, we can define a joint distribution over $(x, r)$). The agent uses this context as a side information, along with the rewards of the arms played in the past, to choose which arm to play in the current iteration. The objective of this variant problem is to learn the relationship between the context and reward, in order to find the best arm-selection policy for maximizing cumulative reward over the time horizon.

For introduction purpose, here we assume a Bernoulli bandit with binary reward, i.e. $r \in [0, 1]$. We can adopt a linear assumption [53], that the expected reward is a linear function of the context:

```python
Algorithm 4 Contextual Bandits (CB) Problem
1: for $t = 1, 2, 3, \ldots, T$ do
2: \hspace{0.5cm} $(x(t), r(t))$ is drawn according to $\mathbb{P}_{x,r}$
3: \hspace{0.5cm} Context $x(t)$ is revealed to the player
4: \hspace{0.5cm} Player chooses an action $a_t = \pi_t(x(t))$
5: \hspace{0.5cm} Feedback $r_{a_t}(t)$ for the arm $a_t$ is revealed
6: Player updates its policy $\pi_t$
7: end for

Algorithm 5 Linear Upper Confidence Bound (LinUCB) Algorithm
1: Initialize $c_t \in \mathbb{R}_+, A_0 = I_d, b_a = 0_{d \times 1}, \forall a \in A$
2: for $t = 1, 2, 3, \ldots, T$ do
3: Observe features $x_t \in \mathbb{R}^d$
4: for all $a \in A$ do
5: $\theta_a = A_0^{-1} b_a$
6: $p_{t,a} = \mathbb{P}_{\hat{Q}_t} x_t + c_t \sqrt{x_t^\top A_0^{-1} x_t}$
7: Choose arm $a_t = \arg\max_a p_{t,a}$
8: Observe feedback $r_{a_t, t}$
9: $A_{a_t} = A_{a_t} + x_t x_t^\top$
10: $b_{a_t} = b_{a_t} + r_{a_t, t} x_t$
11: end for
```
We can formulate the problem as a least-square ridge regression problem on its reward function:

\[
D \theta + \epsilon = x\top \theta + \alpha + \epsilon
\]

where \(\mu_a\) is an unknown weight vector associated with the arm \(k\). The Linear Upper Confidence Bound (LinUCB) algorithm is the contextual variants of the UCB algorithm \[53\]. The action value function now becomes \(\hat{Q}_t(x_t, a)\) and can be used to estimate \(\mathbb{E}[R_a|x_t]\)

We can formulate the problem as a least-square ridge regression problem on its reward function:

\[
R_a(x_t) = f_a(x_t) + \epsilon = x_t\top \theta_a + \epsilon
\]

where \(f_a\) is an arbitrary function that maps the context to the reward, \(\theta_a \in \mathbb{R}^d\) and \(\epsilon\) is the noise or error. At each time step \(t\) and given the context \(x_t\), the weight for the action value solution becomes:

\[
\hat{Q}_t(x_t, a) = x_t\top \hat{\theta}_a
\]

\[
\hat{\theta}_a = (D_a\top D_a + I_d)^{-1} D_a\top C_a
\]

where \(D_a\) and \(C_a\) are the historical contexts and rewards observed when this arm \(a\) is chosen: \(D_a = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix}\), \(C_a = \begin{bmatrix} r_1 \\ r_2 \\ \vdots \\ r_n \end{bmatrix}\).

The action selection will then depends on the estimated rewards with the mapping weight given the context:

\[
\hat{S}_t(x_t, a) = \sqrt{x_t\top (D_a\top D_a + I_d)^{-1} x_t}
\]

\[
\alpha_t = \arg\max_{a \in A} (\hat{Q}_t(x_t, a) + \alpha \cdot \hat{S}_t(x_t, a))
\]

where similar to the non-contextual version of UCB, here we have two terms in the argmax option, the first term \(\hat{Q}_t(x_t, a)\) is for exploitation and the second term \(\hat{S}_t(x_t, a)\) is for the uncertainty-guided exploration, modulated by the exploration factor \(\alpha\).

This is the analogy to the linear regression problem, while empirically one can simply incrementally compute the solution based on online feedback as in algorithm \[5\], we have matrix \(A_a\) which characterizes the covariance of contexts, and \(b_a\) which characterizes the reward mapping; and at the action selection stage, we take the argmax of \((A_a^{-1} b_a)\top x_t + c_t \sqrt{x_t\top A_a^{-1} x_t}\); at the update stage, we simply incrementally update the covariance matrix \(A_a\) and reward mapping \(b_a\) for the selected arm \(a_t\).

Similarly, we can formulate a linear contextual version of the Thompson sampling algorithm, the Contextual Thompson Sampling \[32\] algorithm. We consider the general Thompson Sampling, where the reward \(r_{a_t}\) for choosing arm \(a_t\) at time \(t\) follows a parametric likelihood function \(p(r_{a_t}|\hat{\theta}_a)\). The posterior distribution at time \(t\):

\[
p(\hat{\theta}_t|r_{a_t}) \propto Pr(r_{a_t}|\hat{\theta}_t)
\]
A reinforcement learning agent usually involves one or more of three components: a policy $\pi$, a reward model that predicts the immediate reward at state given an action $r_t(s, a)$, and a value function $V_t(s, a)$ which estimates the expected total reward from state $s$ for action $a$. These components work together to solve problems in the environment.

### Algorithm 7 Reinforcement Learning (RL) Problem

1. for $t = 1, 2, 3, \cdots, T$ do
2. Agent makes an observation $o(t)$ to the state $s(t)$
3. Agent chooses an action given the current state or observation: $a_t = \pi_t(o(t))$
4. Environment progresses to the next step $s_{t+1}$ given the action $a_t$
5. Agent receives a reward feedback $r_{a_t, s_t}(t)$ for the action $a_t$ taken on state $s_t$
6. Agent updates its policy $\pi_t$
7. end for

To incorporate contextual information, $p(\tilde{\theta}_t)$ is given by a multivariate Gaussian distribution $\mathcal{N}(\tilde{\theta}_a, v^2B_a^{-1})$, where $B_a(t) = I_d + \sum_{t=1}^{t-1} x_t x_t^\top$, and where $d$ is the size of the context vectors $x_t$, $v = R \sqrt{\frac{2d}{d\ln(\frac{1}{\epsilon})}}$ with $r > 0$, $\epsilon \in [0, 1]$, $\gamma \in [0, 1]$, and $\tilde{\theta}_a(t) = B_a(t)^{-1}(\sum_{t=1}^{t-1} x_t r_t)$. At every step $t$ for each action arm $a$, the algorithm samples a $d$-dimensional context weight vector $\mu_t$ from $\mathcal{N}(\tilde{\theta}_a(t), v^2B_a(t)^{-1})$. The agent would select the arm $a_t$ that maximizes $x_t^\top \tilde{\theta}_a$, and obtains reward $r_t$. \[55\] is a survey of different contextual bandits algorithms.

#### 3.4 Reinforcement learning

Reinforcement learning is a general-purpose framework for decision-making. Reinforcement learning is for an agent with the capacity to act. Each action taken by the agent influences the agent’s future state. The success of this problem is measured by a scalar reward signal. As in the bandits and contextual bandits cases, the goal is to select actions to maximize cumulative future rewards.

As hinted in the section of “Preliminaries”, reinforcement learning defines a class of algorithms for solving problems modeled as Markov decision processes (MDP). Other than previously defined tuple $(S, A, T, R)$, $\gamma \in [0, 1]$ is a discounting factor for past or future rewards (the further into the past or future, the less impact of that reward has on current action choice). Typically, the objective is to maximize the discounted long-term reward, assuming an infinite-horizon decision process. In other words, we wish to find an optimal policy function $\pi : S \mapsto A$, which specifies the action to take in a given state, so that the cumulative reward is maximized:

$$\max_{\pi} \sum_{t=0}^{\infty} \gamma^t \nabla(s_t, a_t, s_{t+1})$$ (14)

The experience of a reinforcement learning agent is a sequence of observations, actions and rewards:

$$o_1, a_1, r_1, \cdots, r_{t-1}, o_t, a_t, r_t$$ (15)

The state is a summary of the experience defined above:

$$s_t = f(o_1, a_1, r_1, \cdots, r_{t-1}, o_t, a_t)$$ (16)

which in a full observed environment, can be:

$$s_t = f(o_t)$$ (17)

A reinforcement learning agent usually involves one or more of three components: a policy (which the agent’s behavior function), a value function (which evaluates how good each state and/or action is), and a model (which is the agent’s representation of the environment). More specifically, the policy maps from the state to action, which can be deterministic ($a = \pi(s)$) or stochastic ($\pi(a|s) = p(a|s)$). The model is learned from experience, and acts as a proxy for the environment. With its model, the agent can make sense how world changes given agent’s action in two ways: the transition or dynamics model predicts the agent’s next state given an action $p(s_{t+1} = s'|s_t = s, a_t = a)$; and the reward model predicts the immediate reward at state given an action $r(s_t = s, a_t = a) = \mathbb{E}[r_t|s_t = s, a_t = a]$.

The value function is a prediction of future reward, i.e. what rewards will the agent gets by taking an action $a$ in state $s$. Q-value functions gives the expected total reward from state $s$ via action $a$ under policy $\pi$ with discount factor $\gamma$:

$$Q^\pi(s, a) = \mathbb{E}[r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots | s, a]$$ (18)
which can be decomposed into a Bellman equation:

$$Q^*(s, a) = \mathbb{E}_{s', a'}[r + \gamma Q^*(s', a') | s, a]$$  \hspace{1cm} (19)$$

where an optimal value function can be further obtained by taking the maximum achievable value:

$$Q^*(s, a) = \max_{\pi} Q^\pi(s', a') = Q^\pi^*(s, a)$$  \hspace{1cm} (20)$$

With this optimal value function $Q^*$, the agent can act optimally:

$$\pi^*(s) = \arg \max_a Q^*(s, a)$$  \hspace{1cm} (21)$$

Maximizing over all possible decisions, $Q^*(s, a)$ can also be decomposed into a Bellman equation:

$$Q^*(s, a) = r_{t+1} + \gamma \max_{a_{t+1}} r_{t+2} + \gamma^2 \max_{a_{t+2}} r_{t+3} + \cdots$$  \hspace{1cm} (22)$$

$$= r_{t+1} + \gamma \max_{a_{t+1}} Q^*(s_{t+1}, a_{t+1})$$  \hspace{1cm} (23)$$

$$= \mathbb{E}_{s'}[r + \gamma \max_{a'} Q^*(s', a') | s, a]$$  \hspace{1cm} (24)$$

There are different ways to categorize reinforcement learning approaches. Figure 6A positions several approaches with respect to their spectrum on the three major model components. Figure 6B also includes experience as a landing point for sub-processes such as acting, model training and plannings. Overall there are model-based reinforcement learning and model-free reinforcement learning. Model-based methods construct a full model of the environment explicitly and then plan ahead by rolling out future steps using the model. It may or may not have an explicit policy and/or value function. Model-free methods, on the other hand, don’t have a model, and has explicit functions for the value and/or policy. The model-free reinforcement learning can be further separated into value-based and policy-based reinforcement learning. Value-based reinforcement learning estimate the optimal value function $Q^*(s, a)$, which is the maximum value achievable under any policy. Policy-based reinforcement learning search directly for the optimal policy $\pi^*$, and use that policy to achieve the maximum future reward. There are methods which are both value-based and policy-based, such as the actor-critic algorithm, which we will cover in a bit.

$Q$-learning is a model-free value-based reinforcement learning algorithm. The $Q$-value of a state-action pair, $Q(s, a)$, is key to this algorithm, representing the expected future discounted reward for taking action $a \in A$ in state $s \in S$.  

---
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Figure 6: (A) Categorization of reinforcement learning approaches. (B) Sub-processes of reinforcement learning. (Re-created from David Silver’s lecture).
Algorithm 8 Q-Learning Algorithm

| Step | Action |
|------|--------|
| 1:   | Initialize: $Q_{s,a} = 0, \forall s \in S, \forall a \in A$ |
| 2:   | for each episode $e$ do |
| 3:   | Initialize state $s$ |
| 4:   | Repeat for each step $t$ of the episode $e$ |
| 5:   | Take action $a = \arg\max_a Q(s,a)′$, and |
| 6:   | Observe $s′ \in S$, $r \in R(s)$ |
| 7:   | $s = s′$ |
| 8:   | $Q(s,a) := Q(s,a) + \alpha_t (r + \gamma \max_{a′} Q(s′,a′) - Q(s,a))$ |
| 9:   | until $s$ is the terminal state |
| 10:  | end for |

The action selection strategy is straightforward: $a_t = \arg\max_a Q^*(s,a)$. Previously, we have shown that the optimal value function can be translated into a Bellman equation $Q^*(s,a) = E_{a′}[r + \gamma \max_{a′} Q^*(s′,a′)|s,a]$. Therefore, we can potentially approximate $Q^*$ by directly attempting to solve the optimal Bellman equation. To do so, we define the Bellman error as the update to our expected return when we observe the next state $s′$:

$$r(s_t, a_t) + \gamma \max_a Q(s_{t+1},a) - Q(s_t, a_t)$$ (25)

The first half of this error term, $r(s_t, a_t) + \gamma \max_a Q(s_{t+1},a)$ is the right hand side of the Bellman equation, and sometimes also related to the notion of the temporal difference (TD) target. As in algorithm 8, Q-learning is the algorithm that repeatedly adjusts $Q$ to minimize the Bellman error. Ideally, when the policy is converged to the optimal solution, the Bellman error would be zero. Each time, we sample consecutive states and actions to update the Q values:

$$Q(s_t, a_t) = Q(s_t, a_t) + \alpha [r(s_t, a_t) + \gamma \max_a Q(s_{t+1},a) - Q(s_t, a_t)]$$ (26)

where $\alpha$ is the learning rate. A common method to handle very large state spaces is to approximate the $Q$ function as a linear function of some features representing the observation or state space [56]. We denote $\psi(s,a)$ as the relevant features of the state-action pair $(s,a)$. Assuming $Q(s,a) = \theta \cdot \psi(s,a)$, where $\theta$ is an unknown weight vector to be learned by interacting with the environment. Then each time step the agent takes action $a$ at state $s$, obtains immediate reward $r$ and arrives at the new state $s′$, the parameter $\theta$ is updated with the temporal:

$$TD = (r + \gamma \max_{a′} Q(s′,a′)) - Q(s,a)$$

$$\theta_i = \theta_i + \alpha \cdot TD \cdot \psi_i(s,a),$$ (27)

As in the bandit strategies, a common approach to balance the exploration vs exploitation tradeoff here is to use the $\epsilon$-Greedy strategy. The agent, using the $\epsilon$-Greedy to gradually update its weight parameter $\theta$ according until convergence or some pre-specified maximal number of steps.

Policy gradient is a model-free policy-based method that learns the policy directly with a parameterized function respect to parameter $\theta$. The value of the reward (the objective) function depends on this policy $\pi(a|s)$, and then different algorithms can be applied to optimize $\theta$ for the best reward [57]. The modeled reward function as the optimization objective is defined as:

$$J(\theta) = \sum_{s \in S} d\pi(s) V^\pi(s) = \sum_{s \in S} d^\pi(s) \sum_{a \in A} Q^\pi(s,a) \pi_\theta(a|s)$$ (28)

where $V(s)$ is the state-value function measures the expected return of state, $V^\pi(s)$ is the value of state $s$ under policy $\pi$, $d^\pi(s)$ is the on-policy state under the policy $\pi$ given by the stationary distribution of the Markov transition model. Under the policy gradient theorem [26], the gradient $\nabla_\theta J(\theta)$ can be computed as:
Algorithm 9 REINFORCE Algorithm
1: Initialize: \( \theta \) arbitrarily
2: for each episode (on-policy trajectories) \( \{s_1, a_1, r_1, \cdots, s_T, a_T, r_T\} \sim \pi_\theta \) do
3: for \( t = 1, 2, 3, \cdots, T \) do
4: \( \theta = \theta + \alpha V^\pi(s) \nabla_\theta \ln \pi_\theta(a|s) \)
5: end for
6: end for

Algorithm 10 Actor-Critic Algorithm
1: Initialize: \( \theta \) arbitrarily
2: for each episode (on-policy trajectories) \( \{s_1, a_1, r_1, \cdots, s_T, a_T, r_T\} \sim \pi_\theta \) do
3: for \( t = 1, 2, 3, \cdots, T \) do
4: Update policy parameter \( \theta: \theta = \theta + \alpha \nabla \ln \pi_\theta(a|s) \)
5: Compute TD error \( \delta_t = r_t + \gamma Q_w(s_{t+1}, a_{t+1}) - Q_w(s_t, a_t) \)
6: Update critic parameter \( w: w = w + \alpha_w \delta_t \nabla Q_w(s_t, a_t) \)
7: end for
8: end for

\[
\nabla_\theta J(\theta) = \nabla_\theta \sum_{s \in S} d^\pi(s) \sum_{a \in A} Q^\pi(s, a) \pi_\theta(a|s) \\
\propto \sum_{s \in S} d^\pi(s) \sum_{a \in A} Q^\pi(s, a) \nabla_\theta \pi_\theta(a|s) \\
= \sum_{s \in S} d^\pi(s) \sum_{a \in A} \pi_\theta(a|s) Q^\pi(s, a) \frac{\nabla_\theta \pi_\theta(a|s)}{\pi_\theta(a|s)} \\
= \mathbb{E}_{s \sim d^\pi, a \sim \pi_\theta}[Q^\pi(s, a) \nabla_\theta \ln \pi_\theta(a|s)]
\]

[58] is a nice introduction to policy gradient objective optimization, that covers general advantage estimation to control the variance and bias in this general form. More specifically, REINFORCE, also known as Monte-Carlo policy gradient, is an effective algorithm to perform policy gradient reinforcement learning [59]. As in algorithm[9] we can sometimes simplify the term \( Q^\pi(s, a) \) in our gradient with the state value function \( V^\pi(s) \), which is the value of state when we follow a policy \( \pi \), assuming the chosen action \( a_t \) is the optimal one so far that yields the best estimate of the expected future reward starting from this state \( s_t \). Using episode samples, the algorithm applies Monte Carlo methods to estimate the expected return, i.e. the Q function \( Q^\pi(s, a) \), to update the policy parameter \( \theta \) given the gradient ascent update. A empirical strategy to improve the learning in REINFORCE is to use the advantage function \( A(s, a) = Q(s, a) - V(s) \) instead of the value function in the gradient ascent update, because it reduces the variance of the gradient estimation while maintaining the bias necessary for learning [57].

The actor-critic algorithm is a model-free algorithm that is both policy-based and value-based [60]. On top of the policy gradient methods introduced above, the actor-critic algorithm also learns the value function in addition to its policy. This is another strategy to reduce the variance in the gradient in the general form of policy gradients. The critic updates the parameters \( w \) of its value function (which can be either the action-value \( Q_w(s, a) \) or the state-value \( V_w(s) \)). The actor updates the parameter \( \theta \) for the policy \( \pi_\theta(a|s) \) along the gradient direction suggested by the critic. As in algorithm[10] other than the update of the policy parameter \( \theta \), we also compute the TD error as in Q-learning with function approximation, and update the weight \( w \) for Q function given the TD error. We can define two learning rate, \( \alpha_\theta \) and \( \alpha_w \) separately for the value and policy updates.

There are many other variants of the policy gradient methods that have the equivalent forms for optimizations. Some examples are:

\[
\nabla_\theta J(\theta) = \mathbb{E}_{s \sim d^\pi, a \sim \pi_\theta}[\nabla_\theta \ln \pi_\theta(a|s) V^\pi(s)] \\
= \mathbb{E}_{s \sim d^\pi, a \sim \pi_\theta}[\nabla_\theta \ln \pi_\theta(a|s) Q_w(s, a)] \\
= \mathbb{E}_{s \sim d^\pi, a \sim \pi_\theta}[\nabla_\theta \ln \pi_\theta(a|s) A_w(s, a)] \\
= \mathbb{E}_{s \sim d^\pi, a \sim \pi_\theta}[\nabla_\theta \ln \pi_\theta(a|s)]
\]
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Figure 7: Comparison of the rollout search space (or backup diagrams) of Monte Carlo (MC), Temporal Difference (TD) learning and Dynamic Programming (DP) for state value functions (from David Silver’s RL lecture). Additional notation: $G_t$ is the final return, or expected future reward, $G_t = \sum_r \gamma^r r_{t+r+1}$ [26].

Algorithm 11 Inverse Reinforcement Learning (IRL) Problem

1: Initialize $w$, the parameter for the reward function
2: for each episode (on-policy expert trajectories) in the demonstration policy $\{(s_1^*, a_1^*), \cdots, (s_T^*, a_T^*)\} \sim \pi^*$ do
3: while not converged, or a maximal step is not reached do
4: Solve the MDP environment using the current reward function $R_w(s, a)$ to generate reinforcement learned policy $\pi$ or behaviors
5: Optimize for reward function parameter $w$ by minimizing the inconsistency between the observed behavior $\pi^*$ (from the expert) and the reinforcement learned behavior $\pi$
6: end while
7: end for

which can all be trained with stochastic gradient descent. In the variants that have a critic, policy evaluation involves using Monte Carlo or TD learning methods to estimate $Q^\pi(s, a)$, $A^\pi(s, a)$, $V^\pi(s)$.

There are other types of reinforcement learning algorithms worth noting. One categorization of reinforcement learning methods depend on the depth in exploration search space, which consists of Monte Carlo (MC), Temporal Difference (TD) learning and Dynamic Programming (DP) (Figure 7). The Monte-Carlo (MC) methods learns from episodes of raw experience without modeling the environmental dynamics. It computes the observed mean return as an approximation of the expected return. Similar to MC, the Temporal-Difference (TD) Learning, which we already covers several variants (e.g. Q-Learning, Actor-Critic), is model-free approach that learns from episodes of experience. However, unlike MC, TD learning can learn from incomplete episodes and hence don’t need to keep track of all the episodes all the way up to the termination stage. When the model is fully known or estimated, following Bellman equations, we can use Dynamic Programming methods (such as value iteration) to iteratively evaluate value function and improve policy. It is a model-based methods. For interested readers, [26] is the most respected textbook on reinforcement learning that covers all these topics.

3.5 Inverse reinforcement learning

If we compare the pipeline between the standard reinforcement learning and the inverse reinforcement learning in Figure 5 they look very similar, both with the agent interacting with the environment with state emission, action taking and reward feedback. However, instead of given a simulation environment with pre-set reward functions for the agent to interact with, in inverse reinforcement learning, we only have the historical trajectories or experience of an expert interacting with an unknown environment, and the goal is to discover the reward functions of this environment (what is this world environment about? what motivates the agent to act the way it did? Can we reason about the goal or objective the expert is aiming for?). In addition, it is usually easier to obtain historical data of expert’s action, rather than having an interactive systems to train forever. Thus, using these priors can potentially be powerful.

The inverse reinforcement learning is connected to the concept of inverse optimal control [61, 62], a framework to model or to “imitate” human behaviors. However, it is different from the standard imitation learning in the following way. standard imitation learning only copy the actions performed by the expert, without any reasoning about the outcomes or implications of the actions they imitated. It also doesn’t necessarily characterize the salient properties of the behaviors. For instance, an expert can have multiple skills at different contexts. Inverse reinforcement learning, or
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Figure 8: Comparison of training reinforcement learning using the conventional reinforcement learning approaches vs using the inverse reinforcement learning.

here in this context, the “human imitation learning” aims to copy the intent of the expert, and thus, the policy it learns might take very different actions despite having the same intent.

We are given the state and action space, historical trajectories or samples from the expert policy $\pi^*$, and sometimes also its dynamic model, and the goal is to recover reward function, and sometimes also to use the learned reward to get an optimal policy (as in the reinforcement learning). Other than points covered above, here are several additional benefits. Since the policy is a mixture of the reward and the dynamics, to enable better transfer learning across tasks when learning from the demonstration, we want to decouple the goal from the underlying dynamics [63]. Inverse reinforcement learning might be a solution to extract out the reward part. Another user scenario would be to use inverse reinforcement learning to create additional training systems with learned rewards, as in Figure 8. If our end goal is to train a reinforcement learning agent that mimics the expert policy, but we don’t have the same environment to train on, one way would be to first learn the reward functions from expert trajectories and then train our agent in the new environment we create using the learned reward functions.

The framework of inverse reinforcement learning is straightforward. As in algorithm [11], we model the observed behavior from the expert as the solution of an Markov Decision Process with unknown reward functions that is gradually optimized to converge to the underlying reward functions. We first initialize a parameter $w$ for the reward function $R_w$ we wish to optimize. This can be a linear weight, a neural net, a distribution over rewards, or any function approximation as we show before. Then, we iteratively optimize for $R_w$: at each step, we solve the MDP environment using the current reward function $R_w(s,a)$ to generate the reinforcement learned policy $\pi$ or behavioral trajectories; we compute the inconsistency between the observed behavior $\pi^*$ (from the expert) and the reinforcement learned behavior $\pi$ as a loss, for any optimization engine of $w$ to minimize against. We continue this two steps until it converged to a reasonable level of behavioral inconsistency.

Inferring the underlying reward functions directly from demonstration can be challenging. First, since many reward functions can explain the same behavior, it is an underspecified problem. Second, these historical trajectories of reward functions usually have unknown dynamics and large state-action space, which makes the optimization difficult. Third, it can be difficult to evaluate a learned reward, so we need to specify a reasonable metric. And lastly, the demonstrations may not be precisely optimal, and thus, it might be impossible to uniquely decompose the policy of irrational or suboptimal agents into the underlying reward function [64].

Despite these challenges, several strategies are proposed to solve inverse reinforcement learning. The first strategy is to optimize to maximize margin. Similar to the intuition of support vector machines, the idea is to learn a reward function that better explains the demonstrated expert policy than alternative policies by a margin as large as possible. One simple formulation of the margin is the sum of the discrepancy between the expected value of the optimal action and the next best action over all states, given by [62]:

$$16$$
A popular algorithm to optimize for this is the Maximum Entropy (MaxEnt) algorithm, which introduces two constraints to equation \( 40 \): the distribution of all demonstration trajectories should follow a probability distribution; and the expected feature count of the demonstration trajectories should satisfy:

\[
\sum_{T \in D} p(T) \sum_{t=1}^{l} \gamma^t x_s^T = \frac{1}{M} \sum_{i=1}^{M} \sum_{t=0}^{\infty} \gamma^t x_s^T
\]  

where \( \gamma \) is the discount factor. This margin optimization approach can produce the given policy as optimal output from the complete MDP space. One can solve this optimization method with a linear program to retrieve the reward function that maximizes the entropy of the distribution of all policies:

\[
\sum_{s \in S} Q^\pi(s, a^*) - \max_{a \in A \mid a \neq a^*} Q^\pi(s, a)
\]  

where \( a^* \) is the optimal action at state \( s \). If we adopt the feature-based approach with function approximation, the margin is the difference between the expected value of the behavior from the observed expert trajectory and the largest expected values of the behaviors of other trajectories that can be used to learn the feature weights \( w \). We can obtain the expected value of a policy by multiplying the empirical state visitation frequency (SVF) from the demonstration data, which we denote \( p(s|w) \), with the weighted features of the state obtained from the trajectory, which we denote \( x_s \). As such, the margin becomes:

\[
\sum_{(s, a) \in T} p(s|w)w^\top x_s - \max_{(T' \in (S \times A)^l \mid T' \neq T)} p(s|w)w^\top x_s
\]  

where \( T \) denotes the trajectories, and \((S \times A)^l\) is the set of all possible trajectories of length \( l \) defined by the state-action space. One can solve this optimization method with a linear program to retrieve the reward function that maximizes this margin [65]. This margin optimization approach can produce the given policy as optimal output from the complete MDP [66]. Assuming that each demonstration trajectory is a distinct policy, the structured maximum margin prediction (MMP, [67]) improves the optimization process by solving a quadratic program that is constrained to have positive margin \([68\). Assuming that each demonstration trajectory is a distinct policy, the structured maximum margin prediction (MMP, [67]) improves the optimization process by solving a quadratic program that is constrained to have positive margin [68]. Assuming that each demonstration trajectory is a distinct policy, the structured maximum margin prediction (MMP, [67]) improves the optimization process by solving a quadratic program that is constrained to have positive margin [68].

However, as in the overall challenges of IRL, in these maximum margin methods, matching of the feature counts can be ambiguous because a given policy can be optimal for many different reward functions, while the same feature counts can be obtained by many different policies. This approach improves upon these limitations of the maximum margin approaches by solving the ambiguity of suboptimality with a maximum entropy principle to learn a distribution over behaviors parameterized by the reward function weights. The idea is to learn the reward function that provides the trajectory distribution constrained by the observed demonstrations with the maximum entropy:

\[
\max_{\pi \in (S \times A)^l} \sum_{T \in (S \times A)^l} -p(T) \log p(T) 
\]  

To avoid the exponential growth of the state-action search space, an alternative would be to find the reward function that maximizes the entropy of the distribution of all policies:

\[
\max_{\pi \in (S \times A)^l} \sum_{\pi \in (S \times A)^l} -p(\pi) \log p(\pi) 
\]  

A popular algorithm to optimize for this is the Maximum Entropy (MaxEnt) [68] algorithm, which introduces two constraints to equation [40]: the distribution of all demonstration trajectories should follow a probability distribution; and the expected feature count of the demonstration trajectories should satisfy:

\[
\sum_{T \in D} p(T) \sum_{t=1}^{l} \gamma^t x_s^T = \frac{1}{M} \sum_{i=1}^{M} \sum_{t=0}^{\infty} \gamma^t x_s^T
\]  

Algorithm 12 Maximum Entropy (MaxEnt) Algorithm

1: Initialize \( w \), the parameter for the reward function
2: for each episode (on-policy expert trajectories) in the demonstration policy \( \{(s_1^\pi, a_1^\pi), \ldots, (s_T^\pi, a_T^\pi)\} \sim \pi^\star \) do
3: while not converged, or a maximal step is not reached
4: Solve for optimal policy \( \pi(a|s) \) with value iteration in the environment parameterized by the current reward function \( R_w(s, a) \).
5: Solve for the state visitation frequencies \( p(s|w) \)
6: Compute gradient \( \nabla_w \mathcal{L} = \frac{1}{M} \sum_{T \in D} x_T - \sum_{s \in S} p(s|w)x_T \)
7: \( w = w + \alpha \nabla_w \mathcal{L} \)
8: end while
9: end for

\[
\sum_{s \in S} Q^\pi(s, a^*) - \max_{a \in A \mid a \neq a^*} Q^\pi(s, a) \tag{37}
\]
Figure 9: Comparison of the generative adversarial networks and inverse reinforcement learning

Algorithm 13 Generative adversarial imitation learning (GAIL) Algorithm

1: Initialize $\theta_0$, $\psi_0$, the initial parameters for the policy and the discriminator
2: for $i = 0, 1, 2, \ldots$ do
3: Sample trajectories from the generator $T_i \sim \pi_{\theta_i}$
4: Update discriminator from $\psi_i$ to $\psi_{i+1}$ with the gradient:
   \begin{equation}
   \mathbb{E}_{T_i}[\nabla_\psi \log(D_\psi(s, a))] + \mathbb{E}_{T_i}[\nabla_\psi \log(1 - D_\psi(s, a))]
   \end{equation}
5: Update policy from $\theta_i$ to $\theta_{i+1}$ with the gradient:
   \begin{equation}
   \mathbb{E}_{T_i}[\nabla_\theta \log(\pi_\theta(a|s)Q(s, a))] - \lambda \nabla_\theta H(\pi_\theta)
   \end{equation}
6: end for

where $\mathcal{D}$ is our available demonstration data, $x_t^s$ is the feature of the state $s$ at time $t$, and $M$ is the number of trajectories. There are two assumptions. First, the reward of the trajectory is a linear combination of the feature counts:

\begin{equation}
R_T^w = w^T x_T = \sum_{s \in T} w^T x_s
\end{equation}

where $x_T$ is the feature count of the trajectory $T$. And the the probability of a demonstrated trajectory should be exponentially higher for higher rewards than lower rewards:

\begin{equation}
p(T) \propto e^{R_T^w}
\end{equation}

As in algorithm 12 the algorithm solves for a convex nonlinear optimization problem:

\begin{equation}
\arg \max_w \sum_{T \in \mathcal{D}} \log p(T; w), \text{ where } p(T; w) = \frac{e^{\sum_{(s, a) \in T} w^T x_s}}{Z(w)}
\end{equation}

There is a connection between the maximum entropy IRL with the generative adversarial networks (GAN), which is a family of generative models which jointly and adversarially train a discriminator of synthetic and data samples.
An innate challenge for imitation learning is the distribution shift problem. As we are attempting to mimic the action trajectory, even a small change of actions in early rounds might lead to a large variance in later actions due to the amplification effect from the earlier actions. In other words, the \( p_{\text{data}}(o_t) \) can be very different from \( p_{\pi}(o_t) \). To tackle this distributional shift problem, the Dataset Aggregation (DAgger) algorithm is an iterative algorithm to train a discriminator which compares the samples under some principled or learned strategy (e.g. maximum entropy or margin). It involves a special form of discriminator, which in optimal case:

\[
D^*(\mathcal{T}) = \frac{p(\mathcal{T})}{p(\mathcal{T}) + q(\mathcal{T})}
\]

(47)

where we assume the generator is fixed with a density \( q(\mathcal{T}) \) and the \( p(\mathcal{T}) \) is the actual distribution of the demonstration data. Generative adversarial imitation learning (GAIL, [71]) and guided cost learning (GCL, [72]) are two IRL algorithms that optimize using a GAN-like setting. As in Figure 9 similar to a GAN, inverse reinforcement learning attempts to optimize for a reward function that can generate or parameterize a policy which can sample out trajectories that is as indiscriminable to an expert trajectory sample from the demonstration as possible, and the evaluation metric for that has to be also taken by the expert and the action recommended by the supervised learning policy. Since the algorithmic space of this class of methods is largely in supervised learning, which can be highly customized to the specific problem setting and application domain, we will refer the readers to [74, 75] for a survey on different types of supervised learning imitation learning methods.

### 3.6 Imitation learning and behavioral cloning

The imitation learning or behavioral cloning aims to solve the policy learning with a supervised learning approach. As in algorithm 15, we simply divide the expert demonstration into batches of state-action pairs, and treat these pairs as i.i.d. training examples for supervised learning using a loss function that characterizes the difference between the action taken by the expert and the action recommended by the supervised learning policy. Since the algorithmic space of this class of methods is largely in supervised learning, which can be highly customized to the specific problem setting and application domain, we will refer the readers to [74, 75] for a survey on different types of supervised learning imitation learning methods.

An innate challenge for imitation learning is the distribution shift problem. As we are attempting to mimic the action trajectory, even a small change of actions in early rounds might lead to a large variance in later actions due to the amplification effect from the earlier actions. In other words, the \( p_{\text{data}}(o_t) \) can be very different from \( p_{\pi}(o_t) \). To tackle this distributional shift problem, the Dataset Aggregation (DAgger) algorithm is an iterative algorithm to train a discriminator which compares the samples under some principled or learned strategy (e.g. maximum entropy or margin). It involves a special form of discriminator, which in optimal case:

\[
D^*(\mathcal{T}) = \frac{p(\mathcal{T})}{p(\mathcal{T}) + q(\mathcal{T})}
\]

(47)
Another challenge is the impact of noisy environments on ASR systems. In real-world scenarios, speech signals can be distorted or obscured by background noise, making it difficult for the system to accurately recognize and transcribe spoken language. This can lead to errors and decreased performance, particularly in situations where high accuracy is critical. Finally, collecting human feedback to improve ASR systems can be valuable, but can also be expensive.

Algorithm 16: Behavioral Cloning with Demonstration Reward (BCDR) Algorithm

1: for each episode (on-policy expert trajectories) in the demonstration data \( \{(s^*_1, a^*_1), \cdots , (s^*_T, a^*_T)\} \sim D^* \) do
2: for \( t = 1, 2, 3, \cdots , T \) do
3: Agent makes an observation \( o^*(t) \) to the state \( s^*(t) \)
4: Agent chooses an action given the current state or observation: \( a_t = \pi_t(o^*(t)) \)
5: Environment progresses to the next step \( s^*_{t+1} \) given the action \( a^*_t \)
6: Agent receives a reward feedback about both the environment reward and the consistency between its action \( a_t \) and the expert’s action \( a^*_t \) at this state \( s^*_t \): \( r_{a^*_t, a_t, s^*_t}(t) = r_{env}(a_t, s^*_t) + \lambda D(a^*_t, a_t) \)
7: Agent updates its policy \( \pi_t \)
8: end for
9: end for

data collected from the learning policy \( \pi_\theta \) are then appended or aggregated to the training dataset. Iteratively, the dataset collected would be closer and closer to an on-policy dataset that avoids the distributional shift issue.

However, we don’t always have access to human annotations. One strategy is to provide goals as contexts. Another strategy is to formulate supervision as rewards. The Behavior Cloning with Demonstration Rewards (BCDR, 171) is a reinforcement learning approach to directly optimize against the trajectory difference. In this setting, the agent first goes through a constraint learning phase. As in algorithm 16 during the learning, the agent is allowed to query the states and actions in the available demonstration data, and receive feedback about both the environment reward and whether or not the selected action \( a_t \) matches the teacher’s action \( a^*_t \) (from the demonstration data):

\[
r_{a^*_t, a_t, s^*_t}(t) = r_{env}(a_t, s^*_t) + \lambda D(a^*_t, a_t)
\]

both and the consistency between its action \( a_t \) and the expert’s action at this state \( s^*_t \): During the deployment or testing phase, the goal of the agent is to maximize both the environment reward \( r_{env}(a_t, s^*_t) \), and an unobserved \( D(a^*_t, a_t) \), which models whether or not the chosen action matches which action the expert would have taken. Through the learning, the behavioral cloning algorithm aims to train reinforcement learning agents to mimic the expert behaviors in the demonstration.

For interested readers, [74] is a survey on various methods in imitation learning. [18] compares the imitation learning with offline reinforcement learning (a similar but different method we will introduce later in the emerging strategies section) and discusses the specific environments and dataset compositions to use one over the other.

4 Reinforcement Learning Formulation for Speech and Language Applications

In this section, we will cover a series of prototypical examples of how reinforcement learning can be effectively applied to major speech and language tasks, followed by a brief summary of other works in the specific task domain. Table 2 summarizes and compares the reinforcement learning formulations for several common natural language processing tasks. By examining the objective, reward, action space, and state space for each task, we can gain insight into the commonalities and differences between these tasks. For example, many of the tasks involve extracting meaning from natural language input, but the specific form of the input and output can vary widely. Additionally, different tasks have different reward signals and action spaces depending on the specifics of the problem. Overall, this table provides a useful reference for understanding how natural language processing tasks can be framed as reinforcement learning problems. We hope these case studies in the following sections motivate the readers to rethink their daily tasks as reinforcement learning problems and encourage discussions in these new research avenues.

4.1 Automatic speech recognition (ASR)

Automatic speech recognition (ASR) is an important component of many practical language processing systems. However, there are several challenges that can make it difficult to achieve accurate and reliable performance. One major challenge is the difficulty of training effective models for low-resource or marginalized languages. This is because there is often a lack of available data to train these models, which can result in poor performance and inaccurate results. Another challenge is the impact of noisy environments on ASR systems. In real-world scenarios, speech signals can be distorted or obscured by background noise, making it difficult for the system to accurately recognize and transcribe spoken language. This can lead to errors and decreased performance, particularly in situations where high accuracy is critical. Finally, collecting human feedback to improve ASR systems can be valuable, but can also be expensive.
Table 2: The reinforcement learning formulations in different speech and language applications

| Task                      | Objective                                          | Reward                                      | Action Space                               | State Space                                                                 |
|---------------------------|----------------------------------------------------|---------------------------------------------|--------------------------------------------|-----------------------------------------------------------------------------|
| Speech Recognition        | Transcribe audio signal to text                   | Accuracy of transcription                   | Sequence of phonemes/words                 | Current audio input or transcription                                        |
| Speaker Recognition / Diarization | Identify speakers and group speech into segments | Accuracy of speaker identification and segmentation | Speaker labels for each segment           | Current audio input, speaker labels, speaker characteristics or speech features |
| Spoken Language Understanding | Extract meaning from spoken language and map to a machine-readable representation | Accuracy of extracted meaning               | Set of possible meanings                  | Current audio input, dialogue history, external knowledge                   |
| Natural Language Understanding | Extract meaning from natural language text and map to a machine-readable representation | Accuracy of extracted meaning               | Set of possible meanings                  | Current text input, dialogue history, external knowledge                   |
| Sequence Generation / Text-to-Speech Synthesis | Generate natural-sounding speech from text input | Naturalness and clarity of generated speech | Sequence of speech signals                | Current text input, dialogue history, external knowledge                   |
| Natural Language Generation | Generate natural language text in response to a given prompt or input | Quality, coherence, and relevance of generated text | Set of possible natural language sentences | Current input prompt or dialogue history, external knowledge |
| Large Language Models     | Improve language model behavior and responses     | Relevance, engagement, diversity, and fluency | Set of possible words, phrases, or sentence structures | Context information, previous dialogue history, and generated text          |
| Conversational Recommendation System | Provide personalized recommendations in response to user queries or preferences | Accuracy and relevance of recommendations, user engagement and satisfaction | Set of recommended items/actions           | Current user preferences, search queries, historical data, user feedbacks   |

and time-consuming. This can make it difficult to obtain large amounts of annotated data that can be used to train and improve the system.

Reinforcement learning can be a powerful tool for addressing some of these challenges in speech recognition. For example, one approach is to use curriculum learning to improve the effective learning from relatively small samples. This involves training the model on a gradually increasing level of difficulty, starting with simple examples and gradually moving towards more complex and challenging inputs. Another approach is to use speech enhancement techniques to generate cleaned and undistorted speech signals, which can improve the accuracy and robustness of the system in noisy environments. This can involve using signal processing techniques such as denoising and filtering, or training separate models to clean and preprocess the audio input before it is passed to the ASR system. Finally, domain adaptation can be used to transfer learned representations from previous batches of audio signals to future ones. This can be particularly useful for low-resource or marginalized languages, where there may be limited data available to train the system. By using transfer learning techniques, it may be possible to leverage information from related languages or domains to improve the performance of the ASR system. Here are some case studies:

**Case study [83]**. In this work, the authors study the usage of curriculum learning to improve model training on automatic speech recognition on low-resource languages such as Turkish. Curriculum learning feed to the ASR model...
batches of data samples in a particular way such that they maximize the incremental learning performance at each batch. To do so, a bandit-based curriculum learning framework is proposed, where the reward feedback to the bandit is the prediction gain, \( r_{PG} = L(x, \theta) - L(x, \theta') \), which is the loss before and after training on the current batch. By using an adversarial bandit algorithm, the Exponential-weight algorithm for Exploration and Exploitation (or more commonly known as EXP3) [30], the curriculum generation procedure manage to effectively navigate among the exploration vs exploitation trade-off in using different batches of speech-text pairs which likely provides a performance boost in non-stochastic degree, and speed up the learning in ASR task with limited data.

While curriculum learning with RL can help improve model training, the approach may be sensitive to the choice of reward function and the specific curriculum generation strategy. Designing an effective reward function that accurately measures learning progress can be challenging and require domain expertise. Moreover, the effectiveness of this approach may be limited by the complexity of the ASR task and the quality of the training data.

Case study [79]. In this work, the authors introduce a reinforcement learning-based speech enhancement system for automatic speech recognition. As shown in Figure 10A, the raw audio signal can be noisy, and therefore, transforming them into the Fourier space, filtering the Fourier spectrum with a binary mask, and then applying inverse Fourier transform, can potentially generate a cleaned and un-distorted version of the speech signal. However, it is an innate challenge to find the ideal binary mask, since the audio data stream might come from different sources and thus contain different noise profiles. The solution is to first cluster the binary masks into major groups, and use a deep reinforcement learning agent to identify the ideal pool of binary masks to minimize the recognition errors. The reward signal here to update the agent is a scaled difference between the utterance-based error rates of the ASR result from the noisy original data and the ASR result from the speech enhanced samples spectrum-filtered by the binary mask picked by the reinforcement learning agent.

The RL-based speech enhancement approach can rely on the assumption that the pre-defined binary masks can effectively clean and enhance the speech signal. However, the performance of this approach heavily depends on the ability of the deep reinforcement learning agent to identify the optimal binary masks for various noise scenarios. Mismatched or incorrect mask choices could lead to suboptimal enhancement results and adversely affect ASR performance.

Case study [80]. In this work, the authors propose a reinforcement learning-based hypothesis selection mechanism to pick the optimal hyperparameter for the acoustic processing embedding in batch-evaluated ASR systems. As in Figure 10B, they assume the data come in batches (e.g. batches of phone calls at different times of the day) and each batch may exhibit a slightly different voice pattern that would affect the effectiveness of model’s domain adaption from one batch to another. As a result, they formulate the challenge as a reinforcement learning problem, where the actions are a few options of the update coefficient \( \tau \) for a GMM-HMM acoustic embedding modulated by a deep learning-based MAP adaptation model. To specify the reward, they create two rival systems (one deep neural net that updates using reinforcement learning, and a baseline that doesn’t). For each input utterance, a recognition hypothesis is sampled from each of two competing systems, and both of them are presented to the user. Then, the user provides a human-in-the-loop feedback by selecting the better hypothesis (which is the text prediction from the speech) among the two models. The reward feedback to the reinforcement learning agent is 1 if the deep reinforcement learning model is selected, and 0 if the baseline is selected by the user as providing the better hypothesis.

Using RL to select optimal hyperparameters for acoustic processing in ASR may introduce additional computational overhead, as the agent needs to explore the action space of hyperparameters. Moreover, the efficacy of reinforcement learning for hyperparameter selection can be influenced by the complexity of the task, the available labeled data, and
the design of the reward signal. The performance gains achieved by this approach might be limited by the available labeled data and the diversity of voice patterns in different batches.

**Case study** [81, 82]. In these two works with similar ideas, the authors use the reinforcement learning as a semi-supervised pre-training mechanism to augment the ASR training with the unlabelled speech data. As in Figure 10C, traditional supervised learning ASR system needs paired data of the speech and their text transcripts in order to complete the supervised training. This component can also be accomplished using a reinforcement learning agent because the supervised training procedure can be handled in terms of policy-based reinforcement learning because the gradient of cross-entropy loss for the one-hot target output of word tokens can be formulated as a special case of policy gradient:

$$\nabla_{\theta} \log \pi_{\theta}(y_t|x_t) = \nabla_{\theta} \log \pi_{\theta}(a_t|s_t) \cdot 1.0$$  \hspace{1cm} (49)$$

On the other hand, the reinforcement learning can also handle unlabelled speech corpus without corresponding text labels. This is because reinforcement learning agents don’t require speech-to-text paired corpus but requires a reward function, which can be a more relaxed condition. As a result, in face of unlabelled speech data, a reward function can still be effectively defined using a perplexity-based soft reward, which anti-correlates with the character error rate (CER) commonly used in ASR training.

Although RL offers a flexible way to use unlabelled speech data for pre-training ASR models, the definition of a reward function for unlabelled data may be challenging. The reward function needs to effectively correlate with the ASR task objective, such as minimizing character error rate (CER), without the direct supervision provided by labeled data. Additionally, the performance improvement achieved by using unlabelled data through reinforcement learning might be limited compared to fully supervised training.

**Other works.** [84] trains a sequence-to-sequence model for ASR via policy gradient taking the negative Levenshtein distance as the reward. [85] further improves this system by using token-level rewards instead of sentence-level rewards. [86] uses policy gradient to train an encoder-decoder ASR system with sequence-level evaluation metric as its reward.

**Practicality and limitations.** Applying reinforcement learning to speech recognition faces challenges such as designing suitable reward functions, identifying optimal hyperparameters, and ensuring effective transfer of learned representations. The choice of reward function and the design of the reinforcement learning agent’s action space can significantly impact the performance gains achieved. Moreover, reinforcement learning approaches may be limited by the quality and quantity of available data, making them more effective in scenarios with ample labeled or reward-driven data. Despite the potential benefits, these challenges underscore the need for careful consideration and evaluation when applying reinforcement learning to address the inherent complexities of ASR tasks.

### 4.2 Speaker recognition and diarization

Speaker recognition and diarization are important tasks used in a wide range of applications such as speaker identification, speaker verification, and speech-based interaction. However, there are several challenges that can make it difficult to achieve accurate and reliable performance. One major challenge is that existing speaker recognition models are usually pre-trained on large scale pre-registered user profiles. This can make it difficult to adapt these models to new or unknown speakers, which can result in poor performance in real-world scenarios. Additionally, modern multi-user teleconferences often have cold start new users, which can make it difficult for the system to accurately identify and track individual speakers. Another challenge is that collecting human feedback to improve speaker recognition models can be
difficult and expensive, particularly when the rewards are highly sparse. In addition, labelled data for low-resource populations may be very rare, which can make it difficult to train accurate models for these groups. Finally, diarization results can be hard to generalize to out-of-distribution environments, such as different contexts or acoustic conditions.

Reinforcement learning can be a useful tool for addressing some of these challenges in speaker recognition and diarization. For example, one approach is to use interactive learning with human feedback to improve the accuracy and performance of the system. This involves actively soliciting feedback from users and using it to update and refine the model in real-time. Another approach is to make speaker recognition and diarization models lightweight and capable of learning on the fly. This can help improve the adaptability and flexibility of the system, particularly in scenarios with new or unknown speakers. Finally, transfer learning or semi-supervised learning can be used to improve the accuracy and robustness of speaker recognition and diarization models, particularly in low-resource or marginalized populations. By leveraging information from related domains or data sources, it may be possible to improve the performance of the system even when labelled data is scarce. Here are some case studies:

**Case study** [87, 89, 88, 90]. In this work series, the authors consider the online speaker diarization task as a reinforcement learning (or fully online learning) problem, where at each time step, the agent uses the window-sliced acoustic features as its context or state to decide which user is speaking at the current moment (as its actions, Figure 11A). The innate challenge for this problem is that, they assume the users can come and go at any moment, and the system can be deployed without any pretraining on users’ voice profiles. The corresponding solution is to formulate it as a bandit problem with infinite arms, where one action arm always stands for a “new user”, and some under-used action arms can demise with a recency principle (Figure 11B). The online speaker diarization system updates the reinforcement learning policy with user feedbacks in a human-in-the-loop setting, which introduces an additional challenge that these reward feedback can be implicit and highly sparse. To effectively learn from sparse feedback, they propose to use the Background Episodic Reward LinUCB (or BerlinUCB [48]), which is a semi-supervised learning bandit algorithm that uses clustering as self-supervision to provide pseudo-reward and update only contextual representations when the real reward is missing. To encourage the field to evaluate online speaker diarization as the reinforcement learning problem, they provide a testing benchmark called MiniVox (89, 88, Figure 11B).

If historical data is available for pre-training, supervised and unsupervised approaches are still favored for their overall better performance, comparing to the on-the-fly reinforcement learning solution. A drawback of using RL for online speaker diarization is the challenge of collecting accurate reward feedback from users. Since the reward signal is based on implicit and sparse user feedback, there can be uncertainty in understanding the true reasons behind user preferences or decisions. This can affect the reliability of the reward signal used for updating the reinforcement learning policy, potentially leading to suboptimal learning outcomes. Moreover, designing a suitable reward function that accurately captures the quality of the diarization results and aligns with user preferences is critical, but can be challenging in dynamic and real-time scenarios.

**Other works.** It is a relatively new idea to apply reinforcement learning to solve speaker diarization directly. Other than the above works which use semi-supervised bandits on online speaker diarization problem, the follow-up work [91] summarizes a complete spectrum of reinforcement learning approaches in the speaker diarization problem.

**Practicality and limitations.** Applying reinforcement learning to speaker recognition and diarization tasks offers potential benefits in addressing challenges such as adaptability to new speakers, handling cold start scenarios, and improving performance for low-resource or marginalized populations. However, a common drawback in these case studies is the challenge of obtaining accurate and reliable reward feedback, which is crucial for guiding the reinforcement learning process effectively. Sparse and implicit reward feedback can introduce uncertainty and potential biases, impacting the learning process and ultimately the system’s performance. Despite the promise of reinforcement learning, these challenges highlight the need for carefully designed reward mechanisms and exploration strategies to ensure the success of the approach in speaker recognition and diarization applications.

### 4.3 Spoken language understanding (SLU)

Spoken language understanding (SLU) is an essential component of modern day smart speakers, and is used to extract meaning and intent from spoken language input. However, there are several challenges that can make it difficult to achieve accurate and reliable performance. One major challenge is the difficulty of transferring SLU models to new languages or domains. This can be particularly challenging if the grammatical structures of the new language differ significantly from the training data, which can result in poor performance and inaccurate results. Additionally, SLU is a complex task with many components, which can make modeling the state and action spaces very complex, particularly when the system is only partially observable. Another challenge is that human refinement of SLU parsers can be interfering across different dialogue acts (DAs), which are utterances serving functions in the dialog. This can make it difficult to accurately assign and identify DAs, which can result in poor performance and inaccurate results.
Figure 12: Examples on spoken language understanding: (A) grammar slot matching with reinforcement learning in NMT language transference for SLU \[92\]. (B) SLU components in Apple Siri \[93\] and (C) its training pipeline.

Reinforcement learning can be a powerful tool for addressing some of these challenges in spoken language understanding. For example, one approach is to use reinforcement learning to auxiliarily optimize grammar slot matching. This involves training the model to identify and fill in missing or incorrect slots in the input, which can help improve the accuracy and completeness of the results. Another approach is to consider the stages of training model components, and to use reinforcement learning to improve the performance of each component separately. This can involve training the ASR and NLU components separately and then integrating them using reinforcement learning to optimize performance and accuracy. Finally, interactive learning can be used to adaptively assign dialogue acts, which can improve the accuracy and relevance of the results. This involves actively soliciting feedback from users and using it to update and refine the model in real-time, which can help improve the accuracy and effectiveness of the system. Here are some case studies:

**Case study 92.** In this work, the authors adapts a neural machine translation (NMT) model to a new language using a policy-gradient reinforcement learning approach such that auxiliary requirements can be included as part of the reward signals (Figure 12A). In language transference between languages that are grammatically different, keeping the entity slots of word tokens aligned can be challenging. To tackle this issue, they propose a source-critical class-based method that directly measures the slot keeping ratio (SKR, a metric for evaluating the performance of slot transferring in SLU across language) as an incremental loss to bind to the reward function. More specifically, by optimizing over

\[
(r(w_s^a, x) - r(w_b^b, x)) \nabla_\theta \log p_\theta(w_s^a)
\]

where \(x\) is the speech signal (source input to the NMT model), \(w_b^b\) and \(w_s^a\) are the word token generated by the baseline NMT model and the NMT model adapted with a reinforcement learning agent. The reinforced translation model updates given this final policy gradient by rewarding the translation candidates that generates a higher SKR over baseline. By using the relative SKR as the reward, the reinforcement learning agent adapts to obtain target language translations which can maintain both the semantic meanings and the slot information of the SLU-labeled sentences in the source language.

A drawback of using RL to adapt NMT models for new languages is the challenge of defining appropriate reward functions. Designing reward signals that accurately reflect slot keeping ratio (SKR) can be complex and require thorough understanding of the semantics and grammatical structures of both the source and target languages, as well as their innate ambiguity and dialects. An inaccurate or misaligned reward signal can lead to suboptimal adaptations and decreased translation quality.

**Case study 93.** In this work, the author discusses the engineering choices made in the Siri system (Apple’s personal intelligent assistant). The SLU system in Siri involves many critical components, ranging from speech recognition, natural language understanding, dialogue act recognition, dialogue management, action selection, to finally the speech synthesis to interact with the user using human-like voice feedback (Figure 12B). The training goal is to utilize statistical
(e.g. deep learning-based) methods to the language understanding unit by integrating data-driven evidence collected from suitable training data in an optimal order, such that the intent of the user can be inferred efficiently and accurately. However, the feedback to the system are usually implicit and all computational components are proxies to the underlying inferred properties that can affect downstream tasks. As a result, this is a partially observable Markov decision process (POMDP) problem to the spoken dialogue systems. Performing a reinforcement learning training here is challenging because: (1) The internal state of the users that we wish to model is a complicated mixture of the user’s goal, the user’s input on the interface, and the historical dialogues and interactions. (2) This is further compounded by the speech-level uncertainty in the user’s utterances and the systematic errors in upstream systems which can amplify and propagate the uncertainty into other computational entities. (3) For smooth user experience, the system should have a large enough action space that cover every possible system response, and as a result, the reinforcement learning policies should map from the complex and uncertain dialogue states to a large search space of possible actions.

One strategy they point out in this work is to first train rule-based system separately in order to gain more dialogue data to boost POMDP training for the reinforcement learning agent (Figure 12).

Case study [94]. In this work, the authors aims to exploit the usage of user’s annotating feedback for sequential training and refining of a zero-shot SLU semantic parser in an online way. The interactive system is formulated such that at each round of SLU, the user gets recommendations for their predicted intents, and they can be asked to do one of the three annotation tasks to help refine this SLU model: 1) Skip, meaning that the user don’t have to do anything; 2) YesNoQuestion, meaning that the user gets to confirm or negate the detected DAs in the best semantic hypothesis; and 3) AskAnnotation, meaning that the user is asked to annotate the incoming utterance. The reward signal to maximize is a mixture of the system improvement and the user effort.

A drawback of using RL for interactive SLU with user feedback is the potential uncertainty and variability in user annotations. The reliance on user annotations for refining the SLU model introduces noise and subjectivity in the reward signal, which can lead to challenges in accurately updating the reinforcement learning policy. Ensuring consistent and reliable user feedback is essential to avoid incorrect learning signals.

Other works. [95][96] propose an interactive SLU system that uses a reinforcement learning agent to select both the optimal speech enhancement units to process the speech signals and the candidate intent prediction. The system can evaluate the correctness of the prediction by computing a similarity score between the intent prediction and the sparse annotation of the actual intent from the user. The reward signals to update the agent comes from the difference between the score of the agent and that of the baseline models that randomly sample predictions from the candidate pool. [97] uses a deep reinforcement learning approach to track speech dialogue state for online task-oriented spoken dialogue systems.

Practicality and limitations. While reinforcement learning holds promise for improving SLU systems, these case studies highlight several common drawbacks. Designing appropriate reward functions that accurately reflect system performance or user preferences can be challenging, especially in scenarios involving complex language structures and user interactions. Additionally, the complexity of dealing with partially observable states in dialogue systems, as well as uncertainty and variability in user feedback, can introduce noise and errors in the reinforcement learning process. These challenges emphasize the need for careful reward engineering, exploration strategies, and handling uncertainties to ensure the success of reinforcement learning approaches in enhancing SLU performance.

4.4 Natural language understanding (NLU)

Natural language understanding (NLU) is a critical task used to extract meaning and intent from text-based information. However, there are several challenges that can make it difficult to achieve accurate and reliable performance. One major challenge is that in many applied problems, the intents or interpretations from NLU are usually implicit or simply not given. This can make it difficult to accurately identify and extract the meaning and intent from the input, which can result in poor performance and inaccurate results. Additionally, NLU is usually a critical step to provide contexts for downstream tasks, and training it independently might not guarantee its performance in downstream tasks, as even a small variation can be amplified in later steps.

Reinforcement learning can be a useful tool for addressing some of these challenges in natural language understanding. For example, one approach is to train the whole system as a reinforcement learning problem and implicitly learn the natural language understanding task. This involves training the model to optimize a specific reward function, which can help improve the accuracy and effectiveness of the system in a wide range of applications and use cases. Another approach is to provide contexts and personalization to natural language understanding training by training it together with downstream tasks in an end-to-end optimization. This can help improve the accuracy and robustness of the system, particularly in scenarios where the downstream tasks are closely related to the NLU task. Finally, natural language understanding can in turn be used to improve reinforcement learning algorithms, by providing additional insights and
context that can be used to improve the performance and accuracy of the system. This can help unlock the potential for natural language processing in a wide range of applications and use cases, by improving the efficiency and effectiveness of the algorithms and models used in these systems. Here are some case studies:

**Case study [98].** In this work, the authors study the neural network representation of deep reinforcement learning in text-based games and find that meaningful clusters of words emerge from it. They propose a long short-term network (LSTM)-based deep Q network (DQN) that has a separate Representation Generator that takes a stream of words observed in the game’s state $s$ as input and generates a vector representation, which is then fed into an actor network consisting of scores for all actions and argument objects (Figure 13A). The game states are hidden from the player, who only receives a varying textual description. In this reinforcement learning problem, the action space has two dimensions, the action and its argument object, whose policies are jointly trained with the representation generator given game rewards. The dimension reduction of the state encoder representation (Figure 13A bottom panel) shows that the words are grouped by contexts which can potentially be used for natural language understanding.

One potential drawback of using deep RL to extract neural network representation for specific tasks is the challenge of interpretability. While meaningful clusters of words may emerge from the representation, understanding the exact semantics and relationships between these clusters can be difficult, especially for deep RL-based decision making systems trained for high-stake scenarios such as finance, forensic or health-related data.

**Case study [99].** In this work, the authors use bandits to personalize the NLU given user features and implicit feedback. Consider a virtual assistant system, we give the system a speech command, it transcribes it using ASR, and detects intents (e.g. play music) with NLU and parse out necessary further information such as slots (e.g. album) and the slot values (Figure 13B). Before executing the command of retrieving an entity (e.g. play a certain song), the system needs to perform the entity resolution (ER) process, which finds the best entity of the given type (e.g. album) and the slot values (e.g. “dark side of the moon”). However, they can be ambiguous in all three levels (alternative ASR transcripts, multiple NLU intents, and multiple entities matching the same criterion). It is a bandit problem because we only receive implicit and bandit feedback (only revealed for the picked NLU interpretations). It is a contextual bandit problem, because the best NLU interpretation is dependent on the user’s interest. We can also train it with feature-based reinforcement learning because the natural language understanding are usually trained with manually labelled utterances which can be additional signals to the agent.

Similar to the aforementioned bandit-based speaker diarization solution, the challenge of using bandit-based personalization for NLU is the uncertainty and subjectivity in sparse and implicit user feedback. Implicit feedback can be less informative and may not always accurately reflect the user’s true intent or preferences. Incorrect or noisy feedback signals can lead to suboptimal personalization decisions and decreased performance in entity resolution and intent detection tasks.
A potential challenge of using NLU to inform RL tasks is the complexity and diversity of natural language. Extracting meaningful and relevant information from natural language text can be challenging, especially when the language is ambiguous, context-dependent, or involves domain-specific jargon. Inaccurate or incomplete extraction of information can lead to incorrect or biased reinforcement learning decisions, such as in a medical or legal decision making scenario.

Other works. [101] proposes a reinforcement learning solution that learns to execute navigation instructions expressed in natural language. [98] finds that LSTMs, if combined with reinforcement learning optimization, can learn a better representation in text understanding than bag-of-words approaches in capturing the underlying semantics of sentences.

Practicality and limitations. While reinforcement learning offers promising approaches to address challenges in natural language understanding (NLU), these case studies highlight some common drawbacks. The complexity of language, potential ambiguity, and the challenge of designing accurate reward functions can limit the effectiveness of reinforcement learning in NLU tasks. Additionally, the uncertainty and subjectivity of implicit feedback and the lack of interpretability in neural network representations can introduce noise and uncertainty into the learning process. To successfully leverage reinforcement learning in NLU, careful consideration of these challenges and the development of strategies to mitigate them are crucial.

4.5 Sequence generation and text-to-speech (TTS) synthesis

Sequence generation is an important task used in a wide range of applications such as text-to-speech (TTS) synthesis, language translation, and image captioning. However, there are several challenges that can make it difficult to achieve accurate and reliable performance. One major challenge is that many Seq2Seq models suffer from exposure bias, which refers to the error accumulation during the output generation at test time since the model has never been exclusively exposed to its own predictions during training. This can result in poor performance and inaccurate results, particularly in scenarios where the output sequence is long and complex. In addition, in the evaluation phase, many Seq2Seq models can suffer from an inconsistency between the training and testing datasets or domains. This can make it difficult to accurately generalize the model to new data or scenarios, which can result in poor performance and inaccurate results. Finally, deep learning-based solutions in sequence generation can be slow in both training and deployment, which can make them unsuitable for real-time applications such as incremental text-to-speech (TTS) problems.

Reinforcement learning can be a useful tool for addressing some of these challenges in sequence generation and text-to-speech synthesis. For example, one approach is to use reinforcement learning to provide a more generalizable solution to sequence generation models by remembering long-term memories with state information. This can help improve the accuracy and effectiveness of the model, particularly in scenarios where the output sequence is long and complex. Another approach is to use reinforcement learning to allocate resources in a dynamic way, which can enable high-quality real-time deployment of sequence generation and TTS models. This involves training the model to optimize a specific reward function, which can help improve the efficiency and effectiveness of the system in real-time scenarios. Here are some case studies:

**Case study [102]**. In this work, the authors argue that deep reinforcement learning can address two common issues in training sequence-to-sequence (Seq2Seq) models (Figure 14A). The first issue is exposure bias, which is the error accumulation during the sequence output generation during the test phase. This bias exists due to the difference of feeding sequence in the training and testing phases, as the model usually isn’t exposed to its own predictions during training. The second issue is the inconsistency between the training and testing measurements and objectives. Reinforcement learning solves them by remembering long-term memories with a state representation, and thus removing the ground-truth dependency during training and using only the model distribution to minimize the objective (or equivalently, maximizing the rewards). It provides a nice overview of the related sequence generation applications in machine translation, text summarization, dialogue generation and many more. Figure 14B provide a few examples of formulating common sequence generation tasks into the policy, actions and rewards in reinforcement learning. Some common reinforcement learning agents used in this domain are policy gradient, REINFORCE, actor-critic, and Q-learning.

**Case study [103]**. In this work, the authors study the incremental text-to-speech (TTS) synthesis problem (Figure 14C), where instead of outputting the acoustic waveform after the entire text sentence is fed into the TTS model, the goal is to
synthesis the acoustic waveform as soon as possible in real-time (i.e., synthesis by each word or phoneme). Since the text-to-acoustic features and speech synthesis both take time, the computing device can only perform one task at the same moment, reading the text, or speaking the speech. This is a challenging task for two reasons. First, since the TTS model cannot see the full sentence before the synthesis, the model has to have some sort of intelligence to predict future texts in order to generate speech that makes sense in its intonations and accents. Second, most state-of-the-art speech synthesis engines are usually deep learning-based, which can create latency that doesn’t meet the real-time requirement.

As a result, for time-sensitive tasks like simultaneous interpretation, solutions usually emphasize non-neural and more traditional architectures. As in Figure 14D, deciding when to read and when to speak can be a well-defined action space for a reinforcement learning solution. The reinforcement learning agent then learns from the reward function which is a mixed combination that trades off between the latency incurred during the synthesis and the quality of the synthesised speech output.

A drawback of using RL for real-time incremental TTS synthesis is the trade-off between latency and quality. Optimizing the reward function to strike the right balance between generating speech quickly and maintaining high-quality output can be non-trivial. The RL agent may need to explore a wide range of latency-quality trade-offs before converging to an optimal solution, which makes certain application scenarios impractical.

Other works. [104] proposes an interactive training paradigm that updates a reinforcement learning-based emotional text-to-speech synthesis model rewarded by high emotion discriminability measured by a speech emotion recognition system. [105] uses a multistage reinforcement learning improves the sample-by-sample tree coding of speech by modulating the exploration vs exploitation tradeoff in training the speech analysis and synthesis processes. [106] uses deep reinforcement learning to generate music accompaniment as a duet.

Practicality and limitations. Reinforcement learning offers potential solutions to challenges in sequence generation and text-to-speech synthesis tasks, such as exposure bias, inconsistency, and real-time deployment. However, the design and optimization of reward functions can be complex and require careful consideration. Balancing competing
4.6 Natural language generation (NLG)

Natural language generation (NLG) is a critical task used to generate human-readable text sequences from non-linguistic statistical representations of information. However, there are several challenges that can make it difficult to achieve accurate and reliable performance. One major challenge is that text generation engines like Seq2Seq models can generate short and dull responses, such as “idk” or “not sure.” This can make it difficult to generate interesting and engaging responses, particularly in scenarios where the output needs to be engaging and informative. In addition, NLG models can be short-sighted and only base their responses on the last few utterances. This can result in responses that are not fully contextualized or that lack nuance and depth. Furthermore, the maximum likelihood objective is not necessarily representative of how humans converse with one another, and training NLG models can be expensive and time-consuming, requiring full supervision and labeled data. Finally, generated texts or dialogues can be repetitive and lack diversity, which can make it difficult to generate engaging and interesting content.

Reinforcement learning can be a useful tool for addressing some of these challenges in natural language generation. For example, one approach is to use inverse reinforcement learning to create more dense rewards and encourage diversity. This involves training the model to optimize a specific reward function, which can help improve the accuracy and effectiveness of the system in a wide range of applications and use cases. Another approach is to use reinforcement learning to train dialogue models with customized rewards based on the problem being solved. This can help improve the accuracy and relevance of the responses, particularly in scenarios where the output needs to be tailored to the specific needs and preferences of the user or application. Here are some case studies:
Case study \[107\]. In this work, the authors use the inverse reinforcement learning to learn the underlying reward function or driving forces of the generative process of a text corpus and use it to generate realistic natural language samples (Figure 15A). Existing NLG solutions are mostly based on adversarial generative models (e.g. SeqGAN \[109\]) followed by a reinforcement learning model, because as we point out in the sequence generation section, they can avoid the problem of exposure bias. However, the sequence generated by these GAN + RL solutions usually suffer from mode collapse in the adversarial generator and reward sparsity due to a perfect discriminator at the end of the training. Inverse reinforcement learning solves both by producing more dense reward signals (from the inferred reward functions) and encouraging more diversified texts as it uses entropy-regularized policy gradient (e.g. MaxEnt). As we pointed out earlier, inverse reinforcement learning is connected to GAN and can be formulated in similar architecture (Figure 15A, B) by using a reward approximated generator followed by a discriminator to distinguish synthetic and real on-policy trajectories (which are text sequences). Under this architecture, the reward functions and the text sequence generator are jointly trained in an adversarial way.

One potential drawback of using inverse RL for text generation is the difficulty of accurately inferring the underlying reward function from the given text corpus, especially if the text corpus are not considered an expert policy and thus, can lead to equivalent solutions under a underspecified problem \[64\]. For instance, if the demonstration trajectories belong to human subjects with clinical conditions, as in \[110\], inverse RL can have a hard time reaching to an optimal solution. If the inferred reward function does not capture the nuances and complexities of human-generated text, it may lead to suboptimal results and fail to generate high-quality, realistic text samples.

Case study \[108\]. When we think of dialogue generation, one might assume a necessity to use multiple (or two) agents to learn their interactions. However, due to the flexibility of the reward functions for policy gradient methods, in this work the authors aim to generate dialogue directly using a single deep reinforcement learning policy (Figure 15C). The reinforcement learning problem is formulated the following way. The states are the concatenation of the previous two dialogue turns (which are also the inputs to the encoder in the Seq2Seq model). The actions are the dialogue utterances to generate (which have a infinite action space). The policy is a stochastic one, implicitly defined in the parameters of the encoder-decoder architecture. The reward has a combination of three desired properties: 1) the ease of answering (which is the negative of likelihood of dull responses, such as “Idk” or “no idea”); 2) the information flow or low repetitiveness in the generated dialogue (which is the information flow of the encoder representations); and 3) the semantic coherence (which is the pairwise mutual information between the two correspondents in a dialogue pair).

A potential drawback of training a single-agent dialogue generation model using deep RL is that it may not fully capture the complexities of multi-agent interactions in real-world dialogues. The simplified approach of using a single agent to generate dialogues might overlook the intricate dynamics that emerge from the interactions between multiple participants.

Other works. \[111\] proposes a paraphrase generation model that uses reinforcement learning to fine-tune deep networks of a generator and uses inverse reinforcement learning to train an evaluator on the similarity between phrases. \[112\][113] uses reinforcement learning to generate navigation instructions with rewards measured from either a hidden Markov model or a Bayesian network. \[114\][115] proposes to use an adversarial bandit to adapt the NLG model online through direct interactions with user feedbacks. \[116\] proposes a reinforcement learning solution to generate structured queries from natural language with rewards from in-the-loop query execution over the database.

Practicality and limitations. As in the case studies, reinforcement learning offers promising solutions to challenges in NLG, such as generating engaging responses and ensuring context-awareness. However, using inverse reinforcement learning to infer reward functions for text generation may be prone to inaccuracies, potentially leading to suboptimal results. Similarly, training single-agent dialogue generation models may not fully capture the complexities of multi-agent interactions that occur in real-world conversations. These challenges highlight the need for careful formulation of reward functions and model architectures to ensure the effectiveness and accuracy of reinforcement learning-based solutions for natural language generation tasks.

4.7 Large language models (LLM)

There is a growing interest of large language models (LLMs) such as GPT-3 \[120\], PaLM \[121\], and ChatGPT which perform human-level performance in NLG task, which is why we separate it out as an individual section. These LLMs are typically trained using maximum likelihood estimation (MLE) to generate text that matches a given input. However, MLE-based methods suffer from various limitations, such as generating repetitive or uninteresting responses, and not taking into account the broader context of the conversation.

RL provides a way to improve the performance of large language models by training them to optimize a specific reward function. In the context of NLG, the reward function can be defined based on various metrics, such as diversity, fluency, relevance, and engagement. For example, the reward function can be designed to encourage the model to generate
Figure 16: Examples on large language models: (A) The three main steps of reinforcement learning with human feedback in InstructGPT [117]. (B) The self-critique process of constitutional AI [118]. (C) The SafeguardGPT framework and its reinforcement learning alignment pipeline [119].

diverse and engaging responses, while avoiding repetitive or irrelevant content. RL can also enable human feedbacks to fine-tune the LLMs to be more human-like and conversational in question answering type of scenarios.

Case study [117]. With the introduction of human moderators or annotators, the LLM can be tuned with Reinforcement Learning from Human Feedback (RLHF) [122, 123, 117], which involves using human feedback in the form of rewards to update the parameters of an LLM. As one of the first work in this direction, InstructGPT [117] was proposed to align GPT-3 with users’ intended outcomes. As in Figure 16A, the process involves assembling a collection of human-crafted instances showcasing the desired output behavior, and then, based on these demonstrations, GPT-3 is fine-tuned first using supervised learning. Following this, a reward model is constructed through the ranking of model-generated results ranging from the most favorable to the least. Employing this reward model, further refinement of the model is achieved via RL utilizing PPO. Results suggest that if trained with RLHF, smaller LLMs (e.g. 1.3B parameters) can generate more desirable results comparing to significantly larger ones (e.g. 175B).

A potential drawback of using RLHF for tuning LLMs is the need for human-generated rewards and rankings. Constructing a reliable reward model based on human preferences can be subjective and time-consuming. The quality of the reward signal heavily depends on the accuracy of human annotators, which may introduce bias or inconsistencies in the training process.

Case study [118]. Similar to RLHF, one can also tune LLMs using Reinforcement Learning from AI Feedback (RLAIF). Constitutional AI [118] refers to AI systems that are designed to comply with a set of ethical principles, similar to how democratic societies are governed by a constitution. The authors suggest using AI feedback as a mechanism for ensuring that the AI system remains within the boundaries of its ethical principles. Similar to RLHF, it involves both a supervised learning stage and a RL stage (Figure 16B). In the supervised stage, the model is refined based on the revisions generated alongside the output samples and self-critiques. In the RL stage, a secondary model is used to
assess the qualities of both the original output sample and the output sample from the refined model. The difference between this two samples are treated as a guiding reward signal to train the LLM in a RL process.

In the case of RL-AIF for ethical LLMs, a potential drawback is the challenge of defining the boundaries and principles that guide the AI system’s behavior. Ensuring that the AI feedback accurately reflects the ethical principles can be complex and may require ongoing human oversight to prevent unintended consequences.

**Case study** [119]. As a special hybrid case of RL-AIF and RL-HF, SafeguardGPT [119] is proposed to adjust chatbot LLM behaviors by using psychotherapy as a framework to identify and mitigate toxicity. The SafeguardGPT framework involves human moderators and 4 different AI/LLM agents, including an AI Chatbot, an AI User, an AI Therapist, and an AI Critic. The Chatbot and User interact in the chat room, while the Therapist guides the Chatbot through a therapy session in the therapy room. Human moderators can control the sessions and diagnose the Chatbot’s state in the control room. Lastly, the Critic evaluates the quality of the conversation and provides feedback for improvement in the evaluation room as an RL process (Figure 16C), either entirely closed loop or human-in-the-loop. Since it involves an self-adaptive autonomous agent consisting of a group of AI agents, and thus, can benefit from group thinking and self-reflection through cross-talking among the agents. By incorporating psychotherapy and feedback mechanisms, results suggest that SafeguardGPT improves chatbots’ communication skills, empathy, and emotional intelligence.

While the SafeguardGPT framework offers a comprehensive approach to improve chatbot behavior, it involves multiple AI agents and human moderators, making it potentially complex to implement and manage. Coordinating interactions between different AI agents and ensuring their alignment with human moderators’ intentions can be challenging and may require continuous monitoring and adjustment.

**Other works**. Other than using collaborative principles as in SafeguardGPT and Constitutional AI, one can train LLMs using adversarial techniques, as proposed in the Red Teaming [124], where one LLM is trained to identify and expose weaknesses in another LLM’s language generation capabilities, as a more punitive approach. In this example, RL is used to maximize the expected harmfulness elicited in the Red LLM.

In adversarial approaches like Red Teaming, where one LLM is trained to expose weaknesses in another LLM, there is a risk of generating harmful or inappropriate content. The adversarial nature of the training process might lead to unexpected and unintended negative behaviors, reducing the reliability and safety of the generated outputs.

In addition to these teaming and grouping of AI agents and human users, we can use RL to personalize LLMs with prior knowledge, such as existing datasets (e.g., psychotherapy transcripts, social forum interactions, online rating websites) to pre-train individual LLMs used as the AI Therapist, AI User, and AI Critic in the example work above. This can help develop more effective, safe, and ethical AI chatbots that can be integrated into various domains, such as customer service, education, and healthcare.

**Practicality and limitations.**

While reinforcement learning offers promising ways to enhance the performance and behavior of large language models, there are potential drawbacks and challenges. These include the subjectivity and bias in human-generated rewards, the complexity of defining and enforcing ethical boundaries, the challenges of coordinating interactions among multiple AI agents and human moderators, and the potential for unintended negative outcomes in adversarial training approaches. Balancing these drawbacks with the benefits of improved LLM behavior requires careful consideration and continuous monitoring.

### 4.8 Conversational recommendation systems (CRS)

Conversational recommendation systems (CRS) are designed to enable dynamic communication between users and recommendation systems via natural language or speech interactions, and involve multiple language understanding components such as preference query, multi-turn conversational recommendations, and dialogue understanding and generation. However, there are several challenges that can make it difficult to achieve accurate and reliable performance in conversational recommendation systems. One major challenge is that recommendation systems are often independently trained from natural language or speech components, which can limit their ability to take into account the contexts afforded by ambiguity. This can result in recommendations that are not tailored to the specific needs and preferences of the user. Another challenge is that deep recommendation systems using existing natural language and speech components can be effective, but can be hard to generalize to cold-start users or items. This can limit the usefulness and applicability of the system, particularly in scenarios where new users or items are being added to the system over time. Finally, directly applying the RL strategies in non-conversational recommendation systems to conversational ones may not handle sparse rewards very well in dialogue systems. This can make it difficult to accurately optimize the system to provide accurate and relevant recommendations to the user.
Figure 17: Examples on conversational recommendation systems: (A) The major components of conversational recommendation systems [125] and (B) a bandit formulation of it [126]. (C) The major components of a dialogue topic recommendation in psychotherapy setting and (D) its reinforcement learning formulation [127].

Reinforcement learning can be a useful tool for addressing some of these challenges in conversational recommendation systems. For example, one approach is to use bandits or reinforcement learning solutions to handle cold-start problems in recommendation systems. This involves training the system to optimize a specific reward function, which can help improve the accuracy and effectiveness of the system in a wide range of scenarios. Another approach is to use speech and natural language components to parse real-time features as dense reward for reinforcement learning. This involves training the system to optimize a specific reward function, which can help improve the accuracy and effectiveness of the system in a wide range of scenarios, particularly in scenarios where the user is interacting with the system in real-time.

Here are some case studies:

Case study [125]. In this work, the authors summarize a bandit approach to tackle the conversational recommendation system setting (Figure 17A). In this example, the user interacts with a user interface powered by natural language understanding and generation units with queries and responses to the system. The recommendation model must strategize questions, recommendations and explanations in human-understandable multi-turn dialogues which balances the exploration vs exploitation trade-off. Intuitively, it can be formulated as a bandit problem where a specific set of questions or items can be selected as action arms in order to minimize the number of questions asked, maximize the click rate or maximize the smooth experience in the interactions [128]. This objective relates to the knowledge of the user’s preferences and the questions’ quality in different aspects. A contextual bandit solution (such as LinUCB) can effectively a reward mapping from these properties by asking the user about one or more attributes and treating them as contexts [129]. Other than using reinforcement learning to select recommendation action, one can also use reinforcement learning to determine the timing to ask attributes or make recommendation. [128] proposes a bandit
solution to dynamically and automatically alternate asking questions about attributes with recommending items given
the user embeddings (Figure 17B).

Similar to the previous examples of bandit-based solutions in speaker diarization and SLU, a potential drawback of using
a bandit approach to tackle conversational recommendation systems is that it may not fully capture the complexities of
dynamic user preferences and evolving conversation contexts. The bandit model might struggle to adapt quickly to
changing user preferences during the conversation, leading to suboptimal recommendations that do not align with the
user’s true interests.

Case study [127, 130, 131]. In this work, the authors propose a real-time conversational recommendation system
in psychotherapy to recommend discussion topics to the therapist given previous patient-therapist dialogues. An
unsupervised learning inference method [132, 133, 134] is applied to annotate the therapeutic working alliance between
the patient and therapist in each dialogue turn which predicts long-term clinical outcome and serve as the reward for
each dialogue pair. The action space are the most common topics mined from neural topic models over historical
data [135] and each dialogue turn are labelled by the topic label in a maximum likelihood principle (Figure 17C). They train a deep reinforcement learning policy to directly map from previous and current dialogue state to the best
topic to recommend for the next turn, in order to maximize the cumulative therapeutic working alliance. As in Figure
17D, an interesting perspective to view this conversational recommendation system is that while the recommendation
agent is driven by reinforcement learning, the therapist (and even patient) have their own agencies governed under the
reinforcement learning principles. As such, the feedback loop are two folds: the patient can directly offer feedback
to the therapists, given the feedback, the therapist may adjust his or her internal model to weigh on the quality of the
suggestions made by the recommendation agent.

While using RL to optimize the selection of discussion topics in psychotherapy is promising, it may not fully capture the
nuances and complexities of therapeutic interactions and disease progression. The model’s recommendations might not
fully account for the sensitivity and emotional states of patients and therapists, potentially leading to recommendations
that are technically relevant but emotionally inappropriate. Societal implications and ethical considerations [136]
should be taken carefully when interpreting the insights from these clinically deployed RL models.

Other works. [137] proposes a reinforcement learning solution that tackles a combinatorial recommendation problems
by predicting the popularity of social media posts as the values of interdependent sub-actions. [138] is a follow up work
that uses a two-stage Q learning approach and incorporate the global context represented by discussions in an external
knowledge source into the state representations.

Practicality and limitations. Reinforcement learning provides valuable solutions to challenges in conversational
recommendation systems, including handling cold-start issues and real-time interactions. However, applying bandit or
reinforcement learning strategies may struggle to fully capture the dynamics of user preferences and the emotional
nuances in human conversations. The simplified decision-making process of reinforcement learning models might not
always align with the complex and context-dependent nature of conversational interactions. These challenges emphasize
the importance of integrating human-centric considerations and domain expertise when designing reinforcement learning
solutions for conversational recommendation systems.

5 Emerging Reinforcement Learning Strategies

5.1 Deep reinforcement learning and bandits

Deep Reinforcement Learning methods combines the recent advancements of deep learning with reinforcement learning
solutions. In the implementation level, these algorithms use deep neural networks to represent the value function,
the policy function, or the world model. To optimize these models from the data, one can apply most deep learning
optimization strategies, such as stochastic gradient descent, to optimize the value function, the policy function or the
model in an end-to-end fashion.

For instance, the deep learning variant of the Q-learning algorithm is the deep Q networks (DQN) [139]. Intuitively, it
represent the Q value function by a deep Q network with weight $w$:

$$ Q(s, a, w) \simeq Q^\pi(s, a) $$

The objective function is defined by the mean squared errors in Q values:

$$ \mathcal{L}(w) = \mathbb{E}[(r + \gamma \max_{a'} Q(s', a', w) - Q(s, a, w))^2] \tag{51} $$

where $r + \gamma \max_{a'} Q(s', a', w)$ is the target that we want our Q function to converge to. Then, we can compute the
gradient for Q-learning:
with the MDP. This learned policy which can be optimized end-to-end with most deep learning optimization methods, such as the stochastic gradient descent. However, the naive Q-learning approach for deep Q network can be unstable and reach oscillatory or diverging solutions, for three reasons. First, the data is sequential, and in other words, the experience trajectories are non-iid and correlated with their successors. Second, the policy can change drastically with very small changes to the Q-values, and as a result, yielding oscillating policies and data distributions that swing back and forth. Third, the scale of the rewards and Q values are usually unknown, and thus can be amplified to very large values when trained with backpropagation.

There are a few solutions to solve these stability issues when training deep Q networks as Q-learning. Experience replay is a strategy that pools many episodes of experience at each time steps together as a replay memory to train the Q-learning in an off-policy way. By learning from all past policies with these replay memories, it uses iid samples and breaks the correlation of experience trajectories. The second strategy is to freeze the target by using two networks, a Q evaluation network and a target network which we freeze during training. This strategy avoid the oscillation in our solutions and break the correlations between the Q-network and the target network. The third strategy is to clip the rewards or normalize the networks, such that the networks can learn from robust gradients.

There are many deep reinforcement learning algorithms growing as a popular field, so we will only briefly cover a few. The deterministic policy gradient (DPG, [140]) solves reinforcement learning problems with continuous action spaces using the deterministic policy gradient, i.e. the expected gradient of the action-value function integrated over the state space, or over both the state and action space in stochastic case. The deep deterministic policy gradient (DDPG, [141]) extends DQN and DPG into a model-free actor-critic method that replace DPG’s stepwise optimization with experience replay and a “soft” target network which slowly tracks the learned network weights. Using an off-policy batch-based optimization approach, DDPG introduces exploration by injecting noise to the actor policy. The trust region policy optimization (TRPO, [23]) introduces the KL divergence between the new policy and the old policy as a trust region constraint, and solve the constrained optimization problem approximately using sample estimates from either single-path or rollout trajectories. The proximal policy optimization (PPO, [142]) improves upon TRPO by using KL-divergence as a penalty instead of a constraint.

Similarly, we can also introduce deep learning into bandit solutions. [143] proposes a deep contextual multi-armed bandit by binding a Thompson sampling mechanism on top of a Bayesian neural network such that the inference time dropout and weight posterior sampling are modeled as the exploration vs exploitation tradeoff. [144] proposes a similar method of deep Bayesian bandit in recommendation system setting that approximates the uncertainty measurements of the bandit predictions by employing a bootstrapped neural network with multiple heads and dropout units. Another approach is to directly use a neural network to represent the context. For instance, [145] proposes a neural contextual bandit which replaces LinUCB’s linear mapping with a neural network-based random feature mapping.

For interested readers, [146] is a good introduction to various types of deep reinforcement learning algorithms.

5.2 Batched and offline reinforcement learning

Most use scenarios of reinforcement learning that we introduce earlier are on-policy and purely interactive. However, many real-world reinforcement learning application systems have access to a large set of historical data, such as the prior user’s behavioral trajectories, chat dialogues or purchase history. It would be a waste to not use them for off-policy training. Offline or batched reinforcement learning studies the reinforcement learning methods that use previously collected data without additional online data collection from on-policy interactions with the environment [147]. In this setting, usually we have access to the experience data collected once with some (potentially unknown) behavior policy (which we denote \( \pi_\beta \), where \( \beta \) refers to the data buffer, or also known as the replay buffer). In the training phase, we use the buffer data from the data buffer \( \beta \) to learn a policy \( \pi \). This training process doesn’t have access to or interact with the MDP. This learned policy \( \pi \) would only be only deployed into the task MDP after being fully trained. One relevant example is training a deep reinforcement learning from human dialogue data [148].

The offline reinforcement learning is the data-driven version of the reinforcement learning problem. And the optimization objective is still to maximize the expected future reward. What differentiate it with our reinforcement learning formulation earlier is that it doesn’t have the ability to interact with the environment to collect additional transition experience using the demonstration behavioral policy. Instead, the transition data are given as a static historical records of experience for the agent to learn its best policy. On the first glimpse, it resembles the imitation learning which we discuss in earlier sections, which simply adopts a supervised learning approach to learn from the demonstration. Offline reinforcement learning, on the other hand, needs to first comprehend the dynamical system underlying the unknown
MDP from the static transition data and then potentially use this world model to learn an optimal policy which can obtain the largest cumulative reward in deployment phase.

It is a nontrivial problem because existing reinforcement learning solutions which we previously introduce, despite its flexibility to learn from off-policy dataset, often fall short of their performance to learn entirely from offline data without online interaction. This is due to a few reasons. First, they cannot effectively explore the states that are rare or not available in the transition history and the actions that lead to those states. If the dataset doesn’t contain connected state transition trajectories that touch high-reward regions, the agent would be unlikely to find those high-reward region. One possible way would be to manually inject exploration, but that would face our second issue: they cannot correct for out-of-distribution estimate via interactions. For an effective exploration, agents need to perform counterfactual queries, i.e., the question that what may happen if the agent were to take a series of actions different from the ones they have seen in the dataset. However, this is problematic, because as we discuss in the last section, deep reinforcement learning solutions use mechanisms like experience replay to create iid samples, which may limit the power of our learned policy to generate good yet potentially different actions, from those observed in our available dataset. In online setting, we can simply try it out and correct for it. In offline setting, we don’t have this luxury. Third, like the challenge we discuss in imitation learning, we would face the problem of distributional shift when we perform a series of counterfactual queries. In other words, since we might not know the distribution of our behavioral policy in the dataset, it is likely that our agent (characterized by its policy function, value function and world model) is trained under one distribution, but evaluated in an entirely different distribution, since the small changes in visited states for the new policy can be amplified over time (or steps) such that the two distributions vary by a large degree. Lastly, the deep learning-based function approximation we use in these agents can exacerbate these issues due to their high-dimensional and expressive nature.

In order to evaluate how well a reinforcement learning perform given the historical data, importance sampling is used to perform offline evaluation with respect to either the return of a given policy, or the policy gradient of the offline policy gradient methods. In short, we use importance sampling to compute $J(\pi)$ with the trajectories sampled from $\pi_\beta$ as the off-policy evaluation. There are multiple approaches of importance sampling estimators that people use, such as per-decision importance estimator normalized by the weights $[149]$, doubly robust estimator incorporating the function approximators $[150]$ and marginalized importance sampling using the state-marginal importance ratio $\frac{\pi_\theta(s)}{\pi_\theta(s)}$ (where $\theta$ is the model parameter) $[151]$. Similarly, to compute off-policy policy gradient, one can use above importance sampling estimators. Other than reducing the variance using self-normalization, one can apply regularization (such as softmax as in $[152]$ or KL-divergence as in $[142]$) to constrain the learned policy $\pi_\theta$ to not deviate too far away from the behavioral policy $\pi_\beta$.

There are several strategies to solve offline reinforcement learning problems. One can perform off-policy value function estimation with linear least squared methods $[153][154]$ but they can suffer from distributional drift, unless we have some sort of policy constraint that the distribution over the actions $\pi_\theta(a'|s')$ that we compute the target value from should be close to the behavioral distribution $\pi_\beta(a'|s')$. This constraint makes sure that the Q function are only queried on in-distribution actions, such that generalization results should still hold as the errors in Q function are not accumulated. Although in this case, the Q function is evaluated on the same states as the ones in the training set, the action inputs are still flexible enough to be out of distribution. Methods such as Advantage Weighted Actor Critic (AWAC, $[155]$) uses the KL-divergence between the learned and behavioral policies as an implicit divergence constraints. If using a policy penalty algorithm, the reward function can be considered to be augmented as $r^\pi(s, a) = r(s, a) - \alpha f(\pi_\theta, \pi_\beta)$ where $f(\cdot)$ is the divergence function of the polices. Similar to our discussion in bandits, we can also use uncertainty estimation as another constraint, because out-of-distribution actions tend to have large uncertainty and constraining the uncertainty can produce conservative target values, as in $[156]$. The conservative Q-learning (CQL, $[157]$) regularizes the value function or Q function directly to penalize large values and avoid overestimation for out-of-distribution actions. Lastly, model-based offline reinforcement learning (MoREL, $[158]$) modifies the MDP model learned from data to induce conservative behavior by penalizing the visitation of states under the model where the model is likely to be incorrect.

For interested readers, $[147]$ is a good review on offline reinforcement learning techniques.

5.3 Transfer learning in reinforcement learning

Transfer learning is a set of training techniques to train models with greater generalization capabilities by utilizing resources from other domains or resources meant for other purposes $[159]$. The other tasks or purposes that collect the resources from are called source tasks, and the resources from other domains are called the source domains. Our task and domain of interest are called the target task or domain. The goal of transfer learning is to effectively perform a target task on a target domain dataset utilizing the features and weights learned from the source task or dataset. In our context of reinforcement learning, we aim to answer the question that, can reinforcement learning effectively use the prior knowledge to facilitate learning in a new task domain? The intuition is straightforward: if our models have solved
prior tasks, they might acquire useful (i.e. reusable) knowledge or insights for solving a new task. The knowledge stored in a reinforcement learning model can come from different components: the Q value function informs us which actions or states are good comparing to the alternatives; the policy function informs us which actions are potentially useful comparing to the alternatives (since some actions in a given state are rarely useful); the world model informs us important understanding of the rules that govern the world (e.g. the laws of physics, which can be generalizable to other physically grounded system); and features, weights and hidden states, which inform us a good representation to use directly, or kick start the training as the initialization for fine-tuning.

Given these potentially useful knowledge in reinforcement learning systems, the transfer learning might help by using the past experience from one set of tasks for faster learning and better performance on a new task. In our context of reinforcement learning, the tasks are usually formulated as Markov decision processes. If we can directly run a policy trained in the source domain in the new domain, we call it a zero-shot transfer learning, where the “shots” refer to the number of attempts in the target task or domain. Similarly goes for trying the target task once or a few times, which correspond to one-shot or few-shot transfer learning.

There are two main classes of transfer learning methods, the transductive transfer learning and inductive transfer learning [160]. In transductive transfer learning, the source and target tasks are the same, but labeled data is only available (or much more abundantly available) in the source domain. Here we translate it in reinforcement learning setting: perhaps the reward feedback is not available or only very sparsely revealed in the task in the target domain, but we have access to the historical trajectories or interaction environment of the same task but in the source domain. Domain adaption, as mentioned in one of our earlier examples, is a transductive transfer learning technique. In inductive transfer learning, the source and the target tasks are different and the labelled data is only available (or more abundantly available) in the target domain. Here we translate it in reinforcement learning setting: perhaps we have the historical action-state pairs in a source task, but don’t have access to the reward feedback. The inductive transfer learning can be further separated into sequential transfer learning (STL, where multiple tasks are trained sequentially, either in a cross-domain or cross-task fashion), and the multi-task learning (MTL, where multiple tasks are trained at the same time, in a parallel fashion).

More specifically, here we outline a few common strategies. In forward or sequential transfer learning, we simply train the reinforcement learning model on one task, and directly transfer to a new task. One approach is to apply domain adaption in reinforcement learning training. Alternatively, we can also keep the reinforcement learning mechanism intact, but transfer the visual, speech or linguistic representations first. In multi-task transfer learning, we train the reinforcement learning model on many tasks at the same time and transfer to a new task. We can share the neural network representations and layers across tasks in multi-task learning. Alternatively, we can also use contextual policies by baking context-relevant information of the task or domain into the model. Finally, we can transfer the world models and value functions by either using model-based reinforcement learning (which innately serve as an mechanism for transfer), or using temporally correlated features such as successor states and representations. For interested readers, [161] is a survey on transfer learning techniques applied in reinforcement learning, and [162, 163] are two modern surveys on transfer learning in multi-agent reinforcement learning.

6 Open Questions and Challenges

6.1 Multi-agent settings in speech and language

The end goal of the speech and language is to communicate. As we formulate the generative processes of these sequence-based signals as reinforcement learning agents, it is a natural step to simulate and model the mechanistic interactions of these agents in a multi-agent settings. We have shown in an earlier section the example of modeling the dialogue generation task as a single-agent reinforcement learning optimization problem [108], but in reality, there is an information asymmetry among the communicating individuals that might be more suitable for a multi-agent system (MAS) solution. The multiagent systems are self-organized systems with multiple interacting agents with computational intelligence [164]. For instance, each communicating individual undergoes an partially isolated information flow via multiple processing units (e.g. language understanding, dialogue policy, and language generation), and have feedback loops in multiple steps which might yield complicated dynamic interactions (Figure 18).

These interaction trajectories can also change over different time steps, and as a result, modeling the data-generating mechanism of such a system would require modeling a dynamic graphs with changing nodes (as communicating individuals) and edges (as communication types). There can be interesting group dynamics emerge from communications such as leadership, cohesion and conflicts [165]. One can develop solutions to measure these social dynamics, common goals and collective intelligence in population and individual levels.
From the RL point-of-view, these multi-agent interactions suggest that the actions of one agent can affect the rewards and outcomes of other agents. One challenge in multi-agent settings is that the agents can have conflicting objectives or preferences, which can lead to suboptimal outcomes. For example, in a dialogue system where the system and the user are both agents, the system may prioritize providing accurate recommendations, while the user may prioritize ease of use and naturalness of the conversation. Another challenge is that the agents may have different levels of information and understanding about the environment and each other, which can make it difficult to coordinate their actions and optimize their behaviors. For example, in a multi-speaker speech recognition system, different speakers may have different accents or speech patterns that can affect the performance of the system.

If we only consider the users as our agents to model, the agents in this human-only multi-agent system can be cooperative [166] or competitive [167]. Each communicating individuals, if modeled by reinforcement learning systems, might have different observation models and reward perceptions governed by competing or collaborative goals. Modeling (and potentially mimicking) these social sub-processes is a nontrivial task, as in [168], which compares the interaction trajectories of the human data and the reinforcement learning algorithms in social dilemma setting. [169] demonstrates that deep reinforcement learning can interact with natural language in a visual task to share information cooperatively.

To address these challenges, various approaches have been proposed to perform RL in multi-agent settings in NLP and speech tasks. One approach is to use coordination mechanisms to encourage agents to work together and achieve common goals. Another approach is to use adversarial training, where agents compete against each other in a zero-sum game to improve their performance and achieve optimal outcomes. New speech or language-related concepts can arise from multi-agent modeling. For instance, grounded compositional language can emerge from multi-agent populations of NLP agents, represented as segments of abstract discrete symbols uttered by the communicating agents [170], as further summarized in this review [171]. A follow up work suggests that these compositional languages has to be constrained in a specific curriculum in multi-agent setting in order to emerge [172]. Lastly, computational techniques of multi-agent systems can also help improve temporal modeling of speech recognition systems, as in [173, 174].

6.2 Multi-objective training and human priors

While we have covered many important sub-tasks in speech and language processes, many real-world applications involve the incorporation of multiple processing systems that interact with and depend on one another. For instance, a question answering system might need to understand the intent of the user to craft its objective functions, the descriptive entities as its retrieval constraints, and at the same time, analyze the contexts of the user scenario, reason the relationship of different entities, and learn a planning and prediction model to best interpolate or extrapolate users’ past experience to maximize or minimize the estimated objective function given different dimensions of success criteria (Figure 19). A conversational recommendation system, on the other hand, would need to understand the dialogue objective, infer the user’s transactional state, estimate the user’s dynamic propensities, reason the compatibility and sequential relationship of available inventories, recommend the best items or actions to guide the users towards their transactional destination, all at the same time. The sub-components of such hybrid systems would have different priors on their affordance, i.e. the
definitive quality of this processing component about how it can or should be used. And thus, training them together in an end-to-end solution can potentially benefit from specific training curriculum to balance the exploration vs exploitation trade-off of all sub-components. One possible strategy would be to tune the reward function as a multi-objective optimization problem [175], such that the learning objectives for certain sub-components can be emphasized at certain training phases.

Another strategy would be to learn from human priors. Originally proposed as a neuroscience-inspired algorithm, the reinforcement learning solution has been widely studied over the years by neuroscientists and psychologists to further understand the biological constraints and mechanisms of this type of learning, in terms of reward processing [176], anatomical separation [177], abnormal states [178] and many others. One direction is to consider these biological variants and constraints as a result from natural evolution, i.e. the algorithmic variants that serve a beneficial purpose (with a high fitness) at certain scenarios. Under this assumption, [179] studies the reward processing mechanism that distinguishes a series of human psychiatric conditions and introduces it into the reinforcement learning model directly. If given human behavioral data, one can use mechanistic simulation, hierarchical Bayesian inference, or inverse reinforcement learning to build neuromorphic reinforcement learning models that mimic human behaviors [180]. [19, 20] further unifies these human behavioral agents at all three levels of bandits, contextual bandits and reinforcement learning. Empirical results suggest that these biologically plausible models are advantageous over existing reinforcement learning models in AI tasks. Other than reward processing, reinforcement learning methods can also model other human priors, such as attention [180]. From the anatomic separation of the biological brains, one can potentially map different speech and language processing components into different brain regions, and pre-program the information flow and training curriculum of these computational components, given the biological and cognitive priors from their corresponding neural correlates.

Applied systems with speech and language processing units can have different states and contexts, which governs the priority of the sub-components in the system. For instance, if the user asks the virtual assistant to play music, the priority of the music recommendation engine should precede that of the conversational engine, as opposed to the case where the user talks to the customer support. As a result, the dynamics and transition of the different contexts would serve as an anchor or boundary in the multi-objective optimization problem. in other words, we can potentially train a universal model that take into account all different contexts. And then, given a certain context, the model would attempt to find the pareto-optimal frontier by projecting affordance onto the context plane.

Either creating an agent with generalized intelligence across these contexts, or creating specialized agent one context at a time, we need to deal with multi-objective training, the situation where multiple objectives need to be optimized simultaneously, which is a common scenario in NLP and speech tasks. For example, in machine translation, the system needs to generate translations that are both fluent and accurate, which are two separate objectives that need to be balanced. One challenge in multi-objective training is that the objectives can be in conflict with each other, making it difficult to find a single solution that optimizes all of them simultaneously. This can lead to suboptimal performance, where the system fails to fully optimize any of the objectives, or it prioritizes one objective over the other, leading to poor performance on the neglected objective. Another challenge is that the objectives can be difficult to quantify, and can vary depending on the context and task at hand. This can make it difficult to define the reward function that is used to train the RL model, which can affect the quality of the model and the effectiveness of the system. To address these challenges, various approaches have been proposed to perform multi-objective training in NLP and speech tasks using RL. One approach is to use a weighted sum of objectives to combine the multiple objectives into a single objective, which can simplify the optimization process. Another approach is to use a Pareto-based approach, which involves finding a set of solutions that represents the best trade-offs between the multiple objectives.
7 Summary and Resources

We start our survey by motivating the exploration vs exploitation trade-off problem in real-world speech and natural language processing systems with innate data uncertainty and batch-based model training using large-scale relational databases. We formulate the reinforcement learning problem into five sub-classes of methodologies: Multi-armed bandits and contextual bandits are both optimization methods that aim to maximize rewards based on actions taken by an agent. While multi-armed bandits select the best action arm to maximize cumulative long-term rewards, contextual bandits use side information or features available to the agent to personalize their action strategies. Reinforcement learning algorithms, on the other hand, are formulated as Markov decision processes and rely on state representations to update policies based on reward feedback received from the environment. Inverse reinforcement learning algorithms learn the reward function of an unknown environment from demonstration trajectories to train reinforcement learning agents, while imitation learning and behavioral cloning use supervised learning to directly learn the mapping from state to action based on historical data of state-action pairs. These optimization methods are essential for improving the performance of agents in various NLP and speech tasks.

In the application domains, we have reviewed speech and language tasks including speech recognition, speaker diarization, spoken language understanding, natural language understanding, sequence generation, text-to-speech synthesis, natural language generation, large language models and conversational recommendation systems, as well as presented case studies regarding the following problems: The use of reinforcement learning (RL) has been shown to be effective in improving various aspects of natural language processing (NLP) and speech tasks. In automatic speech recognition (ASR), RL has been applied to improve low-resource training, speech enhancement, batch-wise adaptation, and model training using augmented unlabelled datasets. RL has also been applied to speaker diarization and spoken language understanding (SLU) to enable online interactive label speaker profiles and introduce slot stability by rewarding argmax policy. In NLP, RL has been applied to improve natural language understanding (NLU) in game settings and introduce personalization by adaptively selecting NLU interpretation. RL has also been shown to be useful in determining resource allocation in incremental text-to-speech problems and improving text generation and dialogue generation through inverse RL and combining rewards from two dialogue agents. RL with human or AI feedbacks can help train large language models to align with human values and adopt ethical principles, as well as reach better performance in generating realistic responses. Finally, RL has been applied in conversational recommendation systems to provide recommendations based on conversational dialogues and real-time NLP-parsed elements. These findings demonstrate the potential of RL in improving various NLP and speech tasks, and highlight the importance of combining NLP and RL techniques to achieve more effective and efficient systems.

In the emerging topics, we cover the advances in using deep learning techniques or representations in reinforcement learning and bandit settings, using historical data for off-policy training with offline reinforcement learning, and using transfer learning training techniques to effectively leverage resources or knowledge of other domains or tasks.

In the open questions, we describe how the speech and language studies can potentially benefit from adopting a multi-agent perspective of a population of communicating individuals as well as several active research directions. We position existing real-world speech and language applications into the challenge of building a multi-system reasoning machine that have interacting sub-components with different training objectives. We propose to use insights from cognitive science or neuroscience as human priors to build better reinforcement learning models that can train faster and more human-like. We describe the possibility of unifying different task contexts as temporal states where pareto-optimal frontier can be located in the multi-objective optimization.

This survey is related to several fast growing fields. Some relevant reviews and textbooks include:

- Introduction to reinforcement learning [8]
- Introduction to multi-armed bandits [51]
- A survey of inverse reinforcement learning: Challenges, methods and progress [66]
- Imitation learning: A survey of learning methods [74]
- Deep reinforcement learning: An overview [146]
- Offline reinforcement learning: Tutorial, review, and perspectives on open problems [147]
- Survey on applications of multi-armed and contextual bandits [181]
- A survey on transfer learning for multiagent reinforcement learning systems [162]
- Transfer learning for multiagent reinforcement learning systems [163]
- Transfer learning for reinforcement learning domains: A survey [161]
- Deep reinforcement learning for sequence-to-sequence models [102]
• Reinforcement learning based recommender systems: A survey [182]
• A survey of the usages of deep learning for natural language processing [183]
• Literature survey of statistical, deep and reinforcement learning in natural language processing [184]
• Deep representation learning in speech processing: Challenges, recent advances, and future trends [185]
• Survey on reinforcement learning for language processing [5]
• A survey on compositional generalization in applications [171]

One good way to get onboard the research is to try out code examples. Some useful GitHub repositories include:

• Bandit algorithms
  – https://github.com/doerlbh/BanditZoo (Python package)
  – https://github.com/johnmyleshwhite/BanditsBook (example)

• Reinforcement learning algorithms
  – https://github.com/tensorflow/agents (Python package)
  – https://github.com/facebookresearch/ReAgent (Python package)
  – https://github.com/aikorea/awesome-rl (resources)
  – https://github.com/dennybritz/reinforcement-learning (example)
  – https://github.com/udacity/deep-reinforcement-learning (example)

• Offline Reinforcement learning algorithms
  – https://github.com/takuseno/d3rlpy (Python package)
  – https://github.com/hanjuku-kaso/awesome-offline-rl (resources)

• Reinforcement learning applications
  – https://github.com/AI4Finance-Foundation/FinRL (RL + finance)
  – https://github.com/microsoft/recommenders (recommendation systems)
  – https://github.com/doerlbh/MiniVox (RL + speaker diarization)
  – https://github.com/doerlbh/awesome-diarization (speaker diarization)
  – https://github.com/doerlbh/MentalRL (RL + psychiatry behavioral modeling)
  – https://github.com/doerlbh/DilemmaRL (RL + multi-agent behavioral modeling)
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