Aortic Pressure Forecasting With Deep Learning
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Abstract

Mean aortic pressure (MAP) is a major determinant of perfusion in all organs systems. The ability to forecast MAP would enhance the ability of physicians to estimate prognosis of the patient and assist in early detection of hemodynamic instability. However, forecasting MAP is challenging because the blood pressure (BP) time series is noisy and can be highly non-stationary. The aim of this study was to forecast the mean aortic pressure five minutes in advance, using the 25 Hz time series data of previous five minutes as input.

We provide a benchmark study of different deep learning models for BP forecasting. We investigate a left ventricular dwelling transvalvular micro-axial device, the Impella, in patients undergoing high-risk percutaneous intervention. The Impella provides hemodynamic support, thus aiding in native heart function recovery. It is also equipped with pressure sensors to capture high frequency MAP measurements at origin, instead of peripherally. Our dataset and the clinical application is novel in the BP forecasting field. We performed a comprehensive study on time series with increasing, decreasing, and stationary trends. The experiments show that recurrent neural networks with Legendre Memory Unit achieve the best performance with an overall forecasting error of 1.8 mmHg.

1. Introduction

Patients with severe multi-vessel coronary artery disease (CAD), unprotected left main coronary artery stenosis, last remaining patent vessel, and severely reduced left ventricular (LV) ejection fraction (EF) are often turned down from cardiac surgery and are increasingly referred for high-risk percutaneous intervention (HRPCI)\textsuperscript{1}. The Impella CP is a left ventricular dwelling transvalvular micro-axial device. As shown in Figure 1, Impella is used during HRPCI to prevent hemodynamic instability and to improve clinical outcomes. The Impella CP entrains blood from the left ventricle and expels into the ascending aorta. The hemodynamic effects of Impella devices include an increase in cardiac output, improvement in coronary blood flow resulting in a decrease in LV end-diastolic pressure, pulmonary capillary wedge pressure, myocardial workload, and oxygen consumption\textsuperscript{2}.

![Figure 1: Impella CP [Left] and it position [Right].](image)

1.1. Clinical Significance

Maintenance of a constant mean aortic pressure (MAP) is vital to ensure adequate organ perfusion [3]. Studies have shown that increase in the duration of time spent below MAP threshold of 65 mmHg is associated with worse patient outcomes such as risk of mortality and organ dysfunction [4, 5]. Advance warning of imminent changes in MAP, even if the warning comes only 5 or 15 mins ahead, could aid in prompt management of the patient prior to a total hemodynamic collapse. Impella is equipped with pressure sensors to capture high frequency MAP measures at the origin, instead of peripherally. Impella signals have pressure measurements sampled at a high frequency that accurately reflect how blood supply is being driven to organs. The machine learning approach to MAP forecasting highlights the utility of Impella CP not only as a circulatory support but also as a real-time alerting system of cardiac...
functions, thus obviating the need for additional invasive arterial lines and aiding in prompt escalation of therapy.

1.2. Technical Significance

Many researchers have adopted deep learning for clinical prediction, but mostly for classification tasks [6, 7]. Previously in the PhysioNet Challenge, neural network models have been used on electrocardiogram (ECG) and aortic blood pressure time sequences to classify patients with acute hypotensive episodes in an one-hour forecast window [8]. Hatib et al. 2018 [18] achieved a sensitivity of 92 percent (AUC 0.97) when classifying arterial hypotension 5 minutes in advance. However, there are limited works on forecasting aortic pressure with deep learning models. For example, Peng et al. 2017 [17] took 8-10 minutes of wearable sensor data (ECG, PPG, BP) per day as input and predicted once per day, seeing RMSEs between 1.8-5.81 mmHg for systolic/diastolic BPs over 6 months in a healthy patient population. Our approach combined the medical device type data source like [18] with the sequence generation approach in [17].

Forecasting MAP is challenging because the aortic pressure time series is highly non-stationary and dynamic. Error and uncertainty are increased for long-term forecasting. Hence, there is a need for a systematic benchmark study of forecasting with deep learning models. We aim to apply deep sequence models to forecast the MAP five minutes in advance, using the data from previous five minutes as input. We choose five minutes as the forecasting window to be aware of the changes in continuous aortic pressure within an actionable time frame for clinician intervention.

2. Deep Sequence Models

We benchmark the performances of the following models to predict the MAP time series directly from the input waveforms. By forecasting the MAP values, the model inherently captures ranges of blood pressures- including hypotensive and hypertensive episodes.

Deep Neural Network (DNN) [9]: formed by one input layer, multiple hidden layers and one output layer. For our task, we use DNN in an autoregressive manner. We build one DNN with single unit in the output layer to do one step ahead prediction, and keep recursively feeding back the predictions to do multiple steps ahead predictions.

Recurrent Neural Network (RNN) w/ Long Short Term Memory (LSTM) [10, 11]: Sequence to Sequence [10] maps the input sequence to a fixed-sized vector using an Encoder, and then map the vector to the target sequence with a Decoder. We use RNNs to retain the sequential information in the time series, as its hidden layer can memorize information processed through the same weights and bias. However, vanilla RNNs have trouble learning long term dependencies. LSTM [11] were designed for problems with long term dependencies and also addresses the vanishing gradients issue by using a memory cell state. For the encoder, we use a Bidirectional RNN so that the model can process the data in both the forward and backward directions. For the decoder, we used another LSTM to decode the target sequence from the hidden states.

RNN with Attention [13]: The attention mechanism learns local information by utilizing intermediate encoder states for the context vectors used by the decoder. It is used to overcome the disadvantage of fixed-length context vector by creating shortcuts between the context vector and the entire source input.

RNN w/ Legendre Memory Unit (LMU) [12]: The LMU model [12] further addresses the issue of vanishing and exploding gradients commonly associated with training RNNs by using cell structure derived from first principles to project continuous-time signals onto d orthogonal dimensions. By mapping legendre polynomials into a linear memory cell, the LMUs can efficiently handle long-term temporal dependencies and converge rapidly, and use few internal state-variables to learn complex functions. This cell structure enables the gradient to flow across the continuous history of internal feature representations. LMU is a recent innovation that achieves state-of-the-art memory capacity while ensuring energy efficiency, making it especially suitable for and the chaotic time-series prediction task under medical device context.

Temporal Convolutional Network [14]: Temporal Convolutional Neural Network (TCN) is a model that has a convolutional hidden layer, operating over a one dimensional sequence. Convolutional neural networks create hierarchical representations over the input sequence in which nearby input elements interact at lower layers while distant elements interact at higher layers. This provides a shorter path to capture long-range dependencies compared to the chain structure modeled by recurrent networks. We used several convolutional blocks followed by a flatten layer and several fully connected layers.

Transformer [15]: The Transformer model is the first transduction model relying entirely on self-attention to compute representations of its input and output without using sequence-aligned RNN or convolutions. The encoding component is a stack of encoders and the decoding component is a stack of decoders of the same number. The encoders are all identical in structure and each one is composed of two sub-layers: one multi-head attention layer and one fully connected layer. The decoder has both those layers, but between them is an attention layer that helps the decoder focus on the output of the encoder stack.

Convolutional Neural Pyramid [16]: Different time series may require feature representations at different time scales. Multiscale models are able to encode the tempo-
ral dependencies with different timescales and learn both hierarchical and temporal representations. A cascade of features are learned in two streams: first across different pyramid levels enlarges the receptive field, second learns information in each pyramid level and finally merges it to produce the final result.

3. Experiments

The Impella placement signal tracing provides the aortic pressure (mmHg) signal as measured by an optical sensor located at the outlet of Impella. Motor speed (rotations per minute) provides the Impella pump speed as set on the console. Both signals are captured at 25 Hz. We utilized data from 67 Impella cases. We refer to the 25HZ time series as real time (RT) data. As we are mainly interested in BP trends, we converted all 25HZ data into 0.1 Hz averaged time (AT) data by averaging every 250 RT data points, which is then used for forecasting.

We used a sliding window approach to generate sequences of length 15,000 samples (10 mins). We categorized these sequences into three types based on trends: increasing (I) sequences, decreasing (D) sequences, and stationary (S) sequences where increasing and decreasing were defined by a swing of 10+ mmHg. 50,705 increasing sequences, 50,577 decreasing sequences and 419,559 stationary sequences were collected. We trained all models using an RMS-prop optimizer, a learning rate decay of 0.8, and batch size 64. We performed a hyper-parameter search on a 10% hold-out data. Additional notes on training details are in the supplementary material.

Figure 2: RMSE (mmHg) of select models: Each barplot shows models’ prediction errors for each test set: increasing I, decreasing D, stationary S with N=50,000 sequence per set. "I-D-S" set contains equal proportions of all three types of sequences, N=150,000 sequences.

We trained all models on datasets with different sequences types (I-D-S). We then tested on dataset for different scenarios: I-D-S, as well as increasing (I), decreasing (D), and stationary (S) individually. Figure 2 displays the testing errors (RMSEs) comparison for different models. The LMU model achieved the best result, with an average RMSE of 1.837 mmHg on the I-D-S test set.

Figure 3 show the forecasts generated by top two models, LMU and LSTMs with Attention. The dashed line is the true aortic pressure and the solid lines are the model predictions. We can see that the forecasting models fit the ground truth quite well. This highlights the LMU’s response to MAP fluctuations on a by minute basis.

Figure 3: Model predictions (from the I-D-S training set).

We trained all models on datasets with different sequences types (I-D-S). We then tested on dataset for different scenarios: I-D-S, as well as increasing (I), decreasing (D), and stationary (S) individually. Figure 2 displays the testing errors (RMSEs) comparison for different models. The LMU model achieved the best result, with an average RMSE of 1.837 mmHg on the I-D-S test set.

Figure 3 show the forecasts generated by top two models, LMU and LSTMs with Attention. The dashed line is the true aortic pressure and the solid lines are the model predictions. We can see that the forecasting models fit the ground truth quite well. This highlights the LMU’s response to MAP fluctuations on a by minute basis.

Figure 3: Model predictions (from the I-D-S training set).

We trained all models on datasets with different sequences types (I-D-S). We then tested on dataset for different scenarios: I-D-S, as well as increasing (I), decreasing (D), and stationary (S) individually. Figure 2 displays the testing errors (RMSEs) comparison for different models. The LMU model achieved the best result, with an average RMSE of 1.837 mmHg on the I-D-S test set.

Figure 3 show the forecasts generated by top two models, LMU and LSTMs with Attention. The dashed line is the true aortic pressure and the solid lines are the model predictions. We can see that the forecasting models fit the ground truth quite well. This highlights the LMU’s response to MAP fluctuations on a by minute basis.

Figure 3: Model predictions (from the I-D-S training set).

4. Discussion and Conclusion

We explored the possibility of forecasting MAP among patients with Impella support using deep learning. Given the role of MAP as the indicator of perfusion, forecasting the long-term trends in Aortic Pressure would greatly
enhance the ability of practitioners to anticipate the condition of their patients on Impella during recovery and during weaning off mechanical circulatory support.

We prototyped the MAP forecasting model using pump performance data collected by the Impella controller console. This pump performance data captures the pressures the pump experiences and the pump’s operating characteristic at aortic pressure origin. We conducted comprehensive experiments with advanced deep sequence models on the pump performance metrics. The experiments show promising results with the Legendre Memory Units (LMU) achieving the best, consistent performance on the task of five minutes ahead mean aortic pressure prediction.

Our approach demonstrates the promise of deep learning for near real-time blood pressure forecasting. We investigated many model architectures and achieved an improved RMSE value of 1.837 mmHg using RNN LMU while forecasting at a near continuous resolution. This evaluation determined that deep sequence learning for clinical prediction can accurately forecast physiologic waveforms with LMU achieving top performance.

Future work will investigate forecasting out further (10, 15 min) and evaluating how error changes as forecast time increases. We will be considering additional patient information, e.g. external intervention (medication) effects and governing equations of physiological features, into the feature set for the RNN Legendre Memory Units model.
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