Multi-target tracking algorithm based on PHD filter against multi-range-false-target jamming
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Abstract: Multi-range-false-target (MRFT) jamming is particularly challenging for tracking radar due to the dense clutter and the repeated multiple false targets. The conventional association-based multi-target tracking (MTT) methods suffer from high computational complexity and limited usage in the presence of MRFT jamming. In order to solve the above problems, an efficient and adaptable probability hypothesis density (PHD) filter is proposed. Based on the gating strategy, the obtained measurements are firstly classified into the generalized newborn target and the existing target measurements. The two categories of measurements are independently used in the decomposed form of the PHD filter. Meanwhile, an amplitude feature is used to suppress the dense clutter. In addition, an MRFT jamming suppression algorithm is introduced to the filter. Target amplitude information and phase quantization information are jointly used to deal with MRFT jamming and the clutter by modifying the particle weights of the generalized newborn targets. Simulations demonstrate the proposed algorithm can obtain superior correct discrimination rate of MRFT, and high-accuracy tracking performance with high computational efficiency in the presence of MRFT jamming in the dense clutter.

Keywords: multi-range-false-target (MRFT) jamming, multi-target tracking (MTT), probability hypothesis density (PHD), target amplitude feature, gating strategy.

DOI: 10.23919/JSEE.2020.000066

1. Introduction

Multi-range-false-target (MRFT) jamming is an effective category of the electronic countermeasures (ECM) [1]. Generally, the range false targets are generated by using the digital radio frequency memory (DRFM) [2], and they are similar with the true target echoes but distributed to different ranges [3]. Thus, the false targets are easy to mask true target information or saturate the tracking system [4].

Recent investigations of multi-target tracking (MTT) with MRFT jamming are mainly focused on false target recognition and cancellation [5], such as frequency-agile [6], radar network data fusion [1,7,8], and target feature extraction [9–11]. Generally, the target feature extraction methods are widely used due to the low radar requirements [10,12]. The statistical characteristics of angle measurements were used in [9] to obtain stable target tracking in the presence of MRFT jamming. However, the correct recognition rate and the tracking accuracy decrease sharply in the dense clutter environment. In [10], the amplitude and phase quantization information combined with complicated evaluation methods were used to suppress MRFT jamming. In above algorithms, the traditional joint probabilistic data association (JPDA) filter [13] was used to handle the MTT problem in the dense clutter environment. However, the JPDA method is generally applied to the situation where the target number is known and fixed [14], and has exponentially growing complexity as the target number increases [15]. Therefore, the usage of the JPDA method is seriously limited.

As an alternative to the association-based method, the random finite sets (RFS) method is a burgeoning MTT technique [16]. A novel probability hypothesis density (PHD) filter in [17] can avoid the problem of combination explosion due to data association [18,19]. Typically, the amplitude feature likelihoods were introduced to the PHD filter in [20]. This method can significantly improve the target tracking accuracy in the presence of the dense clutter with only minor additional computational load. Furthermore, a data-driven PHD filter was used in the dense clutter environment in [14]. The algorithm uses a novel gating strategy to classify the measurements to improve the tracking performance with an acceptable computational efficiency. The above methods have a good ability to suppress the dense clutter with potential computational efficiency. However, MTT with MRFT jamming in the dense clutter environment is still troubled, especially for the sequential Monte Carlo (SMC) PHD filter. Lots of false targets and clutter particles participate in the update process.
[21], resulting in a sharp increase in the computational complexity and deterioration in tracking accuracy. The latest RFS-based methods such as cardinalized PHD (CPHD) [22], labeled multi-Bernoulli (LMB) [23] and generalized LMB (GLMB) [24], have been greatly improved in estimation accuracy and target track formation. However, they are still problematic in computational efficiency and tracking accuracy when dealing with MRFT jamming and the dense clutter.

In order to solve the problems related to MRFT jamming, as well as the dense clutter and high computational complexity caused by jamming, an efficient MTT algorithm is introduced in this article. Based on the gating strategy, the measurements are divided into the generalized newborn target and the existing target measurements, and they are independently used in the decomposed form of the SMC-PHD filter. In addition, target amplitude information and phase quantization information are introduced into the SMC-PHD filter to suppress MRFT jamming and the dense clutter. The simulations verify the reliability, accuracy and computational efficiency to suppress MRFT jamming and the dense clutter of the proposed algorithm.

This paper is organized as follows. Section 2 briefly reviews the PHD filter and the tracking models with auxiliary information. In Section 3, an efficient MTT algorithm based on the decomposed form of the PHD filter is introduced to suppress MRFT jamming and the dense clutter. The gating strategy is given in Section 4 to identify the attributes of the measurements. Simulations are presented in Section 5, while the conclusions are drawn in Section 6.

2. Preliminary

As shown in Fig. 1, the true target and the corresponding range false targets appear in the range of similar angles in the presence of MRFT jamming.

The problem addressed in this paper is to obtain accurate target tracking from MRFT jamming and the dense clutter with acceptable computational efficiency, and involves a single sensor.

2.1 Standard PHD filter

Under the RFS framework, define the measurements and the object states as $z_{k,1}, \ldots, z_{k,M(k)}$ and $x_{k,1}, \ldots, x_{k,N(k)}$. $M(k)$ and $N(k)$ are the number of the measurements and the objects at time $k$, respectively. The multitarget measurements and the multitarget states [25] can be expressed as

$$Z_k = \{z_{k,1}, \ldots, z_{k,M(k)}\} \in F(Z),$$

$$X_k = \{x_{k,1}, \ldots, x_{k,N(k)}\} \in F(\chi),$$

where $F(Z)$ and $F(\chi)$ are the finite subsets of the observation space $Z$ and the state space $\chi$, respectively.

Generally, the PHD filter consists of two steps: prediction and update. If we do not consider target spawning, the prediction equation of the PHD filter [17] is given as

$$D_{k|k-1}(x) = \langle p_S \pi_{k|k-1}(\cdot|\cdot), D_{k-1|k-1} \rangle + \gamma_{k|k-1}(x)$$

where $p_S$ is the survival probability, $\pi_{k|k-1}(\cdot|\cdot)$ is the transition density, $(g,f) = [f(x)g(x)dx]$, and $\gamma_{k|k-1}(x)$ is the intensity of newborn targets. Based on the new obtained $Z_k$, the updating [17] can be given as

$$D_{k|k}(x) = D_{k|k-1}(x)[1 - P_D(x)] +$$

$$\sum_{z \in Z_k} g_k(z|x)D_{k|k-1}(x)P_D(x)$$

where $P_D(x)$ and $k_S(z)$ represent the detection probability of the target and the clutter PHD, respectively. $g_k(z|x)$ is the measurement likelihood of the target.

2.2 Tracking models with auxiliary information

In order to determine the attributes of the measurements, target auxiliary information is introduced into the PHD filter. The auxiliary information mainly refers to the target amplitude and phase quantization information. Different from the existing methods [14,21,25], the proposed algorithm distinguishes between the existing and the newborn target measurements to accelerate the filtering speed, and suppresses MRFT jamming and the clutter at the same time.

In many tracking scenarios, from a statistical point of view, the amplitude of the MRFT signal is $\nu$ times of the corresponding true target signal [26,27], and $\nu$ ranges from 1.3 to 1.5, while the amplitude of the clutter signal is weaker than that of the true target signal [20,28]. The distinguishing accuracy between the target echo and the deceptive jammer will increase with the jamming-to-signal ratio (JSR) [10,29]. However, due to the random error, the
misjudgment probability is large by simply using the amplitude of the signal when the JSR is low.

DRFM needs to sample and quantize the intercepted signals before transmitting, and the quantization process inevitably distorts the signals. In order to quantify the error introduced by the DRFM with respect to the target signal, the jamming signal error angle (JSEA) $\mu$ was introduced in [30] as

$$\mu = \arccos(p, q) = \arccos\left(\frac{|p^T q|}{\|p\| \cdot \|q\|}\right)$$ (5)

where $p$ and $q$ are the amplitude normalized signal vectors of the radar transmit and the target echo, respectively. Ideally, the JSEA for the true target signal is zero, and it is greater than zero for the range false target signal. Hence, the true and the range false targets can be distinguished by comparing JSEA with zero. The angle $\mu$ depends on the number of the quantization levels. More details of the computation can be found in [30].

In this paper, the amplitude information and the JSEA extracted from the signal are jointly used to suppress MRFT jamming and clutter. An augmented state of the target is introduced, containing the position, the velocity, and the amplitude information, i.e.,

$$\bar{x} = [x^T, S]^T$$ (6)

where $1 + S$ is the expected (or mean) signal-to-noise ratio (SNR). The target state $x$ is given as $x_k = [p_k^x, v_k^x, p_k^y, v_k^y, p_k^z, v_k^z]^T$, where $[p_k^x, p_k^y, p_k^z]^T$ and $[v_k^x, v_k^y, v_k^z]^T$ represent the position and the velocity vectors, respectively. Similarly, the measurement vector can be augmented as

$$\bar{z} = [z^T, a, \mu]^T$$ (7)

where $a$ is the amplitude of the signal return, $a \geq 0$, $z = [\rho, \theta, \beta]^T$ is the position measurement, and $\rho$, $\theta$ and $\beta$ are radar measurements of range, pitch angle and azimuth angle, respectively. $\mu$ is only used for range false target identification, so subsequent representation can be simplified as $\bar{z} \equiv [z^T, a]^T$.

### 2.3 Amplitude feature likelihoods

In order to suppress the dense clutter, an amplitude feature is introduced to improve the discrimination accuracy about the measurement attributes.

The amplitude information of the target is only related to the SNR of the echo. Generally, the target SNR fluctuates in a random manner, and can be modeled by the fluctuation models [31]. For aircraft targets, the Rayleigh target amplitude fluctuating model is adopted to describe the amplitude information $a$ [20]. The amplitude probability densities for the target and the clutter are given by

$$p_t(a|S) = \frac{a}{1+S} \exp\left(-\frac{a^2}{2(1+S)}\right), \quad a \geq 0,$$ (8)

$$p_c(a) = a \exp\left(-\frac{a^2}{2}\right), \quad a \geq 0.$$ (9)

Defining the detection threshold as $\tau$, then

$$p_t^\tau(a|S) = \frac{a}{1+S} \exp\left(-\frac{\tau^2-a^2}{2(1+S)}\right), \quad a \geq \tau,$$ (10)

$$p_c^\tau(a) = a \exp\left(-\frac{\tau^2-a^2}{2}\right), \quad a \geq \tau.$$ (11)

Probabilities of detection and false alarm $P_D(S)$ and $P_F$ are

$$P_D(S) = \int_\tau^\infty p_t(a|S)da = \exp\left(-\frac{\tau^2}{2(1+S)}\right),$$ (12)

$$P_F = \int_\tau^\infty p_c(a)da = \exp\left(-\frac{\tau^2}{2}\right).$$ (13)

Generally, the amplitude information and the location information are independent of each other, so the likelihood of the clutter and the targets $c(\bar{z})$ and $g(\bar{z}|\bar{x})$ [20] can be denoted by

$$c(\bar{z}) = c_\tau(\bar{z}) \cdot c_a(a),$$ (14)

$$g(\bar{z}|\bar{x}) = g_\tau(\bar{z}|\bar{x}) \cdot g_a(a|S),$$ (15)

where $c_a(a)$ is the clutter amplitude likelihood function, and $g_a(a|S)$ is the target amplitude likelihood function. In the view of the detection threshold $\tau$, the amplitude likelihood functions can be rewritten as

$$c_a(a) = c_a^\tau(a) \cdot p_F^\tau,$$ (16)

$$g_a(a|S) = g_a^\tau(a|S) \cdot P_D(S),$$ (17)

where $c_a^\tau(a) = p_t^\tau(a)$, and $g_a^\tau(a|S) = p_t^\tau(a|S)$ [20]. The superscript is used to indicate the measurements exceeding $\tau$.

Generally, the target’s SNR varies with respect to the aspect angle. Assuming that the target’s SNR is a uniform distribution of $[\text{dB}_1, \text{dB}_2]$ in the dB domain, and the corresponding parameter $S$ is in the region $[S_1, S_2]$, then the amplitude likelihood function for the target [20] can be simplified as

$$g_a(a) = 2 \exp\left(-\frac{a^2}{2(1+S_2)}\right) - \exp\left(-\frac{a^2}{2(1+S_1)}\right) \frac{a[\ln(1+S_2) - \ln(1+S_1)]}{a[\ln(1+S_2) - \ln(1+S_1)]}.$$ (18)

### 3. MTT algorithm based on SMC-PHD filter

In this section, on the premise that the attributes of the measurements are distinguishable, the suppression of MRFT
jamming and the clutter in the SMC-PHD framework is realized.

3.1 Decomposed form of PHD filter

Generally, the obtained measurement set \( Z_k \) consists of the measurements originated from the clutter, the true targets and the range false targets, i.e., \( Z_k = Z_{k,b} \cup Z_{k,e} \cup Z_{k,j} \cup \Gamma_k \), where \( Z_{k,b} \), \( Z_{k,e} \), \( Z_{k,j} \) and \( \Gamma_k \) represent the measurement RFS that originates from the newborn targets, the existing targets, the range false targets and the clutter, respectively. Generally, the measurements from range-false-target and newborn target cannot be directly distinguished, so \( Z_{k,B} = Z_{k,b} \cup Z_{k,j} \) is used to represent the RFS of generalized newborn measurements. In addition, \( \varepsilon \) is introduced to mark the attributes of the measurements, i.e.,

\[
D_{k|k}(\varepsilon) = \begin{cases} D_{k|k}(\varepsilon, 0), & z \in Z_{k,e} \\ D_{k|k}(\varepsilon, 1), & z \in Z_{k,B} \end{cases}.
\]

If only the existing target measurements are taken into consideration, the PHD recursion with the amplitude feature [14] will be

\[
D_{k|k-1}(x, 0) = \mathbb{P}_{\varepsilon} \left( \sum_{\varepsilon=0}^{1} D_{k|k-1}(x, \varepsilon), \pi_{k|k-1}(x|\cdot) \right),
\]

where \( \lambda = \lambda_{FA} \) are the false alarm numbers before and after threshold detection, respectively [20].

Likewise, when only the generalized newborn target measurements are taken into consideration, the PHD recursion with the amplitude feature is

\[
D_{k|k-1}(x, 1) = \gamma_{k|k-1}(x),
\]

where \( N_{k-1}^c \) represents the number of the existing particles at time \( k \), \( N_{k-1}^c = N_{k-1}^B + N_{k-1}^c \).

The prediction step for the existing targets in the PHD filter is obtained as

\[
D_{k|k-1}(x, 0) \approx \sum_{n=1}^{N_{k-1}^v} w_{k|k-1,n}^{(n)} \delta_{\varepsilon^{(n)}}(x)
\]

where \( \delta_{\varepsilon^{(n)}}(x) \) is the Dirac delta function. The particles and weights can be obtained as

\[
x_{k|k-1}^{(n)} = \delta_{\varepsilon^{(n)}} \sim q_k(\cdot|x_{k|k-1,e}^{(n)}, Z_k), \quad n = 1, 2, \ldots, N_{k-1}^v,
\]

\[
w_{k|k-1,n}^{(n)} = \frac{\pi_{k|k-1}(x_{k|k-1,e}^{(n)}, x_{k|k-1,c}^{(n)})p_S(x_{k|k-1,e}^{(n)}, x_{k|k-1,c}^{(n)}, q_k(x_{k|k-1,e}^{(n)}, x_{k|k-1,c}^{(n)}, Z_k))}{q_k(x_{k|k-1,e}^{(n)}, Z_k)}, \quad n = 1, 2, \ldots, N_{k-1}^v.
\]

3.2 SMC implementation of existing target filter

In this section, signal amplitude information is introduced to the existing target filter to improve the discrimination performance of the measurement attributes. For time \( k - 1 \) \( (k > 1) \), suppose that \( N_{k-1}^B \) and \( N_{k-1}^c \) are the particle numbers of the potential new targets and the identified targets, respectively. \( \{w_{k-1,1}^{(n)}, x_{k-1,1}^{(n)}\}_{n=1}^{N_{k-1}^B} \) and \( \{w_{k-1,1}^{(n)}, x_{k-1,1}^{(n)}\}_{n=1}^{N_{k-1}^c} \) are the particle sets of \( D_{k-1|k-1}(x, 1) \) and \( D_{k-1|k-1}(x, 0) \), respectively.

Thus, \( D_{k-1|k-1}(x) = D_{k-1|k-1}(x, 0) + D_{k-1|k-1}(x, 1) \), which means if a potential new target at time \( k - 1 \) still survives at \( k \), it will be identified as an existing target. Thus, the particle sets can be given as

\[
\{w_{k-1,1}^{(n)}, x_{k-1,1}^{(n)}\}_{n=1}^{N_{k-1}^B} =
\]
Therefore, the number of the existing targets can be given as
\[ \tilde{N}_{k,e} = \sum_{n=1}^{N_k} w^{(n)}_{k|k,e}. \]  
(31)

For the particle filters, the resampling process is performed to avoid particle degradation. The number of the resampled particles \( N_k \) can be obtained as
\[ N_k = \left\lfloor \eta \cdot \tilde{N}_{k,e} \right\rfloor \]  
(32)
where \( \eta \) is the particle number allocated to each existing target, and \( \left\lfloor \cdot \right\rfloor \) represents a rounding operation. Then the new particle set \( \{ w^{(n)}_{k|k,e}, x^{(n)}_{k|k,e} \}_{n=1}^{N_k} \) after the resampling step can be obtained to approximate the current posterior PHD \( D_{k|k}(x, 0) \).

### 3.3 SMC implementation of generalized newborn target filter

Traditionally, in order to form \( \gamma_{k|k-1}(x) \), lots of particles are needed, and most particles may be eliminated in the resampling step. Therefore, the generalized newborn target is not treated in the same way as the existing target in this paper. Instead, the generalized newborn target particles are limited by the generalized newborn target measurement set \( Z_{k,B} \) to such a region where \( g(z|\cdot), \gamma_{k|k-1} \) has non-zero values [25]. This inherently means the new target must have been detected, so \( \tilde{p}_f(S) = 1 \).

Assume that \( m_{k,B} \) is the number of the measurements in \( Z_{k,B} \), and the known measurement \( z_{i,k,B} \in Z_{k,B} \) (\( i = 1, 2, \ldots, m_{k,B} \)). Then the newborn target particles \( x^{(i,n)}_{k,B} \) [25] can be generated by
\[ x^{(i,n)}_{k,B} \sim N(x; h^{-1}(z_{i,k,B}), J_h R J_h^T), \]
\( n = 1, 2, \ldots, M_B \)  
(33)
where \( M_B \) is the particle number for each measurement, \( h(\cdot) \) is the invertible measurement function, and \( J_h \) is the Jacobian of \( h^{-1}(\cdot) \). Each \( z_{i,k,B} \) is considered to be a measurement for a suspected newborn target. Then
\[ D_{k|k}(x, 1) = \sum_{i=1}^{m_{k,B}} D_{k|k}^i(x, 1) \]  
(34)
where \( D_{k|k}^i(x, 1) \) is the PHD of \( \{x_{k,i}\} \) and can be obtained by
\[ D_{k|k}^i(x, 1) \approx \sum_{n=1}^{M_B} w^{(i,n)}_{k|k,B} \delta_{x^{(i,n)}_{k,B}}(x). \]  
(35)

If there is no MRFT jamming, \( Z_{k,B} \approx Z_{k,b} \), the weights can be given as
\[ w^{(i,n)}_{k|k,B} = \frac{1}{M_B}. \]  
(36)

The value of \( M_B \) must be set empirically and circumstantially, so a balance factor \( \delta = \frac{1}{m_{k,B}} \) is introduced [14] to adaptively adjust the newborn target particle weights according to the candidate newborn target measurement number, i.e., \( w^{(i,n)}_{k|k,B} = \delta M_B \).

In the presence of MRFT jamming, as mentioned in Section 2, the true target and the corresponding range false targets are approximated in the same direction. Thus, the grouping technique based on the angle test can be adopted to preliminarily determine the existence of range-false-target jamming.

Suppose that \( z_{i,k,B} \in Z_{k,B} \) and \( z_{j,k,B} \in Z_{k,B} \) are denoted by \((\rho_{i,k,B}^1, \beta_{i,k,B}^1)\) and \((\rho_{j,k,B}^1, \beta_{j,k,B}^1)\). The angular measurement errors \( \theta_{i,k,B}^1 \) and \( \theta_{j,k,B}^1 \) obey independent normal distributions, and the variances are \( \sigma_{\theta_i}^2 \) and \( \sigma_{\theta_j}^2 \) respectively. Therefore, the \( \chi^2 \) test with two degrees of freedom [1] could be used here:
\[ \eta_{ij}^2 = \frac{(\theta_{i,k,B}^1 - \theta_{j,k,B}^1)^2}{2\sigma_{\theta_i}^2} + \frac{(\beta_{i,k,B}^1 - \beta_{j,k,B}^1)^2}{2\sigma_{\theta_j}^2} < \chi^2_{\alpha}(2) \]  
(37)
where \( \eta_{ij}^2 \) is the test statistic, \( \alpha \) is the significance level, and \( \chi^2_{\alpha}(2) \) represents a parameter of the chi-square test. If (37) is satisfied, then \( z_{i,k,B} \) and \( z_{j,k,B} \) can be classified into one group. This means that one or both of them are range-false-target measurements. Otherwise, the measurement should be used to form a new group. All measurements in \( Z_{k,B} \) take the same test with each other. In this way, MRFT jamming can be preliminarily judged, and the measurements are grouped. The grouping is only for the generalized newborn target measurements, thus improving the computational efficiency compared with the existing methods in [1].
Assume that all generalized newborn target measurements are divided into $M$ groups, so $m_{k,B} \approx M$. There may be only one true target measurement in a group, and the rest are range-false-target measurements or the clutter measurements. Then JSEA information and amplitude information are used to identify the measurement in each group. In this paper, the multi-range-false targets are not directly distinguished, but gradually eliminated by modifying the particle weights of all generalized newborn targets in the filtering. For each measurement group, the amplitude weighted coefficient $\beta_{a,i}$ and the JSEA weighted coefficient $\beta_{\mu,i}$ [32] can be obtained by

$$
\beta_{a,i} = \begin{cases} 
1, & |a_i - \overline{a}| \leq c_1 \\
\left(\frac{c_2 - |a_i - \overline{a}|}{c_2 - c_1}\right)^2, & c_1 < |a_i - \overline{a}| \leq c_2 \\
0, & |a_i - \overline{a}| > c_2 
\end{cases}
$$

$$
\beta_{\mu,i} = \begin{cases} 
1, & \mu_i \leq c_3 \\
\left(\frac{c_4 - \mu_i}{c_4 - c_3}\right)^2, & c_3 < \mu_i \leq c_4 \\
0, & \mu_i > c_4 
\end{cases}
$$

(38)

(39)

where $a_i$ and $\mu_i$ are the amplitude and the JSEA of the measurement $z_{k,B} \in Z_{k,B}$; $\overline{a}$ is the average amplitude of the targets. $c_1$ and $c_2$ are constants with experienced values $c_1 = 0.5\overline{a}$ and $c_2 = 1.5\overline{a}$, respectively. For a typical DRFM system [30], $c_3 = 3$ and $c_4 = 10$ when the number of samples is 32, and the number of bits is 3.

Consequently, the weights of the generalized newborn target particles in the presence of MRFT jamming can be modified as

$$
\begin{align*}
\delta w_{k,B}^{(n)} & = \delta \beta_{a,i} \beta_{\mu,i} \frac{\delta z_{k,B}}{M_B}.
\end{align*}
$$

(40)

When the sampling and weight assignment processes have been performed on all the measurements in $Z_{k,B}$, the weighted particle sets $\{w_{k,B}, x_{k,B}\}_{n=1}^{N_B^k}$ are achieved from the following union operation:

$$
\{w_{k,B}^{(n)}, x_{k,B}^{(n)}\}_{n=1}^{N_B^k} = \{w_{k,B}^{(1,n)}, x_{k,B}^{(1,n)}\}_{n=1}^{M_B} \cup \\
\{w_{k,B}^{(2,n)}, x_{k,B}^{(2,n)}\}_{n=1}^{M_B} \cup \cdots \cup \{w_{k,B}^{(m_{k,B},n)}, x_{k,B}^{(m_{k,B},n)}\}_{n=1}^{M_B}
$$

(41)

where $N_B^k$ is the number of all the newborn target particles, $N_B^k = M_B m_{k,B}$.

4. A gating strategy for SMC-PHD filter

Combined with the measurement likelihood, an effective gating strategy based on the auxiliary information is introduced in this section to determine the attributes of the measurements in the presence of MRFT jamming in the dense clutter environment. Different from the existing anti-false-target jamming algorithms [1,2,10,11], the proposed method does not distinguish the true target measurements from the false target measurements directly. The method firstly divides the obtained measurements into two categories by source: the generalized newborn targets and the existing targets. Subsequently, the weights of the generalized newborn target particles are modified by using the target auxiliary information to suppress MRFT jamming and the clutter.

The candidate region can be obtained by the measurement model, the observation space $Z$ and the normalized innovation square. The radius of the region $r_x$ is expressed by

$$
\begin{align*}
ds(z, h(x)) = \max\{d(z, h(x))\}
\end{align*}
$$

(42)

where $x \in \chi$.

$$
\begin{align*}
d(z, h(x)) &= \sqrt{(z - h(x))^T \Sigma^{-1} (z - h(x))},
\end{align*}
$$

and $\Sigma$ represents the innovation covariance.

The pseudo-code of the proposed gating strategy for the SMC-PHD filter is presented in Algorithm 1.

**Algorithm 1 Gating strategy**

$x_c$ and $W_c$ are the intermediate variable sets, and independent of the calculations.

**Input** $\{x_{k,e}^{(n)}, w_{k,B}^{(n)}\}_{n=1}^{N_{k-1}}$, the latest measurement set $Z_k = \{z_{k,1}, z_{k,2}, \ldots, z_{k,m_k}\}$ ($k > 1$), significance level $\alpha$, the particle number for per measurement $M_B$, the weight threshold $\gamma$ and the quantity threshold $T_r$.

Set $Z_{k,B} = \emptyset$, $Z_{k,e} = \emptyset$, counter $N = 0$ and group number $M = 0$.

Compute $r_x$ using (42).

For each $z_{k,e} \in Z_k$, $c = 1, 2, \ldots, m_k$

Set $x_c = \emptyset$, $W_c = \emptyset$

For each $x_{k,e}^{(n)}$, $n = 1, 2, \ldots, N_{k-1}$

If $d(z_{k,e}, h(x_{k,e}^{(n)})) \leq r_x$

End if

End for

Compute $n_c = |X_c|$, $w_c = \sum_{k=1}^{M} w_{k,B}^{j}$, $j = 0, 1, \ldots, n_c$ in $W_c$

If $n_c \geq T_r$ and $n_c \geq \gamma$

Else

End if

End for

For each $z_{k,a} \in Z_k$, $a = 1, 2, \ldots, N$

$M = M + 1$

For each $z_{k,l} \in Z_k$, $l = a + 1, \ldots, N$, $l \neq a$

End for

...
If $\eta_k^a \leq \chi^2_\alpha(2)$ do 
$Z_{k,B} = \hat{Z}_{k,a}\{z_{k,l}\}$ 
End if
End for
End for
For $p = 1, 2, \ldots, N$ do
Draw $x_{k,B}^{(p,n)}$, $n = 1, 2, \ldots, M_B$ using (33)
Compute $\beta_{a,p}, \beta_{\mu,p}, w_{k(k,k)}^{(p,n)}$ using (38) – (40)
End for

The proposed gating strategy takes full advantage of the particle distinguishing features of distribution and the target auxiliary information. The measurements are firstly divided into the generalized newborn targets and the existing targets. The measurement associated with more than a certain number of particles will be classified as the existing target measurement. Note that all measurements are considered as newborn measurements for $k = 1$. The weight threshold $\gamma$ and the quantity threshold $T_{\tau}$ have an impact on the discrimination of the measurement attributes. If $T_{\tau}$ and $\gamma$ are too large, it may lead to the misjudgment of the existing target as the generalized newborn target, resulting in a slight lag in the estimation of the number of targets. Conversely, small $T_{\tau}$ and $\gamma$ may lead to the misjudgment of the generalized newborn target as the existing target, resulting in the decrease of computational efficiency and correct recognition rate of MRFT. Based on the results from [14], a large number of simulations are carried out in this paper, and it is reasonable to set large values for $T_{\tau}$ and $\gamma$ to ensure the effectiveness of the algorithm.

The framework of the proposed algorithm is shown in Fig. 2, and the main work is marked with dashed lines. Different from the existing association-based anti-jamming algorithms [1,10], the association can be completely avoided in the proposed RFS-based algorithm, thus significantly improving the computational efficiency. Moreover, the proposed algorithm deals with the existing targets and the generalized new targets separately by using different methods. In this way, almost all particles except the existing target particles are excluded during the updating process. Thus the filtering accuracy of the existing targets is improved, and the computational complexity is greatly reduced.

![Algorithm framework of this paper](image-url)

Traditionally, in the absence of any prior information, the target measurements and clutter false alarms are difficult to be distinguished. However, the proposed algorithm can greatly reduce the influence of the clutter measurements. Firstly, the gating strategy and the amplitude characteristic likelihood function are used to eliminate the interaction between the generalized newborn target and the existing target. The clutter alarms at the current moment are completely excluded during the updating for existing targets. Secondly, although the clutter alarms may be mis-
taken for newborn targets, these particles will automatically be eliminated based on the newly obtained measurements and the auxiliary information of the target in the next iteration. Meanwhile, the grouping technique is used to classify the generalized newborn targets. The particle weights of the generalized newborn targets are modified by the amplitude and the phase quantization information to suppress the influence of MRFT jamming and the clutter.

It is noted that the proposed algorithm places the suppression of MRFT jamming in the filtering process, so the suppression of MRFT jamming and the clutter can be obtained at the same time. This is different from the conventional cancellation and tracking methods [1,2,3,10]. In addition, the proposed algorithm does not change the basic structure of the PHD filter, and it can be easily applied to the latest RFS-based filter, but requires more computational cost than the standard form.

5. Simulation

The proposed algorithm is verified in terms of reliability, accuracy and computational efficiency. The simulations are designed in a two dimensional scenario in this paper. Compared with the three dimensional case, the two dimensional case may lead to the reduction of accuracy of the angle test, but make the proposed algorithm more persuasive in suppressing MRFT jamming.

5.1 Example 1

The reliability of the algorithm can be characterized by the correct recognition rate (CRR) of the false targets [1]. The simulation scenario is defined as such a region $[-2000, 2000] \times [-2000, 2000]$ m$^2$. The sensor is located at $(0,0)$ m, and the standard deviations are $\sigma_\beta = 0.1^\circ$ and $\sigma_r = 10$ m. The detection probability of the target $p_D = 1$. The clutter measurements are assumed to be uniformly distributed, and the mean number of the clutter alarms per scan after thresholding is $r$, $r = 10$. For each expected target, $M_B = 200$ and $\eta = 200$. The gating method parameters are conservatively set for $T_r = 20$ and $\gamma = 10^{-4}$ [14]. The true trajectories are shown in Fig. 3, where $\Delta$ and $\Box$ represent the starting point and the end point of each trajectory, respectively. The red color represents the targets using MRFT jamming and each true target has 10 false targets with 100 m intervals.

This simulation is aiming to identify and eliminate the false targets. Four methods are used for comparison purpose: only use of amplitude information (Method 1), only use of phase quantization information (Method 2), the multi-radar network identification method (Method 3) used in [1], and the joint identification combined with the multi-level fuzzy comprehensive evaluation method (method 4) used in [10]. Table 1 shows some essential parameters used in the simulation.

The comparison results are exhibited in Fig. 4. The average CRR (a-CRR) of the five methods is given in Table 2. The proposed method based on amplitude and phase quantization information is better than Method 1 and Method 2 in terms of CRR. It is 16.6% on average higher than Method 1 and 54.1% on average higher than Method 2. The CRR increases with the increase of tracking steps because of the gradual reduction of the influence of the clutter.

---

**Table 1 Essential parameters in the simulation**

| Parameter                        | Value |
|----------------------------------|-------|
| False alarm probability          | 0.001 |
| Mean SNR of true target /dB      | 10    |
| JSR /dB                          | 3     |
| Number of bits of the DRFM       | 3     |
| Sampling frequency of DRFM /GHz  | 1.024 |
| Intermediate frequency of the DRFM / MHz | 100  |
| Number of samples                | 32    |

**Fig. 3 True trajectories of targets**

**Fig. 4 Comparison of different methods**
| Method            | a-CRR  | Stable a-CRR |
|-------------------|--------|--------------|
| The proposed method | 0.916 5 | 0.938 6      |
| Method 1          | 0.785 6 | 0.821 0      |
| Method 2          | 0.594 6 | 0.615 9      |
| Method 3          | 0.925 5 | 0.925 6      |
| Method 4          | 0.892 8 | 0.914 2      |

In addition, when the tracking is stable (after four tracking steps), the result of Method 4 is the smoothest due to the complicated multi-level fuzzy comprehensive evaluation method. The CRR of the proposed algorithm is similar with (or even better than) Method 3 and Method 4. This is because the suppression of MRFT jamming and the clutter can be obtained at the same time in the proposed method which avoids measurement association.

The reliability can also be evaluated by considering the effect of the JSR. Fifty MC experiments are performed with JSR from 0 dB to 10 dB. The result is shown in Fig. 5. As expected, with the increase of JSR, the correct recognition rate of false targets is improved. This is in good agreement with the research results in [10, 29].

5.2 Example 2

The estimation accuracy of the filter can be characterized by the optimal sub-pattern assignment (OSPA) metric [33]. In this example, the order parameter $p = 2$ and the cut off parameter $c = 500$ are used [18]. For the sake of comparison, the typical nonlinear tracking scenario in [34] is used. The region is assumed to be a semicircle with a radius of 2 000 m. A total of ten targets are generated from four different areas, and the coordinated-turn model [14] is used to describe the single target dynamic state. The true trajectories are shown in Fig. 6.

The simulation duration is 100 s and the sampling period is 1 s. MRFT jamming for all targets is 40 – 90 s. The mean SNR of the target is 15 dB with $p_{FA} = 0.1$ and the SNR of the true target signals varies from 10 dB to 30 dB. The other simulation parameters are the same as the previous.

The OSPA and the target number are shown in Fig. 8 and Fig. 9. The proposed method is used to deal with the MRFT jamming case. The measurement-driven adaptive PHD (MDA-PHD) method [14] is used to deal with the case without jamming. It can be found in Fig. 8 that the OSPA shows a peak when a new target appears. This is because the filter needs to adapt to the change of the target number. The OSPA of the proposed method is almost the same as that of the MDA-PHD, or even smaller, regardless of the existence of MRFT jamming. This proves that the combined use of the target amplitude information and the phase quantization information can effectively suppress MRFT jamming and the clutter.

![Fig. 6 Trajectories of true targets](image)

![Fig. 7 Measurements of range and bearing](image)

![Fig. 8 OSPA of different methods](image)
It can also be seen in Fig. 9 that both methods underestimate the target number when there is no MRFT jamming. The proposed method overestimates slightly the target number when MRFT jamming exists. This is because MRFT jamming in this paper is gradually eliminated in the filtering process, rather than immediately. Overall, the proposed method is effective and accurate in dealing with MRFT jamming.

In the case of changing $r$ from 0 to 50, more simulations are carried out. The JPDA method with the extended Kalman filter (EKF) in the presence of jamming [10] and the MDA-PHD in the absence of jamming [14] are chosen as benchmark algorithms. The JPDA is an association-based method and generally used when the target number is known and fixed. In subsequent simulations, the JPDA method is applied to each simulation period with a known and fixed target number, and the elliptical tracking gate is also used. The gate probability is 0.99, the threshold of the tracking gate is 9.21, and the other parameters are the same as those in the other two algorithms. The average OSPA of 50 MC experiments are given in Fig. 10. The time-averaged OSPA of the JPDA is the smallest, because the other two algorithms have no prior knowledge of the target number. When the clutter rate is low, the performance of the MDA-PHD is better than the proposed method. With an increasing clutter rate, the proposed method has an obvious advantage over the MDA-PHD, especially when $r \geq 25$. The mean OSPA of the proposed method is about 30% lower than the MDA-PHD. The advantage of the proposed algorithm in dealing with MRFT jamming and dense clutter is proved.

The average computing time of 50 MC runs with $r = 20$ is given in Fig. 11. In the absence of MRFT jamming, the computational efficiency of the proposed algorithm is almost no less than MDA-PHD, implying that the introduction of the amplitude feature likelihood does not significantly increase the computation complexity. This is because the amplitude feature likelihood is only used for the existing targets. When MRFT jamming exists, the computational complexity increases dramatically, and is positively correlated with the target number.

Under the same simulation conditions, the average computing time over the whole simulation for different methods are given in Table 3. The computing time of the proposed method is almost the same as that of the MDA-PHD. Compared with the JPDA method, the computing time is reduced by 99.5%. Thus, the computational efficiency of the proposed method is verified.

| Method        | Computing time |
|---------------|----------------|
| The proposed method | 0.017 69      |
| MDA-PHD       | 0.013 86       |
| JPDA          | 3.540 2        |

In sum, these results suggest that the proposed method has a good ability to deal with MRFT jamming in the dense clutter environment with a high computational efficiency.

### 6. Conclusions

This paper considers the problem of MTT in the presence of MRFT jamming in the dense clutter environment. An efficient MTT algorithm based on the SMC-PHD filter is proposed. The obtained measurements are firstly divided into two categories based on the gating strategy. The measurements of the generalized newborn target and the existing target are independently used in the decomposed form...
of the SMC-PHD filter. The measurements grouping technique and the target auxiliary information are incorporated into the SMC-PHD filter to deal with MRFT jamming and the clutter by modifying the weight of particles of generalized newborn targets. Simulations have proved its advantages in dealing with MRFT jamming in the dense clutter environment. The identification reliability of false targets is almost the same as (or even better than) that of the multi-radar networking method and that of the joint identification combined with the multi-level fuzzy comprehensive evaluation method. The accuracy is obviously better than that of the MDA-PHD method when the clutter rate is high. The computational efficiency is much higher than that of the existing association-based JPDA method. Meanwhile, the proposed method can be applied to a more realistic scenario compared with the existing JPDA method.
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