Non-equilibrium quantum thermodynamics of a particle trapped in a controllable time-varying potential
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ABSTRACT

Non-equilibrium thermodynamics can provide strong advantages when compared to more standard equilibrium situations. Here, we present a general framework to study its application to concrete problems, which is valid also beyond the assumption of a Gaussian dynamics. We consider two different problems: 1) the dynamics of a levitated nanoparticle undergoing the transition from an harmonic to a double-well potential; 2) the transfer of a quantum state across a double-well potential through classical and quantum protocols. In both cases, we assume that the system undergoes to decoherence and thermalisation. In case 1), we construct a numerical approach to the problem and study the non-equilibrium thermodynamics of the system. In case 2), we introduce a new figure of merit to quantify the efficiency of a state-transfer protocol and apply it to quantum and classical versions of such protocols.
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1. INTRODUCTION

Over the last decade, optomechanics showed a promising potential in controlling and manipulating mesoscopic systems, 1–3 whose implementations already have an important impact on quantum technologies. 4–6 On the other hand, quantum thermodynamics provides the energetic footprint of quantum processes, thus characterising their efficiency. 7–10 The combination of these two burgeoning fields will yield fruitful applications in the field of quantum technologies in the near future. 11–13

The characterization of entropy and its production is among the most important tasks in quantum thermodynamics. 14 By connecting the fields of quantum thermodynamics and quantum information, they describe the process from a quantum-information perspective and provide the first step in quantifying the efficiency of the process, thus clearing the path for possible optimizations. 15,16 Once understood how to characterise the non-equilibrium thermodynamics of an out-of-equilibrium process, 17 we focus on the task of transferring a quantum system from one side to another of a potential (say one featuring a double-well) while preserving its information content (i.e., its quantum state). 18 This can be considered a fundamental first step toward the implementation of mesoscopic quantum technologies. To identify the best state-transfer protocol, the quantification of its efficiency becomes pivotal. Several aspects need to be accounted: the fidelity of the final state with respect to a target one, the speed of the protocol, and its thermodynamical irreversibility.

Here, we present a general approach to characterise the thermodynamics of a process that undergoes a time-varying potential and the influences of an external environment. We demonstrate our approach by applying it to a specific model. We consider a particle under the action of a harmonic potential turning into a double-well. We characterise the process under the thermodynamical perspective by computing the entropy production and its rates. We then introduce a novel figure of merit – namely, the protocol grading – to quantify the efficiency of the protocol.
state-transfer protocol in terms of fidelity, speed and thermodynamical irreversibility of the transfer protocol. We apply our approach to a quantum system which is transferred from one to the other well of a double-well potential.

2. THERMODYNAMICS OF A QUANTUM SYSTEM IN A TIME-VARYING POTENTIAL

To study the thermodynamics of a system under a non-equilibrium transformation, we focus on the example of a quantum harmonic oscillator of mass \( m \) and frequency \( \omega \) whose potential is transformed to a double-well. The free Hamiltonian reads

\[
H_s(t) = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \omega^2 \hat{x}^2 + H_{\text{add}}(t),
\]

where

\[
H_{\text{add}}(t) = -\mathcal{E} \left( \alpha(t) + \frac{(1 - \alpha(t))}{2} \frac{\hat{x}^2}{W^2} \right) e^{-\frac{\hat{x}^2}{2W^2}},
\]

with \( \mathcal{E} \) and \( W \) being a suitably chosen energy scale and length. The potential at time \( t = 0 \) and \( t = \tau \) with \( \alpha(t) = 1 - t/\tau \) is shown in Fig. 1.
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Figure 1. Time-varying potential (red line) and the instantaneous energies (straight colored lines) and corresponding eigenstates (oscillating colored lines). Figure taken from Ref. 17.

Further, we consider the system in interaction with its surrounding environment, which can be described with the following master equation

\[
\frac{d\rho}{dt} = -\frac{i}{\hbar} [H_s, \rho] + D_{\text{lc}}[\rho] + D_{\text{th}}[\rho],
\]

where

\[
D_{\text{lc}}[\rho] = -\Lambda [x, [x, \rho]],
\]

is a localisation term of coupling strength \( \Lambda \), which quantifies the decoherence effects of the collision of the residual gas in the vacuum. On the other hand, we have

\[
D_{\text{th}}[\rho] = \gamma ((\bar{n} + 1)\mathcal{L}_\alpha(\rho) + \bar{n}\mathcal{L}_\alpha^\dagger(\rho)),
\]

being the thermal master equation describing the heat exchange between the system and the environment. Here \( \mathcal{L}_O(\rho) = O\rho O^\dagger - \{O^\dagger O, \rho\}/2 \) and we employed \( x = \sqrt{\hbar/2m\omega}(\hat{a}^\dagger + \hat{a}) \) and \( p = i\sqrt{\hbar m\omega/2}(\hat{a}^\dagger - \hat{a}) \). Such a term is described in terms of \( \gamma \) and \( \bar{n} = (e^{\beta \hbar \omega} - 1)^{-1} \) being respectively the coupling strength between system and environment and the mean number of excitations at the inverse temperature \( \beta \).
We will characterise the non-equilibrium thermodynamics of the system through the use of the Wehrl entropy $S_Q$. For a system of $N = 2j + 1$ degrees of freedom, the latter reads\textsuperscript{12,19,20}

$$S_Q = -\frac{N}{4\pi} \int d\Omega \, Q(\Omega) \ln Q(\Omega),$$

where $d\Omega = \sin(\theta) \, d\theta \, d\phi$, while $Q(\Omega) = \langle \Omega | \rho | \Omega \rangle$ is the Husimi-Q function associated with the state $\rho$. Its time derivative gives the Wehrl entropy production

$$\frac{dS_Q}{dt} = \frac{dS_U}{dt} + \frac{dS_D}{dt} + \frac{dS_D}{dt},$$

whose terms correspond to those in the master equation in Eq. (3). The terms connected to the dissipators $D$ are further decomposed in the irreversible entropy production rate $\Pi$ and the entropy flux rate $\Phi$ as\textsuperscript{20,21}

$$\frac{dS_D}{dt} = \Pi - \Phi.$$}

The second principle of thermodynamics imposes an ever-increasing irreversible entropy production rate $\Pi$, while the whole entropy production rate of the system $dS_D/dt$ can be negative for a sufficiently large positive entropy flux rate $\Phi$.

To compute the explicit form of the latter contributions for our model, we suitably discretise the system using the Holstein Primakoff (HP) transformation\textsuperscript{22–24}, which introduces an effective bosonic system with a fixed dimension $N$; and write it in terms of angular momentum operators $\{J_x, J_y, J_z, J^2\}$. In such a way, the Wehrl entropy can be computed through the following states\textsuperscript{20,21,25,26}

$$|\Omega\rangle = e^{-i\phi J_z} e^{-i\theta J_y} |j, j\rangle.$$

Here $|j, j\rangle$ is the angular momentum state with largest quantum number of $J_z$ and $\Omega = \{\theta, \phi\}$ is the set of Euler angles identifying the direction along which the coherent state points. Using this method, we obtain the numerical expressions for $\Pi$ and $\Phi$, which correspond to those computed analytically, being\textsuperscript{20}

$$\Pi^{lc} = \Lambda \frac{N}{4\pi} \int d\Omega \, \frac{|J_x(Q)|^2}{Q}, \quad \text{and} \quad \Phi^{lc} = 0,$$

for the localisation process, and

$$\Phi^{th} = \gamma (2j + 1) \frac{1}{4\pi} \int d\Omega \sin \theta \left( \frac{2j Q \sin \theta}{(2\pi + 1) - \cos \theta} - \partial_\theta Q \right),$$

$$\Pi^{th} = \gamma (2j + 1) \frac{1}{8\pi} \int d\Omega \, \frac{1}{Q} \left\{ |J_z(Q)|^2 \left[ \frac{(2\pi + 1) \cos \theta - 1}{\tan \theta \sin \theta} + \frac{2j Q \sin \theta + (\cos \theta - (2\pi + 1)) \partial_\theta Q}{(2\pi + 1) - \cos \theta} \right]^2 \right\},$$

for the thermalisation process. Their evolution is shown in Fig. 2, where they approach a non-equilibrium steady state. The latter is characterised by the relation

$$\Pi^{th} + \Pi^{lc} - \Phi^{th} = 0,$$

where none of the quantities is individually zero.

### 3. STATE TRANSFER PROTOCOLS AND QUANTIFICATION OF THEIR EFFICIENCY

Owning the methods to study the thermodynamics of a system undergoing a non-equilibrium transformation, we are now able to discuss the second problem at hand: the quantification of the efficiency of a state-transfer protocol. We thus introduce a new figure of merit – namely the protocol grading $G$ – specifically designed to
emphasise a protocol that gives faithful results (high fidelity), is fast (near to the quantum speed limit) and does not have a strong entropic cost (small production of irreversible entropy).

The idea behind the construction of the protocol grading $G$ is the following. We want a quantity, bounded between 0 and 1, that goes towards 1 if the protocol performs well (high fidelity, near to the quantum speed limit, and with a small production of irreversibility), and 0 if not. We explicitly account the quantum speed limit $g_S$, the experimental quality $g_Q$, and the thermodynamic cost $g_T$ of the protocol, and construct $G$ as\(^\text{(14)}\)

$$G = g_S \times g_Q \times g_T.$$  

Here, we quantify the speed $g_S$ with the following coarse-grained function,

$$g_S = \max \left\{ 0, \left( 1 - 0.1 \times \log_{10} \frac{\tau}{\tau_{\text{QSL}}} \right) \right\}, \quad \text{(15)}$$

where $\tau$ is the time of the protocol, and $\tau_{\text{QSL}}$ is a fundamental lower bound to the time required to distinguish two states during an evolution, which is determined by the quantum speed limit.\(^\text{27}\)

The experimental quality $g_Q$ is identified as

$$g_Q = F_{\exp}(\rho_f, \rho_{TG}), \quad \text{(16)}$$

where $F$ is the fidelity between the final state of the system at the end of the protocol $\rho_f$ and the target state $\rho_{TG}$, being the state of the system as if it would evolve in the target well already from $t = 0$.

Finally, to quantify the thermodynamic cost $g_T$, we use

$$g_T = e^{-\Sigma_{ir}}, \quad \text{(17)}$$

which resembles the expression from fluctuation theorems,\(^\text{28-31}\) and it favors the process with small irreversible entropy production. The explicit form of $\Sigma_{ir}$, which is the total irreversible entropy produced during the process, is given by

$$\Sigma_{ir} = \int_0^\tau dt \Pi(t), \quad \text{(18)}$$

with $\Pi$ that can be computed via Eq. (10) and Eq. (12).
As an application, we focus on the problem of transferring a specific state $\psi$ from the right to the left well in a double-well potential by considering different classical and quantum protocols. The Hamiltonian of the system is

$$H_{\text{free}} = \frac{p^2}{2m} + c_1 x^2 + c_2 x^4,$$

(19)

where the coefficients $c_1 < 0$ and $c_2 > 0$ determine the shape of the double-well potential, which corresponds to the black line of the frame 1) in Fig. 3.

The classical protocol is implemented by adding to the Hamiltonian in Eq. (19) a control function $f(x,t)$, which deforms the potential

$$H_0 = H_{\text{free}} + f(x,t).$$

(20)

For example, with $f(x,t) = \alpha C(t) x$, one can tilt the potential as depicted in Fig. 3 by choosing the proper function $\alpha C(t)$. If performed quickly (i.e., non-adiabatically), the protocol unavoidably excites the system to a high-energy state, as shown by the red wavepacket in frame 2). Then, the system needs to be cooled back to the initial energy, as shown in frame 3). Finally, the potential can be brought back to the original form, as shown in frame 4). Faster is the protocol, larger is the energy increase and consequently the time required for the corresponding dissipation. This is eventually a situation one wants to avoid.

On the other hand, the quantum protocol is implemented by adding to the modified Hamiltonian $H_0$ a counter-adiabatic term $H_{\text{STA}}$, which is defined as

$$H_{\text{STA}}(t) = i\hbar \sum_{i \neq j} \frac{\langle i | H_0 | j \rangle}{E_j - E_i} |i\rangle \langle j|,$$

(21)

and leads, under suitable assumptions, to a shortcut to adiabaticity (STA). Fundamentally, a state-transfer generated by the Hamiltonian $H_0$ in Eq. (20) can exploit the tunnelling effect in a double-well potential. However, a protocol constructed in such a manner would well only work in closed systems and in the adiabatic limit. Indeed, the interaction with the surrounding environment would have detrimental effect on the performance of the protocol. Conversely, the addition of STA Hamiltonian $H_{\text{STA}}$ helps the protocol to achieve such state-transfer in a finite time by accelerating the process. In such a way, the system can follow the adiabatic trajectories in the tunneling process but on a much shorter time-scale.

The comparison of the classical and the quantum protocols in terms of the position distribution $|\psi(x)|^2$ is shown in Fig. 4, where we assumed a thermal environment of 1 K. It is clearly visible, that the quantum protocol requires a smaller deformation of the potential, and it fully transfers the system from the right to the left well.
Conversely, in the classical case, one has a strong deformation of the potential and the system ends in a state being spread over the entire potential. We also note that the time required for the classical protocol $\omega \tau = 300$ is by far longer than that in the quantum case $\omega \tau = 10$.

Figure 4. Comparison of the classical (left panel) and the quantum (right panel) state transfer protocols at 1K. The blue lines represent the position density distribution $|\psi(x)|^2$ of the system as the potential (red line) is changed during the protocol. Figure taken from Ref. 18.

Figure 5. Protocol grading $\mathcal{G}$ for four state transfer protocols considered in cite, under the action of the environment at 1K. Figure taken from Ref. 18.

Having introduced the classical and quantum protocols, we now quantify their performances in terms of the protocol grading $\mathcal{G}$, which is shown in Fig. 4. For small values of $\omega \tau$, the protocol grading strongly favor the quantum protocol ($\mathcal{G} \sim 1$) over the classical one ($\mathcal{G} \sim 0$). Indeed, the quantum protocol well performs for protocol times $\tau$ that are smaller than the decoherence time imposed by the interaction with the surrounding environment. On the other hand, for larger values of $\omega \tau$, we approach a more adiabatic time-scale where also the classical protocol starts to perform better, although the quantum one is still outperforming the classical counterpart.
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