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Abstract

Grant-free transmission is an important feature to be supported by future wireless networks since it reduces the signalling overhead caused by conventional grant-based schemes. However, for grant-free transmission, the number of users admitted to the same channel is not capped, which can lead to a failure of multi-user detection. This paper proposes non-orthogonal multiple-access (NOMA) assisted semi-grant-free (SGF) transmission, which is a compromise between grant-free and grant-based schemes. In particular, instead of reserving channels either for grant-based users or grant-free users, we focus on an SGF communication scenario, where users are admitted to the same channel via a combination of grant-based and grant-free protocols. As a result, a channel reserved by a grant-based user can be shared by grant-free users, which improves both connectivity and spectral efficiency. Two NOMA assisted SGF contention control mechanisms are developed to ensure that, with a small amount of signalling overhead, the number of admitted grant-free users is carefully controlled and the interference from the grant-free users to the grant-based users is effectively suppressed. Analytical results are provided to demonstrate that the two proposed SGF mechanisms employing different successive interference cancelation decoding orders are applicable to different practical network scenarios.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has been recently recognized as a promising solution to realize the three key performance requirements of next-generation mobile networks, namely enhanced Mobile Broadband (eMBB), Ultra Reliable Low Latency Communications (URLLC),
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and massive Machine Type Communications (mMTC) [1]–[3]. For example, existing studies have demonstrated that the use of NOMA can significantly improve the system throughput for downlink and uplink transmission without consuming extra bandwidth, which is particularly important for eMBB [4]–[6]. Since NOMA ensures that multiple users can be served in the same time/frequency resource, the users do not have to wait for serving even if there are not sufficient orthogonal resource blocks available, and hence the latency experienced by the users is reduced, which is a useful feature for the support of URLLC [7]–[9]. The key challenge in realizing mMTC is the support of massive connectivity, given the scarce bandwidth resources, for which NOMA is a perfect solution as it encourages users to share their bandwidth resources instead of solely occupying them [10]–[12]. While the application of NOMA to eMBB has been extensively studied, there are few works on the application of NOMA to URLLC and mMTC.

This paper focuses on the application of NOMA to grant-free transmission which is an important feature to be included in mMTC and URLLC. The basic idea of grant-free transmission is that a user is encouraged to transmit whenever it has data to send, without getting a grant from the base station. Therefore, the lengthy handshaking process between the user and the base station is avoided and the associated signalling overhead is reduced. The key challenge for grant-free transmission is contention, as multiple users may choose the same channel to transmit at the same time. To resolve this problem, two types of grant-free solutions have been proposed. One is to exploit spatial degrees of freedom by applying massive multiple-input multiple-output (MIMO) to resolve contention [13], [14]. The other is to apply the NOMA principle and use sophisticated multi-user detection (MUD) methods, such as parallel interference cancellation (PIC) and compressed sensing [15]–[17]. In general, these grant-free schemes can be viewed as special cases of random access, where the base station does not play any role in multiple access, similar to computer networks. As a result, there is no centralized control for the number of users participating in contention, which means that these grant-free protocols fail if there is an excessive number of active users/devices, a likely situation for mMTC and URLLC.

The aim of this paper is to design NOMA assisted semi-grant-free (SGF) transmission schemes, which can be viewed as a compromise between grant-free transmission and conventional grant-based schemes. In particular, instead of reserving channels either for grant-based users or grant-free users, we focus on an SGF communication scenario in this paper, where one user is admitted to a channel via a conventional grant-based protocol and the other users are admitted to the same channel in an opportunistic and grant-free manner. User connectivity can be improved
by considering this scenario with a combination of grant-based and grant free protocols, as all channels in the network are opened up for grant-free transmission, even if they have been reserved by grant-based users. In order to guarantee that the quality of service (QoS) requirements of the grant-based users are met, the contention among the opportunistic grant-free users needs to be carefully controlled to ensure that the grant-free users transmit only if they do not cause too much performance degradation to the grant-based users. Note that such contention control is not possible with pure grant-free protocols [13]–[17].

Two SGF schemes for contention control are proposed in this paper, where, unlike pure grant-free transmission, multiple access is still controlled by the base station, but with lower signalling overhead compared to the grant-based case. For the first proposed SGF scheme, the base station controls multiple access by broadcasting a threshold value to all users and also provides a criterion for the users to determine if they are qualified for transmission, a strategy similar to random beamforming [18], [19]. As a result, the contention control is realized in an open-loop manner, which does not require the users’ channel state information (CSI) to be known at the base station prior to transmission. Compared to grant-based transmission, less signalling overhead is introduced by SGF since all users which satisfy the criterion set by the base station are allowed to transmit immediately, without going through individual handshaking processes. Compared to grant-free transmission, in SGF, the number of the users admitted to the same channel can be carefully controlled, which helps avoid MUD failure due to an excessive number of admitted users. For the second proposed SGF scheme, distributed contention control is applied, where a fixed number of users with favourable channel conditions is granted access. We note that, for the proposed open-loop SGF scheme, the number of users admitted to the same channel is random, similar to conventional grant-free transmission. In other words, open-loop SGF may still admit more users to the same channel than can be supported, whereas the proposed SGF scheme with distributed contention control ensures that a fixed number of users is granted access.

The design of the proposed SGF protocols largely depends on the decoding order of successive interference cancellation (SIC) at the base station. For example, if the grant-based user’s signal is decoded in the first stage of SIC, in order to reduce the performance degradation experienced by this user, the opportunistic users which are additionally granted access to the same channel should have weak channel conditions. On the other hand, if the grant-based user’s signal is decoded in the last stage of SIC, strong grant-free users should be granted the right to transmit. The impact of the SIC decoding order on the performance of the proposed SGF protocols is
investigated. Particularly, for open-loop SGF, the threshold broadcasted by the base station and the criterion for the users to determine if they are qualified for transmission are designed based on the adopted SIC decoding order, whereas for SGF with distributed contention control, the criterion for user contention is adapted to the SIC decoding order. Analytical results are provided to demonstrate the superior performance of the proposed NOMA assisted SGF protocols and also the impact of different SIC decoding orders on suitable application scenarios for the proposed SGF protocols. In particular, if the grant-based user’s signal is decoded in the first stage of SIC, the proposed SGF protocols are suited for the scenario, where the grant-based user is close to the base station and the grant-free users are cell-edge users. On the other hand, if the grant-based user’s signal is decoded in the last stage of SIC, the proposed SGF protocols are ideally suited for the scenario, where the grant-based user is a cell-edge user and the grant-free users are close to the base station.

II. System Model

Consider an SGF uplink NOMA scenario, where multiple users are admitted to the same channel via a combination of grant-based and grant-free protocols. In particular, among these users, assume that there is one user, denoted by $U_0$, which needs to be served with high priority. Via a grant-based protocol, $U_0$ is allocated a dedicated orthogonal resource block, denoted by $B_0$, for its uplink transmission. In addition, there are $M$ grant-free users, denoted by $U_m$, $1 \leq m \leq M$, which do not have time-critical data and compete with each other for admission to $B_0$ in an opportunistic manner. In a typical machine-type communication network, $U_0$ may be a sensor for healthcare monitoring or critical care, and $U_m$, $1 \leq m \leq M$, may be sensors for power meters or environmental monitoring. In this SGF scenario, all channels in the network are available for grant-free transmission, even if they have been reserved by grant-based users. Hence, massive connectivity can be supported in a spectrally efficient manner.

A. Assumptions for SGF Protocol Design

The proposed SGF protocols are designed under the following assumptions:

- Recall that $U_0$ is admitted to $B_0$ by using a grant-based protocol. It is assumed that via the broadcast signalling during the handshaking process between $U_0$ and the base station, $U_0$’s CSI as well as its transmit power, denoted by $P_0$, become available at the base station and at all grant-free users in an error-free manner.
Prior to multiple access, each user knows its own CSI perfectly, but the base station does not acquire the CSI of the grant-free users, \( U_m, 1 \leq m \leq M \), which reduces the signalling overhead. Via the proposed SGF protocols, a portion of the \( M \) users are granted access. We assume that there is a sufficient number of orthogonal preambles for the base station to acquire the CSI of the transmitting grant-free users in order to facilitate MUD.

\( U_m, 1 \leq m \leq M \), are admitted to \( B_0 \) under the condition that the target data rate of \( U_0 \), denoted by \( R_0 \), can still be achieved with high probability, such that the QoS requirements of \( U_0 \) are satisfied.

We assume that all users’ channels, denoted by \( h_m, 0 \leq m \leq M \), exhibit independent and identically distributed (i.i.d.) quasi-static Rayleigh fading. The ordered channel gains are denoted by \( h_{(m)} \), where \(|h_{(1)}|^2 \leq \cdots \leq |h_{(M)}|^2\).

**B. Low-Overhead Protocols for Contention Control**

A key step for SGF transmission is low-overhead contention control. In this paper, we focus on two types of low-overhead protocols, as described in the following:

1) **Open-loop contention control**: The base station broadcasts a channel quality threshold \( \tau \). The users decide whether to join the NOMA transmission by comparing their channel gains to \( \tau \). A user is admitted if its channel gain is below or above the threshold depending on the SIC order employed by the base station, see Sections III and IV.

2) **Distributed contention control**: Distributed contention control has been extensively studied in the contexts of opportunistic carrier sensing [20] and timer-backoff-based sensor selection [21], [22]. Take the distributed contention control mechanism proposed in [20] as an example, which selects the user with the strongest (or the weakest) channel for channel access. Once the contention time window starts, each user chooses a backoff \( \tau_m \), which is a strictly decreasing (or increasing) function of the user’s channel gain. A user transmits a beacon to the base station after \( \tau_m \) expires, provided that \( \tau_m \) is smaller than the contention time window. As such, the user with the best (or worst) channel condition waits for the shortest time and hence identifies itself to the base station first. This method will be adopted for distributed contention control for the proposed SGF schemes. We note that more advanced distributed contention control schemes can select multiple strong (or weak) users, and a user can acquire the other users’ CSI by using the time differences between the transmitted beacons [20].
The design of the proposed SGF schemes depends on the SIC decoding order, as illustrated in the following two sections.

III. SEMI-GRANT-FREE PROTOCOL - TYPE I

In this section, we assume that the message from $U_0$ is decoded in the first stage of SIC at the base station.

A. Open-Loop Contention Control

The base station broadcasts a threshold $\tau$, which can be interpreted analogous to metrics for the interference temperature in cognitive radio networks [23]. Unlike grant-free protocols, which grant all $M$ users access, here only users whose channel gains are below this threshold are admitted to $B_0$. Without loss of generality, assume that there are $N$ users whose channel gains can satisfy this condition and share $B_0$ with $U_0$.

In order to simplify notations, the noise power is assumed to be normalized, and hence the transmit signal-to-noise ratio (SNR) for $U_0$’s signal is identical to the user’s transmit power, $P_0$. Furthermore, assume that all grant-free users $U_m$ use the same transmit power, denoted by $\bar{P}$. Therefore, with SIC, the base station can support the following data rates for the $(N+1)$ users:

$$\left\{ \log \left( 1 + \frac{|h_0|^2 P_0}{\sum_{j=1}^{N} |h_j|^2 \bar{P} + 1} \right), \log \left( 1 + \frac{|h(i)|^2 \bar{P}}{\sum_{j=1}^{i-1} |h_j|^2 \bar{P} + 1} \right), 1 \leq i \leq N \right\}. \tag{1}$$

The impact of SGF NOMA transmission on the rates of $U_0$ and the $N$ grant-free users is studied separately in the following subsections.

1) Impact of SGF transmission on $U_0$: Based on (1), the outage probability of $U_0$ is given by

$$P_0^{\text{OL}} = \sum_{n=1}^{M} \mathbb{P}(N = n) \mathbb{P}\left( \log \left( 1 + \frac{|h_0|^2 P_0}{\sum_{j=1}^{n} |h(j)|^2 \bar{P} + 1} \right) < R_0 \bigg| N = n \right) \tag{2}$$

$$+ \mathbb{P}\left( |h(1)|^2 > \tau \right) \mathbb{P}\left( \log \left( 1 + |h_0|^2 P_0 \right) < R_0 \bigg| N = 0 \right),$$

where $\mathbb{P}(N = n)$ denotes the probability that there are $n$ grant-free users whose channel gains are smaller than $\tau$. The following theorem provides a closed-form expression for $P_0^{\text{OL}}$. 
Theorem 1. The outage probability of $U_0$ achieved by the proposed open-loop Type I SGF protocol can be expressed as follows:

$$
P_{0,OL}^{I} = \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-(M-n)\tau} \left(1 - e^{-\tau}\right)^n \sum_{p=0}^{n} \binom{n}{p} (-1)^p e^{-p\tau} \left(\sum_{l=0}^{n-1} \epsilon_0 P_0^{-1} P e^{-\epsilon_0 P_0^{-1}(1+Pp\tau)} \right) (1 + \epsilon_0 P_0^{-1} P)^{(l+1)}$$

where $\epsilon_0 = 2^{R_0} - 1$.

Proof. See Appendix A

2) Asymptotic analysis of $P_{0,OL}^{I}$: In order to obtain some intuition about $P_{0,OL}^{I}$, an asymptotic analysis is carried out in the following.

We first consider the case, where $P$ is fixed, $P_0 \to \infty$ and $\tau \sim \frac{1}{P_0}$. In this case, $P_{0,OL}^{I}$ can be approximated as follows:

$$
P_{0,OL}^{I} \approx \epsilon_0 P_0^{-1} P \sum_{n=1}^{M} \frac{M!}{(n-1)!(M-n)!} e^{-(M-n)\tau} \left(1 - e^{-\tau}\right)^n \sum_{p=0}^{n} \binom{n}{p} (-1)^p e^{-p\tau} + \epsilon_0 P_0^{-1}$$

(4)

where step (a) follows by using the binomial expansion and the series expansion of the exponential function. The approximation of $P_{0,OL}^{I}$ can be further simplified as follows:

$$
P_{0,OL}^{I} \approx \epsilon_0 P_0^{-1} + \epsilon_0 P_0^{-1} P \sum_{n=1}^{M} \frac{M!}{(n-1)!(M-n)!} e^{-(M-n)\tau} \left(1 - e^{-\tau}\right)^n + \epsilon_0 P_0^{-1},$$

(5)

Remark 1: Recall that the outage probability of $U_0$ is degraded by admitting the grant-free users to $B_0$. The approximation in (5) clearly shows this degradation, as $\Delta P_{0,OL}^{I}$ is the extra cost for admitting the grant-free users to $B_0$. However, this cost goes to zero, if $\tilde{P}$ is fixed, $P_0 \to \infty$, and $\tau \sim \frac{1}{P_0}$. In other words, by carefully choosing $\tau$, $\tilde{P}$, and $P_0$, it is possible to ensure that $U_0$ experiences the same outage probability with the proposed SGF scheme as in the grant-based case. However, SGF can ensure that more users are connected, compared to a grant-based scheme.

Remark 2: The importance of considering the case with large $P_0$ and small $\tilde{P}$ is explained in the following. Recall that $P_0$ and $\tilde{P}$ denote the transmit SNRs at $U_0$ and the grant-free users,
respectively. Therefore, in practice, the case with large $P_0$ and small $\bar{P}$ represents an important uplink scenario, where the grant-based user is close to the base station and the grant-free users are at the edge of the cell. The proposed Type I SGF protocol is ideally suited to this scenario to support massive connectivity in this situation without causing significant performance degradation to the grant-based user.

Next, we consider a different case, where $\tau$ and $\bar{P}$ are fixed, and $P_0 \to \infty$. In this case, $\mathbb{P}_0^{\text{I,OL}}$ in (3) can be approximated as follows:

$$\mathbb{P}_0^{\text{I,OL}} \approx \epsilon_0 P_0^{-1} \bar{P} \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-(M-n)\tau} \sum_{p=0}^{n} \binom{n}{p} (-1)^p e^{-p\tau} (n+p\tau) + \epsilon_0 P_0^{-1}. \quad (6)$$

The sum of the binomial coefficients in the above equation can be simplified as follows:

$$\sum_{p=0}^{n} \binom{n}{p} (-1)^p e^{-p\tau} p = -ne^{-\tau} (1 - e^{-\tau})^{n-1}. \quad (7)$$

Therefore, the approximation of $\mathbb{P}_0^{\text{I,OL}}$ can be simplified as follows:

$$\mathbb{P}_0^{\text{I,OL}} \approx \epsilon_0 P_0^{-1} + \epsilon_0 P_0^{-1} \bar{P} \sum_{n=1}^{M} \frac{M!e^{-(M-n)\tau} (1 - e^{-\tau})^{n-1} (1 - e^{-\tau} - \tau e^{-\tau})}{(n-1)!(M-n)!} \Delta_{\text{I,OL}}. \quad (8)$$

**Remark 3:** Similar to the case considered in Remark 1, one can also observe that in this case the gap between the outage probabilities of the grant-based and SGF schemes, $\Delta_{\text{I,OL}}$, is reduced to zero as $P_0$ grows. The outage probability with a constant $\tau$ is worse than that with $\tau \sim \frac{1}{P_0}$. On the other hand, SGF with a constant $\tau$ can support more grant-free users than SGF with $\tau \sim \frac{1}{P_0}$, when $P_0 \to \infty$. Following steps similar to the ones to obtain (5) and (8), one can show that $\mathbb{P}_0^{\text{I,OL}}$ also approaches zero when $\tau$ and $P_0$ are fixed but $\bar{P} \to 0$.

3) Impact of SGF transmission on grant-free users: Without loss of generality, assume that $N$ grant-free users have been selected by the proposed protocol. As shown in (1), the proposed Type I SGF protocol can support the following rates for the grant-free users:

$$\log \left( 1 + \frac{|h(i)|^2 \bar{P}}{\sum_{j=1}^{i-1} |h(j)|^2 \bar{P} + 1} \right), \quad (9)$$

where $1 \leq i \leq N$. Without loss of generality, assume that each grant-free user wants to send $L$ bits to the base station. The probability that the number of bits sent by grant-free user $i$ within $B_0$ is less than $L$ is given by

$$\mathbb{P}_i^{\text{I,OL}} = \mathbb{P} \left( B_0 \log \left( 1 + \frac{|h(i)|^2 \bar{P}}{\sum_{j=1}^{i-1} |h(j)|^2 \bar{P} + 1} \right) < L \right). \quad (10)$$
Remark 4: It is assumed that a user can adapt its transmit data rate according to (9), which requires that one user has access to the other users’ CSI. This CSI knowledge can be obtained by adopting the beacon-based distributed contention control scheme in [20], which can be applied in the open-loop mechanism not for contention control, but for one user to acquire other users’ CSI. However, if this CSI knowledge is not available to the users, the probability \( P_{i}^{i,OL} \) in (10) can also be viewed as a lower bound on the outage probability, if each user uses \( \tilde{R}_{i} = \frac{L}{T_{d}} \) as its target data rate.

The probability \( P_{i}^{i,OL} \) can be calculated as follows:

\[
P_{i}^{i,OL} = \mathbb{P}\left( \sum_{j=1}^{i-1} |h_{(j)}|^2 > \frac{1 - e^{-y}}{1 - e^{-|h_{(i)}|^2}} \right) \tag{11}
\]

where \( \tilde{c}_{i} = 2^{\tilde{R}_{i}} - 1 \). Note that there is a hidden constraint \( |h_{(i)}|^2 < \tau \) since the channel gains of all selected users are smaller than \( \tau \). It is important to point out that \( |h_{(i)}|^2 \) and \( \sum_{j=1}^{i-1} |h_{(j)}|^2 \) are correlated. To evaluate the probability \( P_{i}^{i,OL} \), we note that, conditioned on \( |h_{(i)}|^2 \), \( \sum_{j=1}^{i-1} |h_{(j)}|^2 \) can be viewed as the sum of \( (i-1) \) i.i.d. variables, denoted by \( \tilde{h}_{k} \), with the following cumulative distribution function (CDF):

\[
F_{|h_{k}|^2}(y) = \begin{cases} 
\frac{1 - e^{-y}}{1 - e^{-|h_{(i)}|^2}}, & \text{if } y \leq |h_{(i)}|^2 \\
1, & \text{if } y > |h_{(i)}|^2 
\end{cases} \tag{12}
\]

Following steps similar to those in the proof for Theorem 1, conditioned on \( |h_{(i)}|^2 \), the probability density function (pdf) of \( \sum_{j=1}^{i-1} |h_{(j)}|^2 \) can be obtained as follows:

\[
f_{\sum_{j=1}^{i-1} |h_{(j)}|^2}(y) = \sum_{p=0}^{i-1} \binom{i-1}{p} (-1)^{p} e^{p|h_{(i)}|^2} \frac{y^p}{(1 - e^{-|h_{(i)}|^2})^{i-1}(i-2)!} (y-p|h_{(i)}|^2)^{i-2} e^{-(y-p|h_{(i)}|^2)} u(y-p|h_{(i)}|^2), \tag{13}
\]

where \( u(\cdot) \) denotes the unit step function. On the other hand, \( |h_{(i)}|^2 \) is the \( i \)-th smallest value among \( N \) i.i.d. random variables following the distribution in (49), instead of (12). By applying order statistics [24], the pdf of \( |h_{(i)}|^2 \) can be found as follows:

\[
f_{|h_{(i)}|^2}(x) = c_{N,i} e^{-x} \frac{e^{-x}(1 - e^{-x})^{i-1}(e^{-x} - e^{-\tau})^{N-i}}{(1 - e^{-\tau})^{N}}, \tag{14}
\]

where \( c_{N,i} = \frac{N!}{(i-1)!(N-i)!} \).

If \( \tau \leq \tilde{c}_{i} P^{-1} \), the probability is given by

\[
P_{i}^{i,OL} = \int_{0}^{\tau} f_{|h_{(i)}|^2}(x)dx = 1, \tag{15}
\]
otherwise,

\[ P_{i}^{\text{OL}} = \int_{0}^{\bar{P}_{i}} f_{h(i)}(x) dx + \int_{\bar{P}_{i}}^{\tau} f_{h(i)}(x) \int_{\bar{P}_{i}}^{\infty} f_{\sum_{j=1}^{i-1} |h(j)|^2}(y) dy dx. \]  

\[ \text{(16)} \]

It is worth pointing out that the upper limit of the integration of the pdf of \( \sum_{j=1}^{i-1} |h(j)|^2 \) should be \( |h(i)|^2(i - 1) \), but it can be replaced by \( \infty \) as shown in Lemma 2 in Appendix A.

**Remark 5:** The probability \( P_{i}^{\text{OL}} \) can be evaluated numerically by substituting (13) and (14) into (16), but a closed-form expression is difficult to obtain due to the step function in (13).

### B. Distributed Contention Control

After the base station broadcasts \( \tau \), assume that there are \( N \) users whose channels are worse than \( \tau \). Only these \( N \) users are allowed to participate in contention and a fixed number of users will be admitted to \( B_0 \) by applying distributed contention control as discussed at the end of Section II. Due to space limitations, we will focus on the case that only one user is granted access, i.e., the user with channel gain \( h(1) \) is scheduled if \( |h(1)|^2 < \tau \). Therefore, the outage probability of \( U_0 \) can be expressed as follows:

\[ P_{0}^{\text{DCC}} = \sum_{n=1}^{M} \mathbb{P} \left( |h(n)|^2 < \tau, |h(n+1)|^2 > \tau \right) \mathbb{P} \left( \log \left( 1 + \frac{|h(0)|^2 P_0}{\tau^2 P + 1} \right) < R_0 \Big| N = n \right) \]

\[ + \mathbb{P} \left( |h(1)|^2 > \tau \right) \mathbb{P} \left( \log \left( 1 + |h(0)|^2 P_0 \right) < R_0 \Big| N = 0 \right). \]

\[ \text{(17)} \]

The outage probability in (17) can be equivalently expressed as follows:

\[ P_{0}^{\text{DCC}} = \mathbb{P} \left( |h(1)|^2 < \tau, \log \left( 1 + \frac{|h(0)|^2 P_0}{|h(1)|^2 P + 1} \right) < R_0 \right) \]

\[ + \mathbb{P} \left( |h(1)|^2 > \tau, \log \left( 1 + |h(0)|^2 P_0 \right) < R_0 \right). \]

\[ \text{(18)} \]

With some algebraic manipulations, \( Q_2 \) can be expressed as follows:

\[ Q_2 = \left( 1 - e^{-M \tau} \right) \left( 1 - e^{-e_0 P_0^{-1}} \right) - e^{-M \tau} \left( e^{e_0 P_0^{-1}} - e^{-e_0 P_0^{-1}(1 + \tau)} \right) \]

\[ + e^{M \bar{P}_{i}} e^{-\left( (1 + M P^{-1} e_0^{-1} P_0) e_0 P_0^{-1} - e^{-\left( 1 + M P^{-1} e_0^{-1} P_0 \right) e_0 P_0^{-1}(1 + \tau) \right)} \]

\[ \frac{1 + M P^{-1} e_0^{-1} P_0}{1 + M P^{-1} e_0^{-1} P_0}. \]

\[ \text{(19)} \]

By substituting (19) into (18) and using the fact that the second probability in (18) is a product of two simple probabilities, \( \mathbb{P} \left( |h(1)|^2 > \tau \right) = e^{-M \tau} \) and \( \mathbb{P} \left( \log \left( 1 + |h(0)|^2 P_0 \right) < R_0 \right) = 1 - e^{-e_0 P_0^{-1}} \), a closed-form expression for the outage probability of \( U_0 \) can be obtained for the case with distributed contention control.
In order to obtain some insight, consider the case, where \( \bar{P} \) and \( \tau \) are fixed, \( P_0 \to \infty \). In this case, we have
\[
Q_2 \approx (1 - e^{-M\tau}) \epsilon_0 P_0^{-1} - e^{-M\tau} \epsilon_0 P_0^{-1} \bar{P}_\tau + e^{MP^{-1} e^{-\epsilon_0 P_0^{-1} + M \bar{P}_\tau^{-1}}} - e^{-\epsilon_0 P_0^{-1} + M \bar{P}_\tau^{-1}} (1 + \bar{P}_\tau) + e^{MP^{-1} \epsilon_0^{-1} P_0}.
\]

\( Q_2 \) can be further approximated as follows:
\[
Q_2 \approx (1 - e^{-M\tau}) \epsilon_0 P_0^{-1} - e^{-M\tau} \epsilon_0 P_0^{-1} P_\tau + \frac{1 - \epsilon_0 P_0^{-1} - e^{-M\tau} (1 - \epsilon_0 P_0^{-1} - \epsilon_0 P_0^{-1} \bar{P}_\tau)}{1 + MP^{-1} \epsilon_0^{-1} P_0}.
\]

Therefore, the outage probability \( P_{01\text{DCC}} \) can be approximated as follows:
\[
P_{01\text{DCC}} \approx e^{-M\tau} \epsilon_0 P_0^{-1} + (1 - e^{-M\tau}) \epsilon_0 P_0^{-1} - e^{-M\tau} \epsilon_0 P_0^{-1} \bar{P}_\tau + \frac{1 - \epsilon_0 P_0^{-1} - e^{-M\tau} (1 - \epsilon_0 P_0^{-1} - \epsilon_0 P_0^{-1} \bar{P}_\tau)}{1 + MP^{-1} \epsilon_0^{-1} P_0}.
\]

Remark 6: From the asymptotic result in (23), one can observe that the difference between the outage probabilities for the cases where the grant-free user is and is not admitted to \( B_0 \), \( \Delta_{P_{01\text{DCC}}} \), approaches zero as \( M \) approaches infinity. This is different from the previous case considered in (8), where increasing \( M \) deteriorates the outage probability of \( U_0 \). In other words, the use of distributed contention control can effectively ensure that the performance of \( U_0 \) is guaranteed even if there are many grant-free users. We note, however, that the use of distributed contention control results in a higher system overhead than the open-loop scheme.

To analyze the performance of the selected grant-free user, assume that the number of users whose channel gains are below the threshold is fixed and denoted by \( N \), \( N > 0 \), i.e., the number of users which are qualified to participate in contention is assumed to be fixed, and the unordered
channel gains of these users follow the distribution in (49). Therefore, the outage probability of the selected grant-free user is given by

$$\mathbb{P}_{1}^{1\text{DCC}} = 1 - \mathbb{P} \left( \log \left( 1 + \frac{|h_0|^2 P_0}{|h_1|^2 \bar{P} + 1} \right) > R_0, \log \left( 1 + |h_1|^2 \bar{P} \right) > R_i \right)$$

$$= 1 - \mathbb{P} \left( |h_1|^2 \geq \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1}, |h_1|^2 > \bar{P}^{-1} \epsilon_i, |h_1|^2 < \tau \right),$$

where it is assumed that all grant-free users have the same target data rate, denoted by $R_i$. If $\bar{P}^{-1} \epsilon_i \geq \tau$, $\mathbb{P}_{1}^{1\text{DCC}} = 1$. This is due to the fact that the user is selected because its channel gain is smaller than $\tau$, i.e., $|h_1|^2 < \tau$. On the other hand, $\bar{P}^{-1} \epsilon_i$ is the target SNR of the user since $\log(1 + |h_1|^2 \bar{P}) > R_i$ means $|h_1|^2 > \bar{P}^{-1} \epsilon_i$. If $\bar{P}^{-1} \epsilon_i \geq \tau$, the user’s target SNR will never be met. If $\bar{P}^{-1} \epsilon_i < \tau$, the outage probability can be further rewritten as follows:

$$\mathbb{P}_{1}^{1\text{DCC}} = 1 - \mathbb{P} \left( \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1} > 0, |h_1|^2 < \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1}, |h_1|^2 > \bar{P}^{-1} \epsilon_i, |h_1|^2 < \tau \right)$$

$$= 1 - \mathbb{P} \left( \epsilon_0^{-1} P_0 |h_0|^2 - 1 > \bar{P} \epsilon_i, \bar{P}^{-1} \epsilon_i < |h_1|^2 < \tau \right)$$

$$- \mathbb{P} \left( 0 < \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1} < \tau, \bar{P}^{-1} \epsilon_i < |h_1|^2 < \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1} \right).$$

By applying order statistics [24] and also treating $|h_1|^2$ as the smallest value among $N$ i.i.d. random variables following the distribution in (49), the outage probability of the selected grant-free user can be expressed as follows:

$$\mathbb{P}_{1}^{1\text{DCC}} = 1 - e^{-\epsilon_0 P_0^{-1} (1 + \bar{P} \epsilon_i)} \left( e^{-\bar{P}^{-1} \epsilon_i} - e^{-\tau} \right)^N \left( e^{-\epsilon_0 P_0^{-1} (1 + \bar{P} \epsilon_i)} - e^{-\epsilon_0 P_0^{-1} (1 + \bar{P} \epsilon_i)} \right)^N \left( e^{-(\bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1})} - e^{-\bar{P}^{-1} \epsilon_i} \right)^N$$

$$+ \left( e^{-(\bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1})} - e^{-\bar{P}^{-1} \epsilon_i} \right)^N e^{-(1 + k \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1})} e^{-(1 + k \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1})} e^{-(1 + k \bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1})}$$

$$= 1 - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1}} \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1}} - e^{-\tau} \right)^N \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1}} - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1}} \right)^N \left( e^{-(\bar{P}^{-1} \epsilon_0^{-1} P_0 |h_0|^2 - \bar{P}^{-1})} - e^{-\bar{P}^{-1} \epsilon_i} \right)^N$$

$$\times e^{-(\epsilon_0 P_0^{-1} + \bar{P}^{-1})} - e^{-(\epsilon_0 P_0^{-1} + \bar{P}^{-1})} \left( e^{-(1 + \bar{P}^{-1} \epsilon_i)} \right)^N \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} \right)^N \left( e^{-(1 + \bar{P}^{-1} \epsilon_i)} \right)^N \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} \right)^N \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} \right)^N \left( e^{-(1 + \bar{P}^{-1} \epsilon_i)} \right)^N \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} \right)^N \left( e^{-(1 + \bar{P}^{-1} \epsilon_i)} \right)^N \left( e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} - e^{-\epsilon_0 P_0^{-1} \bar{P}^{-1} \epsilon_i} \right)^N \left( e^{-(1 + \bar{P}^{-1} \epsilon_i)} \right)^N$$

Remark 7: An error floor exists for $\mathbb{P}_{1}^{1\text{DCC}}$, as explained in the following. By increasing $P_0$ and fixing $\bar{P}$, the probability for event, $\log \left( 1 + \frac{|h_0|^2 P_0}{|h_1|^2 \bar{P} + 1} \right) < R_0$, goes to zero, but not that for event, $\log \left( 1 + |h_1|^2 \bar{P} \right) < R_i$. By fixing $P_0$ and increasing $\bar{P}$, the probability for event, $\log \left( 1 + \frac{|h_0|^2 P_0}{|h_1|^2 \bar{P} + 1} \right) < R_0$, approaches one, whereas the probability for event,
\( \log \left(1 + |h_{(1)}|^2 \bar{P}\right) < R_i \), goes to zero. Note that if \( P_0 = \bar{P} \to \infty \), the probability can be approximated as follows:

\[
\mathbb{P}^{\text{DCC}}_1 \to \sum_{k=0}^{N} \frac{\binom{N}{k} \left(1\right)^{N-k} e^{-\tau(N-k)}}{(1-e^{-\tau})^N} \frac{1 - e^{-(\epsilon_0+k)\tau}}{(1 + k\epsilon_0^{-1})},
\]

which is no longer a function of the transmit powers.

IV. SEMI-GRA NT-FREE PROTOCOL - TYPE II

In this section, we assume that \( U_0 \)'s message is decoded in the last stage of SIC. The corresponding design of the two proposed SGF transmission schemes is described in the following two subsections.

A. Open-Loop Contention Control

Since \( U_0 \)'s message is decoded after the messages from the grant-free users are decoded at the base station, grant-free users with strong channel conditions should be scheduled, which means the following change to the contention control mechanism. Upon receiving the threshold \( \tau \) from the base station, only users whose channel gains are above the threshold will participate in the SGF transmission. Assume again that \( N \) users are selected, without loss of generality.

1) Impact of SGF transmission on \( U_0 \): Since \( U_0 \)'s message is decoded in the last stage of SIC, \( U_0 \)'s outage performance also depends on whether the messages from the \( N \) grant-free users can be correctly decoded at the base station. Therefore, the outage probability experienced by \( U_0 \) can be expressed as follows:

\[
\mathbb{P}^{\text{II,OL}}_0 = 1 - \sum_{n=1}^{M} \mathbb{P} \left(N = n\right) Q_3 - \mathbb{P} \left(N = 0\right) \mathbb{P} \left(\log \left(1 + |h_0|^2 P_0\right) > R_0\right), \tag{28}
\]

where

\[
Q_3 = \mathbb{P} \left(\log \left(1 + |h_0|^2 P_0\right) > R_0, \log \left(1 + \frac{\bar{P} \sum_{j=M-n+1}^{M} |h_{(j)}|^2}{1 + |h_0|^2 P_0}\right) > R_{\text{sum},n}\right) \bigg| N = n, \tag{29}
\]

and \( R_{\text{sum},n} \) is the target sum rate of the \( n \) grant-free users. Without loss of generality, again assume that the grant-free users have the same target data rate, \( R_i \), and \( R_{\text{sum},n} = nR_i \). It is worth pointing out that a sum-rate based criterion for successful SIC decoding is used in \( Q_3 \). Otherwise, the outage events of the \( n \) consecutive SIC stages need to be taken into consideration, which makes the evaluation difficult due to the correlation between the signal-to-interference-plus-noise ratios (SINRs) in the different SIC stages.
The following theorem provides a closed-form expression for the outage probability of $U_0$.

**Theorem 2.** The outage probability of $U_0$ achieved by the proposed open-loop Type II SGF protocol can be expressed as follows:

$$
P_{II,OL}^{\text{OL}} = 1 - \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-n\tau} \left(1 - e^{-\tau}\right)^{M-n}$$

$$\times \left(\sum_{l=1}^{n-1} \frac{\epsilon_{s,n}}{l!} P_0^{l-1} \frac{\Gamma(l+1, (\bar{\tau}_n - \tau_n)(1 + \epsilon_{s,n} P_0))}{(1 + \epsilon_{s,n} P_0)^{l+1}} + e^{-\epsilon_0 P_0^{-1}} - e^{-\tau_n} \right) - (1 - e^{-\tau}) M e^{-\epsilon_0 P_0^{-1}},$$

where $\epsilon_{s,n} = 2R_{sum,n} - 1$, $\tau_n = \frac{n\tau_0^{-1} P_0^{-1}}{\epsilon_0}$, and $\bar{\tau}_n = \max(\tau_n, \epsilon_0 P_0^{-1})$.

**Proof.** See Appendix C.

In order to obtain insightful analytical results, an asymptotic study is carried out in the following. When $P_0$ and $\tau$ are fixed and $\bar{P} \to \infty$, the incomplete Gamma function in (30) can be approximated as follows:

$$\Gamma(l+1, (\bar{\tau}_n - \tau_n)(1 + \epsilon_{s,n} P_0)) \approx l! e^{-(\bar{\tau}_n - \tau_n)} \sum_{m=0}^{l} \frac{(\bar{\tau}_n - \tau_n)^m}{m!}.$$ (31)

Therefore, the expression for $P_{II,OL}^{\text{OL}}$ can be approximated as follows:

$$P_{II,OL}^{\text{OL}} \approx 1 - \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-n\tau} \left(1 - e^{-\tau}\right)^{M-n} \left(\sum_{l=1}^{n-1} \frac{\epsilon_{s,n}}{l!} P_0^{l-1} e^{-\tau_n} \sum_{m=0}^{l} \frac{(\bar{\tau}_n - \tau_n)^m}{m!} + e^{-\epsilon_0 P_0^{-1}}\right)$$

$$- (1 - e^{-\tau}) M e^{-\epsilon_0 P_0^{-1}}$$

$$\approx 1 - e^{-\epsilon_0 P_0^{-1}} + \bar{P}^{-1} P_0 \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-n\tau} \epsilon_{s,n} \left(1 - e^{-\tau}\right)^{M-n} e^{-\tau_n} (1 + \bar{\tau}_n - \tau_n).$$ (32)

It is important to point out that $\epsilon_{s,n}$ is also a function of $n$ since $R_{sum,n} = nR_i$. We note that $\tau_n = \tau_\text{ns}$ since $\tau_n > \epsilon_0 P_0^{-1}$ for $\bar{P} \to \infty$. Therefore, $P_{II,OL}^{\text{OL}}$ can be approximated as follows:

$$P_{II,OL}^{\text{OL}} \approx 1 - e^{-\epsilon_0 P_0^{-1}} + \bar{P}^{-1} P_0 \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-n\tau} \epsilon_{s,n} e^{-\tau_n} \left(1 - e^{-\tau}\right)^{M-n} \epsilon_{s,n} \left(\frac{e^{-\tau_n P_0^{-1}}}{P_0}\right)^n.$$ (33)
Since $\bar{P} \to \infty$, the approximation of $P_{0}^{\text{II, OL}}$ can be further simplified as follows:

$$P_{0}^{\text{II, OL}} \approx 1 - e^{-\epsilon_{0}P_{0}^{-1}} + \frac{e^{-\tau_{0}P_{0}Me^{-\tau}(1-e^{-\tau})^{M-1}\epsilon_{s,1}}}{\tilde{P}e^{\frac{\tau_{s,1}P}{\epsilon_{0}}}} \frac{P_{0}}{\Delta P_{0}^{\text{II, OL}}}.$$  \hspace{1cm} (34)

**Remark 8:** The approximation in (34) shows that the difference between the outage probabilities for the cases where grant-free users are and are not admitted to $B_{0}$, $\Delta P_{0}^{\text{II, OL}}$, approaches zero, as $\bar{P}$ is increased and $P_{0}$ is fixed. This is different from the behaviour of the proposed Type I SGF protocol, where the difference is reduced to zero if $P_{0}$ is increased and $\bar{P}$ is fixed. This difference is due to the different SIC decoding orders employed by the two protocols.

**Remark 9:** Compared to the case considered in Remark 2, the case with small $P_{0}$ and large $\bar{P}$ represents another important uplink scenario, where the grant-based user is a cell-edge user and the grant-free users are close to the base station. The proposed Type II SGF protocol is ideally suited for such uplink communication scenarios, as massive connectivity can be effectively supported and the QoS requirement of the grant-based user can be strictly guaranteed.

**Remark 10:** Following steps similar to (34), one can also show that the outage probability difference $\Delta P_{0}^{\text{II, OL}}$ is reduced to zero by increasing $\tau$, instead of reducing $\tau$ which was considered in Remark 1.

**2) Impact of SGF transmission on grant-free users:** In order to analyze the impact of the proposed protocol on the grant-free users’ data rates, in this section, we assume that $N$ grant-free users have been selected. Similar to (1), it is assumed that each user can adapt its transmit data rate as follows:

$$\log \left( 1 + \frac{|h(i)|^{2}\bar{P}}{\sum_{j=M-N+1}^{i-1} |h(j)|^{2}\bar{P} + |h_{0}|^{2}P_{0} + 1} \right),$$  \hspace{1cm} (35)

where $(M - N + 1) \leq i \leq M$. We focus on the probability for a grant-free user to successfully send $L$ bits to the base station within $B_{0}$, which is obtained as follows:

$$P_{i}^{\text{II, OL}} = \mathbb{P} \left( B_{0} \log \left( 1 + \frac{|h(i)|^{2}\bar{P}}{\sum_{j=M-n+1}^{i-1} |h(j)|^{2}\bar{P} + |h_{0}|^{2}P_{0} + 1} \right) < L \right),$$  \hspace{1cm} (36)
where the expression for the trivial case with $i = M - N + 1$ can be obtained similarly. Probability $P_{i}^{H,OL}$ can be rewritten as follows:

$$
P_{i}^{H,OL} = \mathbb{P}\left( \bar{P} \sum_{j=M-N+1}^{i-1} |h_{(j)}|^2 + P_0|h_0|^2 > \tilde{\epsilon}_i^{-1}\tilde{P}|h_{(i)}|^2 - 1 \right)
$$

$$= \mathbb{P}\left( \bar{P} \sum_{j=M-N+1}^{i-1} |h_{(j)}|^2 + P_0|h_0|^2 > \tilde{\epsilon}_i^{-1}\tilde{P}|h_{(i)}|^2 - 1, |h_{(i)}|^2 > \tilde{\epsilon}_i\tilde{P}^{-1} \right)
$$

$$+ \mathbb{P}\left( |h_{(i)}|^2 < \tilde{\epsilon}_i\tilde{P}^{-1} \right).$$

Compared to (11), the probability in (37) is more difficult to evaluate as there are three random variables, $|h_0|^2$, $|h_{(i)}|^2$, and $\sum_{j=M-N+1}^{i-1} |h_{(j)}|^2$, involved in the expression. The fact that $|h_{(i)}|^2$ and $\sum_{j=M-N+1}^{i-1} |h_{(j)}|^2$ are correlated makes the analysis more challenging. Therefore, we rely on computer simulations for the performance analysis, see Section V.

### B. Distributed Contention Control

After the base station broadcasts the threshold $\tau$, assume that there are $N$ users whose channel gains are stronger than $\tau$ and only these $N$ users are allowed to participate in distributed contention control. We note that the unordered channel gains of these users follow the distribution in (66). The user with the strongest channel gain is selected, instead of the weakest user as for the proposed Type I SGF protocol. Therefore, the outage probability of $U_0$ can be expressed as follows:

$$P_{0}^{H,DCC} = 1 - \sum_{n=1}^{M} \mathbb{P}\left( |h_{(M-n)}|^2 < \tau, |h_{(M-n+1)}|^2 > \tau \right) Q_4$$

$$- \mathbb{P}\left( |h_{(M)}|^2 < \tau \right) \mathbb{P}\left( \log\left( 1 + |h_0|^2 P_0 \right) > R_0 \right).$$

where again it is assumed that all grant-free users use the same target data rate, $R_i$, and

$$Q_4 = \mathbb{P}\left( \log\left( 1 + |h_0|^2 P_0 \right) > R_0, \log\left( 1 + \frac{\tilde{P}|h_{(M)}|^2}{1 + |h_0|^2 P_0} \right) > R_i \right) \bigg| N = n \right).$$

$P_{0}^{H,DCC}$ can be simplified to the following equivalent form:

$$P_{0}^{H,DCC} = 1 - \mathbb{P}\left( |h_{(M)}|^2 > \tau, |h_{(M)}|^2 > \tilde{P}^{-1}\epsilon_i(1 + P_0|h_0|^2), |h_0|^2 > P_0^{-1}\epsilon_0 \right) Q_4$$

$$- \mathbb{P}\left( |h_{(M)}|^2 < \tau \right) \mathbb{P}\left( \log\left( 1 + |h_0|^2 P_0 \right) > R_0 \right),$$
By analyzing the constraints of $|h_{(M)}|^2$ and $|h_0|^2$, $\widetilde{Q}_4$ can be expressed as follows:

$$\widetilde{Q}_4 = \mathbb{P} \left( |h_{(M)}|^2 > P^{-1}\epsilon_i(1 + P_0|h_0|^2), P^{-1}\epsilon_i(1 + P_0|h_0|^2) > \tau, |h_0|^2 > P_0^{-1}\epsilon_0 \right)$$

$$+ \mathbb{P} \left( |h_{(M)}|^2 > \tau, \bar{P}^{-1}\epsilon_i(1 + P_0|h_0|^2) < \tau, |h_0|^2 > P_0^{-1}\epsilon_0 \right).$$

With some algebraic manipulations, $\widetilde{Q}_4$ can be evaluated as follows:

$$\widetilde{Q}_4 = \sum_{k=0}^{M} \binom{M}{k} (-1)^k e^{-k\bar{P}^{-1}\epsilon_i} \frac{e^{-(1+k\bar{P}^{-1}\epsilon_i P_0)\theta_h}}{(1 + k\bar{P}^{-1}\epsilon_i P_0)} \left(1 - (1 - e^{-\tau})^M \right) \left( e^{-P_0^{-1}\epsilon_0} - e^{-(P_0^{-1}\epsilon_1 \tau - P_0^{-1})} \right),$$

(41)

if $P_0^{-1}\bar{P}^{-1}\epsilon_i \tau - P_0^{-1} \geq P_0^{-1}\epsilon_0$, otherwise

$$\widetilde{Q}_4 = \sum_{k=0}^{M} \binom{M}{k} (-1)^k e^{-k\bar{P}^{-1}\epsilon_i} \frac{e^{-(1+k\bar{P}^{-1}\epsilon_i P_0)\theta_h}}{(1 + k\bar{P}^{-1}\epsilon_i P_0)} \left(1 - (1 - e^{-\tau})^M \right) \left( e^{-P_0^{-1}\epsilon_0} - e^{-(P_0^{-1}\epsilon_1 \tau - P_0^{-1})} \right),$$

(42)

where $\theta_h = \max(P_0^{-1}\epsilon_0, P_0^{-1}\bar{P}^{-1}\epsilon_i \tau - P_0^{-1})$. By substituting the expressions for $\widetilde{Q}_4$ in (40) and also using the fact that $\mathbb{P} \left( |h_{(M)}|^2 < \tau \right) \mathbb{P} \left( \log(1 + |h_0|^2 P_0) > R_0 \right) = (1 - e^{-\tau})^M e^{-\epsilon_0 P_0^{-1}}$, the outage probability $\mathbb{P}_{0}^{\text{ILDCC}}$ can be obtained for the case with distributed contention control.

On the other hand, to analyze the performance of the selected grant-free user, assume that there is a fixed number of grant-free users, denoted by $N$, whose channel gains are above the threshold. Therefore, conditioned on $N$, the outage probability of the selected grant-free user is given by

$$\mathbb{P}_{N}^{\text{ILDCC}} = \mathbb{P} \left( \log \left( 1 + \frac{\bar{P}|h_{(N)}|^2}{1 + |h_0|^2 P_0} \right) < R_i \right).$$

(43)

Note that $|h_{(N)}|^2 > \tau$, which means that $\mathbb{P}_{N}^{\text{ILDCC}}$ can be evaluated as follows:

$$\mathbb{P}_{N}^{\text{ILDCC}} = \mathbb{P} \left( |h_{(N)}|^2 < \bar{P}^{-1}\epsilon_i(1 + P_0|h_0|^2) \right)$$

$$= \mathbb{P} \left( |h_{(N)}|^2 < \bar{P}^{-1}\epsilon_i(1 + P_0|h_0|^2), \bar{P}^{-1}\epsilon_i(1 + P_0|h_0|^2) > \tau \right).$$

(44)

Following steps similar to those in the proof for Theorem 2, $\mathbb{P}_{N}^{\text{ILDCC}}$ can be expressed in closed form as follows:

$$\mathbb{P}_{N}^{\text{ILDCC}} = \sum_{k=0}^{N} \binom{N}{k} (-1)^k e^{k\tau} e^{-k\bar{P}^{-1}\epsilon_i} \frac{e^{-(1+k\bar{P}^{-1}\epsilon_i P_0)(P_0^{-1}\epsilon_1 \tau - P_0^{-1})}}{1 + k\bar{P}^{-1}\epsilon_i P_0}.$$

(45)

where recall $(x)^+ \triangleq \max(0, x)$.

Remark 11: Recall that the use of the proposed Type I SGF protocol with distributed contention control yields an error floor for the outage probability of the selected grant-free user. This error
floor does not exist for the Type II SGF protocol as explained in the following. Take the case where $P_0$ and $\tau$ are fixed and $\bar{P} \to \infty$ as an example. One can find that $\mathbb{P}_N^{H, DCC} \to 0$ since

$$\mathbb{P}_N^{H, DCC} \to \sum_{k=0}^{N} \binom{N}{k} (-1)^k e^{k\tau} e^{-k\bar{P}e^{-1}\epsilon_i e^{-P_0^{-1}P\epsilon_i^{-1}\tau}} \to 0$$

Note that $\mathbb{P}_N^{H, DCC} \to 0$ also holds when $\bar{P} \to \infty$, even if $\tau \to 0$, i.e., all grant-free users can participate in the contention.

V. Numerical Studies

In this section, the performance of the proposed SGF protocols is evaluated by using computer simulations, where the conventional grant-free and grant-based schemes are used as benchmarks to facilitate performance evaluation. In particular, the grant-free scheme admits all $M$ grant-free users to $B_0$, whereas $B_0$ is solely occupied by $U_0$ for the grant-based scheme.

In Fig. 1, the impact of the proposed Type I SGF protocol with open-loop contention control on the outage probability of $U_0$ is shown as a function of the transmit SNR, $P_0$, where the noise power is assumed to be normalized. As can be observed from Fig. 1, it is possible to ensure that $U_0$ communicates with the base station as if it solely occupied $B_0$, while additional grant-free users are admitted to $B_0$. The difference between the outage probabilities for the grant-based and the SGF schemes is insignificant if the transmit power of the grant-free users is small, i.e., $\bar{P} = 0$ dB. This is because the grant-free users do not cause strong interference to $U_0$ if $\bar{P}$ is small. When the transmit power of the grant-free users is large, i.e., $\bar{P} = 20$ dB, it is important to reduce the value of threshold, $\tau$. As such, fewer grant-free users are admitted to $B_0$, and hence the outage performance of the proposed SGF protocol remains similar to that of the grant-based scheme, as shown in Fig. 1(b). On the other hand, the grant-free scheme results in the worst performance among the three considered schemes since it admits all grant-free users and hence introduces severe interference. The two subfigures in Fig. 1 also demonstrate that the developed analytical results perfectly match the simulation results, and the gap between the asymptotic results and the simulation results is reduced for large $P_0$.

In Fig. 2, the impact of the open-loop Type I SGF protocol on the grant-free users’ data rates is studied, where it is assumed that there are $N = 5$ selected grant-free users. The definition of the transmission errors is based on (10). As can be observed from the figure, the grant-free users’
transmission error probabilities exhibit error floors. This is due to the fact that $U_i$ is impaired by the interference from grant-free users $U_j$, $j < i$. These error floors are reduced by reducing $i$, since $U_i$ is affected by less interference than $U_k$, for $i < k$. Fig. 2 also demonstrates the accuracy of the developed analytical results.

In Figs. 3 and 4 the performance of the proposed Type I SGF scheme with distributed contention control is evaluated. In Fig. 3 the performance of the Type I SGF scheme is studied for two contention control protocols, open-loop contention control and distributed contention control. When $M = 1$, there is no difference between the two protocols, which is the reason
Fig. 3. Impact of Type I SGF NOMA transmission on the outage probability of \( U_0 \) for the open-loop and distributed contention control protocols. \( \tau = 1 \) and \( \bar{P} = 0 \) dB. OL stands for open-loop and DCC stands for distributed contention control.

Fig. 4. Impact of Type I SGF NOMA transmission with distributed contention control on the outage probability of the grant-free user. \( \tau = 0.5 \).

why the curves for the two protocols overlap in the figure. For large \( M \), distributed contention control ensures that \( U_0 \) experiences almost the same performance as the grant-based scheme, but fewer grant-free users are scheduled compared to the open-loop scheme. It is worth pointing out that the grant-free scheme results in the worst performance for both cases. Fig. 4 demonstrates the impact of the proposed SGF protocol with distributed contention control on the grant-free user’s outage probability. This figure reveals that there is an error floor, which can be explained as follows. As can be observed from (24), the outage probability \( P_{1}^{\text{LDCC}} \) comprises two outage events, \( \left( \log \left( 1 + \frac{|h_0|^2 P_0}{|h_{(1)}|^2 \bar{P} + 1} \right) > R_0, \log \left( 1 + |h_{(1)}|^2 \bar{P} \right) < R_i \right) \) and \( \left( \log \left( 1 + \frac{|h_0|^2 P_0}{|h_{(1)}|^2 \bar{P} + 1} \right) < R_0 \right) \). The event \( \left( \log \left( 1 + \frac{|h_0|^2 P_0}{|h_{(1)}|^2 \bar{P} + 1} \right) < R_0 \right) \) is the cause for the error floor since the SINR becomes a constant when both \( P_0 \) and \( \bar{P} \) approach infinity, as shown in (27). This error floor can be
reduced by increasing $N$ and reducing the users’ rate requirements. In particular, a large $N$ can reduce the error floor because $|h(1)|^2$ is more likely to be small for large $N$ and hence the event $\left( \log \left( 1 + \frac{|h_0|^2 P_0}{|h(1)|^2 P + 1} \right) < R_0 \right)$ is less likely to happen.
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Fig. 5. Performance of Type II SGF NOMA transmission with open-loop contention control. $M = 10$ and $\tau = 1$.
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Fig. 6. Impact of Type II SGF NOMA transmission on the outage probability of $U_0$ with open-loop contention control and distributed contention control. $\tau = 1$, $M = 20$, $R_0 = 1$ BPCU and $R_i = 0.5$ BPCU.

In Figs. 5, 6 and 7 the performance of the proposed Type II SGF protocol is evaluated, where the conventional grant-based and grant-free protocols are used as benchmarks. Fig. 5 demonstrates the impact of the proposed Type II SGF protocol with open-loop contention control on $P_{i,OL}^{II}$ and $P_{0,OL}^{II}$, respectively. Consistent with Fig. 1 the use of the proposed SGF protocol can ensure that $U_0$ experiences the same outage performance as if it solely occupied $B_0$, while the
grant-free scheme realizes the worst performance among the three considered schemes. However, unlike the Type I protocol, the gap between the grant-based and SGF schemes is reduced by increasing $\bar{P}$, as can be observed from Fig. 5(a). The outage probability in Fig. 5(a) has an error floor since the outage probability of the SGF scheme is lower bounded by the outage probability for the grant-based scheme, i.e., $\mathbb{P}(1 + |h_0|^2P_0 < R_0)$. Fig. 5(b) shows the interesting phenomenon that $\mathbb{P}^{II,OL}_i$ is smaller than $\mathbb{P}^{II,OL}_j$ for $i > j$, if $\tilde{R}_i$ is small enough. Otherwise, $\mathbb{P}^{II,OL}_i$ can be larger than $\mathbb{P}^{II,OL}_j$. Characterizing this impact of $\tilde{R}_i$ on $\mathbb{P}^{II,OL}_i$ by finding a closed-form expression for $\mathbb{P}^{II,OL}_i$ is an important topic for future research.

In Fig. 6, the performances of the proposed Type II SGF schemes with open-loop and distributed contention control are compared. Note that the two control mechanisms become identical if there is only one grant-free user, which is the reason why the curves for the two schemes coincide for $M = 1$. By increasing $M$, the open-loop based scheme offers the benefit that more grant-free users are admitted to $B_0$, but the resulting outage performance is worse than that of the scheme with distributed contention control. It is worth pointing out that both schemes outperform the grant-free scheme and achieve the same performance as the grant-based scheme for large $\bar{P}$. In Fig. 7, the impact of the Type II SGF scheme with distributed contention control on the selected grant-free user’s outage performance is studied. As discussed in Remark 11, unlike Type I SGF, the use of Type II SGF can ensure that the outage probability of the grant-free user approaches zero as $\bar{P}$ grows, which is confirmed by the simulation results in Fig. 7.

![Fig. 7. Impact of Type II SGF NOMA transmission with distributed contention control on the outage probability of $U_N$. $P_0 = 30$ dB and $N = 5$.](image)
VI. Conclusions

In this paper, we have proposed an SGF communication scheme, where one user is granted the right to transmit via a grant based protocol and the other users are admitted to the same channel via a grant-free protocol. Two contention control mechanisms have been proposed to ensure that the number of users admitted to the same channel is carefully controlled. This feature is particularly important for scenarios with an excessive number of active users, where most existing grant-free schemes are not applicable since admitting a large number of users to the same channel can lead to MUD failure. Analytical results and an asymptotic analysis have been provided to demonstrate the superior performance of the proposed NOMA assisted SGF schemes and to study the impact of different SIC decoding orders. In particular, the proposed Type I SGF schemes are ideally suited for the scenario, where the grant-based user is close to the base station and the grant-free users are cell-edge users. On the other hand, the proposed Type II SGF schemes are ideal for the scenario, where the grant-based user is a cell-edge user and the grant-free users are close to the base station. In this paper, each user is assumed to know its CSI perfectly. An important topic for future research is the study of the impact of imperfect CSI on the design of SGF schemes.

Appendix A

Proof for Theorem 1

By using order statistics [24], \( P(N = n) \) can be obtained as follows:

\[
P(N = n) = P(|h(n)|^2 < \tau, |h(n+1)|^2 > \tau) = \frac{M!}{n!(M-n)!} e^{-(M-n)\tau} (1 - e^{-\tau})^n,
\]

for \( 1 \leq n \leq (M-1) \). It is straightforward to show that the expression in (47) is also valid for the case \( n = M \). The remainder of the proof focuses on the calculation of \( Q_1 \) in (2), the outage probability conditioned on \( N = n \).

\( Q_1 \) can be first rewritten as follows:

\[
Q_1 = P \left( \sum_{j=1}^{n} |h(j)|^2 > \frac{|h_0|^2 P_0 P^{-1}}{2 R_0 - 1} - P^{-1} \mid N = n \right).
\]

The pdf of \( \sum_{j=1}^{n} |h(j)|^2 \) can be found by treating it as the sum of the \( n \) smallest order statistics among the \( M \) channel gains [25]. Since all \( |h(j)|^2, 1 \leq j \leq n \), are smaller than \( \tau \), a simple
alternative is to treat \( \sum_{j=1}^{n} |h_{(j)}|^2 \) as the sum of \( n \) i.i.d. variables, denoted by \( \tilde{h}_j \) with the following CDF:

\[
F_{|\tilde{h}_j|^2}(y) = \begin{cases} 
\frac{1-e^{-y}}{1-e^{-\tau}}, & \text{if } y \leq \tau \\
1, & \text{if } y > \tau 
\end{cases}
\]  

(49)

The pdf of \( |\tilde{h}_j|^2 \), denoted by \( f_{|\tilde{h}_j|^2}(y) \), can be obtained straightforwardly. The Laplace transform of \( f_{|\tilde{h}_j|^2}(y) \) is given by

\[
L \left( f_{|\tilde{h}_j|^2}(y) \right) = \frac{1 - e^{-(s+1)\tau} }{(s+1)(1-e^{-\tau})}.
\]

(50)

Since the \( |\tilde{h}_j|^2 \) are i.i.d., the Laplace transform of the pdf of \( \sum_{j=1}^{n} |\tilde{h}_j|^2 \) is given by

\[
L \left( f_{\sum_{j=1}^{n} |h_{(j)}|^2}(y) \right) = \frac{(1 - e^{-(s+1)\tau})^n}{(s+1)^n(1-e^{-\tau})^n} = \sum_{p=0}^{n} \binom{n}{p} (-1)^p e^{-p\tau} \frac{e^{-p\tau s}}{(1-e^{-\tau})^n (s+1)^n}.
\]

(51)

By applying the inverse Laplace transform and also using the fact that \( \sum_{j=1}^{n} |\tilde{h}_j|^2 \) and \( \sum_{j=1}^{n} |h_{(j)}|^2 \) have the same pdf, the pdf of \( \sum_{j=1}^{n} |h_{(j)}|^2 \) is obtained as follows:

\[
f_{\sum_{j=1}^{n} |h_{(j)}|^2}(y) = L^{-1} \left( \sum_{p=0}^{n} \binom{n}{p} (-1)^p e^{-p\tau} \frac{e^{-p\tau s}}{(1-e^{-\tau})^n (s+1)^n} \right).
\]

(52)

Intuitively, \( f_{\sum_{j=1}^{n} |h_{(j)}|^2}(y) = 0 \) for \( y \geq n\tau \), since \( |h_{(j)}|^2 < \tau \) for \( 1 \leq j \leq n \). Because the pdf expression in (52) contains the step function, it is not straightforward to show that this expression fits the intuition. Thus, we verify this result in the following lemma.

**Lemma 2.** The expression for the pdf of \( \sum_{j=1}^{n} |h_{(j)}|^2 \) in (52) has the following property:

\[
f_{\sum_{j=1}^{n} |h_{(j)}|^2}(y) = 0,
\]

(53)

for \( y \geq n\tau \).

**Proof.** See Appendix B. □
By using \( f_{\sum_{j=1}^{\infty} |h(j)|^2}(y) \), probability \( Q_1 \) can be expressed as follows:

\[
Q_1 = \int_{\epsilon_0 P_0^{-1}}^{\infty} \int_{\epsilon_x}^{\infty} f_{\sum_{j=1}^{\infty} |h(j)|^2}(y)f_{|h_0|^2}(x)dx + \int_0^{\epsilon_0 P_0^{-1}} f_{|h_0|^2}(x)dx 
\]

(54)

\[
= \sum_{p=0}^{n} \frac{(n)_p(1)^p e^{-p\tau}}{(1-e^{-\tau})^n(n-1)!} \int_{\epsilon_0 P_0^{-1}}^{\infty} \int_{\epsilon_x}^{\infty} (y-p\tau)^{n-1} \times e^{-(y-p\tau)} u(y-p\tau) dy f_{|h_0|^2}(x)dx + 1 - e^{-\epsilon_0 P_0^{-1}},
\]

where \( \epsilon_x = \frac{x P_0^{-1}}{P_0^{-1} - P^{-1}}. \) Define \( \bar{\epsilon}_x = (\epsilon_x - \tau)^+ \), where \( (x)^+ \triangleq \max(0, x) \).

Note that the upper end of the integration range for \( \sum_{j=1}^{\infty} |h(j)|^2 \) should be \( n\tau \) since each \( h(j) \) is upper bounded by \( \tau \), but can be replaced by \( \infty \) because of Lemma 2. Therefore, \( Q_1 \) can be evaluated as follows:

\[
Q_1 = \sum_{p=0}^{n} \frac{(n)_p(1)^p e^{-p\tau}}{(1-e^{-\tau})^n(n-1)!} \int_{\epsilon_0 P_0^{-1}}^{\infty} \int_{\epsilon_x}^{\infty} x^{n-1} e^{-x} dy f_{|h_0|^2}(x)dx + 1 - e^{-\epsilon_0 P_0^{-1}} 
\]

(55)

where step (b) follows [26 Eq. (3.38.3)] and \( \Gamma(\cdot) \) denotes the upper incomplete Gamma function.

By using the series expansion of the Gamma function [26], \( Q_1 \) can be expressed as follows:

\[
Q_1 = 1 - e^{-\epsilon_0 P_0^{-1}} + \sum_{p=0}^{n} \frac{(n)_p(1)^p e^{-p\tau}}{(1-e^{-\tau})^n(n-1)!} \sum_{l=0}^{n-1} (n-1)! \frac{(1)^l}{l!} \int_{\epsilon_0 P_0^{-1}}^{\infty} x^l e^{-x} dx 
\]

(56)

\[
= 1 - e^{-\epsilon_0 P_0^{-1}} + \sum_{p=0}^{n} \frac{(n)_p(1)^p e^{-p\tau}}{(1-e^{-\tau})^n(n-1)!} \sum_{l=0}^{n-1} \frac{(n-1)!}{l!} \int_{\epsilon_0 P_0^{-1}}^{\infty} \left[ \frac{x^l}{(\epsilon_0 P_0^{-1} - P^{-1} - p\tau)^+} + \frac{x^l}{\epsilon_0 P_0^{-1} P (P - \tau)^+} \right] e^{-(x+\bar{\epsilon}_x)} dx.
\]
The expression for $Q_1$ can be further simplified as follows:

$$Q_1 = 1 - e^{-\epsilon_0 P_0^{-1}} + \sum_{p=0}^{n} \frac{n}{(1 - e^{-\tau})^n (n - 1)!} \left( \sum_{l=0}^{n-1} \frac{(n - 1)!}{l!} \right)$$

$$\times \int_{\epsilon_0 P_0^{-1} + \epsilon_0 P_0^{-1} P \tau}^{\infty} \frac{x - \epsilon_0 P_0^{-1} - \epsilon_0 P_0^{-1} P \tau}{\epsilon_0 P_0^{-1} P} e^{-(x + \epsilon_0) dx}$$

$$= (n - 1)! \int_{\epsilon_0 P_0^{-1} + \epsilon_0 P_0^{-1} P \tau}^{\infty} e^{-x dx},$$

where the integral range in $Q_{11}$ is reduced since $\epsilon_0 P_0^{-1} + \epsilon_0 P_0^{-1} P \tau > \epsilon_0 P_0^{-1}$ and $\left(\frac{x - \epsilon_0 P_0^{-1} - \epsilon_0 P_0^{-1} P \tau}{\epsilon_0 P_0^{-1} P}\right)^+ = 0$ if $x < \epsilon_0 P_0^{-1} + \epsilon_0 P_0^{-1} P \tau$. $Q_{12}$ in the above equation is needed due to the fact that, for the special case of $l = 0$, the integral is not zero even if $\bar{\epsilon}_x = 0$.

By applying [26, Eq. (3.381.4)], $Q_1$ can be expressed as follows:

$$Q_1 = \sum_{p=0}^{n} \frac{n}{(1 - e^{-\tau})^n (n - 1)!} \left( \sum_{l=0}^{n-1} \frac{(n - 1)!}{l!} \right) e^{-\epsilon_0 P_0^{-1} (1 + P \tau)}$$

$$\times \frac{e^{-\epsilon_0 P_0^{-1} (1 + P \tau)}!}{\epsilon_0 P_0^{-1} P l (1 + \epsilon_0^{-1} P P - 1)^{(l+1)}} + (n - 1)! \left( e^{-\epsilon_0 P_0^{-1} - \epsilon_0 P_0^{-1} (1 + P \tau)} \right) + 1 - e^{-\epsilon_0 P_0^{-1}}.$$

Therefore, the outage probability of $U_0$ can be obtained as follows:

$$\mathbb{P}_{IOL} = \sum_{n=1}^{M} \frac{M! e^{-(M-n)\tau} (1 - e^{-\tau})^n}{n!(M-n)!} \left( \sum_{p=0}^{n} \frac{n}{(1 - e^{-\tau})^n} \right)$$

$$\times \left( \sum_{l=0}^{n-1} \frac{e^{-\epsilon_0 P_0^{-1} (1 + P \tau)}}{\epsilon_0 P_0^{-1} P l (1 + \epsilon_0^{-1} P P - 1)^{(l+1)}} \right)$$

$$+ e^{-\epsilon_0 P_0^{-1}} - e^{-\epsilon_0 P_0^{-1} (1 + P \tau)} + 1 - e^{-\epsilon_0 P_0^{-1}}$$

$$+ e^{-M\tau} \left( 1 - e^{-\epsilon_0 P_0^{-1}} \right).$$

Note that

$$\sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-(M-n)\tau} (1 - e^{-\tau})^n + e^{-M\tau} = 1.$$
APPENDIX B
PROOF FOR LEMMA 2

The lemma can be proved by first rewriting the pdf as follows:

\[ f_{\sum_{j=1}^{n} |h_j|^2}(y) = \frac{e^{-y}}{(1-e^{-\tau})^n(n-1)!} \sum_{p=0}^{n} \binom{n}{p} (-1)^p \sum_{l=0}^{n-1} y^{n-1-l} (-1)^l p^l \times (y-p\tau)^{n-1} u(y-p\tau). \]  

(60)

In the case of \( y \geq n\tau \), \( u(y-p\tau) = 1 \), which means that the pdf can be simplified as follows:

\[ f_{\sum_{j=1}^{n} |h_j|^2}(y) = \frac{e^{-y}}{(1-e^{-\tau})^n(n-1)!} \sum_{l=0}^{n-1} y^{n-1-l} \sum_{p=0}^{n} \binom{n}{p} (-1)^p (-1)^l p^l. \]  

(61)

It is important to point out that \( l \) is strictly smaller than \( n \). According to in [26 Eq. (0.154.3)], we have

\[ \sum_{p=0}^{n} \binom{n}{p} (-1)^p (-1)^l p^l = 0, \]  

(62)

for \( l < n \). Therefore \( f_{\sum_{j=1}^{n} |h_j|^2}(y) = 0 \), for \( y \geq n\tau \). This completes the proof.

APPENDIX C
PROOF FOR THEOREM 2

The first step of the proof is to find \( \mathbb{P}(N = n) \), which can be expressed as follows:

\[ \mathbb{P}(N = n) = \mathbb{P}\left(|h_{(M-n)}|^2 < \tau, |h_{(M-n+1)}|^2 > \tau\right). \]  

(63)

Note that (63) is different from (47). By applying order statistics, the outage probability can be expressed as follows:

\[ \mathbb{P}_{\text{OL}}^{\text{HLO}} = 1 - \sum_{n=1}^{M} \frac{M!}{n!(M-n)!} e^{-n\tau} (1-e^{-\tau})^{M-n} Q_3 \]  

(64)

\[ - (1-e^{-\tau})^M e^{-\epsilon_0 P_0^{-1}}. \]

The remainder of the proof is to find an expression for \( Q_3 \). With some algebraic manipulations, \( Q_3 \) can be expressed as follows:

\[ Q_3 = \mathcal{E}_{|h_0|^2 > \epsilon_0} \left\{ \mathbb{P} \left( y_n > \epsilon_{s,n} P^{-1} (1 + P_0 |h_0|^2) \mid N = n \right) \right\}, \]  

(65)
where $E\{\cdot\}$ denotes the expectation operation, and $y_n = \sum_{j=M-n+1}^{M} |h(j)|^2$.

By applying order statistics, one can evaluate $Q_3$ by using the distribution of the sum of the $n$ largest order statistics among $M$ Rayleigh fading gains. However, a simpler alternative is to treat $y_n$ as the sum of $n$ i.i.d. random variables, denoted by $\tilde{g}_j$, with the following CDF:

$$F_{|\tilde{g}_j|^2}(y) = \begin{cases} 0, & \text{if } y \leq \tau \\
\frac{e^{-\tau e^{-y}}}{e^{-\tau}}, & \text{if } y > \tau, \end{cases}$$ \hspace{1cm} (66)

which is different from (49) since $|\tilde{g}_j|^2 \geq \tau$ and $|\bar{h}_j|^2 \leq \tau$. The pdf of $|\tilde{g}_j|^2$, $f_{|\tilde{g}_j|^2}(y)$, can be obtained straightforwardly. The Laplace transform of $f_{|\tilde{g}_j|^2}(y)$ is given by

$$\mathcal{L}(f_{|\tilde{g}_j|^2}(y)) = \frac{e^{-s\tau}}{s+1}.$$ \hspace{1cm} (67)

Since the $|\tilde{g}_j|^2$ are i.i.d., the Laplace transform of the pdf of $y_n$ can be found as follows:

$$\mathcal{L}(f_{y_n}(y)) = \frac{e^{-n\tau s}}{(s + 1)^n},$$ \hspace{1cm} (68)

which yields the following expression for the pdf of $y_n$

$$f_{y_n}(y) = \frac{(y - n\tau)^{n-1}e^{-(y-n\tau)}u(y-n\tau)}{(n-1)!}.$$ \hspace{1cm} (69)

As a result, $Q_3$ can be calculated as follow:

$$Q_3 = \mathcal{E}_{|h_0|^2 > \epsilon_0 P_0^{-1}} \left\{ \int_{\epsilon_0 P_0^{-1}}^{\infty} f_{y_n}(y) dy \right\}$$ \hspace{1cm} (70)

$$= \mathcal{E}_{|h_0|^2 > \epsilon_0 P_0^{-1}} \left\{ \int_{\Delta_h - n\tau}^{\infty} z^{n-1}e^{-z} \frac{1}{(n-1)!} dz \right\} = \mathcal{E}_{|h_0|^2 > \epsilon_0 P_0^{-1}} \left\{ \frac{\Gamma(n, (\Delta_h - n\tau)^+)}{(n-1)!} \right\},$$

where $\Delta_h = \epsilon_{s,n} P^{-1}(1 + P_0|h_0|^2)$.

Next, by applying the series expression of the incomplete Gamma function [26], we obtain the following:

$$Q_3 = \mathcal{E}_{|h_0|^2 > \epsilon_0 P_0^{-1}} \left\{ e^{-(\Delta_h - n\tau)^+} \sum_{l=0}^{n-1} \frac{[(\Delta_h - n\tau)^+]^l}{l!} \right\}$$ \hspace{1cm} (71)

$$= \int_{\epsilon_0 P_0^{-1}}^{\infty} e^{-\epsilon_{s,n} P^{-1} P_0 \left( x - \frac{\epsilon_{s,n} P^{-1} P_0}{P_0} \right)^+} \sum_{l=0}^{n-1} \frac{\epsilon_{s,n} P^{-1} P_0^l}{l!} \left[ \left( x - \frac{n\tau\epsilon_{s,n} P - 1}{P_0} \right)^+ \right]^l e^{-x} dx.$$

Similar to the proof for Theorem 1, the result for the case $l = 0$ needs to be calculated separately as follows:

$$Q_3 = \int_{\epsilon_0 P_0^{-1}}^{\infty} e^{-\epsilon_{s,n} P^{-1} P_0 \left( x - \frac{\epsilon_{s,n} P^{-1} P_0}{P_0} \right)^+} \sum_{l=1}^{n-1} \frac{\epsilon_{s,n} P^{-1} P_0^l}{l!} \left[ \left( x - \frac{n\tau\epsilon_{s,n} P - 1}{P_0} \right)^+ \right]^l e^{-x} dx$$

$$+ \int_{\epsilon_0 P_0^{-1}}^{\infty} e^{-\epsilon_{s,n} P^{-1} P_0 \left( x - \frac{\epsilon_{s,n} P^{-1} P_0}{P_0} \right)^+} e^{-x} dx.$$

(72)
Since $\tau_n$ is not necessarily larger than $\epsilon_0 P_0^{-1}$, we introduce $\tau_n$ and $\bar{\tau}_n$ as defined in the theorem and $Q_3$ can be calculated as follows:

$$Q_3 = \int_{\tau_n}^{\infty} e^{-\epsilon_{s,n}\bar{P}^{-1}P_0(x-\tau_n)} \sum_{l=1}^{n-1} \frac{\epsilon_{s,n}\bar{P}^{-l}P_0^l}{l!} [x-\tau_n]^l e^{-x} dx$$

$$+ \int_{0}^{\tau_n} e^{-\epsilon_{s,n}\bar{P}^{-1}P_0(x-\tau_n)} e^{-x} dx + \int_{\tau_n}^{\infty} e^{-\epsilon_{s,n}\bar{P}^{-1}P_0(x-\tau_n)} e^{-x} dx$$

$$= \sum_{l=1}^{n-1} \frac{\epsilon_{s,n}\bar{P}^{-l}P_0^l}{l!} e^{-\tau_n} \Gamma \left( l + 1, \left( \bar{\tau}_n - \tau_n \right)(1 + \epsilon_{s,n}\bar{P}^{-1}P_0) \right)$$

$$+ e^{-\epsilon_0 P_0^{-1}} e^{-\tau_n} + \frac{e^{-\epsilon_{s,n}\bar{P}^{-1}P_0} - e^{-\tau_n} + \epsilon_{s,n}\bar{P}^{-1}P_0 e^{-\tau_n} - (\bar{\tau}_n - \tau_n)(1 + \epsilon_{s,n}\bar{P}^{-1}P_0)}{1 + \epsilon_{s,n}\bar{P}^{-1}P_0}.$$  \hspace{1cm} (73)

By substituting (73) into (64), the closed-form expression for $P_{II,OL}^0$ can be obtained and the proof is complete.
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