DISAGREEMENT CONCERNING EFFECT-MEASURE MODIFICATION

ABSTRACT

Stratifying factors, like age and gender, can modify the effect of treatments and exposures on risk of a studied outcome. Several effect measures, including the relative risk, hazard ratio, odds ratio, and risk difference, can be used to measure this modification. It is known that choice of effect measure may determine the presence and direction of effect-measure modification. We show that considering the opposite outcome — for example, recovery instead of death — may similarly influence effect-measure modification. In fact, if the relative risk for the studied outcome and the relative risk for the opposite outcome agree about the direction of effect-measure modification, then so will the two cumulative hazard ratios, the risk difference, and the odds ratio. When risks are randomly sampled from the uniform (0,1) distribution, the probability of this happening is 5/6. Disagreement is probable enough that researchers considering one relative risk should also consider the other and further discussion if they disagree. (If possible, researchers should also report estimated risks.) We provide examples through case studies on HCV, COVID-19, and bankruptcy following melanoma treatment.
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1 Introduction

Many treatments and exposures differently affect different subpopulations. Numerous authors [1-10] have shown that the presence and direction of such effect modification (also called moderation [11]) depends on choice of effect measure — a choice that may appear arbitrary. We will show that the presence and direction of effect-measure modification may also depend on choice between opposite outcomes — another apparently arbitrary choice. For example, effect-measure modification in a study on patients with COVID-19 may depend on whether the outcome is recovery or death. We show that the risk difference \( \text{RD} = p_2 - p_1 \) and odds ratio \( \text{OR} = \frac{p_2(1-p_1)}{p_1(1-p_2)} \) are two effect measures immune from this phenomenon, but the relative risk \( \text{RR} = \frac{p_2}{p_1} \) and the cumulative hazard ratio \( \text{HR} = \frac{\log(1-p_2)}{\log(1-p_1)} \) are not.

We say two effect measures disagree if they suggest effect modification in opposite directions. Otherwise, they agree. When risks are reported or estimated alongside effect measures, determining agreement or disagreement is straightforward. However, risks are often omitted and occasionally incalculable. Of 222 papers studied by Schwartz et al., 68% failed to report or estimate risks in the abstract, 35% failed to report risks anywhere, and 13% failed to make risks calculable. Papers using adjusted effect measures, such as aOR and aRR, were especially unlikely to report crude risks or estimate adjusted risks. [12] We present methods for determining agreement when risks are unknown. Existing literature investigates necessary conditions for agreement among RR, RD, and OR. [1] However, except for two articles [13, 14], the literature neglects the potential for disagreement between opposite outcomes for a single effect measure. Let \( p_1 \) and \( p_2 \) denote the proportion of participants in groups 1 and 2 reaching the measured outcome. We define the other relative risk \( \text{RR}^* = \frac{1-p_1}{1-p_2} \) to represent the direction of RR modification for the opposite outcome, allowing
us to discuss disagreement between opposite outcomes within the existing framework for disagreement between effect measures. Our literature review also found little discussion of the hazard ratio (hr) surrounding agreement in effect-measure modification. While the hazard ratio depends on time, we carefully formulate the cumulative hazard ratio to depend only on the risks. The cumulative hazard ratio equals the hazard ratio at all times if the Cox proportional hazards assumption holds. We similarly define the other cumulative hazard ratio, HR* = \frac{\log(p_1)}{\log(p_2)}\), to represent HR for the opposite outcome.

Disagreement between the two relative risks, RR and RR*, is not rare: we show in Appendix A that the probability of RR and RR* disagreeing is 1/6 when risks are randomly sampled from the uniform (0,1) distribution. However, we present a theorem that when the two relative risks do agree, all effect measures in our paper (RR, RR*, HR, HR*, RD, OR) -- in fact, all effect measure-opposite outcome combinations — agree. This informs our recommendation that researchers present the relative risk for each opposite outcome and further discussion if they disagree. Furthermore, the risks themselves should be included if estimable. Secondary research papers, including meta-analyses, may safely infer effect modification on the HR/HR*/RD/OR scale from the underlying paper’s finding of RR and RR* modification in the same direction.

Our theorem allows substantial dimensionality reduction when testing effect-measure modification across our several effect measures. It suffices to generate simultaneous confidence intervals for just the two relative risk ratios \( \frac{p_2p_3}{p_1p_4} \) and \( \frac{(1-p_1)(1-p_4)}{(1-p_2)(1-p_3)} \), and reject the hypothesis of null effect-measure modification if both intervals lie in the \((< 1, < 1)\) region or the \((> 1, > 1)\) region.

The paper is organized as follows: Section 2 formulates and interprets the other relative risk. Section 3 defines and identifies concordant effect measures, allowing our results to be applied to effect measures beyond the six on which we focus. Section 4 formulates and interprets the cumulative hazard ratios, which equal the hazard ratios when the proportional hazards assumption holds. Section 5 applies the cumulative hazard ratios to the study of different HCV treatment combinations. Section 6 explores disagreement in a study on how age modifies the effect of melanoma on risk of death from COVID-19. Section 7 estimates the probability of effect measures disagreeing when risks are randomly sampled from a uniform distribution. Section 8, with the help of Appendix B, proves that if the two relative risks agree, then the two cumulative hazard ratios, the risk difference, and the odds ratio agree with them. Appendix A proves that the probability of this happening is 5/6 when risks are randomly sampled from the uniform (0,1) distribution.

### 2 The Other Relative Risk

One feature of the odds ratio and the risk difference is that if a factor modifies the odds ratio or risk difference for outcome A = 1, then it modifies that effect measure in the same way for outcome A = 0. By modifying two effect measures in “the same way,” we mean that either both effect measures cross the null (0 for RD, 1 for the other effect measures), or they both move in the same direction, towards or away from the null. We show this in Table 1.

| Risk of A = 1 | Control | Exposure | RR   | OR   | RD   |
|--------------|---------|----------|------|------|------|
| Men          | \(p_1 = 0.7\) | \(p_2 = 0.9\) | 1.29 | 3.86 | 0.21 |
| Women        | \(p_3 = 0.2\) | \(p_4 = 0.3\) | 1.50 | 1.71 | 0.17 |

| Risk of A = 0 | Control | Exposure | RR   | OR   | RD   |
|--------------|---------|----------|------|------|------|
| Men          | \(p_1 = 0.3\) | \(p_2 = 0.1\) | 0.333 | 0.259 | -0.2 |
| Women        | \(p_3 = 0.8\) | \(p_4 = 0.7\) | 0.875 | 0.583 | -0.1 |

Table 1: Considering participants’ risks of the opposite outcome may lead to opposite conclusions if using the relative risk, but not if using the risk difference or odds ratio.

In terms of the odds ratio and risk difference, the exposure in Table 1 has a stronger effect on men. Men have a higher OR and RD of A = 1 — and equivalently, a lower OR and RD of A = 0 — than women. This consistency occurs in general: the odds ratio of A = 0 is the reciprocal of the odds ratio of A = 1, and the risk difference of A = 0 is the negative of the risk difference of A = 1.

The relative risk paints a less consistent picture. Women have a RR of A = 1 farther from 1 — but a RR of A = 0 closer to 1 — than men. Take A = 1 as the unfavorable outcome. From the A = 1 RR, we might conclude that the exposure more strongly endangers women. From the A = 0 RR, we might conclude that the exposure threatens men more. From this example, we see that the modifiability of the relative risk depends on choice of outcome, even when choosing between two opposite outcomes — a choice that sometimes appears arbitrary. Prior research, including Dr.
Mindel Sheps’ Shall We Count the Living or the Dead? [41], discusses this phenomenon but does not, to our knowledge, gauge its frequency or conditions for occurrence. Later, we will show that this phenomenon — inconsistency in the direction of modification when switching to the opposite outcome — occurs 16.7% of the time when risks are chosen independently and randomly from the uniform distribution over [0,1]. In fact, this phenomenon does not occur if and only if all six effect measures studied in this paper agree.

One of those effect measures is the other relative risk, \( RR^* = \frac{(1 - p_1)}{(1 - p_2)} \). Let \( \tilde{p}_1 = 1 - p_1 \) and \( \tilde{p}_2 = 1 - p_2 \). Then \( RR^* = \frac{\tilde{p}_1}{\tilde{p}_2} \), an effect measure defined to reflect what the relative risk would be were we to define risks in terms of the opposite outcome. In the example above, the other relative risk of \( A = 1 \) is 3.00 for men and 1.14 for women – values showing the same effect-measure modification by gender as the relative risk of \( A = 0 \). Conversely, the other relative risk of \( A = 0 \) is 0.778 for men and 0.667 for women, showing the same effect-measure modification by gender as the relative risk of \( A = 1 \). In general, \( RR^*_{A=1} = 1/RR_{A=0} \), allowing us to study the other relative risk as a proxy to the relative risk for the opposite outcome.

While the other relative risk is rarely invoked explicitly, researchers often choose between reporting risks in terms of two opposite outcomes. Prior research, including similar studies and methodological research, may influence such choices. Government guidelines may also weigh in, such as the 2015 guidelines set by the CDC’s National Center for Health Statistics. These guidelines problematically defined a disparity to grow or shrink if either relative risk increased or decreased a certain amount. [15] Scanlan found contradictions in examples, like vaccination rates and availability of dialysis, where across-the-board improvements shrunk disparities according to one relative risk but grew them according to the other. [13]

Furuya-Kanamori and Suhail suggest choosing the outcome for which \( p_1 > p_2 \) and \( p_3 > p_4 \). [14] While they reached an interesting observation that the odds ratio agrees with the more extreme of the relative risks, they did not make a strong argument that the less extreme relative risk always is preferable. Baker and Jackson [44] independently arrive at this conclusion by proposing the generalised relative risk ratio

\[
GRRR = \begin{cases} 
RR - 1 & p_2 < p_1 \\
1 - 1/RR^* & p_2 \geq p_1
\end{cases}
\]

As they noted, the GRRR is not differentiable and requires a piecewise interpretation. These properties respectively limit the use of the GRRR for methodologists and practitioners. Instead, we suggest considering both outcomes — or equivalently and more simply, both relative risks \( RR \) and \( RR^* \) — and furthering discussion if the two relative risks disagree.

### 2.1 Interpreting the Other Relative Risk

We can interpret the other relative risk the same way we interpret the relative risk for the opposite outcome. Consider the hypothetical example we presented in Table 1 for which we compute \( RR^* \) for each studied gender in Table 2.

| Risk of A = 1 | Control | Exposure | \( RR^* \) Calculation | \( RR^* \) |
|--------------|---------|----------|------------------------|----------|
| Men          | \( p_1 = 0.7 \) | \( p_2 = 0.9 \) | \( (1 - 0.7)/(1 - 0.9) \) | 3.00     |
| Women        | \( p_3 = 0.2 \) | \( p_4 = 0.3 \) | \( (1 - 0.2)/(1 - 0.3) \) | 1.14     |

Table 2: The other relative risk can be calculated directly from the risks of the initially studied outcome. However, it always agrees with the relative risk for the opposite outcome.

We suggest the following interpretation of \( RR^* \), supposing that the initially studied outcome is passing a memory test after drinking tea:

Men drinking decaf tea were 3.00 times as likely to fail the memory test as men drinking caffeinated tea. In contrast, women drinking decaf tea were only 1.14 times as likely to fail the memory test as women drinking caffeinated tea.

We will see real-world interpretations of \( RR^* \) in the HCV, Bankruptcy, and COVID-19 case studies (respectively Sections 4.3, 5, and 6).

### 3 Concordant Effect Measures

We define two effect measures as concordant if they always agree. (In Section 2.3, we said that two effect measures disagree when a factor modifies them in different directions. Otherwise, they agree.) This allows us to apply our results involving \{\( RR, RR^*, HR, HR^*, RD, OR \)\} to many other concordant effect measures.
3.1 The Relative Risk

RR is concordant with the preventative causal power, CP\(p = (p1 – p2)/p1 = 1 – RR\), and Pearl’s probability of necessity, PN = (p2 – p1)/p2 = 1 – 1/RR. We will discuss both in the next subsection. The attributable fraction among the exposed, AF\(F_e = (p2 – p1)/p2 = 1 – 1/RR\), is equivalent to the probability of necessity and therefore also concordant with RR. Similarly, vaccine efficacy, VE = \(\frac{\text{Prevented Effect}}{\text{Unpreventable Effect}} = 1 – RR\), [16] is equivalent to the preventative causal power and therefore also concordant with RR. Concordance is transitive; for example, AF\(F_e\) and CP\(p\) are concordant since each is concordant with RR.

3.2 The Other Relative Risk

The other relative risk is concordant with generative causal power, CP\(g = (p2 – p1)(1 – p1) = 1 – 1/RR^*\). In the words of Glymour, the generative and preventative causal powers are “brilliant piece[s] of mathematical metaphysics.” When certain assumptions are satisfied, the generative causal power gives the probability that a cause C (in our case, the one present in the p2 group and absent in the p1 group) would produce an effect E, given that the cause C is absent. [17] The assumptions for this interpretation include:

- Let U consist of all causes of E except for C. Then P(C and U) = P(C)P(U). Randomized trials satisfy this assumption (on average).
- There is no preventer inhibiting C from causing E. Patricia Cheng initially omitted C from this condition, yielding the following assumption: There is no preventer inhibiting E. Hiddleston prudently qualified this condition to refer specifically to C causing E. [18]

With these assumptions, Cheng derived an equivalent to our expression for CP\(g\), \((p2 – p1)/(1 – p1)\), from her more general expression for generative causal power. The generative causal power is equal to Pearl’s probability of sufficiency (PS), the probability that a patient not experiencing the cause would have experienced the effect were they to have experienced the cause. [19] (This includes patients who experienced the effect despite not experiencing the cause.) Hence, the probability of sufficiency is also concordant with the other relative risk.

Cheng complemented the generative causal power with the preventative causal power. She defined it for a preventer, e.g. a treatment, preventing the overall set of causes from producing the outcome. Hiddleston generalized this definition, defining preventative causal powers in terms of both a preventer and the cause (or set of causes) it prevents from producing the effect. We prefer to think about preventative causal power as the generative causal power for the opposite outcome. As we discussed in Section 3, the decision of which of two outcomes to measure is a decision often made for convenience. Therefore, if the generative causal power is of general interest, so is the generative causal power of the other outcome. Let \(p1 = 1 – p1\) and \(p2 = 1 – p2\). Then CP\(p_{A=0} = (p2 – p1)/(1 – p1) = ((1 – p2) – (1 – p1))/p1 = (p1 – p2)/p1 = 1 – RR = CP\(p_{A=1}\), the preventative causal power for the A = 1 outcome.

The preventative causal power is qualitatively aligned with the opposite outcome: when \(1 > p2 > p1 > 0\), every effect measure in this paper is greater than its null, except for preventative causal power, which will take a negative value. However, greater preventative causal powers indicate stronger reductions from p1 to p2, so we say that CP\(p\) is concordant with the relative risk and probability of necessity, rather than saying that CP\(p\) always disagrees with RR and PN. In the case of vaccine efficacy, an equivalent to the preventative causal power, we understand a higher vaccine efficacy to reflect a lower relative risk of the disease against which the vaccine protects. The probability of necessity and the preventative causal power have a symmetric relationship: \(1 = (1 – PN)(1 – CP\(p\))\).

3.3 The Risk Difference

The risk difference is concordant with the number needed to treat (NNT = 1/RD), which gives the number of patients who would need to receive treatment to cure or protect one patient from the disease. The risk difference is equal to, and therefore concordant with, Pearl’s probability of necessity and sufficiency (PNS), which gives the probability that a patient will experience the effect if and only if they experience the cause. [19]

The risk difference is also concordant with — in fact, equal to — the other risk difference, which we define by \(RD^*_{A=1} = –RD_{A=0} = (1 – p1) – (1 – p2) = p2 – p1 = RD_{A=1}\). Therefore, the risk difference suggests the same conclusion regardless of which of two opposite risks is measured. A corollary of \(RD = RD^*\) is that the risk difference gives equal consideration to the two relative risks:

\[
RD = p2 − p1 = (RR − 1)p1 = \frac{(RR − 1)(RR^* − 1)}{RR \cdot RR^* − 1} = \frac{(RR^* − 1)(RR − 1)}{RR^* \cdot RR − 1} = RD^* \tag{1}
\]
3.4 The Odds Ratio

Edwards found that the odds ratio is concordant with several other measures of association for contingency tables, such as Yule’s Y, Yule’s Q, and the log odds ratio (log OR). [20] The odds ratio is also concordant with, and equal to, the other odds ratio, which we define by $OR^*_{A=1} = 1/OR_{A=0} = OR_{A=1}$. We show this below, letting $\tilde{p}_1 = 1 - p_1$ and $\tilde{p}_2 = 1 - p_2$:

$$OR^*_{A=1} = \frac{1}{OR_{A=0}} = \frac{1}{\frac{p_2}{p_1}} = \frac{\tilde{p}_1 (1 - \tilde{p}_2)}{p_2 (1 - \tilde{p}_1)} = \frac{(1 - p_1)p_2}{(1 - p_2)p_1} = OR_{A=1}$$ (2)

A corollary of $OR^* = OR$ is that the odds ratio gives equal treatment to the two relative risks: $OR^* = (RR^*)(RR) = (RR)(RR^*) = OR$.

4 The Cumulative Hazard Ratios

4.1 The Hazard Ratios

The effect measures we have discussed so far can depend on choice of follow-up period. That is, extending a study’s duration can lead an effect measure to change which stratum it suggests shows a stronger response to exposure or treatment. We define $p_i(t)$ as the risk for stratum $i$, $i = 1, 2$, measured at time $t$. For example, if $T$ is the end of the follow-up period, then $p_1(T) = p_1$. The value of $p_i(0)$ depends on inclusion criteria: If we are studying a treatment for patients with HCV, as in Section 4.5, we would have $p_i(0) = 1$ since all patients are infected with HCV at the start of the trial. We can now define the hazard rate for each stratum $i$:

$$h_i(t) = \lim_{\Delta t \to 0} \frac{p_i(t + \Delta t) - p_i(t)}{(1 - p_i(t))\Delta t} = \frac{p_i'(t)}{1 - p_i(t)}$$ (3)

We see that the hazard rate is ill-defined at $t = 0$ in studies where all patients initially experienced the measured outcome, such as HCV in Section 4.5. Rather, the hazard rate is meaningful in contexts where patients begin the study not experiencing the outcome and gradually begin experiencing the outcome over the course of the study.

We define the hazard ratio as the ratio of hazard rates for two strata:

$$hr(t) = \frac{h_2(t)}{h_1(t)}$$ (4)

If we took $t = 0$, $p_i(0) = 0$, and $\Delta t = T$ (instead of $\Delta t \to 0$) when computing the hazard rates, we would get $h_i(t) = p_i/T$, giving a hazard ratio of $p_2/p_1 = RR$. In this sense, we can think of the hazard ratio as the instantaneous relative risk among patients not already experiencing the outcome. However, we will see that the hazard ratio and relative risk are by no means concordant.

We could apply the hazard rate and ratio to studies where patients all start off experiencing the outcome by considering the opposite outcome — a consideration that sometimes appears arbitrary. Substituting $\tilde{p}_i$ for $p_i$, we get the hazard rate and ratio for the opposite outcome:

$$h_i^*(t) = \lim_{\Delta t \to 0} \frac{\tilde{p}_i(t + \Delta t) - \tilde{p}_i(t)}{(1 - \tilde{p}_i(t))\Delta t} = \frac{p_i'(t)}{\tilde{p}_i(t)}$$ (5)

$$hr^*(t) = \frac{h_i^*(t)}{h_2^*(t)}$$ (6)

We will, at times, refer to these as the recovery rate and the recovery ratio. If we took $t = 0$, $p_i(0) = 1$, and $\Delta t = T$ (instead of $\Delta t \to 0$) when computing the recovery rates, we would get $h_i(t) = (1 - p_i)/T$, giving a recovery ratio of $(1 - p_1)/(1 - p_2) = RR^*$. Like with $RR^*$, we reciprocated our definition of $hr^*$ to ensure qualitative agreement with other effect measures. However, we will see that the recovery ratio and the other relative risk are by no means concordant.
4.2 The Proportional Hazards Assumption

Unlike other effect measures in our paper, the hazard ratios (hr and hr*) are functions of time. Not only does this present a challenge to considering agreement between hazard ratios and other effect measures; it also enables self-disagreement, e.g., disagreement between hr(t = 1) and hr(t = 2). While these phenomena are interesting, we would like to understand the hazards ratios alongside the other effect measures. One assumption that enables this understanding is the proportional hazards assumption:

Let \( h_1(t) \) and \( h_2(t) \) be the hazard rates for strata 1 and 2. Then we assume there exists a constant \( k \) such that \( h_2(t) = k \cdot h_1(t) \).

The most immediate consequence of the proportional hazards assumptions is that it removes the hazard ratio’s dependence of time: \( hr(t) = \frac{h_2(t)}{h_1(t)} = \frac{kh_1(t)}{h_1(t)} = k \), which we assumed to be constant. When the hazards are proportional, we define \( HR = hr(t) = k \) for all times \( t \).

For the other hazard ratio, we similarly introduce the proportional recovery assumption:

Let \( h_1^*(t) \) and \( h_2^*(t) \) be the hazard rates for strata 1 and 2. Then we assume there exists a constant \( k \) such that \( h_1^*(t) = k \cdot h_2(t) \).

This assumption removes the recovery ratio’s dependence on time: \( hr^*(t) = \frac{h_1^*(t)}{h_2^*(t)} = \frac{k}{h_2^*(t)} = k \), which we assumed to be constant. When the recovery rates are proportional, we define \( HR^* = hr^*(t) = k \) for all times \( t \).

Conveniently, the proportional hazards assumption is commonly assumed for other statistical procedures, most notably the Cox proportional hazards model. This enables our consideration of the hazard ratios (HR, HR*) alongside our other effect measures (RR, RR*, OR, RD) via an existing assumption. However, there are common situations where these assumptions are unlikely: [21]

- Let death be the measured outcome. If the treatment eases symptoms without addressing the underlying disease, patients in the treatment group may experience a favorably low hazard rate early in the study, but not later in the study when patients in the control group have already recovered or died from the disease.
- Suppose all patients initially experience the outcome. If some patients in the treatment group improve and then relapse into experiencing the outcome, perhaps as a side effect of the treatment, the recovery rate for their group will likely decrease or even change signs, grossly violating the proportional recovery assumption.
- Some treatments accelerate determination of whether the patient will experience the outcome. For example, let the outcome be death and the treatment be surgery. Then patients in the treatment group may experience a high hazard rate during and shortly following surgery but a low hazard rate later into the follow-up period. This may lead to qualitative self-disagreement.

4.3 The Cumulative Hazard Ratios

To generalize our definition of the time-independent HR and HR* to include cases where the proportional hazards assumption and the proportional recovery assumption do not respectively apply, we define them as the cumulative hazard ratios.

More precisely, we define \( HR = \frac{\int_0^{t_f} (h_2(t)dt)}{\int_0^{t_f} (h_1(t)dt)} \) as the ratio of cumulative hazard rates and \( HR^* = \frac{\int_0^{t_f} (h_2^*(t)dt)}{\int_0^{t_f} (h_1^*(t)dt)} \) as the ratio of cumulative recovery rates, where \( t_f \) is the duration of the follow-up period for each treatment group. We notably assume equal follow-up periods for the two treatment groups. Appendix C discusses a remedial measure, letting \( t_f \) be the duration of the shorter follow-up period, for when the equal follow-up periods assumption fails.

These definitions are compatible with our special case definitions for when hazards or recovery rates are proportional:

\[
HR = \frac{\int_0^{t_f} (h_2(t)dt)}{\int_0^{t_f} (h_1(t)dt)} = \frac{\int_0^{t_f} (kh_1(t)dt)}{\int_0^{t_f} (h_1(t)dt)} = k \tag{7}
\]

\[
HR^* = \frac{\int_0^{t_f} (h_2^*(t)dt)}{\int_0^{t_f} (h_1^*(t)dt)} = \frac{\int_0^{t_f} (h_2^*(t)dt)}{\int_0^{t_f} (h_1^*(t)dt)} = k \tag{8}
\]
Considerable simplification will allow us to compute the cumulative hazard ratios without knowing the time-dependent hazard and recovery rates. First, we rewrite $h_i(t) = \frac{p_i(t)}{1 - p_i(t)}$ as $\frac{dp_i(t)}{dt} = h_i(t)(1 - p_i(t))$. By separation of variables, the solution to this differential equation is $p_i = 1 - e^{-H_i}$, where $H_i = \int_0^{t_f} (h_i(t)dt)$ is the total hazard for stratum $i$. Note that we used the initial condition $p_i(0) = 0$, reflecting the inclusion criteria that people do not already experience the outcome at the beginning of the follow-up period. Rearranging, we get $H_i = \log (1 - p_i)$. This identity allows us to compute the cumulative hazard ratio knowing only the risks: $HR = \frac{\int_0^{t_f} (h_2(t)dt)}{\int_0^{t_f} (h_1(t)dt)} = \frac{H_2}{H_1} = \frac{\log (1 - p_2)}{\log (1 - p_1)}$.

Similarly, we can simplify the other cumulative hazard ratio: Recalling $h_i(t) = -\frac{p_i(t)}{p_i(t)}$, we define the total recovery $H_1^* = \int_0^{t_f} h_i(t)dt = -\int_0^{t_f} \frac{p_i(t)}{p_i(t)}dt = \log p_i(0) - \log p_i(t_f) = -\log p_i$ taking $p_i(0) = 1$ by the inclusion criteria that all patients come into the study experiencing the outcome. We can now compute the other cumulative hazard ratio knowing only the risks:

$$HR^* = \frac{\int_0^{t_f} (h_1^*(t)dt)}{\int_0^{t_f} (h_2^*(t)dt)} = \frac{H_1^*}{H_2^*} = \frac{\log p_1}{\log p_2} \quad (9)$$

Having defined $HR$ and $HR^*$ in terms of only $p_1$ and $p_2$, we can now consider the cumulative hazard ratios alongside the relative risks, odds ratio, and risk difference in our case studies and discussion of agreement and disagreement. For example, we show that if the two relative risks agree, then all six effect measures agree.

### 4.4 Interpretation of the Cumulative Hazard Ratios

In the following HCV case study, we show how only one of the cumulative hazard ratios may have a meaningful interpretation for any given study. A quick way to see which one is to identify the initial risk $p_0$. Since none of the patients in the HCV case study started treatment having already reached either endpoint, the proportion of patients who had yet to reach either endpoint on day of treatment $t = 0$ is $p_0 = 1$. If we had instead defined the risk $p$ as the proportion of patients who had reached either endpoint, we would have $p_0 = 0$, suggesting that $HR$ but not $HR^*$ would have a natural interpretation.

While in many studies only one cumulative hazard ratio has a meaningful interpretation, it is possible for both to have meaningful interpretations. We will see an example of this in the COVID-19 case study (Section 5). In short, we consider the patients’ risk $p$ of death during their COVID-19 infections, giving $p_0 = 0$ since none of the patients in the study were dead at the beginning of the follow-up period. This accurately suggests a meaningful interpretation for $HR$. However, it is possible to consider a proportion $q$ of patients who do not recover from their COVID-19 infections. Since all patients recover or die from their COVID-19 infections during the follow-up period, $q = p$. Furthermore, $q_0 = 1$ since none of the patients start having already recovered. As this suggests, we can meaningfully interpret $HR^*$ by considering how $q(t)$ descends from 1 to $q = p$. Therefore, in the COVID-19 case study, we meaningfully interpret both $HR$ and $HR^*$.

When the proportional hazards assumption or the proportional recovery rates assumption does not hold, the cumulative hazard ratios will not, in general, equal the average hazard ratios. However, $HR$ and $HR^*$ might respectively approximate the average hazard ratios. For example, the hazard rates $h_1(t) = \frac{\sin(t)}{3} + 2$ and $h_2(t) = \frac{\cos(t) + 1}{3}$, where $t$ goes from 0 to 10, grossly violate the proportional hazards assumption. Nonetheless, the cumulative hazard ratio $HR = 0.433$ does not fall too far from the the average hazard ratio $\frac{1}{10} \int_0^{10} (h_1(t)h_2(t)dt) = 0.486$. In fact, the average hazard ratio, unlike the cumulative hazard ratio, may give undue attention to times during which $h_1(t)$ is near zero. We find the cumulative hazard ratio to be an interesting effect measure even when the proportional hazards assumption does not hold.

### 4.5 Case Study: Measuring the Effectiveness of HCV Treatment Combinations

Another common situation in which effect measures may disagree is choice of outcome. Specific effect measures commonly associate with specific outcomes. For example, HIV trials defining participants with less than 50 viral RNA copies per milliliter as having reached the measured outcome (endpoint) typically use risk difference (RD), while trials defining virologic failure as the measured outcome typically use relative risk (RR) or hazard ratio (HR). [3] Different effect measures coupled with different outcomes make summarily interpreting multiple studies especially difficult, as each difference alone is sufficient to lead researchers to different conclusions. In this case study, we review how different outcomes and different effect measures yield diverging conclusions about whether the sofosbuvir/simeprevir
Disagreement Concerning Effect-Measure Modification

A combination (sof/sim) or the sofosbuvir/ledipasvir combination (sof/ledi) is more effective at treating patients with the hepatitis C virus (HCV).

Dahari et al. considered two endpoints in their study of how sof/sim and sof/ledi differently affect patients with HCV. Patients first reach endpoint A when their blood has an HCV concentration below 15 IU/ml. They later reach endpoint B when their blood has no detectable HCV. Both endpoints represent definitions of what it means for a patient to have recovered from HCV. This case study will consider two outcomes: outcome A, failure to reach endpoint A within 28 days of treatment, and outcome B, failure to reach endpoint B within 28 days of treatment. These outcomes are coded as one when they occur and zero otherwise. This case study will see how choice of outcome affects several effect measures.

We define $p_1 = 0.05263$ and $p_2 = 0.15000$ as the proportions of patients with $A = 1$ on sof/sim and sof/ledi. [22] This gives $RR = 2.850$, $OR = 3.176$, $RD = 0.09737$, $RR^* = 1.115$, $HR = 3.006$, and $HR^* = 1.552$. We similarly define $p_3 = 0.26316$ and $p_4 = 0.35000$ with respect to outcome B. [22] This gives $RR = 1.3300$, $OR = 1.5077$, $RD = 0.08684$, $RR^* = 1.1336$, $HR = 1.4106$, and $HR^* = 1.2716$.

Assuming statistical significance, all effect measure-outcome combinations suggest that patients receiving the sof/sim treatment are more likely to recover from their HCV infection within 28 days than patients receiving the sof/ledi treatment. However, we see inconsistencies in the way choice of outcome affects our effect measures. For example, the relative risk sharply falls from 2.85 to 1.33 when switching from outcome A to outcome B, whereas the other relative risk rises slightly from 1.11 to 1.13 under the same change in outcome.

- **RR**: Patients are 2.85 times as likely to have $A = 1$ on sof/ledi — but only 1.33 times as likely to have $B = 1$ — as patients on sof/sim.
- **OR**: The odds of $A = 1$ on sof/ledi are 3.18 times those of patients on sof/sim. In contrast, the odds of $B = 1$ on sof/ledi are only 1.51 times those of patients on sof/sim.
- **RD**: A patient on sof/ledi is at a 0.0974 greater risk of $A = 1$ — but only a 0.0868 greater risk of $B = 1$ — than a patient on sof/sim.
- **RR**: A patient on sof/sim is 13.4% more likely to have $B = 0$ — but only 11.2% more likely to have $A = 0$ — than a patient receiving sof/ledi.
- **HR**: In the context of this case study, the cumulative hazard ratios, $HR = 3.01$ for outcome A and $HR = 1.41$ for outcome B, have no meaningful interpretations, because we cannot meaningfully define the hazard rates as functions of time. That is, we cannot identify the time during patients’ treatment at which it becomes clear that they will not reach either endpoint.
- **HR**: However, through regularly testing patients, we can identify the time during patients’ treatment at which they reach either endpoint, giving meaning to the recovery rates. Therefore, the assumption of proportional recovery rates is plausible. If that assumption holds, and since the assumption of equal follow-up periods holds (28 days), patients receiving the sof/sim treatment are 55.2% more likely to reach endpoint A at any given moment — but only 27.2% more likely to reach endpoint B at any given moment — than patients receiving the sof/ledi treatment.

Even when two outcomes agree toward identifying which treatment leads to lower risk, different effect measures may disagree as to which outcome suggests a greater difference between the two treatments (or the treatment and a control). In this case study, the other relative risk (RR*) suggested that outcome B, more strongly than outcome A, pointed to the conclusion that sof/sim was more effective than sof/ledi. All other effect measures pointed in the opposite direction, that outcome A more strongly supported the conclusion.

The numerous effect measure-outcome combinations may enable researchers to cherry-pick the combination with the most extreme value or the lowest $P$-value. There are several methodological solutions to this problem:

- **Pick the combination ahead of the study.** Before beginning a randomized trial or observational endeavor, researchers choose the primary effect measure-outcome combination with which they will analyze results. They might report secondary outcomes and effect measures for purposes of discussion and compatibility with meta-analyses, but not for purposes of determining statistical significance.
- **Report the combination standard for the field.** Researchers may base this choice on study design, interpretation of results, or standards in the field. (See the HIV example at the beginning of this case study.)
- **Report all combinations.** Researchers may report all relevant effect measure-outcome combinations. While this may prohibit a concise, powerful conclusion, it allows readers to holistically interpret results and maximizes compatibility with meta-analyses.
• Report risks and allow other researchers to compute their preferred effect measure. Forgoing effect measures entirely, researchers may present the risk of each outcome associated with each treatment, allowing readers to reach their own conclusions. This is nearly as compatible with meta-analyses as reporting all combinations since calculation of effect measures from risks is straightforward. Dahari et al. employed this style of presentation in their HCV study, making no mention of effect measures but presenting all the information this case study needed to compute six and interpret five.

5 Case Study: Young and Old Cancer Patients’ Risks of Bankruptcy

5.1 Introduction
Melanoma may have a mortality rate of only 0.02% [23], but it is a financial death sentence much more frequently. Patients with melanoma are on average HR = 2.08 times as likely to file for bankruptcy at any given moment as their matched controls. [24] Ramsey et al. found that p1 = 0.00830 of 20-34-year-old patients with melanoma, but only p2 = 0.00384 of their matched controls, filed for bankruptcy during an average year of their study. In contrast, only p3 = 0.00140 of 80-90-year-old patients with melanoma, and only p4 = 0.00045 of their matched controls, filed for bankruptcy during an average year. Assuming that differences are statistically significant and caused by melanoma, we will look at how age modifies effect measures measuring the effect melanoma has on risk of bankruptcy.

5.2 Effect Measures
The relative risk (RR), odds ratio (OR), and cumulative hazard ratio (HR) suggest that melanoma more sharply increases 80-89-year olds’ risk of bankruptcy.

• RR: 80-89-year-old patients with melanoma are 3.11 times as likely to file for bankruptcy as their matched controls. In contrast, 20-34-year-old patients with melanoma are only 2.16 times as likely to file for bankruptcy as their matched controls.
• OR: The odds of 80-89-year-old patients with melanoma filing for bankruptcy are 3.11 times those of their matched controls. In contrast, the odds of 20-34-year-old patients with melanoma filing for bankruptcy are only 2.17 times those of their matched controls.
• HR: The assumption of equal follow-up periods holds (1 year). If the proportional hazards assumption also holds, then non-bankrupt 80-89-year-old patients with melanoma are 3.11 times as likely to file for bankruptcy at any given moment as their matched controls. Under the same assumption, non-bankrupt 20-34-year-old patients with melanoma are only 2.17 times as likely to file for bankruptcy at any given moment as their matched controls.

The risk difference (RD) and other relative risk (RR*) suggest the opposite conclusion.

• RD: The risk of bankruptcy among 20-34-year-old patients with melanoma is 0.00446 higher than the risk of bankruptcy among their matched controls. In contrast, the risk of bankruptcy among 80-89-year-old patients with melanoma is only 0.00095 higher than the risk of bankruptcy among their matched controls.
• In terms of the Number Needed to Treat (1/RD), if we relieved 224 20-34-year-old patients with melanoma of its financial effects, we would expect 1 fewer bankruptcy. In contrast, we would have to relieve an estimated 1053 80-89-year-old patients with melanoma from its financial impact to prevent 1 bankruptcy.
• RR*: A matched control is 0.45% (RR* = 1.0045) more likely to avoid bankruptcy than a 20-34-year-old patient with melanoma. In contrast, a matched control is only 0.095% (RR* = 1.00095) more likely to avoid bankruptcy than an 80-89-year-old patient with melanoma.

The other cumulative hazard ratio (HR*) suggests that melanoma equally amplifies time to repayment in 20-34-year-olds and 80-89-year-olds. To interpret HR*, we must make two assumptions that do not exactly fit financial reality:

• Proportional recovery rates: We assume that the rate at which indebted patients with melanoma pay off their debt is proportional to that rate for their indebted matched controls.
• Equal follow-up periods: We assume that all patients and controls start in debt. During the 1-year follow-up period, we assume that all patients and controls either pay off this debt or declare bankruptcy. This is an exclusive “or;” we do not account for patients and controls who pay off their debt, accumulate new debt, and subsequently declare bankruptcy within the 1-year period.
While not all patients and controls in this study began each studied year in debt, and failure to repay debt does not always equate to bankruptcy, we will continue with an interpretation of HR\* to illustrate how HR\* may apply to other economic studies of hospital patients, house mortgagees, and car buyers.

- Matched controls are 16.1% (HR\* = 1.161) more likely to pay off their debt at any given moment than 20-34-year-old patients with melanoma. Similarly, matched controls are 17.2% (HR\* = 1.172) more likely to pay off their debt at any given moment than 80-89-year-old patients with melanoma.

5.3 Conclusion

Hospitals often face difficult decisions to stay financially solvent while ensuring that their patients get the care they need. Governments benefit from an understanding of how medical expenses affect citizens’ financial stability since they choose which populations to target with “treatments” such as Medicare. We include this case study to illustrate how effect-measure modification may be of interest in economics. In causal contexts, effect-measure modification is the study of how a modifier affects the extent to which an exposure causes a disease. In this case study, the modifier is age, the exposure is melanoma, and the “disease” is bankruptcy. Financial events — bankruptcy, repayment, making a purchase, clicking on an advertisement, selecting a contractor, entering a recession — are meaningfully compatible with effect measures. We hope that future research incorporates effect-measure modification within econometrics.

6 Case Study: COVID-19 Mortality and Country of Treatment

6.1 Introduction

The risk of death in patients with COVID-19 depends heavily on many factors including (a) their age [25] and (b) the relative prevalence of COVID-19 in their healthcare system, relative to that system’s capacity. In this case study, we use different effect measures to investigate how the age of patients with COVID-19 modifies the effect their healthcare system has on their risk of death.

For purposes of this case study, we will neglect confounders, i.e., mutual causes of COVID-19 mortality and relative prevalence. Such variables include the rate of testing: increased testing decreases the measured death rate of COVID-19 by revealing asymptomatic and weakly symptomatic cases. [26] Increased testing also decreases the relative prevalence of COVID-19, since countries with increased testing generally detect COVID-19 outbreaks in time to implement appropriate policy actions to prevent the outbreak from overwhelming their health care systems. [27] Thus, increased testing partially "explains away" the strong association between COVID-19 mortality and relative prevalence. We therefore intend this case study as an illustrative example of how effect-measure modification changes from one effect measure to another.

6.2 Effect Measures

Humans in their forties generally experience a below average risk of dying from COVID-19. Italian 40-49-year-olds are no exception with a death rate of $p_1 = 0.9\%$ as of June 3, 2020. [28] Mexican 40-49-year-olds are not as fortunate with a death rate of $p_2 = 7.5\%$ as of June 3, 2020. [29] Among 60-69-year-olds, Italians and Mexicans have respective Case Fatality Rates of $p_3 = 10.6\%$ and $p_4 = 25.3\%$ (RR = 2.39). While COVID-19 overwhelmed both countries’ healthcare systems, it caught Mexico particularly unprepared [30], at least partially explaining these disparate death rates. Other explanatory variables include Mexico’s increased absolute prevalence and accelerated onset of preexisting conditions that increase the risk of death from COVID-19. [30] We will look at how age modifies each of our effect measures.

The relative risk (RR), odds ratio (OR), and cumulative hazard ratio (HR) find the disparity between Mexican and Italian 40-49-year-olds more alarming than that disparity among 60-69-year-olds.

- RR: A 40-49-year-old person from Mexico with COVID-19 is 8.33 times as likely to die as a 40-49-year-old person from Italy with COVID-19. In contrast, a 60-69-year-old person from Mexico with COVID-19 is only 2.39 times as likely to die as their Italian counterpart.
- OR: The odds of Mexican 40-49-year-olds with COVID-19 dying are 8.93 times those of Italian 40-49-year-olds. In contrast, the odds of Mexican 60-69-year-olds with COVID-19 of dying are only 2.86 times those of their Italian counterparts.
- HR: Assuming proportional hazards and equal follow-up periods, Mexican 40-49-year-olds with COVID-19 are 8.62 times as likely to die at any given moment as Italian 40-49-year-olds with COVID-19. Under the same assumptions, Mexican 60-69-year-olds with COVID-19 are only 2.60 times as likely to die at any given moment as their Italian counterparts.
These effect measures may lead stakeholders to conclude that countries with underprepared healthcare systems should focus on middle-age patients whose deaths are possible but typically preventable, rather than on older patients who have a substantial chance of dying even if prioritized for treatment.

The risk difference (RD) and other relative risk (RR*) yield the opposite conclusion.

- **RD**: The risk of death among 60-69-year-old Mexicans with COVID-19 is 0.147 higher than the risk of death among 60-69-year-old. In contrast, the risk of death among 40-49-year-old Mexicans with COVID-19 is only 0.066 higher than that risk among their Italian counterparts.

- **In terms of the Number Needed to Treat (1/RD) and using our assumption of causation, if 6.8 (1/0.147) 60-69-year-old Mexicans with COVID-19 were instead treated under Italy’s healthcare system, we would expect 1 fewer death. In contrast, we would have to treat an estimated 15.2 40-49-year-old Mexicans with COVID-19 under Italy’s healthcare system to save 1 life.**

- **RR**: A 60-69-year-old person from Italy with COVID-19 is 19.7% (RR* = 1.197) more likely to survive infection than a 60-69-year-old person from Mexico with COVID-19. In contrast, a 40-49-year-old person from Italy with COVID-19 is 7.1% (RR* = 1.071) more likely to survive infection than a 40-49-year-old person from Mexico with COVID-19.

Risk difference is arguably the effect measure most suitable for identifying which subpopulation would benefit the most from treatment. [13, 31-33]

The other cumulative hazard ratio (HR*) does not suggest that age substantially modifies the effect of healthcare system on mortality from COVID-19: Assuming proportional recovery rates and equal follow-up periods during which all patients recover or die from COVID-19, 40-49-year-old people from Italy are 81% more likely to recover from COVID-19 at any given moment than 40-49-year-old people from Mexico with COVID-19. Similarly, 60-69-year-old people from Italy are 63% more likely to recover from COVID-19 at any given moment than 60-69-year-old people from Mexico under the same assumptions.

### 6.3 Conclusion

The COVID-19 pandemic caught healthcare systems unprepared, requiring them to choose which subpopulations to treat with limited resources. Data detailing these subpopulations’ risks of death from COVID-19 with and without treatment inform such decisions. Our case study suggests that the effect measure used to compare these data may determine this decision: Mexico may target treatment toward 40-49-year-old patients with COVID-19 if they compare data with the relative risk, odds ratio, or cumulative hazard ratio; alternatively, Mexico may prioritize treating 60-69-year-old patients with COVID-19 after comparing data with the risk difference or the other relative risk (i.e., the relative risk of surviving COVID-19). This case study serves as an example of meaningful disagreement between effect measures. The effect measures we studied differed between strata substantially (RR: 8.33 vs. 2.39; RD: 0.066 vs. 0.147), showing that disagreement does not only occur in cases where, perhaps, RR is slightly higher for 40-49-year-olds and RD is slightly higher for 60-69-year-olds. A large difference in one effect measure does not guarantee that other effect measures agree.

### 7 Monte Carlo Simulation

Through case studies, we have shown that effect measures can disagree in real-world examples. But just how common is this phenomenon? To get a general sense for the prevalence of agreement and disagreement, we compute the probability that pairs and sets of effect measures agree when risks are randomly sampled from the unit interval. We also compute the probability of agreement when risks are randomly selected in \( 0 < p_i < 0.1 \) to gauge the prevalence of disagreement in the study of rare diseases. [1]

#### 7.1 Methods

To compute these probabilities, we performed Monte Carlo integration in Java. In each of one million trials, we randomly sampled risks \( p_1, p_2, p_3, \) and \( p_4 \) from the uniform \((0,1)\) distribution. We computed our six effect measures, \( \{RR, RR^*, HR, HR^*, RD, OR\} \), for each the \( \{p_1, p_2\} \) stratum and the \( \{p_3, p_4\} \) stratum. We say a set of effect measures disagrees if any pair disagrees. We then determined and recorded, for each of the 64 subsets of our six effect measures, whether that subset agreed or disagreed. We estimate the probability of a given set of effect measures agreeing by the proportion of the one million trials in which that set agreed. We repeated this process for rare diseases by sampling risks from the uniform \((0, 0.1)\) distribution.
7.2 Results

We present our estimates of the probabilities of sets of effect measures agreeing in the below 6-way Venn Diagrams [34]:

Figure 1: We present the approximate probability of agreement for various sets of effect measures when risks are randomly sampled from the (0,1) distribution, imitating risks observed in the study of common outcomes. Probabilities do not add to 1 because they do not represent mutually exclusive events. For example, if all six effect measures agree (probability 0.833303), then every subset of those effect measures also agrees, so all probabilities are at least 0.833303.

7.3 Analysis

The most striking pattern in Figure 1 is the repeated occurrence of 0.833303. This is our estimate of the probability that all six effect measures agree when risks are randomly sampled from the unit interval. (In Appendix A, we show that the exact probability is $\frac{5}{6}$.) But this is also our estimate that numerous subsets of those effect measures agree. The minimal such subset is the pair of relative risks: 0.833303 is our estimate of the probability that the two relative risks agree. From this equality of probabilities, we conjecture that all six effect measures agree if and only if the two relative risks agree. We prove this in the following section.

Suppose there were many studies in which risks were independent and uniformly distributed over the unit interval and in which all relevant inequalities reach significance. Then this probability, 0.833303, suggests that about one in six ($1 - 0.833303$) of those studies, if they used the relative risk to assess effect-measure modification, would reach the opposite conclusion were they to have instead considered the opposite outcome — a consideration that sometimes appears arbitrary. Since neither assumption is reasonable [45], we do not claim that one-sixth of all RR modification studies would reach the opposite conclusion were the outcome oppositely codified. (In Appendix D, we redo our simulation by sampling $p/2$ and $p/4$ from tent distributions that respectively depend on $p1$ and $p3$.)
Figure 2: We present the approximate probability of agreement for various sets of effect measures when risks are randomly sampled from the (0,0.1) distribution, imitating risks observed in the study of rare outcomes.

However, we do suspect that this proportion is high enough to raise concerns about focusing on only the relative risk and only one outcome. As we outlined in Section 4.5, one alternative is to consider all effect measure-outcome combinations, or more succinctly, all effect measures including those representing the opposite outcome (RR*, HR*). Another option is to present the risks themselves, allowing other researchers to compute the effect measures in which they are interested.

From our result that all six effect measures agree exactly when the two relative risks agree, we suggest another alternative: Researchers can initially consider the two relative risks. If they agree, the conclusion they suggest can be taken to apply to other effect measures. If they disagree, the researchers can discuss them alongside other effect measures and consider which effect measures are most applicable or standard for their topic. For example, risk difference is commonly used in choosing which population to prioritize for scarce treatment. [13, 31-33]

There are several more conjectures we draw from repeated Monte Carlo probabilities:

- If HR and HR* agree, so does OR.
- If HR and RR* agree, so does HR*.
- If OR and RR* agree, so does HR*.
- If HR* and RR agree, so does HR.
- If RR and OR agree, so does HR.

While we will not prove these conjectures, our large number of trials (1 million) allows us to be confident that they are safe to use in applied contexts.
We now turn our attention to Figure 2. We see that agreement is a more common phenomenon in the context of rare diseases: all effect measures agree with estimated probability 0.912943. Unlike in Figure 1, this proportion is just slightly below the probability of the odds ratio and risk difference agreeing: 0.915381. This follows from how for rare diseases, the odds ratio approximates the relative risk (agreement probability 0.997562), and the risk difference approximates the other relative risk (agreement probability 0.996460). For rare diseases, another consequence of RD approximating RR* is that if RR and RD agree, then almost surely will all six effect measures agree.

We find this schism between the odds ratio and the risk difference concerning in the context of case-control studies, which are commonplace in the study of rare diseases and, by design, report the odds ratio. Since the risk difference is more appropriate for choosing which population to target treatment toward, we suggest that case-control studies also present RD when a known sampling fraction allows estimation of the risks $p_1$ and $p_2$. [35]

8 Theorem: If Both Relative Risks Agree, then so do Both Hazard Ratios, the Risk Difference, and the Odds Ratio.

In Section 7, the two relative risks (RR and RR*) agreed in the exact same number of trials, 833303 out of 1000000, as the entire set of effect measures {RR, RR*, HR, HR*, RD, OR}. From this we conjecture that the relative risks agree if and only if all six effect measures agree. We can prove this in two ways: algebraically and analytically. In this section, we provide the algebraic proof. The analytic proof, partially presented in Appendix A, is more technical than the algebraic proof but offers a framework useful for future proofs, such as our proof in Appendix A that all six effect measures agree with probability $\frac{5}{6}$ when risks are randomly sampled from the uniform (0,1) distribution.

To ensure all effect measures are defined, we restrict the risks $p_1, p_2, p_3$, and $p_4$ to the open unit interval. If at least two risks $p_2, p_3, p_4$ are 0 or at least two risks are 1, the presence and direction of effect modification are clear without the use of effect measures. If exactly one risk is 0 and at most one risk is 1, or vice versa, then it is feasible to apply our theorem by defining otherwise-undefined effect measures using appropriate one-sided limits. For example, if $p_1 = 0$ and $p_2 = 0.3$, then we may define $RR = \lim_{p_1 \to 0^+} \frac{p_2}{p_1} = OR = HR = HR^* = \infty$.

8.1 Qualitative Effect Modification: If either $p_1 < p_2$ or $p_3 < p_4$ but not both, then all six effect measures agree.

Relabelling strata as necessary, suppose that $p_1 < p_2$ and $p_3 \geq p_4$. Let RR$_p$ denote the relative risk for the $(p_1, p_2)$ stratum, and let RR$_Q$ denote the relative risk for the $(p_3, p_4)$ stratum. We similarly define this subscript notation for other effect measures. Then

- $RR_p > 1$ and $RR_Q \leq 1$,
- $RR^*_p > 1$ and $RR^*_Q \leq 1$,
- $HR_p > 1$ and $HR_Q \leq 1$,
- $HR^*_p > 1$ and $HR^*_Q \leq 1$,
- $RD_p > 0$ and $RD_Q \leq 0$, and
- $OR_p > 1$ and $OR_Q \leq 1$.

Hence all six effect measures agree as desired.

8.2 If RR and RR* agree, then HR* agrees with them.

If $p_1 < p_2$ or $p_3 < p_4$ but not both, we have qualitative effect modification, so by Section 8.1, {RR, RR*, HR*} agrees as desired. Otherwise, we can relabel treatment groups and strata as necessary so that $1 < \frac{p_2}{p_1} < \frac{p_3}{p_4}$. Suppose that RR and RR* agree, giving that $1 < \frac{1-p_1}{1-p_2} < \frac{1-p_3}{1-p_4}$. We will show that $\frac{\log p_1}{\log p_2} < \frac{\log p_3}{\log p_4}$ in the two below cases. Note that we write each case as a standalone proposition; i.e., we rewrite aforementioned suppositions that we use in each case’s proof.

Suppose $p_4 > p_2 > p_1$ and $p_4 > p_3 > p_1$. Then RR and HR* agree.

Taking the logarithm of both side of $\frac{p_2}{p_1} < \frac{p_4}{p_3}$ gives that $\log p_2 - \log p_1 < \log p_4 - \log p_3$, from which it follows that $\frac{\log p_1}{\log p_2} < \frac{\log p_3}{\log p_4} - 1 + 1 < \frac{\log p_3}{\log p_4}$, Transitivity, $\frac{\log p_1}{\log p_2} < \frac{\log p_1}{\log p_2}$, so RR and HR*
agree as desired.

Suppose \( p4 < p2 < 1 < \frac{1-p1}{1-p2} < \frac{1-p3}{1-p4} \). Then \( RR^* \) and HR* agree.
For \( i \in \{1, 2, 3, 4\} \), let \( p_i = 1 - p_i \). Then

\[
\frac{\log p_1}{\log p_2} = \frac{\log(1 - \bar{p}_2 RR^*_p)}{\log(1 - \bar{p}_2)} < \frac{\log(1 - \bar{p}_3 RR^*_p)}{\log(1 - \bar{p}_3)} < \frac{\log(1 - \bar{p}_4 RR^*_Q)}{\log(1 - \bar{p}_4)} = \frac{\log p_3}{\log p_4}
\]

with inequalities justified in Appendix B. Since \( RR^*_p < RR^*_Q \) and \( HR^*_p < HR^*_Q \), we have that \( RR^* \) and HR* agree.

In the remaining case that \( p2 = p4 \), all six effect measures agree, including RR, RR*, and HR*. Hence if the two relative risks agree, then the other cumulative hazard ratio agrees with them as desired.

### 8.3 If RR and RR* agree, then HR agrees with them.

Conceptually: The relative risks are concordant with each other for the opposite outcome, so if RR and RR* agree for one outcome, they also agree for the opposite outcome. By the previous subsection, this implies that HR* for the opposite outcome agrees. But HR* for the opposite outcome is concordant with HR, so if RR and RR* agree, then HR agrees with them as desired.

Algebraically: We showed in Section 8.2 that for any \( w, x, y, z \in (0, 1) \), if \( \frac{w}{x} > \frac{y}{z} \) and \( \frac{1-w}{1-x} > \frac{1-y}{1-z} \), then \( \frac{\log w}{\log x} > \frac{\log y}{\log z} \).
Let \( w = 1 - p2, x = 1 - p1, y = 1 - p4, \) and \( z = 1 - p3 \). Then the above gives that if \( \frac{1-p1}{1-p2} > \frac{1-p3}{1-p4} \) and \( \frac{p2}{p1} > \frac{p4}{p3} \), then \( \frac{\log(1-p2)}{\log(1-p1)} > \frac{\log(1-p4)}{\log(1-p3)} \). Similarly, if \( \frac{p2}{p1} < \frac{p4}{p3} \) and \( \frac{p2}{p1} < \frac{p4}{p3} \), then \( \frac{\log(1-p2)}{\log(1-p1)} > \frac{\log(1-p4)}{\log(1-p3)} \). Therefore if the two relative risks agree, then the cumulative hazard ratio agrees with them as desired.

### 8.4 If RR and RR* agree, then RD agrees with them.

We begin by presenting two standalone sufficient conditions for agreement:

If \( RR^*_p < RR^*_Q \) and \( p3 \leq p1 \), then RR* and RD agree.

Suppose that \( \frac{1-p1}{1-p2} < \frac{1-p3}{1-p4} \). Equivalently, \( \frac{p3-p4}{1-p3} < \frac{p1-p2}{1-p1} \). Therefore \( p4 - p3 > \frac{(p2-p1)(1-p3)}{1-p1} \geq p2 - p1 \) by our assumption that \( p3 \leq p1 \). Since \( RD_p < RD_Q \), the other relative risk and the risk difference agree.

If \( RR^*_p < RR^*_Q \) and \( p3 \geq p1 \), then RR and RD agree.

Suppose that \( \frac{p2}{p1} < \frac{p4}{p3} \). Then \( \frac{p2-p1}{p1} < \frac{p4-p3}{p3} \). Since \( p3 \geq p1 \), we have \( p4 - p3 > (p2 - p1)\frac{p3}{p1} \geq p2 - p1 \). Hence \( RD_p \geq RD_Q \), so the relative risk and the risk difference agree.

Suppose that RR and RR* agree. If there is qualitative effect modification, all effect measures, including RD, agree. Otherwise, we relabel strata as necessary so that \( RR_p < RR_Q \) and \( RR^*_p < RR^*_Q \). Then one of the two above results applies, i.e., the risk difference must always agree with one of the relative risks. We conclude that if the two relative risks agree, then the risk difference must agree with them as desired.

### 8.5 If RR and RR* agree, then OR agrees with them.

This follows from the odds ratio being the product of the two relative risks: Suppose that \( \frac{p2}{p1} < \frac{p4}{p3} \) and \( \frac{1-p1}{1-p2} < \frac{1-p3}{1-p4} \).

Multiplying these inequalities, we get that \( \frac{p2(1-p1)}{p1(1-p2)} < \frac{p4(1-p3)}{p3(1-p4)} \). Since \( RR_p < RR_Q \) and \( RR^*_p < RR^*_Q \) together imply \( OR_p < OR_Q \), we conclude that if the two relative risks agree, then the odds ratio agrees with them as desired.

### 8.6 Conclusion

From the preceding sections, we conclude that if the two relative risks agree, then so must the set of all six of our effect measures. Along the way, we found several sufficient conditions for agreement between effect measures:

- If \( p4 > p2 > p1 \) and \( p4 > p3 > p1 \) are both true or both false, then RR and HR* agree. Otherwise, RR* and HR* agree.
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• If $p_4 < p_2$ and $\frac{1-p_2}{1-p_1} < \frac{1-p_3}{1-p_4}$ are both true or both false, then RR* and HR* agree. Otherwise, RR and HR* agree.

• If RR*$_p <$ RR*$_Q$ and $p_3 \leq p_1$ are both true or both false, then RR* and RD agree. Otherwise, RR and RD agree.

• If RR$_p <$ RR$_Q$ and $p_3 \geq p_1$ are both true or both false, then RR and RD agree. Otherwise, RR* and RD agree.

9 Discussion

Researchers use a variety of effect measures to quantify health disparities and other instances of effect-measure modification. As we saw in our case studies on COVID-19, HCV, and outpatient bankruptcy, choice of effect measure can determine the existence and direction of modification when risks increase in both strata or decrease in both strata. As in previous literature [1], we defined two effect measures to disagree if the stratifying factor (e.g., gender) modifies the two effect measures in opposite directions. Otherwise, they agree. Two effect measures that always agree are concordant.

Moreover, researchers often choose between opposite outcomes, such as recovery and death in a study where all patients recover or die. We showed that the risk difference (RD) and the odds ratio (OR) are unaffected (for purposes of agreement) by this choice, but the relative risk (RR) and the cumulative hazard ratio (HR) may suggest opposite conclusions. In fact, if the relative risk for one outcome and the relative risk for the other outcome suggest effect-measure modification in the same direction, then so will all other aforementioned effect measures for either outcome.

9.1 Proofs

We defined RR* as the reciprocal of the relative risk for the opposite outcome and HR* as the reciprocal of the cumulative hazard ratio for the opposite outcome. For any risks $p_1, p_2, p_3, \text{ and } p_4$ between 0 and 1, we showed that HR, HR*, RD, and OR each agree with at least one of the relative risks. As a result, if the two relative risks RR and RR* agree, then so does the entire set of our effect measures {RR, RR*, HR, HR*, RD, OR}. We proved the entire theorem algebraically, uncovering several sufficient conditions for agreement along the way. We also used the intermediate value theorem to show that the risk difference agrees with at least one of the relative risks. The latter proof provides the framework we used to prove that all our effect measures agree with probability $\frac{5}{6}$ when risks are randomly sampled from the uniform (0,1) distribution.

9.2 Simulation

While our Monte Carlo simulation served primarily to foretell our theorem, it uncovered several more agreement relations. For example, if risks are randomly sampled from the uniform (0, 0.1) distribution — modeling the use of effect measures to study rare diseases — and the relative risk and risk difference agree, then our theorem approximately applies: all six of our effect measures agreed in 912943 of the 916483 trials in which RR and RD agreed. In only 91.9% of the rare disease trials did the odds ratio and risk difference agree, a concerningly low probability given that case-control studies often yield only the odds ratio, while the risk difference is the effect measure most suitable for determining which population to prioritize for scarce treatment. [13, 31-33]

9.3 Case Studies

Throughout our paper, we considered the choice between two opposite outcomes — a choice often made for convenience. In our HCV case study, we additionally considered the choice between related outcomes: having a low bloodborne HCV concentration and having no detectable bloodborne HCV whatsoever. Assuming statistical significance, we showed that choice between these two outcomes modified each of our effect measures, but not all in the same direction: RR dropped from 2.85 to 1.33 when switching from the former outcome to the latter, while the RR* gently increased from 1.115 to 1.134.

In our case study on how age modifies the effect of melanoma on risk of bankruptcy, we put one foot in finance while keeping the other in medicine. This case study dispelled the notion that when effect measures disagree, they only do so “slightly:” the risk difference suggested that the younger age group sees a much sharper effect of melanoma on risk of bankruptcy (RD = 0.00446 compared to RD = 0.00095 for the older age group), while the relative risk suggested that the older age group sees a sharper increase in risk (RR = 3.11 compared to RR = 2.16 for the younger age group).

Finally, our case study on COVID-19 provided an example of effect measures disagreeing in a critical public health context. We showed that age modifies the effect of health care system on risk of death from COVID-19 in opposite
directions for different effect measures. As a result, choice of effect measure could impact which age groups receive prioritized treatment. We recommend the risk difference for this context due to its concordance with the number needed to treat. [13, 31-33]

9.4 Existence of effect-measure modification

Our paper focuses mainly on the direction of effect-measure modification, as much is already known about existence. For example, if relative risk modification does not occur, and all risks are distinct and strictly between 0 and 1, then effect-measure modification necessarily occurs on the RR*, HR, HR*, RD, and OR scales. However, it is not quite true that if effect-measure modification does not occur on any one of these scales, then it must occur on the other five. For example, if \( p_1 + p_4 = p_2 + p_3 = 1 \), then effect-measure modification occurs on neither the RD nor the OR scale.

9.5 Shortcomings of existing literature

Some authors have written about the potential for the presence and direction of relative risk modification to depend on which of two opposite outcomes are chosen. Following an investigation of 551 meta-analyses, Deeks concluded that the two relative risks “are best considered as separate models.” [42] More recently, Scanlan provided an example where the U.S. government’s definition of disparity would classify a racial disparity in vaccination rate as having both increased and decreased in the same period, depending on whether risks were defined by the vaccination rate or the proportion unvaccinated. [13] Our paper shows that the probability of this phenomenon may be concerningly high: 1/6 were risks randomly sampled from the uniform \((0,1)\) distribution. While these prior papers show the prudency in reporting both relative risks, our paper goes further by showing that agreement between the two relative risks is sufficient for agreement between all six effect measures we study.

9.6 How to apply

Our findings are of interest to researchers choosing between effect measures and opposite outcomes and to researchers performing meta-analyses over literature employing varying effect measures and outcome codifications. In some fields, there is a standard effect measure-outcome combination. In some studies, the purpose of the study informs the effect measure-outcome choice: a study recommending a population for prioritized COVID-19 vaccination may employ the risk difference to save the most lives. In contexts where there is no clear choice, we recommend that researchers report both relative risks. If they agree, our theorem shows that the studied factor also modifies HR, HR*, RD, and OR in the same direction. For example, a meta-analysis of studies testing for risk difference modification could include a study that showed relative risk modification for each of two opposite outcomes.

9.6.1 Bivariate delta method

Brumback and Berg suggested the multivariate delta method to test the alternative hypothesis that a factor modifies the relative risk, risk difference, and odds ratio in the same direction. [1] This method involves considering a joint distribution with a dimension for each of the three effect measures. We improve on this recommendation, increasing the strength of the alternative hypothesis and reducing the dimensionality of the applicable joint distribution: we suggest using the bivariate delta method to test the alternative hypothesis that a factor modifies both relative risks, both cumulative hazard ratios, the risk difference, and the odds ratio in the same direction. By our theorem, it suffices to consider the joint distribution of just the two relative risk ratios \( \frac{p_2 p_3}{p_1 p_4} \) and \( \frac{(1-p_1)(1-p_4)}{(1-p_2)(1-p_3)} \). We reject the null hypothesis if the 100\((1 - \alpha)\)% simultaneous confidence region for the relative risk ratios lies completely within the \((>1, >1)\) region or the \((<1, <1)\) region.

9.7 Future Research

There are several other topics in effect-measure modification to which future research might apply our research. For example:

- Gilbert et al. adapt survivor average causal effect (SACE) analysis to principal surrogate (PS) analysis on the HVTN 505 HIV-1 vaccine trial. Their analysis found qualitative vaccine efficacy modification by a post-randomization biomarker. [36] Future research may adapt SACE to PS in the context of effect measures besides vaccine efficacy (which is concordant with the relative risk). Furthering our consideration of the opposite outcome, future research could formulate the “other” survivor average causal effect (SACE*) to be the average causal effect in participants who would be non-survivors (e.g., who would experience HIV infection) regardless of assignment to the control or treatment group.
• Dahabreh et al. discuss the limitations of considering “one variable at a time” when choosing a treatment for a patient with multiple risk factors. [10] Future research could explore scenarios where multiple factors modify some effect measures but not others.

• Conversely, Rauch et al. consider composite effect measures, including the all-cause hazard ratio, that summarize patients’ outcomes as measured by several endpoints. [37] Future research could explore scenarios where multiple factors modify some effect measures but not others.

• Even once an effect measure-outcome combination is chosen, different techniques to estimate the effect measure (e.g., maximum likelihood and Mantel-Haenszel) and different overarching approaches (e.g., stratification and product terms) may lead to opposite conclusions about the presence and direction of effect-measure modification. [38, 39] Existing literature demonstrates this for RR; future research could investigate this for other effect measure-outcome combinations.

• Warn et al. give Bayesian techniques for finding the posterior distributions of RR, OR, and RD. Future research could extend these techniques to RR*, HR, and HR*. From there, it could find the joint posterior distribution of the relative risk ratios $\frac{p_2p_3}{p_1p_4}$ and $\frac{(1-p_1)(1-p_3)}{(1-p_2)(1-p_4)}$. If the confidence region of this distribution lives entirely in the $(<1, <1)$ or $(>1, >1)$ quadrant, the prior distribution and new evidence together inform the conclusion of effect-measure modification on the {RR, RR*, HR, HR*, RD, OR} scales in the same direction.

• Since the two relative risks are concordant with Cheng’s preventative and generative causal powers, existing research [40] relating the causal powers to Bayesian networks could be readily extended to the two relative risks.

• Huitfeldt et al. show confounding and monotonicity assumptions for reaching counterfactual interpretations of the two relative risks and their reciprocals. Further research could, given those assumptions, assess the possibility and frequency of disagreement between these counterfactual outcome state transition (COST) parameters and non-COST effect measures (HR, HR*, RD, OR). [43]
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We start by looking at the four examples in Table 3. For each example, the theorem holds for all $p_4 \in (0,1)$, because $p_4^{*RD}$ is between $p_4^{*RR}$ and $p_4^{*RR*}$. The planes $p_1 = p_2$ and $p_1 = p_3$ divide $(0,1)^3$, the space of $(p_1, p_2, p_3)$, into four open regions. Let us call each region by the boldface of the example it contains. For example, $(p_1 = 0.7, p_2 = 0.5, p_3 = 0.8)$ is in region B as $p_1 > p_2$ and $p_1 < p_3$. Consider any $B_1 = (p_1, p_2, p_3)$ in region B. By the intermediate value theorem, if in $B_1$, unlike B, $p_4^{*RD} > p_4^{*RR*}$ or $p_4^{*RD} < p_4^{*RR}$, then for all continuous paths from B to $B_1$, even those living entirely inside region B, there must exist a point $(p_1, p_2 < p_1, p_3 > p_1)$ at which

$$p_4^{*RR} = \left(1 - \frac{p_3}{1 - p_3}\right) \frac{p_2}{p_1}. $$

This means that $p_4^{*RR}$ is always less than 1. Hence EM and FM disagree as to the direction of effect-measure modification. Therefore, $p_4^{*RR} < p_4^{*HM}$. By our result in Section 8, these two relative risk measures must agree for each $p_4$. Thus the entire set of our effect measures $\{RR, RR^*, HR, HR^*, RD, OR\}$ agrees. In this section, we provide an analytic proof that when the relative risks agree, then our set of effect measures coincide.

In Section 8, we proved algebraically that if the relative risks agree, then our set of effect measures $\{RR, RR^*, HR, HR^*, RD, OR\}$ agrees. In this section, we provide an analytic proof that when the relative risks agree, then our set of effect measures coincide. In this appendix, we prove that conjecture.

### Appendix A

From Figure 1, we conjectured that the probability that the two relative risks agree — or equivalently by our theorem in Section 8 that all our effect measures agree — is $\frac{3}{6}$ when risks are randomly sampled from the (0,1) uniform distribution. In this appendix, we prove that conjecture.

#### Analytic proof that when RR and RR* agree, RD agrees with them

In Section 8, we proved algebraically that if the relative risks agree, then all our effect measures $\{RR, RR^*, HR, HR^*, RD, OR\}$ agree. In this section, we provide an analytic proof that when the relative risks agree, the risk difference agrees with them. We will use the framework of this proof in our proof that the probability of such agreement is $\frac{3}{6}$ when risks are randomly sampled from the uniform (0,1) distribution.

As in Section 8, let population $P$ describe the $(p_1, p_2)$ stratum, and let population $Q$ describe the $(p_3, p_4)$ stratum. For each effect measure $EM$, given risks $p_1, p_2, p_3 \in (0,1)$, we define $p_4^{EM}$ to be the critical value of $p_4$ at which the EM effect measure would indicate that the treatment or exposure affects populations $P$ and $Q$ equally. Notably, $p_4^{*RR} = \frac{p_2 p_3}{p_1}, p_4^{*RD} = p_2 + p_3 - 1$, and $p_4^{*RR*} = 1 - \frac{(1 - p_2)(1 - p_3)}{p_1}$.

The importance of $p_4^{*RR*}$ is that two effect measures disagree if (and only if) the true value of $p_4$ falls between $p_4^{*RR*}$ for each effect measure. We will show this for $p_2 > p_1$ and $p_4 > p_3$. Let EM and FM be any two effect measures. Suppose that $p_4^{*HM} < p_4 < p_4^{*HM}$. The left inequality gives that the EM effect measure considers population Q to respond to treatment or exposure more strongly than population P, since $p_4$ is more than what it would be were there no EM modification. Similarly, the right inequality gives that the FM effect measure considers population P to respond to treatment or exposure more strongly than population Q. Hence EM and FM disagree as to the direction of effect-measure modification.

| Example | $p_1$ | $p_2$ | $p_3$ | $p_4^{*RR}$ | $p_4^{*RD}$ | $p_4^{*RR*}$ |
|---------|------|------|------|-------------|-------------|-------------|
| A       | 0.1  | 0.2  | 0.3  | 0.6         | 0.4         | 0.38        |
| B       | 0.2  | 0.1  | 0.3  | 0.15        | 0.2         | 0.21        |
| C       | 0.2  | 0.3  | 0.1  | 0.15        | 0.2         | 0.21        |
| D       | 0.3  | 0.1  | 0.2  | 0.67        | 0           | -0.03       |

Table 3: We consider a representative example for each of the four regions of $(0,1)^3$ given by the $p_1 = p_2$ and $p_1 = p_3$ planes.

We start by looking at the four examples in Table 3. For each example, the theorem holds for all $p_4 \in (0,1)$, because $p_4^{*RD}$ is between $p_4^{*RR}$ and $p_4^{*RR*}$. The planes $p_1 = p_2$ and $p_1 = p_3$ divide $(0,1)^3$, the space of $(p_1, p_2, p_3)$, into four open regions. Let us call each region by the boldface of the example it contains. For example, $(p_1 = 0.7, p_2 = 0.5, p_3 = 0.8)$ is in region B as $p_1 > p_2$ and $p_1 < p_3$. Consider any $B_1 = (p_1, p_2, p_3)$ in region B. By the intermediate value theorem, if in $B_1$, unlike B, $p_4^{*RD} > p_4^{*RR*}$ or $p_4^{*RD} < p_4^{*RR}$, then for all continuous paths from B to $B_1$, even those living entirely inside region B, there must exist a point $(p_1, p_2 < p_1, p_3 > p_1)$ at which
We know that the following are always true in region

\[ p_{4}^{RD} = p_{4}^{RR}, \text{ or } p_{4}^{RD} = p_{4}^{RR*}, \] respectively. But by Lemma, there are no points in region B, or A or C or D, for which

\[ p_{4}^{RD} = p_{4}^{RR} \text{ or } p_{4}^{RD} = p_{4}^{RR*}. \] Thus no region has any point \((p_{1}, p_{2}, p_{3})\) contradicting the \(p_{4}^{RR} < p_{4}^{RD} < p_{4}^{RR*}\) or \(p_{4}^{RR} > p_{4}^{RD} > p_{4}^{RR*}\) character shown in that region’s example, so the theorem holds for all points in each region.

In the remaining cases, \(p_{1} = p_{2} = p_{3} = p\), so all effect measures agree intuitively from the relationship between \(p_{3}\) and \(p_{4}\), respectively. All \((p_{1}, p_{2}, p_{3}) \in (0, 1)^{3}\) lie in one of the four regions or the \(p_{1} = p_{2} = p_{3}\) plane, so if \(p_{4} \in (0, 1)\) enables agreement between \(RR\) and \(RR^*\), then \(RD\) will also agree as desired.

**Lemma:** \((p_{4}^{RD} = p_{4}^{RR} \text{ or } p_{4}^{RD} = p_{4}^{RR*})\) implies \((p_{1} = p_{2} \text{ or } p_{1} = p_{3})\)

**Proof:** Algebra confirms this Lemma for \(p_{4}^{RD} = p_{4}^{RR*}:

\[
p_{2} + p_{3} - p_{1} = \frac{p_{2}p_{3}}{p_{1}}
\]

\[
p_{1}p_{2} + p_{1}p_{3} - p_{2}^{2} - 2p_{3} = 0
\]

\[
(p_{1} - p_{2})(p_{1} - p_{3}) = 0
\]

\[
p_{1} = p_{2} \text{ or } p_{1} = p_{3}
\]

And similarly for \(p_{4}^{RD} = p_{4}^{RR}\):

\[
p_{2} + p_{3} - p_{1} = 1 - \frac{(1 - p_{2})(1 - p_{3})}{1 - p_{1}}
\]

\[
(1 - p_{1})(p_{2} + p_{3} - p_{1}) = 1 - p_{1} - (1 - p_{2})(1 - p_{3})
\]

\[
p_{1}^{2} - (p_{2} + p_{3} + 1)p_{1} + p_{2} + p_{3} = -p_{1} + p_{2} + p_{3} - 2p_{2}p_{3}
\]

\[
p_{1}^{2} - (p_{2} + p_{3})p_{1} + p_{2}p_{3} = 0
\]

\[
(p_{1} - p_{2})(p_{1} - p_{3}) = 0
\]

\[
p_{1} = p_{2} \text{ or } p_{1} = p_{3}
\]

Therefore, if \(p_{4}^{RD} = p_{4}^{RR} \text{ or } p_{4}^{RD} = p_{4}^{RR*}\), then \(p_{1} = p_{2} \text{ or } p_{1} = p_{3}\) as desired.

**Theorem:** Let \(p_{1}, p_{2}, p_{3}, p_{4}\) be independent random variables each following a uniform \((0, 1)\) distribution. The probability that the set of effect measures \(\{RR, RR^*, HR, HR^*, RD, OR\}\) agrees is \(5/6\).

**Proof:** By our theorem in Section 8, it suffices to show that the probability of \(RR\) and \(RR^*\) disagreeing is \(\frac{1}{2}\). For each point in \((0, 1)^{3}\), the conditional probability that \(RR\) and \(RR^*\) disagree is the probability that \(p_{4}\) falls between \(p_{4}^{RR} \text{ and } p_{4}^{RR*}\). Since \(p_{4}\) takes a \((0, 1)\) uniform distribution, this probability is \(\min\{1, \max\{p_{4}^{RR}, p_{4}^{RR*}\}\} - \max\{0, \min\{p_{4}^{RR}, p_{4}^{RR*}\}\}\). Hence the overall probability \(P\) that \(RR\) and \(RR^*\) disagree is \(\int \int \int_{(0, 1)^{3}} \left(\min\{1, \max\{p_{4}^{RR}, p_{4}^{RR*}\}\} - \max\{0, \min\{p_{4}^{RR}, p_{4}^{RR*}\}\}\right)dp_{1,2,3}\). We partition \((0, 1)^{3}\) into regions A, B, C, and D as above. This gives \(P = \)

\[
\int \int \int_{A} \left(\min\{1, \max\{p_{4}^{RR}, p_{4}^{RR*}\}\} - \max\{0, \min\{p_{4}^{RR}, p_{4}^{RR*}\}\}\right)dp_{1,2,3}
\]

\[
+ \int \int \int_{B} \left(\min\{1, \max\{p_{4}^{RR}, p_{4}^{RR*}\}\} - \max\{0, \min\{p_{4}^{RR}, p_{4}^{RR*}\}\}\right)dp_{1,2,3}
\]

\[
+ \int \int \int_{C} \left(\min\{1, \max\{p_{4}^{RR}, p_{4}^{RR*}\}\} - \max\{0, \min\{p_{4}^{RR}, p_{4}^{RR*}\}\}\right)dp_{1,2,3}
\]

\[
+ \int \int \int_{D} \left(\min\{1, \max\{p_{4}^{RR}, p_{4}^{RR*}\}\} - \max\{0, \min\{p_{4}^{RR}, p_{4}^{RR*}\}\}\right)dp_{1,2,3}
\]

Each of these integrals evaluates to \(\frac{1}{2}\). We will compute the first integral; we leave the rest to the reader.

We know that the following are always true in region A:

- \(p_{1} < p_{2}\) (by definition of region A)
- \(p_{1} < p_{3}\) (by definition of region A)
• $p_{4*RR} > p_{4*RR} \geq 0$. Earlier, we used the intermediate value theorem to show that the above imply $p_{4*RR} > p_{4*RD} > p_{4*RR}$. Furthermore, $p_{4*RR} < 0$ would imply $p < 1 - \frac{\bar{p}1}{1 - p2}$, an impossibility in region A since $p1 < p2$.

Hence we can resolve the extrema in our integral:

$$
\int_0^1 \int_0^1 \int_0^1 (\min\{1, \max\{p_{4*RR}, p_{4*RR}\}\}) - \max\{0, \min\{p_{4*RR}, p_{4*RR}\}\}) dp1, dp2, dp3
$$

To resolve the remaining minimum, we will separately integrate the subregions in which each candidate is the minimum:

$$
\int_0^1 \int_0^1 \int_0^1 (\min\{1, \frac{2p3}{p1}\}) - (1 - \frac{(1 - p2)(1 - p3)}{1 - p1}) dp3 dp2 dp1
= \int_0^1 \int_0^1 \int_0^1 \frac{2p3}{p1} dp3 dp2 dp1
+ \int_0^1 \int_0^1 \int_0^1 1 dp3 dp2 dp1
- \int_0^1 \int_0^1 \int_0^1 (1 - \frac{(1 - p2)(1 - p3)}{1 - p1}) dp3 dp2 dp1
= \frac{1}{16} + \frac{1}{4} - \frac{13}{48} = \frac{1}{24}
$$

Our integration over region A shows that the probability that $p1 < p2$, $p1 < p3$, and the two relative risks disagree is $\frac{1}{24}$. Similar integration over regions B, C, and D shows that probability to be $\frac{1}{24}$ for each of the other three inequality cases. Hence the overall probability that the two relative risks disagree is $\frac{1}{6}$. Applying our Theorem from Section 8 we see that all our effect measures $\{RR, RR*, HR, HR*, RD, OR\}$ agree with probability $\frac{5}{6}$ as desired.

Appendix B

In this appendix, we show that if $0 < p4 < p2$ $< 1$ $< \frac{1 - p1}{1 - p2} < \frac{1 - p3}{1 - p4}$, then $\frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)} < \frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)}$.

**Proof of $\frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)} < \frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)}$.**

By assumption, $RR* < RR*$. Equivalently, $log(1 - p_{4*RR*}p) > log(1 - p_{4*RR*}p)$. We now divide both sides by the negative value $log p4 = log(1 - p4)$, giving $\frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)} < \frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)}$ as desired.

**Proof of $\frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)} < \frac{\log(1 - p_{4*RR*}p)}{\log(1 - p4)}$.**

Let $x$ be such that $\bar{p}2 < x < \bar{p}4$. Since $0 < x < 1$, we have $-\frac{x^2}{2} < \frac{-x^3}{3} < \cdots < 0$. Equivalently, $-x - \frac{x^2}{2} - \frac{x^3}{3} - \cdots < -x = \frac{x^2 - x}{1 - x}$. The left side is the power series for $log(1 - x)$, so $log(1 - x) < \frac{x^2 - x}{1 - x}$ and $x + (1 - x) log(1 - x) < x^2$.

Rearranging, $\frac{-x}{1 - x} - log(1 - x) > -\frac{x^2}{1 - x} and \frac{\frac{x^2}{1} - log(1 - x)}{x^2} + \frac{1}{1 - x} > 0$. But the left side is the derivative of $\frac{log(1 - x)}{x}$, so that expression must be strictly increasing over the open unit interval (as $0 < x < 1$ was the only property of $x$ we used so far). In particular, $x < xRR* = \frac{p1}{p2} < \frac{p2}{p3} < \bar{p}4 < 1$, so $\frac{x}{x} log(1 - x) < \frac{1 - xRR*}{xRR*} log(1 - xRR*)$. Rearranging, $\frac{1 - xRR*}{xRR*} log(1 - xRR*) < RR* and \frac{log(1 - xRR*)}{log(1 - xRR*)} - \frac{RR* log(1 - x)}{1 - xRR*} > 0$.

Dividing both sides by the positive $(log(1 - x))^2$, the left side becomes the derivative of $\frac{log(1 - xRR*)}{log(1 - xRR*)}$. Hence that expression is strictly increasing over $\bar{p}2 < x < \bar{p}4$. As desired, $\frac{1 - p_{4*RR*}p}{\log(1 - p4)} < \frac{1 - p_{4*RR*}p}{\log(1 - p4)}$. 
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Appendix C

In this appendix, we provide a remedial measure for defining the cumulative hazard ratios when the equal follow-up periods assumption fails.

If the assumption of equal follow-up periods does not hold, it may be possible to define the cumulative hazard ratios by letting $t_f$ represent the lesser of the durations of the follow-up periods. If the proportional hazards (recovery rates) assumption holds, then the interpretation of $HR (HR^*)$ seen in our case studies (Sections 4.5, 5, and 6) holds during the shorter follow-up period. However, $HR (HR^*)$ would no longer consider all participants reaching (recovering from) the outcome, so we would no longer have $HR = \log(1 - p_2) / \log(1 - p_1)$ (or $HR^* = \log p_1 / \log p_2$) in general. It would then be possible for $HR (HR^*)$ to disagree with other effect measures even when $RR$ and $RR^*$ agree.

Appendix D

Figure 3: We present the approximate probability of agreement for various sets of effect measures when control risks $p_1$ and $p_3$ are randomly sampled from the $(0,1)$ distribution, while treatment/exposure risks $p_2$ and $p_4$ are sampled from the asymmetric tent distributions achieving respective maxima at $p_1$ and $p_3$. In this way, $p_2$ and $p_4$ positively correlate with $p_1$ and $p_3$.

Our Monte Carlo simulation in Section 7 gave equal consideration to all possible values $(p_1, p_2, p_3, p_4)$ by independently sampling each risk from the uniform $(0,1)$ distribution. In practice, there is generally a correlation between patients’ potential outcomes, leading $p_2$ to depend on $p_1$ and $p_4$ to depend on $p_3$. While $(p_1 = 0.1, p_2 = 0.9, p_3 = 0.8, p_4 = 0.3)$ could be the outcome of a two-strata binary outcome randomized control trial, $(p_1 = 0.56, p_2 = 0.53, p_3 = 0.78, p_4 = 0.74)$ would be a much more likely outcome given no additional context. Unfortunately, there is no standard for modeling dependence: While we intuitively believe $(0.56, 0.53, 0.78, 0.74)$ to be more likely than $(0.1, 0.9, 0.8, 0.3)$, we have no basis for specifying how much more likely for simulation purposes. Therefore, Section 7 and Appendix A proceed with independent samples to show the theoretical abundance of quadruples $(p_1, p_2, p_3, p_4)$ for which $RR$ and $RR^*$ disagree, while our case studies (Sections 4.5, 5, 6) show real-world examples living in this theoretical abundance.

In this appendix, we reperform our Monte Carlo simulation by sampling $p_2$ and $p_4$ from tent distributions with respective maxima at $p_1$ and $p_3$. For example, the quadruple $(0.56, 0.53, 0.78, 0.74)$ is roughly 22 times as likely to be simulated as the quadruple $(0.1, 0.9, 0.8, 0.3)$. More precisely, let $f_2, f_4 : [0,1] \to \mathbb{R}$ be the probability density functions governing $p_2$ and $p_4$. As in the original simulation, we assign $f_2(0) = f_4(0) = f_2(1) = f_4(1) = 0$. To
encode the dependence of $p_2$ on $p_1$ and $p_4$ on $p_3$, we want $f_2$ to achieve a maximum at $p_1$ and $f_4$ at $p_3$. Of the infinitely many probability density functions with these properties, we choose the asymmetric tent map with $\mu = 2$ to linearly “connect the dots.” We get the Venn Diagram presented in Figure 3. We see that the estimated probability of disagreement under this model of dependence is only 0.067433. Disagreement is still probable enough to motivate the reporting of underlying risks or multiple effect measures.

In the accompanying code, we additionally allow the user to specify lower and upper bounds for the risks. For a lower bound $L$ and an upper bound $U$, this gives the cumulative distribution function

$$F(p_2) = \begin{cases} \frac{p_2^2 - 2Lp_2 + L^2}{(p_1-L)(U-L)} & p_2 < p_1 \\ \frac{p_2^2 + p_1(U-2p_1) - U(2p_2 + L - 3p_1)}{(U-L)(U-p_1)} & p_2 \geq p_1. \end{cases}$$