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Abstract—Requirement decomposition is a widely accepted Systems Engineering practice for Requirements Engineering. Getting the requirements correct at the very beginning of the lifecycle is crucial for the success of engineering a correct system. This is especially the case for safety-critical complex systems, where incorrect or clashing requirements can lead to accidents. While there is a large volume of work on the formal verification for the bottom-up composition of requirements, there are very few works on how these requirements are rigorously decomposed top-down in the first place. This paper tackles this problem. Inspired by Contract-Based Design, we develop a formalism for requirement decomposition, which can mathematically guarantee a satisfactory system implementation if certain conditions are respected. A systematic methodology is then designed to semi-automatically search for the optimal sub-requirements and guarantee their correctness upon definition. The proposed approach is supported by existing formal methods (i.e., Reachability Analysis and Constraint Programming) that have been applied to other areas. Finally, we support our findings through a case study on a cruise control system to illustrate the usability of the proposed approach.

Index Terms—Requirement decomposition, formal methods, correct-by-construction, contracts.

I. INTRODUCTION

Requirement decomposition is a widely accepted Systems Engineering practice for Requirements Engineering (RE). Specifically, requirement decomposition means to decompose the top-level requirements into lower level sub-requirements until devices can be directly built or acquired from the market to satisfy those sub-requirements. Even though numerous Systems Engineering guidelines recommend decomposing requirements as one of the core processes to engineer a system [1]–[3], industry practitioners consistently note the lack of effective formalized RE processes [4], [5]. In lieu of formalized RE, requirement decomposition is often addressed manually by the designer and highly experience-based [4]. For this reason, it is error-prone and tends to mask errors until the later stages of the design phase, e.g., the integration and testing phase, which is expensive both financially and temporally and sometimes can compromise the overall success of the project.

Therefore, more rigorous analysis techniques such as formal verification, are introduced to improve the quality of requirement decomposition. In formal verification, a design solution is modeled in certain mathematical formalism and then is rigorously analyzed to prove the design solution can satisfy a given requirement [6]. Formal verification provides complementary evidence to traditional methods for assuring confidence in the correctness of a design solution [7]. However, it does not address how to achieve correct sub-requirements upon their definition. Inappropriately decomposed requirements cause issues of composability, realizability, and reusability, to name a few, and can further lead to problems later in the project’s lifecycle, such as the Boeing 787 delay caused by supply chain issues [8] and the Ariane 5 crash caused by software reuse problems [9]. “Until today, most of the theories have very little to offer with regards to RE and seem to relate to management tasks rather than requirements specification, technical design, verification and validation tasks” [10]. As pointed out by [11], “there is no systematic approach to the decomposition and refinement from system requirements to subsystem requirements for a given system decomposition”.

Contributions. This paper presents a methodology that systematically generates sub-requirements that are correct by construction, through the use of formal methods, to minimize the costly trouble-shooting activities at the right side of the V model [12]. Compared with current works such as [13]–[15], this paper develops:

• a formalism for requirement definition and analysis and the derived correctness criteria for requirement decomposition and
• the semi-automatic process for requirement decomposition whose correctness is mathematically guaranteed by an integrated application of formal methods.

II. RELATED WORK

It was pointed out decades ago by [16] that, design errors in embedded systems is caused by the lack of formalism in translating system requirements into subsystem requirements into code. Moore later echoed this observation by stating that existing formal techniques focus on the bottom-up composition of component-level specifications into system-level specifications, rather than a top-down derivation of component requirements from the higher-level system requirements [17]. This seems true even today, where most of the literature is concerned with bottom-up formalisms and component-based composition. Few are about top-down decomposition. This paper instead focuses on the latter.

In terms of requirement formalisms, IEEE—as a standards authority—published industry standards for the structure of system and software requirement documents [18], [19]. Arora
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et al. use requirement boilerplates to restrict the syntax of requirement sentences to predefined linguistic structures [20]. It provides an effective tool for ambiguity reduction and making natural language requirements more amenable for automated analysis. Mahendra and Ghazarian extensively study requirements patterns to help practitioners in identifying, analyzing and structuring requirements of a software system [21]. Reinkemeier et al. go further by developing a pattern-based requirement specification language to map timing requirements in the automotive domain [22]. Project CESAR [23] uses a requirements formalism to translate requirements from natural language to boilerplates to a pattern-based requirement for automated analysis. Although the formalism helps decrease ambiguity in the requirement expression, none of the above includes a formal approach for decomposition.

In terms of component-based composition, AADL [24] is the most widely known “Architecture Description Languages” [25]. It provides formal modeling concepts for the description and analysis of systems architecture in terms of distinct components and their interactions. Bozzone et al. designed a model-checker for functional verification and safety analysis of the AADL-based models [26]. Hu et al. presented a methodology for translating AADL to Timed Abstract State Machine to verify functional and nonfunctional properties of AADL models [27]. Johnsen et al. developed a formal verification technique to provide a means for automated fault avoidance for systems specified in AADL [28]. Despite AADL’s support on step-wise refinement and architectural verification, it does not support the top-down automatic generation of the sub-requirements. Other popular frameworks include EAST-ADL [29], Rodin [30], and FDR [31].

More recently, Contract-based Design (CBD) [32] is gaining increasing attention. One of the goals for CBD is that “the initial specification process could be guided in a fairly precise way and properties related to its quality could be assessed using appropriate tools” [33]. The theory [34] has been widely explored in various applications. To name a few, the contract formalism was used for the control design of a hybrid system [35], [36]. Damm et al. applied the component Specifications for virtual testing and architecture design [37]; Cimatti and Tonetta developed a property-based proof system based on the contract to automatically verify the top-level system [38]. Tools have been developed specifically for CBD, such as AGREE [39], MICA [40], and OCRA [41]. However, tools based on CBD are about verification (i.e. bottom-up composition) and do not show how to generate lower-level subcontracts from the upper-level contracts in a precise way. As correctly pointed out by [42], “Moving from a contract specified at a certain level to an architecture of sub-contracts at the next level is difficult and generally performed by hand”.

This paper aims to tackle this problem with a semi-automated rigorous process enabled by formal methods.

III. BASIC CONCEPTS

A. Abstraction and notation

We perceive a system in this paper as an abstract design unit, characterized by input-output relationships, i.e. the computational model as described in [43]. This abstraction is widely used in many theoretical areas and thus compatible with many existing theories and tools [44]. Furthermore, it fits into the technical formalism of IDEF0, where “inputs are transformed by the function to be an output” [45], and thus is a convenient model of real systems.

A system (i.e. the design unit) is abstracted as a relation from the input vector \( x = (x_1, x_2, ..., x_m)^T \in \mathbb{R}^m \) to the output vector \( y = (y_1, y_2, ..., y_n)^T \in \mathbb{R}^n \) (Fig. 1). We assume all the variables are bounded. The bounded sets are denoted by \( X_j \) and \( Y_j \) respectively, where \( i = (1, 2, ..., m) \) and \( j = (1, 2, ..., n) \).

\[
\begin{align*}
 & x \in (x_1, x_2, ..., x_m) \\
 & f \in \mathbb{R}^m \\
 & y \in (y_1, y_2, ..., y_n)
\end{align*}
\]

Fig. 1: The abstraction of a system can be seen as a relation between the allowable input set and the acceptable output set.

The following notation is used throughout the paper.

- Superscript number: contract identifier;
- Subscript number: variable identifier;
- Superscript *: Implementation;
- Subscript \( R \): Refinement.

B. Definitions

To further characterize the input-output relationship in the step-wise hierarchical refinement, the Assume-Guarantee paradigm [46] of CBD is adopted and reflected in the formalism defined in this section.

- **Contract (Relational)** is a desired relation from each input value to a set of acceptable output values. A Contract is conceptually equal with requirement in system design. In practice, it is usually defined loosely especially at higher levels for the uncertainty at the lower levels and also allow the innovation in the realization. Formally, a Relational Contract is a relation denoted, \( f : X \rightarrow X \times Y \), that adheres to:

\[
\forall x \in X : \tilde{y} = f(x),
\]

where \( \tilde{y} \) is the set of acceptable \( y \). \( X \) is the set of all the allowable inputs and \( Y \) is the set of all the acceptable outputs of Contract \( f \). However, because \( X \) is a range, it is impractical to define \( \tilde{y} \) for each \( x \in X \). Therefore, a Relational Contract is suggested to be defined as following:

\[
\forall x \in X : y \in Y.
\]

- **Contract (Functional)** adds the additional structure necessary; that is, a functional structure with uncertain parameters to the Relational Contract. The functional structure represents the known or intended mechanism that is used in the design solution and the uncertain parameters denote the unknowns or undetermined at the time the Contract is defined. Formally, a Functional Contract is defined with \( f : X \times P \rightarrow X \times Y \), which adheres to:

\[
\forall x \in X : \{g(x, p) | p \in P\} \subseteq \tilde{y},
\]
where \( g \) is a mathematical function with respect to \( x \) and \( p \), and \( p \) is the uncertain parameters. This is immediately followed by,

\[
g(X, P) = \{g(x, p) | x \in X, p \in P\} \subseteq Y
\]

Note that \( x \) and \( y \) are still in a general relation but the functional structure makes it possible to apply formal analysis.

- **Implementation** is a specific run (in terms of input-output relationships) of the device. We focus on deterministic behavior in this paper. Following out the previous formalism, an Implementation of a deterministic system can be written as,

\[
y = f^*(x)
\]

where \( f^* \) is a mathematical function implementing the desired behaviors of the system design through the application of contracts.

- **Refinement** is a process of specifying acceptable values for the given input. Conceptually, \( \text{refine} \) is the evolution from the Contract (a Relation) to the Implementation (a Function). In other words, the \( \text{refinement} \) process reduces the uncertainty in the Contract until a deterministic system can be fully specified. Formally, the refinement \( f_R \) of a Contract \( f \) can be defined as:

\[
\forall x \in X : f_R(x) = \tilde{y}_R \subseteq \tilde{y}, \quad (1-1)
\]

\[
X \subseteq X_R, Y_R \subseteq Y, \quad (1-2)
\]

where \( X_R \) is the set of allowable inputs and \( Y_R \) is the set of acceptable outputs of Contract \( f_R \). Eq. (1-1) means the acceptable output of the refinement is also acceptable by the original Contract over the same input. Eq. (1-2) means the refinement allows all the inputs that are allowed in the original Contract and does not accept any output that are not accepted by the original Contract. The Functional Contract is a special refinement case of the Relational Contract.

**C. Properties**

- **Satisfiability.** The Implementation satisfies the Contract, if the following conditions are satisfied:

\[
\forall x \in X : f^*(x) \in \tilde{y}. \quad (2-1)
\]

It means as long as the input is allowed by the Contract, the Implementation will not output any value that is not acceptable by the Contract. This is immediately followed by Eq. (2-2).

\[
Y^* = \{ f^*(x) | x \in X\} \subseteq Y. \quad (2-2)
\]

\( Y^* \) is called the Image of the Implementation.

- **Composability** is about the interface between components. As shown in Fig. 2, \( f^1 \) and \( f^2 \) are the two consisting Contracts. Let \( Z^1 \) be the acceptable outputs of \( f^1 \), \( Z^2 \) be the allowable inputs of \( f^2 \) and \( Z^1^* \) be the Image of Implementation \( f^1^* \). For \( f^1 \) and \( f^2 \) to be composable, \( f^2 \) has to allow more input values than the output values that \( f^1 \) accepts, i.e. (3). For \( f^1^* \) and \( f^2^* \) to be composable, \( f^2^* \) has to be able to process all the values that are output by \( f^1^* \), meaning that the Image of \( f^1^* \) has to be allowed by \( f^2^* \), i.e. (4).

\[
Z^1 \subseteq Z^2. \quad (3)
\]

\[
Z^1^* \subseteq Z^2. \quad (4)
\]
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**Fig. 2:** Composition of two abstract systems

- **Reachability** is a system property and is defined with Functional Contracts. For any \( x \in X \), the reachable set of \( y \), denoted by \( RA_y \), has to be included by \( \tilde{y} \); for all \( x \in X \), the reachable set of \( y \), denoted by \( RA_Y \), has to be included by \( Y \).

\[
\forall x \in X : RA_y = \{g(x, p) | p \in P\} \subseteq \tilde{y} \quad (5-1)
\]

\[
RA_Y = \{g(x, p) | x \in X, p \in P\} \subseteq Y \quad (5-2)
\]

Note that, the refinement process is to decrease the size of the uncertainty set \( P \) and hence the size of \( RA_y \). However, the size of \( RA_Y \) is not necessarily decreased because of the increase of the input set of the refinement.

- **Realizability** is the supplier’s ability to build devices that the Implementation can run on to satisfy the Contract. Let \( S_x \) be the maximal set of input values that a supplier can make its device to allow and \( S_y \) be the maximal set of output values that the device can accept, a Contract is realizable by the supplier if,

\[
X \subseteq S_x, Y \subseteq S_y \quad (6)
\]

Intuitively, the former is because the device has to be able to take in no less values than allowed by the Contract; the latter is because any satisfied Implementation will have \( Y^* \subseteq Y \), hence the device has to be able to at least output all the values in \( Y \), so that any specific Implementation decided later can run on it.

**IV. Requirement decomposition**

In this section, we will formally define the requirement decomposition process and explain the meaning of “correct sub-requirements”.

**A. Process description**

In general, requirement decomposition is to refine the requirements to the level that the sub-requirements are specific enough to build devices and integrate them to satisfy the top-level requirement. Fig. 3 is a simplified description of the process. The given Contract \( f^0 \) is decomposed into Subcontracts \( f^1 \) and \( f^2 \), which are further refined independently into \( f^1_R \) and \( f^2_R \); devices are then built independently by different suppliers to satisfy \( f^1_R \) and \( f^2_R \). There are three tasks of the process:
Fig. 3: Refinement by decomposition takes a high-level contract and precisely reduces it to an implementation.

- **Primary refinement**: $f_1$ and $f_2$ refine the higher-level Contract $f^0$ as a whole;
- **Secondary refinement**: the independently refined Contracts, $f^1_R$ and $f^2_R$, can refine $f^0$ as a whole;
- **Satisfactory Implementation**: given $f^1_R$ and $f^2_R$ satisfy $f^1_R$ and $f^2_R$ respectively, $f^1_R$ and $f^2_R$ can satisfy $f^0$ as a whole.

**B. Reachability for primary refinement**

Primary refinement means that the Level 1 refinement $f_1$ and $f_2$ as a whole (i.e. $f_1 \land f_2$) have to refine $f^0$, as shown in Fig.[12] (left). The right is an abstraction of $f_1$ and $f_2$ as a whole.

**Proposition 1**: If the Subcontracts of the primary refinement are composable and refined respectively by lower level Contracts, then the lower level Contracts are composable and can refine the given Contract as a whole.

The proof of Proposition 1 can be found in Appendix A. For the example process, Proposition 1 means if $f^1_1$ and $f^2_1$ are composable and can refine $f^0$ as a whole, and if $f^1_2$ and $f^2_2$ refine $f^1_1$ and $f^2_1$, then $f^1_1$ and $f^2_1$ are composable and can always refine $f^0$ as a whole. In other words, Composability in the primary refinement assures the secondary refinement and Composability between its Subcontracts.

Furthermore, Composability of the primary refinement is also a necessary condition for the secondary refinement. Refer to Appendix C for the proof.

**Proposition 2**: If the refined Subcontracts of a given Contract are composable and satisfied respectively by their Implementations, then the Implementations can satisfy the given Contract as a whole.

The proof of Proposition 2 can be found in Appendix B. For the example process, Proposition 2 means if $f^1_R$ and $f^2_R$ are composable and can refine $f^0$ as a whole, and if $f^1_R$ and $f^2_R$ refine $f^1_1$ and $f^2_1$ respectively, then $f^1_R$ and $f^2_R$ can refine $f^0$ as a whole. In other words, Composability in the secondary refinement assures a satisfying Implementation.

Combining Proposition 1 and 2, we can conclude that as long as the Subcontracts at all levels are composable and can refine their respective upper-level Contracts as a whole, the resulting Implementation are assured to satisfy the top-level Contract. Therefore, for the sub-requirements to be “correct”, they have to,

- satisfy the Contract formalism;
- be composable;
- refine the upper-level Contract as a whole.

These are the criteria for the correct-by-construction requirement decomposition.

**V. AUTOMATED SUBCONTRACTS DEFINITION**

In this section, we will show how to use formal methods to automatically define Subcontracts that satisfy the “correctness” criteria.

**A. Design solution**

Fig. 5: An example design solution
The first step is to define a design solution. Architectural decomposition relies on the designers understanding of the desired system [47] and thus is usually manually accomplished. The method to define the design solution is out the scope of this paper. Interested reader can refer [48] for details.

Fig. [3] is an example design solution. Given Contract \( f \), the design solution is comprised two Subcontracts: \( f^1 \) and \( f^2 \). The structure of the design solution can be captured by Fig. [3] (right), and \( f^1 \) and \( f^2 \) are defined by \((x_3, x_4)^T = g^1(x_1, x_2, p_1)\) and \( x_2 = g^2(x_3, x_4, p_2) \) respectively, where \( p_1 \in P_1 \) and \( p_2 \in P_2 \). We further define \( X_i^k \) is the bounded set for the variable \( x_i \) of Subcontract \( f^k \).

First, the design solution as a whole has to refine \( f \), thus satisfying (8).

\[
\forall x_1 \in X_1^0 : RA_{x_2} \subseteq X_2^0 \tag{8}
\]

Second, the sets of the input variables have to be enlarged for refinement, but cannot be infinitely large. In our example, \( X_1^1 \) has to satisfy (9).

\[
RA_{X_2} \subseteq X_2^0 \text{ and } X_1^0 \subseteq X_1^1 \tag{9}
\]

(8) and (9) are the requirements to decide the design solution and the refined input sets. If the given Contract is in Relational form, (8) is superseded by (9). If the given Contract is in Functional form, (8) should be proved by comparing the functional structures of the given Contract and the design solution. Most of the current verification-oriented works stop at this step [49].

Furthermore, it is crucial to separate the input from the parameter, e.g. separating \( p_1 \) from \( x_1 \) and \( x_2 \). While they both are independent variables of the functions, they are treated differently when refined. The size of the parameter set decreases as more knowledge is obtained at the later stage, but the size of the input set increases by the definition of refinement.

Finally, this specific example is selected only for illustration. The proposed methodology is applicable to any other general structure.

B. The lower bound: Reachability Analysis

Subcontracts are used to develop devices independently so that when they are integrated together they can support the system operation as a whole. Therefore, the Subcontracts have to cover all the possible operation conditions based on the information available at the point of definition. Intuitively, the reachable sets represent all the possible operation condition, and hence they are the lower bound of the Subcontracts. Mathematically,

\[
X_i^k \neq \emptyset, RA_{x_i} \subseteq X_i^k \tag{10}
\]

where \( i \in \{1, 2, 3, 4\} \) and \( k \in \{1, 2\} \).

In general, reachable sets can be calculated from reachability analysis. Adopted from [49], the reachable set of this paper is defined as: for a given initial state \( x(0) \in R^n \), \( g \) is the system dynamic, \( u(t) \in R^m \) is the system input at \( t \), \( u(\cdot) \) is the input trajectory, and \( p \in R^l \) is a parameter vector. The continuous reachable set at time \( t \) can be defined for a set of initial states \( X(0) \), a set of uncertain time-varying external control \( U(t) \), and a set of uncertain but fixed parameter values \( P \), as

\[
RA_x = \{ g(x(0), u(\cdot), p) | x(0) \in X(0), u(t) \in U(t), p \in P \}.
\]

where \( RA_x \in R^n \) and \( RA_x \) is the reachable set of \( x \).

At this time, CORA [49] is selected for the reachability analysis. CORA creates over-approximation of the theoretical reachable sets. There are more tools available to conduct reachability analysis such as [50]–[52]. Better tools means tighter over-approximation. Detailed investigation among the available tools are planned for the future work.

C. The upper bound: Constraint Programming

In theory, designers can always order the most capable devices of the market to build the system. However, the Subcontracts cannot exceed suppliers’ realization capability, i.e. the realizable sets are the upper bound of the Subcontracts.

Typically, \( f^1 \) and \( f^2 \) are assigned to different suppliers for realization. Let \( S_i^k \) be the realizable set of the \( x_i \) for Subcontract \( f^k \). Intuitively, it is impossible for the supplier to build anything that allows any input or accepts any outputs that are beyond the realizable sets. Therefore mathematically,

\[
X_i^k \subseteq S_i^k \tag{11}
\]

where \( i \in \{1, 2, 3, 4\} \) and \( k \in \{1, 2\} \).

In general, the realizable sets have to be consistent, i.e. conflict-free with each other. For example, if \( S_1^{1} \cap S_2^{1} = \emptyset \), it means that the devices for \( f^1 \) and \( f^2 \) will not be compatible on variable \( x_3 \). Furthermore, if \( S_1^{1} \cap S_2^{3} \neq \emptyset, S_3^{2} \) and \( S_3^{2} \) will be contracted to \( S_1^{1} \cap S_2^{3} \), which will be further propagated, contracting \( X_2^{2} \). In the end, the contraction process propagate through all the functions until either the feasible space cannot be contracted anymore or an empty set is obtained.

Mathematically, the consistency among the realizable sets is a Constraint Satisfaction Problem (CSP) [53]. A CSP is generally defined by a set of variables \( \{x_1, x_2, \ldots, x_n\} \); a set of domains \( \{D_1, D_2, \ldots, D_n\} \), such as for each variable \( x_i \), a domain \( D_i \) with the possible values for that variable are given; and a set of constraints \( \{C_1, C_2, \ldots, C_m\} \), which are relations between the variables. Following the general formul ation of CSP, the example can be constructed as following. Note, \( p_1 \) and \( p_2 \) are uncertain parameters. They are not supposed to be contracted as the variables.

- Variables: \( x_i \), where \( i \in \{1, 2, 3, 4\} \).
- Domains: \( x_i \in S_i^k \), where \( k \in \{1, 2\} \)
- Constraints: \( g^1 \) and \( g^2 \).

To check whether the realizable sets are consistent, the constraint propagation algorithms can be used. A constraint propagation algorithm iteratively reduces the domain of the variables, by using the set of constraints, until no domain can be contracted. At this point, Ibex [54] is selected for the constraint programming. The classic HC4 algorithm [55] is used as the contraction algorithm. There are more algorithms available to conduct constraint propagation [56]. Different constraint propagation algorithms have different strength and weakness. Better algorithms contracts more infeasible space.
in shorter time. A detailed investigation among the available tools are planned for the future work.

As a result, the constraint programming algorithm outputs the contracted domain for each variable, denoted by $RE_{x_i}$. They are the upper bounds for the Subcontracts.

$$If \; X_i^k \neq 0, X_i^k \subseteq RE_{x_i}$$

where $i \in \{1,2,3,4\}$ and $k \in \{1,2\}$.

**D. Trade-off study: Optimization**

This step is to define the Subcontracts. Besides (10) and (11), (12-14) are the additional constraints between the Subcontracts: (12) is from the functional definition of the Subcontracts, (13) is from Composability and (14) is for the refinement of Contract $f$.

$$g^1((X_1^1, X_2^1)^T, P_1) \subseteq (X_1^3, X_1^4)^T,$$

$$g^2((X_3^2, X_4^2)^T, P_2) \subseteq X_2^2,$$

$$X_2^2 \subseteq X_1^1, X_3^2 \subseteq X_3^1, X_1^4 \subseteq X_4^2.$$  \hspace{1cm} (12)

$$X_2^2 \subseteq X_1^2.$$  \hspace{1cm} (13)

Therefore, (10-14) formulate the feasible space for the Subcontracts. To achieve the optimal Subcontracts, an objective function has to input manually depending on the specific goal. In the subsection, we will explain the tension between Subcontracts over the same variable and then use the tension to formulate the optimization problem as an example of trade-off study.

$$\min \sum_{k=1}^{2} \sum_{i=1}^{4} h_{ik}$$

s.t. (15)

**E. The semi-automated process**

The semi-automated formal process for Subcontracts derivation is shown in Fig[7]. The top level is the manual input; the middle level is the logic sequence that organizes the whole process; the bottom level are the formal methods that support the automatic computation of the conditions required by the middle level.
new refined input set needs to be manually selected. After (8) and (9) are satisfied, the lower bound of the Subcontracts, i.e. (10), are then decided using the reachable sets of all the variables identified in the reachability analysis.

Second, the realizable sets, i.e (11), are input to automatically compute the upper bound of the Subcontracts through constraint Programming. If no feasible solution can be found, it means there are conflicts in the realizable sets, which implies some supplier(s) is not compatible with others; if the contracted realizable sets fail to include their corresponding reachable sets, it implies some supplier(s) cannot provide the devices that the system operation requires.

Finally, optimization algorithms are applied to automatically find the optimal Subcontracts. The constraints, i.e. (15), can be automatically derived from (10-14) by the system. The objective function, i.e. (16), however has to be manually input depending the designer’s preference.

At this point, transition from step to step is still conducted manually. The interoperability between the tools still needs further investigation.

VI. CASE STUDY: A CRUISE CONTROL EXAMPLE

We use the design of a cruise control system to illustrate the semi-automatic requirement decomposition process. The high level requirement is, for any initial speed between \(v(0) \in [23.0, 30.0] \text{ m/s}\) and reference speed between \(v_{\text{ref}} \in [34.5, 35.5] \text{ m/s}\), the real speed shall be bounded by \(v(t) \in [20, 40] \text{ m/s}\) at all time (we simulated 100 seconds in this paper) and \(v(t) \in [33.5, 36.5] \text{ m/s}\) after 20 seconds. The high level requirement is intentionally defined loosely for lower level refinement. Without the specific design detail available at the early stage, too strict requirement can be very difficult to realize.

We denote the Contract to be refined as \(f^0\). Its input and output sets are defined as following. For any \((v_{\text{ref}}, v(0))^{T}\) in the Input set, \(v(t)\) has to be bounded by the Output set.

- Input of \(f^0\):
  \(v_{\text{ref}} \in [34.5, 35.5] \text{ m/s}, v(0) \in [23.0, 30.0] \text{ m/s}\).
- Output of \(f^0\):
  \(v(t) \in [20, 40] \text{ m/s}, \text{ when } t \in [0, 100] \text{ s};
  v(t) \in [33.5, 36.5] \text{ m/s}, \text{ when } t \in [20, 100] \text{ s}.

A. The design solution

**Fig. 8** is a design solution of a cruise control system adopted from [57]. The goal of this section is not to design the best cruise control system. We use the cruise control system to explain the requirement decomposition process. The design solution is comprised of 8 functions \((g^1, g^2, ..., g^8)\) as explained in Table II. 8 variables are also identified from the functions. \((v, \dot{v}, F_r, F, Fa, T, \omega, u)^T = (x_1, x_2, ..., x_8)^T\). The uncertain parameters of the design solution are the total mass \((m)\) and the maximal engine speed \((\omega_m)\). Finally, the input sets are enlarged for the design solution to refine \(f^0\).

\[v_{\text{ref}} \in [34.0, 36.0] \text{ and } v(0) \in [22.0, 30.0]\]

**B. The Lower bound: reachable sets**

**Fig. 9** is a continuous plot of the reachable sets of \((v(t), u(t))^{T}\) during \(t \in [0, 100]\)

**Fig. 10** is a continuous plot of the reachable sets of \((v(t), u(t))^{T}\) during \(t \in [0, 100]\). CORA automatically computes the reachable sets of \((x_1, x_2, ..., x_8)\).
The engine speed (RPM) is correlated with the car speed.

\[ \omega \]

The driving force \( F(t) \), the aerodynamic drag \( Fa(t) \) and the tyre friction \( Fr \) are the force considered.

\[ Fr = mgC_r \]

The tyre friction, where \( C_r \) is coefficient for the tyre friction.

\[ T = \alpha * u(t)T(t) \]

The driving force, where \( \alpha \) is the gear rate, \( u(t) \) is the control input, \( T(t) \) is the torque.

\[ Fa(t) = \frac{1}{2} \rho C_d A v(t)^2 \]

The aerodynamic drag, where \( \rho \) is the air density, \( C_d \) is the shape-dependent aerodynamic drag coefficient and \( A \) is the frontal area of the car.

\[ T(t) = T_m (1 - \beta \left( \frac{v(t)}{v_{ref}} - 1 \right)^2) \]

The torque is correlated to the engine speed \( \omega(t) \) (RPM) and the maximum torque \( T_m \) is obtained at engine speed \( \omega_m \).

\[ \omega(t) = \alpha * v(t) \]

The engine speed (RPM) is correlated with the car speed.

\[ u(t) = \frac{p (v_{ref} - v(t)) + \int_0^t (v_{ref} - v(t)) \, dt}{\int_0^t (v_{ref} - v(t)) \, dt} \]

The PI controller.

\[ m \in [900, 1100], \omega_m \in [365, 450], v_{ref} \in [34.0, 36.0], v(0) \in [22.0, 30.0], \alpha = 10, g = 9.8, C_r = 0.01, C_d = 0.32, \rho = 1.3, A = 2.4, \beta = 0.4, T_m = 200, p = 0.1, i = 0.5 \]

The reachable sets for the variables are listed in Table II.

### Table I: The functions of the design solution

| \( g^i \) | Function | Explanation |
|---|---|---|
| \( x_1 = g^1(x_2) \) | \( v(t) = \int_0^t \dot{v} \, dt + v(0) \) | The definition of speed change |
| \( x_2 = g^2(x_3, x_4, x_5, m) \) | \( v(t) = \left( F(t) - Fr - Fa(t) \right) / m \) | The driving force \( F(t) \), the aerodynamic drag \( Fa(t) \) and the tyre friction \( Fr \) are the force considered. |
| \( x_3 = g^3(m) \) | \( Fr = mgC_r \) | The tyre friction, where \( C_r \) is coefficient for the tyre friction. |
| \( x_4 = g^4(x_6, x_8) \) | \( F(t) = \alpha * u(t)T(t) \) | The driving force, where \( \alpha \) is the gear rate, \( u(t) \) is the control input, \( T(t) \) is the torque. |
| \( x_5 = g^5(x_1) \) | \( Fa(t) = \frac{1}{2} \rho C_d A v(t)^2 \) | The aerodynamic drag, where \( \rho \) is the air density, \( C_d \) is the shape-dependent aerodynamic drag coefficient and \( A \) is the frontal area of the car. |
| \( x_6 = g^6(x_7, \omega_m) \) | \( T(t) = T_m (1 - \beta \left( \frac{v(t)}{v_{ref}} - 1 \right)^2) \) | The torque is correlated to the engine speed \( \omega(t) \) (RPM) and the maximum torque \( T_m \) is obtained at engine speed \( \omega_m \). |
| \( x_7 = g^7(x_1) \) | \( \omega(t) = \alpha * v(t) \) | The engine speed (RPM) is correlated with the car speed. |
| \( x_8 = g^8(x_1) \) | \( u(t) = \frac{p (v_{ref} - v(t)) + \int_0^t (v_{ref} - v(t)) \, dt}{\int_0^t (v_{ref} - v(t)) \, dt} \) | The PI controller. |

The reachable sets during \( t \in [0, 100] \) seconds

| Variable | Reachable set |
|---|---|
| \( x_1 = v(t) \) | \([21.96649, 36.22973]\) \([33.65083, 36.19185]\) for \( t > 20s \) |
| \( x_2 = v(t) \) | \([-0.629037, 2.89036]\) |
| \( x_3 = Fr(t) \) | \([88.20000, 107.80000]\) |
| \( x_4 = F(t) \) | \([-9.33497, 2997.78280]\) |
| \( x_5 = Fa(t) \) | \([240.87740, 655.24649]\) |
| \( x_6 = T(t) \) | \([179.93903, 200.00000]\) |
| \( x_7 = \omega(t) \) | \([219.66494, 362.29727]\) |
| \( x_8 = u(t) \) | \([-0.00472, 1.50660]\) |

First, \( T(t) \) is bounded by \([179.93903, 200.00000]\), which respects the maximum torque \( T_m = 200 \); \( \omega(t) \) is bounded by \([219.66494, 362.29727]\), which respects the maximum engine speed bound \([365, 450]\).

Second, as shown below, the output of the design solution is bounded by the output of the upper level Contract. (8) and (9) are satisfied and hence the proposed design solution can refine the upper level Contract as a whole. The reachable sets can be used as the lower bounds of the Subcontracts, and hence (10) is satisfied.

\[ t \in [0, 100] : v(t) \in [21.96649, 36.22973] \subseteq [20.0, 40.0] \]

\[ t \in [20, 100] : v(t) \in [33.65083, 36.19185] \subseteq [33.5, 36.5] \]

### C. The upper bound: realizable sets

The design solution is then formulated into a CSP. Depending on the original sets, there are three possible types of results: (1) the original sets are successfully contracted and the contracted sets include the lower bounds, (2) the original sets are successfully contracted but the contracted sets do not include the lower bounds, (3) the original sets fails to be contracted, which implies internal conflicts among the original sets.

Table III are the test cases to show different types of possible results, where the original realizable sets are assumed the same for each variable of different blocks without losing generality. The original realizable sets in Test 1 are successfully contracted and the resulting sets are greater the lower bounds and hence can be the upper bounds for the Subcontracts. In Test 2, the realizable set of the torque \( T(t) \) is changed to \([0, 180]\). The contracted sets of \( v(t) \), \( \omega(t) \), \( T(t) \) and \( Fa(t) \) fail to include the respective lower bounds. A new supplier that can provide larger torque range is suggested to replace the current one. In Test 3, the aerodynamic drag \( Fa(t) \) is changed to \([600,1000]\) compared with Test 2, and no feasible contract realizable sets are available. Note that the contracted set of \( Fa(t) \) in Test 2 is \([0, 543.6]\). It has no intersection with the original set of \( Fa(t) \), \([600,1000]\) in Test 3, which causes the internal conflict in Test 3.

The contracted realizable sets of Test 1 is adopted as the upper bounds for the Subcontracts and hence (11) is satisfied.

### D. Trade-off study: optimal Subcontracts

We formulate the optimization problem, as shown in Table IV to achieve the optimal Subcontracts for the cruise
TABLE III: Test cases for the realizable sets

| Variable | Test 1 | Test 2 | Test 3 |
|-----------|--------|--------|--------|
| $x_1 = v(t)$ | $[0.50]$ | $[0.50]$ | $[0.50]$ |
| $x_2 = v(t)$ | $[-1.5,3]$ | $[-1.5,3]$ | $[-1.5,3]$ |
| $x_3 = Fr(t)$ | $[70,120]$ | $[70,120]$ | $[70,120]$ |
| $x_4 = F(t)$ | $[-250,3500]$ | $[-250,3500]$ | $[-250,3500]$ |
| $x_5 = Fu(t)$ | $[0,1000]$ | $[0,1000]$ | $[600,1000]$ |
| $x_6 = T(t)$ | $[0,250]$ | $[0,180]$ | $[0,180]$ |
| $x_7 = \omega(t)$ | $[0.450]$ | $[0.450]$ | $[0.450]$ |
| $x_8 = u(t)$ | $[-0.5,2]$ | $[-0.5,2]$ | $[-0.5,2]$ |

TABLE V: The parameters for the trade-off study

| $X_i$ | $[RA_{x_i}, RA_{x_i}]$ | $[RE_{x_i}, RE_{x_i}]$ | Difficulty coefficients |
|-------|------------------------|------------------------|-------------------------|
| $X_1$ | $[22.00, 36.23]$ | $[0.45]$ | $a_1^1 = 0.9, a_1^2 = 0.5, a_1^3 = 0.8$ |
| $X_2$ | $[-0.63, 2.89]$ | $[-1.5, 3.0]$ | $a_2^1 = 0.6, a_2^2 = 0.6$ |
| $X_3$ | $[88.20, 107.80]$ | $[88.2, 107.8]$ | $a_3^1 = 0.5, a_3^2 = 0.4$ |
| $X_4$ | $[-9.36, 2997.78]$ | $[-250.0, 3500.0]$ | $a_4^1 = 0.3, a_4^2 = 0.8$ |
| $X_5$ | $[240.88, 655.25]$ | $[0, 1000.0]$ | $a_5^1 = 0.4, a_5^2 = 0.7$ |
| $X_6$ | $[179.94, 200.00]$ | $[120.0, 220.0]$ | $a_6^0 = 0.1, a_6^1 = 0.9$ |
| $X_7$ | $[219.67, 362.30]$ | $[0, 450.0]$ | $a_7^1 = 0.5, a_7^2 = 0.6$ |
| $X_8$ | $[-0.005, 1.51]$ | $[-0.29, 2.0]$ | $a_8^1 = 0.9, a_8^2 = 0.9$ |

TABLE IV: The optimization problem

| Decision Variables | Objective Function | Constraints |
|-------------------|--------------------|-------------|
| $X_i$ and $\bar{X}_i$ where $i = 1, 2, ..., 8$ | $\min \sum_{i=1}^{8} \sum_{j=1}^{3} h_{ij}$ | $RA_{x_i} \leq X_i \leq RE_{x_i}$ |
| $X_1 \geq 20, \bar{X}_1 \leq 40$ | $X_2 \leq g_1(X_1)$ | $X_8 \geq g_4(X_7, \bar{X}_m)$ |
| $X_3 \leq g_1(X_1)$ | $X_2 \geq g_4(X_7, \bar{X}_m)$ | $X_8 \leq g_4(X_7, \bar{X}_m)$ |
| $X_4 \geq g_2(X_7, \bar{X}_m)$ | $X_3 \leq g_4(X_7, \bar{X}_m)$ | $X_8 \geq g_4(X_7, \bar{X}_m)$ |

The resulting optimal Subcontracts are shown in Table.\[\text{[VI]}\]

The given Contract (i.e. Level 0) is refined by the second row, and the Subcontracts (i.e. the decomposed requirements) are

in the third row.

Note that $u$ is added to Level 0, and $f^1$ and $f^8$ do not appear in the Level 1 Subcontracts. The reason is that the speed $v$ and the control input $u$ are system property and hence cannot be assigned to lower level. More specifically, take $f^1$ for example. On one hand, given $v(t)$, nothing about $v(t)$ can be reasoned without knowing the evolution history of $v(t)$ from 0 to $t$, which is in fact determined by the composition of the whole system. On the other hand, $v(t)$ can be reasoned at Level 0 with respect to the input of $v(0)$ and $v_{ref}$. This means $v(t)$ belongs to Level 0 and can only be guaranteed by Level 0. This is also the reason that $g^1$ and $g^8$ are not the constraints of the optimization problem in Table.\[\text{[VI]}\]

TABLE VI: The optimal Subcontracts

| Input | Output |
|-------|--------|
| Level 0 Contract | $v_{ref} \in [34.0, 36.0]$, $v(0) \in [22.0, 30.0]$ |
| $v \in [21.8, 38.4]$ |
| Level 0 Refined | $v_{ref} \in [34.0, 36.0]$, $v(0) \in [22.0, 30.0]$ |
| $u \in [-0.1, 1.51]$ |
| Level 1 Subcontract | $Fr \in [88.2, 107.8]$, $F \in [-159.1, 3024.0]$, $F_a \in [237.6, 827.6]$, $\hat{v} \in [-1.1, 3]$ |
| $f^2$ | $F \in [-159.1, 3024.0]$, $F_a \in [237.6, 827.6]$, $\hat{v} \in [-1.1, 3]$ |
| $f^3$ | $F \in [88.2, 107.8]$, NA |
| $f^4$ | $T \in [150, 200.1]$, $u \in [-0.1, 1.51]$, $F \in [-159.1, 3024.0]$, $F_a \in [237.6, 827.6]$, $\hat{v} \in [-1.1, 3]$ |
| $f^5$ | $v \in [21.8, 38.4]$, $F_a \in [237.6, 827.6]$, $\hat{v} \in [-1.1, 3]$ |
| $f^6$ | $v \in [21.8, 38.4]$, $T \in [150, 200.1]$, $\hat{v} \in [-1.1, 3]$ |
| $f^7$ | $v \in [21.8, 38.4]$, $\hat{v} \in [-1.1, 3]$ |

VII. CONCLUSION

In this paper, we propose a formal approach for semi-automatic requirement decomposition. Compared with the large volume of current work on the (bottom-up) compositional verification, this framework focuses on the top-down sub-requirement generation and mathematically guarantee their correctness by construction. To achieve this, we developed a formalism for requirement definition and correctness criteria for requirement decomposition. Together, they
facilitate a step-wise hierarchical refinement process that can be further automated by the well-supported formal methods, such as Reachability Analysis and Constraint Programming. The process was then formulated to be readily solved by the aforementioned formal methods for practitioner friendly requirement decomposition and analysis. Lastly, a case study was conducted on a cruise control example to detail the specific steps of the requirement generation process and demonstrate the effectiveness of the proposed approach.

A limitation of this work is that not all the requirements can be represented by a continuous bounded set. Many systems are more accurately modeled as transition systems, which deal with discrete traces. We expect the methodology to apply to the transition systems and will demonstrate it on concrete examples in the future.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

*Proof:* Fig. 11 is the atomic form of Contract refinement. Proposition 1 means, if \( f^1 \) and \( f^2 \) are composable and refine \( f^0 \) as a whole, if \( f^1_R \) refines \( f^1 \) and \( f^2_R \) refines \( f^2 \) independently, then secondary refinement is guaranteed, i.e. \( f^1_R \) and \( f^2_R \) as a whole can always refine \( f \).

First, we prove \( f^1_R \) and \( f^2_R \) are composable.

\( f^1 \) and \( f^2 \) are composable \( \iff \exists Z \subseteq Z_2; \)

\( f^1_R \) and \( f^2_R \) refine \( f^1 \) and \( f^2 \) respectively \( \iff \exists Z^1 \subseteq Z_1 \) and \( Z^2 \subseteq Z_2; \)

Therefore, \( Z^1 \subseteq Z^1_0 \) and thus \( f^1_R \) and \( f^2_R \) are composable.

Second, we prove \( f^1_R \) and \( f^2_R \) as a whole can refine \( f^0 \).

Level 1 Contract refines Level 2 Contract \( \iff x \in X^0 : f^2(f^1(x)) \subseteq y^0 \). Meanwhile, \( f^1_R \) refines \( f^1 \iff x \in X^1 : z^1_R \subseteq f^1(x) \). Furthermore, because \( f^2_R \) refines \( f^2 \), hence \( x \in X^1 : f^2_R(z^1_R) \subseteq f^2(f^1(x)) \). Hence, \( x \in X^1 : f^2_R(z^1_R) \subseteq f^2(f^1(x)) \subseteq y^0 \). Therefore, \( f^1_R \) and \( f^2_R \) as a whole satisfy \( f^0 \).

Therefore, \( f^1_R \) and \( f^2_R \) refine \( f^0 \) as a whole.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

*Proof:* Fig. 12 is the atomic form of satisfaction by refinement. Proposition 2 means, if Subcontracts \( f^1 \) and \( f^2 \) are composable and refine \( f^0 \), then the Implementation \( f^1* \) and \( f^2* \) are composable and when composed together, they satisfy Contract \( f^0 \).

First, we prove \( f^1* \) and \( f^2* \) are composable.

Contract \( f^1 \) and \( f^2 \) refine \( f^0 \) as a whole \( \iff x \in X^0 : f^2(f^1(x)) \subseteq y^0 \).

\( f^1* \) satisfies \( x \in X^1 : f^1_0(x) \in f^1(x) \).

\( f^2* \) satisfies \( x \in X^1 : f^2*(f^1*(x)) \subseteq f^2(f^1(x)) \).

Because \( X^0 \subseteq X^1 \), therefore \( x \in X^0 : f^2*(f^1*(x)) \subseteq y^0 \) and hence \( f^1* \) and \( f^2* \) as a whole satisfy \( f^0 \).

**APPENDIX C**

In this section, we prove Composability is also a necessary condition.

**Proposition 3:** As shown in Fig. 11, \( f^1_R \) and \( f^2_R \) refine \( f^2 \) independently and \( f^1 \) and \( f^2 \) might fail to refine \( f^0 \).

*Proof:* Because \( f^1 \) and \( f^2 \) are refined independently, hence any feasible refinement \( f^1_R \) and \( f^2_R \) should be able to refine \( f^0 \) as a whole. We prove by contradiction here to show if \( f^1 \) and \( f^2 \) are not composable, \( f^1_R \) and \( f^2_R \) might fail to refine \( f^0 \).

At Level 1, assuming \( Z^2 \subseteq Z^1 \), hence \( RA_{Z^2} \subseteq RA_{Z^1} \).

At Level 2, assuming \( f^1_R = f^2 \), hence \( Z^2_R = Z^2 \).

Because \( X^1 \subseteq X^1_R \), it is possible that \( RA_{Z^2} \subseteq Z^2 \subseteq RA_{Z^2}. \)

If this is the case, then \( Z^2_R \subseteq RA_{Z^2} \), contradicting (7.3).

If \( f^1 \) and \( f^2 \) are not composable, the independently refined Subcontracts might fail to refine \( f^0 \) as a whole. Therefore, Composability in the primary refinement is also a necessary condition for the secondary refinement.
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