DERIVATIVE-BASED GLOBAL SENSITIVITY ANALYSIS FOR MODELS WITH HIGH-DIMENSIONAL INPUTS AND FUNCTIONAL OUTPUTS
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Abstract. We present a framework for derivative-based global sensitivity analysis (GSA) for models with high-dimensional input parameters and functional outputs. We combine ideas from derivative-based GSA, random field representation via Karhunen–Loève expansions, and adjoint-based gradient computation to provide a scalable computational framework for computing the proposed derivative-based GSA measures. We illustrate the strategy for a nonlinear ODE model of cholera epidemics and for elliptic PDEs with application examples from geosciences and biotransport.
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1. Introduction. The field of global sensitivity analysis (GSA) provides methods for quantifying how the uncertainty in the output of mathematical models can be apportioned to uncertainties in the input model parameters [31]. Specifically, variance-based GSA enables ranking the importance of model parameters by computing their relative contribution to the variance of the output quantities of interest (QoIs), as quantified by Sobol’ indices [35, 31, 36]. Another popular GSA approach involves using derivative-based global sensitivity measures (DGSMs) [37, 18], which have been shown to provide efficient means of screening for unimportant input parameters. In this article, we consider mathematical models of the form

\[ y = f(s, \theta), \quad (1.1) \]

where \( s \) belongs to a compact set \( X \subset \mathbb{R}^d \) with \( d = 1, 2, \) or \( 3 \), and \( \theta \) is an element of an uncertain parameter space \( \Theta \subset \mathbb{R}^{N_{\text{par}}} \). We present a mathematical framework for derivative-based GSA for functional QoIs of the form (1.1) and present a scalable computational framework for computing the corresponding derivative-based GSA measures.

Survey of literature and existing approaches. A great amount of progress has been made in theory and numerical methods for variance-based GSA over the past three decades [35, 31, 36, 38, 39, 11, 37, 14, 18, 29, 26, 15]. The majority of works on GSA focus on scalar-valued QoIs. However, in recent years there have been a number of efforts targeting GSA for vectorial or functional QoIs. Specifically, the works [7, 21, 14, 41, 3] discuss variance-based GSA for vectorial and functional outputs. Computing GSA measures for functional QoIs, as is the case for their scalar counterparts, is computationally challenging. The computational challenges can be reduced significantly by employing surrogate models [39, 11, 2, 33, 16, 3]. However, surrogate model construction itself becomes computationally challenging for models with high-dimensional input parameters.

DGSMs have been shown to provide efficient means for detecting unimportant
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input parameters [19, 18, 40]. For a scalar QoI \( g(\theta) \) that has square integrable partial derivatives, the DGSMs, defined as \( E\{ (\frac{\partial g}{\partial \theta_j})^2 \}, j = 1, \ldots, N_{\text{par}}, \) are commonly used. (Here \( E \) denotes expectation with respect to \( \theta \).) These DGSMs can be used to bound the total Sobol’ indices, for models with statistically independent inputs, which justifies their use in screening for unimportant inputs.

**Our approach and contributions.** We focus on functional QoIs of the form \( f : X \times \Theta \rightarrow \mathbb{R} \), as defined in (1.1), where \( X \) and \( \Theta \) are as before. We focus on models with independent random input parameters. Moreover, in our target applications, \( f(s, \theta) \) is defined in terms of the solution of a system of differential equations.

We begin our developments by defining a suitable DGSM for functional QoIs, in section 3, and prove that it provides a computable bound for the generalized total Sobol’ indices for functional QoIs as defined in [14, 3]; see Theorem 3.2. Next, we present a framework for efficient computation of the functional DGSMs that uses low-rank representation of the functional QoIs via truncated Karhunen–Loève (KL) expansions [23]. Expressions for DGSMs, and DGSM-based bounds on functional total Sobol’ indices for a truncated KL expansion are established in Theorem 3.4. The DGSMs of the approximate models, given by truncated KL expansions, are then computed using adjoint-based gradient computation. This approach is elaborated for models governed by linear elliptic PDEs in section 4.

Additionally, we present a comprehensive set of numerical results that illustrate various aspects of the proposed approach and demonstrate its effectiveness. We consider three application problems: (i) a nonlinear system of ODEs modeling the spread of cholera [17], where we perform GSA for the infected population as a function of time (subsection 5.1); (ii) a problem motivated by porous medium flow applications, with permeability data adapted from [1], where we assess parametric sensitivities of the pressure field on a domain boundary (subsection 5.2); and (iii) an application problem involving biotransport in tumors [5], where we consider the pressure distribution in certain subdomains of a tumor model (subsection 5.3).

**Article overview.** This article is structured as follows. In section 2, we set up the notation used throughout the article, and collect the assumptions on the functional QoIs under study. We also provide a brief review of variance-based GSA for functional QoIs, following the developments in [14, 3], in section 2. In section 3 we present a mathematical framework for derivative-based GSA of functional QoIs. We elaborate our proposed adjoint-based framework for models governed by linear elliptic PDEs in section 4. This is followed by our computational experiments that are detailed in section 5. Finally, we provide some concluding remarks in section 6.

2. Preliminaries.

2.1. The basic setup. Let \( \Theta \subseteq \mathbb{R}^{N_{\text{par}}} \) be the uncertain parameter space, and consider the probability space \((\Theta, \mathcal{B}, \mu)\), where \( \mathcal{B} \) is the Borel \( \sigma \)-algebra on \( \Theta \) and \( \mu \) is the law of the uncertain parameter vector \( \theta \). In the present work, \( \Theta \) is of the form \( \Theta = \Theta_1 \times \Theta_2 \times \cdots \times \Theta_{N_{\text{par}}} \), where \( \Theta_j \subseteq \mathbb{R}, j = 1, \ldots, N_{\text{par}} \). The expectation of a random variable \( g : \Theta \rightarrow \mathbb{R} \) is denoted by

\[
E\{ g \} = \int_{\Theta} g(\theta) \mu(d\theta).
\]

We assume the components of the random vector \( \theta \) are independent and admit probability density functions \( \pi_j(\theta_j) \), in which case \( \mu(d\theta) = \prod_{j=1}^{N_{\text{par}}} \pi_j(\theta_j)d\theta_j \). Next, let \( X \subseteq \mathbb{R}^d \), with \( d = 1, 2, \) or \( 3 \) be a compact set. With this setup, we consider a process, \( f : X \times \Theta \rightarrow \mathbb{R} \) as in (1.1). Note that this setup covers both time-dependent and
spatially distributed processes. In the former case, $\mathcal{X}$ is a time interval, and in the latter case, $\mathcal{X}$ is a spatial region.

**Assumptions on the process.** We consider random processes that satisfy the following assumptions.

**Assumption 2.1.** We assume

(a) $f \in L^2(\mathcal{X} \times \Theta)$ and $f$ is mean square continuous; that is, for any sequence $\{s_n\}$ in $\mathcal{X}$ converging to $s \in \mathcal{X}$ we have that $\lim_{n \to \infty} E \{ |f(s_n, \theta) - f(s, \theta)|^2 \} = 0$.
(b) $\partial f / \partial \theta_j(s, \theta)$ is defined for all $s \in \mathcal{X}$ and $\theta \in \Theta$, $j = 1, \ldots, N_{\text{par}}$;
(c) $\partial f / \partial \theta_j(s, \theta) \in L^2(\mathcal{X} \times \Theta)$, $j = 1, \ldots, N_{\text{par}}$;
(d) and $\{\theta_j\}_{j=1}^{N_{\text{par}}}$, are real-valued independent random variables, and have distribution laws that are absolutely continuous with respect to the Lebesgue measure.

**Remark 2.1.** The assumptions (b) and (c) are needed in the context of derivative-based global sensitivity analysis. Note that Assumption 2.1(b) can be relaxed by requiring $\partial f / \partial \theta_j(s, \theta)$ to be defined almost everywhere in $\mathcal{X} \times \Theta$.

2.2. Variance-based sensitivity analysis for functional outputs. We first recall the classical Sobol’ indices and Analysis of Variance (ANOVA) decomposition [38, 36, 35], which can be defined pointwise in $\mathcal{X}$. Let $K = \{1, 2, \ldots, N_{\text{par}}\}$ be an index set, let $U = \{j_1, j_2, \ldots, j_m\}$ be a subset of $K$, and let $U^c$ be the complement of $U$ in $K$, $U^c = K \setminus U$. We denote $\theta_U = \{\theta_{j_1}, \theta_{j_2}, \ldots, \theta_{j_m}\}$. For each $s \in \mathcal{X}$, we have the ANOVA decomposition [38]

$$f(s, \theta) = f_0(s) + f_1(s, \theta_U) + f_2(s, \theta_{U^c}) + f_{12}(s, \theta),$$

where $f_0$ is the mean of the process, and

$$f_1(s, \theta_U) = E \{ f(s, \cdot) | \theta_U \} - f_0(s), \quad f_2(s, \theta_{U^c}) = E \{ f(s, \cdot) | \theta_{U^c} \} - f_0(s),$$

and $f_{12}(s, \theta) = f(s, \theta) - f_0(s) - f_1(s, \theta_U) - f_2(s, \theta_{U^c})$. This enables decomposing the total variance $D(f; s) = \text{Var} \{ f(s, \cdot) \}$ of $f(s, \cdot)$ according to

$$D(f; s) = D_U(f; s) + D_U(f; s) + D_{U, U^c}(f; s),$$

where $D_U(f; s) = E_{\theta_U} \{ f_1(s, \theta_U)^2 \}$, $D_{U^c}(f; s) = E_{\theta_{U^c}} \{ f_2(s, \theta_{U^c})^2 \}$, and $D_{U, U^c}(f; s)$ is the remainder. (Here $E_{\theta_U} \{ \cdot \}$ indicates expectation with respect to $\theta_U$.) Then, we can define the first and total order Sobol’ indices as follows:

$$S_U(f; s) = \frac{D_U(f; s)}{D(f; s)} \quad \text{and} \quad S_U^{\text{tot}}(f; s) = \frac{D_U^{\text{tot}}(f; s)}{D(f; s)},$$

where $D_U^{\text{tot}}(f; s) = D_U(f; s) + D_{U, U^c}(f; s)$. Note that,

$$S_U^{\text{tot}}(f; s) = \frac{D(f; s) - D_U^{\text{tot}}(f; s)}{D(f; s)} = 1 - \frac{D_U^{\text{tot}}(f; s)}{D(f; s)} = 1 - S_U(f; s).$$

When the index set $U$ is a singleton, $U = \{j\}$, $j \in \{1, \ldots, N_{\text{par}}\}$, we denote the corresponding first and total order Sobol’ indices by $S_j(f; s)$ and $S_j^{\text{tot}}(f; s)$, respectively.

Here we assume that $D(f; s) > 0$ almost everywhere in $\mathcal{X}$. If $D(f; s) = 0$ for some $s \in \mathcal{X}$, we use the convention $S_U(f; s) = 0$.

2.3. **Functional Sobol’ indices.** Following [3], we define the functional first order Sobol’ index as

$$\mathcal{S}_U(f; \mathcal{X}) = \int_{\mathcal{X}} \frac{D_U(f; s) \, ds}{\int_{\mathcal{X}} D(f; s) \, ds}.$$
LEMMA 2.1. We have $G_U(f;X) = \int_X S_U(f;s)w(s)\,ds$, with $w(s) = \frac{D(f;s)}{\int_X D(f;s)\,ds}$.

Proof. The result follows by a straightforward calculation. 

We can also define the functional total Sobol’ indices

$$\tag{2.2} G_U^{tot}(f;X) = \int_X \frac{D_U^{tot}(f;s)\,ds}{\int_X D(f;s)\,ds} = 1 - G_U(f;X).$$

Using Lemma 2.1, we note

$$G_U^{tot}(f;X) = 1 - G_U(f;X) = \int_X (1 - S_U(f;s))w(s)\,ds = \int_X S_U^{tot}(f;s)w(s)\,ds.$$

Error estimates. We can use the total Sobol’ index of a parameter to rank its importance. In particular, parameters with small Sobol’ indices can be deemed unimportant. In this section, we briefly discuss the impact of fixing these unimportant parameters in terms of approximation errors. Let $U = \{j_1, j_2, \ldots, j_m\} \subset \{1, \ldots, N_{par}\}$ index the set of important parameters, and suppose we set $\theta_U^c$ to a nominal vector $\eta$. Consider the “reduced” model:

$$f^{(\eta)}(s,\theta_U) = f(s,\theta_U,\eta),$$

where the right hand side function is understood to be $f(s,\theta)$, with entries of $\theta_U^c$ fixed at $\eta$.

For $U = \{j_1, j_2, \ldots, j_m\}$ we define $\Theta_U = \Theta_{j_1} \times \cdots \times \Theta_{j_m}$. Integration on $\Theta_U$ will be with respect to $\mu(d\theta_U) = \prod_{k=1}^{m} \pi_{j_k}(\theta_{j_k})d\theta_{j_k}$.

For $\eta \in \Theta_U$, we define the mean-square error

$$\varepsilon(f;\eta) = \int_{\Theta_U} (f(s,\theta) - f^{(\eta)}(s,\theta_U))^2 \mu(d\theta).$$

We consider the relative mean square error

$$\mathcal{E}(f;\eta) = \frac{\int_{\Theta_U} (f(s,\theta) - f^{(\eta)}(s,\theta_U))^2 \mu(d\theta)\,ds}{\int_X f(s,\theta)^2 \mu(d\theta)\,ds}. \tag{2.3}$$

This provides a measure of the error that occurs when fixing the values of $\theta_U^c$. The following proposition quantifies this error in terms of the functional total Sobol’ indices. This result is a straightforward modification of the error estimate presented in [3]; we provide a proof in Appendix A for completeness.

PROPOSITION 2.2. $\int_{\Theta_U} \mathcal{E}(f;\eta)\mu(d\eta) \leq 2G_U^{tot}(f;X)$.

Proof. See Appendix A. 

3. Derivative-based GSA for functional QoIs. Let us first consider a scalar-valued random variable $g : \Theta \to \mathbb{R}$. Here $g$ and its partial derivatives are assumed to be square integrable. We recall the following commonly used DGSM [37]:

$$\nu_j(g) = \int_{\Theta} \left( \frac{\partial g}{\partial \theta_j} \right)^2 \mu(d\theta).$$

DGSMs can be used to screen for unimportant variables. This is justified by the relation between DGSMs and total Sobol’ indices, which was first addressed in [37] for scalar-valued random variables. While the estimation of $\nu_j$ requires a Monte Carlo (MC) sampling procedure, it has been observed that in practice the number of samples required for estimation of $\nu_j$’s does not need to be very large to provide sufficient accuracy in identifying unimportant variables. We present the following result which partially explains this phenomenon.
Proposition 3.1. Assume that
\[ a_j \leq \left( \frac{\partial g}{\partial \theta_j}(\theta) \right)^2 \leq b_j, \quad j = 1, \ldots, N_{\text{par}}, \quad \text{for all } \theta \in \Theta. \]
Consider the MC estimator
\[ \nu_j^{(\text{MC})}(g) := \frac{1}{N_{\text{MC}}} \sum_{k=1}^{N_{\text{MC}}} \left( \frac{\partial g}{\partial \theta_j}(\theta^k) \right)^2, \]
with \( \theta^k \) independent and identically distributed according to the law of \( \theta \). Then,
\[ \text{Var} \left\{ \nu_j^{(\text{MC})}(g) \right\} \leq \frac{1}{N_{\text{MC}}} (b_j - \nu_j(g)) (\nu_j(g) - a_j) \leq \frac{1}{4N_{\text{MC}}} (b_j - a_j)^2, \quad (3.1) \]
for \( j = 1, \ldots, N_{\text{par}} \).

Proof. See Appendix B.

This proposition says that if the partial derivatives do not vary too much (i.e., \( a_j \) and \( b_j \) are not too far from one another), indicating a desirable regularity property of the parameter-to-QoI mapping, then the MC estimator \( \nu_j^{(\text{MC})}(g) \) will have a small variance for a modest choice of \( N_{\text{MC}} \). In such cases the MC sample size for estimating \( \nu_j(g) \) does not need to be very large.

**Functional DGSMs.** Next, we turn to DGSMs for functional QoIs. We propose the following definition for a functional DGSM
\[ \mathcal{N}_j(f; X) = \int_X \int_\Theta \left( \frac{\partial f}{\partial \theta_j}(s, \theta) \right)^2 \mu(d\theta)ds = \int_X \nu_j(f(s, \cdot)) ds, \quad (3.2) \]
which is a natural choice. These indices can be normalized in different ways to make their comparison easier. For instance, we may consider the normalized indices
\[ \frac{\mathcal{N}_j(f; X)}{\sum_{k=1}^{N_{\text{par}}} \mathcal{N}_k(f; X)}, \quad j = 1, \ldots, N_{\text{par}}. \]

We can relate \( \mathcal{N}_j(f; X) \) to the corresponding functional total Sobol’ indices \( \Theta_j^{\text{tot}}(f; X) \), \( j = 1, \ldots, N_{\text{par}} \), analogously to the scalar case. Specifically, we present the following result that shows functional total Sobol’ indices can be bounded in terms of the proposed functional DGSMs.

Theorem 3.2. Let \( f(s, \theta) \) be a random process satisfying Assumption 2.1. Suppose \( \theta_j \) are independent and distributed according to uniform or normal distribution, for \( i = 1, \ldots, N_{\text{par}} \). Then,
\[ \Theta_j^{\text{tot}}(f; X) \leq \frac{\mathcal{N}_j(f; X)}{\text{Tr}(\mathcal{C}_{\text{qoi}})}, \quad j = 1, \ldots, N_{\text{par}}, \quad (3.3) \]
where \( \mathcal{C}_{\text{qoi}} \) is the covariance operator of the random function \( f(s, \theta) \), and
\[ \alpha_j = \begin{cases} \frac{(b - a)^2}{\pi^2}, & \text{if } \theta_j \sim U(a, b), \\ \sigma_j^2, & \text{if } \theta_j \sim N(0, \sigma_j^2). \end{cases} \]

Proof. For a fixed \( s \in X \), by the results in [18],
\[ S_j^{\text{tot}}(f; s) \leq \frac{\alpha_j}{D(f; s)} \nu_j(f; s). \quad (3.4) \]
Then, using (2.2),
\[ \Theta_j^{\text{tot}}(f; X) = \int_X S_j^{\text{tot}}(f; s) w(s) ds \leq \int_X \frac{\alpha_j}{D(f; s)} \nu_j(f; s) w(s) ds = \alpha_j \frac{\mathcal{N}_j(f; X)}{\int_X D(f; s) ds}. \quad (3.5) \]
Now, let $C_{\text{qoi}}$ be the covariance operator of the random process $f(s, \theta)$, and let $c(s, t)$ be its covariance function. As a consequence of Mercer’s Theorem [28, 22], we have

$$\int_X D(f; s) \, ds = \int_X \text{Var} \{ f(s, \cdot) \} \, ds = \int_X c(s, s) \, ds = \text{Tr}(C_{\text{qoi}}).$$

Combining this with (3.5) we obtain the desired result.

The DGSM-based upper bounds on the functional total Sobol’ indices provided by Theorem 3.2 enable identifying inputs with small total Sobol’ indices, hence providing an efficient way of identifying unimportant parameters. Note that the theorem is stated for $\theta_j$ that are distributed uniformly or normally, because these distributions are commonly used in modeling under uncertainty. However, the result holds for other families of distributions. Specifically, in [20], it is shown that (3.4) holds for the Boltzmann family of distributions with appropriate choices of the constants $\alpha_j, j = 1, \ldots, N_{\text{par}}$, which provides immediate extension of Theorem 3.2 to Boltzmann family of distributions. We mention that an important class of Boltzmann distributions is the family of log-concave distributions that includes Normal, Exponential, Beta, Gamma, Gumbel, and Weibull distributions [20].

Similar to the case of scalar QoIs, estimating functional DGSM often requires fewer samples than are required for direct calculation of the Sobol’ indices via MC Sampling. The following result, which is similar to Proposition 3.1, provides a bound on the variance of the corresponding MC estimator, given appropriate boundedness assumptions on the partial derivatives of the functional QoI.

**Proposition 3.3.** Assume that there exist non-negative integrable functions $a_j$ and $b_j$, defined on $X$ such that for each $s \in X$,

$$a_j(s) \leq \left( \frac{\partial f(s, \theta)}{\partial \theta_j} \right)^2 \leq b_j(s), \quad j = 1, \ldots, N_{\text{par}}, \quad \text{for all } \theta \in \Theta.$$

Consider the MC estimator

$$\mathfrak{N}_j^{(\text{MC})}(f; X) := \frac{1}{N_{\text{MC}}} \sum_{k=1}^{N_{\text{MC}}} \int_X \left( \frac{\partial f}{\partial \theta_j}(s, \theta_k) \right)^2 \, ds,$$

with $\theta_k$ independent and identically distributed according to the law of $\theta$. Then,

$$\text{Var} \left\{ \mathfrak{N}_j^{(\text{MC})}(f; X) \right\} \leq \frac{1}{4N_{\text{MC}}} \| b_j - a_j \|_{L^1(X)}^2, \quad j = 1, \ldots, N_{\text{par}}.$$

**Proof.** See Appendix B.

The indices $\mathfrak{N}_j$ can be computed by sampling the partial derivatives. Gradient computation can be performed using various techniques. The simplest approach is to use the finite difference method. However, this approach becomes prohibitive for computationally intensive models with a large number of input parameters. For models governed by differential equations, one can use the so called sensitivity equations for computing derivatives. We demonstrate this in one of our numerical examples in section 5. Unfortunately, this approach also suffers from the curse of dimensionality, and becomes cumbersome for complex systems. Another approach, not explored in the present work, is that of automatic differentiation. The challenges of gradient computation are compounded for models governed by expensive-to-solve PDEs with high-dimensional input parameters. For such models, we propose an approach that combines low-rank KL expansions and adjoint-based gradient computation.

With the strategy of using low-rank KL expansions for the purposes of computing
DGSMs in mind, we examine functional QoIs of the form

$$
    f(s, \theta) = \sum_{i=1}^{N_{qoi}} \gamma_i f_i(\theta) \phi_i(s),
$$

where \( \phi_i \) are orthonormal with respect to \( L^2(\mathcal{X}) \) inner product, \( \{\gamma_i\} \) are non-negative and sorted in descending order, \( E\{f_i\} = 0 \), \( i = 1, \ldots, N_{qoi} \), and \( E\{f_i f_j\} = \delta_{ij} \). Suppose also that \( f_i \) have square integrable partial derivatives.

**Theorem 3.4.** Let \( f \) be a random process of the form (3.6). The following hold:

1. \( \mathcal{R}_j(f; \mathcal{X}) = \sum_{i=1}^{N_{qoi}} \gamma_i^2 \nu_j(f_i), \quad j = 1, \ldots, N_{par} \).
2. We have the bound

$$
\mathcal{G}_j^{tot}(f; \mathcal{X}) \leq \frac{\mathcal{R}_j(f; \mathcal{X})}{\sum_{i=1}^{N_{qoi}} \gamma_i^2} = \sum_{i=1}^{N_{qoi}} \frac{\gamma_i^2 \nu_j(f_i)}{\sum_{i=1}^{N_{qoi}} \gamma_i^2}, \quad j = 1, \ldots, N_{par}.
$$

**Proof.** First, we note

$$
\nu_j(f(s, \cdot)) = \int_\Theta \left( \frac{\partial}{\partial \theta_j} \sum_{i=1}^{N_{qoi}} \gamma_i f_i(\theta) \phi_i(s) \right)^2 \mu(d\theta) = \int_\Theta \left( \sum_{i=1}^{N_{qoi}} \gamma_i \frac{\partial f_i(\theta)}{\partial \theta_j} \phi_i(s) \right)^2 \mu(d\theta)
$$

\[
= \sum_{i,k=1}^{N_{qoi}} \gamma_i \gamma_k \left( \int_\Theta \frac{\partial f_i(\theta)}{\partial \theta_j} \frac{\partial f_k(\theta)}{\partial \theta_j} \mu(d\theta) \right) \phi_i(s) \phi_k(s).
\]

Therefore,

\[
\mathcal{R}_j(f; \mathcal{X}) = \int_{\mathcal{X}} \nu_j(f(s, \cdot)) ds
\]

\[
= \int_{\mathcal{X}} \left( \sum_{i,k=1}^{N_{qoi}} \gamma_i \gamma_k \int_\Theta \frac{\partial f_i(\theta)}{\partial \theta_j} \frac{\partial f_k(\theta)}{\partial \theta_j} \mu(d\theta) \phi_i(s) \phi_k(s) \right) ds
\]

\[
= \sum_{i,k=1}^{N_{qoi}} \gamma_i \gamma_k \left( \int_\Theta \frac{\partial f_i(\theta)}{\partial \theta_j} \frac{\partial f_k(\theta)}{\partial \theta_j} \mu(d\theta) \right) \int_{\mathcal{X}} \phi_i(s) \phi_k(s) ds
\]

\[
= \sum_{i=1}^{N_{qoi}} \gamma_i^2 \nu_j(f_i).
\]

This establishes the first assertion of the theorem. Next, letting \( C_{qoi} \) be the covariance operator of \( f(s, \theta) \), it is straightforward to see that \( \text{Tr}(C_{qoi}) = \sum_{i=1}^{N_{qoi}} \gamma_i^2 \). Thus, combining the first assertion of the theorem with Theorem 3.2, we have

\[
\mathcal{G}_j^{tot}(f; \mathcal{X}) \leq \frac{\mathcal{R}_j(f; \mathcal{X})}{\sum_{i=1}^{N_{qoi}} \gamma_i^2} = \sum_{i=1}^{N_{qoi}} \frac{\gamma_i^2 \nu_j(f_i)}{\sum_{i=1}^{N_{qoi}} \gamma_i^2}, \quad j = 1, \ldots, N_{par}.
\]

Computing DGSMs for functional outputs. To enable efficient computation of functional DGSMs, we use a truncated KL expansion of \( f \). Let \( (\lambda_i(C_{qoi}), \phi_i) \) be the eigenpairs of the covariance operator of \( f \); we consider the truncated KL expansion

\[
f(s, \theta) \approx \tilde{f}(s, \theta) := \tilde{f}(s) + \sum_{i=1}^{N_{qoi}} \sigma_i f_i(\theta) \phi_i(s), \quad \text{with } \sigma_i = \sqrt{\lambda_i(C_{qoi})},
\]

where \( \tilde{f} \) is the mean of the process and the KL modes \( f_i \) are given by

\[
f_i(\theta) = \frac{1}{\sigma_i} \int_{\mathcal{X}} \left( f(s, \theta) - \tilde{f}(s) \right) \phi_i(s) ds, \quad i = 1, \ldots, N_{qoi}.
\]
In many applications of interest, where the process \( f \) is defined in terms of the solution of a differential equation, the eigenvalues \( \lambda_i(C_{qoi}) \) decay rapidly, and thus a small \( N_{qoi} \) can be afforded. Such processes, which we refer to as low-rank, are common in physical and biological applications. Computing the KL expansion numerically can be accomplished e.g., using Nyström’s method, which is the approach taken in the numerical experiments in the present work. We refer to [4], for a convenient reference for numerical computation of KL expansions using Nyström’s method. We point out that this process requires approximating the covariance function of \( f \), through sampling, when solving the eigenvalue problem for \( \{\lambda_i(C_{qoi})\}_{i\geq 1} \) and the corresponding eigenvectors \( \{\phi_i\}_{i\geq 1} \). This computation requires an ensemble of model evaluations \( \{f(\cdot, \theta^k)\}_{k=1}^{N_{MC}} \). Typically a modest sample size \( N_{MC} \) is sufficient for computing the dominant eigenpairs of \( C_{qoi} \). This is demonstrated in our numerical results in section 5.

The approximate model \( \tilde{f} \) can then be used as a surrogate for \( f \) for the purposes of sensitivity analysis. Specifically we compute the functional DGSMs of \( \tilde{f} \) as a proxy for those of \( f \). The computation of functional DGSMs for \( f \) and the DGSM-based bound on functional Sobol’ indices is facilitated by Theorem 3.4.

The expression for the functional DGSM given in Theorem 3.4 requires computing DGSMs for the KL modes \( f_i, i=1,\ldots, N_{qoi} \), which are scalar-valued random variables. Differentiability of \( f_i \) can be established by requiring certain boundedness assumptions on the partial derivatives. We consider a generic KL mode, which we denote by

\[
F(\theta) := \int_{\mathcal{X}} (f(s, \theta) - \tilde{f}(s)) v(s) \, ds,
\tag{3.9}
\]

where we use a generic \( v \in L^2(\mathcal{X}) \) in the place of the eigenvectors.

**Proposition 3.5.** Let \( f \) be a process satisfying Assumption 2.1, and moreover assume partial derivatives of \( f \) with respect to \( \theta_j \), \( j = 1,\ldots, N_{par} \) satisfy

\[
\left| \frac{\partial f}{\partial \theta_j}(s, \theta) \right| \leq z_j(s), \quad \text{for all } (s, \theta) \in \mathcal{X} \times \Theta,
\tag{3.10}
\]

where \( z_j \in L^2(\mathcal{X}) \), \( j = 1,\ldots, N_{par} \). Let \( F \) be as in (3.9). Then, for \( j = 1,\ldots, N_{par} \),

(a) \( \frac{\partial F}{\partial \theta_j}(\theta) = \int_{\mathcal{X}} \frac{\partial f}{\partial \theta_j}(s, \theta) v(s) \, ds, \)

(b) and \( \frac{\partial F}{\partial \theta_j} \in L^2(\Theta). \)

**Proof.** Showing (a) amounts to establishing the standard requirements for differentiating under the integral sign; see e.g., [12, Theorem 2.27]. Without loss of generality, we assume \( f \equiv 0 \). First, we note that for each \( \theta \in \Theta \),

\[
\int_{\mathcal{X}} \left| \frac{\partial f}{\partial \theta_j}(s, \theta) v(s) \right| \, ds \leq \left( \int_{\mathcal{X}} \left( \frac{\partial f}{\partial \theta_j}(s, \theta) \right)^2 \, ds \right)^{1/2} \left( \int_{\mathcal{X}} v(s)^2 \, ds \right)^{1/2} < \infty, \quad j = 1,\ldots, N_{par},
\]

where we used Cauchy–Schwarz inequality and Assumption 2.1(b),(c). Next, we note that \( \left| \frac{\partial f}{\partial \theta_j}(s, \theta) v(s) \right| \leq z_j |v| \) and applying Cauchy–Schwarz inequality, we get that

\[
\int_{\mathcal{X}} |z_j(s) v(s)| \, ds < \infty. \quad \text{Thus, assertion (a) follows from [12, Theorem 2.27].}
\]

The assertion (b) of the proposition follows from Assumption 2.1(c) and

\[
\int_{\Theta} \left( \frac{\partial F}{\partial \theta_j}(\theta) \right)^2 \mu(d\theta) = \int_{\Theta} \left( \int_{\mathcal{X}} \frac{\partial f}{\partial \theta_j}(s, \theta) v(s) \, ds \right)^2 \mu(d\theta) \leq \int_{\Theta} \left( \int_{\mathcal{X}} \left( \frac{\partial f}{\partial \theta_j}(s, \theta) \right)^2 \, ds \right) \left( \int_{\mathcal{X}} v(s)^2 \, ds \right) \mu(d\theta) = \|v\|_{L^2(\mathcal{X})} \left\| \frac{\partial f}{\partial \theta_j} \right\|_{L^2(\mathcal{X} \times \Theta)}^2 < \infty \quad \Box
\]
Note that the assumption (3.10) can in fact be used to conclude \( \frac{\partial F}{\partial \theta} \in L^\infty(\Theta) \); we showed square integrability of these partial derivatives for clarity as this is the result needed for the purposes of derivative-based GSA. Note also that the assumption (3.10) can be relaxed in the statement of the proposition by requiring local (in \( \Theta \)) boundedness of the partial derivatives by square integrable (in \( X \)) functions.

The above framework, based on low-rank KL expansions, is useful as it provides a natural setting for deploying an adjoint-based approach for computing the derivatives of the KL modes, in models governed by PDEs (or ODEs). The computational advantage of adjoint-based approach is immense: the cost of computing the gradient of \( f_i \)'s does not scale with the dimension of the input parameter \( \theta \). This leads to a computationally efficient and scalable framework for computing DGSMs. We detail this approach in the next section for models governed by elliptic PDEs and demonstrate its effectiveness in numerical examples in section 5.

4. Adjoint-based GSA for models governed by elliptic PDEs. We consider a linear elliptic PDE with a random coefficient function:

\[
- \nabla \cdot (\kappa \nabla p) = b \quad \text{in } \mathcal{D},
\]

\[
p = g \quad \text{on } \Gamma_D,
\]

\[
\kappa \nabla p \cdot n = h \quad \text{on } \Gamma_N.
\]

(4.1)

The coefficient field \( \kappa \) is modeled as a log-Gaussian random field whose covariance operator is given by \( C_{\text{par}} \). Let \( \hat{a}(x, \theta) = \bar{a}(x) + \sum_{j=1}^{N_{\text{par}}} \sqrt{\lambda_j(C_{\text{par}})} \theta_j e_j(x) \) be a truncated KL expansion of the log-permeability field, \( a(x, \theta) = \log \kappa(x, \theta) \).

We consider the weak form of the PDE. The associated solution and trial function spaces are, respectively,

\[
\mathcal{V}_g = \{ v \in H^1(\mathcal{D}) : v|_{\Gamma_D} = g \}, \quad \mathcal{V}_0 = \{ v \in H^1(\mathcal{D}) : v|_{\Gamma_D} = 0 \}.
\]

The weak form of (4.1) is as follows: find \( p \in \mathcal{V}_g \) such that

\[
\langle \hat{a}(x, \theta) \nabla p, \nabla \tilde{p} \rangle = \langle b, \tilde{p} \rangle_{\Gamma_N} + \langle h, \tilde{p} \rangle_{\Gamma_N}, \quad \text{for all } \tilde{p} \in \mathcal{V}_0,
\]

(4.2)

where \( \langle \cdot, \cdot \rangle \) is the \( L^2(\mathcal{D}) \) inner product, and \( \langle \cdot, \cdot \rangle_{\Gamma_N} \) is \( L^2(\Gamma_N) \) inner product. Let \( \mathcal{X} \) a closed subset of \( \mathcal{D} \), and let \( Q : L^2(\mathcal{D}) \to L^2(\mathcal{X}) \) be the restriction operator \( Q u = u|_{\mathcal{X}} \).

Below we also need the adjoint \( Q^* \) of \( Q \): It is straightforward to see that \( Q^* : L^2(\mathcal{X}) \to L^2(\mathcal{D}) \) is given by

\[
(Q^* u)(x) = \begin{cases} u(x), & x \in \mathcal{X} \\ 0, & x \notin \mathcal{X}. \end{cases}
\]

We consider the QoI,

\[
f(x, \theta) = Q p(x, \theta),
\]

and consider its truncated KL expansion

\[
f(x, \theta) \approx \hat{f}(x, \theta) := \tilde{f}(x) + \sum_{i=1}^{N_{\text{qoi}}} \sigma_i f_i(\theta) \phi_i(x), \quad \text{with } \sigma_i = \sqrt{\lambda_i(C_{\text{qoi}})}.
\]

(4.3)

where

\[
f_i(\theta) = \frac{1}{\sigma_i} \int_{\mathcal{X}} (f(x, \theta) - \tilde{f}(x)) \phi_i(x) \, dx = \frac{1}{\sigma_i} \int_{\mathcal{X}} (Q p(x, \theta) - \tilde{f}(x)) \phi_i(x) \, dx,
\]
where \( p \) is the solution of (4.2). We consider adjoint-based computation of \( \frac{\partial f_i}{\partial \theta_j} \) for \( i, j \in \{1, \ldots, N_{\text{qoi}}\} \times \{1, \ldots, N_{\text{par}}\} \).

**Computing gradient of \( f_i \)'s.** To compute the gradient we follow a formal Lagrange approach. We consider the Lagrangian

\[
\mathcal{L}(p, \theta, q) = \frac{1}{\sigma_i} \int_X (Qp - \bar{f}) \phi_i \, dx + \langle e^{\hat{a}(x, \theta)} \nabla p, \nabla q \rangle - \langle h, q \rangle_{\Gamma_N}.
\]

Here \( q \) is a Lagrange multiplier, which in the present context is referred to as the adjoint variable. Taking variational derivatives of \( \mathcal{L} \) with respect to \( q \) and \( p \), give the state and the adjoint equations, respectively. In particular, the adjoint equation is found by considering

\[
\frac{d}{dc} \mathcal{L}(p + \epsilon \tilde{p}, \theta, q) \big|_{c=0} = 0, \quad \text{for all } \tilde{p} \in \mathcal{V}_0.
\]

This gives,

\[
\frac{1}{\sigma_i} \langle Q\tilde{p}, \phi_i \rangle_X + \langle e^{\hat{a}(x, \theta)} \nabla \tilde{p}, \nabla q \rangle = 0, \quad \text{for all } \tilde{p} \in \mathcal{V}_0.
\]

The weak form of the adjoint equation can be stated as: find \( q \in \mathcal{V}_0 \) such that

\[
\langle e^{\hat{a}(x, \theta)} \nabla q, \nabla \tilde{p} \rangle = -\frac{1}{\sigma_i} \langle Q^* \phi, \tilde{p} \rangle, \quad \text{for all } \tilde{p} \in \mathcal{V}_0.
\]

The strong form of the adjoint equation is

\[
-\nabla \cdot (\kappa \nabla q) = -\frac{1}{\sigma_i} Q^* \phi_i \quad \text{in } \mathcal{D},
\]

\[
q = 0 \quad \text{on } \Gamma_D,
\]

\[
\kappa \nabla q \cdot n = 0 \quad \text{on } \Gamma_N.
\]

Letting \( p \) and \( q \) be the solutions of the state and adjoint equations respectively,

\[
(\nabla f)_{\theta} \tilde{\theta} = \frac{d}{dc} \mathcal{L}(p, \theta + \epsilon \tilde{\theta}, q) \big|_{c=0} = \langle (\hat{a}(x, \tilde{\theta}) - \bar{a}(x)) e^{\hat{a}(x, \theta)} \nabla p, \nabla q \rangle, \quad \tilde{\theta} \in \mathbb{R}^{N_{\text{par}}}.
\]

In particular, letting \( \tilde{\theta} \) be the \( j \)th coordinate direction in \( \mathbb{R}^{N_{\text{par}}} \), we get

\[
\frac{\partial f_i}{\partial \theta_j} = \sqrt{\lambda_j(C_{\text{par}})} \langle e_j e^{\hat{a}(x, \theta)} \nabla p, \nabla q \rangle.
\]

We can also consider a QoI of the form

\[
f(\cdot, \theta) = p(\cdot, \theta) \big|_{\Gamma_N},
\]

as done in one of our numerical examples in section 5. Computing the gradient for this QoI can be done in a similar way as above, except, in this case the adjoint equation takes the form:

\[
-\nabla \cdot (\kappa \nabla q) = 0 \quad \text{in } \mathcal{D},
\]

\[
q = 0 \quad \text{on } \Gamma_D,
\]

\[
\kappa \nabla q \cdot n = -\frac{1}{\sigma_i} \phi_i \quad \text{on } \Gamma_N.
\]

Notice that evaluating the adjoint-based expression for the gradient of \( f_i \), requires two PDE solves: we need to solve the state (forward) equation (4.1) and the adjoint equation (4.4). Moreover, the forward solves can be reused across the KL modes, and thus, computing the gradient of \( \hat{f} \) in (4.3) requires \( 1 + N_{\text{qoi}} \) PDE solves, independently of the dimension \( N_{\text{par}} \) of the uncertain parameter \( \theta \). As shown in our numerical examples, a small \( N_{\text{qoi}} \) often results in suitable representations of the QoI \( f \), due to the, often observed, rapid decay of the eigenvalues \( \lambda_i(C_{\text{qoi}}) \).
**DGSM computation.** In practice, the KL expansion should be computed numerically. As mentioned before, this can be accomplished using Nyström’s method, which is the approach taken in the present work, and requires an ensemble of model evaluations \( \{ f(\cdot, \theta^k) \}_{k=1}^{N_{MC}} \), typically with a modest sample size \( N_{MC} \). The model evaluations can be used to compute the approximate KL expansion following \[4, Algorithm 1\]. This same set of samples can be used for computing the DGSMs, \( \nu_j(f_i) \), \( j = 1, \ldots, N_{\text{par}} \), \( i = 1, \ldots, N_{\text{qoi}} \). These require an additional adjoint solve per KL mode, and for each sample point \( \theta^k \), \( k = 1, \ldots, N_{MC} \). Thus, the overall computational cost is \( N_{MC}(1 + N_{\text{qoi}}) \) PDE solves. Note that the computational cost, in terms of PDE solves, is independent of the dimension \( N_{\text{par}} \) of the uncertain parameter vector. To compute the DGSM-based bound on functional Sobol’ indices we also need to compute \( \text{Tr}(C_{\text{qoi}}) \); this can be approximated accurately by summing the dominant eigenvalues of \( C_{\text{qoi}} \), available from computing the KL expansion of \( f \). The steps for DGSM computation using the present strategy are outlined in Algorithm 4.1.

**Algorithm 4.1** Algorithm for computing \( \mathfrak{B}_{\nu_j} := \mathfrak{M}_{\nu_j}(f; X)/\text{Tr}(C_{\text{qoi}}), \ j = 1, \ldots, N_{\text{par}} \).

**Input:** Parameter samples \( \{ \theta^k \}_{k=1}^{N_{MC}} \).

**Output:** Approximate DGSM-based bounds \( \mathfrak{B}_{\nu_j}, \ j = 1, \ldots, N_{\text{par}} \).

1. **for** \( k = 1, \ldots, N_{MC} \) **do**
2. solve forward model (4.1) with \( \kappa = \exp \hat{a}(\cdot, \theta^k) \)
3. compute QoI \( f(\cdot, \theta^k) \)
4. **end for**
5. \( \{ \lambda_i \}_{i=1}^{N_{\text{qoi}}}, \{ \phi_i \}_{i=1}^{N_{\text{qoi}}} = \text{getKLE}(\{ f(\cdot, \theta^k) \}_{k=1}^{N_{MC}}) \)
6. **for** \( k = 1, \ldots, N_{MC} \) **do**
7. **for** \( i = 1, \ldots, N_{\text{qoi}} \) **do**
8. solve adjoint problem (4.4) with \( \kappa = \exp \hat{a}(\cdot, \theta^k) \)
9. compute \( \frac{\partial f_i(\theta^k)}{\partial \theta_j}, \ j = 1, \ldots, N_{\text{par}} \) using (4.5)
10. **end for**
11. **end for**
12. compute \( \hat{\nu}_j(f_i) = \frac{1}{N_{MC}} \sum_{k=1}^{N_{MC}} \left[ \frac{\partial f_i(\theta^k)}{\partial \theta_j} \right]^2 \)
13. compute \( T = \sum_{i=1}^{N_{\text{qoi}}} \lambda_i \)
14. compute \( \mathfrak{B}_{\nu_j} = \sum_{i=1}^{N_{\text{qoi}}} \lambda_i \hat{\nu}_j(f_i)/T, \ j = 1, \ldots, N_{\text{par}} \)

In step 5 of Algorithm 4.1, \( \text{getKLE} \) indicates a procedure that given sample realizations of the process \( f \), computes its KL expansion numerically. As mentioned before, this can be done, e.g., using Nyström’s method; see e.g., [4, Algorithm 1].

**5. Numerical examples.** In this section, we present three numerical examples. In subsection 5.1, we consider an example involving a nonlinear ODE system with a time-dependent QoI, which is used to illustrate functional DGSMs and the DGSM-based bound derived in Theorem 3.2. Sections 5.2 and 5.3 concern models governed by elliptic PDEs that have spatially distributed QoIs in one and two space dimensions, respectively. For the PDE-based examples we implement the adjoint-based GSA framework described in section 4 and illustrate its effectiveness.

**5.1. Sensitivity analysis for a model of cholera epidemics.** Consider the cholera model developed in [17]. We analyze the sensitivity of the infected population as a function of time to uncertainties in model parameters. This problem was also studied in [3] within the context of variance-based GSA for time-dependent processes.
5.1.1. Model description. A population of \(N_{\text{pop}}\) individuals is split into susceptible, infectious, and recovered individuals, which are denoted by \(S\), \(I\), and \(R\), respectively. The concentrations of highly-infectious bacteria, \(B_H\) and lowly infectious bacteria, \(B_L\), are also considered. These concentrations are measured in cells per milliliter. According to the model developed in [17], the time-evolution of the state variables is governed by the following system of ODEs.

\[
\begin{align*}
\frac{dS}{dt} &= bN_{\text{pop}} - \beta_L S \frac{B_L}{\kappa_L + B_L} - \beta_H S \frac{B_H}{\kappa_H + B_H} - bS \\
\frac{dI}{dt} &= \beta_L S \frac{B_L}{\kappa_L + B_L} + \beta_H S \frac{B_H}{\kappa_H + B_H} - (\gamma + b)I \\
\frac{dR}{dt} &= \gamma I - bR \\
\frac{dB_H}{dt} &= \zeta I - \chi B_H \\
\frac{dB_L}{dt} &= \chi B_H - \delta B_L
\end{align*}
\]  

(5.1)

with initial conditions \((S(0), I(0), R(0), B_H(0), B_L(0)) = (S_0, I_0, R_0, B_{H0}, B_{L0})\). The parameter units and nominal values from [17] are compiled in Table 1. We consider a total population of \(N_{\text{pop}} = 10,000\) and let the initial states be as follows: \(S_0 = N_{\text{pop}} - 1\), \(I_0 = 1\), \(R_0 = 0\), and \(B_{H0} = B_{L0} = 0\). We solve the problem up to time \(T = 150\) using the \texttt{ode45} solver provided in MATLAB [27].

To simplify the notation we use a generic vector \(y \in \mathbb{R}^5\) to denote the state vector—\(y = (y_1, y_2, y_3, y_4, y_5)^T = (S, I, R, B_H, B_L)^T\)—and denote the right hand side of the ODE system by \(g(y; c)\), where \(c = (\beta_L, \beta_H, \kappa_L, b, \chi, \delta, \gamma)\) is the vector of uncertain model parameters. The uncertainties in \(c\) are parameterized by a random vector \(\theta \in \mathbb{R}^8\) with iid \(U(-1,1)\) entries as follows:

\[
c_i(\theta_i) = \frac{1}{2}(a_i + b_i) + \frac{1}{2}(b_i - a_i)\theta_i, \quad i = 1, \ldots, 8,
\]

with \([a_i, b_i]\) the physical parameter ranges for \(c_i\), adapted from [3]. The solution of the system is a random process, \(y = y(t; \theta)\). We focus on the infected population \(I(t, \theta) = y_2(t; \theta)\), for \(t \in [0,150]\). In Figure 1, we depict the time evolution of \(I(t, \theta)\).
at the nominal parameter vector given by \( \theta = (0, 0, \ldots, 0)^T \in \mathbb{R}^8 \).

![Fig. 1. The infected population \( I(t; \theta) \) with \( \theta = 0 \).](image)

### 5.1.2. Derivative-based GSA.

To compute the the partial derivatives \( s_j(t; \theta) = \frac{\partial y(t; \theta)}{\partial \theta_j} \), \( j = 1, \ldots, 8 \), needed for DGSM computation, we rely on the so called direct approach; this involves integrating the sensitivity equations [25, 32] along with the ODEs describing the system state. Specifically, we need to integrate the system

\[
y' = g(y; c(\theta)), \quad y(0) = y_0,
\]

\[
s'_i = Js_i + \frac{\partial g}{\partial \theta_i}, \quad s_i(0) = 0, \quad i = 1, \ldots, N_{\text{par}}.
\]

Here \( J \) is the Jacobian \( J_{ij} = \frac{\partial g_i}{\partial \theta_j} = \frac{\partial g_i}{\partial c_i} \frac{\partial c_i}{\partial \theta_j}, \quad i, j = 1, \ldots, N_{\text{par}} \). In the present example this results in an “augmented state vector” \( [y^T \ s_1^T \cdots \ s_8^T]^T \in \mathbb{R}^{45} \).

First, we consider the pointwise-in-time DGSMs, \( \nu_j(f(t, \cdot)), \quad j = 1, \ldots, 8, \) for \( t \in [0, 150] \) in Figure 2 (left). To ensure an accurate estimate of the DGSMs, we approximate the integral over the parameters with a Monte Carlo sample of size \( 10^5 \).

As seen in Figure 2 (left), these pointwise-in-time DGSMs are not straightforward to interpret. A clearer picture is obtained by considering

\[
\mathcal{N}_j(I; [0, t]) := \int_0^t \nu_j(I(s, \cdot)) \, ds, \quad t \in [0, 150],
\]

which amounts to computing the functional DGSMs over successively larger time intervals; the results are reported in Figure 2 (right).

Finally, to get an overall picture, we compute the DGSM-based upper bounds on the functional Sobol’ indices, as given by Theorem 3.2, with \( X = [0, 150] \); see Figure 3, where we report the functional total Sobol’ indices along with the DGSM-based bounds which are computed with Monte Carlo (MC) sample sizes of \( 10^5 \) and 100. Note that a small MC sample is very effective in detecting the inessential parameters.

By Theorem 3.2, we know that a small DGSM-based bound for a given parameter implies the corresponding total Sobol’ index is small, indicating the parameter is unimportant. In the present experiment, we set an importance threshold of \( 0.05 \). A parameter whose DGSM-based bound is smaller than this importance threshold will be considered unimportant. The results reported in Figure 3 indicate that unimportant parameters are given by \( \theta_j \) with \( j \in \{1, 4, 5, 7\} \). This is consistent with results reported in [3], where the statistical accuracy of the reduced model, obtained by fixing these unimportant parameters was demonstrated numerically. Both panels of Figure 3 show the same information; however, in the right panel we use logarithmic scale in
the vertical axis to clearly illustrate the bound derived in Theorem 3.2, for the small functional Sobol’ indices.

![Diagram](image1)

**Fig. 2.** Pointwise-in-time DGSMs $\nu_j(I(t, \cdot))$ (left) and functional DGSMs $\mathfrak{I}_j(I; [0, t])$ (right) for $t \in [0, 150]$.  

![Diagram](image2)

**Fig. 3.** Left: The functional Sobol indices and the corresponding bounds proven in Theorem 3.2 for the cholera model; right: the same information as in the left plot, except we use log-scale on y-axis to clearly show $S_i^{\text{tot}}(I; X)$ and the corresponding bound, for small indices; the dashed black line indicates $y = 0.05$ that could be a reasonable tolerance to decide which random input is unimportant.

### 5.2. Sensitivity analysis in a subsurface flow problem.

In this section, we elaborate our proposed approach for sensitivity analysis and dimension reduction on a model problem motivated by subsurface flow applications.

#### 5.2.1. Model description.

We consider the following equation modeling the fluid pressure in a single phase flow problem:

$$
-\nabla \cdot \left( \frac{K}{\eta} \nabla p \right) = b, \quad \text{in } D
$$

$$
\frac{K}{\eta} \nabla p \cdot n = 0, \quad \text{on } \Gamma_N
$$

The domain is $D = (-1, 1) \times (0, 1)$, $\Gamma_D$ is the union of the left, bottom, right parts of the boundary, and $\Gamma_N$ is the top boundary. The right hand side function $b(x)$ is defined as a sum of mollified point sources, $b(x) = \sum_{i=1}^{4} \alpha_i \delta_{x_i}(x)$, where

$$
\delta_{x_i}(x) = \frac{1}{2\pi L} \exp \left\{ -\frac{1}{2L} \| x - x_i \|^2 \right\},
$$
with \( x_1 = (-0.6, 0.2), x_2 = (-0.2, 0.4), \) and \( x_3 = (0.2, 6), \) and \( x_4 = (0.6, 0.8). \) We chose \( (\alpha_1, \alpha_2, \alpha_3, \alpha_4) = (2, 5, 5, 2). \) In this problem, we assume viscosity is \( \eta = 1 \) and consider uncertainties in the permeability field \( \kappa, \) which is modeled as a log-Gaussian process:

$$
\log \kappa(x, \omega) =: a(x, \omega) = \bar{a}(x) + \sigma_a z(x, \omega), \quad x \in \mathcal{D}, \omega \in \Omega,
$$

where \( \Omega \) is an appropriate sample space, and \( z(x, \omega) \) is a Gaussian process with mean zero and covariance function given by

$$
c_z(x, y) = \exp \left\{ - \frac{|x_1 - y_1|}{\ell_x} - \frac{|x_2 - y_2|}{\ell_y} \right\}, \quad x, y \in \mathcal{D}.
$$

In the present example, we use \( \ell_x = 1/2 \) and \( \ell_y = 1/4, \) implying stronger correlations in the horizontal direction. The covariance operator \( \mathcal{C}_{\text{par}} \) is defined by \( \mathcal{C}_{\text{par}} u = \int_{\mathcal{D}} c_z(\cdot, y) u(y) \, dy. \) The mean of the process \( \bar{a}(x) \) is adapted from the simulated permeability data from the Society for Petroleum Engineers (SPE) 2001 Comparative Solutions Project [1]; see Figure 4. For this problem we use \( \sigma_a = 1.6. \)

We use a truncated KL expansion to represent the log-permeability field:

$$
a(x, \omega) \approx \bar{a}(x) + \sum_{k=1}^{N_{\text{par}}} \sqrt{\lambda_k} \mathcal{C}_{\text{par}}(\omega) \theta_k e_k(x),
$$

where \( \theta_k, \ k = 1, 2, \ldots, N_{\text{par}} \) are independent standard normal random variables, and \( \lambda_k = \lambda_k(\mathcal{C}_{\text{par}}) \) and \( e_k(x) \) are the eigenpairs of the covariance operator \( \mathcal{C}_{\text{par}} \) of \( a(x, \omega) \) (which is defined in terms of the correlation function \( c_z \) as before). Note that when using the truncated KL expansion, the uncertainty in the log permeability field is characterized by the random vector \( \theta = (\theta_1, \theta_2, \ldots, \theta_{N_{\text{par}}})^T \in \mathbb{R}^{N_{\text{par}}}. \)

To establish the truncation level, we consider the ratio

$$
r_k = \frac{\sum_{i=1}^{k} \lambda_i}{\sum_{i=1}^{\infty} \lambda_i}, \quad k = 1, 2, 3, \ldots,
$$

where \( \lambda_i \)’s are the eigenvalues of the covariance operator \( \mathcal{C}_{\text{par}}. \) We depict the normalized eigenvalues, \( \lambda_k/\lambda_1 \) in Figure 5 (left) and plot the ratios \( r_k, \) for \( k = 1, \ldots, 1000. \) We find that \( r_k > 0.9, \) for \( k = 126; \) thus, we retain \( N_{\text{par}} = 126 \) in the KL expansion of the log-permeability field. We will see shortly (see subsection 5.2.3) that this is an unnecessarily large parameter dimension for the quantity of interest under study.

As an illustration, in Figure 6, we show two realizations of the resulting log-permeability field (left) along with the corresponding pressure fields (right) obtained by solving (5.2).
Fig. 5. Left: the normalized eigenvalues of the log-permeability field covariance operator; right: the ratios $\tau_k$, for $k = 1, \ldots, 1000$.

Fig. 6. Realizations of the log-permeability field (left), and the corresponding pressure fields (right).

5.2.2. The quantity of interest and its spectral representation. We consider the following quantity of interest:

$$f(x, \theta) := p(x, \theta)|_{\Gamma_N}.$$

A few realizations of $f(x, \theta)$ are plotted in Figure 7 (left). To compute the KL expansion of $f$, we use a sample average approximation of its covariance function, which is then used to solve the discretized generalized eigenvalue problem for its KL modes. The first 30 normalized eigenvalues of the covariance operator of $f$, which we denote by $C_{\text{qoi}}$, are plotted in Figure 7 (middle, red color); these correspond to computing the KL expansion of the QoI using sampling with a Monte Carlo (MC) sample of size $N_{\text{MC}} = 1000$. We also plot the eigenvalues of the log-permeability field covariance operator $C_{\text{par}}$, in the same plot (blue color); note that the eigenvalues of $C_{\text{qoi}}$ decay significantly faster than those of $C_{\text{par}}$, as expected. To assess the impact of the MC sample size on computation of the dominant eigenvalues of $C_{\text{qoi}}$, we report the normalized eigenvalues of $C_{\text{qoi}}$ computed using successively larger sample sizes, in Figure 7 (right). We observe that a sample of size $O(100)$ can be used for computing the dominant eigenvalues reliably.

The fast decay of eigenvalues of $C_{\text{qoi}}$ indicates the potential for output dimension
5.2.3. Derivative-based GSA. We begin by calculating the DGSM-based bounds on functional Sobol’ indices from Theorem 3.2 for \( \hat{f} \) defined in (5.5). As seen before, this process requires sampling the QoI; we compute the DGSM-based bounds by using MC samples of size \( N_{MC} = 100, 500, 1,000, \) and 100,000. The resulting bounds for the first 19 parameters are reported in Figure 8 (left).

Note that Figure 8 (left) displays the bounds for only the first 19 modes, because the bounds for the remaining 107 modes were all well below the chosen importance threshold of 0.01. We note that the results calculated with \( N_{MC} = 500, 1,000, \) and 100,000 provide a consistent classification of important and unimportant parameters. This indicates that in practice, a modest sample size is sufficient for obtaining informative estimates of the DGSM-based bounds from Theorem 3.2.

The computed DGSM-based bounds indicate that the parameter KL modes \( \theta_j \),
with \( j \in \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14\} \) were above the chosen importance threshold of 0.01 and the remaining modes can be fixed at a nominal value of zero. This effectively reduces the parameter dimension from \( N_{\text{par}} = 126 \) to \( N_{\text{par}} = 12 \). We denote the resulting reduced model, now a function of only 12 variables, by \( f^r \). To test that \( f^r \) reliably captures the variability of the true model \( f \), we sample both reduced and full models 10⁵ times to compare their statistical properties. In Figure 8 (right), we compare the standard deviation of the full and reduced models over the spatial domain \( \mathcal{X} = [-1, 1] \) of the QoI. In Figure 9 we report PDFs of \( f(x, \cdot) \) and \( f^r(x, \cdot) \), at \( x = -0.75, -0.25, 0.25, 0.75 \). We note that the reduced model captures the distribution of the QoI at the considered points closely.

\[
\begin{align*}
\text{Fig. 9. pdf estimate for equally spaced points, } [-1, 1]
\end{align*}
\]

5.3. Application to biotransport in tumors. In this section, we apply our derivative-based GSA methods to a biotransport problem. Specifically, we consider biotransport in cancerous tumors with uncertain material properties. We focus on the resulting uncertainties in the pressure field in a spherical tumor when a single needle injection occurs at the center of the tumor.

5.3.1. Model description. Restricting our attention to a 2D cross-section, we consider Darcy’s law constrained by conservation of mass in a 2D physical domain \( \mathcal{D} \subset \mathbb{R}^2 \) given by a circle of radius \( R_{\text{tumor}} = 5 \) mm with an inner circle of radius \( R_{\text{needle}} = 0.25 \) mm, modeling the injection site, removed; see Figure 10. The inner and outer boundaries of the physical domain \( \mathcal{D} \) are denoted by \( \Gamma_N \) and \( \Gamma_D \), respectively.

The fluid pressure \( p \) is governed by the following elliptic PDE:

\[
\begin{align*}
-\nabla \cdot \left( \frac{\kappa}{\eta} \nabla p \right) &= 0 \quad \text{in } \mathcal{D}, \\
p &= 0 \quad \text{on } \Gamma_D, \\

\nabla p \cdot n &= \frac{Q \eta}{2\pi R_{\text{needle}} \kappa} \quad \text{on } \Gamma_N.
\end{align*}
\]

(5.6)

Here \( \kappa \) is the absolute permeability field, \( \eta \) is the fluid dynamic viscosity, \( Q \) repre-
Table 2
Model parameters for the biotransport problem.

| Parameter         | Symbol | Nominal Value [unit] |
|-------------------|--------|----------------------|
| Permeability      | κ      | 0.5 [md]             |
| Viscosity         | η      | 8.9 × 10^{-4} [Pa·s] |
| Inflow rate       | Q      | 1 [mm²/min]          |

Fig. 10. The domain \( D \). The inner and outer boundaries are equipped with Neumann and Dirichlet boundary conditions and are denoted by \( \Gamma_N \) and \( \Gamma_D \), respectively.

represents the volume flow rate per unit length, and \( n \) is the outward-pointing normal of the inner boundary \( \Gamma_N \). The nominal values for the parameters in (5.6) are given in Table 2. These values are selected according to those used in previous experimental and numerical studies of fluid transport in tumors [30, 24, 9]. As has been discussed by many researchers, tumor structure can be highly complicated due to its invasive nature. In general, a tumor consists of loosely organized abnormal cells, fibers, vasculature, and lymphatics [8]. This results in randomly formed tumor tissues with structural heterogeneity.

In this subsection, the permeability field is modeled as a log-Gaussian random field as follows. Let \( z(x, \omega) \) be a centered Gaussian process with the following covariance function:

\[
c_z(x, y) = \exp \left\{ -\frac{1}{\ell} \| x - y \|_1 \right\}, \quad x, y \in D,
\]

where \( \ell > 0 \) is the correlation length. Then, we define the log-permeability \( a = \log \kappa \) as in (5.3), where the pointwise mean and variance of the process are given by \( \bar{a} \equiv \ln(0.5) + \sigma_a^2 \) and \( \sigma_a^2 = 0.25 \), respectively. Note that \( \bar{a} \) is selected to ensure that the mode of the \( \kappa \) distribution at each spatial point is 0.5 \( \text{md} \), which is the nominal value for \( \kappa \) given in Table 2. We can represent \( a(x, \omega) \) using a truncated KL expansion as in (5.4).

5.3.2. The quantity of interest and its spectral representation. We consider the following QoI:

\[
f(x, \theta) = Qp,
\]

where, as in section 4, \( Q \) is the restriction operator to a closed subset \( X \) of \( D \). In this case, \( X \) is an annulus with the inner boundary given by the inner boundary \( \Gamma_N \) of \( D \) and with the outer boundary having a radius \( R_{out} = 1 \text{ mm}, 2 \text{ mm}, \) or \( 3 \text{ mm} \) (see Figure 10). The corresponding truncated KL expansion of \( f \) reads

\[
\hat{f}(x, \theta) := \bar{f}(x) + \sum_{k=1}^{N_{qoi}} \sqrt{\lambda_k(C_{qoi})} f_k(\theta) \phi_k(x),
\]

where the KL modes \( f_i \) are defined as before, and \( \lambda_k(C_{qoi}) \) and \( \phi_k(x) \) are the eigenpairs of the QoI covariance operator \( C_{qoi} \).
5.3.3. Derivative-based GSA. As in subsection 5.2.3, we calculate the DGSM-based bounds on functional Sobol’ indices from Theorem 3.2 for the QoI defined in (5.9) and follow the adjoint-based framework outlined in section 4. As mentioned previously, a small DGSM-based bound for a given parameter implies that the corresponding functional total Sobol’ index is small and thus, the parameter is deemed unimportant. In the experiments in this section, we set an importance threshold of 0.025. In Figure 11, we study the effects of the MC sampling size $N_{MC}$, the KL expansion dimension $N_{par}$ of the input and $N_{qoi}$ of the output, annulus size (i.e., size of $\mathcal{X}$), and correlation length $\ell$ on DGSM-based bounds. Note that Figure 11 displays the DGSM-based bounds for the first 37 modes, beyond which the DGSM-based bounds were all below the chosen importance threshold. Below, we explain the numerical experiments reported in Figure 11, in detail.

In the first test, we examine the effect of the MC sample size $N_{MC}$ as needed in our approach for computing DGSMs (cf. Algorithm 4.1). Similar to the observation in subsection 5.2.3, a modest sample size is sufficient for obtaining informative estimates of the DGSMs. Specifically, we present one set of test results in Figure 11 (top left). Here, the outer radius of the annulus is 1 mm, the correlation length is 0.5 mm, and we consider an input dimension of $N_{par} = 150$, and an output dimension of $N_{qoi} = 50$. We observe that a sample size of $N_{MC} = 750$ is sufficient for obtaining a reliable estimation of DGSMs-based bounds. Therefore, the MC sample size in the following tests is fixed at $N_{MC} = 750$.

We then test the effects of the annulus size and correlation length on DGSMs. In these tests, the input and output dimensions are $N_{par} = 150$ and $N_{qoi} = 50$, respectively. From Figure 11 (top right and bottom left), we observe that when the annulus size increases or the correlation length decreases, the QoI is sensitive to more KL terms of the input. Interestingly, most of these sensitive parameters are from relatively high-order terms. For example, as shown in Figure 11 (bottom left), when the correlation length decreases from 2.0 mm to 0.5 mm, the importance of KL modes $\theta_j$, with $j \in \{9, 10, 17, 22, 23\}$ gradually grow. Implication of such issues on reduced-order modeling (ROM) will be discussed in the next section. Next, we examine the impact of increasing $N_{par}$ and $N_{qoi}$. As seen in Figure 11 (bottom right), increasing the input and output dimensions beyond the selected values of $N_{par} = 150$ and $N_{qoi} = 50$ does not result in noticeable changes in DGSM estimates.

5.3.4. Insights on ROM-based on DGSMs. From the global sensitivity analysis, we find that the QoI is only sensitive to several selected KL terms of the input. This can be used to guide ROM-based on DGSMs. In this section, we compare two ROM approaches: one is based on the GSA with DGSMs (termed as DGSM-based ROM) and the other is based on directly selecting the first $k$-terms of the KL expansion of the random input field (termed as KL-based ROM). Generally, the reduced-order model of the input can be written as follows:

$$\hat{a}(x, \omega) = \bar{a}(x) + \sum_{k \in S} \sqrt{\lambda_k(C_{par})} \theta_k(\omega) e_k(x),$$  \hspace{1cm} (5.10)

where $S$ is the set which consists of the indices of the KL terms used in ROM. We evaluate the performance of the two ROM methods on recovering the PDFs of pressures at different locations in the flow field.

As shown in Figure 12, we select three points on the mesh with different distances from the center of the domain: the point $P_1$ is on the inner boundary with a large relative standard deviation (RSD) of the pressure ($RSD = 0.143$); the point $P_2$ is close to the inner boundary with a moderate RSD ($RSD = 0.105$); and the point $P_3$
is far from the inner boundary with a relatively small RSD ($RSD = 0.0845$). In the DGSM-based ROM, the first $n$ KL terms which the QoI is most sensitive to are used to reconstruct the reduced-order model of the pressure field. In the KL-based ROM, the first $n$ KL terms, corresponding to the $n$ largest eigenvalues of the input covariance operator, are used to reconstruct the reduced-order model. An MC sampling approach is used to construct PDFs from the full model, which includes all the KL terms, and those from the reduced-order models with different fidelities. The case with a small correlation length ($\ell = 0.5$ mm) and a large annulus size ($R_{\text{out}} = 3$ mm) is studied here. An MC sample of size 6000 was found sufficient for constructing the PDFs.

From Figure 13, we observe that at $P_1$, where the pressure variance is large, the reduced-order model with only the first seven most sensitive KL terms can nearly recover the PDF of the full model. Its performance is comparable to that of the KL-based ROM with the first 30 KL terms. This is not a surprise, because, as seen from the last figure in Figure 11, the first seven most sensitive KL terms $\theta_j$, with $j \in \{1, 6, 9, 10, 17, 22, 23\}$, are within the first 30 KL terms used in the KL-based ROM. Similar conclusions can be drawn at $P_2$ where a moderate pressure variance is observed. At $P_3$, we find that the DGSM-based ROM with the first seven most
sensitive KL terms does not recover the PDF well; however, the PDFs obtained using
the DGSM-based ROMs with more KL terms, such as that with the first 15, 30 and
45 most sensitive KL terms, gradually approach the PDF of the full model. On the
other hand, with the same number of KL terms, the KL-based ROM makes very slow
progress towards the full model PDF. All these observations indicate that the DGSM-
based ROM can be a much more efficient reduced-order modeling approach than the
KL-based ROM that involves a priori truncation of the input field KL terms.

6. Conclusions. We have presented a mathematical framework for GSA of mod-
els with functional outputs, and have proposed an efficient computational method
for identifying unimportant inputs that is suitable for models with high-dimensional
parameters. The latter is done by combining the proposed functional DGSMs, “low-
rank” KL expansions of output QoIs, and adjoint-based gradient computation. In
particular, the computational complexity of the proposed approach, in terms of the
number of required model evaluations, does not scale with dimension of the parameter.
The effectiveness of the proposed framework is illustrated numerically in applications
from epidemiology, subsurface flow, and biotransport.

The proposed approach is effective in finding unimportant input parameters. This
approach also paves the way for an efficient surrogate modeling approach: the low-
rank KL expansion of the model output can be used to construct efficient-to-evaluate
surrogate models by computing surrogate models for the KL modes, in the reduced
parameter space, which is identified using the functional DGSMs. The latter can be
done using various methods including orthogonal polynomial approximations [23, 42,
34], active subspace approaches [10], or multivariate adaptive regression splines [13].

In future work, we seek to investigate generalizations to cases of models with
correlated inputs. While the proposed DGSMs can be computed for such models
in the same way, the corresponding variance-based indices need to be generalized.
We are also interested in applying the proposed method to more complex physical
applications such as multiphase flow in geological formations.
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Appendix A. Proof of Proposition 2.2.
We will need the following key lemma, which is is based on the arguments in [38].

**Lemma A.1.** For every \( s \in X \), \( \int_{\Theta_U} \varepsilon (f; s; \eta) \mu (d\eta) = 2D_{U^c}^\text{tot} (f; s) \).

**Proof.** Let \( s \in X \) be fixed. Consider the ANOVA decomposition of \( f(s, \theta) \), as defined in (2.1):

\[
\varepsilon (f; s; \eta) = \int_{\Theta_U} [ f_2 (s, \theta_U) + f_{12} (s, \theta_U, \theta_U^c) - f_2 (s, \eta) - f_{12} (s, \theta_U, \eta) ]^2 \mu (d\theta).
\] (A.1)

By substituting this into the expression for \( \varepsilon (f; s; \eta) \) and simplifying we have

\[
\varepsilon (f; s; \eta) = \int_{\Theta_U} [ f_2 (s, \theta_U) + f_{12} (s, \theta_U, \theta_U^c) - f_2 (s, \eta) - f_{12} (s, \theta_U, \eta) ]^2 \mu (d\theta).
\]

Using the properties of ANOVA [38, 36],

\[
\int_{\Theta_U} f_2 (s, \theta_U) \mu (d\theta_U) = \int_{\Theta_U} f_{12} (s, \theta_U, \theta_U^c) \mu (d\theta_U^c) = \int_{\Theta_U} f_{12} (s, \theta_U, \theta_U^c) \mu (d\theta_U) = 0,
\]

we can simplify (A.1) to get, for a fixed \( \eta \in \Theta_U^c \),

\[
\int_{\Theta_U} \varepsilon (f; s; \eta) = \int_{\Theta_U} [ f_2^2 (s, \theta_U) + f_{12}^2 (s, \theta_U, \theta_U^c) + f_2^2 (s, \theta_U) + f_{12}^2 (s, \theta_U, \eta) ] \mu (d\theta).
\]

Next, consider the expectation of the numerator in (2.3):

\[
\int_{\Theta_U^c} \int_X (f(s, \theta) - f^n(s, \theta_U))^2 \mu (d\theta_U) ds \mu (d\eta) = \int_{\Theta_U^c} \int_X \varepsilon (f; s; \eta) \mu (d\eta) ds.
\] (A.2)

Integrating the above expression over \( \Theta_U^c \) gives the desired result. \( \square \)

**Proof of Proposition 2.2.** First note that the denominator is a constant and

\[
\int_X \int_{\Theta_U} f(s, \theta)^2 \mu (d\theta) ds = \int_X \left[ D(f; s) + \left( \int_{\Theta_U} f(s, \theta) \mu (d\theta) \right)^2 \right] ds \geq \int_X D(f; s) ds.
\] (A.2)

Next, consider the expectation of the numerator in (2.3):

\[
\int_{\Theta_U^c} \int_X (f(s, \theta) - f^n(s, \theta_U))^2 \mu (d\theta_U) ds \mu (d\eta) = \int_{\Theta_U^c} \int_X \varepsilon (f; s; \eta) \mu (d\eta) ds
\]

\[
= \int_X \int_{\Theta_U^c} \varepsilon (f; s; \eta) \mu (d\eta) ds = 2 \int_X D_{U^c}^\text{tot} (f; s),
\] (A.3)

where changing the order of integration is justified by Tonell’s theorem, and the last equality follows from Lemma A.1. The desired result follows from (A.3) and (A.2). \( \square \)

**Appendix B. Proof of Propositions 3.1 and 3.3.**

We recall the following result: if a random variable \( X \) satisfies \( a \leq X \leq b \) and \( E \{ X \} = m \), then

\[
\text{Var} \{ X \} \leq (b - m)(m - a) \leq (b - a)^2 / 4.
\] (B.1)

The first inequality is known as the Bhatia–Davis inequality [6]. The second inequality gives a corollary of the Bhatia-Davis inequality, known as Popovici’s inequality, that says \( \text{Var} \{ X \} \leq (b - a)^2 / 4 \), for a random variable satisfying \( a \leq X \leq b \).

**Proof of Proposition 3.1.** Note that clearly \( a_j \leq \nu_j (g) \leq b_j \), for \( j = 1, \ldots, N_{\text{par}} \). Applying the inequality (B.1) with \( X = \left( \frac{\partial g}{\partial \theta_j} \right)^2 \) and \( (b, m, a) = (b_j, \nu_j (g), a_j) \), \( j = 1, \ldots, N_{\text{par}} \), we obtain

\[
\text{Var} \left\{ \left( \frac{\partial g}{\partial \theta_j} \right)^2 \right\} \leq \frac{1}{N_{\text{MC}}} (b_j - \nu_j (g)) (\nu_j (g) - a_j) \leq \frac{1}{4} (b_j - a_j)^2.
\]

Therefore, for \( j = 1, \ldots, N_{\text{par}} \),

\[
\text{Var} \left\{ \nu_j^{(N_{\text{MC}})} (g) \right\} = \frac{1}{N_{\text{MC}}} \text{Var} \left\{ \left( \frac{\partial g}{\partial \theta_j} \right)^2 \right\} \leq \frac{1}{N_{\text{MC}}} \frac{1}{4} (b_j - a_j)^2.
\] \( \square \)
Proof of Proposition 3.3. First note that $\mathcal{N}^{(\text{NMC})}_j(f; \mathcal{X})$ is indeed an estimator for $\mathcal{N}_j(f; \mathcal{X})$. This is seen by noting that, using Tonelli’s theorem,
\[
\mathcal{N}_j(f; \mathcal{X}) = \int_{\mathcal{X}} \nu_j(f; s) \, ds = \int_{\Theta} \int_{\mathcal{X}} \left( \frac{\partial f}{\partial \theta_j}(s, \theta) \right)^2 \mu(d\theta) \, ds = \int_{\Theta} \int_{\mathcal{X}} \left( \frac{\partial f}{\partial \theta_j}(s, \theta) \right)^2 \, ds \, \mu(d\theta).
\]
Then, applying Popoviciu’s inequality to the random variable $G_j(\theta) = \int_{\mathcal{X}} \left( \frac{\partial f}{\partial \theta_j}(s, \theta) \right)^2 \, ds$, which satisfies $\|a_j\|_{L^1(\mathcal{X})} \leq G_j \leq \|b_j\|_{L^1(\mathcal{X})}$, gives:
\[
\text{Var} \{G_j\} \leq \frac{1}{4} \left( \|b_j\|_{L^1(\mathcal{X})} - \|a_j\|_{L^1(\mathcal{X})} \right)^2 \leq \frac{1}{4} \|b_j - a_j\|_{L^1(\mathcal{X})}^2, \quad j = 1, \ldots, N_{\text{par}},
\]
where we also used the reverse triangle inequality. This completes the proof. \hfill $\square$
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