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Abstract

We study the problem of solving a linear sensing system when the observations are unlabeled. Specifically we seek a solution to a linear system of equations $y = Ax$ when the order of the observations in the vector $y$ is unknown. Focusing on the setting in which $A$ is a random matrix with i.i.d. entries, we show that if the sensing matrix $A$ admits an oversampling ratio of 2 or higher, then with probability 1 it is possible to recover $x$ exactly without the knowledge of the order of the observations in $y$. Furthermore, if $x$ is of dimension $K$, then any $2K$ entries of $y$ are sufficient to recover $x$. This result implies the existence of deterministic unlabeled sensing matrices with an oversampling factor of 2 that admit perfect reconstruction. The result is universal in that recovery is guaranteed for all possible choices of $x$. While the proof is constructive, it uses a combinatorial algorithm which is not practical, leaving the question of complexity open. We also analyze a noisy version of the problem and show that local stability is guaranteed by the solution. In particular, for every $x$, the recovery error tends to zero as the signal-to-noise-ratio tends to infinity. The question of universal stability is unclear. We also obtain a converse of the result in the noiseless case: If the number of observations in $y$ is less than $2K$, then with probability 1, universal recovery fails, i.e., with probability 1, there exists distinct choices of $x$ which lead to the same unordered list of observations in $y$. In terms of applications, the unlabeled sensing problem is related to data association problems encountered in different domains including robotics where it appears in a method called “simultaneous localization and mapping” (SLAM), multi-target tracking applications, and in sampling signals in the presence of jitter.

I. INTRODUCTION

Linear sensing and monitoring systems in several disciplines rely on solving a linear system of equations of the form $y = Ax$ where $y \in \mathbb{R}^N$ is an observation vector, $A$ is an $N \times K$ measurement matrix and $x \in \mathbb{R}^K$ is an unknown system state. If these equations represent the true relationship between $y$ and $x$, we know from the basic results of linear algebra that $x$ can be retrieved exactly provided $A$ has rank equal to $K$. The minimum value
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for $N$ under which this condition is satisfied is $N = K$. We know also that, in the absence of further information on $x$, it is impossible to recover $x$ from $y$ without $A$ having full rank $K$.

In some linear sensing systems it may be practically difficult or impossible to register the entries of $y$ in the correct order. In the extreme scenario, one might have access to all the entries of $y$ but not their labels, i.e., one might not know which values correspond to which locations within the vector $y$. Equivalently, one only has access to $y = \Pi A x$ where $\Pi$ is an unknown permutation matrix. In this paper we focus on such unlabeled sensing systems and discuss conditions under which $x$ can be recovered from the unlabeled entries of $y$.

An illustration of unlabeled sensing and a comparison with compressed sensing [6, 7] is provided in Fig. 1. In the compressed sensing framework, there is no unknown permutation $\Pi$ and thus no ambiguity in the order of the entries in $y$. The challenge in these problems is to identify the positions and entries of the non-zero entries of $x$, assuming that $x$ has a fixed known number of non-zero entries. In unlabeled sensing, there is no assumption on the sparsity of $x$, but the order of the entries in $y$ is unknown. The challenge is to recover $x$ from the unlabeled entries of $y$.

Unlabeled sensing has potential applications in a number of different fields. Consider the following example. You are blindfolded in a room, and the floor is not flat but a 3 dimensional terrain model. You can sample the height, but you don’t know where you take the samples. Is it possible, under some assumption about the terrain model, to recover the location of the samples and the shape of the terrain? This is related to a celebrated problem in robotics called simultaneous location and mapping (SLAM) [8]. Similar data-association problems also arise in the task of assigning observations to targets in multi-target tracking problems that arise in radar applications [9].

More generally, consider the problem of reconstructing a spatial field from samples. Let $x$ denote the representation of the field in some $K$-dimensional basis. Each measurement can be interpreted as an inner product of $x$ with a “sampling vector” unique to the location where the sample was taken. Consider a mobile sensing scheme [10, 11] where a moving sensor samples the field at $N$ different locations. Further suppose that the mobile sensor does not
have access to accurate spatial measurements, although the set of $M$ potential sampling locations and the sampling vectors corresponding to the potential locations are known a priori. The field reconstruction problem one faces in this situation is precisely the unlabeled sensing problem studied in this paper. A similar situation arises in time-domain sampling in the presence of clock jitter [12] which makes it impossible to associate sampled observations to the correct time indices. There is some prior work on reconstruction of bandlimited signals from samples at unknown locations. In [13] an approximate solution to this problem is proposed under the setting of continuous-time measurements and bandlimited signals. In [14], an iterative procedure to reconstruct discrete-time bandlimited signals is proposed. Our work differs from that of these papers in that we do not restrict ourselves to a bandlimited signal model. Our main results are focused on the setting in which the sampling vectors are randomly distributed. In such settings we show that an exact solution to the unlabeled sensing problem is possible when we take twice as many samples as required in classic labeled sensing.

The basic unlabeled sensing problem can be mathematically stated as follows. Suppose

$$y = Bx$$

where $A$ is a known matrix and $\Pi$ is an unknown permutation matrix. The goal is to recover $x$ given the observation vector $y$, or equivalently, to recover $y$ given the unlabeled entries of the vector $Ax$.

As a simple illustration of unlabeled sensing consider the case of $K = 2$ and $N = 3$ with $A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix}$. In this case, the entries of $y$ are $x_1$, $x_2$, $x_2$, and thus $x_2$ can be identified as the entry of $y$ that occurs twice and $x_1$ as the remaining entry of $y$. This example can be further generalized by replacing the third row with an unbalanced convex combination of the first two rows. Consider the matrix

$$A = \begin{bmatrix} 1 & 0 & \alpha \\ 0 & 1 & 1-\alpha \end{bmatrix}$$

where $\alpha \in [0, 1]\setminus\{0.5\}$. In this case the entries of $y$ are $x_1$, $x_2$, $\alpha x_1 + (1-\alpha)x_2$. Thus we know immediately that if the entries in $y$ are sorted in increasing order, the middle entry of $y$ is $\alpha x_1 + (1-\alpha)x_2$, i.e., if $y_1 \leq y_2 \leq y_3$ represent the ordered entries of $y$, then $y_2 = \alpha x_1 + (1-\alpha)x_2$. Moreover, if $\alpha \in (0, 1]$, then $x_1$ is the remaining entry of $y$ that is closer to $y_2$ and $x_2$ is the remaining entry of $y$, i.e., $x_1 = y(i)$ and $x_2 = y(j)$ where $i, j$ satisfy $|y(i) - y_2| \leq |y(j) - y_2|, i, j \in \{1, 2\}$. Similarly if $\alpha \in [0, 0.5)$, then $x_1 = y(j)$ and $x_2 = y(i)$ where $i, j$ satisfy $|y(i) - y_2| \leq |y(j) - y_2|, i, j \in \{1, 3\}$. Thus whenever $A$ has the form of (2), the vector $x$ can be uniquely recovered from the unlabeled entries of $y$. However, in general this property ceases to hold if the last row of $A$ is replaced with a random vector in $\mathbb{R}^2$. As an example suppose $A = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 2 \end{bmatrix}$. In this case,

1For $K > 2$, an analogous construction of $A$ can be constructed by combining $i$ repetitions of the $i$-th row of $I_K$, the $K \times K$ identity matrix, for all $1 \leq i \leq N$. In this case $N = K(K + 1)/2$. This again leads to a system of equations such that $x$ can be recovered from the unlabeled entries of $y$. In this case the labels of the observations are recovered from the number of repetitions of the observations.
it can be verified that
\[
A \begin{bmatrix} 1 \\ -3 \\ -5 \end{bmatrix} = \begin{bmatrix} 1 \\ -3 \\ -5 \end{bmatrix} \quad \text{and} \quad A \begin{bmatrix} -5 \\ 1 \\ -3 \end{bmatrix} = \begin{bmatrix} -5 \\ 1 \\ -3 \end{bmatrix}.
\]
Thus the choice of vectors \( \begin{bmatrix} 1 \\ -3 \\ -5 \end{bmatrix}^T \) and \( \begin{bmatrix} -5 \\ 1 \\ -3 \end{bmatrix}^T \) for \( x \) lead to the same entries \( \{-5, -3, 1\} \) in \( y \). Thus if the true \( x \) were one of these vectors, it would be impossible to determine the value of \( x \) given the unlabeled entries of \( y \). However, now suppose we append another randomly chosen row to \( A \). For example, if \( A = \begin{bmatrix} 1 & 0 & 1 & 1 \\ 0 & 1 & 2 & -1 \end{bmatrix} \), then it can be easily verified that if \( Ax = \Pi Ax' \) holds for any \( x, x' \in \mathbb{R}^4 \) and any permutation matrix \( \Pi \), then \( x = x' \). Thus in this case \( x \) is uniquely determined by the unordered entries of \( y = \Pi Ax \). This property continues to be true w.p. 1 if the entries in the last two rows of \( A \) are replaced with i.i.d. random variables drawn from a continuous probability distribution. Furthermore, this property continues to hold w.p. 1 if all entries of all rows of \( A \) are replaced with i.i.d. random variables drawn from a continuous probability distribution. Note that in this setting the number of rows in \( A \) is equal to 4, which is exactly twice the number of entries in \( x \). In fact the unique recovery of \( x \) from the unlabelled entries of \( y \) continues to hold for vectors \( x \) of arbitrary length \( K \) provided \( A \) is a \( 2K \times K \) random matrix with i.i.d. entries drawn from a continuous probability distribution.

The main result in this paper is on a more general setting in which the \( N \) rows of \( B \) are randomly drawn without replacement from the rows of a known \( M \times K \) matrix \( A \) with i.i.d. random entries for some \( M \geq N \). This leads to a variant of \([1]\). Suppose
\[
y = Bx \quad \text{where} \quad B = SA \tag{3}
\]
and \( S \) is a \( N \times M \) selection matrix, i.e., the rows of \( S \) comprise some \( N \) distinct rows of the \( M \times M \) identity matrix, arranged in an arbitrary order. While \( A \) is known by assumption, the selection matrix \( S \) is unknown. The goal is to recover \( x \) without the explicit knowledge of \( S \). It is further assumed that the entries of \( A \) are random i.i.d. variables drawn from some continuous probability distribution on \( \mathbb{R} \). Our main result is that for \( N \geq 2K \), it is possible to uniquely recover \( x \) from \( y \) w.p. 1. For the particular case of \( M = N = 2K \) this result implies that, if one is given unlabeled random projections of the vector \( x \) with \( 2K \) random vectors, it is possible to recover \( x \) exactly w.p. 1. The ratio of \( N \) to \( K \) can be viewed as an oversampling factor as we essentially use \( N \) (unlabeled) samples to solve for \( K \) unknowns. Thus the result for random matrices implies the existence of sampling matrices \( B \) with the oversampling factor \( \frac{N}{K} = 2 \) such that perfect recovery of the signal is possible without any knowledge about the order of the samples. As an illustration of this result consider the case with \( K = 1 \). In this case, \( B \) is a \( 2 \times 1 \) vector with two i.i.d. entries. Let \( B = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}^T \). With probability 1 the ratio \( \frac{|b_1|}{|b_2|} \) is different from 1. Without loss of generality let us assume \( |b_1| > |b_2| \). Then it is clear that the entry in \( y \) with the larger magnitude is equal to \( b_1x \) and thus \( x \), which is now a scalar, can be recovered by dividing this entry by \( b_1 \).

In a practical implementation of unlabeled sensing there are other problems that one might need to solve which we do not address here. For instance, although we showed that recovery of the unknown \( x \) is possible from unlabeled
measurements, we do not study the problem of designing an efficient algorithm to recover $x$. Our solution is
to consider all possible permutations of the unlabeled observations which might be prohibitively complex in large
dimensional problems. We also do not address the question of the computational complexity of the optimal algorithm.
Another practical problem is the requirement of learning the sensing matrix $A$. An interesting question is whether
it is possible to recover $A$ using a training phase with known $x$’s but with unknown selection matrices $S$ that might
change arbitrarily from one observation to the next.

Although the problem of unlabeled sensing in the present form is new, similar problems have been studied
by various authors in the past. For example, in [15], a variant of the problem in [1] with repeated observations
was studied under a sparsity assumption on $x$ in the context of dictionary learning. The authors assume that the
permutation matrix $\Pi$ remains invariant for multiple observations so that the effective sensing system is of the
same form as [1] but with vectors $x$ and $y$ replaced with matrices with $T$ columns each, where $T$ represents the
number of observations. They propose a branch-and-bound algorithm for solving the problem. The main difference
in the framework of that work from ours is the fact that in [15] multiple observations are available under the same
permutation matrix $\Pi$ which, together with the sparsity assumption, simplifies the task of estimating the unknown
permutation. More generally a number of different problems involve the inversion of the effects of an unknown
permutation. A family of such examples is that of de-anonymization attacks [16, 17] on anonymized databases,
which is a well-studied problem in privacy applications. In special cases computationally tractable solutions to
these problems are possible [17] and in some others relaxation methods are adopted to approximate the solution
[18]. Another application that requires inverting the effect of a permutation occurs in communication channels with
deletions and transpositions [19]. In such applications the decoding task of determining what message was sent
based on the received messages, is a finite-alphabet version of the unlabeled sensing problem studied in this paper.

Contributions: The main contributions of this paper are summarized below.

• We introduce the problem of unlabeled sensing and demonstrate that for signals of arbitrary dimensions, there
exist sensing matrices that allow perfect recovery of a signal from unlabeled linear measurements. Moreover,
an oversampling factor of 2 is sufficient, i.e., there exist sensing matrices with twice as many rows as columns
which guarantee perfect recovery from unlabeled measurements.

• We identify a property of random matrices that implies that random sensing matrices with oversampling factor
of 2 or higher, w.p. 1, allow universal recovery of signals from unlabeled measurements. Furthermore, we
obtain a converse showing that oversampling by at least 2 is necessary for this property to hold.

Paper organization: The rest of the paper is organized as follows. We introduce the formal problem statement and
main result in Section II and then present the recovery algorithm in Section III and the proof of the main result
in Section IV. We present a converse result in Section V and analyze local stability in the presence of noise in
Section VI. We conclude with some discussion in Section VII.

Notations and terminology: For any positive integer $N$, we use $[N]$ to denote the set $\{1, 2, \ldots, N\}$. We denote
matrices using bold capital letters, e.g., $A$, and vectors using bold lower case letters, e.g., $x$. By default every vector
is a column vector, unless explicitly defined to be a row vector. The usage will be clear from context. The \( i \)-th component of any vector \( \mathbf{x} \), is denoted \( x_i \). For \( N \)-dimensional row or column vectors \( \mathbf{u} \) and \( \mathbf{v} \), the inner product is denoted by \( (\mathbf{u}, \mathbf{v}) = \sum_{i=1}^{N} u_i v_i \). The notation \( \mathbf{v}^i \) is used to denote the \( i \)-th vector in a sequence of vectors. A similar notation is used for matrices. With a slight abuse of terminology, for any \( P \times K \) matrix \( \mathbf{A} \), we refer to any matrix obtained by an arbitrary permutation of \( Q \) rows of \( \mathbf{A} \) as a \( Q \times K \) submatrix of \( \mathbf{A} \). If \( \mathbf{A} \) and \( \mathbf{B} \) are \( N \times K \) matrices, we denote by \([\mathbf{A}, \mathbf{B}]\) the \( N \times 2K \) matrix obtained by appending the columns of \( \mathbf{B} \) to the columns of \( \mathbf{A} \). If \( \mathbf{u} \) and \( \mathbf{v} \) are column vectors, we use \([\mathbf{u}; \mathbf{v}]\) to denote the column vector obtained by appending the rows of \( \mathbf{v} \) to the rows of \( \mathbf{u} \). For any \( M \times N \) matrix \( \mathbf{A} \) we denote by \( \mathcal{N}(\mathbf{A}) := \{ \mathbf{x} \in \mathbb{R}^N : \mathbf{A}\mathbf{x} = 0 \} \) the null-space, and by \( \mathcal{R}(\mathbf{A}) := \{ \mathbf{A}\mathbf{x} : \mathbf{x} \in \mathbb{R}^N \} \) the range-space of \( \mathbf{A} \). We denote the \( N \times N \) identity matrix with \( \mathbf{I}_N \). We use calligraphic letters \( \mathcal{X}, \mathcal{Y}, \ldots \) for sets, and the abbreviation “w.p.” for “with probability”.

II. PROBLEM STATEMENT AND MAIN RESULT

Let \( \mathbf{A} \) denote an \( M \times K \) random matrix whose entries are i.i.d. random variables drawn from a continuous probability distribution\(^2\) over \( \mathbb{R} \) with probability density function \( f \). Assume that \( \mathbf{A} \) is known. Let \( \mathbf{x} \in \mathbb{R}^K \) be an arbitrary unknown vector and suppose that the inner products of \( \mathbf{x} \) with \( N \) distinct unknown rows of \( \mathbf{A} \) are known. As the rows selected for computing the inner products are not known, the measurements can be viewed as being unlabeled, for we do not know which measurement corresponds to which row of \( \mathbf{A} \). In this setting, we consider the problem of recovering \( \mathbf{x} \) from these \( N \) unlabeled measurements. The main result of this paper is that it is possible to recover \( \mathbf{x} \) from these unlabeled measurements provided \( M \geq N \geq 2K \) as summarized in the following theorem.

**Theorem II.1 (Main Result).** Let \( \mathbf{A} \) denote a known \( M \times K \) matrix with i.i.d. random entries drawn from an arbitrary continuous probability distribution \( f \) over \( \mathbb{R} \). Let \( \mathbf{B} \) denote an unknown \( N \times K \) sub-matrix of \( \mathbf{A} \), i.e., \( \mathbf{B} \) consists of some \( N \leq M \) rows of \( \mathbf{A} \). If \( N \geq 2K \), then, w.p. 1, every \( \mathbf{x} \in \mathbb{R}^K \) can be uniquely recovered from the measurements \( \mathbf{y} = \mathbf{B}\mathbf{x} \) without the explicit knowledge of \( \mathbf{B} \). \( \square \)

While the result of Theorem II.1 holds for an arbitrary \( M \geq N \), let us now consider the result for \( M = N \geq 2K \). In this case the result states that if \( \mathbf{A} \) is a \( N \times K \) random matrix, then w.p. 1, \( \mathbf{x} \) can be recovered from the unlabeled entries of \( \mathbf{A}\mathbf{x} \). We refer to this property of \( \mathbf{A} \) by saying \( \mathbf{A} \) admits *universal unlabeled recovery*. The adjective of universal is to emphasize the fact that the recovery is guaranteed for all \( \mathbf{x} \in \mathbb{R}^K \). In other words, once \( \mathbf{A} \) is designed using a random selection, w.p. 1 every \( \mathbf{x} \) can be recovered, even for adversarial choices of \( \mathbf{x} \) that use the knowledge of \( \mathbf{A} \).

Another key parameter of interest in the theorem is the oversampling ratio or the ratio of \( N \) to \( K \). The result essentially implies that an oversampling factor of 2 is sufficient for guaranteeing perfect recovery of \( \mathbf{x} \) from unlabeled random observations. In other words, random matrices with oversampling factor of 2 or higher admit universal unlabeled recovery. In analogy to the random coding argument from information theory \cite{20}, this result implies

\(^2\)In other words, the probability density function \( f \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R} \).
the existence of deterministic matrices $A$ with oversampling factor 2 and higher that admit universal unlabeled recovery. However, the nature of our result differs from that of [20] in that our result holds for all $K$ and is not an asymptotic one.

The result of Theorem II.1 captures an inherent geometric property of random matrices. Essentially the result is that when $A$ is an $M \times K$ random matrix, $x$ is uniquely determined given $Bx$ where $B = SA$ with $S$ a selection matrix comprising any $N$ distinct rows of the $N \times N$ identity matrix. Mathematically this can be expressed as:

$$S^1Ax^1 = S^2Ax^2 \Rightarrow x^1 = x^2$$

where $x^1, x^2 \in \mathbb{R}^K$, and $S^1, S^2$ are any choices of the selection matrices. In other words, if $x^1, x^2$ satisfy $S^1Ax^1 = S^2Ax^2$ for any choices of the selection matrices $S^1, S^2$ we must have $x^1 = x^2$. The conclusion is immediate if $\mathcal{R}(S^1A)$ and $\mathcal{R}(S^2A)$ intersect only at the origin. However, this may not be true for all $S^1$ and $S^2$. Nevertheless, we show that even if $\mathcal{R}(S^1A) \cap \mathcal{R}(S^2A)$ is a non-trivial subspace, then the inverse-images of the operators $S^1A$ and $S^2A$ evaluated at any point within $\mathcal{R}(S^1A) \cap \mathcal{R}(S^2A)$ are identical singletons. Thus, one might not recover $S$ given $y = SAx$, but one can recover $x$. Another way to state the same result is that

$$\mathcal{N}([S^1A, S^2A]) \subset \mathcal{N}([I_K, I_K]) \quad (4)$$

where $I_K$ represents the $K \times K$ identity matrix and $\mathcal{N}$ represents the null-space operator.

We will now describe the recovery algorithm and then proceed to the proof of the main result.

### III. THE RECOVERY ALGORITHM

For simplicity, we ignore the computational complexity and consider a brute force approach to recover the initial signal $x$. The recovery algorithm works as follows. It sequentially considers every possible arrangement of $N$ rows of $A$ to form candidate matrices $\hat{B}$ and tests whether or not there exists a solution $\hat{x}$ to the equation $\hat{B}\hat{x} = y$. Equivalently it considers all possible candidate selection matrices $\hat{S}$ for the true selection matrix given in (3). The algorithm returns $\hat{x}$ when it finds a candidate $\hat{B}$ that admits a solution to the equation $\hat{B}\hat{x} = y$. Fig. 2 shows a block diagram of the unlabeled sampling and the recovery algorithm. Here $v^i$ is a row vector representing the $i$-th row of the matrix $A$ for $i \in [M]$.

Notice that for each candidate $\hat{B}$ the relation $\hat{B}\hat{x} = y$ is an overdetermined system of linear equations (OSLE) for the unknown $\hat{x}$. Let us assume that $\hat{B}$ has full column-rank. This holds w.p. 1 when the rows of $B$ are sampled from a continuous distribution. Hence, two cases are possible:

1) The resulting OSLE does not have a solution: In that case, the recovery algorithm neglects $\hat{B}$, because it is not compatible with the measurements $y$. It selects a new matrix by selecting a new ordered set of $N$ distinct rows of $A$.

2) The resulting OSLE has a solution: In that case, as we assume that $\hat{B}$ has full column-rank, this solution is the unique solution for the choice of the measurements $\hat{B}$. The algorithm outputs this candidate solution and terminates.
Fig. 2. A block diagram of the unlabeled sampling and recovery algorithm.

Note that x itself is a candidate solution, which will be returned by the algorithm when \( \hat{B} = B \). It is easily seen that the recovery is successful w.p. 1 if and only if every OSLE of the form \( \hat{B}\hat{x} = y \) either has no solution or its solution is equal to the initial signal x. In the next section we prove that if the rows of A are randomly sampled from an arbitrary continuous distribution and \( N \geq 2K \), then for all initial signals \( x \in \mathbb{R}^K \), the brute-force algorithm successfully finds the initial signal x w.p. 1.

IV. PROOF OF THE MAIN RESULT

In this section we present the proof of the main result of Theorem II.1. The main tool we use in our proof is the following property of polynomials. For completeness, we provide a proof in the Appendix A.

**Lemma IV.1.** Let \( p(x_1, x_2, \ldots, x_n) \) be a nonzero polynomial of the variables \( x_1, \ldots, x_n \) and let \( X_1, X_2, \ldots, X_n \) be independent (not necessarily identically distributed) continuous random variables. Then \( p(X_1, X_2, \ldots, X_n) \neq 0 \) w.p. 1.

The proof of the main result follows by carefully considering a number of different possibilities and applying this property of polynomials repeatedly.

The proof strategy is to argue that, w.p. 1, for any \( \hat{B} \) chosen at some stage of the recovery algorithm if a solution \( \hat{x} \) exists then \( \hat{x} = x \). We also need the following lemma which we will use frequently in the proof. The result is immediate from the invertibility of permutation matrices.

**Lemma IV.2.** For any \( \hat{B} \) chosen at some stage of the recovery algorithm, a solution \( \hat{x} \) satisfying \( \hat{B}\hat{x} = Bx \) exists if and only if \( \Pi B\hat{x} = \Pi Bx \) for some permutation matrix \( \Pi \).
Let $C = [B, \hat{B}]$ denote the $N \times 2K$ matrix obtained by concatenating the rows of $B$ with the corresponding rows of $\hat{B}$. For most of the proof we will work with $C$ instead of working explicitly with $B$. We need the following notation. For the chosen matrix $\hat{B}$ and the original matrix $B$ we define a cycle as the longest sequence $v^1, v^2, \ldots, v^n$ of the rows of $A$, for some $n \geq 2$ with the following property:

1) $v^1, v^2, \ldots, v^{n-1}$ belong to the row set of $B$,
2) $v^2, v^3, \ldots, v^n$ belong to the row set of $\hat{B}$,
3) for $k \leq n - 1$, the row number of $v^k$ in $B$ is the same as the row number of $v^{k+1}$ in $\hat{B}$,
4) all the elements of the sequence are different except for $v^n$ which can be equal to $v^1$.

We call a cycle complete if $v^1 = v^n$, otherwise we call it incomplete. With this definition of a cycle, it is clear that the rows of matrix $C$ can be decomposed into a set of disjoint cycles. Thus for given matrices $B$ and $\hat{B}$, there is a unique cycle decomposition in terms of either complete or incomplete cycles. In particular, this decomposition partitions the rows of $B$ and $\hat{B}$, namely, each row of $B$ or $\hat{B}$ can be in one and only one complete or incomplete cycle.

As we argued in Lemma IV.2, for a given $B$ and $\hat{B}$, the existence of a solution is unaffected by identical permutations of the rows of $B$ and $\hat{B}$, and hence it follows that permuting the rows of $C$ also does not affect the existence of a solution. We will now define a specific ordering of the rows of $C$ that we will use in the proofs for ease of exposition. For any $\hat{B}$ chosen during the algorithm, without affecting the existence of a solution, we can reorder the rows of the corresponding $C$ so that the first $n - 1$ rows of $C$ consist of the rows involved in a cycle as follows:

$$C = [B, \hat{B}] = \begin{bmatrix}
v^1 & v^2 \\
v^2 & v^3 \\
\vdots & \vdots \\
v^{n-1} & v^n \\
\vdots & \vdots 
\end{bmatrix}. \quad (5)$$

Note that in this configuration, the rows of $B$ appear in the same order as that in which they appear in the cycle. We can go one step further and rearrange the rows of $C$ further until we attain a configuration in which the rows of $B$ corresponding to each cycle appear in adjacent rows, and furthermore, these rows are arranged in the same order as in the cycle. In addition, we ensure that the complete cycles appear before the incomplete cycles. Furthermore, since all entries of $A$ are drawn i.i.d., without loss of generality, we can assume that the rows of $B$ are numbered $v^1, v^2, \ldots, v^N$. If the rows of $C$ satisfy these properties, we say that $C$ is in cycle-ordered form. The following
example illustrates a C in cycle-ordered form.

\[
C = [B, \hat{B}] = \begin{bmatrix}
v^1 & v^2 \\
v^2 & v^3 \\
v^3 & v^1 \\
v^4 & v^5 \\
v^5 & v^4 \\
v^6 & v^7 \\
\end{bmatrix}
\] (6)

In the example of (6) we have \( M \geq 7 \) and \( N = 6 \). In all there are three cycles, two complete cycles of length 3 and 2, and an incomplete cycle of length 1.

The cycle decomposition allows us to split the proof into different cases depending on the number of cycles and complete cycles in the cycle representation of C. The different cases considered are shown in Table I.

We first consider the trivial case when \( x = 0 \). If \( x = 0 \), the measurement vector is \( y = 0 \). We prove that in this case the recovery algorithm returns \( \hat{x} = 0 \) w.p. 1, where probability is taken with respect to the random construction of the rows of A.

**Proposition IV.3.** If the desired signal \( x = 0 \), then the brute force algorithm returns the solution \( \hat{x} = 0 \) w.p. 1.

**Proof:** For \( x = 0 \), at each stage of the algorithm the recovery algorithm solves the OSLE \( \hat{B}\hat{x} = y = 0 \) to find a candidate solution for some candidate \( \hat{B} \). Note that for \( y = 0 \), this equation has always the trivial solution \( \hat{x} = 0 \), thus, to prove that there is no other solution, it is sufficient to prove that \( \hat{B} \) has full column-rank. To prove this, we show that a \( K \times K \) submatrix of \( \hat{B} \) has nonzero determinant w.p. 1. Without loss of generality, let \( \hat{B}^1 \) be a \( K \times K \) matrix consisting of the first \( K \) rows of \( \hat{B} \). Note that the determinant of \( \hat{B}^1 \) is a nonzero polynomial of the \( K^2 \) components of \( \hat{B}^1 \). As the components of \( \hat{B}^1 \) are sampled independently from a continuous distribution, using Lemma [IV.1], the determinant of \( \hat{B}^1 \) is nonzero w.p. 1, which implies that \( \hat{B} \) has full column-rank w.p. 1, thus, \( \hat{x} = 0 \) is the unique solution for \( \hat{B}\hat{x} = y = 0 \).

Now let us consider the more interesting case \( x \neq 0 \). For this case, we use the number of complete cycles in the cycle decomposition in order to break up the proof as summarized in Table I. We divide the proof into two parts:

1) If the number of complete cycles in C is greater than or equal to \( K \), we prove that the OSLE \( \hat{B}\hat{x} = y \) either has no solution, in which case it is neglected by the recovery algorithm, or its solution is exactly equal to \( x \). In both cases, the brute force algorithm does not produce a wrong result for the given \( \hat{B} \).

2) If the number of complete cycles in C is less than \( K \), we prove that the OSLE \( \hat{B}\hat{x} = y \) does not have a solution w.p. 1.

In both cases, we do not obtain a result different than \( x \). As there is at least one case \( \hat{B} = B \) for which the signal \( \hat{x} = x \) is correctly recovered, the brute force algorithm finds the initial signal \( x \) w.p. 1.
TABLE I
DIFFERENT PARTS OF THE PROOF

| Different Cases and Sub-cases | Proposition | Result | Check |
|------------------------------|-------------|--------|-------|
| $x = 0$                      | Proposition [IV.3] | $\hat{x} = 0 = x$ | ✓     |
| $x \neq 0$ and #Complete Cycles in $C \geq K$ | Proposition [IV.4] | No Solution | ✓     |
| $x \neq 0$ and #Complete Cycles in $C \leq K - 1$ | Proposition [IV.8] | No Solution | ✓     |

A. The number of complete cycles in $C$ is greater than or equal to $K$

For this case, we prove that when $x \neq 0$, the recovery algorithm either does not have a solution or it returns a solution equal to $x$.

**Proposition IV.4.** Let $\mathbf{B}$ and $\hat{\mathbf{B}}$ be as before and assume that the number of complete cycles in the cycle representation of $C = [\mathbf{B}, \hat{\mathbf{B}}]$ is greater than or equal to $K$. Then, w.p. 1, for any $x \in \mathbb{R}^K \setminus \{0\}$, the solution set consisting of all $\hat{x}$ satisfying the OSLE $\hat{\mathbf{B}}\hat{x} = y = \mathbf{B}x$ is either the empty set or the singleton $\{x\}$.

**Proof:** We decompose the set of nonzero signals $x$ into two sets: $X_0$ and $X_1$. The set $X_0$ consists of those $x$ for which the OSLE $\hat{\mathbf{B}}\hat{x} = y = \mathbf{B}x$ does not have a solution, thus, for $X_0$, the result immediately follows. Let us consider those $x \in X_1 = \mathbb{R}^K - (X_0 \cup \{0\})$ for which the OSLE does have a solution. We will show that w.p. 1, for all $x \in X_1$, the resulting solution $\hat{x}$ is equal to $x$.

Let the number of complete cycles in the cycle decomposition of $\mathbf{B}$ and $\hat{\mathbf{B}}$ be $m$. Let $v^1, v^2, \ldots, v^n, v^1$ be any complete cycle of length $n \geq 1$. As we argued in (5) and (6), without loss of generality we can reorder the rows of the concatenated matrix $C$ in cycle-ordered form such that the rows representing the cycle appear first as shown in (5). From $\hat{\mathbf{B}}\hat{x} = y = \mathbf{B}x$, and the cycle representation shown in (5), it follows that

$$\langle v^i, x \rangle = \langle v^{(i \text{ mod } n) + 1}, \hat{x} \rangle, i = 1, \ldots, n.$$  (7)

Summing up both sides of the above equation over $i = 1, 2, \ldots, n$, we obtain $\langle w^1, x - \hat{x} \rangle = 0$, where $w^1 = \sum_{i=1}^{n} v^i$. Performing the same steps for the other cycles, we obtain vectors $w^\ell, \ell = 1, 2, \ldots, m$, with

$$\langle w^\ell, x - \hat{x} \rangle = 0,$$  (8)

where $w^\ell$ is the sum of the vectors within the $\ell$-th cycle. As complete cycles consist of disjoint subset of the rows of $\mathbf{A}$ and as these vectors are generated independently from one another, it is clear that $w^\ell$ are independent vectors. Moreover, the components of each $w^\ell$ are i.i.d. with a continuous distribution $f_\ell = f \ast f \ast \cdots \ast f$, where $n_\ell$ is the length of the complete cycle $\ell$, and where $\ast$ denotes the convolution operator.

Let $\mathbf{G}$ be an $m \times K$ matrix whose $\ell$-th row is given by $w^\ell$. By (5) we have $\mathbf{G}(x - \hat{x}) = 0$. The probability that for every $x \in X_1$, the solution set for $\hat{\mathbf{B}}\hat{x} = y = \mathbf{B}x$ is either empty or the singleton $\{x\}$, is lower-bounded by
the probability that \( G \) has full column-rank. We prove that the latter probability is equal to 1, which implies the desired result.

To prove this, consider the \( K \times K \) matrix \( \tilde{G} \) consisting of the first \( K \) rows of \( G \). Note that the determinant of \( \tilde{G} \) is a nonzero polynomial of its components. As the components of \( w' \) are independent with a continuous distribution, using Lemma [IV.1] it follows that, w.p. 1, \( \det(\tilde{G}) \neq 0 \) and thus \( \tilde{G} \) is invertible. This implies that \( G \) is indeed full-rank w.p. 1 thus completing the proof.

\[ \square \]

B. The number of complete cycles in \( C \) is less than \( K \)

In this section, we consider the last case where \( x \neq 0 \) and the number of complete cycles in the cycle decomposition of \( B \) and \( \hat{B} \) is less than \( K \) as shown in the third row of Table I. In this case, the recovery algorithm solves the OSLE \( \hat{B}\hat{x} = y = Bx \) to find a candidate solution for \( \hat{x} \). As before let \( C = [B, \hat{B}] \) be the concatenation of \( B \) and \( \hat{B} \). Also let \( u = [-x; \hat{x}] \). Then the OSLE can be equivalently written as \( Cu = 0 \). We claim that if \( N \geq 2K \), then \( C \) has full column-rank, which implies that the only possible solution is \( u = [-x; \hat{x}] = 0 \). As we assume that \( x \neq 0 \), it follows that the OSLE \( \hat{B}\hat{x} = y = Bx \) cannot have a solution, and thus the corresponding choice of \( \hat{B} \) is ignored by the recovery algorithm.

As before, let us assume, without loss of generality, that the rows of \( C \) are in cycle-ordered form, i.e., the rows corresponding to the complete cycles in \( C \) are placed first followed by the rows corresponding to the incomplete cycles as illustrated in (6). For the purpose of this proof we introduce some new notation. Let \( D \) be the matrix comprising the first \( 2K \) rows of \( C \) in cycle-ordered form. We define cycles, complete cycles, and incomplete cycles for \( D \) in the same manner as we defined them for \( C \). Thus all the cycles appearing in the first \( 2K \) rows of \( C \) appear in \( D \) as well with the possible exception that the last cycle in \( D \) might be the truncation of the corresponding cycle in \( C \). From our assumptions on the arrangement of the rows of \( C \), it is not difficult to check that the number of complete cycles in \( D \) is less than or equal to the number of complete cycles in \( C \) and thus it is still strictly less than \( K \). But the total number of cycles, counting both complete and incomplete ones, might be less than, equal to or greater than \( K \). We will prove that, as long as the number of complete cycles in \( D \) is less than \( K \), w.p. 1, \( \det(D) \neq 0 \), which implies that the initial matrix \( C \) is full-rank.

We divide the proof into two parts based on the total number of cycles (complete or incomplete) in \( D \). The first part addresses the case where the total number of cycles in \( D \) is greater than or equal to \( K \) and the second part considers the case where the number of cycles is less than \( K \). In both cases, we pursue a standard procedure to prove that \( \det(D) \neq 0 \) w.p. 1. More precisely, let \( v^1, v^2, \ldots, v^t \) be the total number of rows of the initial matrix \( A \) that exists in \( D \). Note that \( \det(D) \) is a polynomial of the entries of these variables. Thus if we can find a specific assignment to these variables such that the \( \det(D) \) is nonzero then it follows that the polynomial is a non-zero polynomial. As \( v^i, i \in [t], \) are randomly sampled according to a continuous distribution, by applying Lemma [IV.1] we immediately obtain that \( \det(D) \neq 0 \) w.p. 1. Thus, essentially the main idea is to find a suitable assignment with \( \det(D) \neq 0 \). In both cases, we will use induction on the dimension of the signal \( K \) to show that for every \( K \) such an assignment exists.
1) **Total number of cycles in** \( \mathbf{D} \) **is greater than or equal to** \( K \): We first prove the case in which the number of complete cycles is exactly \( K - 1 \).

**Proposition IV.5.** Assume that the number of complete cycles in \( \mathbf{D} \) is exactly \( K - 1 \) and the total number of cycles (complete or incomplete) is greater than or equal to \( K \). Then, there is an assignment to the variables for which \( \text{det}(\mathbf{D}) \neq 0 \).

**Proof:** We use induction on \( K \). For \( K = 1 \), (all the rows of \( \mathbf{A} \) are scalars) and so we use \( v_i \) to denote the \( i \)-th entry of \( \mathbf{A} \). In this case, there should be no complete cycles and the total number of cycles must be greater than or equal to one. Thus only the following two cases can happen:

\[
\mathbf{D}^1 = \begin{bmatrix} v_1 & v_2 \\ v_3 & v_4 \end{bmatrix}, \quad \mathbf{D}^2 = \begin{bmatrix} v_1 & v_2 \\ v_2 & v_3 \end{bmatrix},
\]

(9)

where \( \mathbf{D}^1 \) and \( \mathbf{D}^2 \) have two and one incomplete cycles respectively. We can simply check that \( p_1 = \text{det}(\mathbf{D}^1) = v_1v_4 - v_2v_3 \) and \( p_2 = \text{det}(\mathbf{D}^2) = v_1v_3 - v_2^2 \) are both nonzero polynomials, thus, a suitable assignment trivially exists.

Now we assume that the induction hypothesis holds for \( K \) and we extend it to \( K + 1 \). Consider a \( 2(K + 1) \times 2(K + 1) \) matrix \( \mathbf{D} \) such that \( \mathbf{D} \) contains exactly \( K \) complete cycles and that the total number of cycles in \( \mathbf{D} \) is greater than or equal to \( K + 1 \). The proof requires checking several cases that have been listed below:

1) There is a complete cycle of length 2 in \( \mathbf{D} \).
2) There are no complete cycles of length 2 but there is a complete cycle of length more than 2.
3) All the complete cycles have length 1. This contains the following two sub-cases:
   3-1) There is an incomplete cycle of length 2 or more.
   3-2) All the incomplete cycles have length 1.

1) If there is a complete cycle of length 2, the matrix \( \mathbf{D} \) will be as in Equation (10).

\[
\mathbf{D} = \begin{bmatrix} v_1^1 & v_2^1 & \cdots & v_{K+1}^1 & v_1^2 & v_2^2 & \cdots & v_{K+1}^2 \\
 v_1^2 & v_2^2 & \cdots & v_{K+1}^2 & v_1^1 & v_2^1 & \cdots & v_{K+1}^1 \\
 \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots 
\end{bmatrix}
\]

(10)

As an assignment, we set \( v_{K+1}^1 = 1 \) and set all the remaining components of \( v^1, v^2 \) equal to zero. By expanding the determinant with respect to the first and the second row, we can see that \( \text{det}(\mathbf{D}) = \pm \text{det}(\tilde{\mathbf{D}}) \) where \( \tilde{\mathbf{D}} \) is a \( 2K \times 2K \) matrix obtained by removing the first and the second row of \( \mathbf{D} \) along with the columns \( K + 1 \) and \( 2(K + 1) \). It is not difficult to see that \( \tilde{\mathbf{D}} \) is a \( 2K \times 2K \) matrix and has \( K - 1 \) complete cycles because one complete cycle was removed by the determinant expansion. Also, its total number of cycles is greater or equal to \( K \), thus, using the induction hypothesis, there is an assignment to the remaining variables in \( \tilde{\mathbf{D}} \) with \( \text{det}(\tilde{\mathbf{D}}) \neq 0 \), which along with \( v_{K+1}^1 = 1 \) and \( v_i^1 = 0 \) for all \( i > 2 \), gives a suitable assignment to the matrix \( \mathbf{D} \).
2) If there is no complete cycle of length 2 but there is at least one complete cycle of length more than 2, we follow a similar procedure. In this case, the matrix $D$ can be represented as in (11).

$$D = \begin{bmatrix}
  v_1^1 & v_2^1 & \cdots & v_{K+1}^1 & v_1^2 & v_2^2 & \cdots & v_{K+1}^2 \\
  v_1^2 & v_2^2 & \cdots & v_{K+1}^2 & v_1^3 & v_2^3 & \cdots & v_{K+1}^3 \\
  \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
  \vdots & \vdots & \cdots & \vdots & v_1^1 & v_2^1 & \cdots & v_{K+1}^1 \\
\end{bmatrix}$$

As an assignment, we set $v_{K+1}^1 = \lambda$ and all the remaining components of $v^1$ equal to zero. We also set $v_{K+1}^i = 0$ for all $i > 1$. We keep $\lambda$ as a parameter and specify its value later. By expanding the determinant with respect to the first and the last row in the cycle, we can check that $\det(D)$ is a quadratic function of $\lambda$, where the coefficient of $\lambda^2$ is given by $\pm \det(\tilde{D})$, where $\tilde{D}$ is the $2K \times 2K$ matrix obtained after removing the rows corresponding to $v^1$ in the cycle (the first and the last row of the cycle) along with the columns $K+1$ and $2(K+1)$. It is not difficult to see that $\tilde{D}$ is as in (12), where $\vec{v}^i \in \mathbb{R}^K$ denotes a $K$-dimensional vector obtained by removing the last component of $v^i$.

$$\tilde{D} = \begin{bmatrix}
  \vec{v}^2 & \vec{v}^3 \\
  \vec{v}^3 & \vec{v}^4 \\
  \vdots & \vdots \\
  \vdots & \vdots \\
\end{bmatrix}$$

We still need to assign values to $\vec{v}^i$. Note that $\tilde{D}$ satisfies the induction hypothesis, i.e., it is a $2K \times 2K$ matrix with exactly $K-1$ complete cycles (one complete cycles was removed by the truncation) with total number of cycles greater than $K$. Thus, there is an assignment to the variables with a non-zero $\det(\tilde{D})$. This implies that given the assignments thus far, $\det(D)$ is a quadratic function of $\lambda$ such that the coefficient of $\lambda^2$ is non-zero. Therefore, we can find at least one value of $\lambda = \lambda^*$ such that $\det(D) \neq 0$, which is the desired assignment for $D$.

3) Finally, we consider the case where all the complete cycles have length 1. Then the matrix $D$ has $K$ complete cycles of length 1, where each complete cycle occupies one row of the matrix $D$. Consider the $K+2$ remaining rows of $D$. Again we need to consider two different cases.

3-1) Assume that there is an incomplete cycle of length 2 or more. This has been shown in (13), where $v^1$ denotes a specific complete cycle and where, for ease of illustration, we assume that the incomplete cycle has length 2 and, without loss of generality, it is adjacent to the complete first complete cycle of length 1. The proof can be extended to an incomplete cycle of length greater than 2.
expanding the determinant with respect to the first and the third row of quadratic in terms of \( ˜s \) satisfies the induction hypothesis because it is a (complete or incomplete) whose total number of cycles is greater or equal to an incomplete cycle. As we are essentially looking for a suitable assignment, we can always assign equal values to the first and the last vector in this cycle, i.e., we can set \( v_1 = \lambda \). We set \( v_{K+1}^1 \) and \( v_{K+1}^4 \) equal to \( \lambda \). We also set all the other components of \( v^1 \) and \( v^4 \) equal to zero. By expanding the determinant with respect to the first and the third row of \( D \), it can be checked that \( \det(D) \) is again quadratic in terms of \( \lambda \), where the coefficient of \( \lambda^2 \) is given by the determinant of \( \tilde{D} \) where \( \tilde{D} \) is given by (14).

We set \( v_{K+1}^1 \) and \( v_{K+1}^4 \) equal to \( \lambda \). We also set all the other components of \( v^1 \) and \( v^4 \) equal to zero. By expanding the determinant with respect to the first and the third row of \( D \), it can be checked that \( \det(D) \) is again quadratic in terms of \( \lambda \), where the coefficient of \( \lambda^2 \) is given by the determinant of \( \tilde{D} \) where \( \tilde{D} \) is given by (14).

\[
\tilde{D} = \begin{bmatrix}
v_1^1 & v_2^1 & \cdots & v_{K+1}^1 & & & & \\
v_2^1 & v_2^2 & \cdots & v_{K+1}^2 & & & & \\
v_3^1 & v_2^3 & \cdots & v_{K+1}^3 & & & & \\
& & & & & & & \\
\vdots & & & & & & & \\
& & & & & & & \\
& & & & & & & \\
\end{bmatrix}
\]

(13)

where \( \tilde{v}^i \in \mathbb{R}^K \) again denotes a \( K \)-dimensional vector obtained by removing the last component of \( v^i \). Note that \( \tilde{D} \) satisfies the induction hypothesis because it is a \( 2K \times 2K \) matrix with \( K - 1 \) complete cycles (one complete cycle was removed by truncation) whose total number of cycles is greater or equal to \( K \). We can now build a suitable assignment for \( \lambda \) and \( \tilde{D} \) by using the induction hypothesis and following the same procedure outlined after (12). Also note that if the incomplete cycle has length more than 2, then we obtain a matrix \( \tilde{D} \) similar to that in (14) but with more than 1 row in its modified incomplete cycle, and a similar argument allows us to determine a valid assignment to the variables.

3-2) The only case that remains to be checked is when all the incomplete cycles are of length 1. Recall that all the complete cycles are also of length 1. In this case, there are at least two incomplete cycles \( v^1, v^2 \) and \( v^3, v^4 \). As we are looking for a suitable assignment with \( \det(D) \neq 0 \), we can always assign equal values to \( v^2 \) and \( v^3 \). This essentially implies that we can merge these two incomplete cycles to build the incomplete cycle \( v^1, v^2 = v^3, v^4 \).

By this modification, we obtain an incomplete cycle of length 2. Note that as all the cycles in this case have length 1, the total number of cycles after this modification is \( 2(K + 1) - 1 = 2K + 1 \), which is still greater or equal to \( K + 1 \) for all \( K = 1, 2, \ldots \). As we have already argued in part 3-1), i.e., the case for which there is at least one incomplete cycle of length 2 or more, that a suitable assignment is possible, the proof is complete.

Now we can prove the more general case, in which the total number of complete cycles in \( D \) is less than \( K \).

**Proposition IV.6.** Assume that the number of complete cycles in \( D \) is less than \( K \) and the total number of cycles (complete or incomplete) is greater than or equal to \( K \). Then, there is assignment to the variables for which \( \det(D) \neq 0 \).

**Proof:** We argue that, in this case, without loss of generality, we can assume that the number of complete cycles is exactly \( K - 1 \), thus, using Proposition IV.5 we obtain the proof. To explain this, suppose that \( v^1, v^2, \ldots, v^\ell \) is an incomplete cycle. As we are essentially looking for a suitable assignment, we can always assign equal values to the first and the last vector in this cycle, i.e., we can set \( v^1 = v^\ell \). With this assignment, an incomplete cycle
can be treated like a complete cycle. Consequently, if the number of complete cycles is less than \( K - 1 \), we can always convert some of the incomplete cycles into complete ones to keep the number of complete cycles equal to \( K - 1 \). Moreover, the total number of cycles after conversion is still greater or equal to \( K \). Thus, using Proposition [IV.3] we obtain the proof.

2) Total number of cycles in \( D \) is less than \( K \): First note that in this case, without loss of generality we can assume that all the cycles are complete. More precisely, consider an incomplete cycle \( v_1, v_2, \ldots, v_\ell \). As we are looking for a suitable assignment for these variables, we can always assign equal values to \( v_1 \) and \( v_\ell \), which implies that we can treat this incomplete cycle like a complete one. Hence, we can always assume that all the cycles are complete. We need to prove the following proposition.

**Proposition IV.7.** Let \( D \) be a \( 2K \times 2K \) matrix as before. Assume that all the cycles of \( D \) are complete, and the number of these complete cycles is strictly less than \( K \). Then, there is an assignment to the variables in \( D \) with \( \det(D) \neq 0 \).

**Proof:** We prove this result using induction on \( K \). For \( K = 1 \), the number of cycles should be 0, thus, we need to start the induction from \( K = 2 \). For \( K = 2 \), we can have one complete cycle as in (15), where \( v^\ell \) are vectors in \( \mathbb{R}^2 \):

\[
D = \begin{bmatrix}
  v^1 & v^2 \\
  v^2 & v^3 \\
  v^3 & v^4 \\
  v^4 & v^1
\end{bmatrix}.
\]  

(15)

Consider the following assignment to the variables: \( v^1 = [1, 0] \), \( v^3 = [0, 1] \) and \( v^2 = v^4 = [0, 0] \). We can simply check that for this assignment, matrix \( D \) is a matrix with exactly one 1 in each row and each column, and zeros elsewhere. Thus, it is a permutation matrix and \( \det(D) \neq 0 \).

Now, assume that the result holds for some \( K \geq 2 \) and consider the statement for \( K + 1 \). Let \( D \) be a \( 2(K + 1) \times 2(K + 1) \) matrix with less than \( K \) cycles such that all the cycles are complete. There should be a complete cycle of length at least 3 in \( D \) otherwise the total number of the rows of the matrix must be less than or equal to \( 2K \), which lead to a contradiction. We now provide the proof argument for the case in which the complete cycle has length 3 as shown in (16), where for ease of illustration we assume that this cycle is the first cycle in \( D \). The same idea can be modified for the case in which the complete cycle has a length greater than 3.

\[
D = \begin{bmatrix}
  v_1^1 & v_2^1 & \cdots & v_{K+1}^1 & v_1^2 & v_2^2 & \cdots & v_{K+1}^2 \\
  v_1^2 & v_2^2 & \cdots & v_{K+1}^2 & v_1^3 & v_2^3 & \cdots & v_{K+1}^3 \\
  v_1^3 & v_2^3 & \cdots & v_{K+1}^3 & v_1^4 & v_2^4 & \cdots & v_{K+1}^4 \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots
\end{bmatrix}
\]  

(16)
We assign value $\lambda$ to $v^i_{K+1}$, where $\lambda$ will be specified later. By expanding the determinant with respect to the first and the third row of $\mathbf{D}$, it is seen that $\det(\mathbf{D})$ is a quadratic function of $\lambda$, where the coefficient of $\lambda^2$ is given by \eqref{eq:det}. 

$$
\hat{\mathbf{D}} = \begin{bmatrix}
\tilde{v}^2 & \tilde{v}^3 \\
\vdots & \vdots
\end{bmatrix},
$$

where $\tilde{v}^i$ is $v^i$ after removing the last component. Note that $\hat{\mathbf{D}}$ is a $2K \times 2K$ matrix whose number of complete cycles is less than $K$. However the number of cycles in $\mathbf{D}$ and $\hat{\mathbf{D}}$ is the same because one incomplete cycle is created after the truncation.

We already know that the total number of cycles in the initial matrix $\mathbf{D}$ is less than $K+1$. Therefore, two cases can happen. If the total number of cycles in $\mathbf{D}$ is less than $K$, then $\hat{\mathbf{D}}$ satisfies the induction hypothesis since it will have less than $K$ cycles, where the newly created incomplete cycle can be treated as a complete one. Consequently, we can find an assignment to the variables in $\hat{\mathbf{D}}$ with a nonzero $\det(\hat{\mathbf{D}})$. We also assign zero to $v^i_{K+1}$ for $i > 1$. Thus, there exists at least one $\lambda = \lambda^*$ such that $\det(\mathbf{D}) \neq 0$. Assigning this value to $v^i_{K+1}$, together with the values assigned to the remaining variables yields a suitable assignment for $\mathbf{D}$ that leads to $\det(\mathbf{D}) \neq 0$.

Finally, if the number of cycles in $\mathbf{D}$ is exactly $K$, then $\hat{\mathbf{D}}$ will have $K-1$ complete cycles and one incomplete one. Using Proposition [IV.6] there must be an assignment to $\hat{\mathbf{D}}$ with $\det(\hat{\mathbf{D}}) \neq 0$. Following similarly to the previous case, we can find a suitable value $\lambda = \lambda^*$ which along with $\hat{\mathbf{D}}$ gives a suitable assignment to the initial matrix $\mathbf{D}$. This completes the proof.

Putting together the results of Propositions [IV.6] and [IV.7] we can now argue that if the total number of complete cycles in $\mathbf{C}$ is less than $K$ then for any non-zero $\mathbf{x}$, the recovery algorithm cannot produce a solution.

**Proposition IV.8.** Let $\mathbf{B}$ and $\hat{\mathbf{B}}$ be as before and assume that the number of complete cycles in the cycle representation of $\mathbf{C} = [\mathbf{B}, \hat{\mathbf{B}}]$ is less than $K$. Then, w.p. 1, for any $\mathbf{x} \in \mathbb{R}^K \setminus \{0\}$, there does not exist a solution $\hat{\mathbf{x}}$ to the OSLE $\hat{\mathbf{B}} \hat{\mathbf{x}} = y = \mathbf{Bx}$.

**Proof:** From the results of Propositions [IV.6] and [IV.7] it follows that if the number of complete cycles in the cycle representation of $\mathbf{C} = [\mathbf{B}, \hat{\mathbf{B}}]$ is less than $K$, then there is an assignment to the variables in $\mathbf{D}$ such that $\det(\mathbf{D}) \neq 0$. Thus, if the entries of $\mathbf{A}$ are drawn i.i.d. from a continuous distribution, then by applying Lemma [IV.1] we immediately obtain that $\det(\mathbf{D}) \neq 0$ w.p. 1. As a result the null space of $\mathbf{D}$ and $\mathbf{C}$ are equal to the singleton $\{0\}$ w.p. 1. Thus if $\hat{\mathbf{x}}$ is a solution to the OSLE $\hat{\mathbf{B}} \hat{\mathbf{x}} = y = \mathbf{Bx}$, then, $\mathbf{u} = [-\mathbf{x}; \hat{\mathbf{x}}]$ must lie in the null-space of $\mathbf{C}$, which forces $\mathbf{x}$ to be 0, which is a contradiction since we assumed that $\mathbf{x} \neq 0$. Hence, OSLE $\hat{\mathbf{B}} \hat{\mathbf{x}} = y = \mathbf{Bx}$ can not have any solution.

Combining the results of Propositions [IV.3] [IV.4] and [IV.8] we conclude that if $N \geq 2K$, then for any $\mathbf{x} \in \mathbb{R}^K$ any solution to the OSLE $\hat{\mathbf{B}} \hat{\mathbf{x}} = y = \mathbf{Bx}$ satisfies $\hat{\mathbf{x}} = \mathbf{x}$. This completes the proof of Theorem [II.1].
V. Converse result for the minimum number of measurements

In this section, we prove that if \( K > 1 \), then \( 2K \) is the minimum number of random measurements required for universal recovery of all signals in \( \mathbb{R}^K \). To show the result for \( K > 1 \), we prove that if \( N < 2K \), then w.p. 1, for any realization of \( A \), there is at least one signal \( x \neq 0 \) for which the brute force algorithm of Section III produces an incorrect solution. We consider the simple case \( M = N \), in which case \( B \) is obtained by simply permuting the rows of \( A \). From the description of the algorithm in Section III it is immediate that the converse result for this case provides a lower bound also on the required number of measurements in the more general case \( M > N \).

As in Section I let \( B \) be the \( N \times K \) matrix of measurements and let \( y = Bx \) be the \( N \times 1 \) vector of measurements. As described earlier, the recovery algorithm considers the set of all \( N \times N \) permutation matrices \( \Pi \) and seeks a solution \( \hat{x} \) to the linear equation \( y = \Pi B \hat{x} \). Thus if we find a signal \( \hat{x} \) with \( \hat{x} \neq x \) and a fixed permutation \( \Pi \) such that \( Bx = \Pi B \hat{x} \), then it follows that the recovery algorithm could fail. In the rest of this section we prove the following result which is a converse to Theorem III.1.

**Theorem V.1.** For \( N < 2K \) and \( K > 1 \) let \( B \) be an \( N \times K \) matrix whose components are drawn i.i.d. at random from a continuous distribution. Then, w.p. 1, the problem of recovering \( x \) from the unordered entries of \( y \) does not in general admit a unique solution, i.e., w.p. 1, there exists a permutation matrix \( \Pi \) and vectors \( x, \hat{x} \) such that \( x \neq \hat{x} \) and \( Bx = \Pi B \hat{x} \).

\[ \square \]

In analogy to the property of (4), this result can be equivalently stated as a property of random matrices. In essence for the random matrix \( B \) and for the given choice of parameters, there exists, w.p. 1, a permutation matrix \( \Pi \) such that

\[ \mathcal{N}([B, \Pi B]) \not\subset \mathcal{N}([I_K, I_K]). \]

We prove the converse result for even and odd values of \( N < 2K \) separately. We begin with a result for a special case.

**Proposition V.2.** Let \( B \) be an \( N \times K \) matrix with \( N = 2K - 2 \) whose components are drawn i.i.d. at random from a continuous distribution. Then, w.p. 1, there exists a permutation matrix \( \Pi \) and vectors \( x, \hat{x} \) such that \( x \neq \hat{x} \) and \( Bx = \Pi B \hat{x} \).

**Proof:** For \( K = 1 \), the result is trivial, thus, we assume that \( K \geq 2 \). Consider the matrix \( G = [B, \Pi B] \) and choose a permutation \( \Pi \) such that \( G \) has a cycle representation with less than \( K - 1 \) cycles, e.g., consider the permutation \( \Pi \) with only one cycle given by \( \Pi_{i,j} = 1 \) only for those \( (i, j) \in \{(1, 2), (2, 3), \ldots, (N-1, N), (N, 1)\} \). Note that since \( M = N \), all the cycles will be necessarily complete by our definition.

Let \( g^1 \) and \( g^2 \) denote the \( K \)-th and \( 2K \)-th columns of \( G \). Clearly \( g^2 = \Pi g^1 \). Let \( \tilde{G} \) be the \((2K-2) \times (2K-2)\) matrix obtained by removing \( g^1 \) and \( g^2 \) from \( G \). It is not difficult to check that matrix \( \tilde{G} \) has still less than \( K - 1 \)

\(^3\)In the degenerate case of \( K = 1 \), recovery is possible with just \( N = 1 \) measurement as there is no ambiguity in the ordering of the measurements.
cycles as removing these two columns does not change the number of cycles. As all the vectors are randomly sampled from a continuous distribution, \( \|g\| > 0 \) w.p. 1. Moreover, since \( \tilde{G} \) has only complete cycles and their count is less than \( K - 1 \), from Proposition IV.8 it must be invertible w.p. 1.

Let \( x, \hat{x} \in \mathbb{R}^K \). We introduce some notation. Let \( x, \tilde{x} \) denote \((K-1)\)-dimensional vectors consisting of the first \( K - 1 \) components of \( x \) and \( \hat{x} \), and \( x_K \) and \( \hat{x}_K \) denote the last component of \( x \) and \( \hat{x} \) respectively, so that we have \( x = [\hat{x}; x_K] \) and \( \hat{x} = [\tilde{x}; \hat{x}_K] \). Let us define \( z = [-x; \hat{x}] \) and \( \tilde{z} = [-\hat{x}; \tilde{x}] \). Then we have

\[
Gz = \tilde{G}z + (\hat{x}_K g^2 - x_K g^1).
\]

Clearly, as \( \tilde{G} \) is invertible, and \( \|g\| > 0 \) if we set \( \hat{x}_K = 1 \) and \( x_K = 0 \), we can always find a nonzero solution for \( \tilde{z} \), such that \( Gz = 0 \). This choice of \( \tilde{z} \) gives a corresponding choice of values for \( \hat{x} \) and \( \tilde{x} \) such that \( Gz = 0 \).

As a result we can build a signal \( x = [\hat{x}; 0] \) and an estimate \( \hat{x} = [\tilde{x}; 1] \) that satisfy \( Bx = \Pi \hat{B} \hat{x} \). But then \( \|\tilde{x} - x\| > |\hat{x}_K - x_K| = 1 > 0 \) and thus \( \hat{x} \neq x \). This completes the proof.

**Proposition V.3.** Let \( B \) be an \( N \times K \) matrix where \( N \) is an even number less than \( 2K \). Suppose that the components of \( B \) are drawn i.i.d. randomly from a continuous distribution. Then, w.p. 1, the problem does not in general admit a unique solution, i.e., w.p. 1, there exists a permutation matrix \( \Pi \) and vectors \( x, \hat{x} \) such that \( x \neq \hat{x} \) and \( Bx = \Pi \hat{B} \hat{x} \).

**Proof:**

For \( K = 1 \) the result is trivial, thus, we assume that \( K \geq 2 \). The proof simply follows from the proof of Proposition IV.2. Suppose \( N = 2K - 2r \) for some \( 1 \leq r \leq K - 1 \). For \( r = 1 \) the result follows from Proposition IV.2. For \( r \geq 2 \), we can write \( B \) as \( B = [\hat{B}^1, \hat{B}^2] \) where \( \hat{B}^1 \) is of dimension \( N \times (K - r + 1) \). We know from Proposition IV.2 that, w.p. 1, there exists a permutation \( \Pi \) and distinct \((K - r + 1)\)-dimensional signals \( \bar{x} \) and \( \tilde{x} \) such that \( \hat{B}^1 \bar{x} = \Pi \hat{B}^1 \tilde{x} \). Thus if we choose \( x \) such that the first \( K - r + 1 \) entries of \( x \) equal \( \bar{x} \) and \( \hat{x} \) such that the first \( K - r + 1 \) entries of \( \tilde{x} \) equals \( \tilde{x} \) and set the last \( r - 1 \) entries of both \( x \) and \( \hat{x} \) to 0 it follows that \( Bx = \Pi \hat{B} \hat{x} \).

Now we extend the converse result to the case of odd number of measurements \( N \) where \( N \) is less than \( 2K \). We first prove the following lemma.

**Lemma V.4.** Let \( B \) be an \( N \times K \) matrix with \( N = 2K - 1 \) being an odd number less than \( 2K \). Let \( \Pi \) be an \( N \times N \) permutation matrix with only one cycle, e.g., \( \Pi_{i,j} = 1 \) only for those \((i, j) \in \{(1, 2), (2, 3), \ldots, (N-1, N), (N, 1)\}\). Let \( G = [B, \Pi B] \) and let \( \tilde{G} \) be the \((2K - 1) \times (2K - 1) \) submatrix of \( G \) obtained by dropping the last column of \( G \). Then, there is an assignment to the elements of matrix \( B \) such that \( \det(\tilde{G}) \neq 0 \).
Proof: To simplify the proof, note that we can equivalently represent the submatrix \( \tilde{G} \) as follows

\[
\tilde{G} = \begin{bmatrix}
v^1 & v^2 \\
v^2 & v^3 \\
\vdots & \vdots \\
v^{2K-2} & v^{2K-1} \\
v^{2K-1} & v^1
\end{bmatrix},
\]

(19)

where \( v^i, i \in [2K-1] \), are \( K \)-dimensional vectors corresponding to the rows of \( B \) and where \( v^i \) is the \((K-1)\)-dimensional vector obtained after dropping the last component of \( v^i \). We can simply check that the following assignment gives a nonzero determinant for \( \tilde{G} \). We take \( v^1 = d^K \), and for \( i = 2, 3, \ldots, 2K - 1 \), we set

\[
v^i = \begin{cases} 
0 & \text{i even}, \\
d^{i-1} & \text{i odd}.
\end{cases}
\]

(20)

where \( \{d^k\}_{k=1}^K \) denotes a standard basis for \( \mathbb{R}^K \) with \( d^k \in \mathbb{R}^K \) having an entry of 1 as its \( k \)-th component and 0 elsewhere. We can check that for this assignment \( \tilde{G} \) has exactly one 1 in each row and column and all other elements equal to 0. Thus, it is a permutation matrix and as a result it is invertible.

Lemma V.5. Assume that conditions of Lemma V.4 hold. Suppose that the components of \( B \) are sampled i.i.d. from a continuous distribution, then \( \det(\tilde{G}) \neq 0 \) w.p. 1.

Proof: The proof simply follows from the proof of Lemma V.4. Note that \( \det(\tilde{G}) \) is a polynomial of the components of \( B \). From Lemma V.4 there is an assignment to the matrix \( B \) with a nonzero \( \det(\tilde{G}) \). As the components of \( B \) are sampled i.i.d. from a continuous distribution, from Lemma IV.1 it results that \( \det(\tilde{G}) \neq 0 \) w.p. 1.

Now we prove the converse result for odd number of measurements \( N < 2K \).

Proposition V.6. Let \( B \) be an \( N \times K \) matrix with \( K > 1 \) and \( N < 2K \) being an odd number whose components are drawn i.i.d. at random from a continuous distribution. Then, w.p. 1, there exists a permutation matrix \( \Pi \) and vectors \( x, \hat{x} \) such that \( x \neq \hat{x} \) and \( Bx = \Pi B\hat{x} \).

Proof:

Similar to the proof of even number of measurements as in Proposition V.3 we will show that we can always find a permutation \( \Pi \), and two vectors \( x \) and \( \hat{x} \) for which \( Bx = \Pi B\hat{x} \) but \( x \neq \hat{x} \). We first consider the simple case where \( N = 2K - 1 \). We fix the permutation matrix \( \Pi \) as the one described in the statement of Lemma V.4 which we recall has only one cycle. Let \( G = [B, \Pi B] \). Let \( g \) be the last column of \( G \) and let \( \tilde{G} \) be the \((2K-1) \times (2K-1) \) matrix obtained from \( G \) after removing \( g \), thus, \( G = [\tilde{G}, g] \).

Let \( t = \tilde{G}^{-1}g \). We will first show that the \( K \)-th component of \( t \) satisfies \( t_K \neq 1 \) w.p. 1. Let \( \Delta := t_K - 1 \). We will first verify the following claim.

Claim: The vector \( t \) is well-defined and \( \Delta \neq 0 \) w.p. 1.
We prove the claim as follows. Clearly, from the definition of $t$ we have $\Delta = (u^K)^T G^{-1} g - 1$, where $\{u^i\}_{i=1}^{2K-1}$ denotes the standard basis for $\mathbb{R}^{2K-1}$, with $u^i$ being a unit vector with only one 1 as its $\ell$-th component and zero elsewhere. It is not difficult to see that $\Delta$ is a rational function of the components of the matrix $B$, i.e., $\Delta = \frac{p(B)}{q(B)}$ where $p$ and $q$ are polynomials of the components of $B$. Furthermore, without loss of generality, $p$ and $q$ are relatively prime. Moreover, as the inverse of the matrix is $G^{-1} = \frac{\text{Adjoint of } G}{\det(G)}$, it follows from the definition of $\Delta$ that $\det(G)$ expressed as a polynomial of $B$ must be divisible by $q(B)$. As the components of $B$ are sampled i.i.d. from a continuous distribution, from Lemma [V.5] it results that $\det(G) \neq 0$ w.p. 1, which implies that $q(B) \neq 0$ w.p. 1. Hence, $t$ and $\Delta$ are almost surely well-defined. Now it remains to prove that $\Delta \neq 0$ w.p. 1. To prove this, from Lemma [IV.1] we simply need to find an assignment to $B$ such that $p(B) \neq 0$ which implies that $\Delta \neq 0$. Note that for our choice of $\Pi$ the matrix $G$ is given by

$$G = \begin{bmatrix}
v^1 & v^2 \\
v^2 & v^3 \\
\vdots & \vdots \\
v^{2K-2} & v^{2K-1} \\
v^{2K-1} & v^1
\end{bmatrix}, \quad (21)$$

where $v^i, i \in [2K-1]$, denote the rows of the matrix $B$, and where $v^i$ is a $(K-1)$-dimensional vector obtained after dropping the last component of $v^i$. Similar to the proof of Lemma [V.4] we consider the following assignment. We take $v^1 = d^K$, and for $i = 2, 3, \ldots, 2K-1$, we set

$$v^i = \begin{cases} 
0 & \text{if } i \text{ even}, \\
d^{\frac{i-i}{2}} & \text{if } i \text{ odd}.
\end{cases} \quad (22)$$

where $\{d^k\}_{k=1}^K$ is the standard basis for $\mathbb{R}^K$. From the proof of Lemma [V.4] it immediately results that for this assignment $G$ is a permutation matrix. Consequently, we have $|\det(G)| = 1 \neq 0$ and $G^{-1} = G^T$. Moreover, for the same assignment, we have $g = [0_{2K-2}; 1] = u^{2K-1}$, and it is not difficult to also check that the row $(K-1)$ in $G^T$ is equal to $(u^{2K-1})^T$. As the rows $G^T$ are orthonormal, it results that $G^{-1} g = G^T u^{2K-1} = u^{K-1}$. Hence, we obtain $(u^K)^T G^{-1} g = (u^K)^T u^{K-1} = 0$. This implies that $\Delta = (u^K)^T G^{-1} g - 1 = -1$. Thus there is an assignment to the entries of $B$ such that $\Delta \neq 0$ and hence $p(B) \neq 0$. By Lemma [V.4] this implies that $p(B) \neq 0$ w.p. 1. Since in addition, we have already established that $q(B) \neq 0$ w.p. 1 it follows that $\Delta \neq 0$ w.p. 1. This completes the proof of the claim.

Let us define vectors $x$ and $\tilde{x}$ as follows. Let

$$x_i = t_i, \text{ for } i \in [K] \quad \text{ and } \quad \tilde{x}_i = \begin{cases} 
-t_{K+i}, & \text{for } i \in [K-1] \\
1, & \text{for } i = K
\end{cases} \quad (23)$$

With this assignment, it is clear that, w.p. 1,

$$Bx - \Pi B\tilde{x} = \tilde{G} t - g = 0.$$

Furthermore, by the result of the claim $x_K - \tilde{x}_K = t_K - 1 = \Delta \neq 0$, and thus $x \neq \tilde{x}$ w.p. 1. This completes the proof of the proposition for $N = 2K - 1$.  

If \( N = 2K - 2r - 1 \) is an odd number less than \( 2K - 1 \), using a similar idea as in Proposition \( \text{V.3} \) we can build a signal \( \mathbf{x} \) by setting the last \( r \) components of \( \mathbf{x} \) equal to zero and applying our proof for \( N = 2K - 2r - 1 \) and \( K' = K - r \) to show that the recovery algorithm fails to find the correct solution w.p. 1. This completes the proof.

Combining the results of Propositions \( \text{V.3} \) and \( \text{V.6} \) we complete the proof of the converse result given in Theorem \( \text{V.1} \).

VI. LOCAL STABILITY UNDER ADDITIVE NOISE

In practice, the observation \( \mathbf{y} \) is typically corrupted by noise. Consider a noisy version of the linear system of (3). Let

\[
\mathbf{y} = \mathbf{B}\mathbf{x}^0 + \mathbf{w}
\]

be a noisy measurement of the signal \( \mathbf{x}^0 \) with an additive noise \( \mathbf{w} \). We assume that \( \mathbf{B} = \mathbf{S}^0\mathbf{A} \) for some selection matrix \( \mathbf{S}^0 \in \mathcal{S} \) where \( \mathcal{S} \) denotes the set of all selection matrices, i.e., the set of all matrices comprising \( N \) distinct rows of the \( M \times M \) identity matrix arranged in any arbitrary order. We define the signal-to-noise ratio (SNR) for the given measurement \( \mathbf{y} \) by \( \text{SNR} = \frac{\|\mathbf{B}\mathbf{x}^0\|_2^2}{\|\mathbf{w}\|_2^2} \). In the noisy case, a natural reconstruction algorithm is the following robust version of the original algorithm

\[
\hat{\mathbf{x}}^0 = \arg \min_{\mathbf{x} \in \mathbb{R}^K} \min_{\mathbf{S} \in \mathcal{S}} \|\mathbf{y} - \mathbf{S}\mathbf{A}\mathbf{x}\|.
\] (24)

The reconstruction error is given by \( \|\mathbf{x}^0 - \hat{\mathbf{x}}^0\| \). We call the recovery algorithm (24) locally stable if for an arbitrary signal \( \mathbf{x}^0 \in \mathbb{R}^K \) and measurement noise \( \mathbf{w} \) with an SNR \( \text{SNR} = \frac{\|\mathbf{B}\mathbf{x}^0\|_2^2}{\|\mathbf{w}\|_2^2} \), we have \( \lim_{\text{SNR} \to \infty} \|\mathbf{x}^0 - \hat{\mathbf{x}}^0\| = 0 \). We will now argue that for the random design of \( M \times K \) matrix \( \mathbf{A} \) introduced earlier, the recovery algorithm (24) is locally stable.

From Theorem \( \text{II.1} \) we know that w.p. 1 any choice of \( \mathbf{A} \) satisfies the two properties below.

(P1) If the relation \( \mathbf{S}'\mathbf{A}\mathbf{x}' = \mathbf{S}''\mathbf{A}\mathbf{x}'' \) is satisfied for some \( \mathbf{S}', \mathbf{S}'' \in \mathcal{S} \), then \( \mathbf{x}' = \mathbf{x}'' \).

(P2) Columns of \( \mathbf{A} \) are linearly independent.

Suppose that \( \mathbf{A} \) is such a matrix. We define a distance over \( \mathcal{S} \) as follows. For a given \( \mathbf{S}', \mathbf{S}'' \in \mathcal{S} \), We define the minimum principal angle between the subspaces \( \mathcal{R}(\mathbf{S}'\mathbf{A}) \) and \( \mathcal{R}(\mathbf{S}''\mathbf{A}) \) as follows

\[
\theta^*(\mathbf{S}'\mathbf{A}, \mathbf{S}''\mathbf{A}) = \cos^{-1}(\max\{\langle \mathbf{u}', \mathbf{u}'' \rangle : \mathbf{u}' \in \mathcal{R}(\mathbf{S}'\mathbf{A}), \mathbf{u}'' \in \mathcal{R}(\mathbf{S}''\mathbf{A}), \|\mathbf{u}'\| = \|\mathbf{u}''\| = 1\}) \tag{25}
\]

Using \( \theta^* \), we define the distance between \( \mathcal{R}(\mathbf{S}'\mathbf{A}) \) and \( \mathcal{R}(\mathbf{S}''\mathbf{A}) \) as \( d(\mathbf{S}'\mathbf{A}, \mathbf{S}''\mathbf{A}) = \sin(\theta^*(\mathbf{S}'\mathbf{A}, \mathbf{S}''\mathbf{A})) \). By the symmetry of the definition, \( d \) is also symmetric, i.e., \( d(\mathbf{S}'\mathbf{A}, \mathbf{S}''\mathbf{A}) = d(\mathbf{S}''\mathbf{A}, \mathbf{S}'\mathbf{A}) \), and \( d(\mathbf{S}'\mathbf{A}, \mathbf{S}''\mathbf{A}) = 0 \) if and only if the subspaces \( \mathcal{R}(\mathbf{S}'\mathbf{A}) \) and \( \mathcal{R}(\mathbf{S}''\mathbf{A}) \) have a nontrivial intersection, i.e., if their intersection is a subspace of dimension 1 or larger. However \( d \) is not strictly a distance measure as it does not satisfy the triangle inequality in general.
Proposition VI.1. Let \( x^0 \in \mathbb{R}^K \) and \( B = S^0 A \) where \( S^0 \) is a selection matrix as before and \( A \) satisfies assumptions (P1) and (P2). Let \( \hat{x}^0 \) be the output of the algorithm (24) for the measurement \( y = Bx^0 + w \), where \( w \) is an arbitrary noise vector with \( \|w\| = \|Bx^0\|\text{SNR}^{-\frac{1}{2}} \), where SNR is the signal-to-noise ratio. Then, \( \lim_{\text{SNR} \to \infty} \|x^0 - \hat{x}^0\| = 0 \).

Proof: Let \( y^0 = Bx^0 \). For simplicity, for an arbitrary \( S \), we use slightly abusive notations of \( \theta^*(y^0, S^0 A) \) and \( d(y^0, S^0 A) \) to denote the angle and distance between the subspaces \( \mathcal{R}(y^0) \) and \( \mathcal{R}(S^0 A) \) respectively. Consider the partition \( S = S_1 \cup S_2 \), where \( S_1 = \{ S \in S : d(y^0, S^0 A) = 0 \} \) and \( S_2 = \{ S \in S : d(y^0, S^0 A) > 0 \} \), and let \( d_{\text{min}}(S_2) = \min_{S \in S_2} d(y^0, S^0 A) \). Note that \( d_{\text{min}}(S_2) = \sin(\theta_{\text{min}}) \), where \( \theta_{\text{min}} \) is the minimum angle between the subspaces \( \mathcal{R}(y^0) \) and any subspace \( \mathcal{R}(S^0 A) \) such that \( S^0 \) is in \( S_2 \).

Let \( \hat{S} \) denote the optimal choice of the selection matrix in the optimization of (24) under the optimal choice of \( x = \hat{x}^0 \). Then we have

\[
\hat{S} = \arg\min_{S \in S} \min_{x \in \mathbb{R}^K} \|y - S^0 A x\| \\
= \arg\min_{S \in S} \min_{x \in \mathbb{R}^K} \|y\|^2 - 2\langle y, S^0 A x \rangle + \|S^0 A x\|^2 \\
= \arg\min_{S \in S} \min_{u \in \mathcal{R}(S^0 A)} \left\{ -2\langle y, u \rangle + \|u\|^2 \right\} \\
= \arg\min_{S \in S} \min_{\lambda \in \mathbb{R}^+} \left\{ \lambda^2 - 2\lambda \|y\| \cos(\theta^*(y, S^0 A)) \right\} \\
= \arg\min_{S \in S} \min_{\lambda \in \mathbb{R}^+} \|y\|^2 \cos^2(\theta^*(y, S^0 A)) \\
= \arg\min_{S \in S} d(y, S^0 A) .
\]

Hence, it results that the optimal selection matrix \( \hat{S} \) minimizes \( d(y, S^0 A) \). With a geometric argument, it is not difficult to show that as long as \( \|y^0\| / \|w\| > \frac{1}{\min(\theta_{\text{min}}/2)} \), the selection matrix \( \hat{S} \) can not belong to \( S_2 \), since at least for the selection matrix \( S^0 \in S_1 \), we have \( d(y, S^0 A) < \sin(\theta_{\text{min}}/2) < d(y, S^0 A) \) for every \( S \in S_2 \). This has been illustrated in Fig. 3 for the simple case of 1-dimensional subspaces.

This implies that for sufficiently large SNR, we need to consider only those \( S \in S_1 \). For sufficiently high SNR, let \( \hat{S} \in S_1 \) be the optimal selection matrix obtained in the optimization problem in (24) under the optimal choice of \( x = \hat{x}^0 \). Then it results that

\[
\hat{x}^0 = \arg\min_{x \in \mathbb{R}^K} \|y^0 + w - \hat{S}^0 A x\| .
\]

Note that since \( \hat{S} \in S_1 \), we have \( d(y^0, \hat{S}^0 A) = 0 \). This implies that \( y^0 \) is in the column span of \( \hat{S}^0 A \). In other words, there is some \( x' \in \mathbb{R}^K \) such that \( y^0 = Bx^0 = S^0 A x^0 = \hat{S}^0 A x' \). From assumption (P1), it immediately follows that \( x' = x^0 \) and thus, \( y^0 = \hat{S}^0 A x^0 \). Hence we have

\[
\hat{x}^0 = \arg\min_{x \in \mathbb{R}^K} \|y^0 + w - \hat{S}^0 A x\| = \arg\min_{x \in \mathbb{R}^K} \|\hat{S}^0 A x + w - \hat{S}^0 A x^0\| = (\hat{S}^0 A)^\dagger (y^0 + w) .
\]
where we use the fact that by (P2) the matrix $A$ and thus $\hat{S}A$ has full column rank. Thus

$$\hat{x}^0 = (\hat{S}A)^\dagger(\hat{S}Ax^0 + w) = x^0 + (\hat{S}A)^\dagger w,$$

which implies that $\|x^0 - \hat{x}^0\| = \|((\hat{S}A)^\dagger w\|$. Since $\hat{S} \in S_1$ and there are only finitely many possible subset selections in $S_1$, this implies that as SNR tends to infinity, $\|x^0 - \hat{x}^0\|$ tends to zero, which confirms the local stability of the recovery algorithm.

Thus we have proved the local stability of the recovery algorithm to noise. In particular, for any $x$, the estimate $\hat{x}$ converges to the true $x$ as SNR tends to infinity. It remains to be seen whether global stability is satisfied. It might be possible to show, for instance, that as SNR tends to infinity, the worst case error among all possible $x$ tends to zero. However, we leave this issue for further investigations.

VII. CONCLUSIONS

We studied the problem of unlabeled sensing defined as the problem of inverting a linear system with unlabeled observations. We showed that an oversampled linear system with random coefficients can be inverted from unlabeled measurements provided the oversampling ratio is 2 or higher. Moreover, for oversampling ratios greater than 2 any $2K$ measurements are sufficient to recover an unknown vector of $K$ elements. We also obtained the converse result that $2K$ is the minimum number of measurements needed for the result to hold and demonstrated local stability of the recovery algorithm to noise. In essence, the main result presented here is a geometric property of random matrices. It is of interest to see whether the geometry of the result can be further understood. These results also raise a number of interesting follow-up questions, including, whether a faster algorithm exists for recovering $x$ and whether it is possible to learn $A$ using a training phase with unlabeled observations from known $x$’s. It is also of interest to identify examples of deterministic designs of $A$ that admit recovery from unlabeled measurements.
Another interesting question is whether the recovery algorithm satisfies global stability in the presence of noise, as discussed in the concluding parts of Section VI. These are topics of current research.
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**Appendix A**

**Proof of Lemma [IV.1]**

In this section, we prove Lemma [IV.1]. First we need to define some notation. We denote by \( \mathcal{V}_n = \{x_1, x_2, \ldots, x_n\} \) the set of \( n \) variables. A monomial in \( \mathcal{V}_n \) is a product of the form \( \prod_{k=1}^{n} x_k^{i_k} \) where all the exponents \( i_1, i_2, \ldots, i_n \) are nonnegative integers. For simplicity, we define \( I = (i_1, i_2, \ldots, i_n) \) and set \( x^I = \prod_{k=1}^{n} x_k^{i_k} \). The degree of this multinomial is defined by \( |I| = \sum_{k=1}^{n} i_k \). A multinomial in \( \mathcal{V}_n \) with coefficients in \( \mathbb{R} \) is a finite linear combination of monomials. We write a multinomial \( p \) in the form

\[
p(x_1, x_2, \ldots, x_n) = \sum_{I} a_I x^I, \quad a_I \in \mathbb{R}. \tag{29}
\]

We define the degree of \( p \) as the maximum degree of its constituents monomials and denote it by \( \deg(p) \). We denote by \( \partial_k p = \frac{\partial p}{\partial x_k}, \quad k = 1, 2, \ldots, n \), the multinomial obtained by taking the partial derivative of \( p \) with respect to \( x_k \).

**Proposition A.1.** Let \( p \) be a nonzero multinomial over the variables \( \mathcal{V}_n \). Let \( \mathcal{Z} \) denote the zero-set of \( p \), namely,

\[
\mathcal{Z} = \{(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n : p(x_1, x_2, \ldots, x_n) = 0\}. \tag{30}
\]

Then \( \mathcal{Z} \) is Lebesgue-measurable with \( \lambda(\mathcal{Z}) = 0 \), where \( \lambda \) denotes the Lebesgue measure in \( \mathbb{R}^n \).

**Proof:** First notice that \( p \) is a continuous function from \( \mathbb{R}^n \) to \( \mathbb{R} \). Moreover, the zero-set \( \mathcal{Z} \) can be simply written as \( p^{-1}(\{0\}) \), where \( p^{-1} \) denotes the inverse image of \( p \). As \( \{0\} \) is a closed set in \( \mathbb{R} \), from the continuity of \( p \), it results that \( \mathcal{Z} \) is a closed set in \( \mathbb{R}^n \). Hence, it is Lebesgue-measurable. Now, we use induction on the degree of \( p \) to show that \( \lambda(\mathcal{Z}) = 0 \).

If \( \deg(p) = 0 \), then \( p = a_0 \) is a constant term with \( a_0 \neq 0 \). In this case the zero-set of \( p \) is empty and the result holds. If \( \deg(p) = 1 \) then \( p = a_0 + \sum_{k=1}^{n} a_k x_k \) and the zero-set of \( p \) is a hyperplane in dimension \( n \). As the Lebesgue measure is rotation and translation invariant, the measure of the zero-set of \( p \) is equal to the measure of the set \( \{(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n : x_1 = 0\} \), which we know has zero Lebesgue measure.

Now assume that \( \deg(p) \geq 2 \). Let us define \( n \) multinomials \( p_k = \partial_k p \) for \( k = 1, 2, \ldots, n \). As \( \deg(p) \geq 2 \), there should be at least one nonzero \( p_k \), say \( p_1 \), where \( \deg(p_1) = \deg(p) - 1 \geq 1 \). Let \( \mathcal{Z}_1 \) denote the zero-set of \( p_1 \).
From the induction hypothesis, it results that $\lambda(Z_1) = 0$ and as a result $\lambda(Z \cap Z_1) = 0$. Also let $W = Z \cap Z_i^c$ be the set of all points in the zero-set of $p$ that are not included in the zero-set of $p_1$. If $W$ is empty then $\lambda(W) = 0$. Otherwise, let $x^* := (x_1^*, x_2^*, \ldots, x_n^*) \in W$ be an arbitrary point. Since $p(x^*) = 0$ but $\frac{\partial}{\partial x^*_i} p(x^*) = p_1(x^*) \neq 0$, from the implicit function theorem, there is an open neighbourhood $O \subset \mathbb{R}^{n-1}$ containing $(x_2^*, x_3^*, \ldots, x_n^*)$ and an open interval $I \subset \mathbb{R}$ containing $x_1^*$, and a differentiable function $g : O \to I$ such that $x_1^* = g(x_2^*, x_3^*, \ldots, x_n^*)$, and $p(g(x_2, x_3, \ldots, x_n), x_2, x_3, \ldots, x_n) = 0$, for all $(x_2, x_3, \ldots, x_n) \in O$. Let $B$ be a rectangular open ball, i.e., $B = \{ x \in \mathbb{R}^n : \|x - c\|_\infty < r \}$ for some $c \in \mathbb{R}^n$ and some $r > 0$, that contains $x^*$ and is contained in the open set $I \times O$. Without loss of generality, assume that the center of this ball $c$ has rational coordinates and its radius $r$ is also rational. We have

$$\lambda(W \cap B) = \int_{W \cap B} I_{x_1 = g(x_2, \ldots, x_n)} dx_1 dx_2 \ldots dx_n \leq \int_\tilde{B} I_{x_1 = g(x_2, \ldots, x_n)} dx_1 dx_2 \ldots dx_n \tag{31}$$

where $\tilde{B} = \{ (x_2, \ldots, x_n) \in \mathbb{R}^{n-1} : |x_i - c_i| < r, \ i = 2, 3, \ldots, n \}$ denotes the projection of the $n$-dimensional ball $B$ on its last $n - 1$ components. Let us denote the set of all such rectangular balls corresponding to the points of $W$ with $\mathfrak{B}$. Note that $\mathfrak{B}$ is a countable set whose elements can be enumerated by $\mathfrak{B} = \{ B_1, B_2, \ldots \}$, where for every $i = 1, 2, \ldots$, we have $\lambda(W \cap B_i) = 0$. Moreover, $\cup_{i=1}^\infty B_i$ covers the set $W$ since every point $x^* \in W$ is contained in at least one of these balls, thus, we have

$$\lambda(W) = \lambda\left(W \cap \bigcup_{i=1}^\infty B_i\right) = \lambda\left(\bigcup_{i=1}^\infty (W \cap B_i)\right) \leq \sum_{i=1}^\infty \lambda(W \cap B_i) = 0. \tag{33}$$

Hence, we obtain $\lambda(W) = \lambda(Z \cap Z_i^c) = 0$, which together with $\lambda(Z \cap Z_1) = 0$ implies that $\lambda(Z) = 0$. This completes the induction step and proves the result.

In this paper, we are interested in a probabilistic version of Proposition A.1 stated in the following proposition.

**Proposition A.2.** Let $p$ be a nonzero multinomial over the variables $\mathcal{V}_n$ with the zero-set $Z$. Let $\mathbb{P}$ be an arbitrary continuous probability distribution over $\mathbb{R}^n$. Then $\mathbb{P}(Z) = 0$.

**Proof:** From Proposition A.1 we obtain that $\lambda(Z) = 0$. As $\mathbb{P}$ is a continuous probability distribution, by definition, it is dominated by the Lebesgue measure $\lambda$, thus, $\lambda(Z) = 0$ implies that $\mathbb{P}(Z) = 0$.

In the special case where $\mathbb{P}$ is the product of one dimensional continuous distributions, we obtain the proof of Lemma IV.1.

**Proof of Lemma IV.1** Let $p$ be the nonzero multinomial, let $X_1, X_2, \ldots, X_n$ be the sequence of $n$ independent (not necessarily identically distributed) real-valued random variables, and denote by $\mathbb{P}_i$ the probability distribution of $X_i$. Since $X_i$ are independent, it results that $(X_1, X_2, \ldots, X_n)$ has the product distribution $\mathbb{P} = \mathbb{P}_1 \times \mathbb{P}_2 \times \cdots \times \mathbb{P}_n$. As each $\mathbb{P}_i$ is continuous with respect to the 1-dimensional Lebesgue measure, $\mathbb{P}$ will be continuous with respect to the $n$-dimensional Lebesgue measure $\lambda$, which implies that $(X_1, X_2, \ldots, X_n)$ has a continuous distribution. Thus, using the Proposition A.2 we obtain the result. \(\square\)