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ABSTRACT
Intensity mapping of multiple emission lines is emerging as a new branch to astronomy, to probe both properties of ionizing sources and the medium between, in particular the intergalactic medium. For Epoch of Reionization (EoR) studies, both multi-line experiments and analysis methods are still in their infancy. Here we explore optimal survey parameters for Ly$\alpha$ (and H$\alpha$) intensity mapping up to high redshifts of reionization, and requirements for optimised synergy with 21cm experiments. We investigate line sensitivity, spectral resolution and detector pixel size requirements for optimal (high signal-to-noise) mission output. Power and cross-power spectra in a fiducial setup are derived, as are mock intensity maps. For line power spectrum measurements a cumulative signal-to-noise of O$(10^3)$, and for respective cross-spectra with SKA 21cm observations of O$(10)$ to O$(10^2)$ are possible per redshift bin around the midpoint of reionization. These high signal-to-noise tomographic measurements are in reach for line sensitivities $>8 \times 10^{-18}$erg s$^{-1}$sr$^{-1}$Hz$^{-1}$, spectral resolution $R > 250$ and detector pixel sizes < 2 arcsec; all three requirements are met by the proposed Cosmic Dawn Intensity Mapper (CDIM). For CDIM similar S/N values are in reach for H$\alpha$. Already the planned NASA mission SPHEREx will detect during the EoR Ly$\alpha$ autopower and cross power with 21cm (SKA and HERA-type), for sensitivities $>10^{-18}$erg s$^{-1}$sr$^{-1}$Hz$^{-1}$ in a moderate 21cm foreground scenario ($>10^{-17}$erg s$^{-1}$sr$^{-1}$Hz$^{-1}$ in an optimistic scenario). We advocate for IR missions in flavor of CDIM for a leap in IM and finish by providing a cookbook for successful multi-line IM during the EoR.
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1 INTRODUCTION
Intensity mapping (IM) of multiple emission lines provides a unique and new probe to map vast cosmological volumes up to high redshifts, revolutionising in the years to come what we can learn about cosmology and astrophysics. Intensity mapping refers to low-resolution mapping that measures the entire integrated emission. It thus includes the cumulative emission of faint and diffuse sources, alleviating the need of galaxy surveys to resolve individual objects. At the same time spectral lines such as Ly$\alpha$ and H$\alpha$ (including their cosmological redshift information) allow us to tomographically map their fluctuations in three dimensions. At high redshifts of reionization, the Universe’s last big phase transition from neutral in hydrogen to mostly ionised, when line emitting galaxies tend to be too faint to be resolved or produce extremely biased samples, intensity mapping still is able to probe both the ionising sources that drive reionization and the gaseous medium between.
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ray (van Haarlem et al. 2013, LOFAR),\(^1\) the Hydrogen Epoch of Reionization Array (DeBoer et al. 2016, HERA),\(^2\) and the Murchison Wide-field Array (Tingay et al. 2013; Beardsley et al. 2016, MWA),\(^3\) are aiming to statistically detect the 21 cm signal. In the near future the Square Kilometre Array (SKA),\(^4\) will image 21 cm and is expected to detect e.g. a cross-correlation signal with Lyman-alpha emitters (LAEs) in just a few hours, even under pessimistic assumptions about foreground contamination and the reionization model (Sobacchi et al. 2016; Hutter et al. 2017; Vrbancic et al. 2020; Kubota et al. 2020; Heneka & Mesinger 2020). Some examples of line intensity mapping experiments are future CO experiments such as COMAP (Li et al. 2016), and experiments that aim to measure [CII] as TIME Crites et al. (2014) and CONCERTO (Dumitru et al. 2019). The Spectrophotometer for the History of the Universe, Epoch of Reionization, and Ice Explorer (Doré et al. 2014, SPHEREx) targets among others Lyα and H\(\alpha\) lines and the proposed Cosmic Dawn Intensity Mapper (Cooray et al. 2016, CDIM) is able to perform multi-line IM throughout high redshifts of reionization, with an effective telescope aperture size of 83 cm, as detailed in the CDIM science report (Cooray et al. 2019a).

To both optimally prepare for such experiments and exploit their measurements, the IM signal needs to be consistently connected to the physical properties of line emission as well as cosmological quantities of interest. Empirical modelling has been extensively used in the literature to model the expected emission of different lines, see e.g. Yue et al. (2015); Silva et al. (2015); Fonseca et al. (2016); Ihlé et al. (2019). Its drawback is the simplistic modelling based on for example luminosity-mass relations alone, without taking into account gas properties and evolution in detail, and thus the difficulty to translate its integrated quantities into meaningful mock observations that include diffuse components. Moreover, empirical approaches often focus on one line without self-consistently modelling several lines alongside each other as is advantageous for multi-line intensity mapping. Semi-numerical modelling attempts to bring together analytical modelling based on physical parameters of the gaseous medium and for example generalised halo models as in Sun et al. (2019) for multiple lines. Hydrodynamical simulations (see for example Feng et al. (2015); McAlpine et al. (2016); Nelson et al. (2019)) model physical processes more robustly, but due to their computational cost, simulating large enough volumes for IM limits resolution attainable and requires phenomenological sub-grid models to include processes such as star formation, while scanning large parameter spaces is computationally unfeasible. Semi-analytical models adopt simplifying assumptions for evolving dark matter and baryons coupled again with phenomenological recipes. They can be difficult to calibrate with observations, and still require orders of magnitude too high computational time for full exploration of both astrophysical and cosmological parameter spaces (Qin et al. 2019; Hutter et al. 2020; Yang et al. 2020).

Semi-numerical simulations are the tool of choice when modelling large volumes for intensity mapping to explore parameter spaces and provide realistic IM mock observational maps; they have been widely employed for modelling the 21 cm IM signal e.g. with 21 cm FAST (Mesinger et al. 2011; Sobacchi & Mesinger 2014). As compared to N-body/hydro simulations they allow for fast exploration of parameter space to derive constraints, are easy to be calibrated to match and agree with both hydrodynamical simulations and observations on IM-relevant scales, while consistently evolving galactic properties based on a perturbed density field and/or an underlying halo field. We therefore advocate their use to model IM of multiple spectral lines.

In this paper we seek to explore optimal multi-line IM survey parameters in a semi-numerical setup, suitable to both create realistic mock observational maps and measure autopower and cross-power spectra between rest-frame optical and UV lines (H\(\alpha\), Ly\(\alpha\)) during reionization and the famous 21 cm line. This is crucial to optimally exploit upcoming measurements and design new IM probes able to map out more than 80 per-cent of the observable Universe in multiple ‘colours’. We employ our cosmological volume multi-line emission simulations tailored for IM based on Heneka et al. (2017), coupled with a fast evaluation module for thermal and instrumental noise, to derive mock observational maps and signal-to-noise response curves attainable for various instrumental setups.

The paper is organised as follows. In section 2 we briefly describe our modelling and simulations. In section 3 we present auto and cross-power spectra for 21 cm, Ly\(\alpha\) and H\(\alpha\) lines, followed by the presentation of fiducial mock observations in section 4. We continue with an exploration of signal-to-noise ratios attainable for different survey parameters, to deduce optimal survey design for multi-line intensity mapping surveys in section 5. We present main findings in our cookbook for multi-line IM in section 6, to finish with outlook and conclusions in section 7.

2 MULTI-LINE IM MODELLING

Our model for the intensity mapping signal of multiple lines and underlying reionization of the IGM is based on the semi-numerical simulation of the progress of reionization and the corresponding 21 cm signal with 21 cm FAST and its parent code DexM that includes a halo finder (Mesinger & Furlanetto 2007), coupled with the semi-numerical simulation of galactic, diffuse IGM and scattered IGM emission of a given line consistently evolved alongside. We here summarise the main characteristics of the simulation. For detailed descriptions of the model we refer to (Heneka et al. 2017).

The simulations employed in this work have a box size of 200 Mpc and are computed on a 300\(^3\) grid, sufficiently large and resolved to capture proposed multi-line IM survey sizes and accurately model the progress of reionization. Significantly larger box sizes are feasible though, due to the fast computational speed of simulation and mock creation for multiple lines in this framework (less than a few CPU hours for simulating the full multi-line IM evolution during reionization). With density, velocity, ionization and gas kinetic temperature fields, the fluctuations in 21 cm brightness temperature offset \(\delta T_\text{b}\) from the spin gas temperature \(T_\text{g}\) from the cosmic microwave background (CMB) temperature \(T_\text{CMB}\) is derived. The simulation self-consistently computes the Lyman series radiation background, that determines how closely the spin temperature couples to the gas kinetic temperature through Wouthuysen-Field effect (Wouthuysen 1952; Field 1958). The simulations include inhomogeneous recombinations, photo-heating suppression in small halos, and inhomogeneous evolution of IGM temperature pre-reionization calibrated via X-ray emissivity of galaxies. The reionization model in this work reaches its midpoint of reionization at \(z \sim 8\) and its endpoint at \(z \sim 6\) (mean IGM neutral fraction \(\bar{x}_\text{HI} < 0.01\)).

For modelling the emission of further lines, here Ly\(\alpha\) and H\(\alpha\), we distinguish between galactic and IGM components. By galac-
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tic component we mean the contribution from within the virial radius of line-emitting galaxies themselves. The IGM component comprises a diffuse ionized IGM around galaxies where hydrogen recombines, as well as for the resonant Lyα line the background caused by X-ray/UV heating and down-scattering of Lyman-\(n\) photons. As galactic emission is closely related to the ionizing photon rate \(N_{\text{ion}}\) and therefore star formation, it can be connected to the star formation rate (SFR) of galaxies as \(N_{\text{ion}} \propto \text{SFR}\). For the Lyα line, dominant source of emission is hydrogen recombination, as well as collisional excitation. For both recombination and excitation, the Lyα luminosity is related to the ionizing photon rate as \(L_{\text{Lyα}} \propto f_{\text{esc}} (1 - f_{\text{rec}}) N_{\text{ion}}\), where the fraction \(f_{\text{Lyα}}\) of Lyα photons not absorbed by dust is taken as in Hayes et al. (2011) as a redshift-dependent parametrisation, while the escape fraction \(f_{\text{esc}}\) follows Razoumov & Sommer-Larsen (2010) to depend both on redshift and a given halo mass. We populate halos using a parametrised SFR-mass relation, which is matching the observed trend of an increasing SFR for smaller mass halos, almost constant for larger halo masses, while ensuring a reasonable reionization history. For Lyα this yields a luminosity function compatible with observations (Silva et al. 2013). To model the galactic contribution of H\(\alpha\) alongside, we make use of the relation between SFR and H\(\alpha\) luminosity from Kennicutt (1998).

Importantly, as Lyα is a resonant line, IGM attenuation due to its damping tail needs to be taken into account. We relate the intrinsic luminosity \(L_{\text{Lyα}}^{\text{gal}}\) assigned to halos of a given mass as described above to the observed luminosity via IGM optical depth \(\tau_{\text{Lyα}}\) as \(L_{\text{Lyα,obs}}^{\text{gal}} = L_{\text{Lyα}}^{\text{gal}} \exp(-\tau_{\text{Lyα}})\). The IGM optical depth is computed by tracing through the HI density and velocity fields of the 21cm simulation along a chosen line-of-sight (LOS) direction. When tracing the radiation from an emitting source surrounded by ionised medium this radiation is redshifted between the emission and the edge of neutral medium around, and therefore gets shifted from the line core in resonance to the line wings of lower optical depth on the way to the observer (Miralda-Escudé 1998). We briefly describe the calculation and formulae used to compute \(\tau_{\text{Lyα}}\) in Appendix A; see also Heneka et al. (2017) for a more detailed discussion of the effect of damping on the Lyα power spectrum. Furthermore, the galactic Ly\(\alpha\) emission itself is extended due to the spatial and frequency diffusion of Lyα photons when scattering off neutral hydrogen resonantly. These diffuse Ly\(\alpha\) halos are an interesting signal to characterise the CGM. As shown in the CDIM Science Report (Cooray et al. 2019a, chapter 2.4.1), using Lyα radiative transfer calculations, it is possible for a CDIM-type mission to detect a Ly\(\alpha\) halo signal and measure its brightness profile towards the end of reionisation when stacking images of galaxies detected in H\(\alpha\). We note that we ignore the presence of diffuse Ly\(\alpha\) halos for the galactic contribution to brightness in Ly\(\alpha\) in this study, while accounting for diffuse and scattered IGM emission as described below.

What we call diffuse IGM emission stems from ionising radiation that escapes the halos of ionising sources like line-emitting galaxies and ionizes the neutral medium around. For example Ly\(\alpha\) radiation is re-emitted through recombinations after neutral hydrogen has been ionized. The number density of recombinations \(n_{\text{rec}}\) in the diffuse IGM is proportional to the comoving free electron density \(n_{\text{e}}\) and the comoving number density of ionized hydrogen \(n_{\text{HII}}\). \(n_{\text{rec}} = \alpha n_{\text{e}} n_{\text{HII}}\). The recombination coefficient \(\alpha\) depends on the kinetic gas temperature. The number density of recombinations is in turn directly proportional to the line luminosity density due to recombinations \(f_{\text{rec}}^{\text{IGM}} = f_{\text{esc}} n_{\text{rec}} E_{\text{line}}\), that we translate to surface brightness for mock observational intensity maps. Diffuse IGM emission due to ionized hydrogen recombining in different line channels is set by the fraction of line photons emitted per hydrogen recombination \(f_{\text{rec}}\) for a line with rest-frame energy \(E_{\text{line}}\). For the Ly\(\alpha\)-line we set \(f_{\text{rec}} \approx 0.66\), and for H\(\alpha\) we insert \(f_{\text{rec}} \approx 0.5\), at respective rest-frame energies of \(E_{\text{Lyα}} = 1.653 \times 10^{-11}\text{erg}\) and \(E_{\text{Hα}} = 3.028 \times 10^{-12}\text{erg}\) (1 erg = 10\(^{-7}\) Joule). Due to the ratio between \(f_{\text{rec}}E_{\text{line}}\) for Ly\(\alpha\) to H\(\alpha\) of ~ 7.4, the diffuse IGM emission of H\(\alpha\) is small as compared to Ly\(\alpha\) emission in the IGM. We find a mean surface brightness \(\nu L_{\nu}\) of diffuse IGM emission at \(z = 7\) (\(z = 10\)) in Ly\(\alpha\) of ~ 2.9 \times 10\(^{-9}\) (2.5 \times 10\(^{-11}\)) erg s\(^{-1}\) cm\(^{-2}\) sr\(^{-1}\) as compared to ~ 4.1 \times 10\(^{-10}\) (3.5 \times 10\(^{-12}\)) erg s\(^{-1}\) cm\(^{-2}\) sr\(^{-1}\) in H\(\alpha\). For a comparison of the full power spectra we refer to Appendix B.

In the case of the resonant Ly\(\alpha\) line, also a scattered ionized IGM radiation background exists that extends to the neutral or partially ionized IGM. The main contributors are X-ray excitation of neutral hydrogen and direct stellar emission in the UV between the Ly\(\alpha\) frequency and the Lyman-limit, redshifting into Lyman-n resonance. Our simulations take into account hard X-ray sources exciting the IGM as well as emission due to stellar emissivity in the UV, estimated by summing over Lyman resonances.

In Figure 1 we show simulation boxes at redshift \(z \sim 10\) (top row) and \(z \sim 7\) (bottom row), with mean IGM neutral fraction \(\bar{x}_{\text{HI}} = 0.87\) and \(\bar{x}_{\text{HI}} = 0.27\), respectively, from left to right of the density field, the 21cm brightness offset temperature, the total emission in Ly\(\alpha\) and total emission in H\(\alpha\). In this model, reionization concludes at around \(z \sim 6\). The progress of reionization in 21cm (expansion of 21cm-dark ionised regions) and the complementary increase and expansion of line emission tracing ionized regions as Ly\(\alpha\) is clearly visible towards lower redshifts and approaching the end of reionization.

3 MULTI-LINE IM AUTO AND CROSS-POWER

After simulation of the line emission of interest and the creation of brightness intensity maps, the fluctuations \(\delta_{\text{L}}\) in the intensity field \(I_{\nu}(x,z)\) at observed frequency \(\nu\) are derived for each voxel \(x\) at a given redshift \(z\). In Fourier space, the dimensionless, spherically averaged, power spectrum is then defined as \(\Delta_{\text{L}}(k) = k^3/(2\pi^2\nu)\langle|\delta_{\text{L}}|^2\rangle_k\), and the corresponding dimensional power spectrum is given by \(\Delta_{\text{L}}(k) = \bar{P}_{\text{L}}\Delta_{\text{L}}(k)\), for volume-averaged intensity \(\bar{I}_{\nu}(z)\). Similarly, between two line fluctuations \(\delta_{\text{L}}\) and \(\delta_{\text{I}}\), we calculate the dimensionless cross-power spectrum as \(\Delta_{\text{L-I}}(k) = k^3/(2\pi^2\nu)\langle\delta_{\text{L}}\delta_{\text{I}}\rangle_k\), with corresponding dimensional cross-power spectrum \(\Delta_{\text{L-I}}^2(k) = \bar{P}_{\text{L-I}}\Delta_{\text{L-I}}(k)\).

To judge the ability to measure both line autopower and cross-power spectra, we calculate their variance based on cosmic variance and the respective multi-line IM instrumental noise power spectrum. For a given mode \((\mu, k)\) the variance of intensity mapping autopower spectra for line \(I\) reads

\[
\sigma_{L}^2(k, \mu) = P_{L}(k, \mu) + P_{N,I}(k, \mu) ,
\]

with sample variance \(P_{L} = \langle|\delta_{L}|^2\rangle\) and instrument-specific noise power spectrum \(P_{N,I}\). The variance estimate of the intensity mapping cross-power spectrum for line \(I\) and \(J\) reads (c.g. Furlanetto & Lidz 2007; Lidz et al. 2008))

\[
\sigma_{L,J}^2(k, \mu) = \frac{1}{2} \left[ P_{L,J}(k, \mu) + \sigma_{I}(k, \mu) \sigma_{J}(k, \mu) \right].
\]

The total variance \(\sigma(k)\) for the full spherically averaged autopower and cross-power spectrum is the binned sum of the variance \(\sigma_{I}(k, \mu)\) and \(\sigma_{J}(k, \mu)\), respectively, over all angles \(\mu\) (all modes \(k^2 = k_{\parallel}^2 + k_{\perp}^2\))
where the noise power spectrum is modelled as a thermal white-noise spectrum and a window instrumental noise power spectra. For parallel modes \(k_\parallel = \mu k\) along the LOS and transverse modes \(k_\perp = (1 - \mu^2)^{1/2}k\) the window function reads (Lidz et al. 2011)

\[
W_1(k, \mu) = e^{(k_\parallel/k_\parallel_{\text{res}})^2+(k_\perp/k_\perp_{\text{res}})^2}.
\]

The ability of an instrument to resolve a certain region in mode-space (and thus measure fluctuations) crucially depends on the spectral and spatial instrumental resolution in parallel and transverse modes, \(k_\parallel_{\text{res}}\) and \(k_\perp_{\text{res}}\). For survey sensitivity studies it is thus important to note that

\[
k_\parallel_{\text{res}} \propto R
\]

\[
k_\perp_{\text{res}} \propto x_{\text{pix}} \left(\frac{1}{\theta_{\text{min}}/x_{\text{pix}}}\right),
\]

where \(R\) is the spectral resolution and \(x_{\text{pix}}\) are the spatial pixel size (angular beam size). Note that both \(x_{\text{pix}}\) and \(R\) enter the multi-line IM noise power spectrum as well via \(V_{\text{vox}} = A_{\text{pix}}x_{\text{pix}}\) with pixel area \(A_{\text{pix}}\) and comoving pixel depth \(r_{\text{pix}} = \chi(R)\). In section 5 we will show how the detectability of autopower and cross-power intensity mapping spectra depends on the survey-specific sensitivity given by the thermal noise variance \(\sigma_N^2\), the spectral resolution \(R\) and the spatial pixel size \(x_{\text{pix}}\) for the example of Ly\(\alpha\) and 21cm intensity mapping.

Our fiducial mission for Ly\(\alpha\) and H\(\alpha\) intensity mapping follows the expected design of the Cosmic Dawn Intensity Mapper as presented in the CDIM Science Report (Cooray et al. 2019a, CDIM). We assume a frequency resolution of \(R = 300\), a current best estimate for the instrumental line sensitivity for the planned medium-sized survey of \(\sigma_N = 1.48 \times 10^{-19}\) erg \(\text{s}^{-1}\text{cm}^{-2}\text{Hz}^{-1}\text{sr}^{-1}\) \((1.26 \times 10^{-19}\) erg \(\text{s}^{-1}\text{cm}^{-2}\text{Hz}^{-1}\text{sr}^{-1}\) for Ly\(\alpha\), and \(8.0 \times 10^{-19}\) erg \(\text{s}^{-1}\text{cm}^{-2}\text{Hz}^{-1}\text{sr}^{-1}\) \((1.1 \times 10^{-18}\) erg \(\text{s}^{-1}\text{cm}^{-2}\text{Hz}^{-1}\text{sr}^{-1}\) for H\(\alpha\), at redshift \(z = 7\) (redshift \(z = 10\) for mirror size \(D_{\text{ap}} = 0.83\text{ m}\) and pixel size of \(x_{\text{pix}} = 1''\), as well as a survey area of \(\sim 31\text{ deg}^2\) for the CDIM medium-size survey over the wavelength range 0.8–9 microns. In section 5 we also compare the CDIM-type setup to an all-sky SPHEREx-type survey, with an aperture of 20 cm, pixel size of \(x_{\text{pix}} = 6.2''\) and with wavelength range 0.75–5 microns at spectral resolution \(R = 41\). Foreground residuals due to lower-redshift interloping line emission, for example in the case of Ly\(\alpha\) interloping H\(\alpha\), OH, O\(\text{III}\) lines, can be projected down to levels far below (factor 10–100) the expected multi-line IM signals by low-level mitigation strategies, such as high flux mapping (see Gong et al. (2017); Cooray et al. (2019b)).

As the target sensitivity \(\sigma_N\) is directly driven by the respective science requirements and is itself dependent on a range of instrumental and survey parameters, we use it as an effective parameter in this study. We nevertheless would like to discuss some main dependencies here. Important parameters are the mirror or aperture size \(D_{\text{ap}}\) and the pitch \(p_{\text{pix}}\) of a detector pixel that determine the angle subtended by detector elements, or spatial pixel size to be \(\sigma_{\text{pix}}/D_{\text{ap}}\). Besides spatial resolution attainable, this affects for example the photocurrent from the sky background. Here larger aperture (pitch) results in smaller (larger) flux uncertainty. The total photocurrent that enters the rms noise of the detector consists besides dark current of the telescope background \(i_{\text{inst}}\) and the sky background \(i_{\text{sky}}\) terms. For example at low temperatures the CDIM detector is operating at \((\sim 35\text{ K})\), the background is dominated by scattered solar and thermal zodiacal light, that can be modelled as

---

**Figure 1.** Maps of 200 Mpc box length, from left to right, of the density field, the 21cm brightness temperature, Ly\(\alpha\) emission and H\(\alpha\) emission, at \(z = 10\) and \(z_{\text{HI}} = 0.87\) (top row), \(z = 7\) and \(z_{\text{HII}} = 0.27\) (bottom row), for our multi-line IM simulations as described in section 2.
Figure 2. Autopower (top panels of each column, blue at \(z = 7\), cyan at \(z = 10\)) and cross-power spectra (red at \(z = 7\), orange at \(z = 10\)) for 21cm, Ly\(\alpha\) and H\(\alpha\) lines; error-bars are shown at 1\(\sigma\) level for the CDIM medium survey and SKA1-Low instrument specifics (as described in section 3). The dashed lines for 21cm x Ly\(\alpha\) and 21cm x H\(\alpha\) panels indicate negative correlation. The light blue shaded region for 21cm is lost due to foregrounds, as are modes contained in the so-called foreground wedge.

black body spectra. In the case of CDIM this is mitigated with a high number of redundant visits of the same fields. The actual photocurrent is then proportional to these background levels modulo subtended angles and optical, detector and filter efficiencies. Lastly, besides with total photocurrent and sky background, the rms detector noise is inversely proportional to the integration time on-sky \(t_{\text{int}}\) and scales with detector read noise \(dQ\) (which in turn depends on detector sampling and integration times via \(dQ \propto \sqrt{T_{\text{samp}}/t_{\text{int}}}\)).

As fiducial 21cm observations we assume an SKA1-Low instrument setup with 1000h on-sky integration, for 6 hours per night tracked scan during 167 days per year. The thermal noise depends on the characteristics of the radio interferometer, where we use SKA1-Low characteristics as detailed in the SKA1 System Baseline Design document. The sky temperature is assumed to scale as \(T_{\text{sky}} = 60(\lambda^{2.5} \text{mK})\) with wavelength \(\lambda\), and the system temperature to follow the relation \(T_{\text{rec}} = 1.1T_{\text{sky}} + 40\text{mK}\). For comparison in section 5 we briefly explore a fiducial HERA instrumental setup with antennae distributed on a hexagonal grid and 1000h integration in drift mode (DeBoer et al. 2016).

In our default foreground treatment the modes in an extended (by 0.1 hMpc\(^{-1}\) in \(k_{\parallel}\)) foreground wedge are discarded, which corresponds to the moderate ‘mod’ foreground option in the publicly available 21cmSense code (Pober et al. 2013; Pober et al. 2014). In section 5 we test for comparison the optimistic ‘opt’ foreground option provided in 21cmSense, where only modes inside the primary field of view (of the 21cm experiment) are excluded to thus enlarge the detectable EoR window in 21cm. Also, a horizontal portion of the foreground wedge due to spectrally smooth foregrounds is predicted to swamp modes at low \(k_{\parallel}\) (e.g. below \(k_{\parallel} \sim 0.06\text{Mpc}^{-1}\), see Dillon et al. (2014)). Note though, that our two foreground scenarios, ‘mod’ and ‘opt’ bracket the impact of such a cut in low \(k_{\parallel}\) modes, as in the moderate scenario the entire wedge is shifted upward in \(k_{\parallel}\) such that for example at \(k_{\parallel} \sim 0.01\text{Mpc}^{-1}\) automatically \(k_{\parallel}\) modes below \(0.1\text{Mpc}^{-1}\) are discarded, while the ‘opt’ scenario includes a relatively low cut in \(k_{\parallel}\) for our k-range of interest.

Figure 2 showcases as a triangular plot 21cm, Ly\(\alpha\), and H\(\alpha\) autopower (blue and cyan) and cross-power spectra (red and orange) derived from our simulations (described in section 2). The error-
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bars are plotted at the 1σ level and follow Eq. (1) and Eq. (2), to include cosmic variance as well as thermal and instrumental noise. We plot the projected power spectra, where the modes 'lost' due to limited spectral and spatial resolution are projected out. Besides the high signal-to-noise measurement of the 21cm autopower spectrum during reionization in reach for the SKA, a multi-line intensity mapping mission similar to CDIM is able to provide us with complementary high signal-to-noise measurements of emission line autopower spectra and cross-power spectra, in this case for Lyα and Hα lines up to the early stages of reionization. Both the cross-correlation of Lyα and Hα emission with the 21cm signal is detectable over more than one order in scale \( k \) up to redshifts of \( z \approx 10 \). The characteristic negative correlation and shape change from late stages of reionization towards its midpoint, tracing the expansion of ionized regions, reaching positive correlation at large scales during early stages of reionization, turning over to negative at smaller, typically already ionized, scales. The possible high signal-to-noise measurement, picking up the total line emission fluctuations present for a line, as well as the complementarity to the 21cm measurement and characteristic evolution of the cross-signal during reionization makes multi-line IM a valuable tool to increase information gain on emission sources and strength during the EoR, while serving as an important cross-check for the cosmological nature of the 21cm signal.

4 SPECTRAL LINE IM MOCK OBSERVATIONS

For the creation of emission line IM mock observations displayed here, we assume a CDIM-like IM mission. The associated noise is calculated for instrument specifics as described in the previous section. The noise estimate includes thermal as well as instrumental noise following Eq. (3). We generate the mock IM maps by randomly sampling the above mentioned noise power in Fourier space, and adding it to the simulated signal. Specifically for Lyα IM we show in Figure 3 the simulated signal at \( z \approx 8 \) at the midpoint of reionization (left panel), including the noise model for CDIM (middle panel) and projecting the mock observation for a redshift binning as expected for CDIM-like spectral resolution (right panel). Note that the field of view extends beyond the depicted box length of 200 Mpc. Also, foreground contamination is neglected here; we expect though foreground residuals due to lower-redshift interloping line emission to be projectable far below the expected Lyα signal. As can be clearly seen in the right panel, such a multi-line IM mission is able to map the large-scale structure (LSS) in Lyα emission both picking up the more confined galactic emission as well as more diffuse emission, especially for lower density regions of the LSS. In Appendix B we show the theoretical power spectra of the galactic and IGM contributions to Lyα emission for reference.

5 EXPLORATION OF SURVEY PARAMETERS

Large-scale three-dimensional (tomographic) intensity maps of reionization and the cosmic dawn as traced by emission lines are key to constrain the process of reionization and properties of sources that dominate the ionising photon budget. This can be translated to the ability to provide high signal-to-noise measurements of line fluctuation power spectra in fine redshift intervals. In the following we investigate signal-to-noise ratios attainable for both emission line autopower, and cross-power spectra with 21cm, measurable by a wide-field intensity mapping mission. We vary critical instrument specifics in order to identify optimal design routes for synergies of multi-line IM with 21cm IM.

Parameter dependency of cumulative S/N

From our multi-line IM simulations as described in section 2 auto-power and cross-power spectra are extracted and noise is estimated as outlined in the previous sections. We vary instrument line sensitivity \( \sigma_{\text{L}} \), frequency resolution \( R \) and detector pixel size \( x_{\text{pix}} \) as the parameters our multi-line IM noise power spectrum estimate, see Eqs. (3) and (5), is sensitive to. In addition, for a discussion of best choice for minimising the error bars on the power spectra of interest, we compare in Appendix C the sample variance and the noise power spectrum for our two fiducial mission types, CDIM and SPHEREx, that we perturb around.

In Figure 4 we explore at \( z \approx 8 \) (roughly the midpoint of reionization in our model) the signal-to-noise ratio (S/N) of both the Lyα auto spectrum (blue upper lines) and the 21cm-Lyα cross-power

\[
\bar{x}_{\text{HI}} \pm \sigma_{\text{HI}}
\]

Figure 3. Left: Predicted Lyα signal at \( z \approx 8 \) around the midpoint of reionization with mean IGM neutral fraction \( x_{\text{HI}} = 0.5 \); Middle: including the thermal noise model as well as instrumental noise due to limited spatial and spectral resolution for a CDIM-like mission, but per simulation slice in frequency; Right: projection including thermal and instrumental noise that matches the frequency resolution of a CDIM-like mission (spectral resolution \( R=300 \) meaning a slicing of \( \approx 15 \) Mpc width at \( z = 8 \)). The signal neglects foreground contamination in the Lyα survey.
Figure 4. Cumulative S/N at \( z = 8 \) during the EoR for 21cm-Ly\( \alpha \) cross-spectra (cyan) and Ly\( \alpha \) auto power (blue) as a function of spectral resolution (top left), line sensitivity (right panels), and pixel size (bottom left). Drawn lines leave the respective non-varied survey parameters fixed to a CDIM-type medium survey set-up (in particular left), line sensitivity (right panels), and pixel size (bottom left). For the cross spectra in cyan we assumed moderate ‘mod’ foreground treatment of the 21cm signal to discard an extended foreground wedge region, except for the orange broken off lines in the right panels that illustrate the effect of assuming a more optimistic ‘opt’ 21cm foreground treatment where only modes within the primary field of view of the instrument, SKA1-Low or HERA (bottom right), are discarded, see Pober et al. (2014). For foreground wedges region, except for the orange broken off lines in the right panels that illustrate the effect of assuming a more optimistic ‘opt’ 21cm foreground treatment where only modes within the primary field of view of the instrument, SKA1-Low or HERA (bottom right), are discarded, see Pober et al. (2014). 

Here, it can be seen, that for the optimal experiment aiming at high-redshift cross-power spectra a spectral resolution of \( R > 100 \) is advantageous for a cumulative S/N>10 per redshift bin (see the cyan line in the top left panel). Furthermore, the cumulative S/N for the Ly\( \alpha \) autopower sees a rather steep increase from S/N \( \sim 10 \) up to S/N > 100 per tomographic redshift bin for line sensitivities up to \( \sigma_N \sim 10^{-19} \) erg s\(^{-1}\)cm\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\), while the S/N for the cross-power spectrum with 21cm (SKA1-Low) rises more moderately from S/N \( \sim \) 10 to 100 (see both blue and cyan drawn lines in the top right panel). At the same time >10 S/N Ly\( \alpha \) autopower and 21cm cross-power measurements could already be feasible for lower spectral resolution probes like the approved SPHEREx mission (Doré et al. 2014) if sufficient sensitivities of \( \sigma_N \sim 10^{-18} \) erg s\(^{-1}\)cm\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\) are reached (see the dashed lines in the top right panel). Note that a sensitivity of \( \sigma_N \sim 10^{-18} \) erg s\(^{-1}\)cm\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\) (conservatively) assumes the minimum science requirement of the SPHEREx all-sky survey. For comparison, for Ly\( \alpha \) at \( z = 8 \) the current best estimate is located at \( \sigma_N \sim 8 \times 10^{-20} \) erg s\(^{-1}\)cm\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\) (dotted lines labelled ‘SPHEREx’); we also display an estimate for optimised sensitivity in reach for a CDIM-type mission at \( \sigma_N \sim 1.5 \times 10^{-20} \) erg s\(^{-1}\)cm\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\) (dotted lines labelled ‘CDIM’). In Figure 4, right panels, we perturb around these \( \sigma_N \) values to cover the full range of possible \( \sigma_N \). Here we assumed for 21cm foreground treatment that modes in an extended foreground wedge are discarded in the moderate ‘mod’ scenario that also encompasses the presence of spectrally smooth foregrounds in our k-range of interest. Note though that in this foreground scenario for sensitivities below \( \sigma_N \sim 10^{-18} \) erg s\(^{-1}\)cm\(^{-2}\)sr\(^{-1}\)Hz\(^{-1}\) a
SPHEREx-type survey will not reach S/N>1 at $z \approx 8$. If instead for comparison the 21cm signal can be modelled well into the wedge region (i.e. the EoR region expanded and foregrounds limited to the primary field of view of the 21cm experiment), both autopower and cross-power measurements are possible down to sensitivities of a few $\sigma_{\text{21cm}} \sim 10^{-17}\text{erg s}^{-1}\text{cm}^{-2}\text{sr}^{-1}\text{Hz}^{-1}$ (see the broken off orange drawn and dashed lines in the right panels, labelled ‘opt’). We find that the ‘opt’ foreground scenario improves the cumulative S/N up to a factor of $\sim 4$ across survey setups tested, especially towards low sensitivities. For comparison the bottom right panel shows the cumulative S/N of the cross-power with 21cm as a function of sensitivity for a HERA-like setup for both CDIM-type and SPHEREx-type missions, as well as ‘mod’ (cyan) and ‘opt’ (orange) foreground treatments. It can be seen that already a cross-signal detection between HERA and SPHEREx is in reach in the case of optimal ‘opt’ foreground treatment that manages to restrict foregrounds mostly to the primary field of view of the 21cm instrument.

Concerning the detector pixel size, between $x_{\text{pix}} \sim 1-8$ arcsec, the S/N-curve for the cross-power spectrum of Lyα as a representative line for multi-line IM and 21cm is relatively flat, pointing towards a relatively mild requirement in terms of resolution in transverse modes $k_{\perp,\text{pix}}$. For the autopower in Lyα the S/N rises though to $>10^3$ per-redshift bin for pixel sizes of $\sim 1$ arcsec, which stresses the value of additional transverse resolution for intensity mapping line surveys on their own.

Similarly, we show in Figure 5 the cumulative S/N of both Hα autopower and cross-power spectra with 21cm, for CDIM-type (dashed lines) and SPHEREx-type (dashed lines) experiments. It is important to note though, that the wavelength range of SPHEREx extends only up to 5 microns and thus does not cover Hα for $z > 5$. While for Hα alone the S/N is decreased by a factor of 2-3 in the primary field of view of the 21cm instrument, both autopower and cross-power spectra with 21cm, for CDIM-type and SPHEREx-type setups (in particular $R = 300$ and $x_{\text{pix}} = 1''$), while the dashed lines assume spectral resolution and pixel size as for SPHEREx. Note though, that as SPHEREx covers wavelengths up to 5 microns it does not have the range for Hα at $z > 5$. For the cross spectra in cyan we assume ‘moderate’ foreground treatment of the 21cm signal to discard the foreground wedge region. Note as well, that for Hα the dependency of the cumulative S/N on spectral resolution and pixel size is less pronounced than for Lyα at roughly the same order of magnitude in S/N.

Our fiducial setup of a CDIM-type experiments at high sensitivities $\sigma_{\text{21cm}}$, at lower line sensitivities the S/N remains higher. Also at lower sensitivities the cross-power with 21cm displays higher S/N as compared to Lyα. We note, that the S/N for Hα auto and cross signals is only mildly dependent on the spectral resolution and pixel sizes probed in this study, with S/N values of similar magnitude as observed for Lyα. In addition we note that in the presence of foregrounds and limited instrumental resolution as investigated here, survey areas starting from a CDIM-like deep, medium, or wide setup ($\sim 15, 31, 100 \text{deg}^2$) do not significantly impact the cumulative signal-to-noise attainable, at least for scales $k$ larger than a few 0.01 Mpc$^{-1}$ investigated here.

**Requirements and k-space overlap**

We finish by stressing, that on their own, multi-line IM surveys reach signal-to-noise values for tomographic imaging finely spaced in redshift far into the epoch of reionization for moderate spectral resolution of O(100), moderate transverse resolution and sensitivities of $10^{-18}$ to $10^{-19}\text{erg s}^{-1}\text{cm}^{-2}\text{sr}^{-1}\text{Hz}^{-1}$. To optimally exploit synergies with the 21cm signal to map out the process of reionization and learn about source properties, a spectral resolution $R > 100$ is advantageous. This is due to the window where measurable transverse and parallel modes overlap for the 21cm signal versus multi-line IM. This becomes obvious in Figure 6, where the 2D cylindrically-averaged power spectrum for Lyα at $z \sim 8$ is shown together with the wedge-cut for 21cm foregrounds and horizontal limits in parallel modes induced by the spectral resolution.

![Figure 5](image1.png)

**Figure 5.** Cumulative signal-to-noise at $z \sim 8$ during the EoR for 21cm-Hα cross spectra with SKA1-Low (cyan) and Hα auto power spectra (blue) as a function of line sensitivity. Drawn lines leave the respective non-varied survey parameters fixed to a CDIM-type medium survey size set-up (in particular $R = 300$ and $x_{\text{pix}} = 1''$), while the dashed lines assume spectral resolution and pixel size as for SPHEREx. Note though, that as SPHEREx covers wavelengths up to 5 microns it does not have the range for Hα at $z > 5$. For the cross spectra in cyan we assume ‘moderate’ foreground treatment of the 21cm signal to discard the foreground wedge region. Note as well, that for Hα the dependency of the cumulative S/N on spectral resolution and pixel size is less pronounced than for Lyα at roughly the same order of magnitude in S/N.
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**Figure 6.** Lyα 2D power spectrum $\Delta^2 (k_{\perp}, k_{\parallel})$ at $z = 8$, color-coded in units of $[\text{erg s}^{-1}\text{cm}^{-2}\text{sr}^{-1}\text{Hz}^{-1}]^2$. The shaded area (lower right) is the 21cm wedge; the shaded area below the orange dashed line labeled ‘opt’ corresponds to a optimistic 21cm foreground scenario where the wedge is restricted to the primary beam FWHM, whereas the shaded area below the blue dashed line labeled ‘mod’ corresponds to a moderate 21cm foreground scenario where the wedge is more extended. Horizontal lines correspond to resolution limits that restrict measurements to the area below; note that the horizontal lines is chosen to maximise the S/N noise of the cross-signal, leading to slight deviations from the native resolution translated into $k_{\parallel}$. ‘Overlap’ shows exemplary where the region accessible jointly for 21cm and Lyα measurements is located, left of the wedge region and below the horizontal resolution line.
The ‘wedge’ of cross-detection is confined to the area below the horizontal limits outside the 21cm-wedge, and becomes significantly narrowed down for values below $R \sim 100$.

6 COOKBOOK FOR SUCCESSFUL MULTI-LINE IM

We briefly summarise our main findings and recommendations for optimal synergies in multi-line IM, based on our study of Ly$\alpha$, H$\alpha$ and 21cm autopower and cross-power spectra and derived sensitivities in the previous sections. Our analysis for successful multi-line IM finds:

- High S/N measurements of $O(10^3)$ per z-bin over several orders in scale throughout the EoR are in reach for our fiducial mission setups, pushing EoR observations to higher redshifts of $z \sim 8 - 10$ than for example accessible to LAE surveys;
- For IM autopower, spectral resolutions of just $R \sim O(10)$, line sensitivities above $\sim 10^{-18}$ erg s$^{-1}$ cm$^{-2}$ sr$^{-1}$ Hz$^{-1}$ and spatial pixel sizes below $\sim 10$ arcsec are sufficient for high ($>100$) S/N measurements at redshifts above $7$;
- To reach a plateau of S/N$>1000$ per z-bin in IM autopower only moderately increased requirements of $R \sim 250$, sensitivity $\sim 8 \times 10^{-18}$ erg s$^{-1}$ cm$^{-2}$ sr$^{-1}$ Hz$^{-1}$ and pixel sizes $<2$ arcsec are needed;
- Due to the milder S/N dependency on instrument characteristics for H$\alpha$ as opposed to Ly$\alpha$, requirements are driven by Ly$\alpha$ IM;
- For better k-space overlap with 21cm experiments (due to large-scale modes lost to foregrounds), a spectral resolution of minimum $R \sim O(100)$ is key;
- Lower resolution missions such as SPHEREx already can provide sufficient S/N in the cross-signal if the 21cm EoR window can be pushed into the foreground wedge region, both for an SKA1-Low and HERA-type experiment;
- Survey areas larger than $\sim 15$ deg$^2$ for our fiducial IM mission did not significantly increase the derived cumulative S/N at scales investigated.

Missions designed in this flavor of multi-line IM will, with moderate requirements on e.g. the spectral resolution for a <1m-class instrument in space, be able to closely follow the progress of reionization, supply additional information on the sources that drive reionization, and serve as a valuable cross-check for the cosmological 21cm signal. As this analysis was based on assessing the detectability of autopower and cross-power spectra for optimised multi-line IM during the EoR, depending on question asked and model, other requirements might necessitate a different set of recommendations. For example when aiming for large-scale cosmological effects close to the horizon, increased survey sizes comes with increased information gain on the underlying density field and cosmology at these scales.

7 CONCLUSIONS AND OUTLOOK

In this work we have employed self-consistent simulations of 21cm, Ly$\alpha$ and H$\alpha$ intensity maps to explore optimal survey parameters for both a multi-line IM mission on its own and for synergies with measurements of the 21cm line during the epoch of reionization. To judge optimal information gain, we focused on the cumulative signal-to-noise per tomographic slice attainable for both autopower and cross-power statistics.

We find that for moderate requirements in terms of spectral resolution, line sensitivity and spatial pixel size, as well as for survey areas moderately-sized for intensity mapping wide-field missions, high signal-to-noise measurements per tomographic redshift bin and for a large range in redshift are able to cover the epoch of reionization. To maximise overlap in terms of accessible modes shared between IR multi-line IM missions and 21cm IM surveys as performed for example by SKA1-Low, for redshifts $z>7$ a spectral resolution of $R>100$ is advantageous. At the same time, while the 21cm foreground window restricts accessible shared modes, low-redshift interloping lines do not pose a problem for multi-line IM, as they can be largely projected out by low-level mitigation such as high flux masking.

Turning the ‘problem’ of missing overlap between IR and 21cm IM surveys due to foreground cuts into an asset, large scale modes lost to bright foregrounds in the so-called wedge for interferometric 21cm observations can partially be recovered when combining them with photometric and spectroscopic galaxy survey data, see also Modi et al. (2021). Equally important, more sophisticated active modelling of 21cm foregrounds well into the wedge-region can be crucial to increase overlap with low-resolution wide-field multi-line IM missions during the EoR. We have shown, that already the approved SPHEREx mission will be able to be cross-correlated with 21cm measurements for high S/N measurements in an optimistic foreground scenario.

High signal-to-noise tomographic intensity mappings of multiple lines throughout reionization herald a multitude of possibilities. Besides following the global process of reionization and growth of ionized regions directly via imaging as well as via cross-statistics as the 21cm – Ly$\alpha$ cross-correlation, global properties of ionising sources such as their typical escape fraction and fraction of galactic versus diffuse components in emission, their luminosity function, and typical gas properties can be derived from these maps. In upcoming studies we will strive to explore some of these synergies and measurable model properties such as the escape fraction of ionising radiation. Lastly, the cross-correlation of several lines, especially for high-redshift measurements, is less prone to systematics and foreground contamination, and therefore is one possible smoking-gun for the cosmological nature of the 21cm signal, as is the cross-correlation with e.g. Lyman-alpha emitting galaxies towards the later stages of reionization (Heneka & Mesinger 2020).
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APPENDIX A: Lyα DAMPING

To take into account the resonant nature of the Lyα line, we calculate the optical depth $\tau_{\text{Ly}\alpha}$ to correct the intrinsic galactic Lyα luminosity. When calculating $\tau_{\text{Ly}\alpha}$ we trace through the medium along the LOS to account for redshifting between emission and patches of neutral medium around. This means the emission can get shifted from the line core in resonance to the line wings of lower optical depth before reaching surrounding patches of neutral hydrogen. We sum the contributions of neutral patches along the LOS following the analytical result from Miralda-Escudé (1998), see also Mesinger & Furlanetto (2007),

$$\tau_{\text{Ly}\alpha} (z_{\text{obs}}) = \tau_i \sum \int \frac{\Omega_{\text{HI}}(z')}{\Omega_a} \frac{2.02 \times 10^{-8} \pi}{1+z'_{\text{obs}}} \left(1 \pm \frac{z_{\text{obs}}}{1+z_{\text{obs}}} \right)^{1.5} \left(1 \pm \frac{z_{\text{obs}}}{1+z_{\text{obs}}} \right) \times \left(1 + \frac{z_{\text{red}}}{1+z_{\text{obs}}} \right) - 1 \times \left(1 + \frac{z_{\text{red}}}{1+z_{\text{obs}}} \right), \quad (A1)$$

where each neutral patch extends from redshift $z_{\text{red}}$ to $z_{\text{red}} + \Delta z_{\text{red}}$, $\Delta z_{\text{red}}$ is the average IGM neutral hydrogen fraction, and $\tau_i$ is the optical depth at line resonance in neutral hydrogen under the assumption of a uniform gas distribution, which can be approximated at high redshifts by (Gunn & Peterson 1965; Barkana & Loeb 2001)

$$\tau_i \approx 6.45 \times 10^5 \left(\frac{\Omega_m}{0.3} \right) \left(\frac{\Omega_b}{0.03} \right)^{-0.5} \left(\frac{1+z_i}{10} \right)^{1.5}, \quad (A2)$$

with source redshift $z_{\text{red}}$, and present-day mass parameters of baryons $\Omega_b$ and of baryons $\Omega_b$.

The helper function $I(x)$ is defined as

$$I(x) = \frac{\Gamma(4.5)}{1-x} + \frac{9}{7} x^{3.5} + \frac{9}{5} x^{2.5} + 3x^{1.5} + 9x^{0.5} - 4.5 \ln \left(1 + x^{-0.5} \right). \quad (A3)$$

APPENDIX B: Lyα & Hα - POWER SPECTRA

In Figure B we depict the theoretical power spectra for Lyα and Hα as derived from our simulations for reference. Note that they represent the unprojected power spectra, not taking into account a specific observational setup. The components shown represent the total emission ‘tot’, the galactic contribution ‘gal’, the diffuse IGM contribution ‘dIGM’ and for Lyα in addition the scattered IGM contribution ‘sIGM’. Note for example that Hα emission is dominated by the galactic component, while for Lyα emission also the IGM contributions are significant.
APPENDIX C: COMPARISON OF ERROR TERMS

The relative importance of sample variance $P_I$ and noise power spectrum $P_N$ is an indicator for the best setup that minimises the error bars on the power spectra of interest. For intensity mapping we aim for $P_N \leq P_I$ for a large range in modes $k$ and redshift $z$. In Figure C1 we compare throughout reionisation the two error terms for the Ly$\alpha$ and H$\alpha$ auto power spectra for our two fiducial missions setups, CDIM-type and SPHEREx-type, that we perturb around in this study. The error terms plotted are defined as noise power term $\Delta^2 N = k^3/(2\pi^2 V)P_N$ and sample variance term $\Delta^2 s = k^3/(2\pi^2 V)P_I$ for line $I$. We first note that for a CDIM-type mission even at $z = 10$ the error terms stay sub-dominant as compared to the signal both for Ly$\alpha$ and H$\alpha$ measurements. For a SPHEREx-style measurement, H$\alpha$ would be well measurable at $z = 7$, but at higher redshifts and even for Ly$\alpha$ at $z = 7$ only a tentative detection is possible. Note though that the SPHEREx mission does not cover the wavelength range for H$\alpha$ measurements at $z > 5$. To assess if the mission setup minimises error bars, we compare if the noise power (dashed lines) is below and/or of similar magnitude as the sample variance (dotted lines), the so-called ‘Knox criterion’. For a CDIM-like survey (red dashed and dotted lines) the error bars are minimised throughout reionisation at scales $k \leq 1$ Mpc$^{-1}$ for both H$\alpha$ and Ly$\alpha$. For a SPHEREx-type mission the Knox criterion is fulfilled e.g. for Ly$\alpha$ at $k \leq 0.1$ Mpc$^{-1}$ and is not reached at higher redshifts (i.e. the error budget is dominated by noise power).
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Figure C1. Error budget in terms of cosmic variance and noise power at $z = 7$ (left panels) and $z = 10$ (right panels) during the EoR for two fiducial mission setups, a CDIM-type medium survey (red dashed and dotted lines) and a SPHEREx-type experiment (orange dashed and dotted lines). The blue (cyan) lines show the predicted power spectra at $z = 7$ ($z = 10$) for $H\alpha$ (top panel) and $Ly\alpha$ (bottom panels). The respective dashed lines represent the instrumental noise power $\Delta N$, whereas the dotted lines represent the sample variance contribution to the error budget. Where blue (cyan) lines are above dashed and dotted lines, the signal expected to be larger than the respective error budget terms. When the noise power (dashed lines) is below $\ell$ of similar magnitude as the sample variance (dotted lines), the error bars are minimised (the so-called ‘Knox criterion’). Note for example that for a CDIM-like survey (red) the error bars are minimised, even at $z = 10$, at scales $k \lesssim 1$ Mpc$^{-1}$ for both $H\alpha$ and $Ly\alpha$. 