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We numerically emulate noisy intermediate-scale quantum (NISQ) devices and determine the minimal hardware requirements for two-site hybrid quantum-classical dynamical mean-field theory (DMFT). We develop a circuit recompilation algorithm which significantly reduces the number of quantum gates of the DMFT algorithm and find that the quantum-classical algorithm converges if the two-qubit gate fidelities are larger than 99%. The converged results agree with the exact solution within 10%, and perfect agreement within noise-induced error margins can be obtained for two-qubit gate fidelities exceeding 99.9%. By comparison, the quantum-classical algorithm without circuit recompilation requires a two-qubit gate fidelity of at least 99.999% to achieve perfect agreement with the exact solution. We thus find quantum-classical DMFT calculations can be run on the next generation of NISQ devices if combined with the recompilation techniques developed in this work.

I. INTRODUCTION

Scalable, fault-tolerant quantum computers promise to solve problems that are intractable on classical computers such as the simulation of quantum systems\textsuperscript{[1]} or factorising composite integers\textsuperscript{[2]}. Ongoing efforts to build a quantum computer are currently in the noisy intermediate-scale quantum (NISQ) era, characterised by hardware with less than 100 qubits, large gate errors and no error correction\textsuperscript{[3]}. In general, NISQ devices are believed to be well suited to solving optimisation problems using hybrid quantum-classical algorithms\textsuperscript{[4–6]}. In these, a cost function is encoded into a quantum circuit with parameterised quantum logic gates, and a classical algorithm iteratively optimises these parameters to minimise or maximise the cost function. Variational quantum algorithms have been successfully applied to a number of problems on existing NISQ devices. For example, quantum chemistry calculations were carried out on superconducting\textsuperscript{[7–9]} and ionic\textsuperscript{[10]} NISQ devices, and nuclear structure calculations were performed on quantum processors accessed via cloud servers\textsuperscript{[11]}. The success of NISQ devices in solving small-scale electronic structure problems is substantiated by theoretical results showing that quantum computers can solve correlated electronic structure problems in polynomial time\textsuperscript{[12–14]}, e.g., via phase estimation algorithms\textsuperscript{[13]}. It is therefore natural to consider if other electronic structure methods could benefit from a quantum computational approach. For example, dynamical mean-field theory (DMFT)\textsuperscript{[14]} is a standard approach for simulating materials with strong electronic correlations, and proposals for hybrid quantum-classical DMFT algorithms have been put forward recently\textsuperscript{[15–18]}. However, to the best of our knowledge the precise hardware requirements for obtaining high-quality DMFT results on a quantum computer are not known.

Here we determine the hardware requirements of hybrid quantum-classical DMFT by numerically emulating NISQ devices via the Qiskit framework\textsuperscript{[19]}. Specifically, we consider the two-site DMFT scheme in\textsuperscript{[16]}, which forms a basic building block of a scalable and digital quantum computing approach to DMFT. Our noise modelling takes into account finite qubit lifetimes as well as gate and measurement errors. We find that the quantum-classical algorithm produces solutions that agree with the exact results within a few percent if the two-qubit gate fidelity exceeds 99.99%. Increasing the two-qubit gate fidelities beyond 99.999% allows one to achieve perfect agreement with the exact solution apart from noise-induced, residual errors. Furthermore, we show that these stringent error bounds can be substantially relaxed by applying recent results in quantum circuit recompilation\textsuperscript{[20–22]}, to significantly reduce the number of gates in the quantum DMFT circuit. In this way we find that two-qubit gate fidelities exceeding 99% or 99.9% are sufficient for quantum-classical DMFT calculations with 10% error or perfect agreement to the exact results respectively. It follows that these calculations could therefore be run on next-generation NISQ devices.

This paper is organised as follows. In Sec.\textsuperscript{[II]} we introduce our model for running hybrid quantum-classical DMFT algorithms on NISQ devices. Our results for the minimal hardware requirements of two-site DMFT are presented in Sec.\textsuperscript{[III]}\textsuperscript{A}. We first consider the hardware requirements of the full scheme in Sec.\textsuperscript{[III]}\textsuperscript{A} and then show how techniques for reducing the circuit depth can dramatically reduce these requirements in Sec.\textsuperscript{[III]}\textsuperscript{B}. In Sec.\textsuperscript{[IV]} we review our findings and look at the possible future of running hybrid quantum-classical DMFT on NISQ hardware.

II. MODEL

In this section we present the model for determining the minimal hardware requirements of hybrid quantum-classical DMFT. For this we give a very brief introduction to Hamiltonian-based DMFT in Sec.\textsuperscript{[II]}\textsuperscript{A}. In Sec.\textsuperscript{[II]}\textsuperscript{B} we explain the individual steps that make up
hybrid quantum-classical DMFT and describe the required quantum circuits. Finally, in Sec. IT we detail the construction of the noise model used to simulate errors like those seen in real quantum hardware.

A. SIAM Hamiltonian

Strongly correlated materials in thermodynamic equilibrium are often described by the Fermi-Hubbard model [23]. In this model, electrons can hop between adjacent lattice sites with amplitude $t$, and lattice sites occupied by a pair of electrons experience an energy penalty $U$.

DMFT translates the many-body problem of the Hubbard model to a single-site impurity model. This reformulation is desirable because the problem then becomes amenable to various impurity solvers [24–27]. To do this mapping, the interactions between the impurity and the surrounding fermions are represented as a time-varying mean-field, which the impurity site can exchange electrons with. The purpose of DMFT is to self-consistently determine a mean field such that the retarded impurity Green’s function is equal to the local retarded lattice Green’s function,

$$G_{\text{imp}}^R(\omega) = G_{\text{latt},jj}^R(\omega).$$

(1)

This mapping from a lattice model to an impurity model is exact in the limit where the number of spatial dimensions goes to infinity [28]. Here we consider the Fermi-Hubbard model embedded in an infinite dimensional Bethe lattice [14], as has been done previously for hybrid quantum DMFT [19,13]. To account for a lattice model with infinite coordination number $z \to \infty$, the Hubbard hopping amplitude $t$ needs to scale as $t \sim t^* / \sqrt{z}$ to avoid a diverging kinetic energy per lattice site. This defines a new constant, $t^*$, which is the Hubbard hopping amplitude in infinite dimensions.

In Hamiltonian-based DMFT, the mean-field is parametrised by a set of non-interacting bath sites, as shown in Fig. 1a. This formulation of the impurity model is particularly conducive to being solved using a quantum computer, as for a given Hamiltonian $\hat{H}$, it requires evaluating the time evolution operator $U(\tau) = \exp(-i\hat{H}\tau/h)$, which is known to be exponentially faster on a quantum computer [1].

The self-consistency condition in Eq. (1) can only be satisfied exactly for an infinite number of bath sites. Here we consider the minimal implementation of Hamiltonian-based DMFT which involves just two sites - one for the impurity and another to approximate the mean field, see Fig. 1b. This model is known as two-site DMFT [29], and provides an approximate yet qualitatively correct description of strongly correlated phenomena in the Hubbard model. The system is now described by the SIAM Hamiltonian

$$\hat{H}_{\text{SIAM}} = U \hat{n}_{1\uparrow} \hat{n}_{1\downarrow} - \mu \sum_\sigma \hat{n}_{1\sigma} + \sum_\sigma \epsilon_c \hat{c}_{1\sigma}^\dagger \hat{c}_{1\sigma} + \sum_\sigma V(\hat{c}_{1\uparrow}^\dagger \hat{c}_{2\sigma} + \text{H.c.}),$$

(2)

where $\hat{c}_{j,\sigma}^\dagger$ ($\hat{c}_{j,\sigma}$) is the fermionic creation (annihilation) operator, $\hat{n}_{j,\sigma} = \hat{c}_{j,\sigma}^\dagger \hat{c}_{j,\sigma}$ is the number operator acting on site $j$ with spin component $\sigma \in \{\uparrow, \downarrow\}$, $U$ is the same on-site interaction as in our original lattice model and $\mu$ is the impurity chemical potential.

In general, the bath site energy $\epsilon_c$ and the hybridization between the two sites $V$ need to be determined such that the self-consistency condition in Eq. (1) is approximately satisfied. In the following we focus on the half-filled case, which exhibits interesting effects such as the metal-insulator transition [30] and maximal antiferromagnetic spin correlations [31]. In this case, $\mu = U/2$ and $\epsilon_c = 0$, such that Eq. (2) reduces to

$$\hat{H}_{\text{SIAM}} = U \hat{n}_{1\uparrow} \hat{n}_{1\downarrow} - \frac{U}{2} \sum_\sigma \hat{n}_{1\sigma} + \sum_\sigma V(\hat{c}_{1\uparrow}^\dagger \hat{c}_{2\sigma} + \text{H.c.}).$$

(3)

The hybridization parameter $V$ in Eq. (3) is now the only free parameter that needs to be determined for a given $U$ such that Eq. (1) is approximately fulfilled. This self-consistency condition is shown to be equivalent to satisfying [29]

$$V^2 = Z t^*^2,$$

(4)

where $Z$ is the quasiparticle weight, which physically represents both the sign and magnitude of interactions in a Fermi liquid [32].

Determining $V$ can be achieved via an iterative procedure incorporating a quantum processor and classical feedback loop, which we describe in the next Sec. IT.
Next we show how the impurity Green’s function can be measured using a quantum computer as required in step 3. To do this, we first map the impurity model onto a qubit system. Applying a Jordan-Wigner transformation to Eq. (3), we obtain

\[ \hat{H}_{\text{SIAM}} = \frac{U}{4}(\hat{\sigma}_1^x \hat{\sigma}_3^z) + \frac{V}{2}(\hat{\sigma}_1^x \hat{\sigma}_2^z + \hat{\sigma}_1^y \hat{\sigma}_2^y + \hat{\sigma}_2^x \hat{\sigma}_3^z + \hat{\sigma}_3^x \hat{\sigma}_4^z), \]  

(7)

where \( \hat{\sigma}_\alpha \) is the Pauli operator \( \alpha \in \{x, y, z\} \) acting on qubit \( n \). As part of this process, we assign two qubits to represent each electronic site, due to its occupation and spin degrees of freedom.

Next, we note that the impurity Green’s function can be written as

\[ G_{\text{imp}}^{R}(\tau) = \theta(\tau)[G_{\text{imp}}^{\alpha}(\tau) - G_{\text{imp}}^{c}(\tau)], \]  

(8)

where \( \theta \) is the heavyside step function and the greater and lesser Green’s functions are defined as

\[ G_{\text{imp}}^{\alpha}(\tau) = -i [\hat{c}_{1\alpha}(\tau)\hat{c}_{1\alpha}^\dagger(0)], \]  

(9)

\[ G_{\text{imp}}^{c}(\tau) = i [\hat{c}_{1\alpha}^\dagger(0)\hat{c}_{1\alpha}(\tau)], \]  

(10)

respectively, where the average is computed in the ground-state of Eq. (3). We apply a Jordan-Wigner transformation again, this time to Eq. (8), to express the impurity Green’s function as

\[ iG_{\text{imp}}^{R}(\tau) = \text{Re}[\langle \hat{\sigma}_1^x \hat{U}_1(\tau) \hat{\sigma}_1^x \hat{U}(\tau) \rangle], \]  

(11)

where

\[ \hat{U}(\tau) = \exp(-i\hat{H}_{\text{SIAM}}\tau/\hbar) \]  

(12)

is the time evolution operator. We evaluate \( iG_{\text{imp}}^{R}(\tau) \) via the quantum circuit shown in Fig. 3 which we call the Green’s function circuit. Based on the findings of [33], we construct the expectation value \( \text{Re}[\langle \hat{\sigma}_1^x \hat{U}_1(\tau) \hat{\sigma}_1^x \hat{U}(\tau) \rangle] \) through repeated measurements of the ancilla qubit in the \( \hat{\sigma}_1 \) basis. Notably, this circuit requires measuring only one qubit, which is true even as we increase the number of bath sites in the impurity model.

In order to represent the time-evolution operator \( \hat{U} \) in Eq. (11) in terms of quantum logic gates, we approximate it by a first order Suzuki-Trotter decomposition as shown in [15]. By executing the Green’s function circuit several times with different numbers of Trotter steps, we numerically reconstruct \( iG_{\text{imp}}^{R} \), as a function of \( \tau \). The circuit \( \hat{G}_S \) in Fig. 3 which prepares the ground state of the SIAM Hamiltonian can be obtained via arbitrary state preparation techniques [56].

C. Noise model

Next we describe the noise model that we use in our simulations of NISQ devices presented in Sec. III. Our model,
implemented using Qiskit, account for both imperfections in qubits and gates. It is applied to all operations allowed in our emulator, made up of the \( \hat{U}_1, \hat{U}_2 \) and \( \hat{U}_3 \) single-qubit gates (see Appendix B), the CNOT two-qubit gate and measurement.

Firstly, when an operation is applied to a qubit, we model the qubit to undergo thermal relaxation based on its lifetimes \( \tau_1, \tau_2 \) and the gate time \( t \), where \( \tau_1 \) and \( \tau_2 \) are the relaxation and dephasing time constants respectively. For simplicity, we set \( \tau_1 = \tau_2 = \tau \) in this work and estimate operation times using guidance from both the literature \cite{37–39} and example noise models given in Qiskit. To calculate the probability of thermal relaxation during a two-qubit gate, we tensor product the single-qubit error channels of each of the two qubits involved.

Secondly, we model the imperfections of quantum gates using a depolarizing quantum error channel \cite{40}. When applied to a single qubit, this has the form

\[
\epsilon(\rho) = (1 - \lambda)\rho + \frac{\lambda}{3}(\sigma^x\rho\sigma^x + \sigma^y\rho\sigma^y + \sigma^z\rho\sigma^z),
\]

where \( \rho \) is the density matrix of the qubit. The physical interpretation of this error channel is that when a gate is applied, an additional Pauli operation occurs with probability \( \lambda \). The depolarizing channel is often used to characterise quantum noise \cite{41, 42}, particularly as a worst case scenario where we have little information about the true noise channels, which makes it an apt description of NISQ devices. We subsequently implement the depolarizing channel for both single and two-qubit gates.

We combine the thermal relaxation and depolarizing error channels to produce a realistic emulation of noisy quantum computers \cite{19, 29}. From this, individual fidelities can be extracted for any operation - including single-qubit gates, two-qubit gates and measurements. For example, Figure 4 shows the infidelity of the CNOT gate, as a function of the noise model parameters. We see that if the depolarizing error is negligible, (i.e., small values of \( \lambda \)), the gate infidelity only depends on qubit lifetime. Conversely, in the limit of very long qubit lifetimes \( \tau \), the depolarizing error becomes the dominant source of error. Moreover, we find that in this case the gate fidelity is equal to the value of the depolarizing parameter \( \lambda \). It follows that achieving high fidelity requires a combination of both long qubit lifetime and low depolarizing error probability.

**III. RESULTS**

We now implement the DMFT routine described in section II in Python, constructing the relevant quantum circuits in Qiskit. In section III A, we find the minimum number of Trotter steps required to reproduce the analytic two-site DMFT solution and consider the number of shots of the Green’s function circuit required to mitigate statistical errors. We use these results to subsequently find the lowest gate fidelities that can produce accurate results compared to the noiseless solution. In section III B, we apply incremental structural learning (ISL), our circuit recompilation algorithm, and compare by how much the minimum hardware requirements change.

**A. Fidelity requirement of original scheme**

We run the full DMFT scheme described in Sec. II using a noiseless statevector simulator for different numbers of Trotter steps. The results, seen in Fig. 5 show excellent agreement of the converged quasiparticle weight \( Z \) to the analytic solution \cite{29}, particularly in the conducting phase at \( U < 3.0t^* \). As we approach the metal-
The insulator phase transition at $U = 6.0t^*$, our hybrid algorithm underestimates the quasiparticle weight and in the case of $N = 24$ Trotter steps, incorrectly identifies where the transition occurs. This is an expected consequence of the approximations made during a Trotter decomposition and can be rectified by increasing the number of Trotter steps. Indeed, for $N = 48$ Trotter steps we see excellent agreement to the analytic solution, even at the phase transition.

To minimise circuit depth, we now focus on the $N = 24$ Trotter steps case, which still provides accurate results in the range $2.0t^* < U < 3.5t^*$. In order to apply our noise model to the simulated hardware, we must first switch from using a statevector simulator to a measurement-based one. In doing so, we add a source of error to our simulation in the form of shot noise (i.e., the number of measurements required to build up an accurate expectation value). We find that in the absence of any other noise, 75,000 shots are required for DMFT to accurately converge, which is well within the capabilities of NISQ devices.

We then look to apply our noise model to test the performance of DMFT. Using Fig. [1] we find noise model parameters on the boundary of each infidelity contour such that they correspond to CNOT gate fidelities separated by an order of magnitude each, e.g., 99%, 99.9%, 99.99% and so forth. These parameters, $\tau$, $\lambda$, subsequently determine the single-qubit gate and measurement fidelities, which are always larger than the CNOT fidelity. We implement these parameters in our simulations and run DMFT, transpiling all quantum circuits in Qiskit with the "heavy" optimisation option.

As shown in Fig. [5] simulations with higher gate fidelities produce quasiparticle weights closer to the noiseless solution, as obtained on the statevector simulator. We observe that a two-qubit fidelity of 99.9% is not sufficient for DMFT to converge consistently, as shown by the absence of a result in the $U = 2.0t^*$ case. Increasing the fidelity to 99.99% (noise parameters A) allows DMFT to converge to a quasiparticle weight within 4% of the exact solution. The full details of these noise parameters and all others referenced in this section are shown in Table [1].

The error bars shown in Fig. [6] are determined as follows. We find that in the presence of noise, DMFT oscillates around the self-consistent solution without settling to a finite value. To account for this, after the self-consistent threshold is met [44] we run 50 additional iterations and take the average quasiparticle weight as our solution. We then use the standard deviation $\sigma$ of these iterations to produce the error bars in Fig. [6] of size $2\sigma$.

The low-fidelity results in Fig. [6], shown by the blue and orange data points, demonstrate that the magnitude of the error bars does not fully account for the deviation from the exact solution. This suggests that our noise model introduces a bias to our simulations. Such an effect could be explained by the depolarizing channel, which restricts the quantum evolution to a sub-space of the full Hilbert space.

The high-fidelity result, with two-qubit gate fidelity of 99.999% (noise parameters B) are shown by the green data points in Fig. [6]. We find that this represents the maximum noise that can be tolerated whilst reproducing the statevector simulator within the noise-induced error bars.

![FIG. 5. Quasiparticle weight $Z$ as a function of interaction strength $U$ and the Hubbard hopping amplitude in infinite dimensions $t^*$. For a given interaction strength, we iteratively obtain a self-consistent $Z$ for 24, 36 and 48 Trotter steps and compare against the analytic solution. The inset focuses on the region near the critical value $U_c = 6.0t^*$.](image1)

![FIG. 6. Relative quasiparticle weight as a function of on-site interaction strength $U$ for different two-qubit gate fidelities. Here $Z_0$ is the 24 Trotter step statevector simulator result shown in Fig. [5]. For definition of error bars see text.](image2)
B. Circuit reduction using incremental structural learning

The total noise incurred in the execution of a quantum circuit scales exponentially with the number of logic gates. Therefore, we focus on lowering the fidelity requirements of quantum DMFT by reducing the length of the Green’s function circuit. This is achieved using a circuit recompilation technique we call incremental structural learning (ISL). This follows many recent successes in using variational quantum algorithms to recompile quantum circuits, from which we draw inspiration.

We significantly reduce the required circuit depth in two ways. First, we use the variational quantum eigensolver to find an approximate representation of the circuit $\psi_0$ which prepares the ground state of the SIAM Hamiltonian. In this way, we reduce the depth of $\psi_0$ from 72 using exact initialisation technique to 4. Note that in this approach the ground state of the SIAM Hamiltonian does not need to be calculated on a classical computer.

Second, we use ISL to reduce the depth of the full Green’s function circuit shown in Fig. 3. For an arbitrary quantum circuit $A$, the goal of ISL is to find a shallower circuit $B$ which has approximately the same action on an input state $|\psi\rangle$, such that $A|\psi\rangle = B|\psi\rangle$. The details of ISL are presented in Appendix A.

We apply ISL iteratively for every Trotter step as illustrated in Fig. 7. Generally, for the $N+1$ Green’s function circuit, where $N$ is the number of Trotter steps, we use the ISL solution of the previous $N$ Green’s function circuit and add one exact Trotter step to create $\hat{A}$.

By using this iterative approach, the depth of the ISL circuit does not scale with the number of Trotter steps being simulated. Therefore, the deepest circuit our algorithm needs to run is one exact Trotter step plus the two recompiled solutions, which has an average depth of 41. Once completed, ISL produces a Green’s function circuit containing on average 6 two-qubit gates and 11 single-qubit gates for any number of Trotter steps. This is in contrast to the 24 Trotter step Green’s function circuit in the original scheme, which contains 510 two-qubit gates and 752 single-qubit gates.

We rerun hybrid quantum DMFT, using the same noise parameters as in section III A, but this time applying ISL to each Green’s function circuit. In Fig. 8, we show that in this case, a two-qubit fidelity of 98% (noise parameters C) or 99% (noise parameters D) is enough for DMFT to converge within 35% or 10% of the exact solution respectively. Furthermore, we find that a quantum computer with 99.9% two-qubit gate fidelity (noise parameters E) is sufficient to produce results that perfectly agree with the statevector simulator within noise-induced error margins. Therefore, by applying ISL, we see a factor of 100 improvement in the noise tolerance of two-site hybrid DMFT compared to using non-approximate circuit recompilation techniques.

FIG. 7. General structure of the ISL procedure. A recompilation target $\hat{A}$ for the $N+1$ Trotter steps Green’s function circuit is created by adding one exact Trotter step to $R\hat{C}_N$, the recompiled circuit for $N$ Trotter steps. A solution is constructed by trying to find a circuit $B^\dagger = R\hat{C}_{N+1}$ that approximately acts as the inverse of $\hat{A}$ but with fewer gates. The ansatz for $B^\dagger$ is built up iteratively until the overlap between the output state and the input state $|0\rangle^{\otimes n}$ is sufficiently large. Details on the specifics of this procedure can be found in Appendix A.

FIG. 8. Relative quasiparticle weight as a function of on-site interaction strength $U$ for different two-qubit gate fidelities. Using incremental structural learning (ISL), a quantum computer with two-qubit gate fidelity of 99.9% can produce convergent DMFT results with perfect agreement to the noiseless solution.

IV. CONCLUSION

In this work, we find that a previously proposed algorithm for hybrid quantum-classical DMFT can be accurately solved within noise-induced error margins, provided quantum hardware capable of executing 75,000 shots, two-qubit gate fidelity of 99.999% and average single-qubit gate fidelity of 99.9997% (noise parameters
However, by finding shallow approximations of the Green’s function circuits using our ISL recompiler, we show that DMFT can be self-consistently solved by quantum hardware with two-qubit and average single-qubit fidelities of 99% and 99.7% respectively (noise parameters D), within 10% of the exact solution. Furthermore, increasing the two-qubit and single-qubit fidelities to 99.9% and 99.97% respectively (noise parameters E) allows one to produce results in perfect agreement with the exact solution, within the noise-induced error bounds.

Excitingly, these findings show that our scheme could produce accurate results on noisy quantum computers in the near future. For superconducting qubit architectures, Google’s Sycamore 53 qubit device has two-qubit and single-qubit gate fidelities of 99.64% and 99.85% respectively [45]. Given that the total noise scales with the number of qubits, these figures suggest that our fidelity requirements could already be met by a smaller, high-fidelity, 5 qubit device.

A different perspective can be gained on the capability of QIS hardware if we consider quantum volume [17]. Instead of using a fixed ansatz for $\hat{A}$, ISL minimises the cost function

$$C = 1 - |\langle \psi_0 | \hat{B}^\dagger \hat{A} | \psi_0 \rangle|^2,$$

(A1)

where $\langle \psi_0 | \hat{B}^\dagger \hat{A} | \psi_0 \rangle$ is the overlap between the input and output states of Fig. 7.

Instead of using a fixed ansatz for $\hat{B}^\dagger$, we incrementally build its structure layer-by-layer, evaluating the cost function each time. This approach offers the most flexibility to find the optimal solution, at the expense of greater computational cost. Nevertheless, structural ansatzes have seen notable success in hybrid algorithms such as ADAPT-VQE [47].

### 1. Constructing $\hat{B}^\dagger$

The ansatz $\hat{B}^\dagger = \hat{B}_1^\dagger \ldots \hat{B}_n^\dagger$ consists of $n$ layers of $\hat{B}^\dagger_1$, where $\hat{B}^\dagger_1$ is a thinly-dressed CNOT gate as shown in Fig. 9. We describe this as thinly dressed because the single-qubit gate rotations are restricted to one axis - in contrast to the regular dressed CNOT gates in [48]. When adding the $i$th layer $\hat{B}^\dagger_i$, we must first decide which qubits should be acted on. To do this, we evaluate the entanglement of formation $E$ [49] between each pair of qubits, which are in the state $\hat{B}^\dagger_{i-1} \hat{B}^\dagger_i \hat{A} | \psi_0 \rangle$. Practically, this is achieved by performing a partial trace over all other qubits and then calculating $E$ from the resulting mixed, bipartite state.

We subsequently choose the qubit pair with the highest $E$ as the control and target qubits for the thinly-dressed CNOT gate of this layer $\hat{B}^\dagger_i$. It is also possible that all qubit pairs have $E = 0$. For example, the maximally entangled state $|GHZ\rangle$ does not have any pairwise local entanglement and will result in $E = 0$ for all qubit pairs. In this case, we measure the expectation value $\langle \sigma_z \rangle$ of each qubit. Since $\langle \sigma_z \rangle = 0$ for the input qubits, we apply a thinly-dressed CNOT layer to the two qubits with the highest and second highest expectation values.

One constraint that we impose on the choice of the control and target is that it must not be the same as the control and target for the previous layer. This is because
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### Appendix A: Recompiling quantum circuits using incremental structural learning

ISL represents a special case of quantum circuit compilation, whereby the input state of the target circuit is always $| \psi_0 \rangle = |0^\otimes n \rangle$. Since we wish to find an ansatz $\hat{B}^\dagger$, which acts as the inverse of a target $\hat{A}$, ISL minimises the cost function

$$C = 1 - |\langle \psi_0 | \hat{B}^\dagger \hat{A} | \psi_0 \rangle|^2,$$

(A1)

where $\langle \psi_0 | \hat{B}^\dagger \hat{A} | \psi_0 \rangle$ is the overlap between the input and output states of Fig. 7.

Instead of using a fixed ansatz for $\hat{B}^\dagger$, we incrementally build its structure layer-by-layer, evaluating the cost function each time. This approach offers the most flexibility to find the optimal solution, at the expense of greater computational cost. Nevertheless, structural ansatzes have seen notable success in hybrid algorithms such as ADAPT-VQE [47].

### Table I: Parameters used to emulate different NISQ devices with our noise model.

| Noise parameters | $\tau$ (ns) | $\lambda$ | $\mathcal{F}(U_1)$ | $\mathcal{F}(U_2)$ | $\mathcal{F}(U_3)$ | $\mathcal{F}(\text{CNOT})$ | $\mathcal{F}(\text{Measurement})$ |
|------------------|-------------|----------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $\Lambda$        | 10          | 4e-5     | 0.99997           | 0.99997           | 0.99997           | 0.99997           | 0.99997           |
| $\Omega$         | 100         | 4e-6     | 0.99997           | 0.99997           | 0.99997           | 0.99997           | 0.99997           |
| $\Xi$            | 0.04        | 5e-3     | 0.996             | 0.996             | 0.996             | 0.996             | 0.996             |
| $\Theta$         | 100         | 4e-6     | 0.997             | 0.997             | 0.997             | 0.997             | 0.997             |
| $\Psi$           | 1.1         | 1e-4     | 0.99974           | 0.9996            | 0.9996            | 0.9996            | 0.9996            |

TABLE I: Parameters used to emulate different NISQ devices with our noise model. For a given qubit lifetime $\tau$ and depolarizing channel probability $\lambda$, the corresponding gate fidelities $\mathcal{F}$ can be obtained. The single-qubit gates, $U_1$, $U_2$ and $U_3$ are defined in Appendix B.
in general, adding layers to different choices of control and target qubits allows us to explore a greater region of the available Hilbert space. This also avoids creating circuits with large depth but small numbers of gates. Hence, if the qubit pair with the highest $E$ is the same as in the previous layer, we choose different qubits with the two largest expectation values instead.

Once we have chosen the control and target qubits, we add the layer to $B^\dagger$ with initial rotations $\theta = 0$ about the $z$ axis.

### 2. Optimising

After a layer is added, the axes and angles of rotation of the single-qubit gates are optimised using the rotoselect structural learning procedure [22], with respect to minimising Eq. (A1). This procedure works by fixing three of the gates and varying the rotation axes and angle for the remaining one. This is then repeated, sequentially cycling over the 4 rotation gates until a termination criterion is reached. We define this as when the reductions in the cost function between cycles is less than 1%.

Once the single-qubit gates of this particular layer have been optimised, we then optimise the whole ansatz $B^\dagger$ using rotoselect [22]. This procedure is similar to rotoselect, but doesn’t involve optimizing the rotation gate axes.

### 3. Terminating

Once the rotosolve procedure is terminated, we perform standard non-approximate transpilation of $B^\dagger$. Examples of this include the removal of both duplicate gates and rotation gates with very small angles.

After this we take one final measurement of the cost function. If it is above a certain minimum threshold, we repeat the process again and add a new layer. If it is below the threshold, we terminate ISL and recursively invert all of the gates in the ansatz to return $B$. Specifically for hybrid quantum-classical DMFT, we append the final ancilla operations to $B$ and create a Green’s function circuit.

### Appendix B: Definition of single-qubit gates

The single-qubit unitary gates, $U_1, U_2$ and $U_3$, are defined as [19]

$\hat{U}_3(\theta, \phi, \lambda) = \begin{pmatrix} \cos(\theta/2) & -e^{i\lambda}\sin(\theta/2) \\ e^{i\phi}\sin(\theta/2) & e^{i\lambda+i\phi}\cos(\theta/2) \end{pmatrix},$ \hfill (B1)

$\hat{U}_2(\phi, \lambda) = \hat{U}_3(\pi/2, \phi, \lambda) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -e^{i\lambda} \\ e^{i\phi} & e^{i(\phi+\lambda)} \end{pmatrix},$ \hfill (B2)

$\hat{U}_1(\lambda) = \hat{U}_3(0, 0, \lambda) = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\lambda} \end{pmatrix}.$ \hfill (B3)

Although the $\hat{U}_1$ gate is universal, it is useful to distinguish these three separate gates operations for noise modelling purposes. This is because the $\hat{U}_1, \hat{U}_2$ and $\hat{U}_3$ gates require 0, 1 and 2 X90 pulses respectively. This in turn affects how long it takes to run each gate.
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