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**Supplementary Figure 1. Comparative performance of the proposed truss method versus the core and top degree methods.** This figure complements Figure 1 of the main text. We show results for the following networks and the corresponding infection rates $\beta$: EMAIL-EUALL (a) $\beta = 0.01$, (b) $\beta = 0.03$; WIKI-TALK (c) $\beta = 0.01$, (d) $\beta = 0.03$. Each plot depicts the cumulative difference of the infected nodes per step achieved by the truss method vs. the core (truss - core) and top degree (truss - degree) methods. Parameter $\gamma$ of the SIR models is set to $\gamma = 0.8$. In all cases, the proposed truss method outperforms the baselines, leading to more effective information spreading.
| Method     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10     | Final step | σ    | Max step |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|--------|-----------|------|----------|
| **EMAIL**  |       |       |       |       |       |       |       |       |        |           |      |          |
| truss      | 8.44  | 18.58 | 46.66 | 104.11| 204.08| 328.39| 418.77| 425.06| 355.84 | 2,596.52  | 136.7| 33       |
| core       | 4.78  | 12.82 | 31.97 | 73.77 | 152.55| 264.36| 367.28| 403.98| 364.13 | 2,465.60  | 199.6| 37       |
| top degree | 6.89  | 13.87 | 34.13 | 76.67 | 155.48| 264.13| 360.89| 394.37| 357.08 | 2,471.67  | 354.8| 36       |
| **ENRON**  |       |       |       |       |       |       |       |       |        |           |      |          |
| truss      | 4.17  | 9.25  | 19.70 | 39.56 | 75.04 | 130.48| 204.14| 278.69| 329.08 | 2,567.69  | 227.8| 37       |
| core       | 3.45  | 7.18  | 14.72 | 29.11 | 55.27 | 98.11 | 158.56| 226.17| 280.03 | 2,325.37  | 327.2| 43       |
| top degree | 4.22  | 7.94  | 16.03 | 31.32 | 58.84 | 103.91| 166.23| 234.96| 289.49 | 2,414.90  | 331.7| 47       |
| **EPINIONS** |    |       |       |       |       |       |       |       |        |           |      |          |
| truss      | 2.92  | 4.37  | 6.92  | 10.43 | 15.27 | 21.63 | 28.73 | 35.93 | 42.46  | 560.66    | 114.9| 52       |
| core       | 1.92  | 3.07  | 4.78  | 7.22  | 10.65 | 15.18 | 20.66 | 26.70 | 32.40  | 466.01    | 104.5| 57       |
| top degree | 2.43  | 3.53  | 5.46  | 8.17  | 12.05 | 17.04 | 23.05 | 29.49 | 35.55  | 502.88    | 104.5| 62       |
| **WIKI**   |       |       |       |       |       |       |       |       |        |           |      |          |
| truss      | 11.62 | 28.04 | 62.25 | 127.79| 240.97| 405.53| 584.87| 705.89| 725.42 | 5,018.52  | 487.94| 36       |
| core       | 9.85  | 18.69 | 40.82 | 82.28 | 158.72| 279.41| 433.81| 574.97| 644.76 | 4,579.84  | 498.71| 38       |
| top degree | 17.96 | 16.74 | 39.93 | 73.66 | 144.69| 384.07| 503.18| 565.06| 548.25 | 4,137.56  | 1,174.84| 39      |
| **VOTE**   |       |       |       |       |       |       |       |       |        |           |      |          |
| truss      | 5.36  | 20.57 | 66.21 | 188.52| 461.35| 917.2 | 1,390.52| 1,571.97| 1,359.99| 8,207.46 | 368.37| 32       |
| core       | 4.68  | 19.68 | 61.13 | 168.36| 410.19| 820.77| 1,272.29| 1,486.5 | 1,344.33| 8,002.76 | 518.43| 32       |
| top degree | 13.95 | 27.88 | 83.29 | 204.60| 483.95| 940.49| 1,426.81| 1,616.55| 1,403.80| 8,489.45 | 59.01 | 32       |
| **SLASHDOT** |    |       |       |       |       |       |       |       |        |           |      |          |
| truss      | 64.21 | 435.79| 3,259.05| 16,227.25| 34,543.23| 23,818.06| 9,853.84| 3,487.65| 1,186.41| 93,491.81 | 476.22| 21       |
| core       | 41.77 | 269.96| 2,027.69| 11,169.2 | 31,223.21| 28,732.06| 13,055.45| 4,805.11| 1,664.52| 93,496.50 | 767.35| 23       |
| top degree | 88.84 | 324.11| 2,475.01| 11,718.28| 29,694.45| 27,009.05| 13,720.15| 5,396.45| 1,937.89| 93,411.18 | 1,166.77| 24      |

**Supplementary Table 1.** *Evaluation of the spreading performance per step of the process.* This table is an extended version of Table 2 of the main text. Average number of infected nodes per step of the SIR model for the proposed truss method and the two baselines core and top degree, using $\beta$ close to the epidemic threshold of each graph and $\gamma = 0.8$. At the Final step column, we show the total number of infected nodes at the end of the process (Max step), with standard deviation $\sigma$. Observe that, in almost all datasets the truss method achieves higher spreading especially during the first steps of the process. Also, as the Max step column indicates, the epidemic dies out at an earlier time step when triggered by a node of the maximal $K$-truss subgraph.
| Method   | Time Step | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | Final step | σ  | Max step |
|----------|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------------|----|----------|
| EMAIL    |           |     |     |     |     |     |     |     |     |     |            |    |          |
| -        | core      | 5.78| 18.60| 50.57| 124.35| 276.90| 541.26| 908.54| 1,312.52| 1,676.65| 2,465.60 | 199.6| 37       |
|          | top degree| 7.89| 21.76| 55.90| 132.57| 288.05| 552.18| 913.07| 1,307.45| 1,664.53| 2,471.67 | 354.8| 36       |
| ENRON   |           |     |     |     |     |     |     |     |     |     |            |    |          |
|          | core      | 5.78| 18.60| 50.57| 124.35| 276.90| 541.26| 908.54| 1,312.52| 1,676.65| 2,465.60 | 199.6| 37       |
|          | top degree| 7.89| 21.76| 55.90| 132.57| 288.05| 552.18| 913.07| 1,307.45| 1,664.53| 2,471.67 | 354.8| 36       |
| EPNIONS |           |     |     |     |     |     |     |     |     |     |            |    |          |
|          | core      | 4.45| 11.64| 26.36| 55.48| 110.75| 208.87| 367.45| 593.59| 873.62| 2,325.37 | 327.2| 43       |
|          | top degree| 5.22| 13.16| 29.20| 60.52| 119.36| 223.27| 389.45| 624.46| 913.95| 2,414.99 | 331.7| 47       |
| WIKI-VOTE|           |     |     |     |     |     |     |     |     |     |            |    |          |
|          | core      | 2.92| 5.99 | 10.78| 18.01| 28.66| 43.85| 64.50| 91.20| 123.00| 466.01   | 104.5| 57       |
|          | top degree| 3.43| 6.96 | 12.43| 20.61| 32.66| 49.70| 72.73| 101.94| 136.88| 502.88   | 104.5| 57       |
| EMAIL    |           |     |     |     |     |     |     |     |     |     |            |    |          |
| -        | core      | 12.62| 40.66| 102.92| 203.72| 471.69| 877.22| 1,462.10| 2,168.00| 2,893.43| 5,018.52 | 487.94| 36       |
|          | top degree| 18.96| 35.71| 75.64| 149.30| 294.00| 543.45| 927.52| 1,430.70| 1,995.77| 4,137.56 | 1,174.84| 39       |
| EUALL    |           |     |     |     |     |     |     |     |     |     |            |    |          |
|          | core      | 10.85| 29.55| 70.37| 152.65| 311.38| 590.79| 1,024.60| 1,599.57| 2,244.34| 4,579.84 | 498.71| 38       |
|          | top degree| 18.96| 35.71| 75.64| 149.30| 294.00| 543.45| 927.52| 1,430.70| 1,995.77| 4,137.56 | 1,174.84| 39       |
| SLASHDOT |           |     |     |     |     |     |     |     |     |     |            |    |          |
|          | core      | 7.48 | 27.17| 88.31| 256.67| 666.86| 1,487.64| 2,759.93| 4,246.43| 5,590.76| 8,002.76 | 518.43| 32       |
|          | top degree| 14.95| 42.84| 126.13| 330.74| 814.69| 1,755.18| 3,181.99| 4,798.55| 6,202.35| 8,489.45 | 59.01 | 32       |
| WIKI-TALK|           |     |     |     |     |     |     |     |     |     |            |    |          |
|          | core      | 65.21| 501.00| 3,760.06| 19,987.31| 54,530.55| 78,348.62| 88,202.46| 91,690.11| 92,876.53| 93,491.81 | 476.22| 21       |
|          | top degree| 89.84| 413.95| 2,888.96| 14,607.24| 44,301.69| 71,310.74| 85,030.90| 90,427.35| 92,365.25| 93,411.18 | 1,166.77| 24       |

**Supplementary Table 2. Evaluation of the cumulative spreading performance.** Cumulative number of infected nodes per step of the SIR model for the proposed **truss** method and the two baselines **core** and **top degree**, using $\beta$ close to the epidemic threshold of each graph and $\gamma = 0.8$. At the **Final step** column, we show the total number of infected nodes at the end of the process (Max step), with standard deviation $\sigma$. Observe that, in almost all datasets the truss method achieves higher cumulative number of infected nodes.
**Supplementary Note 1: Description of the Datasets**

In this work we have mainly experimented with social networks, but our results can also be extended to networks of other disciplines. A full description of the datasets used in the paper follows, while some basic properties are demonstrated in Table 1 of the main text. All datasets are publicly available in [1].

(i) **EMAIL-ENRON.** This email communication network created by email interaction between the members of Enron Corporation, and made public by the Federal Energy Regulatory Commission during its investigation [2]. It covers data from 150 users and a total of half a million messages. Each node represents an email address and an undirected edge was formed between two nodes if at least an address \( i \) sent an email to address \( j \).

(ii) **EMAIL-EUALL.** This email network was collected from email communication of a large research institution [3]. To create the graph, each email address is considered as a node and an edge is created between two nodes if the latter have exchanged messages both ways. Overall there are 3,038,531 emails between 287,755 different email addresses recorded from October 2003 to May 2005.

(iii) **EPINIONS.** This is a trust-based (who-trusts-whom) online social network between the members of the Epinions.com (www.epinions.com) product review website [4]. The nodes of the network correspond to users of the website and the edges capture trust relationships between them. Although the network is signed, in our experiments we discard this information; we also convert the graph to an undirected one to use it on our experiments.

(iv) **WIKI-VOTE.** The graph was created from the online encyclopedia Wikipedia (www.wikipedia.org) and more precisely from the elections conducted to promote users to administrators (till January 2008) [5]. The nodes of the social network correspond to Wikipedia users and an edge between users \( i, j \) denotes that user \( i \) voted for user \( j \).

(v) **WIKI-TALK.** This network is also created by data imported from Wikipedia [5]. Each user has a talk page where all interested users can edit to update various articles on Wikipedia. The specific dataset contains all discussions between users until January 2008. The nodes of this network correspond to users of Wikipedia and an edge from node \( i \) to node \( j \) indicates that user \( i \) edited a talk page of user \( j \) at least once.

(vi) **SLASHDOT.** Slashdot (slashdot.org) is a technology news website. The nodes of the social network that is created correspond to users and the edges capture friendship relationships among them (till February 2009) [6]. In fact, users are able to tag other users as friends or foes, forming a signed social network with positive and negative types of edges. In our experiments, we do not take into account the type of the edges.
We have examined the distribution of the node truss numbers $t_{node}$ of the graphs presented in Table 1 of the main text and the results are depicted in Supplementary Fig. 2. Each plot shows the complementary cumulative distribution function (CCDF) of the nodes’ truss number in log-log scale. As we can observe, in most of the cases the distribution is skewed, indicating that very few nodes have high truss number; the majority of the nodes belong to “low” $K$-truss subgraphs, i.e., small values of parameter $K$ of the decomposition. We have also fitted a power-law distribution [7] to the data (red colored line) and the exponent is shown in Supplementary Fig. 2. Here, we do not claim that the truss number distribution is fully captured by a power-law; nevertheless, it corresponds to heavy-tailed distribution and this fact can help us to better understand the underlying properties of the data. In our case, this means that we can reduce the graph into a subgraph with exponentially smaller size and try to locate influential spreaders within this subgraph.

**Supplementary Figure 2.** Complementary cumulative truss number distribution function. (a) EMAIL-ENRON; (b) EMAIL-EUALL; (c) EPINIONS; (d) SLASHDOT; (e) WIKI-TALK; (f) WIKI-VOTE; Each plot depicts the distribution of the truss numbers for the nodes of the graph on log-log scale. The red line corresponds to the fitted power-law distribution.
**Supplementary Note 3: Comparison of Maximal K-truss and k-core Subgraphs**

It has been shown that the maximal $k$-core and $K$-truss subgraphs (i.e., maximum values for $k,K$) overlap, with the latter being a subgraph of the former; in fact, $K$-truss represents the core of a $k$-core that filters out less important information. Supplementary Fig. 3 shows an example of a graph and its $k$-core and $K$-truss subgraphs respectively. The red colored nodes correspond to the set $\mathcal{C}$ (i.e., the maximal $k$-core subgraph of the graph). The edges of the gray shadowed region are the edges that belong to the maximal $K$-truss of the original graph and the corresponding nodes are those belonging to set $\mathcal{T}$, i.e., the nodes with the maximum node truss number. In our approach, we argue that those nodes correspond to highly influential ones in the graph.

As we discussed in the main text, the $K$-truss decomposition is computationally a more difficult task compared to the one of $k$-core decomposition. In our approach, as we are only interested for the maximal $K$-truss subgraph, we take into account the structure shown in Supplementary Fig. 3. That is, we first compute the maximal $k$-core subgraph in linear time with respect to the total number of edges (subgraph defined by the red colored nodes in Supplementary Fig. 3) and then we extract the maximal $K$-truss subgraph (gray area in Supplementary Fig. 3). That way, the overall complexity of the task is significantly reduced.

**Supplementary Figure 3.** Schematic representation of the maximal $k$-core and $K$-truss subgraphs of a graph. The red colored nodes correspond to the 3-core subgraph of the graph (set $\mathcal{C}$); the gray shadowed region indicate the 4-truss subgraph (set $\mathcal{T}$).
Supplementary Algorithm 1 presents the steps of the proposed framework for (i) selecting the initial node that will trigger the epidemic (cascade) and (ii) evaluate the impact of this individual node with respect to the epidemic spreading under the SIR model. Initially, we choose a node that belongs to $T$ (i.e., maximal $K$-truss subgraph) and set it to the infected (I) state. Notice that, we keep track of the infected, susceptible and recovered nodes for each time step of the process. At each time step, an infected node can infect a susceptible neighbor with probability $\beta$. Additionally, any node that got infected at previous time steps of the process, can recover with probability $\gamma$. The process is repeated until no more infected nodes left. Finally, the algorithm returns $M_v$ which is the number of the infected individuals under the cascade triggered by node $v$.

---

Supplementary Algorithm 1: Identify nodes and evaluate spreading process

**Input:** Undirected graph $G = (V, E)$, parameters $\beta, \gamma$

**Output:** Size of infected population $M_v$ for cascade triggered by node $v$

1: Select node $v \in T$
2: $\text{State}(v) \leftarrow I$, $\text{State}(V \setminus v) \leftarrow S$ /* Initialization steps */
3: $I(0) \leftarrow \{v\}$, $S(0) \leftarrow V \setminus v$, $R(0) \leftarrow \emptyset$
4: $t \leftarrow 0$
5: repeat
6:  $t \leftarrow t + 1$
7:  $I(t) \leftarrow \emptyset$, $R(t) \leftarrow \emptyset$
8:  for each node $w \in V$ do
9:      /* Infected (I) nodes can infect susceptible neighbors */
10:     if $\text{State}(w) = I$ then
11:        for each node $z \in \{\text{Nb}(w) : \text{State}(z) = S\}$ do
12:           $\Pr(\text{State}(z) \leftarrow I) = \beta$ (also $I(t) \leftarrow I(t) \cup \{z\}$)
13:        end for
14:     end if
15:     /* Nodes that got infected at previous time steps can recover (R) */
16:     if $\text{State}(w) = I$ and $w \notin I(t)$ then
17:        $\Pr(\text{State}(w) \leftarrow R) = \gamma$ (also $R(t) \leftarrow R(t) \cup \{w\}$)
18:     end if
19:  end for
20: until $I(t) = \emptyset$ /* No more infected nodes left */
21: return $M_v \leftarrow I(1) \cup I(2) \cup \ldots \cup I(t)$
**Supplementary Note 5: Impact of Infection and Recovery Rate on the Spreading Process**

As we presented in the main text, parameters $\beta$ and $\gamma$ of the SIR model have been set to some constant values; the infection rate $\beta$ is typically set close to the epidemic threshold of the graph (as defined by the maximum eigenvalue of the adjacency matrix of the graph), while the recovery rate is considered constant and always set to $\gamma = 0.8$. Here, we examine the impact of the infection and recovery rate on the epidemic spreading achieved by the proposed method (truss) and the two baseline methods (core and top degree). To that end, we simulate the spreading process for each of the above methods, setting parameters $\beta$ and $\gamma$ as follows:

(i) Parameter $\beta$ is set close to the epidemic threshold of the graph, while varying parameter $\gamma \in \{0.5, 0.8, 1\}$. Parameter $\gamma = 1$ implies that each infected node moves to the recovered (R) state with probability one, in the next step of the model.

(ii) The recovery rate is set to $\gamma = 0.8$, while considering different values of parameter $\beta$, always above the epidemic threshold of the graph. As we discussed in the main text, if we consider high values of the infection rate $\beta$, a relatively high fraction of nodes will be infected, and thus, the spreading capabilities of individual nodes is diminished.

Supplementary Fig. 4 shows the results. In all cases, we have computed the cumulative fraction of infected nodes $I_t$ per step of the process, for each of the three methods, along with the standard deviation (depicted as error bars in the plot). As we can observe, while the recovery probability $\gamma$ decreases, the number of infected nodes increases both during the first time steps of the process, as well as at the end of the epidemic. This behavior is expected since, as we discussed above, with high recovery rate $\gamma$ most of the nodes will move to the $R$ state, thus being inactive in subsequent iterations of the model. Regarding the performance of the methods, it is evident that the proposed truss outperforms both baselines for all different settings of parameter $\gamma$.

In the second case where the recovery rate $\gamma$ is constant, while the infection probability is increasing, the number of infected nodes naturally increases. However, for higher values of $\beta$, the total number of infected nodes is almost the same for all methods. This behavior is rather expected; by increasing the infection rate, the importance of individual nodes in the epidemic process is reduced. For these values of $\beta$, the difference between the methods can be observed during the outbreak of the epidemic (i.e., first steps of the process), where the truss method performs qualitatively better.
Supplementary Figure 4. Impact of infection and recovery probabilities of the SIR model on the spreading process. Email-Enron: (a) $\beta = 0.01$, (b) $\gamma = 0.8$; Wiki-Vote: (c) $\beta = 0.009$, (d) $\gamma = 0.8$; Email-EuAll: (e) $\beta = 0.001$, (f) $\gamma = 0.8$; Epinions: (g) $\beta = 0.007$, (h) $\gamma = 0.8$. We have examined the following settings: (i) parameter $\beta$ is set close to the epidemic threshold of the graph, while varying parameter $\gamma \in \{0.5, 0.8, 1\}$ (left column); (ii) set parameter $\gamma = 0.8$ and consider different values of parameter $\beta$ always above the epidemic threshold of the graph (right column).
Supplementary Note 6: Extended Related Work

In this section, we briefly discuss extended related work for the problem of identification of influential spreaders. Building upon the fact that the $k$-core decomposition is an effective (and efficient) measure to capture the spreading properties of nodes, as introduced by Kitsak et al. [8], several extensions have been proposed. The authors of Supplementary Ref. [9] introduced a modified version of the $k$-core decomposition in which the nodes are ranked taking into account their connections to the remaining nodes of the graph as well as to the removed nodes at previous steps of the process. They showed that the proposed node ranking method is able to identify nodes with better spreading properties compared to the traditional $k$-core decomposition. Bae et al. [10] extended the metric of $k$-core number of each node by considering the core number of its neighbors. That way, the ranking produced by the method is more fine-grained in the sense that the effect of assigning the same score (i.e., $k$-core number) to many nodes is eliminated. Basaras et al. [11] proposed to rank the nodes according to a criterion that combines the degree and the $k$-core number of a node within an $\mu$-hop neighborhood. In Supplementary Ref. [12] the authors introduced a criterion that combines three previously examined measures, namely degree, betweenness centrality and core number. The intuition was that, most of the widely used centrality criteria produce highly correlated rankings of nodes; combining them in a proper way, we are able to achieve a more accurate indicator of influential nodes. Zhang et al. [13] proposed a method to locate influential nodes taking into account the existence of community structure in networks. In Supplementary Ref. [14], the authors considered real social media data, in order to examine to what extend the structural position of a user in the network allows us to characterize the ability of an individual to spread rumors effectively. Their results indicate that although the most appropriate feature is the degree of a node, only a few such highly-connected individuals exist; however, by considering the $k$-core number metric, we are able to locate a larger set of individuals that are likely to trigger large cascades. For a detailed review in the area, we refer to the article by Pei and Makse [15]. As we also discussed in the main text, it is important to stress out that most of the above mentioned extensions can also be applied to the proposed $K$-truss decomposition-based approach.
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