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Abstract

Fix an odd prime $p$. Let $X$ be a pointed space whose $p$-completed K-theory $\text{KU}_p^*(X)$ is an exterior algebra on a finite number of odd generators; examples include odd spheres and many H-spaces. We give a generators-and-relations description of the $E_\infty$-$\text{KU}_p$-algebra spectrum $\text{KU}_p^X$ of $\text{KU}_p$-cochains of $X$. To facilitate this construction, we describe a $K(1)$-local analogue of the Tor spectral sequence for $E_1$-ring spectra. Combined with previous work of Bousfield, this description of the cochains of $X$ recovers a result of Kjaer that the $v_1$-periodic homotopy type of $X$ can be modelled by these cochains. This then implies that the Goodwillie tower of the height 1 Bousfield–Kuhn functor converges for such $X$.

Contents

1 Introduction

1.1 A presentation of K-theory cochains

1.2 Comparing cochains with the Bousfield–Kuhn functor

1.3 Conventions and notation

Acknowledgements

2 K-theoretic preliminaries

2.1 Recollections from higher algebra

2.2 Morava modules

2.3 $\theta$-algebras

2.4 K-theory Moore spectra

3 Construction of the presentation
1 Introduction

If $A$ is an $E_\infty$-ring spectrum and $X$ a space, then there is an $E_\infty$-ring spectrum $A^X_+$ (called the $A$-cochains of $X$) refining the $A$-cohomology of $X$:

$$\pi_{-*} A^X_+ \cong A^*(X).$$

If $A = HR$ is the Eilenberg–MacLane spectrum of a commutative ring $R$, then this recovers the $R$-valued singular cochains $C^*(X; R)$ if we use the equivalence between the $\infty$-categories of $HR$-modules and of chain complexes over $R$.

The ring spectrum $A^X_+$ captures more information about $X$ than does the graded ring $A^*(X)$. This can already be clearly seen in the case of rational cohomology: from the works of Quillen [Qui69] and Sullivan [Sul77] we can deduce that the rational cochains give rise to an equivalence of $\infty$-categories

$$\mathcal{S}_{>2, \text{fin}} \cong \text{CAlg}_{\text{aug}}(\text{Ch}_Q)_{>2, \text{fin}}$$

between simply connected rational pointed spaces of finite type, and augmented simply connected rational cdga’s of finite type.

In the present article, we consider the case where $A$ is $p$-completed complex K-theory $KU_p$, where $p$ is an odd prime. Our first result (Theorem A) is a computation of the $KU_p$-cochains of a class of H-spaces, by giving a presentation in terms of ‘generators-and-relations’. This relies on the fact that the $p$-adic K-theory of many H-spaces is an exterior algebra on a finite number of odd generators. In fact, this is all we use of such H-spaces, and so our computation works more generally for any space with such $p$-adic K-theory.

Similar to the case of the rational cochains, the K-theory cochains of a (finite) space $X$ also capture a part of the homotopy type of $X$: the $v_1$-periodic part. This is a special case of work by Behrens and Rezk [BR20b] and Heuts [Heu21] describing higher algebraic
models for unstable homotopy theory. Briefly, in unstable chromatic homotopy theory, the ∞-category of p-local pointed spaces $\mathcal{S}_p$ is studied through a sequence of localisations $\mathcal{S}_{v_n}$, one for each $n \geq 0$. Here $n$ is referred to as the height. Height 0 corresponds to rationalisation. Behrens and Rezk describe a cochain-model for $v_n$-periodic spaces, whereas Heuts works with coalgebras and spectral Lie algebras. For an introduction to the subject, we refer to [BR20a] and [Heu].

The main difference compared to rational homotopy theory is that the cochain model does not yield an equivalence of ∞-categories if $n > 0$: appropriate cochains (e.g., for $n = 1$, the $\text{KU}_p$-cochains) only provide an approximation to $v_n$-periodic homotopy theory. The failure of this approximation can be measured: roughly speaking, the cochains work well if the value of the (height $n$) Bousfield–Kuhn functor $\Phi_n$ at $X$ can be recovered from the cochains. More precisely, the topological André–Quillen cohomology (henceforth TAQ-cohomology) of the cochains on $X$ should agree with $L_{K(n)}\Phi_nX$ via a specific comparison map. For finite $X$ this turns out to be equivalent to asking the Goodwillie tower of $\Phi_n$ to converge at $X$. Spaces for which this tower converges are called $\Phi_n$-good in this context; see [BR20a, §8] for a further discussion of $\Phi_n$-good spaces.

It was previously shown by Kjaer [Kja19] that the H-spaces under consideration in this article are $\Phi_1$-good. This paper’s second result (Theorem B) is an alternative proof of this fact using our presentation of the K-theory cochains. Kjaer’s original proof makes use of a computation of the homotopy groups of $\Phi_1X$, and of the homotopy groups of the TAQ-cohomology of $\text{KU}_pX$ by means of a spectral sequence. Our proof on the other hand avoids a computation of these homotopy groups and stays in the realm of higher algebra throughout. This relies on the fact that TAQ-cohomology sends a presentation of an augmented algebra to a fibre sequence of spectra.

1.1 A presentation of K-theory cochains

One way to understand an algebra $R$ over a field $k$ is to give a description in terms of generators and relations, i.e., an isomorphism of the form

$$R \cong k[x_1, \ldots, x_n]/(f_1, \ldots, f_m),$$

where $f_i \in k[x_1, \ldots, x_n]$. When working with ring spectra, there is no longer a good notion of elements of an algebra. One instead has to rewrite everything more categorically in terms of morphisms alone. In the algebraic case, we can reformulate the above isomorphism by saying we have a pushout square of $k$-algebras

$$\begin{array}{ccc}
k[y_1, \ldots, y_m] & \xrightarrow{y_i \mapsto f_i} & k[x_1, \ldots, x_n] \\
\downarrow & & \downarrow \\
k & \xrightarrow{\gamma} & k[x_1, \ldots, x_n]/(f_1, \ldots, f_m).
\end{array}$$
Taking this concept to higher algebra, let \( A \) be an \( \mathbb{E}_\infty \)-ring spectrum. The analogue of a polynomial algebra is the symmetric \( A \)-algebra \( \text{Sym}_A(M) \) on an \( A \)-module spectrum \( M \). This is the \( \mathbb{E}_\infty \)-\( A \)-algebra with the universal property that

\[
\text{Map}_{\text{CAlg}_A}(\text{Sym}_A(M), B) \simeq \text{Map}_{\text{Mod}_A}(M, B)
\]

for any \( \mathbb{E}_\infty \)-\( A \)-algebra \( B \).

Let \( B \) be an \( \mathbb{E}_\infty \)-\( A \)-algebra. A presentation of \( B \) is a (homotopy) pushout square of \( \mathbb{E}_\infty \)-\( A \)-algebras

\[
\begin{array}{ccc}
\text{Sym}_A(M) & \longrightarrow & \text{Sym}_A(N) \\
\downarrow & & \downarrow \\
A & \longrightarrow & B.
\end{array}
\]

The module \( N \) plays the role of the ‘generators’ of \( B \), and the map \( \text{Sym}_B(M) \to \text{Sym}_B(N) \) sends \( M \) to the ‘relations’ between these generators. Informally, the cofibre sequence is a witness to \( B \) being obtained by imposing additional relations in the symmetric algebra \( \text{Sym}_A(N) \) by gluing in a cell for each relation. If we work with augmented \( A \)-algebras, which is the case in this paper, then we can equivalently formulate a presentation as a cofibre sequence of augmented \( \mathbb{E}_\infty \)-\( A \)-algebras

\[
\text{Sym}_A(M) \longrightarrow \text{Sym}_A(N) \longrightarrow B,
\]

since \( A \) is a zero object in this \( \infty \)-category.

One can also work in an \( E \)-local setting, where \( E \) is a spectrum. In that case, we instead look for a cofibre sequence

\[
L_E \text{Sym}_A(M) \longrightarrow L_E \text{Sym}_A(N) \longrightarrow B
\]

of \( E \)-local augmented \( \mathbb{E}_\infty \)-\( A \)-algebras, meaning that the \( E \)-localisation of the ordinary cofibre of \( L_E \text{Sym}_A(M) \to L_E \text{Sym}_A(N) \) is identified with \( B \). In this paper, we shall work in a \( K(1) \)-local setting throughout. Because of this, it will be convenient to abbreviate

\[
Y \otimes Z := L_{K(1)}(Y \otimes Z)
\]

for spectra \( Y, Z \).

In §3, we construct a presentation of the following form.

**Theorem A.** Let \( p \) be an odd prime. Let \( X \) be a pointed space such that we have an isomorphism \( \text{KU}_p^*(X) \cong \Lambda_{(\text{KU}_p)_*}[G] \) of \( \theta \)-algebras with Adams operations, where \( G \) is a Morava module concentrated in odd degree which is finitely generated and free as a \( (\text{KU}_p)_* \)-module; see Notation 3.2. Then there exists a cofibre sequence in the \( \infty \)-category \( L_{K(1)} \text{CAlg}_{\text{KU}_p}^{\text{alg}} \) of the form

\[
\begin{array}{ccc}
\text{KU}_p \otimes \text{Sym}(M(G)) & \longrightarrow & \text{KU}_p \otimes \text{Sym}(M(G)) \\
& \mathcal{R} & \\
& \longrightarrow & \\
& \text{KU}_p \otimes \text{Sym}(M(G)) & \longrightarrow & \text{KU}_p^{X_+}.
\end{array}
\]
Remark 1.1. Roughly speaking, the isomorphism \( \text{KU}_p^*(X) \cong \Lambda[G] \) is saying that \( \text{KU}_p^*(X) \) is an exterior algebra on a finite number of odd generators, where these generators have a specified action by the \( p \)-adic Adams operations. The spectrum \( M(G) \) is constructed in §2.4 and is determined by being the \( K(1) \)-local spectrum with the property that

\[
(\text{KU}_p)_+^*(M(G)) := \pi_*(\text{KU}_p \otimes M(G)) \cong G.
\]

Remark 1.2. The maps \( R \) and \( T \) admit the following descriptions. The ring \( \text{KU}_p^*(X) \) is a \( \theta \)-algebra, meaning it carries a non-linear operation \( \theta^p \). The isomorphism of \( \theta \)-algebras \( \text{KU}_p^*(X) \cong \Lambda[G] \) in particular means (see Notation 3.2) that the \( \theta^p \)-operation on \( \text{KU}_p^*(X) \) comes from a \( \mathbb{Z}_p \)-linear map \( \theta^p_G : G \to G \). By a result of McClure, we have an isomorphism

\[
(\text{KU}_p)_+^*(\text{Sym}(M(G))) \cong \text{Free}_{\theta}[G],
\]

where \( \text{Free}_{\theta}[G] \) is the free \( \theta \)-algebra on \( G \), which is the ring obtained by adding formal iterates of a formal operation \( \theta^p \) to \( G \). The map \( R \) corresponds to a map

\[
\text{KU}_p \otimes M(G) \longrightarrow \text{KU}_p \otimes \text{Sym}(M(G))
\]

which on homotopy groups is the map \( G \to \text{Free}_{\theta}[G] \) sending \( y \) to \( \theta^p(y) = \theta^p_G(y) \). Informally, \( R \) encodes the relation that the formal operation \( \theta^p \) must coincide with the concrete operation \( \theta^p_G \) on \( G \). The map \( T \) corresponds to a map

\[
\text{KU}_p \otimes M(G) \longrightarrow \text{KU}_p^{X^+}
\]

which on homotopy groups is the inclusion \( G \to \Lambda[G] \). Informally, \( T \) sends the generators of the symmetric algebra to the concrete generators of the cochains.

For some \( X \), we can find explicit expressions for \( M(G), R, \) and \( T \).

Example 1.3. Consider \( X = S^{2n+1} \) an odd sphere, where \( n \geq 0 \). In this case, writing \( G \) for the Morava module

\[
G := \text{KU}_p^*(S^{2n+1}) \cong (\text{KU}_p)_+^*(S^{-2n-1}),
\]

we have an isomorphism of graded rings

\[
\text{KU}_p^*(X) \cong \Lambda[G].
\]

The operation \( \theta^p \) on \( \text{KU}_p^*(X) \) is given by multiplication by \( p^n \). Writing \( \theta^p_G \) for the map \( G \to G \) given by multiplication by \( p^n \), this induces a \( \theta \)-algebra structure on \( \Lambda[G] \), making the above ring isomorphism even one of \( \theta \)-algebras. The spectrum \( M(G) \) is \( S_{K(1)}^{-2n-1} \). As such, the resulting presentation for the cochains on \( S^{2n+1} \) is of the form

\[
L_{K(1)} \text{KU}_p \{ y \} \xrightarrow{y \to \theta^p(y) - p^n y} L_{K(1)} \text{KU}_p \{ x \} \longrightarrow \text{KU}_p^{S^{2n+1}}
\]

with both \( x \) and \( y \) in degree \(-2n - 1\). Here \( \text{KU}_p \{ x \} \) denotes the symmetric \( \text{KU}_p \)-algebra on one generator, whose fundamental class is labelled \( x \). ▲
Bousfield [Bou99, Thm. 6.3] showed that many H-spaces have $p$-adic K-theory as described in Theorem A if $X$ is a simply connected H-space such that $H_\ast(X; \mathbb{Q})$ is associative and $H_\ast(X; \mathbb{Z}_p)$ is finitely generated over $\mathbb{Z}_p$ (in particular, it vanishes above some degree), then $\text{KU}_p^\ast(X)$ is of the form described in Theorem A, with an explicit $G$. Note that this in particular applies to all simply connected compact Lie groups.

**Example 1.4.** Consider $X = \text{SU}(n)$, where $n \geq 2$. The relevant module $G$ in this case is isomorphic to $\tilde{\text{KU}}_p^\ast(\mathbb{CP}^{n-1})$; see [Bou99, Ex. 9.3]. Recall that $\text{KU}_p^\ast(\mathbb{CP}^{n-1})$ is a truncated polynomial ring $\mathbb{Z}_p[x]/(x^n)$, where $x + 1$ is the class of the tautological line bundle on $\mathbb{CP}^{n-1}$. From this, we see that the Adams operation $\psi_k$ (for $k \in \mathbb{N}$) and the operation $\theta_{p}^{G}$ are given by

$$\psi_k(x) = \sum_{j=1}^{k} \binom{k}{j} x^j;$$

$$\theta_{p}^{G}(x) = \frac{1}{p} \sum_{j=1}^{p-1} \binom{p}{j} x^j.$$

The spectrum $M(G)$ is the $\text{K}(1)$-local Spanier–Whitehead dual of $\Sigma^\infty \mathbb{CP}^{n-1}$. ▲

1.2 Comparing cochains with the Bousfield–Kuhn functor

Let $n \geq 1$, and let $\Phi_n : \mathcal{S} \rightarrow \text{Sp}_{\text{T}(n)}$ denote the height $n$ Bousfield–Kuhn functor. Behrens and Rezk [BR20b, §6] construct a comparison map

$$c_X : L_{K(n)} \Phi_n X \rightarrow \text{TAQ}_{\text{K(n)}}(\mathcal{S}_{K(n)}^X)^\vee$$

where $\text{TAQ}(\cdot)^\vee$ denotes topological André–Quillen cohomology. If this comparison map is an equivalence, then we think of the cochains as providing a good model for the $v_n$-periodic homotopy type of $X$. This heuristic is made precise in the work of Heuts [Heu21]: the spectrum $\Phi_n X$, when endowed with the structure of a spectral Lie algebra, does capture all $v_n$-periodic information about $X$. If the spectrum $L_{K(n)} \Sigma^\infty_+ X$ is $K(n)$-locally dualisable, then the map $c_X$ is an equivalence if and only if $X$ if $L_{K(n)} \Phi_n$-good (i.e., the Goodwillie tower for $L_{K(n)} \Phi_n$ converges at $X$); see [Heu, Cor. 7.15].

Let us now, and henceforth, specialise to the height $n = 1$ case. In this case, the telescope conjecture is a theorem, so that $\text{T}(1)$-local spectra are the same as $\text{K}(1)$-local spectra, and hence $L_{K(1)} \Phi_1 \simeq \Phi_1$; see, e.g., [Bar19, §3] for an overview. Even at height 1, the comparison map $c_X$ can be hard to work with, because it is defined over the $\text{K}(1)$-local sphere. There is a $\text{KU}_p$-linear version of the comparison map

$$c_{X}^{\text{KU}_p} : \text{KU}_p \otimes \Phi_1 X \rightarrow \text{TAQ}_{\text{KU}_p}(\text{KU}_p^X)^\vee,$$

which lends itself more to computation. Under suitable further finiteness assumptions (see, e.g., Lemma 4.5), the integral comparison map $c_X$ is an equivalence if and only if the $\text{KU}_p$-linear one is.
The presentation from Theorem A, combined with work by Bousfield, can be used to show that many of the aforementioned H-spaces are $\Phi_1$-good. More specifically, for $X$ satisfying the conditions of Theorem A plus additional conditions (see Notation 4.11), Bousfield [Bou99, Thm. 8.1] computed $\Phi_1 X$, showing that there is a fibre sequence

$$\Phi_1 X \longrightarrow M^\vee(G) \longrightarrow M^\vee(G),$$

where $M^\vee(G)$ is the $K(1)$-local Spanier–Whitehead dual of $M(G)$. Applying TAQ-cohomology (see §4.1 for a brief review) to the cofibre sequence of Theorem A yields a fibre sequence

$$\text{TAQ}_{KU_p}(KU_p^X) \longrightarrow \text{map}(M(G), KU_p) \longrightarrow \text{map}(M(G), KU_p).$$

In §4.4, we compare these fibre sequences by constructing a diagram of the following form.

**Theorem B.** Let $X$ be a pointed space satisfying the conditions of Notation 4.11. Then there exists a commutative diagram in the $\infty$-category $L_{K(1)} \text{Mod}_{KU_p}$ of the form

$$
\begin{array}{ccc}
KU_p \otimes \Phi_1 X & \longrightarrow & KU_p \otimes M^\vee(G) \\
\downarrow^{\epsilon_X \otimes KU_p} & & \downarrow^{\simeq} \\
\text{TAQ}_{KU_p}(KU_p^X) \otimes \text{map}(M(G), KU_p) & \longrightarrow & \text{map}(M(G), KU_p) \\
\end{array}
$$

with the top sequence the $(KU_p$-linearised) fibre sequence from Bousfield, the bottom sequence the fibre sequence coming from the presentation of Theorem A and with $\epsilon_X \otimes KU_p$ the $KU_p$-linear Behrens–Rezk comparison map.

Thus $\epsilon_X \otimes KU_p$ is an equivalence for such $X$. As detailed in §4.4, this implies that $\epsilon_X$ is an equivalence, and thus recovers the following result of Kjaer.

**Corollary ([Kja19]).** Let $p$ be an odd prime. If $X$ is a pointed space satisfying the conditions of Notation 4.11, then $X$ is $\Phi_1$-good. In particular, if $X$ is a simply connected H-space such that $H_*(X; \mathbb{Q})$ is associative and $H_*(X; \mathbb{Z}(p))$ is a finitely generated $\mathbb{Z}(p)$-module, then $X$ is $\Phi_1$-good.

### 1.3 Conventions and notation

Throughout this paper, we fix an odd prime $p$.

We use the language of $\infty$-categories in the sense of Lurie [HTT] as our formalism for homotopy theory. This is merely preferential, and the proofs and constructions should carry over to a different system without much difficulty. All limits and colimits should be understood as homotopy limits and colimits.
We view K-theory homology and cohomology groups as \( \mathbb{Z}/2 \)-graded, by recording only the K-homology groups in degree 0 and 1 (or 0 and -1 for K-cohomology). In particular, we make the identifications

\[
\text{KU}_* \cong \mathbb{Z} \quad \text{and} \quad (\text{KU}_p)_* \cong \mathbb{Z}_p,
\]

both concentrated in degree 0.

The smash product of two spectra \( Y \) and \( Z \) is denoted by \( Y \otimes Z \), and the mapping spectrum from \( Y \) to \( Z \) is denoted by \( \text{map}(Y, Z) \). We write \( \hat{\otimes} \) for the K\((1)\)-local smash product of \( Y \) and \( Z \), i.e.,

\[
Y \hat{\otimes} Z := L_{K(1)}(Y \otimes Z).
\]

We write \( (\text{KU}_p)^\wedge_*(Y) := \pi_*(\text{KU}_p \hat{\otimes} Y) \) for the completed \( \text{KU}_p \)-homology of \( Y \).

We write \( \text{Mod}_{\mathbb{Z}}^* \) for the category of \( \mathbb{Z}/2 \)-graded \( \mathbb{Z}_p \)-modules, and \( \text{CAlg}_{\mathbb{Z}}^* \) for the category of graded-commutative \( \mathbb{Z}/2 \)-graded \( \mathbb{Z}_p \)-modules. We write \( \hat{\text{Mod}}_{\mathbb{Z}}^* \) for the full subcategory of \( \text{Mod}_{\mathbb{Z}}^* \) on the derived \( p \)-complete modules (a.k.a. \( L \)-complete modules), and \( \hat{\text{CAlg}}_{\mathbb{Z}}^* \) for the full subcategory of \( \text{CAlg}_{\mathbb{Z}}^* \) on the algebras whose underlying module is derived \( p \)-complete. (See §2.2 for a brief reminder of derived \( p \)-completeness.)

In Appendix A we work with \( \mathbb{Z} \)-graded objects rather than \( \mathbb{Z}/2 \)-graded objects. As such, in the appendix (and only in the appendix) the notation \( \text{Mod}_{\mathbb{Z}}^* \) stands for \( \mathbb{Z} \)-graded \( \mathbb{Z}_p \)-modules, rather than \( \mathbb{Z}/2 \)-graded \( \mathbb{Z}_p \)-modules.
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## 2 K-theoretic preliminaries

In this section we review some standard results that we need in the remainder of this text. In §2.1 we review two basic constructions from higher algebra: symmetric A-algebras and A-cochains (where \( A \) is an E\(_\infty\)-ring spectrum). The remainder of the section is devoted to \( p \)-completed K-theory. In §2.2 we discuss the structure that the Adams operations give to the K-theory of a spectrum, turning it into a Morava module. In §2.3 we discuss \( \theta \)-algebras, which is the additional structure on the K-homology of an E\(_\infty\)-ring spectrum.
and the K-cohomology of a space. Lastly, in §2.4 we construct a K-theory Moore spectrum $M(G)$ on a Morava module $G$ that is finitely generated and concentrated in either even or odd degree.

### 2.1 Recollections from higher algebra

**Theorem 2.1 ([HA], Prop. 3.1.3.13).** Let $C$ be a symmetric monoidal $\infty$-category. Suppose that $C$ has all countable colimits and that the tensor product functor preserves these in each variable separately. Then the forgetful functor $\operatorname{CAlg}(C) \to C$ admits a left adjoint.

We will denote such a left adjoint by $\operatorname{Sym}_C : C \to \operatorname{CAlg}(C)$ and call it the symmetric algebra functor.

If $0$ is an initial object of $C$, then $\operatorname{Sym}(0)$ is an initial object of $\operatorname{CAlg}(C)$, i.e., it is the unit algebra $1$. If in addition $0$ is also a terminal object of $C$ (in other words, it is a zero object), then by taking slices over $0$, the functor $\operatorname{Sym}_C$ lifts to a functor $C \to \operatorname{CAlg}_{\text{aug}}(C)$.

**Example 2.2.** Let $A$ be an $E_\infty$-ring spectrum. We write $\operatorname{Mod}_A$ for $\operatorname{Mod}_A(\operatorname{Sp})$, and $\operatorname{CAlg}_A$ for $\operatorname{CAlg}_A(\operatorname{Sp})$. As $\operatorname{Sp}$ has all small colimits, so does $\operatorname{Mod}_A$ [HA Cor. 4.2.3.5], and so the above theorem yields a functor $\operatorname{Sym}_A : \operatorname{Mod}_A \to \operatorname{CAlg}_{\text{aug}}(A)$. If $A \to B$ is a map of $E_\infty$-ring spectra, then we have a natural equivalence (where $M$ is an $A$-module spectrum)

$$B \otimes_A \operatorname{Sym}_A(M) \simeq \operatorname{Sym}_B(B \otimes_A M).$$

In the absolute case where $A$ is the sphere spectrum $S$, we omit the subscript and simply write $\operatorname{Sym}$ for $\operatorname{Sym}_S$.

**Example 2.3.** Let $E$ be a spectrum, and let $A$ be an $E$-local $E_\infty$-ring spectrum. We write $L_E \operatorname{Mod}_A$ for the $\infty$-category of $E$-local $A$-modules. The symmetric algebra functor for the $\infty$-category $C = L_E \operatorname{Mod}_A$ is equivalent to the composite $L_E \operatorname{Sym}_A$ of $E$-localisation with the symmetric $A$-algebra functor. Indeed, $L_E \operatorname{Sym}_A$ is left adjoint to the forgetful functor $L_E \operatorname{CAlg}_A \to L_E \operatorname{Mod}_A$.

We shall apply the above mostly in the case where $A = \text{KU}_p$ and $E = K(1)$. In particular, we shall use the natural equivalence (where $Y$ is a spectrum)

$$\text{KU}_p \otimes \operatorname{Sym}(Y) \simeq L_{K(1)} \operatorname{Sym}_{\text{KU}_p}(\text{KU}_p \otimes Y).$$

**Definition 2.4.** Let $C$ be a symmetric monoidal $\infty$-category. Suppose that $C$ has all small limits. Let $A \in \operatorname{CAlg}(C)$. Define a functor

$$A^{(-)} : \mathcal{S}^{\text{op}} \to \operatorname{CAlg}_A(C)$$

by requiring it to preserve small limits and to send a point to $A$. If $X$ is a space, we call $A^X_+$ the $A$-cochains of $X$. 
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Taking slices under a point, the cochains functor also has a pointed version landing in augmented algebras:

\[ A^{(-)} : \mathcal{S}_*^{\text{op}} \to \text{CAlg}_{\text{aug}}^A(\mathcal{C}). \]

**Proposition 2.5.** Let \( \mathcal{C} \) be a closed symmetric monoidal \( \infty \)-category. Suppose that \( \mathcal{C} \) has all small limits and colimits. Let \( A \in \text{CAlg}(\mathcal{C}) \). Then the composite functor

\[
\mathcal{S}^{\text{op}} \xrightarrow{A^{(-)}+} \text{CAlg}_{\text{A}}(\mathcal{C}) \xrightarrow{\text{Mod}} \text{Mod}_{\text{A}}(\mathcal{C})
\]

is equivalent to the functor \( X \mapsto \text{map}_{\text{Mod}(\mathcal{C})}(A \otimes X, A) \), where \( A \otimes X = \text{colim}_X A \) denotes the tensoring of \( \text{Mod}(\mathcal{C}) \) over \( \mathcal{S} \).

**Proof.** The functor \( \text{CAlg}_{\text{A}}(\mathcal{C}) \to \text{Mod}_{\text{A}}(\mathcal{C}) \) preserves all small limits by [HA, Cor. 3.2.2.5]. Therefore both \( A^{(-)}+ \) and \( \text{map}_{\text{Mod}(\mathcal{C})}(A \otimes (-), A) \) are limit-preserving functors \( \mathcal{S}^{\text{op}} \to \text{Mod}_{\text{A}}(\mathcal{C}) \) that send a point to \( A \). ■

**Example 2.6.** If \( A \) is an \( \text{E}_\infty \)-ring spectrum and \( X \) is a space, then \( A^{X+} \) is an \( \text{E}_\infty \)-\( \text{A} \)-algebra spectrum refining the mapping spectrum \( \text{map}(\Sigma^\infty_+ X, A) \). We in particular obtain an isomorphism

\[ \pi_{-\ast} A^{X+} \cong A^+(X). \]

If \( E \) is a spectrum and \( A \) is \( E \)-local, then \( A^{X+} \) is already \( E \)-local for every space \( X \). Indeed, \( E \)-local algebras are closed under limits formed in \( \text{CAlg}_{\text{A}} \).

### 2.2 Morava modules

We will need the notion of derived \( p \)-completion (also called \( L \)-completion) of \( \mathbb{Z}/2 \)-graded \( \mathbb{Z}_p \)-modules. The functor of ordinary \( p \)-completion \( (-)_{\wedge}^p \) on \( \text{Mod}_{\mathbb{Z}_p}^* \) has two left derived functors, denoted \( L_0 \) and \( L_1 \). Here \( L_0 \) is right exact and \( L_1 \) is left exact. We call \( L_0 M \) the derived \( p \)-completion of \( M \). In case \( M \) has bounded \( p \)-torsion, this is naturally isomorphic to \( M_{\wedge}^p \). A module \( M \) is called derived \( p \)-complete if the natural map \( M \to L_0 M \) is an isomorphism. We refer to Hovey and Strickland [HS99, App. A] and Barthel and Frankland [BF15, App. A] for an introduction to the theory of derived \( p \)-completion.

We write

\[ \widehat{\text{Mod}}_{\mathbb{Z}_p}^* \quad \text{and} \quad \widehat{\text{CAlg}}_{\mathbb{Z}_p}^* \]

for the full subcategories of \( \text{Mod}_{\mathbb{Z}_p}^* \) and \( \text{CAlg}_{\mathbb{Z}_p}^* \) on the derived \( p \)-complete modules and algebras, respectively.

**Definition 2.7** ([GH], Def. 2.2.1). A \( p \)-adic Morava module is a derived \( p \)-complete topological \( \mathbb{Z}/2 \)-graded \( \mathbb{Z}_p \)-module \( M \) with a continuous action of \( \mathbb{Z}_p \) by degree-preserving maps, such that the quotient \( M/p \) is a discrete \( \mathbb{Z}_p \)-module. A morphism of Morava modules is a continuous morphism of graded \( \mathbb{Z}_p \)-modules that intertwines the action of \( \mathbb{Z}_p \). We write \( \text{MorMod}_p \) for the category of \( p \)-adic Morava modules.
Often we will write the action of \( k \in \mathbb{Z}_p^\times \) on a Morava module \( M \) as \( \psi^k \) (or by \( \psi^k_M \) if we wish to emphasise the module \( M \)) and call these the **Adams operations** of \( M \). Often we will also omit the prime \( p \) and refer to \( p \)-adic Morava modules simply as **Morava modules**.

**Remark 2.8.** In [Bou99], Bousfield uses the term *stable Adams module* (see Definition 2.6 of op. cit.) for a closely related concept. If \( M \) is finitely generated as a \( \mathbb{Z}_p \)-module, then the concept coincides with that of a \( p \)-adic Morava module. Bousfield uses the term *Adams module* to mean a stable Adams module which also has a compatible \( \psi^p \) operation.

**Proposition 2.9.** If \( X \) is a \( K(1) \)-local \( KU_p \)-module spectrum, then \( \pi_*X \) is naturally a \( p \)-adic Morava module.

**Proof.** Goerss and Hopkins [GH, Prop. 2.2.2] give a Morava module structure to the completed \( KU_p \)-homology \( (KU_p)_\wedge(X) = \pi_*(KU_p \otimes X) \) of a spectrum \( X \), natural in maps of spectra. Using the same reasoning as in [BF15, Prop. 6.8], this induces Adams operations on \( \pi_*M \) for any \( K(1) \)-local \( KU_p \)-module spectrum. ■

### 2.3 \( \theta \)-algebras

**Definition 2.10 ([GH], Def. 2.2.3).** A \( p \)-adic \( \theta \)-algebra with Adams operations is a graded-commutative \( \mathbb{Z}/2 \)-graded \( \mathbb{Z}_p \)-algebra \( R \) with the structure of a Morava module, together with continuous maps

\[
\theta^p : R_0 \longrightarrow R_0 \quad \text{and} \quad \theta^p : R_1 \longrightarrow R_1,
\]

satisfying the following conditions.

(i) For all \( k \in \mathbb{Z}_p^\times \), the operation \( \psi^k \) on \( R \) is \( \mathbb{Z}_p \)-linear, and if \( x, y \in R \) are homogeneous, then

\[
\psi^k(xy) = \begin{cases} 
\psi^k(x) \cdot \psi^k(y) & |x| = 0 \text{ or } |y| = 0, \\
\frac{1}{k} \cdot \psi^k(x) \cdot \psi^k(y) & |x| = |y| = 1.
\end{cases}
\]

(ii) We have \( \theta^p(1) = 0 \).

(iii) For all \( k \in \mathbb{Z}_p^\times \), we have \( \theta^p \circ \psi^k = \psi^k \circ \theta^p \).

(iv) If \( x, y \in R \) are homogeneous, then

\[
\theta^p(x + y) = \begin{cases} 
\theta^p(x) + \theta^p(y) - \frac{1}{p} \sum_{i=1}^{p-1} \binom{p}{i} \cdot x^i y^{p-i} & |x| = |y| = 0, \\
\theta^p(x) + \theta^p(y) & |x| = |y| = 1.
\end{cases}
\]

(v) If \( x, y \in R \) are homogeneous, then

\[
\theta^p(xy) = \begin{cases} 
\theta^p(x) \cdot y^p + x^p \cdot \theta^p(y) + p \cdot \theta^p(x) \cdot \theta^p(y) & |x| = 0 \text{ or } |y| = 0, \\
\theta^p(x) \cdot \theta^p(y) & |x| = |y| = 1.
\end{cases}
\]
A **morphism** of \( p \)-adic \( \theta \)-algebras with Adams operations is a morphism of graded \( \mathbb{Z}_p \)-algebras that is a morphism of Morava modules and that intertwines the action of \( \theta^p \). We write \( \text{Alg}_{\theta,p} \) for the category of \( p \)-adic \( \theta \)-algebras with Adams operations.

As with Morava modules, often we will omit the prime \( p \) and refer to these algebras as \( \theta \)-algebras with Adams operations, or sometimes even simply as \( \theta \)-algebras. In that case we may also write \( \theta \) for \( \theta_p \).

We extend \( \theta^p \) to a map \( R \to R \) by putting \( \theta^p(x + y) = \theta^p(x) + \theta^p(y) \) for \( x \) even and \( y \) odd.

We define \( \psi^p : R \to R \) by putting \( \psi^p(x) := x^p + p \cdot \theta^p(x) \). If \( R \) has no \( p \)-torsion, then \( \theta^p \) can be recovered from \( \psi^p \). The conditions on \( \theta^p \) ensure that \( \psi^p \) is an additive operation satisfying a multiplicative law given similar to (i) above: if \( x, y \in R \) are homogeneous, then

\[
\psi^p(x) \cdot \psi^p(y) = \begin{cases} 
\psi^p(xy) & |x| = 0 \text{ or } |y| = 0, \\
p \cdot \psi^p(xy) & |x| = |y| = 1.
\end{cases}
\]

With this notation, we can rewrite part of condition (v) above as stating that

\[
\theta^p(xy) = \psi^p(x) \cdot \theta^p(y) \tag{2.11}
\]

when \( x \) is even and \( y \) is odd.

**Remark 2.12.** Some denote the map \( \theta^p : R_1 \to R_1 \) by either \( \psi^p \) or \( \psi \); note that these differ from \( \psi^p : R_1 \to R_1 \) as defined above by a factor of \( p \). See, e.g., [Bou96a; Bou96b; Bou99; BF15].

**Remark 2.13.** Bousfield uses the term \( p \)-adic \( \theta \)-algebra to mean something slightly different than the above, requiring \( p \)-completeness in a stronger sense than derived \( p \)-completeness. See [Bou96a, §6] or [Bou96b, §1] for precise definitions. Every \( p \)-adic \( \theta \)-algebra with Adams operations in the sense of Bousfield determines a \( \theta \)-algebra in the sense of Definition 2.10.

**Example 2.14.** The ring \( \mathbb{Z}_p \) can be given the structure of a \( \theta \)-algebra with Adams operations by putting \( \psi^k \) equal to the identity for all \( k \in \mathbb{Z}_p \). This determines \( \theta^p \) as well, due to the absence of \( p \)-torsion. We shall always regard \( \mathbb{Z}_p \) as having these Adams operations. ▲

**Remark 2.15.** If \( R \) is a \( \theta \)-algebra augmented over \( \mathbb{Z}_p \), then \( \theta^p \) is \( \mathbb{Z}_p \)-linear on odd elements of \( R \): this follows from Equation (2.11).

**Theorem 2.16.** If \( A \) is a \( K(1) \)-local \( H_\infty \)-\( \text{KU}_p \)-algebra spectrum, then \( \pi_*A \) is naturally a \( p \)-adic \( \theta \)-algebra with Adams operations.

**Proof.** This follows from the work by McClure [BMMS, Ch. IX], as explained by Barthel and Frankland [BF15, §6]. Specifically, in Proposition 6.8 of op. cit. they show that McClure’s operation \( Q \) extends to an operation on all \( K(1) \)-local \( H_\infty \)-\( \text{KU}_p \)-algebras. Then in §6.3, they show that this operation \( Q \) satisfies the conditions on \( \theta^p \) in a \( \theta \)-algebra. The
Adams operations from Proposition 2.9 above commute with $Q$, because the Adams operations on $KU_p$ are $E_\infty$-ring maps. This gives $\pi_* A$ the structure of a $p$-adic $\theta$-algebra with Adams operations in the sense of Definition 2.10.

Corollary 2.17.

(a) If $A$ is an $E_\infty$-ring spectrum, then $(KU_p)_* (A)$ is naturally a $p$-adic $\theta$-algebra with Adams operations.

(b) If $X$ is a space, then $KU_p^X$ is naturally a $p$-adic $\theta$-algebra with Adams operations.

Proof. If $A$ is an $E_\infty$-ring spectrum, then $KU_p \otimes A$ is a $K(1)$-local $E_\infty$-$KU_p$-algebra. If $X$ is a space, then $KU_p^X$ is an $E_\infty$-$KU_p$-algebra, and it is $K(1)$-local because $KU_p$ is.

The forgetful functor $\text{Alg}_{\theta,p} \rightarrow \text{MorMod}_p$ admits a left adjoint $\text{Free}_{\theta,p}$, the free $\theta$-algebra functor. We will only construct this free $\theta$-algebra in the following special case, which is all we need.

Example 2.18. Let $G$ be a Morava module concentrated in odd degree. We can form $\text{Free}_{\theta}[G]$ as follows. Let $FG$ denote the module $G \oplus G \oplus \cdots$, which inherits Adams operations from $G$. We topologise $FG$ by giving it the coproduct topology; see \cite{Hig77, §2}. (Note that $FG$ is not yet a Morava module, as it is not derived $p$-complete when $G$ is nonzero.) Define a $Z_p$-linear homomorphism $\theta^p : FG \rightarrow FG$ by shifting each copy of $G$ one to the right. Now define as algebras

$$\text{Free}_{\theta}[G] := L_0 \Lambda_{Z_p}[FG].$$

The Adams operations $\psi^k$ are induced from the Adams operations on $FG$. The homomorphism $\theta^p$ on $FG$ uniquely determines an operation $\theta^p$ on $\text{Free}_{\theta}[G]$ that turns it into a $p$-adic $\theta$-algebra.

Let $R$ be a $\theta$-algebra and $f : G \rightarrow R$ a morphism of Morava modules. Then the induced morphism $\text{Free}_{\theta}[G] \rightarrow R$ can be described as follows. First define a map $FF : FG \rightarrow R$ given by applying the map $(\theta^p)^t \circ f$ to the $t$-th copy of $G$. Note that $FF$ is a $Z_p$-module homomorphism that intertwines the Adams operations. The map $FF$ induces a map $L_0 \Lambda[FG] \rightarrow R$, which is the map $\text{Free}_{\theta}[G] \rightarrow R$.

Remark 2.19. Due to Remark 2.13, the free $\theta$-algebras introduced by Bousfield differ from the ones of Example 2.18. See §4.3 for a review of Bousfield’s free $\theta$-algebra on a Morava module concentrated in odd degree.

Theorem 2.20 (McClure). Let $Y$ be a spectrum such that $(KU_p)_* (Y)$ is a flat $Z/2$-graded $Z_p$-module. Then the natural map

$$\text{Free}_{\theta,p} [(KU_p)_* (Y)] \rightarrow (KU_p)_* (\text{Sym}(Y))$$

induced by $(KU_p)_* (Y) \rightarrow (KU_p)_* (\text{Sym}(Y))$ is an isomorphism of $p$-adic $\theta$-algebras with Adams operations. Moreover, this isomorphism is compatible with the free-forgetful adjunctions:
if $A$ is an $E_\infty$-ring spectrum, then the diagram

$$
\xymatrix{
\text{Map}_{\text{CAlg} (\text{Sp})} (\text{Sym} (Y), A) \ar[d]_{(KU_p)_*} \ar[r]^{\simeq} & \text{Map}_{\text{Sp}} (Y, A) \ar[d]^{(KU_p)_*} \\
\text{Hom}_\theta (\text{Free}_{0 \cdot p} \left[(KU_p)_* (Y)\right], (KU_p)_* (A)) \ar[r]^{\simeq} & \text{Hom} \left((KU_p)_* (Y), (KU_p)_* (A)\right)
}
$$

commutes up to natural isomorphism.

**Proof.** This follows from the work by McClure [BMMS, Ch. IX], as explained by Barthel and Frankland [BF15]. Specifically, Barthel and Frankland first work with Morava $E$-theory $E_h$ at a general height $h \geq 1$. In §3, they introduce a monad $\hat{T} = L_0 \oplus_{n \geq 0} \hat{T}_n$. In Proposition 3.18 they show that the natural map

$$
\hat{T}_n (\pi_* M) \rightarrow \pi_* (L_{K(h)} \text{Sym}^n_{E_h} (M))
$$

is an isomorphism if $\pi_* M$ is flat as a graded module over $\pi_* (E_h)$. Then in Theorem 6.14, restricting to height $h = 1$, they identify the monad $\hat{T}$ with the free $\theta$-algebra monad. 

### 2.4 K-theory Moore spectra

Let $G$ be a $p$-adic Morava module, concentrated either in even or odd degree and which is finitely generated as $\mathbb{Z}_p$-module. In [Bou85, Prop. 8.7], Bousfield constructs a KU-local spectrum $M_\ast (G)$ along with an isomorphism

$$(KU_p)_* (M_\ast (G)) \cong G$$

respecting stable $p$-local Adams operations $\psi^k$ for $k \in \mathbb{Z}^{\times} (p)$.

**Definition 2.21.** Let $G$ be a $p$-adic Morava module, concentrated either in even or odd degree and which is finitely generated as $\mathbb{Z}_p$-module. We write $M(G)$ for the spectrum $M_\ast (G)$. 

Note that $M(G)$ is a $K(1)$-local spectrum. As $G$ is derived $p$-complete, the following is immediate.

**Lemma 2.22.** The isomorphism $(KU_p)_* (M_\ast (G)) \cong G$ induces an isomorphism

$$(KU_p)_* (G) \cong G$$

of $p$-adic Morava modules.

**Remark 2.23.** Up to equivalence, the spectrum $M(G)$ is the unique $K(1)$-local spectrum with the property of Lemma 2.22. This follows, e.g., from Proposition 3.6 below, together with the fact that the functor $KU_p \otimes - : \text{Sp}_{K(1)} \rightarrow L_{K(1)} \text{Mod}_{KU_p}$ is conservative.
Definition 2.24. If $G$ is a Morava module as in Definition 2.21 then we write $M^\vee(G)$ for the $\text{K}(1)$-local Spanier–Whitehead dual of $M(G)$.

For a Morava module $G$ as above, the spectrum $M(G)$ is $\text{K}(1)$-locally dualisable, since $(\text{KU}_p)_*(M(G))$ is a finitely generated $\mathbb{Z}_p$-module; see [HS99, Thm. 8.6]. We in particular obtain an isomorphism

$$\text{KU}_p^*(M^\vee(G)) \cong G.$$ 

Remark 2.25. If $G$ is concentrated in degree $d$, then Bousfield [Bou99] uses the notation $M(G, d)$ for $M^\vee(G)$.

3 Construction of the presentation

In this section we construct the presentation described in Theorem A. We begin by specifying the spaces this theorem pertains to.

Definition 3.1. Let $G$ be a ($p$-adic) Morava module concentrated in odd degree, and let $\theta^p_G : G \to G$ be a morphism of Morava modules. The exterior $\theta$-algebra on $(G, \theta^p_G)$ is the $\mathbb{Z}_p$-algebra $\Lambda_{\mathbb{Z}_p}[G]$, with Adams operations and the map $\theta^p$ induced from the Adams operations on $G$ and from $\theta^p_G$, respectively. We shall often write $\Lambda[G]$ for $\Lambda_{\mathbb{Z}_p}[G]$.

Throughout this section, we follow Notation 3.2.

Notation 3.2. Let $X$ be a pointed space, and let $(G, \theta^p_G)$ be a pair of a $p$-adic Morava module with an endomorphism, such that

(i) $G$ is finitely generated and free as a $\mathbb{Z}_p$-module, and concentrated in odd degree;
(ii) $\text{KU}_p^*(X)$ is an exterior $\theta$-algebra on $(G, \theta^p_G)$, or more precisely, we fix an isomorphism

$$\text{KU}_p^*(X) \cong \Lambda[G]$$

of $p$-adic $\theta$-algebras with Adams operations.

Briefly put, the $K$-theory of $X$ is an exterior algebra on a finite number of odd generators, where the generators have specified Adams operations and $\theta^p$-action. As previously noted in the Introduction, many $H$-spaces provide examples: see [Bou99, Thm. 6.3].

Definition 3.3. Define a map $\theta^p - F\theta^p_G : FG \to FG$ by

$$(x_0, x_1, x_2, \ldots) \mapsto (0, x_0, x_1, \ldots) - (\theta^p_G(x_0), \theta^p_G(x_1), \theta^p_G(x_2), \ldots).$$

Here $\theta^p$ denotes the formal $\theta$-operation in the target (i.e., shifting), and $F\theta^p_G$ denotes the component-wise action of $\theta^p_G$ on $FG = G \oplus G \oplus \cdots$. By applying the functor $L_0 \Lambda[-]$, we get a map $\text{Free}_\theta[G] \to \text{Free}_\theta[G]$; this map we will also denote by $\theta^p - F\theta^p_G$.

We also have a map $\text{Free}_\theta[G] \to \Lambda[G]$ induced by the inclusion of the generators $G \to \Lambda[G]$. 
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Lemma 3.4. The square

$$\begin{array}{ccc}
\text{Free}_\theta[G] & \xrightarrow{\theta^p - F\theta^p_G} & \text{Free}_\theta[G] \\
\downarrow & & \downarrow \\
\mathbb{Z}_p & \xrightarrow{\sim} & \Lambda[G]
\end{array}$$

is a pushout square in $\text{CAlg}_{\mathbb{Z}_p}^*$. In other words, this is a presentation (or 'cokernel sequence')

$$\begin{array}{ccc}
\text{Free}_\theta[G] & \xrightarrow{\theta^p - F\theta^p_G} & \text{Free}_\theta[G] \\
\downarrow & & \downarrow \\
\Lambda[G] & & \Lambda[G]
\end{array}$$

of augmented derived $p$-complete algebras.

Proof. We have a pushout square

$$\begin{array}{ccc}
FG & \xrightarrow{\theta^p - F\theta^p_G} & FG \\
\downarrow & & \downarrow \\
0 & \xrightarrow{\sim} & G
\end{array} \tag{3.5}$$

in $\text{Mod}_{\mathbb{Z}_p}^*$. The free derived $p$-complete algebra functor $\text{Mod}_{\mathbb{Z}_p}^* \rightarrow \text{CAlg}_{\mathbb{Z}_p}^*$ is a left adjoint and therefore preserves colimits. The three nonzero terms in the square (3.5) are concentrated in odd degree, so on these objects this functor is given by $L_0 \Lambda[-]$. Applying this functor to the square (3.5) yields the claimed square in $\text{CAlg}_{\mathbb{Z}_p}^*$, which is therefore a pushout in $\text{CAlg}_{\mathbb{Z}_p}^*$. $\blacksquare$

The advertised presentation of $\text{KU}^X_p$,

$$\text{KU}_p \otimes \text{Sym}(M(G)) \xrightarrow{R} \text{KU}_p \otimes \text{Sym}(M(G)) \xrightarrow{T} \text{KU}^X_p$$

will be a topological analogue of the above algebraic presentation, with $R$ playing the role of the map $\theta^p - F\theta^p_G$, and $T$ playing the role of the map $\text{Free}_\theta[G] \rightarrow \Lambda[G]$. To realise this, we need some results.

Proposition 3.6 ([BH16], Prop. 1.14). Let $Y$ and $Z$ be spectra. Suppose that $(\text{KU}_p)_*^\wedge(Y)$ is pro-free, i.e., it is of the form $L_0 F$ with $F$ a free $(\text{KU}_p)_*$-module. Then the natural map

$$\pi_* \text{map}(Y, \text{KU}_p \otimes Z) \rightarrow \text{Hom}_{(\text{KU}_p)_*^\wedge}((\text{KU}_p)_*^\wedge(Y), (\text{KU}_p)_*^\wedge(Z))$$

is an isomorphism.

Since $G$ is finitely generated and free, it is immediate that $\Lambda[G]$ is pro-free. Using Example 2.18 we see that $\text{Free}_\theta[G] = L_0 \Lambda[FG]$ is also pro-free.
Corollary 3.7. Let $Y$ be a spectrum such that $(KU_p)^\wedge_*(Y)$ is pro-free. Then we have an isomorphism

$$KU_p^*(Y) \cong \text{Hom}_{(KU_p)^*}((KU_p)^\wedge_*(Y), (KU_p)^*_*) .$$

Proof. Take $Z = S$ in Proposition 3.6.

Lemma 3.8. Let $Y$ and $Z$ be spectra. Suppose that $KU_p^*(Y)$ is finitely generated and free. Then the natural map

$$KU_p^*(Y) \otimes_{(KU_p)^*} KU_p^*(Z) \longrightarrow KU_p^*(Y \otimes Z)$$

is an isomorphism.

Proof. Because $KU_p^*(Y)$ is free, the Künneth spectral sequence for $KU_p^*(Y \otimes Z)$ (as in, e.g., [EKMM, Ch. IV, Thm. 4.7]) collapses, yielding the claim.

We now construct two maps

$$T: KU_p \otimes \text{Sym}(M(G)) \longrightarrow KU_p^X,$$

$$R: KU_p \otimes \text{Sym}(M(G)) \longrightarrow KU_p \otimes \text{Sym}(M(G))$$

of $K(1)$-local augmented $KU_p$-algebras as follows.

• Because $KU_p^X$ is $K(1)$-local, the map $T$ corresponds to a map of spectra

$$M(G) \longrightarrow KU_p^X .$$

By adjunction, this is the same as a map of spectra $M(G) \otimes \Sigma^\infty X \rightarrow KU_p$, i.e., a cohomology class in $KU_p^*(M(G) \otimes \Sigma^\infty X)$. The module $KU_p^*(M(G)) \cong G$ is free, so Lemma 3.8 applies, yielding an isomorphism

$$KU_p^*(M(G) \otimes \Sigma^\infty X) \cong KU_p^*(M(G)) \otimes_{(KU_p)^*} KU_p^*(X) .$$

Using Corollary 3.7 and the fact that $G$ is finitely generated and free, the right-hand side is isomorphic to

$$\text{Hom}_{Z_p}(G, Z_p) \otimes_{Z_p} \Lambda[G] \cong \text{Hom}_{Z_p}(G, \Lambda[G]) .$$

In conclusion, we have to specify a homomorphism $G \rightarrow \Lambda[G]$. This we take to be the inclusion of the generators.

• The map $R$ corresponds to a map of $K(1)$-local $KU_p$-modules

$$KU_p \otimes M(G) \longrightarrow KU_p \otimes \text{Sym}(M(G)) .$$

By Proposition 3.6, such a map is determined up to equivalence by the homomorphism it induces on homotopy groups. By Theorem 2.20, the $K$-homology of $\text{Sym}(M(G))$ is

$$\text{Free}_\theta[(KU_p)^\wedge_*(M(G))] \cong \text{Free}_\theta[G] .$$

In conclusion, we have to specify a homomorphism $G \rightarrow \text{Free}_\theta[G]$. This we take to be the map $\theta^p - F\theta^p_G$ of Definition 3.3 (restricted to $G \subseteq \text{Free}_\theta[G]$).
In a general pointed $\infty$-category, recall that a map is called nullhomotopic if it factors over a zero object. In augmented $\text{KU}_p$-algebras, the algebra $\text{KU}_p$ is a zero object.

**Lemma 3.9.** The composite $T \circ R$ is a nullhomotopic map of augmented $\text{KU}_p$-algebra spectra.

**Proof.** By the same reasoning as above, the composite $T \circ R$ is classified by the corresponding map of spectra

$$M(G) \longrightarrow \text{KU}_p^{X^+},$$

which is classified by the corresponding cohomology class in

$$\text{KU}_p^*(M(G)) \otimes_{(\text{KU}_p)} \text{KU}_p^*(X) \cong \text{Hom}_{\text{K}}(G, \Lambda[G]).$$

Unwinding our constructions, we see that this map $G \to \Lambda[G]$ is given by

$$G \xrightarrow{\theta_p - F\theta_p} \text{Free}_{\theta}[G] \longrightarrow \Lambda[G],$$

$$x \longmapsto (-\theta_p(x), x, 0, 0, \ldots) \longmapsto -\theta_p(x) + \theta_p(x) = 0.$$ 

As this is the zero map, we are done. \[\blacksquare\]

Henceforth we fix a choice of nullhomotopy, which is a witness to the commutativity of the diagram

$$\xymatrix{ \text{KU}_p \otimes \text{Sym}(M(G)) \ar[r]^R \ar[d] & \text{KU}_p \otimes \text{Sym}(M(G)) \ar[d]^T \\
\text{KU}_p \ar[r] & \text{KU}_p^{X^+} }$$

in the $\infty$-category $L_{K(1)} \text{CAlg}^{\text{aug}}_{\text{KU}_p}$ of augmented $K(1)$-local $\text{KU}_p$-algebras.

We will prove Theorem $[A]$ by showing that Diagram (3.10) is a pushout square. To show this, we will use the $K(1)$-local Tor spectral sequence constructed in Appendix $[A]$. Its $E^2$-page consists of the completed Tor groups from $\S$A.1:

$$E^2_{s,t} = \hat{\text{Tor}}_{s,t}^A(\pi_* M, \pi_* N),$$

and in suitable cases it converges to $\pi_{s+t}(M \otimes_A N)$; see Proposition $[A.1]$. We first compute the $E^2$-page of this spectral sequence.

Recall the map $\theta_p - F\theta_p^p : FG \to FG$ from Definition $[3.3]$

**Lemma 3.11.** The map $\Lambda[\theta_p - F\theta_p^p] : \Lambda[FG] \to \Lambda[FG]$ is a flat map of algebras.

**Proof.** In this proof, we will write $\theta$ for the operation $\theta_p$ on the free $\theta$-algebra, and write $\theta^t$ for the $t$-th iterate of $\theta$, with $\theta^0$ denoting the identity. Let $x_1, \ldots, x_n$ be generators for $G$. We can write

$$\Lambda[FG] \cong \Lambda_{\mathbb{Z}}[x_i, \theta x_i, \theta^2 x_i, \theta^3 x_i, \ldots]_{i=1,\ldots,n}.$$
For \( i = 1, \ldots, n \), write \( \theta^p G (x_i) = \sum_{j=1}^{n} \lambda_{ij} x_j \) for \( \lambda_{ij} \in \mathbb{Z}_p \). In these coordinates, the map under inspection takes the form

\[
\Lambda \mathbb{Z}_p [x_i, \theta x_i, \theta^2 x_i, \ldots]_i \longrightarrow \Lambda \mathbb{Z}_p [x_i, \theta x_i, \theta^2 x_i, \ldots]_i,
\]

\[
\theta^t x_i \longmapsto \theta^{t+1} x_i - \sum_{j=1}^{n} \lambda_{ij} \theta^t x_j.
\]

Denote the image of \( \theta^t x_i \) by \( \alpha_{it} \). The elements

\[
\{ \alpha_{it} \mid i = 1, \ldots, n, \text{ and } t \geq 0 \} \cup \{ x_j \mid j = 1, \ldots, n \}
\]

also serve as exterior algebra generators of \( \Lambda[FG] \). Indeed, the reader can check that the \( \alpha_{it} \) anticommute with each other and with the \( x_j \), and that the original generators \( \{ \theta^t x_i \}_{i,t} \) can be expressed as a linear combination of the \( \alpha_{it} \) and the \( x_j \). Thus, up to isomorphism, the map \( \Lambda[\theta^p - F0^p_G] \colon \Lambda[FG] \to \Lambda[FG] \) is a shifting of generators, and is thus a flat map. ■

Applying \( L_0 \) to the map of Lemma 3.11 yields a map \( \text{Free}_\theta [G] \to \text{Free}_\theta [G] \) of \( \theta \)-algebras.

**Corollary 3.12.** The completed Tor groups

\[
\text{Tor}_{i}^{\text{Free}_\theta [G]} (\text{Free}_\theta [G], \mathbb{Z}_p)
\]

vanish for \( i > 0 \).

**Proof.** By Lemma 3.11, the Tor groups

\[
\text{Tor}_{i}^{\Lambda[FG]} (\Lambda[FG], \mathbb{Z}_p)
\]

vanish for \( i > 0 \). Now apply Lemma A.6. ■

**Proof of Theorem** We show that Diagram (3.10) is a pushout square in the \( \infty \)-category \( L_{K(1)} \text{CAlg}^{\text{aug}}_{\text{SKU}_p} \). By [HTT, Prop. 1.2.13.8], the pushout of Diagram (3.10) in \( L_{K(1)} \text{CAlg}^{\text{aug}}_{\text{KU}_p} \) is the same as the pushout in \( L_{K(1)} \text{CAlg}^{\text{aug}}_{\text{SKU}_p} \); let \( A \) denote this pushout. The diagram induces a map \( A \to \text{KU}^{X, +}_p \); we prove this is an equivalence. It suffices to show that it induces an isomorphism on homotopy groups. The algebra \( A \) is the relative smash product

\[
A = \left( \text{KU}_p \otimes \text{Sym}(M(G)) \right) \otimes_{\text{KU}_p \otimes \text{Sym}(M(G))} \text{KU}_p.
\]

The homotopy groups of this relative smash product are computed by the \( K(1) \)-local Tor spectral sequence of Proposition A.1. Indeed, by Corollary 3.12 this spectral sequence collapses on the \( E^2 \)-page and is concentrated on the zeroth vertical line. This in particular shows that it satisfies the convergence criterion of Proposition A.1. Because the spectral sequence is concentrated on the zeroth vertical line, we see that the edge map

\[
\text{Free}_\theta [G] \otimes_{\text{Free}_\theta [G]} \mathbb{Z}_p \longrightarrow \pi_* A
\]

vanishes for \( i > 0 \). Therefore, the map \( A \to \text{KU}^{X, +}_p \) is an equivalence.
is an isomorphism. In other words, after taking homotopy groups, the pushout square defining $A$ becomes a pushout square

$$\begin{array}{ccc}
\text{Free}_\theta[G] & \xrightarrow{\theta^p - pG_C} & \text{Free}_\theta[G] \\
\downarrow & & \downarrow \\
\mathbb{Z}_p & \xrightarrow{r} & \pi_* A
\end{array}$$

in $\widehat{\text{CAlg}}_{\mathbb{Z}_p}^*$. Diagram (3.10) becomes, after taking homotopy groups, the diagram

$$\begin{array}{ccc}
\text{Free}_\theta[G] & \xrightarrow{\theta^p - pG_C} & \text{Free}_\theta[G] \\
\downarrow & & \downarrow \\
\mathbb{Z}_p & \xrightarrow{r} & \Lambda[G]
\end{array}$$

from Lemma 3.4 which we know is a pushout square in $\widehat{\text{CAlg}}_{\mathbb{Z}_p}^*$. Thus the map $A \to KU_1^X$ induces an isomorphism on homotopy groups, which means it is an equivalence.

\section{Evaluation of the comparison map}

Let $X$ be a pointed space as in Notation 3.2. The goal of this section is to show that, under some additional conditions on $X$ (see Notation 4.11), the Behrens–Rezk comparison map $c_X$ is an equivalence. Since $L_{K(1)} \Sigma^\infty_+ X$ is $K(1)$-locally dualisable (see Lemma 4.13), this implies that $X$ is $\Phi_1$-good.

In §4.2 we review the construction of the Behrens–Rezk comparison map $c_X$. Topological Andrè–Quillen cohomology features in this comparison map, and for this reason we very briefly review it in §4.1. The proof that the comparison map is an equivalence works by constructing the diagram advertised in Theorem B; this is done in §4.4. For this construction we require some computational results by Bousfield, which we summarise in §4.3.

\subsection{Topological Andrè–Quillen cohomology}

\textbf{Theorem 4.1.} Let $C$ be a symmetric monoidal $\infty$-category. Suppose that $C$ has all small colimits and that the tensor product functor preserves these in each variable separately. Then the trivial algebra functor $C \to \text{CAlg}_{\text{aug}}^*(C)$, $Y \mapsto 1 \oplus Y$ has a left adjoint $\text{TAQ}_C$. Moreover, we have a natural equivalence (where $Y \in C$)

$$\text{TAQ}_C(\text{Sym}_C(Y)) \simeq Y.$$
Proof. See, e.g., [GL18 §4.2].

We call $\text{TAQ}_C$ the **topological André–Quillen homology** functor of $C$, or $\text{TAQ}$-homology for short. Note that this goes by many different names in the literature, such as the cotangent fibre or the derived indecomposables.

**Example 4.2.** Let $A$ be an $E_\infty$-ring spectrum. Then we denote by $\text{TAQ}_A$ the $\text{TAQ}$-homology functor of the $\infty$-category $\text{Mod}_A$. The $A$-linear dual $\text{TAQ}_A(-)^{\vee}$ we refer to as **topological André–Quillen cohomology**.

**Example 4.3.** Let $E$ be a spectrum, and let $A$ be an $E_\infty$-local $E_\infty$-ring spectrum. Then the $\text{TAQ}$-homology functor of $C = L_E \text{Mod}_A$ is equivalent to the composite $L_E \text{TAQ}_A$. Indeed, the trivial algebra functor $L_E \text{Mod}_A \to L_E \text{CA}_{\text{aug}}$ is given by $M \mapsto A \oplus M$, as the direct sum $A \oplus M$ is already $E$-local. Thus the composite $L_E \text{TAQ}_A$ is left adjoint to the trivial algebra functor of $C = L_E \text{Mod}_A$.

The $E$-local version of $\text{TAQ}$-cohomology is the same as the ordinary version: since $A$ is $E$-local, we have an equivalence

$$\text{map}_A(L_E \text{TAQ}_A(-), A) \simeq \text{map}_A(\text{TAQ}_A(-), A).$$

**4.2 The Behrens–Rezk comparison map**

**Definition 4.4.** Let $A$ be a $K(1)$-local $E_\infty$-ring spectrum. In [BR20b §6], Behrens and Rezk construct a natural transformation $c_X^A: L_{K(1)} \text{TAQ}_A(A^{X^+}) \to A^{\Phi_1 X}$ of functors $\mathcal{S}_{*}^{\text{op}} \to L_{K(1)} \text{Mod}_A$. We call $c_X^A$ the **$A$-linear dual comparison map**. Taking the $A$-linear dual and precomposing with the natural map

$$A \otimes \Phi_1 X \to \text{map}_A(A^{\Phi_1 X}, A)$$

yields the **$A$-linear comparison map**

$$c_X^A: A \otimes \Phi_1 X \to \text{TAQ}_A(A^{X^+})^{\vee},$$

which is a natural transformation of functors $\mathcal{S}_{*} \to L_{K(1)} \text{Mod}_A$. We write $c_X$ when $A = S_{K(1)}$, and refer to this simply as the **comparison map**.

**Lemma 4.5.** Let $X$ be a pointed space such that the spectra $L_{K(1)} \Sigma_{*}^{\infty} X$ and $L_{K(1)} \text{TAQ}_{S_{K(1)}}(S_{K(1)}^{X^+})$ are $K(1)$-locally dualisable. Then $c_X$ is an equivalence if and only if the $KU_p$-linear comparison map

$$c_X^{KU_p}: KU_p \otimes \Phi_1 X \to \text{TAQ}_{KU_p}(KU_p^{X^+})^{\vee}$$

is an equivalence.
Proof. The functor $KU_p \otimes - : Sp_{K(1)} \to L_{K(1)} \text{Mod}_{KU_p}$ is conservative, so $c_X$ is an equivalence if and only if $KU_p \otimes c_X$ is an equivalence. Because of the dualisability assumptions, the natural map

$$KU_p \otimes \left( TAQ_{Sp_{K(1)}} (S_{K(1)}^{X+})^\vee \right) \to TAQ_{KU_p} (KU_p^{X+})^\vee$$

is an equivalence. This identifies $KU_p \otimes c_X$ with $c_X^{KU_p}$, proving the claim. ■

4.3 Review of Bousfield’s computations

In [Bou99, §3.5], Bousfield constructs a modification functor $\tilde{(-)} : Sp_{K(1)} \to Sp$, together with a natural transformation to the identity. These enjoy the following properties:

(i) $\pi_n \tilde{Y} = 0$ for $n < 2$;

(ii) the map $\tilde{Y} \to Y$ induces an isomorphism $\pi_n \tilde{Y} \cong \pi_n Y$ for $n > 2$;

(iii) the map $\tilde{Y} \to Y$ is a $K(1)$-localisation.

Definition 4.6. If $G$ is a Morava module as in §2.4 then we write $\tilde{M}^\vee (G)$ for the above modification of $M^\vee (G)$.

Bousfield computed the K-cohomology of $\Omega_\infty \tilde{M}^\vee (G)$. This turns out to be a type of free $\theta$-algebra on $G$, but of a slightly different kind than the free $\theta$-algebras introduced in §2.3. Let $FG$ denote $G \times G \times \cdots$. If $N$ is a $\mathbb{Z}_p$-module, let $\hat{\Lambda} [N]$ denote

$$\hat{\Lambda} [N] := \lim \Lambda_{\mathbb{Z}_p} [N_\alpha],$$

where the $N_\alpha$ are the finite quotients of $N$. The algebra $\hat{\Lambda} [FG]$ gets the structure of a $p$-adic $\theta$-algebra with Adams operations in a similar way as Free$_\theta [G]$ from Example 2.18.

Theorem 4.7 ([Bou96a]; [Bou99], Thm. 3.7). Let $G$ be a Morava module concentrated in odd degree, which is finitely generated and free as $\mathbb{Z}_p$-module. Then we have an isomorphism of $\theta$-algebras

$$KU_p^* \left( \Omega_\infty \tilde{M}^\vee (G) \right) \cong \hat{\Lambda} [FG].$$

Moreover, under this isomorphism, the counit $\Sigma^\infty_+ \Omega_\infty \tilde{M}^\vee (G) \to \tilde{M}^\vee (G)$ induces the inclusion of generators $G \to \hat{\Lambda} [FG]$.

Bousfield then used these infinite loop spaces to compute $\Phi_1 X$ for certain $X$. In the following theorem, we write $\theta^p - F\theta_G^p : \hat{\Lambda} [FG] \to \hat{\Lambda} [FG]$ for the map defined in the same manner as $\theta^p - F\theta_G^p$ in Definition 3.3, replacing $FG$ by $FG$ and $L_0 \Lambda [-]$ by $\hat{\Lambda} [-]$ in the construction.
Theorem 4.8 ([Bou99], Thm. 4.8, Thm. 8.1). Let $X$ be a pointed space as in Notation 4.11. Then there exists a commutative diagram in $\mathcal{S}_*$ of the form

$$
\begin{array}{ccc}
L_{K(1)}X & \xrightarrow{h} & \Omega^\infty\tilde{M}(G) \\
\downarrow & & \downarrow f \\
* & \xrightarrow{\ast} & \Omega^\infty\tilde{M}(G)
\end{array}
$$

with the following properties.

(i) After application of $KU^*_p$, the map $h$ becomes the natural quotient $\hat{\Lambda}[\overline{FG}] \to \Lambda[G]$.

(ii) After application of $KU^*_p$, the map $f$ becomes $\theta^p - \overline{\theta}^p_G$; cf. Definition 3.3.

(iii) After application of $\Phi_1$, the square becomes a pullback square, i.e., we have a fibre sequence of $K(1)$-local spectra

$$
\Phi_1X \longrightarrow M^\vee(G) \longrightarrow M^\vee(G).
$$

The maps $f$ and $h$ in the above theorem are in general not unique up to homotopy. We shall henceforth fix a choice of such a diagram for every such $X$.

Remark 4.9. If $\theta^p_G$ is injective, then the fibre sequence of Theorem 4.8(iii) simplifies to an equivalence $\Phi_1X \simeq M^\vee(G/\theta^p_G)$.

Remark 4.10. There seems to be a missing assumption in Theorem 4.8 of [Bou99]. The theorem ends with the conclusion that $H^1(X;\mathbb{Z}_p)$ and $H^2(X;\mathbb{Z}_p)$ vanish under the assumptions posed there, but $X = S^1$ is a counterexample to this. Because the vanishing of $H^1(X;\mathbb{Z}_p)$ and $H^2(X;\mathbb{Z}_p)$ is necessary for later results of [Bou99] (in particular for Theorem 8.1) we have included it as a separate assumption in Notation 4.11 below. Requiring $G$ to be reduced in the sense of Definition 2.8 of op. cit. would imply $H^1(X;\mathbb{Z}_p) = 0$ (see also §2.9 of op. cit.).

4.4 Construction of the diagram

Throughout this section, we follow Notation 4.11.

Notation 4.11. Let $X$ be a pointed space as in Notation 4.2 that also satisfies the conditions of [Bou99, Thm. 8.1]. Concretely, this means that we fix a pair $(G, \theta^p_G)$ of a Morava module with an endomorphism, such that

(i) $G$ is finitely generated and free as a $\mathbb{Z}_p$-module, and concentrated in odd degree;

(ii) $KU^*_p(X)$ is an exterior $\theta$-algebra on $(G, \theta^p_G)$, or more precisely, we fix an isomorphism $KU^*_p(X) \cong \Lambda[G]$ of $\theta$-algebras, cf. Definition 3.1;

(iii) the pair $(G, \theta^p_G)$ is regular in the sense of [Bou99, Def. 4.4];
(iv) the space $X$ is connected and the groups $H^1(X; \mathbb{Z}_p)$ and $H^2(X; \mathbb{Z}_p)$ vanish;

(v) the space $X$ is K(1)-durable, i.e., the map $X \to L_{K(1)} X$ induces an isomorphism on $v_1$-periodic homotopy groups, i.e., it induces an equivalence $\Phi_1 X \simeq \Phi_1 (L_{K(1)} X)$.

**Remark 4.12.** Bousfield shows that for many H-spaces, the pair $(G, \theta^p_G)$ is regular; see [Bou99, Lem. 6.1]. He also shows that H-spaces are K(1)-durable; see [Bou99, Cor. 7.8]. In particular, all simply connected compact Lie groups satisfy the above conditions. More generally, if $X$ is an H-space such that $H_*(X; \mathbb{Q})$ is associative and $H_*(X; \mathbb{Z}_p)$ is finitely generated over $\mathbb{Z}(p)$, then $X$ satisfies the conditions of Notation 4.11; see [Bou99, Thm. 6.3].

Our goal is to show that $c_X$ is an equivalence for such $X$. First we show that we can equivalently check this on the $KU$-linear comparison map. It turns out that this does not require the additional assumptions from Notation 4.11: those from Notation 3.2 suffice.

**Lemma 4.13.** Let $X$ be a pointed space as in Notation 3.2. Then $X$ satisfies the conditions of Lemma 4.5, i.e., $L_{K(1)} \Sigma^+ X$ and $L_{K(1)} TAQS_{K(1)}(S^X_{K(1)})$ are K(1)-locally dualisable.

**Proof.** By [HS99, Thm. 8.6], it suffices to show that the $\mathbb{Z}_p$-modules $KU^*_p(X)$ and $(KU^*_p, TAQS_{K(1)}(S^X_{K(1)}))$ are finitely generated. The first of these is finitely generated by assumption. Applying $K(1)$-local TAQ-homology over $KU^*_p$ to the cofibre sequence of Theorem A, we obtain a cofibre sequence

$$KU^*_p \otimes M(G) \to KU^*_p \otimes M(G) \to L_{K(1)} TAQS_{KU^*_p}(KU^*_{p, X})$$

of K(1)-local $KU^*_p$-modules. Since $\pi_*(KU^*_p \otimes M(G)) \cong G$ is finitely generated, this shows that

$$\pi_*(L_{K(1)} TAQS_{KU^*_p}(KU^*_{p, X}))$$

is also finitely generated. Because we have an equivalence

$$L_{K(1)} TAQS_{KU^*_p}(KU^*_{p, X}) \simeq KU^*_p \otimes L_{K(1)} TAQS_{K(1)}(S^X_{K(1)})$$

this establishes the claim. 

Before we proceed with the construction of the diagram advertised in Theorem B, we require some notation and a small fact about the comparison map. The counit $\Sigma^+ \Omega^\infty Y \to Y$ induces a natural transformation

$$\varepsilon_Y : Sym^KU^*_p(KU^*_p Y) \to KU^*_p \Omega^\infty Y$$

of functors $Sp \to CAlg^aug_{KU^*_p}$. This in turn induces a natural transformation

$$TAQ(\varepsilon)_Y : TAQS_{KU^*_p}(Sym^KU^*_p(KU^*_p Y)) \to TAQS_{KU^*_p}(KU^*_p \Omega^\infty Y)$$
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of functors $\text{Sp} \to \text{Mod}_{KU_p}$.

The following result was originally proved only when working over $S_{K(n)}$, but the proof applies equally well to the $KU_p$-linear setting.

**Lemma 4.14 ([BR20b], Lem. 6.1).** If $Y$ is a spectrum, then the composite

$$
\begin{align*}
KU_p^Y & \simeq \triangleright_
\end{align*}
\text{TAQ}_{KU_p}(\text{Sym}_{KU_p}(KU_p^Y)) \to \text{TAQ}_{KU_p}(KU_p^{\Omega^\infty Y_+}) \to KU_p^{\Phi_1(\Omega^\infty Y)}
$$

is the identity.

Denote by $\text{TAQ}(\varepsilon)_Y$ the $KU_p$-linear dual of $\text{TAQ}(\varepsilon)_Y$. From the definition of the comparison map, we deduce the following.

**Corollary 4.15.** If $Y$ is a $K(1)$-locally dualisable spectrum, then the composite

$$
\begin{align*}
KU_p \otimes Y & \simeq \triangleright_
\end{align*}
\text{map}(Y^\vee, KU_p) \to \text{TAQ}_{KU_p}(\text{Sym}_{KU_p}(KU_p^Y)^\vee) \to KU_p^{\Phi_1(\Omega^\infty Y)}
$$

is an equivalence.

We now construct a commutative diagram of $K(1)$-local $KU_p$-modules of the form

$$
\begin{align*}
KU_p \otimes \Phi_1 X & \to KU_p \otimes M^\vee(G) \to KU_p \otimes M^\vee(G) \\
\text{TAQ}_{KU_p}(KU_p^X) & \to \text{TAQ}_{KU_p}(KU_p^{\Phi_1(\Omega^\infty M^\vee(G))}) \to \text{TAQ}_{KU_p}(KU_p^{\Phi_1(\Omega^\infty M^\vee(G))})
\end{align*}
\tag{4.16}
$$

as follows.

- The first row is obtained by applying $KU_p \hat{\otimes} -$ to the fibre sequence of Theorem 4.8
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• In the first triple of vertical maps, we have used the natural equivalences \( \Phi_1 \Omega^\infty \simeq L_{K(1)} \) and \( L_{K(1)} \tilde{M}^\vee(G) \simeq M^\vee(G) \).

• The second triple of vertical maps is the \( KU_p \)-linear Behrens–Rezk comparison map. For the left vertical map, it is the comparison map for the space \( X \), and for the last two it is for the space \( \Omega^\infty \tilde{M}^\vee(G) \).

• The third row is (up to equivalence) obtained by taking the TAQ-cohomology of the \( KU_p \)-cochains of the diagram of Theorem 4.8.

• In the third triple of vertical maps, the last two are given by the natural transformation \( TAQ(\epsilon)^\vee \) discussed above. This defines in particular the fourth row.

All squares are obtained by applying a natural transformation, and so they come with homotopies witnessing their commutativity. We still need to identify the bottom row with the fibre sequence

\[
TAQ_{KU_p}(KU^X_+) \xrightarrow{TAQ(T)^\vee} \text{map}(M(G), KU_p) \xrightarrow{TAQ(R)^\vee} \text{map}(M(G), KU_p),
\]

obtained by taking TAQ-cohomology of the presentation from Theorem A. This will follow from the following two lemmas.

**Lemma 4.17.** The diagram

\[
M(G) \xrightarrow{\epsilon} KU_p^{\Omega^\infty \tilde{M}^\vee(G)} \xrightarrow{T} KU_p^X \xrightarrow{h^*} KU_p^X
\]

commutes up to homotopy.

**Proof.** Arguing in the same way as in §3, we see that the map \( \epsilon \) corresponds to an element

\[
i \in KU^*_p \left( M(G) \otimes \Sigma_+^\infty \Omega^\infty \tilde{M}^\vee(G) \right) \cong \text{Hom}_{Z_p}(G, \hat{\Lambda}[FG]).
\]

By Theorem 4.7, the map \( i \) is the inclusion of generators \( G \to \hat{\Lambda}[FG] \). Similarly, the map \( h^* \circ \epsilon \) corresponds to an element

\[
j \in KU^*_p \left( M(G) \otimes \Sigma_+^\infty X \right) \cong \text{Hom}_{Z_p}(G, \Lambda[G]).
\]

Moreover, the map \( j \) is equal to \( \pi_+(h^*) \circ i \). On homotopy groups, the map \( h^* \) becomes the natural quotient \( \hat{\Lambda}[FG] \to \Lambda[G] \). Thus \( j \) is equal to the composite \( G \to \hat{\Lambda}[FG] \to \Lambda[G] \), or in other words, \( j \) is the inclusion of generators \( G \to \Lambda[G] \). Therefore, by definition of \( T \) in §3, the composite \( h^* \circ \epsilon \) is homotopic to \( T \). \( \blacksquare \)
Lemma 4.18. The diagram

\[
\begin{array}{ccc}
KU_p \otimes M(G) & \xrightarrow{R} & KU_p \otimes \text{Sym}(M(G)) \\
\downarrow \epsilon & & \downarrow \epsilon \\
\Omega^\infty \tilde{M}^\vee(G)_+ & \xrightarrow{f^*} & \Omega^\infty \tilde{M}^\vee(G)_+
\end{array}
\]

commutes up to homotopy.

Proof. After taking homotopy groups, the diagram becomes

\[
\begin{array}{ccc}
G \xrightarrow{\theta - F \theta_G^p} \text{Free}_p[G] \\
\downarrow & & \downarrow \\
\Lambda[FG] \xrightarrow{\theta - F \theta_G^p} \Lambda[FG],
\end{array}
\]

with the vertical maps being the natural maps by Theorem 4.7. This diagram obviously commutes, so Proposition 3.6 implies the original diagram commutes up to homotopy. ■

Proof of Theorem B. Diagram (4.16) constructed above has the desired properties. Indeed, using Lemmas 4.17 and 4.18, we may identify the bottom row with the fibre sequence

\[
\text{TAQ}_{KU}(KU_p^{\mathcal{X}}) \xrightarrow{\text{TAQ}(T)^{\vee}} \text{map}(M(G), KU_p) \xrightarrow{\text{TAQ}(R)^{\vee}} \text{map}(M(G), KU_p)
\]

obtained by taking TAQ-cohomology of the presentation from Theorem A. By Corollary 4.15, composing the middle three or the right-most three vertical maps yields an equivalence. ■

A The K(1)-local Tor spectral sequence

This appendix is joint work with Max Blans.

The goal of this appendix is to set up a K(1)-local analogue of the Tor spectral sequence

\[
E^2_{s,t} = \text{Tor}^{\pi,A}_{s,t}(\pi_s M, \pi_s N) \implies \pi_{s+t}(M \otimes_A N)
\]

where \(A\) is an \(E_1\)-ring spectrum, \(M\) is a right \(A\)-module spectrum, and \(N\) is a left \(A\)-module spectrum; standard references are [EKMM, Ch. IV, Thm. 4.1] and [HA, Prop. 7.2.1.19]. In the K(1)-local case, both \(A\), \(M\) and \(N\) are assumed to be K(1)-local, the Tor groups are replaced by Tor groups in the abelian category of derived \(p\)-complete modules over \(\pi_s A\), and the abutment is the homotopy groups of the K(1)-local smash product \(M \otimes_A N = L_{K(1)}(M \otimes_A N)\).

Let us first recall Lurie’s construction of the Tor spectral sequence from [HA §7.2.1]. This consists of choosing a good simplicial resolution \(P_\bullet\) of \(N\) by free \(A\)-modules, and then
taking the spectral sequence associated to the simplicial object $M \otimes_A P_\bullet$, as constructed in [HA, §1.2.2, §1.2.4]. In setting up the $K(1)$-local analogue we will proceed in the same way. We start by taking $P_\bullet$ to be a good simplicial resolution of $N$ in the $\infty$-category of $K(1)$-local $A$-modules, and we then take the spectral sequence associated to $M \hat{\otimes}_A P_\bullet$.

However, it is not in general true that this spectral sequence converges to $\pi_*(M \hat{\otimes}_A N)$. This failure boils down to the fact that the functor $\pi_* : \text{Sp}_{K(1)} \to \hat{\text{Mod}}_{Z_p}^*$ does not commute with sequential colimits. There are nevertheless some practical conditions under which the spectral sequence does converge. More precisely, we get the following result.

**Proposition A.1.** Let $A$ be a $K(1)$-local $E_1$-ring spectrum, $M$ a $K(1)$-local right $A$-module spectrum, and $N$ a $K(1)$-local left $A$-module spectrum. There exists a spectral sequence $\{E^r_{s,t}, d^r\}$ of derived $p$-complete $Z_p$-modules, with $E^2_{s,t} = \hat{\text{Tor}}_{s,t}^{\pi_* A} (\pi_* M, \pi_* N)$, and with differentials $d^r$ of bidegree $(-r, r - 1)$. If on the $E^\infty$-page every anti-diagonal (i.e., all $E^\infty_{s,t}$ with $s + t = n$ for fixed $n$) contains only finitely many nonzero terms, then the spectral sequence converges to $\pi_{s+t}(M \hat{\otimes}_A N)$.

**Remark A.2.** The condition stated to ensure convergence is not optimal, but is sufficient for our purposes.

**Remark A.3.** This spectral sequence was already considered in [Bla21, §3.3], but the subtleties regarding convergence were overlooked there. The applications considered in [Bla21] remain valid, as they satisfy the above convergence criterion.

**Remark A.4.** The same constructions work in the $K(n)$-local setting for any $n \geq 2$, but in those cases it is not in general possible to identify the $E^2$-page as completed Tor groups. The reason for this is that the functor $\pi_* : \text{Sp}_{K(n)} \to \hat{\text{Mod}}_{Z_p}^*$ commutes with coproducts only for $n = 1$.

The rest of the appendix is structured as follows. In §A.1 we define the completed Tor groups that make up the $E^2$-page. In §A.2 we study the spectral sequence associated to a filtered object in spectra in the case that all these spectra are $K(1)$-local. This is where the convergence criterion appears. Finally, the proof of Proposition A.1 is given in §A.3.

The main text works mainly in the $KU_p$-linear setting, so that there all homotopy groups can be regarded as $Z/2$-graded. Due to the more general setting of this appendix, we are forced to work with $Z$-graded objects instead.

### A.1 Completed Tor groups

Unlike in the main text, let $\hat{\text{Mod}}_{Z_p}^*$ denote the category of $Z$-graded derived $p$-complete $Z_p$-modules. This category is an abelian subcategory of $\text{Mod}_{Z_p}^*$, closed under $\text{Ext}^*$ and
extensions; see [HS99, Thm. A.6]. It has all small limits and colimits, with limits being the same as in \( \text{Mod}^*_R \), and colimits being computed by taking \( L_0 \) of the colimit in \( \text{Mod}^*_R \); see [BF15, §A.2]. Note that finite colimits however are the same in both \( \text{Mod}^*_R \) and \( \text{Mod}^*_R \).

The category \( \text{Mod}^*_R \) becomes a symmetric monoidal category under the completed tensor product

\[
M \hat{\otimes}_R N := L_0(M \otimes_R N).
\]

This monoidal product preserves small colimits in each variable separately, and turns \( L_0 \) into a symmetric monoidal functor \( \text{Mod}^*_R \to \text{Mod}^*_R \); see (the proof of) [HS99, Cor. A.7].

Let \( R \) be an associative algebra object in \( \text{Mod}^*_R \), in other words, a \( \mathbb{Z} \)-graded \( \mathbb{Z}_p \)-algebra whose underlying \( \mathbb{Z}_p \)-module is derived \( p \)-complete. Let \( \text{LMod}^*_R \) denote the category of left module objects over \( R \) in \( \text{Mod}^*_R \), and similarly let \( \text{RMod}^*_R \) denote the right module objects. These are again abelian categories, and the forgetful functor to \( \text{Mod}^*_R \) creates all small limits and colimits; see [Mar09, Prop. 1.2.14]. Given \( M \in \text{RMod}^*_R \) and \( N \in \text{LMod}^*_R \), we can form their relative tensor product via the formula

\[
M \hat{\otimes}_R N := \text{colim} \left( M \hat{\otimes}_R R \hat{\otimes}_R N \to M \hat{\otimes}_R N \right),
\]

where the two maps are given by the right and left action of \( R \) on \( M \) and \( N \) respectively.

The abelian category \( \text{Mod}^*_R \) has enough projectives, and an object is projective if and only if it is of the form \( L_0 F \), where \( F \) is a free \( \mathbb{Z} \)-graded \( \mathbb{Z}_p \)-module; see [HS99, §A.4]. It immediately follows from this that \( \text{LMod}^*_R \) has enough projectives.

**Definition A.5.** Given \( M \in \text{RMod}^*_R \), let \( \text{Tor}^R_i(M, -) \) denote the \( i \)-th left derived functor of \( M \hat{\otimes}_R - : \text{LMod}^*_R \to \text{LMod}^*_R \). We refer to these as **completed Tor groups**.

The following lemma shows that it is sometimes possible to deduce the vanishing of completed Tor groups from the vanishing of uncompleted Tor groups.

**Lemma A.6.** Let \( R \) be a \( \mathbb{Z} \)-graded \( \mathbb{Z}_p \)-algebra, \( M \) a graded left \( R \)-module, and \( N \) a graded right \( R \)-module. Suppose that \( R \), \( M \) and \( N \) are free as graded \( \mathbb{Z}_p \)-modules. Then we have the implication

\[
\text{Tor}^R_i(M, N) = 0 \text{ for all } i > 0 \implies \text{Tor}^{L_0 R}_{i}(L_0 M, L_0 N) = 0 \text{ for all } i > 0.
\]

**Proof.** Choose an \( R \)-free resolution \( F_* \to N \). As \( R \) is a free \( \mathbb{Z}_p \)-module, it follows from [BF15, Cor. A.18] that \( L_1 F_i = 0 \) for all \( i \). One then easily deduces from the long exact sequence of [HS99, Thm. A.2] that the homology of the chain complex \( L_0 F_* \) vanishes in positive degrees, and is \( L_0 N \) in degree zero. Using [HS99, §A.4], we find that each \( L_0 F_i \) is projective in \( \text{LMod}^*_R \). So \( L_0 F_* \) is a projective resolution of \( L_0 N \) in this category. Therefore the group \( \text{Tor}^{L_0 R}_{i}(L_0 M, L_0 N) \) is isomorphic to the \( i \)-th homology group of the chain complex \( L_0 M \hat{\otimes}_{L_0 R} L_0 F_* \). As \( M \hat{\otimes}_R F_i \) is defined as the coequaliser

\[
\text{colim} \left( M \hat{\otimes}_R R \hat{\otimes}_R F_i \to M \hat{\otimes}_R F_i \right)
\]

\[29\]
and $L_0$ preserves colimits and is symmetric monoidal, it follows that

$$L_0M \hat{\otimes}_{L_0R} L_0F_\bullet \cong L_0(M \otimes_R F_\bullet).$$

The homology of $M \otimes_R F_\bullet$ is isomorphic to $\text{Tor}_R^N(M, N)$, which vanishes in positive degrees. Note that $M \otimes_R F_\bullet$ is degree-wise a direct sum of copies of $M$. As $M$ is a free $\mathbb{Z}_p$-module, it follows from the same argument as before that the homology of $L_0(M \otimes_R F_\bullet)$ vanishes in positive degrees. But this is exactly what we wanted to prove. ■

### A.2 Filtered objects and spectral sequences in $\text{Sp}_{K(1)}$

As in, e.g., [HA, §1.2.2], one can associate to a filtered object $X : N(\mathbb{Z}_{\geq 0}) \to \text{Sp}$ in spectra a spectral sequence with $E^1$-page

$$E^1_{s,t} = \pi_{s+t} \text{cofib}(X(s-1) \to X(s)),$$

which converges to $\pi_{s+t}(\text{colim}_n X(n))$. In this section, we will consider the case where $X(n)$ is $K(1)$-local for every $n$, and we will give an easy criterion in terms of this spectral sequence for when

$$L_{K(1)} \text{colim}_n X(n) = \text{colim}_n X(n),$$

which implies that the spectral sequence converges to $\pi_{s+t}(L_{K(1)} \text{colim}_n X(n))$.

**Lemma A.7.** Let $X : N(\mathbb{Z}_{\geq 0}) \to \text{Sp}_{K(1)}$ be a filtered object, and let $\{ E^r_{s,t} \}$ be the associated spectral sequence. Then for every $1 \leq r \leq \infty$, the $E^r$-page takes values in derived $p$-complete $\mathbb{Z}_p$-modules $\hat{\text{Mod}}_{\mathbb{Z}_p}$.

**Proof.** For $r = 1$ this is clear, because the $E^1$-page is given by the homotopy groups of $K(1)$-local spectra. This then proves it for any finite $r$ by induction, as $\hat{\text{Mod}}_{\mathbb{Z}_p}$ is closed under finite limits and colimits in $\text{Mod}_{\mathbb{Z}_p}$. Finally, the $E^{\infty}$-page is given by the sequential colimit

$$E^{\infty}_{s,t} = \lim_r E^r_{s,t}.$$

For $r$ large enough, the map $E^r_{s,t} \to E^{r+1}_{s,t}$ is an epimorphism. The sequential colimit of a system of epimorphisms between derived $p$-complete modules is again derived $p$-complete. Indeed, such a colimit is a quotient of one of the modules in the sequence, and a quotient of a derived $p$-complete module is again derived $p$-complete. This finishes the proof. ■

**Proposition A.8.** Let $X : N(\mathbb{Z}_{\geq 0}) \to \text{Sp}_{K(1)}$ be a filtered object, and let $\{ E^r_{s,t} \}$ be the associated spectral sequence. If on the $E^{\infty}$-page every anti-diagonal (i.e., all $E^{\infty}_{s,t}$ with $s + t = n$ for fixed $n$) contains only finitely many nonzero terms, then the spectral sequence converges to

$$\pi_{s+t}(L_{K(1)} \text{colim}_n X(n)).$$
Proof. As in the proof of \cite[Prop. 1.2.2.14]{HA}, let \( A_q := \pi_q(\mathrm{colim}_n X(n)) \) and let
\[
F_m A_q := \mathrm{im}(\pi_q X(m) \to \pi_q(\mathrm{colim}_n X(n))).
\]
Note that \( F_m A_q \) is derived \( p \)-complete for every \( m \) and \( q \). It is proved in loc. cit. that
\[
F_{s,t} \cong F_s A_{s+1}/F_{s-1} A_{s+1}.
\]
By the assumption, we see that for fixed \( q \) and for \( m \) large enough, we have
\[
F_m A_q = F_{m+1} A_q = \cdots.
\]
This means that \( \mathrm{colim}_n F_m A_q \cong \mathrm{colim}_n \pi_q X(m) \) is equal to \( F_m A_q \) for some \( m \), which in particular shows it is derived \( p \)-complete. By \cite[Cor. 3.5]{Hov08}, we have a short exact sequence
\[
0 \to L_0 \mathrm{colim}_n \pi_q X(n) \to \pi_q(L_{K(1)} \mathrm{colim}_n X(n)) \to L_1 \mathrm{colim}_n \pi_{q-1} X(n) \to 0.
\]
The functor \( L_1 \) vanishes on derived \( p \)-complete modules by \cite[Thm. A.6]{HS99}, so we find that \( \mathrm{colim}_n X(n) = L_{K(1)} \mathrm{colim}_n X(n) \), proving the claim. ■

Remark A.9. Suppose \( Q_\bullet \) is a simplicial object in \( \text{Sp}_{K(1)} \). Via the Dold–Kan correspondence of \cite[§1.2.4]{HA}, we obtain a filtered object \( X : N(\mathbb{Z}_{\geq 0}) \to \text{Sp} \) such that
\[
X(m) \cong \mathrm{colim} \ Q_k
\]
and \( \mathrm{colim}_m X(m) \cong |Q_\bullet| \), where we take the realisation in \( \text{Sp} \). Note that each \( X(m) \) is \( K(1) \)-local, as it is equivalent to a finite colimit of \( K(1) \)-local spectra. Hence it follows that if we consider the spectral sequence associated to \( X \) and if the criterion from Proposition A.8 applies, then the spectral sequence converges to \( L_{K(1)} |Q_\bullet| \), i.e., the realisation in \( \text{Sp}_{K(1)} \). Moreover, by \cite[Rmk. 1.2.4.4]{HA}, the \( E_1 \)-page of this spectral sequence can be described as follows: the column \( E_{1,i} \) is isomorphic to the normalised chain complex associated to the simplicial abelian group \( \pi_i(Q_\bullet) \).

A.3 The construction of the Tor spectral sequence
In this section we construct the \( K(1) \)-local Tor spectral sequence and prove Proposition A.1. We closely follow \cite[§7.2.1]{HA}.

Let \( A \) be a \( K(1) \)-local \( E_1 \)-ring spectrum, \( M \) a \( K(1) \)-local right \( A \)-module spectrum, and \( N \) a \( K(1) \)-local left \( A \)-module spectrum. Consider the composite
\[
\pi_* M \otimes_{\pi_* A} \pi_* N \to \pi_* (M \otimes_A N) \to \pi_* (M \hat{\otimes}_A N).
\]
As the target is derived \( p \)-complete, this factors through a map of \( \mathbb{Z} \)-graded derived \( p \)-complete \( \mathbb{Z}_p \)-modules
\[
\pi_* M \hat{\otimes}_{\pi_* A} \pi_* N \to \pi_* (M \hat{\otimes}_A N).
\]
Definition A.10. Let $F$ be a $K(1)$-local left $A$-module. We say $F$ is **quasi-free** if $F \simeq L_{K(1)} \bigoplus_n A[n_a]$ for some integers $n_a$.

Lemma A.11. Suppose $N$ is a quasi-free left $A$-module. Then the map

$$\pi_* M \otimes_{\pi_* A} \pi_* N \to \pi_* (M \otimes_A N)$$

is an isomorphism.

Proof. The functor $\pi_* : \text{Sp}_{K(1)} \to \hat{\text{Mod}}_{\mathbb{Z}_p}$ preserves small coproducts; see [Hov08, Thm. 3.3]. Hence both domain and target of the map are compatible with coproducts taken in the $K(1)$-local category. As both sides are also compatible with shifts, we are reduced to the case $N = A$, where it is obvious that the map is an isomorphism. ■

Proof of Proposition A.1. Let $S = \{ A[n] \mid n \in \mathbb{Z} \}$. Choose an $S$-free $S$-hypercovering $P_\bullet$ of $N$ in the $\infty$-category $L_{K(1)} \mathbb{L}^s A$, which exists by [HA] Prop. 7.2.1.4. We consider the spectral sequence associated to the simplicial object $M \otimes_A P_\bullet$ in $\text{Sp}_{K(1)}$, in the way described in Remark A.9. The convergence criterion from Proposition A.8 is satisfied by assumption, and therefore the spectral sequence converges to $\pi_* (M \otimes_A N)$.

It remains to identify the $E^2$-page. By Remark A.9 the column $E^1_{s,t}$ is isomorphic to the normalised chain complex associated to the simplicial abelian group $\pi_t (M \otimes_A P_\bullet)$. The fact that $P_\bullet$ is $S$-free implies that $P_n$ is quasi-free for all $n \geq 0$. Hence by Lemma A.11 we have an isomorphism

$$\pi_* M \otimes_{\pi_* A} \pi_* P_\bullet \simeq \pi_* (M \otimes_A P_\bullet).$$

Because $P_n$ is quasi-free, we also have that $\pi_* P_n$ is a projective object in $\hat{\text{LMod}}_{\pi_* A}$. This combined with the fact that $P_\bullet$ is an $S$-hypercovering of $N$ implies that the normalised chain complex associated to $\pi_* P_\bullet$ is a resolution of $\pi_* N$ by projective objects of $\hat{\text{LMod}}_{\pi_* A}$. Taking homology on the $E^1$-page, we therefore find

$$E^2_{s,t} \simeq \text{Tor}^A_{\pi_*} (\pi_* M, \pi_* N).$$
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