Simulating net particle production and chiral magnetic current in a $\mathcal{C}\mathcal{P}$-odd domain
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We elucidate the numerical formulation to simulate net production of particles and anomalous currents with $\mathcal{C}\mathcal{P}$-breaking background fields which cause an imbalance between particles and antiparticles. For a concrete demonstration we numerically impose pulsed electric and magnetic fields to observe that the dynamical chiral magnetic current follows together with the net particle production. The produced particle density is quantitatively consistent with the axial anomaly, while the chiral magnetic current shows a delay before the onset, which leads to a suppression effect, and then approaches what is expected from the axial anomaly.

Introduction: In many quantum problems in physics it is highly demanded to establish a numerical framework to simulate full dynamical processes of particle production out of equilibrium. Unsettled and important problems include the leptogenesis and the baryogenesis for the explanation of the baryon asymmetry of the Universe (BAU). It is well-known that Sakharov’s three conditions are needed for the BAU; namely, $B$-breaking process, $C$ and $\mathcal{C}\mathcal{P}$ violation, and out-of-equilibrium. The particle production on top of the electroweak sphaleron \[1\] accommodates a process with $\Delta(B + L) \neq 0$, which means that $B + L$ decays toward chemical-equilibrium [and this is why the idea based on the SU(5) grand unified theory \[2\] does not work out for the BAU]. Therefore, if the leptogenesis with some $\mathcal{CP}$ violation is the $\mathcal{CP}$-odd domain realized by parallel $E_z$ and $B_z$. The currents flow in all the $x$, $y$, and $z$ directions; $j_x$ is the Hall current and $j_y$ is the CME current.

The sphaleron transition rate is proportional to $T^4$ where $T$ is the temperature \[4\], and so such topological fluctuations should be abundant also in the strong interaction when the physical system is heated up to $T > \Lambda_{\text{QCD}}$ as argued in Ref. \[5\]. Such high temperature is indeed realized in the quark-gluon plasma created in the relativistic heavy-ion collision (HIC) experiment. Although the strong interaction does not break $\mathcal{CP}$ (except for negligibly small strong $\theta$), we can still anticipate local violation of $\mathcal{P}$ and $\mathcal{CP}$ before thermalization \[6\]. This possibility is nowadays referred to commonly as the local parity violation (LPV). Theoretical and experimental challenges are still ongoing about the LPV detection. Along these lines the recognition of the interplay with pulsed magnetic field $B$ between two heavy ions was a major breakthrough \[7\]: $B$ on top of a $\mathcal{CP}$-odd domain would induce an electric current $j$ in parallel to $B$, which is summarized in a compact formula of the chiral magnetic effect (CME) with chiral chemical potential $\mu_5$ \[8\].

In a realistic situation of the HIC we can anticipate $\mathcal{P}$ and $\mathcal{CP}$ violation not only from the QCD sphalerons but also from the glasma \[9\] which is a description of the initial condition of the HIC in terms of coherent fields. Then, without introducing $\mu_5$ that has huge theoretical uncertainty (see Ref. \[10\] for a recent study with $\mu_5$), we can and should directly compute the anomalous currents associated with the particle production in a $\mathcal{CP}$-odd domain with chromo-electric and chromo-magnetic fields \[11\].

It would be an intriguing attempt to test the CME in a table-top experiment in a way similar to the quantum Hall effect. The biggest difference between the CME and the Hall effect arises from the fact that the carriers of electric charge are not the ordinary particles but the chirality; that is the excess of the right-handed particle number to the left-handed particle number \[12\]. It is quite non-trivial how to implement such a chiral battery (usually represented by $\mu_5 \neq 0$) in materials. Just recently the CME may have been confirmed in a system rather similar to the glasma, in which chirality imbalance is imposed by background fields that break $\mathcal{CP}$ symmetry \[13\].

Figure \[1\] illustrates the schematic view of the CME setup in the HIC and in the condensed matter exper-
The parallel $\mathbf{E}$ and $\mathbf{B}$ (in the $z$ direction in Fig. 1) form $\mathcal{P}$- and $\mathcal{CP}$-odd product $\mathbf{E} \cdot \mathbf{B}$, and the CME current $j^y$ is induced in a direction perpendicular to $\mathbf{E}$, which is reminiscent to the Hall current $j^x$. (In this sense one can regard the CME as a 3D extension of the quantum Hall effect.) In the HIC $E^x$ and $B^y$ are Abelian projected chromo-electric and chromo-magnetic fields. In the sphaleron transition these fields are provided from the Abelian projected part of the sphaleron gauge configuration too. Although Fig. 1 pictures an idealized environment, we would not lose generality and can interpret this back to more realistic circumstances relevant for each physical problem.

**Theory of the particle and current production:** In this work we focus on the right-handed sector only and the current (net particle) density should be doubled (canceled) once the left-handed sector is taken into account. The right-handed Weyl fermion should satisfy the following equation of motion:

$$\left( i \sigma^\mu \partial_\mu - e \sigma^\mu A_\mu \right) \phi_R = 0$$

(1)

with $\sigma^\mu = (1, \sigma)$. We can readily construct a complete set of plane-wave solutions of Eq. (1) for the asymptotic states where the interaction is turned off. In general a constant background $A_\mu$ may be coupled even without interaction. In the present work we set a gauge that makes $A_0 = 0$ for a technical reason. We can then write positive-energy particle solutions as $\phi_R = u_R(p; A)e^{-ip \cdot x}$ with

$$u_R(p; A) = \left( \frac{\sqrt{|p_A| + p_A^3}}{\sqrt{|p_A| - p_A^3}} \right)$$

(2)

in a certain gauge [or a convention for the overall U(1) phase]. Here we defined $p_{\pm A} = p \mp eA$ and the phase factor is $e^{i\theta(p_A)} = (p_A^3 + i p_A^3)/\sqrt{(p_A^3)^2 + (p_A^3)^2}$, which can identify the anti-particle state from $\phi_R = -e^{i\theta(p_A^3)}$, which leads to a relation: $u_R(p; A) = u_R(-p; A)$. In the same we can find the negative-energy particle and anti-particle solutions with $\phi_R/\bar{R} = u_R(p; A)e^{ip \cdot x}$, which results in $v_R(p; A) = -e^{-i\theta(p_A^3)}u_R(p; -A)$ and $v_R(p; A) = -e^{-i\theta(p_A^3)}u_R(-p; -A)$. We note that $u_R(p; A)$ and $v_R(p; A)$ have an energy $\pm|p_A|$, while other two, $u_R(p; A)$ and $v_R(p; A)$, have an energy $\pm|p_{-A}|$. For the problem of particle and anti-particle production we evaluate an amplitude for the transition from a negative-energy state (with momentum $p$ and vector potential $A$) to a positive-energy state (with momentum $q$ and vector potential $A'$) which we can explicitly express as

$$\beta_{q,p} = \int d^3x \frac{u^\dagger_R(q_{A'}) e^{i|q_{A'}|(x^0 + i q \cdot x)}}{\sqrt{2|q_{A'}|}} f_{-p}(x^0, x),$$

$$\tilde{\beta}_{q,p} = \int d^3x \frac{u^\dagger_R(q_{-A'}) e^{i|q_{-A'}|(x^0 + i q \cdot x)}}{\sqrt{2|q_{-A'}|}} \tilde{f}_{-p}(x^0, x)$$

(3)

for the particles and the anti-particles, respectively. We here introduced new functions, $f_{p}(x)$ and $\tilde{f}_{p}(x)$, as solutions of the particle and the anti-particle equations of motion satisfying the following negative energy boundary conditions:

$$f_{p}(x) \rightarrow \frac{v_R(p_{-A}) e^{i|p_{-A}|x^0 - ip \cdot x}}{\sqrt{2|p_{-A}|}},$$

$$\tilde{f}_{p}(x) \rightarrow \frac{v_R(p_{A}) e^{i|p_{A}|x^0 - iP \cdot x}}{\sqrt{2|p_{A}|}}$$

(4)

for $x^0$ around the initial time in the past. It should be noted that the equation of motion for the anti-particle is not Eq. (1) but $e$ is replaced with $-e$. Finally we can express the net particle number (i.e. the particle number minus the anti-particle number in the right-handed sector) as well as the spatial currents in the following manner:

$$J^0 = e \int \frac{d^3q}{(2\pi)^3} \left( |\beta_{q}|^2 - |\bar{\beta}_{q}|^2 \right),$$

$$J = e \int \frac{d^3q}{(2\pi)^3} \left( \frac{q_{A'}}{|q_{A'}|} |\beta_{q}|^2 - \frac{q_{-A'}}{|q_{-A'}|} |\bar{\beta}_{q}|^2 \right),$$

(5)

where the amplitudes above are the ones integrated over all incoming momenta, i.e.,

$$|\beta_{q}|^2 = \int \frac{d^3p}{(2\pi)^3} |\beta_{q,p}|^2, \quad |\bar{\beta}_{q}|^2 = \int \frac{d^3p}{(2\pi)^3} |\bar{\beta}_{q,p}|^2.$$  

(6)

We note that $J^0$ above is a formula equivalent to that as utilized in Ref. [13].

**Simulation setup and results:** We here consider pulsed fields approximated by step functions for a duration $T$. We choose the origin of the time so that we start solving Eq. (1) numerically from $t = 0$. Introducing a temporal profile function defined by

$$\epsilon(t) \equiv \begin{cases} 1 & (-T/2 \leq t - t_0 \leq T/2) \\ 0 & (t - t_0 < -T/2 ; t - t_0 > T/2) \end{cases},$$

(7)

we can explicitly specify the electric and magnetic fields we consider here as

$$E^x(t) = E_0 \epsilon(t), \quad B^z(t) = B_0 \epsilon(t), \quad B^y(t) = B_0 \epsilon(t).$$

(8)

This choice of the temporal profile is motivated based on the plasma dynamics in which both the external magnetic field and the chromo-fields decay within the same time scale of $\sim 0.1$ fm/c. Theoretically speaking, to define the produced particle number uniquely, we should setup the asymptotic states where interaction is switched off. We also mention another possibility to prescribe the particle number in a transient state (mostly relying on an adiabatic approximation) as studied in Ref. [13], though we do not adopt it.
We should make it clear that we neglect the back-reaction from the fields sourced by the produced particles. Because we start the simulation with the initial condition with zero particle, this approximation is expected to hold well especially for our setup with pulsed fields. In principle our formulation can be upgraded to the classical statistical simulation containing back-reaction \[10\], but this would be very costly. The classical evolution suffices for our present purpose to figure the net particle production and associated CME current generation out.

Let us now go into the numerical parts. It is important to keep the reflection symmetry of axes in order to avoid non-vanishing currents due to lattice artifact. Thus, the spatial sites \( n^i \) (that gives \( x^i = n^i a \) with the lattice spacing \( a \)) take an integral value from \(-N_i\) to \(+N_i\) for \( i = x, y, z \). The spatial volume is therefore \((2N_x+1)(2N_y+1)(2N_z+1)\cdot a^3\). The corresponding momenta are discretized as \( p^i = \pi k^i / (2N_i + 1) \). We also note that we should impose the anti-periodic boundary condition to avoid the singularity at \( |p^A| = 0 \) in Eq. \[2\], which means that \( k^i \) should take half integral values from \(-N_i/2 + 1/2\) to \(+N_i/2 - 1/2\). One might think that one could evade the numerical singularity by inserting a small regulator in the denominator like the \( \iota \) prescription. Such a naive treatment of the singularity completely fails, however, because it is this infrared singularity that is responsible for the axial anomaly, which is manifested in the representation by Berry's curvature \[17,18\] (see also Ref. \[19\] for another formulation of the chiral kinetic theory).

If we integrate over all momenta, we cannot avoid picking up all contributions from the doublers and the net particle production should be absolutely zero because the axial anomaly is exactly canceled according to the Nielsen-Ninomiya theorem \[20\]. It is thus crucial to get rid of the doublers contributions properly. To this end we limit our momentum integration range to the half Brillouin zone only, i.e., \( p^i = 2\pi k^i / (2N_i + 1) \). The corresponding momenta are then discretized as \( p^i = 2\pi k^i / (2N_i + 1) \). We also note that we should impose the anti-periodic boundary condition to avoid the singularity at \( |p^A| = 0 \) in Eq. \[2\], which means that \( k^i \) should take half integral values from \(-N_i/2 + 1/2\) to \(+N_i/2 - 1/2\). One might think that one could evade the numerical singularity by inserting a small regulator in the denominator like the \( \iota \) prescription. Such a naive treatment of the singularity completely fails, however, because it is this infrared singularity that is responsible for the axial anomaly, which is manifested in the representation by Berry's curvature \[17,18\] (see also Ref. \[19\] for another formulation of the chiral kinetic theory).

Thus, the spatial sites \( n^i \) (that gives \( x^i = n^i a \) with the lattice spacing \( a \)) take an integral value from \(-N_i\) to \(+N_i\) for \( i = x, y, z \). The spatial volume is therefore \((2N_x+1)(2N_y+1)(2N_z+1)\cdot a^3\). The corresponding momenta are discretized as \( p^i = \pi k^i / (2N_i + 1) \). We also note that we should impose the anti-periodic boundary condition to avoid the singularity at \( |p^A| = 0 \) in Eq. \[2\], which means that \( k^i \) should take half integral values from \(-N_i/2 + 1/2\) to \(+N_i/2 - 1/2\). One might think that one could evade the numerical singularity by inserting a small regulator in the denominator like the \( \iota \) prescription. Such a naive treatment of the singularity completely fails, however, because it is this infrared singularity that is responsible for the axial anomaly, which is manifested in the representation by Berry's curvature \[17,18\] (see also Ref. \[19\] for another formulation of the chiral kinetic theory).

Let us now go into the numerical parts. It is important to keep the reflection symmetry of axes in order to avoid non-vanishing currents due to lattice artifact. Thus, the spatial sites \( n^i \) (that gives \( x^i = n^i a \) with the lattice spacing \( a \)) take an integral value from \(-N_i\) to \(+N_i\) for \( i = x, y, z \). The spatial volume is therefore \((2N_x+1)(2N_y+1)(2N_z+1)\cdot a^3\). The corresponding momenta are discretized as \( p^i = \pi k^i / (2N_i + 1) \). The corresponding momenta are discretized as \( p^i = \pi k^i / (2N_i + 1) \). We also note that we should impose the anti-periodic boundary condition to avoid the singularity at \( |p^A| = 0 \) in Eq. \[2\], which means that \( k^i \) should take half integral values from \(-N_i/2 + 1/2\) to \(+N_i/2 - 1/2\). One might think that one could evade the numerical singularity by inserting a small regulator in the denominator like the \( \iota \) prescription. Such a naive treatment of the singularity completely fails, however, because it is this infrared singularity that is responsible for the axial anomaly, which is manifested in the representation by Berry's curvature \[17,18\] (see also Ref. \[19\] for another formulation of the chiral kinetic theory).

We do not quantize the field strength unlike Ref. \[21\]. Actually we compared results with unquantized and quantized fields (in the unit of \( 2\pi / N_x N_y \) for \( B_z \) etc) and found that this would make only negligible difference. Because our calculation is classical for gauge fields, non-quantization of the field strength is not harmful to numerical results, and moreover, we do not have to impose a boundary condition for a given gauge configuration at the spatial edges. We also make another remark about our gauge choice: \( A^x = B^y z - B^z y, A^y = 0, \) and \( A^z = -E^x t \). In this case \( E^x \neq 0 \) is induced with time-dependent \( B \), and we set \( A^y = 0 \) not to have unwanted \( E^y \) for the investigation of the CME current.

Even if \( B_i = B_i = 0 \), a finite \( E_0 \) would induce the pair production of particles and anti-particles under the Schwinger mechanism (see Ref. \[22\] for a comprehensive review). Because we deal with Weyl fermion, the pair production is always possible for any \( E_0 \neq 0 \), which leads to the distribution of particles with \( p^x = 0 \sim -E_0 T \) and \( p^x = p^y = 0 \) (and with \( p^z = 0 \sim +E_0 T \) for anti-particles). If \( B_i \) or \( B_i \) is finite, this distribution is smeared in momentum space as clearly observed in Fig. 2 in which we present \( \int (dq^x / 2\pi)|\beta q^x|^2 \) and \( \int (dq^x / 2\pi)|\beta q^x|^2 \) as functions of \( q^x \) and \( q^x \) in the case with \( B_i = B_i = E_0 / 2 \). In addition to smearing, it is evident in Fig. 2 that the particle is more enhanced over the anti-particle because of the \( CP \)-odd background, which signals for the net production of

\[ \text{FIG. 2. Distribution of the produced particles and anti-particles as functions of } q^x \text{ and } q^x \text{ (and integrated with respect to } q^x \text{; see the text). The lattice size is } N_x = N_y = N_z = 12 \text{ and the magnetic fields are } B_i = B_i = E_0 / 2. \]
right-handed particles. (For the vector gauge theory the total particle number is conserved with right-handed and left-handed contributions.)

In what follows we normalize \( j^0 = J^0/V \) and \( j = J/V \) by the number density:

\[
 n_0 = \frac{E_0^2}{4\pi^3} \cdot T, \tag{9}
\]

which is the pair production rate \( E_0^2/4\pi^3 \) in the Schwinger mechanism multiplied by the duration \( T \), which gives us an order-of-magnitude estimate. Then, \( j_0/n_0 \) should remain around \( \sim \mathcal{O}(1) \), which is the case as confirmed in Fig. 3.

Figure 3 clearly evidences for a non-zero value of the net particle production for \( E \cdot B = E_0B_{||} \neq 0 \). We can make it sure that the net particle production is vanishing when \( B_{||} = 0 \). This should be trivially so but a non-symmetric treatment of coordinates would pick up unphysical artifact, which is not the case in the present simulation. In Fig. 3 the lattice size is \( N_x = N_y = N_z = 8, 10, 12 \) from the bottom (solid) to the top (dotted). We can conclude that \( N_i \) dependence is mild.

Now we are going to discuss \( j/n_0 \) obtained in our numerical calculation. Here let us focus only on the chiral magnetic current \( j^y \) and postpone discussions about the Hall current \( j^x \) and Ohm’s current \( j^z \) to a longer paper with full details [23]. It is interesting that our results in Fig. 4 surely describe non-zero CME current as theoretically expected. We see that \( j^0 = 0 \) when either \( B_{||} \) or \( B_{\perp} \) is vanishing. Because \( j^y \) is the CME current, it is naturally vanishing if \( B_{\perp} = 0 \). Furthermore, \( B_{||} = 0 \) means \( E \cdot B = 0 \), and so no net particle (or carrier) production is allowed (even though the pair production is possible as long as \( E \neq 0 \)). The current is vanishing then due to the lack of electric carrier. We can perceive from Fig. 4 that the lattice size dependence is slightly worse than the density in Fig. 3 but still mild.

It would be of paramount use in practice to consider \( j^0 \) and \( j^y \) as a function of the pulse duration. So far we fixed it as \( T = \sqrt{10}/E_0 \) and let us vary it then. Theoretically speaking, for a sufficiently large duration, we should expect linear dependence assuming a constant rate of particle production and current generation. In contrast, for a small duration, it is very difficult to predict what should happen \emph{a priori}, and this is why we need numerical simulations.

Our numerical results in Fig. 5 (for \( N_x = N_y = N_z = 12 \) and 14 with \( B_{||} = B_{\perp} = E_0/2 \)) confirm nearly linear dependence for large durations (apart from small oscillation which is characteristic to magnetic phenomena). Although \( j^0 \) shows the lattice-size dependence, two results for \( j^y \) with different \( N_i \)’s are nearly overlaid to each other. For small durations, on the other hand, they exhibit a region of delay in which \( j^0 \) and \( j^y \) remain almost vanishing. The presence of such delay is intuitively understandable: it should take some time for the wave-function to transform from the free plane wave to the Landau-quantized one after a sudden switch-on of the magnetic field. We
would emphasize that what is quite non-trivial in Fig. 5 is that the delay for $j^y$ is more than three times larger than that for $j^0$. This fact should deserve more quantitative investigations: a longer delay would decrease a chance for the CME to be detected in the HIC. A systematic survey on this issue will be reported elsewhere [23]. Finally we draw an attention to the fact that our CME current $j^y$ barely has lattice-size dependence and its slope (i.e. the current generation rate $\partial_t j^y$) agrees very well with the analytical estimate in Ref. [11].

Summary and outlook: We formulated the production of particles and anti-particles and checked its validity by looking for a right-handed particle excess in a $CP$-odd domain. We limited our main concern to the CME current at present, but this type of the calculation should be applicable for a wider range of physical problems. For example, the (pair) particle creation at the horizon of the acoustic blackhole (see Ref. [24] for a pedagogical article) attracts attention, and it would be feasible to combine it with $CP$-odd (or $T$ irreversible) background effects, for which we can apply our method. Of course, as mentioned in the beginning, possible applications should cover problems of sphaleron transitions in the electroweak and the strong interactions.

Here we emphasize the impact of the agreement between our numerical results and the analytical anticipations. It is very non-trivial that a direct evaluation of the current according to Eq. [5] could be consistent with quantum anomaly. Also we emphasize the importance of real-time character of the chiral magnetic current generation. The physical interpretation and the theoretical estimate of $\mu_5$ are quite problematic and sometimes misleading in the literature. Our successful simulation is the first step toward a reliable quantification of initial $\mu_5$ in HIC.

In this kind of approach to solve the equation of motion, the anomaly arises from the infrared singularity around $|p_A| = 0$. The would-be lattice artifact might be attributed to underestimating the singular contributions there with coarse mesh. This implies that there may be a hybrid way to extract the singular terms analytically and to calculate non-singular parts numerically. This would reduce the lattice-size dependence and we can make theoretical estimates with improved reliability. Though we have confirmed that our CME current is close to the one in the continuum limit, it would be worth developing such a hybrid algorithm. Another direction for the improvement is to include back-reaction from gauge fluctuations. Once the back-reaction is taken into consideration, it would capture the effect of the chiral plasma instability [25]. Our progress in these directions will be reported in a follow-up publication [23].
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