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Abstract: The aim of this study is to empirically estimate the sensitivity of inflation and interest rate together with some key macroeconomic variables on real economic activity index. Secondly, to investigate the direction of causality between inflation and interest rate, interest rate and real economic activity index, as well as between inflation and real economic activity index. Thirdly, to investigate how the real economic activity reacts to shocks from inflation and interest rate and other key macroeconomic variables. A deterministic time series regression model, vector autoregressive model, cointegration method and Granger Causality Analysis were implored in the analysis. The results show that there exists a unique long-run relationship between real economic activity and the other variables. Accordingly, inflation is identified as important determinant of real economic activity growth in Ghana. Conversely, real economic activity was found not to significantly determine inflation and interest rate within the period under investigation. The relationship between inflation and interest rate is, however, significant determined positive in either direction. This means that the link between inflation, interest rate and economic activity is not immediately automatic.
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1. Introduction

Macroeconomic indicators such as inflation and interest rates have been the leading actor in economic growth for most developing and industrialized nations in the last decade. One of the most fundamental objectives of macroeconomic policies in Ghana is to sustain high economic growth together with low inflation and low interest rates. There exists a considerable debate regarding the existence and nature of inflation and economic growth relationship. A study in south Asian countries shows a long-run positive relationship between GDP growth rate and inflation [1]. A consensus, nonetheless exists, thus suggesting that macroeconomic stability, which is rooted in the spirit of low inflation, is positively related to economic growth. One of the macroeconomic growth factors is nominal interest rate and its fluctuating nature is closely related to inflation rate. Its vacillating trends also impact on economic boom or gross domestic product (GDP) and extending to influence economic growth rate [2]. Thus, inflation has been touted as the main predictor of interest rates and consequently affecting real economic activities. Ideally, every economy would wish to achieve zero interest rate. A study in neighboring country shows that the behaviour of interest rate is important for economic growth in view of the relationships between interest rates and investment and investment and growth [3]. Its direct mechanism is that, investment removes limitations of growth resulting from system oldness and its inability to achieve potential ability and new capital accumulation and technical progress allow reaching desirable capital volume. In theoretical models especially life cycle model, both roles are emphasized. In important experimental fields, actual interest rate is regarded as investment factor. It seems that demand for investment is not satisfactory in low interest rate.

An economic challenge that Ghana has experienced since independence is price determination and inflation on goods and services. Shortly after independence (i.e., 1957 – 1962), there was relative stability in the determination of prices as
inflation vacillated around a single digit. Contrariwise, the years 1970s and 1980s recorded unprecedented macroeconomic instability and very high inflation episodes. Indeed, inflation overstepped 100 percent on four occasions between July 1977 and March 1983. Consequent upon this hapless achievement, Ghana embarked on a stabilization policy, dubbed the Economic Recovery Programme (ERP). This policy nonetheless appeared to have done a little in resolving the persistently high and vacillating inflation. Until recently, the country had not achieved single-digit inflation since the period promptly after independence and had always recorded annual average inflation rates of about 25% in more than half of those years. the recent single-digit achievement in inflation, though significant, seems to disconnect theoretically with some key macroeconomic variables like interest rates and exchange rates, money supply and price of crude oil. [4] studied the Granger Causality Analysis on Ghana’s Macro-Economic Performance and Oil Price Fluctuations. They observed that a unidirectional causality runs from oil price fluctuations to output and economic growth in Ghana. In some other cases, the macroeconomic variables performance and stock market index have a long-run relationships (see [5]).

The problem we seek to solve is how does inflation and interest rate affect economic activity in Ghana. The aim of this paper is threefold. Firstly, empirically estimate the sensitivity of inflation and interest rate together with some key macroeconomic variables on real economic activity index. Secondly, to investigate the direction of causality between inflation and interest rate, interest rate and real economic activity index, as well as between inflation and real economic activity index. Thirdly, to investigate how the real economic activity reacts to shocks from inflation and interest rate and other key macroeconomic variables. In particular we analyze and test the trends in inflation, interest rate and real economic activity in Ghana over the period November 1990 through to December 2011, in order to detect if inflation and interest rate are driven by a unique source of randomness, to detect the existence of cointegration.

The paper is organized as follows: Section 2 describes the data set given by monthly series over the period 1990 to 2011 and examines the transformation of each time series. In Sections 3 current state of the art methodologies are used to analyze the short- and long-run relationships, as well as a rolling correlation and cointegration approach. Section 4 discusses the results of the analysis and section 5 draws some preliminary conclusions. The statistical package Stata version 12.0 was used for the analysis.

## 2. Data

Monthly series on real economic activity index, inflation, interest rate and exchange rate span from the period November 1990 through to December 2011 was explored. Since GDP figures are unavailable on a monthly basis, we used a composite index for economic activity (CIEA) from the central Bank of Ghana as a proxy variable for the real economic activity. Nominal exchange rate is the nominal monthly average Ghana Cedi (Gh¢)\(^1\) to US dollar (US$) rate. Inflation is proxied by the average monthly inflation, while 91-day Treasury bill rate is used as a proxy for interest rates. We use M2+ (broad money supply including foreign currency deposits) as a proxy for money supply while external supply shocks are proxied using monthly crude oil prices. All data used in the analysis were obtained from different sources namely, Bank of Ghana, IMF, International Financial Statistics, Government Finance Statistics and the World Bank Development Indicators. Other augmenting sources include published articles and journals, working papers, textbooks and relevant internet resources. We log transform each of the time series data, the dynamics of the three main series are presented in figure 1 below:

![Time series evolution of real economic activity index, interest rate and inflation, 1990-2011.](image)

A preliminary analysis is going to be performed on the stationarity of the three time series. In line with most of the recent literature, we transform the original series to natural logs. First we test the order of integration of a time series using the Augmented Dickey-Fuller (ADF) type regression.

## 3. Methodology

### 3.1. Model Specification

To study the empirical results of the relationship between inflation, interest rates and real economic activity index, we specify an augmented model for Ghana based on the theoretical and empirical literature. Specifically, following the neoclassical model ([2], [6], and [7]) specifications, the present study specify a model of the form:

\[
real_t = \alpha_0 + \alpha_1 inf_t + \alpha_2 int_t + \alpha_3 exrate_t + \alpha_4 ms_t + \alpha_5 oilp_t + \epsilon_t
\]

where \(real_t\) is a measure of economic activity index at time \(t\);

---

\(^1\) Cedi (¢) is Ghana’s official unit of currency generally denoted as Gh¢. On 3rd July 2007, the Ghanaian cedi (GHS) was re-denominated. The new Ghana cedi (GHS) is equal to 10,000 old Ghanaian Cedis (1 GHS = 10,000 GHC). The old currency remained in circulation alongside the new until December 2007. One Ghana cedi is divided into one hundred Ghana pesewas (Gp).
inf, is the rate of inflation at time t; exrate, is the exchange rate at time t; int, is the interest rate at time t; ms, is a measure of money supply (which captures the effect of financial deepening) at time t; oilp, is oil prices at time t to proxy external supply shocks which is also treated as an exogenous variable since Ghana until recently that it discovered oil in commercial quantities was a small oil importing country and hence cannot influence the world market price of oil; and \( e_i \) is the usual white noise error term. We log transform the time series in equation (1) in order to interpret the coefficients as partial elasticity’s. Thus, the estimable deterministic long-run model in (1) is specified as follows:

\[
ln\text{real}_t = \beta_0 + \beta_1\text{lninf}_t + \beta_2\text{lnint}_t + \beta_3\text{lnexrate}_t + \beta_4\ln ms + \beta_5\ln oilp_t + e_t
\]  

(2)

The specific estimation technique used in this paper is cointegration. This statistical concept introduced by [6] has received wide in the literature. In this concept, two variables are cointegrated when a linear combination of the two is stationary, even though each variable is non-stationary. In order to avoid the problem of non-stationarity we make use of first (or higher) differenced data. Such differencing, however, may result in a loss of low frequency information or long-run characteristics in the series. However, [8] argued that, if there is an equilibrium relationship between such variables, then for this relationship to have any meaning, a linear combination of these variables the disequilibrium error should fluctuate about zero i.e. should be stationary. A two variable cointegration test requires that the variables be integrated of order one. A number of alternative tests are available for testing whether a series is stationary or not, the Augmented Dickey-Fuller (ADF), developed by [9], as well as the Phillips Perron (PP) test developed by [10]. The PP tests are based on the following ADF regression, and the critical values are the same as those used for the ADF tests:

\[
\Delta X_t = \lambda_0 + \lambda_1 X_{t-1} + \lambda_2 T + \sum_{i=1}^{k} \psi_i \Delta X_{t-i} + \epsilon_t
\]  

(3)

where \( \Delta \) is the difference operator, \( X \) is the natural logarithm of the series, \( T \) is a trend variable, \( \lambda \) and \( \psi \) are the parameters to be estimated and \( \epsilon \) is the error term. The PP unit root test corrects the serial correlation and autoregressive heteroscedasticity of the error terms. This aims at providing unit root tests results that are robust to serial correlation and time dependent heteroscedasticity of errors. In both the PP and ADF unit root tests the null hypothesis is that the series is non-stationary and this is either accepted or rejected by examination of the \( t \)-ratio of the lagged term \( X_{t-1} \) compared with the tabulated values. If the \( t \)-ratio is less than the critical value the null hypothesis of a unit root (i.e. the series is non-stationary) is accepted. If so the first difference of the series is evaluated by equation (3) and if the null hypothesis is rejected the series is considered stationary and the assumption is that the series is integrated of order one \( I(1) \). Critical values for this \( t \)-statistic are given by [11].

3.2. Multivariate Cointegration Model

The Vector Autoregression (VAR) approach is employed in this paper. This model avoids the need to provide a dynamic theory specifying the relationships among the jointly determined variables. Moreover, it can handle endogenous variables on both sides of the equation as well as a mix of \( I(1) \) and \( I(0) \) variables in one system. In a VAR system, each variable is regressed on its own lags plus the lags of the other variables. The appropriate lag length (p), which should be specified long enough for the residuals not to be serially correlated, can be determined using standard model selection criteria such as the Akaike information criterion (AIC), Schwarz information criterion (SIC), Hannan-Quinn information criterion (HQ) and the Final prediction error (FPE) information criteria. Assume \( Y_t \) is a vector of \( k \) jointly determined endogenous variables and \( X_t \) is a vector of \( m \) exogenous variables. A \( p \)th order VAR model of the inter-related time series, VAR (p), can be written as:

\[
Y_t = \sum_{i=0}^{p} \Phi_i Y_{t-i} + \Psi X_t + \epsilon_t
\]  

(4)

where \( \Phi_i \) and \( \Psi \) are matrices of coefficients to be estimated, and \( \epsilon \) is a vector of independent and identically distributed disturbances. If the endogenous variables are each \( I(1) \) we can write the VAR(p) model in (4) as a vector error correction model (VECM):

\[
\Delta Y_t = A_0 + \sum_{i=1}^{p-1} \Gamma_i \Delta Y_{t-i} + \Pi Y_{t-1} + \Psi X_t + \epsilon_t
\]  

(5)

where \( A_0 \) is a \( n \times 1 \) vector of constants, \( Y_t \) is an \( n \times 1 \) vector of \( I(1) \) variable, \( p \) is the number of lags \( \Gamma_i = - \sum_{j=1}^{i} \Phi_j \) and \( \Pi = \sum_{j=1}^{p} \Phi_j - I \), \( \Delta \) is a difference operator, \( I \) is a \( n \times n \) vector of identity matrix and \( E_t \) is a \( n \times 1 \) vector of independently and identically distributed error terms. Granger’s Representation Theorem asserts that if the coefficient matrix \( \Pi \) has reduced rank (i.e., rank (\( \Pi \)) = \( r < k \)) then there exist \( k \times r \) matrices \( \alpha \) and \( \beta \) each with rank \( r \) such that \( \Pi = \alpha \beta' \) and \( \beta' X_t \) is \( I(0) \). The rank \( r \) is the number of cointegrating relations and each column of \( \beta \) is the cointegrating vector (CV). The Johansen maximum likelihood estimation procedure ([12], [13]) can be used to estimate the two matrices \( \alpha \) and \( \beta \) and test for the number of distinct CVs. Restrictions on the elements of \( \beta \) help to determine which variables are relevant in the long-run relations; economic theory may have to be invoked to decide on the restrictions to impose on each CV [13].
elements of \( \alpha \) are known as the adjustment parameters in the VECM. The hypothesis that \( \Pi \) has a reduced rank \( r < n \) is tested using the trace and the maximum eigenvalues test statistics. Restrictions on the adjustment parameters help to determine which variables are weakly exogenous. The impulse response functions (IRFs) generated from the VAR model trace out the time paths of the effect of a shock in a nominated variable on each of the other variables in the system. From them we can determine the extent to which an exogenous shock causes short-run and long-run changes in the respective variables.

The vector error-correction model (VECM) with a lag order \( p \) is specifically modeled as follows:

\[
\Delta \ln \text{real}_t = \delta_0 + \delta_1 \sum_{i=1}^{p} \Delta \ln \text{real}_{t-i} + \delta_2 \sum_{i=1}^{p} \Delta \ln \text{inf}_{t-i} + \delta_3 \sum_{i=1}^{p} \Delta \ln \text{int}_{t-i} + \delta_4 \sum_{i=1}^{p} \Delta \ln \text{exrate}_{t-i} + \delta_5 \sum_{i=1}^{p} \Delta \ln m2_{t-i} + \delta_6 \sum_{i=1}^{p} \Delta \ln oilp_{t-i} + \varphi \text{ecm}_{t-i} + \eta_{it} 
\]

where all variables are as previously defined, \( \delta_1, \delta_2, \delta_3, \delta_4, \delta_5 \), and \( \delta_6 \) represent short-run elasticities, \( \text{ecm}_{t-i} \) is the error correction term with its coefficient, \( \varphi \) denoting the speed of adjustment to long-run equilibrium after a shock to the system.

### 3.3. Granger Causality Analysis

The final stage of the estimation involves conducting Granger causality tests to find the direction of causality and possible feedback between real economic activity, inflation, interest rates and the other determinants of real economic activity. By Granger’s representation theorem, if variables are cointegrated, there must be causality in at least one direction and the long run relationship is free of spurious correlations. Granger causality tests whether lagged values of one variable predict changes in another, or whether one variable in the system explains the time path of the other variables. Hence, a variable \( x \) is said to Granger cause another variable \( y (x \rightarrow y) \) if past values of \( x \) can predict present values of \( y \). [15] posits two cardinal principles namely the cause precedes the effect and; ‘the causal series contains special information about the series being caused that is not available in the other available series’ [15]. Similarly, there is an instantaneous causality from \( x \) to \( y (x \Rightarrow y) \) if present and past values of \( x \) predict present value of \( y \). If causality is in one direction e.g. from \( x \) to \( y \), we have uni-directional causality while if \( x \) Granger causes \( y \) and \( y \) Granger causes \( x \), we have bi-directional or feedback causality \((x \leftrightarrow y)\). There are two commonly used causality tests: one due to [16] and others. The former is, however, more widely used in applied econometrics, partly because of its simplicity and also because it is less costly in terms of degrees of freedom. The Granger-causality test is based on the assumption of stationary variables. Thus, if the variables are non-stationary then, Granger-causality tests are applied on the first differences of the variables that have unit root. The test for Granger causality is performed by estimating equations of the following form:

\[
\Delta X_t = \alpha + \sum_{j=1}^{n} \beta_j \Delta X_{t-j} + \sum_{j=1}^{m} \lambda_j \Delta Y_{t-j} + \nu_t \\
\Delta Y_t = \alpha + \sum_{i=1}^{n} \beta_i \Delta Y_{t-i} + \sum_{j=1}^{m} \lambda_j \Delta X_{t-j} + \nu_t 
\]

### 4. Results

#### 4.1. Descriptive Statistics and Pair-Wise Correlation of the Variables

From fig 1 under section 2, we observe a general trend between interest rate series and real economic activity index series in the sense that, periods of high interest rates shows periods of relatively low economic activities and vice versa. The fig 1 also depicts inflation series appears to have sustained fluctuating trends, though generally downwards, while the real activity fluctuates frequently upwards. Table 1 below presents the descriptive statistics for the macroeconomic variables.

| Series | Obs | Mean | Std. Dev. | Min | Max |
|--------|-----|------|-----------|-----|-----|
| lnreal | 254 | 4.912| 0.293 | 4.437 | 5.603 |
| lintt | 254 | 3.180| 0.509 | 2.213 | 3.870 |
| lninf | 254 | 2.945| 0.506 | 2.127 | 4.196 |
| lnint | 254 | 6.649| 1.876 | 3.346 | 9.818 |
| lnexrate | 254 | 3.449| 0.659 | 2.343 | 4.887 |
| lnrate | 254 | -0.982| 1.197 | -3.370 | 0.460 |

All variables exhibit a positive mean rate except for exchange rate, which shows a decline on the average by 37% within the period of observation. Table 2.0 also presents the pairwise unconditional correlations between the various series. This is to identify variables that could potentially cause multicollinearity in the model. The results indicate that real economic activity is negatively correlated with both inflation and interest rates. However, the correlation is somewhat weak. Inflation and interest rate are positively correlated with the magnitude indicating a fairly high correlation. It is, however, important to emphasize that, correlation does not necessarily imply causation. Thus, latter sections would seek to establish a causal linkage amongst these variables of interest.
The relationship to be investigated between real economic activity and macroeconomic variables specified in equation (2) was fitted and the following Ordinary Least Squares estimates were obtained as shown in table 2 below: We observe from table 3, that the significant predictors for real economic activity are exchange rate, interest rate and inflation. This model explains about 77% of the total variations in the real economic activity index series. It must be emphasized, however, that the result are not to be given absolute relevance since the variables at their levels are potentially non-stationary. These preliminary results identified as to which variables are appropriate to be included in the final analysis.

### Table 2. Sample Correlation Matrix.

| series  | lnreal  | lninrate | lnintr  | lninf  | lnxrate | lnm2  | lnolp  |
|---------|---------|----------|---------|--------|---------|-------|--------|
| lnreal  | 1.0000  | 0.3354   | -0.4469 | -0.2716| 0.5108  | 0.6292|
| lninrate| 1.0000  | 0.014*** | -0.5241 | -0.4182| 0.9678  | 0.7624|
| lnintr  | 1.0000  | 0.014*** | 0.141***| 0.212** | 0.007   | 1.0000|
| lninf   | 1.0000  | 0.014*** | 0.141***| 0.212** | 0.007   | 1.0000|
| lnxrate | 1.0000  | 0.014*** | 0.141***| 0.212** | 0.007   | 1.0000|
| lnm2    | 1.0000  | 0.014*** | 0.141***| 0.212** | 0.007   | 1.0000|
| lnolp   | 1.0000  | 0.014*** | 0.141***| 0.212** | 0.007   | 1.0000|

To establish a long run relationship amongst the variables, and to avert false regression, the order of integration of each of the variables is inspected using the Augmented Dickey-Fuller (ADF) unit root tests. The results of the unit root test are reported in Table 4 below.

### Table 4. Unit root test results for the logged series.

| Series   | Level | First Difference |
|----------|-------|------------------|
| Series   | No Trend | Trend |
| lnreal   | -1.102 | -0.829 |
| lninrate | -2.778* | -1.435 |
| lnintr   | -1.161 | -2.861 |
| lninf    | -1.195 | -2.402 |
| lnxrate  | -1.553 | -3.284* |
| lnm2     | 0.072 | -2.424 |
| lnolp    | 0.072 | -2.424 |

The null hypothesis is that the series is non-stationary, or contains a unit root. The rejection of the null hypothesis based on the MacKinnon critical values. * indicate the rejection of the null hypothesis at 10%, 5% and 1% significance level, respectively.

We run the test without any exogenous variable, with a constant and a constant plus a linear time trend as exogenous variables in equation (3). The results indicates that, each of the series is integrated of order one (i.e, I(1)), and thus contain unit root. It is relevant to stress that, achieving stationarity is a precondition for the estimating our VAR model in equation (4) and consequently cointegration analysis.

### 4.2. Cointegration Test Results

We examine the potential influences of important exogenous factors. Consequently, we incorporate in the model oil price to capture the influence of external shocks or supply shocks. Thus, a general-to-specific modeling approach [12] led to the selection of a VAR model of order 2 (that is, VAR(2)). Table 5 indicates that, the optimal lag to be used in the VAR is 2 according to the AIC criteria. The motivation is not to interpret the coefficients in the VAR but to be used as a basis to estimate the cointegrating relationship between real economic activity and its determinants. As a consequence, we performed a battery of diagnostics on the estimated VAR model of serial correlation, stability and normality of the residuals. The results indicated that, the VAR(2) model estimated does not suffer from serial correlation and the residuals are normally distributed. Also since the eigenvalues are found in the unit circle, the VAR is said to be stable.

### Table 5. VAR Lag Order Selection Criteria.

| Lag | AIC | SBIC |
|-----|-----|------|
| 0   | -17.213 | -17.073 |
| 1   | -17.715 | 17.223* |
| 2   | -17.813* | -16.970 |

We further examine the number of cointegrating vectors by using the Johansen method (see [12] and [13]). For this purpose we estimate a vector error correction model (VECM) based on the so-called reduced rank regression method (see [14]). Assume that the n-vector of non-stationary I(1) variables Yt follows a vector autoregressive (VAR) process of order p. The results of the cointegration test are presented in Table 6, at the 5% level of significance, the Trace test statistic of the Johansen cointegration test indicates there is at most one cointegrating relationship whilst the Maximum Eigenvalue test statistic indicates there is no cointegrating relationship among the variables. We rely on the results of the Trace test and conclude that at least there exist a stable long run relationship between real economic activities and the other determinants. This further explains the fact that the selected macroeconomic variables have some directional relation of the long run movements in the real economic activity index series. The cointegrating vector (CV) reflecting real economic activity was normalized on logarithmic of real sector activity index (lnreal).

---

2Ghana, prior to drilling and exporting oil in commercial quantities was a net importer of crude oil, it had no influence on the oil price. Thus, using oil price as an exogenous factor is an innocuous assumption.

3Table 4 indicates the VAR lag order selection criteria and the optimal lag chosen in this paper is 2 based on the AIC.
To better analyse the dynamics of the macroeconomic variables we use the [6] two step methodology. From Table 6 below, the results on the inference column indicate that interest rate Granger causes real economic activity, which indicate that historical interest rates can be used to predict future real economic activities. However, past real economic activities cannot be used to predict future interest rates. Table 6 further shows that, inflation and real economic activity have among them a unidirectional causality. Specifically, inflation Granger causes real economic activities but not the reverse. The result further shows that there is bidirectional causality between interest rate and inflation. Thus, the historical values of each variable can be used to predict the other. The result on the inference on table 7 also shows evidence of no Granger causality between real economic activity and exchange rate, money supply respectively. There is some evidence of Granger causality between exchange rate and interest rate, money supply and interest rate.

**Table 6. Johansen cointegration rank test (trace and maximum eigenvalue).**

| Eigenvalue | Null Hypothesis | Maximum Eigenvalue ($\lambda_{max}$) | Test Statistics | 5% CV | Test Statistics | 5% CV |
|------------|----------------|-------------------------------------|-----------------|-------|----------------|-------|
| 0.16114    | $r = 0$        | 0.16114                             | 44.781          | 36.41 | 93.7320        | 77.74 |
| 0.08114    | $r \leq 1$     | 0.08114                             | 21.327          | 30.33 | 49.4539*       | 54.64 |
| 0.06097    | $r \leq 2$     | 0.06097                             | 15.8518         | 23.78 | 28.1282        | 34.55 |
| 0.04602    | $r \leq 3$     | 0.04602                             | 11.8730         | 16.87 | 12.2764        | 18.17 |
| 0.00160    | $r \leq 4$     | 0.00160                             | 0.4034          | 3.74  | 0.4034         | 3.74  |

To better analyse the dynamics of the macroeconomic variables we use the [6] two step methodology. From Table 6 below, the results on the inference column indicate that interest rate Granger causes real economic activity, which indicate that historical interest rates can be used to predict future real economic activities. However, past real economic activities cannot be used to predict future interest rates. Table 6 further shows that, inflation and real economic activity have among them a unidirectional causality. Specifically, inflation Granger causes real economic activities but not the reverse. The result further shows that there is bidirectional causality between interest rate and inflation. Thus, the historical values of each variable can be used to predict the other. The result on the inference on table 7 also shows evidence of no Granger causality between real economic activity and exchange rate, money supply respectively. There is some evidence of Granger causality between exchange rate and interest rate, money supply and interest rate.

**Table 7. Summary results of the Granger causality test.**

| Variables | Direction of Causality | $\chi^2$ | Prob. Value | Inference |
|-----------|------------------------|----------|-------------|-----------|
| lnreal (Y); lnintr (X) | X→Y | 9.045** | 0.021 | Reject |
| lnintr (Y); lnreal (X) | X→Y | 6.367 | 0.832 | Do not reject |
| lnreal (Y); lninf (X) | X→Y | 7.5733** | 0.024 | Reject |
| lninf (Y); lnreal (X) | X→Y | 0.47923 | 0.787 | Do not reject |
| lnintr (Y); lninf (X) | X→Y | 15.445*** | 0.000 | Reject |
| lnreal (Y); lnexrate (X) | X→Y | 1.7637 | 0.414 | Do not reject |
| lnexrate (Y); lnreal (X) | X→Y | 3.8029 | 0.149 | Do not reject |
| lnreal (Y); lnm2 (X) | X→Y | 2.3872 | 0.303 | Do not reject |
| lnm2 (Y); lnreal (X) | X→Y | 4.3728 | 0.112 | Do not reject |
| lnintr (Y); lnexrate (X) | X→Y | 2.1036 | 0.349 | Do not reject |
| lnexrate (Y); lnintr (X) | X→Y | 7.628** | 0.022 | Reject |
| lnm2 (Y); lnintr (X) | X→Y | 1.6625 | 0.435 | Do not reject |
| lnintr (Y); lnm2 (X) | X→Y | 0.48163 | 0.786 | Do not reject |
| lnm2 (Y); lnexrate (X) | X→Y | 16.377*** | 0.000 | Reject |
| lninf (Y); lnm2 (X) | X→Y | 5.9325* | 0.051 | Reject |
| lnreal (Y); lnm2 (X) | X→Y | 2.5827 | 0.275 | Do not reject |
| lnintr (Y); lnm2 (X) | X→Y | 16.377*** | 0.000 | Reject |

Note: Null hypothesis: X $\not\rightarrow$ Y (X does not Granger Cause Y); ***, **, * denotes rejection of null hypothesis at 1%, 5% and 10% significance levels respectively. → implies direction of causality.

**Fig. 2. Orthogonalised Impulse Response Functions.**
4.3. Impulse Response Functions

The impulse response function of VAR is to analyze the dynamic effects of the system when the model received the impulse. We plot the orthogonal impulse responses from real economic activity following shocks from interest rates, inflation, exchange rate and oil prices. The plots are illustrated in Figure 2 and in each of the figure, the first variable is the impulse and the second variable is the response.

The figure 2 indicates that when the impulse is inflation, then every response of real sector activity is all positive at each responsive time period, but fluctuates. After the first month, following the shock, real activity responds positively and then after falls and remains positively until all the shocks die out. The response to the shocks from inflation is not stable as they wander about for the first month before it finally settles. Unsurprisingly, impulses from oil prices affects real economic activities negatively a month following the shock after which the response turns positive and dies out by the third month. Impulses from exchange rates also seem to have a similar pattern as shocks die out after few months. Responses from interest rates impulses are mild and hence remain quite low and stable until all the shocks are accommodated. Exchange rate shocks are contemporaneous deleterious to real economic activities after which the reaction becomes positive and subsequently dies away gradually. Real economic activity responds to shocks from exchange rate in the similar manner as that of inflation. Shocks die away by the fourth month as the reactions hover in a dampening manner.

5. Conclusion

The results show that there exists a unique long-run relationship between real economic activity and the other variables. Accordingly, inflation is identified as important determinant of real economic activity growth in Ghana. Conversely, real economic activity was found not to significantly determine inflation and interest rate within the period under investigation. The relationship between inflation and interest rate is, however, significant determined positive in either direction. This implies that the connection between inflation, interest rate and economic activity is not immediately automatic.
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