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Abstract—Learned iterative shrinkage thresholding algorithm (LISTA), which adopts deep learning techniques to learn optimal algorithm parameters from labeled training data, can be successfully applied to small-scale multidimensional harmonic retrieval (MHR) problems. However, LISTA computationally demanding for large-scale MHR problems because the matrix size of the learned mutual inhibition matrix exhibits quadratic growth with the signal length. These large matrices consume costly memory/computation resources and require a huge amount of labeled data for training, restricting the applicability of the LISTA method.

In this paper, we show that the mutual inhibition matrix of a MHR problem naturally has a Toeplitz structure, which means that the degrees of freedom (DoF) of the matrix can be reduced from a quadratic order to a linear order. By exploiting this characteristic, we propose a structured LISTA-Toeplitz network, which imposes a Toeplitz structure restriction on the mutual inhibition matrices and applies linear convolution instead of the matrix-vector multiplication involved in the traditional LISTA network. Both simulation and field test for air target detection with radar are carried out to validate the performance of the proposed network. For small-scale MHR problems, LISTA-Toeplitz exhibits close or even better recovery accuracy than traditional LISTA, while the former significantly reduces the network complexity and requires much less training data. For large-scale MHR problems, where LISTA is difficult to implement due to the huge size of the mutual inhibition matrices, our proposed LISTA-Toeplitz still enjoys desirable recovery performance.

Index Terms—Compressed sensing, multidimensional harmonic retrieval, iterative shrinkage thresholding algorithm, learned ISTA, Toeplitz structure.

I. INTRODUCTION
Multidimensional harmonic retrieval has been extensively studied in the signal processing literature. This problem appears in a wide range of applications such as wireless communication channel estimation [2, 3], beampattern synthesis [4], direction-of-arrival (DOA) estimation [5–7] and range-Doppler estimation [8]. Standard methods for MHR include fast Fourier transform (FFT) spectral estimation [9] (periodogram), Welch’s method [10] (also called the modified periodogram) and subspace based methods [11, 12]. According to the Nyquist criterion, harmonic signals are generally uniformly sampled at or above the Nyquist rate to avoid aliasing of the spectrum.

In various applications, it is desirable to minimize the required number of Nyquist samples needed for multidimensional harmonic retrieval (MHR) [13]. Especially for MHR problems with large dimensions, as the size of measurements is increasingly associated with the dimension, the demand for sample reduction becomes more significant. Take DOA estimation with antenna arrays as an example, where each active antenna transmits and receives signals reflected from one or more moving targets to estimate the direction angles. The smaller amount of samples implies fewer active antennas, lowering the hardware cost [14].

Sparse recovery or compressed sensing (CS) [15] has been suggested to reduce the measurement data size, when the sinusoids are spectrally sparse, namely when there is a small number of harmonics. Particularly, consider a harmonic retrieval problem, where a time-domain signal, consisting of $K$ distinct complex sinusoids, has $M$ Nyquist samples. When it is assumed that the sinusoid frequencies lie precisely on a set of discrete grids, the signal of interest can be sparsely represented by a discrete basis. CS suggests that the sparse signal can be recovered from a random subset with a reduced size of $N = O(K \log M)$ out of the $M$ Nyquist samples [13]. The recovery is completed by finding a sparse representation of the time-domain signal over a discrete dictionary matrix $\Phi \in \mathbb{C}^{N \times M}$, of which a grid corresponds to a predefined grid. To be specific, CS formulates MHR as a linear decoding problem

$$\mathbf{y} = \Phi \mathbf{x} + \mathbf{w},$$

where $\mathbf{y} \in \mathbb{C}^N$ is the obtained sub-Nyquist samples, $\mathbf{x} \in \mathbb{C}^M$ denotes the sparse spectral representation of the unknown sinusoids, and $\mathbf{w} \in \mathbb{C}^N$ is the additive noise vector.

A myriad of methods including greedy algorithms and optimization-based approaches [16–20] have been developed to solve such a CS problem. Among these algorithms, a key concern for applications is real-time realization. While greedy algorithms may lead to a non-optimal solution, optimization-based approaches yield near-optimal estimates in both theory and practice [18]. One of the well-known $\ell_1$-norm regularization techniques is iterative shrinkage thresholding algorithm (ISTA) [19], which has been proven to have desirable global rate of convergence to the optimum solution [20]. An accelerated method, namely fast ISTA (FISTA), can speed up the rate of convergence by adding a momentum term [19]. The success of ISTA and its variants hinge upon the computation of the proximal operator, which is efficient in a wide range of applications [17]. However, it takes many iterations for ISTA
or FISTA to reach a sparse representation, which inevitably gives rise to high computational cost thus restricting the application of CS.

The approximation ability of deep learning motivates to consider the possibilities of recovering sparse signals at a small computation cost through a neural network. By unfolding the iterations of ISTA, learned ISTA (LISTA) was proposed by Gregor and LeCun [21], which has been demonstrated to be superior to ISTA in convergence speed in both theoretical analysis and empirical results [1, 22, 23]. Following this idea, many researchers [22–25] unfold other iterative algorithms such as approximate message passing (AMP) and alternating direction method of multipliers (ADMM) algorithms, and incorporate them into deep networks, which have already shown their efficiency in many sparse recovery problems. It is common for these reconstruction networks to learn some intended network variables for the model information in the dictionary matrix $\Phi$. However, in some cases like large-scale CS problems, the dictionary $\Phi$ has many columns so that there will be a huge amount of network variables to learn. For example, the size of one weight matrix (termed mutual inhibition matrix), which depends on the Gram matrix $\Phi^H\Phi$, to learn in LISTA is up to $M^2$. It is very difficult to train a network with high-dimensional variables: Not only will it take much more training time and memory, but also we need to provide a larger training dataset to avoid overfitting.

To reduce the number of trainable parameters, many convolutional extensions based on LISTA were proposed for the applications of optical image super-resolution, denoising or inpainting [26–28]. These networks exploit the fact that dictionary matrices in these applications are Toeplitz matrices or concatenations of Toeplitz matrices, which allows one imposing the Toeplitz structure constraint on the learned matrices in LISTA and replacing the matrix-multiplication operations in LISTA with convolutions. Since the degrees of freedom (DoF) of a $M \times M$ Toeplitz matrix are $O(M)$, much less than the counterpart of a general matrix with the same dimension, such convolutional networks reduce the number of variables to learn significantly. Referring to MHR problems where the dictionaries have a Fourier instead of Toeplitz structure, these convolutional extensions are not directly applicable. When we implement a heuristic convolutional network termed ConvLISTA by directly imposing convolutional prior on the dictionary like [26–28], the recovery performance of such a convolutional extension turns to be bad.

In this paper, we put forward a structured network called LISTA-Toeplitz for MHR problems, in order to address the high-dimensional setting. In MHR, the Gram matrix $\Phi^H\Phi$ (rather than the matrix $\Phi$ itself) is a Toeplitz matrix. We recall that this Gram matrix composes the mutual inhibition matrix in LISTA, whose entries are learned from training data. Tailored for MHR problems, we shrink the traditional LISTA by imposing Toeplitz structure constraint on the mutual inhibition matrix and replacing the corresponding matrix-multiplication operations with convolution filters, while the rest components in LISTA are inherited. This constructs our LISTA-Toeplitz, and is different from previous approaches (e.g., convLISTA) where the Toeplitz structure and convolution operation are related to the dictionary itself. The proposed network yields a fast and accurate reconstruction on both synthetic and real data, and outperforms ConvLISTA.

Main contributions of this paper are summarized as follows:

1) We exploit the Toeplitz structure in one-dimensional (1D) harmonic retrieve problems, as well as the doubly block-Toeplitz structure in two-dimensional (2D) harmonic retrieval problems, and thus propose a new structured network called LISTA-Toeplitz, which imposes a Toeplitz structure restriction on the learned mutual inhibition matrices in LISTA. LISTA-Toeplitz significantly shrinks the number of network variables, simplifying the complexity of the network and making the network more trainable.

2) We use linear convolution to calculate the multiplication by the Toeplitz matrices, which further facilitates the realization of networks. Using convolution instead of matrix-vector multiplication relieves the storage burden, while some fast algorithms for linear convolution reduce computation complexity. Besides, some off-the-shelf neural network toolboxes provide efficient convolution operators, easing the construction of such a structured network.

3) Both simulated and real data validate the effectiveness of our proposed network and demonstrate its better recovery performance over the traditional LISTA and its previous convolutional extension, i.e., ConvLISTA network.

The rest of this paper is organized as follows. The signal model in MHR, the conventional CS solutions, and our motivations to use LISTA and LISTA-Toeplitz, are introduced in Section II. In Section III we explore the Toeplitz structure in harmonic retrieval problems and develop the corresponding LISTA-Toeplitz network. To show the effectiveness of the proposed networks, in Section IV we apply our network to 1D and 2D harmonic retrieval problems with both synthetic and real data. Section V concludes the paper.

**Notation**: The symbol $\mathbb{C}$ represents the set of complex numbers. Correspondingly, $\mathbb{C}^M$ and $\mathbb{C}^{M \times N}$ are the sets of the $M$-dimensional ($M$-D) vectors and $M \times N$ matrices of complex numbers, respectively. The subscripts $[ \cdot ]_i$ and $[ \cdot ]_{i,k}$ are used for the $i$-th entry of a vector and the $i$-th row, $k$-th column entry of a matrix. We let $[ \cdot ]$ and $\{ \cdot \}$ denote a vector/matrix and a set, respectively. We use a set in subscript to construct a vector/matrix or set, e.g., for a set $N := \{0, 1, \ldots, N - 1\}$ and vectors $x_n \in \mathbb{C}^M$, $n \in N$, $\{x_n\}_{n \in N}$ and $\{x_n\}_{n \in N}$ representing the matrix $[x_0, x_1, \ldots, x_{N-1}] \in \mathbb{C}^{M \times N}$ and the set $\{x_0, x_1, \ldots, x_{N-1}\}$, respectively. The transpose and Hermitian transpose are written as the superscripts $(\cdot)^T$ and $(\cdot)^H$, respectively. For a vector, $\| \cdot \|_0$ and $\| \cdot \|_q$ denote the $\ell_0$ “norm” and $\ell_q$ norm, $q \geq 1$, respectively. Operators $\ast, \circ$ and $\otimes$ represent linear convolution, element-wise multiplication and Kronecker product [29], respectively.

II. MOTIVATION AND PROBLEM FORMULATION

Here, we introduce the motivation for proposing the LISTA-Toeplitz algorithm, i.e., accelerating the ISTA-based methods
for MHR problems. To this aim, we first review preliminaries on the typical ISTA approach and its variations, including FISTA and LISTA, in Subsection II-A. Then in Subsection II-B, we formulate the MHR signal model and show that the inherent Toeplitz structure in MHR model can be exploited to improve existing iterative algorithms, yielding the LISTA-Toeplitz algorithm. The flow of LISTA-Toeplitz will be detailed in Section III.

A. Preliminaries

In this subsection, we review the procedures of ISTA, FISTA and LISTA, which are designed to solve the CS problem (1).

In the framework of CS, the dictionary matrix $\Phi$ in (1) is usually under-determined. ISTA methods harness the sparse prior to estimate $x$ by using regularized regression

$$
\min \ f(\Phi x, y) + \lambda \|x\|_1,
$$

where $f(\Phi x, y) = \frac{1}{2} ||y - \Phi x||^2$, measures the error, and $\lambda$ is a regularization parameter controlling the sparsity penalty characterized with $\ell_1$ norm.

The standard ISTA iteratively performs Lipschitz gradient descent with respect to the cost function in (2) [19, 30]. Specifically, the sparse solution in the $(t + 1)$-th iteration, denoted $x^{(t+1)}$, is pursued by the following recursion:

$$
x^{(t+1)} = S_{\frac{\lambda}{L}} \left( \frac{1}{L} \Phi^H y + \left( I - \frac{1}{L} \Phi^H \Phi \right) x^{(t)} \right),
$$

where $\lambda$ is the regularization parameter in (2), $L$ is the Lipschitz constant, given by $L = \lambda_{\max}(\Phi^H \Phi)$, and $\lambda_{\max}(\cdot)$ represents the maximum eigenvalue of a Hermitian matrix. The element-wise soft-threshold operator $S$ is defined as

$$
[S_\theta(u)]_i = \text{sign}((|u|)_i) \cdot (\max(|u|)_i - \theta)_+,
$$

where $\text{sign}(\cdot)$ returns the sign of a scalar, $(\cdot)_+$ means $\max(\cdot, 0)$, and $\theta$ is the threshold.

ISTA shows its accuracy in recovering sparse signals. However, it may take thousands of iterations for convergence [18], which motivates development of many variants of ISTA with a higher convergence rate, including the well-known FISTA and LISTA as introduced below. FISTA described in [19] can be viewed as a Nesterov’s accelerated version of ISTA, which takes roughly one order-of-magnitude fewer iterations than ISTA [18].

To further accelerate ISTA, Gregor and LeCun proposed a neural network containing only several layers, named LISTA [21]. Each layer is an unfolded version of the ISTA iteration (3) that can be rewritten as

$$
x^{(t+1)} = S_{\theta(t)} \left( W_e^{(t)} y + W_g^{(t)} x^{(t)} \right),
$$

where the terms $\lambda/L$, $\frac{1}{L} \Phi^H y$ and $\left( I - \frac{1}{L} \Phi^H \Phi \right)$ in (3) are replaced by $\theta(t)$, $W_e^{(t)} \in \mathbb{C}^{M \times N}$ and $W_g^{(t)} \in \mathbb{C}^{M \times M}$, respectively. The matrices $W_e^{(t)}$ and $W_g^{(t)}$ are named the filter matrix and the mutual inhibition matrix, respectively. Fig. 1 illustrates an LISTA network structure with $T$-layer.

Opposed to ISTA and FISTA, where parameters in each iteration are identical and are calculated analytically or set manually, LISTA treats the tuple $(W_e^{(t)}, W_g^{(t)}, \theta(t))$ in each layer, $t = 0, 1, \ldots, T - 1$, as variables to learn from some predefined training data using the back-propagation algorithm. The network performs better when making the values of parameters differ in each layer. We may omit the superscript $(t)$ in the following notation for simplicity. Numerical results show that LISTA can achieve virtually the same accuracy as the original ISTA using nearly two orders of magnitude fewer iterations [22, 31].

Nevertheless, a challenge in LISTA is that there are many variables to learn. A large neural network leads to high computational burden. Besides, it requires careful tuning of hyperparameters such as learning rates and initialization values to avoid training problems such as over-fitting [32] and gradient vanishing [33]. In CS problems with large-scale sparse signal $x \in \mathbb{C}^M$, the mutual inhibition matrix $W_g$ of size $M \times M$, which is much larger than $W_e$ thus takes a dominant role among all the variables, especially when allowing $W_g$ varying across the layers. It motivates us to tailor the network to fit a specific problem so that we can impose restrictions on $W_g$ in order to reduce the computational burden. For some certain CS problems like MHR, the mutual inhibition matrix naturally has a Toeplitz structure, which can be exploited to reduce the dimension of neural networks, as will be detailed in the subsequent subsection.

B. Toeplitz Structure in MHR Problems

Here, we introduce the signal model of MHR problems, associated with many practical applications including 1D, 2D DOA estimation and range-Doppler recovery in radar systems. Then, we reveal that MHR has specific characteristics of the dictionary matrices, which can help us reduce the dimensions of the learned variables in LISTA. The Toeplitz structures of 1D and 2D harmonic retrieval problems are discussed in Subsections II-B1 and II-B2, respectively.

1) Toeplitz structure of 1D harmonic retrieval: First, we consider a 1D harmonic retrieval problem, following the signal model presented in [13]. Assume that there are $K$ distinct complex-value sinusoids, with their frequencies denoted by $f_k$, $k = 1, 2, \ldots, K$. The observation taken at $i$-th time instant can be reformed into a superposition of these $K$ complex-value sinusoids, given by

$$
y_i = \sum_{k=1}^{K} a_k e^{j2\pi f_k i},
$$

where $a_k$ denotes the complex amplitude of the $k$-th sinusoid.

We uniformly discretize frequencies into $M_1$ grids and assume that the $K$ sinusoids are on the grids. Thus we recast (6) in matrix form as below

$$
y_i = \Psi x,
$$

where $x \in \mathbb{C}^M$ contains only $K$ nonzero elements, corresponding to the complex des of the $K$ sinusoids, and $\Psi$ is the $M_1 \times M_1$ discrete Fourier matrix $F_{M_1}$ whose $(i, m)$-th entry is defined as

$$
[\Psi]_{i,m} = [F_{M_1}]_{i,m} = e^{j2\pi \frac{i}{M_1}}, i, m \in M_1.
$$
Fig. 1. Block diagrams of LISTA network, in which the red broken-line boxes indicate the whole process of one ISTA iteration.

Furthermore, we consider a compressive measurement, where only \( N \) entries of \( \mathbf{y}^* \) are observed with \( N \ll M_1 \). To store the indices of selected entries from \( \mathbf{y}^* \), we define a subset \( \Omega \) of cardinality \( N \) randomly chosen from the set \( M_1 \). Then we use a row-subsampled matrix \( \mathbf{R} \) to select \( N \) rows of \( \Psi \) corresponding to the elements in \( \Omega \), i.e., \( [\mathbf{R}]_{n,m} = 1 \) where \( m \) is the \( n \)-th element of \( \Omega \) while other entries in the \( n \)-th row being zeros. Thus, the sub-sampled observations are denoted by \( \mathbf{y} \in \mathbb{C}^N \), i.e.,

\[
\mathbf{y} = \mathbf{R} \mathbf{y}^* = \mathbf{R} \Psi \mathbf{x}, \quad (9)
\]

Here, we use \( \Psi = \mathbf{R} \Psi \) to represent the new dictionary matrix, consisting of sub-sampled \( N \) rows of the full dictionary \( \Psi \).

The Gram matrix of this dictionary matrix is \( \Phi^H \Phi = \mathbf{F}_{M_1}^H \mathbf{R}^H \mathbf{R} \mathbf{F}_{M_1} \), which can be formulated as

\[
\Phi^H \Phi = \sum_{m=0}^{M_1-1} \mathbb{I}_\Omega(m) \Phi_m \Phi_m^H,
\]

where \( \mathbb{I}_\Omega(m) \) is an indicator function which equals 1 when \( m \in \Omega \) and zero otherwise, and \( \Phi_m \) is the \( m \)-th column of the Fourier matrix \( \mathbf{F}_{M_1} \). It can be verified that \( \Phi_m \Phi_m^H \) is a Hermitian Toeplitz matrix. As a consequence, the Gram matrix above can be viewed as a sum of \( N \) Hermitian Toeplitz matrices, which is still a Hermitian Toeplitz matrix. Note that for a Hermitian Toeplitz matrix, the DoF is \( M_1 \). If we disregard the Hermitian symmetry, the DoF is slightly larger, \( 2M_1 - 1 \). In both cases, the DoFs are much less than \( M_1^2 \), that of a general matrix without such structure, which can be exploited to reduce the complexity of networks in LISTA.

2) Doubly-block Toeplitz structure of 2D harmonic retrieval: For the 2D harmonic retrieval, the corresponding dictionary matrix is \( \Phi = \mathbf{R} (\mathbf{F}_{M_1} \otimes \mathbf{F}_{M_2}) \).

The Gram matrix can be formulated as

\[
\Phi^H \Phi = (\mathbf{F}_{M_1} \otimes \mathbf{F}_{M_2})^H \mathbf{R}^H \mathbf{R} (\mathbf{F}_{M_1} \otimes \mathbf{F}_{M_2})
\]

\[
\overset{(a)}{=} \sum_{m_2=0}^{M_2-1} \sum_{m_1=0}^{M_1-1} \mathbb{I}_\Omega(m_1,m_2) (\phi_{m_1} \otimes \psi_{m_2}) (\phi_{m_1}^H \otimes \psi_{m_2}^H)
\]

\[
\overset{(b)}{=} \sum_{m_2=0}^{M_2-1} \sum_{m_1=0}^{M_1-1} \mathbb{I}_\Omega(m_1,m_2) (\phi_{m_1} \phi_{m_1}^H) \otimes (\psi_{m_2} \psi_{m_2}^H),
\]

where \( \phi_{m_1} \) and \( \psi_{m_2} \) denote the \( m_1 \)-th, \( m_2 \)-th column of the Fourier matrix \( \mathbf{F}_{M_1} \) and \( \mathbf{F}_{M_2} \), respectively. The equation (a) is a consequence of the fact that taking the complex conjugate or transpose before carrying out the Kronecker product yields the same result as doing so afterward, and (b) stems directly from the mixed product property of Kronecker product [29].

Similarly, both \( \mathbf{A} := \phi_{m_1} \phi_{m_1}^H \in \mathbb{C}^{M_1 \times M_1} \) and \( \mathbf{B} := \psi_{m_2} \psi_{m_2}^H \in \mathbb{C}^{M_2 \times M_2} \) are Hermitian Toeplitz matrices. Thus, the Toeplitz matrix \( \Phi^H \Phi \) can be represented by a \((2M_1 - 1) \times (2M_2 - 1)\)-D vector, denoted by \( [a_i]_{i \in M_1^*} \), where \( M_1^* := \{-M_1 + 1, \ldots, M_1 - 1\} \) and we use the asterisk notation in the superscript to distinguish from the set \( M_1^* \). Particularly, the \((i, j)\)-th element of \( \mathbf{A} \) can be denoted as \( \mathbf{A}_{i,j} = a_{i-j} \).

According to the definition of Kronecker product, we have

\[
\mathbf{A} \otimes \mathbf{B} = \begin{bmatrix}
C_0 & C_{-1} & \cdots & C_{-M_1+1} \\
C_1 & C_0 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
C_{M_1-1} & \cdots & C_1 & C_0
\end{bmatrix},
\]

where \( C_i = a_i \mathbf{B}, i \in M_1^* \).

The matrix \( \mathbf{A} \otimes \mathbf{B} \) has a so-called doubly-block Toeplitz structure [34, 35], i.e., each block matrix of which is itself a Toeplitz matrix and also repeated down the diagonals of the whole matrix. In the literature, such matrix is also called two-fold block Toeplitz matrix [13] or Toeplitz-block-Toeplitz matrix [36]. After the sum operation over \( m_1 \) and \( m_2 \), the doubly-block Toeplitz structure is preserved, implying that the Gram matrix in the 2D MHR problem is also a doubly-block Toeplitz. Observing the structure of \( \Phi^H \Phi \), we find that it is constructed by two Hermitian Toeplitz matrices, of which the DoFs are 2\(M_1 - 1\) and 2\(M_2 - 1\), respectively. Consequently, the DoF of the Gram matrix \( \Phi^H \Phi \) is \((2M_1 - 1)(2M_2 - 1)\), much less than \( M_1^2 \times M_2^2 \), the number of elements in \( \Phi^H \Phi \), indicating the possibility to compress the networks in the original LISTA.

Previous discussions presented in Subsections II-B1 and II-B2 reveal that the Gram matrix \( \Phi^H \Phi \) possesses Toeplitz or Toeplitz related structure. Hence, the mutual inhibition matrix \( \mathbf{W}_g \) to learn, which corresponds to the \( (\mathbf{I} - \frac{1}{\mathbf{F}} \Phi \Phi^H) \), is also Toeplitz structured and thus compressible. Inspired by this phenomenon in MHR problems, we propose a heuristically structured network called LISTA-Toeplitz by imposing a Toeplitz structure on \( \mathbf{W}_g \) in LISTA. Applying such a structure-imposing approach for neural network will benefit performance by compression and model reduction in space complexity and gain high sample efficiency in training process. In the following Section III, we will explain how to build the LISTA-Toeplitz network.

III. LISTA-TOEPLITZ NETWORK DESIGN

As shown in Section II-B, 1D/2D harmonic retrieval problems naturally possess a Toeplitz/doubly-block Toeplitz struc-
tured on the Gram matrix $\Phi^H \Phi$. In this section, we will impose the Toeplitz structure restriction on the corresponding variables of the LISTA network, yielding the design of LISTA-Toeplitz network. The motivations of using the Toeplitz structure in building network architecture are multi-fold: 1) Neural networks with structured weight matrices will obtain model order reduction in the number of network variables so that it can be potentially applied to large-scale sparse recovery problems; 2) Taking advantage of the model information, it performs much more efficiently to train such a model-based network and easier to accomplish the desired result for specific problems, especially when the amount of training data is limited. The rest of this section will be devoted to detailed introductions of LISTA-Toeplitz networks for 1D and 2D harmonic retrieval problems, shown in Subsections III-A and III-B, respectively.

A. 1D LISTA-Toeplitz Network

Here, we consider 1D harmonic retrieval problems and design the LISTA-Toeplitz network by exploiting the Toeplitz structure in the mutual inhibition matrix $W_g \in \mathbb{C}^{M \times M}$, where $M$ is the number of 1D grid points.

Since a $M$ dimensional Toeplitz matrix can be represented by a $2M-1$ dimensional vector, we denote such vector by $h := [h_m]_{m \in \mathcal{M}^*} \in \mathbb{C}^{2M-1}$. Consequently, the matrix $W_g$ is expressed by $[W_g]_{i,k} = h_{i-k}, i,k \in \mathcal{M}$, shown in the following equation:

$$W_g = \begin{bmatrix} h_0 & h_1 & h_2 & \cdots & h_{M-1} \\ h_1 & h_0 & h_1 & \cdots & \vdots \\ h_2 & \cdots & h_2 & \cdots & h_1 \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ h_{M-1} & \cdots & h_2 & h_1 & h_0 \end{bmatrix}. \quad (11)$$

Here, we disregard the Hermitian structure of $W_g$, to achieve a compromise between the expressive power and compactness of the network architecture.

Based on the Toeplitz structure of $W_g$, the multiplication operation $W_g x$ in (5) can be expressed by a linear convolution between two vectors and realized by some off-the-shelf toolboxes [37, 38]. To see this, note that the linear convolution between $h$ and $x \in \mathbb{C}^M$, denoted $h \ast x$, yields a $M$ dimensional vector with entries given by

$$[h \ast x]_i = \sum_{k=0}^{M-1} h_{i-k} [x]_k, i \in \mathcal{M}. \quad (12)$$

The right hand side in (12) also equals to $[W_g x]_i$, according to definition of $W_g$ in (11) and the rule of matrix multiplication. Hence, we have

$$W_g x = h \ast x. \quad (13)$$

Instituting (13) into (5) implies a proximal mapping using linear convolution operation, given by

$$x^{(t+1)} = S_{\gamma(t)} \left( W_g y + h \ast x^{(t)} \right). \quad (14)$$

Based on (14), we replace each layer of the standard LISTA with a structured network, which yields the 1D version of proposed LISTA-Toeplitz. The whole framework of our proposed LISTA-Toeplitz network is given in Fig. 2.

Comparing Figs. 1 and 2, we note that the difference of the conventional LISTA and LISTA-Toeplitz lies in the realization of multiplication $W_g x$. The latter uses a dimension-reduced vector $h$ to replace the large matrix $W_g$, and applies linear convolution (13). The reduction in space complexity and computational complexity by using structured matrices are significant. The advantages of LISTA-Toeplitz are discussed in detail as follows.

1) For the space complexity, the memory demand of the network is reduced, which also contributes to lower the cost and power consumption of the networks [39]. While the 1D LISTA needs to update the weight matrix $W_g$ of size $M^2$, our proposed 1D LISTA-Toeplitz network only needs to learn $2M - 1$ elements for $W_g$. Thus, the space complexity of our LISTA-Toeplitz network is $O(M)$. This is a significant advantage compared to the original LISTA network which requires $O(M^2)$ parameters. Especially for large-scale harmonic retrieval problems, our proposed LISTA-Toeplitz network decreases memory requirements by a factor of $M$, which greatly relieves the storage burden.

2) Resorting to linear convolution operation also reduces the computational burden. For computation efficiency, we can use Discrete Fourier Transform (DFT) to speed up the computation process of linear convolution. Particularly, the linear convolution in (14) can be computed in the Fourier domain, given by

$$x^{(k+1)} = S_{\gamma(k)} \left( W_c y + \mathcal{F}^{-1} \left( \mathcal{F}(h) \circ \mathcal{F}(x^{(k)}) \right) \right), \quad (15)$$

where $\circ$ denotes element-wise multiplication and $\mathcal{F}$ denotes the DFT operator while $\mathcal{F}^{-1}$ is the inverse DFT (IDFT) operator. DFT and IDFT operators can be efficiently computed with Fast Fourier Transforms [40, 41], and the time complexity is $O(M \log M)$ in the term of required times of complex-value multiplications. Therefore, the proposed 1D LISTA-Toeplitz network has time complexity $O(M \log M)$ in each layer, more efficient than the traditional LISTA enjoying the counterpart of $O(M^2)$.

3) Because of the huge reduction in the network variables, the proposed structured network is more trainable for large-scale problems and performs better on limited training data. It has been commonly considered that the number of training samples need to be more than roughly ten times the number of network variables [42-44]. Compared with its unstructured counterpart, LISTA-Toeplitz reduces the number of network variables, therefore requires less labeled data for training. Consequently, this takes less training time and makes the process of training neural networks more efficiently.

To summarize, different from other network compression approaches such as Principal Filter Analysis (PFA) which provides a specific or heuristic compression factor [45], the Toeplitz constraint used in the proposed methods enables model order reduction and provides huge computational complexity reduction of large-scale problems: The storage requirement is reduced from $O(M^2)$ to $O(M)$ and the computational complexity can be reduced from $O(M^2)$ to $O(M \log M)$. 
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I compares the time and space complexity of LIST A and 1D LISTA-Toeplitz network. For convenience, denote the cardinality of the grid sets in the first and second dimension scenarios, with the network architecture is slightly different, as shown in the subsequent subsection.

Table I}

| Network         | Time   | Space   |
|-----------------|--------|---------|
| LISTA           | $O(M^2)$ | $O(M^2)$ |
| LISTA-Toeplitz | $O(M \log M)$ | $O(M)$ |

Table I compares the time and space complexity of LISTA and 1D LISTA-Toeplitz network. These benefits are also applicable to higher dimensional harmonic retrieval problems, though the network architecture is slightly different, as shown in the subsequent subsection.

B. 2D LISTA-Toeplitz Network

In this subsection, we extend the LISTA-Toeplitz network to 2D harmonic retrieval problems. As shown in Subsection II-B2, the mutual inhibition matrix $W_g$ naturally follows a doubly-block Toeplitz structure, which requires a slight change in the network settings of LISTA-Toeplitz. For clarity, we denote such a network by 2D LISTA-Toeplitz. Recall that in the 2D harmonic retrieval problems, we use $M_1$ and $M_2$ to denote the cardinality of the grid sets in the first and second dimension, respectively, and $M = M_1 M_2$. The sparse vector $x$ has a block structure, expressed as $x = [x_{m_2}^T]_{m_2 \in M_2^1}$, where the sub-vector $x_{m_2}$ is denoted by $x_{m_2} = [x_{m_1, m_2}]_{m_1 \in M_1} \in C^{M_1}$.

Following the similar procedure for 1D case, we first use a dimension reduced matrix $H \in C^{(2M_2 - 1) \times (2M_2 - 1)}$ to represent $W_g \in C^{M_1 M_2 \times M_1 M_2}$. This is possible, because the DoF of $W_g$ is $(2M_1 - 1) \times (2M_2 - 1)$ due to its Toeplitz structure. For convenience, $H$ is expressed as $H := [h_{m_1, m_2}]_{m_1 \in M_1^*, m_2 \in M_2^*}$. Here we also ignore the Hermitian structure for making some compromise on the representational probability of the LISTA-Toeplitz network.

To link between $H$ and $W_g$, we first define $2M_2 - 1$ Toeplitz sub-matrices $H_m \in C^{M_1 \times M_1}$ constructed from the $m$-th column of $H$, i.e., $h_{m_1, m_2} \in C^{M_1 \times M_1}$, where $m \in M_2$, given by $[H_m]_{i,j} = h_{i-1-j,m}$.

With these Toeplitz matrices, we construct a doubly-block Toeplitz matrix $T(H) \in C^{M_1 M_2 \times M_1 M_2}$ as

$$T(H) = \begin{bmatrix} H_0 & H_{-1} & \cdots & H_{-M_2+1} \\ H_1 & H_0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & H_{-1} \\ H_{M_2-1} & \cdots & H_1 & H_0 \end{bmatrix}$$ \hspace{1cm} (16)

We can verify that $W_g = T(H)$ if the elements of $H$ satisfy

$$h_{s-i,t-j} = [W_g]_{s+j(1)} \times M_1,i+j(1) \times M_1$$ \hspace{1cm} (17)

where $i, s \in M_1$ and $j, t \in M_2$.

We then prove that the result of $W_g x$ can be calculated by linear convolution operation as follows. Since the vector $x$ has a nested structure, we define $X := [x_1 x_2 \cdots x_{M_2}] \in C^{M_1 \times M_2}$, which satisfies that $x = \vec{v}(X)$. The linear convolution operation between two matrices is defined as

$$[H \ast X]_{s,t} = \sum_{j=0}^{M_2-1} \sum_{i=0}^{M_1-1} h_{s-i,t-j} x_{i,j},$$ \hspace{1cm} (18)

where $s \in M_1$, $t \in M_2$. According to the definition of matrix multiplication, we have

$$[W_g x] = \sum_{k=1}^{M_1 M_2} [W_g]_{l,k} [x]_k$$

$$= \sum_{j=1}^{M_2} \sum_{i=1}^{M_1} [W_g]_{l,i+jM_1} x_{i,j}.$$

Comparing (18) and (19), we conclude that $W_g x = \vec{v}(H \ast X)$ by setting $l = s + t M_1$ in the subindex in (19). Thus, the unfolded ISTA iteration (5) is rewritten as

$$x^{(t+1)} = S_{\theta(t)} \left( W_e y + \vec{v}(H \ast X^{(t)}) \right),$$ \hspace{1cm} (20)

where $X^{(t)} \in C^{M_1 \times M_2}$ is obtained by reshaping $x^{(t)} \in C^{M_1 M_2}$, i.e., $X^{(t)} = \begin{bmatrix} x_1^{(t)} & x_2^{(t)} & \cdots & x_{M_2}^{(t)} \end{bmatrix}$. Based on (21), we illustrate the 2D LISTA-Toeplitz network in Fig. 3.

Same with the 1D LISTA-Toeplitz, the 2D version significantly reduces the number of variables in the weight matrix compared with its counterpart of the standard LISTA, from $O(M_1^2 M_2^2)$ to $O(M_1 M_2)$. For a typical case where $M_1 = M_2$, the reduction in spacial complexity, from $O(M_1^2)$ to $O(M_1^2)$, is more notable than the 1D case. In higher dimension scenarios, with $M_1 = M_2 = \cdots = M_p$, the LISTA-Toeplitz network can be simply extended, and the benefits of exploiting the Toeplitz structure becomes more dominant. The memory demand for storing the variables to learn will be decreased from $O(M_1^2 M_2^2)$ to $O(M_1^3)$. As discussed in Subsection III-A, the compressed network also contributed to making the network more trainable, lowering the cost and power consumption.

Note that this convolutional prior is imposed on the Gram matrix of the dictionary matrix rather than the dictionary itself.
That is why we replace matrix multiplication with linear convolution just for the mutual inhibition part $W_g x^{(t)}$. For comparison, we also try to make the linear multiplication by $W_c$ to be convolution, although there is no equivalence between $W_c y$ and $h_c * y$ where $W_c \in \mathbb{C}^{M \times N}$ and $h_c \in \mathbb{C}^{(M+N-1)\times 1}$. We achieve the architectures of this convolutional network (named ConvLISTA) as follows.

$$x^{(t+1)} = \begin{cases} S_{\theta(t)}(h_c \ast y + h \ast x^{(t)}) & \text{for 1D MHR} \\ S_{\theta(t)}(h_c \ast y + \text{vec}(H \ast X^{(t)})) & \text{for 2D MHR} \end{cases}$$

In MHR problems, as the dictionary matrix does not have shift-invariant structure, the recovery performance of ConvLISTA, where both linear blocks are implemented by convolutions, is much worse than the LISTA and our LISTA-Toeplitz networks. The numerical results of these networks are shown in next section.

IV. Practical Applications and Numerical Results

In this section, we perform numerical experiments involving 1D and 2D harmonic retrieval problems to demonstrate the effectiveness of the proposed LISTA-Toeplitz network in comparison with the original LISTA network, ConvLISTA and conventional iterative algorithms including ISTA and FISTA. As presented in the sequel, we showcase our performance by using both synthetic data and real data\(^1\). In Subsections IV-A and IV-B, we generate synthetic data for both 1D and 2D harmonic retrieval problems, respectively. The reconstruction quality of these methods is measured in terms of normalized mean squared error (NMSE) and hit rate. Here, NMSE means the mean squared error of the recovered signal $\hat{x}$ normalized by the power of ground truth $x$, given by

$$\text{NMSE} = E||x - \hat{x}||_2^2/||x||_2^2. \quad (22)$$

Hit rate is defined as the percentage of the number of correctly recovered components to the total number of nonzero entries. In Subsection IV-C, we apply our proposed 2D LISTA-Toeplitz network to real radar measurements, which verifies its performance in real data.

The tested algorithms are set as follows. Since ISTA and FISTA usually take about 1000 and 100 iterations to converge, respectively, while LISTA, ConvLISTA and our LISTA-Toeplitz only need 10 layers to converge, in the following experiments, we set the numbers of iterations/layers for ISTA, FISTA, LISTA, ConvLISTA and LISTA-Toeplitz as around 1000, 100, 10 and 10, respectively, which will be specified in the following sections. For LISTA, ConvLISTA and our LISTA-Toeplitz methods, the performance relies on not only the network structure but also the amount of training data, which will be specified in the following experiments individually. Following the practical criterion in [42-44], we generate training data as many as roughly ten times the number of (unknown parameters in the network. For each training pair, we generate sparse signals $x$ as i.i.d. Bernoulli-Gaussian with the fixed sparsity $K$, where the sparse support follows a Bernoulli distribution and the complex amplitude follows a Gaussian distribution. Using a fixed dictionary based on harmonic retrieval model, the observations $y$ are computed according to (9) under the noise power $\sigma^2$.

More details on network settings and training procedures of LISTA-Toeplitz are referred to Appendix, where we introduce special modifications to handle complex-value data in Appendix A, and introduce some training details in Appendix B. For example, we explain how to generate training dataset, how to compute the initial value of network parameters and train our LISTA-Toeplitz network.

A. 1D Harmonic Retrieval with Synthetic Data

To show the effectiveness of the proposed 1D LISTA-Toeplitz network, we formulate an 1D harmonic retrieval problem in two different cases: noiseless and noisy synthetic data.

Here, the measurement vector $y$ is generated using the signal model (9), where $N = 64$ samples are randomly selected from $M = 512$ measurements. The normalized frequency $[0, 1)$ is equally divided into $M = 512$ grids, making $\Delta \omega = 2\pi/M$. The number of signal components is $K = 5$ unless stated specially, and their amplitudes are Gaussian distributed. In the training process, the noise power was fixed as $\sigma^2 = 0.4$. Regarding ConvLISTA and our proposed LISTA-Toeplitz network, we generate 50,000 trials for training and 1000 trials for verification and testing. As a benchmark, we also train a ten-layer LISTA network, which has around $10M^2 \approx 2 \times 10^6$ parameters to learn. To avoid overfitting, we generate $10^7$ trails for the traditional LISTA network.

Firstly, we consider noiseless cases, and examine the recovery performance using a single trial. The frequencies of true sinusoids are set on and off the predefined frequency points,
respectively, with their recovery results shown in Figs. 4 and 5.

In our simulation, we set 5 targets with random amplitudes, marked by triangles. In the on-the-grid case, ConvLISTA can only recover 2 targets of highest amplitude, while all the other methods (ISTA, FISTA, LISTA and LISTA-Toeplitz) can successfully recover all of them. It is because imposing the Toeplitz structure constraint on the linear block $W_{xy}$ leads to bad recovery performance in 1D harmonic retrieval problem. We also find that LISTA-Toeplitz has close performance with other methods, successfully recovering the on-the-grid and off-the-grid sinusoids, while it has a significant reduction of network parameter number compared with the traditional LISTA. We also present simulation results to show that our LISTA-Toeplitz is able to recover the off-the-grid frequencies. Comparing with Fig. 4, where frequencies are on-the-grid, we shift the true frequencies one quarter of the grid size away from the on-the-grid values in Fig. 5. Particularly, we set the actual frequencies by $f_k = (m_k + 1/4)/M$, where $m_k$ is the grid index nearest to the $k$-th sinusoid, $k = 1, 2, \ldots, K$. As revealed by previous study [46], the off-the-grid case causes mismatch between the assumed and the actual frequencies, which brings higher sidelobe pedestal problem. However, the proposed LISTA-Toeplitz method successfully recovers the proposed LISTA-Toeplitz method successfully recovers the off-the-grid frequencies.

Secondly, we consider noisy cases, where we use NMSE and hit rate as performance metrics to evaluate the tested recovery methods versus noise power. Based on the same sparse signal with the previous experiment, we change the noise power, and calculate the NMSE and hit rates by averaging 1000 Monte Carlo trials, yielding Figs. 6 and 7, respectively. As shown in Fig. 6, the NMSE of each method is decreasing monotonically with the noise power. When the noise power is no larger than 10 dB, the ten-layer LISTA and LISTA-Toeplitz achieve higher accuracy than that of the FISTA and ISTA, whose numbers of iterations are set 110 and 1500, respectively, much larger than the counterparts of learning-based methods. We also find that the proposed LISTA-Toeplitz has the lowest NMSE when the noise power is less than 0 dB, and has close performance with LISTA when the noise power is larger than 0 dB. As shown in Fig. 7, under reasonably small noise lever (less than 5 dB), the LISTA-Toeplitz network leads to highest hit rates, which shows its advantage on finding the frequencies of harmonics.

B. 2D Harmonic Retrieval with Synthetic Data

Simulations were also conducted to show the performance of LISTA-Toeplitz network for 2D harmonic retrieval problems. Similarly, we consider both noiseless and noisy cases.

In the 2D case, simulations are configured as follows. The numbers of full observations in two dimensions are $M_1 = 8$ and $M_2 = 64$, respectively. From these overall $M_1M_2$ observations, we randomly select $N = 64$ samples. The number of distinct sinusoids is $K = 5$. In these simulations, we generate 50,000 samples to train the ConvLISTA and our LISTA-Toeplitz network, while we use $10^5$ samples to train the ten-layer LISTA network. For both learned networks, we prepare 1000 samples for the validation and test sets.
In our simulation, we set 5 targets with random amplitudes, marked by triangles. In Fig. 8, ConvLISTA can only recover 4 targets of highest amplitude, while all the other methods succeed in recovering all the 5 targets. Thus, to guarantee the recovery performance in harmonic retrieval problems, it is suggested to only make the block for the mutual inhibition part to be convolutional and remain the others as standard linear.

We also consider the case when the frequencies are off the grid. Here, the frequency values are one quarter of the grid size away from its nearest grid point along the second frequency dimension, i.e., \( f_{p,k} = \frac{(m_k + 1/4)}{M_p} \), where \( m_k \) is the grid index of the \( k \)-th sinusoid, \( p = 2 \), \( k = 1, 2, \ldots, K \). Fig. 9 presents the results of an off-the-grid example, and shows that this four methods successfully find the nearest grid points corresponding to those off-the-grid ground truth. Particularly, LISTA-Toeplitz network achieves comparable performance with other methods by learning a smaller number of network parameters.

We then consider noisy scenarios, and evaluate the performance of tested methods versus noise power in terms of both NMSE and hit rates, leading to simulation results shown in Figs. 10 and 11, respectively. When the noise power is lower than \(-5 \) dB, the NMSE of the LISTA-Toeplitz network is \(-17.2 \) dB, lower than the other methods. From Figs. 11, the hit rate curves of the four methods are close: The hit rates of ISTA and FISTA are almost the same, slightly lower than the LISTA-Toeplitz network. In comparison to original ISTA and FISTA, LISTA and LISTA-Toeplitz network improve upon ISTA by achieving a similar result using one to two orders of magnitude fewer iterations, while LISTA-Toeplitz improves upon LISTA with faster training and higher reconstruction quality.

C. Experimental data set for Air Target Recovery

To further investigate the performance of the 2D LISTA-Toeplitz network, experimental scenarios were carried out, where we used randomized stepped frequency radar (RSFR) to detect civil aircraft in air and estimate the range-Doppler parameters of its dominant scatterers. The configuration of the radar is introduced in \([47]\). Here, we formulate the involved range-Doppler reconstruction problem as a 2D harmonic retrieval problem, and resort to the proposed 2D LISTA-Toeplitz network. The range and Doppler domain correspond to two frequency domains, with \( M_1 = 64 \) and \( M_2 = 16 \). The observations, the radar echoes of transmitted \( N = 64 \) pulses,
are regarded samples of the virtually full $M_1M_2$ observations [48].

Under such settings, we compare the 2D LISTA-Toeplitz network with the conventional ISTA method, disregarding the standard LISTA network, because the LISTA network has too many variables (more than $10^7$ parameters) to learn and it is hard to train such a huge LISTA network.

The recovered range-Doppler parameters of scatterers are indicated in Fig. 12. Both ISTA and LISTA-Toeplitz recover some scatterers laid on the grids of velocity 140 m/s, which accords with the fact that the aircraft is flying away from the radar with a radial relative velocity approximately of 140 m/s. This experiment validates the correctness of the proposed method in real applications.

V. Conclusion

This paper considered the compressive MHR problem, which estimates frequency components in multidimensional spectra based on a compressive measurement. We proposed a structured network to solve MHR problems by revealing and exploiting the Toeplitz structure in the Gram matrix of the measurement matrix. Compared with the traditional LISTA network, the proposed network, namely LISTA-Toeplitz network, greatly reduces the dimension of network variables, which consequently reduces the time and space complexity and makes the network easier to train. Other convolutional extensions such as ConvLISTA which is not designed based on the specific signal model will suffer major degradation on recovery performance. We presented both simulated and real data of 1D/2D harmonic retrieval problems to verify the performance of the proposed algorithms. In the numerical examples, our network shows excellent recovery performance in terms of both NMSE and hit rate, better than ConvLISTA and comparable to ISTA, FISTA and LISTA.

APPENDIX

In this appendix, we illustrate some additional specifications when constructing and training a LISTA-Toeplitz network for complex-value applications like harmonic retrieval. In Appendix A, we give a detailed description of the necessary extension for our proposed network when applied to complex-value cases. Some details in training process is provided in Appendix B, including dataset generation, parameter initialization and some training strategies.

A. Necessary Extensions for Proposed Structured Network

In Section III, we redesign the original LISTA network by converting multiplications of Toeplitz matrices to linear convolutions. Here we further extend it to a complex-value framework, because most off-the-shelf deep learning toolboxes, e.g., PyTorch and TensorFlow, are only applicable to real-value networks. Particularly, we transform the complex-value linear convolution as well as matrix multiplication and non-linear operations to their real-value counterparts. Different from some existing complex-value network extensions [49, 50], which separately feed a double-size real-valued network with the real and imaginary parts of the inputs, discarding the links between real and imaginary parts, we maintain the structure of the complex-value data and operations, as discussed in the sequel.

The main difficulty is on the non-linear operator of the complex numbers in each layer, i.e., the soft-threshold operator defined in (4), which can be rewritten as

$$S_{\theta}(|x|_i) = |x|_i \left(1 - \frac{\theta}{\max(|x|_i, \theta)}\right).$$

Fig. 11. Simulation results of four methods (ISTA, FISTA, LISTA, LISTA-Toeplitz) on the 2D harmonic retrieval problem in terms of hit rate.

Fig. 12. The reconstructed air target using (a) ISTA and (b) LISTA-Toeplitz.
which equals 0 when \(|x_i| < \theta\), and yields \(S_0([x_i]) = [x_i, 1 - \frac{\theta}{|x_i|}] = \text{sign}([x_i])(|x_i| - \theta)\) when \(|x_i| \geq \theta\). To be compatible with the real-value deep learning toolboxes, we realize (23) with real-value components. To this end, we first compute the absolute value of \(x\). Then, the real and imaginary parts of (23) are computed with

\[
\Re\{S_0([x_i])\} = \Re\{[x_i]\} \left(1 - \frac{\theta}{\max(|x_i|, \theta)}\right), \\
\Im\{S_0([x_i])\} = \Im\{[x_i]\} \left(1 - \frac{\theta}{\max(|x_i|, \theta)}\right),
\]

respectively, where \(\Re\{\cdot\}\) and \(\Im\{\cdot\}\) denote the real and imaginary parts of a complex argument, respectively.

For the linear matrix multiplication and convolution operator, we implement their complex-value counterpart operators through two cross coupling real-value channels, e.g., for 2D linear convolution operator, \(H \ast X = (\Re\{H\} \ast \Re\{X\} - \Im\{H\} \ast \Im\{X\}) + j(\Re\{H\} \ast \Im\{X\} + \Im\{H\} \ast \Re\{X\})\).

With above preparations, we construct each layer of the complex-value LISTA-Toeplitz network with real-value components, as illustrated in Fig. 13, which facilitates the use of off-the-shelf framework toolboxes.

### B. Training Details

In this appendix, we describe some main details when training our proposed network, including three main parts: 1) generate data set, 2) initialize network parameters, and 3) training strategies, as will be introduced in the sequel.

1) **Data Preparation:** To evaluate the performance of the proposed method, we generate three data sets: training, validation and test sets. We first prepare \(N_{tr}\) training samples with known labels, i.e., the ground truth of sparse signal \(x\). In these training samples, we denote by \(\{y_i\}_{i=1}^{N_{tr}}\) and \(\{x_i\}_{i=1}^{N_{tr}}\) the observation and label sets, respectively, which obey \(y_i = \Phi x_i, i = 1, 2, \cdots, N_{tr}\). Denote two matrices \(Y \in \mathbb{C}^{N \times N_{tr}}\) and \(X \in \mathbb{C}^{M \times N_{tr}}\) by

\[
Y = [y_1 \ y_2 \ \cdots \ y_{N_{tr}}], \\
X = [x_1 \ x_2 \ \cdots \ x_{N_{tr}}].
\]

The choice of \(N_{tr}\) is related to the initialization of network parameters, and will be discussed in the subsequent subsection.

After training process is finished, we generate another \(N_{vl}\) and \(N_{ts}\) samples for validation and testing, respectively. The validation data set is used for determining some hyper-parameters of the network.

2) **Network Parameter Initialization:** It is important to initialize network parameters correctly, because a good starting point allows the network to converge rapidly from the very beginning. In a LISTA-Toeplitz network, each layer has a set of parameters to learn, e.g., \{\(W_e, h, \theta^{(k)}\)\} for a 1D LISTA-Toeplitz network or \{\(W_e, H, \theta^{(l)}\)\} for a 2D counterpart.

Following the steps in [23], we initialize the network parameter \(W_e \in \mathbb{C}^{M \times N}\) by generating a coarse estimate of the dictionary matrix from training pairs, which is computed as

\[
\hat{\Phi} = Y (X^H X)^{-1} X^H.
\]

Then, the learned matrix \(W_e\) is initialized as \(W_e = \frac{1}{\lambda} \hat{\Phi}^T\), where \(L = \lambda_{\max}(\hat{\Phi}^H \hat{\Phi})\).

The initial values of \(W_g\) (for LISTA), \(h\) or \(H\) (for 1D or 2D LISTA-Toeplitz, respectively) are chosen as zeros in the experiments. They can also be initialized by random values.

The initialization also affects the required number of training data. It has been widely accepted as a practical criterion in many published prediction modeling studies that the amount of samples need to be more than roughly ten times the degrees of freedom in the model [42–44]. For a \(T\)-layer 1D LISTA-Toeplitz network, the numbers of parameters in \(W_g\) and \(W_e\) are around \(O(2MT)\) and \(O(MNT)\), respectively. Here, since \(W_e\) has a good choice of initial value, it can be learnt efficiently with a small amount of training samples. However, \(W_g\) is initialized as zeros or random numbers, which requires to be update from training data. Therefore, in our simulation we generate around \(N_{tr} = O(20MT)\) pairs of sparse signals and corresponding measurement signals to obtain a well-trained network.

3) **Training Protocol:** With these \(N_{tr}\) labeled training data and initialized parameters, we train the network implemented using TensorFlow with the strategy described below.

We choose NMSE of training samples as a quantitative metric, also referred to as the loss function, which is defined as

\[
\text{NMSE} = \sum_{i=1}^{N_{tr}} \frac{\|x_i - \hat{x}_i\|_2}{\sum_{i=1}^{N_{tr}}} \|x_i\|_2,
\]

where \(\hat{x}_i\) is the output signal reconstructed by the proposed neural network with respect to the observation \(y_i\).

Then we start optimizing the network parameters towards minimizing the loss function on the training data set using Adam optimizer.
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