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**Abstract:** Flat morphology is a general method for obtaining increasing operators on grey-level or multivalued images from increasing operators on binary images (or sets). It relies on threshold stacking and superposition; equivalently, Boolean max and min operations are replaced by lattice-theoretical sup and inf operations. In this paper we consider the construction a flat operator on grey-level or colour images from an operator on binary images that is not increasing. Here grey-level and colour images are functions from a space to an interval in $\mathbb{R}^m$ or $\mathbb{Z}^m$ ($m \geq 1$). Two approaches are proposed. First, we can replace threshold superposition by threshold summation. Next, we can decompose the non-increasing operator on binary images into a linear combination of increasing operators, then apply this linear combination to their flat extensions. Both methods require the operator to have bounded variation, and then both give the same result, which conforms to intuition. Our approach is very general, it can be applied to linear combinations of flat operators, or to linear convolution filters.

Our work is based on a mathematical theory of summation of real-valued functions of one variable ranging in a poset.

In a second paper, we will study some particular properties of non-increasing flat operators.
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1 **Introduction**

Mathematical morphology [10, 20–22] is a branch of image processing, that relies on lattice-theoretical and geometrical operations. It is used for processing binary, grey-level and multivalued images, as well as many other imaging structures.

It was initially developed in the framework of binary images, and later generalised to grey-level and multivalued images. The mostly used morphological operators on grey-level (or multivalued) images are the so-called flat operators, for instance those using flat structuring elements. They are obtained from operators on binary images through the method of flat extension [16]. For instance a grey-level flat dilation (resp., erosion) applies at each point a local supremum (resp., infimum) of grey-levels. Another flat operator is the median filter. A fundamental limitation of this method is that it is restricted to increasing operators, in other words operators that preserve the inclusion order. Thus, it cannot be applied to non-increasing operators such as the morphological gradient and Laplacian, or the hit-or-miss transform, although many authors have given grey-level versions of these operators in an ad hoc manner.
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The purpose of this paper is to generalise the flat extension to non-increasing operators. Subsection 1.1 recalls the classical theory of the flat extension of binary operators, then the simple example of the difference between a dilation and an erosion shows how this method fails for non-increasing operators. Subsection 1.2 introduces two equivalent approaches for obtaining the flat extension of a non-increasing operator: first, replace threshold superposition by threshold summation; second, decompose the non-increasing operator into a linear combination of increasing operators, and take this linear combination with their flat extensions.

The paper requires a substantial mathematical background, which was initiated in [18]. The two proposed approaches require the operator to be of bounded variation: this condition is studied in Section 2. Section 3 introduces a theory of summation on posets, which gives a kind of Riemann integral. Section 4 studies the decompositions of functions into linear combinations of increasing functions.

Then Section 5 applies this theory to the flat extension of operators on binary images, not only operators \( \mathcal{P}(E) \to \mathcal{P}(E) \), but also \( \mathcal{P}(E) \to K^E \) for a finite interval \( K \subset \mathbb{Z} \). Section 6 concludes and introduces some perspectives, some of which will be dealt with in a second paper.

### 1.1 Flat extension by threshold superposition

We use the standard lattice-theoretical terminology of [16]. See Subsection 1.3 for more details.

Consider a space of points \( E \), which can be the Euclidean \( (E = \mathbb{R}^n) \) or digital \( (E = \mathbb{Z}^n) \) space, or a subset of such a space. Image intensities are numerical values, they range in a closed subset \( T \) of \( \mathbb{R} = \mathbb{R} \cup \{-\infty, +\infty\} \); for example in the digital case, one can take \( T \) to be an interval in \( \mathbb{Z} = \mathbb{Z} \cup \{-\infty, +\infty\} \). Then one models binary images as subsets of \( E \), grey-level images as numerical functions \( E \to T \), and multivalued images (e.g., colour, multispectral, or multimodal images) as functions \( E \to T^m \) for some integer \( m > 1 \). Write \( \mathcal{P}(E) \) for the set of all subsets of \( E \) (i.e., binary images), \( T^E \) and \( (T^m)^E \) for the set of maps \( E \to T \) and \( E \to T^m \) respectively.

An operator is a map transforming an image into an image. There are for instance operators on binary, grey-level images or multivalued images, that is, maps \( \mathcal{P}(E) \to \mathcal{P}(E) \), \( T^E \to T^E \) or \( (T^m)^E \to (T^m)^E \). There can also be operators between different families of images, for instance thresholding is an operator \( T^E \to \mathcal{P}(E) \).

An operator \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \) on binary images is said to be increasing (or isotone) if it preserves the inclusion order: for \( X, Y \in \mathcal{P}(E) \), \( X \subseteq Y \) implies \( \psi(X) \subseteq \psi(Y) \). There is a systematic method for constructing an operator on grey-level or multivalued images from an increasing operator on binary images: the flat extension. Let us briefly recall from [16] how this is done.

Let us write \( V \) for the set of image values; we assume that \( V = T \) (for grey-level images) or \( V = T^m \) (for multivalued images), where \( T \) is a closed interval in \( \mathbb{Z} \) or \( \mathbb{R} \). Then \( V \) is partially ordered, numerically for \( T \), and componentwise for \( T^m \):

\[
(x_1, \ldots, x_m) \preceq (y_1, \ldots, y_m) \iff x_i \leq y_i \text{ for } i = 1, \ldots, m.
\]

Note that there are other possible orders on \( T^m \), but the componentwise order is mathematically easier, with it we could obtain results for multivalued images, see Theorem 10 and Proposition 30. Now, \( V \) constitutes a complete lattice [1] (every subset of \( V \) has a supremum and an infimum for the order). Write \( \bot \) and \( \top \) for the least and greatest elements of \( V \), and \( \lor \) for the supremum operation in \( V \); when \( V = T \), \( \lor \) is the numerical supremum, and when \( V = T^m \), it is the componentwise numerical supremum. Thus, \( V^E \) will be a complete lattice, whose order and infimum are obtained by applying those of \( V \) pointwise: \( F \leq G \) iff \( F(p) \leq G(p) \) for all \( p \in E \), and for \( F_i \in V^E, i \in I \), \( \lor_{i \in I} F_i \) is the function \( E \to V : p \mapsto \lor_{i \in I} F_i(p) \).

For an image \( F : E \to V \) and \( v \in V \), the threshold set [10] is

\[
X_v(F) = \{ p \in E \mid F(p) \geq v \}.
\]

The set \( X_v(F) \) is decreasing in \( v \): \( w \geq v \Rightarrow X_w(F) \subseteq X_v(F) \), in other words threshold sets form a stack [15, 16]. We illustrate such a stack in Figure 1 for \( E = \mathbb{R} \) and \( V = T = [a, b] \), a bounded interval in \( \mathbb{R} \): the sets \( \{t\} \times X_t(F) \) for \( t \in T \) pile up.
For $B \subseteq E$ and $v \in V$, the cylinder of base $B$ and level $v$ is the function $C_{B,v}$ given by

$$
\forall p \in E, \quad C_{B,v}(p) = \begin{cases} \uparrow & \text{if } p \in B, \\ \perp & \text{if } p \notin B. \end{cases}
$$

Then every function $F : E \rightarrow V$ is the upper envelope of the sets $\{ v \} \times X_v(F)$, in other words the supremum of cylinders

$$
F = \bigvee_{v \in V} C_{X_v(F),v}.
$$

Consider now an increasing operator $\psi : \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ on binary images, so $X \subseteq Y \Rightarrow \psi(X) \subseteq \psi(Y)$. Then for any $F : E \rightarrow V$, the sets $\psi(X_v(F))$ decrease with $v$, thus they form a stack. We can take the upper envelope of the sets $\{ v \} \times \psi(X_v(F))$, that is:

$$
\psi^V(F) = \bigvee_{v \in V} C_{\psi(X_v(F)),v}.
$$

For every point $p \in E$ we have:

$$
\psi^V(F)(p) = \bigvee \{ v \in V \mid p \in \psi(X_v(F)) \}.
$$

Then $\psi^V : V^E \rightarrow V^E : F \mapsto \psi^V(F)$ is the flat operator corresponding to $\psi$, or the flat extension of $\psi$ [15, 16].

We illustrate this construction in Figure 2 for the example of Figure 1, where the operator $\psi$ is first the dilation $\delta_B$, then the erosion $\varepsilon_B$ by a structuring element $B \in \mathcal{P}(E)$ [10, 20]: for any $X \in \mathcal{P}(E)$,

$$
\delta_B(X) = X \ominus B = \bigcup_{b \in B} X_b \quad \text{and} \quad \varepsilon_B(X) = X \circ B = \bigcap_{b \in B} X_b;
$$

here $X_b = \{ x + b \mid x \in X \}$ is the translate of $X$ by $b$.

Now if we take a non-increasing operator, this approach does not work correctly. The sets $\psi(X_v(F))$ do not anymore form a stack, since they do not decrease with $v$. Consider the example of Figure 1, and let the operator $\psi$ be the set difference between the dilation $\delta$ and erosion $\varepsilon$ of Figure 2. As shown in Figure 3, the stacking approach of (3,4) gives for $F$ the same result as the flat extension of the dilation: $[\delta \setminus \varepsilon]^T(F) = \delta^T(F)$. More generally, for a function $G$, we will have $[\delta \setminus \varepsilon]^T(G) \geq [\delta \setminus \varepsilon]^T(G) - \varepsilon^T(G)$, see Figure 4.

However intuition tells us that since here the erosion is included in the dilation, the flat extension of their set-theoretical difference should be the arithmetical difference of their flat extensions: $[\delta \setminus \varepsilon]^T(F) = \delta^T(F) - \varepsilon^T(F)$. This accords with common practice, as indeed the Beucher gradient [20] of an image is defined as $\delta(X) \setminus \varepsilon(X)$ for a binary image $X$ and $\delta^T(F) - \varepsilon^T(F)$ for a grey-level image $F$, where $\delta$ and $\varepsilon$ are the dilation and erosion by a point neighbourhood.

Figure 1: Here $E = \mathbb{R}$ and $V = T = [a, b] \subset \mathbb{R}$. The hypograph of $F$ is the set $\{(h, t) \in E \times T \mid t \leq F(h)\}$, and its horizontal cross-sections are the sets $\{t\} \times X_v(F)$ for $t \in T$.  

\[ \text{Figure 1: Here } E = \mathbb{R} \text{ and } V = T = [a, b] \subset \mathbb{R}. \text{ The hypograph of } F \text{ is the set } \{(h, t) \in E \times T \mid t \leq F(h)\}, \text{ and its horizontal cross-sections are the sets } \{t\} \times X_v(F) \text{ for } t \in T. \]
1.2 Threshold summation and linear combination of increasing operators

The solution to our problem was hinted at in Section V.2 of [14]; in fact, it proposed two equivalent methods for obtaining the flat extension of a non-increasing binary operator. Although the point of view of that paper was strictly finitary (with only finite structuring elements or filter windows, and finitely many images intensities), and restricted to grey-level images \( V = T \), the approach can be extended to our general framework. This paper proposed two different ideas that will finally lead to the same result.

Let us (temporarily) restrict ourselves to grey-level images \( V = T \). The first idea is that the sets \( \{ t \} \times \psi(F) \) (for any \( t \in T \)) should not be superposed by a supremum of cylinders, but numerically summed or integrated over \( t \in T \), following the \textit{threshold decomposition} method introduced by [5] for median filters, and extended in [24] to arbitrary flat operators.

In order to avoid long or imbricated subscripts, for any \( X \in \mathcal{P}(E) \), we will write \( \chi_X \), rather than the usual \( \chi_X \), for the characteristic function of \( X \):

\[
\forall X \in \mathcal{P}(E), \forall p \in E, \quad \chi_X(p) = \begin{cases} 1 & \text{if } p \in X, \\ 0 & \text{if } p \notin X. \end{cases} \tag{6}
\]

Then, given an operator \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \), for any \( X \in \mathcal{P}(E) \) we write \( \chi_X \psi(X) \) for the characteristic function of \( \psi(X) \); in other words, we have the map \( \chi \psi : \mathcal{P}(E) \to \{0, 1\}^E \), which is the composition of \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \) followed by \( \chi : \mathcal{P}(E) \to \{0, 1\}^E \).

Given an \textit{increasing} operator \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \), we have for any \( F \in T^E \) and \( p \in E \):
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into an alternating sum and difference of a decreasing sequence of increasing binary functions, that is, into $f_1 - f_2 + f_3 - \cdots + (-1)^{r-1} f_r$, where $r$ is an integer $> 0$, each function $f_i : \{0, 1\}^n \to \{0, 1\}$ is increasing, and $f_1 > \cdots > f_r$. This was stated without justification, the details were announced to appear in a manuscript in preparation, which was never written ... until the result was proven in a more general form in [18], see Section 4, in particular Theorem 18. Now for $\psi : \mathcal{P}(E) \to \mathcal{P}(E)$, we would like to have a similar decomposition

$$
\chi \psi = \chi \psi_1 - \chi \psi_2 + \chi \psi_3 + \cdots (-1)^{r-1} \chi \psi_r,
$$

where the $\psi_i (i = 1, \ldots, r)$ form a decreasing sequence of increasing operators $\mathcal{P}(E) \to \mathcal{P}(E)$; then we would deduce from it the same decomposition for the flat extension (assuming $\bot = 0$):

$$
\psi^\nu = \psi_1^\nu - \psi_2^\nu + \psi_3^\nu + \cdots (-1)^{r-1} \psi_r^\nu.
$$

However, in an infinite space $E$, such a decomposition is not guaranteed. Indeed, as $\psi_1, \ldots, \psi_r$ are increasing, given an increasing sequence $(X_n)_{n \in \mathbb{N}}$ in $\mathcal{P}(E)$, for any $p \in E$ and $i = 1, \ldots, r$, the sequence $\chi \psi_i (X_n)(p)$ can change at most once, from 0 to 1, hence for the decomposition (10), the sequence $\chi \psi_i (X_n)(p)$ should change at most $r$ times, alternating between 0 and 1. However, for an infinite space $E$, it is easy to find an operator $\psi$ such that the sequence $\chi \psi (X_n)(p)$ will endlessly alternate between 0 and 1.

We will indeed see that the necessary and sufficient condition for a decomposition of the form (10) is that the functions $\mathcal{P}(E) \to \{0, 1\} : X \mapsto \chi \psi (X)(p)$ for $p \in E$ are of uniform bounded variation, in other words the same bound holds for their total variation for all $p \in E$. This will imply in particular that for every $F : E \to V$ and $p \in E$, the function $v \mapsto \chi \psi (X_n(F))(p)$ will have its summation well-defined, in other words the formula generalising (7,8) will be valid. In fact, assuming $\bot = 0$, we will then have the corresponding decomposition (11).

We see thus that bounded variation is at the core of the theory of the flat extension of non-increasing set operators, and it was the main theme of [18]. This work constitutes the mathematical basis for our study, and the next three sections will mostly summarise the main concepts and results of that paper, although we present a few new results. Section 2 studies bounded variation of functions defined on an arbitrary poset (partially ordered set) and with real or integer values. Then Section 3 defines a summation for real-valued functions defined on a poset included in $\mathbb{R}^m$ or $\mathbb{Z}^m$, $m \geq 1$. For $m = 1$, this summation gives the integral in the continuous case, and a sum similar to (7) in the discrete case. For $m > 1$, there will be a summation along each coordinate; for instance, in $\mathbb{R}^3$, given $a_i \leq b_i$ for $i = 1, 2, 3$, the summation of $f$ from $(a_1, a_2, a_3)$ to $(b_1, b_2, b_3)$ will be

$$
\left( \int_{a_1}^{b_1} f(a_1, t, a_3) \, dt, \int_{a_2}^{b_2} f(a_1, t, a_3) \, dt, \int_{a_3}^{b_3} f(a_1, a_2, t) \, dt \right).
$$

Next, Section 4 studies the decomposition of integer-valued functions into a linear combination of increasing binary functions; in the case where the function to be decomposed has binary values, we get an alternating sum and difference of a decreasing sequence of increasing binary functions, cf. (10).

Section 5 applies the mathematical results of the three preceding sections to the theory of the flat extension of operators on binary images, that is, operators $\mathcal{P}(E) \to \mathcal{P}(E)$, or more generally $\mathcal{P}(E) \to K^E$ for a finite interval $K \subset \mathbb{Z}$, such as for instance the morphological Laplacian:

$$
\chi \delta + \chi \varepsilon - 2 \chi \text{id} : \mathcal{P}(E) \to \{-1, 0, 1\}^E : X \mapsto \chi \delta (X) + \chi \varepsilon (X) - 2 \chi X,
$$

where $\text{id}$ is the identity operator on $\mathcal{P}(E)$, while $\delta$ and $\varepsilon$ are the dilation and erosion by a point neighbourhood. Our approach relies on threshold summation, and in the case of increasing operators $\mathcal{P}(E) \to \mathcal{P}(E)$, it gives the same result as the original threshold stacking method. We will see that several examples of non-increasing flat operators for grey-level images informally given in the literature belong to our framework: the external, internal and Beucher gradient, the morphological Laplacian, the white, black, and self-complementary tophat, and finally Soille’s unconstrained hit-or-miss transform. We will also give some general properties of flat operators, which are rather similar to those given in [16] in the case of increasing operators. Finally the conclusion summarises our findings and proposes some possible extensions of our theory.
Note that our approach combines linear operations (summation, linear combination) with non-linear ones (thresholding); thus the resulting flat operators are generally non-linear (for instance, the usual operators of mathematical morphology). However, we can also obtain flat operators that are linear; for instance, the identity and spatial translations are linear flat operators, so the convolution by a finite mask, which is a linear combination of translations, will be a linear flat operator, which will be increasing only when the mask coefficients are all non-negative.

Given the length of our study, we have split our work into two parts. In a second paper, we will consider duality and study some properties of flat operators, where the non-increasing case differs from the increasing one, for instance the flat extension of a supremum, infimum or composition of operators.

1.3 Mathematical preliminaries

We recall here some basic notions from the theory of posets and lattices [1, 4, 7]. A poset is a set $P$ with a partial order relation $\leq$ (reflexive, antisymmetric and transitive); write $<$ for the corresponding strict partial order, that is, $x < y \iff (x \leq y$ and $x \neq y)$. Two elements $x$ and $y$ of $P$ are said to be comparable if either $x < y$ or $x = y$ or $x > y$. We say that the order $\leq$ is total if $x$ and $y$ are comparable for all $x, y \in P$; then $P$ is called a chain. A finite chain $v_0 < \cdots < v_n$ in a poset $P$ has length $n$; the height of $P$, written $h(P)$, is the supremum of the lengths of all chains included in $P$; if there is no upper bound on chain lengths in $P$, we get $h(P) = \infty$. For $a, c \in P$, we say that $c$ covers $a$ if $a < c$ and there is no $b \in P$ with $a < b < c$. Given $a, b \in P$ such that $a \leq b$, let $[a, b] = \{x \in P \mid a \leq x \leq b\}$, we call it the closed interval between $a$ and $b$.

A bounded poset is one having a least element and a greatest element; a poset is bounded by $a, b$ if its least element is $a$ and its greatest element is $b$.

Given two posets $P$ and $Q$ (equal or different), a map $\psi : P \to Q$ is increasing (or isotone) if for all $x, y \in P$, $x \leq y \implies \psi(x) \leq \psi(y)$; it is decreasing (or antitone) if for all $x, y \in P$, $x \leq y \implies \psi(x) \geq \psi(y)$. A map $\psi : P \to P$ is extensive if for all $x \in P$ we have $x \leq \psi(x)$; it is idempotent if for all $x \in P$ we have $\psi(\psi(x)) = \psi(x)$.

A closure map on $P$ [4, 7] is a map $\varphi : P \to P$ that is increasing, extensive, and idempotent. Equivalently, for all $x, y \in P$, $x \leq \varphi(y) \iff \varphi(x) \leq \varphi(y)$. A closure range on $P$ [4] is a subset $M$ of $P$ such that for every $x \in P$, the set of all $y \in M$ such that $y \geq x$ is non-empty and has a least element. There is a bijection between closure maps and closure ranges on $P$, where a closure map $\varphi$ and a closure range $M$ correspond by two reciprocal relations: $M = \{\varphi(x) \mid x \in P\}$, and for every $x \in P$, $\varphi(x)$ is the least $y \in M$ such that $y \geq x$. Note that when $P$ has a greatest element $\top$, we always have $\top \in M$ and $\varphi(\top) = \top$.

For $Q \subseteq P$, a lower bound (resp., upper bound) of $Q$ is any $x \in P$ such that for all $y \in Q$, $x \leq y$ (resp., $x \geq y$). The greatest lower bound of $Q$ is a lower bound of $Q$ greater than any other lower bound; if it exists, it is unique. One defines similarly the least upper bound of $Q$. Then $P$ is a lattice if every pair $(x, y)$ in $P$ has a least upper bound, called the join of $x$ and $y$ and written $x \vee y$, and a greatest lower bound, called the meet of $x$ and $y$ and written $x \wedge y$. Now $P$ is a complete lattice if every subset $Q$ of $P$ has a least upper bound, called the supremum of $Q$ and written $\sup Q$, and a greatest lower bound, called the infimum of $Q$ and written $\inf Q$; in particular it has a least element $\bot = \bigwedge P = \bigvee \emptyset$ and a greatest element $\top = \bigvee P = \bigwedge \emptyset$.

Of particular interest are lattices of numbers and of vectors. Every interval in $\mathbb{Z}$, every closed interval $[a, b]$ in $\mathbb{R}$, the completions $\mathbb{Z} = \mathbb{Z} \cup \{-\infty, +\infty\}$ and $\mathbb{R} = \mathbb{R} \cup \{-\infty, +\infty\}$ are complete lattices for the numerical order; all of them have the same non-empty supremum and infimum operations, which coincide with the usual numerical supremum and infimum; we will thus write sup $Q$ and inf $Q$ rather than $\sup Q$ and $\inf Q$ for a non-empty $Q \subseteq \mathbb{R}$. The empty numerical supremum and infimum, sup $\emptyset$ and inf $\emptyset$, have no a priori values, they are generally defined as the least and greatest elements of the interval under consideration. For $m > 1$, $\mathbb{Z}^m$ and $\mathbb{R}^m$, as well as any closed interval in $\mathbb{Z}^m$ or $\mathbb{R}^m$, are complete lattices for the componentwise order (1); their non-empty supremum and infimum, again written sup and inf, correspond to taking the numerical supremum and infimum componentwise: writing $x_i$ for the $i$-th coordinate of $x \in \mathbb{R} (i = 1, \ldots, n)$, for any non-empty $Q \subseteq \mathbb{R}^m$ we have $(\sup Q)_i = \sup \{x_i \mid x \in Q\}$ and similarly for the infimum.

A conditionally complete lattice is a lattice where every subset having an upper bound has a least upper bound (supremum), and every subset having a lower bound has a greatest lower bound (infimum). For in-
Bounded variation is a classical topic in functions \( \mathbb{R} \to \mathbb{R} \), see for example Section 3.5 of [6]. We summarise here Section 2 of [18], with minor corrections and improvements, and we add some examples. The most important results of this section are Proposition 4 and Corollary 5, together with the discussion of duality following them.

Let \( P \) be a poset. In practice, \( P \) can be \( \mathcal{P}(E) \), the set of parts of a space \( E \) (ordered by inclusion), or a closed interval \( T \) in \( \mathbb{R} \), or \( P = T^m \) (ordered componentwise). We will consider functions \( P \to \mathbb{R} \).

Every function \( P \to \mathbb{R} \) has its positive, negative and total variation, and when the latter is bounded, we say that the function has bounded variation. The bounded variation of functions \( P \to \mathbb{R} \) has been studied in [8, 9] in the restricted case where the order \( \leq \) is total.

For \( x \in \mathbb{R} \), let \( [x]^+ \) and \( [x]^− \) be the positive and negative parts of \( x \):

\[
[x]^+ = \max(x, 0) = \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{if } x < 0 \end{cases}
\]

and

\[
[x]^− = [-x]^+ = \max(-x, 0) = \begin{cases} |x| & \text{if } x \leq 0, \\ 0 & \text{if } x > 0 \end{cases}
\]

Then \( x = [x]^+ − [x]^− \) and \( |x| = [x]^+ + [x]^− \).

A strictly increasing sequence in \( P \) is a \((n + 1)\)-tuple \((s_0, \ldots, s_n)\), where \( n \in \mathbb{N}, s_0, \ldots, s_n \in P \) and \( s_0 < \cdots < s_n \). The set of such sequences is ordered by inclusion, where \((r_0, \ldots, r_m)\) is included in \((s_0, \ldots, s_n)\) iff \( \{r_0, \ldots, r_m\} \subseteq \{s_0, \ldots, s_n\} \), that is, iff \( (r_0, \ldots, r_m) = (s_{j_0}, \ldots, s_{j_m}) \) for \( 0 \leq j_0 < \cdots < j_m \leq n \); we say then that \((r_0, \ldots, r_m)\) is a sub-sequence of \((s_0, \ldots, s_n)\), and write \((r_0, \ldots, r_m) \subseteq (s_0, \ldots, s_n)\).

Let \( f : P \to \mathbb{R} \). For any strictly increasing sequence, we define the positive, negative and total variation of \( f \) on it:

\[
PV_{(s_0, \ldots, s_n)}(f) = \sum_{i=1}^{n} [f(s_i) − f(s_{i-1})]^+, \tag{13}
\]

\[
NV_{(s_0, \ldots, s_n)}(f) = \sum_{i=1}^{n} [f(s_i) − f(s_{i-1})]^−,
\]

\[
TV_{(s_0, \ldots, s_n)}(f) = \sum_{i=1}^{n} |f(s_i) − f(s_{i-1})|.
\]

These three numbers are non-negative. Then concatenating strictly increasing sequences adds their variations, in other words, a strictly increasing sequence \((s_0, \ldots, s_{m+n})\) (where \( m, n \geq 0 \)) satisfies:

\[
PV_{(s_0, \ldots, s_{m+n})}(f) = PV_{(s_0, \ldots, s_m)}(f) + PV_{(s_m, \ldots, s_{m+n})}(f),
\]

\[
NV_{(s_0, \ldots, s_{m+n})}(f) = NV_{(s_0, \ldots, s_m)}(f) + NV_{(s_m, \ldots, s_{m+n})}(f), \tag{14}
\]

\[
TV_{(s_0, \ldots, s_{m+n})}(f) = TV_{(s_0, \ldots, s_m)}(f) + TV_{(s_m, \ldots, s_{m+n})}(f).
\]
It follows (see Lemma 1 of [18]) that taking a sub-sequence of a strictly increasing sequence decreases its variations:

\[
\begin{align*}
\text{if } \quad (r_0, \ldots, r_m) & \subseteq (s_0, \ldots, s_n) \\
\text{then } \quad PV_{(r_0, \ldots, r_m)}(f) & \leq PV_{(s_0, \ldots, s_n)}(f), \\
& \qquad TV_{(r_0, \ldots, r_m)}(f) \leq TV_{(s_0, \ldots, s_n)}(f). \\
\end{align*}
\]

(15)

Let \( a, b \in P \) with \( a < b \). Consider the interval \( [a, b] = \{ x \in P \mid a \leq x \leq b \} \). Let \( S(a, b) \) be the set of strictly increasing sequences in \( P \) that start in \( a \) and end in \( b \):

\[
S(a, b) = \{(s_0, \ldots, s_n) \mid n \in \mathbb{N}, \ a = s_0 < \cdots < s_n = b \}.
\]

(16)

Taking the supremum of variations (13) for all sequences in \( S(a, b) \), one obtains the positive, negative and total variation of \( f \) on \([a, b] \), written \( PV_{[a,b]}(f), NV_{[a,b]}(f) \) and \( TV_{[a,b]}(f) \) respectively:

\[
\begin{align*}
PV_{[a,b]}(f) &= \sup \{ PV_{(s_0, \ldots, s_n)}(f) \mid (s_0, \ldots, s_n) \in S(a, b) \}, \\
NV_{[a,b]}(f) &= \sup \{ NV_{(s_0, \ldots, s_n)}(f) \mid (s_0, \ldots, s_n) \in S(a, b) \}, \\
TV_{[a,b]}(f) &= \sup \{ TV_{(s_0, \ldots, s_n)}(f) \mid (s_0, \ldots, s_n) \in S(a, b) \}.
\end{align*}
\]

(17)

Note that these three variations can be infinite; they are thus in the interval \([0, +\infty) \). The identity \( x = [x]^+ - [x]^− \) gives for any \((s_0, \ldots, s_n) \in S(a, b)\):

\[
PV_{(s_0, \ldots, s_n)}(f) - NV_{(s_0, \ldots, s_n)}(f) = \sum_{i=1}^{n} (f(s_i) - f(s_{i-1})) = f(b) - f(a),
\]

that is,

\[
PV_{(s_0, \ldots, s_n)}(f) + f(a) = NV_{(s_0, \ldots, s_n)}(f) + f(b).
\]

(18)

Taking the supremum over all \((s_0, \ldots, s_n) \in S(a, b)\), we get

\[
\text{for } a < b : \quad PV_{[a,b]}(f) + f(a) = NV_{[a,b]}(f) + f(b).
\]

(19)

Now the identity \(|x| = [x]^+ + [x]^− \) gives for any \((s_0, \ldots, s_n) \in S(a, b)\):

\[
TV_{(s_0, \ldots, s_n)}(f) = PV_{(s_0, \ldots, s_n)}(f) + NV_{(s_0, \ldots, s_n)}(f).
\]

(20)

Then (18) gives \( TV_{(s_0, \ldots, s_n)}(f) = 2NV_{(s_0, \ldots, s_n)}(f) + f(b) - f(a) \), so by taking the supremum over all \((s_0, \ldots, s_n) \in S(a, b)\), we get \( TV_{[a,b]}(f) = 2NV_{[a,b]}(f) + f(b) - f(a) \), and by (19) we get:

\[
TV_{[a,b]}(f) = PV_{[a,b]}(f) + NV_{[a,b]}(f).
\]

(21)

**NB.** In [18] we incorrectly derived (21) from (20) by taking the suprema over all \((s_0, \ldots, s_n) \in S(a, b)\), but a supremum of sums does not necessarily coincide with the sum of suprema.

By (19), \( PV_{[a,b]}(f) \) and \( NV_{[a,b]}(f) \) are either both finite or both infinite. We say that \( f \) is of bounded variation on \([a, b]\) (or briefly, \( f \) is \( BV_{[a,b]} \)) if \( TV_{[a,b]}(f) \) is finite, in other words, \( PV_{[a,b]}(f) \) and \( NV_{[a,b]}(f) \) are both finite. Then the terms of (19) are finite, so

\[
\text{for } a < b \text{ and } f \in BV_{[a,b]} : \quad PV_{[a,b]}(f) - NV_{[a,b]}(f) = f(b) - f(a).
\]

(22)

The following (Lemma 2 of [18]) generalises a remark in Section 3.5 of [6]:

**Lemma 1.** Let \( P \) be poset, let \( a, c, b \in P \), where \( a < c \) but \( c \) does not cover \( a \), and let \( f : P \to \mathbb{R} \). Then

\[
\begin{align*}
PV_{[a,c]}(f) &= \sup_{a < b < c} [PV_{[a,b]}(f) + PV_{[b,c]}(f)], \\
NV_{[a,c]}(f) &= \sup_{a < b < c} [NV_{[a,b]}(f) + NV_{[b,c]}(f)], \\
TV_{[a,c]}(f) &= \sup_{a < b < c} [TV_{[a,b]}(f) + TV_{[b,c]}(f)].
\end{align*}
\]}
If $P$ is a chain, then for every $b \in P$ such that $a < b < c$, we have

\[
PV_{[a,c]}(f) = PV_{[a,b]}(f) + PV_{[b,c]}(f), \\
NV_{[a,c]}(f) = NV_{[a,b]}(f) + NV_{[b,c]}(f), \\
TV_{[a,c]}(f) = TV_{[a,b]}(f) + TV_{[b,c]}(f).
\]

When $P$ is not a chain, the second statement in the lemma is generally false.

**Example 2.** Let $V = \{0, 1, 2\}^2$, and define $f : P \to \mathbb{R}$ by $f(2, 0) = 1$, $f(0, 2) = -1$, and $f(x, y) = 0$ for all $(x, y) \in V \setminus \{(2, 0), (0, 2)\}$. Only strictly increasing chains passing through $(2, 0)$ or $(0, 2)$ can have a non-zero variation. Thus $PV_{[0,0),(1,1]}(f) = NV_{[0,0),(1,1]}(f) = PV_{[1,1),(2,2]}(f) = NV_{[1,1),(2,2]}(f) = 0$, while $PV_{[0,0),(2,2]}(f) = NV_{[0,0),(2,2]}(f) = 1$.

Lemma 1 implies in particular that $PV_{[a,b]}(f)$, $NV_{[a,b]}(f)$ and $TV_{[a,b]}(f)$ increase when the interval $[a, b]$ increases, in other words when $a$ decreases and $b$ increases. In the limiting case where $a = b$, $S(a, a)$ contains the unique sequence $a = S_0$, and then trivially $PV_{[a,a]}(f) = NV_{[a,a]}(f) = TV_{[a,a]}(f) = 0$. Thus (19, 21, 22) are true for $a = b$, as well as Lemma 1 for $a < b < c$, including in the case of equality $a = b = c$.

We will say that $f$ is of bounded variation on $P$ (or briefly, $f$ is BV) if $\sup\{TV_{[a,b]}(f) | a, b \in P, a < b\} < \infty$; in other words, all $PV_{[a,b]}(f)$ and $NV_{[a,b]}(f)$, $(a, b) \in P$, are all bounded by some real $M$.

When $P$ is bounded by $\bot$, $\tau$, we will write $PV(f)$, $NV(f)$ and $TV(f)$ for $PV_{\bot,\tau}(f)$, $NV_{\bot,\tau}(f)$ and $TV_{\bot,\tau}(f)$ respectively. Then $f$ is of bounded variation on $P$ iff $TV(f) < \infty$, that is, both $PV(f)$ and $NV(f)$ are finite. If $P$ has finite height and $f$ is bounded (in particular, if $P$ is finite), then $f$ will be of bounded variation; when one of these two conditions is not satisfied, $f$ can have unbounded variation:

**Example 3.**

(a) Let $P = \mathcal{P}(\mathbb{Z})$, ordered by inclusion, and let $f : P \to \{0, 1\}$ be defined by $f(X) = 1$ if $X$ is a segment of odd length, and $f(X) = 0$ otherwise. Here $f$ is bounded, but $P$ has infinite height. Then $f$ is not of bounded variation, because for $Y_t = \{0, \ldots, t\} (t = 0, 1, 2, 3, \ldots)$, $Y_t$ is increasing in $t$, and $f(Y_t)$ will eventually alternate between 1 and 0, so $\sup_{t \in \mathbb{N}} PV_{[0,1]}(f) = \sup_{t \in \mathbb{N}} NV_{[0,1]}(f) = \infty$.

(b) Let $P = \{\bot, \tau\} \cup \{a_n | n \in \mathbb{N}\}$, with the order relation given by $\bot < a_n < \tau$ for all $n \in \mathbb{N}$; let $f : P \to \mathbb{N}$ be given by $f(\bot) = f(\tau) = 0$ and $f(a_n) = n$ for $n \in \mathbb{N}$. Here $P$ has finite height, but $f$ is unbounded. For $n \in \mathbb{N}$ we have $PV_{\bot,a_n,\tau}(f) = NV_{\bot,a_n,\tau}(f) = n$, so $PV(f) = NV(f) = \infty$.

Assume now that $P$ has a least element $\bot$. We define the positive, negative and total variation functions $pv[f]$, $nv[f]$, $tv[f] : P \to [0, \infty]$ as follows:

\[
\forall x \in P, \quad pv[f](x) = PV_{\bot,x}(f), \quad nv[f](x) = NV_{\bot,x}(f) \\
\text{and} \quad tv[f](x) = TV_{\bot,x}(f) = PV_{\bot,x}(f) + NV_{\bot,x}(f).
\]

Note that $pv[f](\bot) = nv[f](\bot) = tv[f](\bot) = 0$. Next, we define $f_P$ and $f_N$, the positive and negative increments of $f$, by

\[
\forall x \in P, \quad f_P(x) = [f(\bot)]^+ + pv[f](x), \quad f_N(x) = [f(\bot)]^- + nv[f](x).
\]

We have then the following (see Proposition 4 of [18]):

**Proposition 4.** Let $P$ be poset with least element $\bot$, and let $f : P \to \mathbb{R}$. Then:

1. $pv[f]$ and $nv[f]$ are increasing.
2. For $x \in P$, $pv[f](x) + f(\bot) = nv[f](x) + f(x)$; if $f$ is BV $[\bot, x]$, then
   \[
   f(x) = f(\bot) + pv[f](x) - nv[f](x) = f_P(x) - f_N(x).
   \]
3. $f$ is increasing iff $nv[f] = 0$ for all $x \in P$, $f(x) = f(\bot) + pv[f](x)$.
4. $f$ is decreasing iff $pv[f] = 0$, iff for all $x \in P$, $f(x) = f(\bot) - nv[f](x)$.
5. If $f = g - h$ for $g, h : P \to \mathbb{R}$ non-negative and increasing, then for all $x \in P$ we have $pv[f](x) \leq g(x) - g(\bot)$, $nv[f](x) \leq h(x) - h(\bot)$, $f_P(x) \leq g(x)$ and $f_N(x) \leq h(x)$.
NB. In [18], the equation (24) was given under the condition that \( f \) is BV (on \( P \)) instead of now \( \text{BV}[\bot, x] \), and the second “iff” in items 3 and 4 was given under the condition that \( f \) is BV, which is now removed. Indeed, the proof only requires that \( f \) has bounded variation on the interval \([0, x]\) (not on \( P \)); now for \( x \in P \), each of the four equalities \( \text{nv}[f](x) = 0, f(x) = f(\bot) + \text{pv}[f](x), \text{pv}[f](x) = 0 \), and \( f(x) = f(\bot) - \text{nv}[f](x) \) given in items 3 and 4 implies that \( \text{pv}[f](x) \) and \( \text{nv}[f](x) \) cannot be both infinite, and then from (19) we deduce that \( \text{pv}[f](x) \) and \( \text{nv}[f](x) \) are both finite, hence \( f \) is \( \text{BV}[ot, x] \), which is sufficient for the proof.

Combining items 1, 2 and 5, we deduce (Corollary 5 of [18]):

**Corollary 5.** Let \( P \) be poset with least element \( \bot \), and let \( f : P \to \mathbb{R} \). Then \( f \) is of bounded variation iff there exist \( g, h : P \to \mathbb{R} \) bounded, non-negative and increasing, such that \( f = g - h \), and then the least such \( g \) and \( h \) are \( f_P \) and \( f_N \).

A similar result was given in [8] when \( P \) is a chain.

The principle of duality states that for a set \( P \) with a partial order relation \( \preceq \), the inverse relation \( \succeq \) is also a partial order, so every statement has a dual where one exchanges \( \preceq \) with greatest element \( \top \), etc. Here positive and negative variation are exchanged, that is, \( \text{PV}_{[a,b]}(f) \) corresponds to \( \text{NV}_{[b,a]}(f) \) in the dual poset. Now, if \( P \) has a greatest element \( \top \), we obtain the dual positive and negative variation functions \( \text{pv}^*[f], \text{nv}^*[f] : P \to [0, \infty] \) given by

\[
\forall x \in P, \quad \text{pv}^*[f](x) = \text{NV}_{[x, \top]}(f) \quad \text{and} \quad \text{nv}^*[f](x) = \text{PV}_{[x, \top]}(f).
\]

They are decreasing, and \( \text{pv}^*[f](\top) = \text{nv}^*[f](\top) = 0 \). We have then the dual positive and negative increments of \( f \),

\[
\forall x \in P, \quad f^+_P(x) = [f(\top)]^+ + \text{pv}^*[f](x), \quad f^-_N(x) = [f(\top)]^- + \text{nv}^*[f](x). \tag{25}
\]

Now, for \( f \) BV we have the dual of (24):

\[
f(x) = f(\top) + \text{pv}^*[f](x) - \text{nv}^*[f](x) = f^+_P(x) - f^-_N(x).\]

The dual of Corollary 5 is: let \( P \) have greatest element \( \top \); then \( f : P \to \mathbb{R} \) is BV iff \( f \) is the difference of two bounded, non-negative and decreasing functions \( P \to \mathbb{R} \). We illustrate such a decomposition in Figure 5.

In fact, given two bounded non-negative functions \( g, h : P \to \mathbb{R} \), for some \( M > 0 \) we have \( 0 \leq g, h \leq M \), then the two functions \( g' = M - h \) and \( h' = M - g \) are bounded and non-negative, they satisfy \( 0 \leq g', h' \leq M \); moreover, \( g' - h' = g - h \); now \( g \) and \( h \) are increasing iff \( g' \) and \( h' \) are decreasing. Thus we can consider either decomposition \( f = g - h \) or \( f = g' - h' \).

---

**Figure 5:** Left: a BV function \( f \). We have \( f = g - h \) for \( g = f_P \) and \( h = f_N \), cf. (25). Right: we show \( g \) and \(-h\). When \( f \) decreases, \( g \) decreases while \( h \) remains constant; when \( f \) increases, \(-h\) increases (so \( h \) decreases) while \( g \) remains constant.
Note that when \( P \) is bounded by \( \perp, \top, \) every increasing or decreasing function \( f \) is bounded: for \( f \) increasing, \( f(\perp) \leq f(x) \leq f(\top) \), while for \( f \) decreasing, \( f(\top) \leq f(x) \leq f(\perp) \).

Let us briefly mention an application of bounded variation to signal processing. Rohwer and Wild [13] considered functions \( Z \to \mathbb{R} \) and flat morphological operators on such functions, in particular those built from the closing \( U_n \) and opening \( L_n \) by a segment of length \( n + 1 \) (for \( n > 0 \)); they showed that for any function \( f : Z \to \mathbb{R} \) and any operator \( \psi \) obtained by composing in any order some \( U_n \) and \( L_n \) for \( n > 0 \), we have \( TV(f) = TV(\psi(f)) + TV(f - \psi(f)) \).

### 3 Function summation in numerical and multivalued posets

Here we summarise Section 4 of [18], but we also add some new material: first, counterexamples (Figure 7 and Example 12), then an important property, Proposition 13, and finally, some technical results (Proposition 14 and Lemma 15). The most important results of this section are Theorem 8, Theorem 10, Corollary 11 and Proposition 12.

We will define a summation of real-valued functions defined on a poset of real numbers or vectors with real coordinates. This leads to a sum as in (7) when the poset is a discrete chain in \( \mathbb{R} \), and to an integral as in (8) when the poset is an interval in \( \mathbb{R} \). When the poset is a product of chains, the summation will be made along each coordinate of the vectors. Our results will be used in our new definition of flat morphological operators and the analysis of their properties.

We assume that the poset \( P \) is a subset of \( \mathbb{R}^m \) (\( m \geq 1 \)), with componentwise ordering, cf. (1). The standard case (assumed in most studies) is the one where we choose in \( \mathbb{R}^m \) (resp., in \( \mathbb{Z}^m \)) a bottom value \( \perp \) and a top value \( \top \), with \( \perp < \top \), and take for \( P \) the interval \([\perp, \top]\) (resp., the discrete interval \([\perp, \top] \cap \mathbb{Z}^m \)). Choosing \( \perp = 0 = (0, \ldots, 0) \) makes formulas simpler, but we will not restrict ourselves to that choice. Then we consider functions \( P \to \mathbb{R} \).

In our theory, a central role is played by bounded, non-negative and decreasing functions. Note that if \( P \) has a least element \( \perp \), then a decreasing function \( f : P \to \mathbb{R} \) is bounded by \( f(\perp) \).

Consider a function \( f : P \to \mathbb{R} \) that is bounded, non-negative and decreasing. For a strictly increasing sequence \((s_0, \ldots, s_n)\) in \( P \), define the summation

\[
S_{(s_0, \ldots, s_n)}(f) = \sum_{i=1}^{n} f(s_i)(s_i - s_{i-1}) .
\]

We illustrate in Figure 6 this construction for \( P \) being an interval in \( \mathbb{R} \).

**Figure 6**: The function \( f \) is bounded, non-negative and decreasing. The hatched area represents \( S_{(s_0, \ldots, s_n)}(f) \) for a strictly increasing sequence \((s_0, \ldots, s_n)\) with \( s_0 = \perp \) and \( s_n = \top \).
Then, as we had for variations, see (14), concatenating strictly increasing sequences adds their summations, in other words, a strictly increasing sequence \((s_0, \ldots, s_m)\) (where \(m, n \geq 0\)) satisfies:

\[
S_{(s_0, \ldots, s_m)}(f) = S_{(s_0, \ldots, s_n)}(f) + S_{(s_n, \ldots, s_m)}(f).
\]

And as we had for variations, see (15), taking a sub-sequence of a strictly increasing sequence leads to a smaller summation (see Lemma 9 of [18]):

\[
\text{if} \quad (r_0, \ldots, r_m) \subseteq (s_0, \ldots, s_n) \\
\text{then} \quad S_{(r_0, \ldots, r_m)}(f) \leq S_{(s_0, \ldots, s_n)}(f).
\]

Recall from (16) the set \(S(a, b)\) of strictly increasing sequences in \(P\) starting in \(a\) and ending in \(b\) (where \(a, b \in P\) and \(a < b\)). Again, let \(f : P \to \mathbb{R}\) be bounded, non-negative and decreasing. In the definition (26) of \(S_{(s_0, \ldots, s_n)}(f)\), we associate to the interval \([s_i, s_j]\) the term \(f(s_i)(s_j - s_i)\); when \(P\) is a real interval, this term is an approximation from below of the integral of \(f\) on that interval, so \(S_{(s_0, \ldots, s_n)}(f)\) approximates the integral of \(f\) from below, see Figure 6. Thus, for \(a, b \in P\) with \(a < b\), we define the summation of \(f\) over the interval \([a, b]\) as the supremum of summations over all sequences in \(S(a, b)\):

\[
S_{[a,b]}(f) = \sup \{ S_{(s_0, \ldots, s_n)}(f) \mid (s_0, \ldots, s_n) \in S(a, b) \}.
\]

Note that this supremum \(\sup\) is taken in \(\mathbb{R}^m\) (or \(\mathbb{Z}^m\)), in other words, by taking componentwise the numerical supremum. That is why we write \(\sup\) instead of \(\vee\) for the supremum. It is easily seen that this summation is non-negative and bounded: given \(M > 0\) such that all \(x \in P\) satisfy \(0 \leq f(x) \leq M\), we deduce from (26) that \(0 \leq S_{(a,b)}(f) \leq M(b - a)\). Similarly, the summation is increasing on the function \(f\): if \(f(x) \leq g(x)\) for all \(x \in P\), then \(S_{(a,b)}(f) \leq S_{(a,b)}(g)\).

For \(a = b, S(a, a) = \{a\}\) and \(S_{[a,a]}(f) = 0\). When \(P\) is bounded by \(\bot, \top\), we will write \(S(f)\) for \(S_{[\bot, \top]}(f)\), the summation of \(f\) over \(P\). The following result (Proposition 10 of [18]) is the analogue of Lemma 1 for summation instead of variation:

**Proposition 6.** Let \(f : P \to \mathbb{R}\) be bounded, non-negative and decreasing, and let \(a, c \in P\), where \(a < c\) but \(c\) does not cover \(a\). Then

\[
S_{[a,c]}(f) = \sup_{a < b < c} \{ S_{[a,b]}(f) + S_{[b,c]}(f) \}.
\]

If \(P\) is a chain, then for every \(b \in P\) such that \(a < b < c\), we have

\[
S_{[a,c]}(f) = S_{[a,b]}(f) + S_{[b,c]}(f).
\]

The second equality is specific to chains, for instance it does not hold in \(\mathbb{R}^m\) and \(\mathbb{Z}^m\) for \(m > 1\), see Corollary 11 and the example in \(\mathbb{R}^3\) following it.

### 3.1 Additive summation

In order to extend summation to functions that are not necessarily non-negative and decreasing, we will consider the summation of a linear combination of bounded, non-negative and decreasing functions. This will lead to the condition that \(S\) is additive on \(P\). We first have the following general property (Lemma 11 of [18]):

**Lemma 7.** Let \(f, g : P \to \mathbb{R}\) be bounded, non-negative and decreasing, let \(a, b \in P\) with \(a < b\), and take a scalar \(\lambda \geq 0\). Then:

1. \(\lambda f\) is bounded, non-negative and decreasing and \(S_{[a,b]}(\lambda f) = \lambda S_{[a,b]}(f)\).
2. \(f + g\) is bounded, non-negative and decreasing and \(S_{[a,b]}(f + g) \leq S_{[a,b]}(f) + S_{[a,b]}(g)\).
We say that $S$ is additive on $P$ if for all bounded, non-negative and decreasing functions $f, g : P \to \mathbb{R}$, and all $a, b \in P$ with $a < b$, we have $S_{[a,b]}(f + g) = S_{[a,b]}(f) + S_{[a,b]}(g)$. This property is fundamental, as it allows to extend the definition of the summation $S_{[a,b]}$ to functions of bounded variation.

Indeed, we saw after Corollary 5 that, assuming that $P$ is bounded, a function $f : P \to \mathbb{R}$ is of bounded variation iff there are two bounded, non-negative and decreasing functions $g, h : P \to \mathbb{R}$ such that $f = g - h$. We can then define the summation of $f$ as $S_{[a,b]}(f) = S_{[a,b]}(g) - S_{[a,b]}(h)$. But this definition should not depend on the choice of $g$ and $h$. Suppose two decompositions $f = g_1 - h_1 = g_2 - h_2$; then we have $g_1 + h_2 = g_2 + h_1$, and the additivity gives

$$S_{[a,b]}(g_1) + S_{[a,b]}(h_2) = S_{[a,b]}(g_1 + h_2) = S_{[a,b]}(g_2) + S_{[a,b]}(h_1),$$

hence $S_{[a,b]}(g_1) - S_{[a,b]}(h_1) = S_{[a,b]}(g_2) - S_{[a,b]}(h_2)$. Then this extension of $S_{[a,b]}$ to functions of bounded variation will be a linear operator (Theorem 12 of [18]):

**Theorem 8.** Let $P$ be a bounded poset. Suppose that $S$ is additive on $P$. For any $f : P \to \mathbb{R}$ of bounded variation, given a decomposition $f = g - h$ for $g, h : P \to \mathbb{R}$ bounded, non-negative and decreasing, define $S_{[a,b]}(f) = S_{[a,b]}(g) - S_{[a,b]}(h)$. Then $S_{[a,b]}(f)$ does not depend on the choice of $g$ and $h$ in the decomposition, and $S_{[a,b]}$ is a linear operator on the module of functions with bounded variation: for $f_1, f_2 : P \to \mathbb{R}$ of bounded variation and $\lambda_1, \lambda_2 \in \mathbb{R}$,

$$S_{[a,b]}(\lambda_1 f_1 + \lambda_2 f_2) = \lambda_1 S_{[a,b]}(f_1) + \lambda_2 S_{[a,b]}(f_2).$$

A consequence of this result is that summation is increasing on functions of bounded variation. Let $f$ and $g$ be two BV functions such that $f \geq g$. Then $f = g + h$ for some $h \geq 0$, and by definition (26,29) we have $S_{[a,b]}(h) \geq 0$, so

$$S_{[a,b]}(f) = S_{[a,b]}(g + h) = S_{[a,b]}(g) + S_{[a,b]}(h) \geq S_{[a,b]}(g).$$

In view of Theorem 8 and Corollary 5, we will require the poset $P$ to be bounded, and the summation $S$ to be additive on $P$. We will describe later (see Figure 7 and Example 12) a family of posets included in $\mathbb{Z}^2$, for which the summation is not additive. However, we have shown that summation is additive for a chain (a totally ordered set) or a direct product of chains, for instance for the usual posets of real values or real-valued vectors in an interval. We consider first a chain (see Proposition 13 and Corollary 16 of [18]):

**Proposition 9.** If $P$ is a bounded chain, then $S$ is additive on $P$. Given $f : P \to \mathbb{R}$ of bounded variation:

1. If $P$ is a finite chain, $P = \{t_0, \ldots, t_n\}$ with $t_0 < \cdots < t_n$, then for $0 \leq u < v \leq n$, $S_{[t_u,t_v]}(f) = \sum_{i=u+1}^{v} f(t_i)(t_i - t_{i-1})$.
2. If $P$ is a closed real interval, $P = [\bot, \top] \subset \mathbb{R}$, then for $a, b \in P$ with $a < b$, $S_{[a,b]}(f) = \int_{a}^{b} f(t) \, dt$.

In the case of real functions, our definition of the summation of a function is very similar to that of the Riemann integral. Now a real function is Riemann integrable iff it is continuous almost everywhere, that is, the set of its discontinuities has Lebesgue measure zero. As a decreasing real function is continuous almost everywhere (see Section 3.5 of [6]), it follows that any real function of bounded variation is continuous almost everywhere, hence Riemann integrable. Note that the sum in item 1 can be considered as a discrete analogue of the integral in item 2.

We will now consider the case where $P$ is a product of chains, and we will see below that $S$ does not resemble the classical multi-dimensional real integral, nor the complex integral.

Let $P = P_1 \times \cdots \times P_m$, the cartesian product of posets $P_1, \ldots, P_m$, with componentwise ordering, see (1). If each $P_i$ is bounded by $\bot_i, \top_i$, then $P$ will be bounded by $\bot, \top$, where $\bot = (\bot_1, \ldots, \bot_m)$ and $\top = (\top_1, \ldots, \top_m)$. For each $i = 1, \ldots, m$ we define the $i$-th projection

$$\pi_i : P_1 \times \cdots \times P_m \to P_i : (x_1, \ldots, x_m) \mapsto x_i.$$
Since each $P_i$ is included in $\mathbb{R}^k$ for some $k \geq 1$, we can extend this definition of the projection $\pi_i$ to linear combinations of elements of $P$, hence to the summation of a function on a chain,
\[
\pi_i(S_{(a_0, \ldots, a_n)}(f)) = \sum_{j=1}^{n} f(s_j)(\pi_i(s_j) - \pi_i(s_{j-1}))
\]
cf. (26), and finally to the summation over an interval, cf. (29). Given $a = (a_1, \ldots, a_m) \in P$, define the $i$-th embedding through $a$:
\[
\eta^a_i : P_i \rightarrow P_1 \times \cdots \times P_m : x \mapsto (a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_m)
\]
in other words $\pi_i(\eta^a_i(x)) = x$ and $\pi_i(\eta^a_i(x)) = a_j$ for $j \neq i$. Now for $f : P \rightarrow \mathbb{R}$, we write $f\eta^a_i$ rather than $f \circ \eta^a_i$ for their composition, in other words:
\[
f\eta^a_i : P_i \rightarrow \mathbb{R} : x \mapsto f(\eta^a_i(x)) = f(a_1, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_m).
\]
We obtain then the following important result (see Proposition 15 and Corollary 16 of [18]):

**Theorem 10.** Let $P = P_1 \times \cdots \times P_m$, where each $P_i$ is a poset ($i = 1, \ldots, m$), with the componentwise order on $P$. Let $f : P \rightarrow \mathbb{R}$ be bounded, non-negative and decreasing, and let $a = (a_1, \ldots, a_m), b = (b_1, \ldots, b_m) \in P$ with $a < b$. Then for each $i = 1, \ldots, m$, $\pi_i(S_{[a,b]}(f)) = S_{[a_i,b_i]}(f\eta^a_i)$, with $f\eta^a_i$ given by (32).

Moreover, if each $P_i$ is bounded and $S$ is additive on each $P_i$ ($i = 1, \ldots, m$), then $S$ is additive on $P$, and the identity $\pi_i(S_{[a,b]}(f)) = S_{[a_i,b_i]}(f\eta^a_i)$ holds for any $f : P \rightarrow \mathbb{R}$ of bounded variation.

Geometrically speaking, this result means that each projection $\pi_i(S_{[a,b]}(f))$ is obtained by summing $f$ along the line segment parallel to the $i$-th axis of $P$, joining $a = (a_1, \ldots, a_m)$ to $(a_1, \ldots, a_{i-1}, b_i, a_{i+1}, \ldots, a_m)$. In particular $S_{[a,b]}(f)$ is completely determined by the restriction of $f$ to the $m$ lines through $a$ parallel to the axes.

We illustrate this result with two very simple examples. First, let $P = \{0, 1\}^4, a = (0, 0, 0, 1)$ and $b = (0, 1, 1, 1)$; then, for any $f : P \rightarrow \mathbb{R}, S_{[a,b]}(f) = \{0, f(0, 1, 0, 1), f(0, 0, 1, 1), 0\}$. Second, let $P = \{0, 1, 2\}^5, a = (0, 0, 0, 1, 1)$ and $b = (0, 1, 2, 2, 1)$; then, for any $f : P \rightarrow \mathbb{R}, S_{[a,b]}(f) = (z_1, z_2, z_3, z_4, z_5)$, where $z_1 = z_5 = 0, z_2 = f(0, 1, 0, 1, 1), z_3 = f(0, 0, 1, 1, 1) + f(0, 0, 2, 1, 1),$ and $z_6 = f(0, 0, 0, 2, 1)$.

More generally, if each $P_i$ is a chain, from Proposition 9 we derive the following (Corollary 17 of [18]):

**Corollary 11.** Let $P = P_1 \times \cdots \times P_m$, where each $P_i$ is a bounded chain ($i = 1, \ldots, m$), with the componentwise order on $P$. Then $S$ is additive on $P$. Let $f : P \rightarrow \mathbb{R}$ be of bounded variation, and take $a = (a_1, \ldots, a_m), b = (b_1, \ldots, b_m) \in P$ with $a < b$, and set $S_{[a,b]}(f) = (\sigma_1, \ldots, \sigma_m)$, that is, $\sigma_i = \pi_i(S_{[a,b]})(f)$ for $i = 1, \ldots, m$. Then:

1. If $P_i$ is a finite chain, $P_i = \{t_0, \ldots, t_n\}$ with $t_0 < \cdots < t_n$, then for $a_i = t_u$ and $b_i = t_v$ ($0 \leq u \leq v \leq n$), $\sigma_i = \sum_{h=u+1}^v f\eta^a_i(t_h)(t_h - t_{h-1})$.
2. If $P_i$ is a real interval, $P_i = [-\infty, +\infty] \subset \mathbb{R}$, then $\sigma_i = \int_{a_i}^{b_i} f\eta^a_i(t) \, dt$.

Let us illustrate this case where $m = 3$. Let $P = \mathbb{R}^3$, with componentwise ordering. Let $a = (a_1, a_2, a_3)$ and $b = (b_1, b_2, b_3)$ two points of $P$, with $a_1 < b_1, a_2 < b_2$ and $a_3 < b_3$. Then for a BV function $f$,
\[
S_{[a,b]}(f) = \left( \int_{a_1}^{b_1} f(t, a_2, a_3) \, dt, \int_{a_2}^{b_2} f(a_1, t, a_3) \, dt, \int_{a_3}^{b_3} f(a_1, a_2, t) \, dt \right).
\]

For $a < b < c$ we will generally have $S_{[a,c]}(f) = S_{[a,b]}(f) + S_{[b,c]}(f)$, because
\[
\pi_i(S_{[a,c]}(f)) = \int_{a_1}^{c_1} f(t, a_2, a_3) \, dt = \int_{a_1}^{b_1} f(t, a_2, a_3) \, dt + \int_{b_1}^{c_1} f(t, a_2, a_3) \, dt,
\]
while
\[
\pi_1 \left( \sum_{a \leq b} \sum_{c \leq d} f(a, b, c, d) \right) = \int_a^b f(t, a_2, a_3) \, dt + \int_{c_1}^b f(t, b_2, b_3) \, dt,
\]
and similarly for \( \pi_2 \) and \( \pi_3 \). We see thus that in Proposition 6, the second equality is specific to chains. We have a similar result for \( P = \mathbb{Z}^3 \), here
\[
S_{[a, b]}(f) = \left( \sum_{t = a_1 + 1}^{b_1} f(t, a_2, a_3), \sum_{t = a_4 + 1}^{b_2} f(a_1, t, a_3), \sum_{t = a_5 + 1}^{b_3} f(a_1, a_2, t) \right).
\]

We give now a family of bounded posets included in \( \mathbb{Z}^2 \), with componentwise ordering, on which \( S \) is not additive; it includes several non-distributive lattices, which are not sublattices of \( \mathbb{Z}^2 \).

\[\begin{array}{c}
\text{(a)} \\
\begin{array}{c}
(2,0) \\
(1,1) \\
(0,0)
\end{array}
\end{array}\begin{array}{c}
\text{(b)} \\
\begin{array}{c}
(2,1) \\
(2,0) \\
(1,1) \\
(0,0)
\end{array}
\end{array}\begin{array}{c}
\text{(c)} \\
\begin{array}{c}
1 \\
0 \\
1 \\
0 \\
2 \\
0
\end{array}
\end{array}\begin{array}{c}
\text{(d)} \\
\begin{array}{c}
1 \\
2 \\
0
\end{array}
\end{array}\]

\[\text{Figure 7: (a) and (b): the two lattices } P_0 \text{ and } P_1 \text{ of Example 12. (c) and (d): the values of } f \text{ and } g \text{ respectively, on the least element } (0,0) \text{ and its 3 covers } (2,0), (1,1) \text{ and } (0,2); f \text{ and } g \text{ have value } 0 \text{ on all other elements of the lattice.}\]

\textbf{Example 12.} Let \( P \) be a finite poset included in \( \mathbb{Z}^2 \), with componentwise ordering, cf. (1), with least element \( \bot = (0,0) \) and greatest element \( \top = (2,2) \), such that the elements of \( P \) covering \( (0,0) \) are \( (2,0), (1,1) \) and \( (0,2) \), all other elements of \( P \) being above one of these three. Note that that the infimum in \( P \) of \( (1,1) \) and \( (0,2) \) is \( (0,0) \), while it is \( (0,1) \) in \( \mathbb{Z}^2 \). Thus, if \( P \) is a lattice, then its infimum does not coincide with the numerical infimum in \( \mathbb{Z}^2 \), so \( P \) is not a sublattice of \( \mathbb{Z}^2 \). We give two examples of such lattices:

- \( P_0 = \{ \bot = (0,0), (2,0), (1,1), (0,2), (2,2) = \top \} \), see Figure 7 (a). Here \( P_0 \) is a lattice isomorphic to the “diamond” lattice (see \( M_5 \) in Chapter 1 of [1] and \( M_3 \) in Chapter 2 of [7]); it is modular but not distributive.

- \( P_1 = \{ \bot = (0,0), (2,0), (1,1), (0,2), (2,1), (1,2), (2,2) = \top \} \), see Figure 7 (b). Here \( P_1 \) is the subset of \( \mathbb{Z}^2 \) generated by all non-empty suprema of \( (0,0), (2,0), (1,1) \) and \( (0,2) \), in other words, the sup-closed subset of \( \{0, 1, 2\}^2 \) generated by them; it is a lattice, which is not modular, because it has the sublattice \( \{0, (0,2), (0,0), (2,1), (2,2)\} \) isomorphic to the “pentagon” lattice (see \( N_5 \) in Chapter 1 of [1] and in Chapter 2 of [7]).

For any such poset \( P \), define the two bounded, non-negative and decreasing functions \( f, g : P \to \mathbb{R} \) as follows, see Figure 7 (c,d): for any \( x \in P \),
\[
f(x) = \begin{cases} 
1 & \text{if } x = (0,0), (2,0), \text{ or } (0,2) \\
0 & \text{otherwise} 
\end{cases} \\
g(x) = \begin{cases} 
2 & \text{if } x = (0,0) \text{ or } (1,1) \\
0 & \text{otherwise} 
\end{cases}
\]

For a strictly increasing chain starting in \( \bot = (0,0) \) and ending in \( \top = (2,2) \), the summation of \( f \) on this chain according to (26) either is equal to 0, or has an element \( x > (0,0) \) with \( f(x) > 0 \), namely \( x = (2,0) \) or \( (0,2) \), and it is then the unique non-zero contribution to the sum. Thus
\[
S(f) = \sup \{ f(2,0) \cdot (2,0), f(0,2) \cdot (0,2) \} = \sup \{ 1 \cdot (2,0), 1 \cdot (0,2) \} = (2,2).
\]
(Here \(f(2, 0)\) and \(f(0, 2)\) are scalars while \((2, 0)\) and \((0, 2)\) are vectors, and the dot designates the scalar multiplication of a scalar by a vector.) Similarly, for the summation of \(g\), a non-zero value on \(x > (0, 0)\) arises only for \(x = (1, 1)\), so

\[
S(g) = g(1, 1) \cdot (1, 1) = 2 \cdot (1, 1) = (2, 2).
\]

For the summation of \(f + g\), a non-zero value on \(x > (0, 0)\) arises only for \(x = (2, 0), (1, 1), (0, 2)\), so

\[
S(f + g) = \sup \{ (f(x) + g(x)) \cdot x \mid x = (2, 0), (1, 1), (0, 2) \}
\]

\[
= \sup \{ 2 \cdot (2, 0), 2 \cdot (1, 1), 1 \cdot (0, 2) \} = (2, 2).
\]

Therefore \(S(f + g) = (2, 2) < (4, 4) = S(f) + S(g)\), and \(S\) is not additive on \(P\).

Given a product \(V\) of bounded chains, \(S\) is additive on \(V\), but \(S\) will not necessarily be additive on a sup-closed subset of \(V\), as we saw with the above example \(P_1\). However, \(S\) will be additive on an inf-closed subset of \(V\). Recall from Subsection 1.3 the two corresponding notions of a closure map and a closure range. When \(P\) is a complete lattice (for instance, a product of complete chains), a closure range is an inf-closed set.

**Proposition 13.** Let \(P\) be a poset bounded by \(\perp, \top\), let \(M\) be a closure range on \(P\) such that \(\perp \in M\), and let \(\varphi\) be the corresponding closure map on \(P\). For any \(f : M \rightarrow \mathbb{R}\), define \(f_\varphi : P \rightarrow \mathbb{R}\) by \(f_\varphi(x) = f(\varphi(x))\). Then \(f_\varphi\) is the restriction of \(f\) to \(M\), and for any \(a, b \in M\) such that \(a < b\), we have \(PV_{[a,b]}(f_\varphi) = PV_{[a,b]}(f)\) and \(NV_{[a,b]}(f_\varphi) = NV_{[a,b]}(f)\). In particular, if \(f\) is of bounded variation, then \(f_\varphi\) is of bounded variation.

If \(S\) is additive on \(M\), then it is additive on \(P\), and for \(f : M \rightarrow \mathbb{R}\) of bounded variation, \(S_{[a,b]}(f) = S_{[a,b]}(f_\varphi)\).

**Proof.** Since \(M\) is a closure range, \(\top \in M\). Let \(f : M \rightarrow \mathbb{R}\). For \(x \in M\), \(\varphi(x) = x\), so \(f_\varphi(x) = f(\varphi(x)) = f(x)\), hence \(f_\varphi\) is the restriction of \(f\) to \(M\). Let \(a, b \in M\) such that \(a < b\). We consider the set \(S(a, b)\) of strictly increasing sequences in \(P\) that start in \(a\) and end in \(b\), that is, \((s_0, \ldots, s_n)\) with \(a = s_0 < \cdots < s_n = b\); write \(S(a, b)_M\) for its restriction to \(M\), that is, sequences with \(s_0, \ldots, s_n \in M\). For \((s_0, \ldots, s_n) \in S(a, b)_M\), we have \(f_\varphi(s_0) = f(s_0)\) for \(i = 0, \ldots, n\), so (13) gives \(PV_{(s_0,\ldots,s_n)}(f) = PV_{(s_0,\ldots,s_n)}(f_\varphi)\) and \(NV_{(s_0,\ldots,s_n)}(f) = NV_{(s_0,\ldots,s_n)}(f_\varphi)\).

As \(S(a, b)_M \subseteq S(a, b)\), the supremum on sequences in \(S(a, b)_M\) is smaller than the one on sequences in \(S(a, b), \) so (17) gives \(PV_{[a,b]}(f) \leq PV_{[a,b]}(f_\varphi)\) and \(NV_{[a,b]}(f) \leq NV_{[a,b]}(f_\varphi)\). Now for \((s_0, \ldots, s_n) \in S(a, b)_M\), we have \(\varphi(s_0), \ldots, \varphi(s_n) \in M\) and \(f_\varphi(s_i) = f_\varphi(s_i)\) for \(i = 0, \ldots, n\). Whenever \(\varphi(s_i) = \varphi(s_{i-1})\), we have \(f(\varphi(s_i)) = f(\varphi(s_{i-1}))\) and \(\varphi(s_i) = \varphi(s_{i-1})\), so we can eliminate \(\varphi(s_i)\) from the sequence without changing the results in the formulas of (13). Thus we obtain from \((\varphi(s_0), \ldots, \varphi(s_n))\) a reduced sequence \((t_0, \ldots, t_m) \in S(a, b)_M\) with \(PV_{(s_0,\ldots,s_n)}(f_\varphi) = PV_{(t_0,\ldots,t_m)}(f)\) and \(NV_{(s_0,\ldots,s_n)}(f_\varphi) = NV_{(t_0,\ldots,t_m)}(f)\). As each \((s_0, \ldots, s_n) \in S(a, b)\) gives such a \((t_0, \ldots, t_m) \in S(a, b)_M\), (17) gives \(PV_{[a,b]}(f_\varphi) \leq PV_{[a,b]}(f)\), hence \(PV_{[a,b]}(f_\varphi) \leq PV_{[a,b]}(f)\), and in the same way \(NV_{[a,b]}(f_\varphi) \leq NV_{[a,b]}(f)\). The equality follows from the double inequality.

For the summation, we suppose first that \(f\) is bounded, non-negative and decreasing. For \(x, y \in P\) with \(x \leq y\), we have \(\varphi(x) \leq \varphi(y)\), hence \(f_\varphi(x) = f(\varphi(x)) \leq f(\varphi(y)) = f_\varphi(y)\), so \(f_\varphi\) is decreasing. As \(f_\varphi\) takes values of \(f\), it is bounded and non-negative.

For \((s_0, \ldots, s_n) \in S(a, b)_M\), we have \((s_0, \ldots, s_n) \in S(a, b)\), and for each \(s_i (i = 0, \ldots, n)\), we have \(f_\varphi(s_i) = f(s_i)\); hence \(S_{[s_0,s_n]}(f_\varphi) = S_{[s_0,s_n]}(f)\). As \(S(a, b)_M \subseteq S(a, b)\), we deduce from (29) that \(S_{[a,b]}(f) \leq S_{[a,b]}(f_\varphi)\).

Consider now a sequence \((s_0, \ldots, s_n) \in S(a, b)\), but not in \(S(a, b)_M\). Let \(k\) be the greatest index \(i\) such that \(s_i \notin M\); as \(s_0 = a\) and \(s_n = b\), both in \(M\), we have \(0 < k < n\); since \(s_{k+1} \in M\), we have \(s_k < \varphi(s_k) \leq s_{k+1}\). First case: if \(\varphi(s_k) = s_{k+1}\), then \(f_\varphi(s_k) = f(\varphi(s_k)) = f(s_{k+1}) = f_\varphi(s_{k+1})\), so

\[
f_\varphi(s_k)(s_k - s_{k-1}) + f_\varphi(s_{k+1})(s_{k+1} - s_k).
\]

Then (26) gives \(S_{[s_0,...,s_n]}(f_\varphi) = S_{[s_0,...,s_{k+1}]^{s_{k+1}}}(f_\varphi)\); we remove \(s_k\) from the sequence, keeping the summation equal. Second case: if \(\varphi(s_k) \neq s_{k+1}\), then \(s_k < \varphi(s_k) < s_{k+1}\) and as \(f\) is decreasing, \(f_\varphi(s_k) = f_\varphi(s_{k+1}) = f_\varphi(s_{k+1})...\
\[ f(\varphi(s_k)) = f(s_{k+1}) = f_\varphi(s_{k+1}), \] 
so
\[ f_\varphi(s_k)(s_k - s_{k-1}) + f_\varphi(s_{k+1})(s_{k+1} - s_k) = f_\varphi(s_k)(s_k - s_{k-1}) + f_\varphi(s_{k+1})(\varphi(s_k) - s_k) + f_\varphi(s_{k+1})(s_{k+1} - \varphi(s_k)) \leq f_\varphi(\varphi(s_k))(s_k - s_{k-1}) + f_\varphi(\varphi(s_k))(\varphi(s_k) - s_k) + f_\varphi(s_{k+1})(s_{k+1} - \varphi(s_k)) = f_\varphi(\varphi(s_k))(\varphi(s_k) - s_{k-1}) + f_\varphi(s_{k+1})(s_{k+1} - \varphi(s_k)). \]

Then (26) gives \( S_{(s_0,\ldots,s_n)}(f_\varphi) \leq S_{(s_0,\ldots,s_{n+1},\varphi(s_n),s_{n+1},\ldots)}(f_\varphi) \): in the sequence, we replace \( s_k \) by \( \varphi(s_k) \), which increases the summation. In both cases we have reduced the number of terms of the sequence which do not belong to \( M \), with the summation getting greater or equal. We repeat this modification until we get a reduced sequence \( (t_0, \ldots, t_m) \in S(a, b)_M \) such that \( S_{(s_0,\ldots,s_n)}(f_\varphi) \leq S_{(t_0,\ldots,t_n)}(f_\varphi) = S_{(t_0,\ldots,t_n)}(f) \). We deduce then from (29) that \( S_{(s_0,\ldots,s_n)}(f_\varphi) \leq S_{[a,b]}(f_\varphi) \leq S_{[a,b]}(f) \). From both inequalities, the equality \( S_{[a,b]}(f_\varphi) = S_{[a,b]}(f) \) follows.

Now let \( f, g : M \to \mathbb{R} \) be both bounded, non-negative and decreasing; then \( f + g \) is bounded, non-negative and decreasing. For \( x \in P \), \( (f+g)(\varphi(x)) = (f+g)(\varphi(x)) = f(\varphi(x)) + g(\varphi(x)) = f_\varphi(x) + g_\varphi(x) \), thus \( f_\varphi + g_\varphi = f_\varphi + g_\varphi \). By the above, we have \( S_{[a,b]}(f + g) = S_{[a,b]}(f) + S_{[a,b]}(g) \) and \( S_{[a,b]}(f + g) = S_{[a,b]}(f) + S_{[a,b]}(g) \) (because \( f_\varphi \) and \( g_\varphi \) are bounded, non-negative and decreasing). We get then \( S_{[a,b]}(f + g) = S_{[a,b]}(f) + S_{[a,b]}(g) \), hence \( S \) is additive on \( M \).

Let now \( f : M \to \mathbb{R} \) be of bounded variation. By the dual form of Corollary 5, there are two bounded, non-negative and decreasing functions \( g, h : M \to \mathbb{R} \) such that \( f = g - h \). By the above, \( g_\varphi \) and \( h_\varphi \) are bounded, non-negative and decreasing. \( S_{[a,b]}(g_\varphi) = S_{[a,b]}(g) \) and \( S_{[a,b]}(h_\varphi) = S_{[a,b]}(h) \). Now for \( x \in P \), \( f(\varphi(x)) = (g_\varphi(x)) - h(\varphi(x)) = g_\varphi(x) - h_\varphi(x) \), so \( f_\varphi = g_\varphi - h_\varphi \); by the dual form of Corollary 5, \( f_\varphi \) is of bounded variation (but this follows also from the equality of the positive and negative variations, see above). By definition, \( S_{[a,b]}(f_\varphi) = S_{[a,b]}(g_\varphi) - S_{[a,b]}(h_\varphi) \) and \( S_{[a,b]}(f_\varphi) = S_{[a,b]}(g_\varphi) - S_{[a,b]}(h_\varphi) \); as \( S_{[a,b]}(g_\varphi) = S_{[a,b]}(g) \) and \( S_{[a,b]}(h_\varphi) = S_{[a,b]}(h) \), we deduce that \( S_{[a,b]}(f_\varphi) = S_{[a,b]}(f) \).

A particular case arises when \( P \) is a complete lattice and \( M \) is both sup-closed and inf-closed, in other words it is a complete sublattice of \( P \). This implies that the summation is additive on any complete sublattice of a closed interval in \( \mathbb{R}^m \) or \( \mathbb{Z}^m \).

We illustrate this result with a simple example. Let \( \perp, \top \in \mathbb{R} \) with \( \perp < \top \), and let \( P = [\perp, \top] \), ordered numerically. Let \( M \) be a finite chain in \( P \), bounded by \( \perp, \top, M = \{ \perp = t_0, \ldots, t_k = \top \} \); then \( M \) is a closure range on \( P \), the corresponding closure map \( \varphi \) is defined by \( \varphi(t_i) = t_i \) and \( \varphi(x) = t_i \) for \( t_{i-1} < x \leq t_i \), \( i = 1, \ldots, k \). For a map \( f : M \to \mathbb{R} \), \( f_\varphi \) will be the step function with \( f_{\varphi}(x) = f(t_i) \) for \( t_{i-1} < x \leq t_i \), \( i = 1, \ldots, k \). Then \( \int_{\perp \to \top} f_\varphi(x) \, dx = S(\varphi_\varphi) = S(f) = \sum_{i=1}^{k} f(t_i) - (t_i - t_{i-1}) \). The integral of a step function reduces to the sum of products of the width and height of steps.

The above result will be useful in our study of flat operators, when we will consider the restriction of images values to a complete sublattice of the original lattice of values; then the definitions of such an operator for both lattices will coincide.

### 3.2 Further properties

We end with two technical results that will be used in our analysis of the properties of flat operators.

The following proposition (implicit in [18]) will imply that for an *increasing* operator on binary images, given image intensities forming a complete sublattice of the interval \([\perp, \top]\) in \( \mathbb{R}^m \) or \( \mathbb{Z}^m \), flat extension by threshold summation leads to the same result as flat extension by threshold stacking.

**Proposition 14.** Let \( P \) be bounded by \( \perp, \top \). For any decreasing function \( f : P \to \{0, 1\} \),

\[
\perp + S(f) = \sup \{ x \in P \mid f(x) = 1 \},
\]

where we set \( \sup \emptyset = \perp \) on the right side of the equation.
Proof. Let \((s_0, \ldots, s_n) \in S(\bot, \top)\). If \(f(s_i) = 0\) for each \(i = 1, \ldots, n\), then \(S(s_0, \ldots, s_n)(f) = 0\). If there is some \(i = 1, \ldots, n\) such that \(f(s_i) = 1\), let \(u\) be the greatest such \(i\); as \(f\) is decreasing, \(f(s_i) = 1\) for \(i \leq u\) and \(f(s_i) = 0\) for \(i > u\), so we get \(S(s_0, \ldots, s_n)(f) = \sum_{i=1}^{u} (s_i - s_{i-1}) = s_u - s_0 = s_u - \bot\), where \(f(s_u) = 1\).

If \(f(x) = 0\) for all \(x \in P\), then \(\sup\{x \in P \mid f(x) = 1\} = \emptyset\); now for every \((s_0, \ldots, s_n) \in S(\bot, \top)\), \(S(s_0, \ldots, s_n)(f) = 0\), hence \(S(f) = 0\). Therefore (33) holds in this case.

If \(f(x) = 1\) for all \(x \in P\), then \(\sup\{x \in P \mid f(x) = 1\} = \top\); now for every \((s_0, \ldots, s_n) \in S(\bot, \top)\), \(S(s_0, \ldots, s_n)(f) = s_n - \bot = \top - \bot\), hence \(S(f) = \top - \bot\). Therefore (33) holds in this case.

Suppose finally that there are \(x, y \in P\) with \(f(x) = 0\) and \(f(y) = 1\), in other words \(f(\bot) = 1\) and \(f(\top) = 0\). For \((s_0, \ldots, s_n) \in S(\bot, \top)\), we have \(S(s_0, \ldots, s_n)(f) = s_n - \bot\), where \(u\) is the greatest \(i \in \{1, \ldots, n\}\) with \(f(s_i) = 1\). Conversely, take any \(x \in P\) with \(f(x) = 1\); if \(x = \bot\), then \((\bot, \top) \in S(\bot, \top)\) and \(S_{(\bot, \top)}(f) = 0 = \bot - \bot\); on the other hand if \(x \neq \bot\), then \(\bot < x < \top\), \((\bot, x, \top) \in S(\bot, \top)\) and \(S_{(\bot, x, \top)}(f) = x - \bot\). Therefore the set of all \(S(s_0, \ldots, s_n)(f)\) for \((s_0, \ldots, s_n) \in S(\bot, \top)\) coincides with the set of all \(x - \bot\) for \(x \in P\) with \(f(x) = 1\). Taking the supremum of both sets, we get

\[
S(f) = \sup\{x - \bot \mid x \in P, f(x) = 1\} = \sup\{x \in P \mid f(x) = 1\} - \bot
\]

from which we obtain (33).

Finally, we will need the following slight generalisation of Lemma 1 and Proposition 6:

Lemma 15. Let the poset \(P\) have an element \(b\) which is comparable to every element of \(P\): for all \(x \in P\), \(x = b\) or \(x < b\) or \(x > b\). Then for any \(a, c \in P\) such that \(a < b < c\):

- Every function \(f : P \to \mathbb{R}\) satisfies \(PV_{[a,c]}(f) = PV_{[a,b]}(f) + PV_{[b,c]}(f)\), and similarly for \(NV\) and \(TV\).
- Every bounded, non-negative and decreasing function \(f : P \to \mathbb{R}\) satisfies \(S_{[a,c]}(f) = S_{[a,b]}(f) + S_{[b,c]}(f)\); if \(P\) is bounded, every BV function \(f : P \to \mathbb{R}\) satisfies that equality.

The proof uses the same argument as those of Lemma 1 and Proposition 6 given in Lemma 2 and Proposition 10 of [18]: given a strictly increasing sequence in \(S(a, c)\), inserting \(b\) inside it (if \(b\) does not belong to it) gives a strictly increasing sequence that is larger, and this can only increase the function variation by (15) and summation by (28); then applying (14) for the variation leads to the inequality \(PV_{[a,c]}(f) \leq PV_{[a,b]}(f) + PV_{[b,c]}(f)\), and similarly for \(NV\) and \(TV\), while (27) for the summation will give \(S_{[a,c]}(f) \leq S_{[a,b]}(f) + S_{[b,c]}(f)\) (for \(f\) bounded, non-negative and decreasing). The equality follows then from Lemma 1 and Proposition 6.

For \(f\) BV, we have \(f = g - h\) for \(g, h\) bounded, non-negative and decreasing, with \(S_{[a,c]}(g) = S_{[a,b]}(g) + S_{[b,c]}(g)\) and \(S_{[a,c]}(h) = S_{[a,b]}(h) + S_{[b,c]}(h)\), so

\[
S_{[a,c]}(f) = S_{[a,c]}(g) - S_{[a,c]}(h) = (S_{[a,b]}(g) + S_{[b,c]}(g)) - (S_{[a,b]}(h) + S_{[b,c]}(h)) = (S_{[a,b]}(g) - S_{[a,b]}(h)) + (S_{[b,c]}(g) - S_{[b,c]}(h)) = S_{[a,b]}(f) + S_{[b,c]}(f).
\]

4 Decomposition of integer-valued functions

We will now consider the decomposition of an integer-valued function of bounded variation into a sum and difference of increasing binary functions. In other words, for \(f : P \to \mathbb{Z}\) of bounded variation, we will obtain a decomposition \(f = \sum_{i=1}^{n} \lambda_i f_i\), where for each \(i = 1, \ldots, n\), \(f_i\) is an increasing function \(P \to \{0, 1\}\) and \(\lambda_i = \pm 1\). Moreover, when \(f\) is \(P \to \{0, 1\}\), we have \(f_1 > \cdots > f_n\) and \(\lambda_1 = (-1)^{t-1}\), we get an alternating sum and difference of a decreasing sequence of increasing binary functions, cf. (10).

We will use such a decomposition to compute the flat extension of a non-increasing operator on binary images: a linear combination of increasing operators on binary images will extend to the same linear combination of their flat extensions. This will be possible when the operator is of uniform bounded variation.

We start by decomposing a function \(f : P \to \{0, \ldots, n\}\) (where \(n > 0\)) into a sum of binary functions, using the method of threshold summation of [5, 2a], as in (9). For \(f : P \to \mathbb{N}\) and \(t \in \mathbb{N}\), let \(\xi_t(f) = \chi_t(f)\) be the
characteristic function (6) of the threshold set (2) \( \chi_t(f) \):
\[
\xi_t(f) : P \to \{0, 1\} : x \mapsto \begin{cases} 1 & \text{if } f(x) \geq t \\ 0 & \text{if } f(x) < t \end{cases} .
\] (34)

The following was obtained in Lemma 6 of [18] (except the “if” part of the last sentence, which is straightforward):

**Lemma 16.** Let \( P \) be poset, let \( f : P \to \{0, \ldots, n\} \) \((n \in \mathbb{N})\), and let \( f_1, \ldots, f_N : P \to \{0, 1\} \). Then the following two statements are equivalent:

1. \( f_1 \geq \cdots \geq f_n \) and \( f = \sum_{i=1}^n f_i \).
2. \( f_i = \xi_i(f) \) for \( i = 1, \ldots, n \).

Furthermore, \( f \) is increasing if and only if \( \xi_i(f) \) is increasing for each \( i = 1, \ldots, n \).

Let the poset \( P \) have least element \( \bot \). Recall from (23) the positive increment \( f_P \) and negative increment \( f_N \) of a function \( f \):
\[
\forall x \in P, \quad f_P(x) = |f(\bot)|^+ + pv[f](x) = f(\bot)^+ + PV_{\bot,x}(f) ,
\]
\[
\quad f_N(x) = |f(\bot)|^- + nv[f](x) = f(\bot)^- + NV_{\bot,x}(f) .
\]

Combining Proposition 4 with Lemma 16, we get the following:

**Proposition 17.** Let \( P \) be poset with least element \( \bot \), and let \( f : P \to \mathbb{Z} \) be of bounded variation. Let \( m = \max_{x \in P} f_P(x) \) and \( n = \max_{x \in P} f_N(x) \). Then there are \( m+n \) increasing functions \( g_1, \ldots, g_m, h_1, \ldots, h_n : P \to \{0, 1\} \) such that \( g_1 \geq \cdots \geq g_m, h_1 \geq \cdots \geq h_n \) and \( f = \sum_{i=1}^m g_i - \sum_{j=1}^n h_j \).

**Proof.** Here \( f_P \) and \( f_N \) are bounded functions \( P \to \mathbb{N} \), hence they reach a maximum, respectively \( m \) and \( n \), both in \( \mathbb{N} \). By Proposition 4, \( f_P \) and \( f_N \) are increasing and \( f = f_P - f_N \), cf. (24). Taking \( g_i = \xi_i(f_P) \) \((i = 1, \ldots, m)\) and \( h_i = \xi_i(f_N) \) \((i = 1, \ldots, n)\), the result follows by Lemma 16.

Let us now consider binary functions. For a function \( f : P \to \{0, 1\} \), we have \( f(\bot) = 0 \) so \( f(\bot)^+ = f(\bot) \) and \( f(\bot)^- = 0 \). Thus (23) becomes here:
\[
\text{and } \quad f_P = f(\bot) + pv[f] ,
\]
\[
f_N = nv[f] .
\] (35)

Define
\[
f_T = f_P + f_N = f(\bot) + tv[f] .
\] (36)

For \( f : P \to \{0, 1\} \), define the function \( I(f) : P \to \{0, 1\} \) by
\[
\forall x \in P, \quad I(f)(x) = \max\{f(y) : y \in P, y \leq x\} .
\]

Then \( I(f) \) is the least increasing function \( g : P \to \{0, 1\} \) such that \( g \geq f \). Note that since \( I(f) \geq f \), and both \( f \) and \( I(f) \) are \( P \to \{0, 1\} \), \( I(f) - f \) will be a function \( P \to \{0, 1\} \).

In Theorem 8 of [18] we obtained the following important result:

**Theorem 18.** Let \( P \) be poset with least element \( \bot \), and let \( f : P \to \{0, 1\} \) be of bounded variation, with \( \max_{x \in P} f_T(x) = v > 0 \). Then there are \( v \) increasing functions \( f_1, \ldots, f_v : P(E) \to \{0, 1\} \) such that \( f_1 > f_2 > \cdots > f_v > 0 \),
\[
f = f_1 - f_2 + \cdots + (-1)^{v-1} f_v ,
\] (37)

and for each \( s = 1, \ldots, v \),
\[
f_s = \xi_s(f_T) = \begin{cases} \xi_{\bot\bot}(f_P) & \text{if } s \text{ is odd} \\ \xi_{\bot}(f_N) & \text{if } s \text{ is even} \end{cases} .
\] (38)
moreover,
\[ f_s = I\left((-1)^{s-1}f + \sum_{i=1}^{s-1} (-1)^{s-1-i}f_i\right). \]  
(39)

Furthermore, given another decomposition \( f = g_1 - g_2 + \cdots + (-1)^{w-1}g_w \), with \( g_1, \ldots, g_w : \mathcal{P}(E) \to \{0, 1\} \) increasing and \( g_1 \geq g_2 \geq \cdots \geq g_w \), then \( w \geq v \) and \( g_s \geq f_s \) for \( s = 1, \ldots, v \). Conversely, any function \( f : P \to \{0, 1\} \) having a decomposition of the form (37) for increasing \( f_1, \ldots, f_v : \mathcal{P}(E) \to \{0, 1\} \) is of bounded variation.

The first elements of the sequence (38) are:
\[
\begin{align*}
  f_1 &= \xi_1(f_I) = \xi_1(f_P), \\
  f_2 &= \xi_2(f_I) = \xi_1(f_N), \\
  f_3 &= \xi_3(f_I) = \xi_2(f_P), \\
  f_4 &= \xi_4(f_I) = \xi_2(f_N).
\end{align*}
\]

Then the first elements of the sequence (39) are:
\[
\begin{align*}
  f_1 &= I(f), \\
  f_2 &= I(f_1 - f), \\
  f_3 &= I(f_2 - f_1 + f), \\
  f_4 &= I(f_3 - f_2 + f_1 - f).
\end{align*}
\]

Intuitively, we take \( f_1 = I(f) = \xi_1(f_I) \), then \( f_1 - f \) has a smaller variation than \( f \), and we get by recurrence the decomposition \( f_1 - f = f_2 - f_3 + \cdots + (-1)^{v-2}f_v \), with each \( f_i \) as in (39).

Let us complement the last sentence of the above theorem (this result is new):

**Proposition 19.** Let \( P \) be poset with least element \( \perp \), and let the function \( f : P \to \mathbb{Z} \) have a decomposition of the form (37), that is, \( \sum_{i=1}^{\nu} (-1)^{i-1}f_i \) for \( v \) increasing functions \( f_1, \ldots, f_v : \mathcal{P}(E) \to \{0, 1\} \) such that \( f_1 > f_2 > \cdots > f_v > 0 \). Then \( f \) is \( P \to \{0, 1\} \), of bounded variation, and \( f \leq f_1 \).

**Proof.** Let us show by induction on \( v \) that \( f \) is \( P \to \{0, 1\} \) and \( f \leq f_1 \). For \( v = 1 \), \( f = f_1 \) and the result holds. Suppose now that \( v > 1 \) and that the result holds for \( v - 1 \). Let \( g = \sum_{i=2}^v (-1)^i f_i \); by induction hypothesis, \( g \) is \( P \to \{0, 1\} \) and \( g \leq f_2 \); since \( f_2 < f_1 \), we have \( g \leq f_1 \). Thus, for all \( x \in P \), we have \( 0 \leq g(x) \leq f_1(x) \leq 1 \), from which we deduce that \( 0 \leq f_1(x) - g(x) \leq f_1(x) \leq 1 \). As \( f = f_1 - g \), we get thus \( 0 \leq f(x) \leq f_1(x) \leq 1 \), and the result follows for \( v \). Now, \( f \) is BV by the last sentence of Theorem 18. \( \square \)

## 5 Generalised flat morphological operators

The three preceding sections provide a mathematical framework for our generalised theory of flat morphological operators. Our new definition of the flat extension of an operator on binary images deals correctly with the case where the operator is not increasing. Quite generally, we will consider not only operators \( \mathcal{P}(E) \to \mathcal{P}(E) \) (transforming binary images), but also operators \( \mathcal{P}(E) \to K^K \) for a finite interval \( K \subseteq \mathbb{Z} \); this occurs for instance when one makes measurements on binary images, see for example the morphological Laplacian (12).

In the case where image intensities are in a closed interval in \( \mathbb{R}^m \) or \( \mathbb{Z}^m \), for any increasing operator \( \mathcal{P}(E) \to \mathcal{P}(E) \), the new definition of its flat extension will coincide with the classical one [15, 16]. For operators that are not increasing, the properties of the flat extension given in [15, 16] for the increasing case will not always be satisfied.

### 5.1 Basic definitions and examples

We specify our framework for images. Let \( E \) be the space of points. Image values will be reals or integers (for grey-level images), or vectors with real or integer coordinates (for multivalued images). Formally, let \( m \geq 1 \),
and for $i = 1, \ldots, m$, let either $C_i = \mathbb{R}$ or $C_i = \mathbb{U} = \mathbb{Z}$ for some real $u_i > 0$ (usually $u_i = 1$); now let $U = C_1 \times \cdots \times C_m$, with componentwise or marginal ordering (1). Note that there are other possible orders on $U$, including total orders (such as the lexicographic order), but the componentwise order is mathematically easier to deal with, it allowed us to obtain a componentwise decomposition of the summation, see Theorem 10, which will be applied to flat operators, see Proposition 30. Then all images, those given as input to flat operators, as well as those obtained as the output of operators, will have their values in $U$. The set $U$ has two important properties:

- It is a conditionally complete lattice for the componentwise order: every subset of $U$ having an upper bound (resp., a lower bound) will have a supremum (resp., infimum). In particular, every closed interval $[a, b] \subset U$ will be a complete lattice where the supremum and infimum operations are the componentwise numerical sup and inf operations.
- It is a module: it has the operations of addition and subtraction, with neutral $0 = (0, \ldots, 0)$, and of scalar multiplication with scalars in $\mathbb{Z}$. Then for any bounded, non-negative and decreasing function $f : U \to \mathbb{Z}$ and any strictly increasing sequence $(s_0, \ldots, s_n)$ in $U$, the summation $S_{(s_0, \ldots, s_n)}(f)$ will belong to $U$.

This implies that for any interval $[a, b] \subset U$ ($a \leq b$) and for any bounded, non-negative and decreasing function $f : [a, b] \to \mathbb{Z}$, the summation $S_{[a,b]}(f)$ will be a supremum of elements of $U$, bounded by $(b-a)f(a)$, hence it will belong to $U$.

In order to exclude infinite values in our summations, all input images will have bounded values, so we choose two bounds $\bot, \top \in U$, with $\bot < \top$, and consider the interval $[\bot, \top] = \{ v \in U \mid \bot \leq v \leq \top \}$. Now

$$[\bot, \top] = ([\bot_1, \top_1] \times \cdots \times [\bot_m, \top_m]),$$

where $[\bot_i, \top_i] = \{ v \in C_i \mid \bot_i \leq v \leq \top_i \}$ ($i = 1, \ldots, m$). Note that we do not necessarily choose $\bot = 0 = (0, \ldots, 0)$; indeed, some modalities use a range of intensities that can include negative values, for instance, CT images have values in Hounsfield units, which correspond to the radiodensity of the objects. Since each $[\bot_i, \top_i]$ is a complete chain, $[\bot, \top]$ is a completely distributive complete lattice [16].

We will apply flat operators to images $E \to V$, where $V$ is a subset of the interval $[\bot, \top]$ having $\bot$ and $\top$ as least and greatest elements: $\{ \bot, \top \} \subseteq V \subseteq [\bot, \top]$. Then the output of flat operators will be images $E \to U$ (not necessarily $E \to V$). We have some flexibility in the choice of the set $V$ of image values. We make the following two requirements:

A. The summation $S$ must be additive on $V$ (we saw in Example 12 that this does not hold for some bounded posets in $\mathbb{Z}^m$). This is necessary in order to define the summation of any BV function, see Theorem 8. It also implies that given a decomposition of an operator on binary images as a linear combination of operators on binary images, we obtain the same decomposition with the flat extensions, see (10,11).

B. The set $V$ must be closed under non-empty componentwise numerical supremum. By Proposition 20 below, this will guarantee that for increasing operators on binary images, the new definition of the flat extension to images $E \to V$ will coincide with the classical one in [16].

We give here two cases where both requirements are satisfied:

1. The standard case, where $V = [\bot, \top]$. Here $V = V_1 \times \cdots \times V_n$ for $V_i = [\bot_i, \top_i]$ ($i = 1, \ldots, n$). Hence $V$ is a product of chains, so the summation will be additive on $[\bot, \top]$ by Corollary 11.

2. The sub-standard case, where $V$ is a complete sublattice of $[\bot, \top]$, in other words it is closed under the componentwise numerical supremum and infimum operations. Then $V$ is a closure range on $[\bot, \top]$, and the summation is additive on $[\bot, \top]$ (which is the standard case, item 1), so by Proposition 13, the summation will be additive on $V$.

We recall from Sections 2 and 3 the convention that for a function $f$ defined on $V$, when we consider the variation and the summation of $f$ over the whole of $V$, we can omit the subscript $[\bot, \top]$ in the formulas, in other words: $PV_{[\bot, \top]}(f), NV_{[\bot, \top]}(f), TV_{[\bot, \top]}(f)$ and $S_{[\bot, \top]}(f)$ can be abbreviated into $PV(f), NV(f), TV(f)$ and $S(f)$. 

We introduce here a new convention. Throughout Sections 2 and 3, there was no ambiguity in the notation
$TV_{[a,b]}(f)$ and $S_{[a,b]}(f)$ about the variable over which we measure the variation or make the summation, since
we assumed that $f$ is a function of a single variable. Similarly, for a real function of one variable, we can write
$\int_a^b f$ for $\int_a^b f(x) \, dx$. Now we will encounter functions of several variables, and we will have to specify over
which variable we consider the variation or summation of the function. Similarly, for a real function of three
variables, $\int_a^b f(x, y, z) \, dy$ indicates that the integration is made on the second variable $y$. Given an expression
$W$ in several variables, a variable $x$ appearing in $W$ and a poset $P$, we will write “$W \mid x \in P$” to specify that
the variation or summation of $W$ is over the variable $x$ ranging over $P$; in other words $TV_{[a,b]}(W \mid x \in P)$
and $S_{[a,b]}(f)$ designate the total variation $TV_{[a,b]}(f)$ and summation $S_{[a,b]}(f)$ for the function $f : P \cap [a, b] \to \mathbb{R} : x \mapsto W$.

Recall from the Introduction the characteristic function $\chi_X$ of a set $X \subseteq \mathcal{P}(E)$, cf. (6); then for an operator
$\psi : \mathcal{P}(E) \to \mathcal{P}(E)$, we have the operator $\chi \psi : \mathcal{P}(E) \to \{0, 1\}^E : X \mapsto \chi(\psi(X))$. Given a function $F : E \to V$, for
each $v \in V$ we have the threshold set $X_v(F)$, cf. (2); this set decreases when $v$ increases.

Now with our new convention, the three formulas (7,8,9) for the flat extension by threshold summation
will unify into
$$
\psi^T(F)(p) = \perp + S(\chi \psi(X_v(F))(p) \mid t \in T).
$$
Here we summed over the variable $t$ an expression depending also on the function $F$ and the point $p \in E$.

More generally, we can express the flat extension $\psi^V$ of an increasing binary image transformation $\psi : \mathcal{P}(E) \to \mathcal{P}(E)$, see (3,4), in terms of a summation. The following result generalises the threshold decomposition
method (9) introduced in [5, 24]:

**Proposition 20.** Let $V \subseteq [\perp, \top]$. Given an increasing operator $\psi : \mathcal{P}(E) \to \mathcal{P}(E)$, an image $F : E \to V$ and a
point $p \in E$,
$$
\perp + S(\chi \psi(X_v(F))(p) \mid v \in V) = \sup \{ v \in V \mid p \in \psi(X_v(F)) \},
$$
where we set $\sup \emptyset = \perp$ on the right side of the equation. If $V$ is closed under componentwise numerical supre-
numum (it is then a complete lattice), we get
$$
\psi^V(F)(p) = \perp + S(\chi \psi(X_v(F))(p) \mid v \in V),
$$
where $\psi^V$ is the flat extension of $\psi$ to $V^E$.

**Proof.** The set $X_v(F)$ decreases when $v$ increases, and the operator $\psi$ is increasing; hence the set $\psi(X_v(F))$ also
decreases when $v$ increases, so for any $p \in E$, the function $V \to \{0, 1\} : v \mapsto \chi \psi(X_v(F))(p)$ is decreasing. We apply Proposition 14, so (33) gives:
$$
\perp + S(\chi \psi(X_v(F))(p) \mid v \in V) = \sup \{ v \in V \mid \chi \psi(X_v(F))(p) = 1 \}
= \sup \{ v \in V \mid p \in \psi(X_v(F)) \}.
$$
If $V$ is closed under componentwise numerical supremum, then the latter coincides with the lattice-theoretical
supremum operation in $V$, so
$$
\perp + S(\chi \psi(X_v(F))(p) \mid v \in V) = \bigvee \{ v \in V \mid p \in \psi(X_v(F)) \},
$$
which gives $\psi^V(F)(p)$ by (4). \qed

This result can be taken as the basis for the definition of the flat extension of any operator on $\mathcal{P}(E)$. But our
theory requires first to distinguish two types of operators in image processing. On the one hand there are
operators such as the opening, closing, median filtering and Gaussian smoothing, which map an image in $V^E$ to
another image in $V^E$ that is supposed to show the same objects; we call such an operator $V^E \to V^E$ an
image transformation. On the other hand, there are operators like the gradient or the Laplacian, which are
not intended to produce viewable images, and indeed do not necessarily preserve the interval $V$ of values,
for instance, they can generate negative values from positive grey-levels; we call such an operator an image
definition.
Let us formalise this distinction in the case of binary images. A *binary image transformation* is a map \( \mathcal{P}(E) \to \mathcal{P}(E) \); for instance, the dilation, erosion, opening and closing by a structuring element. A *binary image measurement* is a map \( \mathcal{P}(E) \to K^E \) for a finite interval \( K \subset \mathbb{Z} \); for instance, the morphological Laplacian (12). Obviously, every binary image transformation \( \psi \) corresponds to the binary image measurement \( \chi \psi \), with \( K = \{0, 1\} \).

Given a binary image measurement \( \mu : \mathcal{P}(E) \to K^E \), we define the no-shift flat extension \( \mu^{-V} \) of \( \mu \) by setting for any image \( F : E \to V \) and point \( p \in E \):

\[
\mu^{-V}(F)(p) = S(\mu(X_v(F))(p) \mid v \in V),
\]

provided that the summation is well-defined, that is, the summed function \( v \mapsto \mu(X_v(F))(p) \) is of bounded variation: \( T V (\mu(X_v(F))(p) \mid v \in V) < \infty \). This question will be analysed in the next subsection. Note that if \( V \) has finite height, in particular if \( V \) is finite, then this function will indeed be of bounded variation, see Proposition 23 below. On the other hand, when \( V \) is an interval in \( \mathbb{R}^m \), this will not necessarily be the case, see Example 25 below.

Since the summation on \( V \) is additive (requirement A), the no-shift flat extension will be linear on the operator \( \mu \) (see Theorem 8): for two scalars \( \lambda_1, \lambda_2 \) and two binary image measurements \( \mu_1, \mu_2 \),

\[
(\lambda_1 \mu_1 + \lambda_2 \mu_2)^{-V} = \lambda_1 \mu_1^{-V} + \lambda_2 \mu_2^{-V}.
\]

Moreover, for \( F : E \to V \), \( \mu^{-V}(F) \) will have bounded values (in \( U \)). As \( \min K \leq \mu(X_v(F))(p) \leq \max K \) for all \( v \in V \), \( S(\mu(X_v(F))(p) \mid v \in V) \) will be bounded below by \( S(\min K \mid v \in V) = (\top - \bot) \min K \) and above by \( S(\max K \mid v \in V) = (\top - \bot) \max K \), that is,

\[
(\top - \bot) \min K \leq \mu^{-V}(F)(p) \leq (\top - \bot) \max K.
\]

Given a binary image transformation \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \), we define the shifted flat extension \( \psi^{-V} \) of \( \psi \) by setting for any image \( F : E \to V \) and point \( p \in E \):

\[
\psi^{-V}(F)(p) = \bot + (\chi \psi)^{-V}(F)(p) = \bot + S(\chi \psi(X_v(F))(p) \mid v \in V),
\]

again provided that the summation is well-defined. Assuming \( V \) to be closed under componentwise numerical supremum (requirement B), for any increasing operator \( \psi \), this definition (42) will by Proposition 20 be equivalent to the usual definition (3,4). Without requirement B, this is not true:

**Example 21.** Let \( U = \mathbb{Z}^2 \) and \( V = \{(0, 0), (1, 0), (0, 1), (2, 2)\} \); here \( \bot = (0, 0) \) and \( \top = (2, 2) \), and \( V \) is a complete lattice with supremum \( \bigvee \{0, 0\}, (1, 0) \} = (1, 0) \) \( v \in V \), distinct from the componentwise numerical supremum \( \sup \{0, 0\}, (1, 0) \} = (1, 1) \). Let \( \emptyset \subset A \subset E \), and let \( F : E \to V \) with \( F(p) = (0, 1) \) for \( p \in A \) and \( F(p) = (0, 1) \) for \( p \in E \setminus A \). We have \( \chi_{0,0}(F) = E, \chi_{1,0}(F) = A, \chi_{0,1}(F) = F \setminus A, \) and \( \chi_{2,2}(F) = 0 \). Take an extensive dilation \( \delta \) on \( \mathcal{P}(E) \), so \( \delta(E) = E \) (we have \( \delta(0) = 0 \) anyway). Then \( \delta(\chi_{0,0}(F)) = E, \delta(\chi_{1,0}(F)) = \delta(A), \) \( \delta(\chi_{0,1}(F)) = \delta(E \setminus A), \) and \( \delta(\chi_{2,2}(F)) = 0 \). Now, for \( p \in \delta(A) \cup \delta(E \setminus A), \) (4) gives \( \delta^{-V}(F)(p) = \bigvee \{0, 0\}, (0, 1) \} = (2, 2) \), while

\[
S(\chi \delta(X_v(F))(p) \mid v \in V) = \sup \{1 \cdot [(1, 0) - (0, 0)] + 0 \cdot [(2, 2) - (1, 0)], 1 \cdot [(0, 1) - (0, 0)] + 0 \cdot [(2, 2) - (0, 1)]\} = \sup \{(1, 0), (0, 1)\} = (1, 1);
\]

hence (42) will give \( \delta^{-V}(F)(p) = (1, 1) \neq \delta^{-V}(F)(p) \).

Since the measurement \( \chi \psi \) has \( K = \{0, 1\} \), here (41) becomes

\[
0 \leq (\chi \psi)^{-V}(F)(p) \leq \top - \bot,
\]

hence (42) gives

\[
\bot \leq \psi^{-V}(F)(p) \leq \top.
\]

Thus \( \psi^{-V} \) is an operator \( V^E \to \{\bot, \top\}^E \). In the standard case \( V = \{\bot, \top\} \), we get \( \psi^{-V}(F) \in V^E \). This holds also when \( \psi \) increasing, since \( \psi^{-V}(F) = \psi^{-V}(F) \), where \( \psi^{-V}(F) \in V^E \) by [16]. On the other hand, this is not necessarily true for a non-increasing operator in the non-standard case:
Example 22. Let $U = \mathbb{Z}^2$ and $V = \{(0,0), (2,1), (2,3), (4,4)\}$; here $\bot = (0,0)$ and $\top = (4,4)$. As $V$ is a chain, it is closed under componentwise numerical supremum, and $S$ is additive on $V$. Let $\emptyset \subset A \subset E$, and let $F : E \rightarrow V$ with $F(p) = (2,3)$ for $p \in A$ and $F(p) = (2,1)$ for $p \in E \setminus A$. We have $X_{(0,0)}(F) = X_{(2,1)}(F) = E$, $X_{(2,3)}(F) = A$, and $X_{(4,4)}(F) = \emptyset$. Take an extensive dilation $\delta$ and an anti-extensive erosion $\varepsilon$ on $\mathcal{P}(E)$, so $\delta(E) = E$ and $\varepsilon(\emptyset) = \emptyset$. Consider the non-increasing operator on $\mathcal{P}(E)$ given by their difference, $\delta \setminus \varepsilon : X \rightarrow \delta(X) \setminus \varepsilon(X)$. Then $\delta \setminus \varepsilon(X_{(0,0)}(F)) = (\delta \setminus \varepsilon)(X_{(2,1)}(F)) = E \setminus \emptyset = E$, $\delta \setminus \varepsilon(X_{(2,3)}(F)) = \delta(A) \setminus \varepsilon(A)$ and $\delta \setminus \varepsilon(X_{(4,4)}(F)) = \emptyset \setminus \emptyset = \emptyset$. Thus for $p \in \delta(A) \setminus \varepsilon(A)$ we have $\chi(\delta \setminus \varepsilon)(X_{c}(F))(p) = 1$ for $n = (2,3)$ and 0 for $n \neq (2,3)$, so

$$S(\chi(\delta \setminus \varepsilon)(X_{c}(F))(p) \mid p \in V) = 0 \cdot [(2,1) - (0,0)] + 1 \cdot [(2,3) - (2,1)] + 0 \cdot [(4,4) - (2,3)] = (2,3) - (2,1) = (0,2);$$

hence (42) will give $(\delta \setminus \varepsilon)^{+}(F)(p) = (0, 2) \notin V$.

We end this subsection by describing some well-known examples of non-increasing flat operators given in the literature. For the sake of simplicity, we can assume that $E$ is the digital space $\mathbb{Z}^n$ and that $V$ is an interval $[\bot, \top]$ in $\mathbb{R}^m$ or $\mathbb{Z}^m$ ($m \geq 1$), thus we are in the standard case. Then $V$ will be a completely distributive complete lattice, which is a necessary requirement for obtaining the usual properties of increasing flat operators [16]. Moreover, for any increasing operator $\psi$, Proposition 20 gives $\psi^{+} = \psi^{V}$; the shifted flat extension of $\psi$ coincides with the standard flat extension according to [16]. For $X \in \mathcal{P}(E)$, we write $X = E \setminus X$ (the complement of $X$) and $\bar{X} = \{ -x \mid x \in X \}$ (the symmetrical of $X$). Recall from (5) the dilation $\delta_B$ and erosion $\varepsilon_B$ by a structuring element $B \in \mathcal{P}(E)$; we assume that $B \neq \emptyset$. Write id for the identity operator on $\mathcal{P}(E)$.

When $B$ is the digital neighbourhood of the origin (origin included), $\delta_B(X) \setminus X$ is the outer border of $X$ (set of all points of $X$ neighbouring at least one point of $X$), while $X \setminus \varepsilon_B(X)$ is the inner border of $X$ (set of all points of $X$ neighbouring at least one point of $X^c$); their disjoint union $\delta_B(X) \setminus \varepsilon_B(X)$ is the border of $X$. We can generalise this to any symmetrical structuring element $B$ containing the origin, and we get thus the three image transformations $\delta_B \setminus \text{id}, \text{id} \setminus \varepsilon_B$ and $\delta_B \setminus \varepsilon_B$. Since $B$ contains the origin, $\delta_B$ is extensive and $\varepsilon_B$ is anti-extensive, that is, $\varepsilon_B(X) \subseteq X \subseteq \delta_B(X)$ for all $X \in \mathcal{P}(E)$, so we get:

$$\chi(\delta_B \setminus \text{id}) = \chi \delta_B - \chi \text{id}, \quad \chi(\text{id} \setminus \varepsilon_B) = \chi \text{id} - \chi \varepsilon_B,$$

$$\chi(\delta_B \setminus \varepsilon_B) = \chi \delta_B - \chi \varepsilon_B = \chi(\delta_B \setminus \text{id}) + \chi(\text{id} \setminus \varepsilon_B).$$

From (40,42) and the linearity of summation, we derive:

$$\chi(\delta_B \setminus \text{id})^{+}V = \delta_B^{+}V - \text{id}^{+}V, \quad (\delta_B \setminus \text{id})^{+}V = \bot + \delta_B^{+}V - \text{id}^{+}V,$$

$$\chi(\text{id} \setminus \varepsilon_B)^{+}V = \text{id}^{+}V - \varepsilon_B^{+}V, \quad (\text{id} \setminus \varepsilon_B)^{+}V = \bot + \text{id}^{+}V - \varepsilon_B^{+}V,$$

$$\chi(\delta_B \setminus \varepsilon_B)^{+}V = \delta_B^{+}V - \varepsilon_B^{+}V, \quad (\delta_B \setminus \varepsilon_B)^{+}V = \bot + \delta_B^{+}V - \varepsilon_B^{+}V.$$

Here $\text{id}^{+}V$ will be the identity operator on $V^E$, while $\delta_B^{+}V$ and $\varepsilon_B^{+}V$ will be the standard flat dilation and erosion $\delta_B^{+}$ and $\varepsilon_B^{+}$ based on computing a local supremum and infimum respectively, see [16]. The three operators $\delta_B^{+}V - \text{id}^{+}V, \text{id}^{+}V - \varepsilon_B^{+}V$ and $\delta_B^{+}V - \varepsilon_B^{+}V$ are called the external gradient, internal gradient and Beucher gradient (or morphological gradient) respectively [22]; they are morphological variants of the traditional Roberts, Prewitt or Sobel gradients based on linear convolution.

The Laplacian on binary images (12) is the image measurement $\mathcal{P}(E) \rightarrow \{-1, 0, +1\}^E$ defined by

$$\chi(\delta_B \setminus \text{id}) - \chi(\text{id} \setminus \varepsilon_B) = \chi \delta_B + \chi \varepsilon_B - 2\chi \text{id}.$$

Its no-shift flat extension is then the morphological Laplacian:

$$\chi(\delta_B \setminus \text{id})^{+}V - \chi(\text{id} \setminus \varepsilon_B)^{+}V = \delta_B^{+}V + \varepsilon_B^{+}V - 2\text{id}^{+}V.$$

Take now any non-empty structuring element $B$, and consider the opening and closing by $B$,

$$\gamma_B : \mathcal{P}(E) \rightarrow \mathcal{P}(E) : X \mapsto (X \ominus B) \ominus B = \delta_B(\varepsilon_B(X)),$$

$$\varphi_B : \mathcal{P}(E) \rightarrow \mathcal{P}(E) : X \mapsto (X \ominus B) \ominus B = \varepsilon_B(\delta_B(X)).$$
Thus for any transform constrained hit-or-miss transform, have previously been defined in an intuitive way as a grey-level extension exactly Soille’s unconstrained hit-or-miss transform. This operator was further analysed in [12], where it was shown that are too narrow to contain a translate of \( B \); their disjoint union \( \varphi_B(X) \setminus \gamma_B(X) \) will show both. With the gradient, we get:

\[
\chi(id \setminus \gamma_B) = \chi id - \chi \gamma_B, \quad \chi(\varphi_B \setminus id) = \chi \varphi_B - \chi id, \\
\chi(\varphi_B \setminus \gamma_B) = \chi \varphi_B - \chi \gamma_B = \chi(\varphi_B \setminus id) + \chi(id \setminus \gamma_B) .
\]

Then we obtain their no-shift flat extensions:

\[
\left[ \chi(id \setminus \gamma_B) \right]^V = id^V - \gamma_B^V, \quad (id \setminus \gamma_B)^V = \perp + id^V - \gamma_B^V , \\
\left[ \chi(\varphi_B \setminus id) \right]^V = \varphi_B^V - id^V , \quad (\varphi_B \setminus id)^V = \perp + \varphi_B^V - id^V , \\
\left[ \chi(\varphi_B \setminus \gamma_B) \right]^V = \varphi_B^V - \gamma_B^V , \quad (\varphi_B \setminus \gamma_B)^V = \perp + \varphi_B^V - \gamma_B^V .
\]

Here \( \gamma_B^V = \delta_B^+ \epsilon_B^V \) and \( \varphi_B^V = \epsilon_B^V \delta_B^+ \), the flat opening and closing, are obtained by composing the flat erosion and dilation, see [16]. The three operators \( id^V - \gamma_B^V \), \( \varphi_B^V - id^V \) and \( \varphi_B^V - \gamma_B^V \) are called the white top-hat, black top-hat and self-complementary top-hat respectively [22]; the same names can also be used for their binary counterparts \( id \setminus \gamma_B, \varphi_B \setminus id \) and \( \varphi_B \setminus \gamma_B \). In the case of grey-level or colour images, the white top-hat shows narrow bright zones, the black top-hat shows narrow dark zones, and the self-complementary top-hat shows both.

The hit-or-miss transform uses a pair \((A, B)\) of structuring elements, and looks for all positions where \( A \) can be fitted within a figure \( X \), and \( B \) within the background \( X^c \) [20], in other words it is the operator \( HMT_{(A,B)} : \mathcal{P}(E) \to \mathcal{P}(E) \) defined by

\[
HMT_{(A,B)}(X) = \{ p \in E \mid A_p \subseteq X \text{ and } B_p \subseteq X^c \} \\
= \epsilon_A(X) \cap \epsilon_B(X^c) = \epsilon_A(X) \setminus \delta_B(X) .
\]

One assumes that \( A \cap B = \emptyset \), otherwise we have always \( HMT_{(A,B)}(X) = \emptyset \). We can write \( HMT_{(A,B)}(X) = \epsilon_A(X) \setminus (\delta_B(X) \cap \epsilon_A(X)) \), where we always have \( \delta_B(X) \cap \epsilon_A(X) \subseteq \epsilon_A(X) \). Thus

\[
\chi HMT_{(A,B)} = \chi \epsilon_A - \chi (\delta_B \cap \epsilon_A) = \chi \epsilon_A - (\chi \delta_B \cap \chi \epsilon_A) ,
\]

where \( \cap \) is the meet (binary infimum) operation. Now \( \delta_B \cap \epsilon_A)^V = \delta_B^+ \epsilon_A^V \) [16], hence we obtain:

\[
\left[ \chi HMT_{(A,B)} \right]^V = \epsilon_A^V - (\delta_B \cap \epsilon_A)^V = \epsilon_A^V - (\delta_B^+ \epsilon_A^V) , \\
HMT_{(A,B)}^V = \perp + \epsilon_A^V - (\delta_B \cap \epsilon_A)^V = \perp + \epsilon_A^V - (\delta_B^+ \epsilon_A^V) .
\]

Thus for any \( F : E \to V \) and \( p \in E \) we have:

\[
\left[ \chi HMT_{(A,B)} \right]^V(F)(p) = \epsilon_A^V(F)(p) - \min \left[ \delta_B^+(F)(p), \epsilon_A^V(F)(p) \right] \\
= \max \left[ \epsilon_A^V(F)(p) - \delta_B^+(F)(p), 0 \right] .
\]

In the case of images with discrete grey-levels \( V = T = \{ t_0, \ldots, t_1 \} \subset \mathbb{Z} \), Soille’s unconstrained hit-or-miss transform [22] was defined, for an input grey-level image \( F \), by computing at every point \( p \in E \) the length of the interval

\[
\{ t \in T \mid p \in HMT_{(A,B)}(X_t(F)) \} = \{ t \in T \mid p \in \epsilon_A(X_t(F), p \notin \delta_B(X_t(F)) \} ,
\]

that is, the summation \( \mathcal{S}(\chi HMT_{(A,B)}(X_t(F))(p) \mid t \in T) \). Thus the no-shift flat extension \( \left[ \chi HMT_{(A,B)} \right]^V \) is exactly Soille’s unconstrained hit-or-miss transform. This operator was further analysed in [12], where it was extended to continuous grey-levles \( T \subset \mathbb{R} \) and to grey-level structuring functions instead of structuring elements. This paper gave a general survey of the various types of hit-or-miss transforms for grey-level images.

These examples of non-increasing flat grey-level operators, namely the external, internal and Beucher gradient, the morphological Laplacian, the white, black, and self-complementary top-hat, and Soille’s unconstrained hit-or-miss transform, have previously been defined in an intuitive way as a grey-level extension.
of the corresponding set operators. No formal theory for their construction was given, except in [12] for the specific case of the hit-or-miss transform.

Note that their form given in the literature always coincides with the no-shift flat extension $(\chi \psi)^{-v}$ of the corresponding binary image transformation $\psi$, rather than the shifted one $\psi^{v} = \perp + (\chi \psi)^{-v}$. Indeed, most authors implicitly assume image intensities to be between 0 and 255, in other words, $\perp = 0$, so the intensity shift by $\perp$ does not matter.

5.2 Bounded variation of image measurements

We have now to analyse conditions for the summation $\delta (\mu(X,(F))(p) \mid v \in V)$ of (40) to be well-defined, in other words for the summed function to have bounded variation: $TV(\mu(X,(F))(p) \mid v \in V) < \infty$. Then the no-shift flat extension (40), and the shifted one (42) for $\mu = \chi \psi$, will be well-defined.

Recall from Subsection 1.3 $h(V)$, the height of $V$, that is, the supremum of the lengths of all chains in $P$; for a finite interval $K \subset \mathbb{Z}$ we have similarly its height $h(K) = \max K - \min K$.

Now the total variation of $\mu(X,(F))(p)$ on $v \in V$ can be bounded either by $h(K)h(V)$, or by the total variation of $\mu(Z)(p)$ on $Z \in \mathcal{P}(E)$:

**Proposition 23.** Let $\mu : \mathcal{P}(E) \to K^E$ be a binary image measurement, for a finite interval $K \subset \mathbb{Z}$. Then for any $F \in V^E$ and $p \in E$, $TV(\mu(X,(F))(p) \mid v \in V) \leq \min \{ h(K)h(V), TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \}$.

**Proof.** Let $F \in V^E$ and consider a strictly increasing sequence $(s_0, \ldots, s_n)$ in $V$. Then for $i = 1, \ldots, n$, $|\mu(X,(F))(p) - \mu(X,(s_i,F))(p)| \leq h(K)$, while obviously $n \leq h(V)$. Hence

$$TV(\mu(X,(F))(p) \mid v \in V) = \sum_{i=0}^{n} |\mu(X,(F))(p) - \mu(X,(s_i,F))(p)| \leq \sum_{i=0}^{n} h(K) = h(K)h(V).$$

Since $TV(s_0, \ldots, s_n) = TV(\mu(X,(F))(p) \mid v \in V) \leq h(K)h(V)$ for every strictly increasing sequence $(s_0, \ldots, s_n)$ in $V$, by taking the supremum on such sequences, we deduce that $TV(\mu(X,(F))(p) \mid v \in V) \leq h(K)h(V)$.

Now $X,(F)$ decreases when $i$ increases from 1 to $n$. We eliminate in the sequence $s_0, \ldots, s_n$ all $s_i$ with $X,(F) = X,(s_i,F)$, we obtain thus a subsequence $(t_0, \ldots, t_m)$, where $m \leq n$, such that $X,(F) \subset \cdots \subset X,(t_m,F)$. For $j = 0, \ldots, m$, let $Z_j = X,(t_j,F)$, so $Z_0 \subset \cdots \subset Z_m$. Then (with the change of variable $k = m - j + 1$ at the end of the second line),

$$TV(\mu(X,(F))(p) \mid v \in V) = \sum_{i=1}^{n} |\mu(X,(F))(p) - \mu(X,(s_i,F))(p)|$$

$$= \sum_{j=1}^{m} |\mu(X,(F))(p) - \mu(X,(t_j,F))(p)| = \sum_{j=1}^{m} |\mu(Z_{m-j}(p) - \mu(Z_{m-j+1}(p))| = \sum_{k=1}^{m} |\mu(Z_k(p) - \mu(Z_{k-1}(p))| = TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \leq TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)).$$

By taking the supremum on all strictly increasing sequences $(s_0, \ldots, s_n)$, we obtain $TV(\mu(X,(F))(p) \mid v \in V) \leq TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)).$

**Remark 24.** When $h(K) = 1$, that is, $K = \{k, k+1\}$ for some $k \in \mathbb{Z}$ (for instance, if $\mu = \chi \psi$ for a binary image transformation $\psi : \mathcal{P}(E) \to \mathcal{P}(E)$), then the bound given in Proposition 23 is the best possible: for any natural $u$ such that $h(V)$, $TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E))$, there exists $F \in V^E$ such that $TV(\mu(X,(F))(p) \mid v \in V) = u$, so we get $\sup_{p \in V^E} TV(\mu(X,(F))(p) \mid v \in V) = \min (h(V), TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E))).$

Indeed, there is a strictly increasing sequence $Y_0 \subset \cdots \subset Y_n$ in $\mathcal{P}(E)$ such that $TV(\mu(Y_0, \ldots, Y_n)(p) \mid Z \in \{Y_0, \ldots, Y_n\}) = u$. By eliminating all terms $Y_i$ such that $\mu(Y_i)(p) = \mu(Y_{i+1})(p)$, we obtain a subsequence $(X_0, \ldots, X_m)$ such that for $i = 1, \ldots, m$ we have $\mu(X_i)(p) = \mu(X_{i+1})(p)$; as $h(K) = 1$, the sequence of $\mu(X_i)(p)$,
We consider now a condition that puts a limit on the variation of the function $u$, then for any $i \in \{0, \ldots, n\}$.

**Proposition 26.** Let $\mathcal{V}(\mathcal{E}) \rightarrow \mathcal{K}$ be a binary image measurement, for a finite interval $K \subset \mathbb{Z}$. If $\mu$ is local, then for any $p \in \mathcal{E}$,

$$TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) = TV(\mu(X)(p) \mid X \in \mathcal{P}(W(p))) \leq h(K)W(p).$$

**Proof.** Let $(Z_0, \ldots, Z_n)$ be a strictly increasing sequence in $\mathcal{P}(E)$. If we remove from that sequence all $Z_i$ such that $Z_i \cap W(p) = Z_{i-1} \cap W(p)$, we obtain a subsequence $(Y_0, \ldots, Y_m)$ such that the sequence $(Y_0 \cap W(p), \ldots, Y_m \cap W(p))$ is strictly increasing. Since $\mu$ is local,

$$TV(\mathcal{V}(X)(p) \mid Z \in \mathcal{P}(E)) = \sum_{i=1}^{n} |\mu(Z_i)(p) - \mu(Z_{i-1})(p)| = \sum_{i=1}^{n} |\mu(Z_i \cap W(p))(p) - \mu(Z_{i-1} \cap W(p))(p)| = \sum_{j=1}^{m} |\mu(Y_j \cap W(p))(p) - \mu(Y_{j-1} \cap W(p))(p)|.$$

Now $\mathcal{P}(W(p))$, ordered by inclusion, has height $|W(p)|$, so the strictly increasing sequence $Y_j \cap W(p)$ ($j = 0, \ldots, m$) has length at most $|W(p)|$, thus $m \leq |W(p)|$. Hence

$$\sum_{j=1}^{m} |\mu(Y_j \cap W(p))(p) - \mu(Y_{j-1} \cap W(p))(p)| \leq h(K)m \leq h(K)W(p).$$

The result follows.
Therefore, when a binary image measurement \( \mu \) is local, for any \( F \in \mathcal{V}^E \) and \( p \in E \), Proposition 23 gives \( TV(\mu(X_n(F))(p) \mid v \in V) \leq h(K)W(p) \), so the flat extension \( \mu^{-}\) will be well-defined.

Let us say that the binary image measurement \( \mu \) is of uniform bounded variation if \( \sup_{p \in E} TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) < \infty \). This property is stronger than the having \( TV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \) finite for all \( p \in E \) (which is the sufficient condition we gave for the flat extension \( \mu^{-} \) to be well-defined), as shown by the following example:

**Example 27.** Let \( E = \mathbb{N} \), and define the binary image transformation \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \) as follows: \( \forall Z \in \mathcal{P}(E), \psi(Z) = \begin{cases} \mathbb{N} & \text{if } X \text{ is infinite}, \\ \{0, \ldots, |X|\} \cup (2N + 1) & \text{if } X \text{ is finite and } |X| \text{ is odd}, \\ \{0, \ldots, |X|\} \cup 2N & \text{if } X \text{ is finite and } |X| \text{ is even}. \end{cases} \)

Here \( 2N \) and \( 2N + 1 \) are the sets respectively of even and of odd naturals. Then for a growing sequence of sets \( (X_n)_{n \in \mathbb{N}} \), where \( |X_n| = n \), for every \( m \in E \) we have \( m \in \psi(X_n) \) if \( n \) has the same parity as \( m \) or if \( n > m \). Thus \( \chi\psi(X_n)(m) \) alternates for \( n \leq m \), hence we get \( TV(\chi\psi(Z)(m) \mid Z \in \mathcal{P}(E)) = m \). Therefore \( \chi\psi \) has bounded variation at every point, but is not of uniform bounded variation.

By Proposition 26, a local binary image measurement will be of uniform bounded variation if \( \sup_{p \in E} |W(p)| < \infty \); this is for instance the case when \( E = \mathbb{R}^n \) or \( \mathbb{Z}^n \) and the local operator \( \mu \) is translation-invariant, because here \( W(p) = B_p \), the translate by \( p \) of a fixed finite structuring element \( B \).

Now uniform bounded variation is precisely the necessary and sufficient condition for a binary image measurement \( \mu \) to take the form of a sum and difference of characteristic functions of increasing binary image transformations:

\[
\mu = \sum_{i=1}^{m} \chi_{\eta_i} - \sum_{j=1}^{n} \chi_{\theta_j}, \quad \text{for } \eta_1, \ldots, \eta_m, \theta_1, \ldots, \theta_n : \mathcal{P}(E) \to \mathcal{P}(E), \text{ which are all increasing} .
\]

**Proposition 28.** A binary image measurement \( \mu : \mathcal{P}(E) \to K^E \) (for a finite interval \( K \subset \mathbb{Z} \)) has a decomposition of the form \((44)\) if and only if it is of uniform bounded variation. More precisely:

1. Given a decomposition of the form \((44)\), we have \( \sup_{p \in E} PV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \leq m \) and \( \sup_{p \in E} NV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \leq n \).

2. For \( \mu \) of uniform bounded variation, there is a decomposition of the form \((44)\) with \( m \leq [\max K]^+ + \sup_{p \in E} PV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \) and \( n \leq [\min K]^+ + \sup_{p \in E} NV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \).

**Proof.** Let \( p \in E \). In a decomposition of the form \((44)\), each map \( \mathcal{P}(E) \to \{0, 1\} : Z \mapsto \chi_{\eta_i}(Z)(i = 1, \ldots, m) \) and \( Z \mapsto \chi_{\theta_j}(Z)(j = 1, \ldots, n) \), when applied to an increasing sequence of sets, has a unique variation from 0 to 1. Thus \( PV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \leq m \) and \( NV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) \leq n \). Hence item 1 holds.

Let now \( \mu \) be of uniform bounded variation. For each \( p \in E \), we apply Proposition 17 to \( f^{p} : \mathcal{P}(E) \to K : Z \mapsto (\mu(Z)(p)) \). We have the positive and negative increments \( f^{p}_{+} \) and \( f^{p}_{-} \), see (23), given by setting for \( X \in \mathcal{P}(E) \):

\[
f^{p}_{+}(X) = [\mu(0)(p)]^+ + PV_{[0,\chi_{\eta_i}]}(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) , \quad f^{p}_{-}(X) = [\mu(0)(p)]^- + NV_{[0,\chi_{\eta_i}]}(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) .
\]

Let \( m = \sup(f^{p}_{+}(X) \mid X \in \mathcal{P}(E), p \in E) \) and \( n = \sup(f^{p}_{-}(X) \mid X \in \mathcal{P}(E), p \in E) \). We have then

\[
\begin{align*}
m &\leq [\max K]^+ + \sup_{p \in E} PV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) , \\
n &\leq [\min K]^+ + \sup_{p \in E} NV(\mu(Z)(p) \mid Z \in \mathcal{P}(E)) .
\end{align*}
\]

We take the increasing functions \( g_1, \ldots, g_m, h_1, \ldots, h_n : P \to \{0, 1\} \) as in Proposition 17, and we have \( f^{p} = \sum_{i=1}^{m} g_i - \sum_{j=1}^{n} h_j \). We define then for any \( Z \in \mathcal{P}(E) \): \( \chi_{\eta_i}(Z)(p) = g_i(Z) \) (\( i = 1, \ldots, m \)) and \( \chi_{\theta_j}(Z)(p) = h_j(Z) \) (\( j = 1, \ldots, n \)). This definition, made for each \( p \in E \), gives thus the binary image transformations \( \eta_i \) and \( \theta_j \). Since for each \( p \in E \), \( \chi_{\eta_i}(Z)(p) \) and \( \chi_{\theta_j}(Z)(p) \) are increasing in \( Z \), and \( \mu(Z)(p) = \sum_{i=1}^{m} \chi_{\eta_i}(Z)(p) - \sum_{j=1}^{n} \chi_{\theta_j}(Z)(p) \), the maps \( \eta_i \) and \( \theta_j \) are increasing and \((44)\) holds.
Proposition 29. A binary image measurement \( \mu : \mathcal{P}(E) \to K^E \) (for a finite interval \( K \subset \mathbb{Z} \)) has a decomposition of the form
\[
\mu = \sum_{i=1}^{n} (-1)^{i-1} \chi \psi_i , \quad \psi_1, \ldots, \psi_n : \mathcal{P}(E) \to \mathcal{P}(E)
\]
all increasing, with \( \psi_1 > \cdots > \psi_n \), if and only if \( \mu \) is of uniform bounded variation and there is a binary image transformation \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \) such that \( \mu = \chi \psi \).

Proof. If \( \mu \) is of uniform bounded variation and \( \mu = \chi \psi \) for \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \), we apply the same argument as in Proposition 28, but using Theorem 18 instead of Proposition 17, which gives thus (45) in place of (44). Conversely, if (45) holds, we use Proposition 19 in the argument.

\[ \square \]

5.3 General properties

We will give some mathematical properties of flat extension, following Section 3 of [16]. We consider first the standard case, see Subsection 5.1: \( V = [\bot, \top] \), a closed interval in the module \( U = C_1 \times \cdots \times C_n \); thus \( V = V_1 \times \cdots \times V_n \) for \( V_i = [\bot_i, \top_i] \) (\( i = 1, \ldots, n \)). For instance, in multivalued images, \( V = T^n \) (\( n > 1 \)), for a closed interval \( T \).

Recall from (30) the \( i \)-th projection \( \pi_i : V \to V_i : (v_1, \ldots, v_n) \mapsto v_i \) for \( i = 1, \ldots, n \); it can naturally be extended to a projection \( \Pi_i : V^E \to V_i^E : F \mapsto \Pi_i(F) \) from images having values in \( V \) to images with values in \( V_i \), by applying it pointwise: \( \Pi_i(F)(p) = \pi_i(F(p)) \). For instance, if \( V \) consists of RGB colours and \( \pi_i \) projects a colour on its red component, then \( \Pi_i \) will associate to a colour image its red layer. We obtain the same result as Proposition 12 of [16]: a flat operator is obtained by applying that flat operator on each projection. For instance, a RGB colour Laplacian is obtained by applying the intensity Laplacian to each R, G and B layer.

Proposition 30. Assume the standard case. Let \( F : E \to V \). For every binary image measurement \( \mu \) we have \( \Pi_i(\mu^{-V}(F)) = \mu^{-V}(\Pi_i(F)) \) for all \( i = 1, \ldots, n \). For every binary image transformation \( \psi \) we have \( \Pi_i(\psi^{+V}(F)) = \psi^{+V}(\Pi_i(F)) \) for all \( i = 1, \ldots, n \).

Proof. Let \( p \in E \). By (40), \( \mu^{-V}(F)(p) = S_{[\bot, \top]}(\mu(X_v(F))(p) \mid v \in V) \). We apply the definition of projection, then by Theorem 10 we get:
\[
\Pi_i(\mu^{-V}(F))(p) = \pi_i(\mu^{-V}(F)(p)) = \pi_i(S_{[\bot, \top]}(\mu(X_v(F))(p) \mid v \in V)) = S_{[\bot_i, \top_i]}(\mu(X_{\eta_{\top}(p)}(F))(p) \mid t \in V_i)
\]
where by (31) we have \( \eta_{\top}^{-1}(t) = (\bot_1, \ldots, \bot_{i-1}, t, \bot_{i+1}, \ldots, \bot_n) \). Now for any \( q \in E \), we have \( q \in X_{\eta_i^{-1}(q)}(F) \) iff \( F(q) \geq \eta_i^{-1}(t) \), iff
\[
(\pi_1(F(q)), \ldots, \pi_n(F(q))) \geq (\bot_1, \ldots, \bot_{i-1}, t, \bot_{i+1}, \ldots, \bot_n)
\]
that is, iff \( \Pi_i(F)(q) = \pi_i(F(q)) \geq t \), in other words \( q \in X_i(\Pi_i(F)) \). Hence \( X_{\eta_i^{-1}(q)}(F) = X_i(\Pi_i(F)) \), and the above with (40) again gives:
\[
\Pi_i(\mu^{-V}(F))(p) = S_{[\bot, \top]}(\mu(X_{\eta_i^{-1}(q)}(F))(p) \mid t \in V_i) = S_{[\bot_i, \top_i]}(\mu(X_i(\Pi_i(F)))(p) \mid t \in V_i) = (\mu^{-V}(\Pi_i(F))(p).
\]
As the equality holds for any \( p \in E \), we deduce the identity \( \Pi_i(\mu^{-V}(F)) = \mu^{-V}(\Pi_i(F)) \). Now for a binary image transformation \( \psi \), we apply (42), so
\[
\Pi_i(\psi^{+V}(F)) = \Pi_i(\mu^{-V}(F)) + [\chi \psi]^{-V}(F).
\]
\[ \square \]
In Subsection 5.1 we considered also the sub-standard case, where \( V \) is a complete sublattice of \([\bot, \top]\). The following result shows that for flat operators, the sub-standard case reduces to the standard case.

**Proposition 31.** Let \( W \) be a complete sublattice of \( V \) and let \( F : E \to W \). For every binary image measurement \( \mu \) we have \( \mu \cdot W(F) = \mu \cdot V(F) \), and for every binary image transformation \( \psi \) we have \( \psi \cdot W(F) = \psi \cdot V(F) \).

**Proof.** We refer to Lemma 3 of [16]: for any \( v \in V \), let \( s(v, F) = \inf \{ F(p) \mid p \in X_v(F) \} \); then \( s(v, F) \geq v \) and \( X_{s(v, F)}(F) = X_v(F) \). Since all \( F(p) \in W \), we deduce that \( s(v, F) \in W \). Let \( \psi \) be the closure operator corresponding to the closure range \( W \), in other words, for any \( v \in V \), \( \psi(v) \) is the least \( w \in W \) such that \( w \geq v \). Then \( v \leq \psi(v) \leq s(v, F) \), hence \( X_v(F) \supseteq X_{\psi(v)}(F) \supseteq X_{s(v, F)}(F) = X_v(F) \), thus \( X_{\psi(v)}(F) = X_v(F) \).

Let \( p \in E \). We apply Proposition 13 with \( P = V \), \( M = W \) and \( f : W \to Z : w \mapsto \mu(X_w(F))(p) \). Then \( f_\psi \) is the map \( V \to Z : v \mapsto \mu(X_{\psi(v)}(F))(p) \). As \( X_{\psi(v)}(F) = X_v(F) \), we have \( f_\psi : v \mapsto \mu(X_v(F))(p) \). As the summation \( S \) is additive on \( V \), it will be additive on \( W, f \) has the same bounded variation as \( f_\psi \), and we get \( S(f_\psi) = S(f) \), that is, \( S(\mu(X_w(F))(p) \mid v \in V) = S(\mu(X_v(F))(p) \mid w \in W) \). By (41), this means that \( \mu \cdot W(F)(p) = \mu \cdot V(F)(p) \).

Finally, (42) gives \( \psi \cdot W(F)(p) = \psi \cdot V(F)(p) \) if \( \psi \cdot V(F)(p) \).

A particular case is \( W = \{ \bot, \top \} \). Images \( E \to \{ \bot, \top \} \) correspond to subsets of \( E \). For any \( A \in \mathcal{P}(E) \), define \( B_{\top}[A] : E \to W \) by \( B_{\top}[A] = \top + (\top -\bot)A \), in other words:

\[
\forall p \in E, \quad B_{\top}[A](p) = \begin{cases} 
\top & \text{if } p \in A, \\
\bot & \text{if } p \notin A.
\end{cases}
\] (46)

Then for every \( F : E \to \{ \bot, \top \} \), we have \( F = B_{\top}[A] \) for \( A = F^{-1}(\top) = X_\top(F) \). Now a flat operator will behave on \( B_{\top}[A] \) as the corresponding set operator on \( A \). The following result generalises Proposition 15 of [16]:

**Corollary 32.** Let \( A \in \mathcal{P}(E) \). For any binary image measurement \( \mu \) we have \( \mu \cdot V(B_{\top}[A]) = (\top - \bot)\mu(A) \). For any binary image transformation \( \psi \) we have \( \psi \cdot (B_{\top}[A]) = B_{\top}[\psi(A)] \).

**Proof.** The summation \( S_{\{\bot, \top\}}(f) \) of a function \( f : \{\bot, \top\} \to \mathbb{R} \) reduces to \( (\top - \bot)f(\top) \). Thus, by (40) and Proposition 31, we get:

\[
\mu \cdot V(B_{\top}[A]) = \mu^{-\{\bot, \top\}}(B_{\top}[A]) = S_{\{\bot, \top\}}(\mu(X_v(B_{\top}[A]))(p) \mid v \in \{\bot, \top\}) = (\top - \bot)\mu(X_\top(B_{\top}[A])) = (\top - \bot)\mu(A).
\]

By (42), we derive with \( \mu = \chi \psi \):

\[
\psi \cdot V(B_{\top}[A])(p) = \top + (\chi \psi) \cdot V(B_{\top}[A])(p) = \top + (\top - \bot)\chi \psi(A) = B_{\top}[\psi(A)].
\]

A special case is given by \( \bot = 0 \) and \( \top = 1 \). Here \( B_{\top}[A] = \chi A \), see (6), and we get \( \mu^{-0,1}(\chi A) = \mu(A) \) and \( \psi^{+0,1}(\chi A) = \chi \psi(A) \). The following generalises Corollary 29 of [16]:

**Corollary 33.** For any two binary image measurements \( \mu_1, \mu_2 \) we have \( \mu_1 \leq \mu_2 \iff \mu_1 \cdot V \leq \mu_2 \cdot V \). For any two binary image transformation \( \psi_1, \psi_2 \) we have \( \psi_1 \leq \psi_2 \iff \psi_1 \cdot V \leq \psi_2 \cdot V \). In particular, the two maps \( \mu \mapsto \mu \cdot V \) and \( \psi \mapsto \psi \cdot V \) are injective.

**Proof.** Since summation is increasing on BV functions, we have \( \mu_1 \leq \mu_2 \iff \mu_1 \cdot V \leq \mu_2 \cdot V \) and \( \psi_1 \leq \psi_2 \iff \psi_1 \cdot V \leq \psi_2 \cdot V \). Conversely, if \( \mu_1 \leq \mu_2 \), then by Corollary 32 we get for any \( A \in \mathcal{P}(E) : (\top - \bot)\mu_1(A) = \mu_1 \cdot V(B_{\top}[A]) = \mu_2 \cdot V(B_{\top}[A]) = (\top - \bot)\mu_2(A) \), that is, \( \mu_1(A) \leq \mu_2(A) \); hence \( \mu_1 \leq \mu_2 \). Similarly \( \psi_1 \cdot V \leq \psi_2 \cdot V \) gives \( \psi_1 \cdot V(B_{\top}[A]) = \psi_1 \cdot V(B_{\top}[A]) = \psi_2 \cdot V(B_{\top}[A]) = B_{\top}[\psi_2(A)] \), so by (41) we get \( \psi_1(A) \leq \psi_2(A) \); hence \( \psi_1 \leq \psi_2 \). Now

\[
\mu_1 \cdot V = \mu_2 \cdot V \iff (\mu_1 \cdot V \leq \mu_2 \cdot V \text{ and } \mu_2 \cdot V \leq \mu_1 \cdot V) \iff (\mu_1 \leq \mu_2 \text{ and } \mu_2 \leq \mu_1) \iff \mu_1 = \mu_2.
\]

We show similarly that \( \psi_1 \cdot V = \psi_2 \cdot V \iff \psi_1 = \psi_2 \). Thus the two maps \( \mu \mapsto \mu \cdot V \) and \( \psi \mapsto \psi \cdot V \) are injective.
It is known that for images with values in a finite chain, usual flat operators (median filter, dilation, erosion, opening or closing by a non-empty structuring element) do not create new values in an image. This is not true for images with values in an infinite chain or a product of chains. The topic of image values generated by increasing flat operators was analysed precisely in [16], see its Proposition 13 and Theorem 19, then its Subsection 3.3 for more details. We summarise these results. Let \( \psi \) be an increasing binary image transformation; then for any \( F : E \to V \) and \( p \in E \):

1. \( \psi^V(F)(p) \) is a supremum of infima of \( F(q) \ (q \in E) \).
2. If \( p \in \psi(\emptyset) \), then in item 1 the empty infimum appears as an argument to the supremum, and \( \psi^V(F)(p) = \top \).
3. If \( p \in E \setminus \psi(E) \), then in item 1 the supremum is empty, and \( \psi^V(F)(p) = \bot \).
4. If \( p \in \psi(E) \setminus \psi(\emptyset) \), then in item 1 the supremum and all infima are non-empty, and \( F(p) \) lies between \( \bigwedge \{F(q) \mid q \in E\} \) and \( \bigvee \{F(q) \mid q \in E\} \).

Thus, from item 1, \( \psi^V(F)(p) \) belongs to the complete sublattice of \( V \) generated by \( \{F(q) \mid q \in E\} \). More specifically, following item 4, when \( p \in \psi(E) \setminus \psi(\emptyset) \), \( \psi^V(F)(p) \) belongs to the least subset of \( V \) containing \( \{F(q) \mid q \in E\} \) and closed under non-empty supremum and infimum; this set is a complete lattice, however its least and greatest elements can differ from \( \bot \) and \( \top \).

For operators that are not increasing, the flat extension will involve not only lattice-theoretical operations, but also arithmetical ones, see for instance Example 22. We obtain the following result for binary image measurements:

**Proposition 34.** Let \( W \) be a non-empty subset of \( V \), closed under non-empty (numerical) supremum and infimum, with least element \( \bot^0 = \inf W \) and greatest element \( \top_0 = \sup W \). Then \( S \) is additive on \( W \), and for any \( F : E \to W \) and for any binary image measurement \( \mu \), we have

\[
\mu^{-V}(F) = (\bot^0 - \bot)\mu(E) + \mu^{-W}(F) + (\top - \top_0)\mu(\emptyset) \ .
\]

**Proof.** Since \( W \) is a complete sublattice of \([\bot^0, \top_0] \), \( S \) is additive on \( W \) by Proposition 13. Let \( X = W \cup \{\bot, \top\} \). Then \( X \) is the complete sublattice of \( V \) generated by \( W \), and by Proposition 31, \( \mu_X^{-} = \mu^{-V} \). Clearly \( \bot^0 \) is comparable to every other element of \( X \): \( \bot \leq \bot^0 \leq \top \) and \( \bot^0 \leq x \) for any \( x \in W \); similarly \( \top_0 \) is comparable to every other element of \( X \). Let \( f : X \to R \); if \( \bot < \bot^0 \), Lemma 15 gives \( S[\bot, \top](f) = S[\bot, \bot^0](f) + S[\bot^0, \top](f) \), while this equality obviously holds if \( \bot = \bot^0 \); similarly, \( S[\bot^0, \top](f) = S[\bot^0, \bot^0](f) + S[\bot^0, \top](f) \); thus \( S[\bot, \top](f) = S[\bot, \bot^0](f) + S[\bot^0, \top](f) \). Applying this to the map \( \nu \mapsto \mu(X)(p) \), with (40) we get

\[
\mu^{-X}(F)(p) = S[\bot, \top](\mu(X)(F)(p)) \ | \ v \in X = S[\bot, \bot^0](\mu(X)(F)(p)) \ | \ v \in X \\
+ S[\bot^0, \top](\mu(X)(F)(p)) \ | \ v \in X) + S[\bot^0, \top](\mu(X)(F)(p)) \ | \ v \in X) .
\]

Since \( F \) has values in the interval \([\bot^0, \top_0] \), we get \( X_\nu(F) = E \) for \( \nu \in [\bot, \bot^0] \) and \( X_\nu(F) = \emptyset \) for \( \nu > \top_0 \). Thus

\[
S[\bot, \bot^0](\mu(X)(F)(p)) \ | \ v \in X = S[\bot, \bot^0](\mu(E)(p)) \ | \ v \in X = (\bot^0 - \bot)\mu(E)(p)
\]

and

\[
S[\bot^0, \top](\mu(X)(F)(p)) \ | \ v \in X = S[\bot^0, \top](\mu(\emptyset)(p)) \ | \ v \in X = (\top - \top_0)\mu(\emptyset)(p) .
\]

On the other hand, (40) gives

\[
S[\bot^0, \top](\mu(X)(F)(p)) \ | \ v \in X = S[\bot^0, \top](\mu(\emptyset)(p)) \ | \ v \in W) = \mu^{-W}(F)(p) .
\]

Combining together the above equalities, we get

\[
\mu^{-X}(F)(p) = (\bot^0 - \bot)\mu(E)(p) + \mu^{-W}(F)(p) + (\top - \top_0)\mu(\emptyset)(p) ,
\]

and this for any \( p \in E \). Since \( \mu^{-X} = \mu^{-V} \), (47) holds. □
As we noticed in [16], when $E = \mathbb{R}^n$ or $\mathbb{Z}^n$ and the increasing binary image transformation $\psi$ is translation-invariant, $\psi(E)$ and $\psi(\emptyset)$ must be equal to $E$ or $\emptyset$; thus either (a) $\psi(E) = E$ and $\psi(\emptyset) = \emptyset$, (b) $\psi$ is the constant $E$ map, or (c) $\psi$ is the constant $\emptyset$ map. Hence the two joint conditions $\psi(E) = E$ and $\psi(\emptyset) = \emptyset$ appear as a standard requirement for increasing binary image transformations. Indeed, from item 4 above, they guarantee that each $\psi^V(F)(p)$ will be a non-empty supremum of non-empty infima of values $F(q)$ ($q \in E$). In particular $\psi^V$ will preserve constant functions, and for a function $F$ with values in an interval $[a, b]$, $\psi^V(F)$ will have values in that interval.

Let us now consider the corresponding requirements for a binary image measurement $\mu$, which is not necessarily increasing. We remark that when $E = \mathbb{R}^n$ or $\mathbb{Z}^n$ and $\mu$ is translation-invariant, $\mu(E)$ and $\mu(\emptyset)$ will be constant, but there is a priori no ordering between them. In view of (47), we will require $\mu(\emptyset) = 0$, so that values above $\mu_0$ will not influence the result. If we restrict ourselves to the no-shift flat extension, then we will require $\mu(E) = 0$, so that $\mu^V$ coincides with $\mu^{-W}$.

On the other hand, for a binary image transformation $\psi$, if we consider the shifted flat extension $\psi^+V$ rather than the no-shift flat extension $(\psi \psi)^V$, preserving an interval of image values requires both $\psi(E) = E$ and $\psi(\emptyset) = \emptyset$.

**Proposition 35.** For any binary image transformation $\psi$, the following three conditions are equivalent:

1. $\psi(E) = E$ and $\psi(\emptyset) = \emptyset$.
2. Given $a, b \in V$ with $a \leq b$, for any $F : E \to V$ such that $a \leq F(p) \leq b$ for all $p \in E$, we get $a \leq \psi^V(F)(p) \leq b$ for all $p \in E$.
3. $\psi^V$ preserves all constant functions: for any $a \in V$, let $C_a : E \to V : p \mapsto a$; then $\psi^V(C_a) = C_a$.

**Proof.** 1 implies 2: Suppose that $\psi(E) = E$ and $\psi(\emptyset) = \emptyset$. We apply Proposition 34 with $W = [a, b]$. Here (47) gives $\chi E = (a - \chi E + \chi E - W)(F) + (\top - b)\chi(\emptyset)$, where $\chi E$ is constant 1 and $\psi(\emptyset)$ is constant 0, in other words for any $p \in E$ we have $\chi E = (a - \chi E + \chi E - W)(F)(p)$, so (42) gives $\psi^V(F)(p) = \top + \chi E - W(F)(p)$, $\psi^V(F)(p) = \top + \chi E - W(F)(p)$. Now (41) gives $0 \leq \chi E - W(F)(p) \leq b - a$, so $a \leq \psi^V(F)(p) \leq b$.

2 implies 3 by taking $b = a$.

3 implies 1: Take any $a \in V$, and let $W = \{a\}$; then $\chi\psi^W(C_a)$ is constant 0, since we make a summation over the interval $[a, a]$. Then (47) with $F = C_a$ gives $(\chi \psi)^V(C_a) = (a - \chi \psi(E) + 0 + (\top - a)\chi \psi(\emptyset)$, so for any $p \in E$, (42) and the requirement that $\psi^V(C_a) = C_a$ give

$$a = C_a(p) = \psi^V(C_a)(p) = \top + (\chi \psi)^V(C_a)(p) =$$

$$\top + (a - \chi \psi(E) + (\top - a)\chi \psi(\emptyset)(p)).$$

Applying this equality to $a = \top$ gives $\top = \top + (\top - \chi \psi(\emptyset)(p))$, so $\chi \psi(\emptyset)(p) = 0$ for all $p \in E$, that is, $\psi(\emptyset) = 0$. Applying it to $a = \top$ gives $\top = \top + (\top - \chi \psi(E)(p))$, so $\chi \psi(E)(p) = 1$ for all $p \in E$, that is, $\psi(E) = E$. 

Let $E = \mathbb{R}^n$ or $\mathbb{Z}^n$, and consider a translation-invariant binary image transformation $\psi$ of bounded variation; then it will be of uniform bounded variation. Thus, Proposition 29 will give by (45) a decomposition $\chi \psi = \sum_{i=1}^n (-1)^{i-1} \chi \psi_i$, where $\psi_1, \ldots, \psi_n$ are increasing a binary image transformations and $\psi_1 > \cdots > \psi_n$. Now $\psi_1, \ldots, \psi_n$ will also be translation-invariant, so we have $\psi_i(E) = E$ unless $\psi_i$ is constant 0, and $\psi_i(\emptyset) = \emptyset$ unless $\psi_i$ is constant $E$. Since the constant 0 map is redundant in such a decomposition, we will have $\psi_i(E) = E$ for $i = 1, \ldots, n$. Hence $\psi(E) = E$ if $n$ is odd, and $\psi(E) = \emptyset$ if $n$ is even. If $\psi_i(\emptyset) = \emptyset$ for all $i$, then $\psi(\emptyset) = \emptyset$. If $\psi_1(\emptyset) = E$ for some $i$, then $\psi_1$ is the constant $E$ map, and as it is the greatest possible map, we necessarily have $i = 1$, and $\psi_i(\emptyset) = \emptyset$ for $i > 2$, so $\psi(\emptyset) = E$. Then $\psi$ involves a complementation, we have $\psi(X) = \theta(X)^c$ for all $X \in P(E)$, where $\theta$ is the translation-invariant binary image transformation given by $\theta = \sum_{i=2}^n (-1)^i \chi \psi_i$, with $\theta(\emptyset) = \emptyset$.

Extrapolating this discussion to the case where we do not have translation-invariance, for a binary image transformation $\psi$ of uniform bounded variation, we will suppose that both $\psi(E)$ and $\psi(\emptyset)$ are equal to either $E$ or $\emptyset$. In the case where $\psi(E) = E$, we have then $\psi(X) = \theta(X)^c$ for all $X \in P(E)$, with $\theta(\emptyset) = \emptyset$ (and again $\theta(E)$ will be either $E$ or $\emptyset$); we get then $(\chi \psi)^V = (\top - \chi \psi)\psi^V$. 

$$\top = \top,$$
5.4 Flat zones and connected operators

In an image \( F : E \to V \), a flat zone is a connected subset of \( E \) on which \( F \) is constant, and which is maximal for the inclusion; in other words, it is a connected component of \( F^{-1}(v) \) for some \( v \in V \). An operator \( \Psi \) transforming images is said to be connected if for every image \( F \), each flat zone of \( F \) is included in a flat zone of \( \Psi(F) \); equivalently, given any connected subset \( C \) of \( E \), if \( F \) is constant on \( C \), then \( \Psi(F) \) will be constant on \( C \). This definition depends on the definition of connectivity chosen for subsets of \( E \): we call “connected set” one belonging to a given connection.

In Proposition 27 of [16], we showed that for an increasing binary image transformation \( \psi \), if \( \psi \) is connected, then its flat extension \( \psi^V \) is connected. We will generalise this result to non-increasing operators, but we will also analyse deeper the notion of flat zones and its relation to connections.

Recall [21] that a connection on \( \mathcal{P}(E) \) is a family \( \mathcal{C} \subseteq \mathcal{P}(E) \) that comprises the empty set and all singletons \( \emptyset \in \mathcal{C} \) and for all \( p \in E \), \( \{ p \} \in \mathcal{C} \), such that for any \( \mathcal{B} \subseteq \mathcal{C} \) such that \( \bigcap \mathcal{B} \neq \emptyset \), we have \( \bigcup \mathcal{B} \in \mathcal{C} \). Elements of \( \mathcal{C} \) are said to be connected. For any \( X \in \mathcal{P}(E) \), a connected component of \( X \) according to \( \mathcal{C} \) is any non-empty connected subset of \( X \), which is maximal for inclusion: \( C \in \mathcal{C} \), \( \emptyset \neq C \subseteq X \), and \( \forall C' \in \mathcal{C} \), \( C \subseteq C' \subseteq X \Rightarrow C' = C \). Then the connected components of \( X \) form a partition of \( X \) [17]. When it is necessary to specify which connection is used (for instance, if we compare several connections), we will say a \( \mathcal{C} \)-connected set and a \( \mathcal{C} \)-connected component.

One can derive a connection from another. A well-known example is the connection by dilation [21]. Let \( \mathcal{C} \) be a connection on \( \mathcal{P}(E) \), and let \( \delta \) be an extensive dilation on \( \mathcal{P}(E) \) such that the dilation of a singleton is connected: \( \forall p \in E \), \( p \in \delta(\{ p \}) \in \mathcal{C} \). For instance, when \( E = \mathbb{R}^n \) or \( E = \mathbb{Z}^n \), \( \delta \) is the dilation by a connected structuring element containing the origin: \( \delta = \delta_B \), where \( a \in \mathbb{B} \). Let \( \mathcal{C}^{\delta} = \{ X \in \mathcal{P}(E) \mid \delta(X) \in \mathcal{C} \} \). Then \( \mathcal{C}^{\delta} \) is a connection and \( \mathcal{C} \subseteq \mathcal{C}^{\delta} \). In practice, the elements of \( \mathcal{C}^{\delta} \) are either \( \mathcal{C} \)-connected sets, or clusters of \( \mathcal{C} \)-connected sets, see Figure 8. For any \( X \in \mathcal{P}(E) \), each \( \mathcal{C}^{\delta} \)-connected component \( A \) of \( X \) corresponds bijectively to a \( \mathcal{C} \)-connected component \( B \) of \( \delta(X) \) by the two reciprocal relations \( B = \delta(A) \) and \( A = \delta^{-1}(B) \).

Given a function \( F : E \to A \) and a set \( X \subseteq E \), we say that \( F \) is flat on \( X \), and write \( fl(F, X) \), if there is some \( a \in A \) such that for all \( x \in X \) we have \( F(x) = a \). We extend this notion from functions \( E \to A \) to subsets of \( E \), thanks to the characteristic function: given \( F \in \mathcal{P}(E) \), \( F \) is flat on \( X \) if \( \chi F \) is flat on \( X \), where \( \chi F \) is \( E \to \{0, 1\}^E \); in other words, either \( X \subseteq F \), or \( X \subseteq E \setminus F \).

Given two sets of image values \( A \) and \( B \) (not necessarily distinct), and a map \( \Psi : A^E \to B^E \) (transforming \( F : E \to A \) into \( \Psi(F) : E \to B \)), the flatness preservation set of \( \Psi \) is the set \( FP(\Psi) \) of all \( X \subseteq E \) such that for any \( F : E \to A \), if \( F \) is flat on \( X \), then \( \Psi(F) \) is flat on \( X \):

\[
FP(\Psi) = \{ X \in \mathcal{P}(E) \mid \forall F \in A^E, \ fl(F, X) \Rightarrow fl(\Psi(F), X) \}.
\]

By the above identification of a set with its characteristic function, for a binary image measurement \( \mu : \mathcal{P}(E) \to K^E \), \( FP(\mu) = FP(\mu^{-1}) \), where \( \chi^{-1} : \{0, 1\}^E \to \mathcal{P}(E) \) is the inverse of the characteristic function, mapping a binary function onto its support, so \( \mu^{-1} \) is \( \{0, 1\}^E \to K^E \). Similarly, for a binary image transformation \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \), \( FP(\psi) = FP(\chi \psi^{-1}) \), where \( \chi \psi^{-1} \) is \( \{0, 1\}^E \to \{0, 1\}^E \).

Now the usual notion that an operator \( \Psi \) is connected with respect to a given connection \( \mathcal{C} \) on \( \mathcal{P}(E) \), simply means that \( \mathcal{C} \subseteq FP(\Psi) \). That such a notion has been put forward in relation to connections is justified by the following result:

**Proposition 36.** For \( \Psi : A^E \to B^E \), \( FP(\Psi) \) is a connection.

**Proof.** Let the set \( X \) be empty or a singleton. For any function \( G \) defined on \( E \), trivially \( fl(G, X) \); thus for any \( F \in A^E \), \( fl(F, X) \) and \( fl(\Psi(F), X) \) both hold true; hence \( X \in FP(\Psi) \). Thus the empty set and all singletons belong to \( FP(\Psi) \).

Let \( B \subseteq FP(\Psi) \) such that \( \bigcap \mathcal{B} \neq \emptyset \); if \( B \) is empty, then \( \bigcup \mathcal{B} = \emptyset \in FP(\Psi) \). We assume thus that \( B \) is non-empty; set \( C = \bigcup \mathcal{B} \) and choose \( p \in \bigcap \mathcal{B} \). Suppose that for some \( F : E \to A \) we have \( fl(F, C) \); then for any \( B \subseteq \mathcal{B} \), we have \( B \subseteq C \), so \( fl(F, B) \); as \( B \in FP(\Psi) \), we deduce that \( fl(\Psi(F), B) \). Now for any \( x \in C \), there is some
\( B \in \mathcal{B} \) such that \( x \in B \), and as \( p \in B \) and \( fl(\Psi(F), B) \), we get \( \Psi(F)(x) = \Psi(F)(p) \); thus \( \Psi(F) \) is flat on \( C \). We have thus shown that \( fl(F, C) \Rightarrow \mathcal{B} = C \in FP(\Psi) \).

This result also indicates that we are not bound to a particular choice of connection on sets: when one says that an operator \( \Psi \) is connected with respect to a given connection \( \mathcal{C} \), this simply means that \( \mathcal{C} \subseteq FP(\Psi) \); however, the connection \( FP(\psi) \) can be greater than \( \mathcal{C} \), which means then that \( \psi \) can be connected with respect to a wider connectivity. We illustrate this with the connection by dilation:

\[
\begin{align*}
\text{(a)} & \quad \bullet \quad | B | \quad | B | \\
\text{(b)} & \quad | B | \\
\text{(c)} & \quad | B | \\
\text{(d)} & \quad | B |
\end{align*}
\]

Figure 8: (a) The connected structuring element \( B \) centered about the origin (shown as a black dot); we take \( \delta = \delta_B \). (b) The set \( X \), shown in black. (c) The dilation \( \delta(X) \), shown in grey and surrounding \( X \) in black, has 3 \( \mathcal{C} \)-connected components; thus, in (b) we delineate with dashed lines the 3 corresponding \( \mathcal{C} \)-connected components of \( C \); they are clusters of \( \mathcal{C} \)-connected components. Next to each \( \mathcal{C} \)-connected component of \( \delta(X) \), we give the ration of its area to that of \( B \). (d) We apply to \( \delta(X) \) the area opening with threshold equal to 9 times the area of \( B \), which eliminates one \( \mathcal{C} \)-connected component of \( \delta(X) \); the trace on \( X \) gives \( \psi(X) \), where one \( \mathcal{C} \)-connected component has been eliminated.

**Example 37.** Take a connection \( \mathcal{C} \) on \( \mathcal{P}(E) \) and a dilation \( \delta \) on \( \mathcal{P}(E) \) such that \( \forall p \in E, p \in \delta(\{p\}) \subseteq \mathcal{C} \). Let \( \gamma_n \) be the area opening (w.r.t. \( \mathcal{C} \)) with area threshold \( n \): for any \( X \in \mathcal{P}(E) \), \( \gamma_n(X) \) is the union of all \( \mathcal{C} \)-connected components of \( X \) whose measure (area or volume) is at least \( n \). Given \( A \in \mathcal{C}^\delta \), let us say that \( A \) is large if \( \delta(A) \) has measure at least \( n \), and small otherwise. Consider the operator \( \psi \) on \( \mathcal{P}(E) \) given by \( \psi(X) = X \cap \gamma_n(\delta(X)) \). The behaviour of \( \psi \) is illustrated in Figure 8: it will remove all small \( \mathcal{C} \)-connected components of a set. Then \( \psi \) is a connected operator for the connection \( \mathcal{C}^\delta \), but \( FP(\psi) \) is a larger connection. Let \( \mathcal{D} \) be the set of all \( A \in \mathcal{P}(E) \) such that either \( A \in \mathcal{C}^\delta \), or all \( \mathcal{C} \)-connected components of \( A \) are large. Then \( \mathcal{D} \) is a connection, and we have \( \mathcal{C}^\delta \subseteq \mathcal{D} \subseteq FP(\psi) \). We conjecture that for \( E = \mathbb{N}^n \), \( \mathcal{C} \) the graph connectivity given by one of the usual translation-invariant adjacencies, and \( \delta = \delta_B \) for \( o \in B \in \mathcal{C} \), we must have \( FP(\psi) = \mathcal{D} \).

The following generalises Proposition 27 of [16], and its proof is similar:

**Proposition 38.** For any binary image measurement \( \mu : \mathcal{P}(E) \to K^E \), we have \( FP(\mu) \subseteq FP(\mu^{-V}) \). For any binary image transformation \( \psi : \mathcal{P}(E) \to \mathcal{P}(E) \), we have \( FP(\psi) \subseteq FP(\psi^{-V}) \).

**Proof.** Let \( C \in FP(\mu) \); take any \( F : E \to V \) such that \( fl(F, C) \); thus there is some \( a \in V \) such that \( F(x) = a \) for all \( x \in C \). For any \( v \in V \), from (2) we have either \( a \geq v \) and \( C \subseteq X_v(F) \), or \( a \geq v \) and \( C \subseteq E \setminus X_v(F) \); in other words \( X_v(F) \) is flat on \( C \); as \( C \in FP(\mu) \), \( fl(X_v(F), C) \) implies \( fl(\mu(X_v(F)), C) \), so the value of \( \mu(X_v(F))(p) \) is the same for all \( p \in C \). Thus the summation \( S(\mu(X_v(F))(p) \mid v \in V) \) has the same value for all \( p \in C \), and by (40), this means that \( \mu^{-V}(F) \) is flat on \( C \). We have thus shown that \( fl(F, C) \Rightarrow fl(\mu^{-V}(F), C) \), so \( C \in FP(\mu^{-V}) \).

Therefore \( FP(\mu) \subseteq FP(\mu^{-V}) \).

Let \( C \in FP(\psi) = FP(\chi \psi) \); then the above with \( \mu = \chi \psi \) gives \( C \in FP(\chi \psi^{-V}) \). Thus, for any \( F : E \to V \) such that \( F \) is flat on \( C \), \( (\chi \psi)^{-V}(F) \) will be flat on \( C \). Now adding the constant \( \perp \) does not change the flatness, so by (42), \( \psi^{-V}(F) = \perp + (\chi \psi)^{-V}(F) \) will be flat on \( C \). So \( fl(F, C) \Rightarrow fl(\psi^{-V}(F), C) \), and \( C \in FP(\psi^{-V}) \). Therefore \( FP(\psi) \subseteq FP(\psi^{-V}) \).
An example of non-increasing connected flat operator is the white top-hat by reconstruction. Given a connected structuring element \( B \), the opening \( \gamma_B^r \) by \( B \) by reconstruction associates to a set \( X \) the geodesical reconstruction from the marker \( \gamma_B(X) \) in the mask \( X \), in other words it will keep all connected components of \( X \) which contain a translate of \( B \). The set difference \( \text{id} \setminus \gamma_B^r \) will select in \( X \) all connected components that are too narrow to contain a translate of \( B \). Its flat extension \( [\chi_{\text{id} \setminus \gamma_B^r}]^r = \text{id}^\text{th} - (\gamma_B^r)^\text{th} \) extracts from a grey-level image its bright regions that are narrow relatively to \( B \).

Anti-extensive connected operators have been analysed in the context of the max-tree [19]. We consider images with grey-level values in an integer interval: \( V = \{ h_{\min}, \ldots, h_{\max} \} \subset \mathbb{Z} \). We assume that \( E \in \mathcal{E} \). Given an image \( F : E \rightarrow V \), we construct a directed tree whose nodes are all connected components of the thresholdings \( X_h(F) \) for all \( h \in V \); the root is \( E = X_{h_{\max}}(F) \); given a connected component \( A \) of \( X_h(F) \) (we say that \( A \) is at level \( h \)), the children nodes of \( A \) will be all connected components of \( X_{h+1}(F) \) (nodes at level \( h + 1 \)) included in \( A \). We associate to node \( A \) at level \( h \) the set of points of \( A \) having value \( h \), those with higher values will be associated to its descendant nodes. If all points in \( A \) have value \( h \), then \( A \) is in fact a connected component of \( X_{h+1}(F) \), it coincides with its child node at level \( h + 1 \), so we remove the node \( A \) at level \( h \), its parent node becomes thus the parent of \( A \) at level \( h + 1 \).

An anti-extensive connected operator on sets removes some connected components of a set. Applied to a thresholding \( X_h(F) \), it will remove some of its connected components, in other words some nodes of the max-tree. There are then several methods to reconstruct the filtered image from the pruned tree. The direct method acts by threshold superposition; for an increasing operator on sets, it gives thus the usual flat extension. When the operator is not increasing, there are two variants trying to give it a behaviour similar to the increasing case: the \( \min \) method will further remove all descendant nodes of a removed node, while the \( \max \) method will counteract the removal of a node if one of its descendants is not removed.

In [23], a fourth method was introduced, the \( \text{substractive} \) one. It gives to a node the grey-level corresponding to the subtraction of its level and that of its parent, then sums all these grey-levels. This corresponds to our definition of the flat extension by threshold summation, and indeed equation (8) of [23] gives exactly the flat operator \( \psi^+ \) in the case where \( \psi \) is an attribute thinning, that is, an idempotent anti-extensive connected operator that acts independently on each connected component of a set and removes those that do not satisfy some criterion.

In [25], connected operators have been extended from the spatial domain to the domain of the max-tree.

6 Conclusion and perspectives

The classical theory of flat morphology [16] extends any increasing operator on sets (or binary images) to an increasing flat operator on grey-level or multi-valued images (more precisely, functions defined on sets and with values in a complete lattice). It relies on three steps: from a function \( F \), build the stack of thresholdings, \( X_v(F)_{v \in V} \), then apply the increasing set operator \( \psi \) to all thresholdings \( X_v(F) \), and finally superpose the resulting stack \( \psi(X_v(F))_{v \in V} \) by using a lattice-theoretical supremum.

We have presented an alternative approach to flat morphology, which can be applied to a wider family of operators on sets, in particular to non-increasing ones, such as the hit-or-miss transform, the top-hat and the Beucher gradient. Here the last step of superposition is replaced by a summation, an idea first proposed in [5, 24] in the case of bounded integer grey-levels. We have thus elaborated an extensive theory of function summation in a poset [18], which requires the functions to be of bounded variation. It can be applied to functions with values in a closed interval in \( \mathbb{R}^m \) or \( \mathbb{Z}^m \), in other words to grey-level or multivalued images, with either discrete or analog values. In the case of increasing set operators, the new definition of flat extension gives the same result as the traditional one.

While classical flat morphology gives a flat extension of increasing operators \( \mathcal{P}(E) \rightarrow \mathcal{P}(E) \) or \( \{0, 1\}^E \rightarrow \{0, 1\}^E \), our theory gives the flat extension of functions \( \mathcal{P}(E) \rightarrow K^E \) (or \( \{0, 1\}^E \rightarrow K^E \)) for any finite interval \( K \) included in \( \mathbb{Z} \), so it can be applied to functions with non-binary values, such as the morphological Laplacian. Now, since the summation is a linear operation, given a function \( \mathcal{P}(E) \rightarrow K^E \) which is a linear combination
of increasing functions $\mathcal{P}(E) \to \{0, 1\}^E$, its flat extension will be the same linear combination of the flat extensions of the latter functions. For instance, the flat extension of the set difference between an extensive dilation and an anti-extensive erosion on sets will be the arithmetical subtraction of the corresponding flat dilation and erosion on functions.

There should be no complication in relaxing the condition $K \subset \mathbb{Z}$ to $K \subset (1/2)^d \mathbb{Z}$ for some $d > 1$. We can thus apply our theory to linear combinations with rational coefficients of morphological operators on binary images. There have been several works on image filters built by combining linear and morphological operations, see for instance [2, 3, 11], and they could thus be integrated into our framework.

For instance, in the discrete space $\mathbb{Z}^n$, the convolution by a finite mask $M$ is a linear combination of translations: $F \ast M = \sup_{p \in \text{supp}(M)} M(p) \cdot T_p(F)$, where supp$(M)$ is the support of the mask $M$, and for $p \in \text{supp}(M)$, $M(p)$ is the mask value at $p$ and $T_p$ is the translation by $p$. Since the translation is an increasing operator on sets, so a flat operator on functions, convolution by the finite mask $M$ is a linear combination of flat morphological operators, and it enters into our framework; in fact, the convolution by $M$ for grey-level or multivalued functions is the flat extension of that same convolution for binary images.

We have analysed some general properties of flat operators, such as compatibility with projection on one value in the case of multivalued images, and preservation of intervals of values. We have also been able to show that the flat extension of a connected operator on sets is a connected operator on functions.

There are other properties that were established in [16] for the flat extension of increasing set operators, in particular its relation with combinations of operators (composition, union and intersection). These properties do not extend fully to the general case, but we can obtain weaker properties. Also the notion of duality becomes rather complex in the case of non-increasing operators. These problems can be analysed and solved through the use of complicated mathematical techniques, and they will be dealt with in our second paper, where we will also analyse linear operators and “hybrid filters” combining linear and morphological operators.
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