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Abstract

We present a method for finding paths in a deep generative model’s latent space that can maximally vary one set of image features while holding others constant. Crucially, unlike past traversal approaches, ours can manipulate multidimensional features of an image such as facial identity and pixels within a specified region. Our method is principled and conceptually simple: optimal traversal directions are chosen by maximizing differential changes to one feature set such that changes to another set are negligible. We show that this problem is nearly equivalent to one of Rayleigh quotient maximization, and provide a closed-form solution to it based on solving a generalized eigenvalue equation. We use repeated computations of the corresponding optimal directions, which we call Rayleigh EigenDirections (REDs), to generate appropriately curved paths in latent space. We empirically evaluate our method using StyleGAN2 on two image domains: faces and living rooms. We show that our method is capable of controlling various multidimensional features out of the scope of previous latent space traversal methods: face identity, spatial frequency bands, pixels within a region, and the appearance and position of an object. Our work suggests that a wealth of opportunities lies in the local analysis of the geometry and semantics of latent spaces.

1. Introduction

Latent spaces of deep generative networks like generative adversarial networks (GANs) [12, 16, 17, 28] and variational autoencoders (VAEs) [18] are known to organize semantic attributes into disentangled subspaces without supervision [13, 15, 28, 36, 38]. This property is the basis of several traversal algorithms proposed in the literature that can modify specific image attributes while holding others constant by moving along carefully-chosen latent space directions [4, 11, 27, 30, 41]. Traversal methods have many potential applications including dataset creation/augmentation, image editing, entertainment and graphic design.

Virtually all existing traversal methods assume scalar at-
tributes of interest that may be modeled well with global linear functions, e.g., a linear regressor or a support vector machine, in the latent space. This approach works well for attributes like gender, hair color and smile of faces [4,30] and image transformations like translation, color change and camera movements [15,27]. But these approaches cannot be easily extended to work with attributes like ‘style of a couch’ and ‘face identity’ which are best described with high-dimensional vectors.\footnote{There is no individual person behind a GAN-generated portrait and therefore there is no physical ‘identity’ ground truth. However, human observers or face recognition algorithms can respond to the question “Is this the same person?” and can produce consistent judgments. Therefore ‘identity’ here denotes ‘perceptual identity’.
}

For example, to find a latent space traversal that preserves identity in our experiments, we need a representation that can compute the similarity between two 512-dimensional embeddings returned by a face recognition model [9]. In addition, faces with the same identity or rooms with the same furniture layout (see Fig. 1C) tend to be tightly clustered in latent space, requiring methods tuned to local latent space geometry unlike the common global linear models used for scalar attributes.

We propose a method to tackle this broader class of traversal problems. Given a point in latent space, we aim to generate many traversals, or sequences of images, such that we vary one multidimensional feature $(\mathbf{x})$ in as many ways as possible subject to other multidimensional features $(\mathbf{y})$ being held approximately constant. We formalize the task of finding local latent directions that fulfill these criteria as a constrained optimization problem. By using differential approximations of the feature functions, we recast the problem into an instance of Rayleigh quotient maximization, which has a well-known closed-form solution (Sec. 3.1). The principal directions that solve this problem, which we call Rayleigh EigenDirections(REDs), span the local latent subspace containing good paths. Using REDs, we propose a fast linear and more accurate iterative nonlinear projection traversal algorithm (Sec. 3.3) to produce arbitrary-length paths. Our approach is agnostic to network architecture, scene content, and choice of attribute embedding functions.

We evaluate our method using StyleGAN2 [16,17] generators. We consider a number of challenging applications outside the scope of previous GAN traversal algorithms: face traversals that preserve identity (Fig. 3) while changing hairstyle and facial geometries, face traversals that preserve/change content from specific spatial frequency bands (Fig. 5), and living room traversals that preserve the appearance and location of selected pieces of furniture (Fig. 4). We provide a number of qualitative results demonstrating the perceptual quality of our generated image sequences, and quantitatively demonstrate the necessity for nonlinear traversal strategies in these applications. Finally, we also compare our method against well-known global linear model baselines [4,30] for scalar attributes and perform comparably, though with some failure cases that we discuss in Sec. 5.1.

Our main contributions are: (a) REDs, a local method for synthesizing a diverse set of images that share a chosen set of multidimensional attribute. The method is principled, simple, and versatile – applicable to pretrained generators, any image type, and to both low-level and semantically meaningful features. (b) A nonlinear technique for long-distance traversals in latent space; (c) Qualitative and quantitative validation experiments on a number of challenging synthesis tasks in two different image domains.

2. Related Work

Several studies focus on finding interpretable directions in GAN latent spaces for editing and synthesizing images. Most propose finding global linear directions correlated with scalar attributes of interest [4,11,13,27,30,37,41]. One popular technique is to train a linear predictor, e.g., SVM, from latent codes and corresponding attribute labels, and use the norm of the learned hyperplane as the traversal direction [4,30]. We find that multidimensional features like face identity and hairstyle lie on complex manifolds in latent space rather than on simple linear ones, requiring locally-varying, nonlinear traversals. We propose an algorithm (see Sec. 3.3) that forms nonlinear paths by sequentially taking locally optimal linear steps. A few nonlinear traversal strategies do exist in the literature, typically based on training nonlinear neural networks to map latent codes to features [15,35,42]. Our method is complementary to these – ours requires no additional training, but also does not leverage global latent space structure as theirs presumably can. Finally, our focus on a local rather than global view of the latent space may also complement various theoretical studies on understanding GAN latent space structure [3,5,7,20,29,38].

A more explicit way to control GAN outputs is to train the generator using attribute values as inputs. Many of these so-called “conditional GANs” have been proposed, particularly for altering face attributes [2,6,8,14,19,21–25,33,34,40,43], controlling face identity [6,31–33], and conditioning on semantic maps [26,39]. Our approach is complementary to all of these in that offers the benefit of not needing to design and train a GAN from scratch with apriori-known attribute controls. Working with a general-purpose black-box GAN has the advantage of keeping all control objectives open and not committing to a specific goal, e.g. preserving identity, from the beginning.

3. Method

Given a point $z_0 \in \mathcal{R}^d$ in latent space defining an image, we want to generate a set of images that holds fixed the multidimensional features $y_0 \in \mathcal{R}^n$ while maximally
changing the features \(x_0 \in \mathcal{R}^m\). For ease of explanation, we assume \(y_0\) and \(x_0\) each define a single multidimensional feature like facial identity or hairstyle, though our method easily handles features from multiple semantic attributes as explained in Sec. 3.2.

We denote the function that computes the fixed features \(f(\cdot): z \rightarrow y \in \mathcal{R}^n\), and the function that computes the changing features \(c(\cdot): z \rightarrow x \in \mathcal{R}^m\). For example, in one of our experiments with faces, \(f(\cdot)\) is the concatenation of two functions: the GAN generator on the input latent vector, and a face recognition embedding model on the synthesized face. \(c(\cdot)\) may be the generator itself (i.e., \(x\) are the raw pixels of the image) or the concatenation of the generator with learning models computing various image attributes.

Starting at \(z_0\), our method traverses different paths in latent space to generate latent code sequences. For each such trajectory \(t\) of length \(L\), \(z_0, z_1, \cdots, z_L\), we want \(y_1 \approx y_0\) for all \(i\) and \(x_0, x_1, \cdots, x_L\) to progressively change such that \(\|x_i - x_{i+1}\| < \|x_i - x_{i+2}\|\), where \(\|\cdot\|\) is a norm. We return all points from all sequences.

The key intuition behind our approach is that there exists a manifold on which \(y\) does not change around \(z_0\) (see Fig. 1). This is true whenever \(d > n\) (and thus the iso-y manifold has dimension \(n - d\)) and the generator function is continuous (which, by inspection, it is, apart from a zero-size set). When \(d \leq n\), our approach naturally transitions to a “soft” constraint \(y_t \approx y_0\) as will become clear below. We find directions, which we call Rayleigh EigenDirections (REDs), that maximally change \(x\) within this subspace. This procedure is described in Sec. 3.1. We propose two traversal strategies using REDs in Sec. 3.3: a linear method which simply extrapolates the local REDs throughout the latent space, and a nonlinear method (Projection) which updates traversal directions based on local latent space geometry.

### 3.1. Rayleigh EigenDirections (REDs)

Let \(z\) be a generic point in the generator’s latent space with fixed and changing features \(y = f(z)\) and \(x = c(z)\). Given a displacement \(\delta z\), the displacements to \(y\) and \(x\) are:

\[
\begin{align*}
\delta y &= f(z + \delta z) - f(z) \\
\delta x &= c(z + \delta z) - c(z).
\end{align*}
\]

We aim to find the displacement \(\delta z^*\) that maximizes \(\delta x\) with insignificant changes to \(\delta y\):

\[
\begin{align*}
\delta z^* &= \arg\max_{\delta z} \frac{\|\delta x(z, \delta z)\|^2}{\|\delta z^*\|} \\
\text{s.t. } &\|\delta y(z, \delta z)\|^2 \approx 0,
\end{align*}
\]

where we write \(\delta x\) and \(\delta y\) as functions of \(z\) and \(\delta z\), and \(\epsilon\) is a small, fixed constant. For sufficiently small \(\epsilon\), we can approximate \(\delta y\) and \(\delta x\) with local linear expansions: \(\delta y \approx J_f(z)\delta z\) and \(\delta x \approx J_c(z)\delta z\), where \(J_f \in \mathcal{R}^{n \times d}\) and \(J_c \in \mathcal{R}^{m \times d}\) are Jacobian matrices. Letting \(A_f = J_f^T J_f\) and \(A_c = J_c^T J_c\), we get:

\[
\begin{align*}
\delta z^* &= \arg\max_{\delta z} \frac{\delta z^T A_c(z) \delta z}{\|\delta z\|^2} \\
\text{s.t. } &\delta z^T A_f(z) \delta z \approx 0
\end{align*}
\]

This optimization is similar to one of finding the \(\delta z\) that maximizes the Rayleigh quotient \((\delta z^T A_c(z) \delta z) / (\delta z^T A_f(z) \delta z)\), known to be the solution of the generalized eigenvalue problem \(A_d \delta x = \lambda A_f \delta x\), or the principal eigenvector of \(A_f^{-1} A_c\) (see Supplementary). The main point of difference is that in our applications \(A_f\) is often singular \((n < d)\) and therefore not invertible. Put another way, \(f(\cdot)\) is constant in a subspace \(\text{null}(A_f)\) around \(z\) and any \(\delta z\) in that subspace will exactly satisfy constraint (6). We instead first project \(A_c\) onto \(\text{null}(A_f)\), and then find the principal eigenvectors of the resulting
### 3.3. Traversal Algorithms

We propose two traversal algorithms using REDs. The first is a simple Linear traversal (see Supplementary for algorithm). We randomly select a direction in the span of $R_0$ (the REDs of $z_0$), and generate a sequence of latent codes $z_1, \ldots, z_K$ by moving in that direction starting from $z_0$ with step size $s$. In the likely case that the constant-$y$ manifold is curved, the linear traversal is expected to diverge quadratically from $\|\delta y\| = 0$ as a function of $\|\delta z\|$.

Our second algorithm, Projection (see Supplementary for algorithm), addresses this shortcoming by recomputing the space of local REDs along the traversal path. We again start by selecting a random direction in $R_0$. However, at each step $i$ (of length $s$), we project the previous direction, $\delta z_{i-1}$, onto $R_i$. This results in a path that more faithfully adheres to the local geometries of $f(\cdot)$ and $c(\cdot)$ in latent space.

A visual example of a Linear and Projection traversal for the same initial latent code is shown in Fig. 2, where $f(\cdot)$ measures identity and $c(\cdot)$ measures raw face pixels. Projection is better than Linear at preserving identity for long trajectories (right plot), while achieving similar levels of image change (left plot).

### 4. Experiments

We evaluate our method on two image domains: faces and living rooms. We use StyleGAN2 [17] with configuration for both domains. For faces, we use the public model from NVIDIA trained on the Flickr Faces HQ (FFHQ) dataset. For living rooms, we train the Gan from scratch on an in-house dataset of 100K 1024 x 1024 living room scenes from the web. We use StyleGAN2’s “style” space, $w \in R^{512}$, as our latent space for both applications.

#### 4.1. Identity, hairstyle and landmark face traversals

We first demonstrate our method on controlling three multidimensional facial features: identity, hairstyle, and 3D facial landmark positions.

We use ArcFace [9], a popular open-source face identification model that encodes identity with a 512-dimensional vector. To encode hairstyle, we run a public face segmentation model on each image, set pixels outside of the hair region to 0, and flatten all pixels into a $256 \times 256 \times 3 = 196,608$-dimensional vector. We encode 3D landmarks using the MediaPipe mesh model [1], which predicts 468 landmarks around the face. This results in a $468 \times 3 = 1404$-dimensional vector.

We performed two experiments: changing hair while keeping identity and landmarks fixed, and changing landmarks while keeping identity and hair fixed. Fig. 3 presents sample results for five test seed points using REDs and Projection traversal. In both experiments, we set $\beta$s for fixed attributes to 0.99, and $\beta$ of the changing attribute to 0.999. We set both the Jacobian finite difference step and path step $s$ to 1. We set path length $L = 5$. Along with changing the input images along the intended features, our method is able to produce a wide variety of different samples from different paths.

We quantitatively evaluated REDs against three baseline
### Results for traversals controlled by identity, facial landmarks, and hairstyle.

(Top) Results using our method (REDs + projection) for 5 seed faces and two experiments: changing hair while fixing identity and landmarks (columns 2-4) and changing landmarks while fixing identity and hair (columns 5-7). We selected three samples per seed from different trajectories to illustrate the perceptual diversity of faces generated by our method while adhering to the fixed attribute constraints. (Bottom) Quantitative comparison of traversal methods. We generated 5 traversals with $L = 5$ steps for each method for 50 random seeds. We plot changes to hair (left) and landmarks (right) versus changes to identity in log-log scale, where each dot in the plot is the average value for each step over all examples.

**Leftward and higher values are better.** Our method using linear traversal (REDs-lin) outperforms the baselines also using linear traversal. Our method with projection traversal, REDs-proj, outperforms REDs-lin by reducing identity changes with no impact to hair or landmarks.

| Seed | Fix: identity & landmarks, Change: hair | Fix: identity & hair, Change: landmarks |
|------|---------------------------------------|----------------------------------------|
| ![Seed 1](image1) | ![Fix 1](image2) | ![Change 1](image3) |
| ![Seed 2](image4) | ![Fix 2](image5) | ![Change 2](image6) |
| ![Seed 3](image7) | ![Fix 3](image8) | ![Change 3](image9) |
| ![Seed 4](image10) | ![Fix 4](image11) | ![Change 4](image12) |
| ![Seed 5](image13) | ![Fix 5](image14) | ![Change 5](image15) |
direction-finding approaches: choosing directions at random (Random), choosing the most significant eigenvectors of $\mathbf{A}_c$, thereby maximizing changes to $\mathbf{x}$ (Max-$\Delta \mathbf{x}$), and choosing the least significant eigenvectors of $\mathbf{A}_f$, thereby minimizing changes to $\mathbf{y}$ (Min-$\Delta \mathbf{y}$).

The plots in Fig. 3 present our results. When using Linear traversal, REDs outperforms the three baseline direction-finding approaches. Max-$\Delta \mathbf{x}$ finds directions that significantly change hairstyle/landmarks and identity, Min-$\Delta \mathbf{y}$ preserves identity but also minimally changes hairstyle/landmarks, and Random performs worst of all. The figure also shows that when using REDs, Projection outperforms Linear. See Fig. 2 for a visual sample of this comparison and Supplementary for complete traversals.

### 4.2. Frequency band face traversals

Our method can handle arbitrary low-level image representations. We demonstrate this by controlling specific spatial frequency bands in Fig. 5. We let $f(\cdot)$ and $c(\cdot)$ encode the raw pixels of low-pass and high-pass filtered versions of the input image (and vice versa). High-pass modifications change physiognomies, expressions and accessory textures. Low-pass modifications mainly change colors, lighting and shading.

### 4.3. Object-preserving living room traversals

We next apply our method to living room scenes. We aim to keep selected furniture fixed while changing other parts of the scene. We generated furniture bounding boxes with an object detector. We let $f(\cdot)$ encode the raw pixels within the bounding box, and let $c(\cdot)$ encode all remaining pixels in the scene. We set $\beta = 0.99$ for both features, a Jacobian finite difference step of $0.75$, path step $s = 0.25$, and a path length $L = 10$.

Fig. 4 shows several sample sequences. See caption for a detailed description. In Supplementary, we show sample strips of full traversals. We observe two notable degradations in these strips: the farther we move away from the seed image. First, the ‘fixed’ object often moves slightly at each step. Second, artifacts become more prominent because we rapidly advance to low-probability regions of the latent space.

### 4.4. Scalar attribute face traversals

For scalar attributes, we can compare our method against a baseline that uses global linear directions [4, 30]. These methods train a linear model per attribute (regressor for a continuous attribute or an SVM for a binary attribute) to predict the attribute value from the latent code. We change an attribute by moving along the hyperplane’s normal direction. To fix other attributes, we orthogonalize the changing attribute’s direction with respect to the other attribute directions.

Fig. 6 presents our results for four attributes: age, pose, smile, and gender. Overall, REDS-proj achieves similar qualitative performance to the baseline for most samples, but also has more failures cases when changing an attribute like gender, which often does not have a large local gradient in latent space. We discuss this more in 5.1.

### 5. Discussion

Our experiments demonstrate the effectiveness of REDs at finding locally optimal orientations. By contrast, select-
Figure 5. **Samples from traversals controlled by spatial frequency bands.** (Columns 2-4) The embedding function $f(\cdot)$ returns the raw pixels of the low-pass filtered image and $c(\cdot)$ the high-pass one. High-pass modifications change physiognomies, age and expressions, as well as hair and accessory texture, while the silhouette, lighting and color scheme are preserved. (Columns 5-7) $f(\cdot)$ and $c(\cdot)$ are inverted; low-pass modifications change colors, lighting and shading while mostly preserving identity, hair and textures.

...
Figure 6. **Samples from traversals controlled by scalar semantic attributes.** On scalar attributes one may compare our method to a baseline of using a global linear model (SVM or ridge regressor) in latent space \([4,30]\) (the global method is not defined and cannot handle multi-dimensional attributes). We change one attribute (age, pose, smile, gender) at a time while fixing the other three. Both methods are comparable for many cases. REDs sometimes fail (red-boxed images), particularly for gender (see Sec. 5.1 for further discussion).

In our experiments. Further experiments using other GAN or VAE architectures can give a more complete picture of our method’s benefits and limitations.

### 5.2. Ethics

**Fairness:** As in past work \([4]\) we observed bias in StyleGAN’s face distribution: Caucasian faces are most likely to be generated. This bias also affects trajectory quality, with light-skinned seed faces producing more diverse trajectories than dark-skinned ones. Biases in fixed and changing functions that use learning models also affect results. One example are face recognition models, like the one we used in our experiments to fix identity, which are known to have gender and ethnicity biases. To reduce bias one will want to train GANs and any learned models on rich and diverse datasets.

**Fake portrayals:** GANs could be used to generate fake images of individuals under different conditions. This could include the case where the image of the face of a real person is projected onto the GAN latent space and then manipulated.

### 6. Conclusion

We presented a simple, principled and versatile method designed to explore a generative model’s latent space to produce sets of synthetic samples where one group of multi-dimensional features is held constant while another is varied as much as possible. We demonstrated traversal results on several features that previous works are not capable of handling: landmark locations, pixels within regions, frequency information, and facial identity as measured by a deep neural network. Our experiments show the need for modeling local geometry of latent spaces for high-dimensional features. Understanding the complex nature and geometry of the latent space of image generators is a fascinating question which we have only started to explore.
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