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Abstract
The aim of this paper is to classify and segment roofs using vertical aerial imagery to generate three-dimensional (3D) models. Such models can be used, for example, to evaluate the rainfall runoff from properties for rainwater harvesting and in assessing solar energy and roof insulation options. Aerial orthophotos and building footprints are used to extract individual roofs and bounding boxes, which are then fed into one neural network for classification and then another for segmentation. The approach initially implements transfer learning on a pre-trained VGG16 model. The first step achieves an accuracy of 95.39% as well as a $F_1$ score of 95%. The classified images are segmented using a fully convolutional network semantic segmentation model. The mask of the segmented roof planes is used to extract the coordinates of the roof edges and the nexus points using the Harris corner detector algorithm. The coordinates of the corners are then used to plot a 3D Level of Detail 2 (LOD2) representation of the building and the roof height is determined by calculating the maximum and minimum height of a Digital Surface Model LiDAR point cloud and known building height data. Subsequently the wireframe plot can be used to compute the roof area. This model achieved an accuracy of 80.2%, 96.1%, 96.0%, 85.1% and 91.1% for flat, hip, gable, cross-hip and mansard roofs, respectively.
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Introduction
Population growth has led to increasing demands on water and energy. The use of roofs for rainwater harvesting and capturing solar energy provides opportunities to help meet these demands. Assessing the potential impact of these opportunities requires knowing roof types and their structure over a wide area. This can be achieved using publicly accessible aerial photographs and LiDAR data, however, to do this at scale, the process needs to be automated and inherent challenges when using such data overcome. The work reported here describes how machine learning has been used to classify and segment roofs using vertical aerial imagery to generate three-dimensional (3D) models.

A number of methods have been investigated for the solution of this problem. These can be split into four main groups: plane-fitting (Vosselman and Dijkman 2001; Mongus et al. 2014; Dorninger and Pfeifer 2008), morphological (Zhang et al. 2003; Pingel et al. 2013), classical machine learning (Jutzi and Gross 2009; Lodha et al. 2006; Ducic et al. 2006) and more recently deep learning (Pirotti et al. 2019; Zhao et al. 2018; Castagno and Atkins 2018). In line with later methods, image classification and segmentation are applied here using deep learning. This is done to assess if modern advances in deep learning can overcome current deficiencies in open-source data that have hitherto prevented model creation of this type. Roof classification, segmentation, and geometric reconstruction techniques are all utilised.

Roof classification and reconstruction can be categorised into two distinct groups; model-based and data-driven approaches. Model-based approaches require prior knowledge of buildings to form a group of building models to which data points are fitted (Castagno and Atkins 2018). This approach outperforms data-driven approaches in cases where data points are limited, as it is robust, and the topology of the roof is always correct. This method, however, is constrained by the range of defined building models, resulting in an inability to model complex structures accurately.

---
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In the data-driven approach, points are allocated to planar surfaces to construct 3D building models, whilst the roof is constructed using roof surfaces derived from segmentation algorithms. A third option, comprising a combination of the data-driven and model-based approaches, is used to exploit the strengths of each method (Alidoost and Arefi 2016). In this paper, a model-based approach is used to classify roof types, and a fusion of model and data-driven approaches are used to construct a 3D LOD2 model of buildings.

This multistep approach is not without precedent, Castagno and Atkins (2018) incorporated classical machine learning and deep learning to develop a 2-stage classification of roof shapes using a fusion of LiDAR data and satellite images. In the first stage, a convolutional neural network (CNN) is used to extract a reduced feature set, which is used as an input to a classical machine-learning support vector machine (SVM) and a random forest classifier. Transfer learning was carried out using a pre-trained CNN model, this was done due to the lack of training data and was used in combination with image augmentation. Similar work has also been carried out in Partovi et al. (2017) also used transfer learning in two different methodologies, the first fine-tunes a pre-trained VGGNet model (Simonyan and Zisserman 2014) on the ImageNet dataset in the Caffe framework. The second links the results of deep features extracted from the final fully connected layer output of three pre-trained large CNNs into a new feature vector.

Once classified, roof reconstruction requires a well-structured approach, as data quality, blocking features and camera angles can all cause problems in geometry mapping. As seen in Pirotti et al. (2019) applied a Convolutional Neural Network (CNN) using TensorFlow to segment roof and facade of 3D buildings. Descriptors were extracted using a convolutional-type strategy based on nearest neighbour point clouds and geometric features. Zhao, Pang and Wang (2018) put forward a multi-scale CNN, composed of a multiple k single-scale CNN. For each LiDAR point, three contextual images at three scales of the following attributes were made: height, intensity, and roughness.

Vosselman and Dijkman (2001) employed two different strategies for the 3D reconstruction of buildings using LiDAR data through the extension of the Hough transform. The first strategy detects intersection and height jump lines to refine initial ground plan partitioning. The second strategy fits all detected planar surfaces to five roof models, the initial models are later refined by analysing the remaining cloud points. Jochem et al. (2009) extracted building points for building reconstruction directly from a 3D point cloud by separating object and terrain points. Points were classified according to surface roughness and similar normal vectors. Finally, segmentation is employed through seed point selection and region growing. Matikainen et al. (2003) applied region-based segmentation to the Digital Surface Model (DSM) which used bottom-up region merging and a local optimisation process to restrict the growth of a defined heterogeneity criterion.

Plane-fitting employs traditional segmentation methods such as edge detection, thresholding and region growing. However, these methods are less efficient than deep learning at image segmentation as they necessitate human intervention and employ inflexible algorithms. Similarly, classical machine-learning algorithms encounter computational difficulties when working with a high-dimensional dataset, conversely, deep learning is able to process high-dimensional data such as RGB (Castagno and Atkins 2018). Plane-fitting methods solely employ a data-driven approach, in this paper, roof segmentation applies semantic segmentation, a model-driven approach to guarantee correct roof typology. Although data-driven approaches excel over model-driven approaches in the reconstruction of complex roofs, complex roofs were not encountered often in this research.

The challenge presented in this work is the use of open-source data and whether this deep-learning approach can provide useful and accurate models. The open-source nature of the data can cause issues in terms of quality as discussed in this paper. Though, approaches and techniques in deep learning are constantly evolving and should overcome this issue. This paper sets out the first steps of a fully automated modelling process. The four stages of model creation are discussed:

- Data cropping, across the various three datasets (Ariel Imagery, LiDAR, and Map).
- Classification using a CNN
- Segmentation using a fully convolutional network (FCN) semantic segmentation model.
- Reconstruction of the roof using the Harris corner detector algorithm, LiDAR based, and height weighting.

This paper is structured such that introduction and motivation is given in the first section. The methodology used is given in the second section. In the third section, the classification CNN development is detailed; in the fourth section, the segmentation FCN evolutions are presented. Results are discussed in the fifth section and conclusions are given in the sixth section.

**Methodology**

In this work, multiple CNNs are used to classify and then segment data and other algorithms are used to reconstruct the geometry. This workflow is summarised in Fig. 1. Crucially—and novel we utilise all the data that are available—not in training but in data preparation for the deep-learning steps, i.e. the individual buildings are cropped from aerial...
images using maps and recorded building heights to ascertain cutoffs for data heights. The method is further outlined in this section, with data collection, CNN training and other algorithms used described below.

**Model evaluation criteria**

To evaluate the quantitative performance of the image classification model, the training, validation, and test
accuracy as well as the loss are calculated. Accuracy is calculated based on True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN).

For example, if an object is positive and is identified as positive, it is a TP; if it is identified as negative, it is a FN. If the object is negative and is identified as negative, it is a TN, and if it is identified as positive, it is FP (Fawcett 2006). Accuracy is defined as follows:

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

(1)

Accuracy, however, is not the best metric to use where there is a class imbalance, as a high classification accuracy may be achieved when some classes appear more often than others. A variety of metrics will be used in this work. Additional metrics are necessary, therefore, to evaluate the model’s performance. Consequently, precision and recall metrics are also used to quantify the information retrieval accuracy of the model. These are

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

(2)

\[ \text{Recall} = \frac{TP}{TP + FN} \]  

(3)

The \( F_1 \) score calculates the harmonic mean of the precision and recall (Fawcett 2006):

\[ F_1 \text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

(4)

The loss is calculated using the categorical cross-entropy loss function and is the objective function optimised in the model. It is the difference between the predicted and true distribution, and is used in optimising the network. Loss ranges from 0 to infinity and a lower loss indicates lower error in the predictions. Whilst accuracy is discrete and is easy to interpret, loss is a continuous variable and gives a better representation of the model’s performance (Rusiecki 2019). Loss is defined as follows:

\[ E = -\frac{1}{N} \sum_{j=0}^{N} \sum_{i=0}^{M} (y_{ij} \log(\hat{y}_{ij})) \]  

(5)

where \( N \) is the number of training data, \( M \) is the number of classes, \( y \) is the observed values of the predicted variables and \( \hat{y} \) is the predicted values.

In semantic segmentation, the loss is also calculated using categorical cross-entropy; however, another measure of accuracy is the Dice coefficient (Dice 1945). The Dice coefficient is calculated by multiplying the pixels that overlap in the ground truth mask and the predicted mask by two and dividing it by the sum of the pixels in the ground truth and the predicted mask:

\[ \text{Dice} = \frac{2|y \cap \hat{y}|}{|y| + |\hat{y}|} \]  

(6)

**Data collection—classification**

Aerial images were collected from EDINA Digimap Service, a map and data delivery service. Vertical 1 × 1 km aerial orthophotos with a 25 cm resolution (EDINA Aerial Digimap Service 2018) and Ordnance Survey MasterMap® Topography Layer tiles were downloaded (EDINA Digimap Ordnance Survey Service 2017). The MasterMap® provides the building footprint, a bounding box is generated using minboundrect MATLAB (D’Errico 2021) and applied to aerial images to separate individual buildings, Fig. 2. A buffer of 10 pixels is applied to the bounding box to capture the complete roof. The processed images of the roofs are manually sorted into five classes representative of common roof shapes in London. The roof shapes include; flat, hip, cross-hip, gable, and mansard. The classified images are used in both image classification and semantic segmentation discussed in Sects. 2.4 and 2.6. The data in this study were
primarily gathered from the following boroughs in London: Brent, City of Westminster, Ealing, Hammersmith and Fulham, Harrow, Hillingdon, and Kensington and Chelsea. Inner and outer boroughs were chosen to obtain a representative sample of roof types. Based on the data collected from this study, the most popular roof type in London is gable making up 42.08% (7135) followed by hip 30.78% (5219), flat 24.29% (4119), cross-hip 1.93% (328), and finally mansard 0.92% (156), as shown in Fig. 2. Examples of each roof type are given in Fig. 3. 16,958 images were collected over an area of 15 km².

The quality of the images is compromised as a result of some blurring produced during image capture. Furthermore, some of the images are not adjusted correctly to the topography and camera tilt when transforming from aerial images to orthophotos. It is important, therefore, to find a balance between clear vertical images that contain minimal occlusion and variation from trees, shadows and other obstructions, resulting in a higher model accuracy, and images that contain these variations to allow for a more generalised model. The performance of a CNN model rapidly deteriorates with lower image resolution. Chevalier et al. (2015), for example, found that performance dropped by 20% when the resolution was decreased from 100 × 100 to 20 × 20 pixels. Due to the low quality of open-source LiDAR DSM (EDINA LIDAR Digimap Service 2016a, b), which has a resolution of 50 cm per pixel, it was not selected for classification and segmentation in this study.

One challenge this dataset poses is the lack of uniformity in orientation and image size. For the purposes of this work, we define orientation as the angle between true north and the major (longer) axis of the building. Orientation is resolved in a two-part approach: first, during image convolution, rotation and inversion of images enable classification and segmentation to be learnt at any angle. Second, the algorithms for reconstruction are written to handle buildings of any orientation. To test the impact of image resolution, the dataset was split into two sets comprising of resolutions greater and less than 64 × 64, as shown in Fig. 4. The training set sizes were equalised to establish a fair test.

The smaller resolution training set achieved faster convergence than the larger resolution images, which exhibit no learning and an increase in loss. This can be put down to two factors, the first is down sampling carried out by inter-area interpolation when downscaling image size, resulting in loss of information. Roofs with a resolution of 64 × 64 have an area of at least 256 m², assuming the roof makes up the entire image. This implies that these buildings are more likely to be institutional, industrial, or commercial. Roof types belonging to large non-residential buildings are typically more complex and can consist of multiple roof classes, consequently, it is more difficult to classify them. The negative impact of downsizing remains minimal by setting the input size to 64 × 64 as only 162 images had a resolution greater that 64 × 64 compared to 16,792 images with a lower resolution.

The images are pre-processed with the same pre-processing method used when training VGG16. The data are zero-centred by subtracting the mean RGB value from each pixel. The average is made equal to zero, which prevents distortions arising from differences in means (Patro and Sahu 2015). This is important to maintain data within an appropriate range to control backpropagation gradients. Feature scaling normalisation is also used to scale values between 0 and 1, this is beneficial in classification problems using neural network backpropagation as it accelerates the learning
phase and has been shown to be useful for generalisation (Krizhevsky et al. 2012). To achieve this, the image RGB values are divided by 255 (Al Shalabi et al. 2006). Image augmentation is performed directly on the original dataset and is stored on the CPU. The dataset is augmented randomly using Keras ImageDataGenerator with the following augmentations; shifting the width and height by 10%, a zoom range of 0.2, a shear range of 0.1, rotation by 10 degrees and flipping horizontally and vertically. The image dataset is split into training, testing and validation sets where 20% of the training images are first allocated to testing and from the remaining training images 20% are allocated to the validation set.

Image augmentation is performed directly on the original dataset and is stored on the CPU. The dataset is augmented randomly using Keras ImageDataGenerator with the following augmentations; shifting the width and height by 10%, a zoom range of 0.2, a shear range of 0.1, rotation by 10 degrees and flipping horizontally and vertically.

Data collection—segmentation

As shown in the previous subsection, care must be taken when collecting data for deep learning. As high accuracy is required for the reconstruction of building geometry, the images for segmentation are resized to 256 × 256 pixels. This is because setting the resolution too low leads to a coarser segmentation. No form of pre-processing is applied to the images. The images and masks are augmented by multiplying all pixels within the image by a value sampled from 0.9 and 1.1 to brighten or darken the image. To expand the training set, half of the images are inverted about the horizontal axis and inverted about the vertical axis. In addition, they are rotated randomly between 0° and 90° and scaled between 90 and 110%. This approach helps to combat the various orientation issues that can occur with roof data analysis. In addition, as scaled and rotated images do not require re-segmentation by hand it does not incur extra work. A Gaussian blur is applied to half the images with a \( \sigma_x = 0 \) and \( \sigma_y = 8 \), a low-pass filter to attenuate noise (Van Vliet et al. 1998). Image augmentation in this case was found to reduce loss by 59.66% and improved accuracy by 2.04%.

Shuffling

Due to the non-convex nature of the loss function where it exhibits numerous local minima, the gradient descent algorithm, an optimisation algorithm, is used to minimise the objective function by moving iteratively in the direction of steepest descent (Ruder 2016). Local minima rather than the global minima are typically found in static data where the local minima locations remain unchanged with each iteration. Through shuffling, the network is trained with unfamiliar samples leading to faster learning. This method can only be applied to stochastic learning as the order of the data is insignificant (Bengio 2012). This was applied to the image classification and the semantic segmentation models.

Harris detection and geometry reconstruction

The mask image is pre-processed by converting it to grey-scale, and this image is used to calculate the Harris response, as summarised in Fig. 5, and is outputted in an image form equal to the size of the mask. An image patch size of 5 is chosen with a Sobel kernel size of 3 and a \( k \) of 0.04. These values were chosen based on values used in the literature. Thresholding is applied next, where the threshold is equal to 0.1max(\( R \)). If the pixel value is greater than the threshold, it is assigned a maximum value of 255, otherwise it is assigned a value of 0. The corner coordinates are refined using the centroid locations, this is important for corners detected multiple times. An early stopping criterion is set with a maximum number of 100 iterations and if the centroid has moved at least 0.001 pixels. The colours of the segments

Fig. 4 Accuracy and loss results for varying sized image groups
were changed as the corners of the green segment were not detected as well. This method has proved to be more successful than the Hough transform, which sometimes predicts overlapping lines within the same edge or the edge lines are disconnected if the edge of the roof was not predicted perfectly in the mask.

**Classification CNN training**

The crux of this work lies in the optimisation of the training to determine whether a CNN network can overcome the relatively poor data size and resolution of the dataset presented. Training was carried out using an i7-7700k CPU, a GTX 1070 Ti GPU and 16 GB RAM. Here, the transfer-learning VGG16 model was chosen with ImageNet weights, the classification layer is removed, as it is unique to the classification task. ImageNet is an annotated image database with 1.2 million images categorised into 1000 classes. The model is built using the Python library Keras, a TensorFlow high-level application programming interface. TensorFlow is "an end-to-end open-source platform for machine learning", and probably the most widely used today. Keras was designed to dramatically speed up the development of deep-learning models, it is minimalistic but expandable and written in python, which remove a lot of the barriers to fast deep-learning deployment. A model head is attached to the network, consisting of a flattened, dense, dropout and another dense layer. The model is trained over 1000 epochs using an early stopping and model checkpoint call back to halt training when accuracy and loss stop improving, all trainable convolutional block layers are frozen. The model head weights are randomly initialised, this is necessary to warm up the model head by optimising the weights to the specific training dataset. Training with backpropagation trains in a layer by layer manner, training the first convolutional layers in the first iterations and higher layers converge with time. The trained weights are saved and loaded into a fine-tuning model where the network’s architecture is replicated, the five convolutional blocks are unfrozen to allow for errors to backpropagate through the network. Fine-tuning the model immediately without initialisation of weights will lead to overfitting with a small dataset, transfer learning also improves the generalisation performance of the network (Yosinski et al. 2014). Keskar and Socher (2017) suggest a cross-training strategy by switching from Adam to stochastic gradient descent (SGD) to narrow the generalisation gap. In this work, Adam is used during transfer learning before switching to SGD during fine-tuning.

**Learning rate**

The learning rate is a hyperparameter in CNNs and requires fine-tuning to achieve the fastest convergence and highest accuracy. Most CNN model applications carry out backpropagation, as proposed by Rumelhart et al. (1986). This method takes an input vector and produces an output vector which is compared with the target value. Learning takes place if there is a difference between these two values and the weights are adjusted to reduce the difference accordingly. The equation for weight update is

$$w(t+1) = w(t) - \eta \frac{\partial F(w)}{\partial w}, \quad (7)$$

where $w$ is the weight, $\eta$ is the learning rate, $t$ is the number of iterations, and $F$ is an (arbitrary) error function. The negative differential of the loss function multiplied by the learning rate gives the direction in which the weight is updated to achieve the greatest decrease in the loss function. The minimum error rate is achieved when the bias and variance are minimised. Unfortunately, often convergence to these limits can be slow. One of the reasons for this is the magnitude of the learning rate as modifying the weight by a fixed portion of the partial derivative of the error function with respect to the weight only results in a small adjustment to the weight. This is attributable to the shape of the error function. If the shape is flat, the derivative is small whereas a highly curved shape means the derivative is large and can result in overshooting of the local minima (Jacobs 1988). Choosing the correct learning rate is important, if it is set too large
the training may fail to converge or may even diverge. If the learning rate is too small, then the training may be very slow.

**Cyclical learning rate**

The learning rate schedule adjusts the learning rate between epochs, and this is done through learning rate annealing. The learning rate is initially large to speed up learning and avoid false local minima, and this also restricts the learning of noise in the dataset. The learning rate subsequently decays as the local minima is approached to suppress oscillations and enhance complex pattern learning. Recently, Smith (2017) proposed a method in which the learning rate is varied cyclically between a minimum base lr and a maximum max lr called the cyclical learning rate (CLR). This method is easy to implement, as it does not require fine-tuning the learning rate parameter through trial and error. It has also been shown to achieve higher accuracy compared to a fixed learning rate. A triangular learning rate policy is adopted, where the learning rate is varied linearly within a band. An input of the step size is required, and this represents the number of iterations in a half cycle. The cyclical learning rate is adjusted as follows:

\[
\eta_t = \text{base}_{lr} + (\text{max}_{lr} - \text{base}_{lr}) \left(\max(0, 1 - x)\right),
\]

(8)

where \(x\) is equal to:

\[
x = \left[\frac{t}{\text{step size}} - 2(\text{cycle}) + 1\right].
\]

(9)

In addition, cycle is defined as follows:

\[
\text{cycle} = \left[\frac{1 + t}{2(\text{step size})}\right].
\]

(10)

To determine max lr and base lr, the learning rate was increased exponentially following each batch update between 1e−10 and 1. The loss for the transfer-learning model is recorded and plotted, and this is shown in Fig. 6 and Table 1. The figure shows that from 1e−10 to 1e−7 the loss is static; the learning rate is too low for the network to learn.

At 1e−6, the network begins to learn as the loss starts decreasing slowly and the learning rate meets the minimum threshold. Between 1e−5 and 1e−3 lies the optimal learning rate as the loss decreases rapidly. The learning rate begins to increase past 1e−3, indicating it is too large for successful learning to take place. The base lr and max lr values are, therefore, set to 1e−5 and 1e−3, this linearly alternates periodically with a step size of 8. The CLR schedule using the triangular policy is shown in Fig. 6.

To find the optimal learning rate for Adam during transfer learning, three cases were analysed; first, the rate was set to a constant value of 1e−5, second at 1e−3 and finally the rate was varied cyclically between these two values. These rates were tested over 100 epochs and the corresponding validation accuracies and losses are shown in Fig. 7 and Table 2.

The results show that using Adam with a CLR learning schedule achieves the fastest convergence compared to a constant learning rate. The graphs show that a learning rate of 1e−3 results in oscillations in the performance of the model. This suggests that the rate is too large and hence the weight updates are too large as well, resulting in divergence.

![Fig. 6](Left) training loss as a function of an exponentially increasing learning rate from 1e−10 to 1 for the transfer-learning model. (Right) CLR schedule using triangular policy varied within 1e−5 and 1e−3

---

**Table 1** Validation accuracy and loss obtained

| Optimisation          | Validation accuracy | Validation loss |
|-----------------------|---------------------|-----------------|
| Adam (lr = 1e−3)      | 0.8468              | 0.4862          |
| Adam (lr = 1e−5)      | 0.7990              | 0.5284          |
| Adam CLR (max lr = 1e−3 and base lr = 1e−5) | 0.8524 | 0.4449 |
from the minimum loss. For a learning rate of $1e^{-3}$ combined with CLR, overfitting of the training dataset is evident and the validation curves plateau indicating that no learning is taking place past 15 epochs. Regularisation is, therefore, necessary and methods for avoiding overfitting are discussed in the next subsection.

**Regularisation**

Regularisers apply a penalty to the parameters in the model as the model complexity increases. This leads to a decrease in the weight matrices as it implies that neural networks with smaller weights result in simpler models, reducing the likelihood of overfitting. The penalties are added to the loss functions as described below.

**Dropout**

The first form of regularisation explored was dropout, this randomly eliminates units from a network within a hidden layer with a set probability. This method is used to provide a more efficient alternative of separately training networks which is computationally costly during training and testing. Hinton et al. (2012) found that a dropout of 0.5 applied in all hidden layers achieves a lower error than applying it to one hidden layer. Dropout can approximately increase the number of iterations by twofold, but training time per epoch decreases (Krizhevsky et al. 2012). It helps in generalising the model by forcing it to stop relying on any input node as there is a random probability of it being omitted. Therefore, weights assigned to certain features by the network are low, reducing the bias a model may place on a particular input. Using dropout with a steady learning rate accelerates the convergence of the models without leading to overfitting. Although the performance of the CLR drops, it is no longer overfitting. The gradients of the loss function for all scenarios suggest that the training was stopped prematurely and that there is room for improvement through further training. These results are shown in Table 3.
L1-regularisers

The second form of regularisation is L1-regularisers; it minimises the sum of squares conditional on a constant being greater than the sum of absolute values of the coefficients (Tibshirani 1996). This method shrinks and sets less important coefficients to zero to preserve better features. The $\lambda$ was set to 0.01 and trained over all three cases, the results are shown in Table 3. Weights are updated as follows using the L1-regulariser:

$$w^* = \arg \min_w \sum_{i=1}^{N} \left( y_i - \sum_j w_j x_{ij} \right)^2 + \lambda \sum_j |w_j|,$$

where $\lambda$ is the regularisation parameter.

The loss function demonstrates that no learning is taking place in all cases, the gradient of the dense layers was plotted to examine this further in Fig. 8. In the two dense layers, the gradient is not flowing backwards through the layers during training and is close to zero in dense layer 1. L1 shrinks irrelevant weights but in this case, the weights have been set too low. As a result, $\lambda$ is decreased to a value of 0.0001, the gradient backpropagating to dense layer 1 is now greater, prompting weight updates resulting in model optimisation. The loss and accuracy for the updated $\lambda$ values are shown in Table 4.

| Optimisation                      | Validation accuracy | Percentage difference (%) | Validation loss | Percentage difference (%) |
|----------------------------------|---------------------|---------------------------|----------------|---------------------------|
| Adam (lr = 1e−3)                 | 0.7548              | −11.49                    | 1.9795         | 121.12                    |
| Adam (lr = 1e−5)                 | 0.7246              | −9.77                     | 0.9355         | 55.62                     |
| Adam CLR (max $\eta$ = 1e−3 and base$\eta$ = 1e−5) | 0.7750              | −9.51                     | 0.8226         | 59.60                     |

Table 3 Validation accuracy and loss obtained with L1-regularisers where $\lambda = 0.01$

| Optimisation                              | Validation accuracy | Percentage difference (%) | Validation loss | Percentage difference (%) |
|-------------------------------------------|---------------------|---------------------------|----------------|---------------------------|
| Adam (lr = 1e−3)                          | 0.8347              | −1.44                     | 0.5634         | 14.71                     |
| Adam (lr = 1e−5)                          | 0.8166              | 2.18                      | 0.9765         | 59.55                     |
| Adam CLR (max $\eta$ = 1e−3 and base$\eta$ = 1e−5) | 0.8420              | −1.23                     | 0.5107         | 13.77                     |

Table 4 Validation accuracy and loss obtained with L1-regularisers where $\lambda = 0.0001$
Step decay

Step decay is the most popular form of learning rate decay; the learning rate is kept constant for a number of steps $D$ and then decreased (Ge et al. 2019):

$$\eta_{T+1} = \eta_T \times F \left( \frac{1+T}{D} \right),$$

where $F$ is a factor controlling the rate and $T$ is the number of epochs.

Similar tests were run to find the optimal learning rate for SGD in the fine-tuning model, constant learning rates of $8\times10^{-5}$ and $1\times10^{-4}$, CLR in the range $8\times10^{-5}$ and $1\times10^{-4}$ with step size of 8 and step decay with initial learning rate of $1\times10^{-4}$, $F$ of 0.5 and $D$ of 5 were examined. The two values were chosen by plotting loss against learning rate. The results are shown in Fig. 9 and Table 5.

Step decay converges the slowest; however, it is the only method that did not lead to overfitting of the training dataset, in this case, CLR was the fastest to converge.

Nesterov momentum

Nesterov momentum (Nesterov 1983) has recently gained popularity in optimisation problems. Similar to classical momentum this is a first-order optimisation method and is characterised by a convergence rate of $O\left(\frac{1}{t^2} + \frac{1}{\sqrt{bt}}\right)$, compared to in SGD $O\left(\frac{1}{t} + \frac{1}{\sqrt{bt}}\right)$, where $b$ is the minibatch size (Sutskever et al. 2013). It is calculated using the following equation:

$$\Delta w(t) = \eta \frac{dE(w)}{d(w + p\Delta w(t-1))} + p\Delta w(t-1).$$

In some cases, Nesterov momentum did not improve the rate of convergence in comparison to classical momentum; this is because Nesterov only guarantees accelerating convergence in convex gradient descent (Goodfellow et al. 2016). Although Nesterov achieves faster convergences in the start as the $\frac{1}{t^2}$ term dominates, in the long term, SGD and Nesterov methods are equivalently effective as the $\frac{1}{\sqrt{bt}}$ term begins to dominate (Sutskever et al. 2013). In the fine-tuning model, CLR was ultimately used and accelerated by Nesterov momentum where $p$ is equal to 0.9. The results are shown in Table 6.

Semantic CNN segmentation training

For roof segmentation, semantic segmentation is carried out using U-Net (Ronneberger et al. 2015) with a ResNet34 (He et al. 2016) backbone pre-trained on ImageNet. Semantic

---

Table 5 Validation accuracy and loss obtained for the fine-tuning model

| Optimisation                     | Validation accuracy | Validation loss |
|----------------------------------|---------------------|-----------------|
| SGD (lr = 1e−4)                 | 0.8725              | 0.3895          |
| SGD (lr = 8e−5)                 | 0.8688              | 0.4048          |
| SGD CLR (max lr = 1e−4 and base lr = 8e−5) | 0.8736              | 0.3861          |
| SGD step decay                  | 0.8589              | 0.4194          |

---

Fig. 9 Model loss and accuracy curves with Nesterov momentum for different learning schedules
segmentation is a subclass of image segmentation that provides dense predictions, a method by which each pixel class is predicted (Sercu and Goel 2016). Unlike CNNs which are unable to manage different input sizes due to the fully connected layers, U-Net is a modified FCN that can process input images of varying dimensions. U-Net architecture is used for this task as it is designed for biomedical image processing in which images are not readily available. Data augmentation is applied to compensate for the small training dataset through elastic deformations, used in conjunction with traditional image augmentation. The network can learn the invariances within the applied deformations without it being reflected in the annotated images (Ronneberger et al. 2015).

All the roof types, except flat, were analysed to extract their geometries. In this section, we will examine one of these Hip style roofs, as they have some complex geometry and are a good proxy for the errors found in all roof styles.

Training

For hip roofs, the five classes are ‘hip dark’, ‘hip light’, ‘side dark’, ‘side light’ and ‘background’. In total, 195 images were segmented, labelled and split into 187 and 8 for training and validation, respectively. This is the maximum training ratio as the batch size is equal to 8. The training was carried out over 1500 epochs, with a model checkpoint callback for the maximum Dice coefficient. The best model was obtained and saved at 1090 epochs with a validation Dice of 96.10% and a validation loss of 0.1489. The roof segmentation progress during training is displayed in Fig. 10. Shadows cast on the upper right corner make it difficult to distinguish the roof boundary correctly, creating an uneven edge in the final segmentation mask.

Testing

The trained model was tested on randomly sampled roofs that are representative of the entire dataset, the masks along with the overlays are displayed in Fig. 11. The displayed images include a plain roof, a dual colour roof with neighbouring buildings, an incomplete roof and a roof with dormers. Although this model achieves a very high Dice score of 96.10%, most of the inaccuracy is attributed to the incorrect detection of the edges. However, for the purpose of this research, the effective detection of edges, typically requiring a much higher accuracy is not needed. Instead, semantic segmentation is used to define the coordinates of the roof corners and the nexus points. Furthermore, segmentation of dormers and chimneys is not necessary as it does not substantially impact on model applications.

Errors

Figure 12 shows common issues that are found in masks that were predicted less successfully, Figures a.3, b.3 and c.3

| Optimisation                        | Validation accuracy | Percentage difference (%) | Validation loss | Percentage difference (%) |
|------------------------------------|---------------------|----------------------------|----------------|---------------------------|
| SGD (lr = 1e–4)                    | 0.8920              | 2.21                       | 0.3545         | – 9.41                    |
| SGD (lr = 8e–5)                    | 0.8876              | 2.14                       | 0.3508         | – 14.29                   |
| SGD CLR (max_lr = 1e–4 and base_lr = 8e–5) | 0.8861              | 1.42                       | 0.3643         | – 5.81                    |
| SGD step decay                     | 0.8821              | 2.67                       | 0.3689         | – 12.81                   |
**Fig. 11** Results obtained from testing images of hip roofs; top row: the original image, centre row: the mask segments overlaying the source images, bottom row: predicted masks.

**Fig. 12** Results obtained from testing images of hip roofs; top row: the original image, centre row: the mask segments overlaying the source images, bottom row: predicted mask.
show one of the planes was predicted as two classes bleeding into each other. This may be due to the effect of shadows on part of the roof and can be tackled through a mix of image augmentation to darken and lighten the images and training on roofs where the effects of shadows are more prominent. Figure 12, b.3 shows that one of the hip segments spills over onto the adjoining roof. This is most likely due to the similar colour of the adjoining roof; however, it is unclear why the building to the left is segmented as part of the same roof. These problems can be solved by expanding the training dataset to improve its prediction with unevenly coloured roofs and images with crowded roof structures.

Results and discussion

The results obtained in this paper show an improvement when compared to papers that have used deep learning in similar applications. The dataset used by Partovi et al. (2017) contains nearly 10,000 training images achieved a precision and recall of only 76%. Axelsson et al. (2018) achieved the highest accuracy of 96.65% over two classes flat and ridge where ridge is equivalent to gable roof, these two classes are very distinct, the starting accuracy in Axlesson et al. (2018) is 50%, much higher than other papers which start training at an accuracy of 12.5–14.3%. Alidoost and Arefi (2016) achieved a very high accuracy using 700 tiles with approximately 100 tiles per class, and it is the only paper where there was no class imbalance.

To tackle an imbalance in classes, both Axelsson et al. (2018) and Partovi et al. (2017) added more images to the dataset by simply copying the images and augmenting images to artificially inflate the dataset, respectively, this was done prior to training as opposed to during training as done in this paper. The accuracy, precision and recall obtained in this paper are greater than all papers with the exception of Axelsson et al. (2018). However, due to the difference in the number of classes, resolution, geographical location and number of images, it is difficult to draw a fair comparison between the studies.

The results achieved in this paper are displayed in Tables 7 and 8. To visualise the model’s performance, a new tile is selected from the London borough of Harrow. Each roof image is given a prediction and a probability, this is displayed on the main tile image, Fig. 13. The bounding boxes are assigned different colours to represent each label. Houses within the same area typically share similar roof types, an all-inclusive tile is difficult to find, therefore, only four classes are displayed which make up 99.08% of the dataset used in training. The figure shows that the model predicted 88.95% of roofs correctly, the errors are predominantly associated with bounding boxes cropping demolished sheds. This is lower than the accuracy achieved on the test dataset where individual images are examined and removed in cases where only a small part of the roof is visible, the roof is demolished or is not detectable. To avoid this, an up-to-date building footprint is necessary. Misclassifications have a low probability, setting a minimum probability threshold would help in eliminating errors. Other major errors include flat shed false negative (FN) classified as gable; this may be as a result of the coarse resolution of shed structures. Another

| Table 7 | Classification metrics for transfer-learning CNN |
|---------|-----------------------------------------------|
|         | Test images | Precision | Recall | F₁ score |
| Flat    | 805         | 0.93      | 0.96   | 0.95     |
| Hip     | 1072        | 0.94      | 0.98   | 0.96     |
| Cross-hip | 65         | 1.00      | 0.58   | 0.74     |
| Gable   | 1413        | 0.97      | 0.95   | 0.96     |
| Mansard | 37          | 0.67      | 0.43   | 0.52     |
| Accuracy | 3392      | –         | –      | 0.95     |
| Macro-average | 3392 | 0.90      | 0.78   | 0.82     |
| Weighted average | 3392 | 0.95      | 0.95   | 0.95     |

| Table 8 | Validation results for semantic segmentation |
|---------|-----------------------------------------------|
|         | Roof        | Validation dice (%) | Validation loss |
| Hip     | 96.10       | 0.1489               |
| Cross-hip | 85.12    | 1.1433               |
| Gable   | 95.94       | 0.1294               |
| Mansard | 91.13       | 0.4170               |

Fig. 13 Ariel image for a portion of OS tile TQ1785 with classification labels and certainties applied
misclassification is a hip roof FN classified as a gable due to the small size of the bounding boxes cropping a small part of the roof, which resembles a gable roof structure.

There are several possible methods available to improve the accuracy and loss achieved by both image classification and semantic segmentation models. Better accuracy can be achieved in image classification using input images with dimensions equal to the image dimensions used during the pre-training of the model. In this case, VGG16 was trained using images with dimensions of 256×256. The highest resolution provided by getmapping, an Aerial photography provider to Digimap in the UK, is 12.5 cm, double the resolution available for this research. Though these data are not open source, it is hoped that this quality of data may in time be readily available, as the higher resolution would allow the input image dimensions to be increased to 128×128. The only drawback is that whilst this would increase the accuracy achieved, it is limited by the hardware capabilities needed to process large numbers of structures, in order to create the wireframe outputs shown in Fig. 14.

Shadows, small structures on roofs, and vegetation occlude the roof, and this introduces variations in the dataset which leads to reduced accuracy. This can be predominantly tackled by increasing the model’s generalisation ability through the addition of more varied data.

Although complex roofs are uncommon, the model is based on a model-driven approach and is unable to classify roofs that do not fit within the discrete classes assigned. It will, therefore, fail to extract the geometry of these roof structures. Creating a complex class label to allocate unknown roof structures is a simple fix; however, this cannot be translated to semantic segmentation.

Conclusion

In this paper, a deep learning and algorithmic strategy for roof classification using RGB vertical aerial imagery has been proposed. The data are pre-processed using map data to first identify the buildings in Ariel Photography. Then transfer learning using the application and fine-tuning of a VGG16 model pre-trained on ImageNet is implemented. The model head architecture was optimised by exploring regularisation methods, convergence acceleration algorithms, learning rates and annealing. After development of image classification for this problem, the transfer-learning model utilised CLR with a dropout layer in the model head of 0.5. While the fine-tuning model utilised CLR accelerated using Nesterov momentum. The classified images are segmented using transfer learning of U-Net with a pre-trained ResNet34 backbone to build a semantic segmentation model. The hyperparameters batch size and number of iterations were optimised for the best performing models. Some of these decisions and options for optimisation have been discussed and compared above. This model was found to offer a high degree of accuracy from a small dataset. The semantic segmentation models achieved a Dice score of 96.10%, 95.95%, 85.12% and 91.13% for roof types hip, gable, cross-hip and mansard, respectively. The mask segments enable the extraction of corner and nexus coordinates using the Harris corner detection algorithm. DSM, a raster elevation model, provides building height information, which is integrated into the coordinates to reconstruct a 3D LOD2 model of the buildings. Given the performance of the model on a small region of London, the scope of the work can be extended to a larger region within London and the rest of the UK. The availability of more training data will allow for the first strategy to be revisited and further improved. In future work, focus should be made on improving the segmentation of the current roof classes as well as complex roof structure.

Appendix

This Appendix briefly gives details the authors felt would be useful in replicating the work.

Image classification—training

The number of steps per epoch is calculated by dividing the number of training images by the batch size. The batch size, the number of images passed through one iteration, is set to 32.
In the transfer-learning model, cyclical learning rate (CLR) (Smith 2017) varies between a maximum and minimum learning rates of $1e^{-3}$ and $1e^{-5}$, respectively. This is used in conjunction with a dropout layer of 0.5 in the model head. In the fine-tuning model, CLR is also used varying between $1e^{-4}$ and $8e^{-5}$. It is accelerated using Nesterov momentum (Nesterov 1983) with $p$ of 0.9.

**Roof segmentation—data collection and labelling**

Images for each class were placed in a folder, filenames were numbered from 0 to $n$, where $n$ is the total number of images. Folders for images and annotations were created, the image annotations were created using LabelMe, a graphical image annotation tool. As this is a time-consuming process, it was only possible to annotate 101, 195, 100, 78, and 51 images for hip, flat, cross-hip, gable and mansard, respectively.

**Roof segmentation—training**

Transfer learning is applied using U-Net with a ResNet34 backbone pre-trained on ImageNet. The model layers are frozen, and the output head is warmed up by training over 50 epochs. The layers in the model are then set to trainable and trained over 1500 epochs with a batch size of 8 and Adam learning rate set to $1e^{-3}$.
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