LOGARITHMIC DERIVATIONS ASSOCIATED TO LINE ARRANGEMENTS

RICARDO BURITY AND ȘTEFAN O. TOHĂNEANU

Abstract. In this paper we give full classification of rank 3 line arrangements in $\mathbb{P}^2$ (over a field of characteristic 0) that have a minimal logarithmic derivation of degree 3. The classification presents their defining polynomials, up to a change of variables, with their corresponding affine pictures. We also analyze the shape of such a logarithmic derivation, towards obtaining criteria for a line arrangement to possess a cubic minimal logarithmic derivation.

1. Introduction

Let $\mathcal{A} = \{H_1, \ldots, H_s\}$ be a central hyperplane arrangement in $V = \mathbb{K}^n$, where $\mathbb{K}$ is a field of characteristic zero. If $x_1, \ldots, x_n$ is a basis for $V^*$, then $H_i = V(l_i)$, $i = 1, \ldots, s$, for some linear forms $l_i$ in $S := \text{Sym}(V^*) = \mathbb{K}[x_1, \ldots, x_n]$. The module of the derivations of $S$ has the structure $\text{Der}(S) = \bigoplus_{i=1}^n S \frac{\partial}{\partial x_i}$, that is, it is free of rank $n$. A logarithmic derivation of $\mathcal{A}$ is an element $\theta \in \text{Der}(S)$, such that $\theta(l_i) \in (l_i)$, for all $i = 1, \ldots, s$. The set of the logarithmic derivations forms an $S$-module, usually detonated by $\text{Derlog}(\mathcal{A})$; the standard grading of $S$ induces a graded module structure on this $S$-module. Therefore, by the structure of the module of the derivations we can write $\theta = \sum_{i=1}^n P_i \frac{\partial}{\partial x_i}$ with $P_i$ homogeneous polynomials of the same degree, so we can define $\deg(\theta) = \deg(P_i)$.

Consider $F := \prod_{i=1}^s l_i$ the defining polynomial of $\mathcal{A}$. Since $F$ is a homogeneous polynomial the structure of module of the logarithmic derivations is well known,

$$\text{Derlog}(\mathcal{A}) = \text{Syz}(J_F) \oplus S \theta_E,$$

where $\text{Syz}(J_F)$ is the first module of the syzygies on the Jacobian ideal of $F$, that is, the ideal of $S$ generated by the partial derivatives of the $F$ and $\theta_E = \sum_{i=1}^s x_i \frac{\partial}{\partial x_i}$ is the Euler derivation. In general, when $\text{Syz}(J_F)$ is free, $V(F)$ is called a free divisor (and therefore the hyperplane arrangement $\mathcal{A}$ is called free).

Maybe one of the most important conjecture in the field of hyperplane arrangement is Terao’s Conjecture which states that if two hyperplane arrangements have isomorphic intersection lattices, then if one is free, then so is the other. So a deeper understanding of the generators of $\text{Syz}(J_F)$ is of utmost importance to tackle this conjecture: one would like to describe these generators, or their degrees, only from the combinatorics of $\mathcal{A}$, if possible. In the past 5-6 years, there has been a lot of work on the minimal degree of a Jacobian relation, which is the minimal degree of a syzygy of $J_F$ (and here $V(F)$ can be any divisor, not necessarily a hyperplane arrangement):

$$r(\mathcal{A}) = mdr(\mathcal{A}) := \min_{r \in \mathbb{Z}} \{|r| (\text{Syz}(J_F))_r \neq 0\}.$$

Finding degrees of syzygies (and more generally, the shapes of the graded minimal free resolutions) has been one of the most fundamental topics in commutative/homological algebra; and the literature about this
is extensive, being impossible to list it all here without leaving out some of it. Same is true also if one is interested in syzygies of Jacobian ideals of divisors (and therefore analyzing their singular locus), with a particular focus on plane projective divisors. Specifically to line arrangements in \( \mathbb{P}^2 \) (i.e., central rank 3 hyperplane arrangements in \( \mathbb{K}^3 \)), we must mention the work of Dimca, Dimca-Sticlaru, and their coauthors: most of the time starting from results in [3] where the invariant \( \text{mdr} \) seems to show up for the first time in the context of our project, they find connections between this invariant and the Tjurina number of a projective plane divisor (i.e., the degree of the Jacobian ideal), which in turn give restrictions on constructing line arrangements with prescribed combinatorics: [3, 5, 6, 7], and the citations therein.

Our goal is the following: in the spirit of [14], we will classify all line arrangements in \( \mathbb{P}^2 \) with \( r(A) = 3 \), also analyzing the shape of the corresponding cubic logarithmic derivation towards finding some structures in this shape. For the theoretical results we found essential the addition-deletion results for the minimal degree of logarithmic derivations of arrangements in [3]. As an appendix, at the end we briefly look at this invariant for graphic arrangements.

Below we summarize the results in [3]; for more definitions and notations clarifications, we refer the reader to [12]. Let \( A \) be a finite collection of (linear) hyperplanes in \( \mathbb{K}^\ell \) with \( \cap_{H \in A} H = \{0\} \) (i.e., we say that \( A \) is central essential hyperplane arrangement of rank \( \ell \)). For \( H \in A \), let

\[
A'' = A^H := \{ H \cap L | L \in A \setminus \{H\} \}
\]

be the restriction, and let

\[
A' := A \setminus \{H\}
\]

be the deletion. Also, denote

\[
r := r(A), \quad r' := r(A'), \quad r'' := r(A'').
\]

**Theorem 1.1.** Let \( \ell \geq 2 \). With the above notations we have:

1. [3, Proposition 2.12]:
   1a) \( r' \leq r \leq r'' + 1 \).
   1b) If \(|A| - |A''| > r\), then \( r' = r \).
   1c) If \(|A| - |A''| > r'\), then \( r = r' \).
2. [3, Theorem 2.14]: If \( r' < r'' \), then \( r = r' + 1 \).
3. [3, Proposition 2.15]: If \( r = r' \), then \( r'' \leq r \).

Observe that the statement (3) is the counterpositive of (2), combined with (1a), so basically they are the same. But the flavors are different: (2) is the “addition-deletion” part, meaning that if we have information about \( r' \) and \( r'' \), then we will obtain some information about \( r \); whereas (3) is the “restriction” part, meaning that if we have information about \( r \) and \( r' \), then we will obtain information about \( r'' \).

**Remark 1.2.** Let \( A \subset \mathbb{P}^{\ell-1} \) be a hyperplane arrangement of rank \( \ell \). Let \( X \) be a coatom, meaning that \( X \) is a flat of rank \( \ell - 1 \) in the lattice of intersection of \( A \). The closure of \( X \) is \( \text{cl}(X) := \{ H \in A | X \in H \} \), i.e., the set of hyperplanes of \( A \) that contain \( X \). The multiplicity of \( X \) is \( \nu(X) := |\text{cl}(X)| \), and define \( M = M(A) := \max\{\nu(X) | X \text{ coatom}\} \).

Suppose \(|A| = s \) and suppose \( M \leq s - 2 \). Then, using the same (classical) trick as in the proof of [3, Theorem 1.2], we have

\[
r(A) \leq s - M.
\]

Here is how: let \( X \) be a coatom with \( \nu(X) = M \). We can suppose \( X = [0, \ldots, 0, 1] \). Then, the defining polynomial of \( A \) is \( F = gh \), where \( g, h \in S := \mathbb{K}[x_1, \ldots, x_{\ell}] \) are products of the defining linear forms of the hyperplanes of \( A \), with \( g(X) = 0 \) and \( h(X) \neq 0 \); and so \( \deg(g) = M \) and \( \deg(h) = s - M \).

For any homogeneous polynomial \( P \in S \), denote \( P_{x_i} := \frac{\partial P}{\partial x_i} \). Then, \( F_{x_{\ell}} = g \cdot h_{x_{\ell}} \). Together with Euler’s formula \( sP = x_1F_{x_1} + \cdots + x_{\ell-1}F_{x_{\ell-1}} + x_{\ell}F_{x_{\ell}} \), we get the Jacobian relation

\[
(x_1h_{x_{\ell}})F_{x_1} + \cdots + (x_{\ell-1}h_{x_{\ell}})F_{x_{\ell-1}} + (x_{\ell}h_{x_{\ell}} - sh)F_{x_{\ell}} = 0.
\]
The only issue that can occur here is that the logarithmic derivation corresponding to this syzygy may be a multiple of Euler’s derivation. If that were the case, since \( \deg(h) = s - M \geq 2 \), then there should exist a linear factor dividing both \( h_x \) and \( h \); an obvious contradiction.

**Remark 1.3.** Same as above, let \( \mathcal{A} \subset \mathbb{P}^{d-1} \) be a hyperplane arrangement of rank \( \ell \). Define \( 0 - \text{Sing}(\mathcal{A}) := \{X | X \text{ coatom} \} \) to be the set of coatoms of \( \mathcal{A} \). This is a (reduced) set of points in \( \mathbb{P}^{d-1} \). We define \( \alpha_0(\mathcal{A}) \) to be the minimal degree of a hypersurface \( 0 - \text{Sing}(\mathcal{A}) \). Then

\[
\alpha_0(\mathcal{A}) - 1 \leq r(\mathcal{A}).
\]

To see this, we use the same trick as in [13] Proposition 3.6. Let \( \theta = P_1 \frac{\partial}{\partial x_1} + \cdots + P_\ell \frac{\partial}{\partial x_\ell} \) be a logarithmic derivation of degree \( r(\mathcal{A}) \), that is not a multiple of the Euler derivation.

Let \( X \) be a coatom, and suppose \( X = H_1 \cap \cdots \cap H_{\ell-1} \), for some \( H_i \in \mathcal{A} \). So \( X = [a_1, \ldots, a_\ell] \), and if \( H_i = V(l_i), i = 1, \ldots, \ell - 1, \) then \( l_i(X) = 0 \), for all \( i \). Suppose \( l_i = c_i^1 x_1 + \cdots + c_i^\ell x_\ell, c_i^j \in \mathbb{K} \). Then, for each \( i = 1, \ldots, \ell - 1, \theta(l_i) \in \{l_i\} \), which evaluated at \( X \) gives:

\[
c_i^1 P_1(X) + \cdots + c_i^\ell P_\ell(X) = 0.
\]

Either \( P_j(X) = 0 \), for all \( j = 1, \ldots, \ell \), or the point \( [P_1(X), \ldots, P_\ell(X)] \in V(l_1, \ldots, l_{\ell-1}) \). In the later case, we must have that \([P_1(X), \ldots, P_\ell(X)] = X\) as projective points, hence

\[
P_j(X) = qa_j, j = 1, \ldots, \ell, q \in \mathbb{K} \setminus \{0\}.
\]

This means that for any \( 1 \leq j < k \leq \ell \), \( (x_k - x_j P_k)(X) = 0 \). Since \( x_k P_j - x_j P_k \) cannot be the zero polynomial for all \( j < k \) (since \( \theta \) is not a multiple of \( \theta_E \)), put together the two cases we have that all coatoms \( X \) belong to a hypersurface of degree \( r(\mathcal{A}) + 1 \).

2. **Line arrangements with cubic minimal log derivations**

Let us put the general concepts in our perspective. Let \( \mathcal{A} = \{V(l_1), \ldots, V(l_s)\} \subset \mathbb{P}^2 \) be a line arrangement of rank 3. So \( V = \mathbb{K}^3 \), and if \( x, y, z \) is a basis for \( V^* \), \( l_1, \ldots, l_s \) are linear forms in \( S := \text{Sym}(V^*) = \mathbb{K}[x, y, z] \), with three of them being linearly independent. Also let \( F = l_1 \cdots l_s \) be the defining polynomial of \( \mathcal{A} \).

The **singular locus** of \( \mathcal{A} \), denoted \( \text{Sing}(\mathcal{A}) \), is the set of the intersection points of lines of \( \mathcal{A} \). For \( P \in \text{Sing}(\mathcal{A}) \), the **multiplicity** of \( P \), denoted \( m_P \), is the number of lines of \( \mathcal{A} \) intersecting at \( P \). Combinatorially, \( \text{Sing}(\mathcal{A}) \) is the set of rank 2 flats in the intersection lattice of \( \mathcal{A} \), and \( m_P = \nu(P) = \mu(P) + 1 \), where \( \mu(P) \) is the value of the Möbius function at \( P \). Also, denote

\[
m = m(\mathcal{A}) := \max \{m_P | P \in \text{Sing}(\mathcal{A})\}.
\]

Note that for a line arrangement in \( \mathbb{P}^2 \), \( m(\mathcal{A}) \) and \( M(\mathcal{A}) \) defined in the previous section are the same.

There are two very important formulas (with immediate inductive proofs on \( s \geq 2 \)):

\[
(*) \quad \text{If } H \in \mathcal{A}, \text{ then } \sum_{P \in \text{Sing}(\mathcal{A}) \cap H} (m_P - 1) = s - 1,
\]

and

\[
(**) \quad \sum_{P \in \text{Sing}(\mathcal{A})} \binom{m_P}{2} = \binom{s}{2}.
\]

For \( H \in \mathcal{A} \), we will denote

\[
|H| := |\mathcal{A}''| = |\text{Sing}(\mathcal{A}) \cap H|,
\]

the number of singularities of \( \mathcal{A} \) lying on the line \( H \). With this in mind we have the following crucial result:

**Theorem 2.1.** Let \( \mathcal{A} \) be a line arrangement in \( \mathbb{P}^2 \) of rank 3, and let \( H \in \mathcal{A} \). Then, using the notations above, we have:
(i) [4] Theorem 3.3: If $|H| \geq r' + 2$, then $r = r' + 1$.

(ii) [4] Theorem 3.4: If $|H| \geq r + 2$, then $r' = r - 1$.

The above theorem is a corollary to Theorem 1.1, its proof uses the fact that $r'' = |H| - 1$. Based on the same fact we have

**Corollary 2.2.** Let $A \subset \mathbb{P}^2$ be a line arrangement of rank 3, with $|A| = s$. Let $r := r(A)$ and $m := m(A)$. Then

$$r = s - m \text{ or } r \geq \min\{|A^H| | H \in A\} - 1.$$  

**Proof.** Denote $t := \min\{|A^H| | H \in A\}$.

We prove the result by induction on $s \geq 3$.

If $s = 3$, then $t = 2$, $m = 2$, and $r = 1$, so the claim is true.

Suppose $s \geq 4$. From Remark 1.2, we have $r \leq s - m$. Suppose $r \leq s - m - 1$. We want to show $r \geq t - 1$.

Let $H \in A$ with $|A^H| = t$. As before, $r' = r(A \setminus \{H\})$, and $r'' = r(A^H)$; so $r'' = t - 1$. If rank of $A'$ is 2, then $t = 2$, and obviously $r \geq 2 - 1 = 1$.

Suppose rank of $A'$ is 3, and suppose to the contrary that $r < t - 2 = r'' - 1$. Since $r' \leq r \leq r'' - 1$, by Theorem 1.1(2), we get $r = r' + 1$.

By induction, if $m' := m(A')$, we have $r' = (s - 1) - m'$, or $r' \geq |(A')^L| - 1$, for all $L \in A'$.

If $r' = (s - 1) - m'$, then $m = m' = m - 1$, which contradicts $r' \leq s - m - 1$. So $r' = r = s - m - 1$; also a contradiction. So $r' \leq s - m - 2$, and $r' \geq |(A')^L| - 1$, for all $L \in A'$. So $r \geq |(A')^L|$, for all $L \in A'$.

If $H$ and $L$ intersect in a simple (i.e., double) point, then $|(A')^L| = |A^L| - 1$; otherwise $|(A')^L| = |A^L|$. So none the less we obtain $r \geq |(A')^L| - 1 \geq t - 1$. A contradiction.

From this corollary we can conclude that

$$\min\{|H| | H \in A\} - 1 \leq r \leq s - m.$$  

In the perspective of Remark 1.3, we ask what is the relation between $\alpha_0(A)$ and $\min\{|H| | H \in A\}$, for an arbitrary line arrangement $A \subset \mathbb{P}^2$ of rank 3.

**Remark 2.3.** Suppose we want to classify all line arrangements $A \subset \mathbb{P}^2$ with $r(A) = d$ for some $d \geq 2$. Let $H \in A$, and let $A' = A \setminus \{H\}$. By Theorem 1.1(1a), $r' = d - 1$, or $r'' = d$. Then, by Theorem 2.1(i) and (ii), we have either:

(a) $A$ is obtained recursively from the classification of all line arrangements $B \subset \mathbb{P}^2$ with $r(B) = d - 1$

(b) every line of $A$ has $\leq d + 1$ points on it.

Case (b) imposes some restrictions on the possible types of line arrangements. Let $P \in \text{Sing}(A)$, with $m_P = m = m(A)$. Since the rank of $A$ is 3, there must exist a line $H \in A$ that doesn’t pass through $P$. So

$$m \leq |H| \leq d + 1,$$

and this is true for any line that doesn’t pass through $P$.

If furthermore, $m = d + 1$, then $A$ is a supersolvable arrangement with modular point $P$. Hence it is free with exponents $\exp(A) = (1, d, s - (d + 1))$, where $|A| = s$.

**Example 2.4.** If $A \subset \mathbb{P}^2$ is a line arrangement of rank 3, then Remarks 1.2 and 1.3 give

$$\alpha_0(A) - 1 \leq r(A) \leq |A| - m(A).$$  

Let us look at Ziegler ([18]) - Yuzvinsky ([17]) example:

$$A_1 = V(xyz(x + y + z)(2x + y + z)(2x + 3y + z)(2x + 3y + z)(3x + 5z)(3x + 4y + 5z))$$
\[ A_2 = V(xy(z(x + y + z))(2x + y + z)(2x + 3y + z)(2x + 3y + 4z)(x + 3z)(x + 2y + 3z)). \]

These two arrangements have the same combinatorics, yet \( r_1 := r(A_1) = 6 \), and \( r_2 := r(A_2) = 5 \). Also for both arrangements \( |A_i| - m(A_i) = 9 - 3 = 6 \), and \( \alpha_0(A_i) - 1 = 6 - 1 = 5 \). So \( r_1 \) achieves the upper bound, and \( r_2 \) achieves the lower bound.

Also, in both examples \( |H| = 6 \leq r_i + 1 \), for any \( H \in A_i \). Therefore both options in the statement of Corollary 2.2 are satisfied.

2.1. The case of \( r = 2 \). Remark 2.3 can shortcut quite a bit the calculations done in [14] in order to obtain the classification of rank 3 line arrangements with a quadratic minimal logarithmic derivation. In the above discussion, \( d = 2 \).

For case (a), either by using [12, Proposition 4.29], or [14, Section 2.1], the line arrangement \( B \) with \( r(B) = d - 1 = 1 \) is a pencil of \( \geq d + 1 = 3 \) lines, and an extra line not part of the pencil; or a triangle of 3 lines. There are only two different ways one can add another line to \( B \) to obtain \( A \), with at least 3 points on it, and these give [14, Theorem 2.4 parts (1) and (2)].

For case (b), \( m \) can be only 2, or 3. If \( m = 2 \), then \( A \) is the generic line arrangement of \( s \) lines, and since in this case \( \text{Sing}(A) \) is a star configuration, its defining ideal is generated in degree \( s - 1 \) (see [10]). From Remark 1.3 we require \( s - 1 \leq d + 1 = 3 \), then \( s \leq 4 \), leading to \( s = 4 \) which is a special case of [14, Theorem 2.4 (2)]. If \( m = 3 \), then \( A \) is a supersolvable line arrangement with exponents \((1, 2, s - 3)\).

At the same time, by [6, Theorem 3.2 (1)], we have \( 2 \geq (s - 2)/2 \), leading to \( s \leq 6 \). Therefore \( A \) is the supersolvable arrangement with exponents \((1, 2, 3)\) which is exactly [14, Theorem 2.4 (3)], or \((1, 2, 2)\) which is a special case of [14, Theorem 2.4 (1)].

In summary this is the main result of [14]; parts (1), (2), (3), correspond to (I), (II), and respectively, (III).

**Theorem 2.5** ([14, Theorem 2.4]). If \( A \) has a minimal quadratic syzygy on its Jacobian ideal, but not a linear syzygy, then, up to a change of coordinates, \( A \) is one of the following three types of arrangements with defining polynomials:

(I) \( F = xyz(x + y)\prod_{j=4}^{s}(t_jy + z), t_j \neq 0. \)

(II) \( F = xyz(x + y + z)\prod_{j=4}^{s}(t_jy + z), t_j \neq 0, 1. \)

(III) \( F = xyz(x + y + z)(x + z)(y + z). \)

See their affine pictures below:

2.2. The case of \( r = 3 \). As in the previous situation we apply Remark 2.3 but when \( d = 3 \). Then the classification is the following:

**Theorem 2.6.** Let \( A \subset \mathbb{P}^2 \) be a line arrangement of rank 3, with \( r(A) = 3 \). Then, up to a change of coordinates, \( A \) has one of the following defining polynomials (and corresponding (affine) pictures):

(Ia) \( F = xyz(x + y)(bx + y)\prod_{j=6}^{s}(t_jy + z), t_j \neq 0, s \geq 7. \)

(IIa) \( F = xyz(x + y)(bx + z)\prod_{j=6}^{s}(t_jy + z), t_j \neq 0, s \geq 6. \)

(Ic) \( F = xyz(x + y)(y + z)(-x + z)\prod_{j=7}^{s}(t_jy + z), t_j \neq 0, 1, s \geq 7. \)
(I) \( F = xyz(x + y)(ax + by + z) \prod_{j=6}^s (t_jy + z), t_j \neq 0, s \geq 5. \)

(IIa) \( F = xyz(x + y + z)(ax + by + z) \prod_{j=6}^s (t_jy + z), t_j \neq 0, s \geq 5. \)

(IIb) \( F = xyz(x + y + z)(bx + y) \prod_{j=6}^s (t_jy + z), t_j \neq 0, s \geq 6. \)

(IIIa) \( F = xyz(x + z)(y + z)(x + y + z)(ax + by + z). \)

(IIIb) \( F = xyz(x + z)(y + z)(x + y + z)(ax + ay + z). \)

(IIIc) \( F = xyz(x + z)(y + z)(x + y + z)(x + y + 2z). \)

(IV) \( F = xy(x - z)(y - z)(x - 2z)(y - 2z)(x - y). \)

(Va) \( F = xy(x^2 - y^2)(x^2 - z^2)(y^2 - z^2). \)

(Vb) \( F = xy(x^2 - z^2)(y^2 - z^2)(x - y). \)

(Vc) Updated December 13, 2023: \( F = xy(x^2 - y^2)(x^2 - z^2)(y^2 - z^2). \) This addition was mentioned to us by Wayne Ng Kwing King and Jean Vallès. This is derived from (Va) after deleting the line at infinity \( z = 0. \)

The parameters \( a \) and \( b \) are any elements of \( \mathbb{K} \) chosen such that we do not repeat any of the lines already selected, nor we obtain undesirable concurrencies; see the corresponding pictures.

**Proof.** The cases (Ia)-(IIIc) are obtained by adding a line (depicted here in blue) with at least \( d + 1 = 4 \) intersection points to a line arrangement \( B \), with \( r(B) = 2 \) (so a part of the classification in Theorem 2.5).
The arrangements not obtained recursively are treated in case (b) of Remark 2.5.

If \( m = 2, 3 \), then \( \mathcal{A} \) is an arrangement with only double and triple points (i.e., for any \( P \in \text{Sing}(\mathcal{A}) \), \( m_P = 2, 3 \)), and therefore, by [6] Theorem 3.2 (1), we have

\[
r(\mathcal{A}) = 3 \geq \frac{s - 2}{2},
\]

so \( s \leq 8 \). Also, every line has at most \( d + 1 = 4 \) points on it. Suppose \( T_H \) is the number of triple points on a line \( H \in \mathcal{A} \), and \( D_H \) is the number of double points on the same line \( H \). So

\[
D_H + T_H \leq 4.
\]

From formula \((*)\) we also have:

\[
D_H + 2T_H = s - 1.
\]

Of course, if \( s \geq 6 \), then \( T_H \geq 1 \) for all \( H \in \mathcal{A} \), because otherwise (i.e., \( T_H = 0 \)) \( D_H \geq 5 \) which is impossible to happen for line \( H \).

- If \( T_H = 1 \), then \( D_H \leq 3 \), so \( s \leq 3 + 2 \cdot 1 + 1 = 6 \).
- If \( T_H = 2 \), then \( D_H \leq 2 \), so \( s \leq 2 + 2 \cdot 2 + 1 = 7 \).
- If \( T_H = 3 \), then \( D_H \leq 1 \), and so \( s \leq 1 + 2 \cdot 3 + 1 = 8 \).
- If \( T_H \geq 4 \), then \( s \geq 9 \), contradiction.

With all of this information, we can apply [3] Theorem 4.18. Below, \( n_2 \) is the number of double points, and \( n_3 \) is the number of triple points. From \((**\)) we have \( n_2 + 3n_3 = \binom{s}{2} \).

i. \( n_3 = 0 \), meaning that \( m = 2 \). Then \( \mathcal{A} \) is a generic line arrangement of \( s = 3 + 2 = 5 \) lines. This is the special case of (Ia) with \( s = 5 \).

ii. \( 1 \leq n_3 \leq 3 \). Then \( s = 3 + 3 = 6 \). When \( n_3 = 1 \), we have the special case (Iia) with \( s = 6 \); when \( n_3 = 2 \), we have the special cases (Id) and (Iib) with \( s = 6 \); when \( n_3 = 3 \), we have the special case (Ib) with \( s = 6 \).

iii. \( n_3 = 4 \). If \( s = 6 \), then \( n_2 = 15 - 12 = 3 \). Since \( D_H + 2T_H = 5 \), we can have \( T_H = 2 \), \( D_H = 1 \), or \( T_H = 1 \), \( D_H = 3 = n_2 \). This second case cannot happen, because otherwise, for all other lines \( D_H = 0 \); contradiction. So \( T_H = 2 \) and \( D_H = 1 \) for all six lines \( H \) of \( \mathcal{A} \). This is the case of \( \mathcal{A}(2, 2, 3) := V((x^2 - y^2)(x^2 - z^2)(y^2 - z^2)) \), which has \( r = 2 \) (i.e., situation (III) in Theorem 2.5).

Then [3] Theorem 4.18 (3) is saying that we must have \( s = r + 4 = 7 \), and that \( \mathcal{A} \) is obtained by adding a generic line \( H \) to the line arrangement \( \mathcal{A}(2, 2, 3) \) (i.e., situation (IIIa) in Theorem 2.6). But in this case \(|H| = 6 \), a contradiction with our setup for case (b).

iv. \( n_3 = 5 \). [3] Theorem 4.18 (4)(A)) implies that \( T_L = 1 \) which by the first bullet above, leads to \( s = 6 \). So \( D_L = 5 - 2 = 3 \), yet \( n_2 = 15 - 15 = 0 \). Contradiction. So \( s = 7 \), and \( \mathcal{A} \) is obtained by adding the line \( L \) to one of the double points of \( \mathcal{A}(2, 2, 3) \) (i.e., situation (IIb) in Theorem 2.6). But this contradicts our case (b): \(|L| = 5 \not\leq 4 \).

So we are left with case (4)(B) of that theorem, with \( s = 7 \): we are adding \( 7 - 7 = 0 \) generic lines to the arrangement denoted there by \( \mathcal{B} \); this is the same arrangement as \( \mathcal{A}_4 := V(xy(x-z)(y-z)(x-2z)(y-2z)(x-y)) \) in [15] Section 4. So a new type, denoted with (IV).

v. \( n_3 = 6 \). In this instance \( s = 7, 8 \), and \( T_H = 2, 3 \) for all \( H \). Through any triple point there must be a line \( H \) with \( T_H = 2 \) (otherwise we will have \( n_3 \geq 7 \)). But from the second bullet above, we must have \( s = 7 \). Hence, \( n_2 = 21 - 18 = 3 \), and \( D_H = 2 \). If \( L \) is a line with \( T_L = 3 \), then \( D_H = 0 \). Because \( n_2 = 3 \), every triple point will have one line with \( T = 2 \) and two lines with \( T = 3 \) through it. Therefore \( \mathcal{A} \) is the non-Fano arrangement (which is free with exponents \((1, 3, 3)) \); this is type (IIIc).

vi. \( n_3 = 7 \). Then every line through a triple point will have \( T \leq 3 \) (see the forth bullet above). If \( s = 7 \), then \( n_2 = 0 \), and such an arrangement is the Fano plane, which is realizable only over a field of characteristic 2.
So $s = 8$, and from the third bullet above, for every $H \in \mathcal{A}$, we must have $D_H = 1$, and $T_H = 3$.

Also, $n_2 = 28 - 21 = 7$. But this is impossible, since every double point belongs to exactly two lines, and every line has exactly one double point, hence $n_2 = 8/2 = 4$.

vii. $n_3 \geq 8$. Then, $s = 8$, $n_2 = 28 - 24 = 4$ (here $n_3 = 8$), or $n_2 = 28 - 27 = 1$ (here $n_3 = 9$). Also, from the third bullet $T_H = 3$, and $D_H = 1$ for all $H \in \mathcal{A}$. Therefore $n_3 = 9$ cannot happen; just look at two lines passing through the same triple point.

So $n_3 = 8$. But there is only one such arrangement, namely the deleted Hasse arrangement: $\mathcal{A} = V((x^2 + xy + y^2)(x^3 - z^3)(y^3 - z^3))$. Computations with Macaulay 2 (19) show that $r(\mathcal{A}) = 4$, so contradiction.

Now suppose $m = 3 + 1 = 4$. So $\mathcal{A}$ is supersolvable with exponents $(1, 3, s - 4)$. If $s - 4 = 3$, then $s = 7$, and we can have two special cases of types (Ia) and (Ic) in Theorem 2.6.

Suppose $s \geq 8$. By [2 Theorem 1.1], we have $s \leq 3m - 3 = 9$.

From [11 Corollary 2], if there is another modular point of multiplicity $m' < m = 4$, then $s = m + m' - 1 \leq 6$. So in order to proceed with our situation, we must consider the case of $m$--homogeneous supersolvable line arrangements (i.e., all modular points have the same multiplicity $m$). As it is worked out in [11 Section 3], and very well summarized in [2 Theorem 1.2], any 4-homogeneous supersolvable arrangement, with $n_4 \geq 3$ is, after a change of variables, $\mathcal{A}(2, 1, 3) := V(xyz(x^2 - y^2)(x^2 - z^2)(y^2 - z^2));$

this is type (Va) in our list.

If $n_4 = 2$, let $P, Q \in \text{Sing}(\mathcal{A})$ be with $m_P = m_Q = m = 4$. Let $H := \overline{PQ}$. Then $D_H + 2T_H + 2 \cdot (4 - 1) = s - 1 \leq 8$.

i. If $s = 8$, then $D_H = 1$ and $T_H = 0$. If $L$ is the line that intersects $H$ at the double point, then $|L| = 4$, and therefore $T_L = 3$ and $D_L = 1$. So $\mathcal{A}$ has defining polynomial

$$xyz(x^2 - z^2)(y^2 - z^2)(x - y),$$

which is type (Vb) in our list.

ii. If $s = 9$, for real arrangements, as [11 Section 3.2.3] shows, this is impossible. For complex arrangements, we proceed with the same ideas as above. We can have $D_H = 2$ and $T_H = 0$, or $D_H = 0$ and $T_H = 1$. In the first case, if $L$ is a line that intersects $H$ at one of the double points, then $|L| = D_L + T_L = 4$, and $D_L + 2T_L = 9 - 1 = 8$. So $T_L = 4$, giving that $D_L = 0$, contradiction with the fact that $L$ has at least one double point. In the second case, any line $L \neq H$ through the one triple point $R$ has, by the same calculation we just did, $T_L = 4$, and $D_L = 0$. By [4 Conjecture 3.3], $\mathcal{A}$ is not realizable over the field of complex numbers.

Therefore no other type is added to the list.

Updated December 13, 2023: Suppose $n_4 = 1$, and therefore there is only one modular point, $P$, which has multiplicity $m_P = 4$. Let $H \in \mathcal{A}$ be a line not passing through $P$. Once again, from formula $(\ast)$ at the beginning of this section, $D_H + 2T_H = s - 1$, where $s = 8$ or 9. Also, since $P$ is modular and $P \notin H$, $D_H + T_H = 4$, the total number of the singular points on $H$. So $T_H = s - 5$.

If $s = 9$, then $T_H = 4$, and so $D_H = 0$. Again, by [4 Corollary 3.5], such line arrangement is not realizable over the fields of complex numbers.

So $s = 8$, and therefore $T_H = 3$ and $D_H = 1$. If $L \in \mathcal{A}$ with $P \in L$, then $D_L + 2T_L + 3 = 7$. This leads to $D_L = 0$, $T_L = 2$, or $D_L = 2$, $T_L = 1$, or $D_L = 4$, $T_L = 0$ (we will see that this last option is not possible).

Suppose $H_1, H_2, H_3, H_4$ are the lines of $\mathcal{A}$ not passing through $P$. Suppose $Q_1, Q_2, Q_3, Q_4$ are the four singular points of $H_1$; i.e., $\{Q_i\} = H_1 \cap L_i$, where $L_1, L_2, L_3, L_4$ are the lines of $\mathcal{A}$ passing through modular point $P$.

Suppose $m_{Q_1} = 2$. Then $m_{Q_2} = m_{Q_3} = m_{Q_4} = 3$; suppose $H_1 \cap H_2 \cap L_j = \{Q_j\}, j = 2, 3, 4$.

Suppose we constructed $H_2$. Since $\mathcal{A}$ is supersolvable, the intersection (i.e., singular) point $H_3 \cap H_2$ is either the point $H_2 \cap L_1$ or $H_2 \cap L_4$. Suppose it is former, $Q := H_3 \cap H_2 = H_2 \cap L_1$. This leaves only one

\[1\]The conjecture is shown for $s \leq 12$ in [4 Corollary 3.5], and to our overwhelming excitement, the conjecture has been proven in general by Takuro Abe in [1].
option to construct $H_4$; it is the line connecting the intersection points $L_2 \cap H_3$, $Q_4$, and $L_3 \cap H_2$. This is exactly the line arrangement of type (Vc).

3. Computational approach

Let $\mathcal{A} = \{V(l_1), \ldots, V(l_s)\} \subset \mathbb{P}^2$ be a rank 3 line arrangement. Suppose we fix the equations of the defining linear forms: $l_i = a_i x + b_i y + c_i z \in S := \mathbb{K}[x, y, z]$ for each $i \in \{1, \ldots, s\}$. Let $\theta = P \frac{\partial}{\partial x} + Q \frac{\partial}{\partial y} + R \frac{\partial}{\partial z}$ be a degree $d$ logarithmic derivation of $\mathcal{A}$, that is, $P, Q, R \in S_d$.

For practical purposes we can suppose $l_1 = x, l_2 = y, l_3 = z$, then we can rewrite

$$\theta = P'x \frac{\partial}{\partial x} + Q'y \frac{\partial}{\partial y} + R'z \frac{\partial}{\partial z} \text{ with } P', Q', R' \in S_{d-1}.$$

Using the Euler derivation, we can write $\theta = P'\theta_E + (Q'-P')y \frac{\partial}{\partial y} + (R'-P')z \frac{\partial}{\partial z}$. Therefore, we can suppose $P' = 0$, and in the following sections we will work with a logarithmic derivation with the form

$$\theta = Q'y \frac{\partial}{\partial y} + R'z \frac{\partial}{\partial z} \text{ with } Q', R' \in S_{d-1}.$$

Remark 3.1. Since $l_1 = x, l_2 = y, l_3 = z$, for each $i \geq 4$ we have two of $a_i, b_i, c_i$ being nonzero. Reordering, if necessary, we can group the lines $l_1, \ldots, l_s$ in four cases:

i) $a_4, b_4, \ldots, a_i, b_i, a_i, c_i, c_i = 0$;

ii) $b_{i-1}, b_{i-1}, \ldots, a_i, b_i, c_i \neq 0$ and $b_{i+1}, \ldots, b_i = 0$;

iii) $b_{i+1}, b_{i+1}, \ldots, b_n, c_n \neq 0$ and $a_{i+1}, \ldots, a_n = 0$;

iv) $a_{i+n}, b_{i+n}, c_{i+n}, \ldots, a_s, b_s, c_s \neq 0$, with $4 \leq i < j < n < s$.

For our purposes we also can suppose $b_j = 1$, for $j \in \{4, \ldots, j\}$ in case i), and $c_i = 1$ for cases ii), iii), and iv) (i.e., for $i \in \{j+1, \ldots, s\}$).

The main goal is to analyze the shape of such a logarithmic derivation, towards obtaining conditions for a line arrangement to possess a minimal logarithmic derivation to degrees 2 and 3 through a matrix argument. In what follows we will use "\(\equiv\)" to denote equivalent matrices, i.e., matrices obtained from one-another via elementary row operations.

3.1 Degree 2 logarithmic derivations. First we review the beginning of [14 Section 2.3] while having a more organized approach. Let $\theta = Q'y \frac{\partial}{\partial y} + R'z \frac{\partial}{\partial z}$, with $Q', R' \in S_1$, be a degree 2 logarithmic derivation of $\mathcal{A}$. For each $i \in \{1, \ldots, s\}$ we have $\theta(l_i) = l_i T_i$ for some $T_i \in S_1$. Let $Q' = q_1 x + q_2 y + q_3 z$, $R' = r_1 x + r_2 y + r_3 z$, $T_i = t^i_1 x + t^i_2 y + t^i_3 z \in S_1$. Therefore,

$$b_i y Q' + c_i z R' = (a_i x + b_i y + c_i z) T_i.$$

Comparing coefficients, the following six relations are obtained

\[
\begin{align*}
0 &= a_i t^i_1 \\
b_i q_1 &= a_i t^i_2 + b_i t^i_1 \\
b_i q_2 &= b_i t^i_2 \\
b_i q_3 &= c_i t^i_2 \\
c_i r_1 &= a_i t^i_3 + c_i t^i_1 \\
c_i r_3 &= c_i t^i_3 \\
b_i q_3 + c_i r_2 &= b_i t^i_3 + c_i t^i_2
\end{align*}
\]

Remark 3.2. If we projectively eliminate the parameters $t^i_1, t^i_2, t^i_3$ in (I), we obtain that $\mathcal{A}$ has a quadratic logarithmic derivation that is not a multiple of $\theta_E$ if and only if the points dual to the lines of $\mathcal{A}$ are contained in the variety

$$V(xy(q_1 - xq_2), xz(zr_1 - xr_3), yz(y(q_3 - zr_2) - z(q_2 - r_2))),$$

for some constants $q_i, r_j$, not all zero. In a snapshot, this is [14 Corollary 2.2], which is used to prove, via some challenging computations, the classification of line arrangements with quadratic minimal logarithmic derivations.

As we mentioned in Section 2.1, in this project our approach has been simplified, and it goes on the opposite direction of [14]: with the powerful tools provided by the addition-deletion results in [3], we first
find the classification, and as we will see below, we find the corresponding minimal quadratic logarithmic derivations (i.e., the constants \(q_i, r_j\)).

Applying Remark 3.1 to (1) and eliminating the parameters \(t_1^2, t_2^2, t_3^2\), we have the following equations for \(q_1, q_2, q_3, r_1, r_2, r_3\) and their associated matrices \(N_i, N_{ii}, N_{iii}, N_{iv}\) respectively.

- **Situation i):** for \(4 \leq j \leq i\) we have \(q_3 = 0\) and \(q_1 - a_j q_2 = 0\) with matrix

  \[
  N_i = \begin{bmatrix}
  0 & 0 & 1 & 0 & 0 & 0 \\
  1 & -a_4 & 0 & 0 & 0 & 0 \\
  & & & & & \\
  & & & & & \\
  & & & & & \\
  1 & -a_j & 0 & 0 & 0 & 0 \\
  & & & & & \\
  & & & & & \\
  1 & -a_i & 0 & 0 & 0 & 0 
  \end{bmatrix}.
  \]

- **Situation ii):** for \(j + 1 \leq l \leq i\) we have \(r_2 = 0\) and \(r_1 - a_i r_3 = 0\) with matrix

  \[
  N_{ii} = \begin{bmatrix}
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & -a_{i+1} \\
  & & & & & \\
  & & & & & \\
  & & & & & \\
  0 & 0 & 0 & 1 & 0 & -a_l \\
  & & & & & \\
  & & & & & \\
  0 & 0 & 0 & 1 & 0 & -a_l 
  \end{bmatrix}.
  \]

- **Situation iii):** for \(l + 1 \leq n \leq i\) we have \(q_1 - r_1 = 0\) and \(q_2 - r_2 - b_n (q_3 - r_3) = 0\) with matrix

  \[
  N_{iii} = \begin{bmatrix}
  1 & 0 & 0 & -1 & 0 & 0 \\
  0 & 1 & -b_{i+1} & 0 & -1 & b_{i+1} \\
  & & & & & \\
  & & & & & \\
  & & & & & \\
  0 & 1 & -b_n & 0 & -1 & b_n \\
  & & & & & \\
  & & & & & \\
  0 & 1 & -b_n & 0 & -1 & b_n 
  \end{bmatrix}.
  \]

- **Situation iv):** for \(n + 1 \leq i \leq s\) we have \(b_i q_1 - a_i q_2 = 0, r_1 - a_i r_3 = 0,\) and \((q_2 - r_2) - b_i (q_3 - r_3) = 0\) with matrix \(N_{iv}\) obtained by concatenating the following matrices:

  \[
  i = \begin{bmatrix}
  b_{n+1} & -a_{n+1} & 0 & 0 & 0 & 0 \\
  & & & & & \\
  & & & & & \\
  & & & & & \\
  b_i & -a_i & 0 & 0 & 0 & 0 \\
  & & & & & \\
  & & & & & \\
  b_s & -a_s & 0 & 0 & 0 & 0 
  \end{bmatrix}, \quad q = \begin{bmatrix}
  0 & 0 & 0 & 1 & 0 & -a_{n+1} \\
  & & & & & \\
  & & & & & \\
  & & & & & \\
  0 & 0 & 0 & 1 & 0 & -a_i \\
  & & & & & \\
  & & & & & \\
  0 & 0 & 0 & 1 & 0 & -a_s 
  \end{bmatrix}, \quad i = \begin{bmatrix}
  0 & -1 & b_{n+1} & 0 & 1 & -b_{n+1} \\
  & & & & & \\
  & & & & & \\
  & & & & & \\
  0 & -1 & b_i & 0 & 1 & -b_i \\
  & & & & & \\
  & & & & & \\
  0 & -1 & b_s & 0 & 1 & -b_s 
  \end{bmatrix}.
  \]

We can represent all the equations above by using the following null product of representative matrix:

\[
\mathcal{M}_{t(3s-2n)\times 6} = \begin{bmatrix}
  q_1 & q_2 & q_3 & r_1 & r_2 & r_3 \\
  \end{bmatrix}^t_{6	imes 1} = 0,
\]

where the matrix \(\mathcal{M} := \mathcal{M}_{(3s-2n)\times 6}\) is the concatenation of the matrices \(N_i, N_{ii}, N_{iii}, N_{iv}\). This linear system has non trivial solution if and only if \(\text{rank}(\mathcal{M}) < \min\{3s - 2n, 6\}\).

Using the classification of all line arrangements in \(\mathbb{P}^2\) with \(r(A) = 2\) by (2.5) we can determine the shape of each degree 2 logarithmic derivation associated to each defining polynomial.

**Corollary 3.3.** The degree 2 logarithmic derivation associated to each the defining polynomial obtained in (2.5) is, respectively,
Proof. (I) For this type the associated matrix \( \mathcal{M} \) has the following shape:

\[
\mathcal{M}_I = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & -t_4 & 0 & -1 & t_4 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & -t_j & 0 & -1 & t_j \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & -t_s & 0 & -1 & t_s
\end{bmatrix}_{s \times 6} \quad \iff \quad
\begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}_{s \times 6}
\]

This leads to the corresponding shape of the logarithmic derivation.

For \( s \geq 5 \), since \( t_j - t_4 \neq 0 \ \forall \ j \), we have:

\[
\mathcal{M}_I = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}_{s \times 6}
\]

This leads to the corresponding shape of the logarithmic derivation.

(II) For this type the associated matrix \( \mathcal{M} \) has the following shape:

\[
\mathcal{M}_I = \begin{bmatrix}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & -t_4 & 0 & -1 & t_4 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & -t_j & 0 & -1 & t_j \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & -t_s & 0 & -1 & t_s \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & -1 & 1 & 0 & 1 & -1
\end{bmatrix}_{(s+1) \times 6} \quad \iff \quad
\begin{bmatrix}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & -t_4 & 0 & -1 & t_4 \\
0 & 0 & t_4 - t_5 & 0 & 0 & t_5 - t_4 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & -1 & 1 & 0 & 1 & -1
\end{bmatrix}_{(s+1) \times 6}
\]

For \( s = 4 \), we have:

\[
\mathcal{M}_I = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & 0 & 0 & -1 & t_4
\end{bmatrix}_{5 \times 6}
\]
section, but for degree 3 logarithmic derivations. Let \( 3.2. \) \( A \)

If we projectively eliminate \( c^t_i \), we obtain the corresponding shape of the logarithmic derivation.

For \( s = 4 \):

\[
\mathcal{M}_{II} = \begin{bmatrix}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & -1 & 1 & 0 & 1 & -1
\end{bmatrix}_{5 \times 6} \iff \begin{bmatrix}
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & -t_4 & 0 & -1 & t_4 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 1 - t_4 & 0 & 0 & t_4 - 1
\end{bmatrix}_{5 \times 6}.
\]

Since \( t_4 \neq 1 \), we obtain the corresponding shape of the logarithmic derivation.

(III) For this type the associated matrix \( \mathcal{M} \) has the following shape:

\[
\mathcal{M}_{III} = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 & -1 & 1 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & -1 & 1 & 0 & 1 & -1
\end{bmatrix}_{7 \times 6} \iff \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
1 & 0 & 0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}_{7 \times 6}.
\]

This leads to the corresponding shape of the logarithmic derivation.

\[ \square \]

3.2. Degree 3 logarithmic derivations. In this section we reproduce the same argument as in the previous section, but for degree 3 logarithmic derivations. Let \( \theta = Q'y \frac{\partial}{\partial y} + R'z \frac{\partial}{\partial z} \) with \( Q', R' \in S_2 \) be a degree 3 logarithmic derivation of \( A \). For each \( i \in \{1, \ldots, s\} \) we have \( \theta(l_i) = l_i T_i \) for some \( T_i \in S_2 \).

Let \( Q' = q_1 x^2 + q_2 y^2 + q_3 z^2 + q_4 xy + q_5 xz + q_6 yz, \)
\( R' = r_1 x^2 + r_2 y^2 + r_3 z^2 + r_4 xy + r_5 xz + r_6 yz, \)
\( T_i = t^i_1 x^2 + t^i_2 y^2 + t^i_3 z^2 + t^i_4 xy + t^i_5 xz + t^i_6 yz \in k[x, y, z]. \)
Therefore,
\[
b_{i} y Q' + c_{i} z R' = (a_{i} x + b_{i} y + c_{i} z) T_{i}.
\]

Comparing coefficients, the following ten relations are obtained

\[
(2) \quad \begin{cases}
0 = a_i t_1^i \\
b_i q_4 = a_i t_2^i + b_i t_3^i \\
b_i q_2 = b_i t_2^i \\
c_i r_5 = a_i t_3^i + c_i t_5^i \\
b_i q_1 = a_i t_4^i + b_i t_1^i \\
c_i r_1 = a_i t_5^i + c_i t_1^i \\
b_i q_3 + c_i r_6 = b_i t_3^i + c_i t_6^i \\
b_i q_6 + c_i r_2 = b_i t_6^i + c_i t_2^i \\
b_i q_5 + c_i r_4 = a_i t_6^i + b_i t_5^i + c_i t_4^i
\end{cases}
\]

If we projectively eliminate \( t^i_1, t^i_2, t^i_3 \) in (2), we obtain the following result which is similar to Remark 3.2.

**Lemma 3.4.** Let \( A \subset \mathbb{P}^2 \) be a line arrangement with defining linear forms \( l_1 = x, l_2 = y, l_3 = z, \) and \( l_i = a_i x + b_i y + c_i z, i \geq 4. \) Let \( l'_1 := [1, 0, 0], l'_2 := [0, 1, 0], l'_3 := [0, 0, 1], l'_i := [a_i, b_i, c_i], i \geq 4 \) be the points dual to the lines of \( A. \) Let \( A' := \{ l'_1, \ldots, l'_s \}. \)
Then, $A$ has a cubic logarithmic derivation that is not a multiple of the Euler derivation if and only if $A^\vee$ is included in $V(F_1, F_2, F_3, F_4)$, where

\[
F_1 = xy(q_xx^2 - q_xy + q_yy^2) \\
F_2 = xz(q_yx^2 - r_zzx + r_zz^2) \\
F_3 = yz[(q_3 - r_z)y^2 - (q_6 - r_z)yz + (q_2 - r_z)z^2] \\
F_4 = xyz[(q_3 - 2r_z)x^2y - (q_2 - r_z)xyz + (q_5 - r_z)y^2z + (q_4 - r_z)yz^2],
\]

where $q_i, r_j \in \mathbb{K}$ are not all zero, and they will be the coefficients of $Q'$ and $R'$ shown above.

**Example 3.5.** Let us consider the following two examples that are presented at the beginning of [15, Section 4].

\[
B_1 := V(xyz(x - z)(x - 2z)(y - z)(y - 2z)) \\
B_2 := V(xyz(x - 2y - 2z)(2x + 2y - z)(2x - y + 2z)(3x - 12y - 4z)).
\]

$B_1$ has two minimal cubic logarithmic derivations (actually it is free with exponents $(1, 3, 3)$), whereas $B_2$ has six minimal degree five logarithmic derivations (generating the first syzygy module of the Jacobian ideal), so no cubic logarithmic derivation. But the minimal graded free resolutions of the ideals of $B_1^\vee$ and $B_2^\vee$, respectively, are the same:

\[
0 \longrightarrow S^2(-5) \longrightarrow S(-2) \oplus S^2(-4).
\]

In Example 2.4 though there are no cubic logarithmic derivations other than multiples of $\theta_E$, it is worth mentioning that $I(A_1^\vee)$ and $I(A_2^\vee)$ are both ideal complete intersection of two cubic forms. To have the same minimal graded free resolutions is expected to happen, since the two arrangements have the "same pictures" (same combinatorics). Is it possible to find an example of two line arrangements having the same combinatorics, but different graded minimal free resolutions of the ideals of the points dual to the lines?

\[\text{Applying Remark 3.1 to (2) and eliminating the parameters } \eta_i, \xi_2, \xi_3, \text{ we have the following equations for } q_1, \ldots, q_6, r_1, \ldots, r_6 \text{ and their associated matrices } \mathcal{N}_i, \mathcal{N}_{ii}, \mathcal{N}_{iii}, \mathcal{N}_{iv} \text{ respectively.}
\]

- **Situation i:** for $4 \leq j \leq 6$ we have $q_3 = 0$, $q_1 + a_j^2q_2 - a_jq_4 = 0$ and $q_5 - a_jq_6 = 0$ with matrix

\[
\mathcal{N}_i = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & a_j^2 & 0 & -a_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & a_j^2 & 0 & -a_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & a_j^2 & 0 & -a_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -a_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 1 & -a_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 1 & -a_j & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

---

2They are examples denoted there with $A_2$, and $A_3$; in the later we performed a change of variables $x + y + z \leftrightarrow x, y \leftrightarrow y, z \leftrightarrow z$, so it will fit into the statement of Lemma 3.4.
• Situation ii): for \( j + 1 \leq l \leq l \) we have \( r_2 = 0 \), \( r_1 + a_l^2 r_3 - a_l r_5 = 0 \) and \( r_4 - a_l r_6 = 0 \) with matrix

\[
N_{ii} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & a_{j+1}^2 & 0 & -a_{j+1} & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & a_l^2 & 0 & -a_l & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -a_l \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & a_l^2 & 0 & -a_l \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -a_{j+1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -a_{l} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -a_{l} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -a_{l} & 0 & 0 \\
\end{bmatrix}.
\]

• Situation iii): for \( l + 1 \leq n \leq n \) we have \( q_1 - r_1 = 0 \), \( q_2 - r_2 + b_n^2 (q_3 - r_3) - b_n (q_6 - r_6) = 0 \) and \( (q_4 - r_4) - b_n (q_5 - r_5) = 0 \) and with matrix

\[
N_{iii} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & b_{l+1}^2 & 0 & 0 & -b_{l+1} & 0 & -1 & b_{l+1} & 0 & 0 & b_{l+1} & 0 \\
0 & 0 & b_n^2 & 0 & 0 & -b_n & 0 & -1 & b_n & 0 & 0 & b_n & 0 \\
0 & 0 & 0 & 1 & -b_{l+1} & 0 & 0 & 0 & -1 & b_{l+1} & 0 & 0 & b_{l+1} & 0 \\
0 & 0 & 0 & 0 & -b_n & 0 & 0 & 0 & -1 & b_n & 0 & 0 & b_n & 0 \\
0 & 0 & 0 & 0 & 1 & -b_n & 0 & 0 & 0 & -1 & b_n & 0 & 0 & b_n & 0 \\
0 & 0 & 0 & 0 & 0 & -b_n & 0 & 0 & 0 & -1 & b_n & 0 & 0 & b_n & 0 \\
\end{bmatrix}.
\]

• Situation iv): for \( n + 1 \leq i \leq s \) we have \( b_q^2 q_1 + a_q^2 q_2 - a_q q_4 = 0 \), \( r_1 + a_q^2 r_3 - a_q r_5 = 0 \), \( q_2 - b_q^2 r_3 - b_q (q_6 - r_6) = 0 \) and \( -a_q q_2 - 2a_q b_q^2 r_3 + a_q b_q r_6 + b_q (q_4 - r_4) - b_q^2 (q_5 - r_5) = 0 \) with matrix \( \tilde{N}_{iv} \) obtained by concatenating the following matrices:

\[
\mathcal{T} = \begin{bmatrix}
b_{n+1}^2 & a_{n+1}^2 & 0 & -a_{n+1} b_{n+1} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
b_i^2 & a_i^2 & 0 & -a_i b_i & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
b_s^2 & a_s^2 & 0 & -a_s b_s & 0 & \cdots & 0 \\
\end{bmatrix}, \quad \mathcal{U} = \begin{bmatrix}
0 & \cdots & 0 & 1 & 0 & a_{n+1}^2 & 0 & -a_{n+1} & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 1 & 0 & a_i^2 & 0 & -a_i & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 1 & 0 & a_s^2 & 0 & -a_s & 0 \\
\end{bmatrix},
\]

\[
\mathcal{V} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & -b_{n+1} & 0 & 0 & -b_{n+1}^2 & 0 & 0 & b_{n+1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & 0 & 0 & 0 & -b_i & 0 & 0 & -b_i^2 & 0 & 0 & b_i \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 1 & 0 & 0 & 0 & -b_s & 0 & 0 & -b_s^2 & 0 & 0 & b_s \\
\end{bmatrix}.
\]
We can represent all the equations above by using the following null product of representative matrix:

\[
\mathcal{M}_{(3(s-1)-n) \times 12} = [ q_1 \ q_2 \ q_3 \ q_4 \ q_5 \ q_6 \ r_1 \ r_2 \ r_3 \ r_4 \ r_5 \ r_6 ]^T_{12 \times 1} = 0,
\]

where the matrix \(\mathcal{M} := \mathcal{M}_{(3(s-1)-n) \times 12}\) is the concatenation of the matrices \(\mathcal{N}_i, \mathcal{N}_{ii}, \mathcal{N}_{iii}, \mathcal{N}_{iv}\). This linear system has non trivial solution if and only if \(\text{rank}(\mathcal{M}) < \min\{3(s-1)-n, 12\}\).

Using the classification of all line arrangements in \(\mathbb{P}^2\) with \(r(A) = 3\) by (2.6) we can determine the shape of each degree 3 logarithmic derivation associated to each the defining polynomial.

This comes handy especially when dealing with cases (IIIa)-(Vb), because \(s\) has specific values. For example, the associated matrix \(\mathcal{M}_{Vb}\) to the type (Vb) \(F = xyz(x+y)(x+z)(-x+z)(y+z)(-y+z)\) (here we changed \(x \mapsto -x\)) is

\[
W = \begin{bmatrix}
0 & -a_{n+1} & 0 & b_{n+1} & -b_{n+1}^2 & 0 & 0 & -2a_{n+1}b_{n+1}^2 & -b_{n+1} & b_{n+1}^2 & a_{n+1}b_{n+1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & -a_i & 0 & b_i & -b_i^2 & 0 & 0 & -2a_ib_i^2 & -b_i & b_i^2 & a_ib_i \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & -a_s & 0 & b_s & -b_s^2 & 0 & 0 & -2a_sb_s^2 & -b_s & b_s^2 & a_sb_s
\end{bmatrix}.
\]

Therefore, the shape of the logarithmic derivation of this type of arrangement is

\[
\theta = (-x^2 + y^2)y \frac{\partial}{\partial y} + (-x^2 + z^2)z \frac{\partial}{\partial z}.
\]

3.2.1. Non recursive cubic logarithmic derivations. For types (Ia) - (IIIc), the corresponding line arrangements \(A\) are obtained by adding an extra line \(H = V(l)\) to line arrangements \(B\) with minimal quadratic logarithmic derivation. The minimal cubic logarithmic derivations will be obtained by simply multiplying by \(l\) the logarithmic derivations obtained in Corollary [3.3] except when \(B\) has also a minimal cubic logarithmic derivation.

We are interested in this exceptional case. So it may happen that

\[
\theta = l' \rho_2 + \rho_3,
\]

where \(l' \in S_1\) and \(\rho_2\) is a minimal quadratic logarithmic derivation, and \(\rho_3\) is a minimal cubic logarithmic derivation, both of \(B\). Also, since \(r(A) = 3\), then \(\rho_2(l) \notin \langle l \rangle\).

From Corollary [3.3] we know the shape of \(\rho_2\). So we are left to finding how \(\rho_3\) looks like. Now we can use the shape of the defining polynomials of \(B\) as expressed in Theorem [2.5] together with the matrix approach we have been discussing in this section.
• If $B$ is of type (I), then it is supersolvable, and we want it to have exponents $1, 2, 3$. Then its defining polynomial is $xyz(x+y)(t_4y+z)(t_5y+z)$. After some change of variables, we can assume this polynomial is $xyz(x+y)(y+z)(ty+z)$, where $t \neq 0, 1$. Modulo linear multiples of $\rho_2$, we have $\rho_3 = (ty+z)(y+z)\frac{\partial}{\partial z}$.

After a change of coordinates, we can assume that the defining polynomial of $A$ in Theorem 2.6 is $F = xyz(x+y)(y+z)(ty+z)l$, where $l = bx + y$ for (Ia), $l = bx + z$ for (Ib) and (Ic), $l = ax + by + z$ for (Id).

The question is if we can find $l' = \alpha x + \beta y + \gamma z$ such that $l'\rho_2(l) + \rho_3(l) \in \langle l \rangle$.

(1a) If $l = bx + y$, then we can take $l' = l$.

(1b) If $l = bx + z$, $b \neq -1$, then, in order to have such $\theta$, $b = -t$. But with this, we get the picture of (Ic), since we have three triple points, instead of just two: $\{x, y, x + y\}, \{x, z, -tx + z\}, \{x + y, -tx + z, ty + z\}$.

(1c) If $l = -x + z$, then we can take $l' = x - ty - 2z$.

(1d) If $l = ax + by + z$, then $b = t$ or $b = 1$. But in this case we get two triple points instead of just one: $\{x, y, x + y\}, \{x, ax + by + z, by + z\}$, so not a type (Id) arrangement.

• If $B$ is of type (II), then, after some simple calculation with Macaulay 2 ([9]), its defining polynomial is $xyz(x+y+z)(ty+z), t \neq 0, 1$. In this case $B$ has two minimal cubic logarithmic derivations:

$$\rho_3 = (ty+z)(x+y+z)(\alpha y \frac{\partial}{\partial y} + \beta z \frac{\partial}{\partial z}).$$

We also know that $\rho_2 = (x+y+z)(y\frac{\partial}{\partial y} + z\frac{\partial}{\partial z})$.

If $l = ax + by + cz$, then we need to have

$$l'(x+y+z)(by+cz) + (ty+z)(x+y+z)(\alpha by + \beta cz) = (ax + by + cz)Q, Q \in S_2.$$ 

Since $\text{gcd}(l, x + y + z) = 1$, then $Q = (x + y + z)P$, where $P \in S_1$.

(IIb) If $c = 0$ and $b = 1$, then we have

$$l'y + (ty+z)\alpha y = (ax + y)P,$$

leading to $P = \delta y$. Then $\alpha = 0$ and $l' = \delta(ax + y)$.

(IIa) If $c = 1$, and $a$ and $b$ are general enough ($a, b \neq 0, b \neq t$), we have

$$l'(by+z) + (ty+z)(\alpha by + \beta z) = (ax + by + cz)P.$$ 

After some calculations, $\beta = \alpha$, and we can choose $l' = ax + (b - \alpha t)y + (1-\alpha)z$ (in this instance $P = by + z$).

• If $B$ is of type (III), as we mentioned before we can obtain all the minimal cubic logarithmic derivations by matrix computations.

4. APPENDIX: GRAPHIC ARRANGEMENTS

Let $G = (V, E)$ be a simple (no loops, no multiple edges) undirected graph with $V = \{1, \ldots, n\}, n \geq 2$. The graphic arrangement corresponding to $G$ is $A(G) := \{V(x_i - x_j) | (i, j) \in E\}$. The rank of $A(G)$ equals $n$ minus the number of connected components of $G$.

Consider the derivation

$$\theta = x_1^2 \frac{\partial}{\partial x_1} + \cdots + x_n^2 \frac{\partial}{\partial x_n}.$$  

Obviously, $\theta(x_i - x_j) = x_i^2 - x_j^2 = (x_i - x_j)(x_i + x_j)$, so $\theta$ is a logarithmic derivation of $A(G)$, not a multiple of the Euler derivation. So

$$r(G) := r(A(G)) \leq 2.$$ 

We are interested when $r(G) = 1$.
Below, $\delta(G)$ denotes the minimum degree of a vertex of $G$. Suppose $G$ is connected. $S \subset V$ is called vertex-cut set, if $G - S$ is disconnected. The smallest cardinality of a vertex-cut set is called vertex-connectivity of $G$, and it is denoted $k(G)$. By convention, $k(K_n) = n - 1$.

A vertex $v \in V$ such that $G - \{v\}$ is disconnected (hence $k(G) = 1$) is called articulated vertex, and $G$ with $k(G) = 1$ is called articulated graph.

**Lemma 4.1.** Let $G = (V, E)$ be a simple undirected graph with $|E| \geq 2$ and $\delta(G) \geq 1$. If $G$ is disconnected, or if $G$ is articulated, then $r(G) = 1$.

**Proof.** To prove the lemma, we will appeal to the discussion in [14, Section 2.1], where it says that a hyperplane arrangement $A$ has $r(A) = 1$ if and only if $A$ is reducible (i.e., $A = A_1 \times A_2$).

If $G$ is disconnected with components $G_1$ and $G_2$, then the defining polynomials of $A(G)$ is the product of the defining polynomials of $A(G_1)$ and $A(G_2)$, and each of these is expressed in different sets of variables. Hence $A(G)$ is reducible.

Suppose $G$ is articulated at a vertex $v$, with the two induced (connected) subgraphs $G_1$ and $G_2$, such that $G = G_1 \cup G_2$ and $G_1 \cap G_2 = \{v\}$.

Let $T$ be a spanning tree for $G$. Then we can make a change of variables such that for each $(i, j)$ edge of $T$, $x_i - x_j$ gets assigned a new variable. Since $T$ is obtained by removing efficiently edges from $G$ to “destroy” cycles, then all forms $x_a - x_b$ corresponding to other edges $(a, b)$ of $G$ will be linear combinations of these new variables.

But $T$ consists of a spanning tree of $G_1$ and a spanning tree of $G_2$ glued at the vertex $v$. Using the change of variables associated to spanning trees as above, the claim follows (there is no cycle of $G$ consists of edges from both $G_1$ and $G_2$).

The converse is the following. But first, we summarize [12 Proposition 2.87]: Let $e$ be an edge of $G$, and let $G' := G - e$ (the deletion of the edge $e$), and let $G'' := G/e$ (the contraction w.r.t. the edge $e$). If $H \in A := A(G)$ is the hyperplane corresponding to $e$, then

$$A' := A \setminus \{H\} = A(G') \text{ and } A'' := A^H = A(G'').$$

**Lemma 4.2.** Let $G = (V, E)$ be a simple connected graph with $s := |E| \geq 2$. If $r(G) = 1$, then $G$ is articulated.

**Proof.** We will prove the result by induction on $s \geq 2$. Of course, if $s = 2$, then $G$ is a path of length 2, hence it is articulated.

Suppose $s \geq 3$. If $G$ has a leaf, then the neighbor of that leaf is an articulated vertex of $G$. Suppose $\delta(G) \geq 2$. Let $e \in E$, and consider $G' = G - e$. Then, $\delta(G') \geq 1$. By Theorem 1.1 since the rank of $A(G)$ is at least 2, we have $r(G') = 1$.

$G'$ is disconnected or, by induction, $G'$ is articulated; i.e, $G' = G_1' \cup G_2'$, with $G_1' \cap G_2' = \emptyset$, or $G_1' \cap G_2' = \{v\}$.

In the first case, since $G$ is connected, then $e$ must be a bridge connecting $G_1'$ and $G_2'$.

But then, any of the end vertices of $e$ is an articulated vertex for $G$.

In the second case, suppose $e$ connects the two halves $G_1'$ and $G_2'$ at vertices $w_1$ and $w_2$ respectively, and it is not incident to $v$ (for any other placement of $e$, $G$ is articulated at $v$).

If $G$ is the triangle $v w_1 w_2$, then $G = K_3$, so $r(G) = 2$. Contradiction. Otherwise, if one looks at $G'' := G/e$, we have:

- $G''$ is connected.
- $\text{rank}(A(G'')) \geq 2$.
- $G''$ has less than or equal $s - 1$ edges.

If $G''$ is articulated, then $G$ is articulated. If $G''$ is not articulated, by induction, $r(G'') = 2$. But then, by Theorem 1.1(2), $r(G) = r(G') + 1 = 2$; a contradiction.\[\square\]
We end by mentioning that since \( r(G) \leq 2 \) for any graphic arrangement, it becomes more appealing to analyze “the maximal degree of a Jacobian relation” (so a maximal degree of a generating syzygy of the Jacobian ideal), and [16 Corrolary 4.6] finds an interesting lower bound of this invariant, in terms of the maximum number of new triangles that can be formed by adding an edge to \( G \).
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