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Abstract:
A distributed algorithm is described for finding a common fixed point of a family of $m > 1$ nonlinear maps $M_i : \mathbb{R}^n \to \mathbb{R}^n$ assuming that each map is a paracontraction and that such a common fixed point exists. The common fixed point is simultaneously computed by $m$ agents assuming each agent $i$ knows only $M_i$, the current estimates of the fixed point generated by its neighbors, and nothing more. Each agent recursively updates its estimate of the fixed point by utilizing the current estimates generated by each of its neighbors. Neighbor relations are characterized by a time-dependent directed graph $N(t)$ whose vertices correspond to agents and whose arcs depict neighbor relations. It is shown that for any family of paracontractions $M_i$, $i \in \{1, 2, \ldots, m\}$ which has at least one common fixed point, and any sequence of strongly connected neighbor graphs $N(t)$, $t = 1, 2, \ldots$, the algorithm causes all agent estimates to converge to a common fixed point.
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1. INTRODUCTION

This paper is concerned with distributed algorithms for enabling a group of $m > 1$ mobile autonomous agents to solve certain types of nonlinear equations over a network. It is assumed that each agent can receive information from its neighbors where by a neighbor of agent $i$ is meant any other agent within agent $i$’s reception range. We write $N_i(t)$ for the labels of agent $i$’s neighbors at time $t$, and we always take agent $i$ to be a neighbor of itself. Neighbor relations at time $t$ can be conveniently characterized by a directed graph $N(t)$ with $m$ vertices and a set of arcs defined so that there is an arc in $N(t)$ from vertex $j$ to vertex $i$ just in case agent $j$ is a neighbor of agent $i$ at time $t$. Each agent $i$ has a real-time dependent state vector $x_i(t)$ taking values in $\mathbb{R}^n$, and we assume that the information agent $i$ receives from neighbor $j$ at time $t$ is $x_j(t)$. It is also assumed that agent $i$ knows a suitably defined nonlinear map $M_i : \mathbb{R}^n \to \mathbb{R}^n$ and that all of the $M_i$ share at least one common fixed point. In general terms, the problem of interest is to develop algorithms, one for each agent, which will enable all $m$ agents to iteratively compute a common fixed point of all of the $M_i$.

Motivation for this problem stems, in part, from Mou et al. (2015) which deals with the problem of devising a distributed algorithm for finding a solution to the linear equation $Ax = b$, assuming the equation has at least one solution, and agent $i$ knows a pair of the matrices $(A_i^{n \times n}, b_i^{n \times 1})$ where $A = [A_1 A_2 \cdots A_m]$ and $b = [b_1 b_2 \cdots b_m]'$. Assuming each $A_i$ has linearly independent rows, one local update rule for solving this problem is of the form

$$x_i(t + 1) = L_i(z_i(t))$$

where $L_i : \mathbb{R}^n \to \mathbb{R}^n$ is the affine linear map $x \mapsto x - A_i'(A_iA_i')^{-1}(A_i x - b_i)$,

$$z_i(t) = \frac{1}{m_i(t)} \sum_{j \in N_i(t)} x_j(t),$$

and $m_i(t)$ is the number of labels in $N_i(t)$ (Wang et al. (2016)). The map $L_i$ is an example of a ‘paracontraction’ with respect to the two norm on $\mathbb{R}^n$. More generally, a continuous nonlinear map $M : \mathbb{R}^n \to \mathbb{R}^n$ is a paracontraction with respect to a given norm $\| \cdot \|$ on $\mathbb{R}^n$, if $\|M(x) - y\| < \|x - y\|$ for all $x \in \mathbb{R}^n$ satisfying $x \neq M(x)$ and all $y \in \mathbb{R}^n$ satisfying $y = M(y)$ (Elsner et al. (1992)). One obvious consequence of this definition is that $\|M(x) - y\| \leq \|x - y\|$ for all $x \in \mathbb{R}^n$ and all $y \in \mathbb{R}^n$ satisfying $y = M(y)$. Note that $y = L_i(y)$ if and only if $A_i y = b_i$ and for any such $y$, $L_i(x) - y = P_i(x - y)$ where $P_i$ is the orthogonal projection matrix $P_i = I - A_i'(A_iA_i')^{-1}A_i$. Since the induced 2-norm of $P_i$ is 1, $\|P_i(x - y)\| \leq \|x - y\|$, $\forall x, y \in \mathbb{R}^n$ so $\|L_i(x) - y\| \leq \|x - y\|$, $\forall x, y \in \mathbb{R}^n$. Moreover for any $y$ satisfying $L_i(y) = y$, the inequality $x \neq L_i(x)$ is equivalent to $x - y \notin \ker A_i$ and $\ker A_i = \text{image } P_i$ so $x - y \notin \text{image } P_i$ whenever $x \neq L_i(x)$ and $y \in \text{image } P_i$. But for such $x$ and $y$, $\|P_i(x - y)\| \leq \|x - y\|$, so $\|L_i(x) - y\| \leq \|x - y\|$. Clearly $L_i$ is a paracontraction as claimed.

There are many other examples of paracontractions discussed in the literature. Some can be found in Elsner et al. (1992) and Byrne (2007). Here are several others.
(1) The orthogonal projector \( x \mapsto \arg \min_{y \in C} \| x - y \|_2 \) associated with a nonempty closed convex set \( C \). This has been used for a number of applications including the constrained consensus problem in Nedić et al. (2010). The fixed points of this map are vectors in \( C \). (Elsner et al. (1992))

(2) The gradient map \( x \mapsto x - \alpha \nabla f(x) \) where \( f : \mathbb{R}^n \to \mathbb{R} \) is convex and differentiable, \( \nabla f \) is Lipschitz continuous with parameter \( \lambda > 0 \), and \( \alpha \) is a constant satisfying \( 0 < \alpha < \frac{\lambda}{2} \). The fixed points of this map are vectors in \( \mathbb{R}^n \) which minimize \( f \).

(3) The proximal map associated with a closed proper convex function \( f : \mathbb{R}^n \to (-\infty, \infty] \). The fixed points of this map are vectors in \( \mathbb{R}^n \) which minimize \( f \). See Eckstein and Bertsekas (1992) as well as Parikh and Boyd (2014).

Paracontractions are also discussed in Xiao et al. (2006) and Wu (2007). What is especially important about paracontractions, whether they are linear or not, is the following well-known theorem published in Elsner et al. (1992).

**Theorem 1.** Let \( M_1, M_2, \ldots, M_m \) be a finite set of \( m \) paracontractions with respect to any given norm on \( \mathbb{R}^n \). Suppose that all of the paracontractions share at least one common fixed point. Let \( \sigma(t), t \in \{1, 2, \ldots \} \) be an infinite sequence of integers from the set \( \{1, 2, \ldots, m \} \) with the property that each integer in \( \{1, 2, \ldots, m \} \) occurs in the sequence infinitely often. Then the state \( x(t) \) of the iteration

\[
x(t + 1) = M_{\sigma(t)}(x(t)), \quad t \in \{1, 2, \ldots \}
\]

converges to a common fixed point of the \( m \) paracontractions.

In the sequel we will use this result to establish the convergence of a family of distributed paracontracting iterations.

2. THE PROBLEM

The specific problem to which this paper is addressed is this. Let \( M_1, M_2, \ldots, M_m \) be a set of \( m \) paracontractions with respect to the standard \( p \)-norm \( \| \cdot \| \) on \( \mathbb{R}^n \) where \( p \) is a constant satisfying \( 1 < p < \infty \). Suppose that all of the paracontractions share at least one common fixed point. Find conditions on the time-varying neighbor graph \( N(t) \) so that the states of all \( m \) iterations

\[
x_i(t + 1) = M_i \left( \frac{1}{m_i(t)} \sum_{j \in N_i(t)} x_j(t) \right), \quad i \in \mathbf{m}, \quad t \geq 0 \tag{1}
\]

converge to a common fixed point of the \( M_i \) where \( \mathbf{m} = \{1, \ldots, m\} \) and \( N_i(t) \) is the set of labels of those agents which are neighbors of agent \( i \) at time \( t \). The main result of this paper is as follows.

**Theorem 2.** If each of the neighbor graphs in the sequence \( N(1), N(2), \ldots \) is strongly connected and the paracontractions \( M_1, M_2, \ldots, M_m \) share at least one common fixed point, then the states \( x_i(t) \) of the \( m \) iterations defined by (1), all converge to a common fixed point of the \( M_i \) as \( t \to \infty \).

The remainder of this paper is devoted to a proof of this theorem.

3. ANALYSIS

To proceed, let us note that the family of \( m \) iterations given by (1) can be written as a single iteration of the form

\[
x(t + 1) = M((F(t) \otimes I)x(t)), \quad t \geq 0 \tag{2}
\]

where for any set of vectors \( \{x_i \in \mathbb{R}^n, i \in \mathbf{m}\}, x \in \mathbb{R}^{nm} \) is the stacked vector

\[
x = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \end{bmatrix}
\tag{3}
\]

\( M : \mathbb{R}^{mn} \to \mathbb{R}^{mn} \) is the map

\[
x \mapsto \begin{bmatrix} M_1(x_1) \\ M_2(x_2) \\ \vdots \\ M_m(x_m) \end{bmatrix},
\]

\( F(t) \) is the \( m \times m \) flocking matrix \(^1\) determined by \( N(t), I \) is the \( n \times n \) identity matrix, and \( F(t) \otimes I \) is the Kronecker product of \( F(t) \) with \( I \).

It will be convenient to introduce the “average” vectors

\[
z_i(t) = \frac{1}{m_i(t)} \sum_{j \in N_i(t)} x_j(t), \quad i \in \mathbf{m}, \quad t \geq 0 \tag{4}
\]

in which case the stacked vector

\[
z(t) = [z_1(t) \ z_2(t) \ \cdots \ z_m(t)]'
\]

satisfies

\[
z(t) = (F(t) \otimes I)x(t), \quad t \geq 0 \tag{5}
\]

and consequently

\[
z(t + 1) = (F(t + 1) \otimes I)M(z(t)), \quad t \geq 0 \tag{6}
\]

because of (2). It is clear that convergence of all of the \( x_i \) to a single point in \( \mathbb{R}^n \) implies convergence of all of the \( z_i \) to the same point. On the other hand, if all of the \( z_i \) converge to a single point which is, in addition, a common fixed point of the \( M_i \), \( i \in \mathbf{m} \), then because the \( M_i \) are continuous and \( x_i(t + 1) = M_i(z_i(t)), \quad t \geq 0 \), all of the \( x_i \) must converge to the same fixed point. In other words, convergence of all of the \( z_i \) to a common fixed point of the \( M_i \), \( i \in \mathbf{m} \), is equivalent to convergence of all of the \( x_i \) to the same fixed point. Thus to prove Theorem 2 it is enough to show that if all of the \( N(t) \) are strongly connected, the \( z_i(t) \) all converge to a common fixed point \( y^* \) of the \( M_i \), \( i \in \mathbf{m} \).

It is obvious from (6) that for any positive integer \( q \),

\[
z(q) = ((F(q) \otimes I)M \circ \cdots \circ (F(1) \otimes I)M)(z(0)) \tag{7}
\]

Promoted by this we will study the properties of maps from \( \mathbb{R}^{mn} \) to \( \mathbb{R}^{mn} \) which are of the form \( x \mapsto ((S(q) \otimes I)M \circ \cdots \circ (S(1) \otimes I)M)(x) \) where \( q \) is a positive integer, and \( S_i(t), t \in \{1, 2, \ldots, q\} \) is a family of \( q \) stochastic matrices \( S(t) = [s_{ij}(t)]_{m \times m} \). We will show that under suitable conditions, such maps are paracontractions with respect to the mixed vector norm \( \| \cdot \|_{p, \infty} \) on \( \mathbb{R}^{mn} \) where

\(^1\) The flocking matrix of a neighbor graph \( N \) is meant that stochastic matrix \( F = D^{-1}A' \) where \( A \) is the adjacency matrix of \( N \), \( D \) is a diagonal matrix whose \( i \)th diagonal entry is the in-degree of vertex \( i \) in \( N \), and prime denotes transpose.
p is a value satisfying $1 < p < \infty$, and for stacked vectors $x$ of the form shown in (3),
\[ \|x\|_{p,\infty} = \max_{i \in \mathbf{m}} \|x_i\|_p \]
Here $\| \cdot \|_p$ is the standard $p$ norm on $\mathbb{R}^n$. The main technical result of this paper is as follows.

**Theorem 3.** Let $M_i$, $i \in \mathbf{m}$ be a set of $m > 1$ paracontractions with respect to the standard $p$ norm $\| \cdot \|_p$ on $\mathbb{R}^n$ where $p$ is a constant satisfying $1 < p < \infty$. Let $S(1), S(2), \ldots, S(q)$ be a set of $q \geq 1$ $m \times m$ stochastic matrices. If the $M_i$, $i \in \mathbf{m}$ have a common fixed point and the matrix product $S(q)S(q-1) \cdots S(1)$ is positive, then the composed map $\mathbb{R}^{mn}_{\min} \to \mathbb{R}^{mn}_{\min}$, $x \mapsto ((S(q) \otimes I)M \circ \cdots \circ (S(1) \otimes I)M)(x)$

(1) is a paracontraction with respect to the mixed vector norm $\| \cdot \|_{p,\infty}$.

(2) has as its set of fixed points all stacked vectors of the form $[y', y' \cdots y']'$ where $y$ is a common fixed point of the $M_i$, $i \in \mathbf{m}$.

This theorem will be proved later in this section. In order to prove Theorem 2, we will need the following lemma.

**Lemma 4.** Let $S = [s_{ij}]_{m \times m}$ be a stochastic matrix. Then
\[ \|(S \otimes I)x - y\|_{p,\infty} \leq \|(x - y)\|_{p,\infty} \]
for any $x \in \mathbb{R}^{mn}$ and $y \in \mathbb{R}^{mn}$ of the form $y' \cdots y'$.

**Proof of Lemma 4.** For each $i \in \mathbf{m}$,
\[ \left\| \sum_{j \in \mathbf{m}} s_{ij}x_j(t) - y \right\|_p \leq \sum_{j \in \mathbf{m}} s_{ij}\|x_j - y\|_p \]
\[ \leq \left( \sum_{j \in \mathbf{m}} s_{ij} \right) \max_{j \in \mathbf{m}} \|x_j - y\|_p \]
by the triangle inequality and that fact that $0 \leq s_{ij} \leq 1$ for each $i \in \mathbf{m}$ and $j \in \mathbf{m}$. But since $S$ is stochastic, $\sum_{j \in \mathbf{m}} s_{ij} = 1$ as well. Thus for each $i \in \mathbf{m}$,
\[ \left\| \sum_{j \in \mathbf{m}} s_{ij}x_j(t) - y \right\|_p \leq \max_{j \in \mathbf{m}} \|x_j - y\|_p. \]
Since this holds for each $i \in \mathbf{m}$,
\[ \max_{i \in \mathbf{m}} \left\| \sum_{j \in \mathbf{m}} s_{ij}x_j(t) - y \right\|_p \leq \max_{j \in \mathbf{m}} \|x_j - y\|_p. \]
Therefore,
\[ \|(S \otimes I)x - y\|_{p,\infty} \leq \|(x - y)\|_{p,\infty}. \]

**Proof of Theorem 2.** All neighbor graphs in the sequence $N(1), N(2), \ldots$ have self arcs at all vertices because each agent is assumed to be a neighbor of itself. It is known that the composition of $n-1$ such graphs must be complete because each of the graphs in the sequence is, by assumption, strongly connected [c.f., Proposition 4 of Cao et al. (2008)]. This means that the product of any $q \geq n-1$ flocking matrices $F(t)$ must be a positive matrix. Thus for each $i \geq 1$, the matrix $F(iq) \cdots F(1 + (i-1)q)$ is positive. From (6), it follows that
\[ z(iq) = ((F(iq) \otimes I)M \cdots \circ \cdots \circ ((F(1 + (i-1)q) \otimes I)M)(x), i \geq 1 \text{ all paracontractions with respect to the mixed vector norm } \| \cdot \|_{p,\infty}. \]
Moreover there are only finitely many such maps because there are only a finite number of $n \times n$ flocking matrices. Furthermore it is clear from Assertion 2 of Theorem 3, that any fixed point $\bar{y}$ common to these maps is of the form $\bar{y} = [y', y' \cdots y']'$ where $y$ is a common fixed point of the $M_i$, $i \in \mathbf{m}$. It is clear from Theorem 1 and (9) that $z(iq), i \geq 0$ must converge to such a fixed point $\bar{y}$.

By Lemma 4,
\[ \|z(t+1) - \bar{y}\|_{p,\infty} = \|(S(t+1) \otimes I)M(z(t)) - \bar{y}\|_{p,\infty} \leq \|M(z(t)) - \bar{y}\|_{p,\infty} \]
for any $t \geq 0$. Since each $M_i$, $i \in \mathbf{m}$ is paracontracting and $y$ is a common fixed point,
\[ \|M(z(t)) - \bar{y}\|_{p,\infty} = \max_{i \in \mathbf{m}} \|M_i(z_i(t)) - \bar{y}\|_{p,\infty} \]
\[ \leq \max_{i \in \mathbf{m}} \|z_i(t) - \bar{y}\|_{p,\infty} = \|z(t) - \bar{y}\|_{p,\infty} \]
Thus,
\[ \|z(t+1) - \bar{y}\|_{p,\infty} \leq \|z(t) - \bar{y}\|_{p,\infty}, t \geq 0. \]
From this and the fact that $z(iq), i \geq 0$ converges to $\bar{y}$, it is also true that $z(t), t \geq 0$ must also converge to $\bar{y}$. Consequently, each $z_i(t)$ must converge to the same common fixed point $\bar{y}$. It follows that each $x_i(t)$ must converge to $\bar{y}$ as well.

In the sequel we develop the technical results needed to prove Theorem 3. In doing this we will make use of the matrix $\Phi(t, \tau) = [\phi_{ij}(t, \tau)]_{m \times m}$ which we define as $\Phi(t, \tau) = S(t)S(t-1) \cdots S(\tau + 1)$ for $0 \leq \tau < t \leq q$ and $\Phi(t, t) = I$ for $0 \leq t \leq q$. Note that $S(t)\Phi(t-1, \tau) = \Phi(t, \tau)S(\tau + 1), 0 \leq \tau < t \leq q$. For each $i \in \mathbf{m}$, let $v_i(0) \in \mathbb{R}^n$ be an arbitrary but fixed vector, and define
\[ v_i(t+1) = \sum_{j \in \mathbf{m}} s_{ij}(t+1)M_j(v_j(t)), 0 \leq t < q. \]
We shall need the following lemmas.

**Lemma 5.** Let $y^*$ be a common fixed point of the $M_i$, $i \in \mathbf{m}$. For each $i \in \mathbf{m}$,
\[ \|v_i(t) - y^*\| \leq \sum_{j \in \mathbf{m}} \phi_{ij}(t, \tau)\|v_j(\tau) - y^*\|, \]
for $0 \leq \tau \leq t \leq q$.

**Proof of Lemma 5.** Fix $0 \leq \tau \leq q$. If $t = \tau$, then (12) holds for each $i \in \mathbf{m}$ since $\phi_{ij}(t, \tau) = 1$ whenever $i = j$ and $\phi_{ij}(t, \tau) = 0$ whenever $i \neq j$.

Suppose $t > \tau$ and (12) holds for some $t = \mu$ satisfying $\mu < t < q$.
\[ \|v_i(\mu) - y^*\| \leq \sum_{j \in \mathbf{m}} \phi_{ij}(\mu, \tau)\|v_j(\tau) - y^*\|, i \in \mathbf{m}. \]
From (11) and the triangle inequality it follows that
\[ \|v_i(\mu + 1) - y^*\| \leq \sum_{j \in \mathbf{m}} s_{ij}(\mu + 1)\|M_j(v_j(\mu)) - y^*\|. \]
But the $M_i$ are paracontractions, so
\[ \|v_i(\mu + 1) - y^*\| \leq \sum_{j \in \mathbf{m}} s_{ij}(\mu + 1)\|v_j(\mu) - y^*\|, i \in \mathbf{m}. \]
From (13) and (14), it follows that
\[ \|v_i(\mu + 1) - y^*\| \leq \sum_{k \in \mathbf{m}} s_{ik}(\mu + 1)\sum_{j \in \mathbf{m}} \phi_{kj}(\mu, \tau)\|v_j(\tau) - y^*\| \]
\[ \leq \sum_{j \in \mathbf{m}} \sum_{k \in \mathbf{m}} s_{ik}(\mu + 1)\phi_{kj}(\mu, \tau)\|v_j(\tau) - y^*\| \]
for each $i \in \mathbf{m}$. But $\phi_{ij}(\mu + 1, \tau) = \sum_{k \in \mathbf{m}} s_{ik}(\mu + 1) \phi_{kj}(\mu, \tau)$ by the definition of $\Phi$, so

$$\|v_i(\mu + 1) - y^*\| \leq \sum_{j \in \mathbf{m}} \phi_{ij}(\mu + 1, \tau) \|v_j(\tau) - y^*\|, \quad i \in \mathbf{m}$$

which shows that (12) holds for $\mu = 1$. By induction, (12) holds for any $t$ satisfying $\tau < t \leq \tau$. Since $\tau$ was initially fixed, (12) holds for any $0 \leq \tau \leq q$. ■

**Lemma 6.** Let $y^*$ be a common fixed point of the $M_i$, $i \in \mathbf{m}$. Then for each $i \in \mathbf{m}$,

$$\|v_i(q) - y^*\| \leq \sum_{j \in \mathbf{m}} \phi_{ij}(q, 0) \|v_j(0) - y^*\| \quad (15)$$

and the following statements are true.

1. If there is a $t$ satisfying $0 \leq t < q$ and a $j \in \mathbf{m}$ for which $\phi_{ij}(q, t) > 0$ and $M_j(v_j(t)) \neq v_j(t)$, then

$$\|v_i(q) - y^*\| < \sum_{j \in \mathbf{m}} \phi_{ij}(q, 0) \|v_j(0) - y^*\|. \quad (16)$$

2. If for every $t$ satisfying $0 \leq t < q$ and $j \in \mathbf{m}$ it is true that $M_j(v_j(t)) = v_j(t)$ whenever $\phi_{ij}(q, t) > 0$, then

$$v_i(q) = \sum_{j \in \mathbf{m}} \phi_{ij}(q, 0) v_j(0). \quad (17)$$

**Proof of Lemma 6.** Fix $i \in \mathbf{m}$. Observe that by setting $t = q$ and $\tau = 0$ in (12), one obtains (15). To prove Assertion 1, fix $t$ to satisfy $0 \leq t < q$ and $j \in \mathbf{m}$ and suppose that $\phi_{ij}(q, t) > 0$ and $M_j(v_j(t)) \neq v_j(t)$. The latter implies that

$$\|M_j(v_j(t)) - y^*\| < \|v_j(t) - y^*\| \quad (18)$$

since $M_j$ is a paracontraction. From (11) and the triangle inequality

$$\|v_p(t + 1) - y^*\| \leq \sum_{k \in \mathbf{m}} s_{pk}(t + 1) \|M_k(v_k(t)) - y^*\|, \quad p \in \mathbf{m} \quad (19)$$

By (12)

$$\|v_i(q) - y^*\| \leq \sum_{j \in \mathbf{m}} \phi_{ij}(q, 0) \|v_j(0) - y^*\|. \quad (20)$$

and (19) imply that

$$\|v_i(q) - y^*\| \leq \sum_{k \in \mathbf{m}} \phi_{ik}(q, t + 1) s_{pk}(t + 1) \|M_k(v_k(t)) - y^*\|. \quad (21)$$

But $\phi_{ik}(q, t) = \sum_{j \in \mathbf{m}} s_{ik}(q, t) s_{jk}(t + 1)$, so

$$\|v_i(q) - y^*\| \leq \sum_{j \in \mathbf{m}} \phi_{ik}(q, t) \|M_k(v_k(t)) - y^*\|. \quad (22)$$

Note that (20) can be written as

$$\|v_i(q) - y^*\| \leq \phi_{ij}(q, t) \|M_j(v_j(t)) - y^*\| + \sum_{k \notin j} \phi_{ik}(q, t) \|M_k(v_k(t)) - y^*\|. \quad (23)$$

By hypothesis, $\phi_{ij}(q, t) > 0$. Moreover, $\|M_k(v_k(t)) - y^*\| \leq \|v_k(t) - y^*\|, \quad k \in \mathbf{m}$, because each $M_k$ is a paracontraction. From this, (18) and (21) it follows that

$$\|v_i(q) - y^*\| < \sum_{j \in \mathbf{m}} \phi_{ij}(q, t) \|v_j(0) - y^*\|. \quad (22)$$

By (12)

$$\|v_k(t) - y^*\| \leq \sum_{p \in \mathbf{m}} \phi_{kp}(t, 0) \|v_p(0) - y^*\|, \quad k \in \mathbf{m}.$$
m and for t ∈ q, each v_i(t) is as defined in (11). Then v(q) = v(0) = x. Let y* be a common fixed point of the M_t, i ∈ m. In view of (15),
\[ \|v_i(q) - y^*\| \leq \sum_{j \in m} \phi_{ij}(q, 0)\|v_j(0) - y^*\|, \quad i \in m. \]
Thus w ≤ Φ(q, 0)w where \( \|v_i(q) - y^*\| \) is the ith component of the n-vector w and ≤ here means component-wise. Since Φ(q, 0) = S(q)S(q - 1) · · · S(1) has a strongly connected graph, Φ(q, 0) is irreducible. It follows that w = Φ(q, 0)w (c.f., page 530 of Horn and Johnson (2013)). By the Perron-Frobenius Theorem, all components of w must be the same so all \( \|v_i(q) - y^*\|, \quad i \in m \) must have the same value.

Suppose that for some t satisfying 0 ≤ t < q and i, j ∈ m, \( \phi_{ij}(q, t) > 0 \) and \( M_j(v_j(t)) \neq v_j(t) \). By Assertion 1 of Lemma 6,
\[ \|v_i(q) - y^*\| < \sum_{p \in m} \phi_{ip}(q, 0)\|v_p(0) - y^*\|. \]
Since v(q) = v(0), it follows that \( v_p(0) = v_p(q) \) and therefore,
\[ \|v_i(q) - y^*\| < \sum_{p \in m} \phi_{ip}(q, 0)\|v_p(q) - y^*\|. \]
Thus
\[ \|v_i(q) - y^*\| < \sum_{p \in m} \phi_{ip}(q, 0)\|v_a(q) - y^*\| \]
where a ∈ m is such that \( \|v_a(q) - y^*\| = \max_{p \in m} \|v_p(q) - y^*\| \).
Since \( \sum_{p \in m} \phi_{ip}(q, 0) = 1 \), \( \|v_i(q) - y^*\| < \|v_a(q) - y^*\| \). This contradicts the fact that all of the \( \|v_i(q) - y^*\|, \quad i \in m \) have the same value. Therefore for every t satisfying 0 ≤ t < q and j ∈ m, it must be true that \( M_j(v_j(t)) = v_j(t) \) whenever \( \phi_{ij}(q, t) > 0 \).

By hypothesis, the graph of \( \Phi(q, 0) \) is strongly connected so for each j ∈ m there must be a k ∈ m such that \( \phi_{kj}(q, 0) > 0 \). This implies that \( v_j(0) \in F(M_j) \), j ∈ m. Therefore \( x \in \mathcal{F}(M) \).

Additionally, the hypothesis of Assertion 2 in Lemma 6 is satisfied. Therefore
\[ v_i(q) = \sum_{p \in m} \phi_{ip}(q, 0)v_p(0), \quad i \in m. \]
Thus v(q) = (S(q)⊗ I) · · · (S(1)⊗ I)x. But v(q) = v(0) = x, so x = ((S(q)⊗ I) · · · (S(1)⊗ I)x. Since S(q) · · · S(1) is strongly connected, the Perron-Frobenius Theorem ensures that all of the subvectors \( x_i \) of x = \( [x'_1 \ x'_2 \ · · · \ x'_m]' \) must be equal and thus x ∈ C. Therefore \( \mathcal{F}((S(q)⊗ I) · · · (S(1) ⊗ I)) \subset \mathcal{F}(M) \cap C \).

**Lemma 8.** Suppose \( S_{max,m} \) is a positive stochastic matrix. Then for any scalar p satisfying 1 < p < ∞, \( S ⊗ I \) is a paracontraction with respect to the mixed vector norm \( \|\cdot\|_{p,∞} \).

**Proof of Lemma 8.** Because \( S \) is positive it has a strongly connected graph. By the Perron-Frobenius Theorem, the set of fixed points of the map \( x \rightarrow (S ⊗ I)x \) is all vectors of the form \( y' = [y' y' y' y'] \) for \( y \in \mathbb{R}^n \).

Let \( x = [x'_1 \ x'_2 \ · · · \ x'_m]' \) be any vector in \( \mathbb{R}^{mn} \) which is not a fixed point of \( S ⊗ I \). Then there must exist integers i and j such that \( x_i \neq x_j \). Suppose first that \( x_i \) is a scalar multiple of \( x_j \); i.e. \( x_i = \lambda x_j \) for some scalar \( \lambda \). Without loss of generality assume \( |\lambda| < 1 \), so \( \|x_i\|_p < \|x_j\|_p \). Clearly \( \|x_i\|_p < \|x\|_{p,∞} \) and for all \( d \in m \) \( \|x_d\|_p \leq \|x\|_{p,∞} \). Then for each \( k \in m \),
\[ \left( \sum_{d \in m} s_{kd}x_d \right)_p \leq \sum_{d \in m} s_{kd} \|x_d\|_p \leq \sum_{d \in m} s_{kd} \|x\|_{p,∞}. \]
This strict inequality holds because \( S \) is positive, which ensures that \( s_{ki} > 0 \). But \( \sum_{d \in m} s_{kd} = 1 \) because \( S \) is stochastic so
\[ \left( \sum_{d \in m} s_{kd}x_d \right)_p < \|x\|_{p,∞}, \quad k \in m. \] (25)

Now suppose that \( x_i \) is not a scalar multiple of \( x_j \). Then for each \( k \in m \), \( s_{ki}x_i \) is not a scalar multiple of \( s_{kj}x_j \). By Minkowski’s inequality, \( |s_{ki}x_i + s_{kj}x_j|_p < \|s_{ki}x_i\|_p + \|s_{kj}x_j\|_p \) since \( s_{ki} \) and \( s_{kj} \) are both positive. So
\[ \|s_{ki}x_i + s_{kj}x_j\|_p < \|s_{ki}x_i\|_p + \|s_{kj}x_j\|_p, \quad k \in m. \] (26)

By the triangle inequality,
\[ \left( \sum_{d \in m} s_{kd}x_d \right)_p \leq \|s_{ki}x_i + s_{kj}x_j\|_p + \sum_{d \in m, d \neq i,j} \|s_{kd}x_d\|_p. \]
Thus using (26),
\[ \|s_{ki}x_i + s_{kj}x_j\|_p \leq \sum_{d \in m} \|s_{kd}x_d\|_p = \sum_{d \in m} \|s_{kd}x_d\|_p \]
\[ \leq \sum_{d \in m} \|s_{kd}\|_p \|x\|_{p,∞} = \|x\|_{p,∞} \]
so (25) holds for this case as well. But
\[ \|S(p)\|_{p,∞} = \max_{k \in m} \left( \sum_{d \in m} s_{kd}x_d \right)_p \]
so
\[ \|S(p)\|_{p,∞} < \|x\|_{p,∞}. \] (27)
Note that for any vector \( y \in \mathbb{R}^{mn} \) which is a fixed point of \( S ⊗ I \), \( x - y \notin F(S ⊗ I) \) because \( x \notin F(S ⊗ I) \). Since (27) holds for all vectors which are not fixed points of \( S ⊗ I \), it must be true that \( \|S(p)\|_{p,∞} < \|x\|_{p,∞} \) so \( S ⊗ I \) is a paracontraction as claimed. ■

**Proof of Theorem 3:** First, note that \( C = \{ [y'_1 \ · · · \ y'_m]' : \ y_i = y_j, \ i, j \in m \} \) and \( \mathcal{F}(M) = \{ [y'_1 \ · · · \ y'_m]' : \ y_i \in \mathcal{F}(M_i), \ i \in m \} \). From this and Lemma 7 it follows that
\[ \mathcal{F}((S(q)⊗ I)M ⊗ · · · ⊗ (S(1)⊗ I)M) = \{ [y'_1 \ · · · \ y'_m]' : \ y \in \bigcap_{i=1}^{m} \mathcal{F}(M_i) \} \]
Thus Assertion 2 of the theorem is true.

Pick \( y \in \mathcal{F}((S(q)⊗ I)M ⊗ · · · ⊗ (S(1)⊗ I)M) \) and \( x \notin \mathcal{F}((S(q)⊗ I)M ⊗ · · · ⊗ (S(1)⊗ I)M) \). In view of Lemma 7, either \( x \notin \mathcal{F}(M) \) or \( x \notin C \); moreover \( y \notin \mathcal{F}(M) \) and \( y \notin C \). Thus, \( y \) must be of the form \( \bar{y} = [y' y' y'] \) for some vector \( y \in \mathbb{R}^n \). In addition, \( y \) must be a common fixed point of the \( M_i, \ i \in m \).

Set \( v_i(0) = x_i, \ i \in m \) where \( [x'_1 \ x'_2 \ · · · \ x'_m]' = x \) and let \( v_i(t), \ t \in q \) be as defined by (11). To complete the
Additionally, \(v(0) \notin F(M)\) or \(v(0) \notin C\), then
\[
\|v_i(q) - y\|_p \leq \max_{j \in m} \|v_j(0) - y\|_p, \quad i \in m. \tag{28}
\]
This is sufficient because (28) implies \(\max_{j \in m} \|v_j(q) - y\|_p \leq \max_{j \in m} \|v_j(0) - y\|_p\), and therefore \(\|((S(q) \otimes I)M \circ \cdots (S(1) \otimes I)M)v(0) - y\|_{p,\infty} < \|v(0) - y\|_{p,\infty}\).

Fix \(i \in m\). We claim that if there is a \(t\) satisfying \(0 \leq t < q\) and a \(j \in m\) for which \(\phi_j(q,t) > 0\) and \(M_j(v_j(t)) \neq v_j(t)\) then (28) holds. To justify this claim note first that
\[
\sum_{j \in m} \phi_{ij}(q,0)\|v_j(0) - y\|_p \leq \left(\sum_{j \in m} \phi_{ij}(q,0)\right) \max_{j \in m} \|v_j(0) - y\|_p.
\]
But
\[
\sum_{j \in m} \phi_{ij}(q,0)\|v_j(0) - y\|_p \leq \max_{j \in m} \|v_j(0) - y\|_p. \tag{29}
\]
If there is a \(t\) satisfying \(0 \leq t < q\) and a \(j \in m\) for which \(\phi_j(q,t) > 0\) and \(M_j(v_j(t)) \neq v_j(t)\), then by Assertion 1 of Lemma 6
\[
\|v_i(q) - y\|_p < \sum_{j \in m} \phi_{ij}(q,0)\|v_j(0) - y\|_p.
\]
Since this and (29) imply (28), the claim is true.

To complete the proof there are two cases to consider, the first being when \(v(0) \notin F(M)\). In this case there is some \(j \in m\) such that \(v_j(0) \notin F(M_j)\). By hypothesis, \(\Phi(q,0) = S(q) \cdots S(1)\) is positive and so \(\phi_{ij}(q,0) > 0\). Therefore with this value of \(j\) and \(t = 0\), \(\phi_j(q,t) > 0\) and \(M_j(v_j(t)) \neq v_j(t)\). Hence (28) holds in this case.

Now consider the case when \(v(0) \notin C\). Note that \(\Phi(q,0) \otimes I\) is a paracorrection by Lemma 8 and the assumption that \(\Phi(q,0) = S(q) \cdots S(1)\) is a positive matrix. Clearly
\[
\|((\Phi(q,0) \otimes I)v(0) - \bar{y}\|_{p,\infty} < \|v(0) - \bar{y}\|_{p,\infty}. \tag{30}
\]
In other words
\[
\max_{j \in m} \left\|\sum_{k \in m} \phi_{jk}(q,0)v_k(0) - \bar{y}\right\|_p < \max_{j \in m} \|v_j(0) - y\|_p. \tag{31}
\]
As noted in the above claim, if there is a \(t\) satisfying \(0 \leq t < q\) and a \(j \in m\) for which \(\phi_j(q,t) > 0\) and \(M_j(v_j(t)) \neq v_j(t)\) then (28) holds. If on the other hand, there is no \(t\) satisfying \(0 \leq t < q\) and \(j \in m\) for which \(\phi_j(q,t) > 0\) and \(M_j(v_j(t)) \neq v_j(t)\) then Assertion 2 of Lemma 6 applies, and so
\[
v_i(q) = \sum_{p \in m} \phi_{ip}(q,0)v_p(0).
\]
Therefore
\[
\|v_i(q) - y\|_p = \left\|\sum_{p \in m} \phi_{ip}(q,0)v_p(0) - y\right\|_p.
\]
Additionally,
\[
\left\|\sum_{p \in m} \phi_{ip}(q,0)v_p(0) - y\right\|_p \leq \max_{j \in m} \left\|\sum_{k \in m} \phi_{jk}(q,0)v_k(0) - y\right\|_p
\]
Finally, from this and (31), it follows that (28) is true.

4. CONCLUDING REMARKS

It is more or less obvious that all of the results of this paper extend painlessly to the case when the averages appearing
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