Suppressing the loss of ultracold molecules via the continuous quantum Zeno effect
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We investigate theoretically the suppression of two-body losses when the on-site loss rate is larger than all other energy scales in a lattice. This work quantitatively explains the recently observed suppression of chemical reactions between two rotational states of fermionic KRb molecules confined in one-dimensional tubes with a weak lattice along the tubes [Yan et al., Nature 501, 521-525 (2013)]. New loss rate measurements performed for different lattice parameters but under controlled initial conditions allow us to show that the loss suppression is a consequence of the combined effects of lattice confinement and the continuous quantum Zeno effect. A key finding, relevant for generic strongly reactive systems, is that while a single-band theory can qualitatively describe the data, a quantitative analysis must include multiband effects. Accounting for these effects reduces the inferred molecule filling fraction by a factor of five. A rate equation can describe much of the data, but to properly reproduce the loss dynamics with a fixed filling fraction for all lattice parameters we develop a mean-field model and benchmark it with numerically exact time-dependent density matrix renormalization group calculations.

PACS numbers: 03.65.Xp,67.85.-d,37.10.Jk,37.10.Pq

Ultracold molecules have tremendous applications ranging from quantum many-body physics \cite{1,2,3,4} and quantum information processing \cite{5} to precision measurements \cite{6} and ultracold chemistry \cite{7}. However, fast inelastic two-body losses – as occur for KRb with exothermic chemical reactions – can limit molecule lifetimes \cite{8,9}, and have been considered a fundamental limitation. Recent experiments with KRb molecules \cite{10} have reported an inhibition of losses when the molecules are confined in an array of one-dimensional tubes with a superimposed axial optical lattice along the tubes (Fig. 1). Similar loss suppression by strong dissipation was previously observed in bosonic Feshbach molecules \cite{11}. Extending the molecules’ lifetime over timescales much longer than those determined by tunneling opens a path for the exploration of itinerant magnetism and other many-body phenomena arising from the interplay between dipolar interactions and motion, even in these in highly reactive systems.

Free KRb molecules react rapidly. In a lattice, the two-body inelastic collision rates are larger than all other lattice energy scales, including the band separation energy. Consequently, this system is an example of a strongly correlated system that defies simple treatment in terms of single-particle physics. As such, description of the loss suppression based on the assumption that inelastic interactions do not affect the single-particle wave-functions is incorrect \cite{12}. Evidence of this issue was reported in Ref. \cite{10} where a heuristic “single-band” treatment of the losses was found to significantly overestimate the molecule filling fraction $f$.

In this Letter, we develop a theoretical description of the dissipative dynamics that non-perturbatively includes three dimensional multi-band effects. Our analysis allows us to attribute the observed loss suppression to the continuous quantum Zeno effect \cite{12,13,14,15,16} – a suppression of coherent transitions due to strong dissipation – and to generalize previous single-band treatments \cite{17,18} to the strongly dissipative regime. We perform systematic measurements of the KRb lifetime under controlled and reproducible lattice conditions that allow us to validate the calculations. The observed dependence of the loss rate on lattice parameters is consistent with Ref. \cite{10} and is fully reproduced by the multiband theory. Moreover, the inclusion of multiple bands reduces the determined filling $f$ by a factor of $\sim 5$, giving results consistent with the filling predicted by Ramsey spectroscopy measurements of molecules pinned in a 3D lattice and prepared under similar initial conditions \cite{10,19}.

The multiband calculations are first applied to derive a simple rate equation (RE) for two-body losses, which assumes instantaneous redistribution of molecules between collision events. We show that the RE can describe the measured dissipative dynamics fairly well over a broad range of lattice parameters, but fails for the deepest lattice configurations. We develop a simple and unified theory capable of describing the
FIG. 2. (a) Measured number loss of |↓⟩ molecules for an axial (transverse) lattice depth of \( V_y = 5E_R \) (\( V_z \)) lines show solutions of the RE Eq. (3) using an effective loss rate \( \Gamma_{\text{eff}} \) (black dashed line). (b) Number loss rate, \( \kappa \), as a function of \( \Gamma_0 \) \( \sim \) time [s] (c) Number loss rate, \( \kappa \), versus \( \Gamma_0 \) (fixing \( J \approx 87 \text{ kHz} \) varying \( V_y \) and adjusting \( V_z \) accordingly). \( V_y (V_z) \) was varied from 5 to 16 \( E_R \) (20 to 40 \( E_R \)). Black circles are experimental measurements (error bars represent one standard error). Green short-dashed lines show solutions of the RE Eq. (3) using an effective loss rate \( \Gamma_{\text{eff}} \) (single-band approximation). The blue long-dashed line shows the multiband RE using \( \Gamma_{\text{eff}} \) in Eq. (3). The multiband and single-band RE results were obtained by fixing the filling fraction to be 6%, and 25% respectively. Panels (b) and (c) directly manifest the continuous quantum Zeno effect: in (b) the measured loss rate \( \kappa \) decreases with increasing on-site \( \Gamma_0 \); in (c) a fit to the experimental data supports \( \kappa \propto J^2 \), with a \( \chi^2 \) (sum of the squared fitting errors) several times smaller than for a linear fit.

loss dynamics in all parameter regimes based on a mean-field (MF) approximation of the many-body master equation. We validate the MF formulation by comparing it to a numerically exact time-dependent density matrix renormalization group method (t-DMRG) [20–22], which we combine with a quantum trajectory technique [23–25]. The MF, t-DMRG, and experimentally observed loss dynamics qualitatively agree.

Experiment— The experiment begins by loading \( \sim 10^4 \) fermionic KRb ro-vibrational ground-state molecules, \( |N = 0, m_N = 0, \rangle \), into the lowest band of a deep 3D cubic optical lattice with lattice constant \( a = 532 \text{ nm} \). Here, \( N \) is the principal rotational quantum number and \( m_N \) is the projection onto the quantization axis, which in our case is determined by an external magnetic field angled \( 45^\circ \) between the \( x \) and \( y \) lattice directions. We next apply a \( \pi/2 \) microwave pulse to rotationally excite half of the molecules to \( |↑⟩ \), set \( |↓⟩(m_N = 0, |↑⟩(m_N = 1) \), and adjust \( \Gamma_0 \) to keep the initial number of molecules for an axial (transverse) lattice depth of \( \sim 15 \text{ ms} \). Losses are then initiated by quickly ramping down the lattice depth in the \( y \) direction (within 1 ms) to allow tunneling. We measure the number of remaining molecules \( |↓⟩ \), \( N_i(t) \), as a function of the subsequent holding time in the lattice.

We experimentally determine the initial loss rate \( \kappa \) by fitting \( N_i(t) \) to the solution of a two-body loss RE of the form

\[
\frac{d N_i}{dt} = -\kappa \frac{N_i(0)}{N_i(t)} [N_i(t)]^2, \tag{1}
\]

with \( N_i(0) \) the initial number of \( |↓⟩ \) molecules. A typical experimental fit is shown in Fig. 2(a). To avoid the saturation of the losses that originates from the finite number of molecules per tube (\( \sim 6 \text{ per tube on average} \)), we do not use the RE, we fit only up to times when \( \sim 25\% \) of the molecules are lost (see Supplementary Material).

The loss rate \( \kappa \) in general depends on the tunneling rate \( J/\hbar \) and the on-site “bare” loss rate \( \Gamma_0 \). If a single-band approximation is used, the on-site bare loss rate \( \Gamma_0 \) is given by

\[
\Gamma_0 = \beta^{(3D)} \int |W(x)|^4 \text{d}^3 x, \tag{2}
\]

where \( W(x) \) is the lowest-band single-particle 3D Wannier orbital. The two-body loss rate coefficient for molecules in \( |0, 0\rangle \) and \( |1, -1\rangle \), \( \beta^{(3D)} \), was measured to be \( \beta^{(3D)} = 9.0(4) \times 10^{-10} \text{ cm}^{-3} \text{ s}^{-1} \) [10].

To experimentally extract the dependence of \( \kappa \) on \( \Gamma_0 \) and the single-particle hopping energy \( J \), we perform similar measurements to those reported in Ref. [10]. However, here we ensure reproducibility of the initial conditions to fix \( f \) for all lattice conditions. To measure the \( \Gamma_0 \)-dependence we set \( V_y = 5E_R \), which fixes \( J \), and then tune \( \Gamma_0 \) by modifying \( V_z \) [Fig. 2(b)]. Here, \( E_R = \hbar^2 \pi^2/2ma^2 \) is the recoil energy and \( m \) is the KRb mass. To study the \( J \)-dependence, we vary \( V_y \) while simultaneously adjusting \( V_z \) to keep \( \Gamma_0 \) fixed [Fig. 2(c)]. The loss rate \( \kappa \) is found to depend quadratically on \( J \) for fixed \( \Gamma_0 \) and to decrease with increasing \( \Gamma_0 \) for fixed \( J \). This scaling is consistent with the continuous quantum Zeno effect, as we now explain.

Single-band rate equation—A simple way to understand the loss suppression is to consider two opposite spin particles in a double well, \( |↑, ↓\rangle \). Left and right sides in this notation represent left and right wells [Fig. 2(b)]. When two molecules occupy the same site the singlet component decays with rate
\[ \Gamma_0, \text{ while the decay of the triplet component is suppressed by} \]

the centrifugal barrier in odd partial-wave channels \[^9\]. Consequently, the loss rate is determined by \( J_s = \sqrt{2}J \), which is the tunneling computed after projecting the initial wavefunction into the singlet state \( |s\rangle = \left( |↑, ↓\rangle - |↓, ↑\rangle \right) / \sqrt{2} \).

When \( h\Gamma_0 \gg J_s \), second-order perturbation theory can be applied and gives a net \( |↓\rangle \) loss rate of \( 4\Gamma_{\text{eff}}^\perp \) with \( \Gamma_{\text{eff}}^\perp = \frac{2\langle J|/\hbar \rangle^2}{\Gamma_0} \). This loss rate can be connected to number loss dynamics with a RE, \( \frac{dn_j}{dt} = -4q\Gamma_{\text{eff}}^\perp n_j + n_j, \) where \( n_j \) is the number of \( |↓\rangle \) molecules at site \( j \) and \( q \) is the number of nearest neighbor lattice sites (\( q = 2 \) for tunneling along the tube direction) \[^18\]. Assuming a uniform distribution, the 50:50 mixture implies \( n_{j+1} = n_j = n_\downarrow \) and

\[
\frac{dn_j}{dt} = -8\Gamma_{\text{eff}}^\perp n_j(t)^2 \quad \text{or} \quad \frac{dN_j}{dt} = -\frac{\kappa_{SB}}{N_j(0)} [N_j(t)]^2,
\]

where \( \kappa_{SB} = 8\Gamma_{\text{eff}}^\perp n_\downarrow(0) \). All parameters are known except the filling fraction \( f = 2n_\downarrow(0). \) The RE assumes that the loss rate depends only on the average density. This assumption is valid when the redistribution of density after a loss process occurs faster than the typical time between losses (\( J \gg \Gamma_{\text{eff}} \)) \[^27\].

This simplified single-band model qualitatively reproduces the measured dependence of \( \kappa \) on lattice parameters [green-short-dashed line in Figs. \(^2\) b-c)]. However, since \( \Gamma_0 \) is larger than the band gap (e.g., 4 times larger for a \( V_\perp = 5 \) \( E_R \) and \( V_\perp = 40 \) \( E_R \) lattice), this single-band theory is known to be inadequate. Moreover, in order to fit the experiment, the single-band theory requires \( f \approx 25\% \), which is known to be inconsistent with estimates of the filling \( f \lesssim 10\% \) from Ramsey spectroscopy procedures \[^{19,28}\]. Resolution of this discrepancy requires including multiple single-particle bands, which are admixed by strong two-body losses.

**Multiband rate equation**—As shown in the Supplementary Material, a single-band model overestimates \( \Gamma_0 \), predicting it to be larger than the band gap. Incorporating higher bands decreases \( \Gamma_0 \) and hence decreases the \( f \) estimated from experiment (since the effective loss rate is inversely proportional to \( \Gamma_0 \)). We extract a renormalized effective loss rate by numerically computing the loss of two molecules trapped in a double well along \( y \). We expand the non-Hermitian Hamiltonian \( \hat{H} = \hat{H}_0 - ih\beta(3D)\delta_{\text{reg}}(\mathbf{r}) / 2 \), where \( \delta_{\text{reg}}(\mathbf{r}) = \delta(\mathbf{r}) (\partial / \partial r) \mathbf{r} \) is a regularized pseudopotential \[^{29}\] and \( \hat{H}_0 \) the single-particle Hamiltonian, in the 3D Wannier function basis. This model accounts for interaction-mediated band excitations in all three dimensions. We initialize the system with two molecules in the singlet \( |s\rangle \) and infer the effective loss rate by fitting the norm decay to \( \exp(-4\Gamma_{\text{eff}}^\perp t) \). Convergence is achieved with 6 bands in each dimension.

Surprisingly, as shown in Figs. \(^2\) b-c), both effective loss rates \( \Gamma_{\text{eff}} \) and \( \tilde{\Gamma}_{\text{eff}} \) scale similarly with \( \Gamma_0 \) and \( J \). This similarity explains why qualitative experimental signatures of Zeno suppression expected from a single-band model survive even though such a model is invalid. However, the multiband \( \tilde{\Gamma}_{\text{eff}} \) is \( \sim 5 \) times larger than \( \Gamma_{\text{eff}} \). Once these effective loss rates are calculated, the only free parameter to fit the experimental measurements is the filling \( f \), which was fixed to be the same for all data shown in Figs. \(^2\) b-c). The \( \sim 5 \) times faster loss rate from the multiband model leads to a \( \sim 5 \) times smaller filling fraction of \( f = 6\% \) Figs. \(^2\) b-c), blue-long-dashed line) compared to the grossly overestimated 25\% extracted using \( \Gamma_{\text{eff}} \) Figs. \(^2\) b-c) green-short-dashed lines). The inadequacy of the single-band model to extract the correct filling fraction, and the success of the multiband model, are key results of this work.

**Mean-field and DMRG**—The RE, with parameters extracted from the multiband model, describes the experimental observations fairly well at intermediate \( V_\perp \), but deviates from them for the largest \( V_\perp \). We attribute these deviations to the suppression of tunneling at the cloud’s edges due to the energy mismatch between adjacent sites in the harmonic potential generated by the lattice beams. By inhibiting transport, this effect invalidates the assumption that molecules are redistributed rapidly between loss events, and therefore the losses are not determined exclusively by the average density but depend on the detailed dynamical redistribution of molecules.

Although this redistribution is absent from the RE, it can be accounted for by solving a master equation with a density matrix, \( \hat{\rho} \), projected into the states with at most one molecule per site after adiabatic elimination of doubly occupied states. We keep terms up to order \( \Gamma_{\text{eff}} \), and we simultaneously account for multiband effects by replacing the single-band \( \Gamma_{\text{eff}} \) by the renormalized loss rate extracted from the multiband double well solution, obtaining

\[
\frac{d}{dt} \hat{\rho} = -\frac{i}{\hbar} [\hat{H}_0, \hat{\rho}] + \mathcal{L} \hat{\rho}.
\]

Here \( \hat{H}_0 = -J \sum_{j,\sigma} \epsilon_{j+1}^\sigma \epsilon_j^{\sigma+} + h.c. + \sum_{j,\sigma} V_j^\sigma \epsilon_j^\sigma \epsilon_j^{\sigma+} \), \( \mathcal{L} \hat{\rho} = \frac{1}{2} \sum_j \left[ 2\hat{A}_j \hat{\rho} \hat{A}_j^\dagger - \hat{\rho} \hat{A}_j^\dagger \hat{A}_j \hat{\rho} \right] \) and \( V_j^\sigma = \nabla^2 \delta_j^\sigma \) is the parabolic trapping potential felt by molecules in state \( \sigma \) at site \( j \). The average trap frequency \( (\omega_\perp + \omega_\parallel)/2 \) varies between \( \approx 2\pi \times (15 - 40) \) Hz for the experimental range of \( V_\perp \). The \( \sigma \)-dependence is due to residual differential AC Stark shifts between the two rotational states. \( \mathcal{L} \) is a Lindblad superoperator that accounts for losses, and the jump operators are \( \hat{\Lambda}_j = \sqrt{2\Gamma_{\text{eff}}^\perp} \left[ (\epsilon_j^\downarrow \epsilon_j^{\downarrow+} + \epsilon_j^{\downarrow+} \epsilon_j^\downarrow) - (\epsilon_j^\downarrow \epsilon_j^{\downarrow+} + \epsilon_j^{\downarrow+} \epsilon_j^\downarrow) \right] \). We have checked the validity of the renormalized single-band model by confirming that it reproduces the dynamics of the multiband problem for the case of two molecules in four wells.

To solve Eq. (A.5) we map the hardcore fermions onto hard-core spin-1/2 bosons \[^{31}\], and then use a mean-field ansatz \( \hat{\rho} = \prod_j \hat{\rho}_j \) with \( \hat{\rho}_j \equiv \sum_{\alpha,\beta=-1}^1 \langle \alpha \beta \rangle \hat{\rho}_j^{\alpha \beta} |\alpha \beta \rangle \langle \alpha \beta |. \) Here, \( \hat{\rho}_j \) is the reduced projected density matrix at site \( j \), and \( |\uparrow, \downarrow, 0 \rangle \) label the three possible local states of spin up, down, and the vacuum, respectively. This ansatz leads to closed equations
of motion for $\rho_{j\sigma,\beta}$ [see Supplementary Material]. Due to the rapid dephasing of spin coherence resulting from $\omega_{\uparrow} \neq \omega_{\downarrow}$, we set $\rho_{j\sigma,\alpha \neq \sigma} = 0$, which simplifies the equations further. Although the MF treatment predicts no coherent tunneling for a pure Fock state, we initiate it by assuming non-zero particle/ hole coherence $|\rho_{j,0}^{\uparrow,\downarrow}| = 1/2$.

Fig. 3(a) shows the dynamics for the largest $V_{\perp}$, where the coherent tunneling is strongly suppressed by the large parabolic potential $\omega_{\perp}$. We see that the dynamics is poorly described by the MF, and the MF solution better describes the data. Admittedly, the MF assumption is an extreme approximation precluding entanglement between parts of the system. In order to test its validity, we also solve Eq. (A5) numerically by combining t-DMRG algorithms [20–22] with a stochastic sampling over quantum trajectories [23–25, 32]. The results, shown in Fig. 3(b), are converged in the matrix product state dimension $\chi_{\text{MPS}}$ and are therefore numerically exact. The differential stark shift for the lattice parameters of Fig. 3 ($\omega_{\uparrow}/\omega_{\downarrow} \sim 0.9$) gives rise to an effective spatially dependent magnetic field that disrupts spin correlations generated during the dynamics. In this case the data, t-DMRG, and MF (which explicitly ignores spin-correlations) agree up to the times used to extract loss rates from the data, when the contrast has decayed by $\sim 20\%$. However, in the absence of a differential Stark shift ($\omega_{\downarrow} = \omega_{\uparrow}$), we note that the density calculated from t-DMRG saturates at a higher value than predicted by the MF theory, which we attribute to the growth of spin correlations in the absence of dephasing [33].

Mean-field vs. experiment—With the validity of the MF established, we use it to model the experiment. In the MF calculation, we assume that molecules are initially uniformly distributed within a shell with inner (outer) radius of 20 (50) lattice sites. The shell distribution is expected because molecules are created from a Mott insulator of Rb and a band insulator of K. Assuming only sites with one Rb and one K can yield molecules during STIRAP [7, 28], sites in the trap center initially doubly occupied by Rb atoms are lost [7]. We then average over random initial configurations, since the experiments measure an ensemble of 1D tubes. Figures 4(a-b) show the MF results (red line), where we used $f = 9\%$ to match the experiment. This is slightly larger than that from the multiband RE (dashed blue line in Figures 4), $f = 6\%$, since the RE overestimates the loss rate by assuming instantaneous redistribution of the molecules.

Since the molecule distribution in the experiment is known only approximately, we vary the shell width and find that the estimated MF filling fraction that best fits the experimental loss has a range $f \sim 9 \pm 2\%$. The MF accounts better for the dependence of the loss rate on $V_{\perp}$. Remaining deviations between MF and experiment are seen only for the shallowest $V_{\perp}$, where the transverse tunneling rate is only three times smaller than the axial one, which may indicate the breakdown of 1D dynamics.

Conclusions—The understanding of the underlying physical mechanism responsible for the loss suppression in KRb opens the path for laboratory explorations of iconic models of quantum magnetism combining motional and spin degrees of freedom, previously believed to be inaccessible due to losses. These include the extended $t$-$J$ model, predicted to exhibit itinerant ferromagnetism, d-wave superfluidity [34, 35], and topological phases [3, 36]. Our findings also extend to other dissipative systems, such as alkaline earth atoms [37, 40] and other chemically reactive molecular species [41].
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SUPPLEMENTARY MATERIAL

I A. Renormalization of the on-site loss rate by higher bands

As stated in Eq. (2) of the main text, the single-band approximation predicts an on-site loss rate $\Gamma_0$ that is proportional to the loss rate coefficient $\beta^{(3D)}$. When $\hbar \beta^{(3D)} a^2$, $a$ the lattice spacing, becomes of the order of the band gap, this approximation
breaks down due to renormalization of the Wannier orbitals by higher band mixing, and $\Gamma_0$ is likewise renormalized. The renormalization of $\Gamma_0$ is shown in Fig. S1(a), which shows the numerically computed on-site loss rate for two particles in a single well of an optical lattice with depth $V = 50E_R$. Here, the chemical reactions are parameterized in terms of an inelastic $s$-wave scattering length $a_s$ as $\hbar^2 \beta^{3D} = 4\pi^2 a_s/m$, and the units are the effective harmonic oscillator frequency $\hbar\omega = 2\sqrt{VE_R}$ and length $a_{ho} = (a/\pi)(V/E_R)^{-1/4}$ of the lattice well. The single-band result (red) continues to increase as losses increase, but the multiband result (blue) initially increases, reaches a maximum, and then begins to decrease. Some physical insight into this non-monotonic behavior can be obtained by comparing to two particles in a harmonic oscillator with elastic contact interactions, where analytic analysis is possible [42]. The analog of the loss rate for elastic interactions is the interaction energy, which peaks when $a_s/a_{ho} \sim 1$. Then, as elastic interactions become very strong, $a_s/a_{ho} \rightarrow \infty$, the probability for two particles to be at the same position goes to zero due to mixing in of higher bands. Because interactions occur only when two particles come in contact, the diminished probability for the two particles to be close means that the interaction energy decreases, just as our loss rate decreases. The dashed vertical line in Fig. S1(a) indicates the parameters for KRb which is deep in the regime where the Wannier orbitals are strongly renormalized.

I B. Renormalization of the double-well effective loss rate by higher bands

In the main text it was shown that the effective loss rate for two particles in a double well potential with tunneling $J$ and on-site loss rate $\Gamma_0$ is $4\Gamma_{eff}$, $\Gamma_{eff} = \frac{2(J/\hbar)^2}{\Gamma_0}$, within second-order perturbation theory and the single-band approximation. In the previous section, we showed that the on-site loss rate $\Gamma_0$ is strongly renormalized by the inclusions of higher bands. In addition, $J$ is strongly renormalized when higher-band effects are included. The numerically obtained effective loss rate as a function of the transverse lattice confinement is displayed in Fig. S1(b) using the loss rate coefficient $\beta_{3D}$ for KRb and a fixed lattice depth $V_y = 5E_R$ for the tunneling direction. The number of bands used in the calculation increases from top to bottom. As $V_\perp$ is increased, the loss rate within the lowest band is increased due to stronger localization of the Wannier functions. The fact that the single-band calculation, the uppermost line in in Fig. S1(b), predicts an increasing effective loss rate with increasing $V_\perp$ hence clearly demonstrates that $J$ is strongly renormalized by losses. When higher bands are included, we see a marked qualitative change in which the effective loss rate decreases as $V_\perp$ is increased, in accordance with the single-band Zeno expectation. In addition, we see that the number of bands required for convergence is roughly the same for all transverse lattice heights. This is due to the fact that the interactions that renormalize the single-particle Wannier functions and the band gap have identical scaling with $V_\perp$ in the deep-lattice limit.
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**Figure S1.** (Color online) (a) The on-site loss rate in oscillator units ($\hbar\omega = 2\sqrt{VE_R}$ is approximately the band gap) for two atoms in a single lattice site with depth $V = 50E_R$ is shown for a single-band calculation (solid red line) and a calculation with $6^2$ bands (dashed blue line) as a function of the pure imaginary $s$-wave scattering length $a_s$ in oscillator units ($a_{ho} = (a/\pi)(V/E_R)^{-1/4}$). The vertical dotted line indicates the parameters for KRb. (b) The effective loss rate of the double well calculation versus the transverse lattice height and the number of bands used in the calculation. The red solid curves use a single transverse band and 1 to 6 bands along the tunneling direction from top to bottom. The blue dashed curves use 6 bands along the tunneling direction and $3^2$ to $6^2$ bands along the transverse directions from top to bottom.
II. numerical models for dissipative dynamics

We model the dissipative dynamics by means of a master equation for the density operator $\hat{\rho}$:

$$\frac{d}{dt}\hat{\rho} = -\frac{i}{\hbar}[\hat{H}_0, \hat{\rho}] + \mathcal{L}\hat{\rho},$$  \hspace{1cm} (A.5)

with $\hat{H}_0$ describing the unitary evolution and $\mathcal{L}\hat{\rho} = \frac{1}{\chi} \sum_j (\hat{\rho} \hat{C}_j^\dagger \hat{C}_j + \hat{C}_j^\dagger \hat{C}_j \hat{\rho} - 2 \hat{C}_j^\dagger \hat{\rho} \hat{C}_j) + \hat{V}_{\text{trap}}$, which destroy a pair of molecules in different rotational states ($|\uparrow\rangle$ or $|\downarrow\rangle$) at the same site $j$, and $\Gamma_0$ is the on-site loss rate. In the regime $\Gamma_0 \gg J/\hbar$, the doubly occupied states can be adiabatically eliminated [17], projecting the Hilbert space to states with at most one molecule per site. As a result, the jump operators $\hat{C}_j$ are replaced by $\hat{A}_j = \sqrt{2\Gamma_{\text{eff}}} \left( \hat{c}_j^{\dagger} \hat{c}_{j+1} + \hat{c}_j \hat{c}_{j+1}^\dagger - \hat{c}_{j+1}^\dagger \hat{c}_j + \hat{c}_j^\dagger \hat{c}_{j+1} \right)$, and $\Gamma_{\text{eff}} = 2(J/\hbar)^2/\Gamma_0$. These new jump operators $\hat{A}_j$ effectively remove spin singlet states formed in neighboring sites, and account for second order tunneling processes. Even within the reduced space, the above master equation is generally difficult to solve for experimentally relevant lattice sizes. In 1D, however, various numerical techniques can be applied. In the following we provide the details of the numerical methods utilized in this paper for solving the above master equation.

A. t-DMRG

To numerically exactly simulate the dynamics of Eq. (A.5) in 1D, we make use of a matrix product state (MPS) ansatz [43, 44]. In contrast to the product state factorization that is used in the mean-field treatment (see below), this ansatz allows for a finite entanglement entropy between different bi-partitions of the state. The amount of entropy that can be captured depends on the MPS bond-dimension, $\chi_{\text{MPS}}$. In this way, for large enough $\chi_{\text{MPS}}$ it becomes possible to exactly represent pure quantum states that are not greatly entangled. The application of operators, such as they appear as jump operators in the dissipative part of Eq. (A.5), to a MPS can be readily implemented [44]. In addition, well-established t-DMRG methods [20–22] can be used to simulate (non-hermitian) Hamiltonian dynamics of a MPS. With this ability together with the possibility to rewrite the master equation evolution in terms of random samplings of such trajectories [23–25], it becomes possible to calculate statistical estimates for the time-evolution of simple observables, such as the number of $|\downarrow\rangle$ molecules. Besides the statistical convergence for the Monte Carlo sampling, we repeated simulations with increasingly large $\chi_{\text{MPS}}$ to obtain convergence in the bond-dimension, i.e. to ensure that the full amount of entanglement that is produced in the dynamics is captured.

B. Mean-field treatment (MF)

The above master equation can be significantly simplified by adopting a MF ansatz that allows for efficient numerical treatment of realistic system sizes. Under this ansatz, $\hat{\rho} = \prod_j \hat{\rho}_j$, with $\hat{\rho}_j = \sum_{\alpha,\beta=\{\uparrow, \downarrow, 0\}} \rho_{j}^{\alpha,\beta} |\alpha\rangle \langle \beta|$. $\uparrow, \downarrow, 0$ label the three possible local states of spin up, spin down, and the vacuum, respectively. Solving the master equation reduces to solving a set of coupled and non-linear differential equations for $\rho_{j}^{\alpha,\beta}$:

$$\frac{d\rho_{j}^{\sigma\sigma}}{dt} = i\frac{\hbar}{J} \sum_{l}(\rho_{l}^{\sigma\sigma} \rho_{j}^{\sigma\sigma} - \rho_{l}^{\sigma\sigma} \rho_{j}^{\sigma\sigma}) + 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{\sigma\sigma} \rho_{j}^{\sigma\sigma} + \rho_{l}^{\sigma\sigma} \rho_{j}^{\sigma\sigma}) - 4\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{\sigma\sigma} \rho_{j}^{\sigma\sigma} + \rho_{l}^{\sigma\sigma} \rho_{j}^{\sigma\sigma}),$$  \hspace{1cm} (A.6)

$$\frac{d\rho_{j}^{\sigma'}}{dt} = i\frac{\hbar}{J}(\Omega_{\sigma} - \Omega_{\sigma'}) \rho_{j}^{\sigma'} + i\frac{\hbar}{J} \sum_{l}(\rho_{l}^{\sigma} \rho_{j}^{\sigma'} - \rho_{l}^{\sigma} \rho_{j}^{\sigma'}) + 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{\sigma} \rho_{j}^{\sigma'}) - 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{\sigma} \rho_{j}^{\sigma'}),$$  \hspace{1cm} (A.7)

$$\frac{d\rho_{j}^{00}}{dt} = i\frac{\hbar}{J} \Omega_{\sigma} \rho_{j}^{00} + i\frac{\hbar}{J} \sum_{l}(\rho_{l}^{00} \rho_{j}^{00} - \rho_{l}^{00} \rho_{j}^{00}) + 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{00} \rho_{j}^{00}) - 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{00} \rho_{j}^{00}),$$  \hspace{1cm} (A.8)

$$\frac{d\rho_{j}^{0\sigma}}{dt} = -i\frac{\hbar}{J} \Omega_{\sigma} \rho_{j}^{0\sigma} + i\frac{\hbar}{J} \sum_{l}(\rho_{l}^{0} \rho_{j}^{0\sigma} - \rho_{l}^{0} \rho_{j}^{0\sigma}) + 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{0} \rho_{j}^{0\sigma}) - 2\Gamma_{\text{eff}} \sum_{l}(\rho_{l}^{0} \rho_{j}^{0\sigma}),$$  \hspace{1cm} (A.9)
Figure S 2. (Color online) Molecule loss vs time for lattice depth of $V_y = 4.6\ E_R$ and $V_L = 40\ E_R$; the experimental data (black circles) exhibit saturation at long time, as a result of the finite molecule number per tube. The shaded area shows the time window used to fit the RE. During it only $\sim 25\%$ of the molecules have been lost. The RE fit (blue solid line) breaks down at longer times (blue dashed line).

$$\frac{d\rho_{j0}}{dt} = \frac{i}{\hbar} J \sum_{l} \sum_{\alpha} (\rho_{j0}^{\alpha} - \rho_{j0}^{\alpha0}) + 4\Gamma_{\text{eff}} \sum_{l} \sum_{\alpha \neq \alpha'} \sum_{\beta \neq \beta'} (-1)^{\delta_{\alpha\beta}} \rho_{j0}^{\alpha\beta} \rho_{j0}^{\alpha'\beta'},$$  \hspace{1cm} (A.10)

where $\sigma, \alpha, \alpha', \beta, \beta' \in \{\uparrow, \downarrow\}$, $\sigma \neq \sigma'$, the summation of $l$ is over the nearest neighbors of $j$, and $\Omega_{\uparrow(\downarrow)} = \frac{1}{2} m \omega_{\uparrow(\downarrow)}^2 a^2$ with $a$ the lattice spacing. In deriving the above Eqs. (A.6)-(A.10), we have neglected terms such as $\hat{n}_{j\sigma} \hat{c}_{j+1\sigma}^\dagger \hat{c}_{j-1\sigma} \hat{\rho}$ and $\hat{c}_{j+1\sigma}^\dagger \hat{c}_{j\sigma} \hat{c}_{j-1\sigma}^\dagger \hat{c}_{j-1\sigma} \hat{\rho}$ in $\hat{L} \hat{\rho}$, which correspond to the correlated hopping processes involving three sites. We have performed calculations to confirm the contributions from these terms are small for the systems we treat in this paper.

C. Rate equation (RE)

A further simplification can be obtained by neglecting the dynamical redistribution of molecules and the effect of inhomogeneity, as well as coherences. This is equivalent to dropping the unitary evolution terms in Eqs. (A.6)-(A.10), and setting all off-diagonal terms of the density matrix $\hat{\rho}_j$ to 0. With these approximations, for a 50:50 mixture of molecules, $\rho_j^{\uparrow\uparrow} = \rho_j^{\downarrow\downarrow} = \rho_j^{\downarrow\uparrow} = \rho_j^{\uparrow\downarrow}$, Eq. (A.6) simplifies to

$$\frac{dn_j}{dt} = -8\Gamma_{\text{eff}}[n_j(t)]^2,$$  \hspace{1cm} (A.11)

which is the same as the RE Eq. (3) in the main text. The RE gives a fairly good understanding of the loss dynamics at short times, as discussed in the main text. However, a quantitative estimate of the filling fraction requires going beyond these approximations. This can be accomplished by using the MF treatment.

III. Long time saturation of molecule losses

In our experiment the molecule number per tube is finite and dissipation stops in tubes where all the remaining molecules are in the same rotational state. As a result, the loss saturates with time. Signatures of this effect are observed at long times in the experiment, as shown in Fig. S2. The simplified RE cannot capture the saturation, but it does describe the experimental data at short times. We extract the initial loss rate by fitting to times during which $\sim 25\%$ molecules are lost, and the RE fits well [Fig. S2], especially for the relatively shallow lattice depths