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Abstract
Cyberbullying is a very interesting research topic because of the development of communication technology, especially social media, which causes negative consequences where people can bully each other, causing victims and even suicide. The phenomenon of Cyberbullying detection has been widely researched using various approaches. In this study, the AdaBoost and Neural Network methods were used, which are machine learning methods in classifying Cyberbullying words from various comments taken from Twitter. Testing the classification results with these two methods produces an accuracy rate of 99.5% with Adaboost and 99.8% using the Neural Network method. Meanwhile, when compared to other methods, the results obtained an accuracy of 99.8% with SVM and Decision Tree, 99.5% with Random Forest. Based on the research results of the Neural Network method, SVM and Decision Tree are tested methods in detecting the word cyberbullying proven by achieving the highest level of accuracy in this study.
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INTRODUCTION
Cyberbullying is a phenomenon that continues to grow along with the growth of the social media industry around the world. Forms of crime in the form of slander, harassment, insults, and dirty words often exist in various communication media via the internet. According to Dewi Cyberbullying is a form of intimidation carried out through IT technology, especially the internet and smartphones (Dewi, Suryani, & Sriyati, 2020). Cyberbullying is done because of a sense of boredom and a sense of personal pleasure that can be done in groups (Malihah & Alfiasari, 2018).

Bullying carried out through technology in cyberspace has resulted in many losses, ranging from minor impacts such as headaches, trouble sleeping, loss of appetite (Triyono & Rimadani, 2019) as well as serious disorders such as depression and even suicide (Utami, 2014). In research in the field of computer science, various
approaches with various methods have been widely used by researchers in detecting Cyberbullying. In general, research that has been done uses the machine learning approach (Talpur & O’Sullivan, 2020) which is one of the robust approaches in classification.

Research on cyberbullying has been carried out such as research conducted with the Support Vector Machine (Purnamasari, Fauzi, Indriarti, & Dewi, 2018) which achieves an accuracy rate of 75% and research conducted by (Luqyana, Cholissodin, & Perdana, 2018) which achieves the highest accuracy rate of 90%. Another method in machine learning is also used by researchers in classifying Cyberbullying words as Naive Bayes as in research conducted by (Maulana & Ernawati, 2020) which achieved an accuracy rate of 76% as well as research conducted by (Pardede, Miftahuddin, & Kahar, 2020) which achieved an accuracy performance rate of 80%. In other studies, the researchers also used the K-Nearest Neighbor method in classifying Cyberbullying words as in research conducted by (Candra & Rozana, 2020) which results in an accuracy rate of 77%, and research conducted by (Saputra & Rosiyadi, 2019) where this research also achieved a fairly high accuracy performance of 81.32%.

Research on Cyberbullying detection on Indonesian-language Twitter data uses the AdaBoost and Neural Network methods which are also robust machine learning approaches used in Cyberbullying detection. Research on Cyberbullying detection using the Neural Network algorithm has been conducted by (Hani et al., 2019) which obtained the best accuracy performance of 92.8% higher than other methods such as SVM which obtained 90.3% accuracy results. This study uses several stages of processing the Cyberbullying dataset with 2 preprocessing techniques, namely, Select Relevant Value and Impute Missing Values which are not used in other approaches such as SVM, Naive Bayes, and K-Nearest Neighbor. This preprocessing method is useful to select relevant features and data before the classification process is carried out using Neural Network and AdaBoost which aim to detect cyberbullying words originating from social media applications such as Twitter or other applications.

This study is presented in several sections which include Introduction which is a section that aims to explain the background of the research carried out based on the previous research developments. The next section is Research Methods, which is the part that explains the stages of research which include the formation of datasets, preprocessing, classification to measuring evaluation results. The Results and Discussion stage contains the results of measuring cyberbullying word predictions using an orange application which is presented in the form of an accuracy and confusion matrix table. The last section contains Conclusions and Suggestions which contains conclusions and suggestions from the research that has been carried out.

**RESEARCH METHODS**

**The Proposed Method**

The research stage was carried out by providing source data from the Indonesian language Cyberbullying word dataset which was then carried out by the data preprocessing process followed by the classification and evaluation stages as shown in Figure 1 as follows:

![Figure 1. The Proposed Method](image)

**Dataset**

This study uses a Cyberbullying dataset on social media Twitter which has been generated from research conducted by (Luqyana et al., 2018) in the form of a CSV file which is a dataset containing 400 lines of comments obtained from Twitter.

**Data Preprocessing**

The Cyberbullying dataset in Indonesian is then carried out by the preprocessing process by deleting rows containing empty values, selecting features to be used randomly, and normalizing each feature used in processing this dataset. This process can be seen in Figure 2 below:

![Figure 2. Data Preprocessing](image)
The "Select Relevant Value" stage is the process of selecting relevant features in the dataset. The scoring process uses Information Gain which is a technique that is often used in data preprocessing by using scoring to weight a feature by using maximum entropy (Maulida, Suyatno, Rahmania Hatta, & Mulawarman, 2016). The next stage of preprocessing data is Impute Missing Values as in Figure 3 as follows:

![Figure 2. Selecting relevant features preprocessing](image)

The data processing process in Figure 3 above is a step by removing empty data so that it will simplify the next stage in processing data.

**10 fold cross-validation**

Cross-Validation (CV) is one of the statistical-based approaches used in evaluating a model in machine learning. 10 fold CV is a method that can be used by dividing data into 10 folds of the same size. From this process, the data will be tested by dividing 9 training data and 1 as testing data, and so on, then the performance results of the process are measured.

**Classification**

In this study, we used 2 machine learning methods which are known as robust methods in data mining classification, namely Neural Network and AdaBoost methods.

1. **Neural Network**

   Neural Network or ANN is a machine learning method developed based on the way the human brain thinks. According to Muhamad Razak, ANN consists of several parts which include the input unit and the output unit, which in each connection there is a weight that can be modified in getting the results of the predictions carried out (Razak & Riksakomara, 2017). The ANN method architecture can be seen as shown below:

![Figure 4. Neural Network Architecture](image)

2. **Adaptive Booster (AdaBoost)**

   The AdaBoost method or also known as Adaptive Booster includes ensemble learning which is often used in boosting techniques where the boosting process can be combined with other algorithm classifiers to improve performance in classification (Listiana & Muslim, 2017). The AdaBoost method was introduced by Yoav Freund and Robert Schapire in 1995 and is a machine learning method that is often used to improve the accuracy of a model.

**Accuracy**

An important step of the process carried out in data mining is the stage of evaluating the results of measuring the performance of the model. One way to measure it is by calculating accuracy. Accuracy is the total ratio of predictive calculations with true values that contain positive or negative values in a group of data. Accuracy calculations can be done using the following formula:

$$
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\% \ \ \ \ (1)
$$

TP=True Positive
TN=True Negative
FP=False Positive
FN=False Negative

**Confusion Matrix (CM)**
The CM approach is a technique that is often used in machine learning. CM is a technique for measuring the performance of a model that can produce an output in the form of two or more classes. The terms used in CM measurement are True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). The explanation of the confusion matrix can be seen in Figure 5 as follows:

| Predicted Values | Actual Values | 1 (Positive) | 0 (Negative) |
|------------------|---------------|--------------|-------------|
| 1 (True Positive) | TP            |              |             |
| 0 (Type I Error) | FP            |              |             |
| 0 (False Negative)| FN            |              |             |
| 0 (Type II Error)| TN            |              |             |

Figure 5. Confusion Matrix

RESULTS AND DISCUSSION

Orange Application

Orange is an application that can be used in analyzing data mining. This application was made by a scientist from Ljubljana University using the programming languages Python, Cython, C++, and the C language. The orange application is designed to be user-friendly in the form of process visualization which is manifested in the form of an attractive image icon.

Data Mining Analysis Design

The orange application is very helpful in analyzing data on Cyberbullying words that use Indonesian. In this study we used several stages starting in presenting data in files, visualizing data in tables, data preprocessing processes followed by data analysis using 2 machine learning approaches, namely Neural Networks and AdaBoost. The next stage is the evaluation process to display the results of the model performance and visualization of the analysis results in the form of a confusion matrix as shown in Figure 7 as follows:

Figure 7. Data Analysis Design

File Configuration

The file arrangement to be taken as a data source is done by taking a CSV file with the name Cyberbullying-2.csv (Luqyana et al., 2018) into a load file menu, this file contains 400 words which will be given a positive class if they are 200 Cyberbullying utterances and negative if it is not a Cyberbullying statement of 200 words.

Data Visualization

Speech data that has been loaded can then be visualized in table form so that it will look like Figure 8 below:

Figure 8. Data Visualization
The figure above shows the Cyberbullying word data visualized in the form of a table consisting of 400 data which will then be processed in the preprocessing process so that the data is ready to be classified.

Data Preprocessing

Data preprocessing is an important stage in data processing, this stage converts several data formats into a form that is ready for analysis. After the preprocessing process is carried out, the data structure will be displayed in Figure 9 as follows:

![Data Preprocessing](image)

**Classification**

The next stage in Cyberbullying data processing is the classification process. The results of the accuracy performance comparison can be seen in the accuracy measurement comparison table in Table 1 as follows:

| Methods                | Accuracy (%) |
|------------------------|--------------|
| Neural Network         | 99.8         |
| AdaptiveBooster (AdaBoost) | 99.5   |

The results of measuring the performance of the model are compared using other methods, the results are also shown in Table 2 as follows:

| Methods      | Accuracy (%) |
|--------------|--------------|
| SVM          | 99.8         |
| Random Forest| 99.5         |
| Decision Tree| 99.8         |

The results of measuring the performance of the model in classifying Cyberbullying data above indicate that the Neural Network method is an approach that produces a high level of accuracy, namely 99.8%, produces the same performance as the other two methods, namely, Support Vector Machine (SVM) and Decision Tree which has the same level of accuracy. Meanwhile, other methods such as AdaBoost and Random Forest also produce good performance by achieving an accuracy rate of 99.5%.

Confusion Matrix

The results of measuring the performance of the model using a confusion matrix can be seen in the following figures:

1. **Neural Network**

![Neural Network CM](image)
Figure 10 shows that with the Neural Network method the negative and predicted negative (TN) data is 200, the negative data which is predicted to be positive (FP) is 0. Then the positive data which is predicted to be negative (FN) is 1 and the positive data which is predicted to be positive (TP) as many as 199 data.

2. Support Vector Machine (SVM)

The SVM method in Figure 11 shows that the negative and predicted negative (TN) data is 200, the negative data which is predicted to be positive (FP) is 0. Then the positive data which is predicted to be negative (FN) is 1 and the positive data which is predicted to be positive (TP) as many as 199 data.

3. Decision Tree

The Decision Tree method in Figure 12 shows that the negative and predicted negative (TN) data is 200, the negative data which is predicted to be positive (FP) is 1. Then the positive data which is predicted to be negative (FN) is 0 and the positive data which is predicted to be positive (TP) as many as 200 data.

4. Adaptive Booster (AdaBoost)

The AdaBoost method in Figure 13 shows that with the AdaBoost method the negative and predicted negative (TN) data is 199, the negative data which is predicted to be positive (FP) is 1. Then the positive data which is predicted to be negative (FN) is 1 and the positive data which is predicted to be positive (TP) as many as 199 data.

CONCLUSIONS AND SUGGESTIONS

Conclusion
Based on research on the classification of Cyberbullying words in Indonesian that has been done, The preprocessing process uses Select Relevant Value and Impute Missing Values combined with a machine learning approach make a good contribution in predicting the word Cyberbullying from the Twitter dataset. Neural Network, SVM, and Decision Tree methods produce the highest performance in the classification with an accuracy of 99.8% while the AdaBoost and Random Forest methods produce an accuracy of 99.5%.

Suggestion
In future research, the results of the Cyberbullying word classification performance need to be tested on a series of datasets that have a
large amount of data above 1000, the test results will be analyzed using various machine learning and deep learning methods. This test will provide information on the best approach that can be used in classifying Cyberbullying words with large amounts of data.
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