Enhanced Soft 3D Reconstruction Method with an Iterative Matching Cost Update Using Object Surface Consensus
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Abstract: In this paper, we propose a multi-view stereo matching method, EnSoft3D (Enhanced Soft 3D Reconstruction) to obtain dense and high-quality depth images. Multi-view stereo is one of the high-interest research areas and has wide applications. Motivated by the Soft3D reconstruction method, we introduce a new multi-view stereo matching scheme. The original Soft3D method is introduced for novel view synthesis, while occlusion-aware depth is also reconstructed by integrating the matching costs of the Plane Sweep Stereo (PSS) and soft visibility volumes. However, the Soft3D method has an inherent limitation because the erroneous PSS matching costs are not updated. To overcome this limitation, the proposed scheme introduces an update process of the PSS matching costs. From the object surface consensus volume, an inverse consensus kernel is derived, and the PSS matching costs are iteratively updated using the kernel. The proposed EnSoft3D method reconstructs a highly accurate 3D depth image because both the multi-view matching cost and soft visibility are updated simultaneously. The performance of the proposed method is evaluated by using structured and unstructured benchmark datasets. Disparity error is measured to verify 3D reconstruction accuracy, and both PSNR and SSIM are measured to verify the simultaneous enhancement of view synthesis.
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1. Introduction

The 3D depth data are widely used in many applications such as object detection, autonomous driving, 3D SLAM, and light-field, etc. The 3D depth of real objects can be obtained by several methods, such as the structured-light, stereo vision, ToF, and LiDAR methods, etc. Among these, stereo vision is one of the most common techniques that can acquire high-resolution 3D depth maps [1–3]. Multi-view stereo vision has the advantage of obtaining accurate and dense depth (disparity) information using many cameras from different viewpoints. However, it is still difficult to obtain perfect 3D depth maps, even when using multiple cameras, due to many inherent stereo vision problems such as occlusion, light reflection, and textureless objects.

Multi-view stereo vision can be used also for novel view synthesis. In a view synthesis technique, a new image is generated from a novel view using the depth and color of neighboring views (in the geometry-based view synthesis). Therefore, the depth accuracy is very important in view synthesis because the pixel color in the new image is determined by the depth of the neighbor views. Penner et al. [4] propose a view synthetics method that is based on the occlusion-aware depth obtained by a soft 3D reconstruction method (Soft3D). In [4], the authors introduce a volumetric space called soft visibility as the probability measure of the voxel visibility from the views of all cameras. The soft visibility is mainly used to iteratively update the inverse depth (disparity) of occlusion areas. A summary of the Soft3D method is as follows. When provided with the multi-view images and camera
external poses, the pairwise matching costs between a reference view and its neighbor views are computed using the Plane Sweep Stereo (PSS) algorithm [5,6]. Next, the PSS matching costs are integrated to generate the disparity map of the reference view. After the disparity maps of all the reference views are generated, they are used to compute the soft visibility of all views. The soft visibility and the PSS matching costs are then used to generate new disparity maps. With this closed-loop scheme, the soft visibility is updated iteratively.

However, the Soft3D method has an inherent problem because only the soft visibility is updated. The final disparity map of a reference view is determined by the weighted averaging of the soft visibility and the PSS matching costs. Because the original PSS matching costs contain incorrect values due to occlusion, color noise, a textureless surface, speckle reflex, etc., they continuously affect the disparity map generation during the refinement process. One method to solve this problem is to use accurate-guided depth data which can be obtained from an additional depth sensing device, such as LiDAR sensors [7]. This method refines the incorrect matching costs using sparse-guided depth data. However, this method requires additional processes such as the calibration between the camera and external device.

In this paper, we propose a new multi-view, stereo matching pipeline called EnSoft3D. The goal of the proposed method is to obtain high-quality depth maps by improving the accuracy of PSS matching costs. Our main contributions are summarized as follows:

(1) A new cost update process is introduced in the pipeline of EnSoft3D to simultaneously refine the PSS matching costs and soft visibility of multiple views.
(2) The PSS matching cost is refined using the object surface consensus. The object surface is determined in sub-pixel accuracy from the surface consensus volumes.
(3) An inverse Gaussian kernel is derived from the object surface. Then, the kernel is used to minimize the PSS matching costs around the surface.

After several update iterations, the PSS costs of both the surface and occlusion pixels are simultaneously improved. The final disparity maps are generated using the updated PSS cost and soft visibility.

An example in Figure 1 shows that the proposed method generates a more accurate depth compared with the result of Soft3D. The qualitative and quantitative evaluation of the proposed method is completed using multi-view stereo datasets with a small camera baseline (Middlebury 2003, 2006 [8,9], ETH3D low resolution [10], Fountain-P11 [11]). Another evaluation is completed using the results of the view synthesis. By the qualitative evaluation of the new synthesized images, we show the improved performance of our EnSoft3D method. Evaluation is completed with the measurement of the peak signal-to-noise ratio (PSNR) [12] and the structural similarity index map (SSIM) [13] using the Middlebury dataset.

![Figure 1](image-url)  

**Figure 1.** Disparity results using structured multi-view images from Middlebury 2006 (Baby2). Unlike Soft3D, which calculates only visible probability using initial matching costs, EnSoft3D updates the matching costs using object surface probability. It is possible to obtain an accurate disparity map because both the matching cost and the visible probability are refined simultaneously.
The content of our paper is as follows: Section 2 shows the previous studies on the stereo matching technique including the follow-on works of Soft3D; Section 3 describes the base algorithms of the proposed method, PSS and Soft3D; Section 4 describes the details of the proposed method; and Section 5 shows the qualitative and quantitative evaluation of the 3D reconstruction and view synthesis.

2. Previous Works

In multi-view stereo vision, the refinement of either the disparity map or matching cost volume is frequently performed for dense and accurate 3D reconstruction. For the disparity map refinement, filtering techniques are commonly applied using a guided filter [14] and weighted median filter [15,16]. However, 2D image filtering techniques have limitations in disparity improvement. In order to refine the disparity map, such filters should be applied to a 3D matching cost volume where an accurate disparity is selected from the refined cost volume.

Hosni et al. [17] propose a cost volume refinement method using the guided filter technique. This method applies a guide filter to each disparity plane of the stereo matching cost volume. The disparity noise is removed and the object edge in the cost volume is preserved by the guided filter. Therefore, this method generates edge-preserved disparity maps. This method is simple and very efficient; however, it is subject to incorrect refinement error due to the color similarity of the guiding image.

Another cost volume refinement method is Guided Stereo Matching proposed by Poggi et al. [7]. For accurate disparity map generation, this method uses additional 3D LiDAR sensor data. It generates a Gaussian kernel based on the 3D depth from the LiDAR sensor. Then, the cost value is updated using the Gaussian kernel. Because of the accuracy of the LiDAR sensor, it is possible to obtain low-noise disparity maps. However, an additional depth sensor is necessary and the measurement error of the sensor can be included in the disparity map.

Several problems with multi-view stereo vision are solved using deep learning methods. At the early stage of deep learning research, it was only used in some cases, such as for cost computation using deep features and disparity map refinement [18–20]. Recently, various deep learning-based methods were introduced for multi-view stereo vision. For example, DeepC-MVS [21] uses a deep network for confidence prediction and DeepPCF-MVS [22] uses a segmentation network for multi-view stereo. In addition, several end-to-end methods are also proposed, such as MVDepthNet [23], DeepMVS [24], and DPSNet [25]. Due to such deep learning investigations, the performance of multi-view stereo matching has greatly increased. However, it is still difficult to obtain a consistent performance in various environments due to the limited training dataset.

Multi-view stereo vision is also used for view synthesis [26]. In the geometry-based view synthesis, the depth acquisition of both occluded and non-occluded areas is very important to synthesize new images in novel viewpoints. The Soft3D method was originally introduced for novel view synthesis [4]. Soft3D introduced a view synthesis pipeline to synthesize accurate images, even in the occlusion areas, by a visibility refinement process. The original work was cited in many follow-on view synthesis investigations [27–29]. However, few investigations were introduced to iteratively update the PSS matching costs for the purpose of obtaining accurate 3D depth reconstruction. In addition, due to the recent research trend of using deep learning network for view synthesis, most follow-on investigations employed deep learning networks to refine the volume of PSS matching cost or multiplane images (MPI). Zhou et al. [27] introduce MPI which represents an approximate light field as a stack of semi-transparent, colored depth layers. They use a deep learning network to generate color and alpha images of MPI from the PSS volume of a stereo pair. This approach is similar to Soft3D in that the PSS volume is used as the input of the deep network to decide the weights of blending the background color with the PSS matching features for MPI generation. Flynn et al. [28] introduce a gradient descent deep learning network to iteratively enhance the color and alpha of MPI. The iterative
enhancement scheme of the network is similar to the refinement of the soft visibility of Soft3D. Srinivasan et al. [29] introduce a view extrapolation method using the MPI training network. This network employs a 3D convolutional network to generate and train occlusion-free MPI from PSS volumes as network inputs. The generation of occlusion-free MPI is similar to the soft visibility refinement of the Soft3D method.

In terms of 3D reconstruction, the Soft3D method has an inherent problem in that it does not refine the PSS matching cost volumes. Because the initial PSS matching cost may contain erroneous values, updating only the soft visibility could have inherent limitations for obtaining more accurate depth and view synthesis results. In contrast, we propose a new multi-view stereo matching scheme to simultaneously update both visibility and PSS matching costs. Using the proposed scheme, the matching costs of difficult image areas, such as a textureless surface, color noises, and occluded areas, can be refined better than Soft3D. By improving the 3D reconstruction performance using the proposed method, we can also improve the novel view synthesis performance. The proposed scheme is shown in Figure 2.

![Figure 2](image.png)

**Figure 2.** The proposed EnSoft3D multi-view stereo matching scheme. In each reference view, the PSS matching costs are computed using neighbor views and then they are integrated to the reference view. Then, a disparity map is generated from the integrated matching cost volume using cost volume filtering (CF) and Winner-Take-All (WTA). Disparity maps of all views are used to compute the object surface probability and the soft visibility in each view. The PSS matching cost is updated using the consensus volumes and re-integrated with the soft visibility. This closed-loop process is repeated several times to obtain final disparity maps of all views.

### 3. Framework of Soft 3D Reconstruction

The proposed method is developed based on the Soft3D method which was originally introduced for view synthesis. In this section, we briefly describe the 3D reconstruction framework of the Soft3D method. The 3D reconstruction framework consists of two steps, initial disparity map generation and disparity refinement. The initial disparity map is generated using the PSS algorithm. The PSS method is a volumetric, cost-matching, computation method based on projection and back-projection between multi-view images. The PSS algorithm needs a significant amount of computation; however, it has an advantage for estimating an initially accurate disparity map. The second step is disparity refinement. This step computes and refines the soft visibility iteratively. The refined soft visibility is used for obtaining accurate, occlusion-aware disparity maps.

In Soft3D and EnSoft3D, all processes are performed in the disparity space (inverse depth). Therefore, we explain the detailed algorithms in the disparity space. The intrinsic and extrinsic parameters of multi-view cameras are supposed to be calibrated.
3.1. Initial Disparity Map Generation

The PSS algorithm computes the matching cost volumes of a reference view using all of the neighbor views. A matching cost volume consists of multiple inverse depth planes which have the same resolution as input image. The number of the inverse depth planes (disparity ranges) is usually defined as the depth range of a reconstruction scene. In addition, the interval between each inverse depth plane is determined by a scale factor $s$. The relationship between the inverse depth (disparity) $d$ and real depth $Z$ in 3D space is calculated by (1):

$$s = \frac{D}{f} \cdot \text{dist}_{\text{min}}, \quad Z = \frac{f \cdot s}{d},$$

where $D$ is the number of inverse depth planes to be sampled (max disparity), $\text{dist}_{\text{min}}$ is the minimum depth, and $f$ is the focal length.

The reference view has $N - 1$ PSS matching cost volumes, which $N$ is the number of input views. Each PSS matching cost volume $V_{r,i}$ contains the matching cost between the reference view $r$ and $i$-th neighbor view ($i \in N - 1$). As for the cost computation, we use the Sum of Absolute Difference (SAD) [30] and the Census Transform (CT) [31], whose cost is computed as:

$$SAD(I_r(x, y), I_i(x, y)) = \sum_{w} \left| \left( I_r(x, y) - I_i(x, y) \right) \right|,$$ \hspace{1cm} (2)

$$CT(I_r(x, y), I_i(x, y)) = \tau_{\text{adj}} \sum_{w} \mathbf{1}(I_r(x, y) < I_i(x, y) \neq 1) \left( I_r(x, y) < I_i(x, y) \right),$$ \hspace{1cm} (3)

$$V_{r,i}(x, y, d) = \alpha \cdot SAD(I_r(x, y), I_i(x, y)) + (1 - \alpha) \cdot CT(I_r(x, y), I_i(x, y)),$$ \hspace{1cm} (4)

where $(x, y)$ is the pixel coordinate of $i$-th neighbor view, whose pixel is computed by the perspective projection geometry based on the camera pose; the voxel $V_{r,i}(x, y, d)$ contains a cost value of between $(x, y)$ and $(x, y)$ pixels; and $n_w$ is the number of pixels in the pixel window $w$. SAD computes the color difference between the reference and neighbor views. A matching function 1(condition) in CT is the characteristic function, where its output is 1 if the condition is satisfied, and is otherwise 0. In (3), CT compares the color consistency between the reference and a neighbor view using the hamming distance. The scale of hamming distance is relatively smaller than that of SAD; therefore, we adjust cost importance using $\tau_{\text{adj}}$. Two cost computations are completed in a matching window ($w$). Then, the two costs are integrated by using a user parameter $\alpha$. In normal experiments, the user parameters are set as follows; $\alpha = 0.3$, and $\tau_{\text{adj}} = 5$, and $w$ is between $3 \times 3$ and $7 \times 7$ depending on the input image resolution.

When all PSS matching cost volumes of the reference view are computed, they are all integrated into a new cost volume by simple averaging, which is defined as the initial cost volume of the reference view, as in (5). Then, to remove noisy cost values, an edge-preserving filter ($W_{\text{guide}}$, guided filter) is applied to each inverse depth plane in the initial cost volume $V_r$ as in (6). Finally, the initial disparity map $D_r$ is generated using the Winner-Take-All (WTA, (7)) method:

$$V_r^{\text{raw}}(x, y, d) = \frac{\sum_{i=1}^{N-1} V_{r,i}(x, y, d)}{N - 1},$$ \hspace{1cm} (5)

$$V_r(x, y, d) = \sum_{(\hat{x}, \hat{y}) \in W_{\text{guide}}} W_{\text{guide}}(\hat{x}, \hat{y}) V_r^{\text{raw}}(\hat{x}, \hat{y}, d),$$ \hspace{1cm} (6)

$$D_r(x, y) = \underset{d \in D}{\arg \min} (V_r(x, y, d)).$$ \hspace{1cm} (7)

Figure 3 shows an example of the initial disparity map generated by the PSS algorithm. The initial disparity map has erroneous pixels in the occlusion and textureless areas. The Soft3D method refines the disparity in the occlusion area by employing a soft visibility.
Figure 3 shows an example of the initial disparity map generated by the PSS algorithm (Middlebury 2006: Baby2). There are erroneous pixels in the occlusion and textureless areas.

3.2. Refinement of Disparity Cost Volume

The Soft3D method proposed in [4] computes the soft visibility of all views to refine the disparity of the occlusion area. In Soft3D, ‘Soft’ means that the visibility of a 3D voxel is softly represented by the probability values. Thus, the soft visibility is the visible probability of a voxel in the multi-view images. The soft visibility is computed as follows. When there is an initial disparity map of the reference view \( r \), the vote value \( \text{VoteVal}_r \) and vote confidence \( \text{VoteConf}_r \) volumes are generated using (8) and (9). The vote value represents the hard object surface volume and the vote confidence represents the hard visibility volume. Here, ‘hard’ means that those volumes consist of binary values. Therefore, voxels which are supposed to be on the object surface in \( \text{VoteVal}_r \) are set to 1 and the others are set to 0. For the \( \text{VoteConf}_r \) volume, all visible voxels in front of the object are set to 1 and those behind the object are set to 0:

\[
\text{VoteVal}_r(x,y,d) = \begin{cases} 
1 & d = D_r(x,y) \\
0 & \text{otherwise} 
\end{cases}
\]

\[
\text{VoteConf}_r(x,y,d) = \begin{cases} 
1 & d \geq D_r(x,y) \\
0 & \text{otherwise} 
\end{cases}
\]

Once the \( \text{VoteVal}_r \) and \( \text{VoteConf}_r \) volumes of all the views are computed, they are used to compute the consensus volume \( \text{Consensus}_r \) of each reference view as follows:

\[
\text{Consensus}_r(x,y,d) = \frac{\sum_{i \in N} \text{VoteVal}_i(x',y',d')}{\sum_{i \in N} \text{VoteConf}_i(x',y',d')},
\]

where \((x',y',d')\) are the voxel coordinates, which are the projection of a voxel \((x,y,d)\) of the reference view to the \( i \)-th neighbor view. The consensus value ranges from 0 to 1, which can be considered as the surface probability. If the value is close to 1, it means that the voxel has a high probability of belonging to a real object surface. After \( \text{Consensus}_r(x,y,d) \) is computed, the guide filter is applied to refine the probability using multi-view images. Finally, as in (11), the soft visibility volume \( \text{SoftVis}_r(x,y,d) \) of the reference view is computed using the cumulative summation of consensus in each pixel ray:

\[
\text{SoftVis}_r(x,y,d) = \max(0,1 - \sum_{d \in \mathbb{D}, d > d} \text{Consensus}_r(x,y,d)).
\]

\( \text{SoftVis}_r(x,y,d) \) represents the visible probability of a voxel in the reference view. Therefore, in an ideal case, voxels in front of the object surface have a value of 1, and the other voxels behind the surface have a value of 0.

The voxels in the occlusion area are not visible, thus their PSS matching costs are most likely erroneous. However, in the PSS algorithm, these erroneous matching costs are...
4. Enhancement of Soft 3D Reconstruction

In this section, we describe the details of the EnSoft3D method in order to obtain an improved 3D reconstruction performance. Soft visibility (SoftVisi) is a key property to decide the integration weight of the PSS matching cost volumes (Vr,i), between the reference (r) and a neighbor view (i), as shown in (12). The Soft3D method iteratively updates the disparity maps using only the soft visibility. However, to enhance the accuracy of the disparity maps, the erroneous PSS matching costs must be improved because Vr(x,y,d) is the combination of the soft visibility and the PSS costs. This is our main motivation for introducing the PSS matching cost update process.

The proposed update process consists of two steps. The first step is the object surface decision which decides the object surface in each pixel’s ray in the disparity space. The second step is the matching cost update using the decided object surface. By repeating these two steps, the matching costs of the surface voxels become reduced compared to the other voxels.

4.1. Object Surface Decision

Multi-view stereo is a very time-consuming and difficult problem because all the matching costs of multiple stereo images must be optimized simultaneously. If there is an external depth sensor which can guide the disparity of some reference views or pixels, matching cost refinement can be completed with the guiding views, as described in Section 1. However, using an external device requires additional processes (coordinate calibration, data conversion), and some device measurement errors can affect the result.

The Soft3D method uses consensus volumes to compute the soft visibility as shown in (11). A consensus volume is computed in the disparity space, and each voxel value represents its likelihood of belonging to the object surface. Therefore, the consensus is iteratively improved and it has a high value near the object surface. Figure 4 shows an example of the consensus update in an occlusion pixel. In the beginning, the peak consensus is at an incorrect disparity position. However, after several iterations, it is refined and the peak point moves to the correct disparity value. From this consensus update process, we find that the surface consensus can be a reliable property to update the PSS cost volumes.

However, the object surface is sometimes occluded by another surface as shown in Figure 5 (left). In Figure 5, the blue-colored point is visible from the reference view but the red-colored point is not. On the other hand, both points can be visible from another view as shown in the figure. Even though the red-colored point is not visible from the reference, the surface consensus can also be high at this point because the other neighbor views can see the surface point.
Figure 4. Transition of the depth consensus in consecutive iterations. Red-dotted line is incorrect disparity and green-dotted line is correct disparity.

However, the object surface is sometimes occluded by another surface as shown in Figure 5 (left). In Figure 5, the blue-colored point is visible from the reference view but the red-colored point is not. On the other hand, both points can be visible from another view as shown in the figure. Even though the red-colored point is not visible from the reference, the surface consensus can also be high at this point because the other neighbor views can see the surface point.

Figure 5. Multiple consensuses in occlusion areas (red box). The matching cost of the occluded areas must be updated by only the visible surface. For this reason, the proposed method decides the object surface by using the consensus with the visibility mask.

When the surface consensus of the reference view is used to update the PSS matching cost, only visible surfaces should be used. To prevent the consensus of an occluded surface from updating the PSS matching cost, we multiply a visibility mask $B_{vis}$ to the surface consensus to exclude the occluded surface:

$$B_{vis}(x, y, d) = \begin{cases} 
1 & \text{SoftVis}(x, y, d) \neq 0 \\
0 & \text{otherwise} 
\end{cases} \quad (13)$$

In the right of Figure 5, two images of consensus surfaces are shown. Two images are generated from the consensus volume of the center (reference) from the total of seven input images. The red boxes show some occluded areas from the center view. In the top-right
image, the surface consensus is represented without a visibility mask. Therefore, many erroneous background surfaces are shown in the red boxes. In contrast, using the binary mask, the surface consensus represents the only visible surface from the reference view.

The consensus volume is represented in discontinuous space (due to integer disparity values). In order to use the consensus to efficiently update the PSS matching cost, it is required to represent the surface position (consensus) in the sub-pixel accuracy. To represent the object surface in the sub-pixel accuracy, quadratic interpolation (Quad) is used to find the sub-pixel peak position of the surface, as shown in Figure 6. Given the pixel position in the consensus volume, we first find the peak consensus along the disparity axis \( d_{\text{max}} \). Then, the sub-pixel position \( d'_{\text{max}} \) is interpolated using \( d_{\text{max}} \) and neighbor voxels as follows:

\[
    \begin{align*}
        d_{\text{max}}(x, y) &= \arg\max_{d \in D} \left( B_{\text{vis}}(x, y, d) \cdot \text{Consensus}_r(x, y, d) \right), \\
        d'_{\text{max}}(x, y) &= \text{Quad}(d_{\text{max}} - 1, d_{\text{max}}, d_{\text{max}} + 1). \tag{15}
    \end{align*}
\]

![Figure 6](image_url) Sub-pixel surface computation in 3D space. In each pixel ray, the maximum consensus is decided and the object surface in sub-pixel accuracy is computed using the quadratic interpolation.

After all the peak consensus positions are interpolated in the reference image, the PSS matching cost is updated. After several iterations, the sub-pixel surface position \( d'_{\text{max}} \) becomes very accurate. Accordingly, the PSS matching cost is also accurately updated.

4.2. Update of Multi-View Matching Cost

The goal of EnSoft3D is to iteratively update the initial PSS multi-view matching costs using the surface consensus. This means that the matching cost of a voxel corresponding to the object surface should be minimized. Because the matching cost is the measure of color error between the matched pixels, the matching cost between the correct pixels must be at a minimum. In the proposed EnSoft3D method, we use the surface consensus to reduce the matching cost at the correct disparity position.

If the initial surface consensus is perfectly computed, it can be used to reduce the matching cost at a correct disparity position. However, the surface consensus can also contain erroneous values and, by reducing only one matching disparity, the local minima problem can occur. Therefore, similar to [7], we use the Gaussian kernel at the consensus peak position to reduce the matching costs of neighbor disparities at the same time. To
reduce the PSS matching costs around the consensus peak, an inverse Gaussian kernel is used as shown in (16):

\[
V_{\text{new}}^{r,i}(x, y, d) = V_{r,i}(x, y, d) \cdot \left(1 - \beta(x, y) \cdot \exp\left(-\frac{(d_{\text{max}} - d)^2}{2\sigma^2}\right)\right).
\]

(16)

The inverse Gaussian kernel is derived using \(d_{\text{max}}(x, y)\) and the standard deviation \(\sigma\). When the Gaussian value becomes close to 1, \(V_{\text{new}}^{r,i}(x, y, d)\) becomes close to zero. Updating the matching cost with too low a value causes another local minimum problem. Therefore, caution must be taken so that the value of \(V_{\text{new}}^{r,i}(x, y, d)\) is not too low. Sometimes, the matching cost can be very actively updated in some strong texture areas. Therefore, we employ and multiply an adaptive weight \(\beta'(x, y)\) to adjust the Gaussian peak values:

\[
\var(x, y) = \frac{1}{n_w} \sum_{w} \left(p(x_w, y_w) - \frac{\sum_{w} p(x_w, y_w)}{n_w}\right)^2,
\]

(17)

\[
\var_{n}(x, y) = \frac{\var(x, y)}{\var(x, y) + \epsilon},
\]

(18)

\[
\beta(x, y) = \tau_{\text{intensity}} \cdot \exp(\gamma \cdot \var_{n}(x, y)),
\]

(19)

\[
\beta'(x, y) = \begin{cases} 
\beta(x, y) & \var_{n}(x, y) < \tau_{\text{variance}}, \\
0.02 & \text{otherwise}
\end{cases}
\]

(20)

where variance \(\var(x, y)\) is computed within a window \((w)\) and \(\var_{n}(x, y)\) is a normalized variance using a parameter \(\epsilon\). Adaptive weight is computed by \(\var_{n}(x, y)\) and a constant \(\gamma\). The \(\tau_{\text{intensity}}\) is an update weight to avoid an excessive update, and this weight is used when the variance of a pixel is smaller than threshold \(\tau_{\text{variance}}\). Other pixels are updated weakly to avoid local minima.

The PSS matching cost volumes are iteratively updated by the proposed scheme in EnSoft3D. The refined matching costs and soft visibility become more accurate in the next iteration, and the improved properties further improve the final disparity map generation.

A comparison of the matching cost update between Soft3D and EnSoft3D is shown in Figure 7. The disparity image in the graph below shows the matching costs of a pixel at the red arrow in the figure. In Soft3D, the matching cost at the incorrect disparity position does not change because the PSS matching cost is not refined. In contrast, the matching cost of EnSoft3D is iteratively updated and reaches a minimum at the correct disparity. As shown in the disparity maps, it is known that the proposed method can improve the performance of the disparity generation more than Soft3D.

4.3. New Matching Cost Integration

The Soft3D method generates a new cost volume \(V_{r}(x, y, d)\) which stores the result of the weighted average of soft visibility and PSS matching costs, as in (12). In contrast, in EnSoft3D, the results of the weight average are stored at the initial cost volume \(V_{r}(x, y, d)\) which is defined in (6). The proposed computation of \(V_{r}(x, y, d)\) using the updated PSS matching costs is shown in (21). The reason for a different method of storage is that the 3D reconstruction requires an estimation of the disparity value at a sub-pixel accuracy. For sub-pixel disparity estimation, we perform quadratic interpolation as the last step in the 3D reconstruction. This step uses \(V_{r}(x, y, d)\) to interpolate \(d\) and its neighbors, \(d - 1\) and \(d + 1\) for sub-pixel disparity in each pixel ray. However, if the soft visibility of all corresponding disparities is 0 (such as behind the object surface), \(V_{r}(x, y, d)\) cannot be integrated. In this case, if the integrated cost is stored in a new volume, \(V'_{r}(x, y, d)\), some pixels cannot be interpolated due to empty visibility voxels. To prevent this kind of interpolation error,
we store the integrated costs in $V_r(x, y, d)$. With this new integration method, only the visible voxels of $V_r(x, y, d)$ are updated, and non-updated voxels of $V_r(x, y, d)$ keep the previous values.

$$V_r(x, y, d) = \frac{\sum_{i \in N-1} V_{r,i}^{new}(x, y, d) \text{SoftVis}_i(x_i', y_i', d_i')} {\sum_{i \in N-1} \text{SoftVis}_i(x_i', y_i', d_i')} ,$$  \hspace{1cm} (21)

$$D_r^{new}(x, y) = \arg\min_{d \in D} ((1 - B_r(x, y, d) \cdot \tau_{\text{max}} + B_r(x, y, d) \cdot V_r(x, y, d))) ,$$  \hspace{1cm} (22)

where $B_r(x, y, d)$ is a binary flag indicating whether the voxel $(x, y, d)$ is updated or not, and $\tau_{\text{max}}$ is a threshold value for avoiding the non-updated voxel.

The refined disparity map $D_r^{new}$ is again used as an input to the EnSoft3D multi-view stereo matching scheme. After a sufficient number of iterations, both the soft visibility and PSS matching costs are correctly refined, and very accurate disparity maps are obtained.

5. Experiment and Evaluation

In this section, the performance of proposed method is compared with the state-of-the-art multi-view stereo matching and view synthesis methods. For the experiments, we use two types of multi-view stereo images. One consists of structured multi-view images obtained with a calibrated array camera and the other consists of unstructured multi-view images obtained with a single moving camera. If the camera’s intrinsic and pose parameters are not available, we use the COLMAP [32] algorithm for calibration.

The first evaluation is completed with a structured multi-view image dataset Middlebury which is famous for stereo vision. The 3D reconstruction performance is measured
by the ratio of bad pixels. The view synthesis evaluation is measured by the quality of synthesized images. The view synthesis is completed with the algorithm in Soft3D. For the quantitative analysis of view synthesis, we measure the peak signal-to-noise ratio (PSNR) and structural similarity index map (SSIM) between the synthesized image and the ground truth image.

The second evaluation is completed by using the unstructured multi-view image dataset. In order to show the effect of the proposed matching cost refinement, we use multi-view images which have a small camera movement so that all the images have common overlapping areas. Fountain-P11 and part of the ETH low-resolution dataset are used as the unstructured multi-view image dataset.

Our computing environment is as follows: Intel i9-10900K, 64GB RAM, and sources which are implemented by C++. The number of inverse depth planes in the PSS algorithm is between 80 and 120. The refinement iteration is completed a minimum of five to a maximum of ten times.

5.1. Structured Dataset: Middlebury
5.1.1. D Reconstruction of Middlebury 2003 Dataset

Cones and Teddy are famous images in the Middlebury 2003 dataset for stereo matching evaluation. In our evaluation, we use nine-view quarter-size images. A visual comparison between EnSoft3D and Soft3D is shown in Figure 8. The red-colored pixels in the disparity map are bad pixels when the error threshold is one pixel. Compared with Soft3D, EnSoft3D shows a smaller number of bad pixels. In the Teddy image, some pixels consist of a repeated pattern and a large textureless area. In this area, EnSoft3D cannot sufficiently refine the depth due to the incorrect surface consensus.

![Figure 8. Comparison of Soft3D and EnSoft3D using Middlebury 2003 dataset (Cones, Teddy). The red color areas in disparity map are bad pixels when the error threshold is 1.0.](image)

For a detailed quantitative analysis, our results are compared with many stereo matching algorithms evaluated in the Middlebury v2 benchmark [33], as shown in Table 1. Among a total of 167 algorithms, 20 well-known and high-ranking algorithms of average accuracy are compared. In addition, a couple of multi-view stereo algorithms, MVSegBP and MultiCamGC, are also compared. In this comparison, three different measurements are used for bad pixels; nonocc, all, and disc mask. The nonocc evaluates the pixels excluding the occlusion area, the all evaluates all pixels, and the disc evaluates only the discontinuous area. In each table, 22 algorithms including EnSoft3D and Soft3D are ranked by the bad pixel ratio when the error threshold is 0.5 pixels for all mask. In the Cones image, EnSoft3D ranks 1st Top one and the bad pixel ratio is 5.35. When the error threshold is 1.0, EnSoft3D ranks 2nd behind the PM-Forest [34] and the bad pixel ratio is only 2.73. In Teddy image, our method ranks 4th when the threshold is 0.5 pixel and 2nd when the threshold is 1.0 pixels.
Table 1. The ratio of bad pixels when error threshold is 0.5 and 1.0 pixel. Evaluation and ranking are from the Middlebury v2 benchmark (online: [33]) (Cones, Teddy). The ranking of listed algorithms is sorted in the descending order when error threshold is 0.5 for all pixels.

| Cones (# of Disparity Plane: 80) | Err Threshold: 0.5 | Err Threshold: 1.0 |
|----------------------------------|--------------------|--------------------|
| Algorithm (Online rank)          | nonocc | all   | disc  | nonocc | all   | disc  |
| EnSoft3D (1)                     | 2.85   | 5.35  | 7.41  | 1.42   | 2.73  | 4.22  |
| PM-Forest (2)                    | 5.11   | 6.35  | 9.31  | 1.32   | 2.02  | 3.69  |
| Soft3D (3)                       | 3.66   | 6.75  | 9.13  | 1.63   | 3.35  | 4.78  |
| PM-Huber (4)                     | 2.70   | 7.90  | 7.77  | 2.15   | 6.69  | 6.4   |
| ARAP (5)                         | 3.00   | 8.55  | 8.35  | 2.08   | 6.73  | 6.17  |
| GC+LocalExp (6)                  | 3.46   | 8.65  | 9.72  | 2.72   | 7.42  | 7.94  |
| PM-PM (7)                        | 3.51   | 8.86  | 9.58  | 2.18   | 6.43  | 6.37  |
| SubPixSearch (10)                | 4.02   | 9.76  | 10.3  | 2.24   | 6.87  | 6.5   |
| PatchMatch (11)                  | 3.80   | 10.2  | 10.2  | 2.47   | 7.80  | 7.11  |
| LAMC-DSM (17)                    | 4.00   | 11.0  | 9.79  | 2.09   | 8.31  | 6.1   |
| C-SemiGlob (23)                  | 5.37   | 11.7  | 12.8  | 2.77   | 8.35  | 8.2   |
| IGSMS (25)                       | 6.17   | 11.8  | 12.0  | 2.14   | 6.97  | 6.27  |
| ADCensus (28)                    | 6.58   | 12.4  | 11.9  | 2.42   | 7.25  | 6.95  |
| SemiGlob (30)                    | 4.93   | 12.5  | 13.5  | 3.06   | 9.75  | 8.9   |
| CrossLMF (46)                    | 7.55   | 13.5  | 14.5  | 2.34   | 7.82  | 6.8   |
| BSM (56)                         | 6.45   | 14.1  | 13.1  | 2.34   | 8.79  | 6.8   |
| SubPixDoubleBP (70)              | 8.49   | 14.7  | 16.5  | 2.93   | 8.73  | 7.91  |
| AdaptLocalSeg (76)               | 7.78   | 15.0  | 16.2  | 2.73   | 9.69  | 7.91  |
| HistAggrSlant (81)               | 9.34   | 15.1  | 16.2  | 2.90   | 8.40  | 7.97  |
| CVW-RM (106)                     | 12.6   | 17.9  | 18.6  | 2.96   | 7.71  | 7.72  |
| MultiCamGC (113)                 | 12.0   | 18.8  | 21.2  | 4.89   | 11.8  | 12.1  |
| MVSegBP (130)                    | 14.4   | 21.2  | 24.5  | 5.29   | 11.3  | 14.5  |

| Teddy (# of disparity plane: 200) | Err threshold: 0.5 | Err threshold: 1.0 |
|-----------------------------------|--------------------|--------------------|
| Algorithm (Online rank)           | nonocc | all   | disc  | nonocc | all   | disc  |
| PM-Forest (1)                     | 4.95   | 5.45  | 11.3  | 1.91   | 2.29  | 5.47  |
| GC+LocalExp (3)                   | 5.16   | 7.73  | 14.2  | 3.33   | 4.88  | 8.87  |
| PM-Huber (5)                      | 5.53   | 9.36  | 15.9  | 3.38   | 5.56  | 10.7  |
| EnSoft3D (7)                      | 6.77   | 9.94  | 17.4  | 3.86   | 4.85  | 10.9  |
| ARAP (8)                          | 5.52   | 10.7  | 15.6  | 3.01   | 6.47  | 9.51  |
| SubPixSearch (9)                  | 6.71   | 11.0  | 16.9  | 4.00   | 6.39  | 11.0  |
| Soft3D (11)                       | 9.61   | 11.3  | 21.4  | 5.91   | 6.57  | 13.8  |
| PatchMatch (10)                   | 5.66   | 11.8  | 16.5  | 2.99   | 8.16  | 9.62  |
| PM-PM (11)                        | 5.21   | 11.9  | 15.9  | 3.00   | 8.27  | 9.88  |
| IGSMS (13)                        | 9.02   | 12.1  | 21.3  | 4.08   | 5.98  | 11.4  |
| ADCensus (15)                     | 10.6   | 13.8  | 20.1  | 4.1    | 6.22  | 10.9  |
| LAMC-DSM (19)                     | 7.29   | 14.6  | 19    | 4.63   | 10.4  | 12.7  |
| BSM (21)                          | 11.2   | 15.2  | 24.2  | 5.74   | 8.95  | 14.8  |
| SubPixDoubleBP (26)               | 10.1   | 16.4  | 21.3  | 3.45   | 8.38  | 10.0  |
| C-SemiGlob (36)                   | 9.82   | 17.4  | 22.8  | 5.14   | 11.8  | 13.0  |
| CrossLMF (37)                     | 11.1   | 17.5  | 24.1  | 5.50   | 10.6  | 14.2  |
| HistAggrSlant (40)                | 11.2   | 17.6  | 22.5  | 3.44   | 8.82  | 9.77  |
| CVW-RM (48)                       | 15.0   | 17.9  | 26.2  | 4.70   | 6.94  | 12.1  |
| SemiGlob (56)                     | 11.0   | 18.5  | 26.1  | 6.02   | 12.2  | 16.3  |
| AdaptLocalSeg (80)                | 12.9   | 20.0  | 26.5  | 5.32   | 11.9  | 14.5  |
| MVSegBP (93)                      | 15.9   | 21.5  | 29.8  | 6.53   | 11.3  | 14.8  |
| MultiCamGC (153)                  | 24.3   | 30.4  | 36.9  | 12.0   | 17.6  | 22.0  |

The performance of the proposed method depends on the accuracy of consensus and visibility. For example, if the region of the textureless or repeated pattern is wide, both the consensus and visibility can be incorrectly computed due to color ambiguity. In this reason, the effect of iterative enhancement of PSS cost can be reduced. After several real
5.1.2. D Reconstruction of Middlebury 2006 Dataset

As the second evaluation for 3D reconstruction, we use the Middlebury 2006 dataset to compare the disparity error of the proposed method with a variety of two-view and multi-view stereo matching methods. For a fair comparison, we refer to two recent stereo matching papers [35,36] for a quantitative error analysis of the disparity image reconstruction. In [35], a multi-scale fusion stereo matching method was proposed to obtain an accurate disparity in the textured and textureless regions. Table 6 in [35] presents and compares the disparity errors of eight different methods, including the author’s method, using the Middlebury 2006 dataset. In this comparison, several patch-match-based methods are also included. In [36], a matching cost volume filtering method named FASW is proposed. Table 5 in [36] also presents the disparity errors of five different methods using the same Middlebury 2006 dataset.

We tested Soft3D and EnSoft3D using 17 images among the images in the two tables in [35,36]. In [35], a total of twenty-one images are compared. Among them, four images, Midd1, Midd2, Monopoly and Plastic, are excluded from our comparison because those images are composed of very large textureless regions and our method does not specifically address the stereo matching of textureless objects. However, images such as Lampshade1, Lampshade2, Bowling1, and Bowling2, which are composed of moderately textureless regions, are included in our comparison. In [36], a total of twenty-seven images are compared. Among them, we use 17 images which are common with the test images in [35].

The two above papers provide extensive comparison results of recent stereo matching methods using many images from the Middlebury 2006 images. Therefore, the quantitative comparison of a total of 14 methods listed in the two reference papers can be considered as an objective error analysis of the proposed method. In addition, for fair comparison, we use the same error measurement criteria with the two papers: the error threshold is 1.0 pixel with the nonocc mask. Our proposed method shows the best performance in nine images and a good performance in the remaining test images than the other methods including the original Soft3D as shown in Table 2. In terms of the average error of all 17 images, the proposed method is 1.54 pixels and is the best among all methods. Figure 9 shows examples of the final disparity images of seven test images reconstructed by the proposed method. Because not all the disparity images are available in [35,36], we compare our results with the ground truth and Soft3D.

Table 2. The ratio of bad pixels from Middlebury 2006 dataset (error threshold: 1.0 pixel, nonocc mask).

| Dataset | [37] | [38] | [39] | [40] | [41] | [42] | [43] | [35] | [44] | [45] | [36] | Soft3D | EnSoft3D |
|---------|------|------|------|------|------|------|------|------|------|------|------|-------|---------|
| Aloe    | 4.51 | 6.75 | 3.21 | 5.03 | 3.92 | 3.78 | 3.06 | 4.15 | 5.17 | 6.19 | 6.51 | 6.94 | 4.50   |
| Baby1   | 4.10 | 3.27 | 2.21 | 4.45 | 2.74 | 2.15 | 1.98 | 1.40 | 3.01 | 3.75 | 3.23 | 3.19 | 2.26   |
| Baby2   | 4.77 | 3.97 | 2.08 | 16.9 | 5.48 | 2.87 | 1.05 | 1.49 | 3.60 | 13.98| 3.77 | 4.21 | 3.51   |
| Bowling1| 14.1 | 12.1 | 4.14 | 16.5 | 5.37 | 5.30 | 5.06 | 2.06 | 3.92 | 7.58 | 17.17| 5.71 | 6.38   |
| Bowling2| 4.64 | 5.27 | 2.19 | 10.6 | 6.44 | 2.74 | 1.45 | 2.64 | 7.49 | 12.58| 7.61 | 7.40 | 5.29   |
| Cloth1  | 1.69 | 1.17 | 0.71 | 0.68 | 0.78 | 0.89 | 0.60 | 0.71 | 0.77 | 0.96 | 1.65 | 1.09 | 0.66   |
| Cloth2  | 4.19 | 4.52 | 2.90 | 4.30 | 3.26 | 2.81 | 2.39 | 2.40 | 2.80 | 4.46 | 3.92 | 3.28 | 2.15   |
| Cloth3  | 2.88 | 2.13 | 1.66 | 2.54 | 1.62 | 1.91 | 1.57 | 1.01 | 2.06 | 2.95 | 2.48 | 2.73 | 1.68   |
| Cloth4  | 3.10 | 2.20 | 1.75 | 1.70 | 0.99 | 1.87 | 1.87 | 1.79 | 1.56 | 2.00 | 2.06 | 2.11 | 1.08   |
| Flowers  | 9.28 | 8.80 | 4.60 | 12.5 | 10.8 | 5.56 | 2.49 | 1.64 | 1.81 | 0.32 | 5.31 | 8.97 | 8.97   |
| Lampshade1| 15.3 | 8.07 | 12.6 | 10.9 | 5.96 | 9.20 | 1.50 | 1.50 | 2.95 | 10.96| 9.91 | 14.60| 3.75   |
| Lampshade2| 16.5 | 17.2 | 10.0 | 18.3 | 14.1 | 11.1 | 0.99 | 1.39 | 1.69 | 16.91| 6.42 | 13.9  | 1.27   |
| Rock1   | 4.15 | 2.60 | 2.19 | 2.96 | 1.60 | 2.33 | 1.80 | 1.28 | 2.52 | 3.63 | 3.61 | 4.06 | 2.22   |
| Rock2   | 2.82 | 1.62 | 1.46 | 2.38 | 1.49 | 1.64 | 1.27 | 2.75 | 1.02 | 0.01 | 0.01 | 0.01 | 0.01   |
| Wood1   | 1.52 | 4.19 | 0.48 | 4.66 | 1.30 | 0.87 | 0.73 | 3.36 | 5.16 | 10.3 | 4.85 | 4.95 | 2.95   |
| Wood2   | 0.70 | 0.43 | 0.36 | 2.38 | 2.56 | 5.47 | 0.32 | 3.43 | 3.95 | 2.75 | 2.53 | 2.42 | 0.45   |
| Average | 5.66 | 5.23 | 3.72 | 7.01 | 4.98 | 3.48 | 1.66 | 1.89 | 4.73 | 8.07 | 4.97 | 5.75 | 3.65   |

1.54
Figure 9. Comparison of Soft3D and EnSoft3D using Middlebury 2006 dataset. The red-colored areas in disparity map are bad pixels when the error threshold is 1.0 (nonocc mask).
5.1.3. View Synthesis of Middlebury 2006 Dataset

The Middlebury 2006 dataset is also used for view synthesis analysis. Art, Laundry, Cloth1, Dolls, Books, Wood1, Bowling1, Bowling2, Aloe are 7-view images and depth maps are generated in six views, with the exception of a test view. The depth of six views are used to synthesize the new image at the test view. In Figure 10, the view synthesis results of Bowling1, Art, and Aloe are compared with the Luo et al. [48] and Oliveira et al. [49] algorithms. Our results show high quality results in the object edge and corner areas. In the close-up image in Figure 10, we find that the object edge of our result is synthesized in a very similar way to the original color image. The PSNR and SSIM measurements of all nine test images are shown in Table 3. For a sufficient number of comparisons, we use six algorithms, including Jain et al. [50], Tran et al. [51], Ramachandran et al. [52] and Soft3D. In our results, the PSNR ranges from 38 to 45 and the SSIM ranges from 0.97 to 0.99, which are the highest scores among all the compared methods. Compared to Soft3D, a view synthesis using the refined depth shows a better performance. This implies that the PSS matching costs are updated correctly by the surface consensus.

Table 3. PSNR and SSIM view synthesis evaluation using the Middlebury 2006 dataset.

| Middlebury Dataset | [50] PSNR | SSIM | [51] PSNR | SSIM | [52] PSNR | SSIM | [48] PSNR | SSIM | [49] PSNR | SSIM | Soft3D PSNR | SSIM | EnSoft3D PSNR | SSIM |
|--------------------|----------|------|----------|------|----------|------|----------|------|----------|------|-------------|------|-------------|------|
| Art                | 31.67    | 0.95 | 32.09    | 0.94 | 30.22    | 0.94 | 27.85    | 0.91 | 30.02    | 0.93 | 38.71       | 0.97 | 39.25       | 0.97 |
| Laundry            | 31.66    | 0.95 | 31.63    | 0.95 | 31.32    | 0.94 | 28.85    | 0.93 | 29.99    | 0.94 | 38.33       | 0.97 | 38.59       | 0.98 |
| Cloth1             | 35.04    | 0.96 | 35.68    | 0.97 | 33.66    | 0.94 | -        | -    | -        | -    | 43.39       | 0.99 | 43.43       | 0.99 |
| Dolls              | 31.61    | 0.95 | 31.95    | 0.94 | 30.90    | 0.94 | -        | -    | -        | -    | 41.96       | 0.98 | 42.02       | 0.98 |
| Books              | 30.10    | 0.93 | 30.15    | 0.92 | 38.74    | 0.92 | -        | -    | -        | -    | 41.12       | 0.98 | 41.22       | 0.98 |
| Wood1              | 36.29    | 0.94 | 37.36    | 0.94 | -        | -    | -        | -    | -        | -    | 44.71       | 0.98 | 44.75       | 0.99 |
| Bowling1           | -        | -    | -        | -    | -        | -    | 31.97    | 0.95 | 32.23    | 0.95 | 42.33       | 0.98 | 45.08       | 0.99 |
| Bowling2           | -        | -    | -        | -    | -        | -    | 28.44    | 0.93 | 30.48    | 0.94 | 43.35       | 0.98 | 43.43       | 0.98 |
| Aloe               | -        | -    | -        | -    | -        | -    | 29.91    | 0.92 | 29.35    | 0.92 | 38.75       | 0.97 | 38.89       | 0.98 |
5.2. Unstructured Dataset: Fountain-P11, ETH3D Low Resolution Dataset

Another evaluation is completed using unstructured multi-view images. In Section 5.1, the structured multi-view images are captured by a camera moving in the horizontal direction, which results in an x-axis image shift only. In the unstructured multi-view images, the camera moves in a free space and the 6-DoF external parameters are computed for multi-view matching. In this experiment, we compare the 3D reconstruction performance with state-of-the-art algorithms.

The first dataset is Fountain-P11. These data consist of 11 images, where the camera motion is large. We reconstruct the 3D point cloud using 768 × 512 resolution images. In the unstructured real scene data, especially in the outdoor environment, the matching cost computation is difficult due to the large depth range between the foreground and background objects. To enhance the depth resolution, we increase the number of inverse depth planes. Increasing depth resolution produces more accurate 3D point clouds. However, since the cost volume size increases, the processing time also increases.

The relationship between the accuracy and processing time with respect to the number of inverse depth planes is shown in Figure 11. In this experiment, the 3D point cloud is reconstructed using 11 views (768 × 512 pixels) and 10 iterations of refinement. When the error threshold is 2 cm, the accuracy improves as the number of planes increases. Additionally, the processing time increases significantly with the number of planes, proportionately. In contrast, when the error threshold is 10 cm, the accuracy of more than 80 planes is saturated.

![Figure 11. Relationship of accuracy (ratio of pixels) and runtime with respect to the number of inverse depth planes (Fountain-P11).](image)

Based on this experiment, we use 80 to 120 disparity planes in the indoor environment, and more in the outdoor environment. Figure 12 shows the result of the 3D reconstruction of the second view of Fountain-P11. Our method reconstructs more dense point clouds compared with the same input resolution in COLMAP. It is shown that the speckle noises are very low in the object edge area. The quantitative analysis of Fountain-P11 is shown in Table 4. In this table, the ratio of the correct pixels with respect to the error threshold is shown. When the ratio is closer to 1, the performance is better. Analysis of many other algorithms are cited from the COLMAP paper. When the error threshold is 10 cm, our result with more than 80 planes is better than the other algorithms.
The second unstructured multi-view is the ETH3D low-resolution dataset. These data are obtained by four cameras, and each camera consists of 200 to 300 grayscale images. Because the proposed algorithm has a limitation in the number of input images, we use 16 images from the first camera. The image resolution is 910 × 510 pixels. We evaluate the accuracy of the 3D point clouds and compare this with the ETH3D online benchmark [60], as shown in Figures 13 and 14. In this benchmark test, the accuracies of three deep learning methods are also compared (DeepC-MVS, DeepPCF-MVS, and DPSNet, explained in Section 2). Recently, deep learning methods show a competitive performance in the multi-view stereo benchmark test. In multi-view stereo matching, the depth accuracy is improved when many images are used. Most algorithms in the ETH3D online benchmark use all of the input images. However, our method uses only 16 images, which cannot be a fair comparison. Nevertheless, the proposed method can obtain a dense depth even with a small number of images. Using an indoor dataset, Terrains, 3D reconstruction can be completed in high quality (the accuracy in a 2 cm error threshold is 92.55%). In this comparison, the accuracies of DeepC-MVS, DeepPCF-MVS, and DPSNet are 86.38%, 86.72%, and 65.18%, respectively. In contrast, a reconstruction using an outdoor dataset shows an inaccurate performance. For example, in Forest, the accuracy of the proposed method is 58.52% when the error threshold is 2 cm. This is a better accuracy than DPSNet (20.25%); however, it is lower than DeepC-MVS (63.91%) and DeepPCF-MVS (64.65%). This is a problem with the disparity space in the PSS algorithm. The PSS algorithm is completed in the inverse depth planes which are defined by a constant disparity interval. This causes a large depth interval in the far distance of the real metric space. For this reason, the depth interpolation with the sub-pixel accuracy is relatively inaccurate in the far distance, which results in a low depth accuracy in 3D reconstruction.

As an additional experiment, the 3D reconstruction accuracy is measured within 7 m. This experiment is to show the better performance of the proposed method in the near distance. The error thresholds are set to 0.1, 0.2, and 0.5 m. The results of the Delivery area are 88.23%, 94.34%, and 97.78%, respectively. The results of Playground are 85.71%, 93.74%, and 97.32%, and Forest is 93.55%, 96.79%, and 98.73%. From this experiment, we find that accurate 3D reconstruction is achievable using the dense depth interval in the PSS algorithm.
5.3. Runtime

In this section, the runtime of the proposed method is analyzed and compared with different methods. To compare the runtime with other methods, we refer to Table 3 in [36] and Table 8 in [61] which use the Middlebury dataset as test images. In Table 3 of [36], the processing times of 11 methods are presented with the computation environments of each method. The stereo matching runtime is measured with the quad resolution image pairs of the Middlebury dataset. In Table 8 of [61], the runtime of stereo matching with three different image resolutions is compared. In this table, the quad, half, and original resolutions of the Middlebury dataset are compared with an Intel i7 CPU with a GeForce GTX 1080 Ti GPU.
We cite the two tables in [36,61] to compare the runtime of the proposed method. In Table 5 below, the runtime of Soft3D and EnSoft3D are added to Table 3 in [36]. The processing is the measured time for generating a single frame of the depth image. Additionally, the computation environment is an Intel i9-10900K CPU with 64GB RAM. In Table 6, three different resolutions of images are used to compare the runtime of the proposed method, quad, half, and full resolutions of the Middlebury dataset. The runtime of the proposed method is reasonably fast compared with three different methods.

**Table 5.** Runtime comparison of Middlebury quad resolution dataset.

| Algorithm          | Environments                          | Runtime (s) |
|--------------------|---------------------------------------|-------------|
| PSMNet_ROB [62]    | Nvidia GeForce GTX 1080 Ti /PCIe /SSE2 (CUDA, Python/PyTorch) i7-4770 @ 3.40 GHz; GTX 1080 GPU (Matlab) | 0.55        |
| DSGCA [63]         | i7 @ 3.40 GHz; Nvidia GTX460 SE (CUDA, C/C++) | 11.0        |
| ADSM [64]          | 8 i7 cores; Nvidia GTX460 SE (CUDA, C/C++) | 35.8        |
| DDL [65]           | 4 i7 cores @ 4.0 GHz (Matlab/C) | 112         |
| IGF [66]           | 1 i5 Core @ 3.2 GHz (C++/OpenCV) | 132         |
| BSM [67]           | Intel(R) Core(TM)2 Duo CPU P7370 @ 2.00GHz (C++/OpenCV) | 244         |
| ISM [47]           | 1 i5 core @ 3.2 GHz (C/C++) | 330         |
| MPSV [68]          | 1 i5 core @ 2.7 GHz (Python) | 594         |
| DogGuided [69]     | 2 i5 cores @ 3.0 GHz (Matlab) | 630         |
| DF [70]            | Matlab | 99999 |
| FASW [36]          | Intel Core i5-6500 @ 3.2 GHz (C++/OpenCV) | 40.5        |
| Soft3D             | Intel Core i9-10900K @ 3.7 GHz (C++/OpenCV) | 13.3        |
| EnSoft3D           | Intel Core i9-10900K @ 3.7 GHz (C++/OpenCV) | 14.1        |

**Table 6.** Runtime comparison of multi-frame stereo matching methods.

| Resolution of Middlebury Dataset | [71] | [72] | [61] | Soft3D | EnSoft3D |
|----------------------------------|------|------|------|--------|---------|
| Quad resolution (100–200 kP)     | 8.2  | 16.4 | 10.1 | 12.1   | 13.3    |
| Half resolution (200–500 kP)     | 68.1 | 139.2| 35.8 | 33.0   | 34.4    |
| Original resolution (1–2 MP)     | 488.7| 1905.4| 170.1| 136.1  | 141.5   |

As shown in the two tables, there is no conspicuous time difference between the Soft3D and EnSoft3D methods. Because the update process of the PSS cost can be considered as the 2D convolution of a Gaussian-like kernel, it only needs an additional short processing time.

### 5.4. Limitations

In this section, we discuss some limitations of the proposed EnSoft3D method. The first limitation is memory usage. All processes in the proposed method require a lot of 3D memory space. Each view must have multiple matching costs, consensuses, and visibility volumes. The 3D volume size is determined by the resolution of the input image and the disparity range (width × height × disparity). Therefore, with a large number of views or image resolutions, the proposed method cannot be executed due to memory limitations. In addition, the problem of the sub-pixel accuracy described in Section 5.2 is also related to memory limitation. In the PSS algorithm, the larger the interval between the inverse depth planes, the less accurate the 3D reconstruction is. Increasing the number of planes improves the accuracy; however, it requires more memory.
Using many 3D volumes also requires a long processing time. Multi-view matching, soft visibility computation, and cost updates are performed simultaneously in all multi-view images. In our computation environment, it takes 2 min and 40 s (initial disparity computation: 20 s, refinement of 5 iterations: 2 min 20 s) to produce half-size seven-views disparity maps in the Middlebury dataset. To reduce the processing time, GPU implementation using a large video memory must be used.

The last limitation is the refinement of the repeated image pattern and large textureless area. Even in this area, the proposed method can refine the matching costs when a large number of iterations is used. However, the results are not perfect. Because the erroneous surface consensus is widely distributed in this area, the edge-preserving filter cannot remove the errors. To solve this problem, an additional refinement method, such as depth plane fitting, is needed.

6. Conclusions

In this paper, we propose EnSoft3D, a multi-view stereo matching method for high-quality 3D reconstruction and view synthesis. In contrast to our base algorithm, Soft3D, we introduce a new multi-view stereo matching scheme for the generation of dense and accurate disparity maps. Multi-view stereo matching costs and a soft visibility are simultaneously updated by using the surface consensus in the 3D inverse depth space.

The first step of the proposed method is to decide the position of the object surface in the disparity space. We use the consensus volume. This is the likelihood of the distribution of the object surface in the disparity space. Based on this likelihood, we derive the surface consensus in the sub-pixel accuracy by quadratic interpolation. The second step is the matching cost update process. An inverse Gaussian kernel is generated based on the surface consensus. By multiplying the inverse Gaussian kernel, the matching costs corresponding to the surface voxels are reduced. The level of reduction is adjusted by the color variance of pixels. This update process is repeated simultaneously with the soft visibility update process.

The quantitative analysis of the proposed method is completed by using the structured and unstructured multi-view stereo datasets, Middlebury 2003, 2006, Fountain-P11, and ETH3D low-resolution datasets. We completed extensive error analyses and comparisons, including a disparity estimation, a view synthesis of image quality, and a 3D reconstruction performance. In addition, the runtime was analyzed and compared with other methods. As shown in the experimental results, the proposed method achieved the best performance in both 3D reconstruction and view synthesis.
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