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Abstract

Collaborative training of neural networks leverages distributed data by exchanging gradient information between different clients. Although training data entirely resides with the clients, recent work shows that training data can be reconstructed from such exchanged gradient information. To enhance privacy, gradient perturbation techniques have been proposed. However, they come at the cost of reduced model performance, increased convergence time, or increased data demand. In this paper, we introduce PRECODE, a PRivacy EnhancIng mODulE that can be used as generic extension for arbitrary model architectures. We propose a simple yet effective realization of PRECODE using variational modeling. The stochastic sampling induced by variational modeling effectively prevents privacy leakage from gradients and in turn preserves privacy of data owners. We evaluate PRECODE using state of the art gradient inversion attacks on two different model architectures trained on three datasets. In contrast to commonly used defense mechanisms, we find that our proposed modification consistently reduces the attack success rate to 0\% while having almost no negative impact on model training and final performance. As a result, PRECODE reveals a promising path towards privacy enhancing model extensions.

1. Introduction

In application domains like medical imaging, data sharing is typically prohibited due to privacy, legal, and technical regulations [17]. Avoiding the need for shared data, collaborative training such as federated learning allows multiple clients to collaboratively compute a common model [20]. This collaborative use of distributed data can result in a severe boost of model performance, while mitigating a lot of systemic privacy risks and costs inherent in model training on centrally aggregated data [11].

Although training data entirely resides with the respec-
2.1. Gradient Inversion Attacks

Gradient inversion attacks as studied in [8] [31] [32] [34] aim to reconstruct input training data \( x \) from their corresponding gradients \( \nabla L_\theta(\hat{y}, y) \), where \( \theta \) are the parameters of the attacked model \( F \), \( \hat{y} = F(x) \) is the models prediction given the input \( x \), \( y \) the expected output for \( x \) and \( L \) the loss function used to optimize \( \theta \).

We follow the threat model described by [8], i.e., an honest-but-curious server. In detail, an attacker has insight into the training process, i.e., knowledge of \( L, F, \theta \) and \( \nabla L_\theta(\hat{y}, y) \), but does not actively interfere with it (honesty). Instead, the attacker aims to reconstruct training data \((x, y)\) of another client participating in the training process (curiosity). This scenario is particularly relevant for collaborative training processes such as federated learning [11] [20] [26], where a shared model is collaboratively trained by participating clients. Data is deliberately not shared, but remains with each respective client. A central aggregator distributes a global model to clients, which in turn respond with model updates, i.e., gradients, after local training. The clients’ gradients are then aggregated in order to update the global model. This process is iteratively repeated until convergence or another termination criterion is reached. Apart from star-based connectivity pattern with a central aggregator, other connectivity and aggregation patterns such as peer-to-peer or cluster-based collaborative training have been proposed within the federated learning paradigm [6] [16] [23]. Since gradient information must also be exchanged in these approaches, they suffer from similar vulnerabilities.

Using knowledge about \( L, F, \theta \) and \( \nabla L_\theta(\hat{y}, y) \), gradient inversion attacks can generally be formulated as an optimization problem. As described for Deep Leakage from Gradients (DLG) [34], the basic idea is to feed a random dummy image \( x' \) into a model \( F \) to obtain a dummy gradient \( \nabla L_\theta(F(x'), y') \) by comparison to a randomly initialized dummy label \( y' \). To reconstruct both the original input data \( x \) and the associated output \( y \), the Euclidean distance

\[
\arg\min_{(x', y')} ||\nabla L_\theta(F(x), y) - \nabla L_\theta(F(x'), y')||^2
\]

between the attacked gradient and the dummy gradient is iteratively minimized using a L-BFGS optimizer [19]. In improved DLG (iDLG) [32], Zhao et al. found that ground-truth labels \( y \) can be analytically reconstructed from gradient information. Without the need to optimize for \( y' \) in Eq. [1] optimization becomes faster and more stable. Wei et al. propose the Client Privacy Leakage (CPL) attack by extending the optimization objective of iDLG by an additive label-matching regularization term

\[
\alpha ||F(x') - y||^2
\]

and found it to further stabilize the optimization [31].

Using inverting gradient attacks (IGA), Geiping et al. [8] further improve the reconstruction process by disentangling gradient magnitude and direction. They propose to minimize cosine distance instead of Euclidean distance between
attacked and dummy gradients in Eq. 1 while using the total variation $\|x'\|$ of the dummy image $x'$ as regularization to constrain the reconstruction to relevant image parts. In addition, they found the Adam optimizer $[12]$ to generally yield more sophisticated reconstruction results compared to the L-BFGS optimizer, especially for deeper models and trained models with overall smaller gradient magnitude.

2.2. Defense Mechanisms

The authors of CPL $[31]$ present a comprehensive analysis of privacy leakage and deduced relevant parameters and potential mitigation strategies. They found that batch size, image resolution, choice of activation functions, and the number of local iterations before gradient exchange can impact privacy leakage. Supporting findings are reported in $[8, 22, 32, 33, 34]$. Also the training progress was found to impact privacy leakage from gradients, as models trained for more epochs typically yield smaller gradients compared to earlier in the training process $[8, 29]$. Whereas such parameters and conditions are certainly relevant and could be carefully selected to prevent attacks, they give no guarantee that reconstruction of sensitive data by gradient inversion attacks is not possible $[8]$. In fact, Geiping et al. showcased successful attacks on deep neural networks (ResNet-152) trained for multiple federated averaging steps and even for batches of 100 images $[8]$. In addition, parameter selection is often controlled by other factors, such as model and/or hardware limitations. In conclusion, data privacy has to be actively controlled by purposeful defense mechanisms.

Cryptographic approaches like homomorphic encryption $[3]$ and secure aggregation schemes $[5]$ potentially allow for the best privacy preservation. However, they come at extreme computational costs and are not applicable in every collaborative learning scenario $[34]$.

Instead of costly cryptographic approaches, most state of the art methods defend against privacy leakage by immediate perturbation of exchanged gradients. Therefore, three approaches are typically utilized: gradient quantization, gradient compression, and noisy gradients.

Gradient quantization is primarily used to reduce communication costs and memory consumption during collaborative training $[14, 25]$. For quantization, fixed ranges of numerical values are compressed to sets of values, reducing the entropy of the quantized data. As a side effect, the success of inversion attacks on quantized gradients is also reduced. Yet the authors of $[34]$ found that half-precision quantization $[27]$ fails to protect training data. Only low-bit Int-8 quantization was able to defend against inversion attacks, but also caused a 22.6% drop in model accuracy $[34]$.

Gradient compression/sparsification by pruning was also introduced to reduce the communication costs during collaborative training $[13]$. Here elements of the gradient that carry the least information, i.e., have the smallest magnitude, are pruned to zero. Like quantization, this reduces the entropy of the gradient and decreases reconstruction success by inversion attacks. Zhu et al. found a pruning ratio of at least 20% sufficient to suppress the reconstruction success of the input data $[34]$.

The idea of using noise to limit the information disclosure about individuals was originally introduced in the field of differential privacy $[1, 7, 11]$. State of the art methods use noisy gradients to guarantee a provable degree of privacy to clients participating in collaborative training $[5, 17, 21]$. In practice, Gaussian or Laplace noise is added to the gradients prior to their exchange. Whereas added noise can suppress gradient inversion attacks, it also negatively impacts both the training process and the final model performance. Wei et al. demonstrate that privacy leakage from gradients can be prevented at the cost of a severe drop in model accuracy of up to 9.8% $[31]$. Such performance drop can be mitigated by an increase of training data $[7]$ which is typically not feasible in practical scenarios.

3. PRECODE - Privacy Enhancing Module

As discussed above, commonly used defense mechanisms rely on gradient perturbations. Although these mechanisms are shown to reduce privacy leakage by gradient inversion attacks, they induce an inherent trade-off between privacy and model performance. Apart from increased model depth, batch size, and image resolution, to the best of our knowledge, no deliberate architectural modifications have been proposed to reduce privacy leakage. Hence, we propose to extend neural network architectures with a PRi-vacy EnhanCing mODuE (PRECODE). Next, we summarize the key requirements for such module.

3.1. Requirements for PRECODE

Privacy enhancement The PRECODE extension needs to sufficiently disguise training data information within gradients in order to prevent privacy leakage by gradient inversion attacks.

Generic model integrability Targeting a generalized solution, the PRECODE extension should not be limited to certain model architectures but be applicable to arbitrary model architectures. For ease of integration and joint optimization, we also aim for direct integration of the extension into an existing model architecture without requiring further model modifications.

Model performance For such an extension to be practically relevant, it should not harm the final model performance or the training process, e.g., by causing increased convergence times.


3.2. Realization using Variational Modeling

Analyzing the criteria described in section 3.1 and inspired by the work of [2] [13], we propose the use of a variational bottleneck (VB) as realization of the PRECODE extension. Aiming to learn a joint distribution between input data and its latent representation, VBs originate from the field of generative modeling [13]. They consist of a probabilistic encoder $B = q(b|z)$ and decoder $D = p(z|b)$. Fig. 3 visualizes the VB and corresponding input and output variables. We use the VB to approximate the distribution of the latent space and obtain a new representation $\hat{z}$ from an approximated prior distribution $p(b)$ by stochastic sampling.

Hence, the privacy enhancing properties of the VB originate from the fact that the returned latent representation $\hat{z}$ is a stochastic function of the input representation $z$. As $\hat{y}$ and $\mathcal{L}(\hat{y}, y)$ are computed based on this stochastic representation, the gradient $\nabla \mathcal{L}(\hat{y}, y)$ does not contain direct information on the input sample $x$. Furthermore, iterative optimization-based attacks are countered by design, since $z' = E(x')$ is sampled randomly in each optimization step. Small changes in $x'$ cause increased entropy of $z'$, therefore making it difficult for the optimizer to find dummy images $x'$ that minimize the reconstruction loss.

We realize $B$ as a fully connected layer with $2k$ neurons, where $k$ defines the size of the bottleneck representation $b$. Input to the encoder are the hidden representations $z = E(x)$ computed by forward propagation of an input sample $x$ through all layers $E$ of the base neural network prior to the output layer. $B$ then encodes the representation $z$ into a latent distribution $B(z) = \mathcal{N}(\mu_B, \sigma_B)$ approximated as multivariate Gaussian distribution. The bottleneck features $b \sim q(b|z)$ are fed into the stochastic decoder $D$, also realized as fully connected layer. The number of neurons in $D$ is equal to the number of features in $z$. $D$ generates a new representation $\hat{z} = p(z|b)p(b)$ which is then used to calculate the model prediction $\hat{y} = O(\hat{z})$. $O$ corresponds to the layer(s) of the neural network that follow the VB.

For the VB to learn a continuous and complete latent feature space distribution, the loss function $\mathcal{L}_F$ of the base model $F$ is extended by the Kullback-Leibler divergence $(D_{KL})$ between $\mathcal{N}(\mu_B, \sigma_B)$ and a standard normal distribution where $\beta$ controls the weight of the VB loss on the overall loss function:

$$\mathcal{L}(\hat{y}, y) = \mathcal{L}_F(\hat{y}, y) + \beta \cdot D_{KL}(\mathcal{N}(\mu_B, \sigma_B), \mathcal{N}(0, 1)).$$

In order to backpropagate a gradient through the bottleneck layer, the reparameterization technique described in [13] is used. We discuss the impact of hyperparameter selection and placement of the VB in the supplementary material. We provide a PyTorch implementation of PRECODE.

4. Experimental Setup

This section describes the experimental settings of the systematic empirical studies conducted to evaluate the behavior of the proposed PRECODE realization on different model architectures, datasets, and attacks, with respect to model performance and privacy of training data.

We evaluate privacy leakage by reconstructing training images using the state of the art gradient inversion attacks IGA [8] and CPL [31]. For comparative evaluation of PRECODE, we also defend inversion attacks using gradient perturbation techniques, i.e., noisy gradients [11] and gradient compression [18]. Gradient quantization is not considered due to the comparatively large negative impact on model performance [32]. Model performance is evaluated by training both fully connected as well as convolutional neural networks for image classification on three different datasets, i.e., CIFAR-10, CIFAR-100, and Medical MNIST.

The CIFAR-10 dataset [15] is composed of 60'000 colored images with a size of $32 \times 32$ pixels. Each image displays one out of ten classes and the amount of images per class is equally distributed. CIFAR-100 [15] represents a harder variant, using same amount of images and same image size but displaying 100 different classes. Both datasets are separated into training and test splits according to the corresponding benchmark protocols. The Medical MNIST dataset [4] comprises six classes of $64 \times 64$ sized grayscale images. Whereas one class contains 8'954 images, each other class is represented by 10'000 images. The dataset is randomly split into 80% training and 20% test split.

We consider three baseline model architectures with increasing complexity: a shallow MLP (SMLP), deep MLP (DMLP), and LeNet. MLPs are especially considered as Geiping et al. theoretically proved that the input to fully connected layers can generally be reconstructed from their gradient [8]. The MLPs are composed of fully connected layers with 1024 neurons and ReLU activation. Whereas the SMLP uses two hidden layers, the DMLP uses four hidden layers. The output layer is a fully connected layer with softmax activation, and the number of neurons is equal to the number of classes within a dataset. In addition to MLPs,
we use the LeNet implementation from \cite{32} as prototypical architecture for convolutional neural networks. To investigate the privacy enhancing properties of our proposed method, we extend these baseline architectures by placing PRECODE with \( k = 256 \) and \( \beta = 0.001 \) between the last feature extracting layer and the final classification layer.

To evaluate the model performance and convergence time we train all randomly initialized models for 300 epochs while minimizing the cross-entropy loss using Adam \cite{12} optimizer with learning rate 0.001, momentum parameters \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \), and a batch size of 64. For the PRECODE extended models, the loss function is adjusted according to Eq. 3. Training and test accuracy are measured after each epoch as average across all train/test samples, respectively. For experiments with gradient perturbation defense mechanisms, the gradients of the cross-entropy loss are perturbed in each optimization step. All reported metrics are averaged across three runs with different seeds.

For evaluating privacy leakage, we randomly sample a victim dataset composed of 128 images from training data. We ensured that each class is represented in the victim dataset. We follow the attack setup as in \cite{31, 32, 34} and simulate a single training step to generate the victim gradient using corresponding victim data. For reconstruction we use the publicly available PyTorch implementation of IGA\footnote{https://github.com/JonasGeiping/invertinggradients}. We use the default configuration for the attack, \ie, initialization of dummy images from Gaussian distribution, cosine distance based loss function with \( \alpha = 10^{-6} \) as total variation regularization weight, Adam optimizer with learning rate 0.01, and step-wise learning rate decay \cite{8}. We found that high quality reconstructions can be generated within \( 7000 \) iterations. We stopped attacks if there is no decrease in reconstruction loss for \( 1200 \) iterations.

Following the findings in \cite{8, 31, 32}, we assume label information for each reconstruction to be known as it can be analytically reconstructed from gradients of cross-entropy loss functions w.r.t. weights of fully connected layers with  \( \text{softmax} \) activation (cf. section 2.1). Please note that the adjusted loss function of PRECODE might impact such analytical label reconstruction. However, we assume label information also to be known when attacking PRECODE enhanced models. Otherwise our proposed method might have systematic advantages if attacks would need to jointly optimize for images and their labels.

Similar to \cite{8, 31}, we compute mean squared error (MSE), peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) \cite{20} between original and reconstructed images to measure the reconstruction quality. Better reconstruction, \ie, higher similarity to original images, is indicated by lower MSE as well as higher PSNR and SSIM values. In addition, we compute the attack success rate (ASR) as fraction of the successfully reconstructed images of the victim dataset \cite{23}. We consider images as being successfully reconstructed if SSIM \( \geq 0.6 \). Using three different seeds, we repeat all inversion attacks on constant sets of 128 victim images per dataset and report the average MSE, PSNR, SSIM, and ASR.

5. Results

5.1. Network Complexity

At first, we investigate the impact of increasing network complexity on the privacy enhancing properties of PRECODE when attacking with IGA. Fig. 4 displays the reconstruction quality as measured by SSIM when training the SMLP, DMLP, and LetNet architectures on CIFAR-10 with and without our proposed extension. Whereas IGA on the baseline MLPs allowed for almost identical reconstructions with SSIM values close to 1, the reconstructions showed negligible similarity after extension with PRECODE. Also the results using LeNet with PRECODE display a massive reduction in SSIM, although SSIM of the baseline models was already reduced compared to the MLPs.

Table 1 summarizes the results obtained on CIFAR-10. Note that the reported accuracies might not be optimal due to potentially suboptimal hyperparameter choices. As can be seen, PRECODE had small impact on the accuracy, \ie, train and test accuracy slightly decreased. Similar to the

Figure 4: SSIM of reconstructed images by IGA on the SMLP, DMLP, and LeNet models for the CIFAR-10 dataset. “Baseline” denotes original models whereas “Ours” denotes extension with PRECODE.

Table 1: Model performance and attack metrics of SMLP, DMLP, and LeNet models trained on CIFAR-10 without and with PRECODE (“Ours”). Arrows indicate direction of improvement. Bold formatting highlights best results.
findings in [8], we observe no impact of the network depth on the reconstruction results.

5.2. Defense Mechanisms

Next, we compare PRECODE to other state of the art defense mechanisms, i.e., noisy gradients and gradient compression by pruning. For noisy gradients, we add Gaussian noise with zero mean and standard deviation $\sigma$. We consider two noise levels: $\sigma = 10^{-2}$ (NG-2) and $\sigma = 10^{-3}$ (NG-3). Wei et al. report Laplace noise to result in less privacy protection compared to Gaussian noise while having more negative impact on model accuracy [31]. For this reason, we did not consider Laplace noise in our experiments. For gradient compression, referred to as GC in figures and tables, we prune 10% of the gradient values with smallest magnitudes to zero as described in [34].

Fig. 5 displays exemplary reconstruction results on the CIFAR-10 dataset. As can be seen for both baseline models, the training data can be recognizably reconstructed, whereas extension with PRECODE prevents successful reconstruction. Also reconstructions for models using NG-3 and GC show notably reduced similarity to the original images. Yet, for most reconstructed images basic patterns and objects are still recognizable.

The metrics summarized in Table 2 also reflect this behaviour: both NG-3 and GC show increasing MSE and decreasing PSNR, SSIM, and ASR. However, PRECODE clearly outperforms both noisy gradients and gradient compression regarding privacy leakage prevention. In addition, optimization using GC suffered from severe training instabilities that caused unacceptable performance drop. Even with reduced compression rates, we were not able to train models with sufficient accuracy and therefore decided to exclude GC from further experiments. Almost the same observation has been made using noisy gradients with increased noise levels, i.e., $\sigma = 10^{-2}$ (NG-2). NG-2 successfully prevents privacy leakage for both architectures but causes a notable drop in model accuracy. Moderate noise levels, i.e., $\sigma = 10^{-3}$ (NG-3), cause less drop in model performance but allowed for larger SSIM. For privacy preservation that is on par with PRECODE, noise levels greater than $10^{-2}$ would be required. However, this renders models practically irrelevant due to overall bad performance. PRECODE on the other hand barely impacts model performance.

Fig. 6 displays the learning curves in terms of training accuracy for the models trained on CIFAR-10 with and without defense mechanisms. Whereas PRECODE shows no impact on the training process, severe training instabilities and reduced model performance can be observed for the DMLP with NG and GC. NG-3 is the only approach that does not increase convergence time and decrease accuracy for LeNet. However, PRECODE generally provides better protection against IGA, and achieves higher accuracy and faster convergence compared to NG-2 and GC.

5.3. Different Datasets

To extend the empirical evaluation to further datasets, we also consider the CIFAR-100 and Medical MNIST dataset. Results on CIFAR-100 are summarized in Table 3(a). Similar to CIFAR-10, both PRECODE and NG-3 had marginal impact on the test accuracy, whereas increased noise levels of NG-2 resulted in a drop of 10%. Comparing privacy leakage metrics, extending the models with PRECODE resulted in largest MSE and smallest PSNR, SSIM, and ASR.

The results obtained on Medical MNIST, summarized in Table 3(b), also confirm these observations. Compared to CIFAR-10 and CIFAR-100, classification on Medical MNIST generally appears a simpler task as all models achieved 100% accuracy within the first few epochs.

Regarding model training, PRECODE showed the most stable optimization process and fastest model convergence across the privacy-preserving models. The learning curves for both datasets can be found in the supplementary material. For some runs, NG-3 showed faster convergence...
Table 2: Performance and attack metrics of the DMLP and LeNet models trained on CIFAR-10 with and without the different defense mechanisms. Arrows indicate direction of improvement. Bold formatting highlights best results.

| Model  | DMLP | LeNet |
|--------|------|-------|
|        | Baseline | NG-2 | NG-3 | GC | Ours | Baseline | NG-2 | NG-3 | GC | Ours |
| Acc_{train} [%] | ↑ | 98.51 | 43.83 | 92.36 | 10.15 | 98.22 | 75.01 | 56.88 | 73.55 | 22.29 | 72.01 |
| Acc_{test} [%] | ↑ | 54.92 | 42.55 | 51.36 | 10.04 | 54.16 | 61.19 | 54.36 | 62.13 | 23.40 | 58.99 |
| MSE     | ↑ | 0.0  | 2.5  | 0.17 | 1.13 | 0.49 | 1.59 | 0.61 | 1.9  | 2.17 |
| PSNR    | ↓ | 44.26 | 8.11 | 18.64 | 12.09 | 5.51 | 15.72 | 10.2 | 14.73 | 9.36 | 8.84 |
| SSIM    | ↓ | 0.99 | 0.03 | 0.62 | 0.42 | 0.01 | 0.55 | 0.22 | 0.49 | 0.18 | 0.1 |
| ASR [%] | ↓ | 100.0 | 0.0  | 63.80 | 3.12 | 0.0  | 42.45 | 0.0  | 30.47 | 0.0  | 0.0  |

(a) Result on CIFAR-100.

(b) Results on Medical MNIST.

and increased model performance but also increased privacy leakage compared to NG-2 and PRECODE.

5.4. Different Attacks

To show the effectiveness of PRECODE against other attacks we conduct a series of experiments using the CPL attack [31]. Therefore, we adjusted the reconstruction loss function by replacing cosine distance with Euclidean distance as described in section 2.4. When using the originally reported L-BFGS optimizer with learning rate 1 [31], we observed notably increased optimization time and comparatively bad reconstruction results even for the baseline models. For this reason, we exchanged L-BFGS with Adam optimizer using parameters as described in section 2.4.

Table 4 shows the results obtained on CIFAR-10. The overall behavior is similar to the results obtained using IGA. However, compared to IGA (cf. Table 2), we found CPL to generally achieve slightly worse reconstructions.

5.5. Batchsizes and Training Progress

Last, we investigate privacy leakage prevention by PRECODE over different model training states and batch sizes. All models are attacked after random initialization at the beginning of the training. In addition, we attack the models after 1 and 50 epochs of training. We specifically choose these checkpoints to investigate privacy leakage after each model was trained exactly once on each sample of the training set, as well as when the models are close to convergence (cf. Fig. 9). Regarding batch sizes, we consider a batch size of...
1 as baseline, and further investigate models attacked with batches of size 8 and 16. All attacks are performed using the same victim dataset as described in section 4. Due to the long computational time needed to execute all reconstruction attacks with these batch sizes, we only consider the baseline models and their extension with PRECODE.

The evaluated reconstruction results are displayed in Fig. 7 in terms of SSIM. During training of the DMLP the victim dataset can be almost entirely reconstructed with SSIM close to 1 independent of the batch size. For LeNet however, increasing batch size caused decreasing SSIM. It can also be observed that SSIM decreases with progressing training state. This can be attributed to lower gradient magnitudes induced by reduced loss as model predictions become more accurate.

Extending the models architectures with PRECODE almost entirely results in decreased SSIM compared to the baseline models. With progressing training using PRECODE, a slight increase in SSIM can be observed. However, all SSIM values remain below 0.15, indicating that no recognizable visual structures can be reconstructed.

6. Discussion

6.1. Key Takeaways

Confirming findings of earlier studies [8, 31, 32, 34], all considered models are prone to privacy leakage by their gradients. Especially MLPs, i.e., models solely constituted of fully connected layers, allow near-identical reconstructions of original training data. To enhance privacy, gradients can be perturbed by noise addition or compression. However, in order to successfully defend against gradient inversion attacks, levels of gradient perturbation that severely impact the optimization process and model performance are required. We conclude that there is an inherent trade-off between model performance and privacy if gradient perturbation methods are used.

Our proposed model extension PRECODE avoids such trade-off. Comparative evaluation using different baseline models and datasets revealed remarkable performance in preventing privacy leakage by IGA and CPL attacks, confirming PRECODE to meet the privacy enhancement requirement. By design, PRECODE is a generic extension applicable to arbitrary model architectures by direct integration into the original model and joint optimization. Yet, PRECODE is a trainable module, i.e., the computational costs increase as the number of trainable model parameters are increased. Realized by fully connected layers, the amount of parameters added by PRECODE grows linearly with the size of the latent features to be stochastically encoded as well as the size of the variational bottleneck. Compared to, e.g., cryptographic methods, this renders negligible increase in computational costs. More importantly, PRECODE showed no negative effect on the convergence time. Contrary to gradient perturbation at privacy enhancing levels, PRECODE entirely remains within the model performance requirement.

6.2. Limitations

Our study is limited as only optimization based gradient inversion attacks are considered. There is no guarantee that other, e.g., analytical attacks [22, 33], are prevented with same efficiency. However, such attacks would need to find sophisticated ways to account for the stochastic sampling, analogous to the reparameterization trick used for back-propagation during variational modeling. In addition, we closely followed related work and investigated only deep learning tasks showcasing very successful attacks on comparably small models, i.e., image classification using MLPs and LeNet. Whereas our proposed extension should also be applicable to other domains such as natural language processing, we currently provide no empirical proof. Regarding model complexity, Geiping et al. [8] showed that sufficient parameter tuning and restart attempts even allow to reconstruct images from large batches and more complex models such as residual neural networks [9]. Each attack optimization step then takes orders of magnitudes more time, which prevented systematic evaluation within this study.

7. Conclusion

We introduced PRECODE – PRivacy EnhanCing mOD-uleEs – to defend deep learning models against privacy leakage by gradients exchanged during collaborative learning. Inspired by variational modeling, we realized PRECODE as variational bottleneck prior to the output layer of original models. We systematically evaluated our extension using fully connected and convolutional architectures on three image classification datasets and two state of the art gradient inversion attacks. To prevent privacy leakage, commonly used gradient perturbation methods require perturbation levels that cause unacceptable drop in model performance. Compared to these methods, PRECODE showed consistently better prevention of privacy leakage, while having almost no impact on model performance. We conclude that our proposed extension represents a promising alternative to commonly used defense mechanisms. In future work we plan to evaluate other model architectures, datasets, and tasks, for deeper investigation of the generic applicability of our approach.
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A. Overview

In sections [B] and [C] we specify the loss functions used for the reconstruction of images in the conducted experiments as well as the applied metrics for evaluating the attacks. Furthermore, the hyperparameters, positioning and quantity of PRECODE modules are discussed in section [D]. Finally we provide the accuracy curves that describe the models training progress (Fig. [11-16]) and more exemplary reconstruction results for the CIFAR-10, CFIAR-100 and Medical MNIST datasets (Fig. [11-16]).

B. Attack Loss Functions

The Client Privacy Leakage (CPL) attack [31] extends the objective of minimizing the euclidean distance of the dummy gradient and the observed gradient as in DLG/iDLG by a label-based regularization term to stabilize the optimization.

\[
\text{arg} \min_{x'} \|\nabla L_0(F(x), y) - \nabla L_0(F(x'), y)\|^2 + \alpha \|F(x'), y\|^2, \tag{4}
\]

where \(\alpha\) tunes the impact of the regularization term on the optimization.

To perform the IGA attack described in [8] the dummy image \(x'\) is optimized for:

\[
\text{arg} \min_{x'} 1 - \frac{\nabla L_0(F(x), y) \cdot \nabla L_0(F(x'), y)}{||\nabla L_0(F(x), y)|| ||\nabla L_0(F(x'), y)||} + \alpha \text{TV}(x'). \tag{5}
\]

The total variation of the reconstructed image \(\text{TV}(x')\) is added as a simple image prior, where \(\alpha\) determines its weight during optimization. The output labels \(y\) can be easily determined from the gradients as discussed before [32].

C. Metrics

In our experiments MSE measures the pixelwise squared error as:

\[
\text{MSE}(x, x') = \frac{1}{n_p} \sum_{i=1}^{n_p} (x_i - x'_i)^2, \tag{6}
\]

where \(n_p\) is the number of pixels in the images \(x\) and \(x'\). Lower MSE values indicate a higher image similarity. PSNR, which is commonly used to assess lossy compression schemes in video and imaging, is defined as:

\[
\text{PSNR}(x, x') = 10 \log_{10} \left( \frac{\max(x)^2}{\text{MSE}(x, x')} \right) \tag{7}
\]

The higher the PSNR value the better the reconstruction. SSIM uses a perception based model to measure the structural similarity between two images [30]:

\[
\text{SSIM}(x, x') = \frac{(2\mu_x \mu_{x'} + c_1)(2\sigma_{xx'} + c_2)}{\left(\mu_x^2 + \mu_{x'}^2 + c_1\right)\left(\sigma_x^2 + \sigma_{x'}^2 + c_2\right)}, \tag{8}
\]

where \(\mu_x, \sigma_x\) and \(\mu_{x'}, \sigma_{x'}\) are the mean and variance values for \(x\) and \(x'\) respectively. \(\sigma_{xx'}\) denotes the covariance of \(x\) and \(x'\), \(c_1 = (k_1 L)^2\) and \(c_2 = (k_2 L)^2\). \(k_1 = 0.01\) and \(k_2 = 0.03\) are set by default and \(L\) is the dynamic range of pixel values. SSIM values closer to 1 indicate a higher similarity between images.

D. PRECODE VB Hyperparameters and Positioning

We investigated the influence of the VB hyperparameters \(k \in [64, 128, 256, 512]\) and \(\beta \in [10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}]\) as well as the position and quantity of PRECODE modules in the model on the training process and quality of reconstructions.

If multiple bottlenecks are added to the model, the loss function is adjusted accordingly:

\[
\mathcal{L}(\hat{y}, y) = \mathcal{L}_F(\hat{y}, y) + \sum_{i=0}^{n} \mathcal{L}_{P_i}, \tag{9}
\]

where

\[
\mathcal{L}_{P_i} = \beta_i D_{KL}(\mathcal{N}(\mu_{B_i}, \sigma_{B_i}), \mathcal{N}(0, 1)), \tag{10}
\]

and \(\beta_i\) tunes the weight of the \(i\)th PRECODE module \(P_i\) with bottleneck layer \(B_i\) on the overall loss function.

We found that the choice of \(k\) had no notable impact on the training process, the final model performance and the quality of reconstructions. If the choice for \(\beta\) was too high (i.e. \(\beta = 10^{-1}\)), the time for convergence increased and model performance decreased. For the other \(\beta\) values there was no further impact observed. Again we found no notable impact on the quality of reconstructions. We placed PRECODE after four different feature extracting layers in a MLP with four hidden layers and found that a placement too close to the input resulted in a slightly increased quality of image reconstructions. Nevertheless the content of the training data was still unrecognizable and model performance was not impacted. Placing more than one PRECODE module into the network resulted in a decrease of model performance but did not impact the quality of reconstructions.
Figure 8: Test accuracy on the CIFAR-10 dataset. Line colors define the baseline model and defense mechanisms.

Figure 9: Train accuracy (a) and test accuracy (b) on the CIFAR-100 dataset. Line colors define the baseline model and defense mechanisms.

Figure 10: Train accuracy (a) and test accuracy (b) on the Medical MNIST dataset. Line colors define the baseline model and defense mechanisms.
Figure 11: Exemplary reconstruction results for all 10 classes of the CIFAR-10 dataset for the baseline DMLP and LeNet models and different defense mechanisms.
Figure 12: Exemplary reconstruction results for classes 1-25 of the CIFAR-100 dataset for the baseline DMLP and LeNet models and different defense mechanisms.

Figure 13: Exemplary reconstruction results for classes 26-50 of the CIFAR-100 dataset for the baseline DMLP and LeNet models and different defense mechanisms.
Figure 14: Exemplary reconstruction results for classes 51-75 of the CIFAR-100 dataset for the baseline DMLP and LeNet models and different defense mechanisms.

Figure 15: Exemplary reconstruction results for classes 76-100 of the CIFAR-100 dataset for the baseline DMLP and LeNet models and different defense mechanisms.
Figure 16: Exemplary reconstruction results for all 6 classes of the Medical MNIST dataset for the baseline DMLP and LeNet models and different defense mechanisms.