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Abstract

Quantization Neural Networks (QNN) have attracted a lot of attention due to their high efficiency. To enhance the quantization accuracy, prior works mainly focus on designing advanced quantization algorithms but still fail to achieve satisfactory results under the extremely low-bit case. In this work, we take an architecture perspective to investigate the potential of high-performance QNN. Therefore, we propose to combine Network Architecture Search methods with quantization to enjoy the merits of the two sides. However, a naive combination inevitably faces unacceptable time consumption or unstable training problem. To alleviate these problems, we first propose the joint training of architecture and quantization with a shared step size to acquire a large number of quantized models. Then a bit-inheritance scheme is introduced to transfer the quantized models to the lower bit, which further reduces the time cost and meanwhile improves the quantization accuracy. Equipped with this overall framework, dubbed as Once Quantization-Aware Training (OQAT), our searched model family, OQATNets, achieves a new state-of-the-art compared with various architectures under different bit-widths. In particular, OQAT-2bit-M achieves 61.6% ImageNet Top-1 accuracy, outperforming 2-bit counterpart MobileNetV3 by a large margin of 9% with 10% less computation cost. A series of quantization-friendly architectures are identified easily and extensive analysis can be made to summarize the interaction between quantization and neural architectures. Codes and models are released at https://github.com/LaVieEnRoseSMZ/OQA

1. Introduction

Quantization Neural Networks (QNN) is a promising research direction to deploy deep neural networks on edge devices. Extensive efforts have been devoted to improving quantization performance with Quantization-Aware Train-
To alleviate the aforementioned problems, we present Once Quantization-aware Training (OQAT), a framework that 1) trains quantized supernet with shared step size and deploys their quantized weights immediately without retraining, 2) progressively produces a series of quantized models under different bit-widths (e.g., 4/3/2 bit). Our approach leverages the recent NAS approaches which do not require retraining [37, 5, 38, 6] and combines it with quantization by shared step size. The search space for compact QNN includes kernel size, depth, width, and resolution. To provide a better initialization and transfer the knowledge of the higher bit-width to the lower bit-width, we propose a bit inheritance mechanism, which reduces the bit-width progressively to enable efficient searching for QNN under different quantization bit-widths. Benefiting from the non-retrain property and large search space under different bit widths, we conduct an extensive investigation on the interaction between neural architecture and model quantization, to shed light on the design principles of the quantized network.

Extensive experiments prove the effectiveness of our approach as shown in Figure 1. Our searched quantized model family, OQATNets, achieves state-of-the-art results on the ImageNet dataset under 4/3/2 bit. In particular, our OQAT-2bit-M far exceeds the accuracy of 2-bit MobileNetV3@LSQ [9] by a large 9% margin while using 10% less computation budget. Compared with the quantization-aware NAS method APQ [35], our OQAT-MBV2-4bit-L uses 43.7% less computation cost while maintaining the same accuracy as APQ-B.

To summarize, the contributions of our paper are three-fold:

- Our OQAT is a quantization-aware NAS framework with the support of share step size to search for quantized compact models and deploy their quantized weights without retraining.
- We present the bit inheritance mechanism to reduce the bit-width progressively so that the higher bit-width models can guide the search and training of lower bit-width models.
- We provide insights into quantization-friendly architecture design. A comprehensive and systematic study reveals the favored quantization-friendly pattern under different bit widths.

2. Related Work

High-Performance QNN. QNN has been widely used for efficiency in deployment. Extensive efforts have been devoted to improving the quantization performance of one...
Table 1. ImageNet performance under FP,4,3,2 bit with the same settings of quantization-aware training. Model-A and Model-B are two MobileNetV3-like models.

| Models     | FLOPs  | FP  | 4-bit | 3-bit | 2-bit |
|------------|--------|-----|-------|-------|-------|
| ResNet18   | 1813M  | 71.0| 71.3  | 68.2  | 55.7  |
| MobileNetV2| 299M   | 72.0| 71.3  | 68.2  | 55.7  |
| Model-A    | 283M   | 75.5| 72.3  | 67.8  | 49.5  |
| Model-B    | 291M   | 75.0| 72.3  | 68.9  | 54.6  |

given architecture. [9] proposes to learn step size in the quantization-aware training (QAT) [41, 7, 2, 22], while some other research achieve this goal by reduce rounding error [28, 21] with small computation cost in the post-training quantization (PTQ). These methods have achieved great progress in high bit widths like 8 with PTQ or under extremely low bit widths for heavy networks like ResNet18 with QAT. The quantization of efficient models [13, 23] still causes large accuracy degradation. Recent works [27, 26] also find a strong correlation between architecture and quantization and intend to push the quantization performance by manual design.

Quantization-aware Network Architecture Search

Inspired by recent progress of NAS studies like [25, 11, 24, 19, 18, 40, 38, 5], recent studies combine network quantization and NAS to automatically search for layer bit-width with given architecture or search for operations with given bit-width. HAQ [34] focuses on searching for different bit widths for different layers in a given network structure and shows that some layers, which can be quantized to low bits, are more robust for quantization than others. AutoBNN [31] utilizes the genetic algorithm to search for network channels and BMobi [29] searches for the group number of different convolution layers under a certain 1-bit. SPOS [11] trains a quantized one-shot supernet to search for bit-width and network channels for heavy ResNet [12]. BATS [3] devises a binary search space and incorporates it within the DARTS framework [25]. APQ [35] trains a floating-point supernet and samples thousands of subnet for quantization to enable the transfer learning from the floating-point predictor to quantization predictor. Moreover, inherit a two-stage search-retrain scheme: once the best-quantized architectures have been identified, they need to be retrained for deployment. This procedure significantly increases the computational cost if we have different deployment constraints and hardware bit widths.

3. Preliminary

3.1. Quantization

Quantization maps the floating-point values into fixed-point ones. In this paper, we choose uniform quantization since it is widely used in the practical deployment. Given a pre-defined k bit, the weights and activation are quantized to corresponding signed $[-2^{k-1}, 2^{k-1} - 1]$ and unsigned $[0, 2^k - 1]$ integer range, respectively. The quantization function $Q$ can be formulated as:

$$v^q = Q(v, s) = \lfloor \text{clip}(v/s, Q_{\min}, Q_{\max}) \rfloor \times s,$$

where $v$ represents the floating-point number and $v^q$ is the quantized counterpart. $s$ is the step size for quantization mapping and $[Q_{\min}, Q_{\max}]$ represents the integer range.

To acquire the quantization accuracy, Post-Training Quantization and Quantization-Aware Training are two potential approaches. However, PTQ usually fails to achieve acceptable performance under the extremely low-bit setting [28, 21], which prevents us from revealing the internal quantization friendliness of a neural network. Thus we utilize QAT and adopt the Learned Step Size Quantization [9] to ensure the reported accuracy represents the highest performance of a quantized network. LSQ directly optimizes the step size using the loss:

$$\frac{\partial v^q}{\partial v} \approx I(v, Q_{\min} \times s, Q_{\max} \times s)$$

$$\frac{\partial v^q}{\partial s} \approx -I(\frac{v}{s}, Q_{\min}, Q_{\max}) + [\frac{v}{s}],$$

where $I(v, Q_{\min} \times s, Q_{\max} \times s)$ means the gradient of $v$ in the range of $(Q_{\min} \times s, Q_{\max} \times s)$ is approximated by 1, otherwise 0.

3.2. Architecture Impact on Quantization

As broadly investigated in the previous literature, architecture plays a crucial role in quantization performance. WRPN [27] improves the quantized accuracy by increasing the width of a neural network by manual design. ReactNet [26] introduces a new activation module and brings new possibility for BNNs.

To make a deeper analysis into the interaction between architecture and quantization, we further conduct more validations. In Table 1, we compare two widely used models ResNet18 and MobileNetV2. Although MobileNetV2 surpasses the accuracy of ResNet18 in full-precision, the accuracy of 2-bit MobileNetV2 reduces significantly. It is common sense that compact models with depthwise convolution like MobileNetV2 tend to be more sensitive to quantization than heavy networks like ResNet18. We further present two MobileNetV3-like models with different depth, width, and kernel size settings. With a similar computation budget, Model-B surpasses Model-A with 0.5% accuracy gain in floating-point settings, while the accuracy of Model-B is 5% lower than Model-A in 2-bit. It indicates that different architecture results in different quantization performances even when they share similar FP accuracy.
4. Methodology

In this section, we present Once Quantization-Aware Training (OQAT), a framework that jointly trains quantization and search architectures within a huge search space.

4.1. Once Quantization-Aware Training

We first review two prevalent NAS + Quantization routes: (1) NAS-then-Quantize searches full precision model performance and then quantizes the optimal FP model as shown in Figure 2(a). This type of method may result in sub-optimal architecture since the quantization-friendliness is not considered during the search process. (2) Quantization-aware NAS proposes to incorporate quantization-aware performance in the NAS process as shown in Figure 2(b). However, the simple combination of NAS and quantization results in unstable training or inferior performance as explained in BATS [3]. To stabilize the training process, [3] proposes to only quantize activation which does not search the global quantized architectures. Moreover, both NAS-then-Quantize and Quantization-aware NAS require a two-stage search-retrain scheme, which is unaffordable if we have multiple deployment requirements.

To this end, we propose Once Quantization-Aware Training (OQAT), a framework that jointly trains quantization and searches architecture with a large search space inspired by recent non-retrain NAS methods [39, 37, 5, 38]. Specifically, a quantized supernet with the largest possible depth (number of blocks), width (number of channels), kernel size, and input resolution is trained. Then a subnet is obtained from parts of the supernet with depth, width, and kernel size smaller than the supernet. The subnet uses the well-trained parameters of the supernet with simple BatchNorm calibration [37] for direct deployment without further retraining.

The overall procedure of OQAT is illustrated as follows: Step 1, quantized supernet training (Section 4.2): train a $k$-bit supernet by learning the weight parameters and step size simultaneously. Step 2: given a constraint on computational complexity, search for the architecture with the highest quantization performance on the validation dataset. If $k = n$, the whole process is finished. Step 3, bit inheritance (Section 4.3): Use the weight and quantization parameters of the $k$ bit supernet to initialize the weight and quantization parameters of the $k - 1$ bit supernet. Step 4: $k \leftarrow k - 1$ and Go to step 1.

Joint training of quantization and architecture does not come as free lunch as it might appear, but is more subtle and involves new designed techniques. Unlike the floating-point supernet training [5, 38], the weights and activation values are quantized with Eq. 1 for the quantized supernet training. As explained in LSQ [9] and recent quantization robustness papers [32, 1], learned step size is sensitive to training, and optimal step size is critical for final quantization accuracy. The design of the learned step size should be carefully handled. Under ultra-low bit-width, the traditional QAT becomes highly unstable and introduces large accuracy degradation. How to produce low-bit quantized supernet with high performance efficiency is also crucial.

4.2. Shared Step Size

Quantization step size is essential for quantization error, as it balances the rounding and clipping error. There are 3 potential approaches to handle learned step size:

1. Assign every subnet with unique step sizes for both weights and activation. However, it is impossible to store the huge amount of step sizes for $10^{20}$ subnets.

2. Apply switchable step size for every possible candidate choice in one layer inspired by Switchable BN [39] and Switchable Clipping Level [16]. For example, if the kernel size of one layer has three search settings with {3, 5, 7}, the number of step sizes is also set to three.

3. Equip every layer with only one step size for weights and one step size for activation.

We first plot the distribution of weights and activation of floating-point supernet and find that the range and distribution are similar among different subnets as shown in Figure 3. It indicates that shared step size is perhaps enough to share across subnets. We also experiment with the latter two methods to support quantized supernet training with elastic kernel size and they indeed result in similar results (see Appendix). And for the simplicity of efficient training, we propose to share the step size across one layer.

Therefore, the forward pass of the quantized supernet training is defined as follows. Given a floating-point convolution layer for candidate architecture $arch_i$, the floating-
point weights $w$ and activation $a$ and the learned step size $s_w$ and $s_a$ are shared through all candidate architectures in this layer. In the forward pass, the weights $w_i$ and activation $a_i$ are cropped respectively. The learned quantization function defined in Eq. 1 is used to quantize weights and activation into $w_i^q$ and $a_i^q$. The forward pass for a quantized convolution layer is then given by $y = w^q_i * a^q_i$ where $*$ is the convolution.

4.3. Bit Inheritance

When the bit-width is lower than 3, the traditional quantization-aware training (QAT) [17, 2] process is highly unstable and introduces large accuracy degradation for the 2-bit model. Besides, despite the higher efficiency of OQAT compared with existing methods, the time cost is still unacceptable when we need to train a supernet for each bit-width.

To compensate for the disadvantages, we devise a bit inheritance procedure, which serves as a good initialization for low-bit models and improves the final QAT accuracy efficiently. We propose that in the initialization for $k - 1$ bit supernet, the weight parameters and step size are inherited from $k$ bit supernet. Specifically, the step size of $k - 1$ bit-width is calibrated with double the original step size. With this simple principle, we can promise a bounded error when transferring the bit-width between supernets. Given a convolution layer in the $k$ bit quantized model, we denote $s_k$ as the step size of this layer, and $s_{k-1} = 2s_k$ as the doubled step for the $k - 1$ bit model. We use $w$ and $N_w$ to denote the weights of this layer which is inherited from $k$ to $k - 1$. Next, we show that the $L_1$ distance of $Q(w, s_k)$ and $Q(w, s_{k-1})$ is bounded by $N_w \cdot |s_k|$. It means the initialized $Q(w, s_{k-1})$ has a bounded distance with the well-trained $Q(w, s_k)$. For each $w_i$, we have:

$$||Q(w, s_k) - Q(w, s_{k-1})||_1 \leq N_w \cdot |s_k|.$$  

The detailed proof can be seen in the Appendix. The theorem indicates that our bit inheritance scheme can provide a better initialization for the later finetuning.

Effectiveness of Bit Inheritance To validate the effectiveness of bit inheritance, we first directly use it to convert the 4-bit quantized supernet to 3 bit with simple BN and step size calibration. We surprisingly find that the accuracy has already outperformed the result with a complete QAT for the same network (see Table 2). Besides the bounded error brought by the bit inheritance itself, we conjecture that our shared step size and shared parameter training also contribute to the robust transfer. Further, we finetune the inherited 3-bit supernet for just one epoch, the accuracy can effortlessly improve by 2.6%, which also shows that the inherited supernet has already been around the global minimum. Even for the lower bit-width such as 2-bit, it can achieve accuracy close to 3-bit with just a few more epochs’ finetuning after inheritance (see Table 3). All the evidence proves that our bit inheritance technique is efficient and effective for producing high-performance extremely low-bit neural networks.

5. Experimental Analysis

5.1. Experimental settings

Implementation details. We evaluate our method on the ImageNet dataset [8]. If not specified, we follow the standard practice for quantized models [17, 10] on quantizing the weights and activation for all convolution layers except the first convolution layer, last linear layer, and the convolution layers in the SE modules [14]. To fairly compare with quantized compact models, the FLOPs and BitOPs are defined as follows. Denote the FLOPs of the FP layer by $a$, the BitOPs of $m$-bit weight and $n$-bit activation quantized layer is $mn \times a$ following [41, 20, 29, 3, 36]. Further details can be found in Appendix.

Search space. Our search space is based on MobileNetV2 (MBV2) [30] and MobileNetV3 (MBV3) [13], which has the flexible input resolution, filter kernel size, depth (number of blocks in each stage), and width (number of channels). Our search space consists of multiple stages. Each stage stacks several inverted residual blocks. Further details about search space can be found in the Appendix. Unless otherwise noted, all results are sampled from the MBV3 search space denoted as OQAT, OQAT-MBV2 represents the MBV2 search space. Further details can be found in Appendix.
Table 4. The comparison of the search cost and retrain cost with existing quantization-aware NAS methods. $N$ denotes the number of models to be deployed. The total cost is calculated with $N = 40$.

| Methods        | SPOS [11] | BMobile [29] | BATS [3] | APQ [35] | OQAT          |
|----------------|-----------|--------------|----------|----------|---------------|
| search cost (GPU hours) | $288 + 24N$ | $29N$         | $6N$     | $2400 + 0.5N$ | $1200 + 0.5N$ |
| retrain cost (GPU hours)  | $240N$    | $256N$       | $75N$    | $30N$    | $0$           |
| total cost (GPU hours)    | $10.8k$   | $11.4k$      | $3.2k$   | $3.6k$   | $1.2k$        |

Table 5. The best architecture for full-precision (FP) is not the best for quantization and bit inheritance can effectively improve quantization accuracy even compared with long-time QAT. The two architectures share similar FLOPS and FP accuracies (columns 2, 3) but show different quantization friendliness. And even we finetune the model with a complete QAT for 150/500 epochs (column 5, 6), the accuracy is still far from that of the subnet directly sampled from BI 2-bit supernet (column 4).

| Architecture                        | FLOPs | Top-1 Acc.(%) | Top-1 Acc.(%) | Top-1 Acc.(%) | Top-1 Acc.(%) |
|-------------------------------------|-------|---------------|---------------|---------------|---------------|
| Pareto model from FP supernet       | 144   | 73.6%         | 54.4%         | 28.1%         | 43.5%         |
| Pareto model from 2-bit supernet    | 142   | 73.4%         | **56.1%**     | 33.2%         | 47.2%         |

5.2. The efficiency of OQAT

In Table 4, we compare the search cost and the retrain cost of OQAT with existing methods. The search cost is defined as the time cost of the supernet training and the search process to get the final $N$ searched models under latency targets. The retrain cost is defined as the training cost to get the final accuracy of the searched architecture. When $N$ is larger than 5, the retrain cost of SPOS [11] and BMobile [29] will surpass the total cost of OQAT. Compared with APQ [35], our method can reduce half of the total cost. APQ needs to train an FP supernet and sample thousands of FP subnets to perform quantization-aware training, and thus requires the transfer learning from the floating-point predictor to the quantization predictor. Our OQAT only needs to train one quantized supernet and support a huge search space with over $10^{20}$ subnets that can be directly sampled from supernet without retraining. Thus, the average computational cost is relatively low.

5.3. Ablation study

In Table 5, we validate the advantages of joint training and bit inheritance. The model in the first row is selected from the pareto front with the floating-point accuracy which corresponds to NAS-then-Quantize, and the latter is with the 2-bit accuracy as OQAT. With similar FLOPs, similar floating-point accuracy, OQAT surpasses the accuracy of Nas-then-Quantize with 1.7% in 2-bit accuracy. We also perform QAT with 150 epochs and the joint training results in over 5% accuracy improvement, which verifies the effectiveness of OQAT in finding quantization-friendly architectures. Although 2-bit models benefit from QAT with more epochs (e.g., 500 epochs), the achieved accuracy is still far from that directly sampled from the bit inheritance (BI) supernet. The huge accuracy improvement verifies that bit inheritance is a better practice compared with the existing routine of quantization-aware training because it alleviates the problem that quantized compact models with low bit-width are highly unstable to train.

5.4. Comparison with existing architectures

Benefiting from joint quantization and NAS with a large search space, as well as the bit inheritance for low-bit quantized supernet, we get high-performance OQATNets under extremely low bit-width. As shown in Figure 1(a) and Figure 1(b), OQATNets can be directly deployed for its superior accuracy, while the accuracy can be further improved by finetuning with 25 epochs denoted by OQAT@25.

We implement LSQ [9] denoted by LSQ* to construct strong baseline and compare with another strong quantization methods LSQ+ [2]. Our OQATNets outperforms multiple architectures like MobileNetV2 [30], EfficientNet-B0 [33] and MobileNetV3 [13] under all bit-widths we implements. 3 bit: Our OQAT-3bit-L can also outperforms the accuracy of EfficientB0 by 1.3% with 15% FLOPs. 2 bit: Our OQAT-2bit-M requires less FLOPs but achieves significantly higher Top-1 accuracy (61.7%) when compared with MobileNetV3@LSQ* (52.8%) and MobileNetV2@LSQ* (55.7%). The results verify that the OQAT results in quantization-friendly compact models.
NAS-then-Quantize. We further compare with searched model produced by NAS-then-Quantize procedure (Figure 2(a)). As shown in Figure 4(a), we quantize the pareto models of the OFA[5] floating-point supernet and compare it with the pareto models of our OQATNets. In the comparison under 3 bit, the pareto curve of our OQAT is far above that of the NAS-then-Quantize.

In Figure 4(b), we sample 10k subnets from the search space, and we validate these architectures from the FP supernet and 2-bit supernet. The pareto front of the subnets denoted as Parato@FP are selected with the FP accuracy and Pareto@2bit are selected with the 2-bit accuracy. Pareto models as those models on the pareto front of the cost/accuracy trade-off curve. With the same accuracy of the floating-point models, the accuracy of the model from the 2-bit pareto is higher than the model from the FP pareto. If our target is to search architectures for the quantized models, searching from the quantized supernet as our OQAT did is better than searching from FP supernet and then quantized.

Existing Quantization-aware NAS. In Table 6, we compare our OQATNets model family with several searched models from existing quantization-aware NAS methods, named HAQ [34], SPOS [11], BMobi [29], BATS [3] and APQ [35].

Our OQATNets model family shows great advantages over existing weight-sharing methods corresponding to the paradigm of Figure 2(b). While SPOS [11] focuses on the search of network channels and bit-width of heavy ResNet [12], we focus on the search of compact models with fixed bit-width and achieve better results with fewer FLOPs. BMobi [29] and BATS [3] did not provide the results for 2-bit, 3-bit or 4-bit. Therefore, we would like not to directly compare our approach with BMobi and BATS, because the results are obtained from different bit-widths.

However, if only the FLOPs-accuracy trade-off is concerned, our OQAT with a higher bit-width can be a better solution. APQ utilizes transfer learning from FP predictor to quantized predictor which may bring proxy problems. Our OQAT-MBV2-4bit-L uses 43.7% less computation cost while maintaining the same accuracy as APQ-B.

5.5. Quantization-friendly architecture analysis.

With the large search space and numerous subnets which can be directly deployed, we can analyze the quantization-friendly architectures (QFA) under different bit-widths. We sample 20k models from the search space with the flops in the range of [50M, 300M], and we evaluate these architectures from the corresponding supernet to get the accuracy under different bit widths. To evaluate the quantization impact on different architectures, we define a quantization friendliness factor to evaluate QFA under different settings. It is calculated as the ratio $QF_k = \frac{Acc_{FP}}{Acc_{k}}$ between the quantization accuracy under $k$ bit $Acc_{k}$ and floating-point accuracy $Acc_{FP}$. Spearman correlation coefficient (Spearman) is calculated to measure the correlation between QF score and elements like flops, resolution, total depth, average width(total width/total depth), and average kernel size(total kernel size/total depth). Only a part of the conclusion is listed as follows.

QFA with different bit-widths. We analyze the pareto models in the flops and accuracy curve under different bit widths. The distribution of depth, width reveals that the 2-bit models favor shallower depth as shown in Figure 5(a). There is no obvious favored pattern in terms of average width as shown in Figure 5(b).
Resolution is important for QFA. In the visualization of sampled subnets and QF score under 2-bit, QF score increases greatly from 0.4 to 0.8 as the flops increases as shown in Figure 5(e). Among all the elements affecting FLOPs, we show that architectures with the large resolution are less sensitive to quantization as shown in Figure 5(d), which means that if several architectures with similar flops perform the same in floating-point accuracy, these architectures with large resolution tend to performs better in quantization.

QFA with given computation budget. We further compare the quantization-friendly pattern with a given computation budget, such as 200M FLOPs (the difference ≤ 3%). We plot 700 architectures in Figure 5(e) and 5(f). It is easy to conclude that the QF score is negatively correlated to the network depth and positively correlated to the input resolution. The QF score is almost irrelevant to the average width. Therefore the top-10 models with the highest QF score have shallower depth than the worst-10 models. It means that with a similar computation budget, we need to design QNN with shallower depth and large resolution.

QFA with the same floating-point accuracy. Under the same floating-point accuracy AccFP, the quantization accuracy is decided by QF score. We plot over 200 architectures with floating-point accuracy 67.8% with (the difference ≤ 0.2%). We find that the average width has a positive correlation with the QF score as shown in Figure 5(g). Besides, the quantization accuracy is less relevant to the FLOPs of models as shown in Figure 5(h). Therefore, in this case, choosing the wider models results in higher quantization accuracy.

6. Conclusion

In this paper, we present Once Quantization-aware Training (OQAT), a framework that deploys the searched quantized models without additional retraining and solves the problem of large accuracy degradation under ultra-low bit widths. With our proposed methods, we can search for the OQATNets model family which far exceeds architectures. Our results reveal the potential of high-performance extremely low-bit neural networks. A comprehensive study reveals the quantization-friendly architectures under different bit widths which might shed a light on further research of high performance extremely low-bit models.
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