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Abstract

Talagrand’s fundamental result on the entropy numbers is slightly improved. Our proof uses different ideas based on results from greedy approximation.

1 Introduction

The paper is motivated by recent successful applications of entropy numbers in the sampling discretization of integral norms of functions from finite dimensional subspaces. To discretize the integral norms successfully, a new technique was introduced. This technique takes different forms in different papers but the common feature of its forms is the following. The new sampling discretization technique is a combination of probabilistic technique, in particular chaining technique, with results on the entropy numbers in the uniform norm (or its variants). Fundamental results from [1], [17], [15] were used. The reader can find results on chaining in [11], [19] and on generic chaining in [17]. We note that the idea of chaining goes back to the 1930s, when it was suggested by A.N. Kolmogorov. Later, these types of results have been developed in the study of the central limit theorem in probability theory (see, for instance, [9]). Also, the reader can find general results on metric entropy in [14, Ch.15], [19, Ch.3], [23, Ch.7], [3], [16] and in the recent papers [20] and [10]. Bounds for the entropy numbers of function classes are both important by themselves and by their important connections to other fundamental problems (see, for instance, [19, Ch.3] and [7, Ch.6]).

Let $\Omega$ be a compact subset of $\mathbb{R}^d$ with the probability measure $\mu$. By $L_p$, $1 \leq p < \infty$, norm we understand

$$
\|f\|_p := \|f\|_{L_p(\Omega, \mu)} := \left(\int_{\Omega} |f|^p d\mu\right)^{1/p}.
$$
By discretization of the $L_p$ norm we understand replacement of the measure $\mu$ by a discrete measure $\mu_m$ with support on a set $\xi = \{\xi_j\}_{j=1}^m \subset \Omega$. This means that integration with respect to measure $\mu$ is replaced by an appropriate cubature formula. By $L_\infty(\Omega)$ we denote the space of continuous on $\Omega$ functions with the norm

$$\|f\|_\infty := \|f\|_{L_\infty(\Omega)} := \max_{x \in \Omega} |f(x)|.$$ 

Let $X$ be a Banach space (or a linear space with the semi-norm $\| \cdot \|_X$). For a set $W \subset X$ and a positive number $\varepsilon$ we define the covering number $N_\varepsilon(W, X)$ as follows

$$N_\varepsilon(W, X) := \min\{n : \exists y^1, \ldots, y^n : W \subseteq \bigcup_{j=1}^n B_X(y_j, \varepsilon)\},$$

where $B_X(y, \varepsilon) := \{x \in X : \|x-y\|_X \leq \varepsilon\}$. It is convenient to consider along with the entropy $H_\varepsilon(W, X) := \log N_\varepsilon(W, X)$ (here and later $\log := \log_2$) the entropy numbers $\varepsilon_k(W, X)$:

$$\varepsilon_k(W, X) := \varepsilon_k(W, \| \cdot \|_X) := \inf\{\varepsilon : \exists y^1, \ldots, y^{2^k} \in X : W \subseteq \bigcup_{j=1}^{2^k} B_X(y_j, \varepsilon)\}.$$

Denote

$$X^p_N := \{f : f \in X_N, \|f\|_p \leq 1\}.$$ 

It was understood in recent papers (see [21], [22], [4], [5], and [6]) that conditions on the entropy numbers $\varepsilon_k(X^p_N, L_\infty(\Omega))$ of the unit $L_p$-ball of the subspace $X_N$ in the uniform norm guarantee good results on the sampling discretization of the $\|f\|_p$ norms of $f \in X_N$. We note that behavior of the entropy numbers in the uniform norm is also important in some other problems. For instance, it is known (see for instance [19], section 3.6) that the problem of finding the right behavior (in the sense of order) of the entropy numbers of the unit balls of spaces of multivariate functions with mixed smoothness is equivalent to the Small Ball Problem from probability theory. We point out that the Small Ball Problem is not solved in dimensions $d \geq 3$.

Further, in a recent paper [12] it is was understood that in addition to the uniform norm the following weaker norm (semi-norm), which is popular in empirical processes, is useful in sampling discretization. Let a set $\Omega_n = \{x^j\}_{j=1}^n$ be a set of points from $\Omega$. Consider $L_\infty(\Omega_n)$ on $X_N$. The following result is from [12]
Lemma 1.1. Let $p \in (2, \infty)$. Assume that for any $f \in X_N$ we have

$$
\|f\|_\infty \leq M \|f\|_p
$$

(1.1)

with some constant $M$. Then for $k \in [1, N]$ we have for any $\Omega_n$

$$
\varepsilon_k(X_N^p, L_\infty(\Omega_n)) \leq C(p)M \left(\frac{\log n}{k}\right)^{1/p}. 
$$

(1.2)

We prove here (see Section 3) a slight improvement of the above lemma. We replace $\log n$ by $\log(2n/k)$. It is known that in the theory of Kolmogorov widths of finite dimensional unit $\ell_p$-balls the extra logarithmic factor has the form $\log(2n/k)$.

Theorem 1.1. Let $p \in [2, \infty)$ and $X_N \subset L_\infty(\Omega)$. Denote

$$
M_p(X_N) := \sup_{f \in X_N; f \neq 0} \|f\|_\infty/\|f\|_p.
$$

Then for any set $\Omega_n = \{x_j\}_{j=1}^n \subset \Omega$ we have

$$
\varepsilon_k(X_N^p, L_\infty(\Omega_n)) \leq C(p)M_p(X_N) \left(\frac{\log(2n/k)}{k}\right)^{1/p}, \quad k = 1, \ldots, n. 
$$

(1.3)

Lemma 1.1 was proved in [12] with a help of Talagrand’s fundamental result in functional analysis (see [17], p.552, Lemma 16.5.4). Theorem 1.1 is based on a slight improvement of Talagrand’s result. We now proceed to the main result of the paper. For a Banach space $X$ we define the modulus of smoothness

$$
\rho(u) := \rho(X, u) := \sup_{\|x\|=\|y\|=1} \left(\frac{1}{2}(\|x + uy\| + \|x - uy\|) - 1\right).
$$

The uniformly smooth Banach space is the one with the property

$$
\lim_{u \to 0} \rho(u)/u = 0.
$$

In this paper we only consider uniformly smooth Banach spaces with power type modulus of smoothness $\rho(u) \leq \gamma u^q$, $1 < q \leq 2$. 

Let $D_n = \{g_j\}_{j=1}^n$ be a system of elements of cardinality $|D_n| = n$ in a Banach space $X$. We equip the linear space $W_n := \langle D_n \rangle := \text{span}\{D_n\}$ with the norm

$$
\|f\|_A := \|f\|_{A(D_n)} := \inf \left\{ \sum_{j=1}^n |c_j| : f = \sum_{j=1}^n c_j g_j \right\}.
$$ (1.4)

Denote by $W_{n,A}$ the $W_n$ equipped with the norm $\| \cdot \|_A$. We are interested in the dual norm to the norm $\| \cdot \|_A$, which we denote $\| \cdot \|_U$:

$$
\|F\|_U := \|F\|_{U(D_n)} := \sup_{f \in W_n ; \|f\|_A \leq 1} |F(f)|.
$$

Denote $W_{n,U}^*$ the $W_n^*$ equipped with the norm $\| \cdot \|_U$. Note that $\| \cdot \|_U$ is a semi-norm on the dual to $X$, space $X^*$.

**Theorem 1.2.** Let $X$ be $q$-smooth: $\rho(X, u) \leq \gamma u^q$, $1 < q \leq 2$ and let $D_n$ be a normalized system in $X$ of cardinality $|D_n| = n$. Then for the unit ball $B(X^*)$ of $X^*$ we have

$$
\varepsilon_k(B(X^*), \| \cdot \|_{U(D_n)}) \leq C(X) \left( \frac{\log(2n/k)}{k} \right)^{1-1/q}, \quad k = 1, \ldots, n.
$$ (1.5)

**Remark 1.1.** By Remark 2.1 in the case both spaces $X$ and its dual $X^*$ satisfy conditions $\rho(X, u) \leq \gamma u^q$, $\rho(X^*, u) \leq \gamma u^q$ with some $\gamma > 0$ and $q \in (1, 2]$ we can replace in Theorem 1.2 the constant $C(X)$ by $C(\gamma, q)$.

We note that Talagrand’s above mentioned result corresponds to Theorem 1.2 with $\log(2n/k)$ replaced by $\log n$. We point out that the proof of Theorem 1.2 (see Section 2) uses different ideas than the ones from [17]. Our proof is based on results from greedy approximation. It is important to state that the bounds in Theorem 1.2 do not allow further improvements. Indeed, let us apply Theorem 1.2 in the following classical case. Let $X = \ell^q_n$, $1 < q \leq 2$. Then it is known (see, for instance, [8]) that $\rho(\ell^q_n, u) \leq u^q/q$. In the case $q \in [2, \infty)$ it is known (see, for instance, [8]) that $\rho(\ell^q_n, u) \leq (q-1)u^q/2$. Let $D_n$ be the canonical basis of $\ell^q_n$. Then the $\| \cdot \|_A$ is the $\ell^1_n$ norm and the $\| \cdot \|_U$ is the $\ell^\infty_n$ norm. Clearly, $X^* = \ell^p_n$, $p = q/(q-1)$. Then Theorem 1.2 and Remark 1.1 give for the unit ball $B^p_p$ of $\ell^p_n$, $2 \leq p < \infty$:

$$
\varepsilon_k(B^p_p, \ell^p_n) \leq C(p) \left( \frac{\log(2n/k)}{k} \right)^{1/p}, \quad k = 1, \ldots, n.
$$ (1.6)
It is known (see, for instance, [7], p.96, and the discussion there) that bound (1.6) cannot be improved for \( k \in [\log n, n] \). In case \( k \leq \log n \) there is a trivial bound \( \varepsilon_k(B^n_p, \ell_\infty^n) \leq 1 \), which is better than (1.6).

2 Bounds for entropy numbers of octahedra

Let \( \mathcal{D}_n = \{g_j\}_{j=1}^n \) be a system of elements of cardinality \( |\mathcal{D}_n| = n \) in a Banach space \( X \). Consider best \( m \)-term approximations of \( f \) with respect to \( \mathcal{D}_n \)

\[
\sigma_m(f, \mathcal{D}_n)_X := \inf_{\{c_j\}; |\Lambda| = m} \|f - \sum_{j \in \Lambda} c_j g_j\|.
\]

For a function class \( W \) set

\[
\sigma_m(W, \mathcal{D})_X := \sup_{f \in W} \sigma_m(f, \mathcal{D})_X.
\]

The following Theorem 2.1 was proved in [18] (see also [23], p.331, Theorem 7.4.3).

**Theorem 2.1.** Let a compact \( W \subset X \) be such that there exists a system \( \mathcal{D}_n \), \( |\mathcal{D}_n| = n \), and a number \( r > 0 \) such that

\[
\sigma_m(W, \mathcal{D}_n)_X \leq m^{-r}, \quad m \leq n.
\]

Then for \( k \leq n \)

\[
\varepsilon_k(W, X) \leq C(r) \left(\frac{\log(2n/k)}{k}\right)^r.
\] (2.1)

For a given set \( \mathcal{D}_n = \{g_j\}_{j=1}^n \) of elements we introduce the octahedron (generalized octahedron)

\[
A_1(\mathcal{D}_n) := \left\{ f : f = \sum_{j=1}^n c_j g_j, \quad \sum_{j=1}^n |c_j| \leq 1 \right\}.
\] (2.2)

Note that in the case \( X = \ell_1^n \) and \( g_j = e_j \), where \( \{e_j\}_{j=1}^n \) is a canonical basis of \( \ell_1^n \), the octahedron \( A_1(\mathcal{D}_n) \) coincides with the regular octahedron in \( \mathbb{R}^n \).

The following Corollary 2.1 of Theorem 2.1 was obtained in [18] (see also [23], p.332, Corollary 7.4.7).
Corollary 2.1. Let $X = L_p$, $1 < p < \infty$. For a normalized system $\mathcal{D}_n$ of cardinality $|\mathcal{D}_n| = n$ we have

$$
\varepsilon_k(A_1(\mathcal{D}_n), L_p) \leq C(p) \left( \frac{\log(2n/k)}{k} \right)^{1 - \max\left(\frac{1}{p}, \frac{1}{2}\right)}, \quad k \leq n.
$$

(2.3)

We need the following version of Corollary 2.1, which we prove here for completeness.

Theorem 2.2. Let $X$ be $q$-smooth: $\rho(X, u) \leq \gamma u^q$, $1 < q \leq 2$. Then for any normalized system $\mathcal{D}_n$ of cardinality $|\mathcal{D}_n| = n$ we have

$$
\varepsilon_k(A_1(\mathcal{D}_n), X) \leq C(q, \gamma) \left( \frac{\log(2n/k)}{k} \right)^{1 - 1/q}, \quad k = 1, \ldots, n.
$$

(2.4)

Proof. Consider a new Banach space $W_{n,X}$, which is defined as $W_n := [\mathcal{D}_n] := \text{span}\{\mathcal{D}_n\}$ equipped with the norm $\| \cdot \|_X$. Then $\mathcal{D}_n$ is a dictionary for $W_{n,X}$. Clearly,

$$
\rho(W_{n,X}, u) \leq \rho(X, u) \leq \gamma u^q.
$$

Then it is known (see [8] and [19], p.342, Theorem 6.8) that

$$
\sigma_m(A_1(\mathcal{D}_n), \mathcal{D}_n)_X \leq C(q, \gamma)m^{1/q - 1}, \quad m = 1, 2, \ldots.
$$

(2.5)

We now apply Theorem 2.1 with $W = A_1(\mathcal{D}_n)$ and $r = 1 - 1/q$ and complete the proof of Theorem 2.2.

\[ \square \]

We proceed to the dual version of Theorem 2.2. As above we equip the space $W_n := [\mathcal{D}_n] := \text{span}\{\mathcal{D}_n\}$ with the norm

$$
\|f\|_A := \|f\|_{A_1(\mathcal{D}_n)} := \inf \left\{ \sum_{j=1}^n |c_j| : f = \sum_{j=1}^n c_j g_j \right\}.
$$

(2.6)

We are interested in a dual norm to the norm $\| \cdot \|_A$, which we denote $\| \cdot \|_U$. For a Banach space $X$ denote $X^*$ its dual (conjugate) and for $F \in X^*$ and $f \in X$ we write for convenience

$$
\langle F, f \rangle := \langle f, F \rangle := F(f).
$$
For two Banach spaces $X$, $Y$ and a bounded linear operator $A : X \to Y$ the dual (adjoint, conjugate) operator $A^* : Y^* \to X^*$ is the one with a property: for all $x \in X$ and all $y^* \in Y^*$ we have

$$\langle Ax, y^* \rangle = \langle x, A^* y^* \rangle.$$  

We need the following simple claim. Note that the norm $\|F\|_{D_n}$ (see (2.7)) with $D_n$ replaced by a dictionary $D$ in $X$ is widely used in greedy approximation (see [19], Ch.6).

**Proposition 2.1.** Let $W_n$ and $\| \cdot \|_A$ be as above. Then for $F \in W_n^*$

$$\|F\|_U := \|F\|_* := \sup_{f \in W_n; \|f\|_A \leq 1} |\langle F, f \rangle| = \max_{1 \leq j \leq n} |\langle F, g_j \rangle| =: \|F\|_{D_n}. \quad (2.7)$$

**Proof.** First, for any $f = \sum_{j=1}^{n} c_j g_j$ we have

$$|\langle F, f \rangle| = \left| \sum_{j=1}^{n} c_j \langle F, g_j \rangle \right| \leq \left( \sum_{j=1}^{n} |c_j| \right) \left( \max_{1 \leq j \leq n} |\langle F, g_j \rangle| \right),$$

which proves the inequality $\leq$ in (2.7).

Second, obviously, $\|g_j\|_A \leq 1$, $j = 1, \ldots, n$. This proves the inequality $\geq$ in (2.7) and completes the proof of Proposition 2.1.

**Proof of Theorem 1.2.** We now prove the main result of this paper – Theorem 1.2. Let $B_V$ denote the unit ball of a Banach space $V$. For a linear operator $J : V \to W$ denote by $J(B_V) := \{ w \in W : w = Jv, \|v\|_V \leq 1 \}$ the image of the unit ball $B_V$. Define the entropy numbers of the compact operator $J$ as follows

$$\varepsilon_k(J) := \varepsilon_k(J, V \to W) := \varepsilon_k(J(B_V), W).$$

We need a duality result for the entropy numbers proved in [2].

**Theorem 2.3.** Let $V$ be a uniformly convex Banach space. Let $J : V \to W$ be a compact operator. Then for every $m \in \mathbb{N}$ and $p \in [1, \infty)$

$$C_0^{-p} \sum_{k=0}^{m} \varepsilon_k(J^*)^p \leq \sum_{k=0}^{m} \varepsilon_k(J)^p \leq C_0^{p} \sum_{k=0}^{m} \varepsilon_k(J^*)^p,$$

where $C_0$ depends only on $V$. 7
Our assumption that $X$ is uniformly smooth implies that $X^*$ is uniformly convex (see [13], p.61). We will apply Theorem 2.3 with $V = X^*$ and $W = W_{n,U}^*$. We now define the operator $J$. Let $Id_n$ be the identity operator from $W_{n,A}$ to $X$. The dual operator $Id_n^*$ will map $X^*$ to $W_{n,U}^*$. We set $J = Id_n^*$. Then $J^* = Id_n$ and

$$
\varepsilon_k(J^*) = \varepsilon_k(Id_n, W_{n,A} \rightarrow X) = \varepsilon_k(A_1(D_n), X).
$$

(2.8)

It is sufficient to prove Theorem 1.2 in the case when $k$ is an even number.

Take $m \leq n$ to be an even number and set $p = q'/2$, $q' := \frac{q}{q-1}$, where $q$ is from Theorem 1.2. By Theorem 2.3 we obtain

$$
(m/2)\varepsilon_m(J)^p \leq \sum_{k=m/2}^m \varepsilon_k(J)^p \leq \sum_{k=0}^m \varepsilon_k(J)^p \leq C_0^p \sum_{k=0}^m \varepsilon_k(J^*)^p.
$$

(2.9)

Using Theorem 2.2 and (2.8), we continue

$$
\leq C_0^p \left(1 + \sum_{k=1}^m C(q, \gamma)^p \left(\frac{\log(2n/k)}{k}\right)^{1/2}\right) \leq C(X)^p m^{1/2}(\log(2n/m))^{1/2}.
$$

(2.10)

Thus, we obtain from (2.9) and (2.10)

$$
\varepsilon_m(J) \leq C(X) \left(\frac{\log(2n/m)}{m}\right)^{1/q'}.
$$

(2.11)

From the definition of the dual operator we have for any $f \in W_n$ and any $v \in X^*$

$$
\langle f, v \rangle = \langle J^* f, v \rangle = \langle f, Jv \rangle
$$

and, therefore,

$$
\forall v \in X^* \quad \text{we have} \quad \|v\|_U = \|Jv\|_U.
$$

(2.12)

We now derive from (2.12) that

$$
\varepsilon_m(B(X^*), \|\cdot\|_U) \leq \varepsilon_m(J(B(X^*), W_{n,U}^*).
$$

(2.13)

Indeed, suppose that $v \in X^*$ and $w \in W_{n,U}^*$ is such that $\|Jv - w\|_U \leq \varepsilon$. Define $u \in X^*$ as follows: for $f \in W_n$ set $\langle f, u \rangle = \langle f, w \rangle$ and by the Hanh-Banach theorem extend it to the whole $X$. Then, for any $f \in W_n$ we have

$$
\langle f, u \rangle = \langle J^* f, u \rangle = \langle f, Jv \rangle
$$
and, therefore, \( J u = w \). By (2.12) we obtain
\[
\|v - u\|_U = \|Jv - Ju\|_U = \|Jv - w\|_U \leq \varepsilon.
\]
This, in turn, implies (2.13). Finally
\[
\varepsilon_m(J(B_{X^*}), W_{n,U}) = \varepsilon_m(J).
\] (2.14)
A combination of (2.11), (2.13), and (2.14) implies (1.5), which completes the proof of Theorem 1.2.

Remark 2.1. By Remark (1) from [2] and by the duality property between the uniform convexity of \( X \) and the uniform smoothness of \( X^* \) (see [13], p.61) we obtain the following property of the constant \( C_0 \) in Theorem 2.3. If both \( V \) and \( V^* \) satisfy \( \rho(V, u) \leq \gamma u^q \) and \( \rho(V^*, u) \leq \gamma u^q \) with some \( \gamma > 0 \) and \( q \in (1, 2] \), then the constant \( C_0 \) in Theorem 2.3 depends only on \( \gamma \) and \( q \). This and the proof of Theorem 1.2 imply that in the case both spaces \( X \) and its dual \( X^* \) satisfy the conditions \( \rho(X, u) \leq \gamma u^q \), \( \rho(X^*, u) \leq \gamma u^q \) with some \( \gamma > 0 \) and \( q \in (1, 2] \) we can replace in Theorem 1.2 the constant \( C(X) \) by \( C(\gamma, q) \).

3 Proof of Theorem 1.1

We prove here Theorem 1.1. Let \( X_N \subset L_\infty(\Omega) \) be an \( N \)-dimensional subspace and let a set \( \Omega_n = \{x^j\}_{j=1}^n \) be a set of points from \( \Omega \).

Let \( \{u_i\}_{i=1}^N \) be an orthonormal basis of \( X_N \). Denote the corresponding Dirichlet kernel
\[
D_N(x, y) := \sum_{i=1}^N u_i(x)u_i(y), \quad x, y \in \Omega.
\]
We need a known technical lemma (see, for instance, [23], p.91, Lemma 3.3.4). We use the notation
\( v \perp X_N \) to mean that \( \langle v, f \rangle = 0 \quad \forall f \in X_N \).

Lemma 3.1. Let \( p' := p/(p - 1) \) be a dual exponent to \( p \in [1, \infty) \). Then
\[
M_p(X_N) = \sup_{x \in \Omega} \inf_{v \in L_{p'}; v \perp X_N} \|D_N(x, \cdot) - v(\cdot)\|_{p'}.
\]
Proof. For each \( x \in \Omega \) by the Nikol’skii duality theorem (see, for instance, [23], p.509) we obtain

\[
\sup_{f \in X_N^p} |f(x)| = \sup_{f \in X_N^p} \left| \int \Omega D_N(x, y)f(y)d\mu \right| = \inf_{v \in L_{p'}: v \perp X_N} \|D_N(x, \cdot) - v(\cdot)\|_{p'}.
\]

It remains to observe that

\[ M_p(X_N) = \sup_{x \in \Omega} \sup_{f \in X_N^p} |f(x)|, \]

which completes the proof of Lemma 3.1.

We continue the proof of Theorem 1.1. For each \( j \in [1, n] \), using Lemma 3.1 we find a \( v_j \) such that \( v_j \perp X_N \) and

\[ \|D_N(x^j, \cdot) - v_j(\cdot)\|_{p'} \leq 2M_p(X_N). \] (3.1)

Denote

\[ w_j(y) := D_N(x^j, y) - v_j(y), \quad g_j(y) := w_j(y)/\|w_j\|_{p'}. \]

We now apply results of Section 2. We set \( X = L_{p'} \). Then \( X^* = L_p \). Set

\[ D_n = \{g_j\}_{j=1}^n, \quad W_n = [D_n]. \]

It is well known (see, for instance, [8]) that for \( q \in [1, 2] \) we have

\[ \rho(L_q, u) \leq u^q/q. \]

Applying Theorem 1.2 and Remark 1.1 we obtain

\[ \varepsilon_k(X_N^p, \| \cdot \|_U) \leq C(p) \left( \frac{\log(2n/k)}{k} \right)^{1/p}, \quad k = 1, \ldots, n. \] (3.2)

Next, for \( f \in X_N \) we have

\[ \langle f, g_j \|w_j\|_{p'} \rangle = \langle f, w_j \rangle = \langle f(y), D_N(x^j, y) \rangle = f(x^j). \]

Therefore, taking into account (3.1) we obtain for \( f \in X_n \)

\[ \|f\|_{L_\infty(\Omega_n)} \leq 2M_p(X_N)\|f\|_U. \] (3.3)

Combining (3.2) and (3.3) we complete the proof of Theorem 1.1.
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