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Abstract: In this article, we present empirical models for estimating daily mean air temperature ($T_a$) in the Hurd Peninsula of Livingston Island (Antarctica) using Moderate Resolution Imaging Spectroradiometer (MODIS) Land Surface Temperature (LST) data and spatiotemporal variables. The models were obtained and validated using the daily mean $T_a$ from three Spanish in situ meteorological stations (AEMET stations), Juan Carlos I (JCI), Johnsons Glacier (JG), and Hurd Glacier (HG), and three stations in our team’s monitoring sites, Incinerador (INC), Reina Sofía (SOF), and Collado Ramos (CR), as well as daytime and nighttime Terra-MODIS LST and Aqua-MODIS LST data between 2000 and 2016. Two types of multiple linear regression (MLR) models were obtained: models for each individual station (for JCI, INC, SOF, and CR—not for JG and HG due to a lack of data) and global models using all stations. In the study period, the JCI and INC stations were relocated, so we analyzed the data from both locations separately (JCI1 and JCI2, INC1 and INC2). In general, the best individual $T_a$ models were obtained using daytime Terra LST data, the best results for CR being followed by JCI2, SOF, and INC2 ($R^2 = 0.5–0.7$ and $RSE = 2 \, ^\circ C$). Model cross validation (CV) yielded results similar to those of the models (for the daytime Terra LST data: $R^2_{CV} = 0.4–0.6$, $RMSE_{CV} = 2.5–2.7 \, ^\circ C$, and $bias = -0.1$ to $0.1 \, ^\circ C$). The best global $T_a$ model was also obtained using daytime Terra LST data ($R^2 = 0.6$ and $RSE = 2 \, ^\circ C$; in its validation: $R^2_{CV} = 0.5$, $RMSE_{CV} = 3$, and $bias = -0.03$), along with the significant ($p < 0.05$) variables: linear time ($t$) and two time harmonics ($sine-cosine$), distance to the coast ($d$), slope ($s$), curvature ($c$), and hour of LST observation ($H$). $T_a$ and LST data were carefully corrected and filtered, respectively, prior to its analysis and comparison. The analysis of the $T_a$ time series revealed different cooling/warming trends in the locations, indicating a complex climatic variability at a spatial scale in the Hurd Peninsula. The variation of $T_a$ in each station was obtained by the Locally Weighted Regression (LOWESS) method. LST data that was not “good quality” usually underestimated $T_a$ and were filtered, which drastically reduced the LST data (<5% of the studied days). Despite the shortage of “good” MODIS LST data in these cold environments, all
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months were represented in the final dataset, demonstrating that the MODIS LST data, through the models obtained in this article, are useful for estimating long-term trends in $T_a$ and generating mean $T_a$ maps at a global level (1 km² spatial resolution) in the Hurd Peninsula of Livingston Island.
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1. Introduction

Antarctica is undergoing climatic variations that are challenging to comprehend. This climatic variability is extremely complex both at a spatial and temporal scale. Consequently, the strong warming of the Antarctic Peninsula (AP) between 1950 and 2000, quantified by the first systematic study of the monthly mean air temperature ($T_a$) in Antarctica by Turner et al. [1] under the Reference Antarctic Data for Environmental Research (READER) project, is well-known. They found that the maximum $T_a$ at the Faraday/Vernadsky station increased at a rate of 0.56 °C decade$^{-1}$. The marked warming extended in this period from the southern part of the western AP to the South Shetland Islands (SSI), but the warming rate decreased away from Faraday, toward the SSI (Bellingshausen station, at the King George Island, with 0.35 °C decade$^{-1}$ between 1969 and 2000) and the South Orkney Islands (SOI; Orcadas station, with 0.20 °C decade$^{-1}$ between 1904 and 2000). In contrast to the AP (and the SSI and SOI), the rest of the Antarctic showed an annual temperature trend between 1950 and 2000 with rates much lower and variable, with some stations showing warming trends and others showing cooling trends [1]. The warming on and around the AP since the 1950s had been already noted or summarized in other previous studies [2–4] and was confirmed to extend to the first years of the 2000s by later studies [5–7]. Stastra [5] found warming rates of 0.56 °C decade$^{-1}$ at Faraday and 0.25 °C decade$^{-1}$ at Bellingshausen between 1950 and 2003 as well as 0.34 and 0.36 °C decade$^{-1}$ at the Presidente Eduardo Frei and Capitán Arturo Prat stations, respectively (both in the SSI), between 1971 and 2000. The warming rates were higher on the eastern coast than on the western coast (SSI) of the AP, with 0.55 and 0.68 °C decade$^{-1}$ at the Esperanza and Marambio stations, respectively, between 1971 and 2000. Kejna et al. [6] found a warming rate of 0.19 °C decade$^{-1}$ at the Bellingshausen station between 1948 and 2011. In summary, Turner et al. [7] concluded in their review that the AP had undergone one of the strongest warming rates on Earth since the early 1950s, with the Faraday station, at 65.4 °S on the western coast of the peninsula, having experienced the largest statistically significant (<5% level) trend of +0.54 °C decade$^{-1}$ for the period 1951–2011. The effect of this warming on the cryosphere (comprising snow, river and lake ice, sea ice, glaciers, ice shelves and ice sheets, and frozen ground (permafrost)) until 2012 was studied in detail by Vaughan et al. [8]. Moreover, the studies based on satellite observations in this period were also essential for confirming the warming on the West Antarctic ice shelf, where there are no staffed stations with long and continuous meteorological records. Consequently, Steig et al. [9] used thermal data (Land Surface Temperature, LST) of the US National Oceanic and Atmospheric Administration (NOAA) satellites and $T_a$ measurements from automatic weather stations (AWSs) to estimate that the West Antarctic’s warming exceeded 0.1 °C decade$^{-1}$ between 1957 and 2006. They also concluded that both types of data (LST and in situ $T_a$) showed similar results. O’Donnell et al. [10] found warming over the period of 1957–2006 to be concentrated in the AP (≈0.35 °C decade$^{-1}$) more in the West Antarctic, where they found slightly less warming than that did Steig et al. [9]. However, recent studies have shown that the Faraday station is an exception and that most of the stations have suffered a cooling during the first part of the 21st century. Turner et al. [11] used a stacked $T_a$ record from six coastal stations located in the northern AP (Rothera, Faraday/Vernadsky, O’Higgins, Bellingshausen, Esperanza and Marambio) to show an absence of regional warming since the late 1990s. They identified the middle of 1998 to
early 1999 as the most likely turning point between the warming and cooling periods. Oliva et al. [12] focused on the spatially distributed $T_a$ trends and on the inter-decadal variability from 1950 to 2015, using data from 10 stations distributed across the AP region. They obtained that the cooling initiated in 1998/1999 was more significant in the N and NE of the AP and the SSI (>0.5 °C between the two last decades), modest in the Orkney Islands, and absent in the SW of the AP.

Given the extremely complex climatic variability, both at a spatial and temporal scale, observed in the AP and summarized in the cited studies, it is essential to continue monitoring it with both in situ and satellite data. While the in situ $T_a$ and/or surface temperature ($T_s$) data are invaluable, continuous, and precise, they are spatially sparse, so the LST derived from satellite thermal data (hereinafter LST) could help, after comparing with the in situ temperatures ($T$), to extend the spatial coverage of these data, in spite of the known drastic reduction of LST data due to the frequent cloudiness in the regions of the Antarctic. In this work, we are interested in the comparison between $T_a$ and LST data in the Hurd Peninsula of Livingston Island, in the SSI, since the year 2000, when were obtained the first data of the Moderate Resolution Imaging Spectroradiometer (MODIS) sensor, on board the Terra and Aqua satellites [13]. Part of our research team (the members of the University of Alcalá) has been studying the thermal behavior of permafrost and the active layer on the SSI since 1991 [14–16], especially after 2006, when they found different active layer thicknesses and established the ground thermal monitoring sites of the Circumpolar Active Layer Monitoring (CALM) and Ground Terrestrial Network-Permafrost (GTN-P) international networks of the International Permafrost Association (IPA) at Livingston Island and Deception Island (e.g., [17–22]). During 2006–2014, they found that $T_a$ did not show remarkable changes on both islands, whereas the active layer thickness reduced, and the snow cover was thicker at some sites, but with a longer duration each year at all of the monitoring stations [22,23]. The most recent (2015–2019) research project of the team, PERMASNOW [24,25], used in situ data together with satellite data (thermal, optical, and radar) to continue studying the permafrost, the snow cover, and the climate conditions at the monitoring sites at Livingston Island (Hurd and Byers Peninsulas) and Deception Island, both in the SSI. The Remote Sensing Applications research group (RSApps; http://rsapps.grupos.uniovi.es/) of the University of Oviedo has contributed to the project by comparing MODIS thermal data and MODIS albedo data with data obtained in situ under the project PERMASNOW and other previous projects of the team, including the data obtained by the Spanish meteorological stations of Agencia Estatal de Meteorología (AEMET, meaning State Meteorological Agency in English) on and around the Spanish Antarctic Stations (SASs). The albedo analysis showed a slight increase in this variable in the period 2006–2015 of 2% and 6% in the in situ and MODIS data, respectively, which was explained by an increase of snowfall along with a decrease in snowmelt in the study area and the temporal period [26]. Several MODIS daily albedo products were evaluated, and it was concluded that the best correlation between the in situ and MODIS data was obtained with the MOD10A1 product [27]. The temperature analysis in the Hurd Peninsula of Livingston Island is presented in this article and will also contribute to the study of the permafrost, because its thermal behavior and evolution are directly related to the weather and climate conditions, especially when there is no vegetation on the soil surface, which is the case in most of the permafrost areas in Antarctica [24].

Although $T_a$ is a different measurement than LST, because the former is acquired at a height above the surface (1–5 m), many studies around the world have explored the possibility of estimating $T_a$ from LST, mostly using linear regressions between both variables (and usually also adding other spatiotemporal variables to the $T_a$ estimating model, such as the point location, topography, type of cover, temporal trend, and seasonality—see [28] and references therein). In fact, there are more studies of comparison between $T_a$ and LST than there are between $T_a$ and LST, because $T_a$ is a more common measurement in meteorological stations. On the other hand, although LST represents the thermal conditions of the land surface at the exact time of the satellite overpass, consistent positive correlations between
LST and daily, monthly, and annual $T_a$ (and maximum, minimum, and mean $T_a$) have also been reported in many studies ([28] and references therein). Studies of comparison between $T_a$ and LST are scarce in polar areas, especially in the Antarctic, in spite of the impact of the first studies made using NOAA data [9,10]. There are also more studies of comparison between $T_a$ and MODIS LST data on or around the Arctic [29–33] than in the Antarctic [34–36], with different results depending on the study areas.

Many studies have reported strong correlations between MODIS LSTs and $T_a$, over soil/vegetation surfaces ([28,37] and references therein), snow/ice surfaces [29,30,33,34], and permafrost regions [38]. Hall et al. [29] reported a bias of $-0.3 \, ^\circC$, a RMSE of $2.1 \, ^\circC$, and an $R^2$ of 0.97 (a temperature range from $-40$ to $0 \, ^\circC$) in their comparison between V4 Terra-MODIS 1 km LSTs with in situ $T_a$ (at simultaneous times) from 10 Greenland Climate Network (GC-Net) AWSs over snow/ice targets between 2000–2005, although some points with strong thermal gradients were rejected. Koenig and Hall [30] found that V5 Terra-MODIS LSTs (1 km) were lower than $T_a$ values at $-2 \, m$ by an average of $5.5 \, ^\circC$, over a $T_a$ range from $-60$ to $-15 \, ^\circC$, in Summit, Greenland, during the winter of 2008/09 (mean bias = $-5.5 \, ^\circC$; RMSE = $4.1 \, ^\circC$; $R^2$ = 0.73). They also found an average difference of $-1.5 \, ^\circC$ between the coincident hourly $T_a$ and the $T_a$ (where $T_a > T_b$). Hachem et al. [38] compared V5 MODIS-LSTs (1 km) with $T_a$ values (1–3 m) and ground $T_a$ values (GST, 3–5 cm below the ground surface) in continuous permafrost terrains in Canada and the USA (15 stations) from 2000 to 2008, finding that LSTs were better correlated with $T_a$ than with GST and that the correlation between LST and $T_a$ was stronger during the snow cover season than in the snow free season. They combined Aqua and Terra LST-Day and LST-Night acquisitions into a mean daily value, obtaining an $R^2$ of 0.94, a mean difference (MD) of 1.8 $^\circC$, and an MD standard deviation (SD) of 4 $^\circC$, which could be explained by the influence of surface heterogeneity within the MODIS 1 km grid cells, the presence of undetected clouds, and the inherent difference between LST and $T_a$. A study of higher spatial amplitude was conducted by Urban et al. [33], who compared daily mean V5 MODIS LSTs (0.05$^\circ$) ($\approx$5.6 km spatial resolution, MOD11C1/MYD11C1 products, daytime data) with the corresponding in situ $T_a$ from the database provided by the NOAA National Climate Data Center (NCDC) on the Pan-Arctic Scale (>60 $^\circ$N, over 600 stations) during 2000/2002–2012, obtaining an overall $R^2$ of 0.90 for both Terra and Aqua data (for a $T_a$ range from $-60$ to $30 \, ^\circC$) and an $R^2$ of 0.85 and 0.64 for temperatures below and above $0 \, ^\circC$, respectively. These authors also noted that the correlation of temperatures above $0 \, ^\circC$ showed a slight overestimation of the MODIS LST with respect to $T_a$, whereas, for temperatures between $-30$ and $0 \, ^\circC$, the reverse occurs. In the comparison of LST products from (A)ATSR, MODIS, and AVHRR made by Urban et al. [33] for the overlapping time period of the three products (2000–2005), MODIS LSTs were identified as having the highest agreement with $T_a$, whereas the time series of (A)ATSR were highly variable, and inconsistencies in LST data from AVHRR were found.

In Antarctica, Wang et al. [34] developed a comparison between monthly averaged V5 MODIS LSTs (using MOD11C3 products, with daytime and nighttime Terra’s pass data, with clear-sky conditions, and at a 0.05$^\circ$ = 5.6 km spatial resolution) and the corresponding $T_a$ values at the nominal heights of 1 and 2 m from 8 AWSs over the Lambert Glacier Basin, East Antarctica, in the period 2000–2009. They found a statistically significant correlation between LST and $T_a$ (a temperature range from $-70$ to $-15 \, ^\circC$), being stronger in the East AWSs than in the three West AWSs. They also found that the time difference between the satellite overpass and the $T_a$ observation was not critical for the $R^2$ values. They also indicated that the found MD (with LST lower than $T_a$) was probably due to the temperature inversion effect, heterogeneity in the surface emissivity ($\epsilon$), the representativeness of AWS measurements, and the satellite self-limitation. Meyer et al. [36] estimated $T_a$ (at the hour of satellite overpass) from V5 MODIS LSTs (1 km) during 2013 by using 32 weather stations distributed throughout the Antarctic continent. They compared the performance of a simple linear regression model to predict $T_a$ from LST with that of three machine learning algorithms: random forest (RF), a generalized boosted regression model (GBM), and Cubist.
In addition to LST, auxiliary predictor variables were tested in these models. For the comparison, they used a leave-one-station-out cross validation (CV). They found that GMB was the best model to predict $T_a$ using LST and the month of the year as predictor variables. However, the machine learning approaches only slightly outperformed the simple linear estimation of $T_a$ from LST.

The main aim of this article is to compare the daily mean $T_a$ obtained in the AEMET and our team’s stations with the daily MODIS LST data in the Hurd Peninsula of Livingston Island between 2000 and 2016 and to devise algorithms to estimate $T_a$ from LST, since, to the best of our knowledge, no comparison work between $T_a$ and MODIS LST data has been done in the SSI. In summary, the main interest of this work is the use of remote sensing data to estimate temperature in areas where the network of meteorological stations is scarce.

This article is organized as follows. Section 2 describes the study area. Section 3 contains the data and the methods used in this study. Section 4 contains the data analysis and the results obtained for the trends of $T_a$, as well as the results of the different models proposed to estimate $T_a$ from MODIS LST. Section 5 presents a validation of these models. Section 6 contains a brief discussion of the results obtained in comparison with those obtained in previous studies in other areas in Antarctica, and Section 7 contains the conclusions. Appendix A, Appendix B, and Appendix C contain more details about the analysis carried out.

2. Study Area

Our study area is the Hurd Peninsula of Livingston Island, in the SSI, in the Maritime Antarctica (Figure 1). The SSI Archipelago is located immediately below the Southern Polar Circle ($61^\circ55'\text{S}–63^\circ30'\text{S}$; $57^\circ45'\text{W}–61^\circ30'\text{W}$), at about 1000 km from Tierra del Fuego in South America and about 100 km from the Antarctic Peninsula. The archipelago covers a surface of about 3300 km$^2$ and includes (from E-NE to the W-SW direction) the King George, Nelson, Robert, Greenwich, Livingston, Deception, Snow, Low, and Smith islands, as well as numerous small islets and rocks. It is a rosary of islands more than 500 km long and is separated from the nearby AP by the Bransfield Strait, and from South America by the Sea of Hoces or Drake Passage [39]. The largest islands are King George and Livingston (Figure 1). This archipelago is one of the Antarctic regions located at a lower latitude, where the mean annual $T_a$ is about $-2^\circ\text{C}$ [19]. In summer, the mean seasonal $T_a$ can rise up to $2^\circ\text{C}$ [39]. The annual precipitation in the SSI is about 500–800 mm [39].

Livingston Island has a surface area of 974 km$^2$ and is the second island in the extension of the SSI. It has a length of 73 km and a variable width between 5 and 34 km [39]. It is permanently covered by ice in 90% of its surface, and only its west side and some coastal areas are snow-free in the summer. Between these snow-free areas in the summer are the extensive Byers Peninsula (67.5 km$^2$) on the west side and the Hurd and Rozhen Peninsulas in the south. In the Hurd Peninsula, between South Bay and False Bay (Figure 1), the SAS Juan Carlos I has been located since January 1988, at a distance of about 50 m of the western coast of the peninsula and at an elevation of 12 m a.s.l. (above sea level). Behind the observatory, there is a mountainous barrier that almost reaches 300 m next to the SAS and increases its elevation until it reaches the Friesland mountains about 10 km away [39]. Livingston Island in general, and the Hurd Peninsula in particular, is formed by Mesozoic and Cenozoic sedimentary (both detritical and carbonatic), metamorphic, plutonic, and volcanic materials (e.g., [40,41]) affected by tectonic and neotectonics events (e.g., [42–45]) and modelled by intensive glacial and periglacial processes (e.g., [46–50]), with discontinuous permafrost (e.g., [51]). In the Hurd Peninsula, the AEMET stations Juan Carlos I (JCI), Johnsons Glacier (JG), and Hurd Glacier (HG), and some our team’s stations, are also located (Figure 1).
The daily mean $T_a$ over the year in JCI was $-1.2$ °C between 1988 and 2014, with a daily mean thermal amplitude of 4.3 °C. This daily mean $T_a$ was 1.9, $-0.4$, $-4.7$, and $-1.6$ °C in summer (December–February; 1987/88–2013/14), autumn (March–May; 1994–2014), win-
The daily mean thermal amplitude was under 4 °C in the summer and autumn and near 5 °C over the rest of the year. The extreme values were between 15.5 °C in the summer and −22.6 °C in the winter. Due to the location of JCI near the sea, the relative humidity is always high, with a mean value of 83% and many times near saturation. The mean pressure is 988.7 hPa, with a maximum of 1032 hPa and a minimum of 942 hPa, both in the winter. The wind is low compared to other stations, with a mean value of 14 km/h, with some lower in summer and higher in winter at 15 km/h. However, the maximum wind velocities range between 50 and 150 km/h over the year, with some extreme cases of 180 km/h [39].

The JG station was designed to study the glacier, so the main data are those of summer and autumn. During the winter, it is buried completely in ice, and the data are no longer representative. The daily mean T_a was 0.2 °C in the summer between 2006/07 and 2014/15 and −2.4 °C in the autumn (2007–2014). The extreme values were between 11.0 °C in the summer and −25.3 °C in the winter. The height of the accumulated snow was close to 2.5 m in these years [39]. The JG station was moved from the Johnsons Glacier to the Hurd Glacier in January 2015, where it is currently, and it has been called the HG station since then.

Our team’s stations, whose T_a values are studied in this article, are Incinerador (INC), Collado Ramos (CR), and Reina Sofía (SOF), around the JCI SAS and near the AEMET stations (Figure 1).

3. Data and Methods
3.1. In Situ Meteorological Stations T_a Data

The in situ T_a data used in this study are the T_a values obtained in the AEMET stations of the Hurd Peninsula (JCI, JG, and HG) and those obtained in three of our monitoring sites in the same peninsula (INC, CR, and RS) (Figure 1). Details of each station (location, height, etc.) as well as the instruments used and the frequency of the data of each station are given in the following subsections. We calculated the daily mean T_a of each station to perform different comparisons.

3.1.1. AEMET T_a Data

The AEMET stations measure the T_a at two different heights over the ground: at 1.80 m and at 20 cm. The T_a at ~2 m is the usual T_a measured at the stations, so it is denoted simply as T_a in most articles, including this one. The T_a at ~20 cm will be denoted as T_a-20 cm. T_a is more reliable than T_a-20 cm in our study’s stations, especially in the JG and HG stations, where the sensor at 20 cm is covered with snow most of the year, measuring in these cases the ice temperature or snow temperature near the ground, but not the T_a near the ground (T_a-20 cm). In this regard, in such cold environments, the T_a-20 cm data are not representative when the soil is covered with snow, because they become stable and higher than T_a [52]. T_a will then be used in this article. In Appendix A, we show the comparison between both temperatures when both are reliable (i.e., without snow above 20 cm over the ground, by using the snow cover proxy developed by Bañón et al. [53]), in order to demonstrate that T_a and T_a-20 cm are correlated. The JCI AEMET station started its measurements on the 16 February 1988 using conventional instruments, being open only when the JCI SAS was active, i.e., during the Antarctic summer. In the following year (1989), an automatic weather station (AWS) of the brand SEAC was installed, extending the time period of data collection. An AWS of the brand GEÓNICA was installed in February 2005, collecting data throughout the year. Besides the GEÓNICA AWS of AEMET, in the same meteorological shelter, a Campbell CR10X AWS was installed by other Spanish institution (UTM-CSIC) in January 2001 and was maintained by AEMET, and it is used when the AEMET sensors fail. The first JCI (JCI1) observatory was moved to the current JCI one (JCI2), about 100 m towards the west, on 31 December 2009 [39]. The geographical location (latitude and longitude),
height, and operation dates of both JCI observatories are shown in Table 1. In this study, we only used the JCI data collected as of 2000.

Table 1. Name, location, height above sea level ($h$), and operation dates of the AEMET stations used in this study.

| AEMET Station   | Latitude     | Longitude    | $h$ (m) | Operation Dates          |
|-----------------|--------------|--------------|---------|--------------------------|
| Juan Carlos I   | 62°39'47"S  | 60°23'16"W  | 12      | 16 February 1988, 30/December/2009 |
| (JCI1)          |              |              |         | 31/December/2009, Present |
| (JCI2)          | 62°39'48"S  | 60°23'19"W  | 13      | 13/December/2009, Present |
| Johnsons Glacier| 62°40'16"S  | 60°21'51"W  | 178     | 1/December/2006, 24 January 2015 |
| Hurd Glacier    | 62°41'48"S  | 60°24'44"W  | 93      | 25 January 2015, Present  |

The JG station is a Campbell CR3000 AWS and was installed in December 2006. As stated in Section 2, this station was moved from the Johnsons Glacier to the Hurd Glacier in January 2015 where it is currently, and it has been known as the HG station since then (Table 1).

The AEMET stations are only maintained when the JCI SAS is active, during the Antarctic summer, four months a year at maximum (from December to March). The data of the entire year are collected in this period. The raw data are usually lacking or bad due to technical problems or very adverse conditions of ice, snow, or wind, so these data are filtered by applying quality control to minimize errors. Since the 2008–2009 campaign, there has been field-calibration equipment (Testotor or Fluke calibrator) for testing the temperature and humidity sensors.

The $T_a$ sensor at JCI, since December 1998, is a Pt100. Brands have changed over the years: HMP45C between December 1998 and March 2005, SRA-5031 between March 2005 and December 2009, and HM45D since 10 December 2009. The $T_a$-20 cm sensor is also a Pt100: SEAC until February 2007 and GEÔNICA 3012.1850 since March 2007. The data were bad in January 2010, so it was changed on 31 January 2010. The $T$ sensors of the datalogger Campbell CR3000 at JG are Pt100s (HMP45C, changed on 24 December 2009 and on 6 February 2014) and a Thermistor (107 Probe).

The $T_a$ and $T_a$-20 cm JCI data are obtained every 10 min (10 min) over the entire year, whereas the JG and HG data are obtained every 10 min in the Antarctic summer (December–February) and every half hour (0.5 h) for the rest of the year. The instrumental precision in the temperature measurement is ±0.1 °C with all thermometers and in the three stations [52].

3.1.2. $T_a$ Data in PERMASNOW’s Stations

Our team’s three stations whose $T_a$ values have been analyzed in this study are INC, SOF, and CR. All of them were installed by Miguel Ramos and his group of the University of Alcalá.

The INC station was installed on 25 February 2000 in the same meteorological shelter as that of the JCI AEMET station and remained there until 2005 (INC1). The instrumentation changed over time to improve its capacity and resolution. The first sensors (in 2000 and 2001) were tiny with an internal probe inside the box of the data acquisition systems (DASs), collecting data every 4 h (with an error of ±0.5 °C) and without radiation protection. Tiny DASs collecting data each hour (with errors between ±0.3 °C and ±0.4 °C) with external probes, which are more suitable for $T_a$ measurements, have been used since 2002, and the radiation protector was installed in 2003. In January 2006, the station was moved 300 m from its original location (INC2, Table 2), changing also the $T_a$ sensor height from the ground from 3.0 m to 1.60 m.
Table 2. Name, location, height above sea level ($h$), and operation dates of our team’s stations used in this study.

| Our Team’s Station | Latitude        | Longitude        | $h$ (m) | Operation Dates            |
|--------------------|-----------------|------------------|---------|---------------------------|
| Incinerador (INC1) | 62°39′47″S      | 60°23′16″W       | 12      | 25 February 2000          |
|                    |                 |                  |         | 20 January 2006           |
| (INC2)             | 62°39′53″S      | 60°23′08″W       | 34      | 23 January 2006           |
| Reina Sofia (SOF)  | 62°40′16″S      | 60°22′46″W       | 271     | 25 February 2000          |
|                    |                 |                  |         | Present                   |
| Collado Ramos (CR) | 62°40′03″S      | 60°23′32″W       | 117     | 2 February 2006           |

Problems with the instrumentation produced a lack of $T_a$ data at INC between August and November 2001 and in January 2002. On the other hand, a first comparison between the $T_a$ data at INC and JCI during 2000–2005 (when both stations were in the same location) shows that the $T_a$ data at INC in 2000–2001 were highly variable and not reliable, possibly due to the old tiny sensors. Therefore, the $T_a$ data of these two years at INC have been eliminated in this study.

The SOF station was installed on 25 February 2000 on the top of Mount Reina Sofia (Table 2). The instrumentation used in 2000–2004 was the same as that used at INC in those years and similar to that used since 2005 (in both cases, Thermistor or Pt100 sensors). Consequently, the errors in the $T_a$ measurement are $\pm 0.5 ^\circ C$ in 2000–2001 and $\pm 0.3$–$0.4 ^\circ C$ as of 2002. Several problems with the instrumentation caused a lack of data on most of the days of December 2000 and in other longer periods, such as between 21 March 2001 and 22 February 2002, between 20 September 2004 and 12 January 2005, between 13 January 2010 and 9 January 2011, and between 27 January 2015 and the end of 2015, when the data series of this station used in this study ends. The $T_a$ sensor height above ground is 1.05 m. As at INC, the $T_a$ data from the old tiny sensors do not seem adequate, so we eliminated the data of these two years also at Reina Sofia.

The CR station was installed on the top of an unnamed hill on the 2 February 2006. The $T_a$ sensors are Thermistor or Pt100 sensors, with errors between $\pm 0.3$ and $0.4 ^\circ C$. There were also problems with the instrumentation from 11 January 2010 to 5 January 2011. The $T_a$ sensor height above ground is 1.60 m.

3.2. MODIS Land Surface Temperature Data

We used the MODIS Version 5 (V5) Land Surface Temperature and Emissivity (LST/E) Daily L3 Global 1 km Grid Sinusoidal (SIN) products (MOD11A1.005/MYD11A1.005; MOD refers to a MODIS/Terra product, MYD refers to a MODIS/Aqua product, and 005 refers to the V5) and the MODIS V5 Snow Cover Daily L3 Global 500m Grid (SIN) products (MOD10A1.005/MYD10A1.005). The MOD11A1/MY11A1 products are provided by the NASA Land Processes Distributed Active Archive Center (LP DAAC) [54]. The MOD10A1/MY10A1 products are provided by the NASA National Snow and Ice Data Center (NSIDC) Distributed Active Archive [55,56]. We have obtained these products’ data through the Google Earth Engine (GEE) [57] (http://earthengine.google.org) (accessed on 20 May 2022) Application Programming Interface (API) (https://code.earthengine.google.com/) (accessed on 20 May 2022). The LST/E 1-km resolution values provided by the MOD11A1/MY11A1 products are produced daily using the generalized split-window LST algorithm, based on Band 31 and 32 in the case of the MODIS sensor [58,59], and projected in a SIN grid level-2 (L2) LST/E product. The MOD11A1/MY11A1 products comprise the following Science DataSet (SDS) layers for daytime and nighttime observations: LST, quality control (QC) assessment, observation time, view zenith angle, clear sky coverage, and Band 31 and 32 emissivity values from land cover types. These products include a cloud mask (MOD35/MYD35 product) and a land/water mask (1-km resolution
mask contained in the MOD03/MYD03 geolocation product; i.e., there are only LST/E data under clear-sky conditions and in land (included snow, no ice) or inland water [60]. The MOD10A1/MYD10A1 products contain snow cover, snow albedo, fractional snow cover, and quality assessment (QA) data. Snow cover data are based on a snow mapping algorithm that employs a Normalized Difference Snow Index (NDSI) and other criteria tests [56]. These snow cover data also include a classification of the type of cover for each pixel, allowing one to distinguish between snow, land (no snow), water (ocean or inland water (lake)), and cloud. The albedo is only provided if the pixel is classified as snow (snow albedo).

The V5 of the MODIS LST/E products was evaluated by Wan [61] with a comparison between V5 LSTs and in situ $T_s$ values in 47 clear-sky cases (over lakes, silt playa, grasslands, and agricultural fields, and in the LST range from $-10$ to 58 °C and an atmospheric column water vapor ($W$) range from 0.4 to 3.5 cm), showing that the accuracy of the V5 MODIS LSTs is apparently better than 1 °C for all but 8 cases with heavy aerosol loadings. Wan [61] also showed that the quantity and quality of MODIS LST products depend on clear-sky conditions because of the inherent limitation of thermal infrared remote sensing. Evaluations of the MODIS LSTs over snow, ice, and permafrost surfaces have been scarce, especially in the Antarctic, and Wan [62] only recently included the South Pole site in his evaluation of the MODIS LST/E products (V6), obtaining an error of $-0.5$ °C. The V5 MODIS LSTs (at different spatial resolutions) have been evaluated by several authors in the Arctic [30–32] and the Antarctic [35], obtaining different results depending on the study area’s location. However, in most cases, the V5 MODIS LSTs underestimated the $T_s$ (i.e., LST $< T_s$ or negative bias). In the Arctic, the mean biases obtained range from $-2$ to $-4$ °C during periods with frequent clear-sky conditions (and thus a high density of satellite data), but larger deviations (more than 10 °C) during prolonged cloudy periods prevent satellite measurements, due to an overrepresentation of short colder clear-sky conditions in temporal LST averages [30–32]. Regarding the MODIS cloud mask (an integral part of the LST product), the results are contradictory because, whereas Koenig and Hall [30] showed that this mask performed well in their study period and area (winter of 2008/09 at the Summit site, Greenland), Westermann et al. [31,32] (summer and winter time, respectively, at Svalbard, Norway) noted that, in some cases, this mask fails, which leads to strongly erroneous measurements and a systematic negative bias of many more data points, which must be detected and excluded to prevent a considerable bias in the calculated time averages. In Antarctica, Fréville et al. [35] evaluated the V5 MODIS LSTs in 7 stations, 5 of which are located over the Antarctic Plateau and 2 of which are in the northeast coast near the plateau. To minimize cloud detection errors, they selected only the “good quality” or “fairly calibrated” LSTs in their study. They found biases ranging from $-2.7$ to 0.1 °C, errors (root mean square error, RMSE) ranging from 2.2 to 7.5 °C, and R² values between 0.69 and 0.97, for a $T_s$ range from $-80$ to 0 °C. The larger errors were found at coastal stations, whereas in all stations, the regression slope was very close to 1, showing almost no seasonal variability in the LST bias. Fréville et al. [35] also indicated that the coldest biases and the largest RMSEs mainly stem from underestimated LSTs due to the erroneous detection of clear-sky conditions by MODIS.

The MODIS data used in this study range between 5 March 2000/8 July 2002 (Terra/Aqua) and 21 February 2016 (16/14 years). The initial date is determined by the availability of the MODIS LST/E data, whereas the final date is the date of the last AEMET ground meteorological data available for this work, collected in the 2015/2016 Antarctic summer campaign.

LST Filtering

The availability of MODIS LST data in the study area is limited, due to the frequent cloud coverage. Because of this, there are only LST data for as much as 36% of the days in the studied period (27% for the nighttime data), while for the daily mean $T_a$ data, this percentage is 100% (data for SOF, with the longest time period; Table 3). Moreover, the quality of the LST data is variable, and those of the worst quality according to Wan [60]
show extremely low temperatures in comparison with $T_a$ (see Appendix C for more details about the quality of the MODIS LST data and the filters applied to these data). In this regard, only the LST data with “good quality” (Appendix C) have been selected, although it reduces significantly the number of points (Table 3). Two filters were applied to these selected LST data using the quality data of the MOD10A1/MYD10A1 products, with a better spatial resolution (500 m) that those of the LST products.

Table 3. Percentage of days with MODIS LST and $T_a$ data in the time period used in their comparison, and percentage of days with “good” MODIS LST data.

| Station | Time Period | % Days-LST Data | % Days-$T_a$ Data | % Days-“Good” LST Data |
|---------|-------------|-----------------|-------------------|------------------------|
| JCI1    | Terra: 3-May.-2000/30-Dec.-2009 3529 days | 35 (Terra-Day) 26 (Terra-Night) | 73 | 4 (Terra-Day) 1 (Terra-Night) |
|         | Aqua: 8-Jul.-2002/30-Dec.-2009 2716 days | 36 (Aqua-Day) 25 (Aqua-Night) | 80 | 5 (Aqua-Day) 2 (Aqua-Night) |
| JCI2    | Terra: 31-Dec.-2009/17-Feb.-2016 2197 days | 35 (Terra-Day) 26 (Terra-Night) | 96 | 5 (Terra-Day) 2 (Terra-Night) |
|         | Aqua: 32-Dec.-2009/21-Feb.-2016 2207 days | 33 (Aqua-Day) 23 (Aqua-Night) | 96 | 4 (Aqua-Day) 3 (Aqua-Night) |
| JG      | Terra: 2-Dec.-2006/24-Jan.-2015 1451 days | 28 (Terra-Day) 21 (Terra-Night) | 98 | 4 (Terra-Day) 1 (Terra-Night) |
|         | Aqua: 2-Dec.-2006/24-Jan.-2015 1455 days | 25 (Aqua-Day) 18 (Aqua-Night) | 98 | 4 (Aqua-Day) 0.4 (Aqua-Night) |
| HG      | Terra: 25-Jan.-2015/14-Feb.-2016 115 days | 13 (Terra-Day) 5 (Terra-Night) | 100 | 0 (Terra-Day) 0 (Terra-Night) |
|         | Aqua: 25-Jan.-2015/14-Feb.-2016 115 days | 11 (Aqua-Day) 3 (Aqua-Night) | 100 | 0 (Aqua-Day) 0 (Aqua-Night) |
| INC2    | Terra: 23-Jan.-2006/9-Feb.-2016 3655 days | 36 (Terra-Day) 27 (Terra-Night) | 99 | 5 (Terra-Day) 2 (Terra-Night) |
|         | Aqua: 23-Jan.-2006/9-Feb.-2016 3663 days | 34 (Aqua-Day) 24 (Aqua-Night) | 99 | 5 (Aqua-Day) 3 (Aqua-Night) |
Table 3. Cont.

| Station | Time Period             | % Days- LST Data | % Days- $T_a$ Data | % Days-“Good” LST Data |
|---------|-------------------------|------------------|-------------------|------------------------|
| SOF     | Terra: 23-Feb.-2002/20-Jan.-2015 4165 days Aqua: 8-Jul.-2002/20-Jan.-2015 4040 days | 33 (Terra-Day) 26 (Terra-Night) | 100 3 (Terra-Day) 1 (Terra-Night) | 100 2 (Aqua-Day) 1 (Aqua-Night) |
| CR      | Terra: 2-Feb.-2006/9-Feb.-2016 3276 days Aqua: 2-Feb.-2006/9-Feb.-2016 3279 days | 27 (Terra-Day) 19 (Terra-Night) | 100 2 (Terra-Day) 1 (Terra-Night) | 100 1 (Aqua-Day) 1 (Aqua-Night) |

3.3. Methodology

The daily mean $T_a$ was obtained in each meteorological station only in the case that the daily data were complete ($n = 144$ for the 10 min data, and $n = 48$ for the 0.5 h data). The first and second locations of the JCI station correspond to the same MODIS pixels. We have analyzed the daily mean $T_a$ values from 1 January 2000 to 21 February 2016. The comparison between the daily mean $T_a$ and the MODIS-LST data (separately for Terra-day, Terra-night, Aqua-day, and Aqua-night) was performed between 5 March 2000/8 July 2002 (Terra/Aqua) and 21 February 2016.

Most analyses performed are based on simple or multiple linear regressions. The statistical computing and graphics were constructed with the free software R (http://www.r-project.org/) (accessed on 29 May 2022) [63]. In all cases, we used robust regressions, models that are less sensitive to outliers, with the MASS library in R [64]. For these models, the statistic parameters used for quantifying the goodness of fit are the square of the correlation coefficient or the coefficient of determination ($R^2$) and the residual standard error (RSE): $RSE = \sqrt{\frac{\sum(y-\hat{y})^2}{n-k}}$, where $\hat{y}$ is the value of $y$ predicted by the model, and $v$ refers to the degrees of freedom, calculated as the total number of observations, $n$, minus the number of parameters, $k$ ($v = n - 2$ in a simple linear regression). As the number of data is low, we have used all of them for constructing the models.

Homogenization of a climatic series is a difficult task that must be performed carefully, especially when metadata are not available [65] and there is a lack of homogeneous stations with raw (not processed) data that can be taken as a reference. Such a task far exceeds the objective of this work and has not been carried out. However, since we want to obtain an approximation of the warming/cooling trends in the studied stations, we have reduced the effect that the change in the locations of JCI and Incinerator (INC) may produce in the temperature time series. Thus, for JCI, we have separately studied the $T_a$ trends in its two locations, JCI1 and JCI2. Moreover, for INC, we have only taken the $T_a$ data from its second and current location (INC2) into account in the $T_a$ trend analysis. JG and HG are already treated separately by the AEMET, and the rest of the stations have not changed their location in the studied temporal period. Regarding the changes or failures in the instrumentation, it is impossible to know how they have affected the $T_a$, especially in the first decade (2000–2008) when AEMET had no field-calibration equipment for testing its sensors (see Section 3.1.1). Comparing the $T_a$ data of the different stations (Appendix B), we have been able to detect some clear failure in the sensors’ calibration in some years at
JCI1 and INC2, so that the \( T_a \) of those years has been empirically corrected/homogenized for the \( T_a \) trend analysis (Section 4.1) and in the comparison between \( T_a \) and LST.

\( T_a \) variability over time (\( t \)) at each station has been analyzed using two different methods. The first method is a fitting model \( T_a = f(t) \) (\( t \) in decimal years), which includes \( t \) as a variable to define the warming/cooling linear trend and a sine-cosine harmonic (two variables) to take into account the seasonal variation of \( T_a \). This type of model of decomposition in Fourier harmonics is common in analyses of non-stationary time series (e.g., [66]). In our case, the decomposition used is

\[
T_a = c_1 + c_2 t + c_3 \sin 2\pi t + c_4 \cos 2\pi t
\]  

(1)

where the \( c_i \) parameters are constants. More harmonics (e.g., \( \sin 4\pi t / \cos 4\pi t \)) have not been necessary, and only the most significant variables, where \( p \)-value < 0.05, have been considered in the model.

The second method used to analyze the \( T_a \) trend is the robust method LOESS (Locally Weighted Regression) [67,68]. In LOESS, the dependent variable (\( T_a \)) is smoothed according to the independent variables (time \( t \)) by calculating the value of the regression function for each point in the dataset by evaluating the local polynomial using the values of the explanatory variable (\( t \)). For each point, a low-degree polynomial is fitted to a subset of the data using the weighted least squares method, which gives more weight to points closest to the point whose response is being calculated and less weight to the more distant points. The smoothing parameter \( \alpha \) determines the size of the subset of the data used to adjust each local polynomial. The value of \( \alpha \) is the proportion of data used in each adjustment and ranges from \( (\frac{1+1}{n}) \) to 1, where \( \lambda \) is the degree of the local polynomial, and \( n \) is the total data in each series analyzed. For our analysis, \( \lambda = 2 \) and \( \alpha = 1 \). This last value was selected because it produces smoother functions, is less sensitive to data variability, and is therefore more robust in the presence of anomalous values.

A multiple linear regression (MLR) model has been used for estimating \( T_a \) for each individual station, which uses LST and the variables used in the linear/harmonic temporal model (1). The structure of the model is

\[
T_a = c_1 + c_2 \text{LST} + c_3 t + c_4 \sin 2\pi t + c_5 \cos 2\pi t
\]  

(2)

where the \( c_i \) parameters are constants, and only the variables where \( p < 0.05 \) have been considered in the model.

Finally, the global model, for all stations, is also an MLR model that uses the variables in (2) and other spatial variables taking into account the location of the station/point (latitude (\( \varphi \)), longitude (\( \lambda \)), and distance to the coast (\( d \))), its topography (altitude (\( h \)), slope (\( s \)), curvature (\( c \)), and aspect (\( a \))), and its cover type. Topography variables were obtained from the ALOS World 3D (AW3D) DSM, generated using images from the Panchromatic Remote-Sensing Instrument for Stereo Mapping (PRISM) sensor, which is on board the Advanced Land Observing Satellite (ALOS) [69]. In our case, the cover type cannot be described using the Normalized Difference Vegetation Index (NDVI), as is usually done, because there is no vegetation in the study area. The inclusion of these or similar spatiotemporal variables is common in the models of estimation of meteorological variables from MODIS data [28,37,70,71]. The structure of the model is

\[
T_a = c_1 + c_2 \text{LST} + c_3 t + c_4 \sin 2\pi t + c_5 \cos 2\pi t + c_6 c + c_7 s + c_8 d + c_9 H
\]  

(3)

where the \( c_i \) parameters are constants.

In the model validation process, we have used the standard leave-one-out cross validation (CV). Statistical parameters include \( R^2_{\text{CV}} \), the root mean square error (RMSE),

\[
\text{RMSE} = \sqrt{\frac{\sum (y_{\text{observed}} - y_{\text{estimated}})^2}{n}}
\]

where \( y_{\text{observed}} \) is the observed data, and \( y_{\text{estimated}} \) is the data estimated by a given model (RMSE\(_{\text{CV}} \) in order to indicate the used validation method), the
ratio of performance to deviation (RPD), \( RPD = \frac{\sigma}{\text{RMSE}} \), where \( \sigma \) is the standard deviation of the reference data, and the bias for the mean of the residuals, \( \text{Bias} = \frac{\sum (\text{observed} - \text{estimated})}{n} \).

4. Data Analysis and Results

4.1. \( T_a \)

The daily mean \( T_a \) in the AEMET station JCI shows a behavior of a sinusoidal type. In the other AEMET stations, JG and HG, the sinusoidal behavior is only apparent in the first years at JG (2007–2009) and it is not apparent at HG, in both cases due to a lack of data at the lowest temperatures (Figure 2). Sinusoidal behavior is also found for the daily mean \( T_a \) of our three monitoring sites (INC, SOF, and CR; Figure 3).

![Figure 2. Daily mean \( T_a \) temporal variation for the study period in each AEMET meteorological station (from top to bottom: JCI (first and second location, respectively), JG, and HG). Corrected \( T_a \) data are shown in green. The \( T_a \) trend obtained with the LOESS method is shown in red on each series. This trend has not been done for the last two years (2014–2015) for JG or for any period for HG, due to the lack of data in these periods.](image-url)
Figure 3. Daily mean $T_a$ temporal variation for the study period in each meteorological station of our monitoring sites (from top to bottom: INC, SOF, and CR). Corrected $T_a$ data are shown in green. The $T_a$ trend obtained with the LOESS method is shown in red on each series.

$T_a$ data can be unreliable when the snow cover exceeds the height of the $T_a$ sensor, which occurs rarely at JCI, but it could occur at JG and HG. The problem is that there is
not a clear criterion for removing unreliable $T_a$ data such as that applied to the unreliable $T_{a-20\text{cm}}$ data ([52]; Appendix A). In the case of $T_a$, unreliable data can be removed using the relationship between the $T_a$ values of the stations at different heights (due to the vertical lapse rate), which has been done in Appendix B. These relationships could also be used to expand the data period in some stations (JG, HG, etc.) and/or to fill data gaps, which is not our aim. The results obtained in Appendix B show that it is necessary to remove only three data: one JG datum (24 April 2013), one INC datum (9 September 2013) and one JCI datum (29 January 2008). In Appendix B, we also show the effect of the change in instrumentation and failure in the sensors’ calibration, over the period of study, on the datasets, especially evident at JCI and INC. The unreliable data were corrected empirically, and the variability/linear trends of $T_a$ were determined using the corrected data (the corrected data are shown in green in Figures 2 and 3). Consequently, the following results are with the corrected data. For INC, this is only the case with INC2.

Table 4 shows the fitting model $T_a = f(t)$ (Equation (1)) for JCI, JG, and our three stations. This $T_a$ model yields $R^2 = 0.51$ and RSE = 2.1 °C (with $n = 2668$) for JCI1 and $R^2 = 0.47$ and RSE = 2.2 °C (with $n = 2126$) for JCI2, whereas it yields $R^2 = 0.41$ and RSE = 2.0 °C (with $n = 1423$) for JG. However, it is worth noting that the fit in JG has been done using mainly data of the highest temperatures. The linear trend of the model shows that $T_a$ has decreased slightly at JCI1 (slope, $\alpha = -0.15$ °C year$^{-1}$) and JCI2 ($\alpha = -0.19$ °C year$^{-1}$), whereas it has remained stable at JG ($\alpha = 0$ °C year$^{-1}$) in the time period of the study (Table 4). For our stations, the $T_a$ model is better for CR than for INC2 and SOF. The $T_a$ linear trend is similar for the three stations in the period of study (Table 4). It shows that $T_a$ has increased slightly at CR ($\alpha = 0.03$ °C year$^{-1}$), increased slightly at SOF ($\alpha = 0.09$ °C year$^{-1}$), and remained stable at INC2 ($\alpha = 0$ °C year$^{-1}$).

Table 4. Results for the daily mean $T_a$ temporal variation in the meteorological stations used in this work: time period, the fitting model $T_a = f(t)$, and the $T_{\text{ini}}, T_{\text{fin}}$, and the $\Delta T_a$ for the trend obtained with the LOESS method in the time period analyzed in each case. Note that the $T_a = f(t)$ model for JG uses mainly data of the highest temperatures. Since adding a sine wave and a cosine wave of the same frequency (Equation (1)) gives another wave of the same frequency but with a different phase, depending on $c_3$ and $c_4$, in the table, we also present the values of $C$ and $\varphi$, obtained analytically from $c_3$ and $c_4$ based on the expression $C \times \sin(2\pi t + \varphi)$, with which the phase $\varphi$ gives the start of the sine wave.

| Station | Time Period | $T_a$ Model = Offset + Linear Trend + One Sine-Cosine Harmonic | $C$ | $\varphi$ | LOESS Method: $T_a$-Trend $T_{\text{ini}}, T_{\text{fin}}, \Delta T_a$ (°C) |
|---------|-------------|---------------------------------------------------------------|----|---------|--------------------------------------------------------------------------------|
| JCI1    | 1-Jan.-2000/30-Dec.-2009 | $T_a = (291 \pm 32) + (-0.15 \pm 0.02) t + (1.43 \pm 0.07) \sin 2\pi t + (2.93 \pm 0.06) \cos 2\pi t$ | 3.26 | 1.12 | 0.55, -0.95, -1.5 |
| JCI2    | 31-Dec.-2009/21-Feb.-2016 | $T_a = (389 \pm 66) + (-0.19 \pm 0.03) t + (1.56 \pm 0.08) \sin 2\pi t + (2.98 \pm 0.08) \cos 2\pi t$ | 3.36 | 1.09 | -1.01, -2.60, -1.59 |
| JG      | 1-Dec.-2006/24-Jan.-2015 | $T_a = (147 \pm 62) + 0. t + (0.7 \pm 0.1) \sin 2\pi t + (2.80 \pm 0.09) \cos 2\pi t$ | 2.89 | 1.33 | -2.27, -2.04, 0.23 |
| HG      | 25-Jan.-2015/15-Feb.-2016 | Not applicable | | | |
| INC2    | 23-Jan.-2006/9-Feb.-2016 | $T_a = (4 \pm 30) + 0 \ t + (1.56 \pm 0.06) \sin 2\pi rt + (2.90 \pm 0.06) \cos 2\pi rt$ | 3.29 | 1.08 | -2.65, -2.24, 0.41 |
| SOF     | 23-Feb.-2002/20-Jan.-2015 | $T_a = (-179 \pm 25) + (0.09 \pm 0.01) t + (1.46 \pm 0.07) \sin 2\pi rt + (3.12 \pm 0.07) \cos 2\pi rt$ | 3.44 | 1.13 | -3.81, -2.73, 1.08 |
| CR      | 2-Feb.-2006/9-Feb.-2016 | $T_a = (-68 \pm 30) + (0.03 \pm 0.02) t + (1.80 \pm 0.07) \sin 2\pi rt + (2.89 \pm 0.07) \cos 2\pi rt$ | 3.40 | 1.01 | -4.07, -3.26, 0.81 |

The LOESS analysis shows similar results to those obtained with the previously made $T_a$ model, confirming that, in the period of study, $T_a$ decreases slightly at JCI1 and JCI2 and increases slightly at the rest of the stations. For the trend obtained with this method, the initial and final $T_a$ ($T_{\text{ini}}$ and $T_{\text{fin}}$, respectively) and the variation of $T_a$ ($\Delta T_a$) in the period of the...
study are also shown in Table 4. These \( T_a \) variations, in the standard units of °C decade\(^{-1} \), are −1.5 at JCI1, −2.6 at JCI2, +0.3 at JG, +0.4 at INC2, +0.8 at SOF, and +0.8 at CR.

### 4.2. Comparison between MODIS LST and \( T_a \)

A simple linear regression between \( T_a \) and LST of each station gives a low R\(^2\) for all stations (R\(^2\) \leq 0.4). R\(^2\) improves (Table 5) when using the MLR model of Equation (2) for each station. After applying all the filters, the amount (n) of “good” nighttime data is significantly lower than that of daytime data. A detailed analysis by station shows that, for JCI, the R\(^2\) value ranges between 0.4 and 0.7, and the RSE yields around 2 °C. For JG, the R\(^2\) value ranges between 0.5 and 0.6, with the exception of that of the Terra-Day data (0.26), and the RSE yields also around 2 °C for the Terra-Day and Aqua-Day data and has a lower value for the Terra-Night data (0.78 °C; \( n = 6 \)). At this station, no Aqua-Night data were obtained after all filters were applied, so it was not possible to obtain results from the regression model in this case. It was also not possible to obtain results from the model for HG, as no data were available after applying the filters. For CR, the R\(^2\) value ranges between 0.6 and 0.7, except for the Terra-Night data (0.36); the RSE varies between 2 and 3 °C in all cases. For INC2, Aqua-Night yields the highest R\(^2\) value (0.6). The R\(^2\) is 0.5 for the daytime data, and there is a lower value (0.4) for the Terra-Night data, whereas the RSE varies between 2 and 3 °C in all cases. In SOF, the R\(^2\) value varies between 0.5 and 0.6 for the daytime data and has a lower value for the Aqua-Night data (0.4), whereas no correlation (0.06) was found for the Terra-Night data; the RSE varies between 2 and 3 °C.

#### Table 5. Results of the multiple linear regression for estimating \( T_a \) for each station. The structure is \( T_a = c_1 + c_2 LST + c_3 t + c_4 \sin 2\pi t + c_5 \cos 2\pi t \) with \( T_a \) and LST in °C, and \( t \) in units of decimal year.

| Station MODIS Data | \( n \) | R\(^2\) | RSE (°C) | \( c_1 \) (°C) | \( c_1 \) (LST) | \( c_1 \) (t) | \( c_4 \) (sin) | \( c_5 \) (cos) |
|---|---|---|---|---|---|---|---|---|
| JCI1 | Terra-Day | 91 | 0.49 | 2.36 | 409.7 ± 197.9 | 0.19 ± 0.06 | −0.20 ± 0.10 | 0.9 ± 0.3 | 1.4 ± 0.6 |
| | Terra-Night | 21 | 0.46 | 2.25 | 0.2 ± 1.2 | 0.5 ± 0.1 | 0 | 0 | 0 |
| | Aqua-Day | 67 | 0.56 | 2.3 | −2.1 ± 0.4 | 0.12 ± 0.06 * | 0 | 1.4 ± 0.4 | 2.7 ± 0.8 |
| | Aqua-Night | 12 | 0.37 | 2.78 | −0.3 ± 2.7 | 0.5 ± 0.2 | 0 | 0 | 0 |
| JCI2 | Terra-Day | 83 | 0.61 | 1.46 | −0.9 ± 0.4 | 0.23 ± 0.05 | 0 | 1.6 ± 0.3 | 1.5 ± 0.5 |
| | Terra-Night | 31 | 0.72 | 1.23 | 2.82 ± 1.06 | 0.44 ± 0.07 | 0 | 1.9 ± 0.6 | 2.7 ± 1.1 |
| | Aqua-Day | 58 | 0.5 | 2.47 | −0.6 ± 0.5 | 0.25 ± 0.06 | 0 | 1.1 ± 0.5 | 1.6 ± 0.8 |
| | Aqua-Night | 18 | 0.74 | 2.5 | 1.2 ± 1.1 | 0.7 ± 0.1 | 0 | 0 | 0 |
| JG | Terra-Day | 53 | 0.26 | 2.20 | −1.7 ± 0.6 | 0.09 ± 0.07 ** | 0 | 0 | 1.8 ± 0.7 |
| | Terra-Night | 6 | 0.64 | 0.78 | 2 ± 1 | 0.4 ± 0.2 | 0 | 0 | 0 |
| | Aqua-Day | 54 | 0.45 | 2.39 | −3.4 ± 0.7 | 0.29 ± 0.06 | 0 | 1.8 ± 0.5 | 1 ± 1 |
| | Aqua-Night | Not applicable |
| HG | Terra-Day | Not applicable |
| INC2 | Terra-Day | 139 | 0.53 | 1.93 | −329.2 ± 152.5 | 0.26 ± 0.05 | 0.16 ± 0.08 | 1.2 ± 0.3 | 0.9 ± 0.5 |
| | Terra-Night | 45 | 0.44 | 2.2 | 0.6 ± 0.7 | 0.44 ± 0.07 | 0 | 0 | 0 |
| | Aqua-Day | 98 | 0.51 | 2.64 | −503.8 ± 169.3 | 0.23 ± 0.05 | 0.25 ± 0.08 | 1.4 ± 0.3 | 1.5 ± 0.6 |
| | Aqua-Night | 30 | 0.55 | 2.17 | 0.8 ± 0.9 | 0.55 ± 0.08 | 0 | 0 | 0 |
| SOF | Terra-Day | 118 | 0.61 | 2.21 | −400 ± 121 | 0.57 ± 0.06 | 0.20 ± 0.06 | 0.7 ± 0.3 | −1.4 ± 0.6 |
| | Terra-Night | 46 | 0.06 | 2.75 | 5 ± 1 | 0.18 ± 0.08 * | 0 | 0 | 0 |
| | Aqua-Day | 91 | 0.49 | 2.5 | −399 ± 154 | 0.27 ± 0.05 | 0.20 ± 0.08 | 1.3 ± 0.3 | 1.4 ± 0.7 |
| | Aqua-Night | 29 | 0.41 | 2.02 | 3 ± 2 | 0.6 ± 0.2 | 0 | 0 | 6 ± 3 |
| CR | Terra-Day | 72 | 0.66 | 2.15 | −440 ± 175 | 0.47 ± 0.04 | 0.22 ± 0.09 | 0.9 ± 0.3 | 0 |
| | Terra-Night | 26 | 0.36 | 1.96 | −1 ± 1 | 0.40 ± 0.08 | 0 | 0 | 0 |
| | Aqua-Day | 38 | 0.63 | 2.87 | −862 ± 352 | 0.52 ± 0.07 | 0.4 ± 0.2 | 0 | 0 |
| | Aqua-Night | 30 | 0.68 | 2.58 | −803 ± 350 | 0.5 ± 0.1 | 0.4 ± 0.2 | −6 ± 2 | 0 |

In summary, there are a greater number of “good” observations, and, in general, the results are better for the daytime data than for the nighttime data. The R\(^2\) value for the daytime data ranges between 0.5 and 0.7, except for JG’s Terra-Day data, possibly due to the low significance of the LST variable in the fit in this case. Except for JG, the number of data is greater, and the results are slightly better when using Terra-Day.
data \((n = 72–139; R^2 = 0.5–0.7; \text{RSE} = 2 \, ^\circ\text{C})\) than when using Aqua-Day data \((n = 38–98; R^2 = 0.5–0.6; \text{RSE} = 2–3 \, ^\circ\text{C})\). The best results using Terra-Day data are obtained, in this order, for CR, JCI2, SOF, and INC2, and the differences among them in terms of \(R^2\) and \(\text{RSE}\) are small.

The results obtained with the best global MLR model for each type of MODIS LST data are shown in Table 6. The fit shows \(R^2 = 0.4–0.6\) and \(\text{RSE} = 2–3 \, ^\circ\text{C}\) for \(n = 116–556\). As can be observed, the significant spatial variables \((p < 0.05)\) are curvature, slope, and distance to coast. Figure 4 shows a daily map obtained from this model using the MOD11A1 product of 1 September 2012.

**Table 6.** Model for estimating \(T_a\) from LST obtained with all data for each type of MODIS LST data. The structure is \(T_a = c_1 + c_2 \text{LST} + c_3 t + c_4 \sin 2\pi t + c_5 \cos 2\pi t + c_6 + c_7 + c_8 + c_9 H\) with \(T_a\) and LST in \(^\circ\text{C}\), \(t\) in decimal year units, curvature \((c)\) in \(\text{m}^{-1}\), slope \((s)\) in \(^\circ\), distance to coast \((d)\) in m, and hours of LST observation \((H)\).

| MODIS Data  | \(n\) | \(R^2\) | RSE \((^\circ\text{C})\) | \(c_1 \, (^\circ\text{C})\) | \(c_2 \, (\text{LST})\) | \(c_3 \, (t)\) | \(c_4 \, (\sin)\) | \(c_5 \, (\cos)\) | \(c_6 \, (c)\) | \(c_7 \, (s)\) | \(c_8 \, (d)\) | \(c_9 \, (H)\) |
|-------------|-------|--------|-----------------|-----------------|-----------------|----------|----------|----------|----------|----------|----------|----------|
| Terra-Day   | 556   | 0.55   | 2.14            | \(-0.7 \pm 0.2\) | \(0.31 \pm 0.02\) | 0        | 1.1 \(\pm 0.1\) | 0.7 \(\pm 0.2\) | 201 \(\pm 25\) | \(-3.3 \pm 0.8\) | 0        | 0        |
| Terra-Night | 175   | 0.39   | 2.10            | \(-0.9 \pm 0.4\) | \(0.39 \pm 0.04\) | 0        | 0        | 0        | 169 \(\pm 35\) | 0        | 0        | 0        |
| Aqua-Day    | 406   | 0.51   | 2.7             | \(-291 \pm 78\) | \(0.25 \pm 0.02\) | 0.14 \(\pm 0.04\) | 1.3 \(\pm 0.2\) | 1.6 \(\pm 0.3\) | 0        | 0        | \(-0.0018\) | 0        |
| Aqua-Night  | 119   | 0.56   | 2.74            | \(2.9 \pm 0.8\) | \(0.57 \pm 0.06\) | 0        | 0        | 4 \(\pm 1\) | 0        | 0        | \(-0.04 \pm 0.03\) | 0        |

**Figure 4.** \(T_a \, (^\circ\text{C})\) obtained with the unique model for Terra-Day generated from the MOD11A1 product including other spatio-temporal variables, from the Terra-MODIS image of 1 September 2012. The area is Livingston Island.
Using a unique model based on all of the in situ data available for each type of MODIS LST data (Terra-Day, Terra-Night, Aqua-Day, and Aqua-Night) and the spatio-temporal variables, the best correlation is obtained for the Terra data. With Terra-Day, $R^2$ (0.6) improves with respect to those obtained in JCI1, JG, and INC2 and are the same as those of JCI2 and SOF, worsening only with respect to CR. Regarding Terra-Night, values ($R^2 = 0.4$) obtained using all of the in situ data are lower than those obtained using data from the stations JCI1 and SOF and equal to those of INC2 and CR. Compared to the Aqua data, the unique model shows very little improvement, with only the Aqua-Night data ($R^2 = 0.6$) improving with respect to JCI1 and SOF.

In terms of the RSE, with Terra-Day data, the unique model yields lower values (RSE = 2.14 °C) than those obtained for the stations JCI1, JG, SOF, and CR. With Terra-Night data, the RSE values (2.10 °C) improve compared to those obtained at the stations JCI1, INC2, and SOF, but they are worse than those obtained at CR. With Aqua-Day data (RSE = 2.7 °C), the results improve only with respect to those of CR, while, with the Aqua-Night data, the unique model only shows lower values of RSE (2.74 °C) than those obtained at the JCI1 station.

5. Validation

Table 7 shows the validation results of the models obtained for the estimation of $T_a$ in each station: $R^2_{CV}$, RMSE$_{CV}$, RPD, and the bias for the mean of the residuals. As expected, the models with the best results in terms of $R^2$ and RSE (Table 5) are those with the best results in the validation, with $R^2_{CV}$ and RMSE$_{CV}$ only slightly worse than $R^2$ and RSE, respectively (Table 7).

Table 7. Validation of the models obtained for the estimation of $T_a$.

| Station | MODIS Data | $n$ | $R^2_{CV}$ | RMSE$_{CV}$ (°C) | RPD | Bias (°C) |
|---------|------------|-----|-----------|------------------|-----|----------|
| JCI1    | Terra-Day  | 91  | 0.43      | 2.51             | 1.39| −0.11    |
|         | Terra-Night| 21  | 0.40      | 2.08             | 1.70| −0.03    |
|         | Aqua-Day   | 67  | 0.50      | 2.35             | 1.47| −0.10    |
|         | Aqua-Night | 12  | 0.30      | 3.77             | 0.97| −0.45    |
| JCI2    | Terra-Day  | 83  | 0.58      | 2.69             | 1.39| −0.05    |
|         | Terra-Night| 31  | 0.64      | 1.73             | 2.12| 0.01     |
|         | Aqua-Day   | 58  | 0.40      | 3.47             | 1.09| −0.10    |
|         | Aqua-Night | 18  | 0.69      | 2.26             | 1.73| 0.08     |
| JG      | Terra-Day  | 53  | 0.16      | 2.43             | 1.24| −0.14    |
|         | Terra-Night| 6   | 0.03      | 1.28             | 2.41| 0.07     |
|         | Aqua-Day   | 54  | 0.35      | 3.29             | 1.00| 0.22     |
|         | Aqua-Night | Not applicable |         |                   |      |          |
| HG      | Not applicable |     |          |                   |      |          |
| INC2    | Terra-Day  | 139 | 0.49      | 2.68             | 1.34| −0.09    |
|         | Terra-Night| 45  | 0.40      | 2.14             | 1.67| 0.0005   |
|         | Aqua-Day   | 98  | 0.44      | 3.01             | 1.24| −0.04    |
|         | Aqua-Night | 30  | 0.53      | 2.71             | 1.42| −0.23    |
| SOF     | Terra-Day  | 118 | 0.58      | 2.56             | 1.51| 0.08     |
|         | Terra-Night| 46  | 0.01      | 2.95             | 1.33| −0.10    |
|         | Aqua-Day   | 91  | 0.37      | 3.40             | 1.06| 0.02     |
|         | Aqua-Night | 29  | 0.30      | 3.66             | 1.07| −0.26    |
| CR      | Terra-Day  | 72  | 0.62      | 2.50             | 1.46| 0.01     |
|         | Terra-Night| 26  | 0.29      | 2.29             | 1.62| 0.13     |
|         | Aqua-Day   | 38  | 0.56      | 2.94             | 1.26| −0.05    |
|         | Aqua-Night | 30  | 0.58      | 2.79             | 1.38| −0.22    |
In summary, the best results of the validation are, in general, for the daytime models, with $R^2_{CV}$ ranging between 0.4 and 0.6 (except for JG) and with RMSE$_{CV} = 2-3$ °C, except for JCI2, where the nighttime data are better. Except for JCI1 and JG, the validation results are better using Terra-Day data than Aqua-Day data. The best results by using Terra-Day data are obtained, in this order, for CR, SOF, JCI2, INC2, and JCI1, although the differences among them are small. According to the classification established by Chang et al. [72], based on the RPD value, in general, the proposed Terra-Day models for these stations can be used to estimate $T_d$ with moderate accuracy (RPD > 1.4).

The validation of the best global MODIS MLR models is shown in Table 8. The $R^2_{CV}$ and RMSE$_{CV}$ obtained in the validation are slightly lower than the $R^2$ and RSE obtained with the unique model. The validation shows that daytime data are better ($R^2_{CV} = 0.5; \text{RMSE}_{CV} = 3$ °C; $\text{RPD} = 1.25-1.41$; bias = $-0.03$) than nighttime data ($R^2_{CV} = 0.4-0.5; \text{RMSE}_{CV} = 2-3$ °C; $\text{RPD} = 1.32-1.56$; bias = $-0.02-0.18$). The validation results are slightly better using Terra-Day data ($n = 556; R^2_{CV} = 0.54; \text{RMSE}_{CV} = 2.64$ °C; $\text{RPD} = 1.41$; bias = $-0.03$) than Aqua-Day data ($n = 406; R^2_{CV} = 0.48; \text{RMSE}_{CV} = 2.97$ °C; $\text{RPD} = 1.25$; bias = $-0.03$).

| MODIS Data  | n   | $R^2_{CV}$ | RMSE$_{CV}$ (°C) | RPD    | Bias (°C) |
|-------------|-----|-----------|------------------|--------|-----------|
| Terra-Day   | 556 | 0.54      | 2.64             | 1.41   | $-0.03$   |
| Terra-Night | 175 | 0.37      | 2.45             | 1.56   | $-0.02$   |
| Aqua-Day    | 406 | 0.48      | 2.97             | 1.25   | $-0.03$   |
| Aqua-Night  | 119 | 0.52      | 2.96             | 1.32   | $-0.18$   |

6. Discussion

The results obtained in this study of the daily mean $T_d$ temporal variation between 2000 and 2016 show a complex climatic variability at a spatial scale in the Hurd Peninsula of Livingston Island, similar to that found in other areas of the AP and the SSI (see Section 1). In our case, the stations closer to the coast showed clear cooling trends (with $-2.3$ °C decade$^{-1}$ between 2000 and 2009 at JCI1 and $-3.0$ °C decade$^{-1}$ between 2010 and 2016 at JCI2), whereas those with a higher altitude had warming trends (with $+0.2$ °C decade$^{-1}$ between 2002 and 2016 at INC2 and $+0.8$ °C decade$^{-1}$ between 2002 and 2015 and between 2006 and 2016 at SOF and CR, respectively). JG also showed a warming of $+0.2$ °C decade$^{-1}$ between 2006 and 2015, although this value is less significant due to data faults. The warming of INC2 is similar to that obtained at the Bellingshausen station (King George Island) between 1948 and 2011 by Kejna et al. [6] and to that estimated by Steig et al. [9] in the West Antarctic’s between 1957 and 2006. On the contrary, the high warming of CR and SOF exceeds even the value found in the AP by O’Donnell et al. [10] between 1957 and 2006 and to the highest trend of $+0.54$ °C decade$^{-1}$ for the period 1951–2011 at the Faraday/Vernadsky station found by Turner et al. [7]. In this regard, our study shows that the Faraday station is not an exception, because most of our stations show warming after the year 2000. On the other hand, the cooling rate obtained at JCI1 and JCI2 exceeds the value of $-0.47$ °C decade$^{-1}$ obtained by Turner et al. [11] in six coastal stations between 1999 and 2014 and exceeds the cooling by $0.5-0.9$ °C between the decades 1996-2005 and 2006-2015 found by Oliva et al. [12] in most of the AP region, with the exception of the SW sector of the AP. The three SSI stations studied by Oliva et al. [12] are localized on King George Island and showed the following annual trends during 2006–2015 (°C year$^{-1}$): $-0.065$ at Bellingshausen, $-0.022$ at Marsh, and $+0.041$ at King Sejong, i.e., values between $-0.65$ and $+0.41$ °C decade$^{-1}$, although these three results were not significant ($p > 0.05$). The elevation of these stations is 16, 10, and 11 m, respectively, whereas their mean annual $T_d$ values during 2006–2015 were $-2.3$, $-2.5$, and $-2.1$ °C, respectively. On the other hand, previous studies by our research team indicated a $T_d$ stability trend at both Deception Island (Crater Lake CALM site) between 2006 and 2014 [23] and Livingston Island (Limnopolar Lake CALM site, Byers Peninsula) between 2009 and 2014 [22]. Ramos et al. [23] reported
a very stable annual mean $T_a$ at Crater Lake, around $-3^\circ C$, between 2006 and 2014; the same stable behavior was found for the maximum and minimum $T_a$. De Pablo et al. [22] indicated that $T_a$ did not increase at Limnopolar Lake between 2009 and 2014, and only the maximum and mean $T_a$ were slightly reduced (1.6 and 0.5 °C, respectively). In summary, although we studied the daily mean $T_a$, which is usually more variable than the monthly and annual mean $T_a$ (analyzed in all of the previous studies cited), it seems that the Hurd Peninsula of Livingston Island showed the most extreme $T_a$ cooling/warming rates in the SSI after 2000.

The results of the correlation between the MODIS LST data and the $T_a$ obtained in this study can only be compared with similar previous studies in the coldest areas in the Antarctic, because, to our knowledge, no similar studies have been carried out in the AP and the SSI. The $R^2$ of the linear regression $T_a$-LST obtained at our stations ($R^2 \leq 0.4$) is worse than that obtained by Wang et al. [34] from Terra-LST data over the Lambert Glacier Basin, East Antarctica, in the period 2000–2009 ($R^2 = 0.41–0.98$), for eight AWSs with a $T_a$ range from $-70$ to $-15^\circ C$. Our best models (Terra-Day) for estimating $T_a$ from LST and temporal variables yield better results ($R^2 = 0.5–0.7$) than our simplest models, but they are not as good as those obtained by Wang et al. [34], especially in their five East AWSs ($R^2 \geq 0.8$). On the contrary, the validation of our best models yields a value of $\text{RMSE}_{CV} \approx 2.5–2.6^\circ C$, against SD values of up to $8.5^\circ C$ obtained by Wang et al. [34], i.e., our errors are lower and more stable than those of Wang et al. [34]. Moreover, these authors found an MD between $T_a$ and LST in the range of 2.8–8.1 °C, with an LST lower than the $T_a$, whereas our bias from $-0.1$ to $0.1^\circ C$ indicates that both temperatures are similar. Our best models (Terra-Day) are also worse in terms of $R^2_{CV}$ (0.5–0.6) and better in terms of $\text{RMSE}_{CV}$ (2.5 °C) than the simple linear model $T_a$-LST ($R^2_{CV} = 0.64$, $\text{RMSE}_{CV} \approx 11^\circ C$) and the best machine learning model (GBM: $R^2_{CV} = 0.71$, $\text{RMSE}_{CV} \approx 11^\circ C$) obtained by Meyer et al. [36] in 2013 taking together the data of 32 stations over the Antarctic continent (with a $T_a$ range from $-80$ to $10^\circ C$). Meyer et al. [36] also found that the time, in their case the month of the year (2013), was the second predictor after LST in their GMB model to estimate $T_a$. However, they only probed a simple model $T_a$-LST as a linear regression model. On the other hand, similar studies on a Pan-Arctic scale show that the correlation $T_a$-LST is stronger when the temperatures are lower [38]. For example, Urban et al. [33] obtained an $R^2$ of 0.85 for a $T_a$ range from $-60$ to $0^\circ C$, and an $R^2$ of 0.64 for a $T_a$ range from 0 to $30^\circ C$. This could explain our worse results in terms of $R^2$ against those of Wang et al. [34] and Meyer et al. [36], because our $T_a$ values are much higher (from $-25$ to $10^\circ C$) than those of these authors.

The unique model improves the results of some stations, increasing the value of $R^2$ and reducing the errors, as they had already shown in a previous study [28]. Thus, the spatial data integration will allow the study to be extended to the entire island and to other areas of the SSI, based on temporal and spatial factors.

7. Conclusions

In this study, we have proposed models to estimate the daily mean $T_a$ in five stations of the Hurd Peninsula of Livingston Island from MODIS-LST data and temporal variables using MRL models. The best $T_a$ models are those generated from the daytime MODIS LST data, those produced with the Terra data (obtained between 10:36 and 13:42 UTC) being better than those produced with the Aqua data (between 16:24 and 19:30 UTC). The models have been obtained empirically and validated using ground-level meteorological stations data and MODIS data between 2000 and 2016. The best results have been obtained in the stations farther from the coast (CR and SOF), although worse results at JCI and INC may be due to changes in the location of the stations and problems in the calibration of the $T_a$ data.

To ensure the reliability of the $T_a$ data in this remote region and the quality of the MODIS data in these cold environments, a detailed study of both types of data was carried out prior to their comparison. The $T_a$ analysis revealed a complex climatic variability at a spatial scale in the Hurd Peninsula between 2000 and 2016, with the station
nearest to the coast (JCI1 and JCI2) showing a clear cooling trend in this period (between $-1.5$ and $-2.6 \ ^\circ \text{C decade}^{-1}$), and with the higher altitude stations showing warming trends (between $+0.2$ and $+0.8 \ ^\circ \text{C decade}^{-1}$). The study also shows that the $T_a$ data of all used stations are highly reliable and that the data between each station are highly correlated due to the adiabatic gradient. In this regard, the found relationships could help to obtain $T_a$ data at any of these stations when data in some period are missing. $T_a$ is also highly correlated with $T_a\text{-}20\text{cm}$, provided that the unreliable $T_a\text{-}20\text{cm}$ data (due to the sensor being covered with snow) has been eliminated. On the other hand, the MODIS LST data only exist in cloud-free days (up to 36% of the studied days), but the main problem is the quality of these data in the Antarctic areas. This study shows that the data with no “good quality” usually underestimate $T_a$ and are not reliable. Therefore, a thorough filtering process was carried out to retain only the “good quality” data, although this filtering drastically reduced the available LST data (at less than 5% of the studied data). However, all months (except June during several years) were represented in this dataset, with more data in April and August and less in June. It is thus concluded that the MODIS-LST data are useful for estimating long-term trends in $T_a$ at a global level (1 km$^2$ spatial resolution) in the Hurd Peninsula of Livingston Island.

Future research will focus on extending the years of study and on analyzing more stations with $T_a$ and LST data in Livingston Island (and/or in other islands of the SSI). In addition, improving the quality of the LST data in this type of cold environment is essential, using new versions of the MODIS LST product or with other sensors. On the other hand, other space–time variables could be added to the models obtained here, such as, NDVI and the type of land cover, which would allow their validity to be studied in other areas that are not covered with snow/ice.
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Appendix A. $T_a$ and $T_{a-20\,\text{cm}}$

The daily mean $T_a$ and $T_{a-20\,\text{cm}}$ in the AEMET stations have similar values and show a similar behavior of sinusoidal type in JCI and JG (2007–2009), varying in phase and with similar amplitude. Figure A1 (included all the data on the left) shows that AEMET $T_a$ and $T_{a-20\,\text{cm}}$ are strongly correlated ($R^2 = 0.80$ for JCI and HG, and $R^2 = 0.66$ for JG), the linear slope ($\alpha$) is $\sim -1$, and the RSE is $\sim 1 \, ^\circ\text{C}$. At JCI, the linear fit $T_a$ versus $T_{a-20\,\text{cm}}$ indicates that $T_a < T_{a-20\,\text{cm}}$, but the difference between them ($<1 \, ^\circ\text{C}$) is within the fit error (RSE). For JG and HG, with 10 min and 0.5 h data, the fit using only the daily mean 10 min data (in summer; red color in Figure A1) is better at JG ($R^2 = 0.79$ and RSE $< 0.5 \, ^\circ\text{C}$) than that obtained using all of the data, whereas at HG ($R^2 = 0.79$ and RSE $= 0.5 \, ^\circ\text{C}$), the fit is similar.

Despite the correlation obtained between AEMET $T_a$ and $T_{a-20\,\text{cm}}$ when using all of the data, the difference between both temperatures on some days exceeds more than 5 \, ^\circ\text{C} at JG or even 10 \, ^\circ\text{C} at JCI. These days correspond to stable $T_{a-20\,\text{cm}}$ values, between $-10$ and $0 \, ^\circ\text{C}$, whereas $T_a$ is between $-20$ and $-10 \, ^\circ\text{C}$ at JCI and between $-15$ and $-5 \, ^\circ\text{C}$ at JG (Figure A1); i.e., $T_a$ is much lower than $T_{a-20\,\text{cm}}$ in these cases (Figure A1 on the left). These $T_{a-20\,\text{cm}}$ data must be eliminated because they are not reliable, as they correspond to days in which the soil is covered by snow, as stated in Section 3.1.1. This problem is especially visible at JG and confirmed by a much better fit obtained in this station in summer with respect to that obtained with all the data. Thus, we have used the snow cover proxy developed by Bañón et al. [53], based on the analysis of the annual time series of daily standard deviations of $T_{a-20\,\text{cm}}$ ($\sigma(T_{a-20\,\text{cm}})$), for eliminating $T_{a-20\,\text{cm}}$ data when $\sigma(T_{a-20\,\text{cm}}) < 0.5 \, ^\circ\text{C}$. By eliminating these unreliable $T_{a-20\,\text{cm}}$ data, the correlation between $T_a$ and $T_{a-20\,\text{cm}}$ improves in all stations, especially at JG and JCI, increasing $R^2$ and decreasing RSE (Figure A1 at the right versus Figure A1 at the left).

We conclude that, due to the problems with $T_{a-20\,\text{cm}}$ data (these data are irregular, and, moreover, $T_{a-20\,\text{cm}}$ is not normalized with a unique standard protocol for all the station, as is $T_a$), it is better to use $T_a$ data in comparison with MODIS LST data.

![Figure A1. Cont.](image-url)
Figure A1. Linear regression between $T_a$ and $T_a$-20 cm for each AEMET meteorological station: (a) fit with all JCI data, (b) fit with JCI $T_a$-20 cm data when $\sigma(T_a-20\text{ cm}) \geq 0.5^\circ\text{C}$, (c) fit with all JG data, (d) fit with JG $T_a$-20 cm data when $\sigma(T_a-20\text{ cm}) \geq 0.5^\circ\text{C}$, (e) fit with all HG data, (f) fit with HG $T_a$-20 cm data when $\sigma(T_a-20\text{ cm}) \geq 0.5^\circ\text{C}$. In red with only the summer data (10 min) at JG and HG.

Appendix B. Comparison between $T_a$ of Different Stations: Correction of the Bad Calibrated $T_a$ Data

The relationships between $T_a$ of the stations at different heights (due to the vertical lapse rate) have been used, in our case, to correct or remove $T_a$ unreliable data. However, in other cases, they could also be used to expand the data period in some stations (for example, JG, HG, and CR; see Figures 2 and 3) and/or to obtain lacking data. Because the position of the JCI station changed (JCI1 in 2000–2009 and JCI2 in 2010–2016), it was necessary to separate the data of both locations in the analysis. Regarding JCI2 versus the rest of the stations (Figure A2, JCI2 in red), all correlations are very good ($R^2 = 0.89–0.99$). In the case of JCI1, except for JG ($R^2 = 0.92$), these correlations decrease ($R^2 = 0.79–0.89$).
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(Figure A2, JCI1 in black) and JCI1 data are split into two parallel lines, clearly differentiated in the comparison with INC, SOF, and CR. Given that the highest separability between the lines is obtained in the comparison with CR (between 2006 and 2009), this one has been used to find and correct the bad calibrated data in the period 2006–2009 in JCI1, assuming that some failure in the sensors’ calibration is the cause of the difference between both lines. CR-$T_a$ versus JCI1-$T_a$ is shown in Figure A3 (at the left), where it can be observed that the intercept of the linear fit is clearly lower for the bad calibrated JCI1 data (from 2 February 2006 to 28 January 2008) than for the good calibrated JCI1 data (from 1 February 2008 to 30 December 2009) (whereas the slope of the fit is similar, $\alpha \approx 1$), indicating a higher $T_a$ at the bad calibrated data than those of the good calibrated ones, for the same value of $T_a$ at CR. Combining the fits of both lines (and assuming the same slope, $\alpha \approx 1$), the following Equation (A1) has been obtained for correcting the bad calibrated data (since 2 February 2006 until 28 January 2008) in JCI1:

$$\text{Corrected JCI1-}T_a (°C) = \text{Bad calibrated JCI1-}T_a (°C) - 2.47 °C \quad (A1)$$

The result of the correction is shown in Figure A3 (at the right).

A similar strategy has been applied to correct the bad calibrated JCI1 data prior to 2 February 2006, using INC-$T_a$ versus JCI1-$T_a$ (when they were in the same location). The comparison shows the best separability between the lines after those with CR. The results are shown in Figure A4. In this case, Equation (A2) is obtained for correcting the bad calibrated data from 14 January 2005 to 1 February 2006:

$$\text{Corrected JCI1-}T_a (°C) = \text{Bad calibrated JCI1-}T_a (°C) - 2.28 °C \quad (A2)$$

Comparing Equation (A1) and (A2), it can be observed than the difference between the correction factor in both cases is low (0.19 °C) and is within the errors of the $T_a$ sensors at the INC and CR stations (±0.3–0.4 °C; see Section 3.1.2). In summary, the problem seems to be the change of instrumentation and sensors in 2005 and the lack of calibration parameters until 2008 at JCI1 [52] (see Section 3.1.1). On the contrary, the change of location from JCI1 to JCI2 does not seem to affect the $T_a$ data, although both locations have been analyzed separately.

Figure A5 shows the comparison between our team’s highest stations, SOF (h = 271 m) and CR (h = 117 m), with the $T_a$ of our lowest station, INC (12 m in its first location, INC1, in the period between 2000 and 20 January 2006, and 34 m in its second location, INC2, since 23 January 2006). The comparison between SOF and INC is between 2000 and 2016, and a high dispersion is observed in the fit, which does not allow one to find bad calibrated INC data. On the contrary, in the comparison between CR and INC2 (since 2 February 2006), two parallel lines can be observed again, indicating bad calibrated INC2 data between 13 February 2007 and 28 January 2008). In this case, Equation (A3) is obtained for correcting the bad calibrated INC2 data:

$$\text{Corrected INC2-}T_a (°C) = \text{Bad calibrated INC2-}T_a (°C) - 2.07 °C \quad (A3)$$

Finally, considering the clearly bad data to be removed, which is the other aim of the comparison between the $T_a$ values of different stations, from Figure A2, it seems that it is necessary to remove three data: one datum measured in the JG station, corresponding to 24 April 2013 (autumn), with a low $T_a$ value in comparison with that of JCI (JCI2), one datum measured in INC, corresponding to 9 September 2013 with a high $T_a$ value in comparison with that of JCI2 (also seen in the fit of CR-INC from Figure A4), and one datum corresponding to 29 January 2008 in JCI1, between the bad calibrated and good calibrated JCI1 data.
Corrected INC2-Ta (°C) = Bad calibrated INC2-Ta (°C) − 2.07 °C (A3).

Figure A2. Linear regression between $T_a$ of the stations at different heights and JCI. (a) JG (h = 178 m), (b) INC (h = 12–34 m), (c) SOF (h = 271 m) and (d) CR (h = 117 m) versus JCI-$T_a$ (h = 12–13 m). JCI1 and JCI2 refer to the first and the second location of JCI, respectively.
Figure A3. Linear regression between CR-\(T_a\) and JCI1-\(T_a\): (a) with the original JCI1 data, (b) after applying the correction of Equation (A1) to the bad calibrated (in green) JCI1 data.

Figure A4. (a) Linear regression between INC-\(T_a\) and JCI1-\(T_a\) when they were in the same location: with the original JCI1 data, (b) after applying the correction of Equation (A2) to the bad calibrated (in green) JCI1 data, (c) Linear regression between INC-\(T_a\) and JCI1-\(T_a\) with all data.
Finally, considering the clearly bad data to be removed, which is the other aim of the comparison between the $T_a$ values of different stations, from Figure A2, it seems that it is necessary to remove three data: one datum measured in the JG station, corresponding to 24 April 2013 (autumn), with a low $T_a$ value in comparison with that of JCI (JCI2), one datum measured in INC, corresponding to 9 September 2013 with a high $T_a$ value in comparison with that of JCI2 (also seen in the fit of CR-INC from Figure A4), and one datum corresponding to 29 January 2008 in JCI1, between the bad calibrated and good calibrated JCI1 data.

Figure A5. (a) Linear regression between $T_a$ of SOF versus INC, (b) Linear regression between $T_a$ of CR versus original INC2 data, (c) Linear regression between $T_a$ of CR versus INC2 data after applying the correction of Equation (A3) to the bad calibrated INC2 data. INC1 and INC2 refer to the first and the second location of INC, respectively.

Appendix C. Quality of the MODIS LST Data and Applied Filters

The quality of the LST data is variable, and those of the worst quality according to Wan [60] show extremely low temperatures in comparison with $T_a$ (Table A1 and Figure A6a). In this regard, only the LST data with “good quality” (QC code = 00000000; see Table A1) have been selected, although this significantly reduces the number of points (see Figure A6a,b for JCI1 and Terra-Day data as an example).
Table A1. QC codes of our MODIS LST data (they are read from the right to the left in groups of two numbers), their key or explanation from Wan (2006), and the color of the points with each code in Figure A6.

| LST QC Codes (Read ←) | Key (from Wan (2006); Table 14) | Point Color in Figure A6 |
|-----------------------|----------------------------------|--------------------------|
| 00000010              | 10 = LST not produced due to cloud effects | -(No data)              |
|                       | 01 = LST produced, other quality, recommend examination of more detailed QA |                            |
| 11000101              | 01 = other quality data          | Blue                     |
|                       | 00 = average emissivity error <= 0.01 |                            |
|                       | 11 = average LST error > 3 K     |                            |
| 10000101              | 10 = average LST error <= 3 K    | Brown                    |
| 01000101              | 01 = average LST error <= 2 K    | Green                    |
| 01000001              | 01 = average LST error <= 2 K    | Orange                   |
| 00000101              | 01 = other quality data          |                          |
|                       | 00 = average LST error <= 1 K    | Pink                     |
| 00000000              | 00 = LST produced, good quality, not necessary to examine more detailed QA |                            |

On the other hand, considering the QA of the MOD10A1/MYD10A1 products for the LST data selected, and the “Snow_Spatial_QA_Description” in particular (SS_QA_D), we have also decided to remove the data with “Other quality” in this description (see Figure A6b). This is due to the fact that these “Other quality” data seem to produce only “noise” in the relationship between $T_a$ and LST, although in our case there are few points of this type in comparison with the rest of the points, so they do not influence the final result in terms of $R^2$ much. On the contrary, the data with SS_QA_D = “Ocean mask” have been maintained, because they surely correspond to days of the year when the snow is mostly melted in the studied locations. The rest of the data have SS_QA_D = “Good quality” (Figure A6b). However, these “Good quality” data are divided in several groups according to other descriptions; for example, in our case, the most interesting is the “Snow_Cover_Daily_Tile_Descrip” (S_C_D_T_D), which divides our “Good quality” data into “Cloud obscured,” “Snow-covered land,” and “Snow-free land” (Figure A6c). In this regard, the “Cloud obscured” data have been also removed, because they were not detected as cloudy in the 1 km LST products, but they were in these snow products with a 500 m spatial resolution. In our case, however, they are few data, and they hardly influence the final result in terms of $R^2$. With respect to the snow-covered and snow-free land data, its relationship $T_a$ versus LST is similar (and these data are similar to the open-water (melted snow) data), so all have been taken together in the analysis of each station (Figure A6d). In the global model, these three covers have been considered, but the cover type is not significant.
Figure A6. Relationship between the daily mean $T_a$ and the diurnal LST from Terra-MODIS at JCI1 (station shown as an example). The different panels show the successive filters applied to the MODIS data: (a) All MODIS data before filtering; see the QC codes for each color in Table A1. (b) Data after applying the QC filter, separated by the SS_QA_D. (c) Data after removing the “Other quality” data in SS_QA_D, separated by the S_C_D_T_D. (d) “Good” data after removing the “Cloud obscured” data in S_C_D_T_D. In summary, after removing “bad” LST data, we have only “good” LST data for as much as 4% of the studied days (1% for the nighttime data) (see Table 3 in the main text).
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