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Abstract

In this paper, a class of multivariate matrix-exponential affine mixtures with matrix-exponential marginals is proposed. The class is shown to possess various attractive properties such as closure under size-biased Esscher transform, order statistics, residual lifetime and higher order equilibrium distributions. This allows for explicit calculations of various actuarial quantities of interest. The results are applied in a wide range of actuarial problems including multivariate risk measures, aggregate loss, large claims reinsurance, weighted premium calculations and risk capital allocation. Furthermore, a multiplicative background risk model with dependent risks is considered and its capital allocation rules are provided as well. We finalize by discussing a calibration scheme based on complete data and potential avenues of research.
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1 Introduction

Modelling of multivariate risks or losses has always been an important topic in actuarial research. Suppose that an insurance portfolio has \(M\) dependent risks collected in the vector \(X = (X_1, \ldots, X_M)\). Classical actuarial problems include risk aggregation (e.g. [20, 22]) as well as the development and analysis of risk measures based on individual loss \(X_j\) or the total loss \(S = \sum_{j=1}^{M} X_j\) (see e.g. [3, 42] for the univariate case and [24, 21] for the multivariate case). Treating the risk measure of the aggregate risk \(S\) as the risk capital that the insurer should possess in order to remain solvent with high probability, it is of the insurer’s interest to decide how much capital to allocate to each individual risk. This leads to the research problem of capital allocation, where the allocation rules should satisfy some desirable properties (e.g. [25, 26, 68, 27, 40]), further considered in the case a multiplicative factor randomly scales each individual risk [73, 7, 54]. Risk measures are also related to premium principles [38], and in particular weighted premium calculations [39]. The determination of (re)insurance premiums such
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as excess-of-loss, stop-loss and large claims (re)insurance for a portfolio is also a non-trivial task (see e.g. [2] for a review).

When solving the afore-mentioned actuarial problems, the risks $\mathbf{X} = (X_1, \ldots, X_M)$ are often assumed to follow specific multivariate distributions so that explicit formulas for the quantities of interest can be derived. In particular, closure properties under convolutions, residual lifetime distributions, size-biased Esscher transforms and order statistics can be helpful for various applications because calculations for the transformed variables can be easily performed with a change of parameters. From a practical point of view, it is also important to be able to fit the multivariate distributions to data using algorithms that can be easily implemented. Examples of multivariate distributions that have enjoyed success in some or all of these aspects include mixed Erlang [52, 72] (which is also related to joining exponential, Erlang or mixed Erlang marginal distributions via the Farlie-Gumbel-Morgenstern copula or Sarmanov’s family [20, 22, 62]), gamma [37, 36], Pareto [6, 64], elliptical [69, 38, 50, 51], and phase-type [19].

In this paper, we shall make use of matrix-exponential distributions, which are less explored in the actuarial literature, and propose a class of multivariate matrix-exponential affine mixtures for use in actuarial science. The class of univariate matrix-exponential distributions [9, 14, 18] serves as a natural generalization of the class of phase-type distributions [10]. However, despite the similar representation of the densities of the two classes, analysis of matrix-exponential distributions mostly relies on analytic methods. This is in contrast to phase-type distributions where probabilistic interpretation is common, often in connection to Markov chains and level-crossing arguments. There exist different classes of multivariate distributions with matrix-exponential or phase-type marginals in the literature with varying degrees of generality and tractability. For instance, in [11] the authors defined a class of multivariate phase-type distributions whose marginals correspond to the hitting times of different sets in a finite-state space Markov jump process, with a generalization defined in [45] using a system of rewards for the occupation times in the underlying process. A further generalization to multivariate matrix-exponential distributions was proposed in [17], where the authors provided a characterization for the class of multivariate distributions with rational multivariate Laplace transform. Of these families, the one in [11] is the only one for which an explicit form of its multivariate density functions is known, which limits the applicability of those found in [45] and [17] drastically. This prompts the need to define tractable and robust families of multivariate distributions whose marginals have an explicit matrix-exponential-like structure which facilitates calculations and actuarial applications.

This paper is organized as follows. Section 2 provides a review of univariate matrix-exponential distributions, which includes some basic properties and useful techniques that will be used throughout the paper. Simple proofs of some existing and new results will also be given. In Section 3 we introduce our proposed multivariate matrix-exponential affine mixtures which possess matrix-exponential marginals. Closure properties with regard to size-biased Esscher transform, order statistics as well as conditional, residual lifetime and higher order equilibrium distributions are presented along with related results on cross moments and rank correlations. Section 4 demonstrates applications of the results in a wide range of actuarial problems including multivariate risk measures, aggregate loss, risk capital allocation, large claims reinsurance and weighted premium calculations. We also include a study of the capital allocation rules for a multiplicative background risk model in the case where the risks, before being scaled by a random multiplicative factor, exhibit dependence. Finally, in Section 5 we conclude the paper.
2 Matrix-exponential distributions

Let \( X \) be an absolutely continuous random variable on \([0, \infty)\) which has a density function \( f \) of the form
\[
f(x) = \alpha e^{Tx} t
\] (2.1)
for \( x \geq 0 \), where \( \alpha \) is a \( p \)-dimensional real row vector, \( T \) a \( p \times p \) real square matrix, and \( t \) a \( p \)-dimensional real column vector, for some \( p \in \mathbb{N}_+ \) with \( \mathbb{N}_+ \) the set of positive integers. In such a case, we say that \( X \) follows a matrix-exponential (ME) distribution, denoted by \( X \sim \text{ME}(\alpha, T, t) \), where \( (\alpha, T, t) \) is the triple associated to the distribution. Let us denote by ME the family of probability density functions of the form (2.1), which we call the class of ME density functions. For later use, the cumulative distribution function associated to the density \( f \) is denoted by \( F(x) = \int_0^x f(y) dy \) for \( x \geq 0 \) and the survival function is \( F = 1 - F \). When multiple ME densities are concerned in the context, the triple of the \( j \)-th density \( f_j \in \text{ME} \) will be denoted by \( (\alpha_j, T_j, t_j) \), and the corresponding cumulative distribution function and survival function are \( F_j \) and \( F_j \), respectively. A few important facts about the ME class are summarized below (see [9] or [18, Chapter 4] for details).

- Different triples can yield the same ME density function. In other words, the parametrization of a given ME distribution is not unique.
- The class ME coincides with the class of probability density functions with support on \([0, \infty)\) which have a rational Laplace transform. In particular, if the numerator and the denominator of the Laplace transform of a given ME-distributed random variable are relatively prime and the order of the denominator equals \( p \), then the ME representation is said to be minimal.
- The matrix \( T \) associated to an ME(\( \alpha, T, t \)) distribution can be chosen in such a way that it has a strictly negative real eigenvalue, say \( \kappa < 0 \), such that it dominates all other (possibly complex) eigenvalues \( \{\sigma_i\} \), i.e. \( \kappa \geq \Re(\sigma_i) \).
- The cumulative distribution function associated to (2.1) is of the form
\[
F(x) = 1 - \alpha e^{Tx} l
\] (2.2)
for \( x \geq 0 \), where \( l = (-T)^{-1} t \).
- Let \( \{\sigma_i\} \) be the collection of (possibly complex) eigenvalues of \( T \), and let \( m_i \) be the multiplicity associated to the eigenvalue \( \sigma_i \). Then, the density function (2.1) can be written as a linear combination, with possibly negative coefficients, of
\[
\{x^k e^{\sigma_i x} : i; 1 \leq k \leq m_i\}.
\] (2.3)
Moreover, any density function contained in the linear span of (2.3) corresponds to an ME distribution.

A common subclass of ME used in applied probability is that of phase-type distributions, the case in which \( \alpha \) corresponds to a probability row vector, \( T \) a sub-intensity matrix, and \( t = -T1 \) where \( 1 \) denotes a column vector of ones. In this context, \( X \) can be understood as
the termination time of a Markov jump process driven by $T$ with initial distribution $\alpha$. Note, however, that the class of phase-type distributions is strictly smaller than ME. A canonical example [18, Example 4.5.21] of a distribution which is ME but not phase-type is given by the density function $f(x) = (2/3)e^{-x}(1 + \cos(x))$; one of its ME representations is described by the triple

$$\alpha = (1, 0, 0), \quad T = \begin{pmatrix} -1 & -1 & 2/3 \\ 1 & -1 & -2/3 \\ 0 & 0 & -1 \end{pmatrix}, \quad t = \begin{pmatrix} 4/3 \\ 2/3 \\ 1 \end{pmatrix},$$

while a phase-type representation is inexistent [59]. In recent years, the use of strict ME distributions (that is, non-phase-type) has attracted attention in the literature since its convergence to the unit mass measure is faster (with respect to its dimension) than that achieved by the classic Erlangization technique [45].

It is well known that the class of ME distributions inherits some properties of phase-type distributions, though these properties are usually proved by analytic means rather than by the probabilistic ones commonly used for the phase-type case (e.g. see [16]). Below we present an example involving the convolution of ME-distributed random variables. Although a proof of this can be found in e.g. [18, Theorem 4.4.2] using Laplace transforms, in what follows we provide an alternative simple proof using an identity related to integrals of matrix quantities.

**Proposition 2.1. (Closure of ME class under convolutions)** For $1 \leq j \leq n$, let $X_j \sim$ ME($\alpha_j, T_j, t_j$) be independent, and let $k = \{k_1, \ldots, k_m\} \subset \{1, \ldots, n\}$ with $1 \leq m \leq n$. Then, $\sum_{j \in k} X_j$ is ME-distributed with parameters $(\alpha_k, T_k, t_k)$ where

$$\alpha_k = (\alpha_{k_1}, 0, 0, \ldots, 0), \quad T_k = \begin{pmatrix} T_{k_1} & t_{k_1} \alpha_{k_2} & \ldots & t_{k_1} \alpha_{k_m} \\ T_{k_2} & \alpha_{k_2} & \ldots & \alpha_{k_m} \\ \vdots & \vdots & \ddots & \vdots \\ T_{k_m} & & & \alpha_{k_m} \end{pmatrix}, \quad t_k = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ t_{k_m} \end{pmatrix},$$

with $0$ being a matrix of zeroes of appropriate dimension.

**Proof.** Fix $x \geq 0$ and suppose that $m \geq 2$ (the case $m = 1$ being trivial). Following [70, Theorem 1] with regard to integrals of matrix exponentials, we get

$$\alpha_k e^{T_k x} t_k = \alpha_{k_1} \begin{pmatrix} I & 0 & \cdots & 0 \end{pmatrix} e^{T_k x} \begin{pmatrix} 0 \\ 0 \\ \vdots \\ I \end{pmatrix} t_{k_m}$$

$$= \int_0^x \int_0^{y_1} \cdots \int_0^{y_{m-2}} \alpha_{k_1} e^{T_{k_1}(x-y_1)} t_{k_1} \alpha_{k_2} e^{T_{k_2}(y_1-y_2)} t_{k_2} \alpha_{k_3} \cdots e^{T_{k_m}(y_{m-1})} t_{k_m} dy_{m-1} \cdots dy_2 dy_1$$

$$= \int_0^x \int_0^{y_1} \cdots \int_0^{y_{m-2}} \left(\alpha_{k_1} e^{T_{k_1}(x-y_1)} t_{k_1} \right) \left(\alpha_{k_2} e^{T_{k_2}(y_1-y_2)} t_{k_2} \right) \cdots \left(\alpha_{k_m} e^{T_{k_m}(y_{m-1})} t_{k_m} \right) dy_{m-1} \cdots dy_2 dy_1$$

$$= \int_0^x \int_0^{y_1} \cdots \int_0^{y_{m-2}} f_{k_1}(x-y_1) f_{k_2}(y_1-y_2) \cdots f_{k_m}(y_{m-1}) dy_{m-1} \cdots dy_2 dy_1$$

$$= f_{k_1} * f_{k_2} * \cdots * f_{k_m}(x),$$

where $I$ denotes an identity matrix of appropriate dimension, $f_j$ is an ME($\alpha_j, T_j, t_j$) density, and `$*$' the convolution operation. Thus, the result follows. $\square$
In the following, we consider two classes of mixture distributions which contain ME. First we define the class of matrix-exponential mixtures (MEm) by

\[ M_{\text{Em}} = \left\{ \sum_{j=1}^{L} c_j f_j : L \in \mathbb{N}_+; f_j \in \text{ME}; c_j \geq 0; \sum_{j=1}^{L} c_j = 1 \right\}, \]

which contains density functions on \([0, \infty)\) that represent proper mixtures of ME densities (which must be non-negative). Further define the seemingly more general class of matrix-exponential affine mixtures (MEam) by

\[ M_{\text{Eam}} = \left\{ \sum_{j=1}^{L} c_j f_j : L \in \mathbb{N}_+; f_j \in \text{ME}; c_j \in \mathbb{R}; \sum_{j=1}^{L} c_j = 1; \sum_{j=1}^{L} c_j f_j \geq 0 \right\}, \quad (2.4) \]

which allows (some of) the “mixing weights” \(c_j\)’s to be possibly negative as long as \(\sum_{j=1}^{L} c_j f_j\) is non-negative. In the actuarial science literature, mixtures with negative weights are often referred to as combinations [31]. The following Proposition 2.2 shows that both MEm and MEam are equivalent to ME. This allows for a mixture representation of the densities that will help us define a new class of tractable multivariate distributions in Section 3, which is the main goal of this paper.

**Proposition 2.2. (Closure of ME class under (affine) mixtures)** We have the equivalence ME = MEm = MEam.

**Proof.** Clearly ME \(\subseteq\) MEm \(\subseteq\) MEam, so all that is left to prove is that MEam \(\subseteq\) ME. Pick an element of MEam defined in (2.4) where each \(f_j\) has parameters \((\alpha_j, T_j, t_j)\). Then, for all \(x \geq 0\) we have

\[ \sum_{j=1}^{L} c_j f_j(x) = (c_1 \alpha_1, \ldots, c_L \alpha_L) \exp \begin{pmatrix} T_1 \\ \vdots \\ T_L \end{pmatrix} x \begin{pmatrix} t_1 \\ \vdots \\ t_L \end{pmatrix}, \]

with the right-hand side corresponding to an element of ME. \(\Box\)

Even though the classes ME, MEm and MEam are the same, it may be convenient to express densities in a given particular form depending on the context. For example, although an ME representation of the order statistics of ME-distributed independent random variables can be found in [18, Section 4.4.2], it is considerably high dimensional. By considering MEam representations instead, we can avoid the computational cost of calculating the matrix exponential function of a very large matrix in exchange of computing a finite sum of lower dimensional matrix exponential functions. Proposition 2.3 below presents the results for the order statistics where an MEam representation is simpler than the ME one.

**Proposition 2.3. (Closure of ME under order statistics)** For \(1 \leq j \leq n\), let \(X_j \sim \text{ME}(\alpha_j, T_j, t_j)\) be independent, and let \(X_{k:n}\) denote the \(k\)-th order statistic of the collection \(\{X_1, \ldots, X_n\}\) (in the sense that \(X_1 \leq X_2 \leq \cdots \leq X_{n:n}\)). Then, the density function \(f_{k:n}\) of \(X_{k:n}\) is an element of MEam.

**Proof.** Let \(\mathcal{P}_n\) be the set of all permutations of \([1, \ldots, n]\) and let \(\mathcal{B}_\ell = \{0, 1\}^\ell\) for \(0 \leq \ell \leq n\). If \(r \in \mathcal{P}_n\), we denote its entries by \((r_1, \ldots, r_n)\); similarly, we denote the entries of \(q \in \mathcal{B}_\ell\)
by \((q_1, \ldots, q_\ell)\). By the general formula for order statistics [18, Equation (8)], for \(x \geq 0\) and \(1 \leq k \leq n\),

\[
f_{k:n}(x) = \frac{1}{(k-1)!(n-k)!} \sum_{r \in \mathcal{P}_r} F_{r_1}(x) \cdots F_{r_{k-1}}(x) f_{r_k}(x) \overline{F}_{r_{k+1}}(x) \cdots \overline{F}_{r_n}(x)
\]

\[
= \frac{1}{(k-1)!(n-k)!} \sum_{r \in \mathcal{P}_r} (-1)^{z(q)} \left( \overline{F}_{r_1}(x) \right)^{q_1} \cdots \left( \overline{F}_{r_{k-1}}(x) \right)^{q_{k-1}} f_{r_k}(x) \overline{F}_{r_{k+1}}(x) \cdots \overline{F}_{r_n}(x),
\]

where \(z(q) = \sum_j q_j\). Thus, \(f_{k:n} \in \text{MEam}\) will follow once we prove that each summand on the right-hand side of (2.5) is proportional to some density which belongs to ME.

Fix \(1 \leq k \leq n\), \(r \in \mathcal{P}_r\) and \(q \in \mathcal{P}_{k-1}\), and let \(\mathcal{S} = \{r_j : 1 \leq j \leq k-1; q_j = 1\}\). The set \(\mathcal{S}\) contains exactly \(z = z(q)\) elements, which we call \(s_1, \ldots, s_z\). Denote by \(\otimes\) and \(\oplus\) the Kronecker product and sum [18, A.4], respectively. Using that \(\overline{F}_{j}(x) = \alpha_j e^{T_s x} I_j\) where \(I_j = (-T_j)^{-1} t_j\), we obtain

\[
\left( \overline{F}_{r_1}(x) \right)^{q_1} \cdots \left( \overline{F}_{r_{k-1}}(x) \right)^{q_{k-1}} f_{r_k}(x) \overline{F}_{r_{k+1}}(x) \cdots \overline{F}_{r_n}(x)
\]

\[
= \left( \alpha_{s_1} e^{T_{s_1} x} I_{s_1} \right) \cdots \left( \alpha_{s_z} e^{T_{s_z} x} I_{s_z} \right) \left( \alpha_{r_k} e^{T_{r_k} x} t_{r_k} \right) \left( \alpha_{r_{k+1}} e^{T_{r_{k+1}} x} l_{r_{k+1}} \right) \cdots \left( \alpha_{r_n} e^{T_{r_n} x} l_{r_n} \right)
\]

\[
= \left( \alpha_{s_1} \otimes \cdots \otimes \alpha_{s_z} \otimes \alpha_{r_k} \otimes \alpha_{r_{k+1}} \otimes \cdots \otimes \alpha_{r_n} \right)
\]

\[
\times \left( e^{T_{s_1} x} \otimes \cdots \otimes e^{T_{s_z} x} \otimes e^{T_{r_k} x} \otimes e^{T_{r_{k+1}} x} \cdots \otimes e^{T_{r_n} x} \right)
\]

\[
\times \left( l_{s_1} \otimes \cdots \otimes l_{s_z} \otimes l_{r_k} \otimes l_{r_{k+1}} \otimes \cdots \otimes l_{r_n} \right),
\]

where the second-to-last equality follows from the mixed product rule for Kronecker products [18, Theorem A.4.2], and the last equality from a Kronecker sum exponential identity [18, Theorem A.4.7]. That (2.6) is proportional to a density function follows by noticing that such expression is non-negative and bounded from above by \(f_{r_k}\) (and thus integrable).

\[\square\]

Remark 2.1. Note that if \(X_1, \ldots, X_n\) follow an identical distribution \(\text{ME}(\alpha, T, t)\), then \(X_{k:n}\) has density function

\[
f_{k:n}(x) = \frac{n!}{(k-1)!(n-k)!} \left( F(x) \right)^{k-1} f(x) \left( \overline{F}(x) \right)^{n-k}
\]

\[
= \frac{n!}{(k-1)!(n-k)!} \sum_{\ell=0}^{k-1} \binom{k-1}{\ell} (-1)^\ell f(x) \left( \overline{F}(x) \right)^{n-\ell-1},
\]

where

\[
f(x) \left( \overline{F}(x) \right)^{n-\ell-1} = \left( \alpha \otimes \alpha \otimes \cdots \otimes \alpha \right) \exp \left( \left( T \oplus T \oplus \cdots \oplus T \right) x \right) \left( t \otimes l \otimes \cdots \otimes l \right).
\]
3 Multivariate matrix-exponential affine mixtures

In this section, we exploit the representation \((2.4)\) to define a class of multivariate distributions with MMEam marginals. Our construction is based on an affine mixture resembling the class multivariate Erlang mixture distributions considered in \([52, 72]\). Throughout the rest of the paper, we shall fix \(L, M \in \mathbb{N}_+\), and for all \(j \in \{1, \ldots, L\}\), fix \(f_j \in \text{ME}\) with triple \((\alpha_j, T_j, t_j)\). An \(M\)-variate version of our proposed matrix-exponential affine mixture is defined as follows.

**Definition 3.1.** \((\text{MMEam})\) Define \(\mathcal{I} = \{1, \ldots, L\}^M\) and let \(\{p_i\}_{i \in \mathcal{I}}\) be a collection of real numbers such that \(\sum_{i \in \mathcal{I}} p_i = 1\), where the entries of \(i \in \mathcal{I}\) are given by \((i_1, \ldots, i_M)\). With \(f_j \in \text{ME}\) for each \(j \in \{1, \ldots, L\}\), we say that the multivariate density function defined by

\[
f(x_1, \ldots, x_M) = \sum_{i \in \mathcal{I}} p_i f_{i_1}(x_1) \cdots f_{i_M}(x_M)
\]

(3.1)

for \(x_1, \ldots, x_M \geq 0\) is a multivariate matrix-exponential affine mixture \((\text{MMEam})\) density function as long as \(f \geq 0\). We denote the class of such density functions by MMEam.

It is clear from the above definition that if an \(M\)-variate random vector (where \(M \geq 2\)) has joint density \((3.1)\), then any \(\tilde{M}\) sub-components (where \(1 \leq \tilde{M} < M\)) of the random vector has joint density that follows an \(M\)-variate MMEam (see the proof of Theorem 3.1).

**Remark 3.1.** If \(p_i \geq 0\) for all \(i \in \mathcal{I}\), then the random vector \(X = (X_1, \ldots, X_M)\) following the law \((3.1)\) can be easily realized by first drawing a point \(\omega = (\omega_1, \ldots, \omega_M) \in \mathcal{I}\) according to the \(M\)-variate probability mass function \(\{p_i : i \in \mathcal{I}\}\), followed by drawing \(Z_k \sim f_{\omega_k}\) independently for all \(1 \leq k \leq M\), and finally assigning the values of each \(Z_k\) to \(X_k\).

**Remark 3.2.** If \(p_i \geq 0\) for all \(i \in \mathcal{I}\) and for some \(\lambda > 0\), \(f_j\) is an Erlang\((j, \lambda)\) density (which belongs to ME) for all \(j \in \{1, \ldots, L\}\), then \((3.1)\) reduces to the density of a multivariate finite Erlang mixture. Moving from Erlang to ME density provides added flexibility to modelling, which may be reflected in a smaller number of terms to achieve the same or even better fit. Moreover, while the Erlang\((j, \lambda)\) distribution has the smallest coefficient of variation among phase-type distributions of order \(j\ [4]\), even lower coefficient of variations can be found within the ME class \([15]\).

In the rest of this section we investigate some closure properties and related results of the MMEam class. For later use, we denote by \(\mathbb{N}_0\) the set of non-negative integers.

### 3.1 Conditional density and cross moments

Suppose that the random vector \((X_1, \ldots, X_M)\) follows an \(M\)-variate density function \(f\) with support on \([0, \infty)^M\). Fix \(1 \leq k \leq M\) and \(x_{k+1}, \ldots, x_M \geq 0\). Let \(f^{\text{con}}\) denote the joint density of \((X_1, \ldots, X_k)\) conditional on \((X_{k+1}, \ldots, X_M) = (x_{k+1}, \ldots, x_M)\), which is given by

\[
f^{\text{con}}(x_1, \ldots, x_k \mid x_{k+1}, \ldots, x_M) = \frac{f(x_1, \ldots, x_M)}{\int_0^\infty \cdots \int_0^\infty f(y_1, \ldots, y_k, x_{k+1}, \ldots, x_M)dy_1 \cdots dy_k}
\]

(3.2)

for \(x_1, \ldots, x_k \geq 0\). In the following, we show that if \(f \in \text{MMEam}\) then \(f^{\text{con}}\) also belongs to MMEam and the resulting cross moments can be easily evaluated. When \(k = M\), the results simply apply to the (unconditional) full vector \((X_1, \ldots, X_M)\).
Theorem 3.1. (Conditional density and cross moments of MMEam) Let \((X_1, \ldots, X_M)\) follow the density \(f \in \text{MMEam} \) of the form \((3.7)\). Then the conditional density \(f_{\text{con}}\) defined in \((3.5)\) is a \(k\)-variate MMEam density given by
\[
f_{\text{con}}(x_1, \ldots, x_k \mid x_{k+1}, \ldots, x_M) = \sum_{t \in \mathcal{S}} q_t(x_{k+1}, \ldots, x_M) f_{t_1}(x_1) \cdots f_{t_k}(x_k),
\]
where
\[
q_t(x_{k+1}, \ldots, x_M) = \begin{cases} \frac{p_t f_{t_{k+1}}(x_{k+1}) \cdots f_{t_{M}}(x_M)}{\sum_{h \in \mathcal{S}} p_h f_{h_{k+1}}(x_{k+1}) \cdots f_{h_{M}}(x_M)} & \text{if } k < M, \\ 1 & \text{if } k = M. \end{cases}
\]

In addition, for \(r_1, r_2, \ldots, r_k \in \mathbb{N}_0\), the cross moments are
\[
E \left[ \prod_{j=1}^{k} X_j^{r_j} \right] \mid X_{k+1} = x_{k+1}, \ldots, X_M = x_M = \sum_{t \in \mathcal{S}} q_t(x_{k+1}, \ldots, x_M) \prod_{j=1}^{k} r_j! \alpha_{ij} (-T_{ij})^{-\alpha_{ij}} t_{ij}.
\]

Proof. We start by considering the joint density of \((X_{k+1}, \ldots, X_M)\) for \(k < M\). This is represented by the denominator of \((3.2)\), which, upon substitution of \((3.1)\), equals
\[
\int_{0}^{\infty} \cdots \int_{0}^{\infty} f(y_1, \ldots, y_k, x_{k+1}, \ldots, x_M) dy_1 \cdots dy_k = \sum_{h \in \mathcal{S}} p_h f_{h_{k+1}}(x_{k+1}) \cdots f_{h_{M}}(x_M) \quad (3.6)
\]
\[
= \sum_{(h_{k+1}, \ldots, h_M) \in \{1, \ldots, L\}^{M-k}} \left( \sum_{(h_1, \ldots, h_M) \in \{1, \ldots, L\}^k} p_{h_1, \ldots, h_M} f_{h_{k+1}}(x_{k+1}) \cdots f_{h_{M}}(x_M), \quad (3.7)
\]
where the entries of \(h \in \mathcal{S}\) are \((h_1, \ldots, h_M)\). The above expression clearly follows an \((M-k)\)-variate MMEam with the terms inside the large parenthesis the “mixing weights”. When \(k < M\), via division of \((3.1)\) by \((3.6)\), we can express \((3.2)\) as \((3.3)\) with \(q_t(x_{k+1}, \ldots, x_M)\) given by \((3.4)\).

The result on \(f_{\text{con}}\) is trivial when \(k = M\). Note that the summation in \((3.3)\) can be separated into two parts in the same manner as in \((3.7)\), and therefore one observes that \((3.3)\) is a \(k\)-variate MMEam density. Finally,
\[
E \left[ \prod_{j=1}^{k} X_j^{r_j} \right] \mid X_{k+1} = x_{k+1}, \ldots, X_M = x_M = \sum_{t \in \mathcal{S}} q_t(x_{k+1}, \ldots, x_M) \left( \int_{0}^{\infty} x_1^{r_1} f_{t_1}(x_1) dx_1 \right) \cdots \left( \int_{0}^{\infty} x_k^{r_k} f_{t_k}(x_k) dx_k \right).
\]

Since \(\int_{0}^{\infty} x_j^{r_j} f_{t_j}(x_j) dx_j = r_j! \alpha_{ij} (-T_{ij})^{-\alpha_{ij}} t_{ij}\) [18 Theorem 4.1.18], the result \((3.5)\) immediately follows. \(\square\)

3.2 Residual lifetime distribution

For an \(M\)-variate density function \(f\) with support on \([0, \infty)^M\) that is represented by the random vector \(X = (X_1, \ldots, X_M) \sim f\), fix \(z = (z_1, \ldots, z_M) \in [0, \infty)^M\) and let \(f_{z}^{\text{RL}}\) be the multivariate density of \(X - z\) conditional on \(X > z\). We call \(f_{z}^{\text{RL}}\) the residual lifetime density of \(f\). It is straightforward to see that
\[
f_{z}^{\text{RL}}(x_1, \ldots, x_M) = \frac{f(x_1 + z_1, \ldots, x_M + z_M)}{F(z_1, \ldots, z_M)} \quad (3.8)
\]
for \(x_1, \ldots, x_M \geq 0\), where \(F(z_1, \ldots, z_M) = \int_{z_1}^{\infty} \cdots \int_{z_M}^{\infty} f(y_1, \ldots, y_M) dy_1 \cdots dy_M\) is the joint survival function corresponding to \(f\).

**Theorem 3.2. (Residual lifetime of MMEam)** Suppose that \(f \in \text{MMEam}^\ast\) is of the form (3.1). Then the residual lifetime density function \(f_{z}^{\text{RL}}\) defined in (3.8) is also in the class \(\text{MMEam}\) and its explicit form is given by

\[
f_{z}^{\text{RL}}(x_1, \ldots, x_M) = \sum_{i \in \mathcal{S}} f_{z_{i}, i}^{\text{RL}}(x_i) \cdots f_{z_{M}, i_{M}}^{\text{RL}}(x_M),
\]

where

\[
f_{z_{j}, i}^{\text{RL}}(x) = \eta_{z_{j}, i} e^{T_{j} x} \quad \text{and} \quad \eta_{z_{j}, i} = \frac{1}{\alpha_{z_{j}, i} e^{T_{j} i}},
\]

for \(z \geq 0\) and \(1 \leq j \leq L\), and

\[
p_{z, i}^{\text{RL}} = \frac{p_{i} (\eta_{i} e^{T_{i} z_{i}})}{\sum_{i \in \mathcal{S}} \sum_{i \in \mathcal{S}} p_{i} \eta_{i} e^{T_{i} z_{i}}},
\]

under the obvious definition \(T_{j} = (-T_{j})^{-1} t_{j} \).

**Proof.** By putting (3.1) into (3.8), we arrive at

\[
f_{z}^{\text{RL}}(x_1, \ldots, x_M) = \sum_{i \in \mathcal{S}} p_{i} \eta_{i} e^{T_{i} x} \cdots \eta_{i_{M}} e^{T_{i_{M}} x_{M}},
\]

which can be rewritten as (3.9) by defining

\[
f_{z_{j}, i}^{\text{RL}}(x) = \frac{f_{j}(x + z)}{F_{j}(z)}, \quad p_{z, i}^{\text{RL}} = \frac{p_{i} F_{i}(z)}{F_{i}(z)}.
\]

Note that \(f_{z_{j}, i}^{\text{RL}}\) represents a univariate residual lifetime density of \(f_{j}\). Since (2.1) and (2.2) are valid for each ME density \(f_{j}\), it is straightforward to see that (3.10) and (3.11) follow from the above definitions. From (3.11), it is clear that \(\sum_{i \in \mathcal{S}} p_{z, i}^{\text{RL}} = 1\). Since each \(f_{z_{j}, i}^{\text{RL}}\) in (3.10) is an ME density, the result follows.

**3.3 Size-biased Esscher transform**

Fix \(n_1, \ldots, n_M \in \mathbb{N}_0\) and \(\lambda_1, \ldots, \lambda_M \geq 0\). For later use, it will be convenient to collect such information in the vectors \(n = (n_1, \ldots, n_M)\) and \(\lambda = (\lambda_1, \ldots, \lambda_M)\). The density \(f_{n, \lambda}^{\text{ET}}\) of a size-biased Esscher transform of an \(M\)-dimensional multivariate density function \(f\) with support on \([0, \infty)^M\) is defined by

\[
f_{n, \lambda}^{\text{ET}}(x_1, \ldots, x_M) = \frac{1}{C_{n, \lambda}^{\text{ET}}} x_{n_1}^{n_1} \cdots x_{n_M}^{n_M} e^{-\lambda_1 x_1 - \cdots - \lambda_M x_M} f(x_1, \ldots, x_M)
\]

for \(x_1, \ldots, x_M \geq 0\), where

\[
C_{n, \lambda}^{\text{ET}} = \int_{0}^{\infty} \cdots \int_{0}^{\infty} y_{1}^{n_1} \cdots y_{M}^{n_M} e^{-\lambda_1 y_1 - \cdots - \lambda_M y_M} f(y_1, \ldots, y_M) dy_1 \cdots dy_M
\]

provided \(C_{n, \lambda}^{\text{ET}} < \infty\) (which is true if \(f \in \text{MMEam}\)). See e.g. [72, Section 2.2]. Note that the case \(\lambda_1 = \cdots = \lambda_M = 0\) represents the multivariate cross-moment or size-biased distribution (e.g. [57, Equation (2)]) while the case \(n_1 = \cdots = n_M = 0\) corresponds to the usual multivariate Esscher transform. In what follows we would like to prove that if \(f \in \text{MMEam}\), then \(f_{n, \lambda}^{\text{ET}} \in \text{MMEam}\). To do so, we first need the following result.
Lemma 3.1. Given a square matrix $T$ and a real number $\lambda \in \mathbb{R}$, we have that, for all $n \in \mathbb{N}_0$ and $x \geq 0$,

$$
\frac{x^n}{n!} e^{-\lambda x} e^{T x} = (I \ 0 \ \cdots \ 0) \exp \left( T^{[n,\lambda]} x \right) \begin{pmatrix} 0 \\ \vdots \\ 0 \ \\ I \end{pmatrix},
$$

(3.14)

where

$$
T^{[n,\lambda]} = \begin{pmatrix} T - \lambda I & I \\ T - \lambda I & I \\ \vdots \\ T - \lambda I \end{pmatrix}^{n+1 \text{ blocks}}.
$$

Proof. Employing the results of [70] as in the proof of Proposition 2.1, we get that the right-hand side of (3.14) is equal to

$$
\int_0^x \int_0^{s_1} \cdots \int_0^{s_{n-1}} e^{(T-\lambda I)(x-s_1)} I e^{(T-\lambda I)(s_1-s_2)} I \cdots e^{(T-\lambda I)s_{n-1}} ds_n \cdots ds_2 ds_1
\]

where in the last equality we have used that $e^{-\lambda x} e^{T x} = e^{-\lambda x} e^{T x} = e^{(T-\lambda I)x}$.

\[ \square \]

Theorem 3.3. (Size-biased Esscher transform of MMEam) Let $f$ be MMEam be of the form (3.1). Then, the size-biased Esscher transformed density $f^{ET}_{n,\lambda}$ defined in (3.12) belongs to MMEam and its explicit formula is given by

$$
f^{ET}_{n,\lambda}(x_1, \ldots, x_M) = \sum_{i \in \mathcal{N}} p^{ET}_{n,\lambda, i} f^{ET}_{n,\lambda, i_1, i_2} \cdots f^{ET}_{n,\lambda, i_M, i_M}(x_M),
$$

(3.15)

where

$$
f^{ET}_{n,\lambda, j}(x) = \begin{pmatrix} n! \alpha^{[n]}_{j} \end{pmatrix} e^{T^{[n,\lambda]} x^{[n]}} t^{[n]}_j, \quad C^{ET}_{n,\lambda, j} = n! \alpha_j (\lambda I - T_j)^{-(n+1)} t_j
$$

(3.16)

for $n \in \mathbb{N}_0$, $\lambda \geq 0$ and $1 \leq j \leq L$, with

$$
\alpha^{[n]}_j = (\alpha_j, \ 0, \ldots, \ 0), \quad t^{[n]}_j = \begin{pmatrix} 0 \\ \vdots \\ 0 \ \\ t_j \end{pmatrix}^{n+1 \text{ blocks}}.
$$

(3.17)

In addition, the weights are defined by

$$
p^{ET}_{n,\lambda, i} = p_i \frac{C^{ET}_{n,\lambda, i_1} C^{ET}_{n,\lambda, i_2} \cdots C^{ET}_{n,\lambda, i_M, i_M}}{C^{ET}_{n,\lambda}}, \quad C^{ET}_{n,\lambda} = \sum_{i \in \mathcal{N}} p_i C^{ET}_{n,\lambda, i_1} C^{ET}_{n,\lambda, i_2} \cdots C^{ET}_{n,\lambda, i_M, i_M}.
$$

(3.18)
Proof. Substitution of (3.1) into (3.12) yields
\[
\mathbf{f}_{n,\lambda}^\dagger(x_1, \ldots, x_M) = \frac{1}{C_{n,\lambda}^{ET}} \sum_{i \in S} p_i \left[ x_1^{m_i} e^{-\lambda_i x_1} f_{i1}(x_1) \right] \cdots \left[ x_M^{n_M} e^{-\lambda_M x_M} f_{iM}(x_M) \right]
\]
which equals (3.15) under the definitions
\[
f_{n,\lambda,j}^\dagger(x) = \frac{1}{C_{n,\lambda,j}^{ET}} x^n e^{-\lambda x} f_j(x), \quad C_{n,\lambda,j}^{ET} = \int_0^\infty y^n e^{-\lambda y} f_j(y) \, dy,
\]
and \( p_{n,\lambda,i}^\dagger \) in (3.18). Note that \( C_{n,\lambda,j}^{ET} \) is a normalizing constant such that \( f_{n,\lambda,j}^\dagger \) is a univariate size-biased Esscher transformed density of \( f_j \). With \( f_j \in \text{ME} \), the density \( f_{n,\lambda,j}^\dagger \) can be expressed as
\[
f_{n,\lambda,j}^\dagger(x) = \frac{1}{C_{n,\lambda,j}^{ET}} \alpha_j \left( x^n e^{-\lambda x} T_j \right) t_j,
\]
and therefore application of Lemma 3.1 results in the representation of \( f_{n,\lambda,j}^\dagger \) in (3.16) with \( \alpha_j^{[n]} \) and \( t_j^{[n]} \) given by (3.17). The constant \( C_{n,\lambda,j}^{ET} \) in (3.19) corresponds to the \( n \)-th moment of a (possibly defective) ME distribution with parameters \( (\alpha_j, T_j - \lambda I, t_j) \), and thus, using [18 Theorem 4.1.18] we get its explicit form in (3.16). Then, under (3.1) the constant \( C_{n,\lambda,j}^{ET} \) appearing in (3.13) is easily obtained as in (3.18). Finally, (3.16) implies that \( f_{n,\lambda,j}^\dagger \in \text{ME} \) for each \( j \) while (3.18) means that \( \sum_{i \in S} p_{n,\lambda,i}^\dagger = 1 \). Therefore, \( f_{n,\lambda}^\dagger \in \text{MMEam} \) according to the representation (3.15).

Remark 3.3. In the above theorem, the Esscher transform arguments \( \lambda_1, \ldots, \lambda_M \) are assumed non-negative for the ease of exposition. If we define \( \kappa_j < 0 \) to be the dominant eigenvalue of \( T_j \) (see Section 2), then our results are still valid as long as \( \lambda_i > \kappa_j \) for \( 1 \leq i \leq M \) and \( 1 \leq j \leq L \), as this guarantees that the integral representation of \( C_{n,\lambda,j}^{ET} \) in (3.19) is finite and the density in (3.19) is well-defined for \( \lambda = \lambda_1, \ldots, \lambda_M \) and \( 1 \leq j \leq L \).

3.4 Higher order equilibrium distribution

Given \( r \in \mathbb{N}_+ \) and an \( M \)-variate density function \( f \) with support on \([0, \infty)^M\), let us recursively define the density
\[
f_r^{ED}(x_1, \ldots, x_M) = \frac{\mathcal{F}_r^{ED}(x_1, \ldots, x_M)}{\int_0^\infty \cdots \int_0^\infty \mathcal{F}_r^{ED}(y_1, \ldots, y_M) \, dy_1 \cdots dy_M}
\]
for \( x_1, \ldots, x_M \geq 0 \), where \( \mathcal{F}_r^{ED}(x_1, \ldots, x_M) = \int_{x_1}^\infty \cdots \int_{x_M}^\infty \mathcal{F}_r^{ED}(u_1, \ldots, u_M) \, du_1 \cdots du_M \) is the corresponding survival function and \( f_0^{ED} = f \) is the starting point (and hence \( \mathcal{F}_0^{ED} = \mathcal{F} \)). The function \( f_r^{ED} \) is called the \( r \)-th order equilibrium density function (see e.g. [72 Equation (23)]).

Theorem 3.4. (Higher order equilibrium distribution of MMEam) Suppose that \( f \in \text{MMEam} \) is of the form (3.7). Then, for all \( r \in \mathbb{N}_+ \), the \( r \)-th order equilibrium density function \( f_r^{ED} \) defined in (3.20) belongs to MMEam, and is of the form
\[
f_r^{ED}(x_1, \ldots, x_M) = \sum_{i \in S} p_{r,i}^{ED} f_{r,i1}(x_1) \cdots f_{r,iM}(x_M),
\]
(3.21)
where
\[ f_{r,j}^{ED}(x) = \alpha_{r,j}^{ED} e^{T_j x} l_j, \quad \alpha_{r,j}^{ED} = \frac{1}{\alpha_{r-1,j}^{ED}(-T_j)^{-1} l_j} \alpha_{r-1,j}^{ED} \] (3.22)
for \( 1 \leq j \leq L \) and
\[ p_{r,i}^{ED} = \frac{p_{r-1,i}^{ED} (\alpha_{r-1,j}^{ED} (-T_i)^{-1} l_i) \cdots (\alpha_{r-1,j}^{ED} (-T_{l_m})^{-1} l_{l_m})}{\sum_{h \in \mathcal{P}} p_{r-1,h}^{ED} (\alpha_{r-1,j}^{ED} (-T_h)^{-1} l_h) \cdots (\alpha_{r-1,j}^{ED} (-T_{l_m})^{-1} l_{l_m})} \] (3.23)
are obtained recursively with the starting point \( \alpha_{0,j}^{ED} = \alpha_j \) and \( p_{0,i}^{ED} = p_i \).

Proof. By substituting (3.1), we have the first order equilibrium density
\[ f_1^{ED}(x_1, \ldots, x_M) = \frac{\sum_{i \in \mathcal{P}} p_i \bar{F}_{i1}(x_1) \cdots \bar{F}_{im}(x_M)}{\sum_{h \in \mathcal{P}} p_h (\int_0^{\infty} \bar{F}_{h1}(y) dy) \cdots (\int_0^{\infty} \bar{F}_{hM}(y) dy)} = \sum_{i \in \mathcal{P}} p_{1,i}^{ED} f_{1,i1}(x_1) \cdots f_{1,im}(x_M), \]
where
\[ f_{1,j}^{ED}(x) = \frac{\bar{F}_{j}(x)}{\int_0^{\infty} \bar{F}_{j}(y) dy} = \frac{\alpha_j e^{T_j x} l_j}{\alpha_j (-T_j)^{-1} l_j} = \alpha_{1,j}^{ED} e^{T_j x} l_j, \quad \alpha_{1,j}^{ED} = \frac{1}{\alpha_j (-T_j)^{-1} l_j} \alpha_j \]
for \( 1 \leq j \leq L \), and
\[ p_{1,i}^{ED} = \frac{p_i \int_0^{\infty} \bar{F}_{i1}(y) dy \cdots (\int_0^{\infty} \bar{F}_{im}(y) dy)}{\sum_{h \in \mathcal{P}} p_h (\int_0^{\infty} \bar{F}_{h1}(y) dy) \cdots (\int_0^{\infty} \bar{F}_{hM}(y) dy)} \]
\[ = \frac{p_i \alpha_{i1}(-T_i)^{-1} l_i \cdots (\alpha_{im}(-T_{l_m})^{-1} l_{l_m})}{\sum_{h \in \mathcal{P}} p_h (\alpha_{h1}(-T_{h1})^{-1} l_{h1}) \cdots (\alpha_{hm}(-T_{hM})^{-1} l_{hM})}. \]

Note that we have used that \( \int_0^{\infty} \bar{F}_{j}(y) dy = \alpha_j \int_0^{\infty} e^{T_j y} dy \) \( l_j = \alpha_j (-T_j)^{-1} l_j \). Recursively, it is straightforward to see that (3.21)-(3.23) are valid when \( r \geq 2 \). Clearly, the results also hold true for \( r = 1 \) by defining \( \alpha_{0,j}^{ED} = \alpha_j \) and \( p_{0,i}^{ED} = p_i \). Since \( f_{r,j}^{ED} \in \text{MEam} \) for each \( j \in \{1, \ldots, L\} \) and \( r \in \mathbb{N}_+ \), we have that \( f_{r,j}^{ED} \in \text{MMEam} \) for \( r \in \mathbb{N}_+ \). We remark that \( f_{r,j}^{ED} \) is the \( r \)-th order univariate equilibrium density of \( f_j \). \( \square \)

3.5 Order statistics

For a random vector \((X_1, \ldots, X_M)\) that follows the \( M \)-variate density function \( f \) with support on \([0, \infty)^M\), we denote by \( X_{j,M}^{OS} \) the \( j \)-th order statistic and let \( f_{j,M}^{OS} \) be its associated density for \( 1 \leq j \leq M \). It is shown below that each \( f_{j,M}^{OS} \) belongs to MEam.

Theorem 3.5. (Order statistics of MMEam) Suppose that \( f \in \text{MMEam} \) is of the form (3.1). Then, \( f_{j,M}^{OS} \in \text{MEam} \) for each \( j \in \{1, \ldots, M\} \).

Proof. Let \( \mathcal{P}_M \) denote the set of permutations of \( \{1, \ldots, M\} \). Following the law of total probability, we have
\[ f_{j,M}^{OS}(x) = \mathbb{P}(X_{j,M}^{OS} \in [x, x+dx])/dx \]
\[
\begin{align*}
&= \frac{1}{(j-1)!(M-j)!} \sum_{r \in \mathcal{P}_M} \mathbb{P}(X_{r_1} < x, \ldots, X_{r_{j-1}} < x, X_{r_j} \in [x, x+dx], X_{r_{j+1}} > x, \ldots, X_{r_M} > x)/dx \\
&= \frac{1}{(j-1)!(M-j)!} \sum_{r \in \mathcal{P}_M} \sum_{i \in \mathcal{I}} p_i \Phi_{i_{r_1}}(x) \cdots \Phi_{i_{r_{j-1}}}(x) \Phi_{i_{r_j}}(x) \cdots \Phi_{i_{r_M}}(x) \\
&= \sum_{i \in \mathcal{I}} p_i \Phi_{i_{j:M}}(x)
\end{align*}
\] 
for \(x \geq 0\), where \(\Phi_{i_{j:M}}\) is the \(j\)-th order statistic of \(f_{i_1}, f_{i_2}, \ldots, f_{i_M}\). Since the latter are elements of ME, Proposition 2.3 implies that \(\Phi_{i_{j:M}} \in \text{MEam}\), so that (3.24) is also in MEam. \(\square\)

### 3.6 Correlation measures

If a random vector \((X_1, \ldots, X_M)\) has the \(M\)-variate density function \(f \in \text{MEam}\) of the form (3.1), then it is straightforward to apply the formulas for (unconditional) cross moments in Theorem 3.1 to compute the Pearson’s correlation coefficient between any two random variables \(X_{j_1}\) and \(X_{j_2}\), which is defined by \((\mathbb{E}[X_{j_1}X_{j_2}] - \mathbb{E}[X_{j_1}]\mathbb{E}[X_{j_2}])/\sqrt{\text{Var}(X_{j_1})\text{Var}(X_{j_2})}\). Closed-form formulas for other common rank correlation measures which describe the dependency between \(X_{j_1}\) and \(X_{j_2}\), namely Kendall’s tau and Spearman’s rho, can also be obtained, and these are the subject matters of this subsection. For later use, it is understood that the entries of \(i', i'' \in \mathcal{I}\) are given by \(i' = (i'_1, \ldots, i'_M)\) and \(i'' = (i''_1, \ldots, i''_M)\) respectively.

#### 3.6.1 Kendall’s tau

Let \((Y, Z)\) be a random vector which is assumed to follow the bivariate density \(h\) and cumulative distribution function \(H\). Define the coefficient

\[
\tau(Y, Z) = \mathbb{P}((Y_1 - Y_2)(Z_1 - Z_2) > 0) - \mathbb{P}((Y_1 - Y_2)(Z_1 - Z_2) < 0),
\]

where \((Y_1, Z_1)\) and \((Y_2, Z_2)\) are independent copies of \((Y, Z)\). Then \(\tau(Y, Z)\), called Kendall’s tau, measures the theoretical concordance between the entries of \((Y_1, Z_1)\) and \((Y_2, Z_2)\). It was proved in [58] Theorem 5.1.1] that

\[
\tau(Y, Z) = 4 \int_0^\infty \int_0^\infty H(y, z)h(y, z)dydz - 1. \tag{3.25}
\]

In the following we provide a formula for \(\tau(X_{j_1}, X_{j_2})\) whenever the density function of \((X_1, \ldots, X_M)\) belongs to MEam.

**Theorem 3.6. (Kendall’s tau of MEam)** Suppose that \((X_1, \ldots, X_M)\) follow the density \(f \in \text{MEam which is of the form (3.1)}\). Then, for \(1 \leq j_1, j_2 \leq M\), the Kendall’s tau of the pair \((X_{j_1}, X_{j_2})\) is given by

\[
\tau(X_{j_1}, X_{j_2}) = 4 \sum_{i, i' \in \mathcal{I}} p_{i} p_{i'} c_{i, i'}(j_1) c_{i, i'}(j_2) - 1,
\]

where

\[
c_{i, i'}(r) = 1 - (\alpha_{i'} \otimes \alpha_{i'}) ( -T_{i'} \oplus T_{i'} )^{-1} (l_{i'} \oplus t_{i'}). \tag{3.26}
\]
Proof. With \((X_{j_1}, X_{j_2})\) in place of \((Y, Z)\), the assumption \((3.11)\) implies that
\[
h(y, z) = \sum_{i' \in S} p_i f_{i_{j_1}}'(y) f_{i_{j_2}}'(z), \quad H(y, z) = \sum_{i' \in S} p_i F_{i_{j_1}}(y) F_{i_{j_2}}(z).
\]
Hence, using \((3.25)\), we have
\[
\tau(X_{j_1}, X_{j_2}) = 4 \sum_{i', i'' \in S} p_i p_{i''} \left( \int_0^\infty F_{i_{j_1}}(y) f_{i_{j_1}}'(y) dy \right) \left( \int_0^\infty F_{i_{j_2}}(z) f_{i_{j_2}}'(z) dz \right) - 1.
\]
Since
\[
\int_0^\infty F_{i_r}(x) f_{i_r'}(x) dx = 1 - \int_0^\infty \tilde{F}_{i_r}(x) f_{i_r'}(x) dx
\]
\[
= 1 - \int_0^\infty (\alpha_{i_r} e^{T_{i_r} x} l_{i_r}) (\alpha_{i_r'} e^{T_{i_r'} x} t_{i_r'}) dx
\]
\[
= 1 - \int_0^\infty (\alpha_{i_r} \otimes \alpha_{i_r'}) e^{(T_{i_r} \oplus T_{i_r'}) x} (l_{i_r} \otimes t_{i_r'}) dx
\]
\[
= 1 - (\alpha_{i_r} \otimes \alpha_{i_r'}) (-T_{i_r} \oplus T_{i_r'})^{-1} (l_{i_r} \otimes t_{i_r'}), \quad (3.27)
\]
the result follows. \(\Box\)

3.6.2 Spearman’s rho

Suppose now that for a vector \((Y, Z)\) with joint cumulative distribution function \(H\), we want to measure its concordance with respect to a version of itself with identical but independent marginals. With \((Y_1, Z_1), (Y_2, Z_2)\) and \((Y_3, Z_3)\) independent copies of \((Y, Z)\), the Spearman’s rho is defined as
\[
\rho(Y, Z) = 3\left( P((Y_1 - Y_2)(Z_1 - Z_3) > 0) - P((Y_1 - Y_2)(Z_1 - Z_3) < 0) \right).
\]
As in the case of Kendall’s tau, \(\rho(Y, Z)\) admits an integral expression \([58, \text{Theorem 5.1.6}]\)
\[
\rho(Y, Z) = 12 \int_0^\infty \int_0^\infty H(y, z) h_Y(y) h_Z(z) dy dz - 3, \quad (3.28)
\]
where \(h_Y\) and \(h_Z\) are the marginal densities of \(Y\) and \(Z\) respectively. Next, we provide a closed-form expression for \(\rho(X_{j_1}, X_{j_2})\) when \((X_1, \ldots, X_M)\) is distributed as MMEam.

Theorem 3.7. (Spearman’s rho of MMEam) Suppose that \((X_1, \ldots, X_M)\) follow the density \(f \in \text{MMEam} \) which is of the form \((3.7)\). Then, for \(1 \leq j_1, j_2 \leq M\), the Spearman’s rho of the pair \((X_{j_1}, X_{j_2})\) is given by
\[
\rho(X_{j_1}, X_{j_2}) = 12 \sum_{i', i'' \in S} p_i p_{i''} c_{i,i'}(j_1) c_{i,i'}(j_2) - 3,
\]
where \(c_{i,i'}(j_1)\) and \(c_{i,i'}(j_2)\) are defined via \((3.26)\).

Proof. With \((X_{j_1}, X_{j_2})\) in place of \((Y, Z)\), the integral in the definition \((3.28)\) can be evaluated as
\[
\int_0^\infty \int_0^\infty H(y, z) h_Y(y) h_Z(z) dy dz
\]

\[
\begin{align*}
&= \int_0^\infty \int_0^\infty \left( \sum_{i \in \mathcal{S}} p_i F_{i,j_1}(y) F_{i,j_2}(z) \right) \left( \sum_{i' \in \mathcal{S}} p_{i'} f_{i,j_1}'(y) \right) \left( \sum_{i'',j'' \in \mathcal{S}} p_{i''} f_{i'',j_2}'(z) \right) \, dy \, dz \\
&= \sum_{i,i',i'' \in \mathcal{S}} p_i p_{i'} p_{i''} \left( \int_0^\infty F_{i,j_1}(y) f_{i,j_1}'(y) \, dy \right) \left( \int_0^\infty F_{i'',j_2}(z) f_{i'',j_2}'(z) \, dz \right) \\
&= \sum_{i,i',i'' \in \mathcal{S}} p_i p_{i'} p_{i''} c_{i,i'}(j_1) c_{i,i''}(j_2),
\end{align*}
\]

where the last equality follows from (3.27), and the proof is complete.

\section{Applications to risk theory}

In this section, we shall apply the results in previous sections to solve various problems in risk theory. Unless specified otherwise, it is assumed that an insurer has a portfolio of \(M\) dependent risks (or losses) represented by the non-negative random vector \(X = (X_1, \ldots, X_M)\) which follows the density \(f \in \text{MMEam}\) in (3.1).

\subsection{Multivariate excess loss, tail conditional expectation and tail covariance}

For a given \(j\)-th risk \(X_j\), the (univariate) residual lifetime \(X_j - z_j | X_j > z_j\) corresponds to its excess loss random variable under a deductible of \(z_j \geq 0\). With the notation \(y_+ = \max(y, 0)\), this relates to an excess-of-loss (re)insurance contract where the (re)insurer will be responsible for the amount \((X_j - z_j)_+\) whose expectation equals \(E[(X_j - z_j)_+] = E[X_j - z_j | X_j > z_j] \overline{F}_{X_j}(z_j)\). Here \(\overline{F}_{X_j}\) is the survival function of \(X_j\) and \(E[X_j - z_j | X_j > z_j]\) is known as the \textit{mean excess loss function} (see also Remark 4.1). In the present multivariate context, the residual lifetime of \(X - z\) conditional on \(X > z\) (where \(z = (z_1, \ldots, z_M)\)) considered in Section 3.2 may also be interpreted as the multivariate excess loss. In the following we provide closed-form formulas for the higher order cross moments.

**Theorem 4.1. (Cross moments of excess losses of MMEam)** Suppose that \((X_1, \ldots, X_M)\) follows the density \(f \in \text{MMEam}\) of the form (3.7), and let \(z_1, \ldots, z_M \geq 0\) and \(r_1, \ldots, r_M \in \mathbb{N}_0\). Then,

\[
E \left[ \prod_{j=1}^M (X_j - z_j)^{r_j} \mid X_1 > z_1, \ldots, X_M > z_M \right] = \sum_{i \in \mathcal{S}} p_{z,i}^{\text{RL}} \prod_{j=1}^M r_j! \alpha_{z,i}^{\text{RL}} (\mathbf{-T}_i)^{-(r_j+1)} t_{ij},
\]

(4.1)

where \(p_{z,i}^{\text{RL}}\) and \(\alpha_{z,i}^{\text{RL}}\) are defined as in Theorem 3.2.

**Proof.** By Theorem 3.2, the density of the vector \(X - z \mid X > z\) belongs to MMEam and is of the form (3.9). The result follows by applying Theorem 3.1 with \(k = M\). \(\square\)

Excess loss is closely related to the notion of \textit{tail conditional expectation} (TCE) which is an important risk measure (e.g. [5, 42]). We first recall that, in the univariate setting, the \textit{Value-at-Risk} (V@R) at level \(\theta \in [0, 1]\) for a loss random variable \(Y\) with cumulative distribution function \(H_Y\) is defined by \(V@R_\theta(Y) = \inf\{y : H_Y(y) \geq \theta\}\). Then, the TCE at level \(\theta\) is defined by the expectation \(\text{TCE}_\theta(Y) = E[Y | Y > V@R_\theta(Y)]\). Clearly, \(\text{TCE}_\theta(Y) = V@R_\theta(Y) + E[Y -
V@R_θ(Y)|Y > V@R_θ(Y)], where the expectation is the mean excess loss over V@R_θ(Y). When Y is a continuous random variable, TV@R(Y) coincides with the Tail-Value-at-Risk (TV@R) defined via TV@R_θ(Y) = \int_0^1 V@R_u(Y)du/(1 - θ). TV@R is also known as expected shortfall (ES).

In [50, 51], a multivariate risk measure based on the first moment of X conditional on X > V@R_θ(X) was proposed, where V@R_θ(X) = (V@R_{θ_1}(X_1), ..., V@R_{θ_M}(X_M)). Here the quantiles are collected in the vector θ = (θ_1, ..., θ_M) with θ_j ∈ [0, 1) for 1 ≤ j ≤ M. Such a risk measure is called multivariate tail conditional expectation (MTCE) and is defined by the M-dimensional vector

\[ \text{MTCE}_θ(X) = E[X|X > V@R_θ(X)], \]  

(4.2)

where its j-th component is given by E[X_j|X > V@R_θ(X)]. Note from (3.1) that each X_j follows an MEam distribution with continuous cumulative distribution function given by

\[ F_{X_j}(x) = \sum_{i \in τ} p_i F_{i,j}(x) = 1 - \sum_{i \in τ} p_i \alpha_{i,j} e^{T_{i,j}^β I_j} \]  

(4.3)

for x ≥ 0, and therefore V@R_{θ_j}(X_j) can be computed from F_{X_j}(V@R_{θ_j}(X_j)) = θ_j. In addition to E[X_j|X > V@R_θ(X)] which is the conditional mean of the j-th risk, the variability of the risk at the tail and its covariance with other risks are also of the insurer’s interest. Following [51], the multivariate tail covariance (MTCov) is defined by the M-dimensional square matrix

\[ \text{MTCov}_θ(X) = E[(X - \text{MTCE}_θ(X))\top(X - \text{MTCE}_θ(X))|X > V@R_θ(X)], \]  

(4.4)

where ‘\( \top \)’ denotes the transpose of a matrix. For 1 ≤ j_1, j_2 ≤ M, the (j_1, j_2)-th element of MTCov_θ(X) is

\[ E[(X_{j_1} - E[X_{j_1}|X > V@R_θ(X)])|X_{j_2} - E[X_{j_2}|X > V@R_θ(X)]|X > V@R_θ(X)] \]

where \( E[X_{j_1}X_{j_2}|X > V@R_θ(X)] \) depends on whether j_1 = j_2. In particular, for 1 ≤ j_1, j_2 ≤ M, one has

\[ E[X_{j_1}X_{j_2}|X > V@R_θ(X)] = E[X_{j_1}^2|X > V@R_θ(X)] \]

(4.5)

for j_1 = j_2 = j, and

\[ E[X_{j_1}X_{j_2}|X > V@R_θ(X)] \]

(4.6)

Concerning the (j_1, j_2)-th element of MTCov_θ(X) defined in (4.4), the term \( E[X_{j_1}X_{j_2}|X > V@R_θ(X)] \) depends on whether j_1 = j_2. In particular, for 1 ≤ j_1, j_2 ≤ M, one has

\[ E[X_{j_1}X_{j_2}|X > V@R_θ(X)] = E[X_{j_1}^2|X > V@R_θ(X)] \]

(4.7)

The next theorem can be obtained by utilizing Theorem 4.1.

**Theorem 4.2.** (MTCE and MTCE of MMEam) Suppose that (X_1, ..., X_M) follows the density f ∈ MMEam of the form (3.1). Then, for 1 ≤ j ≤ M, the j-th element of the MTCE defined in (4.2) under θ_1, ..., θ_M ∈ [0, 1) is given by

\[ E[X_j|X > V@R_θ(X)] = V@R_{θ_1}(X_j) + \sum_{i \in τ} p_{i,j} \alpha_{i,j} (V@R_{θ_i}(X_j) - T_{i,j} - 2T_{i,j}^β I_j). \]  

(4.8)

Theorem 4.2 provides a formula for calculating the j-th element of the MTCE under the condition that the random vector (X_1, ..., X_M) follows a MMEam distribution with density f. This theorem is particularly useful for risk assessment and management in insurance and finance, where understanding the conditional expectations of risks at the tail is crucial for making informed decisions. The theorem also highlights the importance of considering the variability and covariance of risks, which are captured by the MTCE and MTCov, respectively. In practical applications, this framework allows for a more nuanced approach to risk management, taking into account the dependencies and the variability of risks across different dimensions.
\[ -V\theta_1(X_j) + V\theta_2(X_j) + V\theta_3(X_j)E[X_j|X > V\theta(X)] \\
+ V\theta_2(X_j)E[X_j|X > V\theta(X)] \\
+ \sum_{i \in \mathcal{J}} \mathbb{P}_{V\theta}(X_i) \left( \alpha_{V\theta_i}(X_j) t_j \right) \left( \alpha_{V\theta_i}(X_j) t_j \right) \tag{4.8} \]

for \( j_1 \neq j_2 \). The terms involving \( E[X_j|X > V\theta(X)] \) (with \( j = j_1 \) or \( j = j_2 \)) appearing in (4.5), (4.7) and (4.8) can be computed using (4.6).

**Proof.** First, we note that, for \( z \geq 0 \) and \( 1 \leq j \leq M \), the quantity \( \alpha_{z_j} = \frac{\alpha_{z_j}}{t_j} \) in (3.10) is the (univariate) residual lifetime density which must integrate to one and hence \( \alpha_{z_j} = \frac{1}{t_j} \). The result (4.6) concerning MTCE follows from Theorem 4.1 by letting \( r_i = 1 \{ k = j \} \) and \( z_k = V\theta(X_k) \) for \( 1 \leq k \leq M \). To show (4.7), we note that, for \( j_1 \neq j_2 \), the result (4.8) is a direct consequence of the identity

\[ E[X_j|X > z] = -z_j^2 + 2z_j E[X_j|X > z] + E[(X_j - z_j)^2|X > z]. \]

Letting \( r_k = 2 \{ k = j \} \) and \( z_k = V\theta(X_k) \) for \( 1 \leq k \leq M \) and using Theorem 4.1 again, one arrives at the result (4.7). Similarly, when \( j_1 = j_2 \), the result (4.8) is a direct consequence of the identity

\[ E[X_j X_j|X > z] = -z_j z_j E[X_j|X > z] + z_j E[X_j|X > z] + E[(X_j - z_j)(X_j - z_j)]|X > z], \]

and the proof is complete. \( \square \)

**Remark 4.1.** In a univariate context, for \( r \in \mathbb{N}_+ \) and \( z_j \geq 0 \), the quantity \( E[(X_j - z_j)^r] \) is known as the \( r \)-th stop-loss transform of the \( j \)-th risk. While there is a well known identity linking \( E[(X_j - z_j)^r] \) and the \( r \)-th order equilibrium distribution of \( X_j \) (e.g. [43, Definition 1]), it is worthwhile to point out that a multivariate version also exists (see [50, Theorem 4]). Using our notation in Section 3.4, this can be stated as, for \( r \in \mathbb{N}_+ \) and \( z_1, \ldots, z_M \geq 0 \),

\[ E \left[ \prod_{j=1}^M (X_j - z_j)^r \right] = E \left[ \prod_{j=1}^M (X_j - z_j)^r \bigg| X > z \right] F(z_1, \ldots, z_M) = E \left[ \prod_{j=1}^M X_j^r \right] P_r(z_1, \ldots, z_M), \]

where the expectation in the second expression above is linked to the left-hand side of (4.1) with \( r_j = r \) for \( 1 \leq j \leq M \).

### 4.2 Aggregate loss and stop-loss moments

For a portfolio of dependent risks \( X = (X_1, \ldots, X_M) \) with density \( f \in \text{MMEam} \), we are interested in the distribution of the aggregate loss \( S = \sum_{j=1}^M X_j \). Like some other works in the literature (see e.g. [72] for multivariate mixed Erlang), it can be desirable if \( S \) belongs to the same class of distributions as the individual risks so that calculations concerning the individual risks carry over to \( S \) with a change of parameters. Denoting the density of \( S \) by \( f_S \), it can be shown that \( f_S \in \text{MMEam} \) as follows.

**Theorem 4.3.** (Aggregating components of MMEam) If the multivariate loss \( (X_1, \ldots, X_M) \) follows the density \( f \in \text{MMEam} \) of the form (4.7), then the density \( f_S \) of the aggregate loss \( S = \sum_{j=1}^M X_j \) belongs to MEam and is given by

\[ f_S(y) = \sum_{i \in \mathcal{J}} p_i \alpha_i e^{T_i y} t_i \tag{4.9} \]
for \( y \geq 0 \), where

\[
\alpha_i = (\alpha_{i1}, 0, 0, \ldots, 0), \quad T_i = \begin{pmatrix} T_{i1} & t_{i1}\alpha_{i2} & \cdots & T_{i_d}\alpha_{i_{i_d}} \\ t_{i1} & T_{i2} & \cdots & t_{i_d}\alpha_{i_{i_d}} \\ \vdots & \vdots & \ddots & \vdots \\ t_{i_{i_d}} & \cdots & \cdots & T_{i_{i_{i_d}}}
\end{pmatrix}, \quad t_i = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ t_{i_{i_{i_d}}}
\end{pmatrix}.
\] (4.10)

**Proof.** Using the joint density (3.1) of \((X_1, \ldots, X_M)\), it is clear that

\[
fs(y) = \sum_{i \in \mathcal{I}} p_i(f_{i1} * f_{i2} * \cdots * f_{i_M})(y).
\]

From Proposition 2.1 we observe that \(f_{i1} * f_{i2} * \cdots * f_{i_M}\) is an ME density with parameters \((\alpha_i, T_i, t_i)\) given by (4.10), and the result (4.9) follows. Clearly, (4.9) belongs to MEam according to the definition (2.14).

When a deductible \(d \geq 0\) is applied to the aggregate loss \(S\) (instead of an individual risk), which is common in a stop-loss reinsurancer contract, then the ceded loss equals \((S - d)^+\). For \(r \in \mathbb{N}_+\), the \(r\)-th stop-loss moment is defined by \(E[(S - d)^+_r]\). It is important to be cautious about various actuarial terminologies in connection to Section 4.4. Excess-of-loss (re)insurance usually refers to the situation where a deductible is applied to an individual risk. On the other hand, in stop-loss (re)insurance and in the calculation of stop-loss moments, the deductible is applied to the aggregate loss. However, the terminology ‘stop-loss transform’ can be used for a general random variable regardless of whether it is an individual risk or the aggregate loss. The following theorem presents the stop-loss moments of \(S\).

**Theorem 4.4.** (Stop-loss moments of aggregate loss from MEam) Suppose that the multivariate loss \((X_1, \ldots, X_M)\) follows the density \(f \in \text{MEam}\) of the form (3.1). Then, for \(r \in \mathbb{N}_+\) and \(d \geq 0\), the \(r\)-th stop-loss moment of \(S = \sum_{j=1}^M X_j\) is

\[
E[(S - d)^+_r] = \left( \sum_{i \in \mathcal{I}} p_{S,d,i}^{RL} (r! \alpha_{S,d,i}^{RL} (-T_i)^{-(r+1)} t_i) \right) \left( \sum_{i \in \mathcal{I}} p_i \alpha_i e^{T_i d} t_i \right),
\] (4.11)

where

\[
p_{S,d,i}^{RL} = \frac{p_i (\alpha_i e^{T_i d} t_i)}{\sum_{h \in \mathcal{I}} p_h (\alpha_h e^{T_h d} t_h)}, \quad \alpha_{S,d,i}^{RL} = \frac{1}{\alpha_i e^{T_i d} t_i} \alpha_i e^{T_i d}
\] (4.12)

with the definition \(l_i = (-T_i)^{-1} t_i\) for \(i \in \mathcal{I}\).

**Proof.** Since \(fs \in \text{MEam}\) has representation (4.9) according to Theorem 4.3, application of the univariate version of Theorem 3.2 reveals that the residual life time variable \(S - d|S > d\) has the MEam density

\[
fs^{RL}_{S,d}(y) = \sum_{i \in \mathcal{I}} p_{S,d,i}^{RL} (\alpha_{S,d,i}^{RL} e^{T_i y} t_i)
\] (4.13)

for \(y \geq 0\) with components given by (4.12). From the univariate version of Theorem 4.1 (or by direct integration using (4.13)), one has

\[
E[(S - d)^+_r|S > d] = \sum_{i \in \mathcal{I}} p_{S,d,i}^{RL} (r! \alpha_{S,d,i}^{RL} (-T_i)^{-(r+1)} t_i).
\] (4.14)

Multiplication by the survival function of \(S\), namely \(\mathcal{T}_S(d) = \sum_{i \in \mathcal{I}} p_i \alpha_i e^{T_i d} t_i\), yields the desired result (4.11).
4.3 Largest claims and ECOMOR reinsurance treaties

In addition to excess-of-loss and stop-loss reinsurance contracts discussed in the previous subsections, our results on order statistics can also be applied to calculate the pure premium of reinsurance treaties based on the large claims in the portfolio (e.g., [16, 47, 15, 49]). Recall that \( X_{j;M}^{OS} \) is the \( j \)-th order statistic of the \( M \) dependent losses \( X = (X_1, \ldots, X_M) \), arranged from the smallest to the largest. Letting \( g_j \) be the ceded loss function for the \( j \)-th order statistic satisfying \( 0 \leq g_j(x) \leq x \) for \( x \geq 0 \) and \( 1 \leq j \leq M \), the total loss covered by the reinsurer is generally given by \( R = \sum_{j=1}^{M} g_j(X_{j;M}^{OS}) \). Therefore, the pure reinsurance premium is simply

\[
E[R] = \sum_{j=1}^{M} E[g_j(X_{j;M}^{OS})].
\] (4.15)

In general, the functions \( g_j \)'s do not have to be of the same form. For example, if \( g_j(x) = a_jx \) for some \( 0 \leq a_j \leq 1 \), then the loss \( X_{j;M}^{OS} \) is subject to proportional reinsurance and \( E[g_j(X_{j;M}^{OS})] = a_jE[X_{j;M}^{OS}] \). On the other hand, if \( g_j(x) = (x - z_j)_+ \) for some \( z_j \geq 0 \), then \( X_{j;M}^{OS} \) is subject to excess-of-loss reinsurance and \( E[g_j(X_{j;M}^{OS})] = E[(X_{j;M}^{OS} - z_j)_+] \). With \( f \in \text{MMEam} \), it is known from Theorem 3.5 that \( X_{j;M}^{OS} \) follows the MMEam density (3.24) with \( f_{i;j;M} \) an ME density. Denoting the triple of \( f_{i;j;M} \) by \( \{ \alpha_{i;j;M}, T_{i;j;M}, t_{i;j;M} \} \) and defining \( l_{i;j;M} = (-T_{i;j;M})^{-1}t_{i;j;M} \), the aforementioned examples of expectation are given by

\[
E[X_{j;M}^{OS}] = \sum_{i \in \mathcal{S}} p_i \left( \alpha_{i;j;M}(-T_{i;j;M})^{-2}t_{i;j;M} \right)
\] (4.16)

and

\[
E[(X_{j;M}^{OS} - z_j)_+] = \left( \sum_{i \in \mathcal{S}} p_{zj,i;j;M}^{RL} \left( \alpha_{zj,i;j;M}(-T_{zj;i;j;M})^{-2}t_{zj;i;j;M} \right) \right) \left( \sum_{i \in \mathcal{S}} p_i \alpha_{i;j;M} \epsilon_{T_{zj;i;j;M}l_{i;j;M}} \right),
\]

where

\[
p_{zj,i;j;M}^{RL} = \frac{p_i \left( \alpha_{i;j;M} \epsilon_{T_{zj;i;j;M}l_{i;j;M}} \right)}{\sum_{h \in \mathcal{S}} p_h \left( \alpha_{h;j;M} \epsilon_{T_{h;j;M}l_{h;j;M}} \right)}, \quad \alpha_{zj,i;j;M}^{RL} = \frac{1}{\alpha_{i;j;M} \epsilon_{T_{zj;i;j;M}l_{i;j;M}} \alpha_{i;j;M} \epsilon_{T_{zj;i;j;M}l_{i;j;M}}},
\]

In the usual \( k \) largest claims reinsurance (LCR(\( k \))) for \( X = (X_1, \ldots, X_M) \) where \( 1 \leq k \leq M \), the reinsurer fully covers the largest \( k \) losses so that \( R = \sum_{j=M-k+1}^{M} X_{j;M}^{OS} \). Therefore, the pure reinsurance premium (4.15) can be calculated by defining \( g_j \) as \( g_j(x) = x1_{\{M-k+1 \leq j \leq M\}} \) and using (4.16). Another interesting reinsurance contract is the ECOMOR(\( k \)) (Excédent du Coût Moyen Relatif) treaty with \( 2 \leq k \leq M \), where the reinsurer covers the losses in excess of the \( k \)-th largest loss such that

\[
R = \sum_{j=1}^{M} (X_{j;M}^{OS} - X_{M-k+1;M}^{OS})+_+ = \sum_{j=M-k+2}^{M} (X_{j;M}^{OS} - X_{M-k+1;M}^{OS}) = \sum_{j=M-k+2}^{M} X_{j;M}^{OS} - (k-1)X_{M-k+1;M}^{OS}.
\]

ECOMOR(\( k \)) is like excess-of-loss reinsurance for the \( k-1 \) largest losses, where the deductible is random and is taken to be the \( k \)-th largest loss. From the final expression above, \( R \) is retrieved by letting \( g_j(x) = x1_{\{M-k+2 \leq j \leq M\}} - (k-1)x1_{\{j = M - k + 1\}} \), and therefore \( E[R] \) can be evaluated using (4.16).
4.4 Conditional Value-at-Risk (CoV@R)

The concept of conditional Value-at-Risk, abbreviated as CoV@R, was first introduced by [1]. The motivation of CoV@R can be better explained by interpreting the components of $X = (X_1, \ldots, X_M)$ as the losses faced by different lines of business. Then, CoV@R can be defined as the V@R of a loss or the total loss conditional on a stress scenario (e.g., another business line is in financial distress). For example, following [1], the risk measure CoV@R$_{\theta_1, \theta_2}(X_2|X_1) = V@R_{\theta_2}(X_2|X_1 = V@R_{\theta_1}(X_1))$ is the $\theta_2$-level V@R of $X_2$ given that the loss $X_1$ is exactly at its $\theta_1$-level V@R, where $\theta_1, \theta_2 \in [0, 1]$. [11] subsequently modified the condition and defined CoV@R$_{\theta_1, \theta_2}(X_2|X_1) = V@R_{\theta_2}(X_2|X_1 > V@R_{\theta_1}(X_1))$ to include severe losses beyond line 1’s V@R in the stress scenario. In particular, [23] suggested that CoV@R$_{\theta_1, \theta_2}(X_2|X_1)$ could be a better risk measure than CoV@R$_{\theta_1, \theta_2}(X_2|X_1)$ as far as dependence consistency is concerned.

For either definition of CoV@R, when $X = (X_1, \ldots, X_M)$ follows an MMEam distribution, the closure properties of the MMEam class under conditional distributions in Section 3.2 make it convenient for us to obtain the relevant conditional cumulative distributions so as to compute CoV@R. Specifically, for $x_1, x_2 \geq 0$ the conditional cumulative distribution function of $X_2|X_1 = x_1$ is

$$F_{X_2|X_1}(x_2|x_1) = 1 - \sum_{i \in \mathcal{S}} p_{x_1,i}^{\alpha} \alpha_{i} e^{-T_{i}x_2 l_i}, \quad p_{x_1,i}^{\alpha} = \frac{p_i \alpha_i e^{T_{i}x_1 l_i}}{\sum_{h \in \mathcal{S}} p_h \alpha_h e^{T_{h}x_1 l_h}},$$

and that of $X_2|X_1 > x_1$ is

$$F_{X_2|X_1}(x_2|x_1) = 1 - \sum_{i \in \mathcal{S}} p_{x_1,0,\ldots,0,i}^{R} \alpha_{i} e^{-T_{i}x_2 l_i}, \quad p_{x_1,0,\ldots,0,i}^{R} = \frac{p_i \alpha_i e^{T_{i}x_1 l_i}}{\sum_{h \in \mathcal{S}} p_h \alpha_h e^{T_{h}x_1 l_h}},$$

where the notation $p_{x_1,0,\ldots,0,i}^{R}$ follows (3.11) by taking $z = (x_1, 0, \ldots, 0)$. Thus, CoV@R$_{\theta_1, \theta_2}(X_2|X_1)$ satisfies the equation $F_{X_2|X_1}(\text{CoV@R}_{\theta_1, \theta_2}(X_2|X_1)|V@R_{\theta_1}(X_1)) = \theta_2$ whereas CoV@R$_{\theta_1, \theta_2}(X_2|X_1)$ can be solved from $F_{X_2|X_1}(\text{CoV@R}_{\theta_1, \theta_2}(X_2|X_1)|V@R_{\theta_1}(X_1)) = \theta_2$. We remark that [23] also defined conditional expected shortfall (CoES), which is an analogue of ES (same as TCE for continuous distribution) that is conditional on a stress scenario. This can be easily computed using the above conditional distributions and the details are omitted. Moreover, the conditions in the stress scenario can be generalized such that multiple lines have losses at or exceeding their respective V@R values, and the relevant CoV@R and CoES can still be calculated because of the closure properties.

Referring to e.g., [28] for review and further discussions of CoV@R, we note that an interesting CoV@R relevant to insurance can be defined for the aggregate loss $S = \sum_{j=1}^{M} X_j$ conditional on a specific loss, say $X_1$, being large. We shall consider CoV@R$_{\theta_1, \theta_2}^{\gamma}(S|X_1) = V@R_{\theta_2}(S|X_1 > V@R_{\theta_1}(X_1))$ as follows. To determine the conditional distribution $S|X_1 > z_1$ for $z_1 \geq 0$, we first write $S = z_1 + (X_1 - z_1) + \sum_{j=2}^{M} X_j$. Setting $z_2 = \cdots = z_m = 0$ and $z_1 \geq 0$ in Theorem 3.2 with $(X_1, \ldots, X_M)$ an MMEam distribution the joint density of $(X_1 - z_1, X_2, \ldots, X_M)$ given $X_1 > z_1$ is found to be

$$f_{z_1,0,\ldots,0}(x_1, \ldots, x_M) = \sum_{i \in \mathcal{S}} p_{z_1,0,\ldots,0,i}^{R} f_{z_1,i}^{R}(x_1)f_{2}(x_2) \cdots f_{M}(x_M)$$

for $x_1, \ldots, x_M \geq 0$, and $f_{z_1,i}^{R} \in \text{ME}$ is defined via (3.10). One can then easily follow Theorem 4.3 to see that the sum $(X_1 - z_1) + \sum_{j=2}^{M} X_j$ (which equals $S - z_1$) has conditional cumulative
distribution function
\[ F_{S-z_1|X_1}(y|z_1) = \sum_{i \neq j} \beta_{z_1,i} e^{T_3 y t_i} \]
for \( y \geq 0 \), where \( T_i \) and \( t_i \) has the same definitions as in (4.10) and \( \alpha_{z_1,i} = (\alpha_{z_1,i}, 0, 0, \ldots, 0) \). Taking \( z_1 = V@R_{\theta_1}(X_1) \) and using the translation invariance of \( V@R \) (and hence \( \text{CoV}(V@R) \)), we have \( \text{CoV}(V@R_{\theta_1}^z_{\theta_2}(S|X_1) = V@R_{\theta_1}(X_1) + \text{CoV}(V@R_{\theta_2}(S-V@R_{\theta_1}(X_1)|X_1)) \), where \( \text{CoV}(V@R_{\theta_1}^z_{\theta_2}(S-V@R_{\theta_1}(X_1)|X_1) \) satisfies \( F_{S-V@R_{\theta_1}(X_1)|X_1}^z(\text{CoV}(V@R_{\theta_1}^z_{\theta_2}(S-V@R_{\theta_1}(X_1)|X_1)|V@R_{\theta_1}(X_1)) = \theta_{S} \).

### 4.5 Weighted premium calculations

In this subsection, we shall discuss how our results in Section 3.3 concerning size-biased Esscher transform of an MMEam distribution are connected to weighted premium calculations, a concept introduced in \([39]\). For the vector of losses \( X = (X_1, \ldots, X_M) \) with density \( f \), the weighted version of the vector of variables is denoted by \( X^{(w)} = (X_1^{(w)}, \ldots, X_M^{(w)}) \) and it has joint density
\[
f^{(w)}(x_1, \ldots, x_M) = \frac{w(x_1, \ldots, x_M)}{E[w(X_1, \ldots, X_M)]} f(x_1, \ldots, x_M)
\]
for \( x_1, \ldots, x_M \geq 0 \), where the weight \( w \) is a non-negative function on \([0, \infty)^M\) such that \( E[w(X)] \) is positive and finite. See e.g. \([57]\) for a review of multivariate weighted distributions. In the univariate case (i.e. \( M = 1 \)), \([39]\) defined the weighted premium for the risk \( X_1 \) as \( E[X_1 w(X_1)] / E[w(X_1)] = E[X_1^{(w)}] \), which is the expectation of the weighted random variable \( X_1^{(w)} \). It is well known in the univariate case that if \( w \) is increasing (i.e. non-decreasing) then \( X_1 \) is smaller than \( X_1^{(w)} \) in likelihood ratio order (denoted by \( X_1 \leq_{LR} X_1^{(w)} \)), which implies the stochastic order \( X_1 \leq_{st} X_1^{(w)} \). See e.g. \([66]\) Chapter 1.C.1. Consequently, the weighted premium has a non-negative loading, i.e. \( E[X_1^{(w)}] \geq E[X_1] \), when \( w \) is increasing. Extensions of the univariate weighted premium calculations of the risk \( X_1 \) was made by \([40]\) such that the weight is allowed to be a function of another random variable \( X_2 \). This corresponds to \( M = 2 \) in the general formulation with \( w(x_1, x_2) = w_2(x_2) \) depending on the second argument only so that the weighted premium is \( E[X_1 w_2(X_2)] / E[w_2(X_2)] \). In general, \( X_1 \) and \( X_2 \) are assumed dependent, otherwise \( E[X_1^{(w_2)}] \) simply reduces to \( E[X_1] \). While the focus of \([40]\) is on capital allocation, the calculations were further generalized by \([74, 75]\) to the multivariate case where the weighted premium for a given risk, say \( X_1 \), is \( E[X_1^{(w)}] = E[X_1 w(X)] / E[w(X)] \). Note that one needs the condition \( \text{Cov}(X_1, w(X)) \geq 0 \) to ensure the premium is loaded.

With \( X = (X_1, \ldots, X_M) \) assumed to follow an MMEam density of the form \((3.1)\), its size-biased Esscher transformed density \( f_{n,\lambda}^{ET} \) in \((3.12)\) is a weighted density with weight function
\[
w(x_1, \ldots, x_M) = x_1^{n_1} \cdots x_M^{n_M} e^{-\lambda_1 x_1 - \cdots - \lambda_M x_M},
\]
where \( n_i \in \mathbb{N}_0 \) and \( \lambda_i > \text{max}_{1 \leq j \leq L} \kappa_j \) for \( 1 \leq i \leq M \) (see Remark 3.3). More importantly, by Theorem 3.3 the density \( f_{n,\lambda}^{ET} \) still belongs to MMEam which can make calculations convenient. Note that if \( \text{max}_{1 \leq j \leq L} \kappa_j < \lambda_i \leq 0 \), then \( w \) in \((4.18)\) is an increasing function. In this case, if the vector \( X \) is associated, then from \([66]\) Theorem 6.B.8 one has the multivariate stochastic order \( X \leq_{st} X^{(w)} \), i.e. \( E[a(X)] \leq E[a(X^{(w)})] \) for all increasing functions \( a \) where the expectations exist. (A vector \( X \) is said to be associated if \( \text{Cov}(a_1(X), a_2(X)) \geq 0 \) for all increasing functions \( a_1 \) and \( a_2 \) such that the covariance is defined \([32]\).) The property \( E[a(X)] \leq E[a(X^{(w)})] \) for increasing \( a \) can be desirable for premium calculations even when (some of) the variables
contained in $X = (X_1, \ldots, X_M)$ are not the losses but are instead risk factors contributing to the losses. For example, the losses arising from a storm can depend on factors including the scale of the storm, the area affected by the storm and the storm’s duration in a multiplicative manner, and the total loss may be represented as $a(X)$ with $a$ involving additive and multiplicative components. The inequality $E[a(X)] \leq E[a(X^w)]$ ensures that the weighted premium is loaded.

It is worthwhile to point out that the (first order) multivariate equilibrium distribution can also be regarded as a weighted distribution [57, Section 3]. Specifically, (3.20) at $r = 1$ can be rewritten in the form of (4.17) where $w(x_1, \ldots, x_M) = F(x_1, \ldots, x_M)/f(x_1, \ldots, x_M) = 1/\mu(x_1, \ldots, x_M)$ is the reciprocal of the multivariate failure rate function $\mu$ for the vector $X = (X_1, \ldots, X_M)$ (see [61]). Therefore, if $\mu$ is a decreasing (i.e. non-increasing) function then $w$ is an increasing function. Again, if $X$ is associated then $X \leq_{st} X^w$, and the same comments on weighted premium calculations as in the size-biased Esscher transform apply.

4.6 Risk capital allocation

In capital allocation, a risk measure $\rho(S)$ of the aggregate risk $S = \sum_{j=1}^M X_j$ can be regarded as the risk capital of the firm, and the objective is to allocate the risk capital to each risk according to an allocation principle. A reasonable allocation principle should possess certain properties, and we refer interested readers to [25] for the details. Denoting $K_j$ the capital allocated to the risk $X_j$ for $1 \leq j \leq M$, it is often desirable for an allocation principle to satisfy the additivity requirement $\rho(S) = \sum_{j=1}^M K_j$. Our focus here is to show that the intermediate quantities appearing in various allocation principles can be readily evaluated when the vector of dependent risks $X = (X_1, \ldots, X_M)$ has density $f \in \text{MMEam}$.

Example 4.1. (Covariance-based allocation for MMEam risks) Let us consider an allocation principle in relation to the covariance between a given risk $X_j$ and the aggregate risk $S$. The risk measure $\rho$ is taken to be the $\theta$-level TV@R (which is the same as TCE since $S$ is continuous). From e.g. [20, Equation (10)], for $1 \leq j \leq M$ the allocated capital $K_j$ to the $j$-th risk according to a covariance-based allocation is

$$C_\theta(X_j, S) = E[X_j] + \frac{\text{Cov}(X_j, S)}{\text{Var}(S)}(\text{TV@R}_\theta(S) - E[S]).$$

Clearly, $\sum_{j=1}^M C_\theta(X_j, S) = \text{TV@R}_\theta(S)$ so that additivity is satisfied. With $f \in \text{MMEam}$, we can find all components in the above allocation rule. First, $E[S]$ and $E[S^2]$ (and hence $\text{Var}(S) = E[S^2] - (E[S])^2$) follow from (4.14) by letting $d = 0$ and $r = 1, 2$. Second, the covariance $\text{Cov}(X_j, S)$ can be written as $E[X_j S] - E[X_j] E[S] = \sum_{i=1}^M E[X_j X_i] - E[X_j] E[S]$, where the moments $E[X_j], E[X_j^2]$ and $E[X_j X_i]$ (for $i \neq j$) are available from Theorem[3.1]. Third, from (4.9) it is clear that the cumulative distribution function of $S$ is $F_S(y) = 1 - \sum_{i \in \mathcal{S}} p_i \alpha_i e^{T_i^\top y} l_{T_i}$ for $y \geq 0$, and therefore $V@R_\theta(S)$ can be solved from $F_S(V@R_\theta(S)) = \theta$, and then one can utilize (4.14) with $r = 1$ to compute

$$\text{TV@R}_\theta(S) = \text{V@R}_\theta(S) + \sum_{i \in \mathcal{S}}^R \rho_{S,V@R_\theta(S),i}^{RL} \alpha_{S,V@R_\theta(S),i}^{RL} (-T_i)^{-2} t_i.$$
Lemma 4.1. Let $B$ be a square matrix whose eigenvalues have strictly negative real parts. Then, for $n \in \mathbb{N}_0$ and $y \geq 0$ we have

$$\int_y^\infty u^n e^{Bu} du = e^{By} \sum_{k=0}^n (-B)^{-(n-k+1)} \frac{n!}{k!} y^k.$$

Proof. The assumption on $B$ implies that the norm of $u^n e^{Bu}$ decays exponentially as $u \to \infty$, and thus $\int_y^\infty u^n e^{Bu} du$ is finite. Letting $Q(y) = e^{By} \sum_{k=0}^n (-B)^{-(n-k+1)} \frac{n!}{k!} y^k$, we take derivative to arrive at

$$\frac{dQ(y)}{dy} = \left( Be^{By} \sum_{k=0}^{n+1} (-B)^{-(n-k+1)} \frac{n!}{k!} y^k \right) + \left( e^{By} \sum_{k=1}^n (-B)^{-(n-k+1)} \frac{n!}{(k-1)!} y^{k-1} \right)$$

$$= \left( -e^{By} \sum_{k=1}^{n+1} (-B)^{-(n-k+1)} \frac{n!}{(k-1)!} y^{k-1} \right) + \left( e^{By} \sum_{k=1}^n (-B)^{-(n-k+1)} \frac{n!}{(k-1)!} y^{k-1} \right)$$

$$= -e^{By} y^n,$$

and the proof is complete. □

Since the results in the following theorem will be used for capital allocation, it suffices to assume that $M \geq 2$, i.e. there are at least two risks to which the capital is allocated.

Theorem 4.5. (Cross moments of individual and total risks under MMEam) Suppose that $(X_1, \ldots, X_M)$ follows the density $f \in$ MMEam of the form (3.17). Fix $M \geq 2$ and $j \in \{1, \ldots, M\}$. For $h \in \mathbb{N}_0$ and $y \geq 0$, the cross moments $E[X_j h I\{S > y\}]$ of $X_j$ and $S = \sum_{i=1}^M X_i$ on the set $\{S > y\}$ are given by

$$E[S^h I\{S > y\}] = \sum_{i \in \mathcal{S}} p_i \alpha_i \left( e^{T_i y} \sum_{\ell=0}^h (-T_i)^{-(h-\ell+1)} \frac{h!}{\ell!} y^\ell \right) t_i$$

(4.19)

when $k = 0$, and by

$$E[X_j^k S^h I\{S > y\}] = \sum_{i \in \mathcal{S}} p_i k! \left( \alpha_{ij}^{[k]} , 0 \right) \left( e^{A^{(k,i,j)} y} \sum_{\ell=0}^h \left( -A^{(k,i,j)} \right)^{-(h-\ell+1)} \frac{h!}{\ell!} y^\ell \right) \left( 0 , t_{(i,j)} \right)$$

(4.20)

when $k \in \mathbb{N}_+$. Here we have defined

$$A^{(k,i,j)} = \begin{pmatrix} T_{ij}^{[k]} & t_{ij}^{[k]} \\ 0 & T_{(i,j)} \end{pmatrix},$$

(4.21)

and $(\alpha_{(i,j)}, T_{(i,j)}, t_{(i,j)})$ are the parameters of $f_i * f_{i_2} * \cdots * f_{i_{j-1}} * f_{i_{j+1}} * \cdots * f_{i_{M}}$ which belongs to ME as in Proposition 2.7.

Proof. We first start with the case $k = 0$, so that $E[S^h I\{S > y\}]$ can be directly obtained by integrating the density (4.19) to yield

$$E[S^h I\{S > y\}] = \int_y^\infty v^h \left( \sum_{i \in \mathcal{S}} p_i \alpha_i e^{T_i v} t_i \right) dv$$

(4.19)
from which (4.19) follows with the help of Lemma 4.1.

Next, we consider $k \in \mathbb{N}_+$. Define $S_{-j} = S - X_j$ as the total risk excluding the $j$-th risk. Let $f_{X_j,S}$ denote the bivariate density of $(X_j, S)$, and likewise let $f_{X_j,S_{-j}}$ be the bivariate density of $(X_j, S_{-j})$. Then, for $0 \leq x \leq v$ one has

$$f_{X_j,S}(x, v) = f_{X_j,S_{-j}}(x, v-x)$$

$$= \sum_{i \in \mathcal{A}} p_i f_{i_j}(x)(f_{i_1}*f_{i_2} \cdots * f_{i_{j-1}}* f_{i_{j+1}} \cdots * f_{i_M})(v-x)$$

$$= \sum_{i \in \mathcal{A}} p_i f_{i_j}(x)f_{\sum_{i}^M}(v-x),$$

where $f^\sum_{(i,j)} = f_{i_1}*f_{i_2} \cdots * f_{i_{j-1}}* f_{i_{j+1}} \cdots * f_{i_M}$. Note that Proposition 2.1 implies $f^\sum_{(i,j)} \in \text{ME}$, say, with parameters $(\alpha_{(i,j)}, T_{(i,j)}, t_{(i,j)})$. Using the above joint density, the cross moment of our concern is given by the integral

$$\mathbb{E}[X_j^k S^h 1\{S > y\}] = \int_y^\infty v^h \int_0^v x^k f_{X_j,S}(x, v) \, dx \, dv$$

$$= \sum_{i \in \mathcal{A}} p_i \int_y^\infty v^h \int_0^v x^k f_{i_j}(x)f_{\sum_{i}^M}(v-x) \, dx \, dv. \quad (4.22)$$

The inner integral can be evaluated as

$$\int_0^v x^k f_{i_j}(x)f_{\sum_{i}^M}(v-x) \, dx = \int_0^v \left( x^k \alpha_{i_j} e^{T_{i_j} x} t_{i_j} \right) \left( \alpha_{(i,j)} e^{T_{(i,j)}(v-x)} t_{(i,j)} \right) \, dx$$

$$= k! \int_0^v \left( \alpha_{i_j}^{[k]} e^{T_{i_j} x} t_{i_j}^{[k]} \right) \left( \alpha_{(i,j)}^T e^{T_{(i,j)}(v-x)} t_{(i,j)} \right) \, dx$$

$$= k! \left( \alpha_{i_j}^{[k]} \alpha_{(i,j)} e^{A_{(i,j)}} v \right) \left( t_{(i,j)} \right),$$

where $A_{(i,j)}$ is defined in (4.21). In obtaining the above result, Lemma 3.1 and the notation in (3.17) have been used in the second equality and the matrix integration formula in [70, Theorem 1] in the last one. Then, substitution into (4.22) gives rise to

$$\mathbb{E}[X_j^k S^h 1\{S > y\}] = \sum_{i \in \mathcal{A}} p_i k! \left( \alpha_{i_j}^{[k]} \alpha_{(i,j)} e^{A_{(i,j)} v} \right)^{\left( \begin{array}{c} \alpha_{i_j}^{[k]} \\ \alpha_{(i,j)} \end{array} \right) v} \left( t_{(i,j)} \right),$$

and the use of Lemma 4.1 leads us to (4.20), completing the proof.

**Example 4.2.** (TCov allocation for MMEam risks) In [38], the concept of tail covariance premium (TCovP) was introduced, and it can be used as a capital allocation principle. Under TCov allocation, the capital $K_j$ allocated to the $j$-th risk is the $\theta$-level tail covariance premium [38, Definition 4]

$$\text{TCovP}_{\theta}(X_j|S) = \mathbb{E}[X_j|S > V@R_\theta(S)] + \beta \text{Cov}(X_j, S|S > V@R_\theta(S)) \quad (4.23)$$

for $1 \leq j \leq M$, where $\beta \geq 0$ is a constant. One has $\sum_{j=1}^M \text{TCovP}_{\theta}(X_j|S) = \text{TVP}_{\theta}(S)$, where $\text{TVP}_{\theta}(S) = \mathbb{E}[S|S > V@R_\theta(S)] + \beta \text{Var}(S|S > V@R_\theta(S))$ is the tail variance premium (TVP) for the aggregate risk $S$ (see [38, Definition 1]), i.e. TCov allocation is additive when $\text{TVP}_{\theta}(S)$
is used as a risk measure. If $\beta = 0$, then TCovP$\theta(X_j|S)$ in (4.23) reduces to the well known TCE allocation principle (which is also the TV@R allocation when the risks are continuous). Because $E[X_j|S > V@R_{\theta}(S)] = E[X_j\mathbb{I}\{S > V@R_{\theta}(S)\}]/(1 - \theta)$ and

$$\text{Cov}(X_j, S|S > V@R_{\theta}(S)) = \frac{E[X_jS\mathbb{I}\{S > V@R_{\theta}(S)\}]}{1 - \theta} - \frac{E[X_j\mathbb{I}\{S > V@R_{\theta}(S)\}]E[S\mathbb{I}\{S > V@R_{\theta}(S)\}]}{(1 - \theta)^2},$$

the right-hand side of (4.23) can be evaluated using Theorem 4.5 (with $y = V@R_{\theta}(S)$) when $f \in \text{MMEam}$.

**Example 4.3.** (TCPA allocation for MMEam risks) Noting that the expectation and covariance in (4.23) are of different units, [71] proposed the tail covariance premium adjusted (TCPA) allocation rule which is additive for the $\theta$-level tail standard deviation premium (TSDP) discussed in [38] Definition 2], namely $\text{TSDP}_{\theta}(S) = E[S|S > V@R_{\theta}(S)] + \beta\sqrt{\text{Var}(S|S > V@R_{\theta}(S))}$ for $\beta \geq 0$. The TCPA allocation suggests that the allocated capital $K_j$ is

$$\text{TCPA}_{\theta}(X_j|S) = E[X_j|S > V@R_{\theta}(S)] + \beta\frac{\text{Cov}(X_j, S|S > V@R_{\theta}(S))}{\sqrt{\text{Var}(S|S > V@R_{\theta}(S))}}$$

for $1 \leq j \leq M$. The components of $\text{TCPA}_{\theta}(X_j|S)$ can be computed in the same manner as in Example 4.2 when $f \in \text{MMEam}$, and the additional term $\text{Var}(S|S > V@R_{\theta}(S))$ is simply $\text{Var}(S|S > d) = E[(S - d)^2|S > d] - (E[S - d|S > d])^2$ evaluated at $d = V@R_{\theta}(S)$ with the help of (4.14).

### 4.7 Multiplicative background risk model and its capital allocation

Assume that the vector of risks $X = (X_1, \ldots, X_M)$ is subject to some (extra) background risk $B > 0$ which acts on all risks contained in $X$ in a multiplicative manner [34]. More specifically, suppose that the vector of interest, $X^\dagger = (X_1^\dagger, \ldots, X_M^\dagger)$, is of the form

$$(X_1^\dagger, \ldots, X_M^\dagger) = \left(\frac{X_1}{B}, \ldots, \frac{X_M}{B}\right),$$

(4.24)

where $B$ is assumed to be independent of $X$. The vector $X^\dagger$ is then known as a multiplicative background risk model, which can be used to describe a collection of risks that are affected by a common systemic component, such as regulatory constraints or some general economic conditions. Most of the works in the literature of multiplicative background risk models rely on the assumption that the risks $X_1, \ldots, X_M$ are mutually independent, e.g. [7, 54, 64, 67, 65, 35]. Some notable exceptions include [73] concerning asymptotic analysis, [8] who assumed $X_1, \ldots, X_M$ have the same marginals with possibly different scaling factors, and [23] who looked into the bivariate case. Our focus here is to analyze the background risk model (4.24) under the assumption that $X = (X_1, \ldots, X_M)$ follows a density $f \in \text{MMEam}$ as well as to provide formulas in relation to various capital allocation rules. This allows for models in which the individual risks exhibit interdependence before they are scaled by the systemic risk factor. We start by computing the marginal distributions of $(X_1^\dagger, \ldots, X_M^\dagger)$.

**Theorem 4.6.** (Individual risks in multiplicative background risk model under MMEam) Let $(X_1, \ldots, X_M)$ follow the density $f \in \text{MMEam}$ of the form (3.7) and let $B$ be an independent (strictly positive) risk with cumulative distribution function $G$ and Laplace transform
\[ \mathcal{G}(z) = \int_0^\infty e^{-rz}dG(r). \] Under the background risk model \( \mathbf{X}^\dagger = (X^\dagger_1, \ldots, X^\dagger_h) \) defined via (4.24), for \( j \in \{1, \ldots, M\} \) and \( x \geq 0 \) the cumulative distribution function \( F_{X^\dagger_j} \) of \( X^\dagger_j \) is given by

\[ F_{X^\dagger_j}(x) = 1 - \sum_{i \in \rho} p_i \alpha_j \mathcal{G}(-T_{ij} x) l_i, \tag{4.25} \]

where for \( k \in \{1, \ldots, L\} \) we define

\[ \mathcal{G}(-T_k x) = \int_0^\infty e^{-(T_k x) r}dG(r). \tag{4.26} \]

**Proof.** Conditioning on the value of \( B \) followed by the use of (4.3), we obtain

\[ F_{X^\dagger_j}(x) = 1 - \int_0^\infty \mathbf{P}(X_j > x r) dG(r) = 1 - \int_0^\infty \left( \sum_{i \in \rho} p_i \alpha_j e^{T_{ij} x r} l_i \right) dG(r), \]

from which (4.25) follows under the definition (4.26).

Although (4.25) seemingly provides a closed-form expression for the cumulative distribution function of each risk \( X^\dagger_j \), the Laplace transform \( \mathcal{G} \) needs to be evaluated at a matrix argument. Nevertheless, computation of the right-hand side of (4.26) can be done by employing the canonical Jordan form as follows. First, recall that the Laplace transform \( \mathcal{G}(z) = \int_0^\infty e^{-rz}dG(r) \) is holomorphic in \( C_+ = \{ z \in \mathbb{C} : \Re(z) > 0 \} \) [29, Theorem 6.1] and thus infinitely differentiable in \( C_+ \). For each fixed \( k \in \{1, \ldots, L\} \), define \( \{\chi_{k,n}\}_{n=1}^{\ell_k} \) to be the eigenvalues of \( -T_k \), with \( m_{k,n} \) the multiplicity of the eigenvalue \( \chi_{k,n} \). The eigenvalues \( \{\chi_{k,n}\}_{n=1}^{\ell_k} \) lie in \( C_+ \) (i.e. the set where \( \mathcal{G}(z) \) is guaranteed to be holomorphic), and from [44, Definition 1.2] it is known that

\[ \mathcal{G}(-T_k x) = Z_k \mathcal{G}(J_k x) Z_k^{-1}, \tag{4.27} \]

where the matrices \( Z_k \) and \( J_k = \text{diag}(J_{k,1}, \ldots, J_{k,\ell_k}) \) define the canonical Jordan form of \( -T_k \) such that \( -T_k = Z_k J_k Z_k^{-1} \), with the sub-blocks of \( J_k \) given by the \( m_{k,n} \)-dimensional matrices

\[ J_{k,n} = \begin{pmatrix} \chi_{k,n} & 1 \\ & \chi_{k,n} \\ & & \ddots \\ & & & 1 \\ & & & & \chi_{k,n} \end{pmatrix}, \]

for \( n = 1, \ldots, \ell_k \). Then, \( \mathcal{G}(J_k x) \) in (4.27) can be represented as \( \mathcal{G}(J_k x) = \text{diag}(\mathcal{G}(J_{k,1} x), \ldots, \mathcal{G}(J_{k,\ell_k} x)) \), where

\[ \mathcal{G}(J_{k,n} x) = \begin{pmatrix} \mathcal{G}(\chi_{k,n} x) & \mathcal{G}^{(1)}(\chi_{k,n} x) / 1! & \cdots & \mathcal{G}^{(m_{k,n}-1)}(\chi_{k,n} x) / (m_{k,n}-1)! \\ \mathcal{G}(\chi_{k,n} x) & \ddots & \cdots & \vdots \\ \vdots & \ddots & \ddots & \mathcal{G}^{(1)}(\chi_{k,n} x) / 1! \\ \mathcal{G}(\chi_{k,n} x) & \cdots & \cdots & \mathcal{G}(\chi_{k,n} x) \end{pmatrix}. \]

Alternatively, one can compute the right-hand side of (4.26) via the Cauchy integral formula

\[ \mathcal{G}(-T_k x) = \frac{1}{2\pi i} \oint_\gamma \mathcal{G}(z)(zI + T_k x)^{-1}dz, \tag{4.28} \]
where \( f \) denotes a line integral (in \( C \)), and \( \gamma \) is any simple path contained in \( C_+ \) which encloses \( \{ x_{k,n} \}_{n=1}^{\ell_0} \). That \((4.27)\) and \((4.28)\) coincide follows by standard theory of holomorphic functions of matrices (see e.g. \([14\), Chapter 1\]). In general, the form \((4.28)\) is useful for algebraic manipulations whereas \((4.27)\) allows for easy numerical implementation.

Now let us define the aggregate multiplicative background risk \( S^t = X_1^t + \cdots + X_M^t = S/B \). Since \( S \) follows the MEam density \( f_S \) in \((4.9)\), employing similar steps to those in the proof of Theorem \(4.6\) gives the cumulative distribution function of \( S^t \), namely

\[
F_{S^t}(x) = 1 - \sum_{i \in \mathbb{N}} p_i \alpha_i G(-T_i x) l_i,
\]

for \( x \geq 0 \), where \( l_i = (-T_i)^{-1} t_i \). The above equation can be used to compute \( \text{V@R}_\theta(S^t) \) via \( F_{S^t}(V@R_\theta(S^t)) = \theta \), which is needed in capital allocation rules in relation to those discussed in Section \(4.6\). For example, utilizing the independence assumption between \( B \) and \( X \), the covariance-based allocation (see Example \(4.1\)) for the multiplicative background risk model \( X^t = (X_1^t, \ldots, X_M^t) \) is given by

\[
C_\theta(X_j^t, S^t) = E[X_j]E[B^{-1}] + \frac{E[X_j S]E[B^{-2}] - E[X_j]E[S]E[B^{-1}]}{E[S^2]E[B^{-2}] - (E[S]E[B^{-1}])^2} (\text{TV@R}_\theta(S^t) - E[S]E[B^{-1}])
\]

provided that \( E[B^{-2}] \) is finite. While the calculations of \( E[X_j], E[S], E[S^2] \) and \( E[X_j S] \) have already been discussed in Example \(4.1\), we additionally require \( \text{TV@R}_\theta(S^t) \) in the above formula. Since \( S^t \) is a continuous random variable, one has \( \text{TV@R}_\theta(S^t) = \text{TCov}_\theta(S^t) = E[S^t | S^t > \text{V@R}_\theta(S^t)] \). If one is interested in \( \text{TCov} \) and \( \text{TCPA} \) allocations corresponding to Examples \(4.2\) and \(4.3\) respectively, then in the model \( X^t \) these are given by

\[
\text{TCov}_\theta(X_j^t | S^t > \text{V@R}_\theta(S^t)) = E[X_j^t | S^t > \text{V@R}_\theta(S^t)] + \beta \text{Cov}(X_j^t, S^t | S^t > \text{V@R}_\theta(S^t)),
\]

and

\[
\text{TCPA}_\theta(X_j^t | S^t > \text{V@R}_\theta(S^t)) = E[X_j^t | S^t > \text{V@R}_\theta(S^t)] + \frac{\beta \text{Cov}(X_j^t, S^t | S^t > \text{V@R}_\theta(S^t))}{\sqrt{\text{Var}(S^t | S^t > \text{V@R}_\theta(S^t))}}.
\]

It is instructive to note that all the afore-mentioned three allocation rules for \( X^t \) can be fully characterized if we can compute the (cross) moments in the form of \( E[(X_j^t)^h (S^t)^k I \{ S^t > y \}] \) concerning the individual risk \( X_j^t \) and the aggregate risk \( S^t \). Such a quantity is provided in Theorem \(4.7\) below, which is analogous to Theorem \(4.5\).

**Theorem 4.7. (Cross moments of individual and total multiplicative background risks under MMEam)** Let \( (X_1, \ldots, X_M) \) follow the density \( f \in \text{MMEam} \) of the form \((4.1)\) and let \( B \) be an independent (strictly positive) risk with cumulative distribution function \( G \) and Laplace transform \( \mathcal{G}(z) = \int_0^\infty e^{-rz} dG(r) \). Fix \( M \geq 2, j \in \{1, \ldots, M\} \) and consider the cross moments of \( X_j^t \) and \( S^t = \sum_{i=1}^M X_i^t \) on the set \( \{ S^t > y \} \) in the background risk model \( X^t = (X_1^t, \ldots, X_M^t) \) defined via \((4.24)\). For \( h \in \mathbb{N}_0 \) and \( y \geq 0 \), we have

\[
E[(S^t)^h I \{ S^t > y \}] = \sum_{i \in \mathbb{N}} p_i \alpha_i \left( \sum_{\ell=0}^h (-T_i)^{-\ell} \frac{\ell!}{\ell!} \mathcal{G}_{\ell-h}(-T_i y) \frac{h!}{\ell!} y^\ell \right) t_i \tag{4.29}
\]

if \( E[B^{-h}] < \infty \), where

\[
\mathcal{G}_{\ell-h}(-T_i y) = \int_0^\infty r^{\ell-h} e^{-(r-T_i y) r} dG(r), \tag{4.30}
\]

27
for \( \ell \in \{0, \ldots, h\} \). For \( k \in \mathbb{N}_+ \), \( h \in \mathbb{N}_0 \) and \( y \geq 0 \), we have
\[
E[(X_j)^k (S^\dagger)^h 1\{S^\dagger > y\}] = \sum_{i \in \mathcal{Y}} p_i k! \left( \alpha_i[j], 0 \right) \left( \sum_{\ell = 0}^h (-A^{(k,i,j)})^{-(h-\ell+1)} G_{\ell-k-h}(-A^{(k,i,j)}y)^{h!} \ell! \right) \left( 0 \right)_{(i,j)} \tag{4.31}
\]
if \( E[B^{-k-h}] < \infty \), where
\[
G_{\ell-k-h}(-A^{(k,i,j)}y) = \int_0^\infty r^{\ell-k-h} e^{-(A^{(k,i,j)}y)r} dG(r), \tag{4.32}
\]
for \( \ell \in \{0, \ldots, h\} \).

**Proof.** Conditioning on the value of \( B \) yields
\[
E[(S^\dagger)^h 1\{S^\dagger > y\}] = \int_0^\infty r^{-h} E[S^h 1\{S > yr\}] dG(r)
\]
and
\[
E[(X_j)^k (S^\dagger)^h 1\{S^\dagger > y\}] = \int_0^\infty r^{-k-h} E[X_j^k S^h 1\{S > yr\}] dG(r).
\]
The results \(4.29\) and \(4.31\) follow by plugging \(4.19\) and \(4.20\) into the above expressions. Note that the condition \( E[B^{-k-h}] < \infty \) guarantees that the right-hand side of \(4.30\) is finite for all \( \ell \in \{0, \ldots, h\} \), and similar comments apply to \(4.32\).

As long as we can evaluate the matrices \( G_{\ell-h}(-T_i y) \) and \( G_{\ell-k-h}(-A^{(k,i,j)}y) \), Theorem \(4.7\) provides closed-form formulas for the cross moments of \( X_j^\dagger \) and \( S^\dagger \) on the event \( \{S^\dagger > y\} \). Fortunately, the right-hand side of \(4.30\) and \(4.32\) can be computed via the method of canonical Jordan form as in \(4.27\) or the Cauchy integral formula \(4.28\) with the obvious modifications.

**Remark 4.2.** To employ the canonical Jordan form or the Cauchy integral formula to compute the function of a matrix, we need to first verify that the function in question is holomorphic in \( \mathbb{C}_+ \) (where the eigenvalues of \( -T_i \) and \( -A^{(k,i,j)} \) lie). If \( E[B^{-\ell}] = \int_0^\infty r^\ell dG(r) < \infty \) (for a given \( \ell < 0 \)), then \( G_{\ell}(z) = \int_0^\infty r^\ell e^{-zr} dG(r) \) converges in the region \( z \in \mathbb{C}_+ \). Because \( G_{\ell} \) can be regarded as the Laplace transform in relation to \( r^\ell dG(r) \), it must be analytic in \( \mathbb{C}_+ \).

5 A note on calibration with data and future research

In this section, we briefly address the problem of performing statistical inference of \( f \) in MMEam given complete data. The method outlined here employs existing methods to fit phase-type and ME distributions to univariate data, as well as elements of the theory of copulas. In short, our methodology consists of the estimation of the ME marginals followed by fitting of a dependence structure. By choosing a particular but robust dependence structure in the second step via a Bernstein copula, it is guaranteed that the fitted density is an element of MMEam. At the end we will conclude by discussing alternative directions of research regarding statistical inference for MMEam densities.

Suppose that we have \( N \) observed realizations, \( \mathcal{D} = \{(x_{k,1}, \ldots, x_{k,M})\}_{k=1}^N \), of a positive \( M \)-variate random vector \( \mathbf{X} = (X_1, \ldots, X_M) \) for which we want to produce a statistical fitting \( \hat{F} \) of its multivariate cumulative distribution function \( F \). Through Sklar’s theorem \(58\) Theorem 2.3.3], the theory of copulas allows us to calibrate \( F \) in two steps:
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1. For each $j \in \{1, \ldots, M\}$, fit a distribution function $\hat{F}_{X_j}$ to the marginal data $\{x_{k,j}\}_{k=1}^N$.

2. Using the dependency structure of the data, construct a copula function $\hat{C} : [0,1]^M \to [0,1]$ and let the fitted distribution $\hat{F}$ of $F$ be defined by

$$\hat{F}(x_1, \ldots, x_m) = \hat{C}(\hat{F}_{X_1}(x_1), \ldots, \hat{F}_{X_M}(x_M)). \quad (5.1)$$

In what follows, we expand on each of the steps applied to the MMEam framework.

**Fitting the marginals.** Fix $j \in \{1, \ldots, M\}$ and let $D_j = \{x_{k,j}\}_{k=1}^N$. The problem of fitting an ME distribution $\hat{F}_{X_j}$ to the data $D_j$ has mainly been studied in the literature for the phase-type subclass only. Most of the existing fitting methods for phase-type distributions fall under the umbrella of maximum likelihood estimation, moment matching, or Bayesian inference (see [60] for a comprehensive analysis of phase-type fitting methods). In general, there is no method that outperforms the others, as fitting with phase-type distributions is (in most cases) model specific. But the Expectation-Maximization method proposed in [10] is possibly the most adopted one due to its flexibility. We note that an ME-specific maximum likelihood method considered in [63] may potentially provide ME fits with lower dimensions than those resulting from phase-type specific methods. However, it requires the minimization of a convex function under uncountably many constraints, which results in high computational costs and limits its practical use. Using either of the outlined methods, let $\hat{f}_{X_j}(x) = \hat{\alpha}_{X_j} e^{\hat{T}_{X_j} x} \hat{t}_{X_j}$ be the ME (possibly phase-type) density function which fits the data $D_j$, i.e. $\hat{f}_{X_j} \in ME$ with parameters $(\hat{\alpha}_{X_j}, \hat{T}_{X_j}, \hat{t}_{X_j})$. For later use we also define $\hat{t}_{X_j} = (-\hat{T}_{X_j})^{-1} \hat{t}_{X_j}$ so that $\hat{f}_{X_j}(x) = 1 - \hat{\alpha}_{X_j} e^{\hat{T}_{X_j} x} \hat{t}_{X_j}$.

**Constructing the dependency structure.** Once the marginal $\hat{f}_j \in ME$ has been estimated for each $j \in \{1, \ldots, M\}$, the next task is to construct an appropriate copula $\hat{C}$ which can capture the dependency among the marginals through (5.1). The main challenge here is to choose $\hat{C}$ in such a way that the corresponding fitted joint density $\hat{f}$ is an MMEam density, and thus the rich theory presented throughout this paper is applicable. We propose employing the Bernstein copula $C : [0,1]^M \to [0,1]$ of order $A \in \mathbb{N}_+$ taking the form [63]

$$C(u_1, \ldots, u_M) = \sum_{(h_1, \ldots, h_M) \in \{0, \ldots, A\}^M} \zeta \left( \frac{h_1}{A}, \ldots, \frac{h_M}{A} \right) \prod_{j=1}^M \left( \frac{A}{h_j} \right) u_j^{h_j} (1 - u_j)^{A-h_j}, \quad (5.2)$$

where $\{\zeta(h_1/A, \ldots, h_M/A)\}_{(h_1, \ldots, h_M) \in \{0, \ldots, A\}^M}$ is a collection of real numbers satisfying certain conditions to ensure that $C$ is a copula (see [63, Theorem 1]). It can be shown [63, Lemma 1] that the Bernstein copula (with varying $A$) is dense within the set of $M$-dimensional copulas, meaning that any dependence structure can be approximated arbitrarily well by (5.2). If the dependence structure is known to exactly follow the above Bernstein copula, then with the fitted marginals $\{\hat{F}_{X_j}\}_{j=1}^M$ the joint cumulative distribution function of $(X_1, \ldots, X_M)$ can be estimated as $C(\hat{F}_{X_1}(x_1), \ldots, \hat{F}_{X_M}(x_M))$. In order to mirror the dependence actually present in the data, we propose to use the empirical mixing weights $\{\tilde{\zeta}(h_1/A, \ldots, h_M/A)\}_{(h_1, \ldots, h_M) \in \{0, \ldots, A\}^M}$ [63, Definition 1 and Section 4.1] of the form

$$\tilde{\zeta}(\frac{h_1}{A}, \ldots, \frac{h_M}{A}) = \frac{1}{N} \sum_{k=1}^N \left\{ \bigcap_{j=1}^M \left\{ \hat{F}_{X_j}(x_{k,j}) \leq \frac{h_j}{A} \right\} \right\}, \quad (5.3)$$
and the copula (5.2) with \( \hat{\zeta} \) in place of \( \zeta \) will be denoted by \( \hat{C} \). The copula density corresponding to \( \hat{C} \) is [63] Section 2.2

\[
\hat{c}(u_1, \ldots, u_M) = A^M \sum_{(h_1, \ldots, h_M) \in \{0, \ldots, A-1\}^M} \hat{\phi}(h_1, \ldots, h_M) \prod_{j=1}^M \left( A - 1 \right)^{h_j} \left( \frac{A!}{(A - 1 - h_j)! h_j!} \right)^{h_j} \left( 1 - u_j \right)^{A-1-h_j},
\]

where

\[
\hat{\phi}(h_1, \ldots, h_M) = \sum_{(\ell_1, \ldots, \ell_M) \in \{0, 1\}^M} (-1)^{M+\ell_1+\cdots+\ell_M} \hat{\zeta} \left( \frac{h_1 + \ell_1}{A}, \ldots, \frac{h_M + \ell_M}{A} \right)
\]
is expressed in terms of (5.3). The fitted joint density of \( (X_1, \ldots, X_M) \) is thus

\[
\hat{f}(x_1, \ldots, x_m) = \hat{c}(\hat{F}_{X_1}(x_1), \ldots, \hat{F}_{X_M}(x_M)) \prod_{j=1}^M \hat{f}_{X_j}(x_j)
\]

\[
= \sum_{(h_1, \ldots, h_M) \in \{0, \ldots, A-1\}^M} \hat{\phi}(h_1, \ldots, h_M) \prod_{j=1}^M \left( A - 1 - h_j \right) \left( \hat{F}_{X_j}(x_j) \right)^{h_j} \left( 1 - \hat{F}_{X_j}(x_j) \right)^{A-1-h_j} \hat{f}_{X_j}(x_j)
\]

\[
= \sum_{(h_1, \ldots, h_M) \in \{0, \ldots, A-1\}^M} \hat{\phi}(h_1, \ldots, h_M) \prod_{j=1}^M \hat{f}_{X_j, h_j+1:A}(x_j),
\]

where \( \hat{f}_{X_j, h_j+1:A} \) is the density of the \( (h_j + 1) \)-th order statistic of \( A \) independent variables with common density \( \hat{f}_{X_j} \). By rewriting the above equation as

\[
\hat{f}(x_1, \ldots, x_m) = \sum_{(h_1, \ldots, h_M) \in \{0, \ldots, A\}^M} \hat{\phi}(h_1-1, \ldots, h_M-1) \prod_{j=1}^M \hat{f}_{X_j, h_j:A}(x_j)
\]

and recalling that each \( \hat{f}_{X_j, h_j:A} \) is an ME density (see Proposition 2.3 or Remark 2.1), we can conclude that the above fitted joint density \( \hat{f} \) is in the form of an MMEam density as in (5.1). Interested readers are also referred to e.g. [12] for further connection between Bernstein copula and order statistics.

Let us conclude by discussing a few points about our calibration scheme. The benefit of our method is that practitioners are able to choose among existing univariate fitting schemes for the ME class or its subclasses (such as phase-type), with the choice possibly depending on the model and the data in hand. Modelling dependence through the Bernstein copula is a simple (and to some extent naive) solution, especially when using the empirical mixing weights. On the other hand, to get a reasonably good approximation of the dependence structure of the data, we likely need to choose a large \( A \), meaning that the ME density \( \hat{f}_{X_j, h_j:A} \) will be high dimensional. To improve this, one possible direction of research is to investigate more efficient mixing weights for the Bernstein copula like those proposed in [30] obtained through an Expectation-Maximization algorithm. Furthermore, as pointed out in [55], performing statistical fitting in a two-step fashion like the one proposed here creates two different types of approximation errors, which might in turn cause a miscalibration of the data. Recently, statistical inference for different classes of
multivariate phase-type distributions has been performed by [3] in a single step (i.e. magnitude and dependence are calibrated at the same time) by extending the work of [10]. A possible direction of research is to adapt their work to produce maximum likelihood estimation methods for the MMEam class.
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