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Abstract. In this paper we study germs of diffeomorphisms in the complex plane. We address the following problem: How to read a diffeomorphism $f$ knowing one of its orbits $A$?

We solve this problem for parabolic germs. This is done by associating to the orbit $A$ a function that we call the dynamic theta function $\Theta_A$. We prove that the function $\Theta_A$ is $2\pi i \mathbb{Z}$-resurgent. We show that one can obtain the sectorial Fatou coordinate as a Laplace-type integral transform of the function $\Theta_A$. This enables one to read the analytic invariants of a diffeomorphism from the theta function of one of its orbits.

We also define a closely related fractal theta function $\tilde{\Theta}_A$, which is inspired by and generalizes the geometric zeta function of a fractal string, and show that it also encodes the analytic invariants of the diffeomorphism.
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1. Introduction

Consider a germ of an analytic diffeomorphism of \((\mathbb{C}, 0)\) with a parabolic fixed point at the origin
\[
  f(x) = x + ax^{k+1} + \text{h.o.t.}(x), \quad a \neq 0, \quad k > 0.
\]
By the Leau–Fatou theorem (see [2, 13, 21]), given a disc \(D = \{x \in \mathbb{C}, \ |x| < r\}\) of sufficiently small radius \(r > 0\), the set of points
\[
  D_f = \bigcap_{n \in \mathbb{N}} f^{n-n}(D)
\]
whose all positive iterates stay in \(D\), consists of \(k\) connected petals, disjoint except at the origin, centered around the \(k\) rays \(\{ax^k \in \mathbb{R}_\geq 0\}\). Similarly for \(D_f\), the petals are centered around the rays \(\{ax^k \in \mathbb{R}_\geq 0\}\). In fact, by a theorem of Camacho and Shcherbakov (see [2, 13, 21]), \(f\) is topologically conjugated by a quasiconformal tangent-to-identity map to the germ
\[
  f_{\text{mod}}(x) = \frac{x}{(1-akx^k)^{\frac{1}{k}}} = \exp \left( ax^{k+1} \frac{\partial}{\partial x} \right)(x),
\]
given by the time-1-flow of the model vector field \(\xi_{\text{mod}} = ax^{k+1} \frac{\partial}{\partial x}\).

Let \(0 \neq x_0 \in D_f\) be a point in one of the attractive petals, hence \(f^{on}(x_0) \to 0\) as \(n \to +\infty\), and let
\[
  \Lambda = \{x_n = f^{on}(x_0), \ n \in \mathbb{N}\} \quad (\text{for us } \mathbb{N} := \mathbb{Z}_\geq 0)
\]
be its forward orbit by \(f\). A basic question is how much information does one such orbit \(\Lambda\) carry about \(f\)? The answer is trivial: Since \(f\) is an analytic germ at 0, whose values on \(\Lambda\) are determined by the relation \(f(x_n) = x_{n+1}\), and \(\Lambda\) accumulates at 0, this means that \(\Lambda\) determines \(f\) as a germ.

Instead, our question is whether one can somehow “read” the analytic invariants of \(f\) (i.e. the analytic conjugacy class of \(f\)) “directly” from the discrete set \(\Lambda\)? That is, knowing a set \(\Lambda\) and knowing that it is an orbit of some (unknown) analytic diffeomorphism, can one determine the analytic invariants of this diffeomorphism.

The orbit \(\Lambda = \{x_0, x_1, x_2, \ldots\}\) can be considered either as a subset of some neighborhood of the origin in \(\mathbb{C}\) or as a sequence of distinct points. We shall alternate freely between the two points of view.

In order to read analytic properties of parabolic diffeomorphisms from its orbits, we introduce two theta functions: a dynamic theta function \(\Theta_{\Lambda}\) and a fractal theta function \(\tilde{\Theta}_{\Lambda}\). We prove two main theorems: Theorem A and Theorem B showing the properties of the dynamic theta function \(\Theta_{\Lambda}\). In Proposition A, we show the relationship between the two theta functions, hence transforming Theorem A and Theorem B to Corollaries A and B giving the analogous results for the fractal theta function \(\tilde{\Theta}_{\Lambda}\).

1.1. Dynamic theta function of an orbit. The dynamic theta function \(\Theta_{\Lambda}\) of an orbit \(\Lambda\) is defined by
\[
  \Theta_{\Lambda}(s) := \sum_{x_i \in \Lambda} e^{-st(x_i)},
\]
where
\[
  t(x) = \psi_{\text{mod}}(x) = -\frac{1}{ak}x^{-k}
\]
is the Fatou coordinate of the model (1.3). The function $\Theta_A$ is well-defined and analytic for $\text{Re}(s) > 0$, and we prove in Theorem A that it can be indefinitely analytically continued as a multivalued function. The function $\Theta_A$ for real orbits is also known as geometric partition function of the fractal string $\{t(x_i)^{-1}\}_{i=1}^\infty$ [19]. The definition of $\Theta_A(s)$ is also similar to that of a spectral theta function of Voros [33, 34], thus the name.

Denoting $\delta_{x_i}(x)$ the Dirac distribution supported at $x_i$, let

$$\delta_{x_i}(x) := \sum_{x_i, i \in A} \delta_{x_i}(x).$$

Then $\Theta_A(s)$ defined in (1.5) is a Laplace-type integral transform of $\delta_{x_i}(x)$ with weight $t(x)$:

$$\Theta_A(s) = \int_{\gamma} \delta_{x_i}(x) e^{-st(x)} \, dx,$$

where $\gamma \subset \mathbb{C}$ is any curve through the points of $A$ in their order. In particular, for an orbit $A_{\text{mod}}$ of the model $f_{\text{mod}}$, one has

$$\Theta_{A_{\text{mod}}}(s) = \sum_{n=0}^{+\infty} e^{-s(t(x_0)+n)} = \frac{e^{-s t(x_0)}}{1 - e^{-s}},$$

which is a meromorphic function with simple poles at $2\pi i \mathbb{Z}$.

The idea behind the function $\Theta_A(s)$ is to mimic the method of analysis of singularities of the Borel transform of a formal Fatou coordinate of $f$. This was initiated in Écalles’ pioneering works on analytic classification of parabolic diffeomorphisms [8, 7], and was a starting point in his development of theory of resurgence [9].

The orbit $A$ is contained in some sector $W_k$ contained in one of the attractive petals of $D_f$ (1.2). By the Leau–Fatou theorem (Theorem 8 in §3.1), on $W_k$ there exists a sectorial Fatou coordinate $\psi_A(x)$, i.e. mapping verifying $\psi_A \circ f = \psi_A + 1$. It is uniquely determined by the initial condition $\psi_A(x_0) = 0$. Then $\psi_A(x_m) = m$ for all $m \in \mathbb{N}$. We denote $\hat{\psi}_A(x)$ the formal Fatou coordinate to which $\psi_A$ is asymptotic on $W_k$.

The first of our principal results is the following:

**Theorem A.** The dynamic theta function $\Theta_A(s)$ extends analytically to the universal cover of $\mathbb{C} \setminus 2\pi i \mathbb{Z}$ and has at most exponential growth at infinity along any non-vertical direction.

The unique sectorial Fatou coordinate $\psi_A(x)$ on the petal containing the orbit $A$ such that $\psi_A(x_0) = 0$ can be obtained from $\Theta_A(s)$ through the integral transform

$$\psi_A(x) = \frac{1}{2\pi i} \int_{\text{Circ}(\mathbb{R} \leq 0)} \frac{\Theta_A(s)}{s} e^{s t(x)} \, ds =: \mathcal{F} \{ \Theta_A(s) \} \{ x \},$$

where $\text{Circ}(\mathbb{R} \leq 0)$ is the Hankel contour encircling the ray $\mathbb{R} \leq 0$ (Figure 7).

The formula (1.8) means that one can recover the sectorial Fatou coordinate $\psi_A(x)$, and thus the germ

$$f(x) = \psi_A^{\circ (-1)} \circ (\psi_A(x) + 1),$$

from the knowledge of a single orbit $A$. One can summarize the process of reconstruction of $f$ from an orbit $A$ by the following diagram:

$$A \mapsto \Theta_A \mapsto \mathcal{F} \{ \frac{\Theta_A}{2\pi i} \} \mapsto \psi_A \mapsto f.$$
0
\[ \frac{2\pi i}{-2\pi i} \]
\[ \text{Circ}(\mathbb{R}_{<0}) \]
\[ \frac{2\pi i}{0} \]
\[ \frac{2\pi i}{-2\pi i} \]

\text{Figure 1. The Hankel contour } \text{Circ}(\mathbb{R}_{<0}) \text{ in the } s \text{-plane. Dashed lines indicate ramification cuts of the multivalued function } \Theta_A(s). \]

One can interpret (1.8) as a discrete version of the usual Borel summation process. Let \( \tilde{\psi}_A(x) \) be the formal Fatou coordinate for \( f \), to which is \( \psi_A(x) \) asymptotic. Let \( \tilde{\Psi}_A(s) \) be its formal Borel transform defined term-wise,

\[ \tilde{\Psi}_A(s) = \frac{1}{2\pi i} \int_{t(x)\in(t(x_0)+\mathbb{R}_{\geq 0})} \tilde{\psi}_A(x) e^{-st(x)} \, dt(x) =: \hat{\mathcal{B}}\{\tilde{\psi}_A\}(s). \]

Then, by the Borel-Laplace summation method,

\[ \psi_A(x) = \int_{\text{Circ}(\mathbb{R}_{<0})} \tilde{\Psi}_A(s) e^{s t(x)} \, ds =: \mathcal{L}\{\tilde{\Psi}_A\}(x) \]

is a sectorial Fatou coordinate for \( f \) on some sector \( W_A \) containing the orbit \( A \). The identity between the integrals (1.8) and (1.9) is due to the difference \( \Theta_A(s) - \hat{\psi}(s) \) being analytic on a neighborhood of the ray \( \mathbb{R}_{<0} \). More details about the relation between the function \( \Theta_A(s) \) and the Borel transform of the formal Fatou coordinate in the Borel plane are given in Proposition 13.

\textbf{Theorem B.} The Birkhoff–Écalle–Voronin invariants of the germ \( f \) can be read from the leading term coefficients at the singularities of the analytic continuation of \( \Theta_A(s) \).

\textbf{Proof.} The analytic class of \( f \), given by so called Birkhoff–Écalle–Voronin invariants (see §3.1), can be read from the function \( \tilde{\Psi}_A(s) \) in terms of the leading term coefficients at some of its singularities (see §3.3). The same then holds for \( \Theta_A(s) \), by formula (4.5) in Proposition 13. \( \square \)

\textbf{1.2. Fractal analysis: fractal theta function of an orbit.} Another way to analyze the orbit \( A \) is by investigating its fractal properties. In this subsection, we introduce a function \( \tilde{\Theta}_A \), which we call fractal theta function, as an integral transform of the counting function \( n_A \) of the orbit, which encodes fractal properties of \( A \). This is similar to the fractal zeta function defined by Lapidus [17, 18] and studied in [24], but with an integral kernel well adapted to reveal intrinsic properties of parabolic dynamics. The fractal theta function \( \tilde{\Theta}_A \) is related to the dynamic theta function \( \Theta_A(s) \) of the orbit \( A \) of the previous section. As a consequence, it is possible to read the analytic invariants of a germ \( f \) from fractal properties of its orbit.

In this section, let us assume that the orbit \( A \) (1.4) lies in the positive real axis:

\[ A = \{x_0 > x_1 > x_2 > \ldots\} \subset \mathbb{R}_{>0}. \]

This means that \( f : (\mathbb{R}_{\geq 0}, 0) \to (\mathbb{R}_{\geq 0}, 0) \) is real analytic with \( a < 0 \). For each \( \epsilon > 0 \), let

\[ \Lambda_\epsilon = \{x \in \mathbb{R}, \text{dist}(x, A) < \epsilon\} \]
be the \( \epsilon \)-neighborhood of the orbit \( \mathbb{A} \) in \( \mathbb{R} \), and denote by \( |\mathbb{A}| \) its Lebesgue measure. The tube function

\[
V_A(\epsilon) : \epsilon \mapsto |\mathbb{A}_\epsilon| - 2\epsilon = |\mathbb{A}_\epsilon \cap [0, x_0]|
\]

encodes the fractal properties of the orbit \( \mathbb{A} \). In particular, if \( V_A(\epsilon) = \mathcal{M} \epsilon^{1-D} + o(\epsilon^{1-D}) \), then \( D \) is the Minkowski (box) dimension of \( \mathbb{A} \), and \( \mathcal{M} \) is the Minkowski content of \( \mathbb{A} \).

The tube function \( V_A(\epsilon) \) of forward orbits of parabolic analytic diffeomorphisms has been extensively studied by the authors in \cite{24, 25, 27, 28}. In particular, it has been determined \cite{12, 24} that

\[
D = \frac{k}{k+1}, \quad \text{and} \quad \mathcal{M} = \frac{k+1}{k} \left(-\frac{2}{k+1}\right)^{\frac{1}{k+1}}.
\]

Moreover, it has been shown in \cite{28} that an asymptotic expansion of \( V_A(\epsilon) \) as a power-log series exists up to the order \( \epsilon^{1+\frac{1}{k+1}} \), and that this finite jet determines the formal class of \( f \). Beyond this order some oscillatory terms appear, and a full asymptotic expansion containing these oscillatory terms has been given in \cite{24}.

Instead of looking at the tube function \( V_A(\epsilon) \), it is more convenient to look at the closely related counting function

\[
n_A(\epsilon) := \max \{ n \in \mathbb{N}_{>0} : |x_{n-1} - x_n| \geq 2\epsilon \},
\]

counting the maximal number of iterates \( n > 0 \) such that the \( \epsilon \)-neighborhoods of the points \( x_0, \ldots, x_n \) are disjoint. For each \( \epsilon > 0 \), the orbit \( \mathbb{A} \) is divided into two parts: the tail \( T_A(\epsilon) = \{ x_0, \ldots, x_{n_A(\epsilon)-1} \} \), whose \( \epsilon \)-neighborhood consist of \( n_A(\epsilon) \) disjoint intervals of length \( 2\epsilon \), and the nucleus \( N_A(\epsilon) = \{ x_j : j \geq n_A(\epsilon) \} \), whose \( \epsilon \)-neighborhood spans the interval \( ]-\epsilon, x_0 + \epsilon[ \). Hence the tube function is expressed in terms of the counting function as

\[
V_A(\epsilon) = 2\epsilon n_A(\epsilon) + x_{n_A(\epsilon)}.
\]

Denoting

\[
\epsilon_n = \frac{1}{2}(x_{n-1} - x_n) = \frac{1}{2}g(x_{n-1}), \quad g(x) = x - f(x),
\]

we have:

\[
n_A(\epsilon) = \#\{ n \in \mathbb{N}_{>0} : \epsilon_n \geq \epsilon \} = \sum_{n=1}^{+\infty} \mathbb{1}_{[0, \epsilon_n]}(\epsilon),
\]

where \( \mathbb{1}_{[0, \epsilon_n]}(\epsilon) \) is the characteristic function of the interval \( [0, \epsilon_n] \).

**Proposition 1.** Let \( \mathbb{A} \subset \mathbb{R}_{>0} \). The tube function \( V_A(\epsilon) \) is an integral of \( 2n_A(\epsilon) \):

\[
V_A(\epsilon) = 2 \int_0^\epsilon n_A(\xi) \, d\xi, \quad \epsilon \geq 0.
\]

**Proof.** By (1.11), the function \( V_A(\epsilon) \) is continuous, piece-wise linear, with the derivative \( \frac{d}{d\epsilon} V_A(\epsilon) \) equal to \( 2n_A(\epsilon) = 2n \) on each interval \( \epsilon \in [\epsilon_n, \epsilon_{n+1}], n \in \mathbb{N}_{>0} \), and \( V_A(0) = 0 \). \( \square \)

We define the fractal theta function \( \tilde{\Theta}_A(s) \) by

\[
\tilde{\Theta}_A(s) = \sum_{n=1}^{+\infty} e^{-\tau(\epsilon_n)}, \quad \text{Re}(s) > 0,
\]

where

\[
\tau(\epsilon) = \frac{1}{2\epsilon} \left(-\frac{2}{k}\right)^{\frac{1}{k+1}} \epsilon^{-\frac{1}{k+1}}
\]
is the leading asymptotic term of \( n_A(\epsilon) \) (cf. (1.10) and (1.13)). Equivalently, it is equal to the following integral transform of the counting function
\[
\tilde{\Theta}_A(s) = s \int_{\tau(\epsilon) \in \mathbb{R}_{>0}} n_A(\epsilon) e^{-s\tau(\epsilon)} d\tau(\epsilon) = \sum_{n=1}^{+\infty} s \int_{\tau(\epsilon) \in [\tau(\epsilon_n), +\infty]} e^{-s\tau(\epsilon)} d\tau(\epsilon).
\]

Using Proposition 1 and integration by parts, one can also rewrite \( \tilde{\Theta}_A(s) \) in terms of the tube function \( V_A(\epsilon) \):
\[
\tilde{\Theta}_A(s) = -\frac{1}{2} \int_0^{\epsilon_1} \frac{d}{dx} V_A(\epsilon) \frac{d}{dx} e^{-s\tau(\epsilon)} d\epsilon
= \frac{1}{2} \int_0^{\epsilon_1} V_A(\epsilon) \frac{d^2}{dx^2} e^{-s\tau(\epsilon)} d\epsilon + \frac{s \varepsilon_2}{2} e^{-s\tau(\epsilon_1)} \tau'(\epsilon_1).
\]

Another way to rewrite it is in terms of the distance function, which maps each of the intervals \([x_j, \frac{x_j + x_{j+1}}{2}]\) and \([\frac{x_j + x_{j+1}}{2}, x_{j-1}]\) bijectively to \([0, \epsilon_j], j \in \mathbb{N}_{>0}\),
\[
(1.16) \quad \tilde{\Theta}_A(s) = -\frac{1}{2} \int_0^{x_0} e^{-s\tau(\text{dist}(x, A))} \tau'(\text{dist}(x, A)) dx.
\]

Remark 2. One can define the function \( \tilde{\Theta}_A \) in a similar way also for hyperbolic germs \( f(x) = e^{-\alpha x} + \text{h.o.t.}(x) \), \( \text{Re}(\alpha) > 0 \), with model
\[
f_{\text{mod}}(x) = e^{-\alpha x} = \exp(-\alpha x \frac{\partial}{\partial x}), \quad \psi_{\text{mod}}(x) = -\frac{1}{\alpha} \log x.
\]
Then for \( \tau(\epsilon) = -\frac{1}{\alpha} \log \epsilon \) one has \( \tilde{\Theta}_A(s) = \sum_{n=1}^{+\infty} \epsilon_n^s = \zeta_{E_A}(\frac{s}{\alpha}) \), where the function
\[
\zeta_{E_A}(s) = \sum_{n=1}^{+\infty} \epsilon_n^s = s \int_{\epsilon \in \mathbb{R}_{>0}} n_A(\epsilon) \epsilon^{s-1} d\epsilon = \frac{s}{2} \int_0^{x_0} \text{dist}(x, A)^{s-1} dx,
\]
\( \text{Re}(s) > 0 \),

is known as the geometric zeta function of the fractal string \( E_A = \{ \epsilon_n : n \in \mathbb{N}_{>0} \} \).

Geometric zeta functions of fractal strings have been the object of great interest in fractal analysis, see e.g. [17, 18, 19] and can be considered as a special case of fractal theta functions with the choice \( \tau(\epsilon) = -\log \epsilon \). Their application to orbits of parabolic diffeomorphisms has been extensively studied in [24] where the formal class of the diffeomorphism was then successfully read from the geometric zeta function. However, in order to read its analytic class, in this paper, we have to adjust the kernel \( \tau \) as in (1.15).

Remark 3. The formula (1.14) with \( \epsilon_n \in \mathbb{C} \) defined by (1.12), extends the notion of fractal theta function to any complex orbit \( A \subset \mathbb{C} \). One can also extend the notion of the counting function \( n_A(\epsilon) \) to complex orbits in the following analytic way: For any embedding of the complex fractal string \( E_A = \{ \epsilon_n : n \in \mathbb{N}_{>0} \} \) into a real curve \( C \subset \mathbb{C}^* \), which passes through the points in their order and approaches 0 with an asymptotic direction (i.e. without too much oscillation), one defines \( n_A : C \to \mathbb{N} \) by \( n_A(\epsilon) = n \) on each of the curve intervals \( C_{[\epsilon_n, \epsilon_{n+1}]} \) between \( \epsilon_n \) and \( \epsilon_{n+1} \), and by 0 on \( C \setminus \bigcup_{n=1}^{+\infty} C_{[\epsilon_{n+1}, \epsilon_n]} \). Then clearly \( n_A(\epsilon) = \sum_{n=1}^{+\infty} 1_{[\epsilon_{n+1}, \epsilon_n]}(\epsilon) \). From (1.14) and by partial integration we thus get:
\[
(1.17) \quad \tilde{\Theta}_A(s) = \int_C \sum_{n=1}^{+\infty} \delta_{\epsilon_n}(\epsilon) e^{-s\tau(\epsilon)} d\epsilon = s \int_{\tau(\epsilon) \in \tau(C)} n_A(\epsilon) e^{-s\tau(\epsilon)} d\tau(\epsilon),
\]
regardless of the curve \( C \).
The fractal theta function is in fact the dynamic theta function of a conjugated object:

**Proposition 4** (Relation between the dynamic and the fractal theta function). Let \( \phi(x) = x + \text{h.o.t.}(x) \) be the analytic germ such that \( \phi(x)^{k+1} = \frac{f(x) - x}{a} \), and let

\[ \tilde{A} = \{ \tilde{x}_n = \phi(x_n), \ n \in \mathbb{N} \} = \Phi(\tilde{A}) \]

be the image of the orbit \( A = \{ x_n, \ n \in \mathbb{N} \} \) by \( \phi \). Then \( \tilde{A} \) is an orbit of the analytically conjugated diffeomorphism \( \tilde{f} = \phi \circ f \circ \phi^{(-1)} \), and

\[ \tilde{\Theta}_A(s) = \Theta_{\tilde{A}}(s), \]

where \( \Theta_A(s) \) is the dynamic theta function \( \text{(1.5)} \) of the orbit \( A \).

**Proof.** By comparing (1.15) and (1.6), and by definition of \( \phi \), we have

\[ \tau(e) = t \circ g^{(1)}(2e), \quad \text{and} \quad \phi(x) = g^{(1)} \circ g(x), \]

where \( g = -ax^{k+1} \) and \( g(x) = x - f(x) \). Therefore

\[ t(\tilde{x}_n) = t \circ \phi(x_n) = t \circ g^{(1)} \circ g(x_n) = t \circ g^{(1)}(2\epsilon_{n+1}) = \tau(\epsilon_{n+1}), \]

and \( \tilde{\Theta}_A(s) = \sum_{n=0}^{\infty} e^{-s\tau(\epsilon_{n+1})} = \sum_{n=0}^{\infty} e^{-s} = \Theta_{\tilde{A}}(s) \).

As a corollary, we have the following analogue of Theorem \( \text{[A]} \) for the fractal theta function:

**Corollary A.** The fractal theta function \( \tilde{\Theta}_A(s) \) extends analytically to the universal cover of \( \mathbb{C} \setminus 2\pi i\mathbb{Z} \) and has at most exponential growth at infinity along any non-vertical direction.

The critical time function \( T_A(\epsilon) := \psi_A \circ g^{(1)}(2\epsilon) \), that satisfies:

\[ T_A(\epsilon_n) = n = n_A(\epsilon_n), \quad n \in \mathbb{N}_{>0}, \]

is obtained from \( \tilde{\Theta}_A(s) \) through the integral transform

\[ T_A(\epsilon) = \frac{1}{2\pi i} \int_{\text{Circ}(\mathbb{R} \leq 0)} \frac{\tilde{\Theta}_A(s)}{s} e^{s\tau(\epsilon)} \text{d}s =: \mathcal{Z} \{ \tilde{\Theta}_A(s) \} (\epsilon), \]

where \( \text{Circ}(\mathbb{R} \leq 0) \) is the Hankel contour enclosing the ray \( \mathbb{R} \leq 0 \) (Figure \( \text{[I]} \)).

**Proof.** By Proposition \( \text{[1]} \) and Theorem \( \text{[A]} \) the sectorial Fatou coordinate \( \psi_A(\tilde{x}) = \psi_A \circ \phi^{(1)}(\tilde{x}) \) for \( \tilde{f}(\tilde{x}) = \phi \circ f \circ \phi^{(1)}(\tilde{x}) \) is given by the integral

\[ \psi_A(\tilde{x}) = \frac{1}{2\pi i} \int_{\text{Circ}(\mathbb{R} \leq 0)} \frac{\tilde{\Theta}_A(s)}{s} e^{s\epsilon} \text{d}s. \]

By (1.2) and by definition \( T_A(\epsilon) = \psi_A \circ g^{(1)}(2\epsilon) = \psi_A \circ g^{(1)}(2\epsilon) \), while \( \tau(\epsilon) = t \circ g^{(1)}(2\epsilon) \), from which (1.18) follows.

Since \( f \) and \( \tilde{f} \) are analytically conjugated, the two functions \( \Theta_A \) and \( \Theta_{\tilde{A}} \) carry the same information about the analytic class of \( f \). Hence Theorem \( \text{[B]} \) becomes:

**Corollary B.** The Birkhoff–Écalle–Voronin invariants of the germ \( f \) can be read from the leading term coefficients at the singularities of the analytic continuation of \( \tilde{\Theta}_A(s) \).
2. Hyperfunctions, Laplace transforms and Borel summability

The theory of hyperfunctions in dimension one by Köthe [16] and Sato [29, 30], and its further development by Komatsu [15], provides a good framework for treatment of the distributions that arise as Laplace transforms of analytic functions, and for Écalle’s theory of resurgence. In particular, it allows, to avoid dealing with Dirac distributions through the use of residue theorem. Let us here recall some basics and fix the notation.

Notation 5. For $c \in \mathbb{R}$ we denote $c_+ = c + \epsilon$ (resp. $c_- = c - \epsilon$) with an arbitrarily small (infinitesimal) $\epsilon > 0$.

2.1. Hyperfunctions. Let $\Omega \subseteq e^{i\alpha}\mathbb{R}$ be a locally closed subset of a line $e^{i\alpha}\mathbb{R}$ in the complex plane. Namely, for us $\Omega$ will be one of the following: the whole line $e^{i\alpha}\mathbb{R}$, a half-line $e^{i\alpha}\mathbb{R}_{\geq 0}$, or a single point $\{\omega\}$. We denote

- $\mathcal{O}(\Omega) = \lim_{U \ni \Omega} \mathcal{O}(U)$ the ring of functions analytic on neighborhoods of $\Omega \subset \mathbb{C}$,
- $\mathcal{O}((\mathbb{C}\setminus\Omega, \Omega)) = \lim_{U \ni \Omega} \mathcal{O}(U \setminus \Omega)$ the ring of functions analytic on deleted neighborhoods of $\Omega$,
- $\mathcal{B}(\Omega) = \mathcal{O}((\mathbb{C}\setminus\Omega, \Omega))/\mathcal{O}(\Omega)$ the ring of hyperfunctions with support on $\Omega$, consisting of equivalence classes of functions $[\tilde{H}]_{\Omega} = \tilde{H} + \mathcal{O}(\Omega)$.

For each hyperfunction $[\tilde{H}]_{\Omega} \in \mathcal{B}(\Omega)$ we define its boundary value $\text{BV}[\tilde{H}(s)]_{\Omega}, s \in \Omega$, as the difference “$\tilde{H}(s - ie^{i\alpha}(0+)) - \tilde{H}(s + ie^{i\alpha}(0+))$” understood in a “distributional sense” as a shorthand for:

$$
\int_{\Omega} G(s) \text{BV}[\tilde{H}(s)]_{\Omega} ds = \int_{\Omega} G(s) \tilde{H}(s - ie^{i\alpha}(0+)) ds - \int_{\Omega} G(s) \tilde{H}(s + ie^{i\alpha}(0+)) ds
= \int_{\text{Circ}(\Omega)} G(s) \tilde{H}(s) ds,
$$

for any $G \in \mathcal{O}(\Omega)$,

where Circ($\Omega$) is a contour encircling $\Omega$ in the positive direction. Namely, depending on the set $\Omega$:

- Circ($e^{i\alpha}\mathbb{R}$) = $e^{i\alpha}(\mathbb{R}_{<0} + 0) \cup e^{i\alpha}(\mathbb{R}_{>0} - 0)$ is the difference between a pair of oriented parallel lines, below minus above of $e^{i\alpha}\mathbb{R}$,
- Circ($e^{i\alpha}\mathbb{R}_{\geq 0}$) is the Hankel contour around the ray $e^{i\alpha}\mathbb{R}_{\geq 0}$,
- Circ($\{\omega\}$) is a small circle around the point $\omega$.

Thus we distinguish between an analytic function $\tilde{H}(s)$ on a complement of $\Omega$, the associated hyperfunction $[\tilde{H}(s)]_{\Omega}$, and the distribution $\text{BV}[\tilde{H}(s)]_{\Omega}$ on $\Omega$ defined by $[\tilde{H}(s)]_{\Omega}$.

Examples.

1. The Heaviside function $1_{e^{i\alpha}\mathbb{R}_{\geq 0}}(s) = \begin{cases} 1, & s \in e^{i\alpha}\mathbb{R}_{\geq 0}, \\ 0, & s \in e^{i\alpha}\mathbb{R}_{<0}, \end{cases}$ can be identified (almost everywhere) with the distribution $\text{BV}\left[\frac{1}{2\pi i(s-\omega)}\right]_{e^{i\alpha}\mathbb{R}_{\geq 0}}$.

2. The Dirac distribution $\delta_{\omega}(s)$ at a point $\omega \in \Omega$ and its derivatives $\delta_{\omega}^{(m)}(s), m \in \mathbb{Z}_{>0}$:

$$
\delta_{\omega}(s) = \text{BV}\left[\frac{1}{2\pi i(s-\omega)}\right]_{\Omega}, \quad \delta_{\omega}^{(m)}(s) = \left(\frac{\partial}{\partial s}\right)^{m} \delta_{\omega}(s) = \text{BV}\left[\frac{(-1)^{m}m!}{2\pi i(s-\omega)^{m+1}}\right]_{\Omega}.
$$
(3) If \( \tilde{H}(s) = \sum_{n \in \mathbb{Z}} a_n(s-\omega)^n \) is a convergent Laurent series at \( \omega \in \mathbb{C} \), then
\[
\text{BV}[\tilde{H}(s)](\omega) = \sum_{n = -\infty}^{-1} a_n \text{BV}[(s-\omega)^n](\omega) = 2\pi i \sum_{m=0}^{+\infty} a_{-1-m} \frac{(-1)^m}{m!} \delta^{(m)}(\omega).
\]

(4) Let \( \tilde{N}(s) = \frac{1}{2\pi i} \log(e^{2\pi i s} - 1) \) on \( \mathbb{C} \setminus (\mathbb{R}_{\leq 0} \cup \mathbb{R}_{\geq 1}) \). Then the distribution \( \text{BV}[\tilde{N}(s)] \) can be identified with the floor function \( \lfloor s \rfloor \) almost everywhere on \( \mathbb{R} \).

In the setting of this paper, \( \tilde{H} \) will have at most a discrete set of singularities on \( \Omega \), denoted \( \text{Sing}[\tilde{H}]_\Omega \), and the distribution \( \text{BV}[\tilde{H}]_\Omega \) will take the form of a sum of a piece-wise analytic function on \( \Omega \setminus \text{Sing}[\tilde{H}]_\Omega \), called the variation of \( \tilde{H} \), given by the difference of the values of \( \tilde{H} \) on the two sides of \( \Omega \), and of a sum of higher order Dirac distributions at points of \( \text{Sing}[\tilde{H}]_\Omega \), coming from the “polar terms” in \( \tilde{H} \).

Similarly, one can also consider germs of hyperfunctions at a point \( \omega \in \Omega \),
\[
\mathcal{B}(\Omega, \omega) = O(\mathbb{C} \setminus \Omega)/O(\mathbb{C}, \omega),
\]
where \( O(\mathbb{C} \setminus \Omega, \omega) = \lim_{U \ni \omega} O(U \setminus \Omega) \) consist of germs of functions analytic outside of \( \Omega \) on neighborhoods of \( \omega \), and \( O(\mathbb{C}, \omega) \) are germs of functions analytic on neighborhoods of \( \omega \). For \( \tilde{H}(s) \in O(\mathbb{C} \setminus \Omega, \omega) \), one then denotes \( \tilde{H}(s)|_{(\Omega, \omega)} \in \mathcal{B}(\Omega, \omega) \) the germ of hyperfunction, and \( \text{BV}[\tilde{H}(s)](\Omega, \omega) \) the associated germ of distribution.

2.2. Borel and Laplace transforms. The two-sided Laplace transform of a function \( H(s) \) on a line \( e^{i\alpha} \mathbb{R} \), or of a distribution \( H(s) = \text{BV}[H(s)]_{e^{i\alpha} \mathbb{R}} \), is given by the following integral\(^1\)
\[
(2.1) \quad h(t) = \tilde{\mathcal{L}}_\alpha \{H\}(t) := \int_{e^{i\alpha} \mathbb{R}} H(s) e^{st} \, ds = \int_{\text{Circ}(e^{i\alpha} \mathbb{R})} \tilde{H}(s) e^{st} \, ds.
\]
If \( H(s) \) is a function and if there exist \( B < A \in \mathbb{R} \) such that \( \sup_{\xi \in \mathbb{R}} |H(e^{i\alpha} \xi)(e^{At} + e^{Bt})| < +\infty \), then (2.1) converges absolutely and is analytic on the strip \( \{B < \Re(e^{it}) < A\} \subseteq \mathbb{C} \).

The one-sided Laplace transform of a function \( H(s) \) on a ray \( e^{i\alpha} \mathbb{R}_{\geq 0} \), or of a distribution \( H(s) = \text{BV}[H(s)]_{e^{i\alpha} \mathbb{R}_{\geq 0}} \), is
\[
(2.2) \quad h(t) = \mathcal{L}_\alpha \{H\}(t) := \int_{e^{i\alpha} \mathbb{R}_{\geq 0}} H(s) e^{st} \, ds = \int_{\text{Circ}(e^{i\alpha} \mathbb{R}_{\geq 0})} \tilde{H}(s) e^{st} \, ds.
\]
If \( H(s) \) is a function and \( \sup_{\xi \in \mathbb{R}_{\geq 0}} |H(e^{i\alpha} \xi)e^{At}| < +\infty \) for some \( A \in \mathbb{R} \) then (2.2) converges absolutely and is analytic on the half-plane \( \{\Re(e^{it}) < A\} \subseteq \mathbb{C} \).

In both cases (2.1), resp. (2.2), the inverse transform is the Borel transform
\[
(2.3) \quad H(s) = \mathcal{B}_\alpha \{h\}(s) = \frac{1}{2\pi i} \text{p.v.} \int_{C + ie^{-i\alpha} \mathbb{R}} h(t) e^{-st} \, dt, \quad s \in e^{i\alpha} \mathbb{R},
\]
where p.v.\( \int_{C + ie^{-i\alpha} \mathbb{R}} = \lim_{N \to +\infty} \int_{C - ie^{-i\alpha} N}^{C + ie^{-i\alpha} N} \) stands for the “Cauchy principal value”, and where \( C \in \mathbb{C} \) is such that the line \( C + ie^{-i\alpha} \mathbb{R} \) is contained in the strip \( \{B < \Re(e^{it}) < A\} \), resp. in the half-plane \( \{\Re(e^{it}) < A\} \). If the situation allows, the integration contour \( C + ie^{-i\alpha} \mathbb{R} \) to make the integral absolutely convergent.

\(^1\)We use the kernel \( e^{st} \) in the Laplace transforms and \( e^{-st} \) in the Borel transforms, which is opposite to the usual convention. The reason is to have in the Borel transforms the same kernel \( e^{-st} \) as in the definition of the dynamic theta function \( \Theta_\alpha(s) \).
In the one-sided case (2.2), if \( h(t) \) is analytic on a half-plane \( \{ \text{Re}(e^{i\alpha} t) < A \} \) and has a sub-exponential growth along any ray \( C + e^{-i\beta} \mathbb{R}_{\geq 0} \) pointing strictly inside the half-plane, then \( H(s) = \text{BV}[\tilde{H}(s)]_{e^{i\alpha} \mathbb{R}_{\geq 0}} \) for

\[
\tilde{H}(s) = \tilde{B}_\alpha \{ h \}(s) = \frac{1}{2\pi i} \int_{C+e^{-i\beta} \mathbb{R}_{\geq 0}} h(t) e^{-st} dt, \quad \text{for any } \beta \in \, ]\alpha + \frac{\pi}{2}, \alpha + \frac{3\pi}{2} [.\
\]

Indeed, varying \( \beta \) in the interval extends the domain of definition of \( \tilde{H}(s) \) from the half-plane \( \{ \text{Re}(e^{-i\beta} s) < 0 \} \) to \( \mathbb{C} \setminus e^{i\alpha} \mathbb{R}_{\geq 0} \), and

\[
H(s) = \frac{1}{2\pi i} \int_{C+ie^{-i\alpha} \mathbb{R}_{\geq 0}} h(t) e^{-st} dt - \frac{1}{2\pi i} \int_{C-ie^{-i\alpha} \mathbb{R}_{\geq 0}} h(t) e^{-st} dt = \text{BV}[\tilde{H}(s)]_{e^{i\alpha} \mathbb{R}_{\geq 0}}.
\]

See [15] for more details.

2.3. Borel summation. Let \( t(x) = \psi_{\text{mod}}(x) = -\frac{1}{ak} x^{-k} \) be as in (1.0).

For a formal series \( \hat{h}(x) = \sum_n h_n x^n \), its minor Borel transform in a direction \( \alpha \in \mathbb{R} \) with weight \( t(x) \) is defined term-wise as

\[
\mathcal{B}_\alpha \{ \hat{h} \}(s) = \sum_n h_n \mathcal{B}_\alpha \{ x^n \}(s), \quad s \in (e^{i\alpha} \mathbb{R}_{>0}, 0),
\]

where \( \mathcal{B}_\alpha \) is the Borel transform (2.3) with \( t = t(x) \). In particular,

\[
\mathcal{B}_\alpha \{ x^n \}(s) = \begin{cases} \frac{1}{ak \Gamma(\frac{s}{ak})} \left( \frac{a}{k} \right)^{\frac{s}{ak} - 1}, & \frac{s}{ak} \in \mathbb{C} \setminus \mathbb{Z}_{\leq 0}, \\ (ak)^{-\frac{s}{ak}} \delta_0(-\frac{s}{ak}) = (ak \frac{\partial}{\partial s})^{-\frac{s}{ak}} \delta_0(s), & \frac{s}{ak} \in \mathbb{Z}_{\leq 0}, \end{cases}
\]

for \( s \in e^{i\alpha} \mathbb{R}_{\geq 0} \).

Remark 6. The minor Borel transform \( \mathcal{B}_\alpha \{ x^n \}(s) \) (2.4) for \( \frac{s}{ak} \notin \mathbb{Z}_{\leq 0} \) is standardly considered on the ray \( s \in e^{i\alpha} \mathbb{R}_{\geq 0} \). For \( s \in e^{i\alpha} \mathbb{R}_{\geq 0} \) the integrating contour \( C + ie^{-i\alpha} \mathbb{R} \) with \( \text{Re}(e^{i\alpha} C) < 0 \) in (2.3) in the \( t(x) \)-coordinate may be changed to the negatively oriented Hankel contour around \( e^{-i\alpha} \mathbb{R}_{\geq 0} \) to make the integral absolutely convergent. However, if considered on the whole line \( e^{i\alpha} \mathbb{R} \), then for \( s \in e^{i\alpha} \mathbb{R}_{<0} \) one has \( \mathcal{B}_\alpha \{ x^n \}(s) = 0 \). Indeed, the integrating contour in the case \( s \in e^{i\alpha} \mathbb{R}_{<0} \) may be changed to the positively oriented Hankel contour around \( C + e^{-i\alpha} \mathbb{R}_{\leq 0} \), for which the integral, by the residue theorem, is equal to 0.

Similarly, the major Borel transform of a formal series \( \hat{h} \) is defined term-wise as:

\[
\mathcal{\tilde{B}}_\alpha \{ \hat{h} \}(s) = \sum_n h_n \mathcal{\tilde{B}}_\alpha \{ x^n \}(s),
\]

where we define

\[
\mathcal{\tilde{B}}_\alpha \{ x^n \}(s) := \begin{cases} \frac{1}{2\pi i ak \Gamma(\frac{s}{ak})} \left( \frac{a}{k} \right)^{\frac{s}{ak} - 1} \log s, & \frac{s}{ak} \in \mathbb{Z}_{>0}, \\ -\Gamma(1-\frac{s}{ak}) \frac{-\left( \frac{s}{ak} \right)^{\frac{s}{ak} - 1}}{2\pi i ak}, & \frac{s}{ak} \in \mathbb{C} \setminus \mathbb{Z}_{>0}. \end{cases}
\]

Then, by (2.4) and (2.5), \( \mathcal{B}_\alpha \{ x^n \}(s) = \text{BV} \{ \mathcal{\tilde{B}}_\alpha \{ \hat{h} \}(s) \}_{e^{i\alpha} \mathbb{R}_{\geq 0}, 0} \) for all \( \nu \in \mathbb{C} \). Hence \( \mathcal{B}_\alpha \{ \hat{h} \}(s) = \text{BV} \{ \mathcal{\tilde{B}}_\alpha \{ \hat{h} \}(s) \}_{e^{i\alpha} \mathbb{R}_{\geq 0}, 0} \) if either of the two series converges.
The Borel sum in a direction \( \alpha \in \mathbb{R} \) with weight \( t(x) \) of a formal series \( \hat{h}(x) \) is defined by:

\[
\mathcal{J}_\alpha \{ \hat{h}(x) \} := \mathcal{L}_\alpha \{ H(s) \} \{ x \} = \int_{e^{i\alpha} \mathbb{R}_{\geq 0}} H(s) e^{s t(x)} ds,
\]

\[
:= \tilde{\mathcal{L}}_\alpha \{ H(s) \} \{ x \} = \int_{\text{Circ}(e^{i\alpha} \mathbb{R}_{\geq 0})} \tilde{H}(s) e^{s t(x)} ds,
\]

assuming that \( H(s) \) is defined on an initial segment of \( e^{i\alpha} \mathbb{R}_{\geq 0} \), and is analytically extendable to the whole ray \( e^{i\alpha} \mathbb{R}_{\geq 0} \) with at most exponential growth there, i.e. that \( |H(s)| \leq C e^{-A_\alpha |s|} \) for some \( A_\alpha \in \mathbb{R} \), in which case \( \mathcal{J}_\alpha \{ \hat{h}(x) \} \) is defined on \( \{ \text{Re}(e^{i\alpha} t(x)) < A_\alpha \} \).

**Remark 7.** Let us calculate \( \mathcal{B}_\alpha \{ \log t(x) \} \{ s \} \).

\[
\mathcal{B}_\alpha \{ \log t(x) \} \{ s \} = \frac{1}{2\pi i} \int_{1-e^{-i\alpha} \mathbb{R}_{\geq 0}} \log t e^{-st} dt = \frac{1}{2\pi i} \int_{1}^{-e^{i\alpha \infty}} t^{-1} e^{-st} dt = \frac{E_1(s)}{2\pi i s},
\]

where \( E_1(s) = \int_{1}^{+\infty} t^{-1} e^{-st} dt = -\gamma - \log s - \sum_{l=1}^{+\infty} \frac{(-s)^l}{l!} \) is the exponential integral and \( \gamma = 0.5772... \) the Euler constant. Since \( \frac{-1}{2\pi i s} \sum_{l=1}^{+\infty} \frac{(-s)^l}{l!} \) is an entire function,

\[
\mathcal{B}_\alpha \{ \log t(x) \} \{ s \} = \text{BV} \left[ \mathcal{B}_\alpha \{ \log t(x) \} \{ s \} \right]_{e^{i\alpha} \mathbb{R}_{\geq 0}} = -\gamma \delta_0(s) - \frac{1}{s}.
\]

3. **Fatou coordinates and analytic invariants of parabolic germs**

Here we give a quick overview of some of the basics of the Birkhoff–Écalle–Voronin theory of analytic classification of germs of diffeomorphisms of \( \mathbb{C}, 0 \) tangent to the identity, discovered independently by Birkhoff [1], Écalle [3, 7, 8, 9] and Voronin [32]. There are many excellent references for this theory, such as [2, 13, 21].

3.1. **Formal and sectorial Fatou coordinates.** Let \( f \) be a germ \((1.1)\) and \( f_{\text{mod}} = \exp(\xi_{\text{mod}}) \) be its model \((1.6)\). The germ \( f \), being tangent to the identity, possesses a unique formal infinitesimal generator: a formal vector field \( \hat{\xi}(x) = (ax^{k+1} + \text{h.o.t.}(x)) \frac{d}{dx} \)

such that the Taylor series \( \hat{f}(x) \) for \( f(x) \) is equal to the formal time-1 flow of \( \hat{\xi} \):

\[
\hat{f}(x) = \exp(\hat{\xi}(x)) = \sum_{n=0}^{+\infty} \frac{1}{n!} \hat{\xi}^n x,
\]

(here \( \hat{\xi}, \hat{h} \) denotes the formal Lie derivative associated to \( \hat{\xi} \) applied on some formal power series \( h \)).

The formal antiderivative \( \hat{\psi}(x) = \int \hat{\xi}^{-1} \) of the dual formal meromorphic 1-form \( \hat{\xi}^{-1} \) defines a formal Fatou coordinate for \( f \) of the form

\[
\hat{\psi}(x) = r_{-k} x^{-k} + \ldots + r_{-1} x^{-1} + \rho \log x + C + \sum_{j=1}^{+\infty} r_j x^j, \quad C \in \mathbb{C},
\]

where \( \rho \) is the residual invariant of \( f \) given by

\[
\rho = \text{res}_{x=0} \hat{\xi}^{-1} = \text{res}_{x=0} \left( \frac{dx}{f(x)-x} \right) + \frac{k+1}{2},
\]

and the coefficients \( r_m \) are uniquely determined by \( f \). It satisfies the Abel equation \( \hat{\psi} \circ f = \hat{\psi} + 1 \).
where \( f \) is identified with its Taylor series at 0.

A sectorial Fatou coordinate for \( f \) is an analytic function \( \psi_W \) on some sector \( W \) that satisfies the Abel equation \( \psi_W \circ f = \psi_W + 1 \) and such that \( \psi_W(x) - (r - k x^{-k} + \ldots + r_{-1} x^{-1} + \rho \log x) \) is bounded on \( W \) (equivalently, one could ask \( \psi_W : W \to \mathbb{C} \) to be injective).

One can always prenormalize \( f \) through an analytic change of coordinate so that it takes the form \( f(x) = x + ax^{k+1} + a^2 \left( \frac{k+1}{2} - \rho \right) x^{2k+1} + \text{h.o.t.}(x) \), in which case the formal Fatou coordinate takes the form

\[
\hat{\psi}(x) = t(x) - \frac{F}{\alpha} \log t(x) + C' + \hat{r}(x), \quad \text{with } \hat{r}(x) = \sum_{n=1}^{+\infty} r_n x^n \quad \text{and } C' \in \mathbb{C}.
\]

Assuming \( f \) to be in a prenormalized form is not essential, but it is convenient since it simplifies the discussion. The formal series \( \hat{r}(x) \) is in general divergent, but always Borel summable of order \( k \).

**Theorem 8** (Leau [20], Fatou [11], Birkhoff [1], Kimura [14], Écalle [8], Voronin [32]). *The germ \( f(x) \) possesses a “cochain” of sectorial Fatou coordinates \( \psi_W(x) \) given by the Borel sums*

\[
\psi_W(x) := \mathcal{A}_{\alpha_j}(\hat{\psi})(x) = t(x) - \frac{F}{\alpha} \log t(x) + C' + \mathcal{A}_{\alpha_j}(\hat{r})(x),
\]

\( \alpha_j \in |(j - \frac{1}{2})\pi, (j + \frac{1}{2})\pi|, \) on a covering by \( 2k \) sectors, called Leau–Fatou petals,

\[
W_j \subset \{ x : \arg(t(x)) \in |(j - 1)\pi, (j + 1)\pi| \}, \quad j = 1, \ldots, 2k,
\]

see Figure 2.

The map \( x \mapsto t(x) \) is a \( k \)-sheeted branched covering of a neighborhood of \( t = \infty \). Therefore the formal series \( \hat{r}(x) \) in (3.3) becomes \( k \)-times ramified as a series in \( t \). The change of sheet \( t \mapsto e^{-2\pi i} t \) on a neighborhood of \( t = \infty \) corresponds to the opposite change of sheet \( s \mapsto e^{2\pi i} s \) on a neighborhood of \( s = 0 \) in the Borel plane:

\[
\mathcal{B}_\alpha(\hat{r})(s) = \mathcal{B}_{\alpha+2\pi}(\hat{r}(e^{2\pi i} x))(e^{2\pi i} s).
\]

In particular, this implies that

\[
\mathcal{A}_{\alpha_j + 2\pi}(\hat{r})(e^{2\pi i} x) = \mathcal{A}_{\alpha_j}(\hat{r})(x), \quad \mathcal{A}_{\alpha_j + 2\pi}(\hat{\psi})(e^{2\pi i} x) = \mathcal{A}_{\alpha_j}(\hat{\psi})(x) + 2\pi i \rho.
\]

This explains why \( 2k \) Borel sums (3.3) are needed.

**Theorem 8** is a consequence of:

**Theorem 9** (Écalle [9], [10]). *The minor Borel transform \( \mathcal{B}_\alpha(\hat{r})(s) \) of the formal series \( \hat{r}(x) \) in (3.3) extends analytically from the ray \( e^{i\alpha} \mathbb{R}_{\geq 0} \) to the universal cover \( \mathbb{C} \setminus 2\pi i \mathbb{Z} \), and has at most exponential growth when \( s \to \infty \) along any non-vertical direction on any sheet.*

Furthermore, if \( \rho = 0 \), then \( \mathcal{B}_\alpha(\hat{r})(s) \) is simple resurgent, meaning that all its singularities \( \omega \in 2\pi i \mathbb{Z} \), when accessed from any sheet, have the form

\[
(s - \omega)^{-1}(s - \omega)^{\hat{\Psi}} + \log(s - \omega) C\{s - \omega\}.
\]

See [9, Section 9], [23], and the papers [5, 6] of Dudko & Sauzin with a new short proof.
The petals $W_j$, $j \in \mathbb{Z}_{2k}$ (here, $k = 3$ and $a \in \mathbb{R}$), and the transition maps $A_{\theta_j}$ on the intersections.

Remark 10. The minor Borel transform of the formal Fatou coordinate (3.3)

$$\Phi(s) = \mathcal{B}_a \{ \hat{\psi} \}(s) = e^{s} - e^{-s} + C' \delta_0(s) + \mathcal{B}_a \{ \hat{r} \}(s).$$

is a distribution, defined by $\text{BV}[\hat{\Phi}(s)]_{e^{i\alpha} \mathbb{R} > 0}$, where

$$\hat{\Phi}(s) := \mathcal{B}_a \{ \hat{\psi} \}(s) = -\frac{1}{2 + 1} - \frac{\rho}{2 \pi k} E_1(s) + \frac{C'}{2 \pi k} + \mathcal{B}_a \{ \hat{r} \}(s),$$

see Remark 7. Since $\Phi(s)$ is a sum of a Dirac part $\delta_0^{(1)}(s) + (C' + \frac{\rho}{2 \pi k}) \delta_0(s)$ with an analytic function $\frac{1}{2} s^{-1} + \mathcal{B}_a \{ \hat{r} \}(s)$, one can as well talk about the analytic continuation of $\Phi(s)$. The Dirac part stays unchanged under continuation: indeed $\delta_0^{(1)}(s) + (C' + \frac{\rho}{2 \pi k}) \delta_0(s) = \text{BV} \left[ \frac{1}{2 + 1} + \frac{C'}{2 \pi k} \right]_{e^{i\alpha} \mathbb{R} > 0}$, and the function $\frac{1}{2} s^{-1} + \frac{C'}{2 \pi k}$ does not change under continuation, while any deformation of the cut $e^{i\alpha} \mathbb{R} > 0$ is end-point homotopic to itself. On the other hand, let us note that the continuation of the term $\frac{\rho}{2 \pi k} s^{-1} = \text{BV} \left[ \frac{\rho}{2 \pi k} \log s \right]_{e^{i\alpha} \mathbb{R} > 0}$ along a simple loop around 0 changes it by the addition of $2 \pi i \frac{\rho}{2 \pi k} \delta_0(s)$.

3.2 Transition maps and moduli of analytic classification. For each singular direction $\theta_j = -\frac{\pi}{2} + j\pi$, $j = 1, \ldots, 2k$, one has a transition map (connector) $A_{\theta_j}$ between the two Fatou coordinates in the adjacent directions

$$\mathcal{A}_{\theta_j} \{ \hat{\psi} \} = A_{\theta_j} \circ \mathcal{A}_{\theta_j+} \{ \hat{\psi} \}.$$

Since each $A_{\theta_j}(t)$ commutes with the translation $t \mapsto t + 1$ and is asymptotic to the identity (since all the sectorial Fatou coordinates are asymptotic to the same formal Fatou coordinate), it can be expressed in terms of a Fourier series of the form

$$A_{\theta_j}(t) = t + \sum_{\omega \in \text{Sing}_g} A_{\omega, j} e^{i\omega t}, \quad A_{\omega, j} \in \mathbb{C},$$

where

$$\text{Sing}_{\theta_j} = e^{i(\theta_j)} \mathbb{R} > 0 \cap 2\pi i \mathbb{Z}.$$
In another words
\[(3.7) \quad \mathcal{F}_{\theta_j} - \mathcal{F}_{\theta_j^+} = \sum_{\omega \in \text{Sing}_\theta} A_{\omega,j} e^{\omega_\theta^+} \hat{\psi} = \sum_{\omega \in \text{Sing}_\theta} A_{\omega,j} e^{\omega_\theta^+} \hat{\psi}.
\]

The collection of the transition maps
\[
\mathcal{A}_{\theta_j}(t) \quad \{ \mathcal{A}_{\theta_j}(t) \}_{j=1}^{2k}, \quad \theta_j = (j - \frac{1}{2})\pi,
\]
is uniquely determined up to conjugation by translations \( t \mapsto t + C, \ C \in \mathbb{C} \),
\[(3.8) \quad \mathcal{A}_{\theta_j} \sim \mathcal{A}_{\theta_j'} \iff \exists C \in \mathbb{C} : A'_{\omega,j} = A_{\omega,j} e^{\omega C} \quad \text{for all } \omega \in \text{Sing}_{\theta_j}.
\]

The resulting equivalence class \( \mathcal{A}_{\theta_j} \) is called a cocycle or Birkhoff–Écalle–Voronin modulus. It is an analytic invariant of \( f \) which expresses the obstruction to convergence of the formal Fatou coordinate. It was initially described by G.D. Birkhoff [1] and later independently by J. Écalle [7, 8] and S.M. Voronin [32].

**Theorem 11** (Analytic classification).

1. (Birkhoff [1], Écalle [7, 8], Voronin [32]). Two germs \( f, f' \) that are formally tangent-to-identity equivalent (i.e. have the same model \( f_{\text{mod}} \) and the same iterative residue \( \rho \)) are analytically tangent-to-identity equivalent if and only if their cocycles \( \{ \mathcal{A}_{\theta_j} \}_{j=1}^{2k} / \mathbb{C} \) agree.

2. (Écalle [9], Malgrange [22], Voronin [32]). For each model \( f_{\text{mod}} \), iterative residue \( \rho \), and each collection of transition maps \( \{ \mathcal{A}_{\theta_j} \}_{j=1}^{2k} \) of the form (3.6), there exists an analytic map \( f \) whose cocycle is represented by \( \{ \mathcal{A}_{\theta_j} \}_{j=1}^{2k} \).
3.3. Reading the coefficients $A_{\omega,j}$ in the Borel plane. Let $\hat{\psi}$ be the formal Fatou coordinate of a prenormalized $f$, as in (3.3) and $\Psi(s) = \mathcal{B}_\alpha(\hat{\psi})_j(s)$ (3.5) its minor Borel transform defined as a distribution on an initial segment of $e^{i\alpha}\mathbb{R}_{>0}$ and extended analytically (see Remark 10).

We show here that the invariants $A_{\omega,j}$ (the Fourier coefficients of $\mathfrak{g}_\omega$ (3.7)) can be read from the coefficient of the leading singular term of $\Psi(s)$ at the singularity $\omega$, when approached from the negative, resp. positive, side as in Figure 3.

For a singular direction $\theta_j$, we have

$$
\mathcal{L}_{\theta_j^-}\{\hat{\psi}\} - \mathcal{L}_{\theta_j^+}\{\hat{\psi}\} = \int_{\text{Circ}(e^{i\theta_j}\mathbb{R}_{>0})} \Psi(s) e^{st(x)} \, ds
$$

(3.9)

\[
= \sum_{\omega \in \text{Sing}_{\theta_j}} \int_{\text{Circ}(\omega + e^{i\theta_j}+\mathbb{R}_{>0})} \Psi(s) e^{st(x)} \, ds
\]

\[
= \sum_{\omega \in \text{Sing}_{\theta_j}} \mathcal{L}_{\theta_j^+}\{BV[\Psi(s)]_{\omega + e^{i\theta_j}+\mathbb{R}_{>0}}\},
\]

see Figure 3. Comparing with the identity (3.7) we obtain

$$
A_{\omega,j} e^{\omega R_{\theta_j} + \hat{\psi}} = \mathcal{L}_{\theta_j^+}\{BV[\Psi(s)]_{\omega + e^{i\theta_j}+\mathbb{R}_{>0}}\}, \quad \omega \in \text{Sing}_{\theta_j},
$$

(3.10)

Indeed, since the direction $\theta_j^+$ of the Hankel contours $\text{Circ}(\omega + e^{i\theta_j}+\mathbb{R}_{>0})$ can be varied a bit, each of the shifted Laplace integrals

$$
e^{-\omega t(x)} \mathcal{L}_{\theta_j^+}\{BV[\Psi(s)]_{\omega + e^{i\theta_j}+\mathbb{R}_{>0}}\} = \mathcal{L}_{\theta_j^+}\{BV[\Psi(s + \omega)]_{e^{i\theta_j}+\mathbb{R}_{>0}}\}
$$

is bounded on a sector in $t(x)$-coordinate of opening $> \pi$. Therefore the equality between (3.7) and (3.9) holds term-wise.

Now, since

$$
A_{\omega,j} e^{\omega R_{\theta_j} + \hat{\psi}} = \mathcal{L}_{\theta_j^+}\{\mathcal{B}_{\theta_j^+}\{A_{\omega,j} e^{\omega \hat{\psi}}\}(s)\},
$$

the identity (3.10) rewrites as

$$
BV[\Psi(s)]_{\omega + e^{i\theta_j}+\mathbb{R}_{>0}} = \mathcal{B}_{\theta_j^+}\{A_{\omega,j} e^{\omega \hat{\psi}}\}(s)
$$

(3.11)

We compute:

$$
A_{\omega,j} e^{\omega \hat{\psi}}(x) = A_{\omega,j} e^{\omega C'} e^{\omega t(x)} t(x)^{-\frac{\omega}{\alpha}} e^{\omega \hat{\psi}}(x)
$$

(3.12)

$$
= A'_{\omega,j} e^{\omega t(x)} t(x)^{-\frac{\omega}{\alpha}} + \text{h.o.t.}(x),
$$

where the coefficients $A'_{\omega,j} := A_{\omega,j} e^{\omega C'}$ represent the same classifying cocycle, determined modulo (3.5). The multiplication by $e^{\omega t(x)}$ acts under the Borel transformation as the shift operator $s \mapsto s - \omega$, which shifts the origin to $\omega$ and the integration path $e^{i\theta_j} +$ of the Laplace transform to $\omega + e^{i\theta_j}$. By (3.11) and (3.12) we have locally near
\[ s = \omega \in \text{Sing}_f; \]
\[
[\Psi(s)]_{(\omega + e^{i\theta_j} + R_{\geq 0}, \omega)} = \left[ \mathcal{B}_f \{ A'_{\omega, j} \left( t(x)^{-\frac{\theta_j}{2}} + \text{h.o.t.}(x) \right) \} (s - \omega) \right]_{(\omega + e^{i\theta_j} + R_{\geq 0}, \omega)}
\]
\[
\begin{cases}
\frac{A'_{\omega, j}}{2\pi i} \left( 1 - \frac{\omega}{\omega + e^{i\theta_j}} \right)^{s - \omega - 1} + \text{h.o.t.}(s - \omega) & \frac{\omega}{k} \notin \mathbb{Z}_{> 0} \\
\frac{A'_{\omega, j}}{2\pi i} e^{i\theta_j} \left( s - \omega \right)^{s - \omega - 1} \log(s - \omega) + \text{h.o.t.}(s - \omega) & \frac{\omega}{k} \in \mathbb{Z}_{> 0}.
\end{cases}
\]

Let us recall that \([\Psi(s)]_{(\omega + e^{i\theta_j} + R_{\geq 0}, \omega)}\) denotes the equivalence class of the ramified singular germ \(\Psi(s)\) at \(\omega\) (with ramification cut over \(\omega + e^{i\theta_j} + R_{\geq 0}\)) modulo analytic germs at \(\omega\) (see p.200 \cite{22}). This means that the Fourier coefficient \(A'_{\omega, j}\) can be read from the coefficient of the leading singular term of \(\Psi(s)\) at \(\omega\).

In particular, in the special case \(\rho = 0\), the distribution \(\Psi(s)\) takes at each singularity \(\omega\) the simple form (called a simple resurgent singularity in \cite{22}):
\[
\Psi(s) = A'_{\omega, j} (s - \omega)^{-1} \mod \log(s - \omega) \mathbb{C}\{s - \omega\} + (s - \omega)^{\frac{k}{m}} \mathbb{C}\{(s - \omega)^{\frac{1}{k}}\}. \tag{3.1}
\]

4. Study of the orbit and proofs of main results

4.1. Reading the formal class from the orbit. First of all we show that one can “read” any initial part of the Taylor expansion of \(f\) at 0, in particular the formal invariants of \(f\), from asymptotics of the sequence \(A = (x_n)_{n \in \mathbb{N}}\). Similar statement is proven in \cite{27} using the asymptotic expansion of the \(\epsilon\)-neighborhood of \(A\).

**Proposition 12.** The map \(N \to A \subseteq \mathbb{C}, m \mapsto x_m, \) has a complete asymptotic expansion into a power-log series, consisting of powers of \(m^{-\frac{1}{k}}\) and of \(\rho \log m \),
\[
x_m \sim \tilde{\psi}_A^{(\sigma)}(m), \quad \text{as} \quad m \to +\infty,
\]
where \(\tilde{\psi}_A^{(\sigma)}(m) \in m^{-\frac{1}{k}} \mathbb{C}\{m^{-\frac{1}{k}}, \rho \log m\}\).

**Proof.** Since the sectorial Fatou coordinate \(\psi_A\) is asymptotic on \(W_A\) to \(\tilde{\psi}_A(x)\) \\cite{3.1}, then also \(x_m \sim \psi_A^{(\sigma)}(m)\) is asymptotic to \(\tilde{\psi}_A^{(\sigma)}(m)\) as \(m \to +\infty\). The formal inverse \(\tilde{\psi}_A^{(\sigma)}(t)\) is a formal transseries in \(t^{-\frac{1}{k}}\) and \(pt^{-1} \log t\) \\cite{11} Theorem 3.1, \cite{10} eq. \(5.1.6\) \].

In particular, since \(\psi_A^{(\sigma)}(m) = (-akm)^{-\frac{1}{k}} + o(m^{-\frac{1}{k}})\), the topological model \(\mathbb{C}\{x\}\) can be read from \(A\) as:
\[
k = \lim_{m \to +\infty} \frac{-\log m}{\log x_m}, \quad a = \lim_{m \to +\infty} -\frac{x_m^{-k}}{km}.
\]

4.2. Study of the dynamic theta function of an orbit.

Let \(A = \{x_0, x_1, x_2, \ldots\}\) be a forward orbit \(\mathbb{C}\{x\}\), and \(\Theta_A(s) = \sum_{x \in A} e^{-st(x)}\) its dynamic theta function \(\mathbb{C}\{x\}\). Let \(W_A\) be the attractive petal of Theorem 8 which contains the orbit \(A\) (see Figure 4), and let
\[
\tilde{\psi}_A(x) = \mathcal{F}_A \{ \psi_A \}(x)
\]

\[\text{In the notation of [28] p.200 the equivalent of } [\Psi(s)]_{(\omega + e^{i\theta_j} + R_{\geq 0}, \omega)} \text{ is sing}_\omega(\Psi(s)).\]
with $\alpha$ in some interval:
\begin{equation}
\alpha \in \left| \frac{\theta}{\beta} \right| = \left| \frac{\beta}{\alpha} \right| \mod 2\pi \mathbb{Z},
\end{equation}
be the unique sectorial Fatou coordinate for $f$ on $W_\mathbb{A}$ such that $\psi_\mathbb{A}(x_0) = 0$, and therefore
\[ \psi_\mathbb{A}(x_n) = n \quad \text{for all } n \in \mathbb{N}. \]

In the expression (1.7) of $\Theta_\mathbb{A}$, the distribution $\delta_\mathbb{A}(x) = \sum_{x_i \in \mathbb{A}} \delta_{x_i}(x)$ can be written as
\[ \delta_\mathbb{A}(x) \, dx = (\delta_{\mathbb{N}} \circ \psi_\mathbb{A}(x)) \, d\psi_\mathbb{A}(x), \quad \delta_{\mathbb{N}}(t) = \sum_{n \in \mathbb{N}} \delta_n(t), \]
since the Diracs $\delta_n(t)$ transform in the way of the differential forms $\delta_n(t) \, dt$. By the residue theorem, we have
\[ \delta_{\mathbb{N}}(t) = \text{BV}[B_n(t)]_{\mathbb{R}_{\geq 0}}, \quad B_n(t) = \frac{e^{2\pi nt}}{e^{2\pi t} - 1}, \quad \text{for any } n \in \mathbb{Z}. \]
Therefore the formula (1.7) for $\Theta_\mathbb{A}(s)$ can be rephrased using the residue theorem as:
\begin{equation}
\Theta_\mathbb{A}(s) = \int_{\psi_\mathbb{A}(x) \in \text{Circ}(\mathbb{R}_{\geq 0})} (B_n \circ \psi_\mathbb{A}) e^{-st(x)} \, d\psi_\mathbb{A}(x), \quad \text{Re}(s) > 0,
\end{equation}
for any $m \in \mathbb{Z}$.

**Proposition 13.** For any $\alpha \in \left| \frac{\theta}{\beta} \right|$ from (1.1), the function $\Theta_\mathbb{A}(s)$ (1.2) admits an analytic continuation from $\{\text{Re}(s) > 0\}$ to the slit plane $\mathbb{C} \setminus \bigcup_{n \in \mathbb{Z}} (\omega + e^{i\alpha} \mathbb{R}_{\geq 0})$, see Figure 4. For each $\omega \in 2\pi \mathbb{Z}$,
\begin{equation}
\frac{1}{2\pi i} \text{BV}[\Theta_\mathbb{A}(s)]_{\omega + e^{i\alpha} \mathbb{R}_{\geq 0}} = \text{BV} \left[ \hat{\mathcal{A}}_\alpha \{ e^{\omega \psi_\mathbb{A}} \frac{d\psi_\mathbb{A}}{dt} \} \right]_{\omega + e^{i\alpha} \mathbb{R}_{\geq 0}} = \hat{\mathcal{A}}_\alpha \{ e^{\omega \psi_\mathbb{A}} \frac{d\psi_\mathbb{A}}{dt} \}(s).
\end{equation}
Hence,
\begin{equation}
\frac{1}{2\pi i} \text{BV} \left[ \frac{\Theta_\mathbb{A}(s)}{s} \right]_{\omega + e^{i\alpha} \mathbb{R}_{\geq 0}} = \left\{ \begin{array}{ll}
\hat{\mathcal{A}}_\alpha \{ \hat{\psi}_\mathbb{A} \} (s), & \omega = 0, \\
\frac{1}{\omega} \hat{\mathcal{A}}_\alpha \{ e^{\omega \hat{\psi}_\mathbb{A}} \} (s), & \omega \in 2\pi \mathbb{Z} \setminus \{0\},
\end{array} \right.
\end{equation}
and
\begin{equation}
\frac{1}{2\pi i} \int_{\text{Circ}(\omega + e^{i\alpha} \mathbb{R}_{\geq 0})} \frac{\Theta_\mathbb{A}(s)}{s} e^{st(x)} \, ds = \left\{ \begin{array}{ll}
\psi_\mathbb{A}(x), & \omega = 0, \\
\frac{1}{\omega} e^{\omega \psi_\mathbb{A}(x)}, & \omega \in 2\pi \mathbb{Z} \setminus \{0\}.
\end{array} \right.
\end{equation}

Proposition 13 gives a way to read the Birkhoff-Écalle-Voronin invariants from the coefficients of leading singular terms at singularities of $\Theta_\mathbb{A}(s)$. It states that the differences of the coefficients of the leading singular terms of $\frac{\Theta_\mathbb{A}(s)}{s}$ at any $\omega \in 2\pi \mathbb{Z}$ on two consecutive sheets (with respect to the ramification at $s = 0$) are precisely the leading coefficients of $\hat{\mathcal{A}}_\alpha \{ \hat{\psi}_\mathbb{A} \}(s)$, see Section 3.3. Therefore, the Birkhoff-Écalle-Voronin invariants can be read from the coefficients of the leading singular terms of $\Theta_\mathbb{A}(s)$ at the singularities $\omega \in 2\pi \mathbb{Z}$ on the first $k + 1$ sheets (with respect to the ramification at $s = 0$).

**Proof.** By changing the integration contour in (1.2) we extend $\Theta_\mathbb{A}(s)$ from $\text{Re}(s) > 0$ to the slit plane $\mathbb{C} \setminus \bigcup_{n \in \mathbb{Z}} (\omega + e^{i\alpha} \mathbb{R}_{\geq 0})$, for any $\alpha \in \left| \frac{\theta}{\beta} \right|$. We deform the contour.
ψₐ ∈ Circ(ℝ ≥ 0) to a line ψₐ ∈ [b + ie⁻¹α][0, b−ie⁻¹α] with some −1 < b < 0 and any α ∈ ]0, π[ (see Figure 4), and rewrite (4.2) as

\[
\Thetaₐ(s) = \int_{b+ie⁻¹α}^{b−ie⁻¹α} (Bₘ(ψₐ(x))) e^{−s(x)} dψₐ(x), \quad b ∈ ]−1, 0[.
\]

While the original integral (4.2) is convergent on the half-plane \{Re(s) > 0\}, the deformed integral (4.6) is defined on the strip \{Im(e⁻¹αs) ∈ [2π(m−1), 2πm]\} between the points 2πim and 2πi(m−1). The strip of convergence of (4.6) is deduced by looking at the exponential rate of growth of \(Bₘ(ψₐ))\) at the two ends of the integration line (cf. p.9):

\[
\left(\begin{array}{ll}
(\text{Im} t > 0) & e^{2πi(m−1)t(x)} \quad \text{when } ψₐ → b + ie⁻¹α(−∞), \\
(\text{Im} t < 0) & e^{2πim t(x)} \quad \text{when } ψₐ → b − ie⁻¹α(−∞).
\end{array}\right)
\]

By the residue theorem, the integrals defined by (4.2) and by (4.6) agree on the half-strip \{Re(s) > 0\} ∩ \{Im(e⁻¹αs) ∈ [2π(m−1), 2πm]\}. Since m ∈ ℤ can be chosen arbitrarily, the function \(Θₐ\) extends to the whole slit plane \(ℂ \setminus \bigcup_{ω∈2πIZ} (ω + e^{iα}ℤ ≥ 0)\).

In order to show the formula (4.3), we first expand

\[
Bₘ(t) = \left\{ \begin{array}{ll}
+∞ & \text{Im } t > 0, \\
\sum_{n=m}^{−∞} & e^{2πi nt}, \\
−∞ & \text{Im } t < 0,
\end{array} \right.
\]

as an absolutely convergent sum on the upper and the lower half-plane. Dividing the integration contour \(ψₐ ∈ Circ(ℝ ≥ 0)\) of (4.2) into two parts as \((b + e^{iα}ℤ ≥ 0) − (b + e^{iα}ℤ ≥ 0)\) with some −1 < b < 0, expanding \(Bₘ(ψₐ)\) according to (4.7) in the upper
and lower half-planes, and exchanging the sum and the integral, we obtain

\[
\Theta_{\alpha}(s) = \sum_{\frac{\alpha}{2\pi i} \in \mathbb{Z}_{m+1}} \int_{b+e^{i\beta}R_{\geq 0}} e^{\omega \psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x) \\
+ \sum_{\frac{\alpha}{2\pi i} \in \mathbb{Z}_{m-1}} \int_{b+e^{i\beta}R_{\geq 0}} e^{\omega \psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x)
\]

(4.8)

\[
= \sum_{\frac{\cdot}{2\pi i} \in \mathbb{Z}} \int_{b+e^{-i\beta}R_{\geq 0}} e^{\omega \psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x),
\]

\[
= \sum_{\frac{\cdot}{2\pi i} \in \mathbb{Z}} 2\pi i \mathcal{B}_{\alpha} \{ e^{\omega \psi_{\alpha}(x)} \left(\frac{d\psi_{\alpha}(x)}{dt(x)}\right)\}(s), \quad \beta \in \bigcup_{\alpha \in \mathcal{B}_{\alpha}} ]\alpha - \frac{\pi}{2}, \alpha + \frac{\pi}{2}[
\]

where the direction of the integration ray \( \psi_{\alpha} \in b + e^{-i\beta}R_{\geq 0} \) of each term can now be varied within the whole petal \( \psi_{\alpha}(W_{\alpha}) \). The ray \( b + e^{-i\beta}R_{\geq 0} \) may possibly need to be deformed at its initial part in order to stay in \( \psi_{\alpha}(W_{\alpha}) \).

We now show that each singularity \( \omega \in 2\pi i \mathbb{Z} \) of \( \Theta_{\alpha}(s) \), as approached from \( \{\text{Re}(s) > 0\} \), comes precisely from the corresponding term \( 2\pi i \mathcal{B}_{\alpha} \{ e^{\omega \psi_{\alpha}(x)} \left(\frac{d\psi_{\alpha}(x)}{dt(x)}\right)\}(s) \) in (4.8).

That is, that the remainder of the sum does not have any singularity at \( \omega \).

Let \( \omega = 2\pi im \), and fix a direction \( \alpha \in \mathcal{B}_{\alpha} \). The partial sum (with \( \beta = \alpha + \frac{\pi}{2} \))

\[
\sum_{\frac{\cdot}{2\pi i} \in \mathbb{Z}_{m+1}} \int_{b-e^{-i\alpha}R_{\geq 0}} e^{\omega \psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x) = -\int_{b-e^{-i\alpha}R_{\geq 0}} (B_{m+1} \circ \psi_{\alpha}) e^{-st(x)} d\psi_{\alpha}(x),
\]

converges on the half plane \( \{ \text{Im}(e^{-is}) < 2\pi(m+1) \} \), while the partial sum (with \( \beta = \alpha + \frac{3\pi}{2} \))

\[
\sum_{\frac{\cdot}{2\pi i} \in \mathbb{Z}_{m-1}} \int_{b+e^{-i\alpha}R_{\geq 0}} e^{\omega \psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x) = \int_{b+e^{-i\alpha}R_{\geq 0}} (B_{m} \circ \psi_{\alpha}) e^{-st(x)} d\psi_{\alpha}(x),
\]

converges on the half-plane \( \{ \text{Im}(e^{-is}) > 2\pi(m-1) \} \). Therefore the sum of the two partial sums, which is obtained from (4.8) by omitting the \( m \)-th term, and therefore is equal to

\[
\Theta_{\alpha}(s) - \int_{b-e^{-i\alpha}R_{\geq 0}} e^{2\pi im\psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x),
\]

(4.9)

converges on the \( \alpha \)-slanted strip \( \{ \text{Im}(e^{-is}) \in ]2\pi(m-1), 2\pi(m+1)[ \} \). In particular, it is analytic at the point \( s = 2\pi im \).

Note that the integral

\[
\int_{b-e^{-i\alpha}R_{\geq 0}} e^{2\pi im\psi_{\alpha}(x)} e^{-st(x)} d\psi_{\alpha}(x)
\]

is defined on the half-plane \( \{ \text{Im}(e^{-is}) < 2\pi m \} \). However, it can be extended analytically to the slit plane \( \mathbb{C} \setminus \{2\pi im + e^{i\alpha}R_{\geq 0}\} \) by changing the line of integration to \( b - e^{-i\beta}R_{\geq 0} \), \( \beta \in (\alpha + \frac{\pi}{2}, \alpha + \frac{3\pi}{2}) \), as in (4.8).
Hence, for $\omega = 2\pi i m$

$$
\frac{1}{2\pi i} \text{BV}[\Theta_A(s)]_{\omega + e^{i\alpha}R \geq 0} = \frac{1}{2\pi i} \text{BV} \left[ \int_{b+e^{-i\beta}R \geq 0} e^{\omega \psi_A(x)} e^{-s t(x)} d\psi_A(x) \right]_{\omega + e^{i\alpha}R \geq 0}
$$

$$
= \text{BV} \left[ e^{\omega \psi_A \frac{d\psi_A}{dt}}(s) \right]_{\omega + e^{i\alpha}R \geq 0}
$$

$$
= B_A \{ e^{\omega \psi_A \frac{d\psi_A}{dt}} \}(s).
$$

Finally, formulas (4.3) and (4.5) now follow from (4.3) by standard properties of Borel and Laplace transforms. □

**Proposition 14** (Resurgence). The function $\Theta_A(s)$ extends analytically to $\mathbb{C} \setminus 2\pi i \mathbb{Z}$ and has at most exponential growth along any ray $c + e^{i\beta}R \geq 0$ for any point $c$ of the covering surface and any $\beta \notin \frac{\pi}{2} + \pi \mathbb{Z}$.

Furthermore, if $\rho = 0$, then $\Theta_A(s)$ is a simple resurgent function on $\mathbb{C} \setminus 2\pi i \mathbb{Z}$, meaning that all its singularities $\omega \in 2\pi i \mathbb{Z}$, when accessed from any sheet, have the form $(s-\omega)^{-1} \mathbb{C}\{(s-\omega)^{\frac{\pi}{2}}\} + \log(s-\omega) \mathbb{C}\{s-\omega\}$.

**Proof.** We call the main sheet the domain $\mathbb{C} \setminus \bigcup_{\omega \in 2\pi i \mathbb{Z}} \{\omega \in \mathbb{R}_{\geq 0}\}$ containing the right half-plane $\{\text{Re } s > 0\}$ on which $\Theta_A(s)$ is initially defined. The effect of continuing $\Theta_A(s)$ across one of the cuts $\omega + \mathbb{R}_{\geq 0}$ to another sheet is by Proposition 13 the same as taking the value of $\Theta_A(s)$ on the main sheet and adding to it (or subtracting from it, depending on the direction) $2\pi i B_A \{ e^{\omega \psi_A \frac{d\psi_A}{dt}} \}(s)$. By iterating this procedure one can express the value of $\Theta_A(s)$ on any sheet as a sum of its value on the main sheet and of finitely many various analytic continuations of $\mp 2\pi i B_A \{ e^{\omega \psi_A \frac{d\psi_A}{dt}} \}$ over the $\omega$’s encircled by the path along which $\Theta_A$ is continued. By Theorem 3 we know that $B_A \{ \psi_A \}(s)$ is resurgent (resp. simple resurgent if $\rho = 0$), and therefore so is each

$$
2\pi i B_A \{ e^{\omega \psi_A \frac{d\psi_A}{dt}} \}(s) = \begin{cases} 2\pi i s B_A \{ \psi_A \}(s), & \omega = 0, \\ \frac{2\pi i s}{\omega} B_A \{ e^{\omega \psi_A} \}(s), & \omega \in 2\pi i \mathbb{Z} \setminus \{0\}, \end{cases}
$$

as it is a minor Borel transform of a composition of $\psi_A$ into an analytic germ [26, Theorem 6.32]. □

### 4.3. Alternative approach to Theorems A and B

In this section, we sketch alternative proofs of Theorems A and B in case $\rho = 0$. In Proposition 15 we express the dynamic theta function $\Theta_A$ as a convolution involving the Borel transform of the inverse Fatou coordinate of $A$. In this way we are able to relate the coefficients of the leading singular terms of singularities of the theta function with those of the Borel transform of the inverse Fatou coordinate, which are known to correspond to the Birkhoff–Écalle–Voronin invariants. This approach is motivated by the similar approach in [31] [30].

Let $\psi_A(x) = t(x) + \rho \log x + C + O(x)$ be the sectorial Fatou coordinate, such that $\psi_A(x_0) = 0$, and let

$$
u(x) := t \circ \psi_A^{(-1)} \circ t(x) - t(x) = -\rho \log x - C + O(x, \rho x^k \log x).
$$

---
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Let \( \alpha \in ]\theta, \overline{\theta}[ \) be a corresponding direction \((1.1)\) of Borel summation on the petal \( W_{\lambda} \), \( \psi_{\lambda} = \mathcal{F}_{\alpha} \{ \tilde{\psi}_{\lambda} \} \). For \( \sigma \in \mathbb{C} \) we define:

\[
\begin{align*}
\tilde{Q}(s, \sigma) &:= \hat{\mathcal{B}}_{\alpha} \{ e^{-\sigma u(x)} \}(s), \\
Q(s, \sigma) &:= \mathcal{B}_{\alpha} \{ e^{-\sigma u(x)} \}(s) = \text{BV}[\tilde{Q}(s, \sigma)]_{s \in e^{i\alpha} \mathbb{R} \geq 0}.
\end{align*}
\]

The function \( \tilde{Q}(s, \sigma) \) is defined and analytic on \((s, \sigma) \in (\mathbb{C} \setminus e^{i\alpha} \mathbb{R} \geq 0) \times \mathbb{C} \) and extends analytically to \((\mathbb{C} \setminus 2\pi i \mathbb{Z}) \times \mathbb{C} \), with at most exponential growth in \( s \) along any non-vertical ray in \( \mathbb{C} \setminus 2\pi i \mathbb{Z} \). These properties of \( \tilde{Q}(s, \sigma) \) follow from knowing that \( \mathcal{B}_{\alpha} \{ u(x) \}(s) \) has those properties \([7], [26, \text{Theorem 7.6}]\), and that they are preserved under composition with the entire function \( u \mapsto e^{-\sigma u}, \sigma \in \mathbb{C} \) \([20, \text{Theorem 6.32}]\).

**Proposition 15.** For \( \alpha \in ]\theta, \overline{\theta}[ \) \((1.1)\), and \( s \in \mathbb{C} \setminus \bigcup_{\omega \in 2\pi i \mathbb{Z}} (\omega + e^{i\alpha} \mathbb{R} \geq 0) \),

\[
\Theta_{\alpha}(s) = \int_{\text{Circ}(e^{i\alpha} \mathbb{R} \geq 0)} \frac{\tilde{Q}(\xi, s)}{1 - e^{i\xi - s}} \, d\xi = \int_{e^{i\alpha} \mathbb{R} \geq 0} \frac{Q(\xi, s)}{1 - e^{i\xi - s}} \, d\xi,
\]

where the functions \( Q(s, \sigma) \) and \( \tilde{Q}(s, \sigma) \) are defined in \((1.11)\).

**Proof.** Using expression \((1.10)\), and changing the variable of the integration, we get:

\[
\Theta_{\alpha}(s) = \int_{b + ie^{-\alpha} \mathbb{R}} (B_{m} \circ \psi_{\lambda}(x)) \, e^{-s t(x)} \, d\psi_{\lambda}(x)
\]

\[
= \int_{b + ie^{-\alpha} \mathbb{R}} (B_{m} \circ t(x)) \, e^{-s t(x)} \, e^{-\sigma u(x)} \, e^{-s t(x)} \, dt(x)
\]

\[
= \int_{b + ie^{-\alpha} \mathbb{R}} (B_{m} \circ t(x)) \, e^{-s t(x)} \, e^{-s t(x)} \, dt(x),
\]

for \( s \) in the strip

\[
\left\{ \frac{\text{Im}(e^{-i\alpha}s)}{\cos\alpha} \in ]2\pi(m - 1), 2\pi m[ \right\}
\]

between the points \( 2\pi m \) and \( 2\pi i(m - 1) \), parallel to \( e^{i\alpha} \mathbb{R} \) (see the discussion after \((3.6)\)).

We want to rewrite the integral \((1.13)\) as a convolution of two Borel transforms. In order to assure convergence, we shall divide the integration line \( b + ie^{-\alpha} \mathbb{R} \) into two rays \( b + ie^{-\alpha} \mathbb{R} \geq 0 \) and \( b - ie^{-\alpha} \mathbb{R} \geq 0 \). We denote

\[
\Phi_{\pm}(s, \sigma) := \int_{b + ie^{-\alpha} \mathbb{R} \geq 0} (B_{m} \circ t(x)) \, e^{-\sigma u(x)} \, e^{-s t(x)} \, dt(x),
\]

and \( \Phi(s, \sigma) := \Phi_{-}(s, \sigma) - \Phi_{+}(s, \sigma) = \int_{b + ie^{-\alpha} \mathbb{R}} (B_{m} \circ t) \, e^{-\sigma u} \, e^{-s t} \, dt \), so that \( \Theta_{\alpha}(s) = \Phi(s, s) \). We rewrite each \( \Phi_{\pm}(s, \sigma) \) as an integral over the whole line \( b + ie^{-\alpha} \mathbb{R} \)

\[
\tilde{\Phi}_{\pm}(s, \sigma) = \int_{b + ie^{-\alpha} \mathbb{R}} g_{\pm}(x, \sigma) \cdot h(x) \, e^{-s t(x)} \, dt(x) = 2\pi i \mathcal{B}_{\alpha} \{ g_{\pm} \cdot h \}(s),
\]

where \( g_{\pm}(x, \sigma) := (1_{b + ie^{-\alpha} \mathbb{R} \geq 0} \circ t(x)) \cdot e^{-\sigma u(x)} \) and \( h(x) := B_{m} \circ t(x) \). Now we apply the standard convolution identity for two-sided Borel–Laplace–Fourier type transforms of a product of two functions on the line \( t(x) \in b + ie^{-\alpha} \mathbb{R} \):

\[
\tilde{\Phi}_{\pm}(s, \sigma) = 2\pi i \mathcal{B}_{\alpha} \{ g_{\pm} \cdot h \}(s) = 2\pi i \int_{ie^{\alpha}(0\pm) + e^{i\alpha} \mathbb{R}} \mathcal{B}_{\alpha} \{ g_{\pm} \}(\xi) \cdot \mathcal{B}_{\alpha} \{ h \}(s - \xi) \, d\xi,
\]
for $s$ in the strip (4.14). Here,

$$2\pi i \mathcal{B}_a\{h\}(s) = 2\pi i \mathcal{B}_a\{B_m \circ t(x)\}(s) = \int_{b+ie^{-i\pi R}}^{b+ie^{i\pi R}} e^{2\pi i m t(x)} e^{-s t(x)} dt(x) = \frac{1}{1-e^{-s}}$$

by the residue theorem, on the strip (4.14), and

$$\mathcal{B}_a\{g_\pm\}(s) = \frac{1}{2\pi i} \int_{b+ie^{-i\pi R \geq 0}} e^{-\sigma u(x)} e^{-s t(x)} dt(x) = \tilde{Q}(s, \sigma),$$

on the half-plane \( \{ \text{Re}(e^{-i\beta \mp s}) > 0 \} \) bounded by the line \( e^{i\alpha R} \), where \( \beta_+ = \alpha + \frac{\pi}{2} \), \( \beta_- = \alpha + \frac{\pi}{2} \). We have

$$\mathcal{B}_a\{g_-\}(s) - \mathcal{B}_a\{g_+\}(s) = \text{BV}[\tilde{Q}(s, \sigma)]_{e^{i\alpha R}} = \begin{cases} \text{BV}[\tilde{Q}(s, \sigma)]_{e^{i\alpha R \geq 0}}, & s \in e^{i\alpha R \geq 0}, \\ 0, & s \in e^{i\alpha R < 0}, \end{cases}$$

in distributional sense, hence, on the strip (4.14):

$$\Phi(s, \sigma) = \tilde{\Phi}_-(s, \sigma) - \tilde{\Phi}_+(s, \sigma) = \int_{\text{Circ}(e^{i\alpha R \geq 0})} \frac{\tilde{Q}(\xi, \sigma)}{1-e^{\xi-s}} d\xi.$$  

Since the identity (4.13) is independent of the integer \( m \in \mathbb{Z} \) determining the strip (4.14), it is true on the whole slit plane \( s \in \mathbb{C} \setminus \bigcup_{\omega \in 2\pi i \mathbb{Z}} (\omega + e^{i\alpha R \geq 0}) \), and for all \( \sigma \in \mathbb{C} \). The identity (4.12) now follows by restricting to \( \{ \sigma = s \} \).

In particular, if the residual invariant \( \rho \) (3.2) is zero, then \( u(x) = -\mathcal{C} + O(x) \) (4.10) and we write:

$$Q(s, \sigma) = e^{\sigma \mathcal{C}} b_0(s) + \mathcal{B}_a\{e^{-\sigma u(x)} - e^{\sigma \mathcal{C}}\}(s), \quad \sigma \in \mathbb{C}, \quad$$

where \( \mathcal{B}_a\{e^{-\sigma u(x)} - e^{\sigma \mathcal{C}}\}(s) \) is in this case not just a distribution, but an actual analytic germ, which extends to a simple resurgent function on \( \mathbb{C} \setminus 2\pi i \mathbb{Z} \). Indeed, it is a convolution exponential of a simple resurgent function \( \mathcal{B}_a(u(x))(s) \), see [26, Proposition 3, §1] for details. We now have \( \Theta\alpha(s) = \Phi(s, \sigma) \), for

$$\Phi(s, \sigma) = \int_{e^{i\alpha R \geq 0}} \frac{Q(\xi, \sigma)}{1-e^{-\xi-s}} d\xi = \frac{e^{\sigma \mathcal{C}}}{1-e^{-s}} + \int_{e^{i\alpha R \geq 0}} \mathcal{B}_a\{e^{-\sigma u(x)} - e^{\sigma \mathcal{C}}\} = \frac{1}{1-e^{-s}}$$

Alternative proof of Propositions 13 and 14. For simplicity let us assume that \( \rho = 0 \) (the general case would be similar except for having to work with \( \tilde{Q}(s, \sigma) \) (4.11) rather than \( Q(s, \sigma) \) (4.16)).

By [9, Proposition 9b1], [26, Theorem 7.6], \( \mathcal{B}_a\{u(x)\}(s) \) is simple resurgent when \( \rho = 0 \), and therefore by [26, Theorem 6.32] so is the function \( \mathcal{B}_a\{e^{-\sigma u(x)} - e^{\sigma \mathcal{C}}\}(s) \) for all \( \sigma \in \mathbb{C} \).

It is sufficient to verify that the singularities of \( \Phi(s, \sigma) \) (4.17) on the main sheet are of simple resurgent type. Indeed, by the residue theorem applied to (4.17),

$$\text{BV}[\Phi(s, \sigma)]_{\omega + e^{i\alpha R \geq 0}} = 2\pi i e^{\sigma \mathcal{C}} \delta_\omega(s) + 2\pi i \mathcal{B}_a\{e^{-\sigma u(x)} - e^{\sigma \mathcal{C}}\}(s - \omega),$$

where the second term belongs to \( (s - \omega) \frac{1}{1-e^{i\alpha R \geq 0}} \mathbb{C} \{ (s - \omega)^{\frac{1}{2}} \} \) for any \( \sigma \in \mathbb{C} \). Therefore, the function \( \Theta\alpha(s) \) has locally at \( \omega \in 2\pi i \mathbb{Z} \) simple resurgent singularities.

By (4.18), the analytic continuation of \( \Phi(s, \sigma) \) from the main sheet \( s \in \mathbb{C} \setminus \bigcup_{\omega \in 2\pi i \mathbb{Z}} (\omega + e^{i\alpha R \geq 0}) \) across one of the cuts \( \omega + e^{i\alpha R \geq 0} \) differs from the corresponding value of \( \Phi(s, \sigma) \) on the main sheet by \( \pm 2\pi i \mathcal{B}_a\{e^{-\sigma u(x)} - e^{\sigma \mathcal{C}}\}(s - \omega) \). Iterating this procedure one can express the value of \( \Phi(s, \sigma) \) on any sheet in terms of its value on the main sheet.
and a sum of finitely many analytic continuations of the simple resurgent functions
\[ \pm 2\pi i \mathcal{B}_\alpha \{ e^{-\sigma u(x)} - e^{\sigma C} \} (s - \omega) \] over the encircled \( \omega \)'s. This proves Proposition \[ \[14 \]

The identity \[ \[4.13 \] \] applied to \( \text{BV}[\Theta_A(s)]_{\omega + e^{i \alpha} R \geq 0} = \text{BV}[\Phi(s, s)]_{\omega + e^{i \alpha} R \geq 0} \) can be also rewritten as:

\[
\text{BV}[\Theta_A(s)]_{\omega + e^{i \alpha} R \geq 0} = 2\pi i \mathcal{B}_\alpha \{ e^{-su(x)} \} (s - \omega) = \int_{b + i e^{-i \alpha} R} e^{-s u(x)} e^{-(s - \omega) t(x)} \, dt(x) = \int_{b + i e^{-i \alpha} R} e^{\omega \psi_A(x)} e^{-s t(x)} \, d\psi_A(x) = 2\pi i \mathcal{B}_\alpha \{ e^{\omega \psi_A(x)} \frac{d\psi_A(x)}{dt(x)} \}(s),
\]

by applying an opposite change of coordinate of \[ \[4.13 \], \] which reproves Proposition \[ \[13 \]. \]

\[ \square \]
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