THE SLOPE CONJECTURE FOR A FAMILY OF MONTESINOS KNOTS
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Abstract. The Slope Conjecture relates the degree of the colored Jones polynomial to the boundary slopes of a knot. We verify the Slope Conjecture and the Strong Slope Conjecture for Montesinos knots $M(\frac{1}{r}, \frac{1}{s-u}, \frac{1}{t})$ with $r, u, t$ odd, $s$ even and $u \leq -1, r < -1 < 1 < s, t$.

1. Introduction

Soon after V. Jones discovered the famous Jones polynomial [1], E. Witten found an intrinsic explanation [2] through TQFT approach, which led to the colored Jones polynomial. As a generalization of Jones polynomial, colored Jones polynomial reveals many deep connections between quantum algebra and three-dimensional topology. For example, the Volume Conjecture, which relates the asymptotic behavior of the colored Jones polynomial of a knot to the hyperbolic volume of its complement. Another connection proposed by S. Garoufalidis [5] named Slope Conjecture, predicts that the growth of maximal degree of colored Jones polynomial of a knot determines some boundary slopes of the knot complement. So far, the Slope Conjecture has been verified for knots with up to 10 crossings [5], adequate knots [9], 2-fusion knots [8] and some pretzel knots [3]. In [17], K. Motegi and T. Takata prove that the conjecture is closed under taking connected sums and is true for graph knots. In [10], E. Kalfagianni and A. T. Tran show the conjecture is closed under taking the $(p, q)$-cable with certain conditions on the colored Jones polynomial and formulate the Strong Slope Conjecture, see Conjecture 2.2b.

Enlightened by Lee and van der Veen [3], in this article we prove the Slope Conjecture and the Strong Slope Conjecture for a family of Montesinos knots, $M(\frac{1}{r}, \frac{1}{s-u}, \frac{1}{t})$ with $r, u, t$ odd, $s$ even and $u \leq -1, r < -1 < 1 < s, t$. 
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2. The Slope Conjecture

Let $K$ denote a knot in $S^3$ and $N(K)$ denote its tubular neighbourhood. A surface $S$ properly embedded in the knot exterior $E(K) = S^3 - N(K)$ is called essential if it is incompressible, $\partial$-incompressible, and non $\partial$-parallel. A fraction $\frac{p}{q} \in \mathbb{Q} \cup \{\infty\}$ is a boundary slope of $K$ if $pm + ql$ represents the homology class of $\partial S$ in the torus $\partial N(K)$, where $m$ and $l$ are the canonical meridian and longitude basis of $H_1(\partial N(K))$. The number of sheets of $S$, denoted by $\#S$, is the minimal number of points at which the meridional circle of $\partial N(K)$ and $\partial S$ intersect.

For colored Jones polynomial, we use the convention of [3], where the unnormalized $n$-colored Jones polynomial is denoted by $J_K(n; v)$, see Section 3. Its value on the unknot is $[n] = \frac{v^n - v^{-n}}{2 - v - v^{-1}}$ and the variable $v$ satisfies $v = A^{-1}$, where $A$ is the A-variable of the Kauffman bracket. The maximal degree of $J_K(n)$ in $v$ is denoted by $d_J(n)$.

A fundamental result due to S. Garoufalidis and T. Q. T. Le [6] states that colored Jones polynomial is $q$-holonomic. Furthermore, the degree of a colored Jones polynomial is a quadratic quasi-polynomial [7], which can be formulated as follows.

**Theorem 2.1.** [7] For any knot $K$, there exist integer $p_K \in \mathbb{N}$ and quadratic polynomials $Q_{K,1} \ldots Q_{K,j} \in \mathbb{Q}[x]$ such that $d_J(n) = Q_{K,j}(n)$ if $n = j (\mod p_K)$ for $n$ sufficiently large.

Now we can state the Slope Conjecture and the Strong Slope Conjecture:

**Conjecture 2.2.** In the context of the above theorem, set $Q_{K,j} = a_jx^2 + 2b_jx + c_j$, then for each $j$ there exists an essential surface $S_j \subset S^3 - K$, such that:

a. (Slope Conjecture [5]) $a_j$ is a boundary slope of $S_j$,

b. (Strong Slope Conjecture [10]) $b_j = \chi(S_j)\#S_j$, where $\chi(S_j)$ is the Euler characteristic of $S_j$.

A Montesinos knot is defined as a knot obtained by putting rational tangles together in a circle (See figure 1). A Montesinos knot obtained from rational tangles $R_1, R_2, \ldots, R_N$ is denoted by $M(R_1, R_2, \ldots, R_N)$. Properties
about Montesinos knots are omitted here, for details see [13]. It is known that a Montesinos knot is always semi-adequate [18], and the Slope Conjecture has been proved for adequate knots [9]. So we focus on a family of A-adequate and non-B adequate knots $M(\frac{1}{r}, \frac{1}{s-1}, \frac{1}{t})$ with $r = u = -3$, $s = 2$, $t = 3$

Figure 1. The Montesinos Knot $M(\frac{1}{r}, \frac{1}{s}, \frac{1}{t})$ with $r = u = -3$, $s = 2$, $t = 3$

Theorem 2.3. The Slope Conjecture and the Strong Slope Conjecture are true for the Montesinos knots $M(\frac{1}{r}, \frac{1}{s-1}, \frac{1}{t})$, where $r, u, t$ are odd and $s$ is even and $u \leq -1$, $r < -1 < 1 < s, t$ and the maximal degrees of their colored Jones polynomials. The following is our main theorem.

Theorem 2.4. Let $K = M(\frac{1}{r}, \frac{1}{s}, \frac{1}{t})$, where $r, u, t$ are odd, $s$ is even and $u \leq -1$, $r < -1 < 1 < s, t$, set $A = -\frac{r+1}{2}$, $B = -(r+1)$, $C = -\frac{r+3}{2}$, $\Delta = 4AC - B^2$.

1) If $A \geq 0$ or $C \geq 0$, or $A, C < 0$ and $\Delta < 0$, then

$$d_s J_K(n) = Q_{K,j} = \left[\frac{2(t-1)^2}{s+t-1} - 2(r+t)n^2 + 2(r+u+3)n + c_j\right],$$

where $c_j$ is defined as following. Let $0 \leq j < \frac{s+t-1}{2}$ such that $n = j \mod \frac{s+t-1}{2}$, and set $v_j$ to be the odd number nearest to $\frac{2(j-1)}{s+t-1}$. Then $c_j = -\frac{s+t-1}{2} - (s + t - 1)\beta_j - 2(u+2), \beta_j = v_j - 1 - \frac{2(j-1)}{s+t-1}$. $p_K = \frac{s+t-1}{2}$ is a period of $d_s J_K(n)$ but may not be the least one.

2) If $A, C < 0$ and $\Delta \geq 0$, then

$$d_s J_K(n) = 2u(n-1).$$

Theorem 2.5. Under the same assumptions as the previous theorem,

1) When $A \geq 0$ or $C \geq 0$, or $A, C < 0$ and $\Delta < 0$, there exists an essential
surface $S$ with boundary slope $\frac{2(t-1)^2}{s(t-1)} - 2(r + t)$, and $\frac{\chi(S)}{\partial S} = r + u + 3$.

(2) When $A, C < 0$ and $\Delta \geq 0$, there exist an essential surface $S_0$ with boundary slope 0, and $\frac{\chi(S)}{\partial S_0} = u$.

3. THE COLORED JONES POLYNOMIAL

To compute the colored Jones polynomial of Montesinos knots, we use the notion of *knotted trivalent graphs* (KTG) introduced in [3] (See also [11, 12].), which is a natural generalization of knots and links.

**Definition 3.1.** [3]

1. A **framed graph** is a one dimensional simplicial complex $\Gamma$ together with an embedding $\Gamma \rightarrow \Sigma$ of $\Gamma$ into a surface with boundary of $\Sigma$ as a spine.

2. A **coloring** of $\Gamma$ is a map $\sigma : E(\Gamma) \rightarrow \mathbb{N}$, where $E(\Gamma)$ is the set of edges of $\Gamma$.

3. A **knotted trivalent graph** (KTG) is a trivalent framed graph embedded as a surface into $\mathbb{R}^3$, considered up to isotopy.

The advantage of KTGs over knots or links is that they support many operations. There are three types of operations we will need in this paper, the **framing change** denoted by $F^e_\pm$, the **unzip** denoted by $U^e$, and the **triangle move** denoted by $A^\omega$, as illustrated in Figure 2.

**Theorem 3.2.** [11, 12] Any KTG can be generated from $\Theta$ by repeatedly applying the operations $F_\pm^e$, $U^e$ and $A^\omega$ defined above.

Following this result, we can define the colored Jones polynomial of any KTG once we fix the value of any colored $\Theta$ graph and describe how it changes under the operations described above.
Definition 3.3. The colored Jones polynomial of a KTG $\Gamma$ with coloring $\sigma$, denoted by $\langle \Gamma, \sigma \rangle$, is defined by the four equations below.

$$
\langle \Theta; a, b, c \rangle = O^{\frac{a+b+c}{2}} \left[ \begin{array}{ccc}
\frac{a+b+c}{2} & \frac{a+b+c}{2} & \frac{a+b+c}{2} \\
\frac{a+b+c}{2} & \frac{a+b+c}{2} & \frac{a+b+c}{2}
\end{array} \right]
$$

$$
\langle F^k_\Sigma(\Gamma), \sigma \rangle = f(\sigma(e))^{-1} \langle \Gamma, \sigma \rangle
$$

$$
\langle U^\omega(\Gamma), \sigma \rangle = \langle \Gamma, \sigma \rangle \sum_{\sigma(e)} \frac{O^{\sigma(e)}}{\langle \Theta(e), \sigma(b), \sigma(d) \rangle}
$$

$$
\langle A^\omega(\Gamma), \sigma \rangle = \langle \Gamma, \sigma \rangle \Delta(a, b, c, \alpha, \beta, \gamma)
$$

Particularly, a knot is considered as a 0-frame KTG without vertices, so we define its colored Jones polynomial as $J_K(n+1) = (-1)^n \langle K, n \rangle$, where $n$ denotes the color of the single edge of the knot, and the $(-1)^n$ term is to normalize the unknot as $J_0(n) = [n]$

In above formulas, the quantum integer $[k] = \frac{2^{2k-2} - v^{-2k}}{v^2 - v^{-2}}, [k]! = [k][k-1] \ldots [1], the symmetric multinomial coefficient is defined as:

$$
\left[ \begin{array}{c}
a_1 + a_2 + \ldots + a_r \\
a_1, a_2, \ldots, a_r
\end{array} \right] = \frac{[a_1 + a_2 + \ldots + a_r]}{[a_1]! \ldots [a_r]!}.
$$

The value of the $k$-colored unknot is $O^k = (-1)^k [k + 1] = \langle O, k \rangle$. The $f$ of the framing change is defined as: $f(a) = (\sqrt{-1})^{-a/2} v^{\frac{a}{2}(a+2)}$. The summation in the equation of unzip is taken over all admissible colorings of the edge $e$ that has been unzipped. $\Delta$ is the quotient of the 6j-symbol and the $\Theta$,

$$
\Delta(a, b, c, \alpha, \beta, \gamma) = \sum_{\zeta} \frac{(-1)^{\zeta}}{(a+b+c)} \left[ \begin{array}{c}
\zeta + 1 \\
\frac{a+b+c}{2} \zeta - \frac{a+b+c}{2} \frac{a+b+c}{2} \frac{a+b+c}{2}
\end{array} \right]
$$

The summation range of $\Delta$ is indicated by the binomials. Note that this $\Delta$ is not the one in Theorem 2.4, we just maintain their traditional notations and this won’t cause any ambiguity according to different contexts.

The above definition agrees with the integer normalization used in [19], which shows that $\langle \Gamma, \sigma \rangle$ is a Laurent polynomial in $v$ and is independent of the choice of operations to produce the KTG.

As illustrated in Figure 3, we obtain the colored Jones polynomial of the knot $K = M(\frac{1}{3}, \frac{1}{3}, \frac{1}{3})$ as follows. Starting from a $A$ moves, then four $F$ moves on the edges $a, b, c, d$ and then unzip these four twisted edges. Finally, to get the 0-frame colored Jones polynomial we need to multiply the factor $f(n)^{-2(r+i+i+t)\text{-writhe}}$ (in this case $f(n)^{-4t}$) to cancel the framing produced by the operations and the writhe of the knot.
Figure 3. The operations to produce the knot $K$ from a $\theta$. For simplicity, in this example we set $r = u = -3$, $s = 2$, $t = 3$.

Lemma 3.4. The colored Jones polynomial of the Montesinos knot $K = M(\frac{1}{r}, \frac{1}{s}, \frac{1}{t}, \frac{1}{r})$ is

$$J_K(n + 1) = (-1)^n f^{-d}(n) \sum_{a,b,c,d \in D_n} \langle \Theta; a, b, c \rangle \Delta^2(a, b, c, a, b, c, n, n, n) \Delta(b, n, n, d, n, n, n) f^d(a) f^d(b)$$

$$d + \langle F^c(\Gamma), \sigma \rangle = -d + f(\sigma(e))(\Gamma, \sigma),$$

$$d + \langle U^c(\Gamma), \sigma \rangle \geq d + \langle \Gamma, \sigma \rangle + \max_{e \in D_n} (d + O^{e}(\Theta; a, n, n, n, n) - d + \langle \Theta; \sigma(e), \sigma(b), \sigma(d) \rangle),$$

$$d + \langle A^c(\Gamma), \sigma \rangle = d + \langle \Gamma, \sigma \rangle + d + \Delta(a, b, c, \alpha, \beta, \gamma).$$

$$d + \Delta(a, b, c, \alpha, \beta, \gamma) = g(m + 1, a, b, c, \alpha, \beta, \gamma) + g(\frac{a + b + c}{2}, m - a + \beta + \gamma)$$

$$+ g(\frac{a - b + c}{2}, m - \alpha + \beta + \gamma) + g(\frac{a + b - c}{2}, m - \alpha + \beta + \gamma),$$

where $g(n, k) = 2k(n-k)$ and $2m = a+b+c+\alpha+\beta+\gamma-\max(a+\alpha, b+\beta, c+\gamma)$

Now we are ready to prove Theorem 2.4.
Proof. (of Theorem 2.4) The maximal degree of $J_k(n+1)$ satisfies the inequality below.

$$d_*J_k(n+1) \leq \max_{a,b,c,d \in D_n} \Phi(a, b, c, d),$$

where $\Phi(a, b, c, d) = d_*\langle \Theta; a, b, c \rangle + 2d_*\Delta(a, b, c, n, n, n) + d_*\Delta(b, n, n, n, d, n, n) + rd_*f(a) + sd_*f(b) + td_*f(s) + ud_*f(d) + d_*O^a + d_*O^b + d_*O^c + d_*O^d - d_*\langle \Theta; a, n, n \rangle - d_*\langle \Theta; b, n, n \rangle - d_*\langle \Theta; c, n, n \rangle - d_*\langle \Theta; d, n, n \rangle - 4ud_*f(n).$

Generally, solving $\max_{a,b,c,d \in D_n} \Phi(a, b, c, d)$ is a problem of quadratic integer programming, which is quite a involved topic [8]. In this case however, it can be solved by observing its monotonicity.

Note that the feasible region $D_n$ is an even integer lattice in a convex polytope in $\mathbb{R}^4$ and can be divided into 6 subregions corresponding to 6 different forms of $\Phi$, that is, $D_n = D_n^{b,b+d} \cup D_n^{b,b+d} \cup D_n^{b,2n} \cup D_n^{2b} \cup D_n^{b,2b+d} \cup D_n^{b,2b+d}$, where $D_n^{b,b+d}$, $D_n^{b,2n}$, $D_n^{b,2b+d}$, $D_n^{b,2b+d}$, $D_n^{b,2b+d}$, and $D_n^{b,2b+d}$ are defined to be $D_n \cap \{(a, b, c, d) | a \geq b, c; b+d \geq 2n\}$, $D_n \cap \{(a, b, c, d) | b \geq a, c; b+d \geq 2n\}$, $D_n \cap \{(a, b, c, d) | a \geq b, c; a+b \geq 2n\}$, $D_n \cap \{(a, b, c, d) | a \geq b, c; 2n \geq b+d\}$, $D_n \cap \{(a, b, c, d) | b \geq a, c; 2n \geq b+d\}$ and $D_n \cap \{(a, b, c, d) | c \geq b, a; 2n \geq b+d\}$, respectively. Then we calculate the partial derivatives of the real function $\Phi$, and find that on each of the 6 regions we have $\partial_a \Phi > 0$, $\partial_b \Phi > 0$, and in $D_n^{b,b+d}$ we have $\partial_d \Phi < 0$. So any maximum of $\Phi$ on $D_n$ must occur when $d = 2n, a = b + c$. Note that in this paper it is more convenient to calculate the real partial derivatives of these even integer functions when we consider their monotonicity, for example, we use $\partial_a \Phi > 0$ rather than $\Phi(a, b, c, d+2) > \Phi(a, b, c, d)$, obviously the later is implied by the former.

Now we focus on the following 2-variable function $R(b, c)$ in the domain $T_n = \{(b, c) | b, c \geq 0, b + c \leq 2n\}.$

$$\Phi(b + c, b, c, 2n)$$

$$= -\frac{r + s + 1}{2} b^2 - (r + s - 1)b - (r + 1)bc - \frac{r + t}{2} c^2 - (r + t - 2)c + 2un.$$  

Set $A = -\frac{r + s + 1}{2}$, $B = -(r + 1)$, $C = -\frac{r + t}{2}$, $\Delta = 4AC - B^2$.

(1) If $A \geq 0$ or $C \geq 0$, we have $\partial_b R > 0$, or $\partial_c R > 0$. Then the maxima must be on the line $b + c = 2n$. Set $Q(b) = R(b, 2n - b)$, we have

$$Q(b) = R(b, 2n - b)$$

$$= -\frac{s + t - 1}{2} b^2 + [2(t - 1)n - s + t - 1]b - 2(r + t)n^2 - 2(r - u + t - 2)n.$$  

$Q(b)$ is a quadratic function in $b$ with negative leading coefficient, and its real maximum is at $b_m = \frac{2(t-1)n-s+t-1}{s+t-1}$, $b_m \in (0, 2n)$ for $n$ sufficiently large.
Set \( n + 1 = N = p \left( \frac{2s + 1}{2} \right) + j, \) \( 0 \leq j < \frac{2s + 1}{2} \), then \( b_m = (t - 1)p - 1 + \frac{2(t - 1)i}{s + t - 1} \). Let \( b_0 \) be the even number nearest to \( b_m \), then we have \( b_0 = (t - 1)p - 1 + v_j \), where \( v_j \) is the odd number nearest to \( \frac{2(t - 1)i}{s + t - 1} \), so \( b_0 = \frac{2(t - 1)}{s + t - 1} N - \frac{2(t - 1)}{s + t - 1} j + v_j - 1 \). Then we have

\[
\max_{a,b,c,d \in \mathcal{D}} \Phi(a, b, c, d) = Q(b_0) = \left[ \frac{2(t - 1)^2}{s + t - 1} - 2(r + t) \right] N^2 + 2(r + u + 3) N c_j,
\]

where \( c_j = -\frac{2s + 1}{2} \beta_j^2 - (s + t - 1) \beta_j - 2(u + 2), \beta_j = v_j - 1 - \frac{2(t - 1)}{s + t - 1} j \).

Finally, when \( b_m \) is not an odd integer, the maximum is unique. Otherwise, \( \Phi \) has exactly 2 maxima, we have to consider the possibility that the coefficients of the 2 maximal degree terms may cancel out. It is easy to see that for the leading coefficients of the terms of the summation, the \( O \) terms contribute \( (-1)^{a+b+c+e} = 1 \), the \( f \) terms contribute \( (-1)^{b+u} \), \( \Theta \) terms contribute \( (-1)^{a+b+c+4n+e} = (-1)^{a+b+c} \), \( \Delta \) terms contribute \( (-1)^{b+u} \). Multiplied by the \( (-1)^n \) in front of the summation, the leading coefficients are \( (-1)^{b+u} \). Note that \( r, u, t \) are odd integers and \( s \) is an even integer, and any maximum must occur on \( a = b + c = 2n \). So if there are two maximal degree terms, their coefficient are both 1, and no cancellation will happen.

(2) When \( A < 0 \) and \( C < 0 \), for any fixed \( c_0 \), \( R(b, c_0) \) is a quadratic function in \( b \) with negative leading coefficient, whose axis of symmetry (in the plane \( c = c_0 \) of the uvR-coordinates) intersects the line \( \partial_b R = 0 \) and is perpendicular to the \( bc \)-plane, so we consider the real value of \( R(b, c) \) on the line \( \partial_b R = 0 \):

\[
\begin{cases}
R(b, c) = \frac{r + s + 1}{2} b^2 - (r + s + 1)b - (t + 1)bc - \frac{r + s + 1}{2} c^2 - (r + t - 2)c + 2un \\
\partial_b R = -(r + s + 1)b - (r + s - 1) - (r + 1)c = 0.
\end{cases}
\]

Then we have

\[
R \big|_{\partial_b R = 0} = R\left( b, \frac{r + s + 1}{r + 1} b - \frac{r + s - 1}{r + 1} \right)
= \left[ \frac{r + s + 1}{2(r + 1)^2} \Delta \right] b^2 + \frac{r + s + 1}{(r + 1)^2} \left[ (r + 1)(r + t - 2) - (r + t)(r + s - 1) \right] b + \text{const.}
\]

If \( \Delta \neq 0 \), \( R \big|_{\partial_b R = 0} \) is a quadratic function in \( b \) whose axis of symmetry is perpendicular to the \( bc \)-plane at the point

\[
P = (b_p, c_p) = \left( \frac{(r + 1)(r + t - 2) - (r + t)(r + s - 1)}{\Delta}, \frac{(r + 1)(r + s - 1) - (r + s + 1)(r + t - 2)}{\Delta} \right).
\]

(\( P \) is actually the intersection of \( \partial_b R = 0 \) and \( \partial_c R = 0 \)).

(2.1) If \( A \) and \( C \) is \( < 0 \), by Equation (3.2), \( R \big|_{\partial_b R = 0} \) is a quadratic function in \( b \) with positive leading coefficient. And we have \( b_p \leq 0, c_p \leq 0 \).
Figure 4. $R(b, c)$ is restricted to the triangle domain $T_n$: $(0, 0)$-$(0, 2n)$-$(2n, 0)$, and the arrows indicate its increasing direction; $\ell$ denotes the line $\partial_b R = 0$.

See Figure 4(a). The arrows indicate the increasing direction. For sufficiently large $n$, any maximum must be on the segment $[Q, (0, 2n)]$, then the argument will be the same as that of case (1).

(2.2) If $A, C < 0$, and $\Delta > 0$, $R|_{\partial_b R = 0}$ is a quadratic function in $b$ with negative leading coefficient. And we have $b_p \geq 0$, $c_p \geq 0$. Any maximum must occur on $OR$. See Figure 4(b). Note that $R(0, c) = -\frac{2s^2}{3}c^2 - (r + t - 2)c + 2un$ decreases in $[0, +\infty)$, the maximum must occur on $O = (0, 0)$, so

$$d_+ J_K(n + 1) = R(0, 0) = 2un, \quad d_+ J_K(n) = 2u(n - 1).$$

(2.3) If $A, C < 0$, $\Delta = 0$, and $(r + s - 1)^2 + (r + t - 2)^2 \neq 0$, $R|_{\partial_b R = 0}$ is a decreasing linear function in $b$, any maximum must occur on $OS$. See Figure 4(c). $R(0, c)$ decreases in $[0, +\infty)$, the maximum must be on $O = (0, 0)$, so

$$d_+ J_K(n) = 2u(n - 1).$$

(2.4) If $A, C < 0$, $\Delta = 0$, and $(r + s - 1)^2 + (r + t - 2)^2 = 0$, then we immediately have $r = -3, s = 4, t = 5$, $R(b, c) = -(b - c)^2 + 2un$, the maxima are $R(0, 0) = R(2, 2) = \ldots = R(k, k)$, where $k = n$ when $n$ is even, and $k = n - 1$ when $n$ is odd. See Figure 4(d). By a similar argument with the last paragraph of (1), we conclude that there are no cancellations between the the highest-degree coefficients, so

$$d_+ J_K(n) = 2u(n - 1).$$

□

4. Boundary Slope and Euler Characteristic

The main idea of Hatcher-Oertel edgepath system, based on the work of [15], is to deal with properly embedded surfaces in Montesinos knot complement combinatorially. For details see [14, 16]. Briefly speaking, the so called candidate surfaces are associated to admissible edgepath systems in a diagram $D$ in the uv-plane. The vertices of $D$ correspond to projective
curve systems $[a, b, c]$ on the 4-punctured sphere carried by the train track in Figure 5(a) via $u = \frac{b}{a+b}, v = \frac{c}{a+b}$.

![Figure 5](image-url)

Figure 5. (a) The train track in a 4-punctured sphere. (b) The diagram $D$ in the $uv$-plane.

There are three types of vertices of $D$:

1. the arcs with slope $\frac{p}{q}$ denoted by $\langle \frac{p}{q} \rangle$, corresponding to the projective curve systems $[1, q - 1, p]$, with the $uv$-coordinates $\left(\frac{q-1}{q}, \frac{p}{q}\right)$,
2. the circles with slope $\frac{p}{q}$ denoted by $\langle \frac{p}{q} \rangle^o$, corresponding to the projective curve systems $[0, p, q]$, with the $uv$-coordinates $(1, \frac{p}{q})$,
3. the arcs with slope $\infty$ denoted by $\langle \infty \rangle$, with the $uv$-coordinates $(-1, 0)$.

And there are 6 types of edges in $D$:

1. the non-horizontal edges connecting the vertex $\frac{p}{q}$ to the vertex $\frac{s}{r}$ with $|ps - qr| = 1$, denoted by $[\langle \frac{p}{q} \rangle, \langle \frac{s}{r} \rangle]$,
2. the horizontal edges connecting $\langle \frac{p}{q} \rangle^o$ to $\langle \frac{p}{q} \rangle$, denoted by $[\langle \frac{p}{q} \rangle^o, \langle \frac{p}{q} \rangle]$,
3. the vertical edges connecting $\langle z \rangle$ to $\langle z \pm 1 \rangle$, denoted by $[z, z \pm 1]$, here $z \in \mathbb{Z}$,
4. the infinity edges connecting $\langle z \rangle$ to $\langle \infty \rangle$ denoted by $[\infty, z]$,
5. the constant edges which are points on the horizontal edge $[\langle \frac{p}{q} \rangle, \langle \frac{p}{q} \rangle^o]$ with the form $\frac{k}{m} \langle \frac{p}{q} \rangle + \frac{m-k}{m} \langle \frac{p}{q} \rangle^o$,
6. the partial edges which are parts of non-horizontal edges $[\langle \frac{p}{q} \rangle, \langle \frac{p}{q} \rangle^o]$ with the form $\left[\frac{k}{m} \langle \frac{p}{q} \rangle + \frac{m-k}{m} \langle \frac{p}{q} \rangle^o, \langle \frac{p}{q} \rangle^o\right]$.

An edgepath denoted by $\gamma$ in $D$ is a piecewise linear path beginning and ending at rational points of $D$. An admissible edgepath system denoted by $\Gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n)$ is an $n$-tuple of edgepaths in $D$ with following properties.

(E1) The starting point of $\gamma_i$ is on the horizontal edge $[\langle \frac{p}{q} \rangle, \langle \frac{p}{q} \rangle^o]$, and if it is
not the vertex $\langle \frac{k}{q} \rangle$, $\gamma_i$ is constant.

(E2) $\gamma_i$ is minimal, that is, it never stops or retraces itself, nor does it ever go along two sides of the same triangle of $D$ in succession.

(E3) The ending points of $\gamma_i$'s are rational points of $D$ with their $u$-coordinates equal and $v$-coordinates adding up to zero.

(E4) $\gamma_i$ proceeds monotonically from right to left, “monotonically” in the weak sense that motion along vertical edges is permitted.

In [14], a finite number of candidate surfaces are associated to the each admissible edgepath system, then every essential surface in knot complement with non-empty boundary of finite slope is isotopic to one of the candidate surfaces. Finally, to rule out the inessential surfaces, the notion of $r$-value is developed in [14], in our case however, we only need the following convenient criterion from [20].

**Lemma 4.1.** [20] For a admissible edgepath system having ending points with positive $u$-coordinate, if all the last edges of the edgepaths travel in the same direction (upward or downward) from right to left, then all the candidate surfaces associated to the edgepath system are essential.

The boundary slope of a essential surface $S$ is computed by $\tau(S) - \tau(S_0)$, where $\tau(S)$ is the total number of twist (or twist for short) of an essential surface $S$, and $S_0$ is the Seifert surface. For a candidate surface $S$ associated to the admissible edgepath system $\Gamma$, we have [16]

\[
\tau(S) = \sum_{\gamma_i \in \Gamma} \sum_{e_{i,j} \in \gamma_i} -2\sigma(e_{i,j})|e_{i,j}|.
\]

In above formula, $|e|$ is the length of an edge $e$, which is defined to be 0, 1, or $\frac{k}{m}$ for a constant edge, a complete edge or a partial edge $\langle \frac{k}{m} (\frac{r}{s}) + \frac{m}{m} (\frac{s}{t}) \rangle$, respectively. And $\sigma(e)$ is the sign of a non-constant edge $e$, which is defined to be $+1$ or $-1$ according to whether the edge is increasing or decreasing (from right to left in $uv$-plane) respectively for a non-$\infty$ edge; for an $\infty$ edge the sign is defined to be 0.

Now we are ready to prove Theorem 2.5.

**Proof.** (of Theorem 2.5) By the method of [14] (pg461), when $r, u, t$ are odd and $s$ is even with $u \leq -1$, $r < -1 < 1 < s, t$, we directly find the edgepath system of the Seifert surface $S_0$:

\[
\delta_1 : [\langle 0 \rangle, \langle \frac{1}{r} \rangle],
\]
\[
\delta_2 : [\langle 0 \rangle, \langle \frac{1}{s + 1} \rangle, \ldots, \langle \frac{-u - i}{s(-u - i) + 1} \rangle, \ldots, \langle \frac{-u}{-su + 1} \rangle],
\]
\[
\delta_3 : [\langle 0 \rangle, \langle \frac{1}{t} \rangle],
\]
where $0 \leq i \leq u - 1$. $S_0$ has boundary slope 0, and by the formula (3.4) from [16],
\[-\frac{\chi(S_0)}{\#S_0} = 2 - u - 2,\]
\[\frac{\chi(S_0)}{\#S_0} = u.\]

By now we have proved (2).

For (1), with direct calculations we always have $\Delta < 0$, and we claim that there exists an admissible edgepath system having ending points with $u$-coordinate $u_0 = \frac{(t-1)s}{st + t - 1}$ in $uv$-plane. In fact, $u_0$ is just the solution of the equation $v_1(u) + v_2(u) + v_3(u) = 0$, where the linear functions $v = v_1(u)$, $v_2(u)$ and $v_3(u)$ are determined by the lines through the edges $[(0), \langle \frac{s}{s+1} \rangle]$, $[(0), \langle \frac{1}{r+1} \rangle]$ and $[(0), \langle -\frac{1}{r}\rangle]$, respectively. Denote by $u_t$, $u_{s+1}$ and $u_r$ the $u$-coordinates of $\langle 1 \rangle$, $\langle \frac{s}{s+1} \rangle$ and $\langle \frac{1}{r} \rangle$ respectively. With direct calculations we have
\[u_0 - u_r = -\frac{(t-1)^2}{t(st + t - 1)} < 0,\]
\[u_0 - u_{s+1} = -\frac{s^2}{(s + 1)(st + t - 1)} < 0,\]
\[u_0 - u_r = -\frac{\Delta}{r(st + t - 1)} < 0,\]
so $u_0$ must be on the left of $u_t$, $u_{s+1}$ and $u_r$. Suppose the edgepath of the $\langle \frac{1}{r} \rangle$-tangle ends on edge $[\langle \frac{1}{r+k+1}, \frac{1}{r+k} \rangle]$, where $0 \leq k \leq -r - 2$, then $u_0$ must be the $u$-coordinate of ending points of the admissible edgepath system $\Gamma$ below:
\[
\gamma_1 : \left[ (\frac{(t-1)^2}{s + t - 1} - r - t - k) \langle \frac{1}{r+k+1} \rangle + (s + t - 1) \langle \frac{1}{r+k} \rangle + (r - 1) \langle \frac{1}{r+k-1} \rangle, \ldots, \langle \frac{1}{r} \rangle, \right],
\]
\[
\gamma_2 : \left[ \frac{s}{s + t - 1} \langle 0 \rangle + \frac{1}{s + t - 1} \langle 1 \rangle, \langle 1 \rangle, \ldots, \langle \frac{-u - i}{s(u - i) + 1} \rangle, \ldots, \langle \frac{-u}{su + 1} \rangle, \right],
\]
\[
\gamma_3 : \left[ \frac{t - 1}{s + t - 1} \langle 0 \rangle + \frac{s}{s + t - 1} \langle 1 \rangle, \langle 1 \rangle, \ldots, \langle \frac{1}{t} \rangle \right].
\]

where $0 \leq i \leq -u - 1$, and the length of the partial edges are calculated via $u_0$ by formula (3.1) from [16]. By Lemma 4.1, any candidate surface associated to $\Gamma$ must be essential.
By formula (4.1), the twist of the surface $S$ associated to the above edgepath system is
\[
\tau(S) = \sum_{r_i \in \Gamma_{\text{non-const}}} \sum_{e_{i,j} \in r_i} -2\sigma(e_{i,j})|e_{i,j}|
\]
\[
= 2\frac{(t-1)^2}{s+t-1} - r - t - k + 2k + \frac{2s}{s+t-1} + 2(-u - 1) + \frac{2(t-1)}{s+t-1}
\]
\[
= \frac{2(t-1)^2}{s+t-1} - 2(u + r + t).
\]
The twist of the Seifert surface $S_0$ is
\[
\tau(S_0) = -2 - 2u + 2 = -2u.
\]
So the boundary slope of $S$ is
\[
\tau(S) - \tau(S_0) = \frac{2(t-1)^2}{s+t-1} - 2(r + t).
\]
Finally, by the formula (3.5) from [16] we have
\[
\frac{\chi(S)}{\#S} = \sum_{r_i \in \Gamma_{\text{non-const}}} |r_i| + N_{\text{const}} - N + (N - 2 - \sum_{r_i \in \Gamma_{\text{const}}} 1 \frac{1}{q_i}) \frac{1}{1 - u_0}
\]
\[
= \sum_{r_i \in \Gamma_{\text{non-const}}} |r_i| - 3 + \frac{1}{1 - u_0}
\]
\[
= \frac{(t-1)^2}{s+t-1} - (u + r + t) - 3 + \frac{ts + t - 1}{s + t - 1}
\]
\[
= -(u + r + 3).
\]
\[
\frac{\chi(S)}{\#S} = u + r + 3.
\]

\[\square\]

\textbf{References}

1. V. Jones, A polynomial invariant for knots via von Neumann algebras, Bulletin of the American Mathematical Society, 1985, 12(1):103-111.
2. E. Witten, Quantum field theory and the Jones polynomial, Communications in Mathematical Physics, 1989, 121(3):351-399.
3. C. R. C. Lee, R. V. Veen, Slopes for Pretzel Knots, 2016, arXiv:1602.04546 [math.GT].
4. G. Masbaum, P. Vogel, 3-valent graphs and the Kauffman bracket, Pacific Journal of Mathematics, 1994, 164(2):15849-15863.
5. S. Garoufalidis, The Jones slopes of a knot, Quantum Topology, 2009, 2(1):43-69.
6. S. Garoufalidis, T. T. Q. Le, The colored Jones function is q-holonomic, Geometry and Topology, 2005, 9(3):1253-1293.
7. S. Garoufalidis, The degree of a $q$-holonomic sequence is a quadratic quasipolynomial, Electronic Journal of Combinatorics, 2011, 18(2):142-149.
8. S. Garoufalidis, R. V. D. Veen, Quadratic integer programming and the slope conjecture, New York Journal of Mathematics, 2016, 22:907-932.
9. D. Futer, E. Kalfagianni, J. Purcell, Slopes and colored Jones polynomials of adequate knots, Proceedings of the American Mathematical Society, 2011, 139(5):1889-1896.
10. E. Kalfagianni, A. T. Tran, Knot cabling and the degree of the colored Jones polynomial, New York Journal of Mathematics, 2015, 21:905-941.
11. R. V. D. Veen, The volume conjecture for augmented knotted trivalent graphs, Algebraic and Geometric Topology, 2009, 9(2):691-722.
12. D. P. Thurston, The algebra of knotted trivalent graphs and Turaevs shadow world, Geometry & Topology Monographs (4), Geom. Topol. Publ., Coventry, 2002, 337–362.
13. G. Burde, H. Zieschang, Knots, De Gruyter Studies in Mathematics, 5, 2nd edn, Walter de Gruyter, Berlin, 2003.
14. A. Hatcher, U. Oertel, Boundary slopes for Montesinos knots, Topology, 1989, 28(4):453-480.
15. A. Hatcher, W. Thurston, Incompressible surfaces in 2-bridge knot complements, Inventiones Mathematicae, 1985, 79(2):225-246.
16. K. Ichihara, S. Mizushima, Bounds on numerical boundary slopes for Montesinos knots, Hiroshima Mathematical Journal, 2005, 37(2):211-252.
17. K. Motegi, T. Takata, The slope conjecture for graph knots, Mathematical Proceedings of the Cambridge Philosophical Society, 2017, 162(3): 383-392.
18. W. B. R. Lickorish, M. B. Thistlethwaite, Some links with non-trivial polynomials and their crossing-numbers, Commentarii Mathematici Helvetici, 1988, 63(1):527-539.
19. F. Costantino, Integrality of Kauffman brackets of trivalent graphs, Quantum Topology 5, 2014, 2:143-184.
20. K. Ichihara, K. Ichihara, Pairs of boundary slopes with small differences, Boletin de la Sociedad Matematica Mexicana(3), 2014, 20(2):363-373.

School of Mathematical Sciences, Dalian University of Technology, Dalian 116024, P. R. China
E-mail address: xudleng@163.com

School of Mathematical Sciences, Dalian University of Technology, Dalian 116024, P. R. China
E-mail address: yangzhq@dlut.edu.cn

School of Mathematical Sciences, Dalian University of Technology, Dalian 116024, P. R. China
E-mail address: ximinliu@dlut.edu.cn