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Abstract—Building systems with capability of natural language understanding (NLU) has been one of the oldest areas of AI. An essential component of NLU is to detect logical succession of events contained in a text. The task of sentence ordering is proposed to learn succession of events with applications in AI tasks. The performance of previous works employing statistical methods is poor, while the neural networks-based approaches are in serious need of large corpora for model learning. In this paper, we propose a method for sentence ordering which does not need a training phase and consequently a large corpus for learning. To this end, we generate sentence embedding using BERT pre-trained model and measure sentence similarity using cosine similarity score. We suggest this score as an indicator of sequential events’ level of coherence. We finally sort the sentences through brute-force search to maximize overall similarities of the sequenced sentences. Our proposed method outperformed other baselines on ROCStories, a corpus of 5-sentence human-made stories. The method is specifically more efficient than neural network-based methods when no huge corpus is available. Among other advantages of this method are its interpretability and needlessness to linguistic knowledge.

Index Terms—Sentence Ordering, Story Reordering, BERT Pretrained Model, Sentences Correlation, Events Sequencing

I. INTRODUCTION

Modeling the construct of coherent texts and logical sequence of events is an underlying issue in processing natural language. By “events” in natural languages, we particularly mean verbs of sentences and their associates such as objects and subjects, since verbs indicate events occurring in sentences [1]. Modeling event coherence and sequence in a text is intuitively associated with logical consistency and topic transition of the sentences, as in a good text, the events occurring in each sentence command a logical construct and a particular subject. Sentence ordering [2] is a proposed subtask of coherence modeling. “Sentence ordering” means that we retrieve the original paragraph or story from the text shuffled sentences. This includes learning some coherence between the sentences, regardless of their input shuffled sequence. So, the model needs to identify crucial properties that cause text coherence. This is a notable task in machine intelligence, since incorrect sequence of sentences generated by an AI severely declines the user’s comprehension. It also gives ways to computers to better understand longer natural language texts such as stories, reports and narratives.

Our main objective is to formulate models that could capture the sequence of events through ordering and sequencing a set of sentences. More precisely, we seek the correct sequence of disordered sentences of a story. Our specific task in this paper is to sequence the disordered sentences of short stories and discover the original correct ordering. The stories come from the ROCStories dataset (Mostafazadeh, Chambers, et al., 2016), a corpus of human-made 5-sentence stories. The intuition we get from this work can help AI systems better understand and predict the nature of connections between the events. The following are among applications of this task:

- In text generation systems, the text would be generated more coherently [3].
- It can prevent system failure due to an increase in the number and length of turns in dialogue systems [4].
- It is highly effective in systems such as extractive text summarization [5], story-telling text completion recommender [6], retrieval-based question answering (QA) [7] where the incorrect sequence of sentences may lead to a weak performance of the system and decline users’ understanding.

The previous works fall into two traditional and deep learning approach categories. Traditional methods including rule-based and statistical types are of low quality, where the latter requires a large corpus for model learning. We propose a method that does not need any training dataset as it needs no training phase, but instead relies on the language and semantic features.

Our method has three components:

- Sentence embedding with pretrained SBERT-WK [8].
- Computing scores based on cosine similarities between each pair of sentence embeddings [9].
- Sentence ordering using brute-force search.

The essential initiative of this study is that it recommends an interpretable method needless of training corpus due to the absence of training phase in carrying out this task. We implemented the proposed method on a corpus of short human-made commonsense stories, called ROCStories [10]. We showed that the proposed sentence similarity method can outperform the previous statistical methods, while it does not need any training data in contrast to neural networks models.

The following are among applications of this task:

- In text generation systems, the text would be generated more coherently [3].
- It can prevent system failure due to an increase in the number and length of turns in dialogue systems [4].
- It is highly effective in systems such as extractive text summarization [5], story-telling text completion recommender [6], retrieval-based question answering (QA) [7] where the incorrect sequence of sentences may lead to a weak performance of the system and decline users’ understanding.
The remainder of this paper is structured as follows. Section II looks through relevant previous work in the area. In section III we represent a formal description of the task. We introduce the dataset and explain our method in section IV and section V respectively. The baselines are described in section VI, then the results are discussed in section VII. We wrap up the paper with a conclusion in section VIII.

II. RELATED WORK

Previous works on the sentence ordering task could be divided into two categories: Traditional approaches and Deep learning approaches.

A. Traditional Approaches

This group consists of rule-based and probabilistic methods. Previous work on coherence modeling mainly focused on the utilization of linguistic features and statistical models. Rule-based methods are obsolete for many reasons, such as lack of portability, lack of scalability, the urgent need for language knowledge, and the high cost of generating rules. As a result, probabilistic methods were presented. For instance in [3] transition probabilities between sentences are calculated and the sentence orders are decoded greedily. Topic and topic transition modeling with Hidden Markov Model (HMM) is used in [11]. In another approach presented in [2], they extract entities and learn entity transition probabilities. Probabilistic methods have some degree of portability and scalability, but still need language knowledge and do not have a remarkable quality. Yet, the biggest limitation of probabilistic methods is their reliance on linguistic domain knowledge. So, deep learning approaches were suggested.

B. Deep Learning Approaches

With the increase in computing power, deep learning methods have found their place and have been used to solve many problems of Artificial Intelligence. Recently, neural network-based models have shown powerful capability in sentence ordering. For example, [12] investigated the effectiveness of various neural models on discovering the correct order of each sentence pair. Multiple neural network models based on individual and pairwise element-based predictions (and their ensemble) have been implemented in [13], [14] applied sequence-to-sequence based generative models, introduced in [15], to model pairwise coherence. In [16] used neural networks and pairwise ordering for sequencing sentences are used. During the past few years, story understanding has been attracting attention in NLP research. More specifically, using neural networks has been of interest to solve the sentence ordering task (for example: [17], [18], [19], [20], [21], [22]). In addition, in [23] sentence embeddings have been created that include text coherence models.

Although deep learning-based methods have shown success in tackling problems such as sentence ordering, this should not disadvantage the previous methods. One issue with neural network models is their need to enormous amount of training data. These methods show very poor performance when data is limited or they overfit and severely lose their quality. The other disadvantage of these methods is their time complexity. In addition, deep learning methods have very little interpretability and it is hard to understand on what basis and with what features they solve the problem. These issues persuade researchers to not easily leave statistical approaches. In this work, we show that our method can outperform neural network based models where limited data is available.

III. TASK DESCRIPTION

Suppose S is the set of n unordered sentences came from a coherent text, namely:

$$S = s_1, s_2, \ldots, s_n$$

A sentence ordering, o, would be a permutation of sentences 1 to n:

$$o \_1 > o \_2 > \cdots > o \_n$$

The task of sentence ordering aims to find the correct permutation of sentences, it means a permutation o∗ that fits the original ordering of the text in gold data:

$$o \_1^* > o \_2^* > \cdots > o \_n^*$$

Based on the above definition and notions we propose our sentence ordering method.

IV. DATASET

A. ROCStories

The data we use in this study comes from a corpus of commonsense stories. The corpus called ROCStories consists of 98,162 stories, where each story has exactly five sentences. The average number of words per story is 50. Among all, 3,742 of the stories have two choices for the final sentence, where only one of them makes sense as the fifth sentence. The data made by human and designed for the LSDSem’17 shared task [24]. The task is to propose methods that can decide the correct final sentence of a story, having the first four [10].

Important features of this dataset that make it useful in tasks related to learning events sequences and ordering sentences are:

- The stories are full of stereotypical causal and temporal relations between events, making them a great resource for commonsense reasoning and generic language understanding. Besides, this makes it possible to learn the narrative structure in a wide range of events.
- The dataset contains a high-quality collection of realistic and non-fictional short stories that can be used to train coherent text generation models.
- The stories do not include anything irrelevant to the core story.
- Since publishing, the dataset has been used in not only LSDSem’17 shared task, but also in other tasks relevant to story understanding and natural language processing.
These features make the corpus a valuable one for analyzing sentence ordering in a text. As mentioned, the results can be used in solving other tasks that need to generate coherent texts and improve their output.

V. RECOMMENDED METHOD CALLED SENTENCE CORRELATION MEASURE (SCM)

We recommend a sentence ordering method that relies on the sentences’ semantic similarities. To that end, the similarity between sentences should be measurable. So, we use vector representation of language which is very useful in placing words and sentences in a measurable vector space.

As shown in the Figure 1 Our method has three components: sentence encoder, scoring function, and sentence organizer. For each 5-sentences story from the dataset, we first encode the sentences using a pre-trained model of SBERT-WK [8]. The encoding has a preprocessing step, where pronouns are replaced by their associated entities using the neural coreference system [25]. After embedding the shuffled input sentences, we measure the similarity between each pair of sentences by calculating the cosine similarity [9] between them. In other words, we measure the similarity between each sentence and the other four sentences of the shuffled set of each story to calculate the semantic similarity of two sentences. In [26] it is shown that using cosine similarity to measure the similarity and correlation of two sentences is a good method.

To sequence the sentences, we perform the brute-force search methods with aiming to maximize the total similarity of consecutive sentences, as follows:

$$\sum_{i=1, \ldots, 4} S(s_i, s_{i+1}) = \sum_{i,j=1, \ldots, 5} \& i \neq j S(s_i, s_j) \quad (4)$$

Where $S(s_i, s_j)$ is equal to the cosine similarity between $s_i$ and $s_j$ and $s_{iO}$ is the $i$-th sentence in the output ordering. $s_i$ is the $i$-th sentence in the non-ordered permutation of sentences. Based on sentence similarity values, we develop six distinct methods for sentence ordering and report the results. We also tried Universal Sentence Encoder [27] as the sentence encoder. We also use pre-trained BERT word embeddings [28] and following [29], we compute $r_{i,j}$, the similarity between two sentences $i$ and $j$, as follows:

$$r_{i,j} = \frac{\sum_{w \in s_j} S(w, s_j)}{2 |s_i|} + \frac{\sum_{w \in s_i} S(w, s_i)}{2 |s_j|} \quad (5)$$

where $S(w, s_j)$ is the maximal cosine similarity between input word $w$ and any words in the sentence $s_j$. In this case, we encode the words individually, so we do not map the sentences into vectors.

A nearest neighbor search the sentence organizer and reports the results. The nearest neighbor search is computed by:

$$Max(S(s_x, s_i, i = 1, 2, 3, 4, 5, i \neq x)) = S(s_x, s_y) \quad (6)$$

$$Next - Sentence_x = s_y|(Max(S(s_x, s_i \neq x)) = S(s_x, s_y))$$

We also developed sentence n-gram overlap [10] and continues Bag of Words (CBoW) for sentence ordering, both explained in the next section.

VI. BASELINE

To evaluate our method performance we use four baselines:

- using Continues Bag of Words (CBoW) for sentence embedding: CBoW word embedding was proposed by [30]. CBoW sentence embedding calculates the sentence vectors by taking the average of the embeddings of the words in a sentence. As a baseline, we replace our SBERT-WK encoder with CBoW and employ cosine similarity of all pairs of sentences.

- Seq2Seq+Pairwise [14]: This is a pairwise model which predicts the next sentence given the current sentence. Approaches like this, capture the local coherence of text based on the neural networks.

- SkipThought+Pairwise [13]: This method involves combining two points: 1. the unary model of sentences without considering the contextual text, and 2. the model of the pair of sentences according to the context that encodes the relative composition of the sentences. In this paper, the skip thought vectors [31] has been used to map sentences to vector space. This model takes as input a pair of SkipThought sentence embeddings and outputs the pairwise ordering of the input sentences.

- sentence n-gram overlap: In [10] the use of n-grams overlaps has been suggested to select the fifth sentence as the final sentence of the five-sentence Rocstories stories from the proposed two man-made choices. Here, we use this method to arrange the sentences. In this method, the sentence that overlaps with the current sentence in the most n-grams will be selected as the next sentence of the current sentence. Overlap measurements of up to 4-grams were measured using Smoothed-BLEU [32]. Also, we compare our results with several commonly-used proposed models:
• LSTM+PtrNet [12]: This is an end-to-end approach that uses pointer network for ordering. It treats the out-of-order set of sentences as a sequential input for encoder and predicts sentence orders recurrently.

• LSTM+Set2Seq [33]: This method uses an encoder-decoder architecture based on LSTM and proposed a pairwise model followed by a beam search decoder to seek the ground truth sentence order.

• ATTOOrderNet [34]: This model has three components: sentence encoder, paragraph encoder, and paragraph decoder. For sentence encoding it uses Bi-LSTM followed by attention layer, then for paragraph encoding it uses a feed forward self-attention mechanism. Compared to previous models, it is less sensitive to the permutation of input sentences. The general idea is to learn joint embedding of a group of sentences.

• Hierarchical Attention Neural Network (HAN) [21]: The goal is to capture word clues and dependencies between sentences. Its encoder and decoder are based on self-attention mechanism.

• SE-Graph [20]: This model proposed to develop ATTOOrderNet [34]. Comparing to ATTOOrderNet, it adds entities’ information. As the model does not have a feedforward architecture, non-consecutive sentences are not connected, so it conveys less noise.

• Enhancing PtrNet + Pairwise [19]: Its encoder is based on Bi-LSTM. It is a pairwise model which uses Pointer Network for sentence ordering.

We re-implement these methods on a part of ROCStories to demonstrate the effect of lack of data on model training.

VII. Evaluation Metrics

To evaluate the proposed ordering, we need some metrics. We use two commonly used metrics: Kendall’s tau and PMR, both explained below.

A. Kendall’s tau (\(\tau\))

Kendall’s \(\tau\) measures the ordinal association between two sequences to automatically evaluate coherence modeling as follows:

\[
\tau = 1 - \frac{2 \times \text{number of inversions}}{N \times (N - 1)/2}
\]

where \(N\) denotes the length of the sequence (i.e. the number of sentences of a story). The function inversions return the number of sentence-pair interchanges for reconstructing the correct order from the predicted order which is shown in the Figure 2. Kendall’s \(\tau\) value ranges from -1 to 1. A higher value indicates better performance. The evaluation metric closely correlates with users’ ratings and reading times, which are related to readability. So, [35] suggests that Kendall’s \(\tau\) score for sentence ordering correlates with human judgement.

B. Perfect Match Ratio (PMR)

The perfect match ratio is the fraction of the number of exactly matching orders, so no partial credit is given for any incorrect permutations. Mathematically, it can be written as follows:

\[
\text{PMR} = \frac{\text{number of correct pairs}}{N \times (N - 1)/2}
\]

where \(N\) is the length of the sequence. PMR value ranges from 0 to 1 where 1 indicates that the proposed order matches the correct order, and the PMR value would be 0 if the predicted order is exactly the opposite of the correct order.

VIII. Experimental Results

As mentioned in section V, we develop six distinct methods based on sentence similarity for sentence ordering with variant components to compare and propose the best one. To this end, we use SBERT-WK and USE for sentence encoder (the first sentence embeddings has a dimension of 768 and the others are 512), cosine similarity for the scoring function, and brute-force search and nearest neighbor search for generating the ordering. Besides, we consider a word encoder via BERT word embedding, then we compute the similarities between two sentences using equation (3). The results are shown in the Table 1.

| Method Components                        | Tau     | PMR     |
|------------------------------------------|---------|---------|
| SCM (SBERT-WK + Brute Force Search)      | 0.3582  | 0.2495  |
| SBERT-WK + Nearest Neighbor Search      | 0.5010  | 0.1670  |
| USE + Brute Force Search                | 0.3833  | 0.2300  |
| USE + Nearest Neighbor Search           | 0.4879  | 0.1474  |
| BERT word embedding + Brute Force Search| 0.5502  | 0.2342  |
| BERT word embedding + Nearest Neighbor Search | 0.4817  | 0.1696  |

It can be seen that the best result belongs to SCM method with spectral vectors of SBERT-WK sentences and brute-force search sorting. Based on the results, the best-case scenario of the first proposed method, which we call SCM (SBERT-WK + BFS), is:

1. Replacing pronouns by entities using the neural coreference system [25],
2. Creating sentence embeddings using the pre-trained SBERT-WK model,
3. Scoring all pairs of sentences by applying the cosine similarity scoring function to the sentence vectors,
4. Determining the order by brute-force search method to maximize the sum of similarities of each consecutive sentence pair.

As can be seen in the results of this method, the brute-force search method always works better than the nearest neighbor search method. This happens for two reasons:

1. The nearest neighbor search is a greedy one. As a result it is possible for it to stop at the local optimum [36].
2. In this case, the method is not able to identify which of the sentences is the initial sentence, and always considers the sentence that is in the first place in the input as the first sentence, but this will not be the case in the brute-force search.

In the next table, the results of the proposed method are compared with the results of the previous methods.

Figure 3 compares the SCM result with the basic methods. The values reported for all methods on ROCStories dataset. We randomly split the dataset by 8:1:1 to get the training, validation and testing data of 78529, 9816 and 9817 stories respectively. The results show the usefulness of using vector space to display text. The $\tau$ criterion for the basic statistical method, which uses the N-gram subscription of sentences to sort them is 21.10%. However, the same criterion for other basic methods based on the use of word spectral vectors and next sentence predictions is equal to 0.2447, 34.19% and 46.40%. We have been able to achieve the $\tau$ of 55.82% by arranging the sentences using the similarity of the SBERT-WK sentence embeddings as brute-force search. This improvement is also true for the PMR criterion and We have been able to achieve the PMR of 24.95%.

The results show that our proposed method is able to perform significantly better than the baselines in both criteria. The method does not include a training phase, in contrary to some of the baselines. This is the main strength of the proposed method. If no or limited training data is available, then SCM will be the most efficient method. Another advantage of this method is that it is interpretable, while neural networks-based methods usually are not.

Figure 4 shows the results of SCM compared to neural networks-based methods. We have trained these methods on a portion of ROCStories to demonstrate the effect of the small size of data on performance of these methods. We make a random split on the dataset to get the training, validation and testing datasets of 19,632, 2,454 and 2,454 stories, respectively. We aim to demonstrate the power of our proposed method in the presence of small training dataset. It is clear that with no training dataset, deep learning methods and other machine learning methods can not be used. Our proposed method dramatically improves the methods that have no learning phase.

The results show that SCM wins the competition if there is no access to a large training dataset, whereas new methods with their complex architectures fail. We could have used less data to train the models to make them even less efficient, but our goal was to show that even a fair amount of data cannot solve the complex problem of sentence ordering, while at the same time, SCM shows reasonable performance using no training data.

IX. Conclusion

In this paper, a method for sentence ordering called SCM was presented. The method does not have a training phase. Instead, SCM uses three components: 1- a sentence encoder based on the pretrained SBERT-WK model which maps sentences into a vector space to create a conceptual representation of them. 2- a scoring component that using the cosine similarity function, assigns points to each pair of sentences. 3- an ordering component that generates an ordering based on a brute-force search to maximize the total cosine similarities of every two consecutive sentences.

SCM significantly outperforms the baselines. Also due to the lack of training phase, this method does not require a training corpus, and therefore is the best choice in the absence of training dataset. Moreover, when there is a training corpus that is small for training deep learning models, the quality of such methods will be drastically reduced. So, SCM has a superiority. SCM has also a high interpretability comparing to neural network methods, which enables researchers to study the causes of its deficiencies and improve its performance.
doesn't any training, so SCM does not require a training dataset.

Fig. 4. Comparing SCM with deep learning-based methods. These models are trained on a part of ROCStories to show the importance of access to a big corpus for using these methods which are based on deep learning. SCM doesn’t any training, so SCM does not require a training dataset.
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