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Abstract

In this paper, we propose and solve a low phase-rank approximation problem, which serves as a counterpart to the well-known low-rank approximation problem and the Schmidt-Mirsky theorem. More specifically, a nonzero complex number can be specified by its gain and phase, and while it is generally accepted that the gains of a matrix may be defined by its singular values, there is no widely accepted definition for its phases. In this work, we consider sectorial matrices, whose numerical ranges do not contain the origin, and adopt the canonical angles of such matrices as their phases. Similarly to the rank of a matrix defined to be the number of its nonzero singular values, we define the phase-rank of a sectorial matrix as the number of its nonzero phases. While a low-rank approximation problem is associated with matrix arithmetic means, as a natural parallel we formulate a low phase-rank approximation problem using matrix geometric means to measure the approximation error. A characterization of the solutions to the proposed problem is then obtained, when both the objective matrix and the approximant are restricted to be positive-imaginary. Moreover, the obtained solution has the same flavor as the Schmidt-Mirsky theorem on low-rank approximation problems. In addition, we provide an alternative formulation of the low phase-rank approximation problem using geodesic distances between sectorial matrices. The two formulations give rise to the exact same set of solutions when the involved matrices are additionally assumed to be unitary.
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1. Introduction

Many well-known concepts, such as degree, order, dimensionality and so on, can be interpreted as the rank of a certain matrix \cite{1}. A real-world system is often complicated,
resulting in a mathematical model with high complexity, namely, a high-dimensional matrix with a large rank. Consequently, low-rank approximations to such models are of critical importance in understanding and analysing the system and have been extensively investigated over decades [1, 2, 3, 4]. Among those celebrated results on low-rank approximation problems, the Schmidt-Mirsky theorem [2, Chap. IV], [4, Chap. 2], which gives rise to an analytic solution to the unstructured low-rank approximation, has been one of the most fundamental. In this study, we propose a parallel to the concept of rank — the phase-rank (prank). In particular, we formulate a low-prank approximation problem and obtain the counterpart result to the Schmidt-Mirsky theorem.

The rank of a matrix is defined as the number of its nonzero singular values. While singular values are well accepted as the gains of a matrix in different directions along the corresponding singular vectors, the (canonical) phases of a matrix, though not widely utilized, were originally introduced in [5, 6] and further developed in [7]. Such phases are defined for a special family of square matrices, called sectorial matrices, whose numerical ranges do not contain the origin. The phases share many parallel properties compared with the singular values in various aspects as detailed in [6, 7].

Based on the definition of canonical phases, we propose the concept of phase-rank, defined as the number of the nonzero phases of a sectorial matrix. As phases are the counterpart to singular values, the prank is a natural counterpart to rank. Motivated by the low-rank approximation problem, we formulate in parallel a low-prank approximation problem, aiming at solving a matrix approximation problem in phases subject to low-prank constraints. Moreover, we obtain the counterpart result to the Schmidt-Mirsky theorem that characterizes a set of analytic solutions to the low-prank optimization. The approximation error in low-rank approximation is usually measured in terms of the norm on subtraction between matrices, namely, \( \|A - E\| \). As a parallel, we measure the error in low-prank approximation using phases of some division operations, namely, \( \phi(E^{-1}AE^{-1}) \). Such operations can also be interpreted via the notions of arithmetic and geometric means [8], respectively, giving rise to another parallel between the gain and phase. Furthermore, we introduce an alternative formulation for the low-prank approximation, which is based on a family of geodesic distances between sectorial matrices. The two formulations give rise to the exact same set of solutions when the involved matrices are additionally assumed to be unitary.

A sectorial matrix with zero prank is positive definite, whereby the prank can be regarded as a quantized measure on how close a matrix is to positive definiteness. This serves as a counterpart to the fact that the rank measures how close a matrix is to zero. Consequently, a low-prank approximation can be interpreted as finding an approximant, which is as close to positive definiteness as possible, to the objective matrix. Moreover, as the canonical phases of matrices have been exploited in [9] as a useful notion in handling systems and control problems, the developed results on low-prank approximation may also be applicable to such problems. In terms of computation, both the low-rank and low-prank approximation problems are nonconvex. In general, a low-prank approximation problem is connected to but cannot be reformulated as a low-rank approximation, which is detailed in Section 3.

The rest of the paper is organized as follows. In Section 2, basic notation and preliminary results are introduced. In Section 3, a low-prank approximation problem is formulated based
on the geometric mean of matrices and a theorem characterizing its solutions is obtained. In addition, an alternative problem formulation based on a family of geodesic distances is proposed in Section 4, to which the set of optimal solutions is characterized accordingly. Finally, the paper is concluded in Section 5.

2. Preliminaries

2.1. Basic Notation

Let $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$ be the real or complex field, and $\mathbb{F}^n$ be the linear space of $n$-tuples of $\mathbb{F}$ over the field $\mathbb{F}$. The Euclidean norm of a vector $x \in \mathbb{F}^n$ is denoted by $\|x\|_2$. A nonzero complex number has its polar form $c = |c|e^{j\angle c}$, where $|c| > 0$ is called its length or magnitude and $\angle c \in (-\pi, \pi]$ is called its angle or phase.

For a matrix $A \in \mathbb{C}^{n \times n}$, its range is denoted by $\mathcal{R}(A)$, its kernel by $\mathcal{K}(A)$, its complex conjugate by $A^*$, and its singular values by $\sigma(A) = [\sigma_k(A)]_{k=1}^n$, where $\sigma_k(A)$, $k = 1, 2, \ldots, n$ are ordered in a nonincreasing order. An identity matrix is denoted by $I_n \in \mathbb{C}^{n \times n}$. A matrix $U \in \mathbb{C}^{n \times n}$ is said to be unitary, denoted by $U \in \mathcal{U}_n$, if $U^*U = UU^* = I_n$.

2.2. The Canonical Phases of a Matrix

A matrix $A \in \mathbb{C}^{n \times n}$ is said to be sectorial if its numerical range $W(A) := \{x^*Ax \mid x \in \mathbb{C}^n, \|x\|_2 = 1\}$ does not contain 0. A sectorial matrix $A$ is congruent to a diagonal unitary matrix, where the latter is unique up to a permutation $[10, 5, 11, 7]$, i.e., $A$ admits the following sectorial decomposition

$$A = T^*DT,$$

(1)

where $T$ is nonsingular and $D$ is diagonal and unitary. As $D$ is unique up to a permutation, the (canonical) phases of $A$, denoted by

$$\tilde{\phi}(A) := \phi_1(A) \geq \cdots \geq \phi_n(A) =: \underline{\phi}(A),$$

are defined as the phases of the eigenvalues (which are diagonal elements) of $D$, and by convention taking values so that $\underline{\phi}(A) - \tilde{\phi}(A) < \pi$. Moreover, the phase center of $A$ is defined as

$$\gamma(A) := \frac{\tilde{\phi}(A) + \underline{\phi}(A)}{2} \in (-\pi, \pi].$$

For notational convenience, denote by $\phi(A) = [\phi_k(A)]_{k=1}^n$ and $\phi_{n+1}(A) = 0$.

Let $\alpha, \beta \in \mathbb{R}$ with $0 < \beta - \alpha \leq \pi$ and $(\alpha + \beta)/2 \in (-\pi, \pi]$. A matrix $A \in \mathbb{C}^{n \times n}$ is said to be sectorial in $[\alpha, \beta]$ (similarly defined for $[\alpha, \beta)$, $[\alpha, \beta]$ and $(\alpha, \beta)$), denoted by $A \in \mathcal{C}[\alpha, \beta]$, if $A$ is sectorial and $[\tilde{\phi}(A), \underline{\phi}(A)] \subset [\alpha, \beta]$.

In particular, a sectorial matrix $A$ is called positive-real (accretive) if $A \in \mathcal{C}[-\pi/2, \pi/2]$, positive-imaginary if $A \in \mathcal{C}[0, \pi)$, and negative-imaginary if $A \in \mathcal{C}(-\pi, 0]$. 3
2.3. Low-Rank Approximation

A function \( \Phi : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be a symmetric gauge function \([12], [2, \text{Chap. II}]\) if it satisfies the following conditions: 1) \( x \neq 0 \Rightarrow \Phi(x) > 0 \); 2) \( \Phi(\rho x) = |\rho|\Phi(x) \); 3) \( \Phi(x + y) \leq \Phi(x) + \Phi(y) \); 4) for any permutation matrix \( P \) we have \( \Phi(Px) = \Phi(x) \); 5) \( \Phi(|x|) = \Phi(x) \).

A norm \( \| \cdot \| \) on \( \mathbb{C}^{n \times n} \) is said to be unitarily invariant \([2, \text{Chap. 3}]\) if for all \( A \in \mathbb{C}^{n \times n} \) and all unitary matrices \( U, V \in \mathbb{C}^{n \times n} \), it holds that \( \| U^*AV \| = \| A \| \).

The set of all unitarily invariant norms can be characterized by the symmetric gauge functions. More precisely, let \( \Phi \) be a symmetric gauge function and define \( \| A \|_\Phi := \Phi(\sigma(A)) = \Phi(\sigma_1(A), \ldots, \sigma_n(A)) \).

Then the norm \( \| \cdot \| \) is unitarily invariant on \( \mathbb{C}^{n \times n} \) if and only if there is a symmetric gauge function \( \Phi \) on \( \mathbb{R}^n \) such that \( \| A \|_\Phi \) for all \( A \in \mathbb{C}^{n \times n} \) \([2, \text{Thm. 3.6}]\).

A singular value decomposition (SVD) of \( A \in \mathbb{C}^{n \times n} \) is denoted by \( A = USV^* = \sum_{i=1}^{n} \sigma_i(A) u_i v_i^* \), where \( S = \text{diag}(\sigma_1(A), \sigma_2(A), \ldots, \sigma_n(A)) \), and \( U = [u_1, u_2, \ldots, u_n], \ V = [v_1, v_2, \ldots, v_n] \) are unitary. The set of all \( r \)-truncations of \( A \) by SVD is defined as

\[
S_g(A, r) := \left\{ \sum_{i=1}^{r} \sigma_i(A) u_i v_i^* \middle| \sum_{i=1}^{n} \sigma_i(A) u_i v_i^* \text{ is an SVD of } A \right\},
\]

In particular, note that \( S_g(A, r) \) is a singleton if and only if \( \sigma_r(A) > \sigma_{r+1}(A) \).

Given \( A \in \mathbb{C}^{n \times n} \), a low-rank matrix approximation problem \([13]\) aims at finding an approximation \( E \) of the object \( A \) such that the rank of \( E \) is bounded by some given \( r \geq 0 \) and that the distance between \( E \) and \( A \) is as small as possible. A standard and well-studied form of such a problem is formulated as follows.

**Problem 1** (Low-Rank Approximation). Given \( A \in \mathbb{C}^{n \times n} \) and \( 0 \leq r \leq n \), determine

\[
\hat{E} = \arg \min_E \{ \| A - E \| \mid \text{rank}(E) \leq r \}.
\]

A well established-result for the above problem, called the Schmidt-Mirsky theorem \([2, \text{Chap. IV}]\), can be stated in the following form.

**Lemma 1** (Schmidt-Mirsky Theorem). Let \( \| \cdot \| \) be a unitarily invariant norm on \( \mathbb{C}^{n \times n} \) and \( 0 \leq r \leq n \). Then for \( A \in \mathbb{C}^{n \times n} \), we have

\[
\min_E \{ \| A - E \| \mid \text{rank}(E) \leq r \} = \| \text{diag}(0, \ldots, 0, \sigma_{r+1}(A), \ldots, \sigma_n(A)) \|,
\]

where the optimum is attained on each \( \hat{E} \in S_g(A, r) \).
3. Low Phase-Rank Approximation via Geometric Means

In this section, we start with the definition of phase-rank (prank), as a parallel concept to rank, and then formulate a low-prank approximation problem with the approximation error induced by the matricial geometric means. Finally, a characterization of solutions to such a problem is obtained, as a parallel to the famous Schmidt-Mirsky theorem in Lemma 1.

3.1. Definition of Phase-Rank

It is well known that the rank of a square matrix can be defined as the number of nonzero singular values, counting multiplicities. Motivated by this understanding and the parallel between gains and phases, we define the phase rank of a sectorial matrix as follows.

Definition 1. For a sectorial matrix $A \in \mathbb{C}^{n \times n}$, we define its phase rank as

$$\text{prank}(A) := \text{the number of nonzero canonical phases of } A.$$ 

Note that $\text{prank}(A) \in [0, n]$, and that if $0 \notin \angle W(A)$, i.e., when $W(A) \cap \mathbb{R}^+ = \emptyset$, then $A$ is guaranteed to have full phase-rank. We summarize some of the comparisons on the properties between the rank and prank in Table 1.

| Applicable matrices | Rank | Prank |
|---------------------|------|-------|
| All complex-valued matrices | No. of nonzero singular values | No. of nonzero canonical phases |
| Sectorial matrices | | |

| Zero value | Rank | Prank |
|------------|------|-------|
| Zero matrix | No. of nonzero singular values | No. of nonzero canonical phases |
| Positive definite matrix | | |

| Small value | Rank | Prank |
|-------------|------|-------|
| Singular matrices & have advantage in storage | | Nonsingular matrices & “close” to positive-definiteness |

Table 1: Comparisons on the properties between rank and prank.

3.2. Problem Formulation on Low-Prank Approximation

In order to gain some insights into how to formulate the low-prank approximation problem, we first interpret the well-known low-rank approximation problem via the matricial arithmetic mean. To this end, let $M, N \in \mathbb{C}^{n \times n}$, and define their arithmetic mean as

$$M \nabla N := \frac{M + N}{2}.$$ 

Using the arithmetic mean, the low-rank approximation problem in Problem 1 can be restated as follows: given a symmetric gauge function $\Phi : \mathbb{R}^n \to \mathbb{R}$, a matrix $A \in \mathbb{C}^{n \times n}$, and $0 \leq r \leq n$, determine

$$\hat{X} = \arg \min_X \{\Phi(\sigma(X)) \mid \text{rank}((-X) \nabla A) \leq r\}. \tag{4}$$

\[\text{We use the same notation for the arithmetic mean as in the seminal paper by Kubo and Ando [14].}\]
To see this, simply make the substitution $E = A - X = 2(-X)\nabla A$ in Problem 1. Consequently, the optimal low-rank approximation is given by $A - \hat{X}$ where $\hat{X}$ solves (4).

Keeping the arithmetic mean for low-rank approximation in mind, next we formulate a low-prank approximation problem. A multiplicative operation of two matrices naturally results in an additive operation on their canonical phases; e.g., for $a, b \in \mathbb{C}$, $\angle ab = \angle a + \angle b \mod 2\pi$. Therefore, instead of considering the arithmetic mean of two matrices as in the low-rank approximation, in the low-prank approximation we turn to the geometric mean to measure the approximation error.

More specifically, the geometric mean between two strictly positive-real matrices $M, N \in \mathbb{C}(-\pi/2, \pi/2)$, denoted by $M \# N$, was defined in [8] as

$$(M \# N)^{-1} = \frac{2}{\pi} \int_0^\infty (tM + t^{-1}N)^{-1}\frac{dt}{t},$$

as a generalization of the geometric mean for positive definite matrices, see, e.g., [15, Chp. 4 and 6]. Moreover, in [8] it was shown that $M \# N \in \mathbb{C}(-\pi/2, \pi/2)$, that $G = M \# N$ is the unique solution to the equation $GM^{-1}G = N$, and that the geometric mean can also be expressed as

$$M \# N = M^{\frac{1}{2}}(MN^{-\frac{1}{2}}N^{-\frac{1}{2}})^{\frac{1}{2}}M^{\frac{1}{2}} = N^{\frac{1}{2}}(N^{-\frac{1}{2}}M^{-\frac{1}{2}})^{\frac{1}{2}}N^{\frac{1}{2}},$$

where $(\cdot)^{\frac{1}{2}}$ denotes the principal branch of the matrix square root, see, e.g., [16, Sec. 1.7].

Next, for $M, N \in \mathbb{C}[\alpha - \pi/2, \alpha + \pi/2]$ it is easily verified that we can define the geometric mean analogously: either by defining it as $e^{-i\beta}((e^{i\beta}M)\#(e^{i\beta}N))$ for any $\beta$ such that $e^{i\beta}M, e^{i\beta}N \in \mathbb{C}(-\pi/2, \pi/2)$, or by using another branch of the matrix square root, cf. [16].

On the other hand, note that every unitarily invariant norm on a matrix can be obtained by a symmetric gauge function applied to its singular values. As for the phase counterpart, a natural choice for the objective function in a low-prank approximation would be a symmetric gauge function applied to the canonical phases.

Based on the above observations, as a counterpart to the low-rank approximation problem in (4) we propose the following formulation for a low-prank approximation problem: given a symmetric gauge function $\Phi : \mathbb{R}^n \to \mathbb{R}$, a sectorial $A \in \mathbb{C}^{n \times n}$ and $0 \leq r \leq n$, determine

$$\hat{X} = \arg\min_X \left\{ \Phi(\phi(X)) \mid X^{-1}, A \in \mathbb{C}[\alpha - \frac{\pi}{2}, \alpha + \frac{\pi}{2}] \text{ for some } \alpha, \ \text{prank}(X^{-1}\#A) \leq r \right\}. \quad (5)$$

Remark 1. The objective function used in the low-prank approximation problem (5) is invariant under congruence, i.e., $\Phi(\phi(X)) = \Phi(\phi(T^*XT))$ for every sectorial $X$ and nonsingular $T$. This can be seen as the counterpart to $\Phi(\sigma(Y))$, used as the objective function in the low-rank approximation problem (3), defining a unitarily invariant norm on $Y$.

Finally, by substituting $E = X^{-1}\#A$ in (5), i.e., substituting $X = E^{-1}AE^{-1}$, and by relaxing some phase-range constraints on $X$, we obtain our desired definition for low-prank approximation based on the geometric mean.

---

2It is noteworthy that in (5), $X^{-1}$ is required to be sectorial in the same half-plane as $A$, while such a constraint is relaxed in Problem 2 to make the formulation as general as possible.
Problem 2 (Low-Prank Approximation). Given a symmetric gauge function $\Phi : \mathbb{R}^n \to \mathbb{R}$, a sectorial $A \in \mathbb{C}^{n \times n}$, and $0 \leq r \leq n$, determine

$$\hat{E} = \arg \min_{E} \{ \Phi(\phi(E^{-1}AE^{-1})) \mid E^{-1}AE^{-1} \text{ and } E \text{ are sectorial, } \text{prank}(E) \leq r \}.$$  \hspace{1cm} (6)

3.3. Solution to the Low-Prank Approximation Problem for Positive-Imaginary Matrices

Similarly to (2), define the set of all $r$-half-truncation of a sectorial $A \in \mathbb{C}^{n \times n}$ by the sectorial decomposition as

$$S_p(A,r) := \{ T^*\text{diag}(e^{j\phi_1/2}, \ldots, e^{j\phi_r/2}, 1, \ldots, 1)T \mid A \text{ is sectorial with} \text{sectorial decomposition } A = T^*\text{diag}(e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_n})T \}. \hspace{1cm} (7)$$

Analogously to the Schmidt-Mirsky theorem, we have the following result characterizing the optimal solutions to the low-prank approximation in Problem 2 in the case where both $A$ and $X = E^{-1}AE^{-1}$ are constrained to be positive-imaginary.

Theorem 1. Given a symmetric gauge function $\Phi : \mathbb{R}^n \to \mathbb{R}$, $A \in \mathbb{C}[0,\pi)$ and $0 \leq r \leq n$, we have

$$\min_{E} \{ \Phi(\phi(E^{-1}AE^{-1})) \mid E^{-1}AE^{-1} \in \mathbb{C}[0,\pi), E \text{ is sectorial, } \text{prank}(E) \leq r \} = \Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A)),$$

where the optimum is attained on each $\hat{E} \in S_p(A,r)$.

Proof. See Appendix A. \hspace{1cm} \Box

Note that the above theorem only solves a special case of Problem 2, where the matrices are constrained to be positive-imaginary. The general version of Problem 2 may not have the desired solutions as given in (8), which is demonstrated in the following example.

Example 1. Consider the following matrix with both positive and negative phases:

$$A = \begin{bmatrix} e^{j\pi/3} & 0 \\ 0 & e^{-j\pi/4} \end{bmatrix},$$

which violates the positive-imaginary assumption in Theorem 1. Regarding the object matrix $A$, next we show that for some $\Phi(\cdot)$ and $r$, there exists an approximant $\hat{E}$ so that $\Phi(\phi(\hat{E}^{-1}A\hat{E}^{-1}))$ in the left-hand side (LHS) of (8) is strictly less than its right-hand side (RHS).

Considering $\Phi(x) = \max_i \{|x_i|\}$ and $r = 1$, we construct $\hat{E} = W^*LW$ with

$$W = \begin{bmatrix} 0.6 & 0.3 \\ 0.2 & 0.7 \end{bmatrix} \text{ and } L = \begin{bmatrix} e^{j\pi/6} & 0 \\ 0 & 1 \end{bmatrix}.$$
Clearly, $\hat{E}$ is sectorial with $\text{prank}(\hat{E}) = 1 = r$. The numerical range of $\hat{E}^{-1}A\hat{E}^{-1}$ is plotted in Figure 1 and as can be seen $\hat{E}^{-1}A\hat{E}^{-1}$ is also sectorial. Clearly, neither $A$ nor $\hat{E}^{-1}A\hat{E}^{-1}$ are positive-imaginary, which means that Theorem 1 cannot be used. Nevertheless, $\hat{E}$ is a feasible point to the minimization problem in (6). Moreover, the canonical phases of $\hat{E}^{-1}A\hat{E}^{-1}$ are $\phi_1 \approx -0.055\pi$ and $\phi_2 \approx -0.22\pi$, where in particular $|\phi_2| < 0.23\pi$. It then follows

$$\min_{\hat{E}} \{ \Phi(\phi(E^{-1}AE^{-1})) \mid E, E^{-1}AE^{-1} \text{ are sectorial, } \text{prank}(E) \leq r \}$$

$$\leq \Phi(\phi(\hat{E}^{-1}A\hat{E}^{-1})) = \left| \phi_2(\hat{E}^{-1}A\hat{E}^{-1}) \right| < 0.23\pi < \frac{\pi}{4} = \Phi(0, -\frac{\pi}{4}) = \text{RHS of (8)},$$

which shows that the solutions to Problem 2 without the assumptions on positive-imaginariness in general do not possess the structure given in Theorem 1.

Several interesting and useful corollaries to Theorem 1 are as follows.

**Corollary 1.** Given $A \in \mathbb{C}[0, \pi)$ and $0 \leq r \leq n$, we have

$$\min_{\hat{E}} \{ \tilde{\phi}(E^{-1}AE^{-1}) \mid E^{-1}AE^{-1} \in \mathbb{C}[0, \pi), \ E \text{ is sectorial, } \text{prank}(E) \leq r \} = \phi_{r+1}(A), \quad (9)$$

where the optimum is attained on each $\hat{E} \in S_p(A, r)$.

**Proof.** The corollary follows by choosing $\Phi(x) = \max\{|x_1|, |x_2|, \ldots, |x_n|\}$ in Theorem 1. \qed

The following result shows that when the matrices are constrained to be negative-imaginary, the low-prank approximation problem can be similarly solved.
Corollary 2. Given a symmetric gauge function $\Phi : \mathbb{R}^n \to \mathbb{R}$, $A \in C(-\pi, 0]$ and $0 \leq r \leq n$, we have

$$
\min_{E} \{ \Phi(\phi(E^{-1}AE^{-1})) | E^{-1}AE^{-1} \in C(-\pi, 0], \text{ } E \text{ is sectorial}, \text{ } \text{prank}(E) \leq r \} = \Phi(\phi_1(A), \ldots, \phi_{n-r}(A), 0, \ldots, 0), \quad (10)
$$

where the optimum is attained on each $\hat{E}$ with $\hat{E}^{-1} \in S_p(A^{-1}, r)$.

Proof. The corollary follows by noting that $A$ is positive-imaginary if and only if $A^{-1}$ is negative-imaginary.

3.4. Connections to Rank Optimization Problems

A natural question about the low-prank approximation problem is whether it can be equivalently transformed into a rank optimization problem. If the answer would be positive, one can solve such a low-prank problem using existing methods for low-rank approximation problems. The following initial result reveals that some low-rank and low-prank approximation problems are related, while a counterexample shows that this particular result cannot be strengthened further. The latter indicates that the low-rank and low-prank approximation problems are thus in fact fundamentally different.

Theorem 2. Let $A \in \mathbb{C}^{n \times n}$ be sectorial. Then the following statements are true.

(a) $\text{prank}(A) \geq \min_{M > 0} \text{rank}(A - M) = \min_{T \text{ is nonsingular}} \text{rank}(T^*AT - I)$;

(b) There exists a matrix $R \in \mathbb{C}^{n \times n}$ satisfying that $\text{rank}(R) = \text{prank}(A)$ and $A - R > 0$.

Proof. Note that (a) follows from (b): the first inequality holds since (b) gives a feasible solution for which equality holds, and the second equality holds since all positive definite matrices $M$ can be written as $M = T^*DT$ for some nonsingular matrix $T$ \cite[Thm. 7.2.7]{17}. To show (b), by the sectorial decomposition we obtain that $A = T^*DT$ for some nonsingular $T$. Let $M = T^*T$ and note that $M > 0$. Moreover, for $R = A - M = T^*(D - I)T$ we have that $\text{rank}(R) = \text{prank}(A)$, which proves the theorem.

In Theorem 2(a), the inequality cannot be replaced with equality in general, which can be observed from the following example.

Example 2. Let

$$
A = \begin{bmatrix} 11 + j & 0 \\ 0 & 11 - j \end{bmatrix} \quad \text{and} \quad M = \begin{bmatrix} 10 & -\sqrt{2} \\ -\sqrt{2} & 10 \end{bmatrix} > 0.
$$

Then $\text{prank}(A) = 2 > 1 = \text{rank}(A - M)$.
4. A Low Phase-Rank Approximation Problem Based on a Geodesic Distance

The set of strictly positive-real matrices \( C(-\pi/2, \pi/2) \) is a smooth manifold, and in this section we formulate an alternative low-prank approximation problem for strictly positive-real matrices based on the geodesic distance introduced in [18]; for an introduction to smooth manifolds, Riemannian manifolds, and Finsler manifolds see, e.g. [19], [20], and [21], respectively. To introduce the geodesic distance, first note that any sectorial matrix has a unique decomposition of the form \[ A = PUP, \]
where \( U \in U_n \) and \( P \in P_n := \) the set of Hermitian positive definite matrices. Such a decomposition is called the symmetric polar decomposition. Since the phases of a matrix are invariant under congruence, the phases of \( A \) are the same as the phases of \( U \); in particular, this means that for \( A \in C(-\pi/2, \pi/2) \) we have that \( U \in U_n^a := U_n \cap C(-\pi/2, \pi/2) \), i.e., the set of strictly positive-real unitary matrices. In fact, by means of the symmetric polar decomposition, \( C(-\pi/2, \pi/2) \) is diffeomorphic to \( P_n \times U_n^a \) [18, Thm. 3.2]. Based on this decomposition, in [18] a family of Finsler structures were introduced on \( C(-\pi/2, \pi/2) \) and the corresponding geodesics and geodesic distances were characterized (cf. [22]). For brevity and clarity, in the following we will focus on one subfamily, however the results can be extended to the entire family. More specifically, for \( A, B \in C(-\pi/2, \pi/2) \) with the corresponding symmetric polar decompositions \( A = P_A U_A P_A \) and \( B = P_B U_B P_B \), we consider the geodesic distance between \( A \) and \( B \) given by \[ \delta_{C(-\pi/2, \pi/2)}(A, B) := \sqrt{|| \log(P_A^{-1} P_B^2 P_A^{-1}) ||_{\Phi_1}^2 + || \log(U_A^* U_B) ||_{\Phi_2}^2}, \] (11)
where \( || \cdot ||_{\Phi_k} \) is the unitarily invariant norm induced by the smooth symmetric gauge function \( \Phi_k \), for \( k = 1, 2 \). Using this distance, we consider the following alternative low-prank approximation problem.

**Problem 3.** Given two symmetric gauge functions \( \Phi_k : \mathbb{R}^n \to \mathbb{R}, k = 1, 2 \), a matrix \( A \in C(-\pi/2, \pi/2) \), and \( 0 \leq r \leq n \), find
\[
\inf_{A_r \in C(-\pi/2, \pi/2)} \delta_{C(-\pi/2, \pi/2)}(A, A_r)
\]
subject to \( \operatorname{prank}(A_r) \leq r \). (12)

The solution to this problem is given by the following theorem. For \( A \in C(-\pi/2, \pi/2) \), let \( [\phi_k(A)]_{k=1}^n \) be its phases satisfying the following order:
\[
|\phi_1(A)| \geq |\phi_2(A)| \geq \cdots \geq |\phi_n(A)|.
\]

\(^3\)A symmetric gauge function \( \Phi \) is called smooth if it is smooth outside of the origin. This is equivalent to that the induced norm \( || \cdot ||_\Phi \) is smooth outside of the origin, cf. [23] Thm. 8.
Theorem 3. The infimum in (12) is attained by \( \hat{A}_r = P\hat{U}_rP \), where \( A = PUP \) is the symmetric polar decomposition of \( A \) and \( \hat{U}_r \) is obtained from \( U \) by setting the \( n - r \) phases of \( U \) with smallest absolute value equal to 0. That is, for \( U = V^*DV \) being a diagonalization of \( U \) with \( D = \text{diag}(e^{j\tilde{\phi}_1(U)}, \ldots, e^{j\tilde{\phi}_n(U)}) \), the optimal \( \hat{U}_r \) is given by \( \hat{U}_r = V^*D_rV \) with

\[
D_r = \text{diag}(e^{j\tilde{\phi}_1(U)}, \ldots, e^{j\tilde{\phi}_r(U)}, 0, \ldots, 0).
\]

Proof. See Appendix B.

Note that a minimizer to (12) might not be unique. In fact, it is unique if and only if \( |\tilde{\phi}_r(U)| > |\tilde{\phi}_{r+1}(U)| \). Moreover, the geodesic distance (11) can be extended to sets of sectorial matrices whose numerical ranges are bounded in a common half plane without intersecting the negative real axis, i.e., to sets \( C(-\pi/2 + \alpha, \pi/2 + \alpha) \) for any \( \alpha \in (-\pi/2, \pi/2) \) [18, Rem. 3]. In particular, for \( A,B \in C(-\pi/2 + \alpha, \pi/2 + \alpha) \), the distance is computed by using the rotation \( e^{-j\alpha} \) to make them positive real, and is hence given by

\[
\delta_{C(-\pi/2+\alpha,\pi/2+\alpha)}(A,B) := \delta_{C(-\pi/2,\pi/2)}(e^{-j\alpha}A, e^{-j\alpha}B) = \sqrt{\| \log(P^{-1}_AP^{-1}_BP^{-1}_A) \|_{\Phi_1}^2 + \| \log(U^*_AU_B) \|_{\Phi_2}^2},
\]

and the algebraic expression is thus the same as in (11). By adapting the arguments in the proof of Theorem 3 we get the following corollary.

Corollary 3. Let \( A \in C(-\pi/2 + \alpha, \pi/2 + \alpha) \) with \( \alpha \in (-\pi/2, \pi/2) \). The infimum to

\[
\inf_{A_r \in C(-\pi/2+\alpha,\pi/2+\alpha)} \delta_{C(-\pi/2+\alpha,\pi/2+\alpha)}(A, A_r)
\]

subject to \( \text{prank}(A_r) \leq r \),

is attained on each \( \hat{A}_r \) as described in Theorem 3.

Remark 2. Note that the distance (11) can be directly extended to i) symmetric gauge functions that are not smooth, and ii) sets of sectorial matrices with half-closed angular intervals, i.e., \( C(-\pi/2 + \alpha, \pi/2 + \alpha] \) and \( C[-\pi/2 + \alpha, \pi/2 + \alpha) \) for \( \alpha \in (-\pi/2, \pi/2) \). In this case, the manifold structure (might) be destroyed, but the solution to the approximation problem corresponding to (12) remains the same.

4.1. Connections to the Original Formulation

The alternative formulation of the low-prank approximation problem in terms of the geodesic distance is related to the original formulation in Problem 2, even though the two formulations are in general not equivalent. Nevertheless, if we impose additional requirements, such as positive-imaginariness, then from Theorem 1 and Corollary 3 we see that the minimum approximation error, i.e., the optimal value of the objective function, is in fact the same in both problems. Moreover, if we also require the matrix \( A \in C(0, \pi) \) to be unitary, then the following result shows that both the problems share the same set of solutions.
Theorem 4. Let $\Phi : \mathbb{R}^n \to \mathbb{R}$ be a symmetric gauge function, $A \in C[0, \pi) \cap U_n$, and $0 \leq r \leq n$. Then the set of optimal solution to Problem 2 is the set $S_p(A, r)$, which consists of only unitary matrices. Moreover, let

$$\hat{B} := \arg \min_B \{ \delta_{C[0, \pi]}(A, B) \mid B \in C[0, \pi), \ \text{prank}(B) \leq r \}. \tag{13}$$

Then $S_p(A, r) = \hat{B}^{\frac{1}{2}}$, and the optimal value for both Problem 2 and (13) is given by

$$\Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A)).$$

Proof. By Theorem 1 the set $S_p(A, r)$ gives the optimal solutions to Problem 2 and the corresponding optimal value is $\Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A))$. Moreover, if $A$ is unitary then all sectorial decompositions $A = T^*\text{diag}(e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_n})T$ of $A$ are with unitary matrices $T$. Therefore, $S_p(A, r)$ consists of only unitary matrices. Next, by Corollary 3 and Remark 2, the optimal value to (13) is $\Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A))$ and we have that $B \subset U_n$. In fact, a direct calculation shows that for any $E \in S_p(A, r), E^2 \in \hat{B}$, and for any $B \in \hat{B}, B^{\frac{1}{2}} \in S_p(A, r)$. Hence, $S_p(A, r) = \hat{B}^{\frac{1}{2}}$, which proves the theorem.

To see that the two problem formulations are not equivalent in general, recall Example 1. By taking $\Phi(x) = \Phi_1(x) = \max_i \{|x_i|\}$ and $r = 1$ in both the problems formulations, we have

$$\min_E \{ \Phi(\phi(E^{-1}AE^{-1})) \mid E, E^{-1}AE^{-1} \text{ are sectorial, prank}(E) \leq r \} \leq \Phi(\phi(\hat{E}^{-1}A\hat{E}^{-1})) = |\phi_2(\hat{E}^{-1}A\hat{E}^{-1})| < \Phi(0, -\frac{\pi}{4}) = \inf_{A_r} \{ \delta_{C(-\pi/2, \pi/2)}(A, A_r) \mid A_r \in C(-\pi/2, \pi/2), \ \text{prank}(A_r) \leq r \}.$$

This example thus illustrates a difference between the two formulations. We expect both of them to be useful in different application settings.

5. Conclusion and Future Directions

This paper investigates a low-phase-rank approximation problem, serving as a counterpart to the well-studied low rank approximation problem. The problem is formulated in two forms — one in terms of matrix geometric means and the other in terms of geodesic distances between sectorial matrices. Characterizations of solutions to the low-prank approximation problems are obtained, which are presented with a similar flavor to that of the well-known Schmidt-Mirsky theorem.

As for future research, we may explore more connections of the low-prank approximation to real-world applications, such as model reduction, data compression and image processing. On the other hand, there are technical issues that are worth further exploration. In particular, as currently we focus on matrices that are sectorial within the same sector, we may try to remove such constraints and study the approximation problem among matrices that are sectorial in any sector. Another direction that is worth exploration lies in extending matrices to linear operators over infinite-dimensional linear spaces.
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Appendix A. Proof of Theorem

Denote a special class of symmetric gauge functions, called the Ky-Fan $k$-norms [24], $k = 1, 2, \ldots, n$, by

$$\Phi_k(x) := \text{sum of the largest } k \text{ terms in } \{|x_1|, |x_2|, \ldots, |x_n|\}.$$

For $A \in C[0, \pi)$, define the family of the “Ky-Fan” phase values (i.e., partial sum of the canonical phases from the larger side) as

$$\psi_m(A) := \Phi_m(\phi(A)), \ m = 1, 2, \ldots, n.$$

By [7, Lemma 4.4], we obtain that

$$\psi_m(A + B) \geq \psi_m(B) \quad \text{for all } m = 1, 2, \ldots, n. \quad (A.1)$$

Lemma 2. Let $\theta \in (-\pi, 0]$, $A, B \in C[\theta, \theta + \pi)$ and $\phi(A) \geq \bar{\phi}(B)$. Then it holds that

$$\psi_m(A + B) \geq \psi_m(B)$$

for all $m = 1, 2, \ldots, n$.

Proof. Since $A, B \in C[\theta, \theta + \pi)$, we have that $A + B \in C[\theta, \theta + \pi)$ [11, p. 2], [7, Thm. 7.1]. It follows by the sectorial decomposition that there exists an $\hat{X} \in C^{n \times m}$ such that $\hat{X}^*B\hat{X} = \text{diag}(e^{j\phi_1(B)}, e^{j\phi_2(B)}, \ldots, e^{j\phi_m(B)}) =: \Lambda$. Then by definition, it holds that

$$\psi_m(A + B) = \max_{X \in C^{n \times m}} \sum_{k=1}^{m} \angle \lambda_k(X^*(A + B)X) \geq \sum_{k=1}^{m} \angle \lambda_k(\hat{X}^*A\hat{X} + \Lambda)$$

$$= \psi_m(B) + \sum_{k=1}^{m} \angle \lambda_k(\hat{X}^*A\hat{X}\Lambda^{-1} + I). \quad (A.2)$$

Clearly, both $\hat{X}^*A\hat{X}$ and $\Lambda^{-1}$ are sectorial, yielding that

$$\pi > \bar{\phi}(A) - \bar{\phi}(B) \geq \bar{\phi}(\hat{X}^*A\hat{X}) + \bar{\phi}(\Lambda^{-1}) \geq \angle \lambda_k(\hat{X}^*A\hat{X}\Lambda^{-1}) \geq \frac{\phi(\hat{X}^*A\hat{X}) + \bar{\phi}(\Lambda^{-1})}{2} \geq \frac{\phi(A) - \bar{\phi}(B)}{2} \geq 0,$$
for all $k = 1, 2, \ldots, m$. Since a shift of eigenvalues of $\hat{X}^*A\hat{X}\Lambda^{-1}$ along the positive real axis will keep their phases in $[0, \pi)$, it must hold that

$$\sum_{k=1}^{m} \angle \lambda_k(\hat{X}^*A\hat{X}\Lambda^{-1} + I) \geq 0, \ k = 1, 2, \ldots, m.$$ 

Plugging the inequality into (A.2) completes the proof. 

Proof of Theorem 1. The case when $r = 0$ or $r = n$ is trivially true. Next we let $r \in [1, n-1]$. Applying the sectorial decomposition on $A$ yields that

$$A = T^*DT,$$

where $T$ is nonsingular, $D = \text{diag}(e^{j\phi_1(A)}, e^{j\phi_2(A)}, \ldots, e^{j\phi_n(A)})$ and $\phi_k(A) \in [0, \pi), \ k = 1, 2, \ldots, n$. Consider $\hat{E} = T^*\Lambda T \in S_p(A, r)$ with

$$\Lambda := \text{diag}(e^{j\phi_1(A)/2}, \ldots, e^{j\phi_r(A)/2}, 1, \ldots, 1).$$

It is straightforward to verify that

$$\hat{E}^{-1}A\hat{E}^{-1} = T^{-1}\text{diag}(1, \ldots, 1, e^{j\phi_{r+1}(A)}, \ldots, e^{j\phi_n(A)})T^{-*},$$

which is positive-imaginary since $A$ is positive-imaginary. This implies that

$$\Phi(\phi(\hat{E}^{-1}A\hat{E}^{-1})) = \Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A)),$$

and hence that

$$\min_{\hat{E}} \{ \Phi(\phi(E^{-1}AE^{-1})) | \ E^{-1}AE^{-1} \in C[0, \pi), \ E \text{ is sectorial, } \text{prank}(E) \leq r \} \leq \Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A))$$

since $\hat{E}$ is a feasible point to the minimization problem. Therefore, it suffices to show that for all feasible $E$, it holds that

$$\Phi(\phi(E^{-1}AE^{-1})) \geq \Phi(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A)).$$

(A.3)

Furthermore, by [2, Thm. 3.7] we obtain that showing (A.3) is equivalently to showing that

$$\psi_m(E^{-1}AE^{-1}) \geq \Phi_m(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A)) = \sum_{k=r+1}^{\min\{n, r+m\}} \phi_k(A),$$

(A.4)

for $m = 1, 2, \ldots, n$.

To this end, let $E \in \mathbb{C}^{n \times n}$ be an arbitrary sectorial matrix such that $E^{-1}AE^{-1}$ is positive-imaginary and $\text{prank}(E) \leq r$. The sectorial decomposition yields that

$$E = S^*LS,$$
where \( S \) is nonsingular, \( L = \text{diag}(L_0, I) \), and \( L_0 = \text{diag}(e^{j\phi_1(E)}, e^{j\phi_2(E)}, \ldots, e^{j\phi_r(E)}) \). Let \( W = TS^{-1} \), and partition \( D \) and \( W \) conformably with \( L \) as

\[
D = \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix} \quad \text{and} \quad W = \begin{bmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{bmatrix},
\]

respectively. For \( k \in [1, n-r] \), we have

\[
\phi_k(E^{-1}AE^{-1}) = \phi_k(S^{-1}L^{-1}W^*DLW^{-1}S) = \phi_k(L^{-1}W^*DWL^{-1}) \\
= \phi_k \left( \begin{bmatrix} * & W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22} \\ * & \end{bmatrix} \right) \\
\geq \phi_k(W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22}),
\]

where the inequality follows from the interlacing property of the compressed sectorial matrix; see [7, Sec. 4] for details.

Since \( W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22} \) is a compression of the sectorial matrix \( L^{-1}W^*DWL^{-1} \), it is sectorial as well. If either \( W_{12} \in \mathbb{C}^{r \times (n-r)} \) or \( W_{22} \in \mathbb{C}^{(n-r) \times (n-r)} \) is not full rank, we can perturb them slightly to make them full rank. Since the phases of a sectorial matrix are continuous on its elements, the variation of the phases of \( W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22} \) due to the perturbations can be made arbitrarily small. Therefore, without loss of generality, we may assume both \( W_{12} \) and \( W_{22} \) are full rank, and hence the square matrix \( W_{22}^*D_2W_{22} \) is nonsingular.

Now, we first consider the case when \( r < n-r \). To this end, let

\[
\tilde{D}_1 := \begin{bmatrix} D_1 \\ e^{j\phi(D_1)}I \end{bmatrix} \in \mathbb{C}^{(n-r) \times (n-r)} \quad \text{and} \quad \tilde{W}_{12} := \begin{bmatrix} W_{12} \\ \Delta \end{bmatrix} \in \mathbb{C}^{(n-r) \times (n-r)},
\]

where \( \Delta \) is such that \( \tilde{W}_{12} \) is nonsingular; such an extension is always possible since \( W_{12} \) is nonsingular. Moreover, clearly \( \tilde{W}_{12}^*\tilde{D}_1\tilde{W}_{12} \) is nonsingular. Now, by the fact that \( W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22} \) is sectorial, we know that

\[
\tilde{W}_{12}^*\tilde{D}_1\tilde{W}_{12} + W_{22}^*D_2W_{22} = W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22} + e^{j\phi(D_1)}\Delta^*\Delta
\]

is sectorial as long as \( \|\Delta\| \) is sufficiently small. As a result, it holds that

\[
\psi_m(W_{12}^*D_1W_{12} + W_{22}^*D_2W_{22}) \geq \psi_m(\tilde{W}_{12}^*\tilde{D}_1\tilde{W}_{12} + W_{22}^*D_2W_{22}) - \epsilon_\Delta,
\]

where \( \epsilon_\Delta > 0 \) can be chosen to be arbitrarily small by bounding \( \Delta \) properly. Next, consider the case \( r \geq n-r \), in which case \( W_{12} \) is a square matrix \( (r = n-r) \) or tall matrix \( (r > n-r) \). In any case, letting \( W_{12} = W_{12} \) and \( \tilde{D}_1 = D_1 \), the matrix \( \tilde{W}_{12}^*\tilde{D}_1\tilde{W}_{12} \) is nonsingular as well. As a result, for all \( r \in [0, n] \), both \( W_{12}^*D_1W_{12} \) and \( W_{22}^*D_2W_{22} \) are sectorial with phases in \( [\phi(A), \tilde{\phi}(A)] \subset [\theta, \theta + \pi] \).

Finally, to show that (A.4) holds for \( m = 1, \ldots, n \), we again split it into two cases. First, for any \( m \in [1, n-r] \), noting that

\[
\phi(W_{12}^*D_1W_{12}) \geq \phi(\tilde{D}_1) = \phi(D_1) = \phi_r(A) \geq \phi_{r+1}(A) = \phi(D_2) = \psi(W_{22}^*D_2W_{22})
\]
and by Lemma 2 we have

\[ \psi_m(E^{-1}AE^{-1}) \geq \psi_m(W_{12}^{*}D_1W_{12} + W_{22}^{*}D_2W_{22}) \geq \psi_m(\hat{W}_{12}^{*}\hat{D}_1\hat{W}_{12} + \hat{W}_{22}^{*}\hat{D}_2\hat{W}_{22}) - \epsilon_\Delta \]

\[ \geq \psi_m(W_{22}^{*}D_2W_{22}) - \epsilon_\Delta = \sum_{k=r+1}^{r+m} \phi_k(A) - \epsilon_\Delta. \]

Since \( \epsilon_\Delta \) is independent of \( \phi_k(A), k = 1, 2, \ldots, n \), and can be made arbitrarily small, we have

\[ \psi_m(E^{-1}AE^{-1}) \geq \sum_{k=r+1}^{r+m} \phi_k(A). \]  \hspace{1cm} (A.6)

Next, for all \( m \in (n - r, n] \), noting that \( E^{-1}AE^{-1} \) is positive-imaginary and hence has nonnegative phases, we obtain that \( \psi_m(E^{-1}AE^{-1}) \geq \psi_{n-r}(E^{-1}AE^{-1}) \). By using (A.6), we therefore have

\[ \psi_m(E^{-1}AE^{-1}) \geq \psi_{n-r}(E^{-1}AE^{-1}) \geq \sum_{k=r+1}^{n} \phi_k(A). \]  \hspace{1cm} (A.7)

On the other hand, it is straightforward to verify that

\[ \Phi_m(0, \ldots, 0, \phi_{r+1}(A), \ldots, \phi_n(A)) = \sum_{k=r+1}^{\min\{n, r+m\}} \phi_k(A). \]  \hspace{1cm} (A.8)

The combination of (A.6), (A.7) and (A.8) shows (A.4), which completes the proof. \(\Box\)

**Appendix B. Proof of Theorem 3**

For the proof of Theorem 3 we need the concept of *majorization*. To this end, for \( a \in \mathbb{R}^n \) by \( a^\downarrow \) we denote the vector obtained by sorting \( a \) in a nonincreasing order, i.e., \( a^\downarrow = [a^\downarrow_{k} / n = [a_{\alpha(k)}]_{k=1}^n \) where \( \alpha \) is a permutation on \( \{1, \ldots, n\} \) such that \( a^\downarrow_1 \geq a^\downarrow_2 \geq \ldots \geq a^\downarrow_n \). For two vectors \( a, b \in \mathbb{R}^n \), we write \( a \prec_w b \) if \( \sum_{k=1}^{\ell} a^\uparrow_{k} \leq \sum_{k=1}^{\ell} b^\downarrow_{k} \) for \( \ell = 1, \ldots, n \); in this case we say that \( a \) is weakly submajorized by \( b \) [25, p. 12]. In fact, \( \prec_w \) is a preordering on \( \mathbb{R}^n \), and on the equivalence classes defined by identifying “\( a = b \)” if and only if \( a^\downarrow = b^\downarrow \) (i.e., if and only if \( a \prec_w b \) and \( b \prec_w a \)), it is a partial ordering [25, p. 19].

With \( \varphi(\cdot) \) we denote the angle of the eigenvalues of a matrix, i.e., \( \varphi(\cdot) := \angle(\cdot) \). In particular, note that for a unitary sectorial matrix \( U \) we have that \( \varphi(U) = \phi(U) \).

**Proof of Theorem 3** If \( A \) has phase rank \( \text{prank}(A) \leq r \), then the infimum is 0 and obtained at \( \hat{A}_r = A_r \). Without loss of generality, in the remaining we will therefore assume that \( \text{prank}(A) > r \). To this end, let \( A = PUP \) and \( A_r = P_rU_rP_r \) be the corresponding symmetric polar decompositions, and note that the phases of \( A \) and \( A_r \) depend only on the phases of
and $U_r$, respectively. Using the explicit form of the geodesic distance \cite{11}, problem (12) can be rewritten as

\[
\inf_{P_r \in P_r} \sqrt{\log(P^{-1}P_r^{-1})\Phi_1 + \log(U^*U_r)\Phi_2}
\]

subject to $\text{prank}(U_r) \leq r$,

\[
\text{B.1a}
\]

which separates in the two variables $P_r$ and $U_r$. Moreover, the global minimum over $P_r$ is attained for $\hat{P}_r = P$, which means that we are left with the problem to minimize $\log(U^{-1}U_r)\Phi_2$ over all $U_r \in U_n^a$ such that $\text{prank}(U_r) \leq r$. Using the same arguments as in the proof of \cite[Thm. 4.4]{18}, we therefore have that an equivalent problem to (12) is

\[
\inf_{U_r \in U_n^a} \Phi_2(\varphi(U^{-1}U_r))
\]

subject to $\text{prank}(U_r) \leq r$.

\[
\text{B.2a}
\]

To show that the optimal solution to (B.2) is $\hat{U}_r$ for all symmetric gauge functions $\Phi_2$, we equivalently show that $|\varphi(U^{-1}\hat{U}_r)| \prec_w |\varphi(U^{-1}U_r)|$ for all $U_r \in U_n^a$ with $\text{prank}(U_r) \leq r$ \cite[Thm. 4]{28}; see also, e.g., \cite[Thm. 1]{12}, \cite[Sec. 3.5]{27}, \cite[Prop. 4.B.6]{25}. To prove the latter, we note that by \cite[Thm. 2]{28} we have that $||\varphi(U^{-1})|^4 - |\varphi(U_r)||^4| \prec_w |\varphi(U^{-1}U_r)|^4$. Moreover, it is easily verified that $||\varphi(U^{-1})| - |\varphi(U_r)||^4| = |\varphi(U^{-1}U_r)|^4$. Therefore, if we can show that $\hat{U}_r$ is a minimum of

\[
\min_{\varphi} ||\varphi(U)|^4 - |\varphi(U_r)||^4|
\]

subject to $U_r \in U_n^a$, $\text{prank}(U_r) \leq r$,

\[
\text{B.2b}
\]

where $\min_{\prec_w}$ is minimizing with respect to the preordering $\prec_w$, then for all $U_r \in U_n^a$ with $\text{prank}(U_r) \leq r$ we have that

\[
|\varphi(U^{-1}\hat{U}_r)|^4 = ||\varphi(U^{-1})|^4 - |\varphi(U_r)||^4| \prec_w ||\varphi(U)|^4 - |\varphi(U_r)||^4| \prec_w |\varphi(U^{-1}U_r)|^4.
\]

Moreover, by the transitivity of preorders, we obtain that $|\varphi(U^{-1}\hat{U}_r)| \prec_w |\varphi(U^{-1}U_r)|$, which is the desired inequality that would prove the theorem. To this end, let

\[ \mathcal{D}_r := \{ x \in \mathbb{R}^n \mid x_1 \geq x_2 \geq \ldots \geq x_n, \ 0 \leq x_k < \pi/2, \ \text{and at most} \ r \ \text{of the} \ x_k\text{s are nonzero} \}, \]

and note that for all $x \in \mathcal{D}_r$ there is at least one $U_r \in U_n^a$ with $\text{prank}(U_r) \leq r$ such that $|\varphi(U_r)|^4 = |\varphi(U)|^4 = x$. We can therefore equivalently consider $\min_{\prec_w} ||\varphi(U^{-1})|^4 - x|$ subject to $x \in \mathcal{D}_r$. For the latter problem, a minimizer is given by making the first $r$ components of $|\varphi(U^{-1})|^4 - x$ equal to zero, i.e., by taking $x_k = |\hat{\varphi}_k(U)|$ for $k = 1, \ldots, r$ and $x_k = 0$ for $k = r + 1, \ldots, n$. This means that $x = |\hat{\varphi}(U)|^4$ is a minimizer, and hence proves the theorem.
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