CUSPIDAL REPRESENTATIONS OF RATIONAL CHEREDNIK ALGEBRAS AT \( t = 0 \)

GWYN BELLAMY

Abstract. We study those finite dimensional quotients of the rational Cherednik algebra at \( t = 0 \) that are supported at a point of the centre. It is shown that each such quotient is Morita equivalent to a certain “cuspidal” quotient of a rational Cherednik algebra associated to a parabolic subgroup of \( W \).

1. Introduction

1.1. Let \( W \) be a finite complex reflection group. Associated to \( W \) is a family of noncommutative algebras, the rational Cherednik algebras. These algebras \( H_{t,c}(W) \) depend on a pair of parameters, \( t \) and \( c \) (precise definitions are given in (2.1)). At \( t = 0 \) the algebras are finite modules over their centres. The aim of this paper is to continue the study of finite dimensional quotients of the rational Cherednik algebra at \( t = 0 \). Using certain completions of the centre of the rational Cherednik algebra we are able to relate the symplectic leaves of the corresponding generalized Calogero-Moser space \( X_c(W) \) to zero dimensional leaves in the generalized Calogero-Moser space of a parabolic subgroup of \( W \). As a consequence of this we are able to relate the finite dimensional quotients supported on a point of a given leaf to finite dimensional algebras supported on a zero dimensional leaf associated to the parabolic subgroup of \( W \). To be precise, let \( \mathcal{L} \) be a symplectic leaf in \( X_c(W) \) of dimension \( 2l \) and \( \chi \) a point on \( \mathcal{L} \). If \( m_\chi \) is the maximal ideal of the centre of the rational Cherednik algebra defining \( \chi \) then set \( H_{c,\chi} := H_{0,c}(W)/m_\chi \cdot H_{0,c}(W) \), a finite dimensional algebra.

Our main results says:

Theorem. There exists a parabolic subgroup \( W_b, b \in \mathfrak{h} \), of \( W \) of rank \( \dim \mathfrak{h} - l \) and cuspidal algebra \( H_{c',\psi} \) with \( \psi \in X_{c'}(W_b) \) such that

\[
H_{c,\chi} \simeq \text{Mat}_{\left| W/W_b \right|} (H_{c',\psi}).
\]

Here cuspidal means that the point \( \psi \) defines a zero dimensional leaf \( \{ \psi \} \) in \( X_{c'}(W_b) \). A consequence of this result is that

Corollary. There exists a functor

\[
\Phi_{\psi,\chi} : H_{c',\psi}\text{-mod} \xrightarrow{\sim} H_{c,\chi}\text{-mod}
\]

defining an equivalence of categories such that

\[
\Phi_{\psi,\chi}(M) \simeq \text{Ind}_{W_b}^W M \quad \forall M \in H_{c',\psi}\text{-mod}
\]

as \( W \)-modules.
Since there are only finitely many zero dimensional leaves in $X_c(W)$ the above result shows that to describe the $W$-module structure of all the simple modules for a particular rational Cherednik algebra one only needs to describe the $W_t$-module structure of the cuspidal simple modules for each parabolic subgroup $W_h$ of $W$.

2. The rational Cherednik algebra at $t = 0$

2.1. Definitions and notation. Let $W$ be a complex reflection group, $\mathfrak{h}$ its reflection representation over $\mathbb{C}$ with rank $\mathfrak{h} = n$, and $S(W)$ the set of all complex reflections in $W$. Let $(\cdot, \cdot) : \mathfrak{h} \times \mathfrak{h}^* \to \mathbb{C}$ be the natural pairing defined by $(y, x) = x(y)$. For $s \in S(W)$, fix $\alpha_s \in \mathfrak{h}$ to be a basis of the one dimensional space $\text{Im}((s - 1)|_{\mathfrak{h}}^*\mathfrak{h}^*\mathfrak{h}^*$, and $\alpha_s^\vee \in \mathfrak{h}$ a basis of the one dimensional space $\text{Im}((s - 1)|_{\mathfrak{h}}$, normalised so that $\alpha_s(\alpha_s^\vee) = 2$. Choose $c : S(W) \to \mathbb{C}$ to be a $W$-equivariant function and $t$ a complex number. The rational Cherednik algebra, $H_{t,c}(W)$, as introduced by Etingof and Ginzburg [EG, page 250], is the quotient of the skew group algebra of the tensor algebra, $T(\mathfrak{h} \oplus \mathfrak{h}^*) \rtimes W$, by the ideal generated by the relations

$$[x_1, x_2] = 0, \quad [y_1, y_2] = 0, \quad [x_1, y_1] = t(y_1, x_1) - \sum_{s \in S} c(s)(y_1, \alpha_s)(\alpha_s^\vee, x_1)s,$$

for all $x_1, x_2 \in \mathfrak{h}^*$ and $y_1, y_2 \in \mathfrak{h}$.

For any $\nu \in \mathbb{C}\setminus\{0\}$, the algebras $H_{t,\nu c}(W)$ and $H_{t,c}(W)$ are isomorphic. In this article we will only consider the case $t = 0$, therefore we are free to rescale $c$ by $\nu$ whenever this is convenient.

A fundamental result for rational Cherednik algebras, proved by Etingof and Ginzburg [EG, Theorem 1.3], is that the PBW property holds for all $t, c$. That is, there is a vector space isomorphism

$$H_{t,c}(W) \cong \mathbb{C}[\mathfrak{h}] \otimes \mathbb{C}W \otimes \mathbb{C}[\mathfrak{h}^*].$$

2.2. The generalized Calogero-Moser Space. The centre $Z_c(W)$ of $H_{0,c}(W, \mathfrak{h})$ is an affine domain. We shall denote by $X_c(W) := \text{Spec}(Z_c(W))$ the corresponding affine variety. The space $X_c(W, \mathfrak{h})$ is called the generalized Calogero-Moser space associated to the complex reflection group $W$ at parameter $c$. The inclusions $\mathbb{C}[\mathfrak{h}]^W \hookrightarrow Z_c(W)$ and $\mathbb{C}[\mathfrak{h}^*]^W \hookrightarrow Z_c(W)$ define surjective morphisms

$$\pi_1 : X_c(W) \twoheadrightarrow \mathfrak{h}^*/W \quad \text{and} \quad \pi_2 : X_c(W) \twoheadrightarrow \mathfrak{h}/W.$$

We write

$$\Upsilon : X_c(W, \mathfrak{h}) \to \mathfrak{h}^*/W \times \mathfrak{h}/W$$

for the product morphism $\Upsilon = \pi_1 \times \pi_2$. It is a finite, and hence closed, surjective morphism.

2.3. Parabolic subgroups. Let $W'$ be a subgroup of $W$. It is called a parabolic subgroup if there is a set $S \subseteq \mathfrak{h}$ such that $W' = \text{Stab}_W(S)$. Since $W$ acts linearly on $\mathfrak{h}$ every parabolic subgroup is the stablizer of some linear subspace of $\mathfrak{h}$. By a theorem of Steinberg [S, Theorem 1.5], a parabolic subgroup is itself a complex reflection group. Note that, in general, there exist subgroups of $W$ that are themselves complex
reflection groups but are not parabolic subgroups e.g. \( \mathbb{Z}/2\mathbb{Z} \subset \mathbb{Z}/4\mathbb{Z} \). The result [Hum] Proposition 1.10 shows that this behaviour does not happen in Weyl groups. We write 
\[(h^*W')^\perp := \{ y \in h \mid x(y) = 0 \text{ for all } x \in h^*W' \} .\]
Then \( h = h^W \oplus (h^*W')^\perp \) is a decomposition of \( h \) as a \( W' \)-module. Define the rank of a complex reflection group \( W' \) to be the dimension of a faithful reflection representation of \( W' \) of minimal rank. Note that \( (h^*W')^\perp \) is a faithful reflection representation of \( W' \) of minimal rank hence the rank of \( W' \) is \( \dim(h^*W')^\perp \).

When \( W \) is a real reflection group this definition of rank agrees, by [Hum] Theorem 1.12, with the alternative definition of rank in terms of root systems ([Hum, 1.3]). The group \( W \) acts on its set of parabolic subgroups by conjugation. Given a parabolic subgroup \( W' \) the corresponding conjugacy class will be denoted \( (W') \). We also require the partial ordering on conjugacy classes of parabolic subgroups of \( W \) defined by \( (W_1) \geq (W_2) \) if and only if \( W_1 \) is conjugate to a subgroup of \( W_2 \) (the ordering is choosen in this way so that it agrees with a geometric ordering to be introduced in Section 3). Finally, for a given parabolic subgroup \( W' \) of \( W \), we denote by \( h^W_{\text{reg}} \) the subset of \( h^W \) consisting of those points whose stabiliser is \( W' \): it is a locally closed subset of \( h \).

3. Complete Poisson algebras

3.1. In this section we state and prove certain results on completed Poisson algebras that are required but that the author was unable to find suitable references for.

3.2. Poisson Ideals. Throughout \( R \) will denote a commutative, affine domain over a field \( k \). If \( I \) is a proper ideal of \( R \) then Krull’s Intersection Theorem ([E, Corollary 5.4]) says that
\[
\bigcap_{n=1}^\infty I^n = 0 .
\]
Therefore, if \( \hat{R}_I \) denotes the completion of \( R \) along \( I \), the natural map \( j : R \to \hat{R}_I \) is an inclusion. The Krull dimension of \( R \) will be written \( \text{Kl.dim } R \).

**Lemma.** For \( R, I \) as above,
\[
\text{Kl.dim } R = \text{Kl.dim } \hat{R}_I .
\]

**Proof.** Let \( n \) be a maximal ideal of \( \hat{R}_I \), then [GS Corollary 2.19] shows that \( n \mapsto n \cap R \) defines a bijection between the maximal ideals of \( \hat{R}_I \) and the maximal ideals of \( R \) containing \( I \). Moreover, the proof of [GS Theorem 7.5] says that \( \text{ht}(n) = \text{ht}(n \cap R) \). Therefore \( \text{Kl.dim } \hat{R}_I = \sup\{\text{ht}(m)\} \), where \( m \) ranges over all maximal ideals of \( R \) that contain \( I \). Since \( R \) is an affine domain over \( k \), [E Theorem A]) says that \( \text{ht}(m) = \text{Kl.dim } R \) for all maximal ideals of \( R \), hence \( \text{Kl.dim } R = \text{Kl.dim } \hat{R}_I . \)

3.3. It will be particularly important for us later to understand what happens to prime ideals when passing to completions.

**Lemma.** Choose a prime ideal \( P \triangleleft R \) such that \( P \otimes_R \hat{R}_I \neq \hat{R}_I \) and \( Q \) a prime ideal of \( \hat{R}_I \). Then

1. For each prime \( Q' \) minimal over \( P \otimes_R \hat{R}_I \), \( \text{ht}(Q') = \text{ht}(P) \) and \( Q' \cap R = P \).
(2) $Q \cap R$ is a prime ideal and $ht(Q) = ht(Q \cap R)$.

(3) If $I \subseteq P$ then $P \otimes_R \hat{R}_I$ is prime in $\hat{R}_I$.

Proof. Clearly $Q \cap R$ is a prime ideal. By [E, Theorem 7.2], $\hat{R}_I$ is a flat extension of $R$ therefore [E, Lemma 10.11] shows that (Going down) holds. Now let $Q'$ be a prime minimal over $P \otimes_R \hat{R}_I$. If $Q' \cap R \neq P$ then by (Going down) there exists a prime $Q_0 \subseteq Q'$ such that $Q_0 \cap R = P \subseteq Q' \cap R$. But then $P \otimes_R \hat{R}_I \subseteq Q_0$, contradicting the minimality of $Q'$. Fix a maximal chain of primes $P_0 \supset P_1 \supset \cdots \supset P_n = 0$ such that $P_i = Q \cap R$ and $I \subseteq P_0$. By [E, Theorem A, page 286], $R$ is universally caternary hence $n = \text{Kl.dim} R$. The result [GS, Corollary 2.19] says that there is a unique maximal ideal $n =: Q_0$ of $\hat{R}_I$ such that $n \cap R = P_0$. The proof of Lemma 3.2 shows that $\text{Kl.dim} R = \text{ht}(m) = \text{ht}(n) = \text{Kl.dim} \hat{R}_I$. Applying (Going down) to $P_0 \supset P_1$ shows that there exists a prime $Q_1$ such that $Q_1 \cap R = P_1$ and $Q_1 \subseteq Q_0$. Clearly $\text{ht}(P_1) \geq \text{ht}(Q_1)$. By repeating this argument we get a chain of primes $Q_0 \supset Q_1 \supset \cdots \supset Q_n$ such that $Q_i \cap R = P_i$ and $\text{ht}(P_i) \geq \text{ht}(Q_i)$. But Lemma 3.2 implies that we must have $\text{ht}(Q_i) = \text{ht}(P_i)$. In particular, $\text{ht}(Q) = \text{ht}(Q \cap R)$. This completes the proof of (1) and (2).

By [E, Theorem 7.2], $\hat{P} := P \otimes_R \hat{R}_I = \lim_{\infty \leftarrow n} P/I^n$ (note that $I \subseteq P$ implies $\hat{P} \neq \hat{R}_I$). Let us show that $\hat{P}$ is prime. If not then there exist $a, b \in \hat{R}_I \backslash \hat{P}$ such that $a \cdot b \in \hat{P}$. Therefore there exists some $N > 0$ such that $a \cdot b \in (R/I^N) \backslash (P/I^N)$ with $a \cdot b \in P/I^N$. But this is a contradiction since $P/I^N$ is prime. □

3.4. If $S_1$ and $S_2$ are $k$-algebras, complete with respect to the ideals $I_1$ and $I_2$ respectively then the completed tensor product is defined to be

$$S_1 \widehat{\otimes} S_2 := \lim_{\infty \leftarrow n} (S_1 \otimes S_2)/J^n,$$

where $J := I_1 \otimes S_2 + S_1 \otimes I_2$.

Lemma. Let $P$ be a prime ideal of $\hat{R}_I$ and $Q$ the ideal generated by $P$ in $\hat{R}_I \widehat{\otimes} k[[x]]$. Then $Q$ is prime.

Proof. Since $\hat{R}_I$ is Noetherian, the ideal $P$ is finitely generated. By [E, Theorem 7.2],

$$Q = \lim_{\infty \leftarrow n} P \otimes k[[x]]/J^n = (P \otimes k[[x]]) \widehat{\otimes} \hat{R}_I \widehat{\otimes} k[[x]] = \{ \sum_{i \geq 0} p_i x^i | p_i \in P \},$$

is a finitely generated ideal in $\hat{R}_I \widehat{\otimes} k[[x]]$, where $J = I \otimes k[[x]] + R \otimes (x)$. Now choose $a = \sum_{i \geq 0} a_i x^i, b = \sum_{j \geq 0} b_j x^j \in \hat{R}_I \widehat{\otimes} k[[x]]$ such that $a \cdot b \in Q$. If $a, b \notin Q$ then we can choose $r, s \in \mathbb{N}$ to be minimal with respect to the properties $a_r, b_s \notin Q$. Then the fact that the coefficient of $x^{r+s}$ in the expansion of $a \cdot b$ lies in $P$ is a contradiction. □

3.5. For the reminder of this section we make the additional assumptions that $R$ is a Poisson algebra with bracket $\{ \cdot, \cdot \}$ and that $k = \mathbb{C}$. An ideal $I$ of $R$ is said to be a Poisson ideal if $\{ I, R \} \subseteq I$. A prime ideal that is Poisson is simply called a Poisson prime.

Lemma. Let $R$, $I$ be as above. We do not assume that $I$ is a Poisson ideal.

(1) $\hat{R}_I$ is a Poisson algebra.

(2) If $Q$ is a Poisson prime of $\hat{R}_I$ then $Q \cap R$ is a Poisson prime ideal.
(3) If $J$ is a Poisson ideal such that $J \otimes_R \hat{R}_I \neq \hat{R}_I$ then $J \otimes_R \hat{R}_I$ is a Poisson ideal and any prime minimal over $J \otimes_R \hat{R}_I$ is Poisson.

Proof. Each element of $\hat{R}_I$ has the form $(f_i)_{i \in \mathbb{N}}$, where $f_i \in R/I^i$ and $f_j \equiv f_i \mod I^i$ for all $j > i$. The Poisson structure on $\hat{R}_I$, (denoted $\langle \cdot, \cdot \rangle$) is defined as $\langle f, g \rangle_i := \{ f_{i+1}, g_{i+1} \} + I^i$ (alternatively one can simply note that, for fixed $f \in R$, $\{ f, - \}$ is a derivation of $R$ and thus continuous in the $I$-adic topology). Denote by $\iota : R \hookrightarrow \hat{R}_I$ the inclusion map. Let $f, g \in R$, then $\langle \iota(f), \iota(g) \rangle_i = \{ f + I^{i+1}, g + I^{i+1} \} = \{ f, g \} + I^i$. Therefore $\langle \iota(f), \iota(g) \rangle = \iota(\{ f, g \})$ and (2) follows from this.

To show that $J \otimes_R \hat{R}_I$ is a Poisson ideal, choose $(f_i)_{i \in \mathbb{N}} \in J \otimes_R \hat{R}_I$ and $(g_i)_{i \in \mathbb{N}} \in \hat{R}_I$. Then, for each $i$ in $\mathbb{N}$, there exists $p_i \in J$ such that $p_i \equiv f_i \mod I^i$ and $\langle (f_i), (g_i) \rangle_i = \{ f_{i+1}, g_{i+1} \} + I^i = \{ p_{i+1}, g_{i+1} \} + I^i \in (J + I^i)/I^i$. Hence $\langle J \otimes_R \hat{R}_I, \hat{R}_I \rangle \subset J \otimes_R \hat{R}_I$. Noting that $k = \mathbb{C}$, [D] Lemma 3.3.3] says that the primes minimal over $J \otimes_R \hat{R}_I$ are Poisson.

3.6. Following [BG, Section 3.2], we define the **Poisson core** of an ideal $J$ of $R$ to be the largest Poisson ideal of $R$ contained in $J$ and denoted it $C(J)$. It exists because the sum of two Poisson ideals is again a Poisson ideal. If $J$ is prime then $C(J)$ is also prime and when $m$ is maximal, $C(m)$ is said to be **Poisson primitive**. We say that $m$ is maximal and Poisson if it is a maximal ideal of $R$ that is Poisson. Clearly, every maximal and Poisson ideal is Poisson primitive.

**Lemma.** Let $R$ and $I$ be as above and choose $m$ a maximal ideal of $R$ containing $I$. Then every prime minimal over $C(m) \otimes_R \hat{R}_I$ is Poisson and the Poisson core of $m \otimes_R \hat{R}_I$ is one of these minimal primes. Conversely, if $J$ is a Poisson primitive ideal in $\hat{R}_I$ then $J \cap R$ is Poisson primitive.

**Proof.** By [GS, Corollary 2.19], $I \subset m$ implies that $\hat{R}_I \neq m \otimes_R \hat{R}_I$ is a maximal ideal of $\hat{R}_I$. Therefore $C(m) \otimes_R \hat{R}_I$ is also a proper ideal of $\hat{R}_I$, which is Poisson by Lemma 3.5. Let $P$ be a prime minimal over $C(m) \otimes_R \hat{R}_I$. Again by Lemma 3.5 it is Poisson. Since [GS, Corollary 2.19] says that there is a bijection between maximal ideals of $\hat{R}_I$ and maximal ideals of $R$ containing $I$ it suffices to consider the case $P \subseteq m \otimes_R \hat{R}_I$. If $C(m) = m$ then the result is trivial therefore, without loss of generality, $C(m) \subset m$. Assume that $P$ is not the Poisson core of $m \otimes_R \hat{R}_I$, so that $P \subset Q = C(m \otimes_R \hat{R}_I) \subset m \otimes_R \hat{R}_I$. By Lemma 3.5, $C(m) = R \cap P \subset Q \cap R \subset m \otimes_R \hat{R}_I \cap R = m$, and Lemma 3.5 says that $Q \cap R$ is a Poisson prime. Therefore $Q \cap R = C(m)$ by maximality. But Lemma 3.3 says that

$$\text{ht } C(m) = \text{ht } (P) < \text{ht } (Q) = \text{ht } (Q \cap R).$$

This contradiction shows that $P$ is Poisson primitive. The same argument also implies the converse statement.

3.7. Now let $A$ be a $\mathbb{C}$-algebra, $t$ a central non-zero divisor and $\rho : A \rightarrow A := A/t \cdot A$ the quotient map. Assume that there exists an affine central subalgebra $Z$ of $A$ such that $A$ is a finite module over $Z$. Let \{ $z_i : i \in I$ \} be a $\mathbb{C}$-basis for $Z$ and choose a lift $\hat{z}_i$ of $z_i$ in $A$ for every $i \in I$. As noted in [BG, (2.2)], the rule

$$\{ z_i, z_j \} = \rho([\hat{z}_i, \hat{z}_j]/t)$$

(3)
extends by linearity to a Poisson bracket on $Z$. The bracket is independent of the choice of lifts $\hat{z}_i$. If $a \in A$ and we choose a lift $\hat{a}$ of $a$ in $A$ then equation (3) defines an action of $Z$ on $A_i$; $z_i : a := \rho([\hat{z}_i, \hat{a}]/t)$, making $A$ into a Poisson module for $Z$.

3.8. For $i = 1, 2$ we choose $A_i$ to be a $C$-algebra, $t_i \in A_i$ a central non-zero divisor and $\rho_i : A_i \to A_i := A_i/t_iA_i$. Assume that there exists a finite dimensional, abelian Lie subalgebra $n_i$ of $A_i$ such that the adjoint action of $n_i$ on $A_i$ is locally nilpotent. Denote by $U_{i,+}$ the associative subalgebra (without unit) in $A_i$ generated by $n_i$ and let $U_{i,+}^k$ be the $k^{th}$ power of $U_{i,+}$ ($k \in \mathbb{N}$). As noted in [Gin, (5.1)], for any $a \in A_i$ there exists $n \in Z$ (depending on $a$) such that

$$a \cdot U_{i,+}^k \subset U_{i,+}^{k+n} \cdot A_i \quad \forall k \gg 0. \tag{4}$$

We make the additional assumption that the image of $n_i$ under $\rho_i$ is contained in the centre $Z_i$ of $A_i$. The ideal generated in $Z_i$ by $\rho_i(n_i)$ will be denoted $I_i$. We assume that $Z_i$ is affine and $A_i$ a finite module over $Z_i$. Property (4) implies that the space

$$\hat{A}_i := \lim_{\to \infty A_i}/U_{i,+}^k \cdot A_i, \quad i = 1, 2$$

is an associative algebra that is complete with respect to the topology on $A_i$ defined by the set $\{U_{i,+}^k \cdot A_i\}_{k \geq 1}$ of fundamental neighborhoods of zero.

3.9. Finally, we assume that there exists an isomorphism

$$\theta : \hat{A}_1 \cong \hat{A}_2$$

such that $\theta(t_1) = t_2$ and $\theta(U_{1,+}^k \cdot \hat{A}_1) = U_{2,+}^k \cdot \hat{A}_2$ for all $k \geq 0$ (thus $\theta$ is a homeomorphism). We write $\hat{A}_i := \hat{A}_i/t_i \cdot \hat{A}_i$ and let $\hat{Z}_i$ be the completion of $Z_i$ with respect to the ideal $I_i$.

**Lemma.** Let $A_i$, $U_{i,+}$, $Z_i$ and $I_i$ be as above. Then

$$Z(\hat{A}_i) = \hat{Z}_i.$$ 

**Proof.** Since $Z_i$ is a Noetherian ring, $\hat{Z}_i$ is a flat $Z_i$-module and $\hat{A}_i = A_i \otimes_{Z_i} \hat{Z}_i$. We choose a generating set $a_1, \ldots, a_n$ of $A_i$ as a module over $Z_i$ and assume without loss of generality that $a_1 = 1$. The flatness of $\hat{Z}_i$ implies that the natural map $\hat{Z}_i \to \hat{A}_i$ is an embedding. Its image is central, therefore it suffices to show that $Z(\hat{A}_i) \subseteq \hat{Z}_i$. Let $h$ be central in $\hat{A}_i$. We prove by induction on $1 \leq l \leq n$ that there exist $h_j \in A_i$ and $z_j \in \hat{Z}_i$ such that $h = \sum_j h_j \otimes z_j$ and the $h_j$'s commute with every $a_i$, $t \leq l$. This is clear when $l = 1$. Therefore assume $l > 1$ and that there exist $h_j, z_j$ such that $h = \sum_j h_j \otimes z_j$ and the $h_j$'s commute with all $a_i$, $t < l$. Since $\sum_j [a_i, h_j] \otimes z_j = 0$, the flatness of $\hat{Z}_i$ implies that there exist $b_{jk} \in Z_i$ and $\hat{z}_k \in \hat{Z}_i$ such that

1. $\sum b_{jk} \hat{z}_k = z_j$ in $\hat{Z}_i$;
2. $\sum [a_i, h_j]b_{jk} = 0$ in $A_i$, i.e. $[a_i, \sum h_jb_{jk}] = 0$.

Therefore $h' := \sum h_jb_{jk}$ commutes with $a_1, \ldots, a_{l-1}, a_l$. However (1) also implies that $h = \sum_k h'_k \otimes z'_k$. Therefore induction implies that $h \in \hat{Z}_i$. \qed
Proposition. Assume that $Z_i$ is a direct summand of $A_i$ as a $Z_i$-module. The isomorphism $\theta$ induces a Poisson isomorphism

$$\theta : \hat{Z}_1 \sim \sim \hat{Z}_2$$

Proof. Since $\theta(t_1) = t_2$, $\theta$ defines an isomorphism $\hat{A}_1 \sim \sim \hat{A}_2$. This restricts to an isomorphism of the centres. By Lemma 3.9, $Z(\hat{A}_i) = \hat{Z}_i$, and $\theta$ induces an isomorphism $\hat{Z}_1 \sim \sim \hat{Z}_2$. Therefore we must show that $\theta$ is a Poisson morphism. Let $u, v \in \hat{Z}_1$, $u = (u_i)_{i \geq 0}$ and $v = (v_i)_{i \geq 0}$ where $u_i, v_i \in Z_1 / I_1^i$ and choose lifts of $u, v$ to $\hat{u}$ and $\hat{v}$ in $A_1$. The fact that $\theta$ induces an isomorphism $\hat{Z}_1 \sim \sim \hat{Z}_2$ together with the fact that $\theta \circ \rho_1 = \rho_2 \circ \theta$ (since $\theta(t_1) = t_2$) imply that $\theta(\hat{u})$ is a lift of $\theta(u)$. The assumption that $Z_i$ is a direct summand of $A_i$ as a $Z_i$-module implies that $Z_i \cap (\mathcal{U}_{i,+}^k \cdot A_i) = I_i^k$ and hence

$$Z_i / I_i^k \hookrightarrow A_i / \mathcal{U}_{i,+}^k \cdot A_i \quad \forall \ k \geq 0.$$ 

We recall the definition of the Poisson bracket on $\hat{Z}_i$ (combining Lemma 3.3 and equation (3)):

$$(\{u, v\})_i := \rho_1([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_1) \mod I_i^1.$$ 

Now

$$(\theta(\{u, v\}))_i = \theta(\rho_1([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_1) \mod I_i^1)$$

$$= \theta(\rho_1([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_1) \mod \mathcal{U}_{i,+}^1 \cdot A_1)$$

$$= \theta(\rho_1([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_1) \mod \mathcal{U}_{2,+}^1 \cdot A_2)$$

$$= \rho_2(\theta([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_2)) \mod \mathcal{U}_{2,+}^1 \cdot A_2$$

$$= \rho_2(\theta([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_2)) \mod \mathcal{U}_{2,+}^1 \cdot A_2$$

$$= \rho_2(\theta([\hat{u}_{i+1}, \hat{v}_{i+1}] / t_2)) \mod I_i^2$$

$$= (\{\theta(u), \theta(v)\})_i,$$

where in the second and sixth line we have used the fact that $Z_i / I_i^k \hookrightarrow A_i / \mathcal{U}_{i,+}^k \cdot A_i$, in the fourth line we use the fact that $\theta \circ \rho_1 = \rho_2 \circ \theta$ and in the final line we use the fact that $\theta(\hat{u})$ is a lift of $\theta(u)$ to $A_2$. 

4. Completions of the Generalised Calogero-Moser Space

4.1. In the remainder of the article we wish to consider rational Cherednik algebras associated to the same complex reflection group but with different reflection representations. Therefore, to avoid any ambiguities, we will write $H_c(W, h)$, $Z_c(W, h)$, $X_c(W, h)$ and so on to keep track of this additional information. We can consider the rational Cherednik algebra $H_{t,c}(W, h)$, where $t$ is a central indeterminate. It is a $\mathbb{C}[t]$-algebra and there is a canonical isomorphism

$$\rho : H_{t,c}(W, h) / t \cdot H_{t,c}(W, h) \sim \sim H_{0,c}(W, h).$$

Since the centre $Z_c(W, h)$ of $H_{0,c}(W, h)$ is an affine domain over which $H_{0,c}(W, h)$ is a finite module we are in the situation described in [37]. Hence $Z_c(W, h)$ is a Poisson algebra. If $X_c(W, h)$ is considered as a (non-smooth) complex analytic Poisson manifold then it is stratified by symplectic leaves, which are the maximal connected complex analytic submanifolds of $X_c(W, h)$ on which the bracket $\{-, -\}$ is nondegenerate. It was shown in [BG] Theorem 7.8] that the symplectic leaves of $X_c(W, h)$ are algebraic and there are only finitely
many. Here algebraic means that the closure of a leaf $\mathcal{L}$ is an irreducible algebraic subset of $X_c(W,\mathfrak{h})$ and $\mathcal{L}$ is a Zariski open subset of its closure. In particular, the closure of $\mathcal{L}$ is defined by a Poisson primitive ideal.

4.2. The polynomial ring $\mathbb{C}[\mathfrak{h}/W]$ is generated by the vector space of linear functionals $(\mathfrak{h}/W)^*$. Let $b \in \mathfrak{h}$ and $\lambda \in (\mathfrak{h}/W)^*$. We can evaluate $\lambda$ on the orbit $W \cdot b$, $b \mapsto \lambda(b)$. Let $m(b) := \{\lambda - \lambda(b) \mid \lambda \in (\mathfrak{h}/W)^*\}$. The ideal generated by $m(b)$ in $\mathbb{C}[\mathfrak{h}/W]$ is the maximal ideal corresponding to the orbit $W \cdot b \in \mathfrak{h}/W$. Similarly, if $W_b$ is the stabilizer of $b$ in $W$, let $n(q) := \{\lambda - \lambda(q) \mid \lambda \in (\mathfrak{h}/W_b)^*\}$ for each $q \in \mathfrak{h}$. As noted in [Gin] Section 6, we are in the setup of (3.8) if we take $A_1 = H_{t,c}(W,\mathfrak{h})$, $n_1 = m(b)$, $A_2' = H_{t,c'}(W_b,\mathfrak{h})$ and $n_2' = n(0)$. Thus we get complete, associative algebras

$$\tilde{H}_{t,c}(W,\mathfrak{h})_b := \lim_{k \to \infty} H_{t,c}(W,\mathfrak{h})/m(b)^k \cdot H_{t,c}(W,\mathfrak{h}),$$

$$\tilde{H}_{t,c'}(W_b,\mathfrak{h})_b := \lim_{k \to \infty} H_{t,c'}(W_b,\mathfrak{h})/n(0)^k \cdot H_{t,c'}(W_b,\mathfrak{h}).$$

To get $A_2$, $n_2$ and $\theta$ we need to introduce a certain centralizer algebra.

4.3. **Centralizer algebras.** We recall the centralizer construction described in [BE] 3.2. Let $A$ be a $\mathbb{C}$-algebra equipped with a homomorphism $H \rightarrow A^\times$, where $H$ is a finite group. Let $G$ be another finite group such that $H$ is a subgroup of $G$. The algebra $C(G,H,A)$ is defined to be the centralizer of $A$ in the right $A$-module $P := \text{Fun}_H(G,A)$ of $H$-invariant, $A$-valued functions on $G$. By making a choice of left coset representatives of $H$ in $G$, $C(G,H,A)$ is realized as the algebra of $|G/H|$ by $|G/H|$ matrices over $A$. Let $A_2 = C(W,W_b,\tilde{H}_{t,c'}(W_b,\mathfrak{h})_b)$ and $n_2 = C(W,W_b,n(0))$.

**Theorem** ([BE], Theorem 3.2). Let $b \in \mathfrak{h}$, and define $c'$ to be the restriction of $c$ to the set $S_b$ of reflections in $W_b$. Then one has an isomorphism of $\mathbb{C}[t]$-algebras

$$\theta : \tilde{H}_{t,c}(W,\mathfrak{h})_b \rightarrow C(W,W_b,\tilde{H}_{t,c'}(W_b,\mathfrak{h})_b),$$

defined by the following formulas. Suppose that $f \in \text{Fun}_{W_b}(W,\tilde{H}_{t,c'}(W_b,\mathfrak{h})_b)$. Then

$$(\theta(u)f)(w) = f(uw), u \in W;$$

for any $\alpha \in \mathfrak{h}^*$,

$$(\theta(x_\alpha)f)(w) = (x_\alpha^{(b)} + (w\alpha,b))f(w),$$

where $x_\alpha \in \mathfrak{h}^* \subset H_{t,c}(W,\mathfrak{h})$, $x_\alpha^{(b)} \in H_{t,c'}(W_b,\mathfrak{h})$; and for any $a \in \mathfrak{h}$,

$$(\theta(y_a)f)(w) = y_a^{(b)}f(w) + \sum_{s \in S : s \notin W_b} 2c_s \frac{\alpha_s(wa)}{1 - \lambda_s x_\alpha^{(b)} + \alpha_s(b)}(f(sw) - f(w)).$$

where $y_a \in H_{t,c}(W,\mathfrak{h})$ and $y_a^{(b)}$ the same vector considered now as an element of $H_{t,c'}(W_b,\mathfrak{h})$. 8
4.4. Choose homogeneous, algebraically independent generators \( F_1, \ldots, F_n \) of \( \mathbb{C}[\mathfrak{h}]^W \) and \( P_1, \ldots, P_n \) of \( \mathbb{C}[\mathfrak{h}]^W_{\mathfrak{h}} \).

**Lemma** (Lemma 3.1, [3]). For each \( b \in \mathfrak{h} \) the map \( \Psi : \mathbb{C}[[\mathfrak{h}/W_b]]_0 \rightarrow \mathbb{C}[[\mathfrak{h}/W_b]]_0 \) defined by

\[
P_i(x) \mapsto F_i(x + b) - F_i(b)
\]

is an automorphism.

**Proposition.** Let \( \theta : \bar{H}_{t,c}(W, \mathfrak{h})_b \rightarrow C(W, W_b, \bar{H}_{t,c}(W_b, \mathfrak{h})_0) \) be the isomorphism (5). Then

\[
\theta(m(b)^k \cdot H_{t,c}(W, \mathfrak{h})) = C(W, W_b, n(0)^k \cdot H_{t,c}(W_b, \mathfrak{h})) , \quad \forall k \geq 1.
\]

**Proof.** This is a modification of the proof of [3 Corollary 3.2], which is the above result in the special case \( k = 1 \). It is shown in the proof of loc. cit. that if \( g \in m(b)^k \subset \mathbb{C}[\mathfrak{h}]^W \), then \( g(x + b) \in n(0)^k \subset \mathbb{C}[\mathfrak{h}]^W \). This shows that \( \theta(g)f(w) \in n(0)^k \cdot \bar{H}_{t,c}(W_b)_0 \) and

\[
\theta(m(b)^k \cdot \bar{H}_{t,c}(W, \mathfrak{h})_b) \subseteq C(W, W_b, n(0)^k \cdot \bar{H}_{t,c}(W_b, \mathfrak{h})_0).
\]

The ideal \( m(b) \) in \( \mathbb{C}[\mathfrak{h}]^W \) is generated by \( F_1(x) - F_1(b), \ldots, F_n(x) - F_n(b) \) and we have \( \theta(F_i(x) - F_i(b))f(w) = (F_i(x + b) - F_i(b))f(w) \). The statement of Lemma 4.4 is equivalent to the fact that

\[
\{F_1(x + b) - F_1(b), \ldots, F_n(x + b) - F_n(b)\} \cdot \mathbb{C}[[\mathfrak{h}/W_b]]_0 = n(0) \cdot \mathbb{C}[[\mathfrak{h}/W_b]]_0.
\]

which in turn implies that

\[
\{F_1(x + b) - F_1(b), \ldots, F_n(x + b) - F_n(b)\}^k \cdot \mathbb{C}[[\mathfrak{h}/W_b]]_0 = n(0)^k \cdot \mathbb{C}[[\mathfrak{h}/W_b]]_0.
\]

This, together with (6), implies that

\[
\theta(m(b)^k \cdot \bar{H}_{t,c}(W, \mathfrak{h})_b) = C(W, W_b, n(0)^k \cdot \bar{H}_{t,c}(W_b, \mathfrak{h})_0).
\]

4.5. Let us denote by \( \hat{Z}_c(W, \mathfrak{h}) \) the completion of \( Z_c(W, \mathfrak{h}) \) with respect to the ideal generated by \( m(b) \). Similarly, let \( \hat{Z}_{c'}(W_b, \mathfrak{h})_0 \) be the completion of \( Z_{c'}(W_b, \mathfrak{h}) \) with respect to the ideal generated by \( n(0) \). Lemma 4.4 says that

\[
Z(\hat{H}_{0,c}(W, \mathfrak{h})_b) = \hat{Z}_c(W, \mathfrak{h}) \quad \text{and} \quad Z(C(W, W_b, \hat{H}_{0,c'}(W_b, \mathfrak{h})_0)) = \hat{Z}_{c'}(W_b, \mathfrak{h})_0.
\]

**Lemma.** The centre \( Z_c(W, \mathfrak{h}, W) \) of \( H_c(\mathfrak{h}, W) \) is a direct summand of \( H_c(\mathfrak{h}, W) \) when considered as a \( Z_c(W, \mathfrak{h}) \) module.

**Proof.** First, let us show that \( Z_c(W, \mathfrak{h}) \) is integrally closed. The (Zariski closed) set of points where the group \( W \) does not act freely on \( \mathfrak{h} \times \mathfrak{h}^* \) has codimension at least two. Then [14 Theorem 4.6] says that the skew group ring \( \mathbb{C}[\mathfrak{h} \oplus \mathfrak{h}^*] \rtimes W \) is a maximal order. The algebra \( H_c(\mathfrak{h}, W) \) is \( \mathbb{N} \)-filtered and \( \mathbb{C}[\mathfrak{h} \oplus \mathfrak{h}^*] \rtimes W \) is its associated graded. Now [15 Theorem 5] shows that the property of being a maximal order lifts to \( H_c(\mathfrak{h}, W) \). The centre of a maximal order is integrally closed, see [16 Proposition 5.1.10]. The statement of the Lemma now follows from:
Claim Let $A$ be a prime $\mathbb{C}$-algebra, finite over its centre $Z$ that is integrally closed. Then $Z$ is a direct summand of $A$ as a $Z$-module.

Proof of claim: Since $A$ is prime, the centre $Z$ is a domain. Let $Q(Z)$ be the field of fractions of $Z$ and $D = A \otimes_Z Q(Z)$, a central simple algebra. If $\overline{Q(Z)}$ is the algebraic closure of $Q(Z)$ then

$$A \otimes_Z Q(Z) = D \otimes_{Q(Z)} \overline{Q(Z)} \simeq \text{Mat}_n(\overline{Q(Z)}), \text{ for some } n. \quad (7)$$

Therefore we have a trace map $tr : A \otimes_Z Q(Z) \rightarrow \overline{Q(Z)}$. It is shown in [CSA page 38] that one can choose the isomorphism (7) so that $tr_1 : D \rightarrow Q(Z)$. Now choose $a \in A$. Since $A$ is a finite module over $Z$ there exists a monic polynomial $f \in Z[x]$ such that $f(a) = 0$. Let $g \in \overline{Q(Z)}[x]$ be the minimal polynomial of $a$, considered as an element of $\text{Mat}_n(\overline{Q(Z)})$ and let the roots of $g$ be $\alpha_1, \ldots, \alpha_k$. Since $g \mid f$ in $\overline{Q(Z)}[x]$, $f(\alpha_i) = 0$ for all roots $\alpha_i$ of $g$. Therefore the algebra $B := Z[\alpha_1, \ldots, \alpha_k]$ is a finite $Z$-module. The coefficients of $g$ belong to $B$. In particular, $tr(a) \in Q(Z) \cap B = Z$ since $Z$ is assumed to be integrally closed. The restriction of $tr$ to $Z$ is just multiplication by $n$. Therefore the $Z$-module morphism $\frac{1}{n}tr$ is a left inverse to the inclusion $Z \hookrightarrow A$ and hence $Z$ is a direct summand of $A.$

Theorem. Fix $b$ an element of $\mathfrak{h}$ and let $\mathfrak{c}'$ be the restriction of $\mathfrak{c}$ to the subgroup $W_b$ of $W$. There is a Poisson isomorphism

$$\theta : \hat{Z}_{\mathfrak{c}}(W_b, \mathfrak{h})_{b} \sim \hat{Z}_{\mathfrak{c}'}(W_b, \mathfrak{h})_{0}.$$

Proof. Lemma 4.5 and Proposition 4.4 show that the assumptions of (3.9) hold. Therefore the theorem follows from Proposition 4.3.

Remark. In Theorem 4.5 it is possible to choose a point $\lambda \in \mathfrak{h}^*/W$ instead of $b \in \mathfrak{h}/W$; the analogous statement holds.

4.6. Let us fix $t := (\mathfrak{h}^* W_b)^\perp \subset \mathfrak{h}$ and $s := \mathfrak{h} W_b$ so that $\mathfrak{h} = t \oplus s$. The defining relations of $H_{t,\mathfrak{c}}$ show that

$$H_{t,\mathfrak{c}}(W_b, \mathfrak{h}) \simeq H_{t,\mathfrak{c}}(W_b, t) \otimes D_t(s). \quad (8)$$

Here, for a given vector space $V$, $D_t(V)$ is the $\mathbb{C}$-algebra generated by $V$ and $V^*$: the elements of $V$ commuting amongst themselves and similarly for the elements of $V^*$, whilst $[x, y] = t \cdot x(y)$ for $y \in V$ and $x \in V^*$. Thus, when $t \neq 0$, $D_t(V)$ is isomorphic to the Weyl algebra over $V$ and when $t = 0$, $D_t(V) = \mathbb{C}[V \times V^*].$ However $\mathbb{C}[V \times V^*]$ inherits a nondegenerate Poisson structure from $D_t(V)$ given by $\{x, x'\} = \{y, y'\} = 0$ and $\{x, y\} = x(y)$, for $x, x' \in V^*$ and $y, y' \in V$ (which is a particular case of the construction given in (3.7)). Equivalently, $V \times V^*$ is a symplectic manifold with the canonical symplectic structure. The isomorphism (8) restricts to an isomorphism of the centres. Moreover, since (8) is valid for all $t$, the isomorphism of centres is a Poisson isomorphism when $t = 0$. If $\widehat{\mathbb{C}}[s \times s^*]_0$ is the completion of the polynomial ring $\mathbb{C}[s \times s^*]$ with respect to the ideal generated by $\mathbb{C}[s]$, then there is an isomorphism of Poisson algebras

$$Z_{\mathfrak{c}'}(W_b, \mathfrak{h}) \simeq Z_{\mathfrak{c}'}(W_b, t) \otimes \mathbb{C}[s \times s^*], \quad (9)$$

which extends to an isomorphism of complete Poisson algebras

$$\hat{Z}_{\mathfrak{c}'}(W_b, \mathfrak{h})_0 \simeq \hat{Z}_{\mathfrak{c}'}(W_b, t)_0 \otimes \widehat{\mathbb{C}}[s \times s^*]_0.$$
4.7. Fix a parabolic subgroup \( W_b \) of \( W \) and let \( (\mathfrak{h}^{W_b})_{\text{reg}} \) be the set of points in \( \mathfrak{h} \) whose stabilizer is \( W_b \). The images of \( \mathfrak{h}^{W_b} \) and \( (\mathfrak{h}^{W_b})_{\text{reg}} \) in \( \mathfrak{h}/W \) will be written \( \mathfrak{h}^{(W_b)}/W \) and \( (\mathfrak{h}^{W_b})_{\text{reg}}/W \) respectively. They only depend on the conjugacy class of \( W_b \). The sets \( (\mathfrak{h}^{W_b})_{\text{reg}}/W \) define a finite stratification of \( \mathfrak{h}/W \) by locally closed subsets. Moreover, the closure ordering that this stratification defines agrees with the partial ordering on conjugacy classes of parabolic subgroups defined in \( \text{(2.3)} \) i.e.

\[
(W_1) \geq (W_2) \iff (\mathfrak{h}^{(W_2)})_{\text{reg}}/W \subseteq (\mathfrak{h}^{(W_1)})_{\text{reg}}/W.
\]

**Lemma.** Let \( (W_b) \) be a conjugacy class of parabolic subgroups of \( W \) of rank \( r \), then

\[
\dim (\mathfrak{h}^{(W_b)})_{\text{reg}}/W = n - r.
\]

**Proof.** Since \( (\mathfrak{h}^{W_b})_{\text{reg}}/W \) is an open subset of the irreducible variety \( (\mathfrak{h}^{W_b})/W \), \( \dim (\mathfrak{h}^{(W_b)})_{\text{reg}}/W = \dim (\mathfrak{h}^{W_b})_{\text{reg}}/W \). As explained in subsection \( \text{(2.3)} \), there is a \( W \)-equivariant decomposition \( \mathfrak{h} = (\mathfrak{h}^{W_b} \oplus (\mathfrak{h}^{W_b})^\perp) \) with \( \dim (\mathfrak{h}^{W_b})^\perp = r \). Hence \( \dim (\mathfrak{h}^{W_b}) = n - r \). Since the quotient map \( \mathfrak{h} \to \mathfrak{h}/W \) is a finite surjective morphism, \( \dim (\mathfrak{h}^{W_b})/W = \dim \mathfrak{h}^{W_b} = n - r \).

4.8. Recall from \( \text{(2.2)} \) that we have surjective morphisms \( \pi_1 : X_c(W, \mathfrak{h}) \to \mathfrak{h}^*/W \) and \( \pi_2 : X_c(W, \mathfrak{h}) \to \mathfrak{h}/W \) defined by the inclusions \( \mathbb{C}[[\mathfrak{h}]][W] \hookrightarrow \mathbb{C}(W, \mathfrak{h}) \) and \( \mathbb{C}[[\mathfrak{h}^*]][W] \hookrightarrow \mathbb{C}(W, \mathfrak{h}) \) respectively. The map \( \Upsilon \) was defined to be \( \pi_1 \times \pi_2 : X_c(W, \mathfrak{h}) \to \mathfrak{h}^*/W \times \mathfrak{h}/W \).

**Proposition.** Let \( \mathcal{L} \) be a symplectic leaf in \( X_c(W, \mathfrak{h}) \) of dimension \( 2l \).

1. There exists a unique conjugacy class \( (W_p) \) of parabolic subgroups of \( W \) with rank \( (W_p) = n - l \) such that

\[
\mathcal{L} \cap \pi_1^{-1}(\mathfrak{h}^{(W_p)})_{\text{reg}}/W \neq \emptyset.
\]

2. There exists a unique conjugacy class \( (W_q) \) of parabolic subgroups of \( W \) with rank \( (W_q) = n - l \) such that

\[
\mathcal{L} \cap \pi_2^{-1}(\mathfrak{h}^{(W_q)})_{\text{reg}}/W \neq \emptyset.
\]

In general \( (W_p) \neq (W_q) \).

**Proof.** Let \( P \) be the Poisson primitive ideal of \( \mathbb{Z}_c(W, \mathfrak{h}) \) defining the closure of \( \mathcal{L} \) in \( X_c \). The map \( \Upsilon \) is a closed, finite, surjective morphism, therefore \( \Upsilon(\mathcal{L}) \) is a locally closed set of dimension \( 2l \). It is contained in the locally closed set \( \pi_1(\mathcal{L}) \times \pi_2(\mathcal{L}) \subseteq \mathfrak{h}/W \times \mathfrak{h}^*/W \). Therefore

\[
\dim \pi_1(\mathcal{L}) + \dim \pi_2(\mathcal{L}) = \dim (\pi_1(\mathcal{L}) \times \pi_2(\mathcal{L})) \geq 2l.
\]

This means that either \( \dim \pi_1(\mathcal{L}) \geq l \) or \( \dim \pi_2(\mathcal{L}) \geq l \). For now let us assume that \( \dim \pi_1(\mathcal{L}) \geq l \). Choose a conjugacy class \( (W_b) \) of parabolic subgroups of minimal rank such that \( (\mathfrak{h}^{(W_b)})_{\text{reg}}/W \cap \pi_1(\mathcal{L}) \neq \emptyset \). Minimality of the rank of \( (W_b) \) is equivalent to asking that the dimension of \( (\mathfrak{h}^{(W_b)})_{\text{reg}}/W \) in \( \mathfrak{h}/W \) is maximal with respect to the property \( (\mathfrak{h}^{(W_b)})_{\text{reg}}/W \cap \pi_1(\mathcal{L}) \neq \emptyset \). Since the stratification of \( \mathfrak{h}/W \) by the locally closed subsets \( (\mathfrak{h}^{(W_b)})_{\text{reg}}/W \) is finite, the set \( (\mathfrak{h}^{(W_b)})_{\text{reg}}/W \cap \pi_1(\mathcal{L}) \) is open in \( \pi_1(\mathcal{L}) \). Denote by \( P' \) a prime ideal of \( \hat{\mathbb{Z}}_c(W, \mathfrak{h})_b \) that is minimal over the ideal \( P \otimes \mathbb{Z}_c(W, \mathfrak{h}) \hat{\mathbb{Z}}_c(W, \mathfrak{h})_b \). It is a Poisson primitive ideal. Let \( \theta : \hat{\mathbb{Z}}_c(W, \mathfrak{h})_b \simeq \hat{\mathbb{Z}}_c(W_b, \mathfrak{h})_b \) be the
Lemma 3.5 says that the ideal $Q' := \theta(P') \cap Z_e(W_b, \mathfrak{h})$ is a Poisson primitive ideal. The isomorphism (9) implies that

$$V(Q') \cong \mathcal{M} \times \mathfrak{s} \times \mathfrak{s}^\ast,$$

where

$$\mathcal{M} = V(Q' \cap Z_e(W_b, t)) \subset X_e(W_b, t),$$

is the closure of some symplectic leaf $\mathcal{M}$. Fix rank $(W_b) = r$. Let us try to calculate the dimension of $\mathcal{M}$. Lemma 4.7 says that $\dim \pi_1(\mathcal{L}) \leq n - r$. Lemmata 3.3 and 3.5 show that $\text{ht}(Q') = \text{ht}(P)$. Therefore

$$2l = \dim \mathcal{L} = 2n - \text{ht}(P) = 2n - \text{ht}(Q').$$

Since $\dim \mathfrak{s} \times \mathfrak{s}^\ast = 2(n - r)$, equation (10) shows that

$$\dim \mathcal{M} + 2(n - r) = 2n - \text{ht}(Q') = 2l.$$

However $l \leq \dim \pi_1(\mathcal{L}) \leq n - r$ implies that $\dim \pi_1(\mathcal{L}) = l = n - r$ and $\dim \mathcal{M} = 0$. This also means that $\dim \pi_2(\mathcal{L}) = l$ and we could equally have chosen to work in $\mathfrak{h}^\ast/W$. Clearly,

$$\pi_1(\mathcal{L}) \cap \mathfrak{h}_{reg}^{(W_b)}/W \neq \emptyset \iff \pi_1^{-1}(\mathfrak{h}_{reg}^{(W_b)}/W) \cap \mathcal{L} \neq \emptyset.$$

The uniqueness statement of the proposition follows from the fact that $\pi_1(\mathcal{L})$ is irreducible and that $\mathfrak{h}_{reg}^{(W_b)}/W \cap \pi_1(\mathcal{L})$ is open and dense in $\pi_1(\mathcal{L})$. □

4.9. Let $W(\mathcal{L})$ denote the conjugacy class of parabolic subgroups of $W$ associated to $\mathcal{L}$ by Proposition 4.8 (1). The partial ordering defined on the symplectic leaves of $X_e$ by $\mathcal{L} \leq \mathcal{M}$ if and only if $W(\mathcal{L}) \leq W(\mathcal{M})$ in the ordering of (2.3) equals the partial ordering defined by the closure of leaves (c.f. [BG (3.5)]).

**Corollary.** Let $\mathcal{L}$ be a zero dimensional symplectic leaf in $X_e(W, \mathfrak{h})$. Then $\mathcal{L} \subseteq Y^{-1}(0)$.

**Proof.** Proposition 4.8 (1) implies that $\mathcal{L} \subset \pi_1^{-1}(0)$ and Proposition 4.8 (2) implies that $\mathcal{L} \subset \pi_2^{-1}(0)$, therefore $\mathcal{L} \subset \pi_1^{-1}(0) \cap \pi_2^{-1}(0) = Y^{-1}(0)$. □

**Remark.** It has been pointed out to the author by M. Martino that there is a direct proof$^1$ of Corollary 4.9. The rational Cherednik algebra $H_e(W, \mathfrak{h})$ is $\mathbb{Z}$-graded with $\deg x = 1$, $\deg y = -1$ and $\deg w = 0$ for $x \in \mathfrak{h} \subset \mathbb{C}[\mathfrak{h}^*]$, $y \in \mathfrak{h}^* \subset \mathbb{C}[\mathfrak{h}]$ and $w \in W$. The centre inherits a $\mathbb{Z}$-grading. Geometrically this says that there is an action of $\mathbb{C}^*$ on $X_e(W, \mathfrak{h})$. The map $\Upsilon$ is $\mathbb{C}^*$-equivariant and it can be shown that 0 is the unique fixed point in $\mathfrak{h}/W \times \mathfrak{h}^*/W$. Since $\mathbb{C}^*$ is connected and the set $\Upsilon^{-1}(0)$ is finite, this is the set of $\mathbb{C}^*$-fixed points of $X_e(W, \mathfrak{h})$. It is shown in [CGOR Remark 3.1] that there exists an element $e u \in Z_e(W, \mathfrak{h})$ (the "Euler operator"), such that $\{e u, z\} = (\deg z) \cdot z$ for any homogeneous element $z \in Z_e(W, \mathfrak{h})$ i.e. the infinitesimal action of $\mathbb{C}^*$ is given by the Hamiltonian vector field $\{e u, -\}$. Again using the fact that $\mathbb{C}^*$ is connected, we see that the fixed points of $X_e(W, \mathfrak{h})$ correspond to those closed points whose maximal ideal is preserved by $\{e u, -\}$. If $\mathcal{L}$ is zero-dimensional then the maximal ideal defining it is clearly preserved by $\{e u, -\}$ and therefore $\mathcal{L} \subset Y^{-1}(0)$.

$^1$The idea is due to M. Martino, any errors in the argument are the authors’.
Proposition. Let \((W_b), b \in \mathfrak{h},\) be a conjugacy class of parabolic subgroups of \(W\) and choose a representative \(W_b\) of this class. Let \(\mathcal{T}\) denote the set of all symplectic leaves \(\mathcal{L}\) in \(X_c(W, \mathfrak{h})\) such that \(W(\mathcal{L}) = (W_b)\). Then there exists a surjective map

\[
\Psi : \{\text{zero dimensional leaves of } X_c(W_b, t)\} \rightarrow \mathcal{T},
\]

though both sets may be empty (recall that \(t = (\mathfrak{h}^{\ast} W_b)^{\perp}\)).

Proof. Symplectic leaves of \(X_c(W, \mathfrak{h})\) correspond to Poisson primitive ideals of \(Z_c(W, \mathfrak{h})\). Therefore we will define \(\Psi\) in terms of Poisson primitive ideals. Since the closure \(\mathfrak{h}^{W_b^b}/W\) of \(\mathfrak{h}^{W_b^b}/W\) in \(\mathfrak{h}/W\) is irreducible, \(\mathfrak{h}^{W_b^b}_{\text{reg}}/W\) is connected. Let \(\mathcal{L} \in \mathcal{T}\). It was shown in the proof of Proposition \(4.8\) that

\[
\dim \mathfrak{h}^{W_b^b}_{\text{reg}}/W \cap \pi_1(\mathcal{L}) = n - \text{rank } (W_b) = \dim \mathfrak{h}^{W_b^b}_{\text{reg}}/W.
\]

Therefore \(\mathfrak{h}^{W_b^b}_{\text{reg}}/W \cap \pi_1(\mathcal{L})\) is open and dense in \(\mathfrak{h}^{W_b^b}_{\text{reg}}/W\). Since the number of leaves in \(\mathcal{T}\) is finite we can choose

\[
b' \in \mathfrak{h}^{W_b^b}_{\text{reg}}/W \cap \bigcap_{\mathcal{L} \in \mathcal{T}} \pi_1(\mathcal{L}).
\]

Without loss of generality we may assume \(b' = b\). First we wish to show that there is a natural bijection between the set \(\{\text{zero dimensional leaves of } X_c(W_b, t)\} = \{\text{maximal and Poisson ideals of } Z_c(W_b, t)\}\) and the set of Poisson primitive ideals of height \(2 \text{ rank } (W_b)\) in \(\hat{Z}_c(W_b, \mathfrak{h})_0\). Let \(m\) to be a maximal and Poisson ideal of \(Z_c(W_b, t)\). The isomorphism \(9\) implies that the ideal generated by \(m\) in \(Z_c(W_b, \mathfrak{h})\) is a Poisson primitive ideal of height \(2 \text{ rank } (W_b)\). Now set \(Q = m \otimes_{Z_c(W_b, t)} \hat{Z}_c(W_b, \mathfrak{h})_0\). It follows from Lemma \(3.3\) that \(Q\) is a Poisson ideal and every prime minimal over \(Q\) is Poisson primitive. Moreover, Lemma \(3.3\) \((1)\) says that the height of each of these minimal primes is \(2 \text{ rank } (W_b)\). Therefore it suffices to show that \(Q\) is itself prime. Noting that

\[
Q = (m \otimes_{Z_c(W_b, t)} \hat{Z}_c(W_b, t)_0) \otimes_{\hat{Z}_c(W_b, t)_0} \hat{Z}_c(W_b, \mathfrak{h})_0,
\]

repeated applications of Lemma \(3.4\) reduces the question to showing that \(m \otimes_{Z_c(W_b, t)} \hat{Z}_c(W_b, t)_0\) is prime. But this follows from Lemma \(3.3\) \((3)\), since Corollary \(4.9\) shows that the ideal generated in \(Z_c(W_b, t)\) by the space \(n(0)\) is contained in \(m\). The definition of \(\Psi\) is now straight-forward: by Theorem \(4.5\) we may consider \(Z_c(W, \mathfrak{h})\) to be a subalgebra of \(\hat{Z}_c(W_b, \mathfrak{h})_0\) then

\[
\Psi(m) := Z_c(W, \mathfrak{h}) \cap Q.
\]

Lemmata \(3.3\) and \(3.5\) show that \(\Psi(m)\) is a Poisson primitive ideal of height \(2r\). The surjectivity of \(\Psi\) follows from the fact that each prime minimal over \(P \otimes_{Z_c(W, \mathfrak{h})} \hat{Z}_c(W, \mathfrak{h})_b\), \(P \in \mathcal{T}\), corresponds to some zero dimensional leaf in \(X_c(W_b, t)\).

\[
\square
\]

Remark. It is natural to ask

\[
Q. \text{ Is the map } \Psi \text{ a bijection?}
\]

It can be seen from the proof of Proposition \(4.9\) that \(|\Psi^{-1}(\mathcal{L})|\) equals the number of minimal primes over \(P \otimes_{Z_c(W, \mathfrak{h})} \hat{Z}_c(W, \mathfrak{h})_b\) (where \(P\) is the Poisson primitive ideal defining the closure of \(\mathcal{L}\)). Therefore the above question is equivalent to showing that \(P \otimes_{Z_c(W, \mathfrak{h})} \hat{Z}_c(W, \mathfrak{h})_b\) is prime in \(\hat{Z}_c(W, \mathfrak{h})_b\).
4.10. If $c = 0$ then we recover a result by Brown and Gordon [BG, Proposition 7.7], removing the requirement that $W$ be a Weyl group.

**Corollary.** Let $W$ be a complex reflection group, $\mathfrak{h}$ its reflection representation. Then the number of symplectic leaves of dimension $2l$ in $\mathfrak{h} \times \mathfrak{h}^* / W$ equals the number of conjugacy classes of parabolic subgroups of $W$ of rank $\dim \mathfrak{h} = l$.

**Proof.** Let $W_0$, $\mathfrak{b} \subset \mathfrak{h}$ be a parabolic subgroup of $W$ of rank $r$, $t \subset \mathfrak{b}$ its reflection representation. Then $\{0\}$ is the unique zero dimensional symplectic leaf in $t \times t^* / W_0$. Therefore Proposition [BG, Proposition 4.9] implies that there exists a unique symplectic leaf in $\mathfrak{h} \times \mathfrak{h}^* / W$ labelled by $(W_0, \mathfrak{b})$ and this leaf has dimension $2\dim \mathfrak{h} - 2r$. □

5. **Cuspidal representations for $H_{0,e}(W)$**

5.1. A closed point $\chi \in X_e(W, \mathfrak{h})$ can be regarded as a non-zero algebra homomorphism $\chi : Z_e(W, \mathfrak{h}) \to \mathbb{C}$. We define

$$H_{e, \chi} := \frac{H_{0,e}(W, \mathfrak{h})}{(\ker \chi)},$$

a finite dimensional quotient of $H_{0,e}(W, \mathfrak{h})$.

**Definition.** The algebra $H_{e, \chi}$ is said to be a *cuspidal algebra* if $\{\chi\}$ is a zero dimensional leaf of $X_e$. A simple $H_{e}(W, \mathfrak{h})$-module $L$ is a *cuspidal representation* if $L$ is a module for some cuspidal algebra $H_{e, \chi}$, or equivalently, $\text{Supp} L$ is a zero dimensional symplectic leaf in $X_e$.

Note that the space $X_e(W, \mathfrak{h})$ may have no zero dimensional leaves. For instance, if $W = S_n$, $n > 1$ and $c \neq 0$ then it is shown in [EG, Corollary 1.14] that $X_e$ is a symplectic manifold of dimension $2n$ and has no zero dimensional leaves.

5.2. **Flows along symplectic leaves.** The algebra $H_e(\mathfrak{h}, W)$ can be considered as a sheaf of algebras on $X_e(W, \mathfrak{h})$. The fibre of this sheaf at a point $\chi \in X_e(W, \mathfrak{h})$ is $H_{e, \chi}$. Let $\mathcal{L}$ be a leaf in $X_e$ and $\chi_1, \chi_2 \in \mathcal{L}$. Then we have the beautiful result [BG, Theorem 4.2], based on [DL, Corollary 9.2]:

$$\psi_{\chi_1, \chi_2} : H_{e, \chi_1} \xrightarrow{\sim} H_{e, \chi_2}$$

(11)
i.e. the representation theory of $H_e(W, \mathfrak{h})$ is constant along the leaves of $X_e(W, \mathfrak{h})$. We wish to show that this isomorphism is $W$-equivariant.

5.3. We recall here the construction of the isomorphism [11] as given in [BG, Theorem 4.2]. Fix $H = H_e(W, \mathfrak{h})$, $Z = Z_e(W, \mathfrak{h})$ and let $P$ be the Poisson prime defining the closure of $\mathcal{L}$. Then $H/P \cdot H$ is a $Z/P$-module and the algebras $H_{e, \chi_1}$ and $H_{e, \chi_2}$ are quotients of $H/P \cdot H$. The construction of [5.7] defines an action of $f \in Z$ on $H$ as a derivation, $D_f(a) := \{f, a\}$ for $a \in H$. This makes $H$ into a Poisson module for $Z$. By [BG, Lemma 4.1], $H/P \cdot H$ is a $Z/P$-Poisson module with action induced from the derivations $D_f, f \in Z$. It is shown in the proof of [BG, Theorem 4.2] that $H/P \cdot H$ is a locally free sheaf when restricted to $\mathcal{L}$. The space $\mathcal{L}$ is a smooth quasi-projective variety and we will now consider it as a complex analytic variety. Let $\hat{Z}$ be the algebra of holomorphic functions on $\mathcal{L}$ and define $\hat{H} = H \otimes_{(Z/P)} \hat{Z}$. The derivations $D_f$ extend to derivations on $\hat{H}$ because the Poisson structure extends uniquely to $\hat{Z}$. For each point $\chi \in \mathcal{L},$
the natural map $H_{e,\chi} \to \hat{H}_x$ is an algebra isomorphism. Any two points $\chi_1$ and $\chi_2$ on $\mathcal{L}$ can be connected by a finite number of Hamiltonian flows, it is these flows that induce the isomorphism [11].

Therefore we may assume that there exists $f \in \hat{Z}$ and a Hamiltonian flow $\rho : B \to \mathcal{L}$ for $f$ (where $B \subset \mathbb{C}$ is a small disk around zero) such that $\rho(0) = \chi_1$ and $\rho(t) = \chi_2$. Shrinking $B$ if necessary and choosing an open neighbourhood $U$ of $\rho(B)$ in $\mathcal{L}$, we may assume by Darboux’s Theorem that we are in the following explicit situation: $U \subset \mathbb{C}^{2m}$ is an open, simply connected set containing $\chi_1, \chi_2$; $\mathcal{O}_U$ is the sheaf of holomorphic functions on $U$ and $x_1, \ldots, x_m, y_1, \ldots, y_m$ are symplectic coordinates on $U$. That is, there is a non-degenerate Poisson bracket on $\mathcal{O}_U$ defined by $\{x_i, y_j\} = \delta_{ij}$ and $\{x_i, x_j\} = \{y_i, y_j\} = 0$ for all $1 \leq i, j \leq m$. Then $H' := \hat{H} \otimes Z'$ is algebra containing $Z' = \mathcal{O}_U(U)$ such that $H' = \bigoplus_{i=1}^n Z', a_i$ is free as a $Z'$-module. The action of $D_f$ on $H'$ is defined by

$$D_f(x_i) = c_i(x,y), \quad D_f(y_j) = d_j(x,y) \quad \text{and} \quad D_f(a_i) = \sum_{j=1}^n e_{ij}(x,y)a_j,$$

for some functions $c_i, d_i, e_{ij} \in \mathcal{O}_U$. The algebra $H'$ is the space of global sections of the trivial vector bundle $U \times \mathbb{C}^n$ over $U$. We fix coordinates $z_1, \ldots, z_n$ on $\mathbb{C}^n$ such that $z_i(a_j) = \delta_{ij}$. Then the derivative $D_f$ can be expressed explicitly as

$$D_f = \sum_{i=1}^m \left( c_i(x,y) \frac{\partial}{\partial x_i} + d_i(x,y) \frac{\partial}{\partial y_i} \right) - \sum_{i, j=1}^n e_{ij}(x,y)z_j \frac{\partial}{\partial z_i},$$

the minus sign appears because the $z_i$ are dual to the $a_i$. The flow $\rho = (\rho_1, \ldots, \rho_m, \rho'_1, \ldots, \rho'_m)$ on $U$ with respect to $D_f$ satisfies $D_f(h)(\rho(t)) = \frac{dp_i}{dt}(h)(t)$ for all $h \in \mathcal{O}_U$ and is given explicitly as the solution to the system of equations

$$\frac{dp_i}{dt} = c_i(\rho(t)), \quad \frac{dp'_i}{dt} = d_i(\rho(t)), \quad 1 \leq i \leq m. \quad (12)$$

It is clear from the presentation that $D_f$ actually defines a derivation of $\mathcal{O}_U[z_1, \ldots, z_n]$. Every flow $\Psi : B \to U \times \mathbb{C}^n$ for $D_f$ is a lift of a flow $\rho : B \to U$. This means that there exists some function $\psi : B \to \mathbb{C}^n$ such that $\Psi = (\rho, \psi)$. Explicitly, $\psi$ satisfies the system of equations

$$\frac{d\psi_i}{dt} = -\sum_{j=1}^n e_{ij}(\rho(t))\psi_j(t) \quad 1 \leq i \leq n. \quad (13)$$

Since this is a linear system of equations, the induced map on fibres $\psi_{\chi_1, \chi_2} : \hat{H}_{\chi_1} \to \hat{H}_{\chi_2}$ is linear. It is proven in [BG] Theorem 4.2 that $\psi_{\chi_1, \chi_2}$ is actually an algebra isomorphism.

5.4. Any section $w \in H'$ can be considered as a function $w \circ \rho : B \to U \times \mathbb{C}^n$ extending the flow $\rho$. Locally, there is a unique flow $\Psi : B \to U \times \mathbb{C}^n$ for $D_f$, lifting $\rho$ and satisfying $\Psi(0) = w \circ \rho(0)$.

**Lemma.** If $w \in H'$ such that $D_f(w) = 0$ then $\Psi = w \circ \rho$.

**Proof.** By the uniqueness of flows it suffices to show that $w \circ \rho$ is a flow. Let us write $w = \sum_{i=1}^n g_i(x,y)a_i$. Then $D_f(w) = 0$ implies that

$$\sum_{i,j=1}^n \left( c_j(x,y) \frac{\partial g_i}{\partial x_j} + d_j(x,y) \frac{\partial g_i}{\partial y_j} \right) a_i + \sum_{i,j=1}^n g_i e_{ij}(x,y)a_j = 0,$$

for all $1 \leq i \leq n$. Therefore, the flow $\Psi$ is given by $\Psi = (\rho, \psi)$ where

$$\psi_j(t) = -\sum_{i=1}^n e_{ij}(\rho(t))\psi_i(t), \quad 1 \leq j \leq n. \quad (14)$$

Since the flow $\Psi$ satisfies the system of equations (13), it follows from the uniqueness of flows that $w \circ \rho$ is a flow.
hence
\[
\sum_{j=1}^{n} \left( c_j(x,y) \frac{\partial g_i}{\partial x_j} + d_j(x,y) \frac{\partial g_i}{\partial y_j} \right) + \sum_{j=1}^{n} g_j e_{ji}(x,y) = 0, \quad \forall 1 \leq i \leq n. \tag{14}
\]

Equation (13) shows that it suffices to prove that \( \frac{d(g_i \circ \rho)}{dt} = -\sum_{j=1}^{n} c_{ji}(\rho(t)) g_j \circ \rho(t). \) Using the chain rule, (12) and (14),
\[
\frac{d(g_i \circ \rho)}{dt} = \sum_{j=1}^{n} \frac{\partial g_i}{\partial x_j}(\rho(t)) \cdot \frac{dp_j}{dt} + \sum_{j=1}^{n} \frac{\partial g_i}{\partial y_j}(\rho(t)) \cdot \frac{dp_j}{dt} = -\sum_{j=1}^{n} g_j(\rho(t)) e_{ji}(\rho(t)).
\]

\[\square\]

**Corollary.** Let \( \chi, \chi_2 \) be points on the leaf \( \mathcal{L} \). Then the algebra isomorphism \( \psi_{\chi, \chi_2} : H_{c, \chi_1} \sim H_{c, \chi_2} \) is \( W \)-equivariant.

**Proof.** As explained above, the isomorphism \( \psi_{\chi, \chi_2} \) is the composition of finitely many isomorphisms induced from local Hamiltonian flows on \( \mathcal{L} \). Therefore we may assume that we are in the explicit local situation described above. Let \( w \in W \) and \( a \in \hat{H}_{\chi_1} \). We wish to show that \( \psi_{\chi_1, \chi_2}(w \cdot a) = w \cdot \psi_{\chi_1, \chi_2}(a) \). Since \( \psi_{\chi_1, \chi_2} \) is an algebra morphism this is equivalent to proving that \( \psi_{\chi_1, \chi_2}(w) = \bar{w} \) where \( \bar{w} \) is the image of \( w \) in \( \hat{H}_{\chi_1} \) and \( \hat{H}_{\chi_2} \) respectively. From the construction of the derivations \( D_f \) as given in (3.7) we see that \( D_f(w) = 0 \) for all \( f \in \mathbb{Z} \). In terms of the trivialization of \( \hat{H} \) over \( U \), \( \bar{w} = w \circ \rho(0) \in \hat{H}_{\chi_1} \) and \( \bar{w} = w \circ \rho(t) \in \hat{H}_{\chi_2} \) (where \( t \in B \) such that \( \rho(t) = \chi_2 \)). Thus the result is a consequence of Lemma 5.4. \(\square\)

5.5. We can now state the main result of this section.

**Theorem.** Let \( \mathcal{L} \) be a leaf in \( X_c(W, \mathfrak{h}) \) of dimension \( 2l \) and \( \chi \) a point on \( \mathcal{L} \). Then there exists a parabolic subgroup \( W_b, b \in \mathfrak{h} \), of \( W \) of rank \( \dim \mathfrak{h} - l \) and a cuspidal algebra \( H_{c', \psi} \) with \( \psi \in X_c(W_b, t) \) (recall that \( t = (\mathfrak{h}^{W_b})_{-1}^{1} \)) such that
\[
H_{c, \chi} \simeq \text{Mat}_{|W/W_b|}(H_{c', \psi}).
\]

**Proof.** By Proposition 4.8 there exists a unique conjugacy class \( (W_b) \) of parabolic subgroups of \( W \) such that \( \mathcal{L} \cap \pi^{-1}_1((\mathfrak{h}^{W_b}_{\text{reg}})/W) \neq \emptyset \). Without loss of generality, \( b \in \pi_1(\mathcal{L}) \cap \mathfrak{h}^{W_b}_{\text{reg}}/W \). Using the isomorphism \( (11) \) we may assume that \( \chi \in \mathcal{L} \cap \pi^{-1}_1(b) \). Let \( K = \ker \chi \). Then \( K \otimes_{Z_c(W_b, \mathfrak{h})} \mathcal{Z}_c(W_b, \mathfrak{h})_b \) is a maximal ideal in \( \mathcal{Z}_c(W_b, \mathfrak{h})_b \otimes \mathcal{Z}_c(W_b, \mathfrak{h})_b \) and the arguments in the proof of Proposition 4.8 show that \( M = Z_{c'}(W_b, t) \cap K \) is a maximal and Poisson ideal of \( Z_{c'}(W_b, t) \). If \( N = Z_{c'}(W_b, \mathfrak{h}) \cap K \) then the isomorphism \( (8) \) shows that
\[
H_{0, c'}(W_b, \mathfrak{h})/N \cdot H_{0, c'}(W_b, \mathfrak{h}) \simeq H_{0, c'}(W_b, t)/M \cdot H_{0, c'}(W_b, t)
\]
is some cuspidal quotient \( H_{c', \psi} \) of \( H_{0, c'}(W_b, t) \) (here \( \ker \psi = M \)). Now the isomorphism of Theorem 4.8 induces an isomorphism
\[
\theta : H_{c, \chi} = \tilde{H}_{0, c'}(W_b, \mathfrak{h})/K \cdot \tilde{H}_{0, c'}(W_b, \mathfrak{h})_b \to C(W_b, \mathfrak{h})/N \cdot \tilde{H}_{0, c'}(W_b, \mathfrak{h})_b \simeq \text{Mat}_{|W/W_b|}(H_{c', \psi}).
\]

\[\square\]
Remark. There is a canonical finite dimensional quotient of the rational Cherednik algebra, the restricted rational Cherednik algebra. We refer the reader to \cite{C} for the definition. Let $H_{c,\chi}$ be a cuspidal algebra. Corollary \cite{1.3} shows that there is a block $B$ of the restricted rational Cherednik algebra $\hat{H}_c(W)$ such that

$$H_{c,\chi} = \frac{B}{Z_c(W) \cap B}$$

In particular, every cuspidal module occurs as a simple module for the restricted rational Cherednik algebra.

**Proposition.** Choose a point $\chi \in \mathcal{L}$ and let $(W_b)$ be the conjugacy class of parabolic subgroups labelling $\mathcal{L}$ (as in Proposition \cite{4.8} (1)). Then there exists a cuspidal algebra $H_{c',\psi}$ for $W_b$ and functor

$$\Phi_{\psi,\chi} : H_{c',\psi}\text{-mod} \sim \rightarrow H_{c,\chi}\text{-mod}$$

defining an equivalence of categories such that

$$\Phi_{\psi,\chi}(M) \simeq \text{Ind}_W^{W_b} M \quad \forall M \in H_{c',\psi}\text{-mod}$$

as $W$-modules.

**Proof.** If $M$ is any $\hat{H}_{t,c'}(W_b,t)\text{-module}$ and $\theta$ the isomorphism of Theorem \cite{4.3} then $\theta^*(M) = \text{Fun}_{W_b}(W,M)$. As a $W$-module, $\text{Fun}_{W_b}(W,M) \simeq \text{Ind}_W^{W_b} M$. Taking $\chi' \in \pi^{-1}(b) \cap \mathcal{L}$ and fixing an isomorphism $\phi_{\chi',\chi} : H_{c,\chi'} \sim \rightarrow H_{c,\chi}$ as in \cite{11} defines an equivalence $(\phi_{\chi',\chi})_* : H_{c,\chi'}\text{-mod} \sim \rightarrow H_{c,\chi}\text{-mod}$. Corollary \cite{5.4} says that $\phi_{\chi',\chi}$ is $W$-equivariant therefore $\Phi_{\psi,\chi} = (\phi_{\chi',\chi})_* \circ \theta^*$ has the desired property. \[\square\]

**Example.** Let $I_2(m) = \langle a, b, | a^m = b^2 = 1, bab = a^{-1} \rangle$ be the dihedral group of order $2m$. When $m$ is odd there is only one conjugacy class of reflections, $\{a^s b | 0 \leq s \leq m - 1 \}$, and when $m$ is even there are two, $C_1 = \{a^s b | 0 \leq s \leq m - 1, s \text{ even} \}$ and $C_2 = \{a^s b | 0 \leq s \leq m - 1, s \text{ odd} \}$. The dihedral groups are rank two reflection groups therefore $\dim X_c(I_2(m)) = 4$ and, for $m \geq 5$, is always a singular variety as shown in \cite{C}. The conjugacy classes of parabolic subgroups in $I_2(m)$ are $\langle 1 \rangle$, $\langle (b) \rangle$ and $\langle I_2(m) \rangle$ when $m$ is odd and $\langle b \rangle$, $\langle (b) \rangle$ and $\langle (ab) \rangle$ when $m$ is even. By making use of Corollary \cite{1.3} and knowing the blocks of the restricted rational Cherednik algebra, which the author has calculated in his PhD thesis, one can show that the symplectic leaves for $X_c(I_2(m))$ are described as follows.

| label | dim | $\#$ of leaves | $c = 0$ | $c \in \{0\} \times \mathbb{C}^\times$ | $c \in \mathbb{C}^\times \times \{0\}$ | $c$ generic |
|-------|-----|----------------|---------|---------------------------------|---------------------------------|----------------|
| $\langle 1 \rangle$ | 4 | 1 | 1 | 1 |
| $\langle (b) \rangle$ | 2 | 1 | 1 | 0 |
| $\langle (ab) \rangle$ | 2 | 1 | 0 | 1 |
| $I_2(m)$ | 0 | 1 | 1 | 1 |

In all cases, if $\chi$ is a point on a two dimensional leaf then $H_{c,\chi}$ is isomorphic to six by six matrices over the cuspidal algebra $\mathbb{C}[x,y] \rtimes S_2/(x^2,xy,y^2)$. When $m = 6$, $I_2(6)$ is the Weyl group $G_2$. In this case, the
Table 2. Label, dimension and number of leaves for \( I_2(m), m \) odd

| label | dim | \( c = 0 \) | \( c \neq 0 \) |
|-------|-----|------------|------------|
| (1)   | 4   | 1          | 1          |
| \((b)\) | 1   | 1          | 0          |
| \( I_2(m) \) | 0   | 1          | 1          |

cuspidal algebra supported on the zero dimensional leaf is a quotient of the algebra described in [EG, Remark 16.5 (i)].
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