Differences in event-related potential (ERP) responses to small tie, non-tie and 1-problems in addition and multiplication
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ABSTRACT

Using ERP, we investigated the cause of the tie advantage according to which problems with repeated operands are solved faster and more accurately than non-tie problems. We found no differences in early or N400 ERP components between problems, suggesting that tie problems are not encoded faster or suffer from less interference than non-tie problems. However, a lesser negative amplitude of the N2 component was found for tie than non-tie problems. This suggests more working-memory and attentional resource requirements for non-tie problems and therefore more frequent use of retrieval for tie than non-tie problems. The possible peculiarity of problems involving a 1 was also investigated. We showed less negative N2 amplitudes for these problems than for other non-tie problems, suggesting less working-memory resources for 1-problems than other non-tie problems. This could be explained either by higher reliance on memory retrieval for 1-problems than non-1 problems or by the application of non-arithmetic rules for 1-problems.

1. Introduction

In the domain of numerical cognition, and more specifically in the domain of mental arithmetic, it has been repeatedly shown that tie problems, which are constructed with repeated operands such as $6 + 6$, are solved faster than non-tie problems, which are constructed with different operands such as $6 + 5$. Moreover, whereas, even in adults, non-tie problems show substantial problem-size effect, or, in other words, longer solution times and more error rates for problems with larger than smaller operands, tie problems show little to no problem-size effect very early in development (e.g., Bagnoud et al., 2021; Campbell and Gunter, 2002; Groen and Parkman, 1972). Because they are not subjected to the same effects as non-tie problems, tie problems are often excluded from the material in behavioural (Cragg et al., 2017; De Smedt et al., 2007; Imbo et al., 2011; Newman, 2016; Rabinowitz and Wooley, 1995) and brain imaging studies about mental arithmetic (e.g., Núñez-Peña et al., 2011; Rütsche et al., 2015; Van Beek et al., 2014). However, contrasting the results obtained for tie and non-tie problems could shed light on the possible different cognitive mechanisms that underlie their solving process. This is precisely what is done in the present article. EEG was recorded in adults in a delayed verification task with the aim to investigate potential differences in brain activation between simple tie and non-tie addition and multiplication problems. On a more theoretical point of view, we aimed at examining the relevance of different hypotheses that have been formulated to explain the tie advantage (i.e., shorter solution times and smaller size effect for tie than non-tie problems) by recording electroencephalogram activities (EEG) and focusing our analyses on event related potential (ERP) differences between tie and non-tie problems.

Blankenberger (2001) explained the tie advantage by the fact that encoding two identical stimuli is quicker than encoding two different stimuli. Accordingly, the author showed that when problems are presented in mixed formats, two $+ 2$ for example, the tie advantage vanishes. However, whereas this encoding hypothesis can explain that tie problems are solved faster than non-tie problems, it cannot explain why tie problems present a smaller problem-size effect than non-tie problems (LeFevre et al., 2004). If the difference between tie and non-tie problems is purely due to the encoding phase, a similar decrease in solution times for small and large tie problems should be observed and problem-size effects for tie and non-tie problems should therefore be the same. Additionally, replications of Blankenberger’s study where small and large problems were analyzed separately showed that large tie problems presented in a mix format are still solved faster than large non-tie problems. This confirmed that the tie advantage cannot only be a consequence of encoding-based factors (Campbell and Gunter, 2002; LeFevre et al., 2004).
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A second hypothesis put forward to explain the tie advantage is that the two types of problems are solved by different strategies. More specifically, non-tie problems would be solved more often by procedural strategies than tie problems, which would more often be solved by retrieval of the answer from long-term memory (LeFevre et al., 1996a, 1996b). Large size effects in non-tie problems would be due to the fact that larger problems require more procedural steps than smaller ones (Grooten and Parkman, 1972). Thus, tie problems would present smaller size effects because they are rarely solved by such procedural strategies. Accordingly, participants, who report using other strategies than retrieval, present larger problem size effects for non-tie than for tie problems, while participants who report using retrieval for all problems showed similar problem-size effects for the two types of problems (LeFevre et al., 2003). To sum up, the difference in problem-size effects and solution times for tie and non-tie problems could therefore be due to more memory retrieval of the answers for tie than non-tie problems. In the case of addition, this could be due to the salience of tie numerical patterns in children’s environments, which could facilitate their memorization. For example, playing dominoes or board games with dice could allow children to perceive two groups of four dots as “one eight” (Clements, 1999). On a more embodied level, when a child counts five fingers on one of his hand and 5 on the other, the knowledge that he or she has 10 fingers easily allows the mental association of 5 and 5 with 10. Similarly, if a child knows that an egg box contains 12 eggs, counting the two rows of six eggs facilitates the association of 6 and 6 with 12 (Baroody and Purpura, 2017). Note that this explanation in terms of salience can account for the higher reliance on retrieval for tie than non-tie problems but also for the better quality of retrieval, which is the hypothesis presented in the next paragraph.

A third hypothesis accounting for the tie advantage is that retrieval is more efficient for tie than for non-tie problems. This was corroborated by Campbell and Gunter (2002) who found that even in trials where the reported strategy was retrieval, shorter solution times and smaller size effects were observed for tie than non-tie problems. They therefore concluded that this advantage was not only due to the use of different strategies but also to a difference in retrieval efficiency between tie and non-tie problems. In the literature, difference in retrieval efficiency can be explained in several ways. Retrieval efficiency can increase with the frequency of practice (Zbrodoff, 1995). However, Hamann and Ashcraft (1986) did not find evidence that tie problems are presented more frequently than non-tie problems in textbooks. Moreover, in an experimental task where children have to memorize arithmetic-like facts constructed with letters instead of numbers, the tie advantage can be observed even when the frequency of presentation of tie and non-tie problems is controlled (Graham and Campbell, 1992). Nevertheless, it could be that tie problems are indirectly solved more often than non-tie problems because they are learnt before non-tie problems and constitute the basis for more complex problems (Baroody et al., 2015). Another factor that could influence the efficiency of retrieval of a problem is how much it interferes with other problems. De Visser and Noël (2014a) proposed a model in which an interference index was considered for each multiplication fact. This index was calculated using the number of already learnt problems sharing at least two digits with the given problem (e.g., 6 and 7 in 6 × 7 = 42 and 7 × 8 = 56). Because they are constructed with repeated operands, tie problems have fewer common digits with other problems than non-tie problems. Smaller interference index for tie than non-tie problems would therefore explain why they are solved more efficiently. Another explanation for the tie advantage was put forward by Campbell (Campbell, 1995; Campbell and Oliphant, 1992) in order to explain the tie advantage. The author noted that incorrect answers given by participants for tie problems often correspond to answers to other tie problems but only rarely to other non-tie problem answers. Therefore, it was suggested that tie and non-tie problems are represented in two different memory sub-networks. Because interference within a category would be higher than between categories and because tie problems are less numerous than non-tie problems, interference effects would be weaker in the tie than in the non-tie sub-network. As a consequence, tie problems would be retrieved more easily than non-tie problems. Finally, concerning interference effects, Graham and Campbell (1992) hypothesized that operands of a given problem activate table related neighbour problems, which would interfere with the given problem. Because tie problems are constructed with only one operand repeated twice, neighbour interferences are necessarily less important than for non-tie problems.

To summarize, three main explanations are put forward in the literature in order to account for the tie advantage. Compared to non-tie problems, tie problems could be more easily encoded, more often solved through retrieval or more easily retrieved from memory, mainly because they suffer from less interference. Those explanations are not necessarily mutually exclusive, and, as already stated above, our goal is to go further in their understanding and to test their plausibility by studying event-related potentials (ERP) in adults solving additions and multiplications.

Several components of ERPs have been used to study arithmetic in both adults and children (see Hinault and Lemaire, 2016 for a review). Very early components appearing in the first 250 ms (P1 and N1) are supposed to reflect physical identification of the stimuli (El Yagoubi et al., 2003; Iguchi and Hashimoto, 2000). From 250 ms after stimulus presentation, problem-solving processes beyond encoding can already be identified (El Yagoubi et al., 2003). Another component that is particularly investigated in mental arithmetic studies is the N2 component. It can be observed mainly in anterior and central regions around 300–500 ms after stimulus presentation (Luo et al., 2009; Van Beek et al., 2014). According to Luo et al. (2009), the N2 component is modulated by the strategy used to solve a problem. More precisely, they observed in a two-digits operand addition task that solving a problem using a rounding strategy (e.g., 19 × 63 = 20 × 63–1 = 82) leads to a less negative component than for trials associated with the correct answer around 400 ms after stimulus presentation than performing the calculation without using this shortcut strategy. This difference could stem from lower working-memory resource mobilization for the rounding strategy. It has also been noted that N2 is influenced by the problem size in children, with higher amplitudes for larger problems compared to smaller ones (Van Beek et al., 2014). Moreover, the N2 component is modulated by expertise with greater amplitudes for children than adults (Prieto-Corona et al., 2010). These results lead to the interpretation that the N2 component reflects the attentional and working-memory resources necessary to solve a problem, with more negative amplitude reflecting more working-memory or attentional resources. However, N2 component has also been interpreted as being modulated by phonological processing. More precisely Zhu et al. (2006) found a more negative N2 component around 300 ms after stimulus presentation for multiplication than for addition and subtraction. Because the source localisation analysis indicated that the difference was probably around Broca’s area, the authors suggested that solving multiplication, due to rote learning at school, involves more verbal memory resources than addition and subtraction. A last component has been observed in arithmetic studies for verification tasks. More precisely, the ERP amplitude in the centroparietal regions around 400 ms after the answer presentation is more negative for trials associated with a false answer than for trials associated with the correct answer (Jost et al., 2004; Niedeggen and Rösler, 1999; Szics and Csépe, 2005). Moreover, Niedeggen and Rösler (1999) noted that this difference in amplitude, which is usually defined as the N400 component, is modulated by the nature of the false answer associated with the problem. More precisely, N400 amplitude was smaller when the false answer was an answer of a neighbour problem, that is a close table-related problem (e.g., 3 × 6 = 24), than an answer of an unrelated or a far table-related problem (e.g., 3 × 7 = 21). This result was interpreted as an indication that the answers to neighbour problems were activated when the problem was presented.

In the present study, brain activity was recorded in adults during a verification task in which additions and multiplications were presented. In order to avoid plausibility checking, which is the evaluation of the
plausibility of an answer without calculating it (Lemaire and Fayol, 1995), we introduced a 1500 ms delay between the presentation of the problem and the proposed answer. Early and N2 components were extracted before the proposed answer was presented, while N400 was extracted after answer presentation. Because ERP analyses require a large number of trials per category, we studied problems with operands ranging from 1 to 5. This restriction did not constitute a limitation for addressing our research question because differences in problem-size effects between tie and non-tie problems systematically appear when such problems are studied (e.g., Bagnoud et al., 2021; Groen and Parkman, 1972; Svenson, 1975; Uittenhove et al., 2016). Moreover, this restriction on small tie problems is probably necessary if we want to study a homogeneous category of problems in terms of strategy use. Outside this restricted range, non-negligible size effects for tie problems start to appear (see Uittenhove et al., 2016, Fig. 1 for example). In addition to ERP measures, verbal reports were collected in order to objectively identify the problems that participants solved using conscious procedures. Moreover, problem accuracy and solution times were collected. However, because of the 1500 ms delay between problem and answer presentation, solution times could not reflect problem-solving processes but only the time needed to compare the calculated answer with the proposed answer. The degree of interference between the calculated and the proposed answer can also modulate this variable. In addition to tie and non-tie problems, which were analyzed as two distinct categories of problems, we considered problems involving a 1 (i.e., 1-problems) as a third category. We already know that, in children and adults, 1-problems do not present the same solution time distributions as the other non-tie problems (Bagnoud et al., 2021). A possible explanation of this phenomenon could be that the way they are solved differs from the other problems (e.g., Campbell, 1995). More specifically, they could be solved by rule-based processes (e.g., Baroody, 1995). Instead of excluding 1-problems from our analyses, we thought that it would be interesting to study them as a special category, especially given the fact that, to our knowledge, 1-problem solving has never been investigated using EEG, which adds to the novelty of our study.

Precise predictions on ERP can be made according to the three hypotheses that accounts for the tie-problem advantage (Table 1). If tie problems benefit from an encoding advantage, early ERP components should be different for tie problems than for non-tie or 1-problems. If the hypothesis stating that answers to tie problems are more often retrieved from memory than the answers to non-tie problems is correct, tie problems should put less demand on working memory and should therefore present less negative amplitudes for the N2 component than non-tie problems. This difference should be more pronounced for individuals who sometimes report non-retrieval strategy than for individuals who report exclusive reliance on retrieval. Because multiplication is generally viewed as more often solved through retrieval than addition (e.g., Campbell and Xue, 2001), a smaller difference between tie and non-tie problems for multiplication than addition could be expected. Finally, the interference hypothesis would predict less negative N2 amplitudes for tie than non-tie problems. Indeed, if tie problems are subjected to less interference, they should require less attentional resources to be solved than non-tie problems. This difference should still be observable when only individuals who report an exclusive reliance on retrieval are selected. Lastly, interference differences between tie and non-tie problems caused by activation of neighbour problems should result in larger negative amplitudes of the N400 component for tie than non-tie problems. Independently on the theories explaining the tie effects, prediction can be made for 1-problems. First, their N2 amplitude should be shorter than for non-tie problems because these problems are very quickly and accurately solved by adults and should therefore require little attentional and working-memory resources to be solved compared to other non-tie problems (Bagnoud et al., 2021; Baroody, 1995; LeFevre et al., 1996a, 1996b; Uittenhove et al., 2016). Then, for the N400 component, because 1-problems are supposedly not part of the interferent network (e.g., Campbell, 1995), we can reasonably expect that 1-problems suffer from less interference and thus present more negative N400 amplitudes than other non-tie problems.

2. Method

2.1. Participants

Twenty-five students (18 females) took part in this study. Sixteen of them were undergraduates from the psychology department of the University of Lausanne and received credits for their participation. The 9 other participants were students from other faculties in Swiss universities or higher education institutions and volunteered to take part in the study. All participants were aged between 18 and 24 years (mean 21.24-years old). Three participants reported being left-handed and were thus not included in the study. Eight additional participants were not included because of recording failures. Approval from the ethic committee of the Canton de Vaud was obtained for this study and informed consent was taken.

Fig. 1. Mean solution times (and standard errors) according to Problem Type and Operation.
Table 1

Summary of the predictions for the difference between tie and non-tie problems depending on the hypothesis for each component.

| Encoding hypothesis | Strategy hypothesis | Retrieval hypothesis |
|---------------------|---------------------|----------------------|
| Early N400 component | different, larger effect for low than high retrievers and for multiplication than addition | different, equivalent effect for low and high retrievers |
| N2 component        | same                | same                 |
| N400 component      | same                | same                 |

consents were obtained from participants prior to the testing.

2.2. Material

In a delayed verification task, single-digit additions and multiplications involving operands from 1 to 5 were displayed on a computer screen and participants had to judge whether a given answer presented after the problem was correct or not. The 40 non-tie and 1-problems that can be constructed with operands from 1 to 5 (20 for addition, 20 for multiplication) were assigned to two sets. When a problem was included in Set 1 (e.g., 2 + 3), the problem involving the same operands in the inverse order was included in Set 2 (e.g., 3 + 2). Moreover, when an addition was included in a set (e.g., 2 + 3), its multiplication counterpart was included in the same set (e.g., 2 × 3). Half of the problems in each set were constructed with the largest operand as the first operand. Each digit was presented 6 times as the first and 6 times as the second operand in each set. The list of the problems included in each set can be found in the supplementary material. Half of the participants were assigned to Set 1 (10 participants) and the other half to Set 2 (12 participants). All tie problems were presented in both sets. Therefore, each set contained 15 different problems (5 ties; 6 non-ties; and four 1-problems) for each operation. In order to record enough trials to extract ERP, each problem was presented 16 times in each set. Therefore, each participant solved a total of 480 problems.

Half of the problems were followed by the correct answer, and the other half was followed by an incorrect answer. In order to study difference in the N400 component depending on the category of problems, proposed answers of a given problem were answers of its neighbour table-related problems (Niedeggen and Rösler, 1999). More precisely, incorrect answers were constructed by subtracting or adding 1 to one of the operands of the problem and calculating the answer (e.g., one of the incorrect answers to 3 × 2 = 9, while one of the answers to 3 + 2 = 5 was 3 + (2 + 1) = 6). All the possible incorrect answers were presented to participants an equal number of times. For multiplication, four different incorrect answers could be constructed for non-tie and 1-problems, while only two could be constructed for tie problems. Therefore, for tie multiplications, each incorrect answer appeared four times, while for other multiplications each incorrect answer appeared twice. For addition, however, only two different incorrect answers could be constructed for each problem and thus each incorrect answer was presented twice.

The delayed verification task construction was inspired from the task of Zhou et al. (2006). More precisely, after a preparation screen (●) of 500 ms, the problem was presented for 200 ms. A 1300 ms blank screen was then displayed. During this time, participants were asked to solve the problem. Then, the proposed answer was presented on the screen and participants had to press one of two keys of a QWERTZ keyboard to indicate whether this answer was correct or not. Half of the participants had to press P when the answer was correct and Q when it was incorrect (10 participants), and half of the participant had to do the opposite (12 participants). Finally, a jittered inter-trial blank screen was then displayed for 800 ms–1000 ms.

For each participant, the problems were randomized and presented in 8 blocks of 60 problems, which were separated by 1-min breaks. After 1 min, participants could decide to continue the task or to take more rest. In order to avoid the switch costs caused by mixed presentation, additions and multiplications were presented in separated blocks (Campbell and Arbuthnot, 2010). Half of the participants solved all the addition blocks first (12 participants) while the other solved the multiplication blocks first (10 participants). A processing-speed task was performed between the two sets of operation blocks as a filler task with the idea that its results could be exploited, but it was finally not used for the present paper. Before EEG recording and in order to familiarize the participant with the procedure, 8 warm-up problems that were not presented in the experimental phase were presented. At the end of the task, a paper-and-pencil questionnaire was given to each participant. They had to indicate which strategy they used most of the time to solve each problem they were previously presented. They could indicate if they retrieved the answer from memory, counted, or used another strategy to solve the problem. When needed, an explanation of what we meant by retrieval or counting was given. Solving a problem using retrieval was described as knowing the answer of that problem by heart. An example of counting strategy was also given (3 + 2 = 3, 4, 5), when necessary. If they used other strategies to solve the problem, they were asked to describe the strategy. Participants also had to indicate if they thought they changed strategy over the task and to add precision if they did. For the analyses, only the percentage of retrieval reported was considered.

2.3. Procedure

The computerized task was constructed using Psychopy (Peirce et al., 2019). Stimuli were displayed in black on a white background in the center of the screen. EEG signal was recorded in a dimly lighted electro-magnetically shielded room using ActiveTwo system from Biosemi with 64 electrodes (10–20 layout). Before the two computerized tasks, resting state was recorded for each participant for 5 min. During this time, participants were asked to close their eyes and relax.

Preprocessing of the EEG data was performed using the mne package on python (Gramfort et al., 2013, 2014). For each participant, malfunctioning electrodes were interpolated (less than 10% of the electrodes) and eye movements were removed using independent component analyses. Data were then filtered using a notch filter at 50 Hz, a high pass filter of 0.01 and a low pass filter of 60 Hz. Data were re-referenced using the average reference.

For early and N2 components, epochs of correctly solved problems for which the maximum peak to peak amplitude for each electrode was below 100 μV were extracted from 100 ms before problem apparition to 650 ms after. The 100 ms before stimulus apparition were used as baseline correction. On average participants had 418 valid epochs, with a minimum of 315 epochs. Epochs were then averaged for each participant and each condition (Problem Type: tie, non-tie and 1-problems, and Operation: multiplication and addition) and each electrode.

For the N400 component, epochs from 100 ms before answer presentation to 450 ms after were extracted. Trials constructed with the correct answer were considered separately than trials constructed with the incorrect answer. The 100 ms before stimulus apparition were used as baseline correction. On average participants had 441 valid epochs, with a minimum of 381 epochs. Then for each participant, each condition and each electrode, averaged epochs of the trials with correct
answers were subtracted from averaged epochs of the trials with incorrect answers.

2.4. Statistical analyses

Data were then extracted, and analyses were performed in R (R Core Team, 2017). For the analyses, electrodes were grouped according to the area and the laterality they were on. Nine different areas were considered for the analyses: Occipital (O1, O2, Oz), ParietoOccipital (PO3, PO4, P07, PO8, POz), Parietal (P1, P10, P2, P3, P4, P5, P6, P7, P8, P9, Pz), CentroParietal (CP1, CP2, CP3, CP4, CP5, CP6, CPz), Central (C1, C2, C3, C4, C5, C6, Cz), FrontoCentral (FC1, FC2, FC3, FC4, FC5, FC6, FCz), Frontal (Fz, F1, F2, F3, F4, F5, F6, F7, F8), AnteroFrontal (AF3, AF4, AF7, AF8, AFz) and Prefrontal (Fpz, Fp1, Fp2). For the laterality, three different zones were considered. Electrodes with an even number were situated on the right and therefore considered as being in the right hemisphere while electrodes with an odd number were on the left hemisphere. Electrodes ending with a “z” (e.g., Cz) were on the midline.

Following previous studies on ERP in arithmetic (Prieto-Corona et al., 2010; Van Beek et al., 2014) and visual inspection of our data, we considered three different time windows after the stimulus presentation: 100–150 ms (P1), 150–250 ms (N1) and 250–400 ms (N2) and one after the response presentation: 250–350 ms (N400). The selection of electrodes for the analyses of each component was also made following previous literature and visual inspection. Concerning the choice of the electrode, for the analyses of early components, Occipital, ParietoOccipital and Parietal areas were chosen. For the N2 component, pre-frontal to central electrodes were selected with the Central, FrontoCentral, Frontal, AnteroFrontal and Prefrontal areas. Finally, for the N400 component Frontal, FrontoCentral, Central, CentroParietal, and Parietal areas were selected. Analyses were performed on the mean amplitude, the peak amplitude and the peak latency. Mean amplitude, peak amplitude and peak latency were calculated in the time window of interest for each electrode separately. These values were then averaged for each area and each laterality (midline, right and left hemispheres).

Analyses were conducted in R (R Core Team, 2017). ANOVAs were conducted using the afex (Singmann et al., 2018) and the emmeans library (Lenth, 2018). For each component, ANOVAs were performed within the corresponding time window on the mean amplitude, the peak amplitude or on the peak latency depending on the analysis performed. ANOVAs were performed with Problem Type (tie, non-tie and 1-problems), Operation (addition and multiplication), Area (which vary according to the component as described in the previous paragraph) and Laterality (left, right, midline) as within factors. To simplify the result reporting, uncorrected contrasts indicated that the percentage of reported retrieval for tie problems (95%) was significantly higher than for non-tie problems (83%), t(42) = 3.08, p = .01. However, the percentage of reported retrieval was not significantly different between 1-problems (85%) and non-tie, t(42) = −1.22, p = .23, or tie problems, t(42) = 1.86, p = .14. Finally, the interaction between Problem Type and Operation was significant, F(1.89, 41.69) = 4.43, η²p = .17, p = .02. A series of Holm corrected contrasts indicated that for addition the difference in percentage of retrieval was significantly higher for tie than for non-tie problems, t(84) = 3.41, p = .01, and than for 1-problems, t(84) = 3.41, p = .01, (see Fig. 2 for the percentages of retrieval in each condition). The other contrasts were not significant (p = 1, except for multiplication, non-tie – 1-problems: t(84) = −1.72, p = .36).

In order to take the impact of reported strategies on the N2 component into account in exploratory analyses, participants were separated in 3 groups following LeFevre’s distinction (2003). Eight participants who indicated that they systematically used retrieval were considered as high retrievers. Four participants indicated using alternative strategies for 1 or 2 problems over all problems (95% of retrieval on average). Finally, 10 participants who indicated that they did not use retrieval for at least 3 problems over all problems (69% of retrieval on average) were considered as low retrievers. Because the second group only contained 4 participants, only the high and low retriever groups were considered for the exploratory analyses that took the strategies into account. However, all participants, irrespective of the strategy they reported, were considered for all the other analyses.

3.2. ERP data

3.2.1. Early component analyses

Concerning P1 mean amplitude, the ANOVA revealed no main effect of Problem Type (tie, non-tie and 1-problems) and Operation (addition and multiplication) as within variables. Results indicated no main effect of Problem Type, F(1.93, 40.52) = 1.84, p = .17, or Operation, F(1, 21) = 1.26, p = .27. The interaction between the two variables was not significant, F(1.64, 34.51) = 3.05, p = .07. On average problems were correct in 97.47% of the trials.
of Type, $F < 1$, or Operation, $F(1, 21) = 1.81, p = .19$. The interaction between operation and laterality was significant, $F(1.95, 40.86) = 4.08, \eta^2_p = .16, p = .03$ and indicated that the amplitude was higher for addition than multiplication in the midline and right hemisphere but that it was the inverse in the left hemisphere (Fig. 3). However, a series of Holm corrected contrasts indicated that the differences between addition and multiplication did not reach significance whatever the laterality (left: $t(38.8) = -0.40, p = .69$, midline: $t(38.8) = 2.12, p = .12$, right: $t(38.8) = 1.66, p = .21$).

Concerning P1 peak amplitude, the ANOVA indicated no significant main effect of Problem Type, $F < 1$. The main effect of Operation was significant, $F(1, 21) = 6.78, \eta^2_p = .24, p = .02$, with lower amplitude of the peak for multiplication (2.19 $\mu$V) than for addition (2.54 $\mu$V). The interaction between Operation and Area was significant, $F(1.41, 29.67) = 4.45, \eta^2_p = .17, p = .03$. A series of Holm corrected contrasts indicated that the difference between addition and multiplication was significant in the Occipital, $t(39.2) = 3.27, p = .01$, and ParietoOccipital, $t(39.2) = 2.69, p = .02$, but not in the Parietal area, $t(39.2) = 0.58, p = .57$.

Concerning P1 peak latency, the ANOVA revealed no main effect of Problem Type, $F(1.65, 34.71) = 1.29, p = .28$. The main effect of Operation was significant, $F(1, 21) = 38.65, \eta^2_p = .65, p < .001$, with earlier peak for multiplication (129 ms) than for addition (134 ms).

Concerning N1 main amplitude, the ANOVA indicated no significant main effect of either Problem Type, $F(1.90, 39.95) = 1.82, p = .18$, or Operation, $F < 1$. None of the interaction with Type or Operation reach significance.

Concerning N1 peak amplitude, the ANOVA indicated no main effect of Problem Type, $F(1.69, 35.56) = 1.64, p = .21$, or of Operation, $F < 1$. The interaction between Operation, Problem Type and Area was significant, $F(2.60, 54.58) = 3.11, \eta^2_p = .13, p = .04$. A series of Holm corrected contrasts showed, in the occipital area for addition, more negative amplitude for 1-problems compared to non-tie problems, $t(116.3) = 3.73, p = .01$ (Fig. 4). All other contrasts were not significant ($p = 1$, except for additions in the Occipital area: 1-problems - tie: $t(116.3) = 2.63, p = .16$, and in the ParietoOccipital area: 1-problems – non-tie $t(116.3) = 2.35, p = .32$, 1-problems - tie: $t(116.3) = 2.02, p = .69$).

Concerning N1 peak latency, the ANOVA revealed no significant main effect of Problem Type, $F < 1$. There was a main of Operation, $F(1, 21) = 7.80, \eta^2_p = .25, p = .02$, with earlier peak appearance for multiplication (193 ms) than for addition (197 ms). The interaction between Operation and Laterality was significant, $F(1.84, 38.55) = 5.19, \eta^2_p = .20, p = .01$. A series of Holm corrected contrasts indicated that the peak for multiplication appeared significantly earlier than the one for addition in the midline, $t(42.3) = 4.02, p < .001$, but not in the left, $t(42.3) = 1.38, p = .35$, or right hemisphere, $t(42.3) = 1.07, p = .35$. Finally, the interaction between Operation, Area and Laterality was significant, $F(1.92, 40.42) = 3.42, \eta^2_p = .14, p = .04$. A series of Holm corrected contrasts indicated a difference in peak latency between addition and multiplication in the midlines only in the Parietal area, $t(121.7) = 2.27, p < .001$ ($p = 1$ for all other contrasts, except in the midline in the Occipital area, $t(121.7) = 2.38, p = .15$).

To sum up, looking at the mean amplitude and the peak amplitude and latency of the P1 and N1 components, no difference between tie and non-tie problems was found. All of the significant results involving Problem Type were related to differences between 1-problems and non-tie problems. More precisely, 1-problems presented a more negative N1 peak amplitude than non-tie problems in occipital area for addition. Analyses on early components also revealed differences between addition and multiplication. More specifically, P1 and N1 peaks appeared earlier for multiplication than addition, especially in the midline of the Parietal Area for the N1 component. However, these differences were extremely small, with only 3 or 4 ms on average. Moreover, a difference in the P1 peak amplitude was observed with a higher peak for addition.
than multiplication, particularly in the Occipital and ParietoOccipital area and we observed a difference in topography between addition and multiplication in P1 mean amplitude.

3.2.2. N2 component analyses

Concerning N2 mean amplitude, the ANOVA indicated no main effect of Operation, F(1, 39.58) = 5.18, η²p = .20, p = .01. A series of Holm corrected contrasts indicated that mean amplitude for non-tie problems (−0.42 μV) was significantly lower than for tie (−0.12 μV), t(42) = 2.98, p = .01, and 1-problems (−0.17 μV), t(42) = 2.54, p = .03, but that it did not significantly differ between tie and 1-problems, t(42) = 0.44, p = .66. The interaction between Problem Type and Laterality was significant, F(2.57, 53.94) = 3.07, η²p = .13, p = .04. A series of Holm corrected contrasts indicated that there was a significant difference in mean amplitude in the midline between tie and non-tie problems, t(83.3) = 4.17, p < .001, but that all of the other difference did not reach significance (p = 1, except in the midline: 1-problems – non-tie: t(83.3) = 2.73, p = .06 and right hemisphere: tie – non-tie: t(83.3) = 2.07, p = .25, and 1-problems – non-tie: (83.3) = 2.62, p = .07).

Concerning N2 peak amplitude, the ANOVA indicated no main effect of Problem Type, F(1.71, 35.93) = 2.44, p = .11, or of Operation, F < 1. No interaction involving either Operation or Problem Type was significant.

Concerning N2 peak latency, the ANOVA revealed no main effect of Problem Type, F(1.69, 35.54) = 2.27, p = .13, or Operation, F < 1. The interaction between Problem Type and Area was significant, F(4.09, 85.86) = 2.68, η²p = .11, p = .04, and indicated that the peak for tie problems appeared later than the one of 1-problems and non-tie problems for FrontoCentral, Frontal and AnteroFrontal areas, but not for Central or Prefrontal areas. However, a series of Holm corrected contrasts did not indicate significant differences between tie, non-tie and 1-problems in any areas (p = 1, except for FrontoCentral: tie – non-tie: t(180.3) = 2.46, p = .21, tie – 1-problems: t(180.3) = 2.61, p = .15; for Frontal: tie – non-tie: t(180.3) = 2.38, p = .24, tie – 1-problems: t(180.3) = 2.00, p = .51; for AnteroFrontal: tie – non-tie: t(180.3) = 2.30, p = .27; and for Prefrontal: tie – 1-problems: t(180.3) = 1.93, p = .55). Finally, the interaction between Operation, Area and Laterality was significant, F(4.86, 101.96) = 2.36, η²p = .10, p = .047. However, none of the Holm corrected contrasts were significant (p = 1 for all other contrasts, except in right hemisphere in the Central area, t(146.6) = 1.97, p = .75).

Fig. 4. Mean ERP for the electrode O1 (left occipital) for addition and multiplication for the three Problem Types.

For this N2 component, differential results were expected for low and high retrievers, depending on theories that explained the difference between tie and non-tie problems. More specifically, if non-retrieval strategies are used more often for non-tie than tie problems, the difference between problem type for the N2 component should be larger for low than high retrievers. In contrast, if tie problems are easier to retrieve than non-tie problems, results on the N2 component should be similar for low and high retrievers. To further study the N2 component exploratory Bayesian paired t-tests were conducted to contrast tie and non-tie problems in high and low retrievers (Fig. 5). Note that those analyses were conducted on small sample sizes and should thus be considered with care.

Concerning the mean amplitude, Bayesian paired t-test results indicated that the evidence for a difference between tie and non-tie problems was anecdotal for high retrievers (−0.40 μV and −0.75 μV respectively), BF10 = 2.89, but strong for low retrievers (0.17 μV and −0.25 μV respectively), BF10 = 10.95. Concerning the peak amplitude, anecdotal evidence for the null hypothesis was found for high retrievers (−2.39 μV and −2.62 μV for tie and non-tie problems respectively), BF10 = 0.99, while strong evidence for a difference between tie (−1.62 μV) and non-tie problems (−2.04 μV) was observed for low retrievers, BF10 = 24.06. Finally, concerning the peak latency, results indicated anecdotal evidence in favor of the null hypothesis for high retrievers (316 ms for both tie and non-tie problems), BF10 = 0.34, but in favor of the alternative hypothesis for low retrievers (315 ms and 308 ms for tie and non-tie problems respectively), BF10 = 1.10.

To sum up, analyses of the N2 component indicated more negative mean amplitude for non-tie problems than for tie and 1-problems especially in the midline. Exploratory Bayesian t-tests indicated strong evidence of a difference in mean and peak amplitude between tie and non-tie problems for low retrievers. However, there was no conclusive evidence for such a difference for high retrievers. No differences were found between operations, and no interaction between Operation and Problem Type was found for the N2 component.

3.2.3. N400 component analyses

Concerning N400 mean amplitude, the ANOVA indicated no main effect of Problem Type or Operation, F < 1. No interaction involving either Operation or Problem Type was significant.

Concerning N400 peak amplitude, the ANOVA indicated no main effect of Operation, F < 1, or Problem Type, F(1.80, 37.80) = 1.88, p =
No interaction involving either Operation or Problem Type was significant.

Concerning N400 peak latency, the ANOVA indicated no main effect of Operation, $F(1, 199.6) = .57$, $p = .47$, and 1-problems – non-tie: $t(199.6) = 2.25, p = .03$. Parietal area 1-problems – non-tie: $t(199.6) = 2.25, p = .03$, and in the right hemisphere in the Parietal area for addition: tie – 1-problems: $t(1024.6) = 2.61, p = .01$, tie – non-tie: $t(1024.6) = 2.73, p = .05$, for multiplication: 1-problems – non-tie: $t(1024.6) = 3.22, p = .12$, tie – non-tie: $t(1024.6) = 2.90, p = .34$ and in the right hemisphere in the Parietal area for addition: tie – 1-problems: $t(1024.6) = 2.67, p = .06$.

To sum up, results indicated no significant differences of mean and peak amplitude of the N400 component. The peak latency for each problem type seemed to vary depending on the Area, the operation and the laterality, but none of the contrasts reached significance.

4. Discussion

In this ERP study, our first goal was to better understand the cognitive mechanisms underlying the fact that tie problems are solved quicker and more accurately than non-tie problems. We examined three hypotheses that could explain this tie advantage. First, tie problems could be encoded more easily than non-tie problems. However, we did not find difference between tie and non-tie problems in early ERP components, which does not confirm this hypothesis. Second, tie problems could be solved more often through memory retrieval than non-tie problems. In accordance with this hypothesis, we found a less negative amplitude for the N2 component for tie than non-tie problems, suggesting that tie problems, at least with operands up to 5, are more often solved through less working-memory-demanding strategies than non-tie problems, such as retrieval. As in previous studies (e.g., Campbell and Gunter, 2002; LeFevre et al., 1996a, 1996b; Uittenhove et al., 2016), this interpretation was corroborated by verbal reports of our participants concerning their strategies. Nevertheless, this line of interpretation is questioned by the fact that multiplication problems do not present less negative amplitude of the N2 component than addition, whereas they were also expectedly reported as being solved more often by retrieval than addition (see also Campbell and Gunter, 2002). Thus, a change in the frequency of reported retrieval is not systematically associated with a change in amplitude of the N2 component. This observation could cast doubt on the fact that the difference in the N2 component between tie and non-tie problems stems from the use of different strategies. Alternatively, it could be that participants failed to accurately report the strategies they use to solve the problems (Kirk and Ashcraft, 2001; Lucidi and Thevenot, 2014; Thevenot et al., 2010) or that the way we collected verbal reports was not optimum. Indeed, instead of using a concurrent verbal report methodology where the strategy used is asked after each problem solving, we used a retrospective verbal report protocol where strategies are reported after the experiment. This choice prevented us from conducting analyses establishing a strict correspondence between strategy and N2 component modulation. Instead, we categorized participants on whether they only reported using retrieval or often report non-retrieval strategies. At least, this methodology ensured that the strategies used by participants during the experiment were not modified by verbal reports because of working memory additional demand or because of increased self-consciousness on the strategies used (Nisbett and Wilson, 1977). Our categorization allowed us to conduct analyses to explore whether the difference between tie and non-tie problems for the N2 component was similar for high and low retrievers. Results indicated strong evidence in favor of a difference between tie and non-tie problems in both peak and mean amplitude for low retrievers. In contrast, only anecdotal and contradictory evidence was found for high retrievers. Despite the fact that these results are highly coherent for low retrievers, they should be considered with care because they have been performed on small individual samples. Still, they suggest that verbal reports capture objective discrepancies in strategy use, which are observable in N2 component modulations. Finally, concerning the third hypothesis, tie problems could be subjected to less interference than non-tie problems. In this case, they should require less attentional resources to be solved and thus present less negative N2 amplitude compared to non-tie problems. We have already...
described that this result was observed in our exploratory analyses only in low retrievers, which could have corroborated De Visscher and Noël’s conclusion (2014a, 2014b) that frequent retrievers show little sensitivity to interference compared with low retrievers. Nevertheless, this conclusion is contradicted by the fact that high retrievers did not seem to present a less negative N2 component than low retrievers. Moreover, within the interference hypothesis, larger negative amplitude of the N400 component for tie than for non-tie problems would also have been expected and it was not the case. All in all, our results do not provide strong evidence for the interference hypothesis, at least concerning the small range of problems that we studied.

The second goal of our study was to better understand the process and mechanisms underlying the resolution of problems involving a 1 (i.e., 1-problems). Those problems are sometimes solved using a rule, which consists for multiplication in giving the non-1 operand, namely the algebraic multiplicative-identity rule, and for addition in retrieving the number in the counting sequence just after the non-1 operand, namely the number-after rule (e.g., Baroody, 1995; 2018; Baroody et al., 2012). In adequation with previous conclusion of the literature showing that 1-problems are solved more efficiently than other non-tie problems (Bagnoud et al., 2021; Baroody, 1995; LeFevre et al., 1996a, 1996b; Uittenbove et al., 2016), we found a less negative N2 amplitude for 1-problems than other non-tie problems, which suggests that they require less working-memory and attentional resources to be solved than other problems. Following Grabner et al.’s (2021) conclusions, this can lead to two different interpretations. Problems involving a 1 could be solved more often through retrieval strategies than other non-tie problems or, alternatively, they could be solved by the non-arithmetic rules described just above. In the case of addition, our results on the percentages of reported retrieval give credit to the second interpretation. Indeed, whereas 94% of tie problems were reported as having been solved by a retrieval strategy, this percentage fell to 75% for 1-problems. This difference was significant and suggests that tie and non-tie problems were not solved using the same strategies. Given that our behavioural and neuro-electrophysiological results and previous results of the literature strongly support the idea that retrieval is the dominant strategy for addition tie problems, it can be concluded that a different strategy was used for 1-problem. Because this strategy is less demanding than for non-tie problems, the hypothesis of the use of the number after rule is the more plausible one. Interestingly, for the 25% of problems of 1-problems that were not reported as retrieved, they were all reported as having been solved via counting whereas the category “other” was never used. This means that individuals do not have conscious access to their use of the number after rule. Finally and concerning the N400 component, a more negative peak and mean amplitude was not found for 1-problems than non-tie problems, suggesting that they are not less prone to interference than other problems. This challenges our interpretation that 1-problems are solved by a rule because in such case, they should not be part of the arithmetical network. As in Grabner’s et al. Grabner et al., (2021), we are therefore left in a situation where the 1-problem advantage can be either explained by more reliance on retrieval or the use of a rule.

In addition to the differences observed in ERPs depending on the type of problems, our analyses revealed some differences between operations. Concerning early components, the P1 and N1 peak appeared earlier for multiplication than for addition. However, the difference in peak appearance is very small, with only 3–5 ms, and it is therefore difficult to definitively interpret them as reflecting strategy differences. Still, in addition to timing differences, the topography of P1 was also different between the two operations with more positive mean amplitude in the midline and right hemisphere and less positive amplitude in the left hemisphere for addition than for multiplication. Moreover, the peak amplitude of P1 was higher for addition than multiplication, particularly in the Occipital and ParietoOccipital area. These differences in P1 amplitude could reflect differences in the complexity of the encoding of the operands depending on the operation (Thevenot et al., 2011; Thevenot & Barrouillet, 2006, 2010), which would indicate that multiplication and addition problem solving are not subjected to the same cognitive mechanisms (Díaz-Barriga Yánez et al., 2020; Fayol and Thevenot, 2012; Mathieu et al., 2018; Zhou et al., 2006).

To sum up, results of the ERP analyses did not provide evidence for the fact that the tie advantage is due to easier encoding or less interference effects for tie than non-tie problems. Rather, ERP analyses reveal that less working-memory and attentional resources are needed to solve tie than non-tie problems. On a more theoretical level, our results suggest that contrary to Campbell and Gunter’s assumption (Campbell and Gunter, 2002), the tie advantage is not due to more efficient retrieval of the associated answers for tie than non-tie problems but rather, as suggested by LeFevre (LeFevre et al., 2003; LeFevre et al., 1996a, 1996b), to the use of different solving strategies for these two categories of problems. Retrieval could be used more often for tie problems than non-tie problems, and costler non-retrieval procedures could be used more often for non-tie problems. Concerning 1-problems, our ERP analyses also suggest less attentional and working-memory demands than for other non-tie problems. However, no evidence was found in favor of a difference in interference with non-tie problems. Further studies are then necessary to know whether 1-problems are represented in the same arithmetical fact network as other problems, whether they are solved using arithmetical procedures or whether they are solved through the use of a rule such as for addition finding the number just after the non-1 operand in an ordinal numerical sequence (e.g., Baroody, 1983; 1995; Baroody et al., 2012).
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