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Abstract

Optimizing a high-dimensional non-convex function is, in general, computationally hard and many problems of this type are hard to solve even approximately. Complexity theory characterizes the optimal approximation ratios achievable in polynomial time in the worst case. On the other hand, when the objective function is random, worst case approximation ratios are overly pessimistic. Mean field spin glasses are canonical families of random energy functions over the discrete hypercube \{-1, +1\}^N. The near-optima of these energy landscapes are organized according to an ultrametric tree-like structure, which enjoys a high degree of universality. Recently, a precise connection has begun to emerge between this ultrametric structure and the optimal approximation ratio achievable in polynomial time in the typical case. A new approximate message passing (AMP) algorithm has been proposed that leverages this connection. The asymptotic behavior of this algorithm has been analyzed, conditional on the nature of the solution of a certain variational problem.

In this paper we describe the first implementation of this algorithm and the first numerical solution of the associated variational problem. We test our approach on two prototypical mean-field spin glasses: the Sherrington-Kirkpatrick (SK) model, and the 3-spin Ising spin glass. We observe that the algorithm works well already at moderate sizes (N \geq 1000) and its behavior is consistent with theoretical expectations. For the SK model it asymptotically achieves arbitrarily good approximations of the global optimum. For the 3-spin model, it achieves a constant approximation ratio that is predicted by the theory, and it appears to beat the 'threshold energy' achieved by Glauber dynamics. Finally, we observe numerically that the intermediate states generated by the algorithm have the properties of ancestor states in the ultrametric tree.

1 Introduction and background

1.1 Mean field spin glasses

Mean field spin glasses were introduced nearly half a century ago as idealized mathematical models for disordered magnetic materials [SK75]. Since then, they have emerged as canonical models for random energy functions in high dimension [Tal10]. In this paper we will focus on the most classical of these models, the mixed p-spin Ising spin glass model. This can be defined as the energy function on the discrete hypercube \( H_N : \{-1, +1\}^N \to \mathbb{R} \) such that \( (H_N(\sigma))_{\sigma \in \{-1, +1\}^N} \) is a centered Gaussian vector with \( \mathbb{E}\{H_N(\sigma)H_N(\tau)\} = N\xi(\langle \sigma, \tau \rangle/N) \) for a fixed analytic function.
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\( \xi : [-1, 1] \to \mathbb{R} \). Such a process can be constructed explicitly as

\[
H_N(\sigma) = \sum_{k=2}^{\infty} \frac{c_k}{N(k-1)/2} \sum_{1 \leq i_1, \ldots, i_k \leq N} G_{i_1, \ldots, i_k}^{(k)} \sigma_{i_1} \cdots \sigma_{i_k},
\]

where \( (G_{i_1, \ldots, i_k}^{(k)})_{k \geq 2, i_1, \ldots, i_k \geq 1} \) is a collection of independent standard normal random variables \( G_{i_1, \ldots, i_k}^{(k)} \sim \mathcal{N}(0, 1) \). The two definitions are connected via the relation \( \xi(x) = \sum_{k \geq 2} c_k^2 x^k \). In the following we will also occasionally refer to the ‘spherical’ version of this model, in which the constraint \( \sigma \in \{-1, +1\}^N \) is replaced by \( \sigma \in S^{N-1}(\sqrt{N}) \) (the sphere of radius \( \sqrt{N} \) in \( \mathbb{R}^N \)).

We will be concerned with the superlevel sets of this Hamiltonian, namely sets \( S_N(\varepsilon) \) of configurations \( \sigma \in \{-1, +1\}^N \) such that \( H_N(\sigma) \geq (1 - \varepsilon) \max_{\sigma' \in \{\pm 1\}^N} H_N(\sigma') \). We will ask whether configurations in \( S_N(\varepsilon) \) can be found in polynomial time for any constant \( \varepsilon > 0 \). From a physics point of view, superlevel sets (with small \( \varepsilon \)) determine the low-temperature behavior of the system that is described by the Gibbs measure \( \mu_{N,\beta}(\sigma) := \exp\{\beta H_N(\sigma)\}/Z_{N,\beta} \).

### 1.2 Geometry of near-optima

Within a decade from their introduction, physicists unveiled a beautiful probabilistic structure that captures the organization of these near-optima [MPV87]. This structure is referred to as ‘replica symmetry breaking’ (RSB) in connection to its first discovery via the so-called replica method. It is useful to summarize the main elements of this picture, as first outlined in [MPS+84, MV85].

For \( \varepsilon \) a sufficiently small constant, the random set \( S_N(\varepsilon) \) can be partitioned into \( M \) ‘pure states’ \( S_N^\alpha, 1 \leq \alpha \leq M \), plus eventually a negligible subset of configurations \( \mathcal{N}_N \): \( S_N(\varepsilon) = \cup_{\alpha=1}^M S_N^\alpha \cup \mathcal{N}_N \). Each pure state \( S_N^\alpha \) can be characterized by its barycenter \( m^\alpha \) (the ‘magnetization’ vector). All of these barycenters approximately lie on a sphere of radius \( \sqrt{Nq_*(\varepsilon)} \): \( \|m^\alpha\|^2 = Nq_*(\varepsilon)(1 + o_N(1)) \). The rescaled radius \( q_\varepsilon \) is referred to as the Edwards-Anderson parameter. Within a pure state, the distance from the barycenter concentrates, which implies \( \|\sigma - m^\alpha\|^2 = N(1 - q_\varepsilon(\varepsilon))(1 + o_N(1)) \) for almost all \( \sigma \in S_N^\alpha \).
as we describe next. Pure states occupy the leaves at level \(q_\ast\). Each internal node \(\gamma\) in this tree is referred to as an ‘ancestor state’, and can be associated to a set of configurations \(S_N^\gamma\) that is formed by the union of pure states that are its descendants: \(S_N^\gamma := \bigcup_{\alpha \in D(\gamma)} S_N^\alpha\) (here \(D(\gamma)\) is the set of leaves that are descendants of \(\gamma\)). By averaging over these states, we can associate to the ancestor \(\gamma\) a barycenter \(m^\gamma\): the level \(q\) of node \(\gamma\) corresponds to the norm of this barycenter, \(\|m^\gamma\|_2^2 = N q (1 + o_N(1))\).

Given a certain ancestor state \(\gamma\) at level \(q_1\), the radius \(\|m^\alpha - m^\gamma\|_2\) concentrates as \(\alpha\) varies among nodes at level \(q_2 > q_1\) that are descendants of \(\gamma\). Note that \(\sum_\alpha w_\alpha (m^\alpha - m^\gamma, m^\gamma) = 0\) by construction (where \(w_\alpha := |S_N^\alpha|/|S_N^\gamma|\)). Hence we must have \(\|m^\alpha - m^\gamma\|_2^2 = N (q_2 - q_1 + o_N(1))\) and \(\langle m^\alpha - m^\gamma, m^\gamma \rangle = o_N(N)\). A cartoon of the geometry of pure states and ancestor states is given in Fig.\[\infty\]. Each internal node \(\gamma\) corresponds to an ancestor state and its descendants lie close to the hyperplane orthogonal to \(m^\gamma\). As a special consequence of this geometric picture, given two pure states \(\alpha_1, \alpha_1\), with closest common ancestor \(\gamma\), we have \(\langle m^{\alpha_1}, m^{\alpha_2} \rangle = \|m^\gamma\|_2^2 (1 + o_N(1))\). This means that we can directly probe the tree structure of pure states by sampling two independent configurations \(\sigma^1, \sigma^2 \sim \text{iid Unif}(\mathcal{S}(\epsilon))\). The expected (over the realization of \(H_N\)) probability distribution of the ‘overlap’ \(|\langle \sigma^1, \sigma^2 \rangle|/N\) converges to a limit measure \(\nu_\epsilon\) with support \(Q \subseteq [0, 1]\).

In over the thirty years since the RSB picture was first described, elements of it have emerged in an impressive variety of models from random constraint satisfaction problems, where it describes the geometry of the set of solutions, to random combinatorial optimization, where it describes the structure of near-optima, to communications and statistical estimation where it applies to near optimal reconstructions. We refer to [EVdB01, Nis01, MM09] for overviews of these research areas.

In the context of mixed \(p\)-spin models, the ultrametric structure of pure states has been made rigorous in a remarkable sequence of mathematical works [Pan13a, Pan13b, CPS18, CPS19]. Among the wealth of results, we know that at sufficiently low temperatures (small \(\epsilon\) or large \(\beta\)) the number of levels of the tree (i.e. the \(\text{card}(\mathcal{Q})\)) becomes arbitrarily large [ACZ20]. On the other hand, given a sequence of coefficients \((c_k)_{k \geq 2}\) (or, equivalently, their generating function \(\xi(x)\)), we do not yet know what is the qualitative structure of the set \(\mathcal{Q}\) which indexes the levels of the tree, and the possible values of the overlap between pure states.

1.3 Algorithms?

Does the universal RSB structure of random energy landscapes have algorithmic consequences? The present paper focuses on this question, and more precisely on the search problem. Namely, we are looking for a polynomial-time algorithm that takes as input a specification of the Hamiltonian \(H_N(\cdot)\), and returns as output a vector \(\sigma^{\text{alk}} \in \{-1,+1\}^N\) such that

\[
\lim_{N \to \infty} \mathbb{P}\left( H_N(\sigma^{\text{alk}}) \geq (1-\epsilon) \max_{\sigma \in \{\pm 1\}^N} H_N(\sigma) \right) = 1. \tag{1.2}
\]

In particular, we are interested in understanding which of these two scenarios holds:

- (i) An arbitrarily good approximation of \(\max_{\sigma \in \{\pm 1\}^N} H_N(\sigma)\) can be achieved in polynomial time, i.e. the above holds for any fixed \(\epsilon > 0\);

- (ii) Only a constant factor approximation can be achieved, i.e. the above holds only for \(\epsilon > \epsilon_*\) for some strictly positive \(\epsilon_*\). In the latter case we want to determine \(\epsilon_*\).
The relevance of spin glass theory for optimization with random structures was noted early on in the history of the subject. Quoting from a seminal paper by Mézard and Virasoro [MV85]:

‘The ultrametric topology of the space of equilibrium states of a spin glass deserves special attention. Such an organization might exist in other systems with frustration and disorder, and it should have consequences in such fields as optimization problems or neural networks.’

Indeed, the connection between statistical physics and optimization has been an object of interest at least since the introduction of simulated annealing [KGV83]. Beginning in the eighties, physicists used nonrigorous methods from physics, such as the replica method (or the equivalent cavity method), to study the typical properties of random combinatorial optimization problems. Notable examples of this literature include the assignment problem [MP85], the random traveling salesman problem [MP86], random $K$-satisfiability ($K$-SAT) [MZK+99, MPZ02, KMRT+07], and coloring random graphs [MPWZ02].

The idea of using the replica or cavity methods as algorithmic tools was only developed more recently, beginning with the work of Mézard, Parisi and Zecchina on random $K$-SAT [MPZ02]. These authors proposed a message passing algorithm known as ‘survey propagation’ that amounts to iteratively solving the ‘one step RSB’ cavity equation for a given $K$-SAT formula. The solution of these equations is then used to iteratively assign the values of variables. Empirical studies demonstrated that this approach is effective in finding solutions of large random 3-SAT formulae [BMZ05]. On the other hand, rigorous analysis was carried out for large $K$, suggesting limited advantage offered by survey propagation over simpler heuristics [GS17].

It should be emphasized that, unlike the classical $p$-spin model of Eq. (1.1), the $K$-SAT model can be regarded as a spin glass on a sparse random graph, a setting which presents additional technical challenges.

Among negative results, Gamarnik and coauthors established —in several examples— a connection between the support $Q$ of the overlap distribution and the ability of certain classes of algorithms to approximately solve the underlying optimization problem [GSL4, CGPR19]. Namely, if $Q$ is not an interval, then local algorithms fail: the class of local algorithms include certain implementations of survey propagation and other message passing techniques. The condition of $Q$ not being an interval is also referred to as ‘overlap gap condition’.

The idea of exploiting the RSB picture of the energy landscape in an optimization algorithm was revived by a sequence of papers over the last two years. Addario-Berry and Maillard [ABM18] study optimization of an idealized model for the tree of ancestor states in spin glasses, also known as the Generalized Random Energy Model (or GREM) [Der85]. They consider optimization algorithms that descend the tree with limited lookahead and prove that such algorithms can find a near optimum efficiently, if and only if the tree satisfies the no-overlap gap condition. Subag [Sub18] studied the general spherical $p$-spin model and presented an algorithm that —again— returns a near optimum under the no-overlap gap condition. More generally, [Sub18] gives an explicit formula for the energy achieved by this algorithm. Unlike for the Ising spin glass, for the spherical model it is explicitly known which generating functions $\xi$ imply no overlap gap.

Finally, in [Mon19, AMS20], the present authors and Mark Sellke developed a nearly linear time approximate message passing (AMP) algorithm for the Ising spin glass and characterized the value it achieves. This characterization holds under the assumption that a certain variational problem
over functions on the interval $[0,1]$ achieves its infimum. As a special case, whenever the generating function $\xi$ is such that the resulting model has no overlap gap, this algorithm achieves (1.2) for any $\varepsilon > 0$.

This paper presents the following contributions:

**Variational principle.** As mentioned above, the value achieved asymptotically by the algorithm of [Mon19, AMS20] is described by a variational principle that can be viewed as a modification of the celebrated Parisi formula. Is the infimum of this variational principle achieved? Can it be evaluated numerically? We describe a procedure for solving the variational principle, and apply it to two examples, showing empirically that we obtain approximate solutions with the desired properties.

**Implementation.** The analysis of [Mon19, AMS20] is asymptotic and establishes guarantees of the form (1.2), that hold as $N \to \infty$. How large should $N$ be for these asymptotics to kick in? Do these algorithms also work reasonably well for —say— $N$ the order of $10^3$? Finally, for any given $N$, several implementation choices need to be made, which become irrelevant as $N \to \infty$. We propose a specific implementation of the algorithm, which appears to perform well already for $N$ of the order of a few thousands, and study the leading finite-$N$ effects.

**Threshold energy.** We study two specific examples (two choices of the generating function $\xi$): the Sherrington-Kirkpatrick model and the 3-spin model. In the second case the algorithm only achieves a threshold energy that is smaller —by a constant factor— than the global optimum. We compare this threshold with the energy achieved by Glauber dynamics (at fixed very low temperature) and show that the new algorithm achieves a better approximation.

**Connection with physics.** In what ways does the algorithm of [AMS20] explore the landscape of ancestor states? We elucidate this question in two different ways. First we show that the path followed by the algorithm during its execution is such that the configuration $m^t$ produced at time $t \in [0,1]$ has the same properties as an ancestor state at level $t$. In particular, it is an approximate solution of the generalized TAP equations and has a nearly optimal value of the generalized TAP free energy [MV85, CPS18, CPS19].

Second, we show that the algorithm can be modified as to produce not one, but multiple near optima $(\sigma^\alpha)_{\alpha \geq 1}$, with $\langle \sigma^\alpha, \sigma^\gamma \rangle / N \approx 0$ for $\alpha \neq \gamma$.

2 Description of the algorithm

The algorithm of [Mon19, AMS20] is iterative. It is convenient to index iterations (time) by $T_\delta := \{0, \delta, 2\delta, \ldots, 1 - \delta, 1\}$, where $\delta$ is a step size that should be thought of as vanishing when $N \to \infty$, but sufficiently slowly. The algorithm generates a sequence $m^t \in \mathbb{R}^N$, $t \in T_\delta$, where each vector $m^t$ is a function of $(m^s)_{s \in T_\delta \cap [0,t-\delta]}$. The interpretation of these quantities is as follows: at time $t$, the algorithm has effectively selected a subset $S_{N,t} \subseteq \{-1, +1\}^N$ of near optima. The vector $m^t$ should be interpreted as the barycenter of $S_{N,t}$ (or magnetization vector), and $t$ the corresponding overlap. In particular, we should expect $m^t \in [-1, 1]^N$, $\|m^t\|_2 \approx Nt$, and $\|m^{t'} - m^t\|_2 \approx N(t' - t)$ for all $t' > t$. We will see that these conditions are indeed verified as $N \to \infty$.

Before getting into a detailed description of the iteration that computes the sequence of vectors $m^t$, it can be useful to give a heuristic discussion of some of its elements. At time $t$ we want to
select a subset $S_{N,t} \subseteq S_{N,t-\delta}$ of near optima, given that we know the current barycenter $m^{t-\delta}$. It would seem reasonable to linearize the objective function around the barycenter and compute the current gradient: $\hat{z}^t = \nabla H_N(m^{t-\delta})$. We could then try to compute the new barycenter as the expectation of the ‘linearized’ Gibbs measure $e^{\beta(z^t, \sigma)/Z_t}$. This would result into a second equation $m^t = \tanh(\beta \hat{z}^t)$.

The actual algorithm is more complex, although it retains some of the structure suggested by the above naive argument. It is a special example of approximate message passing (AMP) algorithm [DMN09, BM11], and we will refer to it as IAMP (incremental AMP). We introduce two auxiliary sequences $(x^t)$, $(z^t)$, and define $dm^t := m^{t+\delta} - m^t$ (and $dx^t$, $dz^t$ analogously). Starting from $z^0 = m^0 = x^0 = 0$, and $z^\delta \sim N(0, \delta I_N)$, we compute recursively

\begin{align}
\frac{dz^t}{dt} &= \nabla H_N(m^t) - \nabla H_N(m^{t-\delta}) + \hat{d}(t) dm^{t-\delta}, \\
\frac{dx^t}{dt} &= \xi''(t) \gamma_*(t) \partial_x \Phi_\gamma(t; x^t) \delta + dz^t, \\
\frac{dm^t}{dt} &= \partial_x \Phi_\gamma(t; x^t),
\end{align}

where $\hat{d}(t) = \xi''(t) \int_1^t \gamma(s) ds$. A feasible configuration $\sigma^{\text{alg}}$ is obtained by rounding $m^1$, e.g. via $\sigma^{\text{alg}} := \text{sign}(m^1)$. Here $\Phi_\gamma : [0, 1] \times \mathbb{R} \to \mathbb{R}$ and $\gamma_* : [0, 1) \to \mathbb{R}$ are functions which we will define next via a variational principle (and $\partial_x \Phi_\gamma(t; x^t)$ denotes the function $\partial_x \Phi_\gamma(t; \cdot)$ applied entrywise to the vector $x^t$.)

Given a function $\gamma : [0, 1] \to \mathbb{R}_{\geq 0}$, consider the following partial differential equation, which we refer to as the Parisi PDE:

$$
\partial_t \Phi_\gamma(t, x) + \frac{1}{2} \xi''(t) \left( \frac{\partial^2 \Phi_\gamma(t, x)}{2} + \gamma(t) (\partial_x \Phi_\gamma(t, x))^2 \right) = 0, \quad (t, x) \in [0, 1) \times \mathbb{R},
$$

with boundary condition $\Phi_\gamma(1, x) = |x|$. It is known that a weak solution to the above PDE exists and is unique if $\gamma \in \mathcal{L}$ [JT16, AMS20], where we define the following space of functions

$$
\mathcal{L} := \left\{ \gamma : [0, 1) \to \mathbb{R}_{\geq 0} : \|\xi''\gamma\|_{TV[0, t]} < \infty \forall t \in [0, 1), \int_0^1 \xi''(t) dt < \infty \right\}.
$$

Here $\xi''\gamma(t) := \xi''(t) \gamma(t)$, and $\|\xi''\gamma\|_{TV[0, t]}$ is the total variation of this function over the interval $[0, t]$. In particular, the condition $\|\xi''\gamma\|_{TV[0, t]} < \infty$ is satisfied if $\xi''\gamma$ has a finite number of jump discontinuities over the interval $[0, t]$ and has no singularities.

We use the solution of this PDE to define the following variational problem

$$
P(\gamma) := \Phi_\gamma(0, 0) - \frac{1}{2} \int_0^1 t \xi''(t) \gamma(t) dt,
$$

$$
e_{\text{alg}} := \inf_{\gamma \in \mathcal{L}} P(\gamma).
$$

If the infimum above is achieved at $\gamma_* \in \mathcal{L}$, using this function in the construction of the algorithm of Eqs. (2.1) to (2.3) yields $H_N(\sigma^{\text{alg}})/N \to e_{\text{alg}}$ [AMS20]. In other words, the variational principle of Eq. (2.7) characterizes the function value achieved by the IAMP algorithm.\footnote{The algorithm analyzed in [AMS20] differs from the one of Eqs. (2.1) to (2.3) by terms that vanish as $N \to \infty$, $\delta \to 0$. See below for further discussion.}
The variational principle (2.7) is intimately related to the celebrated Parisi formula for the optimum value. Namely, we define
\[ e_{opt} := \inf_{\gamma \in Y} P(\gamma), \quad Y := \mathcal{L} \cap \{ \gamma \text{ non-decreasing} \} \] (2.8)
Then \( \lim_{N \to \infty} \max_{\sigma \in \{ \pm 1 \}^N} H_N(\sigma)/N = e_{opt} \) [Tal06, Pan13b, AC17]. Notice that, since \( Y \subseteq \mathcal{L} \), we have \( e_{opt} \geq e_{alg} \) as it should be. Further, \( \gamma \mapsto P(\gamma) \) is known to be strictly convex [AC15, JT16]. Hence, if the infimum in Eq. (2.8) is achieved on \( \gamma_s \) which is strictly increasing (no overlap gap), the constraint \( \{ \gamma \text{ non-decreasing} \} \) is not active at \( \gamma_s \). Hence \( \gamma_s \) is also a minimizer for the variational principle (2.7) and therefore \( e_{alg} = e_{opt} \). In other words, under no overlap gap, the above algorithm achieves a \((1 - \varepsilon)\)-approximation of the optimum for any \( \varepsilon > 0 \) [AMS20].

From a geometric point of view, the last term in Eq. (2.1) is chosen in such a way that \( d\mathbf{z}^t \) is approximately orthogonal to \( (\mathbf{m}^s)_{s \leq t}, (\mathbf{z}^s)_{s \leq t} \). Hence, this update can be replaced by a similar one in which
\[ d\mathbf{z}^t = \text{Proj}_{L_2}[\nabla H_N(\mathbf{m}^t) - \nabla H_N(\tilde{\mathbf{m}}^t)], \] (2.9)
where \( \text{Proj}_{L_2} \) is the projector orthogonal to \( \langle \{ \mathbf{m}^s \}_{s \leq t}, \{ \mathbf{z}^s \}_{s \leq t} \rangle \).

The algorithm of Eqs. (2.1) to (2.3) is a special example of a broader class of IAMP algorithms, and is obtained by optimizing over this class. In order to introduce this class, given a vector \( \mathbf{x} \in \mathbb{R}^N \), we denote its average by \( \mathbb{E}_N(\mathbf{x}) := \sum_{i=1}^N x_i/N \). For two vectors \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^N \), the we also define the normalized scalar product \( \langle \mathbf{x}, \mathbf{y} \rangle_N := \sum_{i=1}^N x_i y_i/N \). The basic iteration depends on two functions \( u, v : [0, 1] \times \mathbb{R} \to \mathbb{R} \). Starting from \( \mathbf{z}^0 = \mathbf{m}^0 = \mathbf{x}^0 = \mathbf{0} \), and \( \mathbf{z}^\delta \sim \mathcal{N}(0, \delta I_N) \), we proceed with the following updates
\[ \mathbf{z}^{t+\delta} = \nabla H_N(\mathbf{m}^t) - \sum_{s \in \mathcal{I} \cap [0,t]} d_{t,s} \mathbf{m}^{s-\delta}, \] (2.10)
\[ d_{t,s} := \xi''(\langle \mathbf{m}^t, \mathbf{m}^{s-\delta} \rangle_N) \mathbb{E}_N \left( u_\delta(s; \mathbf{x}^s) 1_{s \leq t} - u_\delta(s - \delta; \mathbf{x}^{s-\delta}) \right), \] (2.11)
\[ \mathbf{m}^t = \sum_{s \in \mathcal{I} \cap [0,t-\delta]} u_\delta(s; \mathbf{x}^s) \odot (\mathbf{z}^{s+\delta} - \mathbf{z}^s), \] (2.12)
\[ \mathbf{x}^{t+\delta} = \mathbf{x}^t + v(t; \mathbf{x}^t) \delta + (\mathbf{z}^{t+\delta} - \mathbf{z}^t), \] (2.13)
\[ u_\delta(t; \mathbf{x}^t) := \frac{u(t; \mathbf{x}^t)}{\mathbb{E}_N[u(t; \mathbf{x})]^2}^{1/2}. \] (2.14)

The algorithm of Eqs. (2.1) to (2.3) is obtained by optimizing the value achieved by the last procedure over the functions \( u, v \). As discussed in [AMS20], the variational principle (2.7) is the dual of this maximization problem. The optimal choice of \( u \) and \( v \) is given as follows in terms of the dual solution \( \gamma_s \) of (2.7):
\[ u(t; \mathbf{x}) = \partial_x^2 \Phi_{\gamma_s}(t; \mathbf{x}), \quad v(t; \mathbf{x}) = \xi''(t) \gamma_s(t) \partial \Phi_{\gamma_s}(t; \mathbf{x}). \] (2.15)

The algorithm of Eqs. (2.1) to (2.3) is obtained by substituting these functions in Eqs. (2.10) to (2.14) and noting that, almost surely,
\[
\lim_{N \to \infty} \langle \mathbf{m}^t, \mathbf{m}^{s-\delta} \rangle_N = s - \delta, \quad \lim_{\delta \to 0} \lim_{N \to \infty} \mathbb{E}_N[u_\delta(s; \mathbf{x}^s)] = \int_s^1 \gamma_s(r) \, dr,
\]
and
\[
\lim_{\delta \to 0} \lim_{N \to \infty} \delta^{-1} \mathbb{E}_N[u_\delta(s; \mathbf{x}^s) - u_\delta(s - \delta; \mathbf{x}^{s-\delta})] = -\gamma_s(s).
\]
We conclude this section by observing that the IAMP algorithm described in here admits a generalization at non-zero temperature [Mon19]. Instead of attempting to find a near optimum of the cost function $H_N(\sigma)$, this algorithm attempts to produce a magnetization vector $m \in \mathbb{R}^N$ corresponding to a pure state (i.e. a leaf in the tree of ancestor states), under a no overlap gap condition. The algorithm proceeds again using Eqs. (2.10) to (2.14) and only differs in the choice of the functions $u$, $v$. These are chosen using Eq. (2.15), with $\Phi_\gamma$ the solution of the Parisi PDE (2.4) with boundary condition $\Phi_\gamma(1, x) = \beta^{-1} \log(2 \cosh \beta x)$ (instead of $\Phi_\gamma(1, x) = |x|$). Finally, $\gamma = \gamma_\beta$ is determined according to
\[
\gamma_\beta = \arg \min \{ P(\gamma), \text{subj. to } \gamma \in \mathbb{N} \}, \ \gamma(1) = \beta \}.
\]
For models with no overlap gap, the solution $\gamma_\beta$ to this problem is strictly increasing on $[0, q_*]$, and constant on $(q_*, 1]$. The iteration of Eqs. (2.10) to (2.14) is halted at $t \approx q_*$ (e.g. at $t = \delta [q_*/\delta]$).

3 Implementation and numerical experiments

In this section we present our implementation of the algorithm described above, and our empirical results. We focus on the pure 2-spin and 3-spin models:

\[
\xi_{\text{2spin}}(x) = \frac{x^2}{2}, \quad \text{and} \quad \xi_{\text{3spin}}(x) = \frac{x^3}{2}.
\]

These two models are representative of qualitatively different behaviors. The 2-spin model, also known as Sherrington-Kirkpatrick (SK) model, was first introduced in [SK75] and its landscape is believed to be organized in a continuum tree with no overlap gap: $\gamma_*$ is strictly increasing. The 3-spin model was first introduced in [Der80] and subsequently studied as a toy model for structural glasses [KT87]. The tree of states is believed to have a gap at 0: ancestor state exist only for $q \in [q_0, q_*]$, $q_0 > 0$, and are well separated. Given a typical pair $\gamma_1, \gamma_2$ of ancestor states at level $q_0$, we have $\|m^{\gamma_1}\|_2^2, \|m^{\gamma_2}\|_2^2 = N q_0 (1 + o_N(1))$ while $\langle m^{\gamma_1}, m^{\gamma_2} \rangle = o(N)$. Further, each of these ancestor states gives rise to a continuous tree of descendants.

3.1 Numerical solution of the variational principles

We compute approximate values of the variational problems Eq. (2.7) and Eq. (2.8) by considering piecewise constant functions $\gamma(t) = \sum_{i=1}^{n_q} r_i \mathbf{1}_{t \in [q_i, q_{i+1}]}$ with $n_q$ steps located on a uniform grid $q_i = i - 1 \frac{1}{n_q}$. The Parisi PDE (2.4) can then be solved via the Cole-Hopf transform backwards in time:

\[
\Phi_\gamma(q_i, x) = \frac{1}{r_i} \log \mathbb{E} \left[ \exp \left( r_i \Phi_\gamma(q_{i+1}, x + \sqrt{\xi'(q_{i+1}) - \xi'(q_i)} Z) \right) \right] \quad \forall 1 \leq i \leq n, \quad (3.1)
\]

where $Z \sim N(0, 1)$. We restrict the space variable $x$ to an interval $[-x_{\text{max}}, x_{\text{max}}]$ which is also discretized into a uniform grid with spacing $1/n_x$. This discretization scheme depends on the set of parameters $\pi := (n_q, n_x, x_{\text{max}})$. In our experiments we observe that $n_x = 500$, and $x_{\text{max}} = 10$ is sufficient to produce negligible discretization errors, and study the dependence on $n_q$.

The Parisi functional becomes a convex function of the vector $r = (r_i)_{i=1}^{n_q} \in \mathbb{R}_{\geq 0}^{n_q}$, which we denote by $P_\pi(r)$. The variational principles Eq. (2.7) and Eq. (2.8) are then approximated by the
finite-dimensional convex optimization problems
\[
\hat{e}_{\text{alg}}(\pi) := \min_{r \in \mathbb{R}^n_{\geq 0}} P_{\pi}(r), \quad \hat{e}_{\text{opt}}(\pi) := \min_{r \in \mathbb{R}^n_{\geq 0}} \{ P(r) \text{ subj. to } r_1 \leq \cdots \leq r_{n_q} \}. 
\]  
(3.2)

The above optimization problems are solved to near-optimality via projected gradient descent with backtracking line search \[\text{PH14}.\] The gradient of \(\Phi_\pi(0,0)\) w.r.t. \(r\) is computed recursively via the formula (3.1). (We refer to Appendix A for further details.)

Figure 2 (left frame) shows the optimizers of the variational problem corresponding to \(\hat{e}_{\text{alg}}(\pi)\) for the 2-spin and 3-spin models for a few values of \(n_q\). For the 2-spin model, we observe that the optimizer satisfies \(r_1 < r_2 < \cdots < r_{n_q}\). Since \(r \mapsto P_\pi(r)\) is a convex function, we conclude that \(\hat{e}_{\text{alg}}(\pi) = \hat{e}_{\text{opt}}(\pi)\). By solving problem (3.2) for \(n_q \in \{50, 100, 150, 200\}\), we obtain the estimates:
\[
\hat{e}_{\text{alg}} = \hat{e}_{\text{opt}} = 0.763168 \pm 0.000002. 
\]  
(3.3)

This compares well with the value published in [CR02] \((0.76321 \pm 0.00003)\) and the high precision extrapolation of \[\text{Sch08} \] (0.763166726).

In the case of the 3-spin model, the situation is qualitatively different, see Figure 2 right frame. We observe that the constraint \(r_1 \leq r_2 \leq \cdots \leq r_{n_q}\) in the definition of \(\hat{e}_{\text{opt}}(\pi)\), see Eq. (3.2), is active: the optimal vector of weights \(r_{\text{opt}}^0 = \cdots = r_{n_q}^0 < r_{n_0}^1 < \cdots < r_{\text{opt}}^0\) for some \(1 < n_0 < n_q\). On the other hand, the optimizer \(r_{\text{alg}}^0\) in the definition of \(\hat{e}_{\text{alg}}(\pi)\) is such that \(r_{\text{alg}}^0 > r_{\text{alg}}^2 > \cdots > r_{\text{alg}}^0_{n_0} < r_{\text{alg}}^0_{n_0+1} < \cdots < r_{\text{alg}}^0_{n_q}\). Consequently the two optimization problems in Eq. (3.2) have different values. We also observe that the optimization problem (3.2) for \(\hat{e}_{\text{opt}}^\text{spin}(\pi)\), while still convex, is harder than in the 2-spin case (convergence of projected gradient descent is slower). In order to accelerate convergence, we use a discrete ansatz for \(\gamma\) that takes explicitly account of the overlap gap between 0 and \(q_0\):
\[
\gamma(t) = r_{-1} 1_{[0,q_0)}(t) + \sum_{i=0}^{n_q-1} r_i 1_{[q_i,q_{i+1})}(t), 
\]  
(3.4)

with \(q_i = q_0 + (1 - q_0)i/n_q\) and \(r_{-1} < r_0 < r_1 < \cdots < r_{n_q-1}\). We run projected gradient descent w.r.t. the variables \((r_{-1}, r_0, \cdots, r_{n_q-1})\), with \(q_0\) fixed. If \(r_0 = r_{-1}\) at some iteration of the algorithm, we make the update \(q_0 \leftarrow q_0 + (1 - q_0)/n_q\) and optimize over the vector \((r_1, \cdots, r_{n_q-1}) \in \mathbb{R}^{n_q-1}\), and then set \(n_q \leftarrow n_q - 1\). The algorithm is run until the value of \(q_0\) stabilizes and the gradient of \(P_{\pi}(r)\) is smaller than \(3 \cdot 10^{-5}\). We numerically find
\[
\hat{e}_{\text{alg}}^{3\text{spin}} = 0.8004 \pm 0.0002, \quad \hat{e}_{\text{opt}}^{3\text{spin}} = 0.8132 \pm 0.0001. 
\]  
(3.5)

\subsection*{3.2 Calculation of an approximate optimizer}

We consider the version of the algorithm defined by Eqs. (2.10) to (2.14), where \(u, v\) are given in Eq. (2.15), with a slight modification. As mentioned in Section 2 the increments \((dz^t)_{t \in \mathbb{T}_5}\) generated by the algorithm are asymptotically orthogonal. We partially enforce this at finite \(n\) through an explicit orthogonalization step. Further, the analysis of the algorithm of Section 2 see [AMS20], implies that \(\|dz^t\|_2^2 = N(\xi'(t + \delta) - \xi'(t)) + o(N)\) and \(\|m^t\|_2^2 = Nt + o(N)\). We also enforce these normalizations explicitly.

Namely, we fix an integer \(k \geq 1\) and, for each step \(t\), we perform the following additional computations:
Figure 2: Numerical solutions $\gamma_\ast$ of the extended variational principle (2.7) or the 2-spin (SK) model (left) and 3-spin model (right). We discretize the function $\gamma$ using $n_q = 50, 100, 150, 200, 250$ steps (in physics language, this corresponds to $n_q$-steps of RSB), and denote the resulting solution by $\gamma_{n_q}$. Top plots: difference between $\gamma_{n_q}$ and $\gamma_{250}$, indicating the order of magnitude of the discretization error. Lower plots: solutions for the finer discretization $n_q = 200, 250$.

1. We orthogonalize the increment $dz^t := z^{t+\delta} - z^t$ with the previous $k$ increments $dz^{t-\delta}, dz^{t-2\delta}, \ldots, dz^{t-k\delta}$, and normalize it to have norm $\sqrt{N(\xi'(t+\delta) - \xi'(t))}$:

$$dz^t \leftarrow \text{Proj}_{H_{t,k}}(dz^t),$$

$$dz^t \leftarrow \sqrt{N(\xi'(t+\delta) - \xi'(t))} \frac{dz^t}{\|dz^t\|_2},$$

(3.6)

(3.7)

where $H_{t,k} = \text{span}(dz^{t-\delta}, dz^{t-2\delta}, \ldots, dz^{t-k\delta})$.

2. We normalize the vector $m^t$, computed via iteration (2.12), to have norm $\sqrt{tN}$:

$$m^t \leftarrow \sqrt{tN} \frac{m^t}{\|m^t\|_2}. $$

(3.8)

Enforcing these constraints leads to better numerical stability of the algorithm. In our experiments we use $k = 5$. We use the numerical solution of the variational principle (2.7) described in the previous section to compute the nonlinearities $u$ and $v$ via Eq. (2.15). For the 2-spin model, we round the algorithm by taking $\sigma^{\text{alg}} = \text{sign}(m^{t=1})$. For the 3-spin model, we find it more effective to compute the energy $H_N(\sigma^t)$, for $\sigma^t = \text{sign}(m^t)$ at each iteration, and return the vector $\sigma^t$ that maximizes it.

We run this algorithms on random instances of the 2-spin and 3-spin models, for various values of $N$ and the step size $\delta$ and record the achieved energy $e_G(N, \delta) := H_N(\sigma^{\text{alg}})/N$ (here $G$ refers to the randomness in the Hamiltonian $H_N$). We use the values $N \in \{750, 100, 1250, 2000, 4000\}$ for the 2-spin model and $N \in \{400, 500, 600, 750\}$ for the 3-spin model. For each value of $N$ we use $\delta \in \{4/N, 3/N, 2/N, 1/N\}$ for both models.

We are interested in the behavior as $N \to \infty$, $\delta \to 0$. In order to extract these asymptotics, we evaluate the median $\hat{e}(N, \delta)$ over $n_\ast = 100$ independent realizations for the SK model, and $n_\ast = 20$
Figure 3: Energies achieved by the algorithm of Section 3.2 for several values of the system size $N$ and the step size $\delta$. Left: SK model. Right: 3-spin model. Data points corresponds to medians over $n_s$ independent realizations ($n_s = 100$ for SK, $n_s = 20$ for 3-spin model), with different symbols corresponding to different choices of $\delta$ (see legend). Lines corresponds to the result of the linear regression (3.9), with each line corresponding to a different choice of $\delta$.

realizations for the 3 spin model. We then perform least squares linear regression using the model

$$\hat{e}_{N,\delta} = e_0 + \beta_1 N^{-a} + \beta_2 \delta.$$  

We choose the exponent $a$ on the basis of earlier statistical physics literature. For the 2-spin model we use $a = 2/3$, which is believed to capture the behavior of the optimum at finite $N$, namely $e_{\text{opt}}(N) = e_{\text{opt}} + c_1 N^{-2/3} + o(N^{-2/3})$. The same behavior is follows from the Tracy-Widom law if we replace the constraint $\sigma \in \{-1, +1\}^N$ with $\sigma \in S^{N-1}(\sqrt{N})$. For the 3-spin model we use $a = 1$, which is expected to be the correct behavior for the optimum in models with 1-RSB. Although the 3-spin model at zero temperature is expected to be FRSB, the structure of the order parameter is very close to 1-RSB, and hence we expect $N^{-1}$ corrections to dominate, at least at moderate sizes. We find

$$e_{0,\text{2-spin}} = 0.7630738, \quad e_{0,\text{3-spin}} = 0.7999287,$$

$$\beta_{1,\text{2-spin}} = -0.87532, \quad \beta_{1,\text{3-spin}} = -4.65328,$$

$$\beta_{2,\text{2-spin}} = 0.59323, \quad \beta_{2,\text{3-spin}} = -0.30750.$$  

The above numerics are in striking agreement with the theoretical predictions of Eqs. (3.3) and (3.5) which were obtained using the variational principle (2.7).

In Figure 3 we plot the empirical medians $\tilde{e}_{N,\delta}$ as a function of $N^{-a}$, together with the curves $e_0 + \beta_1 N^{-a} + \beta_2 (k/N)$, with $k \in \{1, 2, 3, 4\}$ corresponding to the regression (3.9). The model (3.9) seems in agreement with the data, a finding that deserves further investigation. Notice in particular that it is a priori unclear that the exponent $a = 2/3$ that describes the convergence of the optimum energy to its thermodynamic limit should also be appropriate for the behavior of the algorithm.

\footnote{The optimal $\gamma$ in Eq. (2.8) is expected to be constant on an interval $[0, q_0)$ and strictly increasing over $[q_0, 1)$ with a jump discontinuity at $q_0$, with $q_0$ being rather close to 1: low precision numerics indicate $q_0 \in [0.79, 0.81]$.}
3.3 Algorithmic threshold

Our simulations confirm that the IAMP algorithm achieves the threshold energy $e_{\text{alg}}$ defined by the variational principle (2.7). Further, in models with overlap gap the latter is a constant factor below the asymptotic value of the global optimum $e_{\text{opt}}$. A very interesting question is whether there exists a polynomial-time algorithm that can achieve—with high probability—a better energy value than $e_{\text{alg}}$.

While this question is widely open, physicists have devoted considerable attention to the study of one specific algorithm: Glauber dynamics (a.k.a. Gibbs sampling). This is a reversible Markov chain to sample from the Boltzmann distribution $\mu_{N,\beta}(\sigma)$. We regard it as an optimization algorithm by initializing it uniformly at random, and running it at a fixed, large value of $\beta$ independent of $N$. While no exact treatment for Glauber dynamics exists for Ising spin glasses, a conjecture was put forward in [Riz13] based on analysis of the energy landscape. Denoting by $e_{\text{Glauber}}(\beta,t,N)$ the average energy achieved by Glauber dynamics after $Nt$ updates on an instance of size $N$, we expect
\[
\lim_{\beta \to \infty} \lim_{t \to \infty} \lim_{N \to \infty} e_{\text{Glauber}}(\beta,t,N) = \hat{e}_{\text{Glauber}}\] (this limit is not expected to change if $t$ scales polynomially in $N$). The analysis of [Riz13] suggests
\[\hat{e}_{\text{3spin}} \lesssim 0.788.\] (3.11)
This is smaller than $\hat{e}_{\text{3spin}} \approx 0.8004(2)$ (cf. Eq. (3.5)): the simple Glauber dynamics algorithm does not surpass the algorithmic threshold. On the other hand, simulated annealing—with a different temperature schedule—is believed to achieve a better energy than simple Glauber dynamics initialized uniformly at random [MRT04, FFRT20b]: it would be interesting to understand how does simulated annealing compare with the threshold $\hat{e}_{\text{3spin}}$.

These questions can be studied more easily in the context of spherical models (recall that in this case the constraint $\sigma \in \{-1,+1\}^N$ is replaced by $\sigma \in S^{N-1}(\sqrt{N})$, and considering Langevin instead of Glauber dynamics (in the zero-temperature limit, the former reduces to gradient flow). We carry out this analysis in Appendix B for two specific examples of the generating function $\xi(\cdot)$, both resulting in RSB with overlap gap. Our findings are consistent with the conclusions for the Ising case that we discussed above. Namely, the energy value $e_{\text{alg}}$ achieved by the algorithms of [Sub18, AMS20] is superior to the threshold $e_{\text{th}}$ of gradient flow. In a special case, $\xi(x) = x^2 + x^4$, we can also compare $e_{\text{alg}}$ with the threshold $e_{\text{cool}}$ of a different annealing algorithm studied in [FFRT20b]. We find, again, $e_{\text{alg}} > e_{\text{cool}} > e_{\text{th}}$: the algorithms of [Sub18, AMS20] is superior also to this modified approach.

3.4 Pairs of near-optima

One striking prediction of spin glass theory is that, for any $q \in \mathcal{Q} = \text{supp}(\gamma_{\text{opt}})$ and any $\varepsilon > 0$, with high probability, there exist $\sigma^1, \sigma^2 \in S_N(\varepsilon)$ such that $\langle \sigma^1, \sigma^2 \rangle / N \approx q$ [ACZ20]. (Here $\gamma_{\text{opt}}$ is the optimizer of Parisi formula (2.8), and $\text{supp}(\gamma_{\text{opt}})$ is the closure of the set of points at which $\gamma_{\text{opt}}$ is strictly increasing.)

\[\text{The value quoted here is an extrapolation to zero temperature from the non-zero temperature results of [Riz13]. While [Riz13] warns against such extrapolation, the result is also consistent with the zero temperature 2RSB calculation of [MRT03], and the difference between } \hat{e}_{\text{Glauber}}^{\text{spin}} \text{ and } \hat{e}_{\text{alg}}^{\text{spin}} \text{ is large enough that it might overcome the extrapolation error.}\]
Figure 4: Correlation between the near optima produced by two executions of the IAMP algorithm on the same SK Hamiltonian, with independent initializations. Bottom plot: histograms of $Q = \langle m^{(1)}, m^{(2)} \rangle / N$ for $\delta = 1/200$ and two values of $N$. Top plot: standard deviation of $Q$ as a function of $N$. Lines are least squares fits using $\log \text{std}(Q) = c - \alpha \log N$. We obtain $\alpha \approx 0.37$. In both cases we average over 100 independent initializations (hence $\binom{100}{2}$ pairs) and 2 realizations of the Hamiltonian.
It is natural to wonder whether the same can be achieved by our IAMP algorithm. In particular, in cases —such as for the SK model— in which we can find a near optimum, can we also find pairs of near optima \( \sigma^1, \sigma^2 \) at nearly all possible values of \( |\sigma^1, \sigma^2|/N \in [0,1] \)?

A possible way to obtain such a pair of near optima would be the following. We run the algorithm up to a fixed (non-random) time \( t_0 \in \mathbb{T}_\delta \), then at time \( t_0 \) we bifurcate the trajectory into two parallel copies indexed by \( a \in \{1,2\} \): \( (z^{(a)})^t, m^{(a),t} \). The update for \( m^{(a),t_0} \) is performed at random. Namely, \( z^{(1),t} = z^{(2),t} \) and \( m^{(1),t} = m^{(2),t} \) for all \( t \leq t_0 - \delta \). We draw \( g^{(1)}, g^{(2)} \sim_{iid} N(0,I_N) \) and set

\[
m^{(a),t} = \begin{cases} m^{(a),t-\delta} + \sqrt{\delta} g^{(a)} & \text{if } t = t_0, \\ m^{(a),t-\delta} + u\delta(t-\delta;x^{(a),t-\delta}) \odot (z^{(a),t} - z^{(a),t-\delta}) & \text{if } t \geq t_0 + \delta. \end{cases} \tag{3.12}
\]

We expect this to produce a pair of near optima \( m^{(1)} := m^{(1),1}, m^{(2)} := m^{(2),1} \) with \( \langle m^{(1)}, m^{(2)} \rangle / N \approx t_0 \) (taking the limit \( \delta \to 0 \) after \( N \to \infty \)).

We carry out this test for \( t_0 = 0 \), i.e. running the algorithm from two independent initializations. To make the effect more visible, we choose the initialization with larger variance: \( z^{0i} \sim N(0,\delta_0 I_N) \), where \( \delta_0 = 10\delta \). The results of this experiment are summarized in Fig. 1. For each of \( N \in \{1000, 2000, 4000, 8000\} \), \( \delta \in \{1/200, 1/400\} \), we generate \( n = 2 \) realizations of the SK Hamiltonian. For each realization, we run the algorithm from \( M = 100 \) independent initializations. We estimate the distribution of the scalar product between algorithm outputs \( Q = \langle m^{(1)}, m^{(2)} \rangle / N \) (for the same Hamiltonian) by taking the empirical distribution over the \( n \binom{M}{2} \) pairs corresponding to the same Hamiltonian. We observe that this distribution is unimodal and centered around 0. The width of this distribution shrinks with \( N \) (for any fixed \( \delta \)) and data are consistent to the width vanishing as \( \text{std}(Q) \propto N^{-\alpha}, \alpha = 0.37 \).

### 4 Relation with physics

As described in Section 1, the construction of the algorithm is motivated by the picture of the structure of ancestor states first developed in [MPS+84, MV85]. We therefore expect that the vector \( m^t \) generated at iteration \( t \) to have similar properties as the magnetization vector \( m^\gamma \) of a typical ancestor state with \( \|m^\gamma\|_2^2/N \approx t \). Here we investigate two specific consequences of this picture: (i) The generalized TAP free energy should be approximately constant during the algorithm execution, and equal to the final energy achieved; (ii) The generalized TAP equations should be approximately satisfied at each iteration.

Each ancestor state \( \gamma \) can be assigned a free energy which is the log partition function restricted to the set of configurations in that state. The generalized TAP free energy expresses this as a function of the magnetization vector \( m^\gamma \). The TAP free energy associated to a magnetization vector \( m \in \mathbb{R}^N \) with \( \|m\|^2/N = t \) reads \[\text{CPS18, CPS19}^2\]:

\[
\mathcal{F}_{\text{TAP}}(m) = H_N(m) + \sum_{i=1}^N \Lambda_\gamma(t,m_i) - \frac{N}{2} \int_0^1 s \int_0^1 \mu''(s) \gamma(s) \text{d}s \tag{4.1}
\]

\[
\Lambda_\gamma(t,m) := \inf_{s \in \mathbb{R}} \left[ \Phi_\gamma(t,x) - mx \right] \tag{4.2}
\]

In Figure 6 we report the results of numerical experiments in which we evaluate \( \mathcal{F}_{\text{TAP}}(m^t)/N \) along the iterates of the algorithm. These results are consistent with the hypothesis that \( \mathcal{F}_{\text{TAP}}(m^t)/N = \)
Figure 5: Evolution of the generalized TAP free energy during the execution of the algorithm, indexed by $t \in [0, 1]$. Here $N = 2000$ and we study the dependence on the step size $\delta$, for the 2-spin model (left) and the 3-spin model (right). Top plots: trajectories of the free energy for 5 independent realizations (colors correspond to the step size). Bottom plots, rescaled gap between the TAP free energy and the algorithmic threshold $e_{\text{alg}}$. The collapse of curves in the bottom plots suggests that $\Delta_t(\delta, \infty) = \lim_{N \to \infty} (\mathcal{F}_{\text{TAP}}(m^t)/N - e_{\text{alg}}) = \Theta(\delta)$.

$e_{\text{alg}} + \Delta_t(\delta, N)$, where $\Delta_t(\delta, N)$ is an error that vanishes as $N \to \infty$, and $\delta \to 0$. In particular the data in Fig. 5 suggest $\Delta_t(\delta, \infty) = \Theta(\delta)$. For completeness we included in Appendix C a proof that $\mathcal{F}_{\text{TAP}}(m^t)/N$ is indeed constant and equal to $e_{\text{alg}}$ for all $t \in [0, 1)$, in the limit $N \to \infty$ followed by $\delta \to 0$.

In our experiments we set $\gamma = \gamma^*$, the optimizer in the variational principle (2.7). For the SK model, this coincides with the optimizer of Parisi formula (2.8), and hence it is the right prescription for the dominant TAP states [CPS18, CPS19]. On other hand, for the 3-spin model, the optimizer $\gamma^*$ is non-monotone. This case is not covered by earlier theories in physics or mathematics.

The magnetization vectors of ancestor states are approximate stationary points of the generalized TAP free energy. The stationarity conditions are equivalent to the following TAP equations (for $\|m\|_2^2/N = t$):

$$z = \nabla H_N(m) - m\zeta''(t) \int_t^1 \gamma(s) \, ds,$$

$$m = \partial_x \Phi_{\gamma}(t; z).$$

Writing these equations as $m = F(m; t)$, we plot in Fig. 6 the error $\tilde{\Delta}_t(\delta, N) := \|m^t - F(m^t; t)\|_2^2/N$, where $m^t$ is the vector produced by our algorithm. We observe that this value concentrates tightly about its average with respect to the realization. Further, the average decreases as $\delta \to 0$. The rescaled plots suggest indeed $\tilde{\Delta}_t(\delta, \infty) = \Theta(\delta)$.

Notice that the basic step of IAMP, cf. Eqs. (2.1), (2.3) does not coincide with a simple iteration of the generalized TAP equations (4.3), (4.4). This is different from the algorithm of [Bo14], that constructs TAP solutions in the high temperature phase.
Figure 6: Evolution of the generalized TAP equations during the execution of the algorithm, indexed by $t \in [0, 1]$. Here $N = 4000$ and we study the dependence on the step size $\delta$, for the SK (2-spin) model. Top plots: trajectories of the error $\tilde{\Delta}_t(\delta,N)$ for 5 independent realizations (colors correspond to the step size). Bottom plots, rescaled error $\tilde{\Delta}_{\text{TAP}}(\delta,N)/\delta$ averaged over the 5 trajectories.
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A Further details on the solution of the variational principle

As mentioned in the main text, we solve the variational principle (2.17) numerically using the projected gradient method. We give here the explicit expression of the gradient of $\Phi_\gamma(0,0)$ with respect to $r$.

Recall from Section 3.1 that using the Cole-Hopf transform with $\gamma(t) = \sum_{i=1}^{n_q} r_i \mathbf{1}_{t \in [q_i, q_{i+1})}$ we have

$$\Phi_\gamma(q_i, x) = \frac{1}{r_i} \log \mathbb{E} \left[ \exp \left( r_i \Phi_\gamma(q_{i+1}, x + \sqrt{\xi'(q_{i+1}) - \xi'(q_i)} Z) \right) \right] \quad \forall 1 \leq i \leq n_q,$$

where $Z \sim \mathcal{N}(0,1)$. Let $z_i(x) = x + \sqrt{\xi'(q_{i+1}) - \xi'(q_i)} Z$ for convenience. The gradient with respect to the parameters $r = (r_1, \cdots, r_{n_q})$ can be computed recursively as follows

$$\frac{\partial}{\partial r_j} \Phi_\gamma(q_i, x) = 0 \quad \text{if } j \leq i - 1,$$

$$\frac{\partial}{\partial r_j} \Phi_\gamma(q_i, x) = \frac{\mathbb{E} \left[ \Phi_\gamma(q_{i+1}, z_i(x)) e^{r_i \Phi_\gamma(q_{i+1}, z_i(x))} \right]}{\mathbb{E} \left[ e^{r_i \Phi_\gamma(q_{i+1}, z_i(x))} \right]} - \frac{1}{r_i} \log \mathbb{E} \left[ e^{r_i \Phi_\gamma(q_{i+1}, z_i(x))} \right] \quad \text{if } j = i,$$

$$\frac{\partial}{\partial r_j} \Phi_\gamma(q_i, x) = \frac{\mathbb{E} \left[ \frac{d}{dr_j} \Phi_\gamma(q_{i+1}, z_i(x)) e^{r_i \Phi_\gamma(q_{i+1}, z_i(x))} \right]}{\mathbb{E} \left[ e^{r_i \Phi_\gamma(q_{i+1}, z_i(x))} \right]} \quad \text{if } j \geq i + 1.$$

B The case of the spherical model

Recall that the spherical model is defined by the Hamiltonian $H_N : \mathbb{S}^{N-1}(\sqrt{N}) \to \mathbb{R}$ being a centered Gaussian process on the $N$-dimensional sphere with radius $\sqrt{N}$—denoted by $\mathbb{S}^{N-1}(\sqrt{N})$—with covariance $\mathbb{E}\{H_N(\sigma_1)H_N(\sigma_2)\} = N \xi((\sigma_1, \sigma_2)/N)$. The spherical symmetry simplifies the treatment.

In this appendix we compare the behavior the algorithms of [Sub18, AMS20], with properties of the energy landscape, as derived within statistical physics. Our discussion will be mainly heuristic.

B.1 Algorithm

We can apply the algorithm of Eqs. (2.10) to (2.14). The optimal choice of functions $u, v : [0, 1] \to \mathbb{R} \to \mathbb{R}$ is given by the following optimization problem:

$$\begin{align*}
\text{maximize } & \mathcal{E}(u, v) := \int_0^1 \xi''(t) \mathbb{E} \left[ u(t, X_t) \right] dt, \\
\text{subj. to } & \xi''(t) \mathbb{E} \left[ u(t, X_t)^2 \right] = 1 \text{ for all } t \in [0, 1],
\end{align*} \tag{B.1}$$

where it is understood that $X_t$ solves the SDE $dX_t = v(t, X_t) dt + \sqrt{\xi''(t)} dB_t$. Unlike in the Ising case, we do not have any constraint on the terminal value $M_1$ of the martingale $M_t = \int_0^t \sqrt{\xi''(s)} u(s, X_s) dB_s$. This is due to the fact that the Ising constraint $\sigma \in \{-1, +1\}^N$ is replaced by an $\ell_2$ constraint $\|\sigma\|_2^2 = N$, which correspond to the condition $\mathbb{E}[M_t^2] = 1$. This in turn is a
consequence of the constraint in the optimization problem (B.1). The value of the optimization problem (B.1) corresponds to the value achieved by the algorithm. Solving this optimization problem is straightforward. By Cauchy-Schwarz, the only optimizer is given by

\[ u(t, X_t) = \frac{1}{\sqrt{\xi''(t)}}. \]

With these choices, the algorithm of Eqs. (2.10) to (2.14) reduces to

\[ z^{t+\delta} = \nabla H_N(m^t) - \sum_{s \in T_\delta \cap [\delta,t]} d_{t,s} m^{s-\delta}, \]

\[ d_{t,s} := -\xi''(\langle m^t, m^{s-\delta} \rangle_N) \left( \xi''(s)^{-1/2} 1_{s<t} - \xi''(s-\delta)^{-1/2} \right), \]

\[ m^t = \sum_{s \in T_\delta \cap [0,t]} \xi''(s)^{-1/2} (z^{s+\delta} - z^s). \]

The resulting value achieved is

\[ \lim_{N \to \infty} \frac{1}{N} H_N(\sigma^{(\text{alg})}) = e_{\text{alg}} = \int_0^1 \sqrt{\xi''(t)} \, dt. \] (B.5)

This coincides with the value achieved by the algorithm of [Sub18].

### B.2 Energy landscape

The (zero temperature) Parisi functional can be written as an explicit function of the pair \( (\gamma, L) \) where \( \gamma \in \mathcal{L} \), and \( L \geq \int_0^1 \gamma(t) dt \) [CS92, CL04, CS17]:

\[ P(\gamma, L) = \frac{1}{2} \int_0^1 \left( \xi''(t) \Gamma(t) + \frac{1}{\Gamma(t)} \right) dt, \]

\[ \Gamma(t) := L - \int_0^t \gamma(s) ds. \] (B.7)

Equivalently, we can view \( P \) as a function of \( \Gamma : [0, 1] \to \mathbb{R}_{\geq 0} \) which is continuous and non-increasing. It is concave if and only if \( \gamma \) is non-decreasing.

As before, we will consider two variational principles associated with \( P(\gamma, L) \):

\[ e_{\text{alg}} := \inf \left\{ P(\gamma, L) : \gamma \in \mathcal{L}, \quad L \geq \int_0^1 \gamma(t) dt \right\}, \]

\[ e_{\text{opt}} := \inf \left\{ P(\gamma, L) : \gamma \in \mathcal{L}, \quad \gamma \text{ non-decreasing}, \quad L \geq \int_0^1 \gamma(t) dt \right\}. \] (B.9)

It is easy to see that the first one is the dual of the maximization problem (B.1). The minimum is achieved at \( \Gamma(t) = 1/\sqrt{\xi''(t)} \), matching the value of \( e_{\text{alg}} \) as per Eq. (B.5). The second variational principle —Eq. (B.9)— yields the optimum value

\[ \lim_{N \to \infty} \frac{1}{N} \max_{\sigma \in \mathbb{S}^{N-1}(\sqrt{N})} H_N(\sigma) = e_{\text{opt}}. \] (B.10)

We will consider two specific examples, i.e. two choices of the function \( \xi(\cdot) \), which we believe are representative of classes of models that differ in the structure of the solution \( (\gamma, L) \) of the variational problem (B.9).
1. **One-step replica symmetry breaking (1RSB).** In this case \( \gamma(t) = \mu \) for \( t \in [0, 1) \) and \( L > \mu \). Equivalently, \( \Gamma(t) = L - \mu t \). As a prototype of this class, we study the ‘3 + 4’ model:

\[
\xi(x) = \frac{1}{2}x^3 + \frac{1}{2}x^4. \tag{B.11}
\]

This pattern of replica symmetry breaking is the simplest possible, and has been studied in detail recently [FFRT20b, FFRT20a]. Hence, this model is particularly useful for comparing the value achieved by the algorithms studied here, and the features of the energy landscape.

We will denote by \( \mu_{\text{opt}} \) the value of \( \mu \) that corresponds to the minimizer of the variational principle (B.9).

Geometrically, this structure of \( \gamma \) corresponds to a one-level tree, whose leaves are well-separated pure states with \( \|m^a\|^2_1/N \approx 1, \) and \( \langle m^a \|_2^2 N \approx 1 \) (the overlap distribution has support on \( \{0, 1\} \)).

2. **Full replica symmetry breaking with a single gap at 0 (FRSB-1G).** In this case there exists \( t_0 \in (0, 1) \) such that \( \gamma(t) = \mu \) for \( t \in [0, t_0] \) and \( \gamma(t) \) strictly increasing and continuous for \( t \in [t_0, 1] \). Equivalently, \( \Gamma(t) = a - \mu t \) for \( t \in [0, t_0] \), and \( \Gamma(t) \) is strictly concave on \( [t_0, 1] \). As an example of this structure we use

\[
\xi(x) = \frac{1}{20}x^2 + \frac{1}{6}x^3 + \frac{1}{992}x^{32}. \tag{B.12}
\]

This structure of RSB is interesting because it is believed to be quite generic, and in particular it is expected to be the same occurring for the pure \( p \)-spin Ising spin glass (i.e., the Ising spin glass with \( \xi(x) = x^p, p \geq 3 \)). As before, we denote by \( \mu_{\text{opt}} \) the value of \( \mu \) at the minimizer of the variational principle (B.9).

From a geometric point of view, this corresponds to the ancestor states being well separated subsets of the sphere \( S^{N-1}(\sqrt{N}) \). When restricted to such a set, the Gibbs measure presents full-replica symmetry breaking with no gaps.

In order to explore the energy landscape, we use the statistical physics method of ‘clones’ first introduced in [Mon95]. This approach consists in finding a constrained optimum of the functional \( P(\gamma, L) \)

\[
\text{minimize} \quad P(\gamma, L),
\]

subject to \( \gamma \in \mathcal{L}, \gamma \) non decreasing,

\[
\gamma(0) = \mu, \quad L \geq \int_0^1 \gamma(t) dt.
\]

We observe that, rather than attempting to describe a global minimizer of this variational problem, the correct behavior is obtained by finding a local minimizer \( \gamma = \gamma_\mu \). Namely, we look for a local minimum of this constrained problem with \( \gamma_\mu \) strictly increasing on an interval \([t_0(\mu), 1]\), which is stable with respect to variations of \( \gamma \) in an interval \([t_0(\mu) - \epsilon, 1]\). In particular, we will consider cases in which this solution is 1RSB or FRSB-1G in an interval around \( \mu_{\text{opt}} \). We denote by \( \Psi(\mu) \) the value of \( P(\gamma, L) \) at this local minimizer.

Following [Mon95], the function \( \Psi(\mu) \) contains information about the exponential growth rate of the number of pure states in a system with 1RSB (scenario 1 above), and the number of ancestor
states at level $t_0$ in a system with FRSB-1G (scenario 2 above). We summarize this connection next.

Given a pure state or an ancestor state $\alpha$ (and the associated set of configurations $S_\alpha$), we let $e_\alpha := \min_{\sigma \in S_\alpha} H(\sigma)/N$ denote the corresponding minimum energy density. The number of states (or ancestor states) at energy density $e$ is believed to grow as $\exp\{N\Sigma(e) + o(N)\}$. A parametric expression for the ‘complexity function’ $\Sigma$ is given by

$$\Sigma(e) = \mu \Psi(\mu) - \mu e, \quad e = \frac{\partial}{\partial \mu} \left[ \mu \Phi(\mu) \right].$$

We have $\mu_{\text{opt}} := \arg \min \Psi(\mu)$, and define $\mu_{\text{th}} := \arg \min \partial_\mu [\mu \Psi(\mu)]:$ it is expected that $\mu \mapsto \Psi(\mu)$ is decreasing for $\mu < \mu_{\text{opt}}$ and increasing for $\mu > \mu_{\text{opt}}$, and $\mu \mapsto \partial_\mu [\mu \Psi(\mu)]$ is decreasing for $\mu < \mu_{\text{th}}$ and increasing for $\mu > \mu_{\text{th}}$.

We collect a few rigorously known facts about the variational problem (B.9), see [CS17]:

1. Given $\Gamma : [0, 1] \to \mathbb{R}_{>0}$, define $\bar{g}, g : [0, 1] \to \mathbb{R}$ via

$$\bar{g}(t) := \xi'(t) - \int_0^1 \frac{ds}{\Gamma(s)^2}, \quad g(t) = \int_0^1 \bar{g}(s) ds.$$  

We let $S_0(\Gamma) := \text{supp}(\gamma)$ be the closure of the set of points $t$ at which $\gamma$ is strictly increasing, with the convention that $0 \in \text{supp}(\gamma)$ if $\gamma(0^+) > 0$ (equivalently, the set of points at which $\Gamma$ is strictly concave). Then $\Gamma$ solves the optimization problem (B.9) if and only if $\bar{g}(1) = 0$, $g(t) \geq 0$ for $t \in [0, 1]$, and $S_0(\Gamma) \subseteq \{ t \in [0, 1] : g(t) = 0 \}$.

2. If $\Gamma$ solves the variational principle (B.9) and $(a, b) \subseteq S_0(\Gamma)$ for some $0 \leq a < b \leq 1$, then $\Gamma(t) = 1/\sqrt{\xi'(t)}$ for $t \in (a, b)$.

B.3 1RSB: $\xi(x) = \frac{1}{2} x^3 + \frac{1}{2} x^4$

Substituting the 1RSB expression for $\gamma$ in Eq. (B.6), and minimizing over $L > \mu$, we get the following well known expression

$$\Psi(\mu) = \frac{1}{2} \xi'(1)L - \frac{1}{2} \mu (\xi'(1) - \xi(1)) + \frac{1}{2\mu} \log \left( \frac{L}{L - \mu} \right),$$

$$L = \frac{\mu}{2} + \sqrt{\frac{\mu^2}{4} + \frac{1}{\xi'(1)}}.$$  

It is easy to compute the derivative

$$\partial(\mu \Psi(\mu)) = \frac{1}{2} \xi'(1)L - \mu (\xi'(1) - \xi(1)) + \frac{1}{2(\mu L - L)}. $$

In Figure 7 we plot the curves $\Psi(\mu), \partial(\mu \Psi(\mu))$ for the ‘3 + 4’ model $\xi(x) = x^3/2 + x^4/2$, as well as the resulting complexity curve. The stability criterion $g(t)$ of Eq. (B.15) takes the form

$$g(t) = \xi(1) - \xi(t) + \frac{1}{\mu L} (1 - t) + \frac{1}{\mu^2} \log \left( \frac{L - \mu}{L - \mu t} \right).$$
where $L$ is determined by Eq. (B.17). In particular, expanding $g$ around $t = 1$, we get:
\[
g(t) = \frac{1}{2} \left[ -\frac{1}{(L - \mu)^2} - \xi''(1) \right] (1 - t)^2 + O((1 - t)^3).
\] (B.20)

The maximum energy is obtained by minimizing $\Psi$ over $\mu$: the location of the minimum is $\mu_{opt}$, and its value is $e_{opt} = \Psi(\mu_{opt})$. The threshold value of $\mu_{th}$ is obtained by solving $g''(1) = 0$, and the corresponding energy is $e_{th} = \partial(\mu \Psi(\mu))|_{\mu = \mu_{th}}$. For our running example $\xi(x) = x^3/2 + x^4/2$, we obtain the following values
\[
e_{opt} \approx 1.733069558, \quad \mu_{opt} \approx 1.3644143, \quad e_{th} \approx 1.69047619047, \quad \mu_{th} \approx 0.9072647.
\] (B.21)  
\[
\] (B.22)

Notice that the threshold values are close, but not identical to the one corresponding to the minimum of $\partial(\mu \Psi(\mu))$, namely $e_{min} \approx 1.690308509$, $\mu_{min} \approx 0.8783100$. 

24
Figure 9: Left: The function $\Psi(\mu)$ and corresponding derivative for the spherical model with $\xi(x) = \frac{1}{20} x^2 + \frac{1}{6} x^3 + \frac{1}{992} x^{32}$. The two marked points correspond to the energy of threshold states and maximum energy. The dashed line to the value achieved by message passing algorithms. Right: Complexity function $\Sigma(e)$.

The above threshold energy matches the asymptotic value achieved by gradient flow, as derived in [FFRT20b]. These values should be compared with the energy value achieved by the algorithm of [Sub18], or the one studied here. This is given by Eq. (B.5), which evaluates to

$$e_{\text{alg}} \approx 1.69952254.$$  \hspace{1cm} (B.23)

In other words, the present algorithms overcome the ‘threshold’ energy.

Finally, we can compare with an algorithm that samples an initial condition $\sigma_0$ according to the Gibbs measure at the ‘mode coupling’ or ‘dynamical phase transition’ temperature $\beta_d$ (this is conjectured to be possible in polynomial time), and then runs gradient flow with initialization $\sigma_0$. The authors of [FFRT20b] obtain the following asymptotic value for this procedure:

$$e_{\text{cool}} \approx 1.696.$$  \hspace{1cm} (B.24)

The algorithm studied here surpasses this value by a small but clearly non-vanishing amount.

Moving to more general models with 1RSB, the above procedure yields the following formula for the threshold energy

$$e_{\text{th}} = \frac{\xi''(1) + \xi''(1)\xi(1) + \xi'''(1)\xi(1)}{\xi'(1)\sqrt{\xi''(1)}} \quad \mu_{\text{th}} = \frac{\xi''(1) - \xi'(1)}{\xi'(1)\sqrt{\xi''(1)}}.$$  \hspace{1cm} (B.25)

This again coincides with the asymptotic value achieved by gradient flow, derived in [FFRT20b].

### B.4 FRSB-1G: $\xi(x) = \frac{1}{20} x^2 + \frac{1}{6} x^3 + \frac{1}{992} x^{32}$

Notice that in this case the function $t \mapsto 1/\sqrt{\xi''(t)}$ is concave over an interval $[t_s, 1]$. The value of $t_s$ is obtained by solving the equation $2\xi''(t_s) = 3 \xi'''(t_s)^2$ and in, the present example is
Figure 10: Local optimum $\gamma_\mu(t)$ of the constrained variational problem (B.13) for $\xi(x) = \frac{1}{20}x^2 + \frac{1}{6}x^3 + \frac{1}{992}x^{32}$. From top to bottom $\mu \in \{1.2337608, 1.1, 0.96637\}$.

Figure 11: The function $g(t)$ defined in Eq. (B.15) for $\xi(x) = \frac{1}{20}x^2 + \frac{1}{6}x^3 + \frac{1}{992}x^{32}$. Left: from top to bottom $\mu = 1.3, 1.2337608, 1.1, 0.96637$. Right: zoom around $t_\ast$. From top to bottom: $\mu = 0.99637, 0.98637, 0.97637, 0.96637$.

given by $t_\ast \approx 0.809049759$. We search for a solution of the form

$$\Gamma(t) = \frac{1}{\sqrt{\xi''(t_\ast)}} - \mu(t - t_\ast) \quad \text{for} \ t \in [0, t_\ast), \quad (B.26)$$

$$\Gamma(t) = \frac{1}{\sqrt{\xi''(t)}} \quad \text{for} \ t \in (t_\ast, 1]. \quad (B.27)$$

Concavity of $\Gamma$ implies that $t_\ast \in [t_\ast, 1]$ and

$$\mu \leq \frac{\xi'''(t_\ast)}{2\xi''(t_\ast)^{3/2}}. \quad (B.28)$$

Notice that the stability criterion of Eq. (B.15) requires that $\bar{g}(t) = 0$ for $t \in [t_\ast, 1]$. In particular $\bar{g}(1) = 0$ implies the relation

$$\mu = \mu(t_\ast) := \frac{\sqrt{\xi''(t_\ast)}}{\xi'(t_\ast)} - \frac{1}{t_\ast \sqrt{\xi''(t_\ast)}}. \quad (B.29)$$
Comparing this with Eq. (B.28), we obtain that \( t_\ast \geq t_{\text{th}} \) where \( t_{\text{th}} \) is determined by the following equation

\[
\frac{\xi''(t_{\text{th}})}{2\xi''(t_{\text{th}})^{3/2}} = \frac{\sqrt{\xi''(t_{\text{th}})}}{\xi'(t_{\text{th}})} - \frac{1}{t_{\text{th}}\sqrt{\xi''(t_{\text{th}})}}. \tag{B.30}
\]

We define the threshold value of \( \mu \) by \( \mu_{\text{th}} = \mu(t_{\text{th}}) \). In Figure 9 we plot the resulting function \( \Psi(\mu) \) and its derivative, together with the complexity function \( \Sigma(\epsilon) \). In Figure 10 we plot the corresponding function \( \gamma : [0, 1] \to \mathbb{R} \) achieving the infimum in the variational principle.

For our running example \( \xi(x) = 1_{[0, \infty]}x^2 + 1_{[0, \infty]}x^3 + 1_{[0, \infty]}2^3x^2 \), we obtain the following values

\[
e_{\text{opt}} \approx 0.765135045, \quad \mu_{\text{opt}} \approx 1.2337608, \tag{B.31}
\]
\[
e_{\text{th}} \approx 0.759080, \quad \mu_{\text{th}} \approx 0.96637 \tag{B.32}
\]

These should be compared with the value achieved by the algorithm studied here, that is

\[
e_{\text{alg}} \approx 0.7622300791. \tag{B.33}
\]

Also in this case we observe that the algorithmic approach in this paper overcomes the threshold energy.

Finally, in order to justify the definition of the threshold \( \mu \), we evaluate the stability criterion \( g(t) \) of Eq. (C.1) We obtain \( \bar{g}(t) = 0 \) for \( t_\ast \leq t \leq 1 \) and

\[
\bar{g}(t) = \xi'(t) - \xi'(t_\ast) + \frac{\xi''(t_\ast)(t - t_\ast)}{1 + \mu\sqrt{\xi''(t_\ast)(t - t_\ast)}}, \quad 0 \leq t \leq t_\ast. \tag{B.34}
\]

By our criterion for the threshold, we need to verify that \( g(t) \geq 0 \) for \( t \in (t_\ast - \varepsilon(\mu), 1] \) if and only if \( \mu > \mu_{\text{th}} \). This is equivalent to \( \bar{g}(t) \geq 0 \) for \( t \in (t_\ast - \varepsilon(\mu), 1] \) if and only if \( \mu > \mu_{\text{th}} \). Expanding \( \bar{g}(t) \) for \( t \uparrow t_\ast \), we obtain

\[
\bar{g}(t) = \xi''(t_\ast)^{3/2}\left(\frac{\xi''(t_\ast)}{2\xi''(t_\ast)^{3/2}} - \mu\right)(t - t_\ast)^2 + O((t - t_\ast)^3). \tag{B.35}
\]

Hence by Eqs. (B.28), (B.29), (B.30), our definition of \( \mu_{\text{th}} \) matches the general stability criterion.

\section*{C The TAP free energy is constant along the trajectory}

In this Appendix we provide a short argument for the fact that the rescaled TAP free energy \( \mathcal{F}_{\text{TAP}}(\cdot)/N \) is asymptotically constant along the trajectory \( (m^t)_{t \in \mathbb{T}_\varepsilon \cap [0, 1]} \) of the IAMP algorithm, as \( N \to \infty \) followed by \( \delta \to 0 \). To this end we recall from [AMS20] that

\[
\lim_{\delta \to 0^+, \delta \to 0^+} \frac{1}{N} \lim_{N \to \infty} H_N(m^t) = \int_0^t \xi''(s)\mathbb{E}[\partial_x^2 \Phi_{\gamma_{\ast}}(s, X_s)] ds, \tag{C.1}
\]

where \( (X_t)_{t \in [0, 1]} \) satisfied the SDE \( dX_t = \xi''(t)\gamma_{\ast}(t)\partial_x \Phi_{\gamma_{\ast}}(t, X_t)dt + \sqrt{\xi''(t)}dB_t \), with \( X_0 = 0 \), and \( (B_t)_{t \in [0, 1]} \) is a standard Brownian motion. So it remains to find the limit of the entropy
term. By state evolution and convergence of the discrete-time approximation to the SDE limit as \( \delta \to 0 \) [AMS20], we have

\[
\lim_{\delta \to 0^+} \text{p-lim} \frac{1}{N} \sum_{i=1}^{N} \Lambda_{\gamma_\delta}(t, m_i^t) = \mathbb{E}[\Lambda_{\gamma_\star}(t, M_t)],
\]

where \( M_t = \partial_x \Phi_{\gamma_\star}(t, X_t) = \int_0^t \sqrt{\xi''(s)} \partial^2_x \Phi_{\gamma_\star}(s, X_s) dB_s \). Using Itô’s formula on \( \Lambda(t, M_t) \) we have

\[
d\Lambda(t, M_t) = \left( \partial_t \Lambda(t, M_t) + \frac{\xi''(t)}{2} \partial^2_m \Lambda(t, M_t) \partial^2_x \Phi_{\gamma_\star}(t, X_t)^2 \right) dt + \partial_m \Lambda(t, M_t) dM_t.
\]

Exploiting the relations \( \Lambda_{\gamma_\star}(t, m) := \inf_{x \in \mathbb{R}} [\Phi_{\gamma_\star}(t, x) - mx] \) and \( M_t = \partial_x \Phi_{\gamma_\star}(t, X_t) \) together with the strict convexity of \( \Phi_{\gamma_\star}(t, \cdot) \), we have

\[
\partial_t \Lambda(t, M_t) = \partial_x \Phi_{\gamma_\star}(t, X_t), \quad \text{and} \quad \partial^2_m \Lambda(t, M_t) = -\left( \partial^2_x \Phi_{\gamma_\star}(t, X_t) \right)^{-1}.
\]

Therefore

\[
d\Lambda(t, M_t) = \left( \partial_x \Phi_{\gamma_\star}(t, X_t) - \frac{\xi''(t)}{2} \partial^2_x \Phi_{\gamma_\star}(t, X_t) \right) dt + \partial_m \Lambda(t, M_t) dM_t
\]

\[
= -\xi''(t) \left( \frac{1}{2} \gamma_\star(t) \partial_x \Phi_{\gamma_\star}(t, X_t)^2 dt - \partial^2_x \Phi_{\gamma_\star}(t, X_t) \right) dt + \partial_m \Lambda(t, M_t) dM_t,
\]

where we used the Parisi PDE to obtain the last line. Integrating between 0 and \( t \),

\[
\mathbb{E}[\Lambda(t, M_t)] = \Phi_{\gamma_\star}(0, 0) - \frac{1}{2} \int_0^t \xi''(s) \gamma_\star(s) \mathbb{E}[\partial_x \Phi_{\gamma_\star}(s, X_s)^2] ds - \int_0^t \xi''(s) \mathbb{E}[\partial^2_x \Phi_{\gamma_\star}(s, X_s)] ds. \quad (C.2)
\]

It was shown in [AMS20] that the optimality of \( \gamma_\star \in \mathcal{L} \) as a minimizer of the Parisi formula, assuming a minimizer indeed exists, implies

\[
\mathbb{E}[\partial_x \Phi_{\gamma_\star}(t, X_t)^2] = t \quad \text{for all } t \in [0, 1).
\]

Putting everything together we see that the last term in Eq. (C.2) cancels with the energy term Eq. (C.1), and we get for all \( t \in [0, 1) \),

\[
\lim_{\delta \to 0^+} \text{p-lim} \frac{1}{N} \mathcal{F}_{\text{TAP}}(m^t) = \lim_{\delta \to 0^+} \text{p-lim} \frac{1}{N} \left\{ H_N(m^t) + \sum_{i=1}^{N} \Lambda_{\gamma_\delta}(t, m_i^t) - \frac{N}{2} \int_t^1 s \xi''(s) \gamma_\star(s) ds \right\}
\]

\[
= \Phi_{\gamma_\star}(0, 0) - \frac{1}{2} \int_0^t \xi''(s) \gamma_\star(s) ds - \frac{1}{2} \int_t^1 s \xi''(s) \gamma_\star(s) ds,
\]

\[
= \Phi_{\gamma_\star}(0, 0) - \frac{1}{2} \int_0^t s \xi''(s) \gamma_\star(s) ds
\]

\[
= \Phi_{\gamma_\star}(0, 0) - \frac{1}{2} \int_0^t s \xi''(s) \gamma_\star(s) ds
\]

\[
= P(\gamma_\star) = e_{\text{alg}}.
\]