Consistency tests of the stability of fundamental couplings and unification scenarios
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We test the consistency of several independent astrophysical measurements of fundamental dimensionless constants. In particular, we compare direct measurements of the fine-structure constant $\alpha$ and the proton-to-electron mass ratio $\mu = m_p/m_e$ (mostly in the optical/ultraviolet) with combined measurements of $\alpha$, $\mu$ and the proton gyromagnetic ratio $g_p$ (mostly in the radio band). We point out some apparent inconsistencies, which suggest that hidden systematics may be affecting some of the measurements. These findings demonstrate the importance of future more precise measurements with ALMA, ESPRESSO and ELT-HIRES. We also highlight some of the implications of the currently available measurements for fundamental physics, specifically for unification scenarios.

I. INTRODUCTION

The stability of nature’s fundamental couplings is among the most profound open issues in astrophysics and fundamental physics, and has been identified by the European Space Agency (ESA) and the European Southern Observatory (ESO) as one of the key drivers for the next generation of ground and space-based facilities. While historically we have assumed that these are spacetime-invariant, this is only a simplifying assumption, whose only possible justification is an appeal to Occam’s razor.

Although we have no ‘theory of couplings’, that describes their role in physical theories (or even which of them are really fundamental), at a phenomenological level it is well known that fundamental couplings run with energy, and in many extensions of the standard model they will also roll in time and ramble in space (ie, they will depend on the local environment). In particular, this will be the case in theories with additional spacetime dimensions, such as string theory. A detection of varying fundamental couplings will be revolutionary: it will automatically prove that the Einstein Equivalence Principle is violated and that there is a fifth force of nature. Reviews of the subject can be found in [1–3].

One must also realize that even improved null results are important. Naively, the natural scale for cosmological evolution of one of these couplings (if one assumes that it is driven by a scalar field) would the Hubble time. We would therefore expect a drift rate of the order of $10^{-10}$ yr$^{-1}$. However, current local bounds coming from atomic clock comparison experiments [4], are already about 6 orders of magnitude stronger, and rule out many otherwise viable dynamical dark energy models. A recent combined analysis of all currently available atomic clock measurements [5] led to the following indirect 95% confidence intervals for present-day ($z = 0$) drift rates

$$\frac{\dot{\mu}}{\mu} = (6.8 \pm 57.6) \times 10^{-17} \text{ yr}^{-1}$$

$$\frac{\dot{g_p}}{g_p} = (-7.2 \pm 8.9) \times 10^{-17} \text{ yr}^{-1},$$

to be compared to the direct experimental result of $\frac{\dot{\alpha}}{\alpha}$ for the fine-structure constant (also at the 95% confidence level)

$$\frac{\dot{\alpha}}{\alpha} = (-1.7 \pm 4.9) \times 10^{-17} \text{ yr}^{-1}.$$  

 Astrophysical measurements have led to claims for variations of the fine-structure constant $\alpha = e^2/\hbar c$ and the proton-to-electron mass ratio $\mu = m_p/m_e$ at redshifts $z \sim 1$–3. An ongoing Large Program at European Southern Observatory’s Very Large Telescope (henceforth referred to as the LP) is expected to clarify matters [12, 13], but a resolution may have to wait for a forthcoming generation of high-resolution ultra-stable spectrographs such as ESPRESSO [14] and ELT-HIRES [15, 16] which include improving these measurements among their key science goals (and in some cases this actually drives the instrument’s design). Answering this question is also essential in order to shed light on the enigma of dark energy [17, 20].

Any Grand-Unified model predicts a specific relation between the variation of $\alpha$ and those of $\mu$ and other couplings, and therefore simultaneous measurements of both provide key consistency tests, with direct implications for the phenomenology of these models. The basic formalism for these tests was developed in [21, 22] (simpler, and somewhat more model-dependent studies were also done in [23, 24]). This formalism has subsequently been applied to astrophysical observations of solar-type stars [25] and neutron stars [26], as well as to local experiments with atomic clocks [5]. More recently we have also applied this formalism to observations of the radio source PKS1413+135 [27].
Here, we extend these previous analyses to a much broader set of astrophysical measurements of fundamental couplings. These measurements span a wide range of redshifts and were obtained with an equally diverse range of observational techniques, from the optical/UV to the radio band. We will simply take the various (independent) available measurements at face value and check for their internal consistency. Unless otherwise is stated, the results of these spectroscopic measurements will be presented in units of parts per million (ppm), i.e., $10^{-6}$.

We note that in the present analysis we will be focusing on time variations, and for that reason we do not explicitly include the results of Webb et al. \[8\], which provide some evidence for spatial variations, in our analysis. Extending our formalism to allow for possible spatial variations is possible in principle but it requires additional statistical analysis tools; for this reason, it is left for subsequent work.

II. PHENOMENOLOGICAL MODELS

We shall work on the assumption that varying fundamental couplings are due to a dynamical, dilaton-type scalar field. In this section we describe the specific class of unification scenarios we will be considering, as well as the possible effects of couplings between this degree of freedom and photons (which can have relevant observational consequences). The required theoretical formalism has been described in our previous papers \[8, 27, 29\], and in other references therein; here we will simply provide a brief summary.

A. Unification scenarios

We consider a class of grand unification models (in which unification happens at an unspecified high-energy scale) where the weak scale is determined by dimensional transmutation and the relative variation of all the Yukawa couplings is the same. We also assume that the variation of the couplings is driven by a dilaton-type scalar field (as in \[30\]).

With these assumptions one finds that the variations of $\mu$ and $\alpha$ are related via

$$\frac{\Delta \mu}{\mu} = [0.8R - 0.3(1 + S)] \frac{\Delta \alpha}{\alpha},$$  \hspace{1cm} (4)

where $R$ and $S$ are phenomenological (model-dependent) parameters, whose absolute values can be anything from order unity to several hundreds. Although physically one may expect them to be positive, for our purposes they can be taken as free parameters to be constrained by data. At a phenomenological level, the choice $S = -1$, $R = 0$ can also describe the limiting case where $\alpha$ varies but the masses don’t.

Further useful relations can be obtained \[31, 32\] for the gyromagnetic ratios of the proton and neutron

$$\frac{\Delta g_p}{g_p} = [0.10R - 0.04(1 + S)] \frac{\Delta \alpha}{\alpha},$$  \hspace{1cm} (5)

$$\frac{\Delta g_n}{g_n} = [0.12R - 0.05(1 + S)] \frac{\Delta \alpha}{\alpha}.$$  \hspace{1cm} (6)

These allow us to transform any measurement of a combination of $\alpha$, $\mu$ and $g_p$ into a constraint on the $(R, S, \alpha)$ parameter space. For atomic clocks, the relevant $g$-factors are those for Rubidium and Caesium, which can be related to those of the nucleons \[5, 22\].

B. CMB temperature evolution

Overviews of the possible effects of scalar fields on the redshift evolution of the CMB temperature can be found in \[28, 29\]. If there is a coupling between the scalar field and the radiation fluid, the photon temperature-redshift relation will be distorted away from its standard evolution. At a phenomenological level, this can be described with the additional parameter

$$T(z) = T_0(1 + z)^{1 - \beta},$$  \hspace{1cm} (7)

with the available measurements of $T(z)$ providing percent-level constraints $\beta \approx 28, 33, 34$. The corresponding evolution of the radiation density is

$$\rho_\gamma \propto T^4 \propto (1 + z)^{4(1 - \beta)} \propto a^{-4(1 - \beta)},$$  \hspace{1cm} (8)

with $a$ being the cosmological scale factor.

One specific example of such a class of phenomenological models is the Bekenstein-Sandvik-Barrow-Magueijo (BSBM) \[32\], for which it has been shown \[24\] that

$$\frac{T(z)}{T_0} = (1 + z) \left( \frac{\alpha(z)}{\alpha_0} \right)^{1/4} \sim (1 + z) \left( 1 + \frac{1}{4} \frac{\Delta \alpha}{\alpha} \right).$$  \hspace{1cm} (9)

In this specific case we have $\alpha$ variations without corresponding variations of $\mu$ (as previously pointed out, in our formalism this can be described by the parameter choice $R = 0$, $S = -1$). But regardless of the BSBM specific case, we can similarly take this as a phenomenological relation that can be tested observationally. There is currently no system for which both $T(z)$ and $\alpha$ have been measured, but such systems do exist for $\mu$. In particular, \[36\] points out that the $A^4\Pi - X^1\Sigma^+$ band system of CO, which has been detected in six galaxies in the redshift range 1.6–2.7, is a probe method for $\mu$, while as already demonstrated in \[34\] CO is also ideal to measure $T(z)$.

It is convenient to define the relative temperature variation

$$\frac{\Delta T(z)}{T} = \frac{T_{\text{obs}}(z) - T_{\text{std}}}{T_{\text{std}}} = \frac{T_{\text{obs}}(z)}{T_0(1 + z)} - 1$$  \hspace{1cm} (10)
with the local \((z = 0)\) measurement being \[37\]

\[ T_0 = (2.725 \pm 0.002) \text{ K} . \]

With these definitions and the above results we have

\[ \frac{\Delta T(z)}{T} = \frac{1}{4} \frac{\Delta \alpha}{\alpha} \]

and therefore

\[ \frac{\Delta \mu}{\mu} = 4[0.8R - 0.3(1 + S)] \frac{\Delta T(z)}{T} \]

which provides a further consistency test.

III. CURRENT SPECTROSCOPIC MEASUREMENTS

In this section we list the current astrophysical measurements that we will be using in our analysis. (As previously mentioned, we'll usually list them in units of parts per million.) This is not meant to be a 'historical' review listing all available measurements. In most cases we use only the tightest available measurement for each astrophysical source. A few older measurements along other lines of sight have not been used, on the grounds that they would have no statistical weight in our analysis. Nevertheless, we will include some low-sensitivity measurements exist. The tightest available constraint was acquired specifically for this purpose—but these are, in many cases, the ones with the smallest uncertainties. In particular, the measurement listed in bold, towards HE2217–2818, comes from the ongoing LP and is, arguably, the one with the most robust control of systematics (the quoted error bar includes both statistical and systematic uncertainties, added in quadrature).

Table \(\text{III}\) contains individual \(\mu\) measurements. Note that several different molecules can be used (with ammonia being the most common at low redshift and molecular hydrogen at high redshift), and in the case of the gravitational lens PKS1830–211 several independent measurements exist. The tightest available constraint was obtained in this system, from observations of methanol transitions \(\text{[55]}\). On the other hand, two very recent publications containing measurements along the line of sight

| Object          | \(z\) | \(Q_{AB}\) | \(\Delta Q_{AB}/Q_{AB}\) | Ref. |
|-----------------|------|----------|-------------------------|-----|
| PKS1413+135    | 0.247 | \(\alpha^{2+1.85}g_{p}\mu^{1.85}\) | -11.8 \pm 4.0 | [38] |
| PKS1413+135    | 0.247 | \(\alpha^{2+1.57}g_{p}\mu^{1.57}\) | 5.1 \pm 12.6 | [39] |
| PKS1413+135    | 0.247 | \(\alpha^{2}g_{p}\) | -2.0 \pm 4.4 | [40] |
| B0218+357      | 0.685 | \(\alpha^{2}g_{p}\) | -1.6 \pm 5.4 | [40] |
| J0134–0531     | 0.765 | \(\alpha^{2+1.57}g_{p}\mu^{1.57}\) | -5.2 \pm 4.3 | [41] |
| J2358–1020     | 1.173 | \(\alpha^{2}g_{p}/\mu\) | 1.8 \pm 2.7 | [42] |
| J1623+0718     | 1.336 | \(\alpha^{2}g_{p}/\mu\) | -3.7 \pm 3.4 | [42] |
| J2340–0053     | 1.361 | \(\alpha^{2}g_{p}/\mu\) | -1.3 \pm 2.0 | [42] |
| J0501–0159     | 1.561 | \(\alpha^{2}g_{p}/\mu\) | 3.0 \pm 3.1 | [42] |
| J0911–0551     | 2.796 | \(\alpha^{2}/\mu\) | -6.9 \pm 3.7 | [43] |
| J1337+3152     | 3.174 | \(\alpha^{2}g_{p}/\mu\) | -1.7 \pm 1.7 | [44] |
| BR1202–0725    | 4.695 | \(\alpha^{2}/\mu\) | 5.0 \pm 150 | [45] |
| J0918+5142     | 5.245 | \(\alpha^{2}/\mu\) | -1.7 \pm 8.5 | [46] |
| J1148+5251     | 6.420 | \(\alpha^{2}/\mu\) | 330 \pm 250 | [45] |

TABLE I. Available measurements of several combinations of the dimensionless couplings \(\alpha, \mu\) and \(g_{p}\). Listed are, respectively, the object along each line of sight, the redshift of the measurement, the dimensionless parameter being constrained, the measurement itself (in parts per million), and its original reference.

| Object          | \(z\) | \(\Delta \alpha / \alpha\) | Spectrograph | Ref. |
|-----------------|------|-------------------|-------------|-----|
| HE0515–4414     | 1.15 | -0.1 \pm 1.8      | UVES        | [47] |
| HE0515–4414     | 1.15 | 0.5 \pm 2.4       | HARPS/UVES  | [48] |
| HE0001–2340     | 1.58 | -1.5 \pm 2.6      | UVES        | [49] |
| HE2217–2818     | 1.69 | 1.3 \pm 2.6       | UVES-LP     | [12] |
| Q1101–264       | 1.84 | 5.7 \pm 2.7       | UVES        | [47] |

TABLE II. Available specific measurements of \(\alpha\). Listed are, respectively, the object along each line of sight, the redshift of the measurement, the measurement itself (in parts per million), the spectrograph, and the original reference.
Table III. Available measurements of $\mu$. Listed are, respectively, the object along each line of sight, the redshift of the measurement, the measurement itself, the molecule(s) used, and the original reference. The entry in bold corresponds to the recent LP measurement.

| Object         | $z$    | $\Delta \mu/\mu$ | Method     | Ref   |
|----------------|--------|-------------------|------------|-------|
| B0218+357      | 0.685  | ±0.74 0.89%       | $NH_3/HCO^+/HCN$ | 50    |
| E0218+357      | 0.685  | ±0.35 0.12%       | $NH_3/CS/H_2CO$  | 51    |
| PKS1830–211   | 0.886  | ±0.08 0.47%       | $NH_3/H_2N$    | 52    |
| PKS1830–211   | 0.886  | ±1.2 4.5%         | $CH_3NH_2$    | 53    |
| PKS1830–211   | 0.886  | ±2.04 0.74%       | $NH_3$         | 54    |
| PKS1830–211   | 0.886  | ±0.001 0.103%    | $CH_3OH$      | 55    |
| J2123–005     | 2.059  | 8.5 4.2%          | $H_2/HD$ (VLT) | 56    |
| J2123–005     | 2.059  | 5.6 6.2%          | $H_2/HD$ (Keck) | 57    |
| HE0027–1836   | 2.402  | ±7.6 10.2%        | $H_2$        | 13    |
| Q2348–011     | 2.426  | ±6.8 27.8%        | $H_2$        | 58    |
| Q0405–443     | 2.597  | 10.1 6.2%         | $H_2$        | 10    |
| J0643–504     | 2.659  | 7.4 6.7%          | $H_2$        | 59    |
| Q0528–250     | 2.811  | ±0.3 3.7%         | $H_2/HD$     | 60    |
| Q0347–383     | 3.025  | 2.1 6.0%          | $H_2$        | 61    |

In doing this we will be neglecting a possible redshift-dependence of the variations; this is of course an approximation, but given the small number of available measurements (and the large uncertainties in some of them) it is a legitimate exercise. With better data the exercise could be separately done for different redshift bins. Indeed, the present analysis is an extension of a previous analysis [27] where we only looked at the three measurements at $z = 0.247$. Figure 1 shows the 1D likelihood contours for each of these parameters. At the one-sigma (68.3%) confidence level we find

$$\frac{\Delta \alpha}{\alpha} = -2.7 \pm 2.2 \text{ ppm} \tag{17}$$

$$\frac{\Delta \mu}{\mu} = -1.1 \pm 1.8 \text{ ppm} \tag{18}$$

and at the two-sigma level all are consistent with no variations. Notice the significantly smaller uncertainties as compared to the results of Eq. (13) [10] for the source at $z = 0.247$ alone: the one-sigma uncertainties on $\alpha$, $\mu$ and $g_p$ are respectively reduced by factors of about 20, 22 and 15. Comparing these results with those listed in Tables II and III we also note that the values of $\alpha$ and $\mu$ are consistent with those found by the LP, but not with some of the other measurements in Tables II and III (or with 62).

By using the relations discussed in Sect. II we can also translate the measurements of Table I into constraints on the $R - S$ plane. These are shown in Fig. 2. As in previous analyses [3, 27] there is a clear degeneracy direction: in other words, these measurements constrain a...
TABLE IV. System with both T(z) and $\mu$ measurements. Listed are, respectively, the object along each line of sight, the redshift of the measurement, the $\mu$ and T(z) measurements with the corresponding references, and the derived value of the relative temperature variation.

| Object      | $z$    | $\Delta\mu/\mu$ (ppm) | Ref.  | $T_{\text{CMB}}$ (K) | Ref.  | $\Delta T/T$ |
|-------------|--------|-------------------------|-------|-----------------------|-------|-------------|
| PKS1830-211 | 0.886  | $-0.001 \pm 0.103^{[55]}$ |       | 5.68 $\pm 0.10^{[63]}$ |       | $-0.012 \pm 0.019$ |
| Q0347-383   | 3.025  | $2.1 \pm 6.0^{[61]}$   |       | 12.1$^{+1.7}_{-1.2}^{[64]}$ |       | $0.10^{+0.15}_{-0.29}$ |

particular combination of the phenomenological parameters $R$ and $S$. It’s also straightforward to determine the one-dimensional confidence intervals for $R$ and $S$; at the one-sigma confidence level we find

\[ R = 237 \pm 86 \]  \hspace{1cm} (20)

\[ S = 630 \pm 230; \]  \hspace{1cm} (21)

FIG. 2. Constraints on the $R$-$S$ plane from the data in Table I. Solid, dashed and dotted lines correspond to one, two and three sigma contours. The bottom panel is a zoomed version of the top one, around the best-fit value.

FIG. 3. One, two and three sigma constraints on the $\mu - g_p$ plane, assuming a given $\alpha$ measurement in Table II. The thick (top) set of contours uses the $\alpha$ measurement of [47] (nominally the one with the smallest uncertainty), while the thin (bottom) set uses the LP one [12]; both axis are in ppm units.

these are fairly similar to the ones we found in [27] for the three measurements towards PKS1413+135, showing that these carry a significant weight in the overall analysis.

B. Additional $\alpha$ measurements

The data in table II can also be analyzed assuming one of the direct $\alpha$ measurements in Table II. This will provide constraints on the $\mu - g_p$ plane as well as on the $R - S$ plane.

Figure 8 shows relevant contours in the $\mu - g_p$, using either the best $\alpha$ measurement (by which we mean the one with the smallest uncertainty, that is [47]) or the LP measurement [12]: this is useful to provide intuition on how these combined analyses depend on the choice of (in this case) $\alpha$. As expected, having an $\alpha$ measurement with a smaller uncertainty leads to tighter constraints on the individual parameters. We will now use the LP result as the ’baseline’ measurement.

Note also that the degeneracy direction in this plane is different from that coming from current atomic clock
measurements; this is illustrated in Fig. 4. In order to make this comparison we must make the atomic clock results dimensionless, and the simplest way to achieve this is to multiply them by the present Hubble time, \( H_0 \sim 1.4 \times 10^{10} \) yr. Thus the plot effectively compares astrophysical measurements of \( \Delta \alpha/\alpha \) with laboratory measurements of \( (\dot{\alpha}/H\alpha)_0 \). Although the resulting comparison is illuminating, one should bear in mind that no realistic model is expected to have a variation of the couplings that is linear in time from \( z = 0 \) to \( z \sim 2 \), and therefore this rescaling by the Hubble time is somewhat simplistic.

On the other hand, Fig. 5 displays constraints obtained by dividing the full sample into two equal-sized sub-samples, according to redshift: the transition will thus be at \( z = 1.35 \). As expected, tighter and less degenerate constraints can be obtained at low redshift, but note also that the likelihood contours have different degeneracy directions at high and low redshifts. This stems from the fact that different measurement techniques probe different combinations of couplings, and each technique typically has a limited range of redshifts over which it can be used (due to target availability or other practicalities).

Fig. 6 shows relevant one-dimensional likelihoods for the full sample and the two sub-samples. This leads to the 1D confidence intervals listed (at one sigma) in Table V for the full sample and the subsamples. Interestingly

### Table V. 1D confidence intervals listed (at one sigma and in parts per million) for \( \mu \) and \( g_p \) (marginalizing over the other and assuming the LP \( \alpha \) measurement [12]), for the full sample as well as for the low-redshift and high-redshift subsamples.

| Sample | \( \Delta \mu/\mu \) (ppm) | \( \Delta g_p/g_p \) (ppm) |
|--------|-----------------|-----------------|
| \( z < 1.35 \) | \(-2.5 \pm 2.8\) | \(-5.4 \pm 2.9\) |
| \( z > 1.35 \) | \(-7.8 \pm 5.4\) | \(-10.6 \pm 6.3\) |
| Full   | \(-3.5 \pm 2.2\) | \(-5.8 \pm 2.4\) |
both are non-zero (and negative) at about the one to two sigma level.

These results can be compared with those found in the previous subsection, and the 1D constraints on $\mu$ can also be checked for consistency against the direct $\mu$ measurements in Table III. One finds that in the case of $\mu$ there is no strong disagreement, except in the case of the measurement in [62] which is a strong detection with opposite sign. On the other hand, there is some tension between the $g_p$ values in Table V and those inferred in the analysis in section IV.A: the analysis of the present section indicates a negative variation of $g_p$ at more than two sigma.

Naturally, most of the signal for the above detections comes from the two measurements in [43, 50]. This can be easily confirmed, as summarized in Fig. 7 by redoing the analysis while removing one measurement at a time, we see that the results are significantly different (and much closer to null) when either of these measurements is removed, while they change very little if one of the others is removed.

The top panel of fig. 8 shows the derived constraints on the $R$–$S$ plane, still assuming the $\alpha$ LP measurement in Table II. Comparing this with the corresponding analysis in section IV.A, we notice that although the degeneracy direction is maintained, both the best-fit values and the corresponding uncertainties increase. Specifically, we now find at the one-sigma (68.3%) confidence level

$$R = 547 \pm 411$$  \hspace{1cm} (22)

Nevertheless, the two sets of parameters are consistent within their error bars. While the relevance of these numbers is at present unclear given the limitations of the currently available data, these results are encouraging in the sense that they show that this is potentially a very sensitive probe of unification, with may come to fruition with the next generation of facilities. It is also interesting to compare these results with those obtained in Fig. 8 for the atomic clock measurements (at $z = 0$); this is done in the bottom panel of fig. 8. One notices that the degeneracy direction of both constraints is almost (though not ex-
TABLE VI. 1D one-sigma confidence intervals listed for $\alpha$ and $g_p$, marginalizing over the other and assuming the [55] and [13] measurements in Table III, respectively for the low and high redshift subsamples.

| Sample | $\Delta \alpha/\alpha$ (ppm) | $\Delta g_p/g_p$ (ppm) |
|--------|-------------------------------|-------------------------|
| $z < 1$ | $-4.9 \pm 4.8$               | $+8.5 \pm 13.7$         |
| $z > 1$ | $+2.4 \pm 11.4$              | $-12.9 \pm 26.5$        |
| $z < 2$ | $-5.5 \pm 3.5$               | $+10.7 \pm 7.9$         |
| $z > 2$ | $+2.4 \pm 11.4$              | $-14.2 \pm 38.4$        |
| Full  | $-3.8 \pm 2.1$               | $+6.6 \pm 4.6$          |

C. Additional $\mu$ measurements

A similar analysis can be done with $\mu$: data in Table II can be analyzed assuming one or more of the $\mu$ measurements in Table III. Naturally this will now provide constraints on the $\alpha-g_p$ plane, which can also be compared with the results of the previous subsections, and the 1D constraints on $\alpha$ can then be checked for consistency against the direct $\alpha$ measurements in Table III and with the results from the Webb dipole [8].

In this case we will also split the sample into two subsamples according to redshift, using as baseline $\mu$ measurements the Methanol one [55] for the low redshift subsample and the LP one [13] for the high redshift subsample. The results of this analysis are shown in Figs. 9 and 10. In the former the separation between low and high redshift is set at redshift $z = 1$, while in the latter it is set at $z = 2$. Here again stronger constraints can be obtained at low redshift. Fig. 11 shows relevant 1D likelihoods for the full sample and the two subsamples, while the corresponding 1D confidence intervals are listed (at one sigma) in Table VII.

Here the results are somewhat interesting: at low redshifts these datasets prefer a slightly negative value of $\alpha$ and a slightly positive value of $g_p$, although in each case this is a less than two sigma effect. The former is consistent with the analysis of Sect. IV.A and (at two sigma) not inconsistent with the direct measurements in Table III while the latter is inconsistent with what we found in Sect. IV.B (where a negative variation of $g_p$ was preferred).

D. Comparing the various analyses

Fig. 12 presents a brief visual summary of our derived results for $\alpha$, $\mu$ and $g_p$, and compares them with the direct measurements of $\alpha$ and $\mu$. We emphasize that the placing of these inferred measurements at particular redshifts is purely indicative, since they are the result of combining direct measurements at various different redshifts. (Still, this is useful for comparison purposes.)

We note that at low redshifts the indirect determinations of $\alpha$ tend to lead to slightly smaller results than the direct ones, while that is not the case for $\mu$. Somewhat more noticeable is the fact that the various methods we used to obtain bounds on $g_p$—either from the data of Table II or combining these measurements with direct measurements of $\alpha$ or $\mu$—lead to quite different results.

These inconsistencies suggest that the uncertainties in some of the measurements may be underestimated, possibly due to the presence of hidden systematics. While a discussion of the source of these systematics is beyond...
the scope of the present work, we refer the reader to two of the recent LP publications [12, 13], where the issue is discussed in considerable detail.

V. CONCLUSIONS

We have carried out some simple consistency tests of various recent astrophysical measurements of dimensionless fundamental couplings. Direct measurements of the fine-structure constant \( \alpha \) and the proton-to-electron mass ratio \( \mu = m_p/m_e \) can be obtained, mostly in the optical/ultraviolet, from a range of absorption systems, typically above redshift \( z \sim 1 \) and up to \( z \sim 4 \). At lower redshifts, on the other hand, various combinations of \( \alpha \), \( \mu \) and the proton gyromagnetic ratio \( g_p \) can be measured, usually in the radio band. The goal of our analysis was to provide a basic comparison between the two types of measurements.

When attempting such comparisons, previous authors often dealt with combined measurements of \( \alpha \), \( \mu \) and \( g_p \) by assuming that only one of these couplings varies (thus turning the combined measurement into one of the coupling in question). This assumption is not justified, in the obvious sense that it does not hold for the vast majority of realistic models. In our analysis the three couplings were allowed to vary simultaneously, and the datasets were used to obtain the most likely values in this parameter space. This somewhat phenomenological approach allows us to compare measurements at various different redshifts, in an approximate but model-independent way.

Naturally a different approach could be taken: one can always choose a specific model (for which the redshift
dependence of the couplings will be fully determined), and then compare measurements at different redshifts in the context of this model. This may potentially lead to tighter constraints, though naturally they will be model-dependent. Given the limitations (in quantity and arguably also quality) of the currently available data, we think that a phenomenological approach is more fruitful.

From our analysis it is clear that there are some apparent inconsistencies in the determinations of the various couplings. This is particularly the case in the various indirect determinations of $g_p$. These results support the expectation that hidden systematics may be affecting some of the measurements. Trying to improve this state of affairs is of course the main goal of the ongoing UVES Large Program for Testing Fundamental Physics [12, 13].

We must also stress that measurements of various combinations $\alpha$, $\mu$, and $g_p$, as well as individual measurements of $\alpha$ and $\mu$ in the same system, are particularly useful. Any Grand-Unified scenario predicts specific (model-dependent) relations between the variations of $\alpha$, $\mu$, and $g_p$. Thus simultaneous measurements of several of these can provide key consistency tests, which will complement (and in some sense are more fundamental than) those that can be done in particle accelerators. Following previous work [5, 27], we have briefly illustrated this for the particular class of models previously considered in [21, 22], but with suitable generalizations this may be applicable to any unification scenario which includes...
varying couplings.

Looking further ahead, our results demonstrate the importance of future more precise astrophysical measurements of the stability of these couplings. These future datasets will also make detailed model comparisons possible, including those allowing for spatial or environmental dependencies which may have distinctive signatures. Fortunately, forthcoming facilities such as ALMA and the ESPRESSO and ELT-HIRES spectrographs (at the VLT and E-ELT, respectively), with higher sensitivity and a better control over possible systematics, will provide a detailed and much more accurate mapping of the behaviour of these couplings up to redshift $z \sim 4$—and possibly well beyond.
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