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Abstract

A new process is presented by which water-soluble organics might influence ice nucleation, ice growth, chemical reactions and water uptake of aerosols in the upper troposphere: the formation of glassy aerosol particles. Glasses are disordered amorphous (non-crystalline) solids that form when a liquid is cooled without crystallization until the viscosity increases exponentially and molecular diffusion practically ceases. The glass transition temperatures, $T_g$, homogeneous ice nucleation temperatures, $T_{\text{hom}}$, and ice melting temperatures, $T_m$, of various aqueous inorganic, organic and multi-component solutions are investigated with a differential scanning calorimeter. The investigated solutes are: various polyols, glucose, raffinose, levoglucosan, an aromatic compound, sulfuric acid, ammonium bisulphate and mixtures of dicarboxylic acids (M5), of dicarboxylic acids and ammonium sulphate (M5AS), of two polyols, of glucose and ammonium nitrate, and of raffinose and M5AS. The results indicate that aqueous solutions of the investigated inorganic solutes show $T_g$-values that are too low to be of atmospheric importance. In contrast, aqueous organic and multi-component solutions readily form glasses at low but atmospherically relevant temperatures ($\leq 230$ K). To apply the laboratory data to the atmospheric situation, the measured phase transition temperatures were transformed from a concentration to a water activity scale by extrapolating water activities determined between 252 K and 313 K to lower temperatures. The obtained state diagrams reveal that the higher the molar mass of the aqueous organic or multi-component solutes, the higher $T_g$ of their respective solutions at a given water activity. To a lesser extent, $T_g$ also depends on the hydrophilicity of the organic solutes. Therefore, aerosol particles containing larger and more hydrophobic organic molecules ($\geq 150$ g mol$^{-1}$) are more likely to form glasses at intermediate to high relative humidities in the upper troposphere. Our results suggest that the water uptake of aerosols, heterogeneous chemical reactions in aerosol particles, as well as ice nucleation and ice crystal growth can be significantly impeded or even completely inhibited in organic-enriched aerosols at upper tropospheric temperatures with implications for cirrus cloud
formation and upper tropospheric relative humidity.

1 Introduction

Depending on their concentration and composition, aerosols affect different atmospheric properties and processes, such as atmospheric chemistry and Earth’s radiative budget. For example, the aerosol climate forcing can be divided into a direct and an indirect aerosol effect (e.g., Hansen et al., 1998; Haywood and Boucher, 2000; Lohmann and Feichter, 2005). The direct aerosol effect is due to scattering and absorption of sunlight by aerosols, and it depends on aerosol properties such as physical state, size, absorption cross section and chemical composition (e.g., Haywood and Boucher, 2000). Depending on ambient relative humidity, aerosol particles grow or shrink by taking up or releasing water vapor thus enhancing or reducing the scattering intensity of the aerosol (Carrico et al., 2003; Quinn et al., 2005; Baynard et al., 2006). Aerosols exert also an indirect effect by acting as cloud condensation nuclei for liquid clouds or as ice nuclei for ice clouds, thereby affecting the initial cloud particle number concentration, cloud lifetime and albedo (Albrecht, 1989; Lohmann and Feichter, 2005). According to the recent Intergovernmental Panel on Climate Change report (IPCC, 2007), the direct and indirect aerosol effects exert radiative forcings of $-0.5$ and $-0.7$ W m$^{-2}$, respectively, but exhibit only a low to medium level of scientific understanding.

The atmospheric aerosol is a complex mixture of various inorganic and organic components. The organic fraction can represent 50% or more of the total aerosol mass depending on geographical location and/or altitude (e.g., Novakov et al., 1997; Middlebrook et al., 1998; Kanakidou et al., 2005; Murphy et al., 2006), but its composition in terms of chemical structures of individual molecules remains unidentified to a large extent (Saxena and Hildemann, 1996; Kanakidou et al., 2005). The water soluble organic fraction contributes substantially to the total organic aerosol and typically contains mono-, di- and polycarboxylic acids, polyols, dialkyl ketones, polyphenols, aro-
Aerosol particles in the atmosphere may occur as solid or liquid particles or as a mixture of both depending on their composition and ambient conditions (e.g., Martin, 2000; Colberg et al., 2003; Marcolli et al., 2004). The organic fraction, however, tends to remain liquid instead of crystallizing as the temperature is decreased and, thus, organic aerosol particles may form highly viscous liquids (Marcolli et al., 2004). When the viscosity of such a liquid reaches a value in the order of $10^{12}$ Pa s, the molecular motion becomes so slow, that the sample vitrifies within timescales of seconds to minutes at the glass transition temperature $T_g$ (Debenedetti and Stillinger, 2001). Glasses are amorphous substances that behave mechanically like solids (Debenedetti, 1996). The ability to form a glass depends strongly on the chemical and physical properties of a given substance and its mixing state (Angell, 1995, 2002). Glasses are ubiquitous in nature (Angell, 1995) and are widely applied in bioengineering (Langer and Vacanti, 1993), food technology (Slade and Levine, 1994), pharmaceutical industries (Kerč and Srčič, 1995; Craig et al., 1999; Hancock and Zografi, 1997) or cryobiology (Pegg and Karow, 1987; Angell, 2002).

If aerosol particles were present as glasses, this would influence several physical and chemical processes in the atmosphere significantly: Water uptake from the gas phase would be drastically impeded or even completely inhibited in glassy aerosols, thus reducing the direct aerosol effect. Similarly, glass formation would affect the ice nucleation efficiency of aerosol particles. Peter et al. (2006) recently suggested that a suppressed ice nucleation might be a possible explanation of the observed high supersaturations with respect to ice in recent field experiments (Jensen et al., 2005). Furthermore, if aged aerosols become more and more viscous due to polymerization reactions (e.g., Kalberer et al., 2004; Denkenberger et al., 2007) they might turn more easily into glasses and further aerosol processing could be ceased.

In this study, the potential of atmospheric aerosols to form glasses will be explored by investigating the glass transition temperatures of atmospherically relevant aqueous so-
lutions. The paper is structured in the following way: Section 2 compares the thermodynamics of glass and crystallization/melting phase transitions. Section 3 exemplifies the use of differential scanning calorimetry to observe such phase transitions in aqueous solutions. Sections 4 and 5 compare the dependence of glass transition temperatures of aqueous solutions on their concentration and water activity. Sections 6 to 8 show results of glass transition temperature measurements of various aqueous organic, inorganic and multi-component solutions of atmospheric relevance. Finally, in Sect. 9, the potential effects of glassy aerosols on atmospheric processes are discussed.

2 Physical background of glass transition

Figure 1a depicts schematically the enthalpy $H$ and the entropy $S$ change as a function of temperature for a liquid-to-solid phase transition and a glass transition. Cooling a stable liquid results normally in a decrease in both $H$ and $S$ (green line). If crystallization occurs without supercooling at the equilibrium melting point $T_m$ (vertical blue line), this causes an abrupt decrease in $H$ and $S$, which is indicative of a first-order phase transition (Atkins, 1996). Cooling the crystal to even lower temperatures further decreases $H$ and $S$ in a continuous way (slanted blue line). Upon warming the system follows the same path since both $H$ and $S$ are thermodynamic state functions. The behavior described above is, however, an idealized case, because most liquids do not show a completely reversible behavior at $T_m$; instead they usually exhibit supercooling below $T_m$ as crystallization is kinetically hindered and requires a nucleation process. In this case, $H$ and $S$ decrease continuously even below $T_m$ (green line to the left of $T_m$). In such a supercooled (metastable) liquid nucleation can occur at any given moment, in which case $H$ and $S$ would drop abruptly to their crystal values at the nucleation temperature. The viscosity of the liquid increases upon cooling, slowing down molecular motion, which in turn may inhibit nucleation and/or crystal growth. At even lower temperatures, molecular motion becomes so slow that on the experimental timescale the molecules cannot equilibrate to the lowest energy state of the liquid (Debenedetti,
1996; Debenedetti and Stillinger, 2001). This kinetic phenomenon is called vitrification or glass formation and the corresponding temperature is termed the glass transition temperature $T_g$. Below $T_g$, the substance is a glass, i.e., a non-crystalline amorphous state that behaves mechanically like a solid (Debenedetti and Stillinger, 2001). Because translational and reorientational degrees of freedom practically are frozen on experimental timescales below $T_g$, $H$ and $S$ in the glassy state decrease upon cooling with a slope that is similar to that of the crystal (Angell, 2008). The change in slope of $H$ and $S$ at $T_g$ is indicative of the glass transition. During the glass transition neither a release of latent enthalpy nor a discontinuous change in the ordering of the molecules occurs, thus, glass formation is not easily observed by many experimental techniques. One standard technique that is very well suited for investigations of both crystal nucleation and glass formation is Differential Scanning Calorimetry (DSC, Folmer and Franzen, 2003). This is, because the DSC technique is sensitive to the isobaric heat capacity of the sample, $c_p=\left(\partial H/\partial T\right)_p$, i.e., the slope of $H$ in Fig. 1a. Panels (b) and (c) of Fig. 1 show the temperature dependence of $c_p$ for a first-order liquid-to-solid phase transition and a glass transition, respectively. Also included as the dashed grey curves are the signals that are typically observed in DSC experiments for such phase transitions. Figure 1b shows that the crystal exhibits a smaller $c_p$ value than the liquid. Within a limited temperature range around $T_m$ one can assume $c_p$ of both phases to be approximately independent of temperature. Upon warming latent heat is absorbed by the crystal at $T_m$ without any increase in temperature, i.e., $H$ changes instantaneously and, hence, $c_p$ nominally becomes infinite at $T_m$ (indicated by the vertical blue and green arrows). However, because of the inherent thermal lag within the DSC apparatus, the DSC thermogram displays a broadened peak, with the integrated peak area of the grey dashed line amounting the total melting enthalpy of the sample. Figure 1c shows the behavior of $c_p$ upon heating a glass. Here, $c_p$ changes from the smaller value of the glass to the higher value of the (supercooled) liquid at $T_g$. The step-like DSC signal in panel (c) closely follows the change in $c_p$. In the following section, we will show several examples of DSC experiments in which crystallization
3 Competition between glass formation and ice crystallization in aqueous solutions

Glass formation is observed in many different systems such as minerals, metals, polymers, and also in aqueous solutions (e.g., Angell, 1995; Debenedetti and Stillinger, 2001; Angell, 2002). Even pure water can vitrify, however, only when hyperquenching small water samples at extremely large cooling rates of $\sim 10^5$ K s$^{-1}$ (Kohl et al., 2005). At moderate cooling rates ($\leq 20$ K min$^{-1}$) ice nucleates readily in water and dilute aqueous solutions before glass formation occurs. On the other hand, at very high solute concentrations glass formation is observed frequently even when cooling rates are moderate. In the following section, the different processes that occur in aqueous solutions of varying solute concentration are discussed using aqueous glucose solutions as a model system.

On the left-hand side of Fig. 2 three typical DSC thermograms are shown. The experiments were performed with emulsified samples, i.e., small micrometer-sized aqueous droplets in an inert oil matrix (see Appendix A1 for experimental details). The small arrowheads in panels (a)–(c) show the course of the experimental runs. The capital letters indicate points that are of special interest (see discussion below). Panels (d)–(f) on the right-hand side depict the binary glucose/water state diagrams as a function of the glucose weight fraction. In these panels, the black lines represent the ice melting point curve, $T_m$, the homogeneous ice nucleation curve, $T_{\text{hom}}$, and the glass transition curve, $T_g$ (All curves are based on experimental data points, given as symbols, from this and previous studies). Water is supersaturated in the area between $T_m$ and $T_{\text{hom}}$, but can persist as a metastable liquid upon cooling because ice formation in that region is kinetically hindered in small droplets. The colored lines and capital letters refer to the thermograms on the left-hand side, which we now discuss individually.

Figure 2a shows an experimental run of a concentrated glucose solution with a solute
weight fraction, $w_2$, of 0.760. The sample is cooled from initially 308 K (point A) down to 153 K (point C). At around 210 K a smooth S-shaped step is observed (point B). Reheating the sample from point C to point E again results in a smooth step in the heat flow signal at a similar temperature (point D). The pathway A–E is also overlayed onto the state diagram in panel (d) as the colored line. Throughout the entire experiment the concentration of the solution remains constant. From this analysis we see that the colored line crosses the $T_g$ curve at $\sim 210$ K, indicating that the observed steps in the thermograms are due to glass formation (point B) and the reverse glass-to-liquid transition (point D).

Figure 2b shows an experiment with a dilute glucose solution with $w_2=0.100$. When the sample is cooled from 308 K (point A) to 153 K (point D), a large exothermic signal appears at $\sim 230$ K (point B), due to homogeneous ice nucleation and growth in the aqueous droplets. The solute is expelled from the growing ice crystals resulting in the formation of a highly concentrated glucose solution. This is indicated in panel (e) by the dotted arrow connecting points B and C. Upon further cooling, the concentration of the remaining solution follows the $T_m$ curve, thereby further increasing in concentration, until it vitrifies at the point E where the $T_m$ and $T_g$ curves meet. The glass transition is not observable during the cooling cycle in panel (b) because it is hidden below the ice nucleation peak. Provided that the ice crystals cannot grow further in the glass the concentration of the glassy solution remains constant upon further cooling (vertical line towards point D in panel e). During the heating cycle a small glass transition step of the glucose solution is observed (see point E in the enlarged inlet of panel b). This point is termed $T_g'$ or “the glass transition temperature of the freeze concentrated solution”, which is marked in panel (e) with a red hash mark at point E. Upon further heating, the solution concentration follows the $T_m$ curve and the ice continuously melts until at point F, the entire sample is again liquid.

Figure 2c depicts an experiment of a glucose solution at intermediate concentration with $w_2=0.599$. Upon cooling from 308 K (point A) to 153 K (point C) a glass transition is observed at $\sim 180$ K (point B), see panel (f) for comparison. In the heating cycle, the
glass-to-liquid transition is again observed at $\sim 180$ K. Then, an additional exothermic peak appears at $\sim 210$ K (point E). This signal can be attributed to ice crystallization in the sample, which leads to an increase of the glucose solution concentration until the $T_m$ curve is reached (dotted arrow in panel f). There the ice starts to melt upon heating until it is completely melted at $\sim 255$ K (endothermic peak in panel c (point F), see also panel (f) for comparison). At this point the solution reaches its initial weight fraction of 0.599. The experiment shown in Figure 2c imposes the question of why ice formation did not occur during the cooling cycle but only upon warming. It seems reasonable that ice germs larger than the critical size may have nucleated during cooling when the sample crossed the extrapolated $T_{\text{hom}}$ curve just before it vitrified at point B. However, the very high viscosity of the sample inhibited the ice crystal growth. No signal is observed in the thermogram, because the release of latent heat due to the formation of critical germs is much too small to be detected by the DSC. Upon heating, the solution viscosity became low enough at about 30 K above $T_g$ so that the ice germs in the droplets could grow to macroscopic crystals, resulting in the exothermic peak at point E.

To summarize this section, three principal cases of glass formation in aqueous solutions can be distinguished in Fig. 2. Firstly, the aqueous solution is so concentrated that ice does not crystallize and a glass formation is observed at $T_g$. Secondly, in dilute solutions ice crystallizes homogeneously and glass formation in the freeze concentrated solution occurs at $T_g'$ upon cooling. $T_g'$ is a unique point in the state diagram of each solute, defined as the intersection between the $T_g$ and $T_m$ curves. Thirdly, at intermediate concentrations, some solutions vitrify upon cooling and do not form ice until temperatures typically 10–30 K above $T_g$ are reached.

4 $T_g$ in aqueous solutions – organic versus inorganic solutes

Figure 3 shows $T_g$ as a function of the solute weight fraction for selected organic and inorganic solutes. The displayed organic solutes raffinose ($C_{18}O_{16}H_{32}$), glucose...
(C₆O₆H₁₂) and levoglucosan (C₆O₅H₁₀) represent constituents of a typical biomass burning aerosol (Decesari et al., 2006) and the inorganic solutes belong to the most frequently occurring inorganic substances in atmospheric aerosol particles. The triangles and squares represent experimental data from this and reference studies, respectively, and the colored curves are fits to the data according to Eq. (1) (see discussion below).

All solutions exhibit a strong dependence of $T_g$ on the solute weight fraction, $w_2$, with larger $w_2$ values leading to higher $T_g$. All curves have the $T_g$ value of pure water in common (136 K at $w_2=0$, see black triangle in Fig. 3), but show different slopes with increasing solute weight fraction. The increase of $T_g$ with increasing $w_2$ is strongest for raffinose and weakest for NH₄HSO₄. It is noteworthy that the organic solutes exhibit higher $T_g$ values than the inorganic ones and that for organic solutes $T_g$ at a given concentration is the higher, the larger the molar mass of the solute. Limitations exist for the concentration range over which glass formation can be determined experimentally when using moderate cooling rates, in agreement with our discussion of Fig. 2 above. For example, at low solute concentrations, $T_g$ can be determined in sulfuric acid solutions only when $w_2$ exceeds a value of $\sim$0.3, whereas aqueous glucose solution vitrify when $w_2$ exceeds $\sim$0.6. At lower concentrations, ice nucleates homogeneously in the samples (see, e.g., Fig. 2b/e) although glasses could form if the samples were hyperquenched. Similar limitations exist when $w_2$ reaches values close to one, because the solute itself often crystallizes under such highly supersaturated conditions.

For various purposes it is desirable to have an appropriate description of $T_g$ over the entire concentration range $0 \leq w_2 \leq 1$. Indeed, Gordon and Taylor (1952) have developed an empirical formulation for $T_g$ based on experimental data of binary polymer blends. This so-called Gordon-Taylor equation has been widely applied in polymer research (Koleske and Lundberg, 1969) and also to aqueous solutions of carbohydrates in food science (e.g., Roos, 1993). In aqueous solutions, the glass transition temperature at a specific solute weight fraction, $T_g(w_2)$, can be expressed according to the Gordon-
Taylor equation as (Gordon and Taylor, 1952; Katkov and Levine, 2004):

$$T_g(w_2) = \frac{w_1 T_{g1} + \frac{1}{k} w_2 T_{g2}}{w_1 + \frac{1}{k} w_2},$$

where $w_1$ and $w_2$ are the weight fractions of water and of the solute, $T_{g1}$ and $T_{g2}$ are the glass transition temperatures of pure water and of the pure solute, and $k$ is a solute specific constant. In this study, we use a value of 136 K for $T_{g1}$ (Johari et al., 1987; Kohl et al., 2005). The colored lines in Fig. 3 are fits to the experimental data using Eq. 1. These fits yield values for $T_{g2}$ and $k$ as listed in Table A3 in Appendix A3 together with a sensitivity analysis of the fit parameters.

5 Concentration versus water activity dependence of $T_m$ and $T_g$

In the atmosphere, the concentration of an aqueous aerosol particle is determined by the ambient relative humidity, RH. Therefore, state diagrams in terms of the solute weight fraction as those shown in Figs. 2 and 3 have only limited applications for atmospheric considerations. A much better way is to show data in terms of temperature versus water activity, $a_w$, because RH is equal to $a_w$ of aerosol particles that are in equilibrium with the ambient relative humidity and for which the Kelvin effect is negligible. This approach is shown in Fig. 4 for aqueous glucose and sulfuric acid solutions. In addition to the $T_g$ curves, the ice melting point curves ($T_m$) are also shown. In panel (a) both substances show a decrease in $T_m$ with increasing solute content, but a very different dependence on $w_2$. The glass transition temperatures increase with decreasing water content with glucose exhibiting higher $T_g$ values than H$_2$SO$_4$ at similar concentrations. In panel (b), the same data are shown as a function of the water activity. Now the $T_m$ curves of both solutes collapse onto a single line because the water activity of any aqueous solution in equilibrium with ice is the same independently of the nature of the solute (Koop, 2002). The shape of the two $T_g$ curves is also modified. Both curves
start at $T_g1=136$ K and end at the solute specific $T_g2$ value. However, the glass transition curve in H$_2$SO$_4$ solutions does not exceed temperatures of 160 K for the most part of the $a_w$-range. Only at $a_w \leq 0.05$, $T_g$ increases almost vertically towards $T_g2$. In contrast, $T_g$ in glucose solutions increases considerably already at high water activities. The difference in $T_g$ between the two solutes is strongly enhanced when compared to panel (a) because of the different $w_2\leftrightarrow a_w$ dependence of the two solutes. A H$_2$SO$_4$ solution with a solute weight fraction of $w_2=0.6$ exhibits a water activity of only 0.05, whereas a similarly concentrated glucose solution exhibits a water activity of $\sim 0.8$. This differing behavior can be understood by considering that H$_2$SO$_4$ (like other inorganic salts and acids) dissociates into charged ions, which strongly affect water activity even at smaller concentrations. In contrast, glucose and other non-dissociating water soluble organics interact with water mainly through hydrogen bonds and van der Waals forces, with a less dramatic effect on water activity. Therefore, at a given solute weight fraction, inorganic solutions typically exhibit a lower water activity than organic solutions. Applying the examples shown in Fig. 4 to the atmospheric situation we find that at high and intermediate relative humidities $T_g$ of H$_2$SO$_4$ is too low to be of atmospheric relevance. Similar conclusions result from an analysis of HNO$_3$ and NH$_4$HSO$_4$ solutions (not shown). Moreover, at low relative humidities inorganic substances present in the atmosphere tend to crystallize instead of forming glasses: for example, we did not observe glass formation in ammonium sulfate solutions due to the crystallization of (NH$_4$)$_2$SO$_4$. In contrast, organic solutes with properties similar to glucose may readily form glasses under atmospheric conditions. Therefore, we have investigated $T_g$ of aqueous solutions of a large variety of organic substances. As discussed above, the glass transition temperatures are required as a function of water activity for atmospheric applications. The AIM-model by Clegg et al. (1998) allows the calculation of the water activity in inorganic ionic solutions typically found in the atmosphere over a wide temperature and concentration range. For most organic substances of interest no such parameterizations are available, since most of the existing $a_w$ data were measured at ambient temperatures or above. Group contribution methods such as UNIFAC
(Fredenslund et al., 1975) are often inaccurate for the prediction of activity coefficients of multi-functional organics and usually they are not parameterized for use at low temperatures. Therefore, we have measured not only \( T_g \) but also \( a_w \) of the investigated solutions of organics with a commercial water activity meter in the temperature range between 289 K and 313 K. This data together with \( a_w \) values derived from the melting point depression temperatures below 273 K were used to extrapolate water activities to low temperatures and, thus, allow an estimate of \( a_w \) at the measured \( T_{hom} \) and \( T_g \) values (see Appendix A4).

### 6 \( T_g \) in binary aqueous organic solutions

In the previous section we have seen that organic aerosol constituents seem to have a tendency to form glasses at temperatures and relative humidities relevant for atmospheric considerations. Hence, we focus the subsequent discussion on glass transitions of pure organic or organic-rich aqueous solutions. Figure 5 shows the glass transition temperatures together with homogeneous ice nucleation and ice melting temperatures for various aqueous organic solutions as a function of the solution water activity. The raw data as a function of the solute weight fraction are listed in Table A1 and the conversion to the water activity scale has been performed as explained in the previous section and Appendix A4. The investigated substances have either been identified in atmospheric aerosols or represent substances that are atmospherically relevant in terms of functional groups and molar mass.

Panel (a) depicts the experimental results for aqueous solutions of polyols with 4, 6, 8 and 10 carbon atoms (C4-C10) and a C:O ratio of 2:1. The molar masses increase from 90.1 g mol\(^{-1}\) for the C4 polyol up to 220.3 g mol\(^{-1}\) for the C10 polyol. The \( T_g \) curves of the polyol solutions rise from 136 K at \( a_w=1 \) to the glass temperatures of the pure polyols (\( T_{g2} \)) at \( a_w=0 \) (Note that only a limited range is shown in the figure). In general, the measured data points are well reproduced by the Gordon-Taylor equation shown as the colored curves in the figure. For a given \( a_w \), the glass transition temperature of
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a polyol solution is higher for higher molar mass of the polyol and this trend becomes more pronounced at lower water activities. The $T_g$ curve for the C4 aqueous solutions is almost horizontal, since $T_{g2}$ of pure C4 is only about 20 K higher than that of pure water. The $T_g$ curve for C10 aqueous solutions on the other hand strongly increases to the $T_g$ value of pure C10. The C6 and C8 curves lie in between the C4 and the C10 curves corroborating a clear trend to higher $T_g$ values with increasing molar mass for this series of polyols. The experimentally determined $T_g'$ values (open triangles) usually agree nicely with the $T_g'$ value derived from the intersections between the $T_m$ curve and the $T_g$ curves. The lowest measured $T_g$ for the C6 solutions (green triangle at $T \approx 165$ K and $a_w \approx 0.8$) falls clearly below the homogeneous ice nucleation curve (solid black line). According to Koop et al. (2000), such a solution should freeze at a temperature of about 187 K. However, neither an emulsion nor a bulk sample froze during the cooling cycle, but ice crystallization was observed upon warming to $\sim 10$ K above $T_g$ representing the case shown in Fig. 2c. The experimental $T_m$ data fall almost perfectly onto the ice melting curve, indicating that the $a_w$ parametrization for the polyols are accurate at these temperatures. The experimental $T_{\text{hom}}$ data of the polyol solutions show a small but systematic deviation from the homogenous ice nucleation curve that increases at lower water activities. It is not clear whether this deviation is due to uncertainties in the extrapolation of $a_w$ to low temperatures or, alternatively, due to hindered ice formation as a consequence of the high viscosity of the C6, C8 and C10 solutions.

Panel (b) compares data of aqueous solutions of a mono- (glucose), di- (sucrose) and trisaccharide (raffinose). The C:O ratio increases slightly from 6:6 for glucose, over 12:11 for sucrose up to 18:16 for raffinose. A similar trend as in panel (a) is observed: A larger molar mass of the organic solute leads to a higher $T_g$ temperature at a given water activity. The $T_{g2}$ values of the anhydrous sugars were estimated based on the Gordon-Taylor equation as 296.1 K, 335.7 K and 395.7 K for glucose, sucrose and raffinose, respectively. The data are in very good agreement with direct $T_g$ measurements on the pure melt investigated in this study and by Roos (1993), with values of 296.1 K for glucose and 333 K for sucrose. Note that for similar molar masses the $T_g$
values of the pure sugars are higher than those of the pure polyols: The glass transition of pure glucose is about 70 K higher than that of the pure C8, although their molar masses differ by less than 2 g mol$^{-1}$. This indicates that, in addition to molar mass, the molecular structure of the organic molecules significantly affects their glass temperature. The same trend holds also for the $T'_g$ values but it becomes weaker the higher the $a_w$ values. The experimentally determined $T'_g$ differ by about 5 K from those given by the intersection of the melting point and glass curves. This discrepancy may result from the experimental difficulty to determine $T'_g$ or from inaccuracies in the conversion from weight fraction to water activity. Several experimental $T'_g$ are clearly below the $T_{hom}$ curve, e.g., for sucrose solutions with $w_2=0.5$ and 0.6 (see the green triangles at $a_w$ values of 0.875 and 0.825 in Fig. 5b). In these experiments, the samples were hyperquenched at a very large cooling rate of 75 K s$^{-1}$ (Luyet and Rasmussen, 1968). On the other hand, at moderate cooling rates of 10 K min$^{-1}$ homogeneous ice nucleation was observed for sucrose solutions with $w_2=0.55$ (green square with a $T_{hom}$ of $\sim 210$ K, Miyata and Kanno, 2005). This comparison indicates that in the region close to the intersection of the $T_{hom}$ and $T_g$ curves also cooling rates are very important in determining whether glass formation or ice crystallization occur upon cooling. If a glass forms upon cooling in that area, then ice usually crystallizes upon warming (see discussion of Fig. 2). This was also observed for the two raffinose solutions with a $T_g$ of $\sim 190$ K. The good agreement of the experimental $T_m$ and $T_{hom}$ data with the predicted theoretical lines indicates again that the $a_w$ parametrization for the sugar solutions are quite accurate to low temperatures.

Panel (c) of Fig. 5 compares three polyols with almost the same $T_{g2}$ value, but with different C:O ratios. At low water activities the $T_g$ curve for glycerol (C:O ratio of 1:1) reveals the steepest slope followed by 1,2,6-hexanetriol (C:O ratio of 2:1) and 2,5-hexanediol (C:O ratio of 3:1) indicating that the glass transition of aqueous solutions depends also on the hydrophilicity of the substance. For the moderately hydrophobic 2,5-hexanediol the plasticizing effect of water is less effective than for the very
hydrophilic glycerol. Thus the 2,5-hexanediol glass curve exhibits high values over a large water activity range and drops off rather steeply to the glass temperature of pure water only at high $a_w$.

Finally, we show that glass formation is not restricted to organic molecules with hydroxy (–OH) functionalities, but occurs also for other organic substances representing the water soluble organic compounds (WSOC) of atmospheric aerosols. Panel (d) depicts the $T_g$, $T_{\text{hom}}$ and $T_m$ measurements for 4-hydroxy-3-methoxy mandelic acid, levoglucosan and an aqueous mixture of 5 different dicarboxylic acids (M5; consisting of malic acid, maleic acid, malonic acid, glutaric acid and methylsuccinic acid, see Appendix A1 for details). Levoglucosan is a biomass burning marker (e.g., Graham et al., 2002; Decesari et al., 2006), and 4-hydroxy-3-methoxy mandelic acid (hereafter, HMMA) is an aromatic compound with a structure that is very similar to vanillic acid (4-hydroxy-3-methoxy benzoic acid), which has been proposed by Decesari et al. (2006) as a model substance of the WSOC in atmospheric aerosols. Furthermore, the M5 mixture was chosen because dicarboxylic acids are ubiquitous in the organic aerosol in remote and urban locations (e.g., Kawamura and Ikushima, 1993; Graham et al., 2002; Narukawa et al., 2003) and are thought to have primary (e.g., Kanakidou et al., 2005) and secondary sources (e.g., Ervens et al., 2004). The highest $T_g$ curve is that of HMMA, which is in agreement with its large molar mass. Also $T_g$ remains quite high even at large $a_w$ values, because of its moderate hydrophobicity. The $T_g$-$a_w$ relationship of levoglucosan, a C$_6$-anhydrosugar, resembles that of the structurally similar C$_6$-sugar glucose. The $T_g$ curve of the aqueous M5 solutions is similar to that of glycerol solutions. This is due to the fact that the dicarboxylic acids exhibit a similar hydrophilicity as glycerol and $T_{g2}$ of the anhydrous M5 mixture is also quite low.

Two major points influencing the glass temperatures of organic substances can be summarized from Fig. 5: Firstly, the higher the molar mass of an organic solute the higher is $T_g$ of its aqueous solution at a given water activity. Secondly, in aqueous solutions of more hydrophobic molecules $T_g$ remains at higher temperatures with increasing water content over a larger $a_w$-range when compared to more hydrophilic molecules.
Therefore, aerosol particles containing larger and more hydrophobic organic molecules are more likely to form glasses at intermediate to high relative humidities in the upper troposphere (UT). However, the organic aerosol in the UT is typically an internal mixture of various organic molecules and inorganic salts and acids. Therefore, we also investigated $T_g$ of selected multi-component solutions.

7 T$_g$ of aqueous multi-component solutions

Figure 6 shows $T_g$, $T_m$ and $T_{hom}$ for different multi-component solutions. The organic mixture in panel (a) consists of a 1:1 mixture (by mass) of the polyols C4 and C8 with varying amounts of water. The Gordon-Taylor equation was used to determine $k$ and $T_{g2}$ of this mixture and the Zdanovskii-Stokes-Robinson (ZSR) mixing rule (Stokes and Robinson, 1966) was employed to predict the water activities of the ternary system from $a_w$ data of the binary systems. The resulting ternary $T_g$ curve (green solid line) is closer to that of C4 (solid red line), i.e., closer to the binary system with the lower glass transition temperatures. The dashed green line is not a fit to the data, but a $T_g$ curve, that was predicted from the two binary $T_g$ curves using a mixing rule that depends on the molar masses and weight fractions of the individual polyols:

$$T^t_g(w_{tot}) = \frac{w_2(A) M_w(A)}{T_g^b(A) w_2(A) + w_2(B) M_w(B) T_g^b(B) w_2(B)} \bigg( w_{tot} \bigg)$$

(2)

where $T_g^t$ is the glass transition temperature of the ternary solution containing both solutes A and B, and $T_g^b(A)$ and $T_g^b(B)$ are the glass transition temperatures of binary solutions of either solute A or B, respectively. $w_{tot} = w_2(A) + w_2(B)$ is the total solute weight fraction in the ternary solution and $w_2(A)$ and $w_2(B)$ are the individual weight fractions of the two solutes A and B in the ternary solution, respectively. $M_w(A)$ and $M_w(B)$ are the molar masses of the two solutes. The curve for the ternary system
according to Eq. 2 (dashed green line) is in excellent agreement with the experimental data shown in Fig. 6, suggesting that $T_g$ of ternary solutions consisting of two organics from the same chemical compound class can be predicted from the properties of the individual binary systems.

Panel (b) shows the $T_g$ curve of a 1:1 mixture (by mass) of a non-dissociating organic compound (glucose) with a salt ($\text{NH}_4\text{NO}_3$). The water activities of the ternary solutions were again calculated using the ZSR mixing rule. Unfortunately, the $T_g$ values of binary $\text{NH}_4\text{NO}_3$ solutions could not be determined experimentally, because $\text{NH}_4\text{NO}_3$ always crystallized upon cooling before forming a glass. Only in dilute $\text{NH}_4\text{NO}_3$ solutions it was possible to determine $T_g'$ after homogeneous ice nucleation in the emulsion droplets (blue open triangle). The ternary glucose/$\text{NH}_4\text{NO}_3$ glass curve is far below that of binary glucose solutions. Assuming a behavior similar to that of the mixture in panel (a) we expect the $T_g$ curve for binary $\text{NH}_4\text{NO}_3$ solutions to be not far below the ternary curve, in agreement with the comparison of the $T_g'$ values determined for these systems.

Figure 6c shows $T_g$ for solutions containing a eutonic mixture of ($\text{NH}_4)_2\text{SO}_4$ with the dicarboxylic acids of the M5 mixture (M5AS; the exact mixing ratios are given in Appendix A1 and differ slightly from those of the M5 mixture). M5AS was then mixed 1:1 (by mass) with raffinose and varying amounts of water and the corresponding $T_g$ curve is shown as the green line. (Note that the $T_g$ values of binary ($\text{NH}_4)_2\text{SO}_4$ solutions could not be determined experimentally, because crystallization of either ($\text{NH}_4)_2\text{SO}_4$ or ice was always observed). The water activities for the raffinose/M5AS and the M5AS systems were determined from experiments similar to those for the binary aqueous systems described in Sect. 5. The absolute $T_g$ values as well as the shape of the $T_g$ curve for the raffinose/M5AS solutions are much closer to the $T_g$ curve of the M5AS system. The dashed green line shows the $T_g$ curve that was predicted from the two “binary” $T_g$ curves (M5AS and raffinose) employing the mixing rule of Eq. 2 and using the molar masses of the undissociated compounds. Both green curves (predicted and fitted to the actual data) agree nicely and, thus, support the conclusion, that $T_g$ in multi-component aqueous solutions dominated by organic solutes can be estimated
reasonably well from the $T_g$ values of the binary solutions.

Because of the complex nature of the glass transition process and its intricate dependence on the characteristics of the different solutes, it is too early to generalize the results presented in this section. Nevertheless, based on the few multi-component aqueous solutions investigated here, we suggest that $T_g$ curves of aqueous multi-component solutions fall between those of the binary systems. Also, the location and shape of the ternary curve is typically more similar to that of the binary system with the lower $T_g$ values. This behavior was observed for aqueous mixtures of organics and for organic/inorganic aqueous mixtures, that are dominated by organic solutes.

8 $T'_g$ and $T_g$ of organic solutes and of multi-component solutions

As discussed above, $T'_g$ is an important indicator for the temperature and concentration range in which ice crystallization is inhibited (even if critical ice germs nucleated) at the cost of glass formation in an aqueous system. Also, we have shown that both $T_g$ and $T'_g$ are dependent on the molar mass of an organic solute. Next, we will try to better constrain this dependence.

Based on experimental data of 55 commercial starch hydrolysis products, Levine and Slade (1986) found a linear relationship between $T'_g$ and the inverse molar mass of these compounds for a range of molar masses from 180 g mol$^{-1}$ up to 39 000 g mol$^{-1}$. These results indicate that a larger molar mass of the organic molecules leads to a higher $T'_g$ value due to the increase in viscosity of the aqueous solutions with increasing molecular size of the solute. Figure 7a shows $T'_g$ of various organic solutes (filled symbols) as well as for multi-component solutions (open symbols) from this study, complemented with literature data of solutes with the same functional groups. The $T'_g$ values for all solutions increase with decreasing inverse molar mass (or increasing molar mass), from 156.8 K for the C4 polyol up to 244.4 K for raffinose. A linear trend, in-
dicated by the solid black line nicely represents the data in a molar mass range from 90 g mol\(^{-1}\) to \(\sim\)500 g mol\(^{-1}\) and can be approximated as:

\[
T_g' = -7813.5 \cdot M_w^{-1} + 253.3, \tag{3}
\]

where \(T_g'\) is given in K and \(M_w\) is the molar mass of the substance in g mol\(^{-1}\). The dashed black lines in Fig. 7a depict the confidence bands for the linear fit on the level of one standard deviation. There is a maximum difference between the \(T_g'\) values of organic solutions of roughly 25 K at a similar molar mass, which most likely is the result of the different chemical structures and hydrophilicities of the molecules, as discussed above. The C8 polyol and glucose have similar molar masses (blue and red circles at an inverse molar mass of \(\sim\)0.0055), but their \(T_g'\) differ by about 15 K. \(T_g'\) of the aromatic compound HMMA at \(\sim\)230 K is even higher than that of sucrose despite having only a molar mass that is \(\sim\)60% of that of sucrose. For the data shown in Fig. 7a, the molecules containing a ring structure seem to exhibit a higher \(T_g'\) than open chain molecules, but the data base is too small to draw any general conclusions.

Also included in Fig. 7a are \(T_g'\) values of multi-component solutions (open symbols). The average molar masses of the multi-component solutions were calculated by averaging the masses of the compounds according to their molar ratios (all compounds were treated as undissociated). The \(T_g'\) values of the multi-component solutions scatter slightly more than those of binary solutions, however, based on the present data it appears to be appropriate to conclude that \(T_g'\) of both binary organic aqueous solutions and multi-component solutions that are dominated by organic solutes depend primarily on the molar mass of the solutes.

Besides \(T_g'\), each \(T_g\) curve has another very important characteristic point in the state diagram: the intersection between the homogeneous ice freezing curve \(T_{hom}\) and the glass transition curve \(T_g\). We define this point as \(T_g^*\), which adopts a unique value for every solute. \(T_g^*\) designates the region of crossover between homogeneous ice nucleation and glass formation: At lower solute concentrations (or higher \(a_w\)) aqueous
solution droplets will homogenously nucleate ice, and at higher solute concentrations (or lower $a_w$) glass formation is more likely. Since no experimental technique exists to measure $T_g^*$ directly, we derive it from the intersection of the $T_{hom}$ curve with the experimentally determined $T_g$ curves in the state diagrams shown in Figs. 5 and 6. In Fig. 7b we show $T_g^*$ for the investigated organic and multi-component solutions, again as a function of the inverse molar mass of the solutes. The data can be described nicely by a linear fit given by:

$$T_g^* = -5145.1 \cdot M_w^{-1} + 211.6.$$  (4)

Here, $T_g^*$ is given in K and $M_w$ is the molar mass of the solute in g mol$^{-1}$. In general, the same trend as for $T_g'$ is observed: $T_g^*$ increases with decreasing inverse molar mass (increasing molar mass). For a given molar mass, the substance with the lowest hydrophilicity shows the highest $T_g^*$ values. For example, the aromatic compound HMMA exhibits the largest $T_g^*$ although its molar mass is more than a factor of 2.5 smaller than that of raffinose. In addition, the $T_g^*$ data of the multi-component solutions agree well with the data of the binary organic solutions. For a given substance, the difference between $T_g'$ and $T_g^*$ is smaller when the $T_g$ curve increases strongly at high water activities and becomes more flat at lower water activities as is typical for more hydrophobic solutes, such as the aromatic compound HMMA or 2,5-hexanediol.

Both $T_g'$ and $T_g^*$ have important implications for the atmospheric situation because they can be used as indicators of whether atmospheric aerosols are more likely to form ice particles or glasses at a given temperature and relative humidity. This will be explored in more detail in the following section.

9 Atmospheric implications

Highly viscous or glassy aerosol particles may affect several physical and chemical processes in the atmosphere: Chemical reactions are impeded in viscous solutions
(e.g., Zahardis and Petrucci, 2007), and presumably will be inhibited in glassy aerosol particles, thereby leading to an extended aerosol lifetime with respect to chemical decomposition. The slow molecular diffusion of water within glassy aerosol particles can drastically retard or even entirely prevent water uptake from the gas phase and inhibit ice nucleation and/or ice growth. Water uptake by an aerosol increases its scattering intensity and, therefore, affects climate forcing by the direct aerosol effect. Moreover, water uptake is an essential process that precedes and accompanies cloud formation and may therefore also influence cloud properties and/or occurrences.

Gas and liquid phase water diffusion is typically fast enough to justify the assumption that aerosols are in equilibrium with ambient relative humidity. However, if diffusion within aerosol particles is drastically diminished, this assumption may no longer hold. The molecular diffusion of water within aqueous solutions is expressed by the diffusion coefficient $D_{\text{H}_2\text{O}}$, a quantity that is not well known for aqueous organic/inorganic solutions at low temperatures. Rampp et al. (2000) measured the self-diffusion coefficient of water in several aqueous carbohydrate solutions in the temperature range from 273 K to 353 K. Their results indicate a reduction of $D_{\text{H}_2\text{O}}$ with increasing concentration and decreasing temperature. A recent model study by He et al. (2006) allows for the calculation of $D_{\text{H}_2\text{O}}$ in aqueous glycerol, fructose, sucrose and trehalose solutions over the entire concentration range down to upper tropospheric temperatures. $D_{\text{H}_2\text{O}}$ in all these solutions rarely exceeds a value of $10^{-20}$ m$^2$/s at $T_g$ over the entire $a_w$ range. This implies that a water molecule would need a time interval $\Delta t$ of about one day to diffuse into an aerosol particle with a size of $\Delta x=50$ nm:

$$\Delta t = \left(\frac{\Delta x}{D_{\text{H}_2\text{O}}}\right)^2 = \left(\frac{50 \cdot 10^{-9}\text{m}}{10^{-20}\text{m}^2/\text{s}}\right)^2 = 2.5 \cdot 10^5 \text{s} \geq 1 \text{ day}. \quad (5)$$

Furthermore, $D_{\text{H}_2\text{O}}$ increases only moderately with increasing temperature and still exhibits values of $\sim 10^{-15}$ m$^2$/s at about 20 K above $T_g$. This suggests that water uptake is significantly delayed in the temperature range just above $T_g$ and completely inhibited once a glass has formed in these solutions.
Because the glass transition temperature of solutions dominated by organics primarily depends on the average molar mass of the solutes (see Fig. 7), one needs to know the molar mass range of aerosol constituents to estimate their $T_g$. The fraction of low molar mass organic compounds in aerosol particles depends on gas/particle partitioning. Acetic acid and glyoxal with molar masses of $\sim 60 \text{ g mol}^{-1}$ belong to the smallest organic compounds that partition to a certain extent into the condensed aerosol phase (Kawamura et al., 1996a,b; Fisseha et al., 2006). This lower molar mass limit might also apply to the UT, if we assume that the shift to the condensed phase due to lower temperatures is balanced by the opposite shift due to their lower concentrations in the upper troposphere. The aerosol components with the highest molar masses are HULIS (humic-like substances) with masses up to $500 \text{ g mol}^{-1}$ and average molar masses in the range of $200–350 \text{ g mol}^{-1}$ (Kiss et al., 2003). This substance class typically represents 20–50 % of the total water soluble organic carbon (Krivácsy et al., 2008). A molar mass range from $60–500 \text{ g mol}^{-1}$ is consistent with the results of Krivácsy et al. (2001), who measured aerosol molar mass at the high alpine station Jungfraujoch (Switzerland). Whether the average molar mass of an aerosol will be at the lower or higher end of this range depends strongly on the origin and history of air masses. Hence, for the following study of atmospheric scenarios, we define three different aerosol types: First, an aged highly hydrophilic aerosol containing predominantly low molar mass organics, such as the M5 mixture investigated above. Second, a biomass burning aerosol consisting of low to high molar mass organics and a minor fraction of inorganic molecules represented by the raffinose/M5AS mixture. Third, an aerosol dominated by organics with a larger fraction of high molar mass that is moderately hydrophilic such as HULIS, represented by HMMA. Finally, we use pure $\text{H}_2\text{SO}_4$ aerosols as an inorganic reference case.

Figure 8 depicts an upper tropospheric trajectory, that reaches the atmospheric frost point, i.e., ice saturation, at $\sim 195 \text{ K}$ and for which homogeneous ice nucleation is expected to occur at $\sim 192 \text{ K}$. Figure 9 shows schematically the physical states that the four model aerosol particles assume while following the trajectory shown in Fig. 8 from
low to high relative humidity and back to low relative humidities.

Panel (a) of Fig. 9 shows the case of aerosols either consisting of an M5 mixture or of H$_2$SO$_4$. Both model aerosol particles pass through the same physical states along the trajectory except at low relative humidities when the H$_2$SO$_4$ particle is liquid and the M5 particle is a glass. (A H$_2$SO$_4$ aerosol particle would need temperatures below 160 K to turn into a glass for RH>20%, see brown curve in Fig. 8). A glass-to-liquid transition of the M5 particle takes place at RH≈40% (red triangle in Fig. 8). The liquid M5 aerosol now starts to take up water and thus grows. Below the frost point, the air is supersaturated with respect to ice, but ice nucleation does not yet proceed unless heterogeneous ice nuclei are present. Once the trajectory has crossed the homogeneous ice freezing curve (RH≈81% equivalent to an ice saturation ratio $S_{\text{ice}}$ of ~1.58 at ~192 K) homogeneous ice nucleation occurs in the liquid aerosol and gas phase water will be depleted due to the growth of ice. A freeze concentrated solution is rejected from the ice phase and may form an inclusion within the ice or a liquid layer or droplet attached to the ice surface as illustrated in Fig. 9. The ice grows until the air is depleted to the frost point relative humidity. Upon decreasing RH, when the trajectory has passed the frost point, RH(T$_{\text{frost}}$), the ice crystal shrinks due to evaporation. Below RH≈40%, M5 turns into a glass, whereas H$_2$SO$_4$ remains liquid.

The aerosol in the second example, panel (b), consists of an inorganic/organic mixture representing a biomass burning aerosol. This aerosol particle is in a glassy state up to RH−70%. Due to negligible water diffusion within the glassy particle, the solute concentration remains at that lower relative humidity value where the glass was formed. Hence, the particles are not in equilibrium with the gas phase relative humidity and only begin to take up water after passing the glass-to-liquid transition (green line). If relative humidity increases at a low enough rate, the particle’s $a_w$ equilibrates with the gas phase RH and ice nucleates at RH(T$_{\text{hom}}$) as indicated in Fig. 9b. However, if the particle’s $a_w$ lags behind the gas phase RH in a large updraft, homogeneous ice nucleation might be retarded. When ice forms, the freeze concentrated solution vitrifies (indicated by the spotted sphere segment attached to the ice crystal), because
RH(T_{frost})<RH(T_\text{g}')$. Ice evaporation begins when the trajectory passes below the frost point RH leaving behind a glassy aerosol particle.

In the third example, the aerosol is represented by a rather hydrophobic and large molecule with a high $T_\text{g}$. An HMMA aerosol is in a glassy state over a large RH range and, hence, does not take up water. Since the aerosol particle is still glassy at $T_{\text{hom}}$, ice nucleation is inhibited and, thus, RH rises significantly above the threshold for homogeneous ice nucleation RH($T_{\text{hom}}$). At RH $\approx 87\%$ or $S_{\text{ice}} \approx 1.70$, the glass-to-liquid transition takes place and the liquid HMMA aerosol particle may take up water vapor and nucleate ice. However, it is likely that ice nucleation and growth is still slow because of the reduced diffusion within the aerosol particle.

Two notes have to be added to the above discussion. For simplicity, we neglected the Kelvin effect, which starts to become important for particles with diameters smaller than 200 nm. Since in the upper troposphere small particles with diameters of roughly 50 nm prevail (e.g., Jensen et al., 2005) the Kelvin effect shifts homogeneous ice nucleation to higher supersaturations in these regions (an increase in $S_{\text{ice}}$ of $\sim 0.1$ for 50 nm particles at 192 K). An analogous increase applies to the glass-to-liquid transition and subsequent ice nucleation, potentially leading to $S_{\text{ice}} > 1.8$ for 50 nm particles in panel (c) of Fig. 9. We also think that heterogeneous ice nucleation by a deposition mechanism on a glassy aerosol is unlikely since nanometer-sized glassy particles exhibit a smooth convex surface that is disordered on a molecular level – characteristics that are converse to those that are known to promote heterogeneous nucleation such as the presence of kinks and steps or a molecular match with the ice lattice.

The examples discussed above all assume a homogeneous, completely internally mixed aerosol. Single particle in-situ measurements show that a large fraction, but not the entire upper tropospheric aerosol is internally mixed (Murphy et al., 2006). If an air parcel contains a range of H$_2$SO$_4$-rich to organic-rich particles, homogeneous ice nucleation will occur first in the H$_2$SO$_4$-rich particles with the lowest viscosity that adapt fastest to the increasing relative humidity, similar to model calculations with reduced ac-
commodation coefficients for organic aerosols (Kärcher and Koop, 2005). These newly formed ice crystals start to deplete the gas phase water to values below the threshold of $S_{\text{ice}}$ for homogeneous ice nucleation leaving the organic-rich aerosol particles unfrozen. Such a fractionation was indeed observed by DeMott et al. (2003) and Cziczo et al. (2004) who found that organic-enriched aerosol particles were less abundant than sulfate aerosol particles in the residues of ice cloud particles, and that organic-enriched aerosol particles remained unfrozen to higher RH. The measurements by Cziczo et al. (2004) have been performed in the temperature range between 196 K and 225 K. At these temperatures organic-rich particles are likely to be present as glasses at low RH but turn into liquids before RH($T_{\text{hom}}$) is reached. This corresponds to the scenario outlined in Fig. 9b with a retarded water uptake starting only after the glass-to-liquid transition has occurred. Based on the data in Fig. 7 we consider it unlikely that atmospheric aerosol particles are in the glassy state when they reach the homogeneous ice nucleation threshold at temperatures above $\sim$202 K, but below this temperature we expect a significant impact on ice nucleation depending on the average molar mass of the aerosol constituents.

If ice nucleation is retarded in aqueous organic aerosol particles in an externally mixed aerosol, then selective ice formation in inorganic particles may also influence the composition of the aged upper tropospheric aerosol because particles that have grown ice start to sediment and may not be available for further ice cloud cycles. Organic-rich, glassy aerosols may therefore become enriched in aged air masses, because they do not sediment and are also not prone to chemical decomposition. Such an aerosol would not form an ice cloud at the homogeneous ice nucleation threshold but only after the glass-to-liquid transition has occurred. High $S_{\text{ice}}$ values up to 2.0 have indeed been observed in recent field campaigns (Jensen et al., 2005; Lawson et al., 2008), leading to a debate about the principle understanding of ice cloud formation (Peter et al., 2006) and water vapor measurements in the UT. We propose that the presence of organic glassy aerosol might be able to explain some of these observations. This hypothesis is indirectly supported by a recent field study by Denkenberger et al. (2007). In single-
particle measurements they observed that the highest degree of oligomerization was observed when the aerosol was photochemically aged and acidic. Therefore, the aged aerosol in the upper troposphere might indeed contain a high fraction of HULIS and, therefore, might be present as glasses up to high relative humidities, with implications as discussed above.

10 Conclusions

To answer the title question of this study, “Do atmospheric aerosols form glasses?”, we investigated the glass transition temperatures $T_g$ of a series of aqueous inorganic, organic and multi-component solutions as a function of the solute concentration using a differential scanning calorimeter. The measured $T_g$ values were transformed from the concentration to the water activity (=relative humidity) scale, which is more appropriate for atmospheric applications. The state diagrams determined in this way and the atmospheric scenarios discussed above lead us to suggest that organic-rich aerosols might indeed be present in a glassy state in the atmosphere. In addition, the data shown above support a number of additional conclusions:

1. Glass formation was observed in most of the investigated aqueous solutions. At smaller concentrations homogeneous ice nucleation occurred in all solutions. At larger concentrations, typically at solute weight fractions above 0.3–0.6, depending on the type of solute, glass formation occurred. Increasing solute concentrations lead to a higher $T_g$ which can be described by the Gordon-Taylor equation over the entire concentration range.

2. Aqueous inorganic solutions containing sulfuric acid, ammonium bisulfate or nitric acid form glasses at high solute concentrations, but $T_g$ rarely exceed 180 K. Ammonium sulfate and ammonium nitrate solutions did not form glasses when using moderate cooling rates, because either ice or the solute precipitated beforehand.
Therefore, we consider it unlikely that such inorganic solutions form glasses under atmospheric conditions, although we note that other inorganic solutes such as Ca(NO₃)₂ exist that are known to be potent glass formers (Angell et al., 1981).

3. Aqueous organic and multi-component solutions (dominated by organic solutes) undergo glass transitions typically at higher temperatures than inorganic solutions at similar concentrations. \( T_g \) of such solutions depend predominantly on the molar mass of the organic solute with a larger molar mass leading to a higher \( T_g \). To a lesser extent \( T_g \) also depends on the hydrophilicity of the molecules, with more hydrophobic molecules showing higher \( T_g \) values at similar concentrations.

4. The \( T_g \) curves of the multi-component solutions are located between the \( T_g \) curves of the binary solutions closer to that binary system with the lower \( T_g \). We have presented a preliminary mixing rule to predict \( T_g \) in multi-component solutions, however, the complexity of the glass transition process requires further studies to confirm its general applicability.

5. Chemical reactions are impeded in viscous aerosol particles (Zahardis and Petrucci, 2007) and might be even inhibited completely in glassy aerosol particles. This may increase the lifetime of the aerosol with respect to chemical decomposition.

6. We suggest that water uptake is diminished or even fully inhibited for highly viscous or glassy aerosols, respectively. Water uptake in an aerosol particle can be altered at least up to 235 K, \( (T'_g(500 \, \text{g mol}^{-1}) \approx 235 \, \text{K}, \text{see Eq. 3}), \) since this process can also be hindered above the frost point. It should be noted, that \( T'_g \) of a molar mass of 150 g mol⁻¹ still exhibits a value of roughly 200 K, indicating that also smaller organic molecules might slow the water uptake of aerosol particles significantly. It is therefore likely that organic-enriched aerosol particles are not in equilibrium with the gas phase when exposed to larger updrafts impeding the freezing of such aerosols, which is supported by recent field studies.
(DeMott et al., 2003; Cziczo et al., 2004). This might lead to an extended lifetime and enrichment of such aerosols in the upper troposphere, because of a reduced removal via sedimentation processes.

7. Ice nucleation is inhibited at the homogeneous ice nucleation threshold when the aerosol is in a glassy state which leads to higher ice supersaturations than expected for liquid aerosols. Such supersaturations are indeed observed at low temperatures in recent field studies (Jensen et al., 2005; Peter et al., 2006; Lawson et al., 2008). Aerosol particles containing large and moderate hydrophobic organic molecules are most likely to form glasses at intermediate to high relative humidities in the atmosphere. Based on molecular mass distributions of the organics measured in tropospheric aerosols (e.g., Krivácsy et al., 2001), glassy aerosol particles become an important obstruction for ice nucleation below \( \sim 202 \text{ K} \), \( (T_g^\star(500 \text{ g mol}^{-1}) \approx 202 \text{ K} \) (see Eq. 4). Furthermore, because of vitrification organic-enriched aerosols might lead to cirrus clouds with smaller ice particle number densities when compared to inorganic aerosols, which will influence the radiative effect of cirrus.

We propose to include the occurrence of glassy aerosol particles in microphysical and/or larger scale models, with the aim to quantify their influence on the direct and indirect aerosol effect in present and future climate scenarios. Furthermore, our study shows that a better knowledge of the chemical composition of the upper tropospheric aerosol is required to improve understanding of ice cloud formation and upper tropospheric humidity.
Appendix A

Experimental

A1 Differential scanning calorimeter and sample preparation

Emulsified and bulk samples of aqueous organic, inorganic and multi-component solutions have been investigated with a differential scanning calorimeter (DSC, TA Instruments). The emulsions were prepared by two alternative methods: In one procedure, four parts of a 23 wt% lanolin/mineral oil solution (Fluka/Aldrich) was added to one part of the aqueous solution. This mixture was stirred with a rotor-stator homogenizer (Polytron PT 1300 D with a PT-DA 1307/2EC dispersing aggregate) for 40 s at 7000 rpm leading to droplets with diameters in the range of 0.5 µm to 5 µm. In the other procedure, one part of a 7wt% solution of SPAN60 (Sigma) in a 1:1 mixture of methylcyclopentane/methylcyclohexane (Merck) was added to one part of the aqueous solution. This mixture was stirred with a homogenizer (IKA Ultra-Turrax T25 basic) for 10 min at 22 000 rpm. The mass of the emulsified samples were typically between 8 and 30 mg. Bulk samples were directly pipetted into the DSC pan and their masses were in the range of 8 to 25 mg. The pans were immediately hermetically sealed to prevent any evaporation of the samples. The remaining gas volume in the pan is small compared to the volume of the sample and thus the sample concentration can be considered to remain constant.

All homogeneous ice freezing and ice melting temperatures were investigated in emulsions, whereas glass temperatures were determined in emulsified as well as in bulk samples. No significant difference in the glass temperatures of an emulsion versus a bulk sample was observed. $T_g$ depends on the cooling rate of the experiment, with larger cooling rates leading to higher $T_g$ (Debenedetti and Stillinger, 2001). Ediger et al. (1996) state that changing the cooling rate by an order of magnitude may alter the glass temperature between 3 and 5 K. Therefore, cooling and heating rates of 10 K min$^{-1}$ are used for all glass experiments. Cooling rates of 10 K min$^{-1}$ and heat-
ing rates of 1 K min\(^{-1}\) were used to observe homogeneous ice freezing and melting, respectively. The glass temperatures were determined as the onset point of the heat signal in the heating cycle, which represents a common evaluation procedure (e.g., Angell, 2002). The onset point of the glass signal was defined as the intersection of the tangent drawn at the point of greatest slope with the extrapolated baseline. The onset point is also used for the homogeneous ice freezing temperature evaluation, whereas the ice melting temperatures are determined at the maximum of the derivative of the heat flow signal of the ice melting peak.

The glass transition of the freeze concentrated solution appears often just as a small signal and, thus, is sometimes hard to detect. Even more important, \(T'_g\) depends significantly on the experimental procedure with deviations of 10 K in \(T'_g\) for the same solute when different cooling/heating and/or annealing times are applied (This goes beyond the scope of this publication, but for further information see e.g., Roos, 1993).

The temperature calibration of the DSC was performed with water, adamantane, cyclohexane, ammonium sulphate and indium, whereas a static as well as a cooling/heating rate dependent calibration has been performed. This leads to an uncertainty in absolute temperature of ±0.6 K for the investigated cooling and heating rates.

All aqueous solutions in this work were made with distilled and deionized water (Resistivity ≥18.2 MΩ cm). The following solutes were investigated: 1,4-butanediol (Riedel-de Haen, >99%), 2,5-hexanediol (Fluka, >97%), 1,2,6-hexanetriol (Fluka, >95%), 1,2,7,8-octanetetrol (Fluka, >97%), 2,2,6,6-Tetakis(hydroxymethyl)cyclohexanol (C\(_{10}\)H\(_{20}\)O\(_5\), Aldrich, 97%), DL-4-Hydroxy-3-methoxy mandelic acid (C\(_9\)H\(_{10}\)O\(_5\), Sigma), levoglucosan (Fluka, >98%), glucose (Sigma, >99.5%), raffinose (Sigma, >98%), M5AS (a mixture of 30.7 wt% malonic acid (Fluka, >99%), 14.7 wt% malic acid (Fluka, >99%), 14.1 wt% maleic acid (Fluka, >99%), 17.7 wt% glutaric acid (Fluka, >98%), 7.4 wt% methylsuccinic acid (Fluka, >97%) and 15.4 wt% ammonium sulphate (Sigma, 99.99+%), Marcolli et al., 2004), M5 (a mixture of 28.5 wt% malonic acid, 16.7 wt% malic acid, 11.4 wt% maleic acid, 30.2 wt% glutaric acid and 13.3 wt% methylsuccinic acid, Marcolli et al., 2004), an-
monium bisulphate (Aldrich, 99.999%), sulfuric acid (Roth, rotipuran), 1:1 (per mass) raffinose/M5AS mixtures, 1:1 (per mass) 1,4-butanediol/1,2,7,8-octanetetrol mixtures and 1:1 (per mass) glucose/ammonium nitrate mixtures. Within this study C10 is used as an abbreviation for 2,2,6,6-Tetrakis(hydroxymethyl)cyclohexanol and HMMA for DL-4-Hydroxy-3-methoxy mandelic acid.

A2 Experiments with aqueous organic, inorganic and multi-component solutions

The investigated aqueous solutions cover a maximum possible concentration range of the state diagram for each solute. For the more concentrated solutions a glass transition has been observed, whereas for more dilute samples homogeneous ice nucleation with subsequent ice melting has been detected. Tables A1 and A2 list the homogeneous ice freezing, ice melting and glass temperatures measured for the various aqueous organic, inorganic and multi-component solutions. Each listed temperature value is the average of one to three single experiments. In the case of homogeneous ice freezing or ice melting experiments the difference between consecutive measurements with the same emulsion was less than 0.2 K. For independently prepared emulsions, freezing temperature deviations up to 1.0 K have been observed, indicating the high accuracy and reproducibility of the emulsion experiments. The reproducibility for the ice melting temperatures in the emulsions and the glass temperatures in both sample types was even better: 9 glass temperatures of 3 identically prepared Raffinose/M5AS bulk samples with a solute weight fraction of 0.765 showed a maximum deviation of 0.35 K and standard deviation of 0.1 K. Considering also the temperature uncertainty due to the calibration leads to a maximum error in the temperature of ±1.2 K, ±0.8 K, ±0.9 K for the homogeneous ice freezing, ice melting and glass temperatures, respectively. Since the glass temperature depends strongly on the solute concentration, an inaccuracy in the solution preparation of ±0.005 in weight fraction can lead to a maximum discrepancy of up to 5 K for a strongly concentrated raffinose solution. Nevertheless, the size of the symbols are typically larger than the experimental uncertainties in the temperatures and thus we omit temperature error bars in the figures.
The measured glass temperatures were used to determine for each solute or multi-component solution a $k$ and a $T_{g2}$ value according to the Gordon-Taylor equation (see Eq. 1). Once having these values for a given solute, the glass temperature can be predicted over the entire concentration range. Table A3 lists the $k$ and $T_{g2}$ values for all the investigated systems.

$T_{g2}$ denotes the glass temperature of the pure solute, which can in principle also be determined directly by investigating the pure melt of the solute. The $k$ value mainly determines the shape of the glass curve. A high $T_{g2}$ temperature usually goes in hand with a high $k$ value, with some exceptions: $\text{H}_2\text{SO}_4$ exhibits a $k$ value of 4.33 but has only a $T_{g2}$ of 220.5 K. Table A3 lists also the uncertainties on a one standard deviation level for both fit parameters. Figure 10 shows the uncertainty of the Gordon-Taylor fit for five selected samples, including the ones with the largest $\sigma$’s. The solid lines are the glass curves calculated with the $k$ and $T_{g2}$ given in Table A3. The dashed lines depict the confidence bands on the plus/minus one standard deviation level of the solid line. This means that the closer the dashed and the solid lines are, the better the Gordon-Taylor fit is constrained by experimental data points. In the case of the C4 polyol, the dashed and the solid lines are almost congruent over the entire concentration range. The maximum difference between the two dashed lines is only 2.6 K. The C4 polyol shows the lowest $\sigma$ values for both parameters. Raffinose, on the other hand, has one of the highest $\sigma_k$ values and the highest $\sigma_{T_{g2}}$. Nevertheless, the fit quality for raffinose is good as long as $w_2$ does not exceed the experimental concentration range. From the five samples shown in Fig.10, one can conclude that the fit quality for all solutes is good in the investigated concentration range, but exhibits larger uncertainties at higher concentrations when experimental data could not be obtained due to the limited solubility of the solutes in water.
A proper description of the water activity as a function of the temperature and solute concentration is needed to convert the measured temperatures from a concentration into a water activity scale. Therefore, we measured the water activities of the investigated organic and multi-component solutions with an AquaLab dew point water activity meter (Model 3TE, Decagon devices, USA) in the temperature range from 289 K to 313 K. The standard sample block of the AquaLab with a specified error of ±0.003 in $a_w$ was used for most solutions. For the more volatile polyols (1,4-butanediol, 2,5-hexanediol, 1,2,6-hexanetriol and glycerol) the volatile sample block had to be used leading to an error of ±0.005 in $a_w$. Each solution was measured at least three times at each temperature. Additional water activity data were derived from the $T_m$ measurements if available and thus the investigated temperature range could be enlarged in maximum down to 252 K.

The fit function for the temperature dependent $a_w$ values was derived in two steps. First, the dependence of the solute concentration on the water activity was considered at a fixed temperature of $T^\Theta=298.15$ K. Figure 11 shows the measured $a_w$ dependence for 1,2,6-hexanetriol, 2,5-hexanediol and raffinose solutions as a function of the weight fraction performed at $T^\Theta=298.15$ K. The data shows a strong decrease in $a_w$ with increasing solute concentration. The data points were fitted according to:

$$a_w(w_2, T^\Theta) = \frac{(1 + a \cdot w_2)}{(1 + b \cdot w_2 + c \cdot w_2^2)}$$

(A1)

where $w_2$ is the solute weight fraction and $a$, $b$, and $c$ are fit parameters. There exists an excellent agreement between the measured $a_w$ points and the fit function for all investigated systems.

In a second step, the dependence of the water activity on temperature was examined. The measured data indicate a linear dependence of $a_w$ on temperature in the investigated temperature range, with the strongest temperature trends observed at
medium concentrations, see also Fig. 12. The variation of the temperature dependence as a function of the concentration was approximated by a polynomial function, whereby the slopes at $a_w$ of 0 and 1 were set to zero. Combining the linear temperature dependence with the concentration dependence yields Eq. A2, which expresses $a_w$ as a function of the solute weight fraction $w_2$ and temperature:

$$a_w(w_2, T) = \frac{(1 + a \cdot w_2)}{(1 + b \cdot w_2^2 + c \cdot w_2^3)} + (T - T^\Theta) \cdot (d \cdot w_2 + e \cdot w_2^2 + f \cdot w_2^3 + g \cdot w_2^4),$$

Where $T$ is the absolute temperature and $T^\Theta = 298.15$ K the standard temperature. The variables $a$ to $g$ are fit parameters and are listed for all investigated solutes in Table A4. Figure 12 shows the measured $a_w$ as a function of temperature for aqueous 1,2,6-hexanetriol solutions. The colored lines are calculated according to Eq. A2. There exists a good agreement with the measured data and the fitted curves confirm the fitting procedure. Assuming that the linear temperature trend of $a_w$ can be extrapolated to temperature and concentration ranges that are not covered by measurements, Eq. A2 was used within this study to determine the water activity in the temperature and concentration range of 160 K to 313 K and of 0 to 1, respectively.
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Table A1. Homogeneous ice freezing $T_{\text{hom}}$, ice melting $T_m$ and glass temperatures $T_g$ of various aqueous organic and inorganic solutions. All temperatures are given in Kelvin and $w_2$ denotes the concentration in solute weight fraction. $M_w$ is the molar mass of the molecule. The mean molar mass, $\bar{M}_w$, for the M5 mixture is calculated by weighting the weight fraction ratios of each compound with its molar mass, whereby all acids are treated as undissociated.

A1 = 1

|                      | 1,4-butanediol, C4 | 2,5-hexanediol | 1,2,6-hexanetriol, C6 | 1,2,7,8-octanetetrol, C8 |
|----------------------|--------------------|----------------|-----------------------|-------------------------|
|                      | $M_w = 90.1 \text{ g mol}^{-1}$ | $M_w = 118.2 \text{ g mol}^{-1}$ | $M_w = 134.2 \text{ g mol}^{-1}$ | $M_w = 178.2 \text{ g mol}^{-1}$ |

| $w_2$ | $T_{\text{hom}}$ | $T_m$ | $T_g$ | $w_2$ | $T_{\text{hom}}$ | $T_m$ | $T_g$ | $w_2$ | $T_{\text{hom}}$ | $T_m$ | $T_g$ | $w_2$ | $T_{\text{hom}}$ | $T_m$ | $T_g$ |
|-------|-----------------|-------|-------|-------|-----------------|-------|-------|-------|-----------------|-------|-------|-------|-----------------|-------|-------|
| 0.101 | 230.0           | 270.2 |      | 0.100 | 230.2           | 271.2 |      | 0.096 | 231.0           | 271.3 |      | 0.098 | 231.7           | 271.8 |      |
| 0.199 | 222.2           | 267.3 |      | 0.199 | 221.8           | 267.8 |      | 0.199 | 225.0           | 269.3 |      | 0.198 | 225.1           | 270.0 |      |
| 0.304 | 209.5           | 263.2 |      | 0.301 | 203.5           | 264.3 |      | 0.302 | 215.2           | 266.3 |      | 0.296 | 216.6           | 268.5 |      |
| 0.396 | 196.3           | 258.4 |      | 0.403 | 176.0           |       | 0.394 | 202.1           | 263.0 |      | 0.408 | 203.0           | 266.0 |      |
| 0.499 | 150.0           | 0.501 |      | 182.8 | 0.489           |      | 166.9 | 0.603 | 178.7           |      | 0.604 | 153.4           | 0.589 |      | 184.6 | 0.606           | 172.3 | 0.698 | 184.9|
| 0.700 | 155.6           | 0.712 |      | 186.2 | 0.672           |      | 175.5 | 0.803 | 195.5           |      | 0.799 | 156.2           | 0.787 |      | 187.3 | 0.794           | 181.8 | 0.902 | 207.0|
| 0.890 | 156.3           | 0.894 |      | 191.9 | 0.897           |      | 189.1 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
Table A1. Continued.

| Raffinose | M5 | NH₄HSO₄ | H₂SO₄ |
|-----------|----|---------|-------|
| $M_w = 504.5$ g mol⁻¹ | $\overline{M}_w = 121.2$ g mol⁻¹ | $M_w = 115.1$ g mol⁻¹ | $M_w = 98.1$ g mol⁻¹ |

| $w_2$ | $T_{hom}$ | $T_m$ | $T_g$ | $w_2$ | $T_{hom}$ | $T_m$ | $T_g$ | $w_2$ | $T_g$ |
|-------|------------|-------|-------|-------|------------|-------|-------|-------|-------|
| 0.101 | 233.0      | 272.9 | 0.100 | 230.7 | 271.4      | 0.499 | 153.2 | 0.480 | 150.1 |
| 0.201 | 230.7      | 272.0 | 0.200 | 226.1 | 269.9      | 0.597 | 156.9 | 0.575 | 156.4 |
| 0.400 | 223.4      | 269.2 | 0.300 | 220.6 | 267.0      | 0.699 | 159.7 | 0.604 | 158.5 |
| 0.514 | 213.5      | 265.8 | 0.397 | 213.2 | 263.3      | 0.748 | 162.6 | 0.651 | 161.2 |
| 0.599 | 194.0      | 201.0 | 0.500 | 201.0 | 258.2      | 0.795 | 167.5 | 0.724 | 168.3 |
| 0.607 | 191.3      | 254.9 | 0.550 | 191.3 | 254.9      | 0.794 | 175.4 |
| 0.704 | 219.7      | 176.7 | 0.699 |       |           | 0.797 | 176.4 |
| 0.772 | 234.8      | 182.0 | 0.755 |       |           |       |       |
| 0.849 | 269.6      | 190.2 | 0.803 |       |           |       |       |
|       | 0.845      | 193.7 |       |       |           |       |       |
Table A2. Homogeneous ice freezing $T_{\text{hom}}$, ice melting $T_m$ and glass temperatures $T_g$ of various aqueous multi-component solutions. All temperatures are given in Kelvin. $w_2$ denotes the total solute weight fraction of the 1:1 mixtures (mass ratio). The mean molar mass, $M_w$, for the multi-component solutions are calculated by weighting the weight fraction ratios of each compound with its molar mass, whereby all acids and salts are treated as undissociated. Table A2.

|        | Glucose/NH$_4$NO$_3$ | M5AS | Raffinose/M5AS |
|--------|---------------------|------|----------------|
|        | $\bar{M}_w = 119.7$ g mol$^{-1}$ | $\bar{M}_w = 110.8$ g mol$^{-1}$ | $\bar{M}_w = 120.1$ g mol$^{-1}$ | $\bar{M}_w = 202.2$ g mol$^{-1}$ |
| $w_2$  | $T_g$  | $T_{\text{hom}}$ | $T_m$ | $T_g$  | $T_{\text{hom}}$ | $T_m$ | $T_g$  | $T_{\text{hom}}$ | $T_m$ |
| 0.503  | 158.7 | 0.200 | 223.56 | 268.9 | 0.201 | 224.8 | 268.4 | 0.194 | 224.1 | 269.4 |
| 0.600  | 159.2 | 0.300 | 218.22 | 265.2 | 0.407 | 211.4 | 262.0 | 0.393 | 214.7 | 264.6 |
| 0.644  | 164.3 | 0.400 | 212.39 | 260.3 | 0.570 | 187.4 | 251.9 | 0.556 | 194.0 | 256.7 |
| 0.702  | 166.0 | 0.500 | 205.13 | 254.2 | 0.676 | 173.0 | 173.0 | 0.652 | 181.5 | 173.0 |
| 0.746  | 167.8 | 0.600 | 192.29 | 248.4 | 0.767 | 191.3 | 176.5 | 0.765 | 194.6 | 173.0 |
| 0.800  | 174.7 | 0.661 | 186.89 | 242.2 | 0.878 | 202.6 | 173.0 | 0.787 | 201.9 | 173.0 |
| 0.802  | 170.0 | 0.700 | 239.4  | 169.0 |        |      |      | 0.863 | 218.8 |      |
| 0.847  | 172.5 | 0.740 | 173.1  |      |        |      |      |      |      |      |
| 0.902  | 173.6 | 0.781 | 179.3  | 0.844 | 188.0  |      |      |      |      |      |
|        |        |      |      | 0.900 | 199.4  |      |      |      |      |      |
Table A3. $k$ and $T_{g2}$ values from the Gordon-Taylor equation, Eq. (1), for glass temperatures of various aqueous organic, inorganic and multi-component solutions. Also given are the uncertainties, $\sigma$, for both parameters on a one standard deviation level. All glass temperatures for the fit are from this study, except those of glycerol (Ablett et al., 1992), sucrose (Ablett et al., 1992; Roos, 1993) and HNO$_3$ (Satoh and Kanno, 1982). In the case of glucose, also data of Roos (1993) and Seo et al. (2004) have been used for the fit.

| solute                     | $k$  | $\sigma_k$ | $T_{g2}$ | $\sigma_{T_{g2}}$ |
|----------------------------|------|------------|----------|-------------------|
| 1,4-butanediol, C4         | 0.49 | 0.13       | 158.4    | 1.1               |
| 2,5-hexanediol             | 0.25 | 0.04       | 192.4    | 1.3               |
| 1,2,6-hexanetriol, C6      | 0.88 | 0.07       | 193.5    | 1.3               |
| 1,2,7,8-octanetetrol, C8   | 1.47 | 0.13       | 217.8    | 2.1               |
| C10 polyol                 | 1.88 | 0.20       | 258.6    | 5.2               |
| HMMA                       | 3.45 | 0.27       | 293.6    | 6.6               |
| Levoglucoesan              | 5.20 | 1.02       | 283.6    | 18.7              |
| Glucose                    | 3.95 | 0.24       | 296.1    | 3.1               |
| Sucrose                    | 4.86 | 0.20       | 335.7    | 3.6               |
| Raffinose                  | 5.33 | 0.73       | 395.7    | 21.6              |
| M5                         | 2.59 | 0.46       | 222.2    | 6.3               |
| Glycerol                   | 2.31 | 0.09       | 193.3    | 1.1               |
| H$_2$SO$_4$                 | 4.33 | 0.30       | 220.5    | 3.6               |
| NH$_4$HSO$_4$              | 1.55 | 0.40       | 178.0    | 4.3               |
| HNO$_3$                    | 2.44 | 0.16       | 194.4    | 2.6               |
| C4/C8                      | 1.02 | 0.20       | 179.4    | 2.2               |
| M5AS                       | 2.78 | 0.70       | 230.1    | 19.1              |
| Raffinose/M5AS             | 3.68 | 0.64       | 266.2    | 10.9              |
| Glucose/NH$_4$NO$_3$       | 4.23 | 0.16       | 229.2    | 1.7               |
Table A4. Fit parameters $a$ to $g$ for the investigated aqueous solutions resulting from Eq. (A2) for $a_w(w_2, T)$.

| substance                     | $a$  | $b$    | $c$    | $d$    | $e$    | $f$    | $g$     |
|-------------------------------|------|--------|--------|--------|--------|--------|---------|
| Glycerol                      | -1   | -0.8215| 0.1033 | 0.001299| 0.001864| -0.006918| 0.003752 |
| 1,4-butanediol, C4            | -1   | -0.8277| -0.01681| 0.004063| -0.006156| 0.007515| -0.005343 |
| 2,5-hexanediol                | -1   | -0.8813| -0.05436| 0.002742| 0.003809| -0.00786| 0.001295 |
| 1,2,6-hexanetriol, C6         | -1   | -0.8983| 0.0352 | 0.002273| 1.775×10^{-5}| -0.00294| 6.518×10^{-4} |
| 1,2,7,8-octanetetrol, C8      | -1   | -0.9905| 0.1408 | 0.0008393| 0.003395| -0.002149| -0.00213 |
| C10 polyol                    | -1   | -1.0087| 0.1794 | 0.0006095| -0.0005971| 0.005283| -0.005327 |
| HMMA                          | -1   | -1.0023| 0.07667| 0.000737| -0.0004777| 0.002306| -0.00256 |
| Levoglucosan                  | -0.99918| -0.90978| 0.021448| -0.00045933| 0.0035813| 0.0026549| -0.0033059 |
| Glucose                       | -1   | -0.91879| 0.082547| 0.00043113| -5.7258×10^{-5}| -0.00037372| 0.0 |
| Sucrose                       | -1   | -1.013 | 0.1704 | 0.001688| -0.005151| 0.009607| -0.006142 |
| Raffinose                     | -1   | -1.0035| 0.1206 | 0.0005149| -0.000263| 0.002451| -0.002698 |
| M5                            | -1   | -0.9802813| 0.24119686| 0.00235453| -0.0043884| 0.00248726| -0.0004211 |
| M5AS                          | -1   | -0.86105| 0.081162| 0.0014332| -0.0010453| -0.0079497| 0.006766 |
Fig. 1. Thermodynamic representation of a crystallization/melting (first order phase change) and glass transition. Panel (a): Enthalpy and entropy change during the phase transitions; Panels (b) and (c) isobaric heat capacity for a first order phase change and a glass transition. This figure is adapted from Debenedetti and Stillinger (2001) and from Folmer and Franzen (2003).
Fig. 2. DSC thermograms, panels (a)–(c), and state diagrams, panels (d)–(f), of aqueous glucose solutions. The upper, middle and lower panels (separated with black lines) show the measurements for aqueous solutions with glucose weight fractions of 0.760, 0.10 and 0.599, respectively. The experiments in panels (a)–(c) show cooling/heating cycles from $\sim 308$ K to $\sim 153$ K with 10 K min$^{-1}$. Panels (d)–(f): Filled symbols are data from this study, open symbols from literature: circles (Rasmussen and MacKenzie, 1972), squares (Rasmussen and MacKenzie, 1972; Miyata and Kanno, 2005) and triangles (Roos, 1993; Seo et al., 2004). The hash denotes the glass transition temperature of the freeze concentrated solution. The ice melting curve, $T_m$, is from Young (1957), the homogeneous freezing curve, $T_{\text{hom}}$ is a polynomial fit through all data points and the glass curve is obtained by a Gordon-Taylor fit (see also Sect. 4). The colored curves depict the course of the DSC experiments linked to the panel on the left side, e.g., panel (a) is linked with panel (d). The capital letters in the panels indicate points that are of special interest.
**Fig. 3.** Glass temperatures as a function of the solute weight fraction for six organic and inorganic solutes. The open triangles are measurements from this study. Brown squares, blue squares, red diamonds and red right pointed triangles are data from Kanno and Itoi (1984), Satoh and Kanno (1982), Seo et al. (2004) and Roos (1993), respectively. The filled black triangle shows the glass temperature of pure water, which has a value of 136 K. (e.g., Johari et al., 1987; Kohl et al., 2005). The solid curves are calculated according to Eq. (1).
Fig. 4. Glass and ice melting temperatures of sulfuric acid and glucose as a function of the solute weight fraction, panel (a), and as a function of the water activity of the solution, panel (b). Panel (a): Brown and red dashed lines: Ice melting temperatures of H$_2$SO$_4$ (Gable et al., 1950) and glucose (Young, 1957); Brown and red triangles: $T_g$’s of this study; Brown and red solid lines: Glass curves calculated according to Eq. (1). Panel (b): Brown-red patterned line: Ice melting temperatures of H$_2$SO$_4$ and glucose according to Koop et al. (2000); Red symbols and red solid line: Glucose data of panel (a) converted from the concentration to the water activity scale using Eq. (A2). Brown triangles and brown solid line: $T_g$ of H$_2$SO$_4$ as a function of $a_w(w_2, T)$ calculated with the AIM-model by Clegg et al. (1998). For $T < 180$ K we assumed that $a_w(w_2, T) = a_w(w_2, T = 180$ K).
Fig. 5. State diagrams for several organic/water systems in the water activity scale. Circles: $T_m$; squares: $T_{hom}$; filled upward triangles and filled right pointed triangles: $T_g$; open upward triangles, open diamonds and open right pointed triangles: $T'_g$. Colored lines: Glass transition curves calculated using Eqs. (1) and (A2) with the parameters given in Tables A3 and A4. Dashed and solid black lines: Ice melting and homogeneous ice freezing curves, respectively, according to Koop et al. (2000). Panel (a): All data from this study; panel (b): Raffinose from this study; Sucrose: filled circles (Blond et al., 1997), filled squares (Miyata and Kanno, 2005), filled upward triangles (Luyet and Rasmussen, 1968), open upward triangle (Kilmartin et al., 2000), open diamond (Shalaev et al., 1996), open right pointed triangle (Roos, 1993) from literature; Glucose: Filled circles, filled squares, filled and open upward triangles all from this study, open circles (Young, 1957), filled diamonds (Seo et al., 2004) and filled right pointed triangle (Roos, 1993) from literature. Panel (c): Hexanediol and Hexanetriol: all data from this study. Glycerol: Filled circles (Lerici et al., 1983), filled and open upward triangles (Luyet and Rasmussen, 1968) and filled squares (Miyata and Kanno, 2005) from literature. Panel (d): All data from this study. M5 consists of malic acid, maleic acid, malonic acid, glutaric acid and methylsuccinic acid with mass ratios given in Appendix A1.
Fig. 6. State diagrams of multi-component solutions in the water activity scale. Circles: $T_m$; squares: $T_{hom}$; filled triangles: $T_g$; open triangles: $T'$. Solid colored curves: Glass curves calculated using Eqs. (1) and (A2) with the parameters given in Tables A3 and A4 except for the solid green curves in panel (a) and (b). There the $a_w(w_2, T)$ is calculated using the Zdanovskii-Stokes-Robinson (ZSR) mixing rule for ternary solutions (Stokes and Robinson, 1966). MSAS consists of $\text{(NH}_4\text{)}_2\text{SO}_4$ and the same dicarboxylic acids as in M5, but with slightly different mass ratios (see Appendix A1). For the ternary solutions (green symbols and lines) 1:1 mass ratios of the solute were investigated. The green dashed lines were calculated according to Eq. (2).
Fig. 7. $T_g^*$, panel (a), and $T_g^{\prime}$, panel (b), for aqueous solutions as a function of the inverse molar mass of the solute. Filled and open symbols stand for aqueous organic and multi-component solutions, respectively. The colors of the filled symbols denote the different substances or compound classes. Red: sugars; blue: polyols; light blue: sugar alcohols; green: dicarboxylic acids; brown: HMMA; orange: levoglucosan. Filled circles: data from this study except that of sucrose (red circle with a $T_g^{\prime}$ of 227.2 K, Roos, 1993) and glycerol (light blue circle with a $T_g^{*}$ of 178.2 K, Luyet and Rasmussen, 1968). Light blue left and upward pointed triangles: maltitol and xylitol (Roos, 1993); Green downward, left and right pointed triangles: citric, tartaric and malic acid, respectively (Maltini et al., 1997); Red right and left pointed triangles: fructose and xylose (Roos, 1993); The open symbols are labeled as, circle: raffinose/M5AS, square: C4/C8, triangle: glucose/NH$_4$NO$_3$ and diamond: M5AS. Black solid lines: Linear fits according to Eqs. 3 and 4 for panels (a) and (b), respectively. The dashed black lines depict the confidence bands of the solid black lines on a one standard deviation level.
Fig. 8. Typical atmospheric trajectory (dark blue curve with symbols) as a function of the equilibrium relative humidity of the air. Solid black and dashed black lines: Homogeneous ice freezing and ice melting curve (the grey parts of each curve is an extrapolation of both curves from 150 K down to 145 K). The cyan, green, red and brown curves depict the glass curves of HMMA, raffinose/M5AS, M5 and H$_2$SO$_4$ respectively. The black square and circle denote the relative humidities at the homogeneous ice freezing point, RH($T_{\text{hom}}$) and at the frost point RH($T_{\text{frost}}$) of the trajectory, respectively. The colored triangles are the intersections of the trajectory with the glass curves, which are labeled as RH($T_g$) in Fig. 9.
Fig. 9. Schemes for the physical states of model aerosols following the trajectory shown in Fig. 8. Panel (a): M5 and H$_2$SO$_4$; Panel (b): Raffinose/M5AS; Panel (c): HMMA. The different symbols represent the different phases. Uniform-colored circles: liquid; Hexagon: ice; Spotted circles: glass. The white arrows denote the water exchange between the aerosol and the gas phase. RH($T_{\text{hom}}$), RH($T_{\text{frost}}$) and RH($T_g$) are the relative humidities at the homogeneous ice freezing point, frost point and glass temperature of the trajectory and are linked to Fig. 8 with the black square, black bullet and the colored triangles, respectively.
Fig. 10. Glass curves, solid lines, for five selected solutes as a function of the solute weight fraction. The symbols are the experimental data points given in Table A1. The solid lines are calculated with Eq. (1) and the dashed lines represent the uncertainty range on a one standard deviation level.
Fig. 11. Water activity of aqueous 1,2,6-hexanetriol (red), 2,5-hexanediol (blue) and raffinose (black) solutions as a function of the solute weight fraction measured at 298.15 K. Circles: measurements with error bars of ±0.005 $a_w$ for the red and blue symbols and ±0.003 $a_w$ for the black symbols. The solid curves are calculated according to Eq. (A1).
Fig. 12. Temperature dependent water activity for aqueous 1,2,6-hexanetriol solutions. Circles: measurements with error bars ±0.005 \( a_w \). Lines: fitted curves according to Eq. (A2) with different \( w_2 \) values. Red: 0.096, black: 0.199, blue: 0.302, dark green: 0.394, orange: 0.489, magenta: 0.606, light green: 0.672, cyan: 0.794 and brown: 0.897.