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Abstract

Interpreting the decision logic behind effective deep convolutional neural networks (CNN) on images complements the success of deep learning models. However, the existing methods can only interpret some specific decision logic on individual or a small number of images. To facilitate human understandability and generalization ability, it is important to develop representative interpretations that interpret common decision logics of a CNN on a large group of similar images, which reveal the common semantics data contributes to many closely related predictions. In this paper, we develop a novel unsupervised approach to produce a highly representative interpretation for a large number of similar images. We formulate the problem of finding representative interpretations as a co-clustering problem, and convert it into a submodular cost submodular cover problem based on a sample of the linear decision boundaries of a CNN. We also present a visualization and similarity ranking method. Our extensive experiments demonstrate the excellent performance of our method.

1. Introduction

Interpretability becomes more and more important for machine learning [40, 48]. As a fundamental deep learning model, the interpretability of convolutional neural networks (CNNs) [26, 34] has been intensively explored [9, 45, 47, 50, 61, 72]. For example, many interpretation methods [12, 48, 50, 56] have been proposed to interpret the specific decision logic of a CNN on a single input image or a small group of images. However, the challenge of interpretation on CNNs for image classification is still far from being settled. An interpretation accommodating only one individual image or a small group of images is highly sensitive to the noise contained in the interpreted image [20], and thus cannot be robustly reused to interpret the predictions on a large group of unseen images [3, 16, 57].

To tackle the challenge, we advocate seeking representative interpretations [7], which interpret the common decision logic of a CNN. A representative interpretation is more convincing, because it can be validly reused to interpret the same decision logic that governs the predictions on a large number of unseen images [7]. Moreover, a representative interpretation also provides a deeper insight into the common semantic of a large number of similar images [21, 32, 70]. Such common semantics are generally believed to be captured by CNNs to achieve excellent prediction performance [18, 72, 73].

However, interpreting the common decision logic of a CNN on a large group of similar images in an unsupervised manner is a novel problem that has not been systematically studied in literature [21]. Can we straightforwardly extend the existing interpretation methods to produce representative interpretations on a CNN? Unfortunately, many existing methods [9, 12, 45, 50, 48] focus on interpreting the specific decision logic of a CNN on a single input image or a small group of images, and thus cannot produce representative interpretations. More critically, it is difficult to produce a representative interpretation without knowing a large group of similar images that are predicted by a common decision logic of a CNN. As discussed in Section 2, some concept-based interpretation methods summarize the common decision-making concepts from a group of conceptually similar images. However, those methods are either limited to sophisticatedly customized CNN models [11, 70], or require a large set of conceptually annotated images [18, 73] that are too expensive to obtain in most real world applications [21].

In this paper, we propose the novel unsupervised task of finding representative interpretations on convolutional neural networks. The goal is to find and visualize the common decision logic of a CNN that governs the predictions on an input image and a large set of similar images. We make a series of technical contributions as follows.
We model the common decision logic of a CNN on a group of similar images as a decision region formed by a set of pieces of the decision boundaries of the CNN. All images contained in this decision region are predicted as the same class by the same decision logic characterized by the decision boundary pieces. We formulate our task as a co-clustering problem to simultaneously find the largest group of similar images and the corresponding decision region containing them. We further convert the co-clustering problem into an NP-hard submodular cost submodular cover problem, and develop an efficient heuristic method to solve it without requiring any conceptual image annotations or any modifications to CNNs. To produce understandable interpretations for the images contained in a decision region, we visualize the boundaries of the decision region as heat maps to identify important image regions for predictions. We also rank the similar images according to their semantic distances to the input image. Last, we conduct extensive experiments to examine the interpretation quality and reusability of our representative interpretations.

2. Related Works

Our work is related to the four major types of existing interpretation methods for CNNs in image classification. The gradient-based methods [9, 43, 50, 52, 66, 67] produce interpretations on an input image by computing and visualizing different types of gradients. The early studies [2, 36, 38, 52, 54, 55, 56, 58, 66, 67] straight-forwardly visualize the gradient of the score of a predicted class with respect to an input image. The class activation mapping (CAM) methods [6, 45, 47, 50, 61, 72] use discriminative localization to produce continuous image regions as interpretations. The relevance score methods [4, 44, 51] produce interpretations by back-propagating a set of relevance scores with respect to an input image.

All those methods focus on producing interpretations that are highly correlated to the prediction on a single input image. However, such interpretations are not representative, because they are highly sensitive to the noise contained in the images that are interpreted [20]. Thus, such interpretations cannot be effectively reused to interpret the predictions on a large group of unseen images [8, 16, 57].

The model approximation methods [12, 19, 27, 59, 48, 49, 59, 65] produce interpretations on a deep neural network by approximating it locally or globally with an interpretable agent model, such as decision trees [19] and linear classifiers [12, 48]. The local approximation methods, such as Openbox [12], LIME [48] and Anchors [49], produce interpretations by approximating the predictions of a neural network in a local similarity neighbourhood of a target image for interpretation. The interpretations produced by Openbox [12] and LIME [48] are only applicable to a very small neighbourhood, which largely limits their ability to produce representative interpretations [49]. Interpretations produced by Anchors [49] are applicable to a large neighbourhood. However, Anchors cannot produce effective interpretations for CNNs on images, because the applicable neighbourhoods for Anchors are not well-defined on images [40].

The global approximation methods [19, 27, 59, 65] attempt to approximate the entire neural network with an interpretable agent model. These methods intend to produce interpretations that apply to multiple similar images. However, the agent models are usually too simple to accurately approximate complex deep neural networks [12]. Therefore, most of these methods perform poorly on modern CNNs trained on complicated natural images [60].

The conceptual interpretation methods [18, 21, 32, 68, 69, 70, 73] aim to identify a set of concepts that contribute to the predictions on a pre-defined group of conceptually similar images. Here, a concept is either supervision information or learned from data using another model. TCAV [32], Net2Vec [18] and IBD [73] interpret a neural network’s internal state in terms of human-friendly concepts. These methods require a dataset with high-quality conceptual labels, which is difficult, if possible at all, to obtain in real world applications [21]. Some methods [70] use decision trees to learn concepts without using a dataset with conceptual labels. The learned concepts reveal the common decision logic of a group of similar images. However, these methods require sophisticated customization on deep neural networks, and thus suffer from major limitations in applicability to general CNNs.

ACE [21] uses a set of images in the same class to summarize important concepts by clustering similar image segments and removing outlying image segments. A subset of the summarized concepts can be straight-forwardly used to interpret the predictions on an input image. However, as shown in Section 6.3, ACE cannot produce representative interpretations because its interpretations on similar images are quite different due to the high sensitivity of the interpretation segmentation method and the clustering process.

The example-based methods [8, 24, 30, 33, 63, 64] find exemplar images to interpret the decision of a deep neural network on a single input image. The exemplar images are similar to the input image, but they do not provide feature level interpretations to reveal the decision logic on the input image or the exemplar images [40]. Therefore, there is no guarantee that the exemplar images are predicted by the same decision logic as the input image.

Instead of finding explanatory example for each single input, the prototype-based methods [6, 31] summarize the entire model using a small number of instances as prototypes. However, the selection of prototypes considers very little about the decision process of the model. Thus they do not provide much insight on the model’s decision logic.

As discussed in Section 1, the existing methods cannot produce representative interpretations for CNNs on image classification, which is the challenge tackled by this paper.

3. Problem Formulation

In this section, we first discuss the idea of representative interpretations for image classification by CNN [26, 34]. Then, we formulate the problem of finding representative interpretation on CNNs.
3.1. Representative Interpretations

In this paper, we consider image classification using CNNs that adopt piecewise linear activation functions, such as MaxOut [23] and the family of ReLU [22, 25, 43], for hidden neurons. Denote by \( \mathcal{X} \) the space of input images. Let \( F : \mathcal{X} \rightarrow \mathbb{R}^C \) be a trained CNN to be interpreted and \( C \) the number of classes of images. We assume a set of unlabeled reference images \( R \subseteq \mathcal{X} \) that are used to generate representative interpretations.

For input image \( x \in \mathcal{X} \), \( F \) produces a vector of prediction scores \( F(x) = [F_1(x), F_2(x), \ldots, F_C(x)] \), where \( F_i(x) \) is the predicted score of the \( i \)-th class before the normalization of the last softmax layer. The predicted class of \( x \) is \( Class(x) = \arg\max_i F_i(x) \).

Roughly speaking, an interpretation of a classification model is a description of the logics used by the model to produce the classification. While different approaches may employ different representations for interpretations, in image classification, for example, a common way to represent an interpretation for an image is a heat map that identifies the important regions leading to the prediction [9, 45, 47, 50, 61, 72]. Since interpretation is often related to generalization, an important idea to make interpretation more understandable is to seek for representative interpretations that are applicable to not only a specific image but also many similar images [7].

Definition 1. For an input image \( x \in \mathcal{X} \) predicted as \( Class(x) \) by \( F \), a representative interpretation on \( x \) is an interpretation that reveals the common decision logic of \( F \) on all images as well as a large set of reference images in \( R \).

In order to construct representative interpretations, let us first consider how to model the decision logic of \( F \).

For an input image \( x \in \mathcal{X} \), denote by \( \psi(x) \) the feature map produced by the last convolutional layer of \( F \) and by \( \Omega = \{\psi(x) \mid x \in \mathcal{X}\} \) the space of feature maps. Following the existing studies [9, 47, 50, 61, 72], we model the decision logic of \( F \) on \( x \) by analyzing how the fully connected layers of \( F \), denoted by \( G : \Omega \rightarrow \mathbb{R}^C \), use the feature map \( \psi(x) \) to make the prediction on \( x \). For any input image \( x \), we have \( G(\psi(x)) = F(x) \).

Since \( F \) adopts a piecewise linear activation function in all the hidden neurons, the decision logic of \( G \) can be characterized by a piecewise linear decision boundary that consists of connected pieces of decision hyperplanes [42, 56]. We call these hyperplanes linear boundaries, and denote by \( P \) the set of the linear boundaries of \( G \).

The linear boundaries in \( P \) partition the space of feature maps \( \Omega \) into a large number of convex polytopes [42, 56], where each convex polytope defines a decision region that predicts all the images contained in the region to be the same class. The linear decision boundaries of the convex polytopes encode the decision logic of the fully connected layers of \( F \) [12].

Inspired by the above insights, we model the decision logic of \( F \) on an input image \( x \in \mathcal{X} \) by a convex polytope in \( \Omega \) that contains \( \psi(x) \). This convex polytope must be induced by a subset of the linear boundaries of \( G \), denoted by \( P(x) \subseteq P \). The convex polytope defines a decision region such that the reference images contained in the region are also predicted as \( Class(x) \).

To keep our presentation concise, we overload symbol \( P(x) \) to denote the decision region, that is, the convex polytope it defines.

When the context is clear, we say a feature map \( \psi(x') \) of an image \( x' \in \mathcal{X} \) is contained in \( P(x) \) if \( \psi(x') \) is contained in the convex polytope defined by \( P(x) \). We also say \( x' \) is covered by \( P(x) \) if \( \psi(x') \) is contained in \( P(x) \).

Since all the reference images covered by \( P(x) \) are predicted as the same class as \( x \) by the same set of decision boundaries, the contained images are sharing the same decision logic as \( x \). Therefore, \( P(x) \) is a representative interpretation on \( x \) because it reveals the common decision logic of \( G \) when making predictions on \( x \) as well as all the reference images covered by \( P(x) \).

One issue is that the linear boundaries in \( P(x) \) are in the space \( \Omega \) of feature maps, and thus are not easy to comprehend by human being. To tackle this issue, in Section 5.1 we will develop a method to visualize \( P(x) \) as meaningful heat maps that identify important regions of the covered images.

According to Carvalho et al. [7], the representativeness of an interpretation is the number of images that the interpretation is applicable to. Since the decision logic modeled by \( P(x) \) applies to all the images it covers, we define the representativeness of \( P(x) \) as the number of reference images covered by \( P(x) \).

3.2. Finding Representative Interpretations

Given a trained CNN \( F \) and a set of reference images \( R \subseteq \mathcal{X} \), for an input image \( x \in \mathcal{X} \) whose prediction by \( F \) is to be interpreted, the task of finding representative interpretation is to find \( P(x) \subseteq P \) with the largest representativeness and visualize \( P(x) \) as human comprehensible heat maps to identify image regions that are important for the prediction. Here, we focus on formulating a co-clustering problem that finds \( P(x) \) with the largest representativeness, and leave visualization of \( P(x) \) to Section 5.1.

Denote by \( P(x) \cap R \) the set of reference images covered by \( P(x) \). \( |P(x) \cap R| \), the number of reference images covered by \( P(x) \), is exactly the representativeness of \( P(x) \).

Denote by \( D(x) = \{ x' \in R \mid Class(x') \neq Class(x) \} \) the set of reference images that are predicted by \( F \) to a class different from \( Class(x) \). Let \( P(x) \cap D(x) \) be the set of images in \( D(x) \) covered by \( P(x) \). The task of finding representative interpretations can be formulated as the following co-clustering problem [15]:

\[
\max_{P(x) \subseteq P} |P(x) \cap R| \quad \text{subject to} \quad |P(x) \cap D(x)| = 0
\]

(1a)

(1b)

Here, the objective in Equation (1a) is to maximize the representativeness of \( P(x) \), and the constraint in Equation (1b) requires \( P(x) \) to be a decision region that covers no reference image in \( R \) that is predicted to a class different from \( Class(x) \).

The optimization problem in Equation (1) is a co-clustering problem because it simultaneously finds two
clusters to optimize the representativeness of $P(x)$. One cluster is the set of similar images in $P(x) \cap R$ that are predicted by the common decision logic characterized by $P(x)$. The other cluster is the set of linear boundaries in $P(x)$ that characterizes the decision logic of $G$ on all the images in $P(x) \cap R$. By solving the co-clustering problem, we can simultaneously find a maximal set of similar images including the input image and many reference images, as well as a representative interpretation $P(x)$ that characterizes the common decision logic on these similar images.

**Example 1.** In Figure 1(a), the blue line segments are the piecewise linear decision boundaries of $G$ in the space of $\Omega$. This decision boundary characterizes the decision logic of $G$ in separating the feature maps of images of dogs and those of cats. We assume $\Omega$ is a two dimensional space for simplicity.

Given the input image $x$ of a dog in the green box in the figure, the objective of our co-clustering problem is to find a set of linear boundaries $P(x)$, such that the convex polytope induced by $P(x)$ covers the input image $x$, and as many reference images of dogs as possible, but does not cover any reference image of cat. Following this objective, we can see that, in Figure 1(a), the optimal $P(x)$ consists of the three linear boundaries in red dashed lines, which induce a triangular convex polytope that covers the largest set of images of dogs without covering any image of cat.

The linear boundaries in $P(x)$ characterize the common decision logic of $G$ on all the images of dogs covered by $P(x)$. Since $P(x)$ covers a large number of images of dogs, the decision logic characterized by $P(x)$ is highly representative, and can be generally applied to interpret the predictions on all the images of dogs covered.

Comparing to the existing methods that only interpret the prediction of the input image, our method shows similar reference images with conceptually similar heat maps to the input image. This makes interpretations even more effective and convincing.

**4. Finding Practical Solutions**

The optimization problem in Equation (1) cannot be exactly solved for large CNNs in practice, because the set of linear boundaries $P$ of a complex CNN is too large to obtain, and we have to search the power set of $P$ to find the optimal solution to the combinatorial problem in Equation (1).

To tackle the challenge, we first obtain a sample $Q$ of $P$, and use $Q$ to convert the co-clustering problem in Equation (1) into a submodular cost submodular cover (SCSC) problem. Then, we propose a greedy algorithm to find a good solution to the SCSC problem.

**4.1. Converting into an SCSC Problem**

In this section, we first introduce how to sample a subset of linear boundaries $Q$ from $P$. Then, we discuss how to use $Q$ to convert the co-clustering problem in Equation (1) into an SCSC problem.

Denote by $t \in \Omega$ a feature map, and by $(W, t) + b = 0$ a hyperplane in $\Omega$ defined by the coefficients $W$ and $b$. Here, $(W, t)$ is the inner product between the tensors $W$ and $t$.

We can easily derive from (12) that, for any image $x \in X$, the hyperplane induced by the following coefficients

$$W = \frac{\partial G(t)}{\partial t} \big|_{t = \psi(x)}$$
$$b = \Delta G(t) - \langle W, t \rangle \big|_{t = \psi(x)}$$

is exactly a linear boundary $h \in P$. Here, $\Delta G(t) := \max_1 G(t) - \max_2 G(t)$, is the difference of the largest two prediction scores; $\max_i G(t)$ is the $i$-th largest value in the vector $G(t)$.

To sample a subset of linear boundaries $Q$ from $P$, we sample a subset of reference images from $R$, and apply Equation (2) on each of the sampled reference images to compute a linear boundary in $P$.

By substituting the set of linear boundaries $P$ in Equation (1) with the sampled set of linear boundaries $Q$, we convert the optimization problem in Equation (1) into

$$\max_{P(x) \subseteq Q} |P(x) \cap R|$$
subject to

$$|P(x) \cap D(x)| \leq \delta,$$

where $\delta \geq 0$ is a relaxation parameter to ensure the above problem is feasible. We discuss the effect of $\delta$ and how to compute $\delta$ as follows.

Recall that the linear boundaries in $P$ partition $\Omega$ into a set of convex polytopes, and the images covered by the same convex polytope are predicted by $F$ as the same class $[12, 42]$. Since $Q \subseteq P$, the linear boundaries in $Q$ also partition $\Omega$ into a set of convex polytopes. However, due to the missing linear boundaries in $P \setminus Q$, some images covered by different neighbouring convex polytopes induced by $P$ may be covered by the same convex polytope induced by $Q$. Therefore, for some convex polytopes induced by $Q$, the images covered in the same convex polytope may not be predicted by $F$ as the same class. In consequence, $|P(x) \cap D(x)|$ may be larger than zero. Thus we use $\delta$ to keep the constraint in Equation (3b) valid, such that the problem in Equation (3) is feasible.

Given an image $x \in X$ to interpret, the minimum value of $|P(x) \cap D(x)|$, denoted by $r(x)$, is the number of images in $D(x)$ whose feature maps lie on the same side as...
\textbf{Algorithm 1: A Greedy Algorithm}

\textbf{Input:} An input image \( x \in X \), a trained CNN \( F \), and a set of reference images \( \mathcal{R} \subseteq X \).

\textbf{Output:} A solution \( P(x) \) to the SCSC problem in Equation (3).

\begin{algorithmic}[1]
\State \textbf{Initialization:} \( P(x) \leftarrow 0, \delta \leftarrow \tau(x) \).
\While{\( |P(x) \cap D(x)| > \delta \)}
\State \( h \leftarrow \arg\min_{h \in \mathcal{Q}} \frac{|P(x) \cap \mathcal{R}| - |(P(x) \cup \{h\}) \cap \mathcal{R}|}{|P(x) \cap D(x)| - |(P(x) \cup \{h\}) \cap D(x)|} \).
\State Add linear boundary \( h \) into the set of linear boundaries \( P(x) \).
\EndWhile
\State \textbf{return} \( P(x) \).
\end{algorithmic}

\( \psi(x) \) with respect to every linear boundary \( h \in \mathcal{Q} \). We can easily compute \( \tau(x) \) by enumeration.

Obviously, \( P(x) = \mathcal{Q} \) is a feasible solution to the problem in Equation (3) when \( \delta \geq \tau(x) \). We simply set \( \delta = \tau(x) \), which yields spectacular interpretation performance in our experiments.

We prove that the problem in Equation (3) is a submodular cost submodular cover (SCSC) problem [28].

\textbf{Theorem 1.} For a given input image \( x \in X \), the problem defined in Equation (3) is a submodular cost submodular cover (SCSC) problem.

\textbf{Proof.} See Appendix A in [35].

4.2. Solving the SCSC Problem

An SCSC problem is NP-hard [13], thus we solve our problem in Equation (3) by the simple greedy algorithm [62] summarized in Algorithm 1.

In each iteration of Algorithm 1, a boundary \( h \in \mathcal{Q} \setminus P(x) \) is selected to minimize

\[
\frac{|P(x) \cap \mathcal{R}| - |(P(x) \cup \{h\}) \cap \mathcal{R}|}{|P(x) \cap D(x)| - |(P(x) \cup \{h\}) \cap D(x)|}. \tag{4}
\]

The numerator of Equation (4) is the number of reference images that are originally covered by \( P(x) \) but are removed from \( P(x) \) after we add \( h \) into \( P(x) \). Since our goal in Equation (3) is to maximize the number of reference images covered by \( P(x) \), we need to select an \( h \) that removes as few images in \( \mathcal{R} \) from \( P(x) \) as possible.

Similarly, the denominator is the number of images in \( D(x) \) that are originally covered by \( P(x) \), but are removed from \( P(x) \) after we add \( h \) into \( P(x) \). To quickly find a solution \( P(x) \) that satisfies the constraint in Equation (3), we need to select an \( h \) that removes as many images in \( D(x) \) from \( P(x) \) as possible.

Following the above intuition, the greedy algorithm [62] in Algorithm 1 adopts Equation (4) to find an \( h \in \mathcal{Q} \) that minimizes the numerator and maximizes the denominator. In step 3 of Algorithm 1, when there are multiple linear boundaries that induce a numerator equal to zero, we pick the linear boundary \( h \) with the largest denominator to add into \( P(x) \). The denominator is positive before Algorithm 1 converges, because we can always find a linear boundary to remove some images from \( P(x) \cap D(x) \) until \( |P(x) \cap D(x)| \leq \delta \).

The iteration continues until the constraint in Equation (3) is satisfied. Algorithm 1 converges in at most \(|\mathcal{Q}|\) iterations.

5. Visualization and Similarity Ranking

In this section, we first introduce how to visualize \( P(x) \) as heat maps on the images covered by \( P(x) \). Then, we discuss how to rank the images covered by \( P(x) \) according to their semantic distances to the input image \( x \in X \).

5.1. Visualizing \( P(x) \) on Covered Images

Since the heat maps for all the images covered by \( P(x) \) can be produced in the same way, we take the input image \( x \) as an example to introduce how to visualize \( P(x) \).

To interpret why \( F \) predicts the input image \( x \in X \) as \( \text{Class}(x) \), we visualize \( P(x) \) as a heat map that identifies the important regions in \( x \) for the prediction. Since \( F \) predicts every image covered by \( P(x) \) as \( \text{Class}(x) \), we interpret the decision logic of \( F \) on \( x \) by showing why \( x \) is covered by \( P(x) \). This is equivalent to showing why \( \psi(x) \) is contained in \( P(x) \). The key idea is to visualize \( P(x) \) as a heat map to identify the important regions in \( x \) that make \( \psi(x) \) contained in \( P(x) \).

Recall that every linear boundary in \( P(x) \) contributes to why \( \psi(x) \) is contained in \( P(x) \). We first visualize every linear boundary in \( P(x) \) as a heat map on \( x \). Then we produce the heat map of \( P(x) \) by taking an average of the heat maps of all the linear boundaries.

Denote by \( \langle W, t \rangle + b = 0, t \in \Omega \), the hyperplane of a linear boundary \( h \) in \( P(x) \). We visualize \( h \) as a heat map on \( x \) in a similar way as Grad-CAM [50]. First, if \( \langle W, \psi(x) \rangle + b < 0 \), then we set \( W = -W \) and \( b = -b \) to make sure \( \langle W, \psi(x) \rangle + b > 0 \). Second, we compute the channel weight \( \alpha_k \) of the \( k \)-th channel of \( \psi(x) \) by

\[
\alpha_k = \frac{1}{Z} \sum_i \sum_j W_{ij}^k, \tag{5}
\]

where \( W_{ij}^k \) is the entry on the \( i \)-th row, the \( j \)-th column and the \( k \)-th channel in the tensor \( W \), and \( Z \) is the total number of entries \( W_{ij}^k \) for every channel \( k \). Third, we compute a raw heat map by \( \text{raw} = \text{ReLU} \left( \sum_k \alpha_k \psi^k(x) \right) \), where \( \psi^k(x) \) is the \( k \)-th channel of the feature map \( \psi(x) \). Last, we rescale and normalize the raw heat map to produce a heat map on \( x \) in the same way as Grad-CAM. This heat map identifies the important regions in \( x \) that show why \( h \) predicts \( \psi(x) \) to be contained in \( P(x) \).

Since \( P(x) \) contains many linear boundaries, and every linear boundary contributes to why \( \psi(x) \) is contained in \( P(x) \), we compute the heat map for \( P(x) \) as the average of the heat maps of all the linear boundaries. Since the images covered by \( P(x) \) are sharing exactly the same set of linear boundaries in \( P(x) \), the channel weights computed from the \( W \) of each linear boundary in \( P(x) \) are exactly the same for all the images covered by \( P(x) \). Therefore, we reuse the set of channel weights computed from the input
image \( x \) to produce heat maps for the other images covered by \( P(x) \) in the same way as \( x \).

As demonstrated later in Section 6.4 due to the high representativeness of \( P(x) \), the heat maps produced by our method generalize well to unseen images, and they usually highlight conceptually similar parts of different images covered by the same \( P(x) \).

5.2. Ranking Similar Images

Now, let us rank the images covered by \( P(x) \) according to their semantic distances to the input image \( x \in X \).

Recall that the linear boundaries in \( P(x) \) identify the common decision logic of \( P \) on all the images covered by \( P(x) \). The common semantic of the covered images is captured by the normal vectors of the hyperplanes of these linear boundaries. Following this insight, we compute the semantic distance between the input image \( x \) and another image \( x' \) covered by \( P(x) \) by first projecting their feature maps \( \psi(x) \) and \( \psi(x') \) onto the normal vectors, and then computing the L1-distance between the projected coordinates.

Denote by \( \overrightarrow{W_h} \) the normal vector of the hyperplane of a linear boundary \( h \in P(x) \). We compute the semantic distance between \( x \) and \( x' \) by

\[
\text{Dist}(x, x') = \sum_{h \in P(x)} \left| \langle \overrightarrow{W_h}, \psi(x) \rangle - \langle \overrightarrow{W_h}, \psi(x') \rangle \right|, \tag{6}
\]

where \( \langle \overrightarrow{W_h}, \psi(x) \rangle \) and \( \langle \overrightarrow{W_h}, \psi(x') \rangle \) are the projected coordinates of \( x \) and \( x' \), respectively. We rank the images covered by \( P(x) \) according to their semantic distance to \( x \) in ascending order, such that a more similar image with a smaller semantic distance is ranked higher in the list.

As demonstrated in our case studies in Section 6.3 showing similar images to the input image with conceptually similar heat maps makes our interpretations more convincing than showing the heat map for the input image alone.

6. Experiments

In this section, we present a systematic experimental study. Limited by space, only selected results are reported in this section. Please refer to the Appendix in [35] for more experimental results.

6.1. Baseline Methods

We conduct extensive experiments to evaluate the performance of our representative interpretation (RI) method, and compare with the state-of-the-art baselines including Automatic Concept-based Explanation (ACE) [21] and three CAM-based methods, Grad-CAM [50], Grad-CAM++ [9] and Score-CAM [61]. We use the publicly available source code of the baseline methods. The python notebook of RI can be found in [1]. All baseline methods are compared using their optimal parameters. For RI, the number of sampled linear boundaries in \( Q \) does not have much influence on the interpretation performance, thus we simply use \( |Q| = 50 \) for all the experiments.

We focus on evaluating the representativeness of interpretations, that is, how well an interpretation for an input image can be reused to interpret the predictions on new images that are similar to the input image [7]. Since the baseline methods cannot directly reuse their interpretations on new images, we propose the following extensions to reuse their interpretations.

The CAM-based methods use the channel weights computed from an input image \( x \in X \) to generate the interpretation (i.e., heat map) for \( x \). To reuse the interpretation generated by the CAM-based methods to interpret the prediction on a new image \( x_{new} \in X \), we reuse the channel weights computed from the input image \( x \), and follow the same heat map producing steps of the CAM-based methods to generate the interpretation for \( x_{new} \). Recall that our method also reuses the set of channel weights computed from the input image \( x \) to generate interpretations for new images covered by \( P(x) \). It is fair to compare our method with the above extensions of the CAM-based methods.

ACE [21] uses a set of input images in the same class to summarize important concepts. It clusters similar image segments and removes outlying image segments. Every cluster of the similar image segments represents a concept. To reuse these summarized concepts to interpret the prediction on a new image \( x_{new} \in X \), we use exactly the same pipeline as ACE to segment \( x_{new} \) and remove outlying image segments. The remaining image segments are assigned to their nearest concepts, and are used to produce the interpretation on \( x_{new} \) in the same way as ACE.

Another issue is that the baseline methods cannot identify the group of similar images that an interpretation can validly apply to. To tackle this issue, following [21, 71], we use Euclidean distance in the space of \( \Omega \) to find the set of similar images whose feature maps are the closest to the feature map of the input image.

6.2. Datasets and Evaluation Metrics

We use the following four public datasets to evaluate the performance of all the compared methods.

The ASIRRA dataset [17] contains two classes of images including ‘dog’ and ‘cat’. The original dataset contains over 3 million images and a subset of them was made publicly available through Kaggle. The training data and the testing data contain 25,000 and 12,500 images, respectively.

The Gender Classification (GC) dataset [10] contains two classes of images including ‘male’ and ‘female’. The training data and the testing data contain 47,009 and 11,649 images, respectively.

The Retinal OCT Images (RO) dataset [29] contains four classes of images, including one class of normal retina as ‘NORMAL’, and three classes of retinal disease, ‘CNV’, ‘DME’ and ‘DRUSEN’. The training data and the testing data contain 108,309 and 1,000 images, respectively.

The FOOD dataset [3] consists of two classes of images, ‘food’ and ‘non-food’. The training data and the testing data contain 3,000 and 1,000 images, respectively.

For the large datasets ASIRRA, GC and RO, we randomly sample 2,500 images from each class of the training data as the set of reference images \( R \) to generate representa-
tive interpretations. For the small dataset FOOD, we use all the training images as the set of reference images. We call a set of reference images a reference dataset. The ground truth labels of all reference images are not used to generate interpretations.

To evaluate how well an interpretation can be reused to interpret the predictions on unseen images, we randomly sample 1,000 images from the testing data of each dataset to produce an unseen dataset.

For each dataset, we train a VGG-19 model [53] as the target model to interpret. Every model is trained using the model parameters pre-trained on ImageNet [14] as initialization.

Next, we introduce how to quantitatively evaluate the representativeness of an interpretation. Denote by $S \subseteq X$ the set of unseen evaluation images. For each interpretation method, we first generate some interpretations using the reference dataset, and then reuse these interpretations to identify the important regions in each image in $S$. Then, we adopt the evaluation metrics in [9, 47] to evaluate the representativeness of these interpretations. More specifically, we define

$$\text{Average Drop (AD)} = \frac{1}{|S|} \sum_{e \in S} \max \left(0, \frac{Y_c(e) - Y_c(e')}{} \right)$$

and

$$\text{Average Increase (AI)} = \frac{1}{|S|} \sum_{e \in S} \sum_{e' \in S} 1_{Y_c(e) < Y_c(e')}$$

where $Y_c(e)$ is the prediction score for class $c$ on an image $e \in S$, and $e'$ is a masked image produced by keeping 20% of the most important pixels in $e$ according to the interpretation on $e$. The rest 80% pixels in $e'$ are masked in black.

Since ACE uses image segments instead of heat maps as interpretations, it is hard to keep exactly 20% pixels in a masked image. Thus, we iteratively select the most important segments until more than 20% pixels are kept.

A small AD and a large AI mean that the interpretation on the input image can be validly reused to accurately identify important regions on the images in $S$. This further indicates a good representativeness performance of the interpretation.

### 6.3. A Case Study

In Figure 2, the first row shows an input image and the top-4 similar reference images in $R$ found by RI. The third row shows the same input image and the top-4 similar reference images found by the baseline methods using Euclidean distance. All images are predicted as ‘female’ with high prediction scores. The top-4 similar images found by RI are all adult females, which are conceptually very similar to the input image. Among the similar images found by the baselines, the fourth image highlighted by the red dashed box is a baby, which is very different from the input image.

RI achieves a superior performance in finding similar images because the proposed co-clustering problem simultaneously finds the interpretation for the input image, as well as a set of images sharing the same interpretation. Since all the images share the same interpretation, they are usually very similar in concepts. The baseline methods are not designed to find similar images sharing the same interpretations. A straight-forward extension is to find the nearest neighbours using Euclidean distance in $\Omega$. The other rows are the interpretations of different methods. The numbers under the images in the first and the third rows are the prediction scores of the ‘female’ class. The numbers under the interpretations are the prediction scores of the ‘female’ class on the masked images that are produced by keeping 20% most important pixels. A higher prediction score means a better interpretation.
eyebrows of the females in the input image and the similar reference images. These parts are significant features that distinguish a female from males in the GC dataset. Finding similar reference images with the same interpretation as the input image makes the interpretations produced by RI highly understandable and effective in practice.

The baseline methods cannot achieve representative interpretations. Consider the images highlighted by the red boxes in Figure 2. The interpretations produced by the baseline methods cannot consistently identify the same conceptual parts for the input image and the similar reference images. Especially, the interpretations produced by ACE are the most inconsistent due to the high sensitivity and randomness of image segmentation and clustering. Such inconsistency makes the interpretations ineffective.

Figure 2 also shows the prediction score of ‘female’ for every masked image produced by keeping 20% of the most important pixels identified by an interpretation. A higher prediction score means a better interpretation quality. Score-CAM achieves the best prediction score on the input image because it is designed to maximize the prediction score of the masked input image. However, as shown in the second last row of Figure 2, the interpretation produced by Score-CAM cannot be effectively reused to achieve a high prediction score on the similar reference images.

RI achieves the second best prediction score on the input image and the best scores on all the similar reference images. This clearly indicates that the representative interpretation produced by RI is much more effective to be reused on similar images than the baselines.

### 6.4. Representativeness on Unseen Images

We quantitatively evaluate how well interpretations generated on a reference dataset can be reused to interpret predictions on unseen images. For each method, we first generate a set of interpretations \( V \) on the reference dataset. Then, we use metrics AD and AI to evaluate the representativeness of \( V \) on the unseen dataset.

To generate \( V \) for each of RI, Grad-CAM, Grad-CAM++ and Score-CAM, we first apply \( k \)-means [37] on the reference dataset to find \( |V| \) clusters in the space \( \Omega \). Then, we find the reference images that are the closest to each of the cluster centers, and use them as the input images to produce the interpretations in \( V \). Since ACE requires a set of reference images as the input to produce one interpretation, we first find the \( |V| \) sets of reference images that form the \( |V| \) clusters produced by the \( k \)-means algorithm, and then use each set of reference images as an input to ACE to produce an interpretation in \( V \).

The number of interpretations in \( V \) is set to \( |V| = 10 \times \text{Number of classes for all methods, that is, } |V| = 40 \) for RO, and \( |V| = 20 \) for the other datasets.

To evaluate the representativeness of the group of interpretations \( V \) produced by RI, for each image \( e \in S \), we first find the polytope in \( v \in V \) that covers \( e \), and then we use \( v \) to interpret \( e \). If an unseen image is not covered by the convex polytope of any interpretation in \( V \), we find its nearest cluster center in the space \( \Omega \), and use the polytope it generates to interpret \( e \).

| Datasets | Methods   | mAD (%) | mAI (%) |
|----------|-----------|---------|---------|
| ASIRRA   | RI        | 2.00 ± 0.06 | 30.72 ± 0.85 |
|          | Grad-CAM  | 2.50 ± 0.09 | 32.90 ± 0.39 |
|          | Grad-CAM++| 3.07 ± 0.02 | 29.12 ± 0.42 |
|          | Score-CAM | 3.72 ± 0.09 | 28.10 ± 0.28 |
|          | ACE       | 36.27 ± 0.78 | 1.36 ± 0.2 |
| GC       | RI        | 12.70 ± 0.32 | 6.12 ± 0.19 |
|          | Grad-CAM  | 35.34 ± 0.78 | 27.54 ± 0.50 |
|          | Grad-CAM++| 21.04 ± 0.33 | 22.02 ± 0.33 |
|          | Score-CAM | 14.12 ± 1.39 | 25.60 ± 0.34 |
|          | ACE       | 46.37 ± 0.93 | 4.44 ± 0.39 |
| RO       | RI        | 12.57 ± 0.17 | 27.54 ± 0.50 |
|          | Grad-CAM  | 35.34 ± 0.78 | 22.02 ± 0.33 |
|          | Grad-CAM++| 21.04 ± 0.33 | 23.24 ± 0.59 |
|          | Score-CAM | 14.12 ± 1.39 | 25.60 ± 0.34 |
|          | ACE       | 65.36 ± 0.91 | 4.44 ± 0.39 |
| FOOD     | RI        | 8.08 ± 0.33 | 26.66 ± 0.48 |
|          | Grad-CAM  | 9.22 ± 0.64 | 23.34 ± 1.12 |
|          | Grad-CAM++| 9.04 ± 0.27 | 22.14 ± 1.34 |
|          | Score-CAM | 10.44 ± 1.84 | 19.56 ± 0.89 |
|          | ACE       | 39.88 ± 2.13 | 24.80 ± 0.76 |

Table 1. The mean Average Drop (mAD) and the mean Average Increase (mAI) of all the methods.

Since the baseline methods cannot find the set of unseen images that an interpretation can apply to, we assign each unseen image in the unseen dataset to its nearest cluster center in the space \( \Omega \).

Table 1 shows the Average Drop (AD) and Average Increase (AI) of all the methods. We run 5 independent experiments for each method, and report the mean and standard deviation of mAD and mAI.

RI achieves the best mAD performance on all the datasets and the best mAI performance on most of the datasets. This clearly demonstrates the superior performance of RI in finding representative interpretations that reveals the common decision logic on the predictions of a large number of similar unseen images.

### 7. Conclusion

In this paper, we develop a novel unsupervised method to produce representative interpretation for many similar images. We formulate a co-clustering problem to simultaneously find the largest group of similar images and the common decision logic of a CNN. To make our interpretations more understandable, we visualize the common decision logic as a heat map to highlight important image regions, and also rank the similar images according to their semantic distances to the input image. Our extensive experiments demonstrate the superior representativeness and quality of the interpretations produced by our method.
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APPENDIX

In this appendix, we provide the proof for Theorem 1 in Section 6.3, and provide more experimental results to demonstrate the outstanding interpretation performance of RI in Sections 6.3.

A. The Proof of Theorem 1

We first rewrite Equation (3) as

\[
\min_{P(x) \subseteq \mathcal{Q}} |R| - |P(x) \cap R| 
\]

(9a)

s.t. \(|D(x)| - |P(x) \cap D(x)| \geq |D(x)| - \delta,\)

(9b)

where \(|R|\) and \(|D(x)|\) are the constant cardinalities of \(R\) and \(D(x)\), respectively.

Then, we prove the problem of Equation (9) is an SCSC problem \([28]\) by showing

\[
|R| - |P(x) \cap R| 
\]

(10)

and

\[
|D(x)| - |P(x) \cap D(x)| 
\]

(11)

are submodular functions with respect to \(P(x) \subseteq \mathcal{Q}\).

Denote by \(P = P(x)\), and by \(f(P) = |R| - |P \cap R|\). We prove \(f(P)\) is a submodular function with respect to \(P \subseteq \mathcal{Q}\) by showing that, for any two sets of linear boundaries, denoted by \(P \subseteq \mathcal{Q}\) and \(T \subseteq \mathcal{Q}\), if \(P \subseteq T\), then

\[
f(P \cup \{h\}) - f(P) \geq f(T \cup \{h\}) - f(T) \quad (12)\]

holds for any linear boundary \(h \in \mathcal{Q} \setminus T\).

Recall that the linear boundaries in \(P\) defines a convex polytope, and \(|P \cap R|\) is the number of images in \(R\) that are covered by \(P\). Thus, \(f(P) = |R| - |P \cap R|\) is the number of images in \(R\) that are not covered by \(P\).

If we add a new linear boundary \(h \in \mathcal{Q} \setminus T\) to \(P\), some images covered by \(P\) may not be covered by the new convex polytope defined by \(P \cup \{h\}\). We say these images are removed by \(h\) from \(P\).

The left side of Equation (12) is exactly the number of the images removed by \(h\) from \(P\). Similarly, the right side of Equation (12) is the number of the images removed by \(h\) from \(T\).

Since \(P \subseteq T\), the set of images covered by \(P\) contains the set of images covered by \(T\). Therefore, the number of images removed by \(h\) from \(P\) will be no smaller than the number of images removed by \(h\) from \(T\). As a result, Equation (12) holds, which means \(|R| - |P(x) \cap R|\) is a submodular function with respect to \(P(x)\).

We can prove \(|D(x)| - |P(x) \cap D(x)|\) is a submodular function with respect to \(P(x)\) in the same way. This concludes the theorem.

B. Case Study

We present a case study on the FOOD dataset in Figure 3. The experiment setting is the same as the case study discussed in Section 6.3.

Figure 3. A case study on the FOOD dataset. The first row shows the input image and the similar reference images found by RI. The third row shows the same input image and the similar reference images found by the baseline methods. The other rows are the interpretations of all the methods. The numbers under the images in the first and third row are the prediction scores of the 'non-food' class. The numbers under the interpretations are the prediction scores of 'non-food' on the masked images produced by keeping 20% most important pixels. A higher prediction score means a better interpretation.

As shown in the first row of Figure 3, the input image and the similar reference images found by RI are all predicted as 'non-food' with high prediction scores.

All these images contain human, which indicates the common decision logic to predict these images as 'non-food' is that they contain human bodies instead of food.

We can see from the second row of Figure 3 that this common decision logic is accurately identified by RI. The interpretation computed by RI from the input image correctly identifies the human bodies in the input image and the similar reference images.

These results demonstrate the superior performance of RI in finding representative interpretations that reveal the common decision logic on similar images.

The third row of Figure 3 shows the same input image as the first row, and the similar reference images found by the
baseline methods. These images are perceived as conceptually similar because they all contain large areas of natural scene, thus the common decision logic to predict them as ‘non-food’ should be the natural scene.

However, we can see from the 4th, 5th and 6th rows that the interpretations produced by Grad-CAM, Grad-CAM++ and Score-CAM all identify the human bodies instead of the natural scene in the input image, but the interpretations on the similar reference images all identify natural scene.

The inconsistency between the interpretations on the input image and the similar reference images demonstrate that Grad-CAM, Grad-CAM++ and Score-CAM cannot produce good representative interpretations to reveal the common decision logic of a CNN in making predictions on a large number of similar images.

We can also see from the last row of Figure 3 that ACE did a fairly good job in consistently identifying the image patches of natural scene in the input image and the reference images. However, as demonstrated by the quantitative experimental results in Section 6.4 and Appendix C, the interpretation quality of ACE is significantly lower than RI due to the high sensitivity of image segmentation and clustering.

C. Representativeness on Reference Images

In this section, we use the reference dataset to quantitatively evaluate how well can an interpretation generated on an input image be reused to interpret predictions made on similar reference images.

We randomly sample 1,000 images from the reference dataset as the input images to generate 1,000 interpretations for each method. For each interpretation, we use AD (7) and AI (8) again for evaluation, except this time we take $S$ to be the 1,000 most similar reference images.

For each of RI, Grad-CAM, Grad-CAM++ and Score-CAM, we use every input image to generate an interpretation. Since ACE requires a set of images to produce one interpretation, we first use an input image to find 49 nearest reference images to the input image in the space of $\Omega$. Then, we use the 50 images including the input image and the 49 nearest images as the input to ACE to generate one interpretation for the input image.

For each of the baseline methods, to evaluate the representativeness of an interpretation computed from an input image $x$, we first find the top-$K$ nearest reference images to $x$ in the space of $\Omega$ using Euclidean distance, and then use these images as the set of similar images $S$ to compute the AD and AI of the interpretation.

For RI, we use the set of top-$K$ similar images ranked by semantic distance to compute the AD and AI of each interpretation.

Figure 4 shows the mean Average Drop (mAD) and the mean Average Increase (mAI) of the 1,000 interpretations generated by each of the methods for different values of $K$.

Here, $K = 1$ means the set of similar images $S$ contains only the input image $x$, because $x$ is the most similar to itself. In this case, the mAD and mAI performance are evaluated on the input images only.

We can see that RI achieves the best mAD performance on all the datasets, and it also achieves the best mAI performance on most of the datasets. These results demonstrate the superior performance of RI in producing representative interpretations.

The mAI performance of RI is worse than the other methods in Figure 4(h), because a large proportion of the similar images found by RI on the FOOD dataset has a high prediction score close to 100%. Thus, it is very difficult to further increase the score by masking the images based on interpretations.

Actually, due to the high quality of the representative interpretations produced by RI, most of the masked images produced by RI only have a slight drop of prediction scores. Therefore, as shown in Figure 4(g), RI still achieves a much better mAD performance than all the baseline methods on the FOOD dataset.

We can also see in Figures 4(a), 4(e) and 4(g) that the mAD of Score-CAM is slightly better than RI when $K = 1$. This is because Score-CAM focuses on maximizing the prediction scores of the masked input image, thus it achieves a better mAD on the input image. However, RI focuses on finding the most representative interpretation for both the input image and a large number of similar images. There-
The ACU-GT, ACU-MD and CVR performance of RI and the CNN model $F$. We run RI for 5 independent times and compute the mean and standard deviation for each of ACU-GT, ACU-MD and CVR. The ACU-GT of $F$ is the prediction accuracy of the CNN model $F$ with respect to the ground truth labels. The ACU-MD of $F$ is always 100% because the prediction results of $F$ are used as the ground truth to compute ACU-MD. The CVR of $F$ is always 100% because $F$ is applicable to predicting the labels of all the images. Ref. and Unseen represents the reference dataset and the unseen dataset, respectively. We set $|V| = 40$ for RO, and $|V| = 20$ for the other datasets.

### D. Prediction Accuracy and Coverage of the Decision Regions Produced by RI

In this section, we evaluate the quality of the interpretations of RI by analyzing the prediction accuracy and the coverage of the decision regions produced by RI.

Recall that each representative interpretation produced by RI for an input image $x \in \mathcal{X}$ is a convex polytope $P(x)$, and $P(x)$ induces a decision region that predicts all the images it covers as $\text{Class}(x)$.

If the predictions made by a decision region have a high accuracy, then the corresponding interpretation will be closer to the real decision logic of the CNN $F$. If the convex polytope of the decision region covers a lot of images, then the interpretation is representative.

Based on the above insight, we design the following experiments to analyze the prediction accuracy and the coverage of the decision regions produced by RI.

For each dataset, we first follow the steps in Section 6.4 to generate a set $V$ of interpretations using RI. Each interpretation $v \in V$ corresponds to a convex polytope that induces a decision region. This gives us a number of $|V|$ decision regions in total.

As illustrated in Section 6.4, we set $|V| = 40$ for RO, and $|V| = 20$ for the other datasets.

For each decision region produced by RI from an input image $x$, we predict all the images covered by the corresponding convex polytope as $\text{Class}(x)$.

If an image $x' \in \mathcal{X}$ is covered by multiple convex polytopes, we predict the label of $x'$ by the decision region induced by the convex polytope that covers the largest number of reference images.

We evaluate the accuracy of the predictions made by the decision regions of RI by the following two types of prediction accuracies.

The first one, denoted by ACU-GT, is the prediction accuracy computed using the ground truth labels of the images. A higher ACU-GT means the decision regions work better in accurately predicting the ground truth labels of the covered images, which further indicates the corresponding interpretations are likely to capture some useful patterns for making accurate predictions.

The second one, denoted by ACU-MD, is the prediction accuracy computed by treating the labels predicted by the CNN model $F$ as ground truth. A higher ACU-MD means the predictions made by the decision regions align better with the predictions made by $F$, which further indicates the corresponding interpretations are closer to the decision logic of $F$.

We also evaluate the coverage (CVR) of the decision regions by the proportion of images that are covered by at least one of the $|V|$ decision regions. A larger CVR means a higher representativeness of the interpretations.

We run RI for 5 independent times and compute the mean and standard deviation for each of ACU-GT, ACU-MD and CVR.

Table 2 shows the ACU-GT, ACU-MD and CVR performance of RI and the CNN model $F$ on the reference datasets and unseen datasets of ASIRRA, GC, RO and FOOD.

Since the interpretations produced by the baseline methods cannot be used as classifiers to make predictions on images, we cannot report their ACU-GT, ACU-MD and CVR performance.

As shown in Table 2, the decision regions produced by RI achieve very high ACU-GT on both the reference dataset and the unseen dataset. This means the decision regions capture some useful representative patterns to make accurate predictions.

The ACU-GT of RI sometimes outperforms the original CNN model $F$. This is because the ACU-GT of RI is computed on the covered images, but the ACU-GT of $F$ is computed on the complete set of images, which may contain more misclassified images.

The decision regions also achieve very high ACU-MD on all the datasets. This indicates that the predictions made by the decision regions align very well with the CNN model $F$. Thus, the corresponding interpretations are closer to the decision logic of $F$.

The CVR of RI is also very large. With 40 interpretations for RO and 20 interpretations for the other datasets,
we follow the same experiment setting as Appendix D to compute the mean and standard deviation of the ACU-GT and ACU-MD of RI for 6 different values of $|Q|$, such as 1, 5, 10, 30, 50 and 70.

Figure 5 shows the ACU-GT and ACU-MD of RI on the reference and unseen datasets of ASIRRA, GC, RO and FOOD. The reason is that increasing the number of linear boundaries in $Q$ largely improves the descriptive power of the convex polytopes produced by RI, thus the ACU-GT and ACU-MD of RI first increase and then become stable when $|Q|$ is large. However, when the number of linear boundaries in $Q$ is large, existing linear boundaries in $Q$ are good enough to produce high-quality convex polytopes, thus adding newly sampled linear boundaries into $Q$ will not further increase the ACU-GT and ACU-MD of RI very much. In consequence, the ACU-GT and ACU-MD of RI become stable when $|Q|$ is large.

Recall that when the cardinality of $Q$ increases, the ACU-GT and ACU-MD of RI first increase and then become stable when $|Q|$ is large. The reason is that increasing the number of linear boundaries in $Q$ largely improves the descriptive power of the convex polytopes produced by RI, thus the ACU-GT and ACU-MD of RI first increase and then become stable when $|Q|$ is large. However, when the number of linear boundaries in $Q$ is large, existing linear boundaries in $Q$ are good enough to produce high-quality convex polytopes, thus adding newly sampled linear boundaries into $Q$ will not further increase the ACU-GT and ACU-MD of RI very much. In consequence, the ACU-GT and ACU-MD of RI become stable when $|Q|$ is large.

Recall that a high ACU-GT indicates that the interpretations produced by RI capture some useful patterns of data to make accurate predictions; and a high ACU-MD means the proportion of images covered by the corresponding decision regions is more than 97% on all the datasets.

Recall that an interpretation of RI generally applies to all the image covered by the corresponding decision region, a large CVR demonstrates the outstanding representativeness of the interpretations produced by RI.

### E. Parameter Analysis

In this section, we analyze how the cardinality of $Q$, denoted by $|Q|$, affects the ACU-GT and ACU-MD performance of RI on every dataset.

We follow the same experiment setting as Appendix D to compute the mean and standard deviation of the ACU-GT and ACU-MD of RI for 6 different values of $|Q|$, such as 1, 5, 10, 30, 50 and 70.

Figure 5 shows the ACU-GT and ACU-MD of RI on the reference and unseen datasets of ASIRRA, GC, RO and FOOD.

Each solid point on the blue solid curve shows the mean ACU-GT of RI, and the corresponding error bar shows the standard deviation of the ACU-GT of RI.

The ACU-GT of $F$ is a single scalar for each value of $|Q|$, thus we draw the ACU-GT of $F$ as a dashed curve without error bars.

Figure 6 is drawn in a similar way as Figure 5 to show the ACU-MD of RI and $F$ on each dataset. The ACU-MD of $F$ is always 100% because the prediction results of $F$ is used as ground truth to compute ACU-MD.

We can see from Figure 5 and Figure 6 that the ACU-GT and ACU-MD of RI are small when $|Q|$ is small. This is because every convex polytope produced by RI consists of some linear boundaries in $Q$. If the number of linear boundaries in $Q$ is too small, a convex polytope produced by RI will not have enough linear boundaries to approximate the complex decision logic of $F$. Therefore, the ACU-GT and ACU-MD of RI will be compromised.

We can also see that, when the cardinality of $Q$ increases, the ACU-GT and ACU-MD of RI first increase and then become stable when $|Q|$ is large. The reason is that increasing the number of linear boundaries in $Q$ largely improves the descriptive power of the convex polytopes produced by RI, thus the ACU-GT and ACU-MD of RI increases significantly in the beginning. However, when the number of linear boundaries in $Q$ is large, existing linear boundaries in $Q$ are good enough to produce high-quality convex polytopes, thus adding newly sampled linear boundaries into $Q$ will not further increase the ACU-GT and ACU-MD of RI very much. In consequence, the ACU-GT and ACU-MD of RI become stable when $|Q|$ is large.

Recall that a high ACU-GT indicates that the interpretations produced by RI capture some useful patterns of data to make accurate predictions; and a high ACU-MD means the proportion of images covered by the corresponding decision regions is more than 97% on all the datasets.

Recall that an interpretation of RI generally applies to all the image covered by the corresponding decision region, a large CVR demonstrates the outstanding representativeness of the interpretations produced by RI.
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Each solid point on the blue solid curve shows the mean ACU-GT of RI, and the corresponding error bar shows the standard deviation of the ACU-GT of RI.

The ACU-GT of $F$ is a single scalar for each value of $|Q|$, thus we draw the ACU-GT of $F$ as a dashed curve without error bars.

Figure 6 is drawn in a similar way as Figure 5 to show the ACU-MD of RI and $F$ on each dataset. The ACU-MD of $F$ is always 100% because the prediction results of $F$ is used as ground truth to compute ACU-MD.

We can see from Figure 5 and Figure 6 that the ACU-GT and ACU-MD of RI are small when $|Q|$ is small. This is because every convex polytope produced by RI consists of some linear boundaries in $Q$. If the number of linear boundaries in $Q$ is too small, a convex polytope produced by RI will not have enough linear boundaries to approximate the complex decision logic of $F$. Therefore, the ACU-GT and ACU-MD of RI will be compromised.

We can also see that, when the cardinality of $Q$ increases, the ACU-GT and ACU-MD of RI first increase and then become stable when $|Q|$ is large. The reason is that increasing the number of linear boundaries in $Q$ largely improves the descriptive power of the convex polytopes produced by RI, thus the ACU-GT and ACU-MD of RI increases significantly in the beginning. However, when the number of linear boundaries in $Q$ is large, existing linear boundaries in $Q$ are good enough to produce high-quality convex polytopes, thus adding newly sampled linear boundaries into $Q$ will not further increase the ACU-GT and ACU-MD of RI very much. In consequence, the ACU-GT and ACU-MD of RI become stable when $|Q|$ is large.

Recall that a high ACU-GT indicates that the interpretations produced by RI capture some useful patterns of data to make accurate predictions; and a high ACU-MD means the proportion of images covered by the corresponding decision regions is more than 97% on all the datasets.

Recall that an interpretation of RI generally applies to all the image covered by the corresponding decision region, a large CVR demonstrates the outstanding representativeness of the interpretations produced by RI.
interpretations produced by RI is close to the decision logic of \( F \). According to the results in Figure 5 and Figure 6, since the ACU-GT and ACU-MD of RI are large and stable on all the datasets when \(|Q|\) is larger than 50, we simply set \(|Q| = 50\) for RI to achieve outstanding interpretation performance in our experiments.

### F. A/B Test on Retina OCT Dataset

In this section, we conduct an A/B test on the Retina OCT (RO) dataset to demonstrate the effectiveness of RI in improving the diagnosis accuracy of human on retina disease.

The setting of the A/B test is as follows.

**Task:** We formulate a binary classification task using images from the two classes of NORMAL and DME in the RO dataset. NORMAL represents the images of normal retina and DME is a type of retina disease. The goal of the task is to predict whether an input image is NORMAL or DME.

**The CNN model and the interpretation method:** We train a VGG-19 model \([53]\) to achieve a testing accuracy of 97\% for the binary classification task between NORMAL and DME. We use RI to produce representative interpretations on the VGG-19 model.

**Subjects:** The subjects of the A/B test is a group of 20 people without any knowledge background on retina disease. To prepare these people for the binary classification task, we give the same written tutorial to each subject to teach them the basic skills to distinguish between NORMAL and DME. Every subject has 10 minutes to read the tutorial.

**Test A:** The test A consists of 50 multiple-choices questions. Each question requires the subject to answer whether a retina image is NORMAL or DME. The choices of answers are: ‘Definite DME’, ‘Maybe DME’, ‘Not sure’, ‘Maybe NORMAL’, and ‘Definite NORMAL’. A ‘Not sure’ answer receives a score of 0. For answers with ‘Maybe’, a correct one receives a score of +1, but a wrong one receives a score of -1. For answers with ‘Definite’, a correct one receives a score of +2, but a wrong one receives a score of -2. Every subject taking test A will see the prediction results of the CNN model on the input retina images. However, to simulate the practical scenario that many people may not trust a machine learning model in making diagnosis, we lie to every subject that the CNN model only has a testing accuracy of 80\%. Every subject is taking the same set of 50 questions, but the order of the questions is randomly generated for each subject. The sum of the scores of the 50 questions are collected as the final score for each subject in test A.

**Test B:** The test B follows exactly the setting of test A. The only difference is that a subject is able to see the interpretation result generated by RI for each input retina image. We allow a subject to freely choose whether or not to see the interpretation result for the input image of each question. We log three types of interpretation actions when a subject sees the interpretation result; these actions include: (i) ‘show similar images’ shows the similar retina images to the input image ranked by RI; (ii) ‘show heat map’ shows the heat map generated by RI on the input retina image and the similar retina images; and (iii) ‘Zoom in’ enlarges the similar images to show more details. The sum of the scores of the 50 questions are collected as the final score for each subject in test B.

Every subject is required to take Test A first and then take test B. Since the orders of the 50 questions are randomly generated for every test, it is very difficult for a subject to memorize his/her answers in test A when taking test B.

Every subject produces a final score for test A, denoted by ‘Score A’, and a final score for test B, denoted by ‘Score B’. We collect the difference score between Score B and Score A, that is, Score B minus Score A, for each subject. This produces 20 difference scores.

A larger difference score means Score B is higher than Score A, which indicates using interpretations produced by RI can improve the diagnosis accuracy of human on retina disease.

Recall that we also log the interpretation actions of each subject in test B. We collect the total number of interpretation actions of each subject to measure how often a subject uses the interpretation results produced by RI.

We draw the results produced by the 20 subjects as the blue points and the corresponding error bars in Figure 7. Denote by \((x, y)\) the coordinates of a blue point in Figure 7. The mean of the difference scores of all the subjects whose numbers of actions fall into the interval of \([x, x + 30]\). The corresponding error bar shows the standard deviation of the difference scores of the subjects. There is no blue point for \(x = 60\) since there is no participant whose number of interpretation actions is between 60 and 90.

Figure 5 shows that a more frequent use of the interpretation results produced by RI contributes to a higher difference score. This demonstrates the high effectiveness of RI in helping people making more accurate diagnosis on retina images.

### G. More Interpretation Examples of RI

We present more examples in Figure 8 to show the good interpretation performance of RI on each of ASIRRA, GC, RO and FOOD.

We can see from the results that the representative interpretations produced by RI always highlight meaningful
common parts of the input image and the similar images. For example, the faces of cats and dogs in Figures 8(a)-8(d), and the beard of male in Figures 8(g) and 8(h).

Obviously, showing similar images with common highlighted parts as the input image makes our interpretations more convincing than showing only the interpretation on the input image.

The results in Figure 8 further demonstrate the outstanding performance of RI in producing representative interpretations to reveal the common decision logic of a CNN on an input image as well as the images that are similar to the input image.