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Abstract—Microsoft Kinect sensor has been widely used in many applications since the launch of its first version. Recently, Microsoft released a new version of Kinect sensor with improved hardware. However, the accuracy assessment of the sensor remains to be answered. In this paper, we measure the depth accuracy of the newly released Kinect v2 depth sensor, and obtain a cone model to illustrate its accuracy distribution. We then evaluate the variance of the captured depth values by depth entropy. In addition, we propose a trilateration method to improve the depth accuracy with multiple Kinetics simultaneously. The experimental results are provided to ascertain the proposed model and method.

Index Terms—Depth accuracy distribution, multi-Kinect trilateration, depth resolution, depth entropy, Kinect v2.

I. INTRODUCTION

In the past few years, the areas of computer vision have been developing quickly due to the improvements in computer and camera capabilities. While RGB cameras capture the color information, depth cameras measure the range information between the camera and the object, which offers more convenience for three-dimensional (3D) model construction, object tracking, movement detection, etc [1]. Both industrial and consumer-grade depth sensors have been developed to satisfy the requirements from researchers and common users [2]. Typical devices include Cyberware laser head scanner [3], MESA Imaging SRFamily Time-of-Flight (ToF) camera [4], and PrimeSense Carmine structured-light cameras [5].

The launch of Microsoft Kinect for Windows sensor v1 [6] in November 2010 further enriched the depth-camera device options with its low consumer price, compact size, and the capability to capture depth and image data at video rate. Kinect v1 projects patterns consisting of many stripes at once, and allows the acquisition of a multitude of samples simultaneously. Kinect has several advantages: it can capture color and depth images at video rate well in low light levels, resolve silhouette ambiguities in pose, and is color and texture invariant. Besides, its operation has no difference compared with video cameras, making it be easily operated by common users [7].

Recently, Microsoft has released Kinect v2, which much improved the depth measurement accuracy. Regarding the depth sensing principle, Kinect v1 adopts structured-light method, which projects patterns consisting of many stripes at once, or of arbitrary fingers, and allow the acquisition of a multitude of samples simultaneously [8]. Compared with v1, Kinect v2 utilized Time-of-Flight method, which use active sensors to measure the distance of a surface by calculating the round-trip time of a pulse of light [9]. As a result, the captured depth images from Kinect v2 have better quality, and in our work we mainly focus on evaluating the depth sensing capability of Kinect v2.

Besides evaluating Kinect v2’s depth accuracy, we also propose a method to improve its accuracy by applying trilateration principle with multiple Kinetics v2. The trilateration principle has been widely used in Global Positioning System (GPS), Wireless Sensor Networks (WSN), and other localization research areas [10]. In our experiment, we put three Kinects at different locations while measuring the same target, and then applied the proposed trilateration method to achieve the optimal position of the target. The compelling results ascertained our method.

To the best of our knowledge, there have been no existing work evaluating the accuracy of Kinect v2 until now. Thus, in this paper, we evaluate its accuracy and make the following contributions:

- We measure the depth accuracy of the newly released Kinect v2 depth sensor, and obtain a cone model to describe its accuracy distribution.
- We adopt entropy to evaluate the variance of the captured depth values.
- We propose a trilateration method to improve the depth accuracy with multiple Kinect v2 sensors.

The organization of this paper is as follows. Section II introduces some researches related to depth camera accuracy evaluation. In Section III, we explain the detailed method of the accuracy assessment. Section IV illustrates our proposed trilateration method with multiple Kinetics. The experimental results and discussions are given in Section V. Finally, we summarize the paper and draw the conclusion in Section VI.

II. RELATED WORK

A variety of approaches have been developed to evaluate the accuracy of Kinect v1. Khoshelham et al. proposed a mathematical model for Kinect v1 depth sensor measurement, and presented a theoretical error analysis which provides an insight into the factors affecting the accuracy of the data...
In their model, they used calibration parameters, such as focal length, principle point offsets, lens distortion coefficients, base length, and the distance of the reference pattern, to calculate the 3D coordinates. Their experimental results showed that the random error of depth measurement becomes larger with the increase in distance between the sensor and the target object. Another contribution of their work is that they adopted a point cloud obtained from a calibrated laser sensor as the ground truth to evaluate the point cloud data reconstructed by Kinect v1 with careful registration.

As Microsoft Corporation has developed a real-time human skeletons recognition system by Kinect v1 [13], some researchers also focused on accuracy evaluation for the human body joints tracking by Kinect. Wheat et al. asked the participants to perform movements (such as reaching and throwing objects), and then compared the detected joints movements by Kinect v1 and by the gold-standard system (a 12 digital-camera capture system) [14]. From the results, they concluded that Kinect v1 can be a potentially valuable motion analysis tool, but certain improvements in accuracy are required. They also tested the feasibility of Kinect v1 as a 3D scanning sensor and whole body tracking device, and obtained good results. Galna et al. [15] measured the relevant movements of subjects with Parkinson’s disease using Kinect v1. They found that Kinect v1 detects the timing of movement repetitions accurately, but has varied success in measuring spatial characteristics of movements based on the moving ranges.

Improving the accuracy of Kinect also attracts a lot of attentions. In the following part, we summarize previous work from two aspects, including calibrating color-depth sensors and increasing the overall performance with multiple Kinetics:

- **Calibration**: Kinect is able to capture both color and depth images. Thus, Herrera et al. and Raposo et al. separately proposed algorithms to calibrate the color-depth camera pair [16], [17]. Their disparity distortion correction model considerably improved the reconstruction accuracy by taking into account color and depth features simultaneously and considering the camera pair system as a whole. With their contribution, the 3D models with better accuracy were reconstructed.

- **Multiple Kinetics**: As a single sensor may have limitations of resolution, field of view, or accuracy, some researchers used multiple sensors to improve their experimental results. For example, Tong et al. [18] proposed a method using three Kinetics simultaneously to scan 3D full human bodies. Their method overcame a single Kinect’s comparably low X/Y resolution and depth accuracy drawbacks, which can result in low-quality acquired data. With careful global alignment, they solved the loop-closure problem efficiently.

In this paper, we proposed to apply trilateration principle with multiple Kinetics v2 to improve the overall depth accuracy, which has not been conducted to the best of our knowledge. The trilateration principle has been widely used in many location-estimation-related research areas. For example, Awad et al. used Received Signal Strength Indicator (RSSI) in Wireless Sensor Networks (WSN) to realize adaptive distance estimation and location based on trilateration concept [19]; Thomas et al. presented an alternative closed-form formulation to improve the robot localization result by trilateration [20]; and Bajaj et al. introduced several cost-effective Global Positioning Systems (GPS) which use three or more satellites to determine the target’s latitude, longitude, and altitude with trilateration principle [21]. In the following parts, we list the advantages of using trilateration principle in multi-Kinect’s case:

First, trilateration principle considers each sensor and its corresponding measured distance as the center and radius of a sphere, and then calculates these spheres’ common interaction point by solving the sphere equation set [22]. As the calculation is mainly based on the optimal estimation, the trilateration principle obtains much better position estimation compared with simply averaging the measurements from all of the sensors [23].

Second, the solution framework of trilateration is quite flexible, and can be easily extended to the situation with numerous Kinetics. Murphy et al. applied trilateration principle to track the trucks in a practical mining application with eight
sensors [24].

Third, the redundancy views of multiple sensors can enhance the robustness and accuracy of the measurement results. Both experiments by Le et al. [25] and Beyer et al. [26] validated that additional sensors can reduce measurement errors.

III. KINECT ACCURACY ASSESSMENT

Since 3D data fusion, body tracking, and many other applications are based on the measured depth information, our accuracy assessment in this paper mainly focus on the depth camera embedded in Kinect v2. Five attributes including accuracy distribution, depth resolution, depth entropy, edge noise and structural noise are evaluated to assess the performance of the depth camera. To localize the cameras’ position of Kinect v2, we disassembled the sensor as shown in Fig. [3]

To assess the performance of the depth camera embedded in Kinect v2, a 19-inch screen is used as a planar surface in the experiments of the following sections for collecting depth data. The screen is positioned perpendicular towards Kinect v2 or pointed with a specific angle towards Kinect v2. To guarantee the aforementioned specific angle (perpendicular case corresponds with 90 degree’s case), a AGPtak Handheld Digital Laser Point Distance Meter (measuring range: 40m, accuracy: ±2mm, laser class: class II, laser type: 635nm) was applied. Specifically, three distances between the Kinect front cover and the planar surface are taken with the mentioned laser distance meter. With these three distances and Kinect size data, the desired angle can be assured using geometrical relation.

A. Accuracy Distribution

In this paper, depth accuracy means the difference between the true depth value and the average value of the measured depth values corresponding with a planar surface located in front of a Kinect v2. As shown in Fig.[3]a, the depth values inside the light blue circle are captured by a Kinect v2 representing a planar surface and a average depth value is calculated as the center of the circle. The difference between the mentioned average depth value and the true depth value is defined as depth accuracy.

Specifically, by denoting the depth values measured by a Kinect v2 as a set $M_d$, and the true distance between the planar surface and Kinect as $d$, the depth accuracy can be computed by the following equation

$$\text{Depth Accuracy} = d - \text{mean}(M_d) \tag{1}$$

where $\text{Mean}(\cdot)$ computes the mean value of $(\cdot)$. In the experiment, to compute the depth accuracy, a planar surface is placed perpendicular towards Kinect v2 with a specific distance, and the depth value matrix representing the planar surface is obtained by Kinect SDK. Meanwhile, the distance between Kinect v2 and the planar surface is measured by a laser distance meter, which is assumed as true value here.

To illustrate how the depth accuracy differs in the space, a 3D cone is built to show the accuracy distribution. Here

the accuracy distribution are evaluated from both horizontal and vertical direction. In the horizontal direction, the planar surface is pointed perpendicular towards the Kinect v2. The planar surface is placed at the distance of 1m, 2m, 3m and 4m away from the Kinect sensor. In the vertical direction, we use a flat wall as the planar surface to evaluate the vertical accuracy and the Kinect sensor is positioned at the distance of 1m, 2m, 3m and 4m away from the wall. For both directions, at each location, a matrix of distance values in millimeters is exported by Kinect SDK (a Software Development Kit) and then loaded into Matlab for computation and visualization.

B. Depth Resolution

Depth resolution means the minimum detectable difference by the Kinect sensor in a certain continuous distance range. Thus, the smaller distance difference being detectable, the more precise depth values being measured, and the higher resolution being achieved. As shown in Fig.[2]b, there are totally five depth values measured and the minimum difference among the differences between the adjacent depth values is the depth resolution. Specifically, the depth resolution is defined as follows

$$\text{Depth Resolution} = \min |M_d[i + 1] - M_d[i]| \tag{2}$$

where $M_d[i + 1]$ and $M_d[i]$ are two adjacent depth values in $M_d$, $\min(\cdot)$ computes the minimum value of $(\cdot)$. In our set-up, to compute depth resolution, a planar surface is positioned with two specific angle (45 or 60 degrees) towards Kinect v2. The experiment is repeated when the planar surface is positioned at different distances (1m, 1.5m, 2m, 2.5m, 3m, 3.5m and 4m away from the Kinect sensor). At each position, depth values, in the recorded frame, are extracted and processed accordingly.

C. Depth Entropy

As limited to the performance of the depth camera, the infrared emitters, the surfaces’ materials and the ambient light, the depth values keep changing over time. Even if the sensor’s set-up is stationary, a given pixel may vary in several millimeters. As shown in Fig.[2]c, the depth value at a specific position varies for times. By applying entropy concept, depth entropy is defined to illustrate the stability and reliability of the Kinect sensor with time. Specifically, the depth entropy is defined as follows

$$\text{Depth Entropy}(i) = - \sum_j p(i)_j \log_2 p(i)_j \tag{3}$$

where $i$ is the index of the depth value in $M_d$, $j$ is the possible difference values of $M_d(i)$ between two adjacent time frame. $p(i)_j$ is frequency of occurrence of $j$ within the tested time frames. In our experiment set-up, a planar surface is pointed perpendicular towards the Kinect v2 with 1m, 2m, 3m, 4m distance away. The depth values representing the planar surface is exported from Kinect SDK each second and a total of 30 time frames are exported and post-processed to calculate the depth entropy.
D. Edge Noise

There are measurement noise occurring at the edges of an object when the object has a sharp contour. As shown in Fig.2(d), a circular planar surface is positioned perpendicular towards the Kinect v2 where the colors represent different depth values measured by the Kinect v2. It is shown that the depth values corresponding with the contour have different values (i.e., measurement noise) compared with that corresponding with the central part. These measurement noise happened on the sharp contours of an object are defined as edge noise here. In our experiment set-up, a Kinect is pointed perpendicular towards a planar surface where a depth frame is recorded. The experiment is repeated with different locations of the planar surface (1m, 2m, 3m, and 4m away from the Kinect sensor, respectively). According to the depth values obtained from the frames, the edge noise’s distribution is visualized and further analyzed on possible reasons.

E. Structural Noise

Ideally, the depth values should be constant when a planar surface is pointed perpendicular towards the depth camera, but in reality the camera cannot capture a perfect flat surface. The depth values distribute in ring shapes with different radii as Fig.2(e). This noise phenomenon is defined as structural noise. To assess this noise character, we assume that a wall is even enough and consider it as a flat surface. A Kinect v2 is pointed perpendicular towards the wall for capturing depth data representing the wall. This experiment is repeated with different Kinect v2 locations (1m, 2m, 3m, and 4m away from the Kinect sensor to the planar surface) to analyze this noise phenomenon.

IV. MULTI-KINET TRILATERATION

A. Triilateration Principle

The basic idea of trilateration method is utilizing multiple sensors to measure the distances between the target and each sensor, and building several spheres by taking each sensor as a center point and its corresponding distance as the radius. Thus, the target position is the common interaction point of these spheres, which can be determined by solving a set of equations representing all the spheres [24]. As the sensor number is usually much more than the to-be-determined position variables (i.e., the sensor information is usually redundant), the solution of the above mentioned equation set can be achieved under the least squares sense by applying pseudo-inverse. In this paper, we apply this trilateration principle to improve the overall accuracy of the multi-Kinect’s measurements.

B. Trilateration for Improving Multi-Kinect Accuracy

Suppose there are n Kinect v2 sensors positioned accordingly in a specific coordinate system and the target is placed where each Kinect sensor is able to observe it (Fig.3). The target position can be calculated by solving the following sphere equations

\[
\begin{align*}
(x_o - x_{k_1})^2 + (y_o - y_{k_1})^2 + (z_o - z_{k_1})^2 &= r_{k_1}^2 \\
(x_o - x_{k_i})^2 + (y_o - y_{k_i})^2 + (z_o - z_{k_i})^2 &= r_{k_i}^2 \\
&\vdots \\
(x_o - x_{k_n})^2 + (y_o - y_{k_n})^2 + (z_o - z_{k_n})^2 &= r_{k_n}^2
\end{align*}
\]

where \((x_{k_i}, y_{k_i}, z_{k_i})\) is the location of Kinect \(k_i\), \((x_o, y_o, z_o)\) is the target position to be solved. \(r_{k_i}\) is the range between Kinect \(k_i\) and the target position measured by Kinect \(k_i\). However,
there is always noises and disturbances in real applications (such as accuracy limit for hardware devices, the clock offsets, etc.). Here, we use \(e_{ki}^2\) to represent the noise coming from \(i\)-th Kinect and the Equation (4) can be written as

\[
\begin{aligned}
(x_o - x_{ki})^2 + (y_o - y_{ki})^2 + (z_o - z_{ki})^2 - r_{ki}^2 &= e_{ki}^2 \\
(x_o - x_{kj})^2 + (y_o - y_{kj})^2 + (z_o - z_{kj})^2 - r_{kj}^2 &= e_{kj}^2 \\
&\vdots \\
(x_o - x_{kn})^2 + (y_o - y_{kn})^2 + (z_o - z_{kn})^2 - r_{kn}^2 &= e_{kn}^2
\end{aligned}
\]

(5)

Hence, we can obtain an optimal position of the target by minimizing the sum of the errors \(e_{ki}^2\) (1 \(\leq\) \(i\) \(\leq\) \(n\))

\[
(x_o, y_o, z_o) = \arg \min_{x,y,z} \left( \sum_{i=1}^{n} e_{ki}^2 \right)
\]

(6)

From Equation (4), for the \(i\)-th Kinect, the sphere equation containing the range measurement \(r_{ki}\) and its position coordinate \((x_{ki}, y_{ki}, z_{ki})\) is

\[
\begin{aligned}
(x_o - x_{ki})^2 + (y_o - y_{ki})^2 + (z_o - z_{ki})^2 &= r_{ki}^2
\end{aligned}
\]

(7)

where \(i = 1, 2, \cdots, n\). By adding and subtracting \(x_{kj}, y_{kj}\) and \(z_{kj}\) (\(j = 1, 2, \cdots, n, j \neq i\)) to the above equation, we have

\[
\begin{aligned}
(x_o - x_{kj} + x_{kj} - x_{ki})^2 + (y_o - y_{kj} + y_{kj} - y_{ki})^2 + (z_o - z_{kj} + z_{kj} - z_{ki})^2 &= r_{kj}^2
\end{aligned}
\]

(8)

After expanding and merging terms, we obtain

\[
\begin{aligned}
(x_o - x_{kj})(x_o - x_{kj} + x_{kj} - x_{ki}) + (y_o - y_{kj})(y_o - y_{kj} + y_{kj} - y_{ki}) + (z_o - z_{kj})(z_o - z_{kj} + z_{kj} - z_{ki}) &= r_{kj}^2 + r_{ki}^2 - r_{kj}^2 - r_{ki}^2 + e_{ki}^2 + e_{kj}^2 \\
\end{aligned}
\]

which can be written in the form of a general linear equation set

\[
Ax = b
\]

(12)
Equation (12) can be solved by

$$\mathbf{x} = \mathbf{A}^+ \mathbf{b} = (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \mathbf{b}$$

(14)

where $\mathbf{A}^+$ is the pseudo-inverse of matrix $\mathbf{A}$. According to matrix theory, the above solution provides the optimal target position under the sense of least squares. In other words, this solution provides the best estimation of the target position which minimizes the sum of the residual errors coming from the sphere equations [27]. It is noted that, if the matrix $\mathbf{A}^T \mathbf{A}$ is singular or ill-conditioned, singular value decomposition (SVD) can be applied to calculate the pseudo-inverse of $\mathbf{A}$.

C. A Case Study

We apply trilateration principle to three-Kinect set-up to improve the localization accuracy of a target object when it is placed where the Kinect sensor cannot generate depth values accurately (e.g. distance larger than 4m from the observing sensor). In our configuration, the target object is a planar surface located more than 4m away from the three Kinect sensors. The set-up is shown in Fig.4(a). In this figure, the three vertexes ($k_1$, $k_2$ and $k_3$) represent the locations of the three Kinects and $O$ represents the location of the target object. $l_{k_1k_2}$, $l_{k_1k_3}$, $l_{k_2k_3}$ are measured in real world, where $l_{k_1k_j} = \|k_1 - k_j\|_2$ is the distance between Kinect $k_1$ and Kinect $k_j$. The depth-angle pair ($\theta_{k_1}$, $D_{k_1}$), ($\theta_{k_2}$, $D_{k_2}$) and ($\theta_{k_3}$, $D_{k_3}$) are measured by Kinect $k_1$, $k_2$ and $k_3$, respectively. The depth values $D_{k_1}$, $D_{k_2}$ and $D_{k_3}$ are calculated by averaging 20×20 pixels’ values at the center of the planar surface in the depth image from each Kinect.

The trilateration method for this case study is divided into three steps where the input is the measured parameters of $l_{k_1k_2}$, $l_{k_1k_3}$, $l_{k_2k_3}$, and the observed parameters ($\theta_{k_1}$, $D_{k_1}$), ($\theta_{k_2}$, $D_{k_2}$), ($\theta_{k_3}$, $D_{k_3}$) from Kinect $k_1$, $k_2$ and $k_3$. The output is the optimized position of $O$ (denoted as $O'$). According to geometry rules, the detailed procedures are summarized as follows:

Step 1: We calculate the vertexes’ positions ($k_1(x_{k_1}, y_{k_1})$, $k_1(x_{k_2}, y_{k_2})$, $k_1(x_{k_3}, y_{k_3})$) as the centers of three spheres with measured parameters ($l_{k_1k_2}$, $l_{k_1k_3}$, $l_{k_2k_3}$)

$$\begin{align*}
x_{k_1} &= 0 \\
y_{k_1} &= 0 \\
l_{k_1k_2} &= \frac{x_{2k} - x_{k_1}}{y_{2k} - y_{k_1}} \\
y_{k_1} &= 0 \\
l_{k_2k_3} &= \frac{x_{2k} - x_{k_2}}{y_{2k} - y_{k_2}}
\end{align*}$$

(15)

where $S_1 = \frac{1}{2}(l_{k_1k_2} + l_{k_2k_3} + l_{k_1k_3})$.

Step 2: We calculate the angles and radiuses with parameters exported from each Kinect v2. The angles (from specific perspective of each Kinect v2) are calculated by Equation (16)

$$\begin{align*}
\theta_1' &= \frac{\pi}{2} - \theta_{k_1} \\
\theta_2' &= \frac{\pi}{2} - \theta_{k_2} \\
\theta_3' &= \theta_{k_3}
\end{align*}$$

(16)

In addition, we compute the three distances from the target object (location of $O$) to each Kinect sensor as three radiuses by Equation (17)

$$\begin{align*}
r_{k_1} &= \frac{D_{k_1}}{\sin \theta_{k_1}} \\
r_{k_2} &= \frac{D_{k_2}}{\sin \theta_{k_2}} \\
r_{k_3} &= \frac{D_{k_3}}{\sin \theta_{k_3}}
\end{align*}$$

(17)

Step 3: The position of $O$ is computed with trilateration method which is denoted as $O'(x'O', y'O')$ in Fig4(b), by solving Equation (18)

$$\begin{align*}
\begin{cases}
(x'O' - x_{k_1})^2 + (y'O' - y_{k_1})^2 + (z' - z_{k_1})^2 = r_{k_1}^2 \\
(x'O' - x_{k_2})^2 + (y'O' - y_{k_2})^2 + (z' - z_{k_2})^2 = r_{k_2}^2 \\
(x'O' - x_{k_3})^2 + (y'O' - y_{k_3})^2 + (z' - z_{k_3})^2 = r_{k_3}^2
\end{cases}
\end{align*}$$

(18)

where $z_{k_1} = z_{k_2} = z_{k_3} = 0$, as Kinect v2 $k_1$, $k_2$ and $k_3$ are set at the same horizontal plane. As it is clarified in Section IV-B, the three equations can be reformulated in matrix form (Equation (12)) where

$$\mathbf{A} = \begin{bmatrix} l_{k_1k_2} & 0 & \sqrt{l_{k_1k_3}^2 - y_{k_3}^2} \\
\sqrt{l_{k_1k_3}^2 - y_{k_3}^2} & 0 & 2xS_1(S_1 - l_{k_1k_3})(S_1 - l_{k_1k_2})(S_1 - l_{k_2k_3}) \end{bmatrix}$$

$$\mathbf{x} = \begin{bmatrix} x'O' \\
y'O'
\end{bmatrix}, \mathbf{b} = \begin{bmatrix} \frac{1}{2}r_{k_1}^2 - r_{k_2}^2 + l_{k_1k_2} \\
\frac{1}{2}r_{k_1}^2 - r_{k_3}^2 + l_{k_1k_3}
\end{bmatrix}$$

(19)

To verify the trilateration method improves the overall Kinect measurements, three calculated positions of $O$ (i.e., $O_{k_1}(x_{O_{k_1}}, y_{O_{k_1}})$, $O_{k_2}(x_{O_{k_2}}, y_{O_{k_2}})$, $O_{k_3}(x_{O_{k_3}}, y_{O_{k_3}})$) are considered

$$\begin{align*}
O_{k_1} : x_{O_{k_1}} &= \frac{D_{k_1}}{\tan \theta_{k_1}}, y_{O_{k_1}} = D_{k_1} \\
O_{k_2} : x_{O_{k_2}} &= x_{k_2} - \frac{D_{k_2}}{\tan \theta_{k_2}}, y_{O_{k_2}} = D_{k_2} \\
O_{k_3} : x_{O_{k_3}} &= x_{k_3} - D_{k_3} - \tan \theta_{k_3}, y_{O_{k_3}} = y_{k_3} - D_{k_3}
\end{align*}$$

(20)

where $O_{k_1}$, $O_{k_2}$ and $O_{k_3}$ are calculated solely based on $k_1$, $k_2$ and $k_3$, respectively. For example, $O_{k_1}(x_{O_{k_1}}, y_{O_{k_1}})$ is calculated with the Kinect $k_1$’s position $k_1(x_{k_1}, y_{k_1})$ and its corresponding depth-angle pair ($\theta_{k_1}$, $D_{k_1}$) by geometry rules.
Thus, totally four calculated positions of O (i.e., \(O_{k_1}\), \(O_{k_2}\), \(O_{k_3}\) and \(O'\)) are compared.

V. RESULTS AND DISCUSSION

A. Accuracy Evaluation

The following subsections explain the experiment results corresponding with the subsections in Section III.

1) Accuracy Distribution: Each frame is recorded when the planar surface is positioned at one of the key positions (Fig 6). Totally there are 21 key positions in the horizontal plane and 19 positions in the vertical plane. Based on the depth values representing the screen in each recorded depth frame, the mean depth value, standard deviation and depth range are calculated and visualized. For example, Fig 5 shows the planar surface when being pointed perpendicular towards Kinect v2 (the central key position at 2m). The x and y axis represent horizontal and vertical axis of the frame (the depth frame contains a 512×424 pixel matrix where the x values range from 1 to 512 and y values range from 1 to 424) and z axis represents the depth value of the corresponding pixel. It is shown that the depth values range from 1996mm to 2004mm here. The mean depth value and its derivation are 1999.8mm and 1.178 mm, respectively.

By summarizing the mentioned measurement accuracy of Kinect at all the key positions, we find that the accuracy error distribution of Kinect v2 satisfies an elliptical cone with 60 degrees’ angle in vertical direction and 70 degrees’ angle in horizontal direction (Fig 6). Moreover, we use three colors (i.e., green, yellow and red) to indicate the different accuracy areas by dividing the space of accuracy error distribution into three regions. Specifically, in the green, yellow and red areas of both the horizontal and vertical plane, the average accuracy is less than 2mm, between 2mm and 4mm, and more than 4mm, respectively.

2) Depth Resolution: As Section III mentioned, the planar surface is pointed with two specific angles (45 degrees and 60 degrees) towards Kinect v2 at different distances. For each recorded depth frame, a depth difference between every two adjacent pixels is calculated and the mean resolution is computed by averaging all the mentioned depth difference between each adjacent pixels in the whole depth image. Similarly, the standard deviation and max resolution are also calculated. The tendency of mean resolution, max resolution and standard deviation are shown in Fig 7 when the distance is increasing, where the horizontal axis represents the distance between the planar surface and the Kinect v2. Here, the solid line and dash line correspond with the tendency when the planar surface is inclined 45 and 60 degrees from Kinect v2, respectively. As Kinect v2 is not able to measure the depth within 0.5m, the resolution within 0.5m is set as 0 here. It is shown that: 1) the mean depth resolution and max resolution increase with distance, meaning that a coarser depth image...
is made with distance increase; 2) A larger tilt angle leads to a lower depth resolution and a larger standard deviation; 3) When the distance increases larger than 2m, the max resolution and standard deviation (for both 45 and 60 degrees tilt) increase faster.

3) Depth Entropy: To illustrate the phenomenon that the depth value of each pixel keeps varying within 6mm over time, at each position of the planar plane (1m, 2m, 3m or 4m away from the Kinect v2), totally 30 depth frames are recorded. For these recorded 30 frames, the sizes of each frame’s pixel matrix representing the planar surface are the same, but the distribution of the pixels’ values is different (depth value keep varying over time). For each two adjacent frame of the 30 frames, every variance between the two pixels at the same position of the two pixel matrices is calculated, which means totally 29 variances are calculated for one specific position of the 30 pixel matrices. Based on the calculated variance, an entropy distribution figure can be built by Equation (3). We found there is no apparent singularity in these entropy distribution figures. For example, Fig8(a) shows the entropy distribution when the planar plane is 2m away from the Kinect v2 where each pixel’s value represents a specific corresponding pixel’s entropy on the depth frames. Furthermore, the general tendency of mean entropy tendency and its standard deviation are analyzed in Fig8 (b-c) where the horizontal axis represents the distance between the Kinect v2 and the planar plane. It is shown that 1) the standard deviation of the entropy decreases when the distance increases because the number of the pixels representing the screen decreases with the distance increases; 2) the mean entropy increases fast after the distance is beyond 2m.

4) Edge Noise: In real applications, wrongly measured pixels by Kinect v2 can lead to abnormal contours. Here, we use this phenomenon to evaluate the edge noise of Kinect v2. Specifically, the planar plane is set in front of the Kinect v2 and contours of the plane is analyzed. Fig9 shows a depth frame when the planar plane is located 1m away from the Kinect v2 where x and y axis represent the horizontal and vertical index of the frame, respectively.

We observe that zero-value contours existing around the planar plane’s edges (shown as deep blue contour). According to the manual of Kinect v2, a zero depth value means the position observed is out of Kinect sensor’s observation range, but apparently the edges of this planar is within the measurable range (0.5m-4m). Here, the width of the zero pixels is 1–2 pixels (roughly 2-4mm) when the planar surface is 1m away from Kinect v2. According to our experiments, all the objects, with at least 0.5m distance from its background, have zero contours with a maximum width of 2 pixels. It is noted that there is no apparent increase of the width of the zero value contour when the distance from the Kinect v2 to object increases (from 0.5m to 4m).

5) Structural Noise: Kinect v2 has structural noise when capturing depth images. To analyze this issue, we test the measured flat plane in front of Kinect at 1m distance as shown in Fig10 where x and y axis represent the horizontal and vertical index of the frame respectively. It can be observed that the recorded depth values are distributed in the shape of rings,
i.e., the depth values of pixels decrease when their distance to the central part increases. The reason of this ring phenomenon is hard to understand. However, we think it might be due to the diffraction coming from the random variance of the depth pixels mentioned in Subsection III-C.

B. Multi-Kinect Trilateration Results

As the multi-Kinect trilateration setup described in Section IV, three Kinect v2 are positioned at each vertex of a isosceles triangle. Without loss of generality, we set the location of $O$ in front of Kinect v2 $k_3$. The radiuses ($r_1$, $r_2$ and $r_3$) and the vertices positions ($k_1(x_{k_1}, y_{k_1})$, $k_2(x_{k_2}, y_{k_2})$, $k_3(x_{k_3}, y_{k_3})$) are calculated first and then the optimized position by trilateration method ($O'$) is computed by the steps described in Section IV as shown in Table I.

To verify the validity of the multi-Kinect trilateration, the position of $O$ (denoted as $O_o$) is measured, $|O_{k_1} - O_o|$, $|O_{k_2} - O_o|$ and $|O_{k_3} - O_o|$ are compared with $|O' - O_o|$ where $O_{k_1}$, $O_{k_2}$ and $O_{k_3}$ are obtained solely based on the measurements from Kinect $k_1$ to Kinect $k_3$, respectively. $O'$ is computed based on the measurements from the three Kinects. The four

| Method               | Measured/Calculated Position of $O$ | Measurement/Calculation Error (Difference between $O_o$ and the Measured/Calculated Position of $O$) |
|----------------------|-------------------------------------|--------------------------------------------------------------------------------------------------|
| Measurement from Kinect $k_1$ | $O_{k_1}$ (2197.1, 4016.4) | $|O_o - O_{k_1}| = 64.23$ mm                                                                 |
| Measurement from Kinect $k_2$ | $O_{k_2}$ (2057.4, 3985.0) | $|O_o - O_{k_2}| = 78.99$ mm                                                                 |
| Measurement from Kinect $k_3$ | $O_{k_3}$ (2135.0, 3989.4) | $|O_o - O_{k_3}| = 10.66$ mm                                                                 |
| Multi-Kinect Trilateration | $O$ (2156.4, 4013.9) | $|O_o - O'| = 25.61$ mm                                                                        |

* The measured position of $O_o$ is (2135, 4000).
mentioned measurement errors are compared, which shows that the position of \( O \) observed by Kinect \( k_3 \) has smallest measurement error (10.66 mm); the position of \( O \) observed by Kinect \( k_1 \) and \( k_2 \) has large measurement error (64.23 mm for Kinect \( k_1 \) and 78.99 mm for Kinect \( k_2 \)); while the position of \( O \) observed by the proposed multi-Kinect trilateration method has the measurement error in between, respectively.

The measurement of \( O \) from Kinect \( k_3 \) has only 10 mm error because it is set straightly towards the planar surface while the other two Kinects are set with a 60-degree angle towards the planar plane. Although the measurement of Kinect \( k_3 \) is more accurate here, the observed object cannot be always at the central area of the Kinect sensor’s view range. In this case, the trilateration method has an overall good performance. Besides, the measurement result computed by multi-Kinect trilateration is better than the mean measurement error (51.22 mm) of the three Kinect sensors.

VI. CONCLUSION

Compared with Kinect v1, the newly released Kinect for Windows sensor v2 has improved performances on the hardware according to the published coefficients on the official website. In this paper, we investigated several properties that are important for practical usage of Kinect v2, including accuracy distribution, depth resolution, depth entropy, edge noise and structural noise. Based on the results we obtained from the experiments, Kinect v2 has good accuracy if the object is positioned within the green regions (Fig.6). Furthermore, we proposed a multi-Kinect trilateration approach to improve the accuracy when three Kinect sensors are used. The experiment shows that the multi-Kinect trilateration method works well even when the sensors are positioned more than four meters away from the target object.

There are also some other parameters affecting the Kinect v2’s performance. For example, an object with reflective material (like mirror) can lead to a problem that the IR (Infrared) light emitted by Kinect sensor cannot be reflected back to the camera, making the depth values unreliable or unable to be determined. Similarly, an object covered with light-absorbing materials (like carbon black) can cause less IR light reflected back to the camera. Furthermore, if two Kinect v2 sensors are positioned towards each other, the area around the camera would disappear in the depth images captured by both two sensors. This phenomenon happens probably because the camera interference IR light from the other sensor. The unattractive power bricks, complex cables and the high requirement for the laptop also limit the use of the sensor.

In summary, as a depth sensor with a relatively low price (much lower than the professional depth cameras or tracking systems like Vicon), Kinect for Windows sensor v2 shows acceptable performance which has a great potential to be applied to many fields, such as entertainment, education and medicine areas, and so on.
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