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Abstract—The paper focuses on a classical tracking model, subspace learning, grounded on the fact that the targets in successive frames are considered to reside in a low-dimensional subspace or manifold due to the similarity in their appearances. In recent years, a number of subspace trackers have been proposed and obtained impressive results. Inspired by the most recent results that the tracking performance is boosted by the subspace with discrimination capability learned over the recently localized targets and their immediately surrounding background, this work aims at solving such a problem: how to learn a robust low-dimensional subspace to accurately and discriminatively represent the target and background samples. To this end, a discriminative approach, which reliably separates the target from its surrounding background, is injected into the subspace learning by means of joint learning, achieving a dimension-adaptive subspace with superior discrimination capability. The proposed approach is extensively evaluated and compared with the state-of-the-art trackers on four popular tracking benchmarks. The experimental results demonstrate that the proposed tracker performs competitively against its counterparts. In particular, it achieves more than 9% performance increase compared with the state-of-the-art subspace trackers.
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1 INTRODUCTION

Visual tracking plays an important role in computer vision with various practical applications like video surveillance, robotics, human-machine interactions, and unmanned control systems. The essential problem to be solved in visual tracking is that, given a motion state of the object target in the initial frame of a video sequence, the visual tracker needs to estimate the subsequent motion states in successive frames. During the past decade, a series of great success in visual tracking has been witnessed [1], [2], [3], [4]. There are, however, still many challenges in constructing an effective and robust visual tracker, such as occlusions, illumination changes, background clutters, and non-rigid deformations of the object target.

To deal with these challenges, it is critical for modern tracking algorithms to learn a dynamic target model, also known as the appearance model, to represent the target (and its surrounding background if discriminative information is considered) in successive frames, which can adaptively capture the latest changes of the target in its appearance. One of the most popular methods is the subspace tracking model [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16]. Such popularity is built upon the intuitive and straightforward motivation: the object targets in successive frames are assumed to reside in a low-dimensional subspace and be observed in a high-dimensional space with noise contaminations and corruptions. Note that this assumption is a very weak constraint to visual trackers in a short period of tracking due to the high similarity between the object targets localized in the recent frames. Under this assumption, the object target can be represented accurately and robustly by a low-dimensional subspace, while the distractions are handled by formulating them as an additive error (i.e., noise contaminations and corruptions). In recent literature, the low dimension property has been demonstrated to be effective to challenging situations like pose changes and illumination variations [17], [18], and the formulation of additive errors has been proved to be robust against the challenges like occlusions and deformations [9], [10], [15].

The most recent success in subspace tracker [14] introduced discriminative approach to the subspace tracking model, known as discriminative subspace learning. In that study, it is observed that the recently obtained targets and their immediately surrounding background yield the low-dimensional subspace property. As a result, a locality structure in both temporal and spatial dimensions for the targets and the background, respectively, is exploited by jointly learning a low-dimensional subspace and a linear classifier over those target and background samples, leading to a subspace with greatly improved representation capability. That approach achieves impressive tracking performance, and demonstrates that, by integrating the discriminative cues, subspace learning can be significantly augmented in visual tracking. More importantly, it provides a promising framework to subspace trackers.
Inspired by the previous success, this work aims at improving the performance of subspace trackers with a discriminative framework \cite{14}. To this end, we address our concerns on discriminative subspace learning for visual tracking as follows.

First of all, how to incorporate discriminative information with subspace learning is critical to the target and background representation. A linear classifier is jointly trained over the subspace reconstructions of the target and background samples in \cite{14}. Note that, instead of subspace embedding (representations), the use of reconstructions facilitates the learning method and make it easy to implement, because the discrimination is learned in the same sample space as the low dimension structure; the representation capability, however, may be reduced. On the other hand, from the discriminative perspective, because the reconstructions are unable to reduce any dimension, a large number of training samples are required for the jointly learned linear classifier, known as the curse of dimensionality in machine learning \cite{19}. In visual tracking, however, it is impractical to collect adequate training samples to match the dimension in the original domain, which is usually too high to reach for empirical data. For this reason, a dimension reduction is desired in discriminative subspace learning. In this work, the subspace representations (orthogonal embedding) of the target and background samples with reduced dimensions are leveraged to incorporate with the discriminative cues. The subspace representations are learned over the original target and background samples and their dimension are reduced for better discrimination. A linear classifier is then jointly trained over these dimension-reduced subspace representations, leading to both improved representation and discrimination capabilities.

Another important issue to address in subspace learning is to what degree the dimension should be reduced. It has been shown that higher dimension weakens the generalization capability of the subspace, whereas lower dimension results in less accurate representation. Most of the previous methods employ fixed dimension \cite{9}, \cite{10} or a dimension from a fixed threshold on the differences of the principal components \cite{19}. However, none of them are able to adopt an appropriate dimension with respect to the different data samples, and in particular for the target and background samples in visual tracking, which often change significantly and drastically in successive frames. In this work, a dimension-adaptive approach to subspace embedding is proposed via a rank minimization method to learn the discriminative subspace. As a result, the dimension is appropriately reduced to ensure good generalization as well as an accurate representation.

In addition, the most obvious weakness of subspace learning is the instability in the presence of outliers, e.g., in the case of occlusions in visual tracking. How to compensate for the weakness of subspace learning is thus crucial to the success of visual tracking. A popular method is to penalize the outliers by additive sparse errors \cite{9}, \cite{10}, \cite{13}, \cite{15}, \cite{20}, \cite{21}, such that the errors are small and sparse for normal samples but large and dense for outliers. Motivated by robust principal component analysis (PCA) \cite{22}, an additive sparse error term, used to deal with the outliers, is adopted in this work to incorporate with the dimension-adaptive approach in subspace learning, leading to an enhanced robustness of the learned subspace.

Extensive experiments on four standard visual tracking benchmarks are conducted in this work. These experimental results show that the proposed tracker achieves improved competitive performance compared to other state-of-the-art visual trackers. Specifically, it significantly improves the tracking performance by more than 9% in comparison with the state-of-the-art subspace trackers.

The contributions of this work are addressed as the following three-fold:

1) we propose a novel subspace learning approach by employing a discriminative embedding for visual tracking, which leads to an effective dimension reduction for both reliable discrimination and accurate representation;
2) we propose a novel formulation to solve the proposed subspace learning by leveraging a Hilbert-Schmidt independence criterion (HSIC), leading to a more robust, dimension-adaptive, and discriminative subspace embedding;
3) the proposed approach improves the tracking performance on four popular benchmarks and yields more than 9% performance increase over the state-of-the-art subspace trackers.

The remainder of this paper is organized as follows: the related work is reviewed in Section 2; the orthogonal embedding learning is presented in Section 3, which results in a subspace transforming projected coefficients with discrimination capability; the proposed tracking algorithm based on the orthogonal embedding is addressed in Section 4; the experimental results are reported and analyzed in Section 5; Section 6 presents a brief discussion, and the paper is concluded in Section 7.

2 RELATED WORK

In this section, we review the work related to ours. We first address the background of the subspace learning in visual tracking, and review state-of-the-art subspace trackers. Besides subspace model, the state-of-the-art tracking frameworks are then presented in brief. The most similar trackers to ours are also addressed and their main differences are discussed. For comprehensive reviews of tracking algorithms, readers are recommended to refer to \cite{1}, \cite{2}.

2.1 Subspace Trackers

Subspace learning is a classical method in visual tracking. The basic idea under this paradigm is based on the assumption that the previously obtained targets reside in a low-dimensional subspace in terms of high similarity and strong correlations in their appearances. The underlying assumption behind this paradigm essentially means that the residual errors of the subspace representation yield a Gaussian distribution with a small variance. Such an assumption is effective to the slow and global changes in target appearance, e.g., in the case of illumination variation. However, this assumption also exposes the weakness of subspace learning, i.e., the instability in the presence of
Wang and Lu [9] used two-dimensional PCA to construct the subspace bases. It leads to dimension reduction when using a few subspace bases corresponding to the first a few largest eigenvalues of sample covariance matrix. A typical tracking model with PCA yields the following steps: 1) compute the basis vectors of the target subspace in the \(t\)-th frame over \(t\) previously obtained target regions; 2) evaluate the representation or reconstruction errors of all candidates in the \((t+1)\)-th frame over the learned target subspace; and 3) determine the candidate with the minimum errors as the \((t+1)\)-th target.

Ross et al. [6] introduced an incremental algorithm for PCA to decompose visual tracking into different submodules. Wang and Lu [9] used two-dimensional PCA to construct the subspace in the image domain. Sui et al. [13] proposed a sparsity-induced subspace learning to alleviate the influence of severe occlusions. Wang et al. [11] adopted PCA and sparse coding to improve the representation capability of the learned subspace. Zhang et al. [21] proposed a low-rank sparse learning to jointly represent the target and the target candidates. Sui and Zhang [15] leveraged a local low-rank and sparse representation to exploit the subspace and neighborhood structures among the local patches within a target region. Wang and Lu [12] leveraged subspace priors to develop a probability continuous outlier model for visual tracking. Sui et al. [14] proposed a discriminative subspace learning approach to propagate a linear classifier to a subspace model, obtaining impressive tracking performance. Sui et al. [23] imposed a feature evaluation model on the work [14] to improve tracking accuracy and robustness.

### 2.2 Visual Trackers besides Subspace Learning

Visual tracking algorithms are in general classified into two categories: generative and discriminative. The generative tracking method searches for a target candidate that best matches the current appearance model. Subspace learning is a typical generative tracking approach. Besides that, there are various generative tracking algorithms proposed in recent years, including mean-shift [24], sparse learning [25], [26], dictionary learning [27], low-rank learning [28], and Gaussian process regression [29]. Discriminative tracking method, as known as tracking-by-detection, treats tracking as a binary classification task where the target is separated from its surrounding background. There is extensive literature on discriminative tracking algorithms, such as structural learning [30], multiple instance learning [31], correlation filtering [32], [33], [34], [35], [36], and deep learning [37], [38], [39], [40], [41], [42]. Recently, more and more tracking models tend to be both generative and discriminative [43], [44], where the tracking model can be generalized over the target regions and distinguish the target from its background reliably.

### 2.3 Differences from Similar Trackers

The work [14] is the most similar method to our approach. It leverages the subspace reconstructions to jointly train a linear classifier, while our approach propagates the subspace embedding for the discrimination in the joint learning. The difference of the basic ideas between [14] and ours is illustrated in Fig. 1. It can be seen that [14] projects the samples onto a low-dimensional subspace and then projects them back to the sample space where the samples are expected to be linearly separable. The dimension of the sample space remains constant for the classifier training, leading to much pressure in the discriminative learning. Different from [14], our approach projects the samples onto a low-dimensional subspace and at the same time the projections (i.e., the embedding) are linearly separable. Because the dimension of the embedding space for classifier learning is lower than the training sample space, the discrimination between target and background samples can be learned well even over limited number of samples. In addition to the difference in basic ideas, we create a novel model to formulate the above idea and develop a new approach to solve the proposed problem by introducing the HSIC criterion [45]. We demonstrate that using subspace embedding leads to better discrimination capability that is critical to visual tracking.

### 3 Orthogonal Embedding

#### 3.1 Problem Statement

Given the recently localized targets and their immediately surrounding background, it is obvious that there are high similarities and strong correlations among these targets and...
background. It is thus reasonable to assume that these targets and background reside in a low-dimensional subspace and are observed with noise contaminations and corruptions in a high-dimensional space. Therefore, it is desirable to find such a subspace to accurately and robustly represent these targets and background. Meanwhile, the targets are expected to be distinguished from their surrounding background. It indicates that the subspace representations should have discrimination capability over these targets and background. To achieve this goal, we formulate the problem as follows.

**Problem 1** Construct a dimension-adaptive subspace to represent the recently localized targets and their immediately surrounding background not only accurately and robustly, but also discriminatively.

Specifically, given $n$ data samples $\{x_i\}_{i=1}^n$ with $m$ features (i.e., $x_i \in \mathbb{R}^m$), and the data sample labels $\{y_i\}_{i=1}^n$ that indicate the data samples belong to either target or background, jointly learn the discriminative mapping function $f(\cdot; \theta)$ defined by the parameters $\theta$, and the orthogonal transform function $g(\cdot; \vartheta)$ defined by the parameters $\vartheta$,

$$\min_{a_i, e, z_i, \theta, \vartheta} \sum_{i=1}^n \ell (y_i, f (z_i; \theta))$$

$$\text{s.t.} \begin{cases} z_i = g (a_i; \vartheta) \\ x_i = a_i + e_i, \quad \|e_i\|_0 < \varepsilon, \end{cases}$$

(1)

with a loss function $\ell (\cdot, \cdot)$, where $z_i \in \mathbb{R}^d$ for $d \leq m$ denotes the orthogonal embedding (i.e., subspace representation), and $x_i$ is decoupled into the noise-free component $a_i$ and the noise contamination/corruption $e_i$. The sparsity constraint on $e_i$ via the $0$-norm $\|\cdot\|_0$ which counts the nonzeros of an input vector, against a small number $\varepsilon > 0$, treats the distractions in tracking as outliers, like occlusions and local deformations. Note that the key difference between (1) and (14) is that the discrimination is imposed on the subspace representation $z_i$, rather than on the subspace reconstruction $a_i$. One advantage of using $z_i$ is that it allows dimension reduction ($d \leq m$). This advantage can alleviate the pressure of $f (\cdot; \theta)$ from the curse of dimension, leading to significantly improved discrimination capability.

### 3.2 Implementation

The discriminative mapping function $f (z_i; \theta)$ maps the subspace representation $z_i$ to the label $y_i$ under the restriction of the loss function $\ell (\cdot, \cdot)$. Note that $f (z_i; \theta)$ and $\ell (\cdot, \cdot)$ essentially establish certain relationship between $z_i$ and $y_i$ to achieve the discrimination. Various approaches can be used to implement such a relationship, e.g., least squares classifier interprets a relationship according to mean squared errors, and a mutual correlation criterion describes a relationship in terms of dependency. In this work, we employ a criterion that is very close to the subspace learning problem, the Hilbert-Schmidt independence criterion (HSIC) [43], to implement the relationship between $z_i$ and $y_i$. The HSIC is in general used to measure the dependence between two random variables. In practice, the empirical HSIC is employed as an efficient estimate. Given the two sets of variables $\{\alpha_i\}_{i=1}^n$ and $\{\beta_i\}_{i=1}^n$, the empirical HISC is defined as

$$h = \frac{1}{n-1} \text{tr} (KL),$$

(2)

where $K$ and $L$ are kernel matrices for $k_{ij} = \kappa (\alpha_i, \alpha_j)$ and $l_{ij} = \tau (\beta_i, \beta_j)$ with the kernel functions $\kappa (\cdot, \cdot)$ and $\tau (\cdot, \cdot)$, respectively. When $h$ is maximized, the dependence between $\alpha_i$ and $\beta_i$ is correspondingly maximized. In the problem (1), maximizing the empirical HSIC of the subspace representation $z_i$ and the corresponding label $y_i$ can establish a strong dependency between $z_i$ and $y_i$, leading to good discrimination capability of the subspace representations $z_i$.

#### 3.2.1 Subspace Learning

The orthogonal transform function $g (\cdot; \vartheta)$ defines the subspace learning in (1). The parameters $\vartheta$ are defined by a column-orthogonal matrix $P \in \mathbb{R}^{m \times d}$ ($d \leq m$), where each column of $P$ is a basis vector of the learned subspace. As a result, $g (\cdot; \vartheta)$ can be formulated as

$$g (x; P|P^TP = I) = P^Tx,$$

(3)

where $I$ is an identity matrix. It indicates that the orthogonal embedding (subspace representation) can be obtained from $z_i = P^Tx_i$ when putting the sparse error $e_i$ aside. Let $X \in \mathbb{R}^{m \times n}$ and $Y \in \mathbb{R}^{d \times n}$ denote the samples $\{x_i\}_{i=1}^n$ and the labels $\{y_i\}_{i=1}^n$, respectively. Combining with the discriminative cues established by (2) in terms of the dependency between $Z = P^TX$ and $Y$, the empirical HSIC is proportional to

$$\text{tr} (KL) = \text{tr} (P^TXLXP),$$

(4)

where a linear kernel function is used for $K$, i.e., $K = X^TPP^TX$. To avoid rank deficiency, a Gaussian kernel is used for $L$. The basis vectors $P$ can be found by maximizing the dependence between $P^TX$ and $Y$:

$$\max_P \text{tr} (P^TXLXP), \quad \text{s.t.} \quad P^TP = I.$$  

(5)

Note that the problem in (5), also known as the supervised PCA [45], can be solved by applying eigen decomposition on $XLX^T$. The $d$ columns of $P$ are the $d$ eigenvectors corresponding to the top $d$ eigenvalues of $XLX^T$.

#### 3.2.2 Dimension Adaptivity

It is difficult to choose an appropriate value for $d$ when solving (5). In this work, we propose an approach, which adaptively assigns a value to $d$ according to the samples $X$. Because the kernel matrix $L$ is positive semi-definite, it can be decomposed as $L = Q^TQ$. Then, $XLX^T$ is written as

$$XLX^T = XQ^TQX^T = AA^T,$$

(6)

where $A = XQ^T$. As a result, according to (22), (5) is equivalent to the following rank minimization problem:

$$\min_A \|A\|_s, \quad \text{s.t.} \quad \left\|A - XQ^T\right\|_F^2 \leq \epsilon,$$

(7)

1. Suppose the variables in either set have been centered by their mean.
2. $y_i$ is reformulated as $[1,0]^T$ for target and $[0,1]^T$ for background.
where \(\|\cdot\|_p\) denotes the nuclear norm that computes the sum of all singular values of an input matrix, \(\|\cdot\|_p\) denotes the Frobenius-norm, and \(\epsilon > 0\) controls the approximation precision.

Minimizing the nuclear norm of \(A\) is equivalent to making the singular values of \(A\) the sparsest. The rank of \(A\) is thus consistent with the number of nonzeros of the singular values. The matrix \(A\) can be decomposed as \(A = USV^T\) through the singular value decomposition (SVD). Let \(r\) denote the rank of \(A\). We have \(A = U_{m \times r} S_{r \times r} V_{n \times r}^T\) and \(U_{m \times r} = AV_{n \times r} S_{r \times r}^{-1}\), where \(S_{r \times r}\) is a diagonal matrix consisting of \(r\) non-zero singular values of \(A\). It is easy to show that the solution of the basis vectors \(P\) is the column-orthogonal matrix \(U_{m \times r}\). Correspondingly, the dimension \(d\) of the learned subspace is adaptively set to \(d = \text{rank}(A)\).

### 3.2.3 Robustness Promotion

To promote the robustness of the learned subspace against the noise contaminations and corruptions, an additive sparse error term \(E\) is leveraged. The sparsity is used to deal with the deformations in tracking, like occlusions and local deformations. As a result, (7) is reformulated as

\[
\min_{A,E} \|A\|_* + \lambda \|E\|_1, \quad \text{s.t.} \quad \|A - (X - E)Q^T\|_F \leq \epsilon,
\]

where \(\lambda > 0\) is a weight parameter. The \(\ell_1\)-norm in (8) is a convex relaxation of the \(\ell_0\)-norm, which always results in a sparse solution over empirical data. As discussed above, the basis vectors \(P\) of the learned subspace with an adaptive dimension \(d\) is obtained from

\[
P = AV_{n \times d} S_{d \times d}^{-1},
\]

where \(A = USV^T\), and \(d = \text{rank}(A)\). As a consequence, the dependency between the subspace representations \(P^T X\) and the labels \(Y\) is maximized, making the subspace representations \(P^T X\) discriminative.

### 3.3 Optimization

The problem (8) is not convex with respect to \((A,E)\). However, it is convex in terms of either \(A\) or \(E\). For this reason, an iterative algorithm can be derived to alternately optimize \((A,E)\) over \(A\) and \(E\). Because \(E\) is coupled in the matrix multiplication, a relax variable \(E_2\) is introduced for the convenience of analysis. By renaming \(E\) as \(E_1\), (8) is reformulated as

\[
\min_{A,E_1,E_2} \|A\|_* + \lambda \|E_1\|_1, \quad \text{s.t.} \quad \|A - (X - E_2)Q^T\|_F \leq \epsilon, \quad E_1 = E_2.
\]

Compute \(A\). The problem with respect to \(A\) is defined as

\[
\min_{A,E_1} \|A\|_* + \frac{\mu}{2} \|A - (X - E_2)Q^T\|_F^2,
\]

where \(\mu > 0\) is a weight parameter instead of \(\epsilon\). It can be solved using the singular value shrinkage algorithm [46]:

\[
A = U\delta(1/\mu, S)V^T,
\]

where \(USV^T = (X - E_2)Q^T\), and \(\delta(\cdot, \cdot)\) is the shrinkage operator defined as

\[
\delta(\theta, x) = \text{sign}(x)\max(0, |x| - \theta), \quad \theta > 0.
\]

Compute \(E_1\). The problem with respect to \(E_1\) is defined as

\[
\min_{E_1} \lambda \|E_1\|_1 + \frac{\mu}{2} \|E_1 - E_2\|_F^2,
\]

which can be solved using the iterative shrinkage algorithm [37]:

\[
E_1 = \delta(\lambda/\mu, E_2).
\]

Compute \(E_2\). The problem with respect to \(E_2\) is a least squares problem and has a closed-form solution:

\[
E_2 = (AQ - XQ^T + E_1)\left(Q^TQ + I\right)^{-1}.
\]

The iterative algorithm alternately computes one variable while fixing others until the objective value converges. The convergence is reached when the difference between the objective values at two consecutive iterations is less than a small threshold, e.g., \(10^{-8}\) in this work.

### 4 Tracking Algorithm

A region of interest (ROI) in a frame is described by a motion state variable

\[
s = \{x, y, \sigma\}
\]

where \((x, y)\) denotes the 2D position of the ROI and \(\sigma\) is the scale coefficient. During tracking, given a motion state \(s\), the corresponding ROI is observed. By cropping out the observed ROI from the frame, and then stacking it into a column vector, a sample is obtained. Note that all the observed ROIs are normalized to the same size, to ensure that all samples have the same length.

In the \(j\)-th frame, \(k\) recently obtained targets are collected, denoted by the matrix \(X^+ = [t_j^{-k}, t_{j-k+1}, \ldots, t_{j-1}]\), each column \(t_i\) of which corresponds to the target in the \(i\)-th frame. The background samples, denoted by the matrix \(X^-\), are collected by shifting the ROIs of \(t_{j-1}\) in the \((j - 1)\)-th frame along the horizontal and/or vertical directions by a few pixels. The subspace \(P\) can be learned from (5) and (9) over the samples \(X = [X^+, X^-]\).

#### 4.1 Target Localization

Suppose a set of target candidates \(C_j\) is available in the \(j\)-th frame. For a candidate \(c \in C_j\), its subspace representation \(z\) and residual error \(e\) is obtained from

\[
\min_{z, e} \|e\|_1, \quad \text{s.t.} \quad c = Pz + e,
\]

which can be solved by an iterative algorithm similar to that for (9). Note that the error \(e\) indicates the representation accuracy of the learned subspace \(P\) for the candidate \(c\). A criterion, called the representation error in this work, is thus defined as

\[
\phi(c) = \|e\|_1,
\]

for a candidate \(c\). The candidate with higher accuracy (i.e., smaller \(\phi(e)\)) is more likely to be the \(j\)-th target.

Furthermore, the subspace representation \(z\) reflects that the candidate \(c\) is either a target or a background. The
discriminative information contained in $z$ can be measured by the empirical HSIC from (2) and the target/background labels. The candidate $c$ is considered as either a target or a background according to which label leads to a larger empirical HSIC with $z$. Because the labels used in the empirical HSIC are vectors, to efficiently obtain the classification of a candidate, a linear classifier using scalar labels, such as least squares classifier and SVM (our choice), is trained over $z$ in the target localization. It will be shown in the following that the linear classifiers tend to output consistent results with the empirical HSIC in the target localization. As a result, another criterion, called the discrimination error in this work, is defined as

$$\phi (c) = | \pi (z) - 1 |,$$

for a candidate $c$. The candidate whose classification response $\pi (z)$ is closer to the target label is more likely to be the $j$-th target.

From the above discussion, the target in the $j$-th frame can be localized from a set of candidates $C_j$ by minimizing the following criterion,

$$\psi (c) = \phi (c) + \lambda \phi (c).$$

Note that, in (21), the weight $\lambda > 0$ is difficult to tune. Referring to [14], the normalized version of above criterion is adopted to avoid tuning $\lambda$:

$$\psi (c) = \frac{\phi (c)}{\| \phi (c_i) \|_2} \cdot \frac{\phi (c)}{\| \phi (c_j) \|_2} + \lambda \frac{\phi (c)}{\| \phi (c_i) \|_2} \cdot \frac{\phi (c)}{\| \phi (c_j) \|_2}.$$

4.2 Tracking Framework

In the $j$-th frame, given all previously obtained target samples $t_1, t_2, \ldots, t_{j-1}$, the motion state $s_j$ of the $j$-th target can be predicted by

$$p(s_j | t_{1:j-1}) = \int p(s_j | s_{j-1}) p(s_{j-1} | t_{1:j-1}) ds_{j-1},$$

where $p(s_j | s_{j-1})$ denotes the motion model, which is related to the candidate generation. Then, the corresponding candidate $c$ is observed and (23) is updated by

$$p(s_j | c, t_{1:j-1}) = \frac{p(c | s_j) p(s_j | t_{1:j-1})}{p(c | t_{1:j-1})},$$

where $p(c | s_j)$ denotes the observation model. The $j$-th target is then found by

$$t_j = \arg \max_{c \in C_j} p(s_j | c, t_{1:j-1}).$$

4.3 Update Scheme

As the target appearance varies over frames, the subspace needs to be updated dynamically over the temporally localized target and the background samples to capture their latest changes. In this work, a buffer is used to maintain the recently localized targets. In each frame, the target stored in the buffer for the longest time is popped out and the latest target is appended to the buffer. Because the target in the initial frame is known as ground truth, it is always kept in the buffer. The background samples are updated in each frame by the immediately surrounding samples of the latest target. Considering the computational efficiency of the proposed tracker, the subspace is re-learned every ten frames over the dynamically maintained target and the background samples.

4.4 Discussions

To demonstrate the effectiveness of the proposed target localization criterion, an example in the case of occlusions is shown as follows. Fig. 2(a) shows a frame where the target is marked in red box, and a search area centering at the target location is marked by the dashed box. The likelihood to be the target of the candidates centering at each pixel within the search area is investigated in terms of different criteria. The maximum likelihood is expected
Figure 4. Subspace embedding for a well- and a poorly-represented candidate in a representative frame. (a) A frame where two candidates are highlighted (red for the well- and blue for the poorly-represented); (b) embedding of the two candidates in each dimension over the subspace bases shown in the bottom; (c) magnitudes of the embedding for the two candidates; and (d) cumulative summation curves of the embedding magnitudes for the two candidates.

5 Experiments

The proposed tracker is implemented in MATLAB without any code optimizations on a PC with an Intel Xeon W3520 CPU at 2.67GHz. The ROIs of both the target and background samples are resized to 20 × 20 pixels and the histogram of oriented gradient features are extracted. The parameter $\lambda$ in (8) is set to $10^{-4}$ in all the experiments. 50 target samples and 48 background samples are collected to form a training set and these samples are updated in each frame during tracking. The 50 target samples are collected from the 50 most recently localized targets as addressed above. The 48 background samples are collected from the ROIs with 2D shifting from the latest target region by $\{5, 7, 9, 11, 13, 15\}$ pixels. 400 candidates are generated in each frame with the possibility corresponding to the target likelihood of the candidates in the last frame. The proposed tracker is named OET (Orthogonal Embedding Tracking) in this work, as shown in the experimental results.

5.1 Benchmark Datasets and Baseline Trackers

Four popular benchmark datasets are adopted to evaluate the proposed tracker thoroughly: OTB-50 [48], OTB-100 [49], MCT 2016 [50], and VOT 2016 [51]. The four benchmarks aim at different challenges and yield different evaluation protocols and criteria.

The OTB-50 and OTB-100 benchmarks include 50 and 100 fully labeled video sequences, respectively. The challenging situations are grouped into 11 categories like occlusion, illumination variation, and non-rigid deformation. One pass evaluation (OPE) is used as the main evaluation protocol on the two benchmarks. Precision and success rate curves are employed as the evaluation criteria. The precision at threshold 20 pixels and the area under curve (AUC) of the success rate plot are often reported as quantitative indexes for the tracking performance.
The MCT 2016 benchmark contains 20 challenging video sequences with a focus on people tracking. Similar to the OTB benchmarks, the MCT 2016 benchmark employs the OPE protocol. Tracking location errors and average overlap rate are adopted as the evaluation criteria. The former is consistent with the precision and indicates the accuracy of the tracking location center, whereas the latter measures the accuracy of the estimate for the target object scale.

The VOT 2016 benchmark consists of 60 short video sequences where the ground truth in each frame supports rotated bounding box. This benchmark allows tracking failures and thus adopts a resetting based evaluation protocol in addition to the OPE. A tracking failure is detected if the overlap between the tracking and ground truth bounding boxes drops to 0. Trackers under evaluation are re-initialized by the ground truth 5 frames after the failure point. The VOT 2016 benchmark uses overlap rate as the accuracy measurement and failure times as the robustness criterion. In addition, expected average overlap (EAO) is another important criterion for this benchmark, which provides an accuracy measurement from a statistical viewpoint.

We evaluate the performance of the proposed tracker and compare our results to extensive baseline trackers based on various tracking models, such as subspace learning, sparse learning, correlation filtering, and deep neural networks. In the experimental evaluations, we refer to the results of the baseline trackers, which are precomputed by their authors or obtained by running their authors’ source codes.

5.2 Evaluation Results

5.2.1 On OTB-50 Benchmark

The proposed tracker is evaluated on the OTB-50 benchmark by comparing with 20 other state-of-the-art visual trackers. Fig. 5 shows the evaluation results where the 10 state-of-the-art trackers are based on correlation filtering (RCF [33], DSST [52], KCF [53], and SAMF [54]), deep neural networks (HCFT [37], CNT [55]), structured representation (SST [56]), color attributes [57], and complex model (TGPR [58] and MEEM [59]). The proposed tracker performs competitively against its 10 counterparts. It obtains the third best and the best results in terms of precision and success rate, respectively, and even performs better than the HCFT tracker, which relies
We evaluate the proposed tracker on the OTB-100 benchmark by comparing with the up-to-date subspace trackers, including LLR [15], DSL [14], SSL [13], DLR [23], LSST [10], LRST [21], 2DPCA [9], SRPCA [11], and IVT [6]. Fig. 5 shows the tracking performance of the proposed tracker and the 8 latest subspace trackers. It is evident that the proposed tracker outperforms its 10 competing counterparts in terms of both precision and success rate. In particular, the proposed tracker yields 7% increase in precision, and 6% increase in AUC of success rate, in comparison with the second best tracker DLR. These evaluation results demonstrate the superior advantages of the proposed approach in subspace learning.

5.2.2 On OTB-100 Benchmark

We evaluate the proposed tracker on the OTB-100 benchmark [49], as shown in Fig. 7. Other 10 state-of-the-art trackers are referred to as the baselines, including 4 correlation filtering based trackers (DSST [52], KCF [53], SAMF [54], and CSK [60]) and 6 up-to-date subspace trackers (DLR [23], LSST [10], 2DPCA [9], PCOM [12], IVT [6], and SRPCA [11]). It can be seen that the proposed tracker outperforms all counterparts in terms of both the success rate and the precision, respectively. To be specific, the proposed tracker exceeds the DLR tracker, the best one among the 6 competing subspace trackers, by 5% on this benchmark.

The performance of the proposed tracker is investigated under various challenging situations on the OTB-100 benchmark. 6 state-of-the-art subspace trackers are referred to as the baseline methods, including DLR [23], PCOM [12], LSST [10], 2DPCA [9], SRPCA [11], and IVT [6]. Fig. 5 shows the evaluation results in all the 11 challenging situations, including occlusions, illumination variations, background clutters, non-rigid deformations, out-of-plane rotations, in-plane rotations, low resolutions, fast motion, motion blur, out of view, and scale variations. It is evident that the proposed tracker obtains competitive performance in these challenging situations. For example, the proposed tracker exhibits the best performance in the case of occlusions. This is attributed to: 1) the occlusions are formulated as outliers in the subspace learning, such that the subspace representations are robust against occlusions; and 2) the enhanced discrimination of the subspace representations improves the accuracy of the tracking in the presence of occlusions. In addition, the proposed tracker obtains competitive results in the case of scale variations. In the motion state variable used to describe the corresponding ROIs of the target and background samples in each frame, a component of scaling coefficient is introduced to adapt to the scale variations of the target appearance during tracking. The proposed tracker also outperforms its 6 competing counterparts in the case of non-rigid deformations. Subspace learning has been demonstrated to be effective to pose changes in visual tracking. The global deformations are well handled by the subspace learning, while the local deformations are considered as the noise corruption and can be absorbed by the additive sparse errors.

5.2.3 On MCT 2016 Benchmark

The proposed tracker is also evaluated on another popular benchmark, MCT 2016 benchmark [50], containing 20 fully labelled video sequences with various challenging situations. 12 state-of-the-art trackers are referred to as the baseline methods on this benchmark, including IVT [6], 2DPCA [9], PCOM [12], LRST [21], LSST [10], TLD [30], Struck [61], TGPR [58], KCF [53], DSL [14], LLR [15], and MCT [50]. Two accuracies, location accuracy and overlap accuracy, are considered in the evaluations on this benchmark, measured by tracking location error and average overlap rate, respectively.

Fig. 9 shows the tracking performance of the proposed tracker and the 12 competing trackers. From the overlap-location rank plot, we can see that the proposed tracker outperforms its 12 competing counterparts. From the overlap-location raw score plot, it can be seen that the proposed tracker improves the overlap rate by 5% on average compared with the second best tracker, the MCT tracker, on this benchmark.

5.2.4 On VOT 2016 Benchmark

The proposed tracker is also evaluated on the VOT 2016 benchmark [51]. We employ two evaluation protocols for this benchmark: one pass evaluation (OPE) and resetting based evaluation. In the OPE experiments, we refer to 10 baseline trackers, including 5 state-of-the-art trackers (ECC [62], SRDCF [63], DSST [52], KCF [53], SAMF [54]), and 5 up-to-date subspace trackers (PCOM [12], LSST [10], 2DPCA [9], IVT [6], and SRPCA [11]). Fig. 10 shows the OPE results.
of the proposed tracker and its 10 competing counterparts. From the success rate plot, it can be seen that the proposed tracker yields the second best results, while it significantly (over 21%) outperforms the 5 subspace trackers. From the overlap-precision rank plot, we can see that the proposed tracker ranks second in terms of both the average overlap and the average precision, respectively.

The resetting based evaluation protocol is also used to evaluate the proposed tracker. A tracking failure is detected if the overlap rate in a frame drops to 0. The tracker is initialized by the ground truth bounding box after 5 frames when the tracking fails. Under this protocol, the accuracy is measured by the average overlap, and the numbers of tracking failure are mapped to real values within [0, 1], known as robustness. In addition to the above two criteria, expected average overlap (EAO) is another important metric for this protocol, which is considered from a statistical point of view for overlap rate.

In the evaluation experiments on this benchmark, we refer to the top 20 trackers in VOT 2016 challenge as the competing trackers. Fig. 11 shows the tracking performance of the proposed tracker and the 20 competing trackers in VOT 2016 challenge in terms of accuracy and robustness. From the accuracy-robustness rank plot, we can see that the proposed tracker performs competitively against the top 20 trackers with the accuracy score of 0.498 and the robustness score of 0.358, respectively. Fig. 12 shows the tracking performance of the proposed tracker and its 20 competing counterparts in terms of the EAO metric. It can be seen that the proposed tracker obtains good results that is comparable against the 20 competing trackers. Note that, although the proposed tracker ranks at 18, it achieves the average performance of the top 20 tracker, because the differences between the trackers ranking at from 12 to 18 are less than 0.1%, i.e., the performance of these trackers is very close to each other.

5.2.5 In Summary
We have conducted a large number of experiments on four benchmarks containing 230 video sequences in total. The resetting based evaluation protocol is also used to evaluate the proposed tracker. A tracking failure is detected if the overlap rate in a frame drops to 0. The tracker is initialized by the ground truth bounding box after 5 frames when the tracking fails. Under this protocol, the accuracy is measured by the average overlap, and the numbers of tracking failure are mapped to real values within [0, 1], known as robustness. In addition to the above two criteria, expected average overlap (EAO) is another important metric for this protocol, which is considered from a statistical point of view for overlap rate.

In the evaluation experiments on this benchmark, we refer to the top 20 trackers in VOT 2016 challenge as the competing trackers. Fig. 11 shows the tracking performance of the proposed tracker and the 20 competing trackers in VOT 2016 challenge in terms of accuracy and robustness. From the accuracy-robustness rank plot, we can see that the proposed tracker ranks second in terms of both the average overlap and the average precision, respectively. It can be seen from the accuracy-robustness raw score plot that the proposed tracker performs competitively against the top 20 trackers with the accuracy score of 0.498 and the robustness score of 0.358, respectively. Fig. 12 shows the tracking performance of the proposed tracker and its 20 competing counterparts in terms of the EAO metric. It can be seen that the proposed tracker obtains good results that is comparable against the 20 competing trackers. Note that, although the proposed tracker ranks at 18, it achieves the average performance of the top 20 tracker, because the differences between the trackers ranking at from 12 to 18 are less than 0.1%, i.e., the performance of these trackers is very close to each other.

5.2.5 In Summary
We have conducted a large number of experiments on four benchmarks containing 230 video sequences in total.
to evaluate the proposed tracker. Overall, the proposed tracker performs competitively on the four benchmarks against the state-of-the-art trackers. Here we are particularly interested in the performance gain of the proposed tracker over the state-of-the-art subspace trackers. The proposed tracker significantly outperforms its peer subspace trackers on all four benchmarks. We further investigate the performance difference between the proposed tracker and the best competing subspace tracker on each benchmark, which indicates the minimum performance increase of the proposed tracker over the state-of-the-art subspace trackers. Table 1 shows the minimal performance gain on the four benchmarks in terms of AUC of success rate. Considering the numbers of the video sequences of the benchmarks, we compute the average performance gain on each video sequence. As shown in Table 1, the proposed tracker improves the tracking performance of subspace trackers more than 9% on the 230 video sequences from the four benchmarks.
5.3 Analysis of the Proposed Approach

5.3.1 Reconstruction vs Embedding

First, we show a qualitative example in the case of illumination variation. The target and the background samples are shown in Fig. 13(a). Their subspace embedding (used in the proposed approach) and reconstructions (used in [14]) are plotted in the 3D subspaces, as shown in Figs. 13(b) and 13(c), respectively. It is evident that the subspace embedding of the two categories of samples are located in two clusters, leading to good linear separability in the low-dimensional subspace. In contrast, the subspace reconstructions belonging to two categories share almost the same direction of the principal axes, and they are hard to be separated from each other. Thus, the proposed approach constructs a subspace with better discrimination capability than DSL [14] in this example.

Furthermore, Fig. 14 shows a quantitative demonstration on the OTB-50 benchmark. The fisher discriminative ratio (FDR) between the target and the background samples is used to measure the discrimination capability. It is evident that the proposed tracker obtains higher FDRs than [14] on this benchmark, which means better discrimination capability.

5.3.2 Dimension Adaptivity vs Robustness Promotion

We investigate the effectiveness of the dimension adaptivity (DA) and the robustness promotion (RP) on the OTB-50 benchmark, as shown in Fig. 15. The baseline method adopts a subspace learning with a fixed dimension except RP. Because the dimension reduction obtained by our approach is 20% on average (as shown in Fig. 17(a)), we fix the dimension at 20% of the original one. It is evident that the DA and the RP improve the tracking performance significantly.

5.3.3 Subspace Embedding

We perform an ablation experiment to evaluate the performance with and without the subspace embedding on the OTB-50 benchmark, as shown in Fig. 16. It can be seen that the tracking performance is significantly improved on this benchmark with the subspace embedding. The liner classifier is more effective and reliable over the subspace embedding, leading to better discrimination, which is a critical factor to visual tracking. Without the subspace embedding, the
5.3.4 Dimension Reduction

In order to measure to what extent the dimension is reduced, a new criterion, the dimension reduction ratio (DRR), is defined as
\[
\frac{d}{\min(m,n)}
\]
where the sample matrix is of size \(m \times n\) and \(d\) is the reduced dimension. Fig. 17(a) shows the DRRs on each video sequence of the OTB-50 benchmark. It is evident that, on average, the dimension of the learned subspace is reduced to about 20% of its original dimension. This result demonstrates that the proposed approach can effectively reduce the dimension in the subspace learning, making the subspace embedding more discriminative.

5.3.5 Buffer Size in Online Update

The buffer size is set to 50 for the online update. A smaller size yields lower dimension, whereas a larger size leads to better discrimination. We investigate the influence of the buffer size by defining a criterion, low-dimension discrimination ratio (LDR) \(d/l\), where \(l\) is the low-dimension degree defined in [15] and \(d\) is the distance between the means of positive and negative samples. Larger LDRs indicate lower dimension and better discrimination. The influence of different buffer sizes is investigated on the OTB-50 benchmark, as shown in Fig. 17(b), where we can see that the best performance is achieved when setting the buffer size at 50.

6 DISCUSSIONS

6.1 Computational Complexity

The proposed tracker is implemented in MATLAB without any code optimizations. Its average running speed is 2 frames per second. The computational burden mainly comes from the SVD and matrix inversion for the likelihood evaluation of each target candidate in target localization, yielding a cubic order complexity \(O(n^3)\). Note that because the computational cost of the target localization is linearly proportional to the number of the target candidates, utilizing the independence of the candidates, the proposed tracker can be significantly sped up (theoretically by the number of candidates) by paralleling the likelihood computations of all the 400 candidates in the target localization.

6.2 Limitations

The proposed subspace embedding learning approach is driven by a Bayesian inference frame for the tracking. In the motion model, we assume the 2D translations to be Gaussian with a zero mean and a variance of 4 pixels. Because 95% samples drawn from the Gaussian are located within the range of 3 times standard deviation, the motion model can cover less than 6 pixels of the 2D translations. If the motion between two consecutive frames is larger than 6 pixels, the proposed tracker might fail since the candidates are rarely generated in the regions far away from the target location. It indicates that the proposed tracker might perform poorly in the case of fast motion. To alleviate this limitation, we can set a large value to the variance of the 2D translation to enlarge the search area for the target candidates. However, much more candidates are correspondingly required to ensure high tracking accuracy over the large search region. As analyzed above, the computational cost increases linearly with the number of the candidates. To make a trade-off between the tracking accuracy and computational efficiency, we use 400 candidates and set the variance to 4 pixels for the 2D translation motion model. With this configuration, the proposed tracker perform well in the case of fast motion on most benchmarks.

7 CONCLUSION

In this work, motivated by the assumption that the recently localized targets and their immediately surrounding background reside in a low-dimensional subspace, a dimension-adaptive subspace with good discrimination capability has been constructed by injecting a discriminative approach that reliably separates the target from the background into the subspace learning by means of joint learning. Subspace embedding has been leveraged to make dimension reduction for the discrimination learning. A new tracking model has been constructed and a new formulation has been proposed to solve the subspace embedding by leveraging a HSIC method. Extensive experimental results on four standard tracking benchmarks have demonstrated that the proposed tracker performs competitively against the state-of-the-art trackers, and significantly improves the performance of up-to-date subspace trackers.
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