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Abstract

Measurements of the differential cross sections of $Z + \text{jets}$ and $\gamma + \text{jets}$ production, and their ratio, are presented as a function of the boson transverse momentum. Measurements are also presented of the angular distribution between the $Z$ boson and the closest jet. The analysis is based on $p\bar{p}$ collisions at a center-of-mass energy of 13 TeV corresponding to an integrated luminosity of 35.9 fb$^{-1}$ recorded by the CMS experiment at the LHC. The results, corrected for detector effects, are compared with various theoretical predictions. In general, the predictions at higher orders in perturbation theory show better agreement with the measurements. This work provides the first measurement of the ratio of the differential cross sections of $Z + \text{jets}$ and $\gamma + \text{jets}$ production at 13 TeV, as well as the first direct measurement of $Z$ bosons emitted collinearly with a jet.
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1 Introduction

The production of vector bosons in association with jets in pp collisions provides an important test of the standard model (SM), as well as the opportunity to study major background processes to many searches for physics beyond the SM [1]. The 13 TeV center-of-mass energy of the CERN LHC and the large integrated luminosity of 36 fb$^{-1}$, collected in 2016, are used to measure these processes in regions of phase space that were not previously accessible.

This paper presents a measurement of the differential production cross sections of $Z + \text{jets}$ and $\gamma + \text{jets}$, and their ratio for highly energetic bosons. It also provides the first measurement of a $Z$ boson produced in close proximity (collinear) to an associated jet. Such measurements probe the SM for events with high boson transverse momentum ($p_T$), and collinear $Z$-jet emission, and provide precision tests of perturbative quantum chromodynamics (QCD) and electroweak (EW) calculations that are implemented in analytical calculations [2, 3] and Monte Carlo (MC) event generators. These measurements also provide constraints on parton distribution functions (PDFs) [4, 5], and are relevant in searches for physics beyond the SM, such as dark matter, supersymmetry, and invisible decays of the Higgs boson. The processes of $Z + \text{jets}$ and $\gamma + \text{jets}$ at high boson $p_T$ are key for estimating backgrounds from a $Z$ boson decaying to neutrinos ($Z \rightarrow \nu\bar{\nu}$), whereas the $Z/\gamma$ ratio is a theoretical input using $\gamma + \text{jets}$ to predict contributions from $Z \rightarrow \nu\bar{\nu}$ [6]. An accurate modeling of these processes can improve the potential for discovering new physics.

The differential cross sections for $Z + \text{jets}$ and $\gamma + \text{jets}$ can constrain higher-order perturbative QCD and EW calculations that result in a nonnegligible dependence of the cross sections on boson $p_T$. The EW radiative corrections become large and negative at high energies, because of the presence of Sudakov logarithms that arise from the virtual exchange of soft or collinear massive gauge bosons [7–12]. The corrections are logarithmically enhanced at large energies and their impact has been discussed in the context of searches for dark matter [13], where the dependence of the EW corrections on $p_T$ can lead to effects of the order of tens of percent at large boson $p_T$. Furthermore, developments in theory have led to improved predictions with automated next-to-leading order (NLO) QCD and EW corrections, for instance Sherpa + openloops [14] and MadGraph5_aMC@NLO [15]. The $Z + \text{jets}$ and $\gamma + \text{jets}$ cross sections, and their ratio, at high boson $p_T$, provide valuable information for probing the magnitude and dependence of these higher-order corrections on boson $p_T$. Differential cross section measurements for $Z + \text{jets}$ and $\gamma + \text{jets}$ have previously been performed by the ATLAS [16–18] and CMS Collaborations [19, 20] at $\sqrt{s} = 13$ TeV. A differential measurement of the $Z/\gamma$ cross section ratio at $\sqrt{s} = 8$ TeV has been performed by the CMS Collaboration using data corresponding to an integrated luminosity of 19.7 fb$^{-1}$ [21]. The measurement presented here is the first measurement of this ratio at 13 TeV.

In contrast to corrections in quantum electrodynamics and QCD, where the massless gauge bosons lead to logarithms that are canceled by the corresponding real-emission corrections, the massive $W$ and $Z$ bosons act as infrared regulators and provide a physical cutoff for the calculations of their cross sections. The emission of a $W$ or $Z$ boson can contribute significantly to inclusive $W + \text{jets}$ and $Z + \text{jets}$ production at high energies [22–24]. Such events can be accessed by selecting a high-$p_T$ event topology and studying the region of small angular separation between a $W$ or $Z$ boson and a jet. Measurements of the emission of $W$ bosons with jets were performed by ATLAS at 8 TeV [25] and CMS at 13 TeV [26]. The fully reconstructable decay products from the $Z$ boson (in this case decaying to muons) measured in this work, provide a direct measurement of the angular separation between the $Z$ boson and the closest jet.
2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. The ECAL provides coverage in pseudorapidity $|\eta| < 1.48$ in the barrel region (EB), and $1.48 < |\eta| < 3.0$ in two endcap regions (EE). Forward calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [27]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a fixed latency period of less than 4 $\mu s$. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, is reported in Ref. [28].

3 Event simulation

The production of Z + jets and the decay to muons is simulated at NLO in QCD using the MC event generator MADGRAPH5_aMC@NLO (v2.2.2) [29] interfaced with PYTHIA (v8.212) [30] for parton shower (PS) and hadronization. The QCD matrix element (ME) calculation includes up to three final-state partons. The ME-PS matching is performed following the FxFx prescription [31]. The cross section of Z + jets production for $p_T^Z > 50$ GeV, where $p_T^Z$ is the transverse momentum of the Z boson, is computed at next-to-NLO (NNLO) with FEWZ (v3.1) [32]. The renormalization and factorization scales are both set to the sum of the transverse masses of all final state particles and partons.

The $\gamma$ + jets process is generated using the MADGRAPH5_aMC@NLO generator at both leading order (LO) and NLO in perturbative QCD. For the LO samples, the ME calculation includes up to two final state partons and uses the $k_T$ MLM matching scheme [33] with a matching parameter of 20 GeV to avoid double counting the final states arising from the ME calculations and PS evolution. The NLO samples are generated with up to one parton in the final state and the ME-PS matching is performed following the FxFx prescription. After correcting for the detector effects, the data are also compared with $\gamma$ + jets samples generated at NLO in QCD using the JETPHOX (v1.3.1) [34–36] generator with the Bourhis–Fontannaz–Guillet set II parton-to-photon fragmentation functions [37]. The choice for the renormalization, factorization, and fragmentation scales in JETPHOX are all set to the photon $p_T^\gamma$:

$$\mu_R = \mu_F = \mu_t = p_T^\gamma.$$  

A parton-level isolation criterion is also required by applying a 5 GeV threshold on the transverse energy ($E_T$), defined as the sum of all parton energies (each multiplied by the sin $\theta$ of their polar angles), around the photon within a cone of radius $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$, where $\eta$ is the pseudorapidity and $\phi$ is the azimuthal angle.

The Z + jets and $\gamma$ + jets processes are also generated using SHERPA + OPENLOOPS (v2.1.0) [38] with a matrix element calculation for up to 2 additional partons at NLO in QCD and up to 4 partons at LO in QCD and the approximate NLO EW calculation using the Comix [39] and OPENLOOPS [40] matrix element generators. This is merged with CSShower [41], the default
parton shower in SHERPA, using the ME-PS matching implemented according to the MC@NLO method [42, 43]. The renormalization and factorization scales are both set to the METS scale setter [38].

The simulation of background processes contributing to the $Z + \text{jets}$ and $\gamma + \text{jets}$ channels are described in the following.

The production of a $W$ boson in association with jets, where the $W$ boson decays to a charged lepton and a neutrino, is also simulated with MADGRAPH5_aMC@NLO and normalized to the cross section calculated at NNLO with FEWZ.

Top quark pair events are generated with MADGRAPH5_aMC@NLO and normalized to the inclusive cross section calculated at NNLO together with next-to-next-to-leading logarithmic corrections [44, 45]. Single top quark processes are generated at LO with POWHEG (v2.0) [46–48] and normalized to the NLO cross sections for $tW$ and $t$-channel production [49], whereas the $s$-channel production is generated at NLO with MADGRAPH5_aMC@NLO.

The diboson production processes are generated at NLO as follows: $WZ$ is generated with MADGRAPH5_aMC@NLO; $ZZ$ is generated with a mixture of POWHEG and MADGRAPH5_aMC@NLO; $WW$ is generated with POWHEG and normalized to the cross section calculated at NNLO; and $W\gamma$ and $Z\gamma$ are generated with MADGRAPH5_aMC@NLO. Finally, multijet QCD events are generated with PYTHIA at LO.

The NNPDF3.0 LO, NLO, and NNLO PDFs [50] are used, respectively, with the LO, NLO, and NNLO codes described above. The PYTHIA program with the CUETP8M1 underlying event tune [51] is used to describe parton showering and hadronization for all simulated samples. The full detector response is simulated using the GEANT4 [52] package for all background and signal samples.

The presence of additional pp interactions in the same or nearby bunch crossings (pileup), corresponding to an average of 23 pileup pp collisions per event in the data, is incorporated into the simulated events. The additional collisions are simulated with PYTHIA using the NNPDF2.3 PDFs [53] and the CUETP8M1 tune. The simulated event samples are weighted to match the pileup distribution measured in data.

4 Event reconstruction and selection

The particle-flow (PF) algorithm [54] aims to reconstruct and identify each individual physics-object (PF candidate) in an event, with an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as measured by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The momentum of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

In the barrel section of the ECAL, an energy resolution of about 1% is achieved for unconverted or late-converting photons in the tens of GeV energy range. The remaining barrel photons have
a resolution of about 1.3% up to $|\eta| = 1$, increasing to about 2.5% at $|\eta| = 1.4$. In the endcaps, the resolution of unconverted or late-converting photons is about 2.5%, whereas the remaining endcap photons have a resolution between 3 and 4% \[55, 56\].

For each event, hadronic jets are clustered from PF candidates using the infrared- and collinear-safe anti-$k_T$ algorithm \[57, 58\] with a distance parameter of $\Delta R = 0.4$. Jet momentum is determined as the vectorial sum of all particle candidate momenta in the jet, and is found from simulation to be, on average, within 5 to 10% of the true momentum over the entire $p_T$ spectrum and detector acceptance. Pileup can contribute additional tracks and calorimetric energy depositions to the jet momentum. To mitigate this effect, tracks identified as originating from pileup vertices are discarded and an offset is applied to correct for the remaining contributions \[59, 60\]. Jet energy corrections are derived from simulation studies so that the average measured response of jets becomes identical to that of particle-level jets. Measurements of the momentum balance in dijet, $\gamma +$ jet, $Z +$ jet, and multijet events are used to correct for any residual differences in jet energy scale (JES) in data and simulation \[61\]. The jet energy resolution (JER) amounts typically to 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV \[61\]. Additional selection criteria are applied to each event to remove jets potentially dominated by anomalous contributions from various subdetector components or reconstruction failures.

The reconstructed vertex with the largest value of summed physics-object $p_T^2$ is the primary pp interaction vertex. The physics objects are the jets, clustered using the jet finding algorithm \[57\, 58\] with the tracks assigned to the vertex as inputs.

Muons are measured in the range $|\eta| < 2.4$, with detection planes using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. Matching muons to tracks measured in the silicon tracker results in a relative transverse momentum resolution of 1 (<7)% \[62\] in the barrel and 3% in the endcaps, for muons with $p_T$ up to 100 (1000) GeV.

The Z bosons are identified by their decay into $\mu^+\mu^-$ pairs. Events for the Z + jets analysis are selected online using a high-level trigger that requires a loosely isolated muon with a minimum $p_T$ threshold of 24 GeV. Offline, the muon candidates are required to be: reconstructed in the fiducial region $|\eta| < 2.4$; separated from any jets in the event by a distance of $\Delta R > 0.5$; and isolated, where the isolation is calculated from the sum of the scalar $p_T$ of all PF candidates within an isolation cone with radius $\Delta R = 0.4$, which is required to be <15% of the muon $p_T$. Two isolated muons of opposite electric charges are selected. The dimuon invariant mass $m_{\mu\mu}$ is required to be compatible with the Z boson mass, in the range of $71 < m_{\mu\mu} < 111$ GeV. Z + jets events thus contain Z boson and off-peak Drell–Yan + jets production. In case more than one pair is selected, the highest $p_T$ pair is chosen. The muons are each required to have $p_T > 30$ GeV. In addition, to match the photon requirement in the differential cross section ratio of $Z/\gamma$, the dimuon system is required to have $p_T > 200$ GeV and a rapidity in the range $|y| < 1.4$.

Photon events are selected online with a trigger that requires at least one ECAL cluster with $E_T > 175$ GeV, and the ratio of energy deposited in the HCAL to that in the ECAL to be less than 0.15 (0.10) in the EB (EE) region. Offline, photon candidates are required: (i) to have $p_T > 200$ GeV and $|\eta| < 1.4$ to ensure the trigger is fully efficient; (ii) to pass a set of cut-based high-quality identification criteria based on the shape of the electromagnetic shower in the ECAL; and (iii) to have an isolation energy calculated from all PF candidates (charged hadrons, neutral hadrons, and photons) and corrected for pileup on an event-by-event basis within a cone of radius $\Delta R = 0.3$ \[55, 56\]. The photon isolation from charged hadrons, neutral hadrons, and photons is required to be less than: 0.202, 0.264 + 0.0148$p_T + 0.000017p_T^2$, and 2.362 + 0.0047$p_T$, respectively, where the $p_T$ is the photon $p_T$ \[55, 56\].
Jets are required to have $p_T > 40$ GeV and $|\eta| < 2.4$. For both the $Z +$ jets and $\gamma +$ jets channels, at least one jet is required to have $p_T > 100$ GeV.

The definitions of the fiducial region in data and simulation for the $Z +$ jets and $\gamma +$ jets selections closely follow the analysis requirements for the reconstructed objects. The $Z +$ jets selection requires the presence of two muons with opposite electric charges. The muons are each required to have $p_T > 30$ GeV and $|\eta| < 2.4$, with an invariant mass in the range $71 < m_{\mu\mu} < 111$ GeV. For simulation, the muon four-vectors have been summed with all the generated photons and leptons within a cone of $\Delta R = 0.1$. Both channels require the vector boson to have $p_T > 200$ GeV, $|\eta|$ or $|y| < 1.4$, and at least one jet with $p_T > 100$ GeV, where the jets are required to be separated from the muons or the photon by a distance of $\Delta R > 0.5$.

The selection of events for the collinear $Z$ boson emission analysis follows that of the $Z +$ jets region, except that the requirements on the boson $p_T$ and $y$ are removed and instead the threshold on the leading jet $p_T$ is raised to 300 GeV. The distribution of the angular separation between the $Z$ boson and the closest jet ($\Delta R_{Z,j}$) from data is compared with theoretical predictions for two thresholds on the leading jet $p_T$: 300 and 500 GeV. The region $\Delta R_{Z,j} > 2.5$ is dominated by the back-to-back production of a $Z$ boson and a jet, while $\Delta R_{Z,j} < 2.5$ is enhanced in the collinear production.

The fiducial region for this analysis is defined by the presence of a $Z$ boson reconstructed from muons with $p_T > 30$ GeV, $|\eta| < 2.4$, and one jet with $|\eta| < 2.4$ and $p_T$ above 300 or 500 GeV.

### 5 Background estimation

#### 5.1 The $Z +$ jets channel

The selection of $Z +$ jets events produces a relatively pure sample of $Z$ bosons decaying to muons. Contributions from background processes in the fiducial region are estimated from simulation and subtracted in the results. The dominant contributions are from diboson events and vector boson fusion $Z +$ jets production, which is treated as a background in this analysis. These backgrounds contribute at the level of 2.5 and 1.5%, respectively, for the $Z +$ jets analysis and 3.2 and 3.1% for the collinear $Z$ analysis with leading jet $p_T$ above 300 GeV. The systematic uncertainty in the MC prediction is a quadratic sum of the uncertainties in the modeling of the muon selection efficiencies, simulation-based systematic uncertainties, uncertainty in the cross section, and the statistical uncertainty due to the limited number of MC events. The dominant uncertainty for boson $p_T$ above 500 GeV comes from the limited number of simulation events, whereas the uncertainty in the cross section dominates at $p_T$ below 500 GeV. For the collinear $Z$ analysis, the statistical uncertainty dominates for high $\Delta R_{Z,j}$ above 3.4 and the very low $\Delta R_{Z,j}$ below 0.5, whereas the uncertainty in the cross section is dominant for the $\Delta R_{Z,j}$ region between 0.5 and 3.4.

#### 5.2 The $\gamma +$ jets channel

The largest background contribution to the $\gamma +$ jets region is from QCD multijet processes in which an electron or hadron from a jet is misidentified as a photon candidate. The total background contribution, which is mostly from such misidentified photon events, is estimated from the purity of $\gamma +$ jets events, defined as the fraction of isolated photons from the hard scattering over the number of all photon candidates after the full selection criteria is applied. A template fit method is used to extract a value for the photon purity in each $p_T$ bin, by fitting the data with a sum of the signal and background templates, where the signal denotes the distribution from genuine photons and the background is the distribution from misidentified photons.
number of isolated photons emitted in the hard scattering is extracted from a fit to the shower shape variable $\sigma_{\eta\eta}$, which defines the extent of the shower along the $\eta$ direction within a $5 \times 5$ array of ECAL crystals. This variable provides discrimination between signal and background, owing to the respective narrow and wide lateral spreads in the showers observed from genuine and misidentified photons.

The signal template is obtained from simulated $\gamma + \text{jets}$ events generated at NLO using MADGRAPH5_aMC@NLO, selecting all candidates passing the analysis selection criteria and matched to a particle-level isolated photon coming from the hard scattering. The particle-level photon is defined as a prompt photon with the scalar $p_T$ sum of all additional generated stable particles (within a cone of $\Delta R = 0.4$ around the photon) required to be less than 5 GeV. The uncertainty in the shape of the signal template is estimated using an alternative MC simulation. A comparison is made between the signal $\sigma_{\eta\eta}$ distribution from the LO SHERPA prediction and the nominal distribution from MADGRAPH5_aMC@NLO. The shape of the $\sigma_{\eta\eta}$ distribution from the two simulations are similar. The signal template obtained from SHERPA is provided as an alternative template to the fit.

A data region enriched in misidentified photons is selected using the isolation of the photon candidate, as determined by summing the transverse momenta of only charged hadrons (charged-hadron isolation $I_{ch}$). This region is used to obtain the background template; the presence of genuine photons can lead to a background template that looks like the signal distribution and skews the estimate of the purity. The value of $I_{ch}$ used to define this background-enriched region is thus chosen following an optimization to reduce the contamination from signal events and, at the same time, provide a statistically sufficient sample of misidentified photons. The charged-hadron isolation is required to be in the range 10–15 GeV, following an optimization procedure described below. Any remaining residual contribution from genuine photons, which is under 6% for $\sigma_{\eta\eta} < 0.010$, is subtracted using simulation. Since this subtraction procedure relies on an accurate normalization of the MC prediction in this region of phase space, an additional cross-check is performed to validate it. The definition of the background-enriched region is varied, and the effect of this variation on the $\sigma_{\eta\eta}$ distribution is studied. The difference in the shape of this distribution in the nominal region and one with a different $I_{ch}$ range is estimated by constructing a quantity $R_{\sigma_{\eta\eta}}$, defined as the ratio of the number of events in the signal region ($\sigma_{\eta\eta} < 0.010$) and background-dominated regions ($\sigma_{\eta\eta} > 0.014$); the latter being dominated by misidentified photons. The behaviour of $R_{\sigma_{\eta\eta}}$ is studied for a large number of possible background-enriched regions defined within the $I_{ch}$ range of 1–20 GeV. The ratio is most stable when the lower threshold on the $I_{ch}$ is sufficiently far away from the signal region. The behavior of $R_{\sigma_{\eta\eta}}$ is studied for a large number of possible background-enriched regions defined within the $I_{ch}$ range of 1–20 GeV. The ratio is most stable when the lower threshold on the $I_{ch}$ is sufficiently far away from the signal region. The contamination from signal events has a small effect on the ratio. The optimal background-enriched region is found to be $10 < I_{ch} < 15$ GeV. A systematic uncertainty from the choice of this region is determined from the maximum variation of the background template across all possible regions that produce a value for $R_{\sigma_{\eta\eta}}$ that does not vary with the amount of signal contamination. This shape difference is small, within the statistical uncertainty associated with the number of events in the sideband region.

A binned maximum-likelihood fit is performed to the $\sigma_{\eta\eta}$ distribution in data to extract the fraction of genuine photons. Statistical uncertainties in the templates are included in the fit as nuisance parameters using the Barlow–Beeston approach. The purity fraction is estimated by integrating the fitted template over the photon $\sigma_{\eta\eta}$ fiducial region of $\sigma_{\eta\eta} < 0.010$. Figure 1 shows the results of the fit to the $\sigma_{\eta\eta}$ distribution for the $p_T$ bin 300–350 GeV, and the purity values extracted from a similar fit in each $p_T$ bin. The purity as a function of photon $p_T$ is then fitted with a functional form and used to extract the purity values for the subsequent unfolding procedure. Also shown in Fig. 1 is the associated uncertainty in the purity, including
Figure 1: A fit to the $\sigma_{\eta\eta}$ distribution using signal and background templates to extract a value for the purity in the photon $p_T$ bin of 300–350 GeV. The signal region is to the left of the vertical dashed line (left). The purity, as a function of the photon $p_T$, is extracted from a fit to the $\sigma_{\eta\eta}$ distribution in each $p_T$ bin. The error bars show the total statistical and systematic uncertainty and the solid line is the fit to the data points (right).

both the statistical uncertainty from the fit and systematic contributions from the alternative signal template, choice of background-enriched region, discrepancies in modeling of the $\sigma_{\eta\eta}$ distribution, and photon selection efficiencies. The purity for photons with $p_T > 200 \text{ (400)}$ GeV is above 98 (99)% and approaches 100% at high $p_T$.

6 Corrections for detector effects

The reconstructed distributions are corrected for the event selection efficiency and detector resolution effects using an unfolding technique that employs a response matrix to map the reconstructed observables onto the generator-level values. This is performed using the TUNFOLD software package \cite{64}, which is based on a least squares fit and includes the option for a possible Tikhonov regularization term \cite{65}. The strength of the regularization parameter is determined with the L-curve scan method \cite{66} and is negligible. Hence, no regularization is applied to the distributions.

The simulation used to build the response matrix correcting for $Z + \text{jets}$ and $\gamma + \text{jets}$ events is based on NLO MADGRAPH5_\text{aMC@NLO}. To build the response matrix, the bosons in each generator-level event passing the fiducial requirements described in Section 4 are matched to the corresponding reconstruction-level objects. When the generator-level bosons match the reconstruction-level objects, the response matrix is populated with both events, whereas generated events in the fiducial region without a matching reconstructed boson candidate are used to determine the selection efficiency. Conversely, a reconstructed boson candidate in the fiducial region not matched to a generator-level boson is considered as a further background source.

The unfolding of the $\Delta R_{Z,j}$ distribution is also performed using the NLO MADGRAPH5_\text{aMC@NLO} simulation. For this distribution, an additional matching procedure is performed between the closest jet to the reconstructed Z boson and a generator-level jet. The response matrix is then built similarly to the $Z + \text{jets}$ and $\gamma + \text{jets}$ cases.

After the unfolding procedure, the fiducial region event yield is obtained and the correspond-
ing measured fiducial cross sections are compared with different theoretical predictions.

7 Systematic uncertainties

Systematic uncertainties associated with the measurement of the cross sections are propagated by varying the parameter representing the source of each uncertainty by one standard deviation up and down ($\pm1\sigma$) and recomputing the response matrix for each variation.

The systematic uncertainty in the efficiency of selecting muons or photons is determined by comparing the efficiency expected from simulation and measured in data with the “tag-and-probe” method [67] as a function of the $p_T$ and $\eta$ of the relevant object. For photons, this is derived using a sample of electrons from $Z$ decays [55], reconstructed as photons without the electron-veto requirement. This uncertainty is applied as a scale factor on an event-by-event basis and implemented in the unfolding procedure as alternative MC distributions for each $\pm1\sigma$ variation on the efficiencies. The statistical (systematic) component of the uncertainty is treated as uncorrelated (correlated) across the boson $p_T$ bins. The uncertainty in the muon selection efficiency, which includes the identification, isolation and tracking efficiency, contributes at the 0.8–1.0% level to the $Z + \text{jets}$ cross section, whereas the uncertainty in the photon selection efficiency, which includes the identification and isolation efficiency, contributes at the 2.5–2.6% level on the $\gamma + \text{jets}$ cross section across the full $p_T$ range. The uncertainty in the photon trigger efficiency contributes 0.2–2.2%, whereas the uncertainty in the muon trigger efficiency is negligible for the $Z + \text{jets}$ channel and less than 0.2% for the $Z$-jet collinear region.

The systematic uncertainty in the muon momentum scale is the dominant systematic uncertainty in the $Z + \text{jets}$ cross section. The uncertainty in the scale of up to 1 (7)% at $p_T < 100$ (1000) GeV for each muon results in an uncertainty in the cross section ranging from 1.7% at low $p_T$ up to 22% at high $p_T$. The uncertainty in the photon energy scale and resolution of 1–2% results in an uncertainty in the cross section of $\leq 1\%$ at low $p_T$ and up to 8.6% at high $p_T$, becoming the dominant systematic uncertainty.

The effect on the measurement from the uncertainty in the JES and JER is evaluated by varying the jet four-momenta using the uncertainties in the correction factors that depend on the jet $p_T$ and $\eta$ for the JES, and jet $\eta$ for the JER. The uncertainties from the JES and JER are subdominant (below or at the 1% level) for all three event categories, because of the high-$p_T$ threshold of the leading jet.

The sources of systematic uncertainty associated with the estimation of the photon purity are described in more detail in Section 5.2 and contribute up to 1.1% at low photon $p_T$ and down to 0.2% at high $p_T$.

A correction is applied to account for the difference in pileup between data and simulation. It has a negligible (less than 1%) effect on the $Z + \text{jets}$ and $\gamma + \text{jets}$ cross sections. A 2.5% uncertainty in the total integrated luminosity [68] is applied to the unfolded data distribution.

Uncertainties are included in the unfolding procedure from the statistical size of the simulation sample used to build the response matrix and from the difference between the LO and NLO MADGRAPH5_AMC@NLO samples. The overall unfolding uncertainty is the quadratic sum of these two contributions, with the dominant uncertainty being the statistical size of the simulation samples. The uncertainty in the unfolding is the dominant uncertainty at high boson $p_T$ for the $Z + \text{jets}$ cross section, contributing up to 19% in the highest $Z$ boson $p_T$ bin, and a lower uncertainty in the $\gamma + \text{jets}$ cross section, contributing up to 6.4% at high photon $p_T$. The uncertainty in the unfolding for the $\Delta R_{Z,j}$ distribution is among the largest uncertainties.
A summary of the contributions from each uncertainty source to the differential cross section measurements of \(Z + \text{jets}\), \(\gamma + \text{jets}\), \(Z/\gamma\) ratio, and \(Z\)-jet angular separation for a leading jet \(p_T\) threshold of 300 GeV is shown in Table 1. Common sources of systematic uncertainties such as those from JES, JER, and integrated luminosity are treated as correlated between \(Z + \text{jets}\) and \(\gamma + \text{jets}\) and therefore mostly cancel in the \(Z/\gamma\) ratio, whereas sources of uncertainty such as the lepton efficiency, trigger, and photon purity are treated as uncorrelated.

Table 1: The contributions to the uncertainty in the differential cross section measurements for the \(Z + \text{jets}\) and \(\gamma + \text{jets}\) processes, the \(Z/\gamma\) ratio, and the \(\Delta R_{Z,j}\) region. The uncertainties are expressed in percent, and a range represents the minimum and maximum effect observed.

| Systematic source                  | \(Z + \text{jets} \)% | \(\gamma + \text{jets} \)% | \((Z + \text{jets})/(\gamma + \text{jets}) \)% | \(\Delta R_{Z,j}\) region \% |
|------------------------------------|-------------------------|-----------------------------|-----------------------------------------------|-----------------------------|
| Trigger                            | 0.0                     | 0.2–2.2                     | 0.2–2.2                                       | 0.0–0.2                     |
| Muon reconstruction and selection  | 0.8–1.0                 | —                           | 0.8–1.0                                       | 0.9–1.1                     |
| Photon reconstruction and selection| —                       | 2.5–2.6                     | 2.5–2.6                                       | —                           |
| Photon energy scale                | —                       | 0.5–8.6                     | 0.5–8.6                                       | —                           |
| Muon momentum scale                | 1.7–22                  | —                           | 1.7–22                                        | 0.1–12                      |
| Photon purity                      | —                       | 0.2–1.1                     | 0.2–1.1                                       | —                           |
| Background yields                  | 0.7–1.5                 | —                           | 0.5–1.6                                       | 0.9–11                      |
| Pileup                             | 0.0–0.7                 | 0.0–0.3                     | 0.0–0.4                                       | 0.2–0.9                     |
| Integrated luminosity              | 2.5                     | 2.5                         | 0.0                                           | 2.5                         |
| Unfolding                          | 0.3–19                  | 1.1–6.4                     | 1.1–20                                        | 1.2–11                      |
| JES/JER                            | 0.0–0.2                 | 0.0–0.2                     | ≤0.04                                         | 0.3–1.5                     |
| Total                              | 3.3–29                  | 4.0–12                      | 4.4–31                                        | 3.5–17                      |

8 Results

A comparison of the unfolded cross section of \(Z + \text{jets}\) events, as a function of the \(Z\) boson \(p_T\), with several theoretical predictions is shown in Fig. 2 left (upper and lower panels). The unfolded data are compared with the LO and NLO predictions from MADGRAPH5_aMC@NLO and the NLO QCD+EW prediction from SHERPA + OPENLOOPS. The predictions from MADGRAPH5_aMC@NLO at LO are normalized to the NNLO cross section from FEWZ. Statistical uncertainties associated with the MC are shown for the LO and NLO predictions in the lower panel. Additionally, the NLO prediction from MADGRAPH5_aMC@NLO is shown with the uncertainties from the variation in the PDFs, and in \(\mu_F\) and \(\mu_R\). The PDF uncertainty is evaluated by taking the one sigma uncertainty band from the different PDF replicas and the scale uncertainty is evaluated by independently varying the scales up and down by a factor of two, with the condition that \(0.5 < \mu_F/\mu_R < 2.0\), and taking the largest cross section variation as the uncertainty.

The statistical uncertainty in the data is shown with the error bars, and the combined statistical and systematic uncertainty is represented by the shaded band. Systematic uncertainties from the integrated luminosity and the muon selection efficiency determination dominate the low-\(p_T\) region, whereas the major source of the systematic uncertainty in the high-\(p_T\) region comes from the unfolding. The precision in the high-\(p_T\) region is limited by both the statistical uncertainties in the data and also by the limited size of the MC samples. The data show agreement within uncertainties with all predictions across almost the entire \(p_T\) range. A difference of 1.7 standard deviations is observed between the data and the prediction from MADGRAPH5_aMC@NLO in the 950–1200 GeV bin. In general, the NLO calculations describe the shape of the \(Z\) boson \(p_T\) distribution better than the LO calculation.

The distribution of the unfolded photon \(p_T\) is compared with theoretical predictions from JETPHOX, SHERPA + OPENLOOPS, and MADGRAPH5_aMC@NLO in Fig. 2 right (upper and lower panels).
Figure 2: Measured differential cross sections as a function of the boson $p_T$ for $Z + \text{jets}$ (left) and $\gamma + \text{jets}$ (right) and their comparisons with several theoretical predictions. The LO MADGRAPH5_aMC@NLO prediction for $Z + \text{jets}$ has been normalized to the NNLO cross section (denoted by $k_{\text{NNLO}}$). The vertical bars in the upper panels represent the statistical uncertainty in the measurement and the hatched band in the lower and upper panels is the sum in quadrature of the statistical and systematic uncertainty components in the measurement. The lower panels show the ratios of the theoretical predictions to the unfolded data. The shaded band in the LO MADGRAPH5_aMC@NLO and SHERPA + OPENLOOPS calculations shows the statistical uncertainty. The dark (light) shaded band on the NLO prediction from MADGRAPH5_aMC@NLO and the JETPHOX prediction represents the PDF (scale) uncertainties, whereas the statistical uncertainties are barely visible.

The LO prediction from MADGRAPH5_aMC@NLO shows a 10–30% disagreement in the shape of the photon $p_T$ distribution, in particular for $p_T$ values below $\approx 600\, \text{GeV}$. The corresponding NLO calculation shows agreement within uncertainties across the full range of $p_T$. The SHERPA + OPENLOOPS calculation overpredicts the data by 20–30% in the $p_T$ region below 500 GeV and is consistent within uncertainties for the rest of the $p_T$ range. The NLO prediction from JETPHOX is shown with the uncertainties from the variation in PDFs and in $\mu_R$, $\mu_F$ and $\mu_t$. The prediction is mostly consistent with data within uncertainties with a general overprediction at the level of $\approx 20\%$ for $p_T < 500\, \text{GeV}$. Since the experimental uncertainties are smaller than or comparable with the theoretical uncertainties for low and intermediate photon $p_T$, this
analysis can be useful to constrain the proton PDF [4].

The ratio of differential cross sections for the two processes, $Z + \text{jets}$ over $\gamma + \text{jets}$, is shown in Fig. 3 and compared with the theoretical prediction at NLO from MADGRAPH5_aMC@NLO and NLO QCD+EW from SHERPA + OPENLOOPS. The comparison with MADGRAPH5_aMC@NLO shows consistency within the uncertainties across the entire $p_T$ range, whereas SHERPA + OPENLOOPS underpredicts the data by 10–20% at low $p_T$, because of the overprediction in the photon $p_T$ distribution, but is consistent with data within uncertainties for $p_T > 300$ GeV.

![Figure 3: Differential cross section ratio of $Z + \text{jets}$ to $\gamma + \text{jets}$ as a function of the vector boson (V) transverse momentum compared with the theoretical prediction from MADGRAPH5_aMC@NLO and SHERPA + OPENLOOPS. Only vector bosons produced centrally, with $|y| < 1.4$, in association with one or more jets are considered. The lower panel shows the ratio of the theoretical prediction to the unfolded data. The vertical bars in the upper panel represent the statistical uncertainty in the measurement and the hatched band in the lower and upper panels is the sum in quadrature of the statistical and systematic uncertainty components in the measurement. The dark (light) shaded band on the NLO prediction from MADGRAPH5_aMC@NLO represents the PDF (scale) uncertainties, which are treated as uncorrelated between $Z + \text{jets}$ and $\gamma + \text{jets}$, whereas the statistical uncertainties are barely visible. The shaded band on the SHERPA + OPENLOOPS calculation is the statistical uncertainty. The unfolded distribution for the angular separation between the Z boson and the closest jet is shown in Fig. 4 and compared with predictions from MADGRAPH5_aMC@NLO and SHERPA + OPENLOOPS. The peak around $\Delta R_{Zj} = 3.4$ corresponds to the back-to-back production of a Z boson and a jet, whereas the region below $\Delta R_{Zj} \approx 2.5$ is enhanced in the collinear emission of a Z boson close to a jet. The theoretical predictions are generally consistent with the data within
the uncertainties for the case where the leading jet $p_T$ is above 500 GeV. The LO prediction from MadGraph5_aMC@NLO underpredicts the data for $\Delta R_{Z,j} > 1.8$, whereas the NLO prediction is consistent within uncertainties for the bulk of the distribution with the largest discrepancy for $\Delta R_{Z,j}$ below 0.8 for leading jet $p_T > 300$ GeV, the region dominated by collinear production. The Sherpa + OpenLoops prediction is typically higher than the data for the region below $\Delta R_{Z,j} \approx 1.8$, but has a large statistical uncertainty and is mostly consistent with the data within these uncertainties.

Figure 4: Measured differential cross section of $Z + \text{jets}$ as a function of the angular separation between the $Z$ boson and the closest jet, compared with theoretical predictions from MadGraph5_aMC@NLO and Sherpa + OpenLoops, where the leading jet $p_T$ is above 300 (left) and 500 (right) GeV. The vertical bars in the upper panel represent the statistical uncertainty in the measurement and the hatched band in the lower and upper panels is the sum in quadrature of the statistical and systematic uncertainty components in the measurement. The lower panels show the ratio of the theoretical predictions to the unfolded data. The shaded band on the LO MadGraph5_aMC@NLO and Sherpa + OpenLoops calculations is the statistical uncertainty. The dark (light) shaded band on the NLO prediction from MadGraph5_aMC@NLO represents the PDF (scale) uncertainties.
Summary

This paper presents measurements of standard model processes that probe regions of phase space characterized by the production of $Z + \text{jets}$ and $\gamma + \text{jets}$ at large boson transverse momentum ($p_T$), and of a $Z$ boson in association with at least one very high $p_T$ jet.

The measurements utilize data recorded with the CMS detector in pp collisions at $\sqrt{s} = 13$ TeV at the LHC that correspond to an integrated luminosity of 35.9 fb$^{-1}$. Comparisons are made between the unfolded data and several theory predictions.

The $Z + \text{jets}$ and $\gamma + \text{jets}$ cross sections as a function of boson $p_T$ are presented for $p_T$ above 200 GeV and compared with predictions from (i) the leading-order (LO) and next-to-leading-order (NLO) calculations from MADGRAPH5_aMC@NLO, and (ii) the NLO quantum chromodynamics and electroweak (QCD+EW) calculation from SHERPA + OPENLOOPS. In addition, the $\gamma + \text{jets}$ measurement is compared with NLO JETPHOX predictions. The data are consistent with theory for both the $\gamma$ and $Z$ boson final states, although in some regions of phase space a few tens of percent deviations are observed. In general, the perturbative NLO corrections exhibit a better agreement with the measurements.

This is the first measurement at 13 TeV of the ratio of cross sections for $Z + \text{jets}$ to $\gamma + \text{jets}$ as a function of boson $p_T$. This ratio is compared with the NLO calculation from MADGRAPH5_aMC@NLO and the NLO QCD+EW prediction from SHERPA + OPENLOOPS; and it probes the region up to 1.5 TeV in boson $p_T$. The data are generally in agreement with theory within the uncertainties over the full range of boson $p_T$. This ratio provides an important theoretical input for the estimation, based on the $\gamma + \text{jets}$ process, of the $Z \rightarrow \nu\bar{\nu}$ background relevant in searches for new physics.

The measurement of the emission of a $Z$ boson collinear to a jet represents the first explicit study of this topology at the LHC. It is accessed through the production of a $Z$ boson in association with at least one high-$p_T$ jet (>300 or >500 GeV), and the differential cross section is measured as a function of the angular separation between the $Z$ boson and the closest jet ($\Delta R_{Z,j}$). The unfolded data are compared with the LO and NLO calculations from MADGRAPH5_aMC@NLO, and the NLO QCD+EW prediction from SHERPA + OPENLOOPS. The NLO MADGRAPH shows agreement over most of the measured distribution, but underpredicts it for the $\Delta R_{Z,j}$ region below 0.8, which is dominated by events with the emission of a $Z$ boson in close proximity to a jet. The prediction from SHERPA is also generally consistent with the measurement.

The measurements presented in this paper will become increasingly important in current and future runs of the LHC, where the higher $\sqrt{s}$ and larger integrated luminosity will push the LHC program into new territory, necessitating an understanding of standard model processes in regions of previously unexplored phase space.
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