INTERACTING PARTICLE SYSTEMS AT THE EDGE OF MULTILEVEL JACK PROCESSES
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Abstract. We consider a multilevel continuous time Markov chain $X(s; N) = (X^j_i(s; N) : 1 \leq i \leq j \leq N)$, which is defined by means of Jack symmetric functions and forms a certain discretization of the multilevel Dyson Brownian motion. The process $X(s; N)$ describes the evolution of a discrete interlacing particle system with push-block interactions between the particles, which preserve the interlacing property. We study the joint asymptotic separation of the particles at the right edge of the ensemble as the number of levels and time tend to infinity and show that the limit is described by a certain zero range process with local interactions.
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1. Introduction and main results

The main results of this paper are contained in Section 1.2. The section below gives background for the main object we study, which is a certain interacting particle system with push-block dynamics.

1.1. Preface. During the last two decades there has been significant progress in understanding the long time nonequilibrium behavior of interacting particle systems and random growth models that belong to the so-called KPZ universality class. An important role for this success, has been played by integrable (or exactly solvable) models. Integrability in this case refers to the fact that these systems typically come with some enhanced algebraic structure, which makes them more amenable to detailed analysis and hence provides the most complete access to various phenomena such as phase transition, intermittency, scaling exponents, and fluctuation statistics.

One particular algebraic framework, which has enjoyed substantial interest and success in analyzing various probabilistic systems in the last several years, is the theory of Macdonald processes [4]. Macdonald processes are defined in terms of a remarkable class of symmetric polynomials, called Macdonald symmetric polynomials, which are parametrized by two numbers $(q,t)$ - see [23]. By leveraging some of their algebraic properties, Macdonald processes have proved useful in solving a number of problems in probability theory, including computing exact Fredholm determinant formulas and associated asymptotics for one-point marginal distributions of the O’Connel-Yor semi-discrete directed polymer [4,6]; log-gamma discrete directed polymer [4,7]; KPZ/stochastic heat equation [6]; $q$-TASEP [2,4,5,8] and $q$-PushASEP [12,14].
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There is a rich class of integrable models for interacting particle systems that comes from the multivariate continuous time Markov chains, which preserve Macdonald processes. These dynamics are called push-block in [12], but we will refer to them as multilevel Macdonald processes or MMPs. MMPs describe certain interacting particle systems with global interactions, whose state space is given by interlacing particle configurations with integer coordinates. For a definition of MMPs we refer the reader to Section 2.3.3 of [4]; however, we remark that the construction there is parallel to those of [3,9] and is based on a much earlier idea of [15] (see also [12] for a more general discussion).

Two particular cases of the MMPs, which have been studied extensively, are \( t = 0 \) (this degenerates Macdonald to \( q \)-Whittaker symmetric functions) and \( q = t \) (this degenerates Macdonald to Schur symmetric functions). One reason these two cases have received much attention is because of their connection to the KPZ equation and universality class (see [4,6,9] and the references therein). Another, more technical, reason is that these two cases come with a certain algebraic structure, which can be exploited to obtain concise formulas for a large class of observables. Specifically, in the Schur case \((q = t)\) the dynamics is described by a determinantal point process, whose correlation kernel has a relatively simple form along space-like paths [9]. In the \( q \)-Whittaker case \((t = 0)\) and also for generic \((q,t)\) parameters the algebraic tools that provide access to detailed asymptotic analysis are the Macdonald difference operators [4].

In this paper we study a different case of the MMP, when \( t = q^\theta \) and \( q \to 1 \), where \( \theta > 0 \). This parameter specialization degenerates the Macdonald to the Jack symmetric functions and we call the resulting dynamics multilevel Jack processes or MJPs. MJPs form a one-parameter generalization of the multilevel Schur dynamics and they degenerate to the latter when \( \theta = 1 \). One reason that MJPs have received relatively little attention is because the existing methods for the Schur and \( q \)-Whittaker case are not directly applicable to this setting. In particular, for \( \theta \neq 1 \) MJPs lose the determinantal point process structure of the Schur dynamics, and the \( q \)-moments method that comes from the Macdonald difference operators fails to produce useful formulas for observables.

One motivation for studying MJPs comes from their connections with random matrix theory. In [19] it was shown that under a diffuse scaling limit the MJPs converge to a simple diffusion process that depends on a parameter \( \beta = 2\theta \) and is called multilevel Dyson Brownian motion (MDBM). This process generalizes the interlacing reflected Brownian motions process of Warren [25], which is recovered when \( \beta = 2 \). In addition, when projected on the top row the MDBM agrees with the Dyson Brownian motion and its fixed time distribution is given by the Hermite \( \beta \) corners process. Another important feature of MJPs is that their fixed time distribution of the top level is described by the discrete \( \beta \)-ensemble of [11]. The discrete \( \beta \)-ensembles are probability distributions on particle ensembles, which are discretizations for the general-\( \beta \) log-gases of random matrix theory. The link between MJPs and the discrete \( \beta \)-ensemble is described in Section 5 below and it plays an important role in our arguments.

In view of its connection to the MDBM and the discrete \( \beta \)-ensembles, but also as an interesting integrable model in its own right, it is desirable to develop tools and analyze the MJP and this is the main purpose of this paper. Our main results (Theorems 1.1 and 1.4 below) describe the asymptotic distribution of the separation of the particles at the right edge of a particular MJP as the number of levels and time go to infinity with the same rate. In this limit we show that the dynamics of the gaps between particles converge to an explicit stationary continuous time Markov chain. Interestingly, in the limit the interactions of the particles on the right edge with the rest of the diagram disappear. I.e. the particles on the right edge decouple from the others and their limiting evolution is based on local interactions among themselves. We remark that the latter phenomenon was observed in the case of MDBM in [18], where analogous (continuous) versions of our results were obtained.

Our methods are largely influenced by [18]; however, we emphasize that we make substantial modifications to their arguments. As basic ingredients for our proofs we use results available for the discrete \( \beta \)-ensemble such as the law of large numbers for the empirical measures and the large
deviation estimates for the right-most particle \(\|1\|\). These substitute asymptotic results from random matrix theory that were utilized in \([18]\). In addition, due to the discrete nature of our process, we achieve various significant simplifications of our proofs, especially for the dynamical setting. So for example, we completely avoid using strong results from SDE theory such as rigidity estimates for Brownian motion, and instead rely on more direct probabilistic arguments.

We now turn to formulating our problem and presenting our results in detail.

1.2. **The process** \(X(s; N)\). We start by describing the main object that we study, which is a certain \(N(N+1)/2\)-dimensional process that we denote by \(X(s; N) = \left(X^j_i(s; N) : 1 \leq i \leq j \leq N\right), s \geq 0\). The state space of this process is the space of Gelfand-Tsetlin patterns \(\mathcal{GT}^N\), defined by

\[
\mathcal{GT}^N = \{y = (y^j_i)_{1 \leq i \leq j \leq N} \in \mathbb{Z}^{N(N+1)/2} : y^j_i \geq y^j_{i+1}, 1 \leq i \leq j \leq N-1\}
\]

At time 0 we assume that the process starts from \(X(0; N) = 0^{N(N+1)/2}\). In what follows we describe the evolution of the particles, and to make illustrations clearer we will work with the deterministically transformed process \(x^j_i = X^j_i - i + 1\). We interpret the coordinates \(x^j_i\) as positions of particles, and we also use \(x^j_i\) to label them. The initial configuration for the transformed process is given in Figure 1 and the dynamics is as follows.

Each of the coordinates (particles) \(x^j_i\) has its own exponential clock with rate given by

\[
q(x^j_i) = \theta \cdot \prod_{r=1}^{j-1} \frac{x^j_r - x^j_i + (\theta - 1)(i - r + 1)}{x^j_r - x^j_i + (\theta - 1)(i - r + 1) + \theta} \cdot \frac{x^j_{i-1} - x^j_i + (\theta - 1)(i - r - 1)}{x^j_{i-1} - x^j_i + (\theta - 1)(i - r - 1) + \theta}
\]

\[
\times \prod_{n=i}^{j-1} \frac{x^j_n - x^j_{n+1} + (\theta - 1)(n - i)}{x^j_n - x^j_{n+1} + (\theta - 1)(n - i) + \theta} \cdot \frac{x^j_{n-1} - x^j_n + (\theta - 1)(n - i + 1)}{x^j_{n-1} - x^j_n + (\theta - 1)(n - i + 1) + \theta}
\]

where \(\theta > 0\) is fixed throughout this discussion. This particular form of the jump rates is a consequence of our definition of the dynamics through Jack polynomials - see Section 2 below. Although the expression in (2) is rather involved, it turns out that it provides the correct way to discretize the dynamics of the multilevel Dyson Brownian motion \([19]\).

All clocks are assumed to be independent and when the \(x^j_i\) clock rings the particle jumps to the right by 1. We observe that the above jump rates induce the following push-block dynamics, which ensure that the process \(x^j_i\) will always satisfy \(x^j_{i+1} \geq x^j_i \geq x^j_{i+1}\) for \(1 \leq i \leq j \leq N-1\) (i.e. our original process \(X(s; N)\), \(s \geq 0\) will never leave \(\mathcal{GT}^N\)).

From (2) we see that the jump rate of a particle \(x^j_i\) depends only on the positions of the particles on rows \(j\) and \(j - 1\). If \(i > 1\) and \(x^{j-1}_{i-1} = x^j_i + 1\), then we notice that the first product in (2)
vanishes and so \( q(x_i^j) = 0 \). We say that the particle \( x_{i-1}^{j-1} \) has blocked \( x_i^j \) and the latter cannot jump to the right. In Figure 2 particle \( x_4^4 \) is blocked by its bottom right neighbor \( x_3^3 \) and particle \( x_2^2 \) by its bottom right neighbor \( x_1^1 \).

We next suppose that we have \( x_i^{j+1} = x_i^j \) and that \( x_i^j \) has jumped to the right by 1. In this case we see that the denominator of \( q(x_i^{j+1}) \) in (2) vanishes and so the jump rate becomes infinite. This causes \( x_i^{j+1} \) to immediately jump to the right together with \( x_i^j \) and we say that \( x_i^j \) has pushed \( x_i^{j+1} \) to the right. This pushing mechanism continues upward, so if for example the move \( x_i^{j+1} \rightarrow x_i^{j+1} + 1 \) has made this particle surpass \( x_i^{j+2} \) then \( x_i^{j+2} \) is also pushed to the right by 1. In general, if a particle \( x_i^j \) has jumped to the right by 1, then we need to find the longest string of particles such that \( x_i^j = x_i^{j+1} = \cdots = x_i^{j+r} \) and move all of them simultaneously to the right by 1.

We illustrate the latter push dynamics with an example. If \( x_3^2 \) jumps to the right twice and then \( x_2^1 \) jumps to the right once, we will obtain Figure 3 from Figure 2. The first jump of \( x_3^2 \) simply moves that particle to the right by 1. The second jump moves it to the right, but also pushes \( x_4^2 \) to the right by 1. Finally, when \( x_2^1 \) moves to the right it pushes \( x_3^1 \), which in turn pushes \( x_4^1 \) to the right and so altogether all three particles move to the right by 1. A simple heuristic to help the reader remember how the push-block dynamics works is that lower particles are heavier and higher particles are lighter. Then when a heavy particle moves it pushes all lighter particles above it, and when a lighter particle tries to jump and there is a heavier one blocking it, it will not move.

The above push-block dynamics ensures that our process \( X(s; N), s \geq 0 \) never leaves \( \mathbb{G}^{T_N} \) and is thus a well-defined process there. Although the dynamics that we presented above is certainly sufficient to define the process \( X(s; N), s \geq 0 \) we will postpone a formal definition until Definition 3.1 later in the text. That definition will be based on the formalism of multilevel probability distributions and stochastic dynamics, built from Jack polynomials, which is presented in Section 2 below.

In what follows we summarize the main results of our paper for the process \( X(s; N), s \geq 0 \).

**Theorem 1.1.** Let \( X(s; N), s \geq 0 \) be as in Definition 3.1 with \( \theta \geq 1 \). Fix \( t > 0, s \geq 0 \) and \( k \in \mathbb{N} \). Then as \( N \to \infty \) the sequence

\[
\left( X_1^N (tN + s; N) - X_1^{N-1} (tN + s; N), \ldots, X_1^{N-k+1} (tN + s; N) - X_1^{N-k} (tN + s; N) \right)
\]
converges in law to a random vector \((Q_1, \ldots, Q_k) \in \mathbb{Z}^k_{\geq 0}\), where \(Q_1, \ldots, Q_k\) are i.i.d. random variables with

\[
P(Q_1 = n) = (1 - p)^{-\theta} \frac{\Gamma(n + \theta)}{\Gamma(n + 1) \Gamma(\theta)} p^n, \quad n \in \mathbb{Z}_{\geq 0}, \quad \text{and} \quad p = \frac{\sqrt{t}}{1 + \sqrt{t}}.
\]

Remark 1.2. In [18], the authors considered the same limit as in Theorem 1.1 for \(t = \theta^{-1}\), for the multilevel Dyson Brownian motion. In the limit they also obtained that the separations of adjacent particles on the right edge at fixed time are i.i.d. random variables, but with the Gamma distribution with density

\[
f(x) = \frac{\theta^\theta}{\Gamma(\theta)} x^{\theta-1} e^{-\theta x}.
\]

In this sense, we see that Theorem 1.1 produces a discrete version of the result in [18].

Our next aim is to formulate a dynamic multilevel convergence result about the process \(X(s; N), s \geq 0\), but before we do we describe the limiting object, which is a certain zero range process with local interactions.

Let us fix \(k \geq 1\), \(t > 0\) and \(\theta > 0\). Suppose we have \(k\) piles of particles at locations \(1, \ldots, k\), and at time \(s\) the \(i\)-th pile contains a non-negative integer number of particles \(Q_i(s)\). In addition, we assume we have a pile with infinitely many particles at location \(0\) and a sink at location \(k + 1\). The \(i\)-th pile with \(i \in \{1, \ldots, k\}\) has an exponential clock with parameter \(\lambda_i(s) = \theta \cdot \frac{\theta + Q_i(s)}{1 + Q_i(s)}\). The clocks are independent of each other and when the \(i\)-th clock rings, a particle from the closest non-empty pile to the left jumps into pile \(i\). The infinite pile at location \(0\), ensures that there is always a non-empty pile to the left and is a source for new particles to enter the system. In addition, the sink has an exponential clock with constant parameter \(\lambda_{\text{sink}} = \theta \cdot \frac{1 + \sqrt{t}}{\sqrt{t}}\) and when the clock rings a single particle jumps from the nearest non-empty pile to the left into the sink and disappears. A graphical representation of this process is given in Figure 4. We also isolate this construction in a definition for future reference.

**Figure 4.** The process \(Q(s)\) when \(k = 7\) at a fixed time. The arrows indicate the possible jumps that particles can make and the rates with which they happen are written above them.

**Definition 1.3.** For \(k \geq 1\), \(t > 0\) and \(\theta > 0\) we let \(Q(s) = (Q_1(s), \ldots, Q_k(s))\) be the continuous time Markov chain on \(\mathbb{N}^k_0\) defined through the dynamics in the previous paragraph and with initial distribution such that \(Q_1(0), \ldots, Q_k(0)\) are i.i.d. random variables with

\[
P(Q_1(0) = n) = (1 - p)^{-\theta} \frac{\Gamma(n + \theta)}{\Gamma(n + 1) \Gamma(\theta)} p^n, \quad n \in \mathbb{Z}_{\geq 0}, \quad \text{and} \quad p = \frac{\sqrt{t}}{1 + \sqrt{t}}.
\]
It is easy to check that $Q(s)$ is a stationary pure jump continuous time Markov process and we view it as an element in $D^k$, the space of right continuous left limited functions from $[0, \infty)$ to $\mathbb{N}_{\geq 0}$ with the usual Skorohod topology (see e.g. [17]). With this notation we formulate the following theorem.

**Theorem 1.4.** Let $X(s; N), s \geq 0$ be as in Definition 3.7 with $\theta \geq 1$. Fix $t > 0$ and $k \in \mathbb{N}$. Then

$$\left( X_1^N(tN + s; N) - X_1^{N-1}(tN + s; N), ..., X_1^{N-k+1}(tN + s; N) - X_1^{N-k}(tN + s; N) \right), s \geq 0$$

converges in the limit $N \to \infty$ in law on $D^k$ to the process $Q(s)$ from Definition 1.3.

**Remark 1.5.** Theorem 1.4 resembles Theorem 1.6 in [18], where the authors consider the same limit with $t = \theta^{-1}$ for multilevel Dyson Brownian motion. In that setting, the limiting object is a certain stationary Markov process, which the authors define as a weak solution of a certain system of SDEs that have a local form.

### 1.3. Outline and acknowledgements.

In Section 2 we provide the necessary background on how to develop stochastic dynamics from Jack polynomials and their positive specializations. In Section 3 we use that the fixed time distribution of the top row of $X(s; N), s \geq 0$ is described by the discrete $\beta$-ensemble of [11]. Relying on various previously known results about the discrete $\beta$-ensemble, such as law of large numbers of the empirical measures and large deviation estimates for the edge, we prove Theorem 1.1. In Section 4 we prove Theorem 1.4 using Martingale Problem convergence techniques, in the spirit of Stroock and Varadhan. Section 5 explains the link between $X(s; N), s \geq 0$ and the discrete $\beta$-ensemble and supplies the proofs of various results used throughout the text.

The authors would like to thank Vadim Gorin for suggesting this problem to them and for numerous fruitful discussions.

### 2. Multilevel dynamics via Jack polynomials

The process $X(s; N)$ from Section 1.2 is a special case of a multilevel dynamics, defined through Jack polynomials. This section provides the necessary background for the construction of these dynamics and forms the theoretical basis for our definition of $X(s; N)$, presented in the beginning of Section 3.

#### 2.1. General definitions.

We summarize some facts about partitions and Jack symmetric polynomials, using [23] and Section 2.1 in [19] as main references. Readers familiar with these polynomials can proceed to Section 2.2.

We start by fixing some terminology and notation. A *partition* is a sequence $\lambda = (\lambda_1, \lambda_2, \cdots)$ of non-negative integers such that $\lambda_1 \geq \lambda_2 \geq \cdots$ and all but finitely many elements are zero. We denote the set of all partitions by $\mathbb{Y}$. The *length* $l(\lambda)$ is the number of non-zero $\lambda_i$ and the *weight* is given by $|\lambda| = \lambda_1 + \lambda_2 + \cdots$. For $N \geq 0$ we let $\mathbb{Y}^N$ be the set of partitions of length at most $N$, where we agree that $\mathbb{Y}^0$ consists of a single partition of weight 0, which we denote by $\emptyset$. We say that $\lambda, \mu \in \mathbb{Y}$ interlace and write $\mu \prec \lambda$ if

$$\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots.$$

A *Young diagram* is a graphical representation of a partition $\lambda$, with $\lambda_1$ left justified boxes in the top row, $\lambda_2$ in the second row and so on. In general, we do not distinguish between a partition $\lambda$ and the Young diagram representing it. The *conjugate* of a partition $\lambda$ is the partition $\lambda'$, whose Young diagram is the transpose of the diagram $\lambda$. In particular, we have the formula $\lambda'_i = | \{ j \in \mathbb{N} : \lambda_j \geq i \} |$. For a box $\square = (i, j)$ of a Young diagram $\lambda$ (i.e., a pair $(i, j)$ with $\lambda_i \geq j$) we let

$$a(i, j; \lambda) = \lambda_i - j, \quad l(i, j; \lambda) = \lambda'_j - i, \quad a'(i, j; \lambda) = j - 1, \quad l'(i, j; \lambda) = i - 1.$$
The quantities \(a(i, j; \lambda)\) and \(l(i, j; \lambda)\) are called the \textit{arm} and \textit{leg lengths} respectively, while \(a'(i, j; \lambda)\) and \(l'(i, j; \lambda)\) are called the \textit{co-arm} and \textit{co-leg lengths} respectively. When \(\lambda\) is clear from context we will omit it from the notation and write \(a(i, j)\) (or \(a(\square)\)) and \(l(i, j)\) (or \(l(\square)\)).

Let \(\Lambda_X\) denote the \(\mathbb{Z}_{\geq 0}\) graded algebra over \(\mathbb{C}\) of symmetric polynomials in countably many variables \(X = (x_1, x_2, \ldots)\) of bounded degree, see e.g. Chapter I of [23] for general information on \(\Lambda_X\). One way to view \(\Lambda_X\) is as an algebra of polynomials in Newton power sums

\[
p_k(X) = \sum_{i=1}^{\infty} x_i^k, \quad \text{for } k \geq 1.
\]

For any partition \(\lambda\) we define

\[
p_{\lambda}(X) = \prod_{i=1}^{\ell(\lambda)} p_{\lambda_i}(X),
\]

and note that \(p_{\lambda}(X), \lambda \in \mathcal{Y}\) form a linear basis of \(\Lambda_X\).

In what follows we fix a parameter \(\theta \in (0, \infty)\). Unless the dependence on \(\theta\) is important we will suppress it from our notation, similarly for the variable set \(X\). We write \(J_{\lambda}(X; \theta)\) for the \textit{Jack polynomial} with parameter \(\theta\), which is indexed by the partition \(\lambda\). The polynomials \(J_{\lambda}(X; \theta), \lambda \in \mathcal{Y}\) form another linear basis of \(\Lambda_X\) and many of their properties can be found in Section 10, Chapter VI of [23]. We note that in [23] Macdonald uses the parameter \(\alpha\), corresponding to \(\theta^{-1}\) in our notation. Our choice to work with \(\theta\) is made after [21]. If we specialize the variables \(x_{N+1}, x_{N+2}, \ldots\) to all equal 0 in the formula for \(J_{\lambda}(X; \theta)\) we obtain a symmetric polynomial in \(N\) variables \((x_1, \ldots, x_N)\), denoted by \(J_{\lambda}(x_1, \ldots, x_N; \theta)\). The leading term of \(J_{\lambda}(X; \theta)\) and \(J_{\lambda}(x_1, \ldots, x_N; \theta)\) is given by \(x_1^{\lambda_1} \cdots x_N^{\lambda_N}\) (if \(N \geq \ell(\lambda)\)) and we have the following Sekiguchi differential operator eigenrelation

\[
\frac{1}{\prod_{1 \leq i < j \leq N} (x_i - x_j)} \det \left[ x_i^{N-j} \left( x_i \frac{\partial}{\partial x_i} + (N - j)\theta + u \right) \right] J_{\lambda}(x_1, \ldots, x_N; \theta) = \left( \prod_{i=1}^{N} (\lambda_i + (N - i)\theta + u) \right) J_{\lambda}(x_1, \ldots, x_N; \theta).
\]

The latter two properties uniquely define \(J_{\lambda}(x_1, \ldots, x_N; \theta)\) and \(J_{\lambda}(X; \theta)\). We also use the dual Jack polynomials \(\tilde{J}_{\lambda}\), which differ from \(J_{\lambda}\) by an \textit{explicit} constant, depending on \(\lambda\):

\[
\tilde{J}_{\lambda} = J_{\lambda} \cdot \prod_{\square \in \lambda} \frac{a(\square) + \theta L(\square)}{a(\square) + \theta (L(\square) + 1)}.
\]

We next proceed to define the \textit{skew Jack polynomials} (see Chapter VI in [23] for details). Take two sets of variables \(X = (x_1, x_2, \ldots)\) and \(Y = (y_1, y_2, \ldots)\) and a symmetric polynomial \(f\) in countably many variables. Let \((X, Y)\) denote the union of sets of variables \(X\) and \(Y\). Then we can view \(f(X, Y) \in \Lambda_{(X,Y)}\) as a symmetric polynomial in \(x_i\) and \(y_j\) together. More precisely, if

\[
f = \sum_{\lambda \in \mathcal{Y}} C_{\lambda} p_{\lambda} = \sum_{\lambda \in \mathcal{Y}} C_{\lambda} \prod_{i=1}^{\ell(\lambda)} p_{\lambda_i}
\]

is the expansion of \(f\) in the basis \(p_{\lambda}\) (in the above sum \(C_{\lambda} = 0\) for all but finitely many terms), then

\[
f(X, Y) = \sum_{\lambda \in \mathcal{Y}} C_{\lambda} \prod_{i=1}^{\ell(\lambda)} (p_{\lambda_i}(X) + p_{\lambda_i}(Y)).
\]

In particular, we see that \(f(X, Y)\) is the sum of products of symmetric polynomials in \(x_i\) and symmetric polynomials in \(y_j\). The skew Jack polynomials \(J_{\lambda/\mu}\) are defined as the coefficients in the
expansion
\[ J_\lambda(X,Y;\theta) = \sum_{\mu \in \mathcal{Y}} J_\mu(X;\theta) J_{\lambda/\mu}(Y;\theta). \]  

(5)

Remark 2.1. The skew Jack polynomial \( J_{\lambda/\mu} \) is 0 unless \( \mu \subset \lambda \) (i.e. \( \lambda_i \geq \mu_i \) for \( i \in \mathbb{N} \)), in which case it is homogeneous of degree \( |\lambda| - |\mu| \). When \( \lambda = \mu \), \( J_{\lambda/\mu} = 1 \) and if \( \mu = \emptyset \), then \( J_{\lambda/\mu} = J_\lambda \).

One similarly defines \( \tilde{J}_{\lambda/\mu} \) as the coefficients in the expansion
\[ \tilde{J}_\lambda(X,Y;\theta) = \sum_{\mu \in \mathcal{Y}} \tilde{J}_\mu(X;\theta) \tilde{J}_{\lambda/\mu}(Y;\theta). \]

We record the following generalization of (5) for later use (cf. Section 7 in Chapter VI of [23]):
\[ J_{\lambda/\kappa}(X,Y;\theta) = \sum_{\mu \in \mathcal{Y}} J_{\mu/\kappa}(X;\theta) J_{\lambda/\mu}(Y;\theta), \]
\[ \tilde{J}_{\lambda/\kappa}(X,Y;\theta) = \sum_{\mu \in \mathcal{Y}} \tilde{J}_{\mu/\kappa}(X;\theta) \tilde{J}_{\lambda/\mu}(Y;\theta), \]

(6)
where \( \kappa \in \mathcal{Y} \). Thus (5) is a special case of (6) when \( \kappa = \emptyset \).

An algebra homomorphism \( \rho \) from \( \Lambda \) to the set of complex numbers is called a specialization. If \( \rho \) takes positive values on all (skew) Jack polynomials, it will be called Jack-positive. From [21] we have the following classification of all Jack-positive specializations.

Proposition 2.2. For any fixed \( \theta > 0 \), Jack-positive specializations can be parametrized by triplets \((\alpha, \beta, \gamma)\), where \( \alpha, \beta \) are sequences of real numbers with
\[ \alpha_1 \geq \alpha_2 \geq \cdots \geq 0, \quad \beta_1 \geq \beta_2 \geq \cdots \geq 0, \quad \sum_{i=1}^{\infty} (\alpha_i + \beta_i) < \infty \]
and \( \gamma \) is a non-negative real number. The specialization corresponding to a triplet \((\alpha, \beta, \gamma)\) is given by its values on the Newton power sum \( p_k, k \geq 1 \):
\[ p_1 \mapsto p_1(\alpha, \beta, \gamma) = \gamma + \sum_{i=1}^{\infty} (\alpha_i + \beta_i), \]
\[ p_k \mapsto p_k(\alpha, \beta, \gamma) = \sum_{i=1}^{\infty} \alpha_i^k + (-\theta)^{k-1} \sum_{i} \beta_i^k, k \geq 2. \]

The specialization with all parameters equal to 0 is called the empty specialization. It maps a polynomial to its constant term (i.e. the degree zero summand).

Throughout this paper we will work with two specializations from Proposition 2.2. The first is denoted by \( a^N \) and corresponds to taking \( \alpha_1 = \cdots = \alpha_N = \alpha \) and all other \( \alpha, \beta \) and \( \gamma \) parameters are set to zero. The second is the Plancherel specialization \( \tau_s \), which satisfies \( \gamma = s \) and all other parameters are set to 0.

We record some well-known explicit formulas for Jack-positive specializations (see e.g. Propositions 2.2, 2.3 and 2.4 in [19]). In the following we write \( 1_E \) for the indicator function of the set \( E \) and \( (b)_n \) for the Pochhammer symbol \( b(b+1)\cdots(b+n-1) \).

Proposition 2.3. For any \( \lambda \in \mathcal{Y} \) we have
\[ J_\lambda(a^N) = 1_{\ell(\lambda) \leq N} \cdot a^{|\lambda|} \prod_{\square \in \Lambda} \frac{N\theta + a'(\square) - \theta l(\square)}{a(\square) + \theta l(\square) + \theta} \quad \text{and} \quad J_\lambda(\tau_s) = s^{[\lambda]} \theta^{[\lambda]} \prod_{\square \in \Lambda} \frac{1}{a(\square) + \theta l(\square) + \theta}. \]  

(7)
Proposition 2.4. For any $\lambda, \mu \in \Sigma$ we have
\[
J_{\lambda/\mu}(a^1) = 1_{\mu < \lambda} \cdot a^{|\lambda|-|\mu|} \prod_{1 \leq i \leq j \leq k-1} \frac{(\mu_i - \mu_j + \theta(j-i) + \theta)_{\mu_j - \lambda_j+1}}{(\mu_i - \mu_j + \theta(j-i) + 1)_{\mu_j - \lambda_j+1}},
\]
where $k$ is any integer satisfying $\ell(\lambda) \leq k$. When $\mu$ differs from $\lambda$ by one box $\lambda = \mu \sqcup (i,j)$ the above formula can be simplified to read in terms of $\tilde{J}_{\lambda/\mu}$
\[
\tilde{J}_{\lambda/\mu}(a^1) = a\theta \cdot \prod_{r=1}^{i-1} \frac{a(r,j;\mu) + \theta(i-r+1)}{a(r,j;\mu) + \theta(i-r)}.
\]
We also recall the following summation formula for Jack polynomials (this is Proposition 2.5 in [19]).

Proposition 2.5. Let $\rho_1, \rho_2$ be two specializations such that the series $\sum_{k=1}^{\infty} \frac{p_k(\rho_1)p_k(\rho_2)}{k}$ is absolutely convergent and define
\[
H_\theta(\rho_1; \rho_2) = \exp \left( \theta \sum_{k=1}^{\infty} \frac{p_k(\rho_1)p_k(\rho_2)}{k} \right).
\]
Then we have
\[
\sum_{\lambda \in \Sigma} J_{\lambda}(\rho_1)\tilde{J}_{\lambda}(\rho_2) = H_\theta(\rho_1; \rho_2),
\]
and more generally for any $\nu, \kappa \in \Sigma$
\[
\sum_{\lambda \in \Sigma} J_{\lambda/\nu}(\rho_1)\tilde{J}_{\lambda/\kappa}(\rho_2) = H_\theta(\rho_1; \rho_2) \sum_{\mu \in \Sigma} J_{\kappa/\mu}(\rho_1)\tilde{J}_{\nu/\mu}(\rho_2).
\]
Note that the sum on the right is in fact finite and so well-defined. Part of the statement is that the left side is actually absolutely convergent and numerically equals the right side.

2.2. Jack measures and dynamics. We start with the definition of Jack probability measures, based on [10].

Definition 2.6. Let $\rho_1$ and $\rho_2$ be two Jack-positive specializations such that the series $\sum_{k=1}^{\infty} \frac{p_k(\rho_1)p_k(\rho_2)}{k}$ is absolutely convergent. The Jack probability measure $\mathcal{J}_{\rho_1,\rho_2}(\lambda)$ on $\Sigma$ is defined through
\[
\mathcal{J}_{\rho_1,\rho_2}(\lambda) = \frac{J_{\lambda}(\rho_1)\tilde{J}_{\lambda}(\rho_2)}{H_\theta(\rho_1; \rho_2)},
\]
where the normalization constant is given by
\[
H_\theta(\rho_1; \rho_2) = \exp \left( \sum_{k=1}^{\infty} \frac{\theta}{k} p_k(\rho_1)p_k(\rho_2) \right).
\]

Remark 2.7. The construction of probability measures via specializations of symmetric polynomials was first proposed by Okounkov in the context of Schur measures [24]. Since that seminal work, the framework has been extended to more general polynomials leading, in particular, to the Macdonald measures of [4].

As an immediate corollary of Propositions 2.3 we obtain the following result (this is Proposition 2.8 in [19]).
Proposition 2.8. Let $1^N$ and $\mathbf{r}_s$ be as in Proposition 2.3. Then $J_{1^N; \mathbf{r}_s}(\lambda) = 0$ unless $\lambda \in \mathbb{Y}^N$, in which case we have

$$J_{1^N; \mathbf{r}_s}(\lambda) = e^{-\theta N} s_{\lambda} |\theta| |\lambda| \prod_{\square \in \lambda} \frac{N\theta + a'(\square) - \theta' l(\square)}{(a(\square) + \theta l(\square) + \theta'(\square) + a(\square) + \theta(l(\square) + 1))}.$$ 

In what follows we will construct a stochastic dynamics on $\mathbb{Y}^N$. Our discussion will follow to large extent Section 2.3 in [19], however, we remark that similar constructions have been made for Schur, $q$-Whittaker and Macdonald polynomials in [3,4,9,10].

Definition 2.9. Given two specializations $\rho$ and $\rho'$, define their union $(\rho, \rho')$ through the formulas

$$p_k(\rho, \rho') = p_k(\rho) + p_k(\rho'), \quad k \geq 1,$$

where $p_k, k \geq 1$ are the Newton power sums as before.

Let $\rho$ and $\rho'$ be two Jack-positive specializations such that $H_\theta(\rho; \rho') < \infty$. Define the matrices $p^{\dagger}_{\lambda \rightarrow \mu}$ and $p^\dagger_{\lambda \rightarrow \mu}$, with rows and columns indexed by Young diagrams as follows:

$$p^{\dagger}_{\lambda \rightarrow \mu}(\lambda, \rho) = \frac{1}{|\lambda|} \frac{J_\lambda(\rho)}{J_\mu(\rho)} J_{\lambda/\mu}(\rho), \quad \lambda, \mu \in \mathbb{Y}, \quad J_\lambda(\rho) > 0,$$

$$p^\dagger_{\lambda \rightarrow \mu}(\lambda, \rho) = \frac{J_\lambda(\rho)}{J_\mu(\rho)} J_{\lambda/\mu}(\rho), \quad \lambda, \mu \in \mathbb{Y}, \quad J_\lambda(\rho) > 0.$$ 

The following results follow from (6) and (11) (see also [3,4,10] for similar results in the case of Schur, $q$-Whittaker and Macdonald polynomials).

Proposition 2.10. The matrices $p^{\dagger}_{\lambda \rightarrow \mu}$ and $p^\dagger_{\lambda \rightarrow \mu}$ are stochastic, i.e. the elements are non-negative and for $\lambda \in \mathbb{Y}$ we have

$$\sum_{\mu \in \mathbb{Y}} p^{\dagger}_{\lambda \rightarrow \mu}(\lambda, \rho) = 1 = \sum_{\mu \in \mathbb{Y}} p^\dagger_{\lambda \rightarrow \mu}(\lambda, \rho).$$

If $\mu \in \mathbb{Y}$ and $\rho_1, \rho_2, \rho_3$ are Jack-positive specializations we have

$$\sum_{\lambda \in \mathbb{Y}, \mathcal{J}_{\rho_1; \rho_2}(\lambda) > 0} \mathcal{J}_{\rho_1; \rho_2}(\lambda) p^{\dagger}_{\lambda \rightarrow \mu}(\lambda, \rho_2, \rho_3) = \mathcal{J}_{\rho_1, \rho_2; \rho_3}(\mu),$$

$$\sum_{\lambda \in \mathbb{Y}, \mathcal{J}_{\rho_1; \rho_2, \rho_3}(\lambda) > 0} \mathcal{J}_{\rho_1; \rho_2, \rho_3}(\lambda) p^\dagger_{\lambda \rightarrow \mu}(\lambda, \rho_1, \rho_3) = \mathcal{J}_{\rho_1, \rho_2; \rho_3}(\mu).$$

The matrices $p^{\dagger}_{\lambda \rightarrow \mu}$ and $p^\dagger_{\lambda \rightarrow \mu}$ satisfy the following commutation relation

$$p^{\dagger}_{\lambda \rightarrow \mu}(\rho_1, \rho_2, \rho_3) p^\dagger_{\lambda \rightarrow \mu}(\rho_1, \rho_2) = p^\dagger_{\lambda \rightarrow \mu}(\rho_1, \rho_2) p^{\dagger}_{\lambda \rightarrow \mu}(\rho_1, \rho_3).$$

We note that $p^{\dagger}_{\lambda \rightarrow \mu}(1^N; \tau_t)$ for $t \geq 0$ defines a transition function on $\mathbb{Y}^N$ (see Chapter 2 in [22]). The stochasticity is a consequence of Proposition 2.10 while the Chapman-Kolmogorov equations follow from [6]. The condition $\lim_{t \rightarrow 0^+} p^{\dagger}_{\lambda \rightarrow \lambda}(1^N; \tau_t) = p^\dagger_{\lambda \rightarrow \lambda}(1^N; \tau_0) = 1$ is a consequence of the fact that $J_{\lambda/\lambda}(\tau_t) = 0$ unless $\lambda \subset \mu$ in which case we have

$$\overline{J}_{\lambda/\lambda}(\tau_t) = \begin{cases} 1 \quad & \text{if } \lambda = \mu, \\ O(t^{\mu - |\lambda|}) \quad & \text{otherwise}. \end{cases}$$

In particular, we conclude that there is a (unique) Markov chain with the above transition function for a given initial condition. We call the latter process, started from $\emptyset$ (the element $\lambda \in \mathbb{Y}^N$ such that $\lambda_1 = \cdots = \lambda_N = 0$), $X^N_{\text{disc}}(s), s \geq 0$ after [19] and record some of its properties in a sequence of propositions, whose proof can be found in Section 2.3 of the same paper.
Proposition 2.11. The jump rates of the Markov chain $X_{\text{disc}}^N$ on $\mathcal{Y}_N$ are given by

\begin{equation}
q_{\lambda \to \mu} = \begin{cases}
J_{\mu}(1^N) \frac{1}{J_{\lambda}(1^N)} J_{\mu/\lambda}(1^N), & \mu = \lambda \sqcup \emptyset, \\
- \sum_{\nu = \lambda \sqcup \emptyset} q_{\lambda \to \nu}, & \mu = \lambda, \\
0 & \text{otherwise}.
\end{cases}
\end{equation}

Explicitly, for $\mu = \lambda \sqcup (i, j)$ we have that $q_{\lambda \to \mu}$ equals

\begin{equation}
\prod_{\emptyset \in \mu} \frac{\prod \alpha(\emptyset; \mu) + \theta l(\emptyset; \mu) + \theta}{\prod \alpha(\emptyset; \mu) + \theta l(\emptyset; \mu) + \theta} \cdot \theta \cdot \prod_{\emptyset \in \lambda} \frac{\prod \alpha(\emptyset; \lambda) + \theta l(\emptyset; \lambda) + \theta}{\prod \alpha(\emptyset; \lambda) + \theta l(\emptyset; \lambda) + \theta}
\end{equation}

Proposition 2.12. The process $|X_{\text{disc}}^N| := \sum_{i=1}^N |X_{\text{disc}}^N|_i$ is a Poisson process with intensity $N\theta$.

Proposition 2.13. For any fixed $s > 0$, the law of $X_{\text{disc}}^N(s)$ is given by $J_{1_N; \tau_s}$, which was computed in Proposition 2.8.

2.3. Multilevel Jack measures and dynamics. For $n, N \in \mathbb{N}$, $n \leq N$ denote by $\mathbb{G}_n$ the collection of sequences $(\lambda^1, \cdots, \lambda^n)$ such that $\lambda^n \in \mathcal{Y}_n$ for $i = n, n + 1, \ldots, N$. A natural way to generalize $J_{1_N; \tau_s}$ to a measure on $\mathbb{G}_n$ is given in the following definition.

Definition 2.14. For $n, N \in \mathbb{N}$, $n \leq N$ and $s \geq 0$ we define the multilevel Jack probability measure $\mathcal{J}_{s,n,N}$ on $\mathbb{G}_n$ by

\begin{equation}
\mathcal{J}^{\text{multi}}_{s,n,N}(\lambda^n, \ldots, \lambda^N) = \frac{\bar{J}_{\lambda^N}(\tau_s) J_{\lambda^N/\lambda^{n-1}(1^1) \cdots \lambda^{n+1}/\lambda^n(1^1) \lambda^n(1^n)} H_{\vartheta}(\tau_s; 1^N)}{1}
\end{equation}

For future use we also record the following formulas, which can be obtained from equations 4, 7, 8 and the definition of $\tau_s$

\begin{equation}
\mathcal{J}^{\text{multi}}_{s,n,N}(\lambda^n, \ldots, \lambda^N) = \frac{1}{\min(\alpha^n)} \cdot e^{-\vartheta s N} \cdot e^{|N|\vartheta N} \cdot \prod_{\emptyset \in \lambda^n} \frac{1}{\alpha(\emptyset) + \theta l(\emptyset) + 1}
\end{equation}

\begin{equation}
\prod_{\emptyset \in \lambda^n} \frac{n \vartheta + a(\emptyset)}{a(\emptyset) + \theta l(\emptyset) + \theta} \cdot \prod_{\emptyset \in \lambda^{n+1}} J_{\lambda^{n+1}/\lambda^n(1^1)}
\end{equation}

where $\lambda^0 = \emptyset$ and $f(z) = \frac{\Gamma(z+1)}{\Gamma(z+\theta)}$. Here $\Gamma$ denotes the usual gamma function.

We summarize some of the properties of $\mathcal{J}^{\text{multi}}_{s,n,N}$ in the following lemma.

Lemma 2.15. Let $\mathcal{J}^{\text{multi}}_{s,n,N}$ be as in 16. Then $\mathcal{J}^{\text{multi}}_{s,n,N}$ defines a probability measure on $\mathbb{G}_n$, which satisfies the following Jack-Gibbs property:

\begin{equation}
\mathcal{J}^{\text{multi}}_{s,n,N}(\lambda^n, \ldots, \lambda^N| \lambda^N = \mu) \propto J_{\mu/\lambda^{n-1}(1^1) \cdots \lambda^{n+1}/\lambda^n(1^1) \lambda^n(1^n)}
\end{equation}

Furthermore, the projection of $\mathcal{J}^{\text{multi}}_{s,n,N}$ to $(\lambda^n, \ldots, \lambda^n)$ where $n \leq n' \leq N' \leq N$ is given by $\mathcal{J}^{\text{multi}}_{s,n',N}$, and the projection to $\lambda^{N'}$ is $J_{1_{N'; \tau_s}}$. 
Proof. Let us sum (16) over $\lambda^n,\ldots,\lambda^{n'-1}$ and over $\lambda^{N'+1},\ldots,\lambda^{N-1}$. Using (6) we see that the result is

$$\frac{\tilde{J}_{\lambda N}(\tau_s)J_{\lambda N/\lambda N'}(1^{N-N'})J_{\lambda N'}(1^{n'})}{H_\theta(\tau_s;1^N)} \prod_{k=n'}^{N'-1} J_{\lambda^{k+1}/\lambda^k}(1^1).$$

If we set $n' = N' = N$ we see that the above is equal to $\frac{\tilde{J}_{\lambda N}(\tau_s)J_{\lambda N}(1^1)}{H_\theta(\tau_s;1^N)}$, which by (10) proves that $\mathcal{J}^{\text{multi}}_{\lambda^n,N}$ is indeed a probability measure. The fact that $\mathcal{J}^{\text{multi}}_{\lambda^n,N}$ satisfies the the Jack-Gibbs property is immediate from its definition.

If we sum (19) over $N$ and use (11) we will obtain

$$\frac{\tilde{J}_{\lambda N}(\tau_s)J_{\lambda N/\lambda N'}(1^{N-N'})J_{\lambda N'}(1^{n'})}{H_\theta(\tau_s;1^{N+1})} \prod_{k=n'}^{N'-1} J_{\lambda^{k+1}/\lambda^k}(1^1).$$

Using that $H_\theta(1^k;\tau_s) = H_\theta(\tau_s;1^k) = e^{\theta k}$, we recognize the above as $\mathcal{J}^{\text{multi}}_{\lambda^n,N'}(\lambda^n,\ldots,\lambda^{N'})$, which proves the second part of the lemma. The last part follows from the second one when $n' = N'$. \qed

Remark 2.16. The measure $\mathcal{J}^{\text{multi}}_{\lambda^n,n}$ is the ascending Jack process with specialization $\rho = \tau_s$ (see Definition 2.12 in [19]).

Remark 2.17. When $\theta = 1$, (18) means that the conditional distribution of $\lambda^n,\ldots,\lambda^{N-1}$ is uniform on the polytope defined by the interlacing conditions.

Our next goal is to define a stochastic dynamics on $\mathcal{G}_{\text{disc}}^n$, whose restriction to level $k \in \{n,\ldots,N\}$ has the same law as $X^k_{\text{disc}}(s)$, $s \geq 0$. Analogues of this construction were done in [3,4,9,10] and they are based on an idea going back to [13], which allows one to couple dynamics of Young diagrams of different sizes.

Let us fix $\epsilon > 0$. For $k = n,\ldots,N$ we introduce the following notation

$$P_k(\lambda, \mu) = p^\epsilon_{\lambda \rightarrow \mu}(1^k;\tau_s) \text{ for } \lambda, \mu \in \mathbb{Y}^k,$$

$$\Lambda_k^{-1}(\lambda, \mu) = p^\epsilon_{\lambda \rightarrow \mu}(1^{k-1};1) \text{ for } \lambda \in \mathbb{Y}^k \text{ and } \mu \in \mathbb{Y}^{k-1}.$$

It follows from Proposition 2.10 that $P_k \Lambda_k^{-1} = \Lambda_k^{-1} P_{k-1}$ for $k = n + 1,\ldots,N$ and we denote this matrix by $\Delta_k^{-1}$. For $X = (x_n,\ldots,x_N)$, $Y = (y_n,\ldots,y_N) \in \mathcal{G}^n$ we define

$$P^{(N,n)}(X,Y) = P_n(x_n,y_n) \prod_{k=n+1}^N \frac{P_k(x_k,y_k) \Lambda_k^{-1}(y_k,y_{k-1})}{\Lambda_k^{-1}(x_k,y_{k-1})}$$

if $\prod_{k=n+1}^N \Delta_k^{-1}(x_k,y_{k-1}) > 0$ and 0 otherwise. As shown in Section 2.2 in [9], we have that $P^{(N,n)}$ is a stochastic matrix and so we can define with it a discrete time Markov chain on $\mathcal{G}^n$.

Remark 2.18. One way to think of $P^{(N,n)}$ is as follows: Starting from $X = (x_n,\ldots,x_N)$ we first choose $y_n$ according to the transition matrix $P_n(x_n,y_n)$, then choose $y_{n+1}$ using $P_{n+1}(x_{n+1},y_{n+1})\Lambda_{n+1}^{\pm 1}(y_{n+1},y_n)$, which is the conditional distribution of the middle point in successive applications of $P_{n+1}$ and $\Lambda_{n+1}^{\pm 1}$, provided that we start from $x_{n+1}$ and finish at $y_n$, after that we choose $y_{n+2}$ using the conditional distribution of the middle point of successive applications of $P_{n+2}$ and $\Lambda_{n+2}^{\pm 1}$ provided we start at $x_{n+2}$ and finish at $y_{n+1}$ and so on. One calls this procedure of obtaining $Y$ from $X$ a sequential update.

We denote the Markov chain with transition matrix $P^{(N,n)}$, which is started from $(\emptyset,\ldots,\emptyset) \in \mathcal{G}^n$ (i.e. the sequence $(\lambda^n,\ldots,\lambda^N)$ with $\lambda_i^j = 0$ for $1 \leq i \leq j$ and $n \leq j \leq N$), by $\hat{X}^{\text{multi}}_{n,N}(m;\epsilon), m \in \mathbb{N}_0$. The following proposition contains the main property of $\hat{X}^{\text{multi}}_{n,N}(m;\epsilon), m \in \mathbb{N}_0$ that we will need.
Proposition 2.19. Let \( \hat{X}^{\mathrm{multi}}_{n,N}(m; \epsilon), m \in \mathbb{N}_0 \) be as above.

1. The restriction of \( \hat{X}^{\mathrm{multi}}_{n,N}(m; \epsilon), m \in \mathbb{N}_0 \) to levels \( \{n', n'+1, \ldots, N'\} \) with \( n \leq n' \leq N' \leq N \) has the same law as \( \hat{X}^{\mathrm{multi}}_{n',N'}(m; \epsilon), m \in \mathbb{N}_0 \).

2. The law of \( \hat{X}^{\mathrm{multi}}_{n,N}(m; \epsilon) \) for fixed \( m \geq 0 \) is given by \( \mathcal{F}^{\mathrm{multi}}_{n,m;N} \).

3. For each \( k \in \{n, \ldots, N\} \) we have that \( \hat{X}^{\mathrm{multi}}_{n,N}(m; \epsilon), m \in \mathbb{N}_0 \), restricted to level \( k \), has the same law as \( X^k_{\mathrm{disc}}(me), m \in \mathbb{N}_0 \).

Proof. We know that the restriction of \( \hat{X}^{\mathrm{multi}}_{n,N}(m; \epsilon), m \in \mathbb{N}_0 \) to levels \( \{n, \ldots, N'\} \) has the same law as \( \hat{X}^{\mathrm{multi}}_{n',N'}(m; \epsilon), m \in \mathbb{N}_0 \), because of the sequential update property of the transition matrix \( \mathbb{P}(N,n) \) (see Remark 2.18) and this holds for any initial conditions. Thus it suffices to show the first property when \( N' = N \). The first statement now follows from Proposition 2.2 in [9] applied to the following setting

\[
S^* = \mathbb{Y}^{n+1} \times \cdots \times \mathbb{Y}^N, \quad S = \mathbb{Y}^n, \quad \Lambda((x_{n+1}, \ldots, x_N), x_n) = \Lambda_n(x_{n+1}, x_n)
\]

\[
P^*(X, Y) = P_n(x_{n+1}, y_{n+1}) \prod_{k=n+2}^{N} \frac{P_k(x_k, y_k)\Lambda_{k-1}^{\lambda}(y_k, y_k-1)}{\Delta_k^{\lambda}(x_k, y_k-1)}, \quad P(x, y) = P_1(x, y),
\]

where \( X = (x_{n+1}, \ldots, x_N) \) and \( Y = (y_{n+1}, \ldots, y_N) \) are in \( S^* \). The essential ingredients we need are the commutation relation \( P_k \Lambda_{k-1}^{\lambda} = \Lambda_{k-1}^{\lambda} P_k - 1 \) and the fact that the delta mass at \( (\emptyset, \ldots, \emptyset) \) satisfies the Jack-Gibbs property (see (18)). The second property is a consequence of Proposition 2.5 in [4] and again relies on the commutation relation \( P_k \Lambda_{k-1}^{\lambda} = \Lambda_{k-1}^{\lambda} P_k - 1 \) and the fact that the delta mass at \( (\emptyset, \ldots, \emptyset) \) satisfies the Jack-Gibbs property.

The third property follows from the first by setting \( n' = k = N' \), since then \( \hat{X}^{\mathrm{multi}}(m; \epsilon), m \in \mathbb{N}_0 \) is defined entirely in terms of \( P_k \), which is the transition matrix for \( X_{\mathrm{disc}}^N(m; \epsilon), m \geq 0 \) and the distribution of the two chains at \( m = 0 \) is the same. \( \square \)

As discussed in Section 2.3 [19], the continuous time processes \( \hat{X}^{\mathrm{multi}}(s \epsilon^{-1}; \epsilon), s \geq 0 \), weakly converge to a fixed continuous time process. We will only sketch the main ideas and refer the reader to Section 2.7 in [9] and Section 2.3.3 in [4] for a careful treatment of this limit transition in the context of Schur and Macdonald polynomials.

Using that \( \hat{J}_{\lambda/\lambda}(x) \) is of order \( \epsilon^{(|\lambda| - |\lambda|)} \) as \( \epsilon \to 0^+ \) one obtains that

\[
\mathbb{P}(N,n)(X, Y) \approx 1_{\{X = Y\}} + \epsilon Q(X, Y) + O(\epsilon^2),
\]

where \( Q \) is a certain matrix with rows and columns parametrized by elements in \( \mathbb{P}_N^\top \). Let \( X = (\lambda^1, \ldots, \lambda^N) \) and \( Y = (\mu^1, \ldots, \mu^N) \), then the entry \( Q(X, Y) \) can be found as follows. Suppose that \( X \neq Y \) and there exist integers \( A, B, C \) and \( x \) such that

\[
1 \leq A \leq B, \quad n \leq B \leq N, \quad 0 \leq C \leq N - B,
\]

\[
\lambda_A^B = \lambda_A^{B+1} = \ldots = \lambda_A^{B+C} = x, \quad \mu_A^B = \mu_A^{B+1} = \ldots = \mu_A^{B+C} = x + 1,
\]

\( \mu_k^m = \lambda_k^m \) for all other values of \( (k, m) \). Then we have that

\[
Q(X, Y) = \begin{cases} \frac{\hat{J}_{\mu/\lambda}(x)}{\hat{J}_{\lambda}(1)} & \text{if } B \geq n + 1 \\ \frac{\hat{J}_{\mu/\lambda}(x)}{\hat{J}_{\lambda}(1)} & \text{if } B = n. \end{cases}
\]
In all other cases when $X \not= Y$ we have $Q(X,Y) = 0$ and the diagonal entries are given by

$$Q(X,X) = -\sum_{Y \neq X} Q(X,Y).$$

The above description of $Q$ implies that in each row at most $N(N + 1)/2$ off-diagonal entries are non-zero and we note that they are uniformly bounded (independently of $X$ and $Y$). Indeed, by Proposition 2.12 we have that $J_{\mu/\lambda}(1^1)$ is bounded from above and below for any $\mu, \lambda \in \mathbb{R}^N$ and $\lambda < \mu$. In addition, we have that $J_{\mu/\lambda}(1^1) = J_{\mu/\lambda}(\tau_1)$, whenever $\mu = \lambda \cup \square$. Thus the top expressions in (21) are all bounded away from 0 and $\infty$. From Proposition 2.12 we know that the sum over $\mu^B$ of the bottom expression in (21) equals $\theta n$. Overall, this implies that $Q(X,X)$ are uniformly bounded from below and so by Theorem 2.37 in [22] there exists a (unique) continuous time Markov chain, whose infinitesimal generator (or $Q$-matrix) is given by $Q$.

From Lemma 2.21 in [9] we have that $\lim_{t \to 0^+} (\mathbb{P}(N,n))^{(se^{-1})} = \exp(t Q)$, which in turn implies the weak convergence of $X_{n,N}^{\text{multi}}(\lfloor se^{-1} \rfloor ; \varepsilon), s \geq 0$ to the continuous time Markov chain with infinitesimal generator $Q$, started from $(\emptyset, \ldots, \emptyset)$. We call the latter process $X_{n,N}^{\text{multi}}(s); s \geq 0$ and isolate its definition below for future reference.

**Definition 2.20.** For $N, n \in \mathbb{N}$ with $N \geq n$ we define the multilevel Jack process to be the continuous time Markov chain $X_{n,N}^{\text{multi}}(s); s \geq 0$ on $\mathbb{G}^T_N$ with initial condition $(\emptyset, \ldots, \emptyset)$ and infinitesimal generator (or $Q$-matrix), given by (21) and (22).

**Remark 2.21.** For $n = 1$ the process $X_{n,N}^{\text{multi}}(s), s \geq 0$ agrees with the process $X_{\text{disc}}^{\text{multi}}(s), s \geq 0$ of Definition 2.27 in [19].

An alternative (less formal) description of $X_{n,N}^{\text{multi}}(s), s \geq 0$ can be given as follows. Each of the coordinates (particles) $\lambda_k^B$ such that $\lambda_k^B < \min(\lambda_{k-1}^B, \lambda_{k-1}^{B-1})$ has its own exponential clock with rate

$$q(\lambda_k^B) = \begin{cases} \tilde{J}_{\lambda_k^B \cup \square_k}^{\lambda_k^B}(\tau_1) \tilde{J}_{\lambda_k^B \cup \square_k}^{\lambda_k^{B-1}}(1^1) & \text{if } B \geq n + 1, \\ \tilde{J}_{\lambda_k^B \cup \square_k}^{\lambda_k^B}(\tau_1) \tilde{J}_{\lambda_k^B \cup \square_k}^{\lambda_k^{B-1}}(1^1) & \text{if } B = n. \end{cases}$$

All clocks are independent and $\square_k$ denotes the box at location $\lambda_k^B + 1$. When the $\lambda_k^B$ clock rings we find the longest string $\lambda_k^B = \lambda_k^{B+1} = \cdots = \lambda_k^B + C$ and move all coordinates in the string to the right by one. I.e. when the clock rings the particle $\lambda_k^B$ jumps to the right by 1 and if the jump violates interlacing with the top rows, it pushes all particles above it to the right to restore interlacing.

We isolate some properties of $X_{n,N}^{\text{multi}}(s), s \geq 0$ in a proposition below. The following are obtained from Proposition 2.19 by a limit transition.

**Proposition 2.22.** Let $X_{n,N}^{\text{multi}}(s), s \geq 0$ be as in Definition 2.20

$(1)$ The restriction of $X_{n,N}^{\text{multi}}(s), s \geq 0$ to levels $\{n', n' + 1, \ldots, N'\}$ with $n \leq n' \leq N' \leq N$ has the same law as $X_{n',N'}^{\text{multi}}(s), s \geq 0$.

$(2)$ The law of $X_{n,N}^{\text{multi}}(s)$ at a fixed time $s \geq 0$ is given by $J_{s,n,N}^{\text{multi}}$.

$(3)$ For each $k \in \{n, \ldots, N\}$ we have that $X_{n,N}^{\text{multi}}(s), s \geq 0$, restricted to level $k$, has the same law as $X_{\text{disc}}^{k}(s), s \geq 0$.

### 3. Fixed time limit

Using the setup of Section 2 we can now make a formal definition of the process $X(s; N)$ that we discussed in Section 1.2.
Definition 3.1. For \( \theta > 0 \) and \( N \in \mathbb{N} \), we define the process \( X(s; N) = (X_i^j(s; N) : 1 \leq i \leq j \leq N), s \geq 0 \) to be the continuous time Markov chain on the space of interlacing arrays \( \mathbb{G}^N_1 \), whose distribution is given by the multilevel Jack process \( X_{1,N}^{\text{multi}}(s); s \geq 0 \) of Definition 2.20.

In this section we prove Theorem 1.1. The main argument is presented in Sections 3.2 and 3.3. In the section below we prove several results that will be used in the proof. In the remainder of this paper we write \( \overset{L^1}{\to}, \overset{D}{\to} \) and \( \overset{P}{\to} \) for convergence in \( L^1 \), in distribution and in probability respectively.

3.1. Preliminaries for Theorem 1.1. In this section we prove several asymptotic results about the distribution of the top row of \( X(s; N) \) when \( s \) and \( N \) become large. These are given in Lemma 3.4 and will be used later in the proof of Theorem 1.1. In order to show Lemma 3.4 we will require several additional results, which we present below. The proof of the following statements relies on an identification of \( J_{1N;x_s} \) with the discrete \( \beta \)-ensemble of [11] and is presented in Section 5.

Proposition 3.2. Let \( X(s; N) \) be as in Definition 3.1. For \( s \geq 0 \) and \( t > 0 \) define the measures

\[
\mu_{s,t} = \frac{1}{N} \sum_{i=1}^{N} \delta \left( \frac{X_i^N(tN + s; N) + (N - i + 1)}{N} \right).
\]

Then there exists a deterministic measure \( \mu^t \), such that \( \mu_{s,t} \to \mu^t \) as \( N \to \infty \), in the sense that for any bounded continuous function \( f \), we have the following convergence in probability:

\[
\lim_{N \to \infty} \int_{\mathbb{R}} f(x) d\mu_{s,t}(x) = \int_{\mathbb{R}} f(x) d\mu^t(x).
\]

The measure \( \mu^t \) will be explicitly computed in Section 5.2; however, we summarize the properties we will need in this section.

1. The measure \( \mu^t \) is compactly supported on the interval \([0, b_t]\), where \( b_t = \theta(1 + \sqrt{t})^2 \).

2. The Stieltjes transform of the measure \( \mu^t \), satisfies \( \lim_{t \to 0} G_{\mu^t}(b_t + \epsilon) = \theta^{-1} \log(1 + t^{-1/2}) \).

Proposition 3.3. Let \( X(s; N) \) be as in Definition 3.1 and fix \( s \geq 0 \) and \( t > 0 \). Define \( \ell_i = X_{N-i+1}^N(tN + s; N) + \theta \cdot i \) for \( i = 1, \ldots, N \). Then we have the following

\[
\lim_{N \to \infty} \mathbb{E} \left[ \prod_{j=1}^{N-1} \left( 1 - \frac{1}{\ell_N - \ell_j} \right) \left( 1 - \frac{2\theta - 1}{\ell_N - \ell_j + \theta - 1} \right) \right] = \frac{t}{(\sqrt{t} + 1)^2},
\]

\[
\frac{\ell_N}{N} \overset{L^1}{\to} \theta(1 + \sqrt{t})^2 \text{ as } N \to \infty.
\]

Proposition 3.2 and the two properties that follow it are proved at the end of Section 5.2 and Proposition 3.3 is proved in Section 5.3. We now turn to the main result of this section.

Lemma 3.4. Let \( X(s; N) \) be as in Definition 3.1 with \( \theta \geq 1 \) and fix \( s \geq 0 \) and \( t > 0 \). Define \( \ell_i = X_{N-i+1}^N(tN + s; N) + \theta \cdot i \) for \( i = 1, \ldots, N \) and \( m_j = X_{N-j}^{N-1}(tN + s; N - 1) + \theta \cdot j \) for \( j = 1, \ldots, N - 1 \). Then we have the following convergence results as \( N \to \infty \):

\[
1. \quad \frac{1}{\ell_N - \ell_{N-1}} \overset{p}{\to} 0, \quad 2. \quad \frac{1}{\ell_N - \ell_j} \overset{p}{\to} \frac{\log(1 + t^{-1/2})}{\theta}, \quad 3. \quad \frac{1}{\ell_{N-j} - m_j} \overset{p}{\to} \frac{\log(1 + t^{-1/2})}{\theta}.
\]

Proof. Notice that \( \frac{1}{\ell_N - \ell_j} \) and \( \frac{2\theta - 1}{\ell_N - \ell_j + \theta - 1} \) are both between 0 and 1 (since \( \ell_N - \ell_i \geq \ell_N - \ell_{N-1} \geq \theta \geq 1 \)).

We next observe that if \( x \in [0, 1] \) then we have \( 0 \leq (1 - x) \leq \exp(-x - x^2/2) \). Indeed, setting \( f(x) = 1 - x \) we see that \( f'(x) = (1 + x) \exp(-x - x^2/2) - 1 \) and we have

\[
1 \text{ The Stieltjes transform of a measure } \mu \text{ on } \mathbb{R} \text{ is defined by } G_{\mu}(z) = \int_{\mathbb{R}} \frac{1}{1 - z} d\mu(x) \text{ for } z \notin \text{supp}(\mu).
\]
\[ f'(x) \leq 0 \iff 1 + x \leq \exp(x + x^2/2), \] which is true for all \( x \in \mathbb{R} \). So \( f \) is a decreasing function on \( \mathbb{R} \) and as \( f(0) = 0 \) we conclude that \( f(x) \leq 0 \) for \( x \in [0, 1] \). This proves that \( 1 - x \leq \exp(-x - x^2/2) \) for \( x \in [0, 1] \), while \( 0 \leq 1 - x \) is obvious. The latter implies that

\[
\prod_{j=1}^{N-1} \left( 1 - \frac{1}{\ell_N - \ell_j} \right) \left( 1 - \frac{2\theta - 1}{\ell_N - \ell_j + \theta - 1} \right) \leq X_N Y_N, \tag{26}
\]

where

\[
X_N = \exp \left[ -\sum_{j=1}^{N-1} \left( \frac{1}{\ell_N - \ell_j} + \frac{2\theta - 1}{\ell_N - \ell_j + \theta - 1} \right) \right]
\]

and

\[
Y_N = \exp \left[ -\frac{1}{2} \sum_{j=1}^{N-1} \left( \frac{1}{(\ell_N - \ell_j)^2} + \frac{(2\theta - 1)^2}{(\ell_N - \ell_j - 1 + \theta)^2} \right) \right]. \tag{27}
\]

In what follows we prove that \( X_N \overset{\mathbb{P}}{\to} t(\sqrt{t} + 1)^{-2} \) and \( Y_N \overset{\mathbb{P}}{\to} 1 \) as \( N \to \infty \). We observe that \( X_N, Y_N \in [0, 1] \) and so it suffices to show that any weak subsequential limit of \( (X_N, Y_N) \) equals \( (t(\sqrt{t} + 1)^{-2}, 1) \). In particular, by possibly passing to a subsequence, we may assume that \( X_N \) and \( Y_N \) are defined on the same probability space, are converging to random variables \( X \) and \( Y \) a.s. and we want to show that \( X = t(\sqrt{t} + 1)^{-2} \) and \( Y = 1 \) a.s.

From the Bounded Convergence theorem we know that \( \mathbb{E}[XY] = \lim_{N \to \infty} \mathbb{E}[X_N Y_N] \), which together with \( \text{(26)} \) and \( \text{(23)} \) implies that

\[
\mathbb{E}[XY] \geq t(\sqrt{t} + 1)^{-2}. \tag{28}
\]

Take \( \epsilon > 0, \delta > 0 \). By \( \text{(24)} \) we have \( \mathbb{P} \left( \frac{\ell_N}{N} \geq \theta(\sqrt{t} + 1)^2 + \frac{\delta}{2} \right) < \epsilon \) for \( N \) large enough. On the event \( \left\{ \frac{\ell_N}{N} \leq \theta(\sqrt{t} + 1)^2 + \frac{\delta}{2} \right\} \) we have for \( N \) large enough:

\[
\sum_{j=1}^{N-1} \frac{1}{\ell_N - \ell_j} + \frac{2\theta - 1}{\ell_N - \ell_j + \theta - 1} \geq \frac{1}{N} \sum_{j=1}^{N-1} \frac{1}{\frac{\delta}{2} + \theta(\sqrt{t} + 1)^2 - \frac{\ell_j}{N}} + \frac{2\theta - 1}{\frac{\delta}{2} + \theta(\sqrt{t} + 1)^2 + \frac{\theta - 1}{N} - \frac{\ell_j}{N}} \geq \frac{2\theta}{N} \sum_{j=1}^{N-1} \frac{1}{\delta + \theta(\sqrt{t} + 1)^2 - \frac{\ell_j}{N}} = \frac{2\theta}{N} \sum_{j=1}^{N-1} \frac{1}{\delta + \theta(\sqrt{t} + 1)^2 - \frac{\ell_j}{N}} - \frac{2\theta}{N} \frac{1}{\delta + \theta(\sqrt{t} + 1)^2 - \frac{\ell_N}{N}}.
\]

The first term in the last expression converges to \( 2\theta \cdot G_{\mu^t}(b_t + \delta) \) by Proposition \( 3.2 \) and the discussion below it. On the event \( \left\{ \frac{\ell_N}{N} \leq \theta(\sqrt{t} + 1)^2 + \frac{\delta}{2} \right\} \) the second term is bounded by

\[
\frac{2\theta}{N} \frac{1}{\delta + \theta(\sqrt{t} + 1)^2 - \frac{\ell_N}{N}} \leq \frac{4\theta}{N\delta}.
\]

The above suggests that for any \( \delta, \epsilon > 0 \) we have

\[
\liminf_{N \to \infty} \mathbb{P}(X_N \leq \exp(-2\theta G_{\mu^t}(b_t + \delta)) \geq 1 - \epsilon.
\]

Consequently, \( \mathbb{P}(X \leq \exp(-2\theta G_{\mu^t}(b_t + \delta)) \geq 1 - \epsilon \). Since \( \delta, \epsilon > 0 \) are arbitrary, we conclude that

\[
X \leq t(\sqrt{t} + 1)^{-2}, \tag{29}
\]

where we used the second property of \( \mu^t \) after Proposition \( 3.2 \) and the inequality is a.s. To summarize, we have \( 0 \leq X \leq t(\sqrt{t} + 1)^{-2} \) and \( 0 \leq Y \leq 1 \) a.s. (recall that \( X_N, Y_N \in [0, 1] \) a.s.), while the product satisfies \( \mathbb{E}[XY] \geq t(\sqrt{t} + 1)^{-2} \). This is possible only if \( X = t(\sqrt{t} + 1)^{-2} \) a.s. and \( Y = 1 \) a.s.
We thus conclude that $X_N \overset{p}{\to} t(\sqrt{t} + 1)^{-2}$ and $Y_N \overset{p}{\to} 1$ as $N \to \infty$. In particular, as $N \to \infty$ we get

\begin{equation}
\sum_{j=1}^{N-1} \frac{1}{(\ell_N - \ell_j)^2} + \frac{(2\theta - 1)^2}{(\ell_N - \ell_j + \theta - 1)^2} \overset{p}{\to} 0, \quad \text{and}
\end{equation}

Consequently, (30) and (31) show that $2\theta \sum_{j=1}^{N-1} \frac{1}{\ell_N - \ell_j} \to 2\log \left(1 + \frac{1}{\sqrt{t}}\right)$. This proves 2.

3.2. Two row analysis. We start our proof of Theorem 1.1 by first showing it holds when $k = 1$. The general statement will be proved in the next section. Our approach here closely follows ideas from [18], where the authors proved an analogous result for $\beta$-Dyson Brownian motion. We summarize the statement we will prove in a lemma.

Lemma 3.5. Let $X(s; N)$ as in Definition 3.1 with $\theta \geq 1$ and fix $s \geq 0$ and $t > 0$. Define $\ell_i = X_{N-i+1}^N(tN + s; N) + \theta \cdot i$ for $i = 1, \ldots, N$ and $m_j = X_{N-j}^{N-1}(tN + s; N - 1) + \theta \cdot j$ for $j = 1, \ldots, N - 1$. Then $\ell_N - m_{N-1} \overset{D}{\to} Z$ as $N \to \infty$, where

\[ \mathbb{P}(Z = n + \theta) = (1 - p)^{-\theta} \frac{\Gamma(n + \theta)}{\Gamma(n + 1)\Gamma(\theta)} p^n, \quad n \in \mathbb{Z}_{\geq 0}, \text{ and } p = \frac{\sqrt{t}}{1 + \sqrt{t}}. \]

Proof. Let us fix $\lambda \in \mathcal{P}^N$ and $\mu \in \mathcal{P}^{N-1}$ such that $\mu < \lambda$. From Proposition 2.22 we know that

\[ \mathbb{P}(X^N(tN + s; N) = \lambda, X^{N-1}(tN + s; N) = \mu) = J_{tN+s}^{\text{multi}}(\mu, \lambda). \]

We introduce the following useful notation

\[ z_N = \ell_N - m_{N-1} - \theta, \quad \text{and} \quad f_N(k) = \mathbb{P}(z_N = k|\ell_1, \ldots, \ell_N, m_1, \ldots, m_{N-2}), \quad \text{for } k \geq 0. \]

Combining (32) with (17) and (18) we see that for some $c > 0$ (depending on $\ell_1, \ldots, \ell_N$ and $m_1, \ldots, m_{N-2}$) we have

\[ f_N(k) = c \cdot \frac{\Gamma(\theta + 1)}{(1 + k)^{\theta}} \prod_{i=1}^{N-2} (\ell_N - m_i - k - \theta) \frac{\Gamma(\ell_N - \ell_i - k)}{\Gamma(\ell_N - \ell_i - k + 1 - \theta)}, \]

if $0 \leq k \leq \ell_N - \ell_{N-1} - \theta$ and 0 otherwise. We want to prove the following statements

\[ \frac{f_N(k)}{f_N(0)} \overset{p}{\to} p^k \frac{\Gamma(k + \theta)}{k!\Gamma(\theta)}, \quad \text{for } k \geq 0 \quad \text{and} \quad f_N(0) \overset{p}{\to} (1 - p)^{\theta} \text{ as } N \to \infty. \]
where \( p = \frac{\sqrt{t}}{1 + \sqrt{t}} \). If (34) is true, then we have that \( f_N(k) \xrightarrow{p} (1 - p)^{-\theta} \frac{\Gamma(k + \theta)}{\Gamma(k + 1)} \Gamma(\theta) \) as \( N \to \infty \). Taking expectations on both sides (this is allowed by the Bounded Convergence Theorem), we conclude that

\[
\lim_{N \to \infty} P(z_N = k) = \lim_{N \to \infty} E[f_N(k)] = (1 - p)^{-\theta} \frac{\Gamma(k + \theta)}{\Gamma(k + 1)} \Gamma(\theta) = P(Z = k + \theta).
\]

Since this is true for any \( k \geq 0 \), we conclude that \( \ell_N - m_{N-1} \xrightarrow{D} Z \). We thus reduce the proof of the lemma to showing (34).

Using (33) we have

\[
\frac{f_N(k)}{f_N(0)} = \frac{\Gamma(\theta + k) \Gamma(1)}{\Gamma(1 + k) \Gamma(\theta)} \prod_{i=1}^{N-2} \left(1 - \frac{k}{\ell_N - m_i - \theta}\right) \prod_{i=1}^{N-1} \frac{f(\ell_N - \ell_i - \theta)}{f(\ell_N - \ell_i - k - \theta)}, \quad \text{with} \quad f(z) = \frac{\Gamma(z + 1)}{\Gamma(z + \theta)}.
\]

We also have from the functional equation for the gamma function \( \Gamma(x + 1) = x \Gamma(x) \) that

\[
\prod_{i=1}^{N-1} \frac{f(\ell_N - \ell_i - \theta)}{f(\ell_N - \ell_i - k - \theta)} = \prod_{i=1}^{N-1} \prod_{j=1}^{k} \left(1 - \frac{\theta - 1}{\ell_N - \ell_i - j}\right).
\]

By Lemma 3.4 we can find a sequence of sets \( D(N) \subset \mathbb{R}^{2N-2} \) such that

\[
\lim_{N \to \infty} P(\ell_1, ..., \ell_N, m_1, ..., m_{N-2} \in D(N)) = 1
\]

and for any sequence \((x_1^N, ..., x_N^N, y_1^N, ..., y_{N-2}^N) \in D(N)\) and \( r \in \mathbb{R} \) we have as \( N \to \infty \) that

1. \( \frac{1}{x_N^N - x_{N-1}^N + r} \to 0 \),
2. \( \frac{1}{x_N^N - x_i^N + r} \to \frac{\log(1 + \frac{1}{\sqrt{t}})}{\theta} \),
3. \( \frac{1}{x_N^N - y_i^N + r} \to \frac{\log(1 + \frac{1}{\sqrt{t}})}{\theta} \).

If \((x_1^N, ..., x_N^N, y_1^N, ..., y_{N-2}^N) \in D(N)\) is a sequence satisfying the above properties we have

\[
\lim_{N \to \infty} \prod_{i=1}^{N-2} \left(1 - \frac{k}{x_N^N - y_i^N - \theta}\right) \prod_{i=1}^{N-1} \prod_{j=1}^{k} \left(1 - \frac{\theta - 1}{x_N^N - x_i^N - j}\right) = 
\]

\[
\lim_{N \to \infty} \exp \left( - \sum_{i=1}^{N-2} \frac{k}{x_N^N - y_i^N - \theta} - \sum_{i=1}^{N-1} \frac{k(\theta - 1)}{x_N^N - x_i^N} + o \left( \frac{1}{x_N^N - x_{N-1}^N} \right) \right) = \left( \frac{\sqrt{t}}{1 + \sqrt{t}} \right)^k,
\]

Combining (35), (36), (37) and (38) we conclude that for every \( k \geq 0 \) one has

\[
\frac{f_N(k)}{f_N(0)} \xrightarrow{p} p^k \frac{\Gamma(k + \theta)}{k! \Gamma(\theta)} \quad \text{as} \quad N \to \infty, \quad \text{where} \quad p = \frac{\sqrt{t}}{1 + \sqrt{t}}.
\]

It remains to show that \( f_N(0) \xrightarrow{p} (1 - p)^{\theta} \) as \( N \to \infty \). Observe that \( f_N(0) \in [0, 1] \) and so it suffices to show that any weak subsequential limit of \( f_N(0) \) equals \((1 - p)^{\theta}\). Let \( R \) be a subsequential limit and \( f_{N_r}(0) \xrightarrow{D} R \) as \( r \to \infty \). We want to show that \( P(R = (1 - p)^{\theta}) = 1 \).

Suppose that we have for some \( \delta, \epsilon > 0 \) that \( P(R > (1 - p)^{\theta} + \epsilon) > \delta \). Then, for all \( r \) large enough we would have

\[
P(f_{N_r}(0) > (1 - p)^{\theta} + \epsilon/2) > \delta/2.
\]

The latter statement together with the fact that \( \frac{f_{N_r}(k)}{f_{N_r}(0)} \xrightarrow{p} p^k \frac{\Gamma(k + \theta)}{k! \Gamma(\theta)} \) as \( r \to \infty \) implies that for \( r \) large enough on an event of positive probability we will have that \( \sum_{k \geq 0} f_{N_r}(k) > 1 \), which is a contradiction. We thus conclude that \( P(R \leq (1 - p)^{\theta}) = 1 \).
Pick any \((1 + \sqrt{t})^{-1} > \epsilon > 0\). Using \((35), (36)\) and the inequality \(1 - x \leq e^{-x}\) for \(x \in [0, 1]\) we see that for \(0 \leq k \leq N - N - 1 - \theta\)

\[
\frac{f_N(k)}{f_N(0)} \leq \frac{\Gamma(\theta + k)\Gamma(1)}{\Gamma(1 + k)\Gamma(\theta)} \exp \left( -\sum_{i=1}^{N-2} \frac{k}{\ell_N - m_i - \theta} - \sum_{j=1}^{N-1} \sum_{i=1}^{k} \frac{\theta - 1}{\ell_N - \ell_i - j} \right) \leq \frac{\Gamma(\theta + k)\Gamma(1)}{\Gamma(1 + k)\Gamma(\theta)} \exp \left( -\sum_{i=1}^{N-2} \frac{k}{\ell_N - m_i - \theta} - \sum_{j=1}^{N-1} \sum_{i=1}^{k} \frac{\theta - 1}{\ell_N - \ell_i - j} \right),
\]

where in the last inequality we used that \(\theta \geq 1\). The above and \((38)\) imply that if \(N\) is large enough and \((\ell_1, ..., \ell_N, m_1, ..., m_{N-2}) \in D(N)\), then for all \(k \geq 0\) we have

\[
f_N(0) \left( \frac{\sqrt{t}}{1 + \sqrt{t}} + \epsilon \right)^k \frac{\Gamma(\theta + k)}{\Gamma(\theta)\Gamma(1 + k)} \geq f_N(k).
\]

Summing over \(k\) and using the well-known identity \(\sum_{k=0}^{\infty} x^k \frac{\Gamma(k + \theta)}{\Gamma(\theta)\Gamma(1 + k)} = (1 - x)^{-\theta}\), which holds for \(|x| < 1\), we get

\[
f_N(0) \left( 1 - \frac{\sqrt{t}}{1 + \sqrt{t}} - \epsilon \right)^{-\theta} \geq 1, \text{ when } (\ell_1, ..., \ell_N, m_1, ..., m_{N-2}) \in D(N) \text{ and } N \text{ is large enough.}
\]

In particular, the above together with \((37)\) implies that \(P(R \geq (1 - p - \epsilon)^\theta) = 1\). This shows that \(P(R \geq (1 - p)^\theta) = 1\), which combined with our upper bound shows that \(P(R = (1 - p)^\theta) = 1\). □

3.3. Proof of Theorem 1.1. We proceed by induction on \(k\). The base case \(k = 1\), was proved in Lemma 3.5.

Suppose for \(k < m\) the result of the theorem holds. We will prove it for \(k = m\). For simplicity of notations we set

\[
Z_j^N = X_1^{N-j+1}(tN + s; N) - X_1^{N-j}(tN + s; N) \quad \text{for } j = 1, ..., k.
\]

Take any \(k_1, ..., k_m \in \mathbb{Z}_{\geq 0}\) and observe that

\[
P(Z_1^N = k_1, ..., Z_m^N = k_m) = P(Z_m^N = k_m | Z_1^N = k_1, ..., Z_{m-1}^N = k_{m-1}) P(Z_1^N = k_1, ..., Z_{m-1}^N = k_{m-1}).
\]

By the inductive hypothesis it is enough to show that

\[
\lim_{N \to \infty} P(Z_m^N = k_m | Z_1^N = k_1, ..., Z_{m-1}^N = k_{m-1}) = p^{k_m}(1 - p)^{\theta} \frac{\Gamma(k_m + \theta)}{(\Gamma(k_m + 1)\Gamma(\theta))}.
\]

Let us fix \(\lambda' \in \mathbb{Y}^r\) for \(r = N - m, ..., N\) such that \(\lambda^{N-m} \prec \cdots \prec \lambda^N\). From Proposition 2.22 we know that

\[
P(X^N(tN + s; N) = \lambda^{N-m} \cdots \lambda^N) = J_{tN+s;N}(\lambda^{N-m} \cdots \lambda^N).
\]

Let \(F_N^m\) be the \(\sigma\)-algebra generated by \(X_i^{N-j+1}(tN + s; N)\) for \(j = 1, ..., m\) and \(i = 1, ..., N - j + 1\). Notice that \(F_N^m\) is a finer \(\sigma\)-algebra than that of \(Z_1^N, ..., Z_{m-1}^N\). Equations \((40)\) and \((41)\) imply that for some positive \(c > 0\) depending on \(X^{N-m+1}(Nt + s; N)\), we have

\[
P(X^{N-m}(tN + s; N) = \lambda^{N-m} F_N^m) = c \cdot J_{tN+s;N}(1^{N-m}) J_{X^{N-m+1}(Nt+s;N)/\lambda^{N-m}}(1).
\]

In particular, we see that

\[
P(X^{N-m}(tN + s; N) = \lambda^{N-m} F_N^m) = P(X^{N-m}(tN + s; N) = \lambda^{N-m} X^{N-m+1}(tN + s; N)).
\]

By Proposition 2.22 we know that

\[
P(X^{N-m+1}(tN + s; N) = \lambda, X^{N-m}(tN + s; N) = \mu) = J_{tN+s;N-m,N-m+1}(\mu, \lambda).
\]
Consequently, we may apply the same arguments as in the proof of Lemma 3.5 to show that
\[
P(X_1^{N-m}(tN + s; N) - X_1^{N-m+1}(tN + s; N) = k|X_1^{N-m+1}(tN + s; N)) \xrightarrow{p} p^k(1-p)^{-\theta} \frac{\Gamma(k + \theta)}{\Gamma(k + 1)\Gamma(\theta)},
\]
for any \( k \geq 0 \) as \( N \rightarrow \infty \).

The above statement follows from (34) as well as the Tower Property and Bounded Convergence Theorem for conditional expectation.

Combining (41) and (43) we conclude that
\[
P(Z_m = k|Z_1^N, ..., Z_{m-1}^N) \xrightarrow{p} p^k(1-p)^{-\theta} \frac{\Gamma(k + \theta)}{\Gamma(k + 1)\Gamma(\theta)},
\]
for any \( k \geq 0 \) as \( N \rightarrow \infty \). The change of the order of expectation and limits is allowed by the Bounded convergence theorem. Clearly, (45) implies (39), which concludes the proof of the induction step. The general result now follows by induction.

4. Dynamic limit

In this section we prove Theorem 1.4. The main argument is presented in Sections 4.2 and 4.3. In the section below we supply several results that will be used in the proof. Throughout this section we let \( D^k = D([0,\infty), \mathbb{N}_0^k) \) be the space of right-continuous paths with left limits taking values in \( \mathbb{N}_0^k \) and endow it with the usual Skorohod topology (see e.g. [17]).

4.1. Preliminaries for Theorem 1.4 In this section we consider the dynamics of the top row of \( X(s; N), s \geq 0 \). The main result of the section is the following.

**Proposition 4.1.** Let \( X(s; N), s \geq 0 \) be as in Definition 3.1 with \( \theta \geq 1 \) and fix \( t > 0 \). Then the sequence of processes \( Z_N(s) = X_N^N(tN + s; N) - X_1^N(tN; N), s \in [0, \infty) \) is tight on \( D^1 \).

The proof of Proposition 4.1 is given in the end of this section and relies on Lemmas 4.2, 4.3 and 4.4 below. We present Lemma 4.2 here and postpone its proof until Section 5.

**Lemma 4.2.** Let \( X(s; N), s \geq 0 \) be as in Definition 3.1 with \( \theta \geq 1 \) and fix \( s \geq 0 \) and \( t > 0 \). If we set \( X_i = X_i^N(t; N) \) then for any \( N \geq 1 \) we have
\[
\mathbb{E} \left[ \prod_{i=2}^{N} \frac{1 + \frac{\theta}{X_{i-1} - X_i + (i-1)\theta}}{X_i} \right] \leq \mathbb{E} \left[ \frac{X_i + \theta N + 1}{t\theta} \right].
\]
If we set \( \ell_i = X^N_{N-i+1}(tN + s; N) + \theta \cdot i \) for \( i = 1, ..., N \) we have
\[
\prod_{j=1}^{N-1} \left( 1 + \frac{\theta}{\ell_{N-j} - \ell_j} \right) \xrightarrow{L^1} \frac{\sqrt{i + 1}}{\sqrt{i}} \text{ as } N \rightarrow \infty.
\]

Lemmas 4.3 and 4.4 provide asymptotic statements for the process \( X^N_{\text{disc}}(s), s \geq 0 \). The latter process was defined in Section 2.2 and we recall it is a continuous time Markov chain on \( \mathbb{P}^N \) with jump rates given in Proposition 2.11. The process implicitly depends on a parameter \( \theta \), that we will assume to satisfy \( \theta \geq 1 \). The reason we are interested in \( X^N_{\text{disc}}(s), s \geq 0 \) is that by Proposition 2.22 it has the same law as top row of \( X(s; N), s \geq 0 \). In what follows we give two equivalent descriptions of \( X^N_{\text{disc}}(s), s \geq 0 \). Depending on the situation we will switch from one formulation to the other. For brevity we will write \( X^N(s), s \geq 0 \) for \( X^N_{\text{disc}}(s), s \geq 0 \).
Set $\nu = X^N$ and $x_i = \nu_i - i$ for $i = 1, \ldots, N$, then the state space consists of ordered sequences $x_1 > x_2 > \cdots > x_N$ of integers. Each particle $x_i$ jumps to the right by 1 independently of the others according to an exponential clock with rate $\lambda_i = q_{\nu_i+1} \cup (i, \nu_i)$ if $\nu \cup (i, \nu_i + 1) \in \mathbb{Y}^N$ and 0 otherwise (these rates are given in \cite{14}). In particular, the jump rate is non-zero only if the position to the right of a particle is unoccupied. We remark that the above particle dynamics has global interactions, as the jump rate of each particle is influenced by the position of all other particles.

The second dynamics we formulate is a consequence of Proposition 2.12, which states that for any $\nu \in \mathbb{Y}^N$, $\sum_{\mu = \nu \cup (i, \nu_i + 1)} q_{\nu} \mu = N\theta$. The latter implies that if $\lambda_i = q_{\nu \cup (i, \nu_i + 1)}$ for $\nu \cup (i, \nu_i + 1) \in \mathbb{Y}^N$ and 0 otherwise, then $p_i = \lambda_i/N\theta$ defines a probability distribution $\mathbb{P}^\nu$ on $\{1, \ldots, N\}$. Let $\nu(n) = Y_1(n) + Y_2(n) + \cdots + Y_N(n)$, $n \geq 0$ be the discrete time Markov chain on $\mathbb{Y}^N$, where at each time $n$ we sample $i$ from $\{1, \ldots, N\}$ according to $\mathbb{P}^{\nu(n)}$ and increase $Y_i$ by 1. If $M_s$ is a Poisson process on $\mathbb{R}^\omega$ with intensity $N\theta$, which is independent of $\nu(n)$, $n \geq 0$, and $\nu(0) = \emptyset$, then one readily observes that the process $\nu(M_s) = Y_1(M_s) + Y_2(M_s) + \cdots + Y_N(M_s)$, $s \geq 0$ has the same law as $X^N(s)$, $s \geq 0$.

We now state and prove Lemmas 4.3 and 4.4

**Lemma 4.3.** Fix $T_0, T_1 > 0$, $\theta \geq 1$ and let $X^N(s), s \geq 0$ be as above. We can find a constant $C > 0$ depending on $\theta$, $T_0$ and $T_1$, such that for any $\Delta \in [0, 1]$ and $s \in [0, T_1]$ we have

$$
\limsup_{N \to \infty} \mathbb{E} \left[ X^N_1(T_0N + s + \Delta) - X^N_1(T_0N + s) \right] \leq C \Delta.
$$

**Proof.** Let $\Delta \in [0, 1]$, and $s \in [0, T_1]$ be given and set $\epsilon = \Delta/N^3$. Denote $M_t = X^N_1(t) + \cdots + X^N_N(t)$. For $r = 1, \ldots, N^3$ we define

$$
t_r = s + r\epsilon, \quad A_r = X^N_1(T_0N + t_r) - X^N_1(T_0N + t_{r-1}), \quad B_r = M_{t_0N+t_r} - M_{t_0N+t_{r-1}}.
$$

Let $\lambda_1(t)$ denote the jump rate of the rightmost particle $X^N_1(t)$, which by \cite{14} equals

$$
\lambda_1(t) = \theta \cdot \prod_{i=2}^{N} \left( 1 + \frac{\theta}{X^N_1(t) - X^N_1(t) + \theta(i-1)} \right).
$$

In view of our second dynamic formulation (see the discussion below the statement of the lemma) we have

$$
\mathbb{E}[A_r] = \mathbb{E}[A_r | B_r = 0] \cdot \mathbb{P}(B_r = 0) + \mathbb{E}[A_r | B_r = 1] \cdot \mathbb{P}(B_r = 1) + \mathbb{E}[A_r | B_r \geq 2] \cdot \mathbb{P}(B_r \geq 2)
$$

$$
= \mathbb{E} \left[ \frac{\lambda_1(t_{r-1})}{N\theta} \right] \cdot \mathbb{P}(B_r = 1) + \mathbb{E}[A_r | B_r \geq 2] \cdot \mathbb{P}(B_r \geq 2).
$$

Since $B_r$ is a Poisson random variable with parameter $\theta N\epsilon = \Delta/N^2 \leq 1/N^2$ and $A_r \leq B_r$, we have that

- $\mathbb{P}(B_r = 1) = \exp(-\frac{\Delta}{N^2}) \cdot \frac{\Delta}{N^2} \leq \frac{\Delta}{N^2}$
- $\mathbb{E}[A_r | B_r \geq 2] \cdot \mathbb{P}(B_r \geq 2) \leq \mathbb{E}[B_r | B_r \geq 2] \cdot \mathbb{P}(B_r \geq 2) = \mathbb{E}[B_r] - \mathbb{P}(B_r = 1) = \frac{\Delta}{N^2} \cdot (1 - \exp(-\frac{\Delta}{N^2})) \leq \frac{\Delta}{N^2}$, with the latter inequality true for all large $N$.

The above inequalities show that

$$
\mathbb{E}[A_r] \leq \frac{\Delta}{N^3\theta} \cdot \mathbb{E}[\lambda_1(t_{r-1})] + \frac{2}{N^4}.
$$

From Proposition 2.22 we know that $X^N(s; N)$ and $X^N(s)$ have the same law. Consequently, we may apply \cite{14} to conclude

$$
\mathbb{E}[\lambda_1(t_{r-1})] \leq \theta \cdot \mathbb{E} \left[ \frac{X^N_1(T_0N + t_{r-1}) + \theta N + 1}{t_{r-1}\theta} \right] \leq \theta \cdot \mathbb{E} \left[ \frac{X^N_1(T_0N + T_1 + 1) + \theta N + 1}{T_0N\theta} \right] = \frac{C}{T_0N\theta}.
$$
Lemma 4.4. Fix $T_0, T_1 > 0, \theta \geq 1$ and let $X^N(s), s \geq 0$ be as above. Define

$$\lambda_1(s) = \theta \cdot \prod_{i=2}^{N} \left( 1 + \frac{\theta}{X_1^N(s) - X_i^N(s) + \theta(i-1)} \right).$$

If $M > \theta \cdot \frac{1+\sqrt{T_0}}{\sqrt{T_0}}$ then

$$\limsup_{N \to \infty} P(\lambda_1(s) < M \text{ for } s \in [T_0N, T_0N + T_1]) = 1.$$

Proof. Let $\epsilon > 0$ be given. We know we have the following convergence statements

1. $\prod_{i=2}^{N} \left( 1 + \frac{\theta}{X_1^N(s) - X_i^N(s) + \theta(i-1) - K} \right) \xrightarrow{P} \frac{1+\sqrt{T_0}}{\sqrt{T_0}}$ as $N \to \infty$, for fixed $s, K \geq 0$;

2. $X_1^N(T_0N) - X_2^N(T_0N + T_1) \xrightarrow{P} \infty$ as $N \to \infty$;

3. There exists a $K_0 \in \mathbb{N}$, such that $\limsup_{N \to \infty} P(X_1^N(T_0N + T_1) - X_1^N(T_0N) \geq K_0) < \epsilon/2$.

From Proposition 2.22 we know that $X^N(s; N)$ and $X^N(s)$ have the same law. Consequently, the first statement above follow from Lemma 3.4 and the inequalities $e^{-x-x^2} \leq 1 - x \leq e^{-x+x^2}$, which hold for $x \in [0, 0.2]$. The second statement follows from Lemmas 3.4 and 4.3. The final statement is a consequence of Chebyshev’s inequality and Lemma 4.3.

Fix the event $A_N = \{ X_1^N(T_0N) > 2K_0 + X_2^N(T_0N + T_1), X_1^N(T_0N + T_1) - X_1^N(T_0N) \leq K_0 \}$. Since $X_1^N(T_0N + s)$ increases in $s$, we see that on $A_N$ we have for $s \in [0, T_1]$ and $i \in \{2, ..., N\}$

$$\left( 1 + \frac{\theta}{X_1^N(T_0N + s) - X_i^N(T_0N + s) + \theta(i-1) - K_0} \right) \leq \left( 1 + \frac{\theta}{X_1^N(T_0N) - X_i^N(T_0N + T_1) + \theta(i-1)} \right) \leq \left( 1 + \frac{\theta}{X_1^N(T_0N + T_1) - X_i^N(T_0N + T_1) + \theta(i-1) - K_0} \right).$$

Taking the product over $i = \{2, ..., N\}$ above we conclude that on $A_N$

$$\lambda_1(s) \leq \theta \cdot \prod_{i=2}^{N} \left( 1 + \frac{\theta}{X_1^N(T_0N + T_1) - X_i^N(T_0N + T_1) + \theta(i-1) - K_0} \right).$$

From 1. in (54) we have that the quantity on the right above converges to $\theta \cdot \frac{1+\sqrt{T_0}}{\sqrt{T_0}}$ in probability, which is less than $M$. We thus conclude that

$$\liminf_{N \to \infty} P(\lambda_1(s) < M \text{ for } s \in [T_0N, T_0N + T_1]) \geq \liminf_{N \to \infty} (1 - P(A_N^c)) = 1 - \limsup_{N \to \infty} P(A_N^c).$$
It follows from 2. and 3. in [54] that \( \limsup_{N \to \infty} P(A_N^c) \leq \epsilon/2 \) and so we conclude that

\[
\liminf_{N \to \infty} P(\lambda_1(s) < M \text{ for } s \in [T_0N, T_0N + T_1]) > 1 - \epsilon.
\]

As \( \epsilon > 0 \) was arbitrary the statement of the lemma follows. \( \square \)

**Proof.** (Proposition 4.1) We verify the necessary and sufficient conditions for tightness from Corollary 3.7.4 in [17]. Firstly, we note that for any \( s \geq 0 \), \( Z_N(s) \) are tight on \( \mathbb{R} \) because \( Z_N(s) \geq 0 \) and by Lemma 4.3, the expectations of these variables are uniformly bounded by a constant. The latter verifies the first condition of Corollary 3.7.4 in [17].

Because \( Z_N(s) \) is a counting process (it is increasing, pure-jump and has unit jump sizes) the second condition reduces to showing that for any \( \eta > 0 \) and \( T > 0 \) there exists a \( \delta > 0 \) such that

\[
\limsup_{N \to \infty} P \left( \min_i [T_{i+1}^N - T_i^N] \leq \delta \right) \leq \eta,
\]

where \( T_i^N < T_{i+1}^N < \ldots \) are the jump times of \( Z_N \) in \([0, T]\). Informally, the meaning of (55) is that on any compact interval \([0, T]\) the jump times of \( Z_N \) are well-separated with high probability. The reason one expects the jump times of \( Z_N \) to be well-separated is that the jump rate for this process at time \( s \) has the same law as \( \lambda_1(tN + s) \), which is given in [52], and the latter quantity behaves like a constant for all large \( N \).

In what follows we will construct a Poisson point process \( R_N \), which is coupled with \( Z_N \), and with high probability contains \( T_1^N, T_2^N, \ldots \) as a subset of its own jump times in \([0, T]\). We start by fixing \( M < N\theta \) and considering the process \( \nu(M_s) = Y_1(M_s) \geq Y_2(M_s) \geq \cdots \geq Y_N(M_s), s \geq 0 \) that was discussed before Lemma 4.3. Let \( S_1 < S_2 < \ldots \) be the arrival times of \( M_s \) in the interval \([TN, tN + T]\), which we visualize as points on this segment. We now follow these points from left to right and color some of them in red as follows.

We start from \( S_1 \) and look at \( \nu(M_{S_1} - 1) \). Let \( \lambda_1(S_1) \) be given by

\[
\theta \cdot \prod_{i=2}^{N} \left( 1 + \frac{\theta}{Y_1(M_{S_1} - 1) - Y_i(M_{S_1} - 1) + \theta(i-1)} \right)
\]

and suppose it is less than \( M \). Then we color \( S_1 \) in red if \( Y_1(M_{S_1}) - Y_1(M_{S_1} - 1) = 1 \). If the latter is not true then we still color the point in red with probability \( \frac{M - \lambda_1}{N\theta - \lambda_1} \). Since \( Y_1 \) jumps at time \( S_1 \) precisely with probability \( \frac{\lambda_1}{N\theta} \) we conclude that this way we colored \( S_1 \) in red with probability \( M/N\theta \). Afterwards we continue in this fashion until we reach the end of the interval \([TN, tN + T]\) or until we reach some \( S_i \) such that \( \lambda_1(S_i) > M \). When the latter happens we simply color the point \( S_i \) in red with probability \( M/N\theta \). Overall, the red points in the interval \([TN, tN + T]\) were obtained by coloring each of the arrival times of \( M_s \) independently with probability \( M/N\theta \). Thus if \( R_N \) denotes the point process on \([0, T]\), which is obtained by shifting the red points to the left by \( TN \), we conclude that \( R_N \) is a Poisson point process with parameter \( M \) (recall that \( M_s \) is a Poisson point process with parameter \( N\theta \)).

Let \( U_1^N, U_2^N, \ldots \) be the arrival times for \( R_N \) in \([0, T]\). By construction, we know that on the event \( E_N^M = \{\lambda_1(s) < M | s \in [TN, tN + T]\} \) the set \( U_1^N, U_2^N, \ldots \) contains \( T_1^N, T_2^N, \ldots \) as a subset. The latter implies that on the event \( E_N^M \) we have \( \min_i [T_{i+1}^N - T_i^N] \leq \min_i [U_{i+1}^N - U_i^N] \) and so we conclude that

\[
P \left( \min_i [T_{i+1}^N - T_i^N] \leq \delta \right) \leq P \left( \min_i [U_{i+1}^N - U_i^N] \leq \delta \right) + P \left( (E_N^M)^c \right)
\]
Fix $M > \theta \cdot \frac{1 + \sqrt{q}}{\sqrt{t}}$ and notice that as $R_N$ is a Poisson point process with parameter $M$, we can find $\delta > 0$ such that
\[
\mathbb{P} \left( \min_i \left[ U_{i+1}^N - U_i^N \right] \leq \delta \right) \leq \eta/2, \quad \text{for all} \ N \in \mathbb{R}.
\]

On the other hand we have by Lemma 4.4 that $\mathbb{P} \left( (E^M_N)^c \right) \to 0$ as $N \to \infty$. Combining these estimates with (56) we conclude (55). This proves that $Z_N(s), s \geq 0$ is tight on $D^1$.

4.2. One row analysis. In this section we focus on the top row of $X(tN + s; N), s \geq 0$ and analyze the limiting distribution of the rightmost particle $X_1^N(tN + s; N), s \geq 0$. The main result we will prove is the following.

**Proposition 4.5.** Let $X(s; N), s \geq 0$ be as in Definition 3.1 and fix $t > 0$. Then the sequence of processes $Z_N(s) = X_1^N(tN + s; N) - X_1^N(tN; N), s \in [0, \infty)$ converges in the limit $N \to \infty$ in law on $D^1$ to the Poisson point process with rate $q = \theta \cdot \frac{1 + \sqrt{q}}{\sqrt{t}}$.

**Proof.** From Proposition 2.22 we know that $X^N(s; N)$ and $X^N(s)$ (defined in Section 4.1) have the same law and so it suffices to prove the proposition for $X^N(s)$. In particular, we let $Z_N(s) = X_1^N(tN + s) - X_1^N(tN), s \in [0, \infty)$ and prove that the sequence converges in the limit $N \to \infty$ in law on $D^1$ to the Poisson point process with rate $q = \theta \cdot \frac{1 + \sqrt{q}}{\sqrt{t}}$.

From Proposition 4.1 we know that $Z_N$ is a tight family on $D^1$. Let $Z$ be any subsequential limit and pick a subsequence $Z_{N_k}$, which converges in law to $Z$. By virtue of the Skorohod Embedding Theorem (see e.g. Theorem 3.5.1 in [16]) we may assume that all processes involved are defined on the same probability space and that the convergence holds in the almost sure sense. Our goal is to show that $Z$ is the Poisson point process with rate $q$.

The strategy is to use the Martingale Problem, which characterizes the Poisson process with rate $q$ as the unique process $R_u$ such that $R_0 = 0$ and for every bounded function $f : \mathbb{N}_0 \to \mathbb{R}$, we have that
\[
M(u) := f(R_u) - \int_0^u q(f(R_s) + 1 - f(R_s))ds
\]
is an $\mathcal{F}_u^R = \sigma(R_s, s \in [0, u])$ martingale. The latter result is a special case of Theorem 4.4.1 in [17]. By uniqueness we mean that if two processes $R_u^1$ and $R_u^2$ with sample paths in $D^1$ satisfy the above condition then they have the same finite dimensional distributions. The latter by Proposition 3.7.1 in [17] means that the two processes define the same law on $D^1$. Since the Poisson process of rate $q$ clearly satisfies (57), we conclude that it suffices to show that for any bounded function $f : \mathbb{N}_0 \to \mathbb{R}$ we have that
\[
M(u) := f(Z(u)) - \int_0^u q(f(Z(s) + 1) - f(Z(s)))ds
\]
is an $\mathcal{F}_u^Z$ martingale and $Z(0) = 0$ a.s. The second condition is immediate from $Z_N(0) = 0$ for each $N$ by definition and $Z_N(0) \to Z(0)$ a.s. by assumption. Since $Z(u)$ is right-continuous and $f$ is bounded we see that $M(u)$ is adapted to $\mathcal{F}_u^Z$ and integrable. The only thing left to check is that for $u \geq s$ one has
\[
\mathbb{E} \left[ M(u) - M(s) | \mathcal{F}_s^Z \right] = 0 \iff \mathbb{E} \left[ 1_A \cdot (M(u) - M(s)) \right] = 0 \quad \text{for all} \ A \in \mathcal{F}_s^Z.
\]

The collection of sets $A$ that satisfy (59) is a $\lambda$-system, and so if we can prove that (59) holds for sets of the form $A = \{ Z(s_1) \leq a_1, ..., Z(s_k) \leq a_k \}$ where $k \in \mathbb{N}$, $a_i \in \mathbb{R}$ and $0 \leq s_1 \leq s_2 \leq ... \leq s_k \leq s$, then by the $\pi - \lambda$ Theorem we will have the statement for all sets $A \in \mathcal{F}_s^Z$. We conclude that what remains to be proved is
\[
\mathbb{E} \left[ 1_A \cdot (M(u) - M(s)) \right] = 0 \quad \text{if} \quad A = \{ Z(s_1) \leq a_1, ..., Z(s_k) \leq a_k \} \quad \text{and} \quad u \geq s.
\]
Let us introduce the following notation
\[ A_N = \{ Z_N(s_1) \leq a_1, \ldots, Z_N(s_k) \leq a_k \}, \]
\[ M_N(u) = f(Z_N(u)) - \int_0^u \lambda_1(tN + v)(f(Z_N(v) + 1) - f(Z_N(v)))dv, \]
\[ M'_N(u) = f(Z_N(u)) - \int_0^u q(f(Z_N(v) + 1) - f(Z_N(v)))dv. \]

(61)

In the above we have that \( \lambda_1(s) \) is given by (52) and is the jump rate of the particle \( X^N_1(s), s \geq 0 \). The Martingale Problem for \( X^N(s), s \geq 0 \) shows that \( M_N(u) \) is a martingale with respect to the filtration \( \mathcal{F}^N_{u+T_N} \). In particular, we conclude that
\[ \mathbb{E} [1_{A_N} \cdot (M_N(u) - M_N(s))] = 0, \text{ when } u \geq s. \]

By the Bounded Convergence Theorem we have
\[ \lim_{k \to \infty} \mathbb{E} [1_{A_{N_k}} \cdot (M'_{N_k}(u) - M'_{N_k}(s)) - 1_A \cdot (M(u) - M(s))] = 0. \]

(63)

Combining (62) and (63) we reduce (60) to showing the following statement for \( u \geq s \)
\[ \lim_{N \to \infty} \mathbb{E} [1_{A_N} \cdot K_N(s, u)] = 0, \text{ where } K_N(s, u) = M'_N(u) - M'_N(s) - M_N(u) + M_N(s). \]

(64)

We notice that
\[ K_N(s, u) = \int_s^u (\lambda_1(tN + v) - q) \cdot (f(Z_N(v) + 1) - f(Z_N(v)))dv. \]

Let \( F = \sup_{x \in \mathbb{N}_0} |f(x)| \). Then we have that
\[ \mathbb{E} [\|K_N(s, u)\|] \leq 2F \int_s^u \mathbb{E} [\|\lambda_1(tN + v) - q\|] dv. \]

From (17) we know that for each \( v \geq 0 \) we have \( \lim_{N \to \infty} \mathbb{E} [\|\lambda_1(tN + v) - q\|] = 0 \). On the other hand, we have for \( v \in [0, u] \) that
\[ \mathbb{E} [\|\lambda_1(tN + v) - q\|] \leq q + \mathbb{E} [\lambda_1(tN + v)] \leq q + \mathbb{E} \left[ \frac{X^N_1(tN + u) + \theta N}{\theta tN} \right] \leq C. \]

(65)

The middle inequality follows from the fact that \( X^N(s; N) \) and \( X^N(s) \) have the same law by Proposition 2.22 coupled with (46) and the monotonicity of \( X^N_1(tN + v) \) for \( v \in [0, u] \). The last inequality is a consequence of (24). An application of the Bounded Convergence Theorem now reveals that \( K_N(s, u) \to 0 \) as \( N \to \infty \). The latter implies equation (64) and hence the proposition. \( \square \)

4.3. **Proof of Theorem 1.4.** By Proposition 2.22 we know that the projection of \( X(s; N), s \geq 0 \) to the top \( k + 1 \) levels has the same law as \( X^N_{\text{multi}, N-k,N}(s), s \geq 0 \) from Definition 2.20. Consequently, it is enough to prove the theorem for this process. For brevity we denote \( X^N_{\text{multi}, N-k,N}(s), s \geq 0 \) by \( X^j_i(s), s \geq 0 \) with \( j = N - k, \ldots, N \) and \( 1 \leq i \leq j \). Define the sequence of processes
\[ Q^N(s) = (Q^N_1(s), \ldots, Q^N_k(s)) = (X^N_1(tN + s) - X^N_1(tN + s), X^N_1(tN + s) - X^N_{2}(tN + s), \ldots, X^N_{N-k}(tN + s) - X^N_{N-k+1}(tN + s), s \geq 0). \]

(66)

To prove the theorem we want to show that \( Q^N(s) \) converges in the limit \( N \to \infty \) in law on \( D^k \) to the process \( Q(s) \) from Definition 1.3.
We start by showing that $Q^N(s), s \geq 0$ is tight on $D^k$. It suffices to show that for each $i \in \{1, \ldots, k\}$ we have that $Q^N_i(s)$ is tight in $D^1$. Notice that

$$Q^N(s) = \left( X_1^{N-i+1}(tN + s) - X_1^{N-i+1}(tN) \right) - \left( X_1^{N-i}(tN + s) - X_1^{N-i}(tN) \right) + \left( X_1^{N-i+1}(tN) - X_1^{N-i}(tN) \right).$$

The first two summands are tight on $D^1$ by Proposition 4.1 while the last summand is tight by Theorem 1.1. We conclude that $Q^N$ is tight on $D^k$.

Our strategy for the remainder is to use the Martingale Problem, similarly to our proof of Proposition 4.5. For a $k$-tuple $x = (x_1, \ldots, x_k) \in \mathbb{N}_0^k$ we let

$$\lambda_{ij}(x) = \mathbf{1}_{\{x_j > 0\}} \prod_{r=j+1}^{i-1} \mathbf{1}_{\{x_r = 0\}} \times \theta \cdot \frac{\theta + x_i}{1 + x_i} \text{ for } 0 \leq j < i \leq k,$$

and write $e_i$ denote the $i$-th standard vector in $\mathbb{R}^k$ and write $e_0 = e_{k+1}$ for the zero vector.

By definition, the Markov process $Q(s), s \geq 0$ solves the following Martingale Problem. Let $f : \mathbb{N}_0^k \to \mathbb{R}$ be a bounded function. Then the process

$$M_Q(u) := f(Q(u)) - \int_0^u \sum_{0 \leq j < i \leq k+1} \lambda_{ij}(Q(v)) \cdot \left[ f(Q(v) + e_i - e_j) - f(Q(v)) \right] dv$$

is an $\mathcal{F}_u^Q$ martingale. It follows from Theorem 4.4.1 in [17] that if $R(u)$ is another process with sample paths in $D^k$, which solves the above Martingale Problem and $R(0)$ has the same distribution as $Q(0)$ then $R$ and $Q$ have the same finite-dimensional distributions.

From our earlier work we know that $Q^N$ form a tight family on $D^k$. Let $R$ be any subsequential limit and pick a sequence $Q_{k_n}$, which converges in law to $R$. By the Skorohod Embedding Theorem (see e.g. Theorem 3.5.1 in [16]) we may assume that all processes involved are defined on the same probability space and that the convergence holds in the almost sure sense. In addition, from Theorem 1.1 we know that $R(0)$ has the same distribution as $Q(0)$. What remains to be shown is that $R(u)$ satisfies the Martingale Problem of (69).

Let us fix a bounded function $f : \mathbb{N}_0^k \to \mathbb{R}$ and let $M_R(u)$ be the process of (69) with $Q$ replaced with $R$. Similarly to the proof of Proposition 1.5 we reduce the proof that $M_R(u)$ is a martingale to showing that

$$\mathbb{E} [\mathbf{1}_A \cdot (M_R(u) - M_R(s))] = 0 \text{ if } A = \{R(s_1) \in B_1, \ldots, R(s_l) \in B_l\},$$

where $s_1 \leq s_2 \leq \ldots \leq s_l \leq u$ and $B_i \in \mathcal{B}(\mathbb{R}^k)$ (the Borel-algebra on $\mathbb{R}^k$).

We introduce the following notation

$$A_N = \{Q_N(s_1) \in B_1, \ldots, Q_N(s_l) \in B_l\},$$

and

$$M_N(u) = f(Q^N(u)) - \int_0^u \sum_{0 \leq j < i \leq k+1} \lambda_{ij}^N(X(v + tN)) \left[ f(Q^N(v) + e_i - e_j) - f(Q^N(v)) \right] dv$$

$$M'_N(u) = f(Q^N(u)) - \int_0^u \sum_{0 \leq j < i \leq k+1} \lambda_{ij}^N(Q^N(v)) \left[ f(Q^N(v) + e_i - e_j) - f(Q^N(v)) \right] dv.$$
In the above formula we have
\[
\lambda_\alpha^N(\lambda^{N-k}, \ldots, \lambda^N) = \theta \cdot 1_{\{\lambda^N_{\alpha-1} > \lambda^N_{\alpha+1}\}} \prod_{r=\beta+1}^{q-1} 1_{\{\lambda^N_{r-1} > \lambda^N_{r+1}\}} \prod_{j=2}^{\alpha} \frac{1 - \lambda^N_{\alpha+1} - \lambda^N_{\alpha+1} + (j-1) \theta}{1 - \lambda^N_{\alpha+1} - \lambda^N_{\alpha+1} + (j-1) \theta}
\]
for \(0 \leq \beta < \alpha \leq k+1\) and \((\lambda^N, \ldots, \lambda^{N-k}) \in \mathbb{G}_N\). We also set
\[
\lambda^N_{k+1,\beta}(\lambda^{N-k}, \ldots, \lambda^N) = \theta \cdot 1_{\{\lambda^N_{\beta+1} > \lambda^N_{\beta+1}\}} \prod_{r=\beta+1}^{k} 1_{\{\lambda^N_{r-1} > \lambda^N_{r+1}\}} \prod_{j=2}^{N-k} \left(1 + \frac{\lambda^N_{k} - \lambda^N_{k+1}}{\theta} \right),
\]
for \(\beta = 0, \ldots, k\). In both equations we use the convention that \(\lambda^N_{N+1} = \infty\). The meaning of \(\lambda^N_{ij}\) is that it equals the jump rate with which particles \(X_{1}^{N-i+1}, \ldots, X_{1}^{N-j+1}\) (and no others) jump to the right by 1. The formulas presented above are obtained from (22) and Proposition 2.4.

The Martingale Problem for \(X(s), s \geq 0\) shows that \(M_N(u)\) is a martingale with respect to the filtration \(\mathcal{F}^X_{u+NT_0}\). In particular, we conclude that
\[
\mathbb{E}[1_{A_N} \cdot (M_N(u) - M_N(s))] = 0 \text{ when } u \geq s.
\]
We notice that by the Bounded Convergence Theorem we have
\[
\lim_{m \to \infty} \mathbb{E}[1_{A_{N,m}} \cdot (M_{N,m}(u) - M_{N,m}(s)) - 1_A \cdot (M(u) - M(s))] = 0.
\]
Combining (72) and (73) we reduce (70) to showing the following statement for \(u \geq s\)
\[
\lim_{N \to \infty} \mathbb{E}[1_{A_N} \cdot K_N(s, u)] = 0, \text{ where } K_N(s, u) = M_N'(u) - M_N'(s) - M_N(u) + M_N(s).
\]
We notice that
\[
K_N(s, u) = \sum_{0 \leq j < k} \int_s^u (\lambda_{ij}(X(v + tN)) - \lambda_{ij}(Q^N(v))) \cdot (f(Q^N(v) + e_i - e_j) - f(Q^N(v))) dv.
\]
Let \(F = \sup_{x \in \mathbb{N}_0} |f(x)|\). Then we have that
\[
\mathbb{E}[|K_N(s, u)|] \leq \sum_{0 \leq j < k} 2F \int_s^u \mathbb{E}[|\lambda_{ij}^N(X(v + tN)) - \lambda_{ij}(Q^N(v))|] dv.
\]
From Proposition 2.22 and (47) we know that for each \(u \geq 0\) we have
\[
\lim_{N \to \infty} \mathbb{E}[|\lambda_{k+1,j}^N(X(u + tN)) - \lambda_{k+1,j}(Q^N(u))|] = 0.
\]
On the other hand we have
\[
\mathbb{E}[|\lambda_{k+1,j}^N(X(u + tN)) - \lambda_{k+1,j}(Q^N(u))|] \leq \mathbb{E}[\lambda_{k+1,j}^N(X(u + tN))] + \theta \cdot \frac{1 + \sqrt{t}}{\sqrt{t}} \leq C.
\]
The middle inequality follows from Proposition 2.22 coupled with (46) and the monotonicity of \(X_{1}^{N-k}(tN + v)\) for \(v \in [0, u]\). The last inequality is a consequence of (24). An application of the Bounded Convergence Theorem now reveals that
\[
\lim_{N \to \infty} \sum_{0 \leq j < k} 2F \int_s^u \mathbb{E}[|\lambda_{k+1,j}^N(X(v + tN)) - \lambda_{k+1,j}(Q^N(v))|] dv = 0.
\]
In addition, by combining Proposition 2.22 and 3.4, we know that \( \lambda^N_{ij}(X(v+tN)) - \lambda_{ij}(Q^N(v)) \xrightarrow{P} 0 \). This together with the Bounded Convergence Theorem shows

\[
\lim_{N \to \infty} \sum_{0 \leq j < i \leq k} 2F \int_s^u \mathbb{E} \left[ |\lambda^N_{ij}(X(v+tN)) - \lambda_{ij}(Q^N(v))| \right] \, dv.
\]

Combining (75), (76) and (77) shows that \( K_N(s, u) \xrightarrow{L^1} 0 \) as \( N \to \infty \). The latter implies equation (74) and hence the theorem.

5. Asymptotic results for \( J_{1,N,r,s} \)

In this section we prove several asymptotic results about the measure \( J_{1,N,r,s} \) from Proposition 2.8 which were used throughout the text. The key idea, which enables our analysis is that \( J_{1,N,r,s} \) can be identified with the discrete \( \beta \)-ensemble of [11].

5.1. Discrete \( \beta \)-ensemble identification. We start by giving the definition of the discrete \( \beta \)-ensemble as in [11].

**Definition 5.1.** Fix \( N \in \mathbb{N} \), \( 20 = \beta > 0 \) and a real-valued function \( w(x; N) \). With the above data we define the discrete \( \beta \)-ensemble as the probability distribution

\[
\mathbb{P}_N(\ell_1, ..., \ell_N) = \frac{1}{Z_N} \prod_{1 \leq i < j \leq N} \frac{\Gamma(\ell_j - \ell_i + 1)\Gamma(\ell_j - \ell_i + \theta)}{\Gamma(\ell_j - \ell_i)\Gamma(\ell_j - \ell_i + 1 - \theta)} \prod_{i=1}^N w(\ell_i; N)
\]

on ordered \( N \)-tuples \( \ell_1 < \cdots < \ell_N \) such that \( \ell_i = \lambda_{N-i+1} + \theta \cdot i \) and \( \lambda_1 \geq ... \geq \lambda_N \) are integers. The quantity \( Z_N \) is a normalization constant, which is finite under the assumptions on \( w(x; N) \). We denote the state space of the above configurations \( (\ell_1, ..., \ell_N) \) by \( \mathbb{W}_N^\theta \).

**Remark 5.2.** The probability in (78) looks like \( \prod_{1 \leq i < j \leq N} (\ell_j - \ell_i)^\beta \prod_{i=1}^N w(\ell_i; N) \) if \( \ell_j - \ell_i \to \infty \) for \( 1 \leq i < j \leq N \). The latter describes the general \( \beta \) log-gas probability distribution and one can think of the discrete \( \beta \)-ensemble as a certain discrete version of it.

If we set \( \ell_i = \lambda_{N-i+1} + \theta \cdot i \) with \( (\lambda_1 \geq ... \geq \lambda_N) = \lambda \in \mathbb{Y}^N \), distributed according to \( J_{1,N,r,s} \) from Proposition 2.8, then we obtain

\[
\mathbb{P}(\ell_1, ..., \ell_N) = \frac{\Gamma(\theta)^N e^{-\theta N(s)} - \frac{N(N+1)}{2}}{\prod_{i=1}^N \Gamma(\theta)} \prod_{1 \leq i < j \leq N} \frac{\Gamma(\ell_j - \ell_i + \theta)\Gamma(\ell_j - \ell_i + 1)}{\Gamma(\ell_j - \ell_i)\Gamma(\ell_j - \ell_i + 1 - \theta)} \prod_{i=1}^N \frac{(s\theta)^{\ell_i}}{\Gamma(\ell_i + 1)}
\]

The above shows that \( J_{1,N,r,s} \) is equivalent with the discrete \( \beta \)-ensemble with \( w(x; N) = \frac{(s\theta)^x}{\Gamma(x+1)} \). The latter implies that we may use the results in [11] to derive various asymptotic statements about the measure \( J_{1,N,r,s} \). We begin with a law of large numbers for the empirical measures.

**Theorem 5.3.** Fix \( s \geq 0 \) and \( t > 0 \) and let \( \lambda \in \mathbb{Y}^N \) be distributed according to \( J_{1,N,r,s} \) from Proposition 2.8. Suppose \( \mu^{s,t}_N = \frac{1}{N} \sum_{i=1}^N \delta \left( \frac{\lambda_{N-i+1}}{N} + \theta t \right) \). Then there exists a deterministic measure \( \mu^{s,t} \), such that \( \mu^{s,t}_N \Rightarrow \mu^{s,t} \) as \( N \to \infty \), in the sense that for any bounded continuous function \( f \), we have the following convergence in probability:

\[
\lim_{N \to \infty} \int_{\mathbb{R}} f(x) \, d\mu^{s,t}_N(x) = \int_{\mathbb{R}} f(x) \, d\mu^{s,t}(x).
\]

\(^2\) \( w(x; N) \) should decay at least as \( |x|^{-2\theta(1+\epsilon)} \) for some \( \epsilon > 0 \) as \( |x| \to \infty \).
Proof. The result follows from the identification of \( \mathcal{J}_{tN,3tN+s} \) with the discrete \( \beta \)-ensemble in (79) and Theorem 1.2 in [11]. The idea is to establish a large deviations principle for the measure in (79), which would show that it is concentrated on those \( N \)-tuples \((\ell_1, \ldots, \ell_N)\) which maximize the probability density. Similar results are known in various contexts (see e.g. the references in the proof of Proposition 2.2 of [11]). \( \square \)

The measure \( \mu^{\pm t} \) will be explicitly computed in Section 5.2; however, we remark that it only depends on \( t \) and so will refer to it as \( \mu^t \). As will be shown, \( \mu^t \) is compactly supported on the interval \([0, b_t]\) with \( b_t = \theta(1 + \sqrt{t})^2 \) and has a density there that is bounded by \( \theta^{-1} \). An important additional result that we will require for our discrete \( \beta \)-ensemble is that the rescaled rightmost particle \( \xi \) concentrates near the right endpoint of the support \( \theta(1 + \sqrt{t})^2 \). We summarize the result in a theorem below, which was communicated to us by Vadim Gorin, and whose proof will appear at a later time.

**Theorem 5.4.** Fix \( s \geq 0 \) and \( t > 0 \) and let \( \lambda \in \mathbb{Y}^N \) be distributed according to \( \mathcal{J}_{1N,3tN+s} \) from Proposition 2.8. Then we have the following limit convergence result

\[
\lim_{N \to \infty} \mathbb{E} \left[ \left( \frac{\lambda_1 + \theta \cdot N}{N} - \theta(1 + \sqrt{t})^2 \right) \right] = 0.
\]

**Remark 5.5.** Theorem 5.4 was proved in the case \( \theta = 1 \) in [20], and analogues for continuous log-gases are well-known (see e.g. Section 2.6.2 of [1]). For the general discrete \( \beta \)-ensemble there is a proof of Theorem 5.4 under stronger assumptions on the measure in [11], and a more general version which will contain the above theorem as a special case will appear in [13].

### 5.2. Nekrasov’s equation

In this section we use Nekrasov’s equation to find the limiting equilibrium measure \( \mu^{\pm t} \) of Theorem 5.3. This approach was followed in [11]. In the end we will prove Proposition 3.2 and the two properties after it.

The following corollary contains the Nekrasov’s equation and can be proved in the same way as Theorem 4.1 in [11]. We remark that while we do not have the compactness assumption from that theorem, the same proof goes through, because the set \( \mathcal{W}^d \) is discrete in \( \mathbb{R} \).

**Corollary 5.6.** Let \( \mathbb{P}_N \) be the distribution on \( N \)-tuples \((\ell_1, \ldots, \ell_N)\) \( \in \mathcal{W}^d \) as in (79). Define

\[
R_N(\xi) = \xi \cdot \mathbb{E}_{\mathbb{P}_N} \left[ \prod_{i=1}^{N} \left( 1 - \frac{\theta}{\xi - \ell_i} \right) \right] + (tN + s)\theta \cdot \mathbb{E}_{\mathbb{P}_N} \left[ \prod_{i=1}^{N} \left( 1 + \frac{\theta}{\xi - \ell_i - 1} \right) \right].
\]

Then \( R_N(\xi) \) is a degree one polynomial.

For a probability measure \( \nu \) on \( \mathbb{R} \) we define the Stieltjes transform

\[
G_{\nu}(z) = \int_{\mathbb{R}} \frac{1}{z - x} d\nu(x)
\]

for \( z \notin \text{supp}(\nu) \). Note that \( G_{\nu}(z) \) is analytic on the upper and lower complex half-planes.

We go back to the setup of Theorem 5.3 and assume that \( \lambda \in \mathbb{Y}^N \) is distributed according to \( \mathcal{J}_{1N,3tN+s} \). Setting \( \ell_i = \lambda_{N-i+1} + \theta \cdot i \), using Corollary 5.6 and then setting \( \xi = N\ell \) we conclude that

\[
R_N(Nz) = Nz \cdot \mathbb{E}_{\mathbb{P}_N} \left[ \prod_{i=1}^{N} \left( 1 - \frac{\theta}{Nz - \ell_i} \right) \right] + (tN + s)\theta \cdot \mathbb{E}_{\mathbb{P}_N} \left[ \prod_{i=1}^{N} \left( 1 + \frac{\theta}{Nz - \ell_i - 1} \right) \right]
\]

is a degree 1 polynomial of \( z \). Using the approximation \( 1 + x \approx e^x \) for small \( x \) we see that for \( z \in \mathbb{C} \setminus \mathbb{R} \)

\[
\prod_{i=1}^{N} \left( 1 - \frac{\theta}{Nz - \ell_i} \right) = \exp \left( \frac{\theta}{N} \sum_{i=1}^{N} \frac{1}{x - \ell_i/N} + O(N^{-1}) \right).
\]
From Theorem 5.3, we know that

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{1}{z - \ell_i/N} + O(N^{-1}) \xrightarrow{P} \int_{\mathbb{R}} \frac{1}{z - x} \, d\mu_t(x) = G_{\mu_{s,t}}(z), \quad \text{as } N \to \infty
\]

where \(\mu_{s,t}\) is the limiting measure afforded by the theorem. An application of the Bounded Convergence Theorem shows that

\[
\lim_{z \to \infty} \mathbb{E}_{\mathbb{P}_N} \left[ \prod_{i=1}^{N} \left( 1 - \frac{\theta}{Nz - \ell_i} \right) \right] = \exp(\theta G_{\mu_{s,t}}(z)).
\]

Similar arguments reveal that

\[
\lim_{z \to \infty} \mathbb{E}_{\mathbb{P}_N} \left[ \prod_{i=1}^{N} \left( 1 + \frac{\theta}{Nz - \ell_i - 1} \right) \right] = \exp(-\theta G_{\mu_{s,t}}(z)).
\]

Dividing both sides of (81) by \(N\) and letting \(N\) tend to infinity we conclude that for each \(z \in \mathbb{C} \setminus \mathbb{R}\), we have

\[
\lim_{N \to \infty} R_N(Nz) = z \exp(\theta G_{\mu_{s,t}}(z)) + t \exp(-\theta G_{\mu_{s,t}}(z)).
\]

Since \(R_N\) is a degree 1 polynomial, we know that \(N^{-1} R_N(Nz) = a_N z + b_N\) for some sequences \(a_N, b_N \in \mathbb{C}\). The above equation suggests that \(a_N \to a\) and \(b_N \to b\) as \(N \to \infty\) for some \(a, b \in \mathbb{C}\). In addition, using that \(G_{\mu_{s,t}}(x) \sim \frac{1}{x^2}\) as \(x \to \infty\), we conclude that \(a = 1\) and \(b = \theta(t - 1)\). The latter means that we have the following functional equation for the Stieltjes transform of the limiting measure \(\mu_{s,t}\)

\[
z + \theta(t - 1) = z \exp(\theta G_{\mu_{s,t}}(z)) + t \exp(-\theta G_{\mu_{s,t}}(z)).
\]

We observe that (84) is a quadratic equation in \(\exp(\theta G_{\mu_{s,t}}(z))\) and we can solve it to get

\[
\exp(\theta G_{\mu_{s,t}}(z)) = \frac{z + \theta(t - 1) - \sqrt{(z + \theta(t - 1))^2 - 4\theta z}}{2t \theta}
\]

We take logarithms above and invoke the Stieltjes transform inversion formula (see e.g. Theorem 2.4.3 in [1])

\[
f(x) = \lim_{y \to 0^+} \frac{\text{Im} G_{\mu_{s,t}}(x - iy) - \text{Im} G_{\mu_{s,t}}(x + iy)}{2\pi i}
\]

to derive a formula for the density of the limiting measure. The result is presented below and we split it into the cases \(t \geq 1\) and \(t \in (0, 1)\).

Suppose \(t \geq 1\). Then we get

\[
f(x) = \begin{cases} 
0 & \text{for } x < \theta(\sqrt{t} - 1)^2 \text{ or } x > \theta(\sqrt{t} + 1)^2, \\
(\theta \pi)^{-1} \arccot \left( \frac{x + \theta(t - 1)}{\sqrt{4\theta t x - [x + \theta(t - 1)]^2}} \right) & \text{otherwise}.
\end{cases}
\]

Suppose \(t \in (0, 1)\). Then we get

\[
f(x) = \begin{cases} 
0 & \text{for } x > \theta(\sqrt{t} + 1)^2, \\
\theta^{-1} & \text{for } x < \theta(\sqrt{t} - 1)^2, \\
(\theta \pi)^{-1} \arccot \left( \frac{x + \theta(t - 1)}{\sqrt{4\theta t x - [x + \theta(t - 1)]^2}} \right) & \text{otherwise}.
\end{cases}
\]

We end the section with a proof of Proposition 3.3 and the two properties after it.
Proof. (Proposition 3.3) By Proposition 2.22 and Lemma 2.15 we know that the distribution of $X^N(tN+s; N)$ is the same as $J_{1, N, tN+s}$. Consequently, the convergence statement of the proposition follows from Theorem 5.3. The fact that the limit depends only on $t$ and not $s$ is a consequence of (86) and (87), which also imply the first property after Proposition 3.2.

From (86) and (87) we see that the density $f$ behaves like $1_{\{x < b_t\}} \cdot \sqrt{b_t - x}$ near $b_t = \theta(\sqrt{t} + 1)^2$. Thus the second property after Proposition 3.2 is a consequence of the Dominated Convergence Theorem. \qed

5.3. Proof of Proposition 3.3 and Lemma 4.2. We begin with a useful lemma.

Lemma 5.7. Let $P_s$ be the distribution on $N$-tuples $(\ell_1, ..., \ell_N) \in \mathbb{W}_N^3_\delta$ as in (79) with $s > 0$. Define

\[ \Delta(x) = \prod_{j=1}^{N-1} \frac{\Gamma(x - \ell_j + 1) \Gamma(x - \ell_j + \theta)}{\Gamma(x - \ell_j + 1 - \theta) \Gamma(x - \ell_j)}. \]

Then we have

\[ \mathbb{E}_{P_s} \left[ \frac{\Delta(\ell_N - 1)}{\Delta(\ell_N)} \right] = \mathbb{E}_{P_s} \left[ \frac{s \theta}{s \theta + 1} \right] \text{ and } \mathbb{E}_{P_s} \left[ \frac{\Delta(\ell_N + 1)}{\Delta(\ell_N)} \right] = \mathbb{E}_{P_s} \left[ \frac{\ell_N}{s \theta} \times 1_{\{\ell_N > \ell_{N-1} + \theta\}} \right]. \]

Proof. Using the functional equation $\Gamma(x + 1) = x \Gamma(x)$, we see that

\[ \mathbb{E}_{P_s} \left[ \frac{\ell_N}{s \theta} \right] \left( \ell_1, ..., \ell_{N-1} \right] = C(\ell_1, ..., \ell_{N-1}) \sum_{\ell_N \in \theta + \ell_{N-1} + Z_{\geq 0}} \frac{\ell_N}{s \theta} \frac{(s \theta)^{\ell_N}}{\Gamma(\ell_N + 1)} \Delta(\ell_N) = \]

\[ = C(\ell_1, ..., \ell_{N-1}) \left( \frac{(s \theta)^{\ell_N-1 + \theta - 1}}{\Gamma(\ell_N - 1 + \theta)} \Delta(\ell_N - 1 + \theta) + \sum_{\ell_N \in \theta + \ell_{N-1} + Z_{\geq 0}} \frac{(s \theta)^{\ell_N}}{\Gamma(\ell_N + 1)} \Delta(\ell_N) \right) \frac{\Delta(\ell_N + 1)}{\Delta(\ell_N)} = \]

\[ = \mathbb{E}_{P_s} \left[ \frac{\ell_N}{s \theta} \times 1_{\{\ell_N = \ell_{N-1} + \theta\}} \right] \left( \ell_1, ..., \ell_{N-1} \right] + \mathbb{E}_{P_s} \left[ \frac{\Delta(\ell_N + 1)}{\Delta(\ell_N)} \right] \left( \ell_1, ..., \ell_{N-1} \right], \]

where $C(\ell_1, ..., \ell_{N-1})$ is some normalization constant. Rearranging terms and taking the expectation on both sides above we conclude the second part of the lemma.

The first part is proved similarly.

Proof. (Proposition 3.3) From Proposition 2.22 and Lemma 2.15 we know that the distribution of $X^N(s; N)$ is the same as $J_{1, N, tN+s}$. The latter together with Theorem 5.4 proves that

\[ \frac{X^N(tN + s; N) + \theta \cdot N}{N} \xrightarrow{L^1} \theta(1 + \sqrt{t})^2 \text{ as } N \to \infty, \]

which is equivalent to (24).
For $\lambda$ distributed according to $\mathcal{J}_{1^{y}x}$, we set $\ell_{i} = \lambda_{N-i+1} + \theta \cdot i$. Recall that $(\ell_{1}, \ldots, \ell_{N})$ has the same distribution as (79). Let $\Delta(x)$ be as in Lemma 5.7 and notice that from the functional equation of the gamma function $\Gamma(x+1) = x\Gamma(x)$, we have

$$
\frac{\Delta(\ell_{N} - 1)}{\Delta(\ell_{N})} = \prod_{j=1}^{N-1} \left(1 - \frac{1}{\ell_{N} - \ell_{j}}\right) \left(1 - \frac{2\theta - 1}{\ell_{N} - \ell_{j} + \theta - 1}\right).
$$

Combining the above with the first equation in (88), where we replace $\lim$ with the Generalized Dominated Convergence Theorem implies that

$$
\mathbb{E}_{P_{N}^{sN+s}} \left[ \prod_{j=1}^{N-1} \left(1 - \frac{1}{\ell_{N} - \ell_{j}}\right) \left(1 - \frac{2\theta - 1}{\ell_{N} - \ell_{j} + \theta - 1}\right) \right] = \mathbb{E}_{P_{N}^{sN+s}} \left[ \frac{(tN+s)\theta}{\ell_{N} + 1} \right].
$$

Observe that $\frac{\ell_{N+1}}{(tN+s)\theta} \overset{L_{1}}{\to} t^{-1}(1 + \sqrt{t})^{2}$ from Theorem 5.4 and so $\frac{(tN+s)\theta}{\ell_{N+1}} \overset{P}{\to} t(1 + \sqrt{t})^{-2}$. In addition, we know that $\ell_{N} \geq N\theta$ by definition and so the Bounded Convergence Theorem shows

$$
\lim_{N \to \infty} \mathbb{E}_{P_{N}^{sN+s}} \left[ \frac{(tN+s)\theta}{\ell_{N} + 1} \right] = \frac{t}{(1 + \sqrt{t})^{2}}.
$$

Equations (89) and (90) prove (23) and hence Proposition 3.3.

**Proof.** (Lemma 4.2) From Proposition 2.22 and Lemma 2.15 we know that the distribution of $X^{N}(s;N)$ is the same as $\mathcal{J}_{1^{y}x}$. For $\lambda$ distributed according to $\mathcal{J}_{1^{y}x}$, we set $\ell_{i} = \lambda_{N-i+1} + \theta \cdot i$. Recall that $(\ell_{1}, \ldots, \ell_{N})$ has the same distribution as (79). Let $\Delta(x)$ be as in Lemma 5.7 and notice that from the functional equation of the gamma function $\Gamma(x+1) = x\Gamma(x)$, we have

$$
\frac{\Delta(\ell_{N} + 1)}{\Delta(\ell_{N})} = \prod_{j=1}^{N-1} \left(1 + \frac{1}{\ell_{N} - \ell_{j}}\right) \left(1 + \frac{2\theta - 1}{\ell_{N} - \ell_{j} + \theta - 1}\right).
$$

Combining the above with the second equation in (88) we conclude

$$
\mathbb{E}_{P_{N}} \left[ \prod_{j=1}^{N-1} \left(1 + \frac{1}{\ell_{N} - \ell_{j}}\right) \left(1 + \frac{2\theta - 1}{\ell_{N} - \ell_{j} + \theta - 1}\right) \right] = \mathbb{E}_{P_{N}} \left[ \frac{\ell_{N}}{s\theta} \times 1_{\{\ell_{N}>\ell_{N-1}+\theta}\} \right].
$$

Using that $\ell_{N} - \ell_{i} \geq \theta \geq 1$, we see that

$$
\prod_{j=1}^{N-1} \left(1 + \frac{\theta}{\ell_{N} - \ell_{j}}\right) \leq \prod_{j=1}^{N-1} \left(1 + \frac{1}{\ell_{N} - \ell_{j}}\right) \left(1 + \frac{2\theta - 1}{\ell_{N} - \ell_{j} + \theta - 1}\right).
$$

Combining (91), (92) with the inequality $\mathbb{E}_{P_{N}} \left[ \frac{\ell_{N}}{s\theta} \times 1_{\{\ell_{N}>\ell_{N-1}+\theta\}} \right] \leq \mathbb{E}_{P_{N}} \left[ \frac{\ell_{N}}{s\theta} \right]$, we conclude (46).

In what follows we will prove (47). For $\lambda$ distributed according to $\mathcal{J}_{1^{y}x}^{sN+s}$, we set $\ell_{i} = \lambda_{N-i+1} + \theta \cdot i$. Since we already proved Propositions 3.2 and 3.3 we may use the results from Lemma 3.4. They imply that

$$
\prod_{j=1}^{N-1} \left(1 + \frac{1}{\ell_{N} - \ell_{j}}\right) \left(1 + \frac{2\theta - 1}{\ell_{N} - \ell_{j} + \theta - 1}\right) \overset{P}{\to} \frac{(\sqrt{t} + 1)^{2}}{t} \text{ as } N \to \infty.
$$

In addition, by Lemma 3.4 we know that $1_{\{\ell_{N}>\ell_{N-1}+\theta\}} \overset{P}{\to} 1$ as $N \to \infty$ and so Theorem 5.4 together with the Generalized Dominated Convergence Theorem implies that

$$
\lim_{N \to \infty} \mathbb{E}_{P_{N}^{sN+s}} \left[ \frac{\ell_{N}}{s\theta} \times 1_{\{\ell_{N}>\ell_{N-1}+\theta\}} \right] = \frac{(\sqrt{t} + 1)^{2}}{t}.
$$
Combining (91), (93) and (94) we conclude that

\[(95) \quad \prod_{j=1}^{N-1} \left(1 + \frac{1}{\ell_N - \ell_j}\right) \left(1 + \frac{2\theta - 1}{\ell_N - \ell_j + \theta - 1}\right) \overset{L^1}{\to} \frac{(\sqrt{t} + 1)^2}{t} \text{ as } N \to \infty.\]

From Lemma 3.4 we know that \(\prod_{j=1}^{N-1} \left(1 + \frac{\theta}{\ell_N - \ell_j}\right) \overset{P}{\to} \frac{\sqrt{t} + 1}{\sqrt{t}} \) as \(N \to \infty\). The latter, together with (92), (95) and the Generalized Dominated Convergence Theorem implies that

\[(96) \quad \prod_{j=1}^{N-1} \left(1 + \frac{\theta}{\ell_N - \ell_j}\right) \overset{L^1}{\to} \frac{\sqrt{t} + 1}{\sqrt{t}} \text{ as } N \to \infty.\]

Equation (96) implies (47).

\( \square \)
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