Ichthyoplankton Detection Proportion and Margin of Error for the *Scomber japonicus* in Korean Coastal Seas
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Abstract: The probability distribution of ichthyoplankton is important for enhancing the precision of sampling while reducing unnecessary surveys. To estimate the ichthyoplankton detection proportion (IDP) and its margin of error (ME), the monitoring information of the chub mackerel’s (*Scomber japonicus*) ichthyoplankton presence-absence sampling data has been collected over approximately 30 years (from 1982 to 2011) in the Korean coastal seas. Based on the computed spatial distributions of the mackerel’s IDP and ME, the confidence interval (CI) range, defined as 2 ME, decreases from approximately 80% to 40% as the sample size n increases from 4 to 24 and the ME is approximately 40% in the typical (seasonal survey) case \( n = 4 \) per year. The IDP and ME off Jeju Island are relatively high at the 0.5-degree smoothing level. After increasing the spatial smoothing level to 1.0-degree, the ME decreased, and the spatial distribution pattern also changed due to the over-smoothing effects. In this study, the 0.5-degree smoothing is more suitable for the distribution pattern than the 1.0-degree smoothing level. The area of the high IDP and the low ME on the mackerel’s ichthyoplankton was similar to the estimated spawning ground in the Korean peninsula. This information could contribute to enhancing for the spawning ecology surveys.

Key words: ichthyoplankton detection proportion, binomial distribution, margin of error, confidence interval, *Scomber japonicus*

1. Introduction

Species composition and distribution pattern of ichthyoplankton in the waters around the Korean peninsula had been extensively monitored for detecting spawning and nursery ground of fishes (Lim et al. 1970; Lee et al. 1995). Well known species on the spawning ground and time based on the distribution pattern of eggs was anchovy (*Engraulis japonicus*) and mueller’s pearlside (*Maurolicus japonicus*), of which egg morphology was very peculiar so that was easily identified into species level only using the morphological characteristics (Kim 1983; Kim and Yoo 1999; Kim et al. 2008). The other pelagic fish eggs were very difficult to identify into the species level by the morphological characteristics. Recently, the information of distribution of egg at the species level had been rapidly increased because of applying molecular markers into the fish egg analysis (Shao et al. 2002; Kawakami et al. 2010). In contrast the fish eggs, the information of distribution pattern on the fish larvae was much more abundant than those of fish eggs. However, many species occurrences but a few dominant species such as anchovy and mueller’s pearlside was low so that is difficult to extract useful information.
from the poor information on the occurrence of larvae.

Each monitoring survey performed in the coastal seas and open oceans (Lim et al. 1970; Lee et al. 1995) can be regarded as a sampling process for a long time. Target information on the ichthyoplankton detection proportion (IDP) can be typically estimated as a single number, which is a point estimate and is our “best guess” for the exact information based on the monitoring data. A point estimate by itself is not sufficient because it does not tell us how close the estimate is to the exact value, which is regarded as the population parameter (Agresti and Franklin 2007; Sokal and Rohlf 2009). An interval estimate is more useful because it incorporates a margin of error (ME). Therefore, the interval estimate allows us to measure the accuracy of the point estimate (Brown et al. 2001; Sokal and Rohlf 2009; Agresti and Franklin 2007). The ME is a multitude of the standard error (SE, the standard deviation of the sampling distribution of the statistic) of the sampling distribution of the estimate, such as \( 1.96 \cdot SE \) when the sampling distribution is a normal distribution (Agresti and Franklin 2007).

In terms of statistical inference, the ME for the estimated information is provided to indicate how accurately the point estimate is estimating a parameter. In particular, the ME of the IDP should be verified to determine whether it is within an acceptable range because it is frequently estimated using finite survey data. The frequency of a monitoring survey for fisheries management is very limited due to the high cost and time-consuming work. Therefore, the ME of the IDP should be estimated and included with the point-estimated proportion. Research articles on the ME of the IDP are primarily focused on the spatial distribution of the marine fishes’ ichthyoplankton density using the presence-absence (detection and non-detection) data (Syfert et al. 2013; Ogburn and Forward 2012; Palialexis et al. 2011; MacLeod et al. 2008). The other main research topics are related to sampling effectiveness, occurrences, habitat distribution, abundance and community of a marine species using the monitoring survey data (Zwolinski et al. 2011; Phillips et al. 2009; Yamada and Zenitani 2005; Royle and Nichols 2003; Cyr et al. 1992; Mangel and Smith 1990). The ME research of the IDP is very limited even though it is very useful and important for the uncertainty analysis of the statistical inference using the finite sampling data (Katasanevakis et al. 2012; Stauffer et al. 2002).

In this study, the ichthyoplankton detection proportion (IDP) and its margin of error (ME) are estimated using chub mackerel’s (Scomber japonicus; Illustrated images and basic information are shown in these references, Collette and Nauen 1983, Hernandez and Ortega 2000, and Kim et al. 2005) ichthyoplankton presence-absence sampling data collected over approximately 30 years (from 1982 to 2011) in the Korean coastal seas. The spatial distribution of the chub mackerel’s IDP and ME are computed using the Clopper-Pearson and new empirical cumulative distribution function (CDF) based methods. The goal of this study is to find the highly possible time and place for the ichthyoplankton detection using the all available data which is accumulated for the spawning and ecology of fishes.

2. Materials and Methods

Chub Mackerel’s ichthyoplankton data

The chub mackerel’s ichthyoplankton abundance data in the Korean coastal seas were collected from the available theses, reports, and research papers from 1983 to 2011 (approximately 30 years). There is a large discrepancy in the monitoring stations and times because the studies were performed for a diverse set of projects with various coastal seas (Table 1 and Fig. 1). The detection information of the chub mackerel’s egg and larvae are extracted from the all collected data. These data showing big spawning-time difference, such as Kim (1983) and Go et al. (1991), are excluded using the chub mackerel’s spawning period references, Hwang and Lee (2005), Shiraishi et al. (2008), and Yukami et al. (2009). The chub mackerel's eggs are detected only two stations, mid-western coastal seas. The species identification keys of fishes’ egg are the 16S rRNA molecular marker and the morphological characteristics (Kwater 2009, 2011).

ME and CI estimation methods

The ichthyoplankton abundance data were regarded as binary data because they have one of two possible outcomes when converted to detection and non-detection data such as the presence-absence data. In this case, the random variables that count the observed detection numbers or the detection proportion have a probability distribution called a binomial (Agresti and Franklin 2007). In addition, the sampling distribution can be assumed to be a binomial distribution. Based on this assumption, the IDP(\( \hat{p} \)) and the ME of the IDP can be computed using binomial probability theory (Pires and Amado 2008; Olivier and May 2006; Boomsma 2006; Eypasch et al. 1995). Basic definition and computation processes in detail are provided in Appendix A.
In practice, the estimated IDP ($\hat{p} = x/n$) is basically discrete because $n$ and $x$ are discrete integers. In this study, the new empirical CI estimation method is proposed based on the empirical cumulative distribution function (CDF) of the binomial distribution, $B(n, \hat{p})$, based on the discreteness of the proportions, such as 0.1, 0.2, ..., 0.9 for $n = 10$. The lower and upper bounds can be detected as possible discrete proportions just below and above the lower and upper cumulative probability limits, 0.05 and 0.95, respectively. This method is not applicable to the extreme case ($x = 0$ and $n$). In this case, the CI is approximated as the CI of the nearest proportions.

In Table 1, the basic information on the monitoring surveying data of the chub mackerel's ichthyoplankton abundance is presented.

### Table 1. Basic information on the monitoring surveying data of the chub mackerel’s ichthyoplankton abundance

| SN | ST | SS   | SE   | n  | minLn (E) | maxLn (E) | minLt (N) | maxLt (N) | NS  | ND  | NAS | DS     |
|----|----|------|------|----|-----------|-----------|-----------|-----------|-----|-----|------|--------|
| 24 | G  | 1982/02/1982/08 | 6    | 125.13 | 126.40    | 36.12     | 37.36     | 158        | 24  | 26  | Hur & Yoo (1984) |
| 23 | G  | 1982/08/1982/08 | 2    | 123.50 | 126.00    | 34.00     | 37.00     | 59         | 51  | 30  | Yoo (1988)   |
| 7  | G  | 1986/11/1990/03 | 5    | 123.50 | 128.50    | 32.50     | 34.50     | 183        | 53  | 37  | Yoo (1991)   |
| 8  | G  | 1988/08/1988/08 | 1    | 125.92 | 127.23    | 33.00     | 33.73     | 12         | 29  | 12  | Yoo et al. (1990) |
| 1  | L  | 1992/04/1993/10 | 4    | 129.19 | 130.53    | 34.48     | 35.14     | 154        | 48  | 39  | Lee (1996)   |
| 4  | G  | 1992/05/1992/09 | 2    | 121.00 | 126.50    | 32.00     | 37.00     | 85         | 81  | 43  | Lee (1993)   |
| 2  | G  | 1992/05/1994/01 | 4    | 128.50 | 132.5     | 33.25     | 36.00     | 188        | 49  | 47  | Kim (1999)   |
| 16 | G  | 1994/11/1994/11 | 1    | 129.00 | 133.00    | 36.50     | 38.00     | 24         | 50  | 24  | KORDI (1995) |
| 11 | G  | 1995/04/1995/07 | 3    | 129.00 | 133.00    | 36.00     | 38.00     | 76         | 56  | 25  | KORDI (1997) |
| 22 | G  | 1996/07/1996/07 | 1    | 129.00 | 133.00    | 36.50     | 38.00     | 22         | 168 | 22  | KORDI (1998a) |
| 3  | L  | 1998/05/1998/08 | 3    | 126.15 | 126.97    | 33.21     | 33.58     | 24         | 20  | 8   | KORDI (1998b) |
| 6  | G  | 1999/08/1999/08 | 1    | 124.22 | 125.83    | 33.75     | 36.24     | 19         | 46  | 19  | KORDI (1999) |
| 18 | G  | 2000/05/2000/05 | 1    | 128.82 | 131.87    | 34.58     | 37.75     | 41         | 48  | 41  | KORDI (2000) |
| 19 | G  | 2001/05/2001/05 | 1    | 125.00 | 127.75    | 34.00     | 32.70     | 6          | 6   | 6   | KORDI (2002b) |
| 19 | G  | 2001/10/2001/11 | 2    | 127.50 | 131.50    | 35.30     | 38.50     | 23         | 12  | KORDI (2002a) |
| 10 | G  | 2002/09/2002/12 | 2    | 129.26 | 131.50    | 34.87     | 38.28     | 36         | 18  | KORDI (2003a) |
| 12 | G  | 2002/09/2002/09 | 1    | 127.50 | 128.30    | 29.51     | 34.00     | 10         | 10  | KORDI (2003b) |
| 25 | G  | 2003/05/2003/06 | 1    | 126.00 | 128.75    | 32.25     | 34.25     | 21         | 52  | 21  | Kim et al. (2004) |
| 17 | G  | 2003/12/2003/12 | 1    | 129.23 | 129.87    | 34.89     | 35.77     | 12         | 22  | 12  | KORDI (2004) |
| 106| G  | 2005/05/2011/10 | 15   | 125.50 | 125.62    | 35.88     | 36.04     | 153        | 4   | 10  | Kwater (2011) |
| 105| G  | 2006/01/2006/10 | 4    | 128.25 | 128.54    | 34.10     | 34.34     | 80         | 6   | 20  | Kwater (2006) |
| 28 | G  | 2006/02/2006/11 | 4    | 124.53 | 126.66    | 37.09     | 37.96     | 50         | 38  | 13  | MOMAF (2006) |
| 26 | L  | 2006/09/2010/07 | 5    | 124.00 | 151.10    | 6.90      | 37.77     | 31         | 6   | KORDI (2010) |
| 5  | G  | 2007/02/2007/11 | 4    | 125.70 | 126.65    | 35.50     | 36.97     | 92         | 25  | 23  | MLTMA (2007) |
| 30 | G  | 2008/03/2008/12 | 4    | 125.51 | 126.38    | 34.45     | 35.49     | 80         | 21  | 20  | MLTMA (2009) |
| 9  | L  | 2009/07/2009/09 | 2    | 125.64 | 125.77    | 35.97     | 36.09     | 12         | 5   | 6   | Kwater (2009) |

Ref., SN is the survey code numbers; ST, survey type, which is classified as the L (line) and G (grid) types. SS and SE, the start and end time of the total survey, respectively; n, the number of the monitoring survey (times); minLn, maxLn, minLt, and maxLt, the lower and upper bounds of the longitude (E) and latitude (N), respectively; NS, the total survey station numbers; ND is the mean of the shortest distance (km) between the adjacent stations; NAS, the averaged survey station numbers for each survey; DS, the data sources (references)
3. Results and Discussion

Comparison of the CI and ME for a sample size and proportion

The unbiased proportion is estimated to be \( \hat{p} = x/n \). This proportion can be directly computed using the \( x \) (= the no. ichthyoplankton detection data \( \leq n \)) and \( n \) (= the no. of total monitoring survey data) values. In practice, the \( n \) is not large (approximately 4). Therefore, the change in the CI pattern in the available methods for a practical sample size is compared to check the difference and accuracy of the methods (Fig. 2).

As shown in Fig. 2, the CI obtained with the theoretical method changes with smoothing, whereas the CI obtained with the empirical CDF method based on the discrete concept exhibits linear or discontinuous changes. The CI range, defined as 2·ME, decreases from approximately 80% to 40% as the sample size \( n \) increases from 4 to 24. Based on the results, the ME is approximately 40% for the typical case \( n = 4 \).

The sample size (i.e., the monitoring survey times) needs to be increased to obtain a more accurate IDP value. For example, the minimum number of surveys to satisfy the CI range of less than 10% is estimated to be over 100 times, which is an unrealistic requirement even though it is estimated from accurate probability theory.

An ME reduction method is the spatial smoothing method provided in section 2. The performance of this method is tested using the line surveying data collected in the Korean strait (Lee 1996). For this method, the sample size increased by approximately 2–3 times and the ME decreased as shown in Fig. 3. The extreme case of the smoothing, averaged on the entire area, is the no-spatial change and constant ME, ±10%, from the variable ME.

The optimal smoothing level can be determined by the minimization of the mean squared error of the IDP (Wand and Jones 1995; Silverman 1998). The mean square error is the sum of squared bias and variance of the grid-point
or monitoring point IDP values. Based on this criterion, the optimal smoothing level shown in Fig. 3, the 5-point averaging method is considered as the optimal one.

**Spatial ME and CI distribution of the Mackerel’s IDP**

The IDP and its CI range (=2·ME) at the regular grid points are computed and displayed using the monitoring survey data around seas in the Korean peninsula (Fig. 4). The spatial smoothing scheme is applied in the range of 0.25(1/4) to 1.0-degree to increase the ME reduction and to regularly arrange the computational grid points. The IDP and its CI range in the south-eastern seas of Jeju Island are relatively high. After increasing the spatial smoothing level, the CI range decreased, and the spatial distribution pattern also changed. This result is due to over-smoothing effects. In this study, the 0.5-degree smoothing level is considered as more reasonable for the distribution pattern than the 1.0-degree smoothing level, because the mean squared error of the IDP is minimal when the error is evaluated only on the Jeju coastal sea. The optimal smoothing level can be changed whether the reference functions, a.k.a. cost or loss functions, are selected. In general, the mean squared error function expressed as the sum of squared bias and variance of the

---

**Fig. 2. Comparison of the upper and lower CI limits (probabilities) variation pattern with the estimated proportion for the sample size (survey numbers). Symbol + with dashed lines are the 95% upper and lower limits**

![Graph showing comparison of upper and lower CI limits with estimated proportion](image-url)
variables is used (Silverman 1998; Von Storch and Zwiers 1999). There is no typical criterion for the trade-off problem between spatial resolution and CI range (or ME size). It depends on the target (acceptable) spatial resolution, which can be used to determine the optimal smoothing level.

The locations showing high IDP and low ME of the *S. japonicus* are the eastern and southern seas of Jeju island. This site is located in the spawning grounds estimated by the gonad maturity of adults and wintering ground of *S. japonicus* (Yukami et al. 2009; NFRDI 2005). Thus, it is highly possible that the location is the spawning grounds of *S. japonicus*. The larvae of *S. japonicus* start to appear from March off Jeju Islands (Yoo 1991). These larvae could be transported by the Kuroshio Currents at the end of February or in the beginning of the March from the northern seas of Taiwan in the South China Sea (Sassa and Tsukamoto 2010). However, the main stream of the Kuroshio Current does not directly flowing into the Korean coastal seas. The Tsushima Warm Currents separated from the Kuroshio Current is flowing into these seas. And, the distance between off Jeju islands appearing *S. japonicus* larvae and the northern seas of Taiwan is approximately 1,000 km (Ichikawa and Beardsley 2002). By the dispersal and survival model of *S. japonicas* in the East China Sea, the estimated transport time on the hatched larvae was about three months from spawning ground of East China Sea to off Jeju Island (Li et al. 2014).

Thus, these larvae of *S. japonicus* appearing off Jeju Islands are highly expected that they are spawned and hatched in nearby seas. The representative spawning time, i.e., March - May is also matched with the information that the adult mackerel spawn from the mid-March to mid-May (Shiraishi et al. 2008), the report based on the gonad maturity of adult *S. japonicus* (NFRDI 2005; Hwang et al. 2008; Yukami et al. 2009), and the estimated spawning time based on the otolith analysis of the young fish (Hwang and Lee 2005). Monthly egg and larvae detection proportions (ratios) are estimated only on the Jeju coastal sea because the other coastal seas have too small samples. The IDP values are not zero only in the period of March to August. The IDPs from March to August are 15.9, 14.3, 21.9, 50.0, 50.0, and 2.0, respectively. The highest IDP value occurred in June and July. These months can be regarded as the active spawning times just only based on the IDP values. However, the number of samples is 6 and the number of larvae detection samples is 3. Because of this, the ME of the IDP becomes larger. An analysis using additional survey data in this time should

---

**Fig. 3. Smoothing of the spatial distribution and reduction of the ME**

![Graphs showing different smoothing methods]
be done to get a more reliable IDP having small ME.

Whereas, interestingly, the seas having low IDP and high ME are also highly expected as spawning grounds unlike the reported main spawning grounds of Korean coastal seas (NFRDI 2005; Hwang et al. 2008; Yukami et al. 2009). For the egg and larvae of *S. japonicus* are also detected on June and July in the eastern Yellow Sea (Kwater 2009, 2011) using 16S rRNA molecular marker. The current of this area is relatively slow unlike the eastern and southern seas of Jeju Island. These eggs and larvae should be spawned and hatched by the adults in the eastern Yellow sea.

Fig. 4. Spatial distribution of the IDP estimate and its CI range. ○, Estimated IDP proportion; +, Estimated Confidence Interval range; ·, no presenting area on the IDP and its CI range, with below 6 sampling points. (Two references markers, 5 and 10 for IDP, 25 and 50% for CI, respectively). (a) 1/4-Degree Smoothing, (b) 1/2-Degree Smoothing, (c) 3/4-Degree Smoothing, (d) 1-Degree Smoothing
The estimated results are summarized in Table 2. The results are covered only major 4 spawning grounds because the other areas are considered as the no-detection areas showing very-low IDP values.

### 4. Conclusions

The estimation method for the ME of the ocean monitoring survey data was tested and applied to the *S. japonicus* IDP and its ME. It was shown that the Clopper-Pearson and empirical CDF methods are very useful for estimating the ME of the IDP.

It is estimated that the *S. japonicus* uses the whole Korean coastal sea as the spawning grounds based on their IDP and ME. In these coastal seas, the eastern and southern seas of the Jeju Island are estimated as the major spawning grounds because of their high IDP and low ME. The estimation of the exact spawning period is difficult because of the limited and relatively small available data sets.

In addition, the spatial distribution of the *S. japonicus* IDP and its ME is computed and reported for the first time, which is useful for the design of a monitoring survey plan and fishery management related to spawning and nursery grounds. As the accuracy of the IDP improves, intensified monitoring in the potential spawning grounds (high IDP and low ME seas) can be performed due to the decrease in the survey area and survey cost as well as the reduction in the required manpower. The estimated IDP proportion for the entire study area is 0.076 (7.6%) and its upper and lower limits of the 95% confidence level are 10.6% and 5.2%, respectively. However, the local IDP values are highly variable because higher variability and patchiness is a feature in any spatial distribution of fish egg and larvae.

As the spatial smoothing cover area increases, the ME decreases even though there are a loss of spatial resolution and a change in the distribution pattern of the IDP. An investigation of the optimal spatial smoothing level for the IDP and its ME of the monitoring survey data is required.

As the data of the eggs and larvae detection monitoring are accumulated, the spatial and temporal distribution pattern can be identified with more accurate level. The limitation of this study is the data availability even though about 30-years long-term data are used. In addition, the study using the long-term eggs and larvae detection monitoring data in relation to the environmental conditions are highly required for the better understanding of the spawning ecology and the more effective fisheries resource management.
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Appendix

A. Definition, properties, and estimation procedures of
the binomial distribution

The sampling distribution can be assumed to be a
binomial distribution. Based on this assumption, the
IDP(\(\hat{p}\)) and the margin of errors (ME) of the IDP can be
computed using binomial probability theory (Pires and
Amado 2008; Olivier and May 2006; Boomsma 2005;
Eypasch et al. 1995). Basic definition and computation
processes in detail are provided in this Appendix.

To establish the notation, let us assume that a random
sample of size \(n\) is monitored on a large (possibly infinite)
population and then \(x\) detections \((0 \leq x \leq n)\) belong to a
certain category of interest. Let \(p\) and \(\hat{p}\) (IDP) be the
unknown proportions of the ichthyoplankton detection in
the population and the sample space, respectively. Under
the conditions, IDP has a binomial \((n, p)\) distribution.
Because this sample has a discrete distribution, it is not
possible to have a confidence interval (CI) with the
specified significance level, \(\alpha = 0.05\), in this study. The
basic relationships between the estimated standard error
(SE), ME and confidence interval are shown in Eq. (1).

\[
SE = \sqrt{\hat{p}(1-\hat{p})/n}, \ ME = z_\alpha \cdot SE, \\
\hat{p}_{CI} = \hat{p} \pm ME = [\hat{p}_L, \hat{p}_U] \\
\]

(1)
where \(z_\alpha\) equals 1.96 for a 95% confidence interval in the
normal distribution. For a different \(ME\) with upper and
lower bounds, the mean \(ME\) is used for the compact
analysis.

In this study, the Clopper-Pearson ‘exact’ confidence
interval for \(\hat{p}\) is employed to avoid normal distribution
theory approximations that are not suitable for the small
sample size \(n \leq 25–30\). For the different values of \(z_\alpha\) the
lower and upper bounds of the interval are defined as
follows (Pires and Amado 2008; Boomsma 2005; Brown
et al. 2001).

For \(0 < x < n\), the solution for \(\hat{p}_L\) and \(\hat{p}_U\) are found via
quantiles of the Beta- and F-distributions. That is,

\[
\hat{p}_L = \frac{x}{x+(n-x+1)F_L} \ \text{or} \ BT_L \ \text{and} \\
\hat{p}_U = \frac{(x+1)F_U}{(n-x)+(x+1)F_U} \ \text{or} \ BT_U \\
\]

(2)
where \(F_L\) and \(BT_L\) are the \(F^{-1}(1-\alpha/2; 2(n-x+1), 2x)\) and
\(BT^{-1}(\alpha/2; x, n-x+1)\) quantiles, respectively, and
\(F_U\) and \(BT_U\) are the \(F^{-1}(1-\alpha/2; 2(x+1), 2(n-x))\) and
\(BT^{-1}(1-\alpha/2; x+1, n-x)\) quantiles, respectively.

For \(x = 0\), the lower limit \(\hat{p}_L = 0\), and the upper limit
\(\hat{p}_U = 1-(\alpha/2)^{1/n}\) (used in this study) or \(1-\alpha^{1/n}\).

For \(x = n\), the lower limit \(\hat{p}_L = (\alpha/2)^{1/n}\) (used in this
study) or \(\alpha^{1/n}\), and the upper limit \(\hat{p}_U = 1\).

The Clopper-Pearson exact interval is typically treated
as the “gold-standard.” However, this procedure is
necessarily conservative due to the discreteness of the
binomial distribution, just as the corresponding exact test
(without supplementary randomization on the boundary of
the critical region) is conservative (Agresti and Coull
1998). This procedure supporting tool is available in the R
package (“Hmisc”). R is a system for statistical computation
and graphics. The CI for the binomial distribution is easily
computed by typing the R command set at the R prompt
as follows, after installing the R program (http://cran.r-
project.org). The below lines are just sample test command
line for using the R program with ease.

```
> install.packages("Hmisc")
> library(Hmisc)
> x = 3; n = 10; alpha = 0.05; # (Comment) Arbitrary
Sample Input Data
> binconf(x, n, alpha, ‘exact’)
```
The results, such as the point estimate as well as the lower and upper bounds, are displayed in the R command window.

- Point Estimate: 0.3
- Lower Bound: 0.06673951
- Upper Bound: 0.65245290
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