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Abstract
We present refined enumeration formulas for lattice paths in $\mathbb{Z}^2$ with two kinds of steps, by keeping track of the number of descents (i.e., turns in a given direction), the major index (i.e., the sum of the positions of the descents), and the number of crossings. One formula considers crossings between a path and a fixed line; the other considers crossings between two paths. Building on the first paper of the series, which used lattice path bijections to give the enumeration with respect to major index and crossings, we obtain a refinement that keeps track of the number of descents. The proof is based on new bijections which rely on certain two-rowed arrays that were introduced by Krattenthaler.

1 Introduction

1.1 Background
Lattice paths in the plane with two kinds of steps have played an important role in combinatorics and mathematical statistics for decades [19, 13]. The statistic giving the number of times that a path crosses a fixed line has been studied at least since the sixties [4, 21, 5, 6, 10, 23], often in connection to random walks. For tuples of paths, the enumeration in the special case of non-crossing tuples, in its closely related non-intersecting variant, is given by the celebrated Gessel–Viennot determinant [9], also discovered by Lindström [17] in the context of matroid theory, and has applications to symmetric functions, plane partitions, tilings, and statistical physics [7].

On the other hand, a very different statistic, the sum of the positions of the turns in a given direction, has been studied in [16, 15, 20]. This statistic is called the major index because it arises naturally when interpreting the paths as binary words, and it was introduced by MacMahon [18].

In the first paper of this series [3], we enumerated paths with respect to the number of crossings of a line and the major index, as well as pairs of paths with respect to the number of times they cross each other and the sum of their major indices. The goal of the present paper is to refine the results from [3] by another important statistic, which is related to the major index and arguably more natural: the number of turns in a given direction, or equivalently, the number of descents of the associated binary word.

The number of turns arises when studying the distribution of runs in random walks [19], the coefficients of Hilbert polynomials of determinantal and Pfaffian rings [11], and summations for Schur functions [15]. A thorough investigation of this parameter on lattice paths was provided by Krattenthaler [14]. In particular, a refinement by this statistic of the classical determinantal formula of Gessel–Viennot [9] counting tuples of non-intersecting paths was given in [12, Thm. 1] and [14, Thm. 3.6.1]. In related work, Krattenthaler and Mohanty [16] enumerated lattice paths constrained to a strip with respect to the number of descents and the major index.
The tools that were used in [3] to deal with crossings and the major index consisted of bijections with a neat description in terms of lattice paths. While these bijections were suited to study the major index, unfortunately they do not behave well with respect to the number of descents, which is why the results obtained in [3] do not include this statistic. Instead, in this paper we will construct different bijections that are not described in terms of paths, but rather in terms of two-rowed arrays. Such arrays, which are more general than paths, have been used by Krattenthaler and Mohanty to study descents and major index on lattice paths in a strip [16], and by Krattenthaler to enumerate tuples of non-intersecting paths with respect to the number of turns [12, 14] and to the major index [15]. However, to our knowledge, they have never been used while also keeping track of the number of crossings. While two-rowed arrays allow us to track simultaneously track multiple statistics, including the number of descents, the tradeoff is that they make the proofs more involved and less intuitive than those in [3].

Paralleling the results in [3], this paper solves two problems: the enumeration of single paths with respect to the number of times that they cross a fixed line, and the enumeration of pairs of paths with respect to the number of times that they cross each other, refined in both cases by the number of descents and the major index. This paper is self-contained and does not rely on any material from [3].

Our work is partially motivated by the simplicity of the resulting formulas in both cases. For single paths with given endpoints, crossing a line at least a certain number of times and having a fixed number of descents, we will show that the polynomial enumerating them with respect to the major index is given by a product of two $q$-binomial coefficients and a power of $q$. For pairs of paths crossing each other, the formulas we obtain involve a product of two generating functions whose coefficients have again the same form.

The second source of motivation is that our results for paths crossing a line have applications to the refined enumeration of integer partitions according to the number of sign changes of their successive ranks (or off-diagonal ranks). These applications, which generalize results of Seo and Yee [22], will be explored in [2] in connection to the study of partitions with constrained ranks.

### 1.2 Preliminaries

For points $A, B \in \mathbb{Z}^2$, we denote by $P_{A \rightarrow B}$ the set of lattice paths with steps $N = (0, 1)$ (north) and $E = (1, 0)$ (east) that start at $A$ and end at $B$. Sometimes it will be convenient to consider paths with steps $U = (1, 1)$ (up) and $D = (1, -1)$ (down) instead. For nonnegative integers $a, b$, we denote by $G_{a,b}$ set of paths with $a$ steps $U$ and $b$ steps $D$ starting at the origin.

In both cases, encoding paths as binary words, with 0s recording $N$ (resp. $U$) steps, and 1s recording $E$ (resp. $D$) steps, we define a descent (also called a valley) of the path to be a vertex preceded by an $E$ and followed by an $N$ (resp. preceded by a $D$ and followed by a $U$). The number of descents of a path $P$ is denoted by des$(P)$. The major index of $P$, denoted by maj$(P)$, is defined to be the sum of the positions of the descents, where the position is determined by numbering the vertices along the path, starting at 0. See Figure 1 for an example. We also define a peak of the path to be a vertex preceded by an $N$ and followed by an $E$ (resp. preceded by a $U$ and followed by a $D$).

The enumeration of binary words by the number of descents and the major index is implicit in work of MacMahon [18]. An explicit proof was given by Fürlinger and Hofbauer [8]. To state this
result in its lattice path version, recall that the \( q \)-binomial coefficients are defined as
\[
\binom{m}{n}_q = \frac{(1 - q^n)(1 - q^{m-1}) \cdots (1 - q^{m-n+1})}{(1 - q^n)(1 - q^{n-1}) \cdots (1 - q)}
\]
if \( 0 \leq n \leq m \), and as 0 otherwise.

**Lemma 1.1 ([18, 8])**. For \( a, b \geq 0 \),
\[
\sum_{P \in \mathcal{G}_{a,b}} t \text{des}(P) q^{\text{maj}(P)} = \sum_{n \geq 0} t^n q^{n^2} \binom{a}{n}_q \binom{b}{n}_q.
\]
Equivalently, for \( x, y, u, v \in \mathbb{Z} \),
\[
\sum_{P \in \mathcal{P}(x,y) \to (u,v)} t \text{des}(P) q^{\text{maj}(P)} = \sum_{n \geq 0} t^n q^{n^2} \binom{u-x}{n}_q \binom{v-y}{n}_q.
\]

A self-contained proof of this lemma will be included in Section 3.1. The rest of the paper is structured as follows. In Section 2 we state our results, both for single paths crossing a line and for pairs of paths crossing each other. In Section 3 we prove them in the case of single paths crossing a line, by introducing two-rowed arrays to encode paths, generalizing the notion of crossings to such arrays, and then describing certain bijections on them. In Section 4 we prove our results for pairs of paths crossing each other, by generalizing crossings to pairs of two-rowed arrays, and then defining bijections on such pairs.

## 2 Main results

### 2.1 Paths crossing a line

First we consider the enumeration of paths with \( U \) and \( D \) steps according to the number of times that they cross a fixed horizontal line. For integers \( \ell, r \) with \( r \geq 0 \), let \( \mathcal{G}_{a,b}^{\geq r,\ell} \) denote the set of paths in \( \mathcal{G}_{a,b} \) that cross the line \( y = \ell \) at least \( r \) times. A vertex of the path on the line \( y = \ell \) is a *crossing* if it is either preceded and followed by a \( D \) — in which case it is called a *downward crossing* —, or preceded and followed by a \( U \) — called an *upward crossing*. See Figure 1 for an example.

We will provide expressions for the polynomials
\[
\mathcal{G}_{a,b}^{\geq r,\ell}(t, q) = \sum_{P \in \mathcal{G}_{a,b}^{\geq r,\ell}} t^{\text{des}(P)} q^{\text{maj}(P)}
\]
for arbitrary integers $a, b, r, \ell$ with $a, b, r \geq 0$. Note that the polynomials for paths crossing the line $y = \ell$ exactly $r$ times can be obtained from the above simply as $G_{a, b}^{\geq r, \ell}(t, q) - G_{a, b}^{\geq r+1, \ell}(t, q)$.

An expression for $G_{a, b}^{\geq r, \ell}(1, q)$ was given in [3, Theorems 2.1 and 2.2]. The following result refines these theorems by incorporating the statistic des.

**Theorem 2.1.** Let $a, b, m \geq 0$, and let $\ell \in \mathbb{Z}$.

I. If $0 < \ell < a - b$, then

$$G_{a, b}^{\geq 2m+1, \ell}(t, q) = G_{a, b}^{\geq 2m, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+\ell+1)} \left[ \begin{array}{c} a \\ n - m \end{array} \right]_q \left[ \begin{array}{c} b \\ n + m \end{array} \right]_q.$$  \hspace{1cm} (1)

II. If $0 > \ell > a - b$, then

$$G_{a, b}^{\geq 2m+1, \ell}(t, q) = G_{a, b}^{\geq 2m, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m-\ell-1)} \left[ \begin{array}{c} a \\ n + m \end{array} \right]_q \left[ \begin{array}{c} b \\ n - m \end{array} \right]_q.$$  \hspace{1cm} (2)

III. If $0 > \ell < a - b$, then

$$G_{a, b}^{\geq 2m+2, \ell}(t, q) = G_{a, b}^{\geq 2m+1, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + (m+1)(m-\ell)} \left[ \begin{array}{c} a - \ell - 1 \\ n - m - 1 \end{array} \right]_q \left[ \begin{array}{c} b + \ell + 1 \\ n + m + 1 \end{array} \right]_q.$$  \hspace{1cm} (3)

IV. If $0 < \ell > a - b$, then

$$G_{a, b}^{\geq 2m+2, \ell}(t, q) = G_{a, b}^{\geq 2m+1, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+\ell+1)} \left[ \begin{array}{c} a - \ell - 1 \\ n + m \end{array} \right]_q \left[ \begin{array}{c} b + \ell + 1 \\ n - m \end{array} \right]_q.$$  \hspace{1cm} (4)

V. If $0 = \ell < a - b$, then

$$G_{a, b}^{\geq 2m, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+1)} \left[ \begin{array}{c} a \\ n - m \end{array} \right]_q \left[ \begin{array}{c} b \\ n + m \end{array} \right]_q,$$  \hspace{1cm} (5)

$$G_{a, b}^{\geq 2m+1, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+1)} \left[ \begin{array}{c} a - 1 \\ n - m - 1 \end{array} \right]_q \left[ \begin{array}{c} b + 1 \\ n + m + 1 \end{array} \right]_q.$$  \hspace{1cm} (6)

VI. If $0 = \ell > a - b$, then

$$G_{a, b}^{\geq 2m, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m-1)} \left[ \begin{array}{c} a \\ n + m \end{array} \right]_q \left[ \begin{array}{c} b + 1 \\ n - m \end{array} \right]_q,$$  \hspace{1cm} (7)

$$G_{a, b}^{\geq 2m+1, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+1)} \left[ \begin{array}{c} a - 1 \\ n + m \end{array} \right]_q \left[ \begin{array}{c} b + 1 \\ n - m \end{array} \right]_q.$$  \hspace{1cm} (8)

VII. If $0 < \ell = a - b$, then

$$G_{a, b}^{\geq 2m, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+\ell+1)} \left[ \begin{array}{c} a \\ n - m \end{array} \right]_q \left[ \begin{array}{c} b \\ n + m \end{array} \right]_q,$$  \hspace{1cm} (9)

$$G_{a, b}^{\geq 2m+1, \ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m+\ell+1)} \left[ \begin{array}{c} a + 1 \\ n - m \end{array} \right]_q \left[ \begin{array}{c} b - 1 \\ n + m \end{array} \right]_q.$$  \hspace{1cm} (10)
VIII. If $0 > \ell = a - b$, then

\[ G_{a,b}^{\geq 2m,\ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m-\ell-1)} \left[ \begin{array}{c} a \\ n + m \end{array} \right] \left[ \begin{array}{c} b \\ n - m \end{array} \right] q^n, \quad (11) \]

\[ G_{a,b}^{\geq 2m+1,\ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + 2(m+1)(m-\ell)} \left[ \begin{array}{c} a + 1 \\ n + m + 1 \end{array} \right] \left[ \begin{array}{c} b - 1 \\ n - m - 1 \end{array} \right] q^n. \quad (12) \]

IX. If $0 = \ell = a - b$, then

\[ G_{a,b}^{\geq 2m,\ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + m(m-\ell)} \frac{1 - q^{a-2m}}{1 - q^a} \left[ \begin{array}{c} a \\ n + m \end{array} \right] \left[ \begin{array}{c} a \\ n - m \end{array} \right] q^n. \quad (13) \]

\[ G_{a,b}^{\geq 2m+1,\ell}(t, q) = \sum_{n \geq 0} t^n q^{n^2 + 2m(m+1)} \frac{1 - q^{a+2(m+1)}}{1 - q^a} \left[ \begin{array}{c} a \\ n + m + 1 \end{array} \right] \left[ \begin{array}{c} a \\ n - m - 1 \end{array} \right] q^n. \quad (14) \]

2.2 Pairs of paths crossing each other

Next we consider the enumeration pairs of paths with respect to the number of crossings between them. For this problem it is convenient to consider paths with $N$ and $E$ steps. Let $P$ and $Q$ be two such paths, and suppose that $V_1, V_2, \ldots, V_s$ (where $s \geq 1$) is a maximal sequence of consecutive common vertices such that

- neither $V_1$ nor $V_s$ are endpoints of $P$ or $Q$;
- for each of $P$ and $Q$, its step arriving at $V_1$ is of the same type ($N$ or $E$) as its step leaving $V_s$.

In this case, vertex $V_s$ is called a crossing of $P$ and $Q$. This definition differs slightly from the one used in [3], where the term crossing refers to the first vertex $V_1$ of the sequence. Of course, the number of crossings of $P$ and $Q$ does not depend on this convention, but defining the crossing to be $V_s$ will be more convenient in the proofs in Section 4. Figure 2 shows some examples of crossings.

![Figure 2: Two examples of crossings, circled in black, and a pair of paths that do not cross (right).](image)

Let $\chi(P, Q)$ denote the number of crossings of $P$ and $Q$; see Figure 3 for an example. For $A_1, A_2, B_1, B_2 \in \mathbb{Z}^2$, $r \geq 0$, and \{\text{○, ⭕}\} = \{1, 2\}$, let

\[ P_{A_1 \rightarrow B_0, A_2 \rightarrow B_\bullet}^{\geq r} = \{(P, Q) : P \in P_{A_1 \rightarrow B_0}, Q \in P_{A_2 \rightarrow B_\bullet}, \chi(P, Q) \geq r\}. \]

To enumerate such pairs of paths with respect to the sum of their numbers of descents (the total descent number) and the sum of their major indices (the total major index), we define the polynomials

\[ H_{A_1 \rightarrow B_0, A_2 \rightarrow B_\bullet}^{\geq r}(t, q) = \sum_{(P, Q) \in P_{A_1 \rightarrow B_0, A_2 \rightarrow B_\bullet}^{\geq r}} t^{\text{des}(P) + \text{des}(Q)} q^{\text{maj}(P) + \text{maj}(Q)}, \]

where $P_{A_1 \rightarrow B_0, A_2 \rightarrow B_\bullet}^{\geq r}$ is the set of paths with $r$ or more crossings.
Figure 3: A pair of paths with $\chi(P, Q) = 3$, $\text{des}(P) + \text{des}(Q) = 6$, and $\text{maj}(P) + \text{maj}(Q) = 45$.

Note that the polynomials for pairs of paths that cross each other exactly $r$ times are given by the difference $H_{A_1 \rightarrow B_0, A_2 \rightarrow B_1}^{\geq r} (t, q) - H_{A_1 \rightarrow B_2, A_2 \rightarrow B_1}^{\geq r+1} (t, q)$.

To state our formulas, let us first define the following polynomial in $t$ and $q$ that depends on the points $A_1 = (x_1, y_1)$, $A_2 = (x_2, y_2)$, $B_1 = (u_1, v_1)$, $B_2 = (u_2, v_2)$, and a parameter $k \in \mathbb{Z}$:

$$f_{k,A_1,A_2,B_2,B_1}(t, q) = q^{k + x_2 - x_1} \left( \sum_{n \geq 0} t^n q^{n(n+k)} \left[ \frac{u_1 - x_1}{n} \right]_q \left[ \frac{v_1 - y_1}{n + k} \right]_q \right) \left( \sum_{n \geq 0} t^n q^{n(n-k)} \left[ \frac{u_2 - x_1}{n} \right]_q \left[ \frac{v_2 - y_1}{n - k} \right]_q \right).$$  (15)

The theorem below refines [3 Theorem 2.4].

**Theorem 2.2.** Let $A_1 = (x_1, y_1)$, $A_2 = (x_2, y_2)$, $B_1 = (u_1, v_1)$ and $B_2 = (u_2, v_2)$ be points in $\mathbb{Z}^2$ such that $A_1 \prec A_2$ and $B_1 \prec B_2$. Suppose additionally that

$$x_1 + y_1 = x_2 + y_2.$$  (16)

Then, for all $m \geq 0$,

$$H_{A_1 \rightarrow B_2, A_2 \rightarrow B_1}^{\geq 2m+1} (t, q) = H_{A_1 \rightarrow B_2, A_2 \rightarrow B_1}^{\geq 2m} (t, q) = f_{2m,A_1,A_2,B_2,B_1}(t, q),$$  (17)

$$H_{A_1 \rightarrow B_1, A_2 \rightarrow B_2}^{\geq 2m+2} (t, q) = H_{A_1 \rightarrow B_1, A_2 \rightarrow B_2}^{\geq 2m+1} (t, q) = f_{2m+1,A_1,A_2,B_2,B_1}(t, q).$$  (18)

Let now $A = (x, y)$ and $B = (u, v)$ be points in $\mathbb{Z}^2$. Then, for all $r \geq 0$,

$$H_{A \rightarrow B_1, A \rightarrow B_2}^{\geq r} (t, q) = f_r,A,A,B_2,B_1(t, q),$$  (19)

$$H_{A_1 \rightarrow B_2, A_2 \rightarrow B}^{\geq r} (t, q) = f_r,A_1,A_2,B_2,t(t, q),$$  (20)

$$H_{A \rightarrow B_1, A \rightarrow B}^{\geq r} (t, q) = \begin{cases} f_0,A,A,B,B(t, q) & \text{if } r = 0, \\ 2 \sum_{j \geq 1} (-1)^{j-1} f_{r+j,A,A,B,B}(t, q) & \text{if } r \geq 1. \end{cases}$$  (21)
3 Proofs for paths crossing a line

In this section we prove Theorem 2.1. Before diving into the details, we remark that it would be possible to give an alternative proof by induction on the length (number of steps) of the path, by first separating each of the nine cases of the theorem into two subcases, according to whether the last step of the path is a $U$ or a $D$. For example, if $0 < \ell < a - b$, the refinement to be proved by induction would state that the generating function for paths in $G_{a,b}^{>\ell}$ that end with a $D$, where $r = 2m$ or $r = 2m + 1$, equals

$$G_{a,b}^{>\ell}(t,q) = \sum_{n \geq 0} t^n q^{n^2 + m(m + \ell)} \left[ \binom{a}{n-m} \binom{b-1}{n+m} q \right],$$

and so the generating function for those that end with a $U$ equals

$$G_{a,b}^{>\ell}(t,q) - G_{a,b-1}^{>\ell}(t,q) = \sum_{n \geq 0} t^n q^{n^2 + m(m + \ell) + b - n} \left[ \binom{a}{n-m} \binom{b-1}{n+m-1} q \right].$$

Then, to prove each one of these formulas, we would remove the last step of the path, and deduce them from the formulas for shorter paths that hold by the induction hypothesis. This often requires additional subcases; for example, for the above paths ending in $U$, the cases $\ell + 1 < a - b$ and $\ell + 1 = a - b$ would be considered separately.

Instead of such a tedious induction proof, we have chosen to present a proof that relies on certain two-rowed arrays that have been used by Krattenthaler and Mohanty. One advantage of our proof is that it is bijective. Additionally, the methodology of two-rowed arrays that we introduce here will later allow us to prove Theorem 2.2 for pairs of paths, where a potential proof by induction is much less clear.

3.1 Two-rowed arrays

Let $x, y, u, v, k \in \mathbb{Z}$ and $n, j \geq 0$ throughout the section. We use the notation

$$(x, u)_j = \{(c_1, \ldots, c_j) : x < c_1 < \cdots < c_j \leq u\},$$

$$(y, v)_j = \{(a_1, \ldots, a_j) : y \leq d_1 < d_2 < \cdots < d_j \leq v\},$$

$$(x, v)_j = \{(c_1, \ldots, c_j) : x < c_1 < \cdots < c_j < v\},$$

$$(y, u)_j = \{(a_1, \ldots, a_j) : y \leq d_1 < d_2 < \cdots < d_j \leq u\}.$$

We consider pairs of such sequences arranged in a particular way, which we call two-rowed arrays, following [13] [14] [15] [16]. We denote by $\{ (x,u)_{n+k} \}$, or $\{ (y,v)_{n-k} \}$ for short, the set of arrays of the form

$$x < c_1 < c_2 < \cdots < c_{n+k} \leq u$$

$$y \leq d_1 < d_2 < \cdots < d_{n-k} < v,$$

with the convention that this set is empty unless $|k| \leq n$. The two rows are interlaced from the left, starting with the leftmost element in the bottom row. Elements in this set are denoted by $c_d$, where $c = (c_1, \ldots, c_{n+k}) \in (x,u)_{n+k}$ and $d = (d_1, \ldots, d_{n-k}) \in (y,v)_{n-k}$.

Similarly, we denote by $\{ (y,u)_{n-k} \}$ the set of arrays of the form

$$x < c_1 < c_2 < \cdots < c_{n+k} < v$$

$$y \leq d_1 < d_2 < \cdots < d_{n-k} \leq u,$$
The reason two-rowed arrays are useful for our problem is that elements of \( \{ (x,u) \}_{u \in [y,v]} \), which we denote simply by \( \{ (x,u) \}_{u \in [y,v]} \), encode lattice paths in \( P_{(x,y) \to (u,v)} \). This is because such paths are uniquely determined by the coordinates of their valleys. There exists a path in \( P_{(x,y) \to (u,v)} \) whose valleys are at coordinates \((c_1, d_1), (c_2, d_2), \ldots, (c_n, d_n)\) if and only if

\[
x < c_1 < c_2 < \cdots < c_n \leq u \quad \text{and} \quad y \leq d_1 < d_2 < \cdots < d_n < v,
\]

that is, \( c = (c_1, \ldots, c_n) \in (x,u)_n \) and \( d = (d_1, \ldots, d_n) \in [y,v]_n \). Thus, this encoding is a bijection

\[
\{ P \in P_{(x,y) \to (u,v)} : \text{des}(P) = n \} \to \{ (x,u) \}_{u \in [y,v]}_n.
\]

It has the property that, if \( P \) is encoded by \( c, d \), then

\[
\text{maj}(P) = \sum_{i=1}^{n} (c_i + d_i - x - y) = \|c\| + \|d\| - n(x + y),
\]

where \( \|c\| \) denotes the sum of the entries of \( c \). Next we enumerate two-rowed arrays with respect to this statistic.

**Lemma 3.1.** (i) We have

\[
\sum_{c \in (x,u)_j} q^{\|c\|} = q^{\left(\frac{j+1}{2}\right) + jx} \left[ \begin{array}{c} u - x \\ j \end{array} \right]_q,
\]

\[
\sum_{d \in [y,v)_j} q^{\|d\|} = q^{\left(\frac{j+1}{2}\right) + j(y-1)} \left[ \begin{array}{c} v - y \\ j \end{array} \right]_q,
\]

\[
\sum_{c \in (x,v)_j} q^{\|c\|} = q^{\left(\frac{j+1}{2}\right) + jx} \left[ \begin{array}{c} v - x - 1 \\ j \end{array} \right]_q,
\]

\[
\sum_{d \in [y,u)_j} q^{\|d\|} = q^{\left(\frac{j+1}{2}\right) + j(y-1)} \left[ \begin{array}{c} u - y + 1 \\ j \end{array} \right]_q.
\]

(ii) We have

\[
\sum_{c \in \{ (x,u) \}_{u \in [y,v]}_n} q^{\|c\| + \|d\| - n(x+y)} = q^{n^2 + k(x+y)+1} \left[ \begin{array}{c} u - x \\ n + k \end{array} \right]_q \left[ \begin{array}{c} v - y \\ n - k \end{array} \right]_q,
\]

\[
\sum_{c \in \{ (x,v) \}_{v \in [y,u]}_n} q^{\|c\| + \|d\| - n(x+y)} = q^{n^2 + k(x+y)+1} \left[ \begin{array}{c} v - x - 1 \\ n + k \end{array} \right]_q \left[ \begin{array}{c} u - y + 1 \\ n - k \end{array} \right]_q.
\]

**Proof.** We prove the first identity in part (i), since the other three are analogous. Writing \( c'_i = c_i - i - x \) for \( 1 \leq i \leq j \), the left-hand side is equal to

\[
\sum_{x < c_1 < c_2 < \cdots < c_j \leq u} q^{c_1 + \cdots + c_j} = q^{\left(\frac{j+1}{2}\right) + jx} \sum_{0 \leq c'_1 \leq \cdots \leq c'_j \leq u - x - j} q^{c'_1 + \cdots + c'_j}.
\]

This sum counts partitions with at most \( j \) parts with largest part at most \( u - x - j \), which is a well-known interpretation of the \( q \)-binomial coefficients (see e.g. [1]).

Part (ii) follows easily from part (i) using the simplification

\[
\binom{n + k + 1}{2} + \binom{n - k + 1}{2} + (n + k)x + (n - k)(y - 1) - n(x + y) = n^2 + k(x + y + 1)
\]

in the exponent of \( q \).
To see how Lemma 3.1 will be applied, let us first use it to give a proof of Lemma 1.1.

**Proof of Lemma 1.1.** The two statements are clearly equivalent, so we prove the second one. Using the encoding (22), together with Equations (23) and (24) for \( k = 0 \), we get

\[
\sum_{P \in \mathcal{P}_{(x,y)\to(u,v)}} t^{\text{des}(P)} q^{\text{maj}(P)} = \sum_{n \geq 0} t^n \sum_{c,d \in \{(x,u),(y,v)\}_n} q^{\|c||+\|d\|-(x+y)} = \sum_{n \geq 0} t^n q^n \sum_{n \geq 0} \left[ \frac{u - x}{n} q^\left[ \frac{v - y}{n} \right] \right].
\]

\[\square\]

### 3.2 Crossings in single two-rowed arrays

To encode paths in \( \mathcal{G}_{a,b} \) as two-rowed arrays, we first turn the \( U \) and \( D \) steps into \( N \) and \( E \) steps, respectively. Additionally, to study crossings of the line \( y = \ell \) in the original path, we move the starting point to \((\ell,0)\), so that these crossings become crossings of the diagonal \( y = x \) for the resulting path. Denoting by \( \mathcal{P}_{A\to B}^{\geq r} \) the set of paths in \( \mathcal{P}_{A\to B} \) that cross the diagonal at least \( r \) times, this transformation is a bijection

\[\mathcal{G}_{a,b}^{\geq r,\ell} \to \mathcal{P}_{\ell,0\to b+\ell,a}^{\geq r} \cdot \quad (26)\]

See Figure 4 for an example. In analogy to the definitions for paths in \( \mathcal{G}_{a,b} \) crossing a line \( y = \ell \), we define upward (resp. downward) crossings of paths in \( \mathcal{P}_{A\to B} \) to be vertices in the diagonal \( y = x \) that are preceded and followed by an \( N \) (resp. by an \( E \)).

![Figure 4](image-url)

Figure 4: The path in \( \mathcal{P}_{(1,0)\to(7,8)}^{\geq 3} \) obtained by applying the transformation (26) to the path in Figure 1 and the corresponding two-rowed array given by the encoding (22), where the crossings have been circled.

Next we show how these crossings of the diagonal can be read from the encoding (22) of the path as a two-rowed array. Indeed, suppose that \( P \in \mathcal{P}_{(x,y)\to(u,v)} \) is encoded by \( c, d \in \{(x,u),(y,v)\}_n \), and let \( c_0 := x, d_0 := y, c_{n+1} := u, d_{n+1} := v \) by convention. An upward crossing of \( P \) occurs when, for some \( 0 \leq i \leq n \), the vertex \((c_i, d_i)\) —which is a valley or the first vertex of the path— lies below the diagonal and the vertex \((c_i, d_{i+1})\) —which is a peak or the last vertex of the path— lies above the diagonal. This happens precisely when \( d_i < c_i < d_{i+1} \) for some \( 0 \leq i \leq n \). Similarly, a downward crossing occurs when, for some \( 1 \leq i \leq n + 1 \), the vertex \((c_{i-1}, d_i)\) —which is a peak or the starting
point of the path— lies above the diagonal and the vertex \((c_i, d_i)\) —which is a valley or the last vertex of the path— lies below the diagonal. This happens precisely when \(c_{i-1} < d_i < c_i\) for some \(1 \leq i \leq n + 1\).

This description allows us to extend the notion of crossings to two-rowed arrays \(c, d \in \{(x, u)\}_{n \pm k}\) with \(k \in \mathbb{Z}\), whose rows may have different lengths. Using the convention \(c_0 := x, d_0 := y, c_{n+k+1} := u, d_{n-k+1} := v\), say that \(c, d\) has an upward crossing at \(c_i\) if \(0 \leq i \leq n - |k|\) and

\[
d_i < c_i < d_{i+1},
\]

and that it has a downward crossing at \(d_i\) if \(1 \leq i \leq n - |k| + 1\) and

\[
c_{i-1} < d_i < c_i.
\]

For two-rowed arrays of the form \(c, d \in \{(x, v)\}_{n \pm k}\), the definition of upward and downward crossings is the same, using now the convention \(c_0 := x, d_0 := y, c_{n+k+1} := v, d_{n-k+1} := u\). Figure 5 shows two examples, where the crossings have been circled. As usual, the term crossings refers to both upward and downward crossings.

\[
\begin{align*}
(0, 2) & \quad < (2, 2) < (4, 3) < (5, 5) \\
0 < 1 & < 4 < 5 < 7 \leq 7 \\
2 & \leq 2 < 3 < 5 \leq 8
\end{align*}
\]

Figure 5: Two two-rowed arrays \(c, d\) with their crossings circled, and the corresponding paths \(T(c, d)\). Note that for the array on the right, \(c_3 = 6\) is not a crossing because it violates the condition \(i \leq n - |k|\).

In both of the above cases, let \(T(c, d) \in \mathcal{P}_{(x,y) \rightarrow (c_{n-|k|+1}, d_{n-|k|+1})}\) be the path whose valleys are at coordinates \((c_i, d_i)\) for \(1 \leq i \leq n - |k|\) (with the caveat that, in the special case when \(c, d \in \{(x, v)\}_{n \pm k}\) and \(d_n = u\), the vertex \((c_n, d_n)\) is not actually a valley of this path). Then the upward and downward crossings of the two-rowed array \(c, d\) can be identified with the upward and downward crossings of \(T(c, d)\); see the examples in Figure 5. Note that \(T(c, d)\) is essentially the path corresponding to the two-rowed array obtained by truncating the longer row of \(c, d\) so that both rows have equal length. To be precise, this path depends not only on \(c, d\) but also on the endpoints \(x, y, u, v\).

Throughout the paper, the \(r\)th crossing of a two-rowed array refers to the \(r\)th crossing from the left, in the order in which the entries are placed, namely \(y, x, d_1, c_1, d_2, c_2, \ldots\). We note that this convention is different from the one used in [3], where path crossings were numbered from the right. The unusual convention in [3] was needed because the path bijections in that paper, in order to track the major index, changed the portion of the paths to the left of a crossing. On the other hand,
the notation in this paper becomes slightly simpler by defining bijections for two-rowed arrays (in Sections 3.3 and 4.3) that change the portion of the arrays to the right of a crossing instead.

For nonnegative \( r \), the superscript \( \geq r \) on a set of two-rowed arrays denotes the subset of those that have at least \( r \) crossings. When \( r \geq 1 \), a symbol \( \uparrow \) (resp. \( \downarrow \)) next to this superscript denotes the subset where the \( r \)th crossing is an upward (resp. downward) crossing. For example, \( \{ (x,u) \uparrow \geq r \}_{n \pm k} \) consists of two-rowed arrays in \( \{ (x,u) \}_{n \pm k} \), where the \( r \)th crossing is an upward crossing. In the case \( r = 0 \), we simply define

\[
\{ (x,u) \}_{n \pm k} \uparrow \geq 0, \quad \{ (x,u) \}_{n \pm k} \downarrow \geq 0, \quad \{ (x,u) \}_{n \pm k} \geq 0
\]

by convention.

The encoding (22) restricts to a bijection

\[
\{ P \in \mathcal{P}_{r \ell} : \text{des}(P) = n \} \rightarrow \{ (x,u) \}_{n \pm k} \uparrow \geq r
\]

Composing this with the bijection (26) and using Equation (23), it follows that

\[
G_{a,b}^{r \ell}(t,q) = \sum_{n \geq 0} t^n \sum_{\mathcal{C} \in \{ (x,u) \}_{n \pm k} \geq r} q^{\| \mathcal{C} \| + \| \mathcal{D} \|}^{-n(x+y)},
\]

where \((x,y) = (\ell,0)\) and \((u,v) = (b+\ell,a)\).

To prove Theorem 2.1 we will construct bijections between \( \{ (x,u) \}_{n \pm k} \uparrow \geq r \) and sets of the form \( \{ (x,u) \}_{n \pm k} \) or \( \{ (x,v) \}_{n \pm k} \), for some \( k \in \mathbb{Z} \), which will depend on the relations between \( x \) and \( y \) and between \( u \) and \( v \), and then apply Lemma 3.1.

**Lemma 3.2.** Let \( r \geq 1 \), and let \( \mathcal{C} \) be a two-rowed array in either \( \{ (x,u) \}_{n \pm k} \) or \( \{ (x,v) \}_{n \pm k} \).

If \( x > y \) or \( x = y = d_1 \), then the \( r \)th crossing of \( \mathcal{C} \) is an upward crossing if \( r \) is odd, and a downward crossing if \( r \) is even.

If \( x < y \) or \( x = y < d_1 \), then the \( r \)th crossing of \( \mathcal{C} \) is a downward crossing if \( r \) is odd, and an upward crossing if \( r \) is even.

**Proof.** As noted above, upward and downward crossings of \( \mathcal{C} \) are the same as those of the path \( T(\mathcal{C}) \in \mathcal{P}_{r \ell} \). If \( x > y \) (resp. \( x < y \)), this path starts below (resp. above) the diagonal, which forces the first crossing to be upward (resp. downward), with successive crossings alternating between upward and downward. If \( x = y \), then \( T(\mathcal{C}) \) starts with an \( E \) if \( y = d_1 \), and with an \( N \) if \( y < d_1 \), from which the same conclusions follow.

The next lemma shows that the relationships between \( x \) and \( y \) and between \( u \) and \( v \) often force the number of crossings of a two-rowed array to have a given parity. We use the notation \( n \equiv s \) to mean \( n \pm (-s) \).

**Lemma 3.3.** Let \( s, m \geq 0 \).
(a) If \( x > y \) and \( u < v \), then

\[
\begin{align*}
\{(x,u)\}_{n \pm s}^\geq 2m+1 & = \{(x,u)\}_{n \pm s}^\geq 2m+1^\dagger = \{(x,u)\}_{n \pm s}^\geq 2m^\dagger = \{(x,u)\}_{n \pm s}^\geq 2m = \{(y,v)\}_{n \pm s}^\geq 2m', \\
\{(x,v)\}_{n \mp s}^\geq 2m+2 & = \{(x,v)\}_{n \mp s}^\geq 2m+2^\dagger = \{(x,v)\}_{n \mp s}^\geq 2m+1^\dagger = \{(x,v)\}_{n \mp s}^\geq 2m+1 = \{(y,u)\}_{n \mp s}^\geq 2m'.
\end{align*}
\]

(b) If \( x > y \) and \( u > v \), then

\[
\begin{align*}
\{(x,u)\}_{n \mp s}^\geq 2m+2 & = \{(x,u)\}_{n \mp s}^\geq 2m+2^\dagger = \{(x,u)\}_{n \mp s}^\geq 2m+1^\dagger = \{(x,u)\}_{n \mp s}^\geq 2m+1 = \{(y,v)\}_{n \mp s}^\geq 2m', \\
\{(x,v)\}_{n \pm s}^\geq 2m+1 & = \{(x,v)\}_{n \pm s}^\geq 2m+1^\dagger = \{(x,v)\}_{n \pm s}^\geq 2m^\dagger = \{(x,v)\}_{n \pm s}^\geq 2m = \{(y,u)\}_{n \pm s}^\geq 2m'.
\end{align*}
\]

(c) If \( x < y \) and \( u < v \), then

\[
\begin{align*}
\{(x,u)\}_{n \pm s}^\geq 2m+2 & = \{(x,u)\}_{n \pm s}^\geq 2m+2^\dagger = \{(x,u)\}_{n \pm s}^\geq 2m+1^\dagger = \{(x,u)\}_{n \pm s}^\geq 2m+1 = \{(y,v)\}_{n \pm s}^\geq 2m', \\
\{(x,v)\}_{n \mp s}^\geq 2m+1 & = \{(x,v)\}_{n \mp s}^\geq 2m+1^\dagger = \{(x,v)\}_{n \mp s}^\geq 2m^\dagger = \{(x,v)\}_{n \mp s}^\geq 2m = \{(y,u)\}_{n \mp s}^\geq 2m'.
\end{align*}
\]

(d) If \( x < y \) and \( u > v \), then

\[
\begin{align*}
\{(x,u)\}_{n \mp s}^\geq 2m+1 & = \{(x,u)\}_{n \mp s}^\geq 2m+1^\dagger = \{(x,u)\}_{n \mp s}^\geq 2m^\dagger = \{(x,u)\}_{n \mp s}^\geq 2m = \{(y,v)\}_{n \mp s}^\geq 2m', \\
\{(x,v)\}_{n \pm s}^\geq 2m+2 & = \{(x,v)\}_{n \pm s}^\geq 2m+2^\dagger = \{(x,v)\}_{n \pm s}^\geq 2m+1^\dagger = \{(x,v)\}_{n \pm s}^\geq 2m+1 = \{(y,u)\}_{n \pm s}^\geq 2m'.
\end{align*}
\]

(e) If \( x > y \) and \( u = v \), then (32), (33), (34) hold for \( s \geq 1 \), and (35) holds for \( s = 0 \).

(f) If \( x < y \) and \( u = v \), then (36), (37), (38) hold for \( s \geq 1 \), and (39) holds for \( s = 0 \).

(g) Statements (a), (b), (e) also hold if we replace \( x > y \) with \( x = y \) and restrict to two-rowed arrays \( c_d \) with \( y = d_1 \).

Proof. In each equation, the outer equalities follow from Lemma 3.2 (using the convention (29) as needed), and the left-hand side is trivially contained in the right-hand side. To prove the reverse containment, we will show that the parity of the number of crossings of the relevant two-rowed arrays is determined by the relation between \( x \) and \( y \) and between \( u \) and \( v \) in each case.

Recall that if \( c_d \) is a two-rowed array in either \( \{(x,u)\}_{n \pm k} \) or \( \{(x,v)\}_{n \pm k} \), for some \( k \in \mathbb{Z} \), then \( T(c_d) \) is a path from \( (x,y) \) to \( (c_{n-|k|+1}, d_{n-|k|+1}) \) which has the same upward and downward crossings as \( c_d \). The parity of the number of crossings is determined by what side of the diagonal the endpoints of the path are on. If \( x > y \), \( T(c_d) \) starts below the diagonal; if \( x < y \), it starts above the diagonal; and if \( x = y = d_1 \), it starts with an \( E \) leaving the diagonal, so it behaves as in the \( x > y \) case.

Suppose first that \( c_d \in \{(x,u)\}_{n \pm s} \), where \( s \geq 0 \) and \( u < v \). Then the last vertex of \( T(c_d) \) is \( (c_{n-s+1}, v) \), which lies above the diagonal, since \( c_{n-s+1} \leq u < v \). Thus, if \( x > y \), then \( T(c_d) \) starts below the diagonal and ends above the diagonal, so it must have an odd number of crossings, proving Equation (32). If \( x = y = d_1 \), the same conclusion holds. On the other hand, if \( x < y \), then \( T(c_d) \) starts and ends above the diagonal, so it must have an even number of crossings, proving
Equation (36). Modifying the hypotheses so that \( s \geq 1 \) and \( u \geq v \), the last vertex of \( T(\mathbf{c}_d) \) still lies above the diagonal, since \( c_{n-s+1} < c_{n-s+2} \leq u \leq v \), so Equations (32) and (36) also hold in this case.

If \( \mathbf{c}_d \in \{(x,v)\}_{[y,u]} \cap \mathcal{S} \), where \( s \geq 0 \) and \( u < v \), then the last vertex of \( T(\mathbf{c}_d) \) is \((v, d_{n-s+1})\), which lies below the diagonal, since \( d_{n-s+1} \leq u < v \). Thus, \( T(\mathbf{c}_d) \) must have an even number of crossings if \( x > y \) or \( x = y = d_1 \), proving Equation (33), and an odd number of crossings if \( x < y \), proving Equation (37). These two equations still hold with the modified hypotheses \( s \geq 1 \) and \( u \leq v \), since \( d_{n-s+1} < d_{n-s+2} \leq u \leq v \) in this case, so the last vertex of \( T(\mathbf{c}_d) \) still lies below the diagonal.

If \( \mathbf{c}_d \in \{(x,v)\}_{[y,u]} \cap \mathcal{S} \), where \( s \geq 0 \) and \( u > v \), then the last vertex of \( T(\mathbf{c}_d) \) is \((u, d_{n-s+1})\), which lies below the diagonal since \( d_{n-s+1} \leq v < u \). This vertex also lies below the diagonal when \( s \geq 1 \) and \( u \geq v \), since \( d_{n-s+1} < d_{n-s+2} \leq v \leq u \). This proves Equations (34) and (38).

If \( \mathbf{c}_d \in \{(x,v)\}_{[y,u]} \cap \mathcal{S} \), where \( s \geq 0 \) and \( u > v \), then the last vertex of \( T(\mathbf{c}_d) \) is \((c_{n-s+1}, u)\), which lies above the diagonal, since \( c_{n-s+1} \leq v < u \). This vertex also lies above the diagonal when \( s \geq 1 \) and \( u \geq v \), since \( c_{n-s+1} < c_{n-s+2} \leq v \leq u \). Finally, when \( s = 0 \) and \( u = v \), the path \( T(\mathbf{c}_d) \) ends on the diagonal (at \((v, u)\)), but its last step is an \( E \) step, since \( c_{n-s} < v \). This proves Equations (35) and (39) for all \( s \geq 0 \) and \( u \geq v \).

### 3.3 The bijections \( \alpha_r \) and \( \beta_r \)

We are almost ready to define the key bijections \( \alpha_r \) and \( \beta_r \). These are reminiscent of the bijections \( \sigma_r \) and \( \tau_r \) defined in [3] for paths. An important difference, however, is that the image by \( \beta_r \) of a two-rowed array that encodes a path does not encode a path in general, so one cannot view \( \beta_r \) as a map on paths.

Let \( \mathbf{c}_d \) be a two-rowed array in either \( \{(x,v)\}_{[y,u]} \cap \mathcal{S} \) or \( \{(x,v)\}_{[y,u]} \cap \mathcal{S} \). We say that a crossing of \( \mathbf{c}_d \) at \( c_i \) (resp. \( d_i \)) is proper if \( c_i \notin \{u, v\} \) (resp. \( d_i \notin \{u, v\} \)).

For \( r \geq 1 \), the map \( \alpha_r \) applies to two-rowed arrays \( \mathbf{c}_d \) whose \( r \)th crossing is a proper upward crossing, and it swaps the parts of the top and the bottom rows of the array to the right of this crossing. Schematically, if the \( r \)th crossing is at \( c_i \), we have

\[
\begin{array}{cccccc}
x & \cdots & c_{i-1} & c_i & c_{i+1} & \cdots & u \\
y & \cdots & d_{i-1} & d_i & d_{i+1} & \cdots & v \\
\end{array}
\]

\[\alpha_r \]

The properness of the crossing guarantees that \( c_{i+1} \) exists and that \( c_i < c_{i+1} \). Additionally, we have \( c_i < d_{i-1} \) and \( d_i < c_{i+1} \), so the rows of \( \alpha_r(\mathbf{c}_d) \) are increasing. The two-rowed array \( \alpha_r(\mathbf{c}_d) \) has a crossing at \( c_i \), since \( d_i < c_i < c_{i+1} \), and this crossing is still proper. This is in fact the \( r \)th crossing of \( \alpha_r(\mathbf{c}_d) \), because the portion of the arrays to the left of \( c_i \) is not affected by \( \alpha_r \). It follows that \( \alpha_r \) is an involution.

Similarly, the map \( \beta_r \) applies to two-rowed arrays \( \mathbf{c}_d \) whose \( r \)th crossing is a proper downward crossing, and it also swaps the top and the bottom rows of the array to the right of this crossing. Schematically, if the \( r \)th crossing is at \( d_i \), we have

\[
\begin{array}{cccccc}
x & \cdots & c_{i-1} & c_i & c_{i+1} & \cdots & u \\
y & \cdots & d_{i-1} & d_i & d_{i+1} & \cdots & v \\
\end{array}
\]

\[\beta_r \]

Again, the \( r \)th crossing of \( \beta_r(\mathbf{c}_d) \) is still at \( d_i \) and is a proper crossing, and the map \( \beta_r \) is an involution.
Lemma 3.4. Let \( x, y, u, v, k \in \mathbb{Z}, n \geq 0 \) and \( r \geq 1 \), satisfying that, if \( u > v \), then \( k \leq 0 \), and if \( u < v \), then \( k \geq 1 \). The map \( \alpha_r \) restricts to a bijection
\[
\{(x,u) \geq r \uparrow\}_{n \pm k}^{\{x,u\}} \leftrightarrow \{(x,v) \geq r \uparrow\}_{n \mp k}^{\{y,v\}}
\]
and the map \( \beta_r \) restricts to a bijection
\[
\{(x,u) \geq r \downarrow\}_{n \pm (k-1)}^{\{x,u\}} \leftrightarrow \{(x,v) \geq r \downarrow\}_{n \mp k}^{\{y,v\}}
\]
Both \( \alpha_r \) and \( \beta_r \) preserve the sum of the entries of the arrays.

Proof. The conditions on \( k \), which depend on the relationship between \( u \) and \( v \), guarantee that the \( r \)th crossing of a two-rowed array in any of the four sets above is always proper, and so the maps \( \alpha_r \) and \( \beta_r \) are defined. Indeed, an improper upward crossing of \( \mathbf{c} \in \{(x,u) \geq r \uparrow\}_{n \pm k}^{\{x,u\}} \) at \( c_i \) could only occur if \( u = c_i < d_i+1 \leq v \) and \( k \leq 0 \). Arrays \( \mathbf{c} \in \{(x,u) \geq r \uparrow\}_{n \pm k}^{\{x,u\}} \) cannot have improper upward crossings, since \( c_i = v \) is incompatible with \( i \leq n - |k| \). An improper downward crossing of \( \mathbf{c} \in \{(x,u) \geq r \downarrow\}_{n \pm (k-1)}^{\{x,u\}} \) at \( d_i \) could only occur if \( v = d_i < c_i \leq u \) and \( k - 1 \geq 0 \). And an improper downward crossing of \( \mathbf{c} \in \{(x,v) \geq r \downarrow\}_{n \pm k}^{\{y,v\}} \) at \( d_i \) could only occur if \( u = d_i < c_i \leq v \) and \( k \leq 0 \).

Having already seen that \( \alpha_r \) and \( \beta_r \) are involutions, it remains describe their images when restricted to two-rowed arrays whose rows have given lengths. Given \( \mathbf{c} \in \{(x,u) \geq r \uparrow\}_{n \pm k}^{\{x,u\}} \) whose \( r \)th crossing is at \( c_i \), if we write \( \mathbf{c}_{\mathbf{d}} \)
\[
x < c_1 < c_2 < \cdots < c_i < c_{i+1} < \cdots < c_{n+k} \leq u \\
y \leq d_1 < d_2 < \cdots < d_i < d_{i+1} < \cdots < d_{n-k} < v
\]
then \( \alpha_r(\mathbf{c}_{\mathbf{d}}) \) is the two-rowed array
\[
x < c_1 < c_2 < \cdots < c_i < d_{i+1} < d_{i+2} < \cdots < d_{n-k} < v \\
y \leq d_1 < d_2 < \cdots < d_i < c_{i+1} < \cdots < c_{n+k} \leq u,
\]
which belongs to \( \{(x,v) \geq r \uparrow\}_{n \mp k}^{\{y,v\}} \), and every element of this set is obtained in this way.

Similarly, given \( \mathbf{c} \in \{(x,u) \geq r \downarrow\}_{n \pm (k-1)}^{\{x,u\}} \) whose \( r \)th crossing is at \( d_i \), if we write \( \mathbf{c}_{\mathbf{d}} \)
\[
x < c_1 < c_2 < \cdots < c_{i-1} < c_i < c_{i+1} < \cdots < c_{n+k-1} \leq u \\
y \leq d_1 < d_2 < \cdots < d_i < d_{i+1} < \cdots < d_{n-k+1} < v
\]
then \( \beta_r(\mathbf{c}_{\mathbf{d}}) \) is the two-rowed array
\[
x < c_1 < c_2 < \cdots < c_{i-1} < d_{i+1} < \cdots < d_{n-k+1} < v \\
y \leq d_1 < d_2 < \cdots < d_i < c_{i+1} < \cdots < c_{n+k-1} \leq u,
\]
which is an arbitrary element in \( \{(x,v) \geq r \downarrow\}_{n \pm k}^{\{y,v\}} \).

It is clear by construction that both \( \alpha_r \) and \( \beta_r \) preserve the sum of the entries of the arrays. \( \qed \)
3.4 Proof of Theorem 2.1

For $a, b, r \geq 0$ and $\ell \in \mathbb{Z}$, we interpret elements of $G_{a,b}^{r,\ell}$ as paths in $\mathcal{P}_{(a,b)}^{r,(u,v)}$, where $(x, y) = (\ell, 0)$ and $(u, v) = (b + \ell, a)$, using the transformation (26). For any $n \geq 0$, the subset of paths having $n$ descents is in bijection with the set $\{(x,u)_{(y,v)}^{\geq r}_n\}$, using the encoding (30).

The proof is divided into nine cases according to whether the paths start below ($0 < \ell$, equivalently $x > y$), on ($0 = \ell$, equivalently $x = y$), or above ($0 > \ell$, equivalently $x < y$) the line being crossed, and whether they end below ($\ell > a - b$, equivalently $u > v$), on ($\ell = a - b$, equivalently $u = v$), or above ($\ell < a - b$, equivalently $u < v$) this line. In each case, we determine $G_{a,b}^{r,\ell}(t, q)$ by first using Equation (31) to rewrite it in terms of two-rowed arrays, then repeatedly applying the maps from Lemma 3.4 to construct bijections between $\{(x,u)_{(y,v)}^{\geq r}_n\}$ and certain sets of two-rowed arrays with no requirement on the number of crossings, and finally using Lemma 3.1. The cases are labeled as in [3] for consistency, but we will prove them in a slightly different order.

Case I: $0 < \ell < a - b$, equivalently $x > y$ and $u < v$. By Equation (32) with $s = 0$,

$$\{(x,u)_{(y,v)}^{\geq r}_n\} = \{(x,u)_{(y,v)}^{\geq 2m}_n\},$$

and so $G_{a,b}^{2m+1,\ell}(t, q) = G_{a,b}^{2m,\ell}(t, q)$. Using Lemmas 3.3(a) and 3.4, noting that the condition $k \geq 1$ in the latter holds at each step, we construct a composition of bijections $\alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m-1} \circ \beta_2m$:

$$\{(x,u)_{(y,v)}^{\geq 2m}_n\} = \{(x,u)_{(y,v)}^{\geq 2m}_n\} \xrightarrow{\beta_2m} \{(x,u)_{(y,v)}^{\geq 2m-1}_n\} \xrightarrow{\alpha_{2m-1}} \{(x,u)_{(y,v)}^{\geq 2m-1}_n\} \longrightarrow \cdots \longrightarrow \{(x,u)_{(y,v)}^{\geq 1}_n\} \longrightarrow \{(x,u)_{(y,v)}^{\geq 0}_n\}. \quad (40)$$

See Figure 6 for an example. Since these bijections preserve the sum of the entries of the two-rowed arrays, Equation (21) gives

$$\sum_{d \in \{(x,u)_{(y,v)}^{\geq 2m}_n\}} q^{||c||+|d|-n(x+y)} = \sum_{c \in \{(x,u)_{(y,v)}^{\geq 2m}_n\}} q^{||c||+|d|-n(x+y)}$$

$$= q^{n^2+m(m+x+y+1)} \left[ \begin{array}{c} u - x \\ n + m \end{array} \right]_q \left[ \begin{array}{c} v - y \\ n - m \end{array} \right]_q = q^{n^2+m(m+\ell+1)} \left[ \begin{array}{c} a \\ n - m \end{array} \right]_q \left[ \begin{array}{c} b \\ n + m \end{array} \right]_q. \quad (41)$$

Using Equation (31), this proves Equation (1).

$$\begin{array}{cccc}
1 < 2 < 3 < 4 < 6 \leq 7 & 1 < 2 < 3 < 4 < 8 & 1 < 2 < 3 < 4 < 5 < 6 \leq 7 & 0 \leq 0 < 1 < 4 < 5 < 6 \leq 7 \\
0 \leq 0 < 1 < 4 < 6 < 8 & 0 \leq 0 < 1 < 4 < 5 < 6 < 7 & 0 \leq 0 < 1 < 4 < 8
\end{array}$$

Figure 6: An example of the bijection (40), where $(x, y) = (1, 0)$, $(u, v) = (7, 8)$, $m = 1$ and $n = 4$.

Case II: $0 > \ell > a - b$, equivalently $x < y$ and $u > v$. Similarly to Case I, the equality $G_{a,b}^{2m+1,\ell}(t, q) = G_{a,b}^{2m,\ell}(t, q)$ follows now from Equation (33) with $s = 0$. Again Lemmas 3.3(d)
and noting that the condition $k \leq 0$ holds at each step, allow us to build a sequence of bijections $\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m-1} \circ \alpha_{2m}$:

\[
\{ (x,u) \}_{n} \overset{2m}{\rightarrow} \{ (x,u) \}_{n} \overset{2m}{\rightarrow} \{ (x,v) \}_{n} \overset{2m-1}{\rightarrow} \{ (x,u) \}_{n+1} = \{ (x,u) \}_{n+1}.
\]

Then, by Equation (24),

\[
\sum_{c \in \{ (x,u) \}_{n}} q^{\|c\| + \|d\| - n(x+y)} = \sum_{c \in \{ (x,u) \}_{n}} q^{\|c\| + \|d\| - n(x+y)}
\]

proving Equation (2).

Case III: $0 > \ell < a-b$, equivalently $x < y$ and $u < v$. The equality $G_{a,b}^{2m+2,\ell}(t,q) = G_{a,b}^{2m+1,\ell}(t,q)$ follows now from Equation (36) with $s = 0$. Lemmas 3.3(c) and 3.4 produce a sequence of bijections $\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m+1}$:

\[
\{ (x,u) \}_{n} \overset{2m+1}{\rightarrow} \{ (x,v) \}_{n} \overset{2m+1}{\rightarrow} \{ (x,u) \}_{n+1} = \{ (x,v) \}_{n+1} \overset{2m}{\rightarrow} \{ (x,u) \}_{n+1} \overset{2m}{\rightarrow} \{ (x,u) \}_{n+1} = \{ (x,u) \}_{n+1}.
\]

By Equation (25),

\[
\sum_{c \in \{ (x,u) \}_{n}} q^{\|c\| + \|d\| - n(x+y)} = \sum_{c \in \{ (x,v) \}_{n}} q^{\|c\| + \|d\| - n(x+y)}
\]

proving Equation (1). Case IV: $0 < \ell > a-b$, equivalently $x > y$ and $u > v$. Here $G_{a,b}^{2m+2,\ell}(t,q) = G_{a,b}^{2m+1,\ell}(t,q)$ because of Equation (34) with $s = 0$. Lemmas 3.3(b) and 3.4 give a sequence of bijections $\alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m+1}$:

\[
\{ (x,u) \}_{n} \overset{2m+1}{\rightarrow} \{ (x,u) \}_{n} \overset{2m+1}{\rightarrow} \{ (x,v) \}_{n} \overset{2m}{\rightarrow} \{ (x,u) \}_{n+1} = \{ (x,v) \}_{n+1} \overset{2m}{\rightarrow} \{ (x,u) \}_{n+1} \overset{2m}{\rightarrow} \{ (x,u) \}_{n+1} = \{ (x,u) \}_{n+1}.
\]

By Equation (25),

\[
\sum_{c \in \{ (x,u) \}_{n}} q^{\|c\| + \|d\| - n(x+y)} = \sum_{c \in \{ (x,v) \}_{n}} q^{\|c\| + \|d\| - n(x+y)}
\]

proving Equation (1).
proving Equation (41).

**Case VII:** $0 < \ell = a - b$, equivalently $x > y$ and $u = v$. In this case, the parity of the total number of crossings is not forced by the endpoints, so we consider the cases $r = 2m$ and $r = 2m+1$ separately. The case $r = 2m$ is proved like Case I, constructing a sequence of bijections $\alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m-1} \circ \beta_{2m}$:

\[
\{ (x,u) \}_{[y,v]}^{\geq 2m} \quad \mapsto \quad \{ (x,u) \}_{[y,v]}^{\geq 2m+1} \quad \mapsto \quad \{ (x,v) \}_{[y,u]}^{\geq 1} \quad \mapsto \quad \{ (x,v) \}_{[y,u]}^{\geq 0} \quad \mapsto \quad \{ (x,u) \}_{[y,v]}^{\geq 0} \quad \mapsto \quad \{ (x,u) \}_{[y,v]}^{n \pm m},
\]

(45)

where we use Lemma 3.2 for the left equality, and Lemmas 3.3(e) and 3.4 to compose the bijections. Equation (9) now follows using Equation (41) again.

The case $r = 2m+1$ is proved like Case IV, constructing a sequence of bijections $\alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m+1}$:

\[
\{ (x,u) \}_{[y,v]}^{\geq 2m+1} \quad \mapsto \quad \{ (x,u) \}_{[y,v]}^{\geq 2m+1} \quad \mapsto \quad \{ (x,v) \}_{[y,u]}^{\geq 1} \quad \mapsto \quad \{ (x,v) \}_{[y,u]}^{\geq 0} \quad \mapsto \quad \{ (x,v) \}_{[y,u]}^{n \pm m} \quad \mapsto \quad \{ (x,v) \}_{[y,u]}^{n \pm m}.
\]

(46)

Now we use Equation (44) and the fact that $\ell = a - b$ to prove Equation (11).

**Case VIII:** $0 > \ell = a - b$, equivalently $x < y$ and $u = v$. This case is analogous to Case VII. When $r = 2m$, we use the same sequence of bijections as in Case II,

\[
\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m-1} \circ \alpha_{2m} : \{ (x,u) \}_{[y,v]}^{\geq 2m} \mapsto \{ (x,u) \}_{[y,v]}^{\geq 2m+1} \mapsto \{ (x,v) \}_{[y,u]}^{\geq 1} \mapsto \{ (x,v) \}_{[y,u]}^{\geq 0} \mapsto \{ (x,u) \}_{[y,v]}^{n \pm m},
\]

(47)

using Lemma 3.3(f). Equation (11) now follows from Equation (42).

When $r = 2m+1$, we use the same sequence of bijections as in Case III,

\[
\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m+1} : \{ (x,u) \}_{[y,v]}^{\geq 2m+1} \mapsto \{ (x,v) \}_{[y,u]}^{\geq 1} \mapsto \{ (x,v) \}_{[y,u]}^{\geq 0} \mapsto \{ (x,u) \}_{[y,v]}^{n \pm (m+1)}.
\]

(48)

Equation (12) follows from Equation (43) after the substitution $\ell = a - b$.

**Case V:** $0 = \ell < a - b$, equivalently $x = y$ and $u < v$. We will reduce this case to Case VIII by applying an involution $\nu$ on two-rowed arrays that changes the sign of each entry, reverses each row (so that the negated entries increase from left to right), and swaps the top and the bottom rows. The map $\nu$ restricts to bijections

\[
\{ (x,u) \}_{[y,v]}^{\geq r} \quad \leftrightarrow \quad \{ (-u,-y) \}_{n^\pm k}, \quad \{ (x,v) \}_{[y,u]}^{\geq r} \quad \leftrightarrow \quad \{ (-u,-x) \}_{n^\pm k}
\]

(49)

for any $k \in \mathbb{Z}$. Additionally, in the case $k = 0$, it restricts to a bijection

\[
\{ (x,u) \}_{[y,v]}^{\geq r} \quad \leftrightarrow \quad \{ (-v,-y) \}_{n^\pm}, \quad \{ (x,v) \}_{[y,u]}^{\geq r} \quad \leftrightarrow \quad \{ (-v,-x) \}_{n^\pm},
\]

(50)

since it preserves the number of crossings; specifically, upward crossings turn into downward crossings, and vice-versa. Indeed, the two-rowed array

\[
x < c_1 < c_2 < \ldots < c_n \leq u
\]

\[
y \leq d_1 < d_2 < \ldots < d_n < v
\]

is mapped by $\nu$ to

\[
-v < -d_n < -d_{n-1} < \ldots < -d_1 \leq -y
\]

\[
-u \leq -c_n < -c_{n-1} < \ldots < -c_1 \leq -x
\]
Thus, the first array has an upward crossing at $c_i$ if and only if the second one has a downward crossing at $-c_i$, since condition (27) is equivalent to $-d_{i+1} < -c_i < -d_i$, and similarly for the other type of crossing. In terms of the corresponding lattice paths given by the encoding (50), the involution $\nu$ translates to a reflection along the line $x + y = 0$.

The conditions $x = y$ and $u < v$ are equivalent to $-v < -u$ and $-y = -x$, so we can apply the bijections from Case VIII to the set on the right-hand side of (50). When $r = 2m$, Equation (47) gives a bijection

$$\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m-1} \circ \alpha_{2m} : \{ (v,u) \}_{[y,v]}^{\geq 2m} \rightarrow \{ (v,u) \}_{[x,u]}^{\geq 2m}. $$

Conjugating by $\nu$, we get a bijection

$$\nu \circ \beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m-1} \circ \alpha_{2m} \circ \nu : \{ (x,u) \}_{[x,u]}^{\geq 2m} \rightarrow \{ (x,u) \}_{[y,v]}^{\geq 2m}. $$

that preserves the sum of the entries. Using Equation (41) with $\ell = 0$, we deduce Equation (5).

When $r = 2m + 1$, Equation (48) gives a bijection

$$\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m+1} : \{ (v,u) \}_{[y,v]}^{\geq 2m+1} \rightarrow \{ (v,u) \}_{[x,u]}^{\geq 2m+1}. $$

and conjugating by $\nu$ we get

$$\nu \circ \beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m+1} \circ \nu : \{ (x,u) \}_{[x,u]}^{\geq 2m} \rightarrow \{ (x,u) \}_{[y,v]}^{\geq 2m}. $$

Swapping the top and bottom rows and using Equation (13) with $\ell = 0$, we deduce Equation (6).

Case VI: $0 = \ell > a - b$, equivalently $x = y$ and $u > v$. By applying the map $\nu$, this case reduces to Case VII, since the conditions $x = y$ and $u > v$ are equivalent to $-v > -u$ and $-y = -x$. When $r = 2m$, conjugating the bijection (45) with $\nu$ gives a bijection

$$\nu \circ \alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m-1} \circ \beta_{2m} \circ \nu : \{ (x,u) \}_{[y,v]}^{\geq 2m} \rightarrow \{ (x,u) \}_{[y,v]}^{\geq 2m}. $$

Using Equation (12) with $\ell = 0$, we deduce Equation (7).

When $r = 2m + 1$, conjugating the bijection (46) with $\nu$ gives a bijection

$$\nu \circ \alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m+1} \circ \nu : \{ (x,u) \}_{[y,v]}^{\geq 2m+1} \rightarrow \{ (x,u) \}_{[y,v]}^{\geq 2m+1}. $$

Swapping the top and bottom rows and using Equation (14) with $\ell = 0$, we deduce Equation (8).

Case IX: $0 = \ell = a - b$, equivalently $x = y$ and $u = v$. We consider two cases according to the first step of the path. Via the bijection (30), paths in the left-hand side starting with an $N$ are encoded by two-rowed arrays $c^d \in \{ (x,u) \}_{[y,v]}^{\geq r}$ with $y < d_1$; equivalently, by $c^d \in \{ (x,u) \}_{[y,v]}^{\geq r}$. Note that replacing the lower bound $y$ with $y + 1$ does not affect the number of crossings of the array, since $c^d$ cannot have a crossing at $c_0$ in either case. Since $x < y + 1$, the conditions in Case VIII hold with $y + 1$ playing the role of $y$. Equation (17) gives a bijection

$$\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m-1} \circ \alpha_{2m} : \{ (x,u) \}_{[y+1,v]}^{\geq 2m} \rightarrow \{ (x,u) \}_{[y+1,v]}^{\geq 2m}. $$
and using Equation (24), it follows that
\[
\sum_{\ell \in \{x,u\}_{n}} q^{\|c\|+\|d\|-n(x+y)} = q^{n} \sum_{\ell \in \{x,u\}_{n}} q^{\|c\|+\|d\|-n(x+y+1)}
\]
\[
= q^{n} q^{n^2-m(m+1)} \left[\sum_{\ell \in \{x,u\}_{n}} \frac{u-x}{n-m} \frac{v-y}{n+m} \right] q^{n^2+m^2} \left[\frac{a}{n-m} \frac{a-1}{n+m}\right].
\]

(51)

Similarly, Equation (48) gives a bijection
\[
\beta_1 \circ \alpha_2 \circ \cdots \circ \beta_{2m+1} : \{x,u\}_{n}^{2m+1} \rightarrow \{x,v\}_{n+1,m}^{2m+1},
\]
and Equation (25) implies that
\[
\sum_{\ell \in \{x,u\}_{n}^{2m+1}} q^{\|c\|+\|d\|-n(x+y)} = q^{n} \sum_{\ell \in \{x,v\}_{n+1,m}^{2m+1}} q^{\|c\|+\|d\|-n(x+y+1)}
\]
\[
= q^{n} q^{n^2-(m+1)(m+1)} \left[\sum_{\ell \in \{x,u\}_{n}^{2m+1}} \frac{v-x-1}{n-m-1} \frac{u-y}{n+m+1} \right] q^{n^2+m^2} \left[\frac{a-1}{n-m} \frac{a}{n+m+1}\right].
\]

(52)

On the other hand, paths in the left-hand side of (30) starting with an \(E\) are encoded by two-rowed arrays \(\ell \in \{x,u\}_{n}^{2m+1}\) with \(y = d_1\). Let us use the notation \(\{x,u\}_{n}^{2m+1}\) for such arrays, where the double bracket indicates that the first element in the bottom row is forced to equal its lower bound.

By Lemma 3.3(g), we can use the same bijections as in Case VII, noting that the condition \(y = d_1\) is preserved when applying the maps from Lemma 3.4. For \(r = 2m\), we get a bijection
\[
\alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m-1} \circ \beta_{2m} : \{x,u\}_{n}^{2m} \rightarrow \{x,v\}_{n+1,m}^{2m},
\]
and Equation (24) implies that
\[
\sum_{\ell \in \{x,u\}_{n}^{2m}} q^{\|c\|+\|d\|-n(x+y)} = \sum_{\ell \in \{x,u\}_{n}^{2m}} q^{\|c\|+\|d\|-n(x+y+1)}
\]
\[
= \sum_{\ell \in \{x,u\}_{n}^{2m}} q^{\|c\|+\|d\|-n(x+y)} - q^n \sum_{\ell \in \{x,u\}_{n}^{2m}} q^{\|c\|+\|d\|-n(x+y+1)}
\]
\[
= q^{n^2+m^2} \left[\sum_{\ell \in \{x,u\}_{n}^{2m+1}} \frac{u-x}{n+m} \frac{v-y}{n-m} \right] q^{n^2+m^2} \left[\frac{a}{n-m} \frac{a-1}{n+m}\right]
\]
\[
= q^{n^2+m^2} \left[\sum_{\ell \in \{x,u\}_{n}^{2m+1}} \frac{a}{n+m} \frac{a}{n-m} \right] q^{n^2+m^2} \left[\frac{a}{n-m} \frac{a-1}{n+m}\right]
\]
\[
= q^{n^2+m^2} \left[\sum_{\ell \in \{x,u\}_{n}^{2m+1}} \frac{a}{n+m} \frac{a}{n-m} \right] q^{n^2+m^2} \left[\frac{a}{n-m} \frac{a-1}{n+m}\right]
\]
\[
= q^{n^2+m^2} \left[\sum_{\ell \in \{x,u\}_{n}^{2m+1}} \frac{a}{n+m} \frac{a}{n-m} \right] q^{n^2+m^2} \left[\frac{a}{n-m} \frac{a-1}{n+m}\right].
\]

(53)
Similarly, for \( r = 2m + 1 \), we get a bijection

\[
\alpha_1 \circ \beta_2 \circ \cdots \circ \alpha_{2m+1} : \left\{ \frac{(x,u)}{[y,v]} \right\}_{n+1}^{\geq 2m+1} \rightarrow \left\{ \frac{(x,v)}{[y,u]} \right\}_{n+1}^{\geq 2m+1}
\]  
(see the example in Figure 7), and Equation (25) implies that

\[
\begin{align*}
\sum_{c \in \left\{ \frac{(x,u)}{[y,v]} \right\}_{n}^{\geq 2m+1}} q^{|c| + |d| - n(x+y)} &= \sum_{c \in \left\{ \frac{(x,v)}{[y,u]} \right\}_{n+1}^{\geq 2m+1}} q^{|c| + |d| - n(x+y)} \\
&= \sum_{c \in \left\{ \frac{(x,v)}{[y,u]} \right\}_{n+1}^{\geq 2m+1}} q^{|c| + |d| - n(x+y)} - q^n \sum_{c \in \left\{ \frac{(x,v)}{[y+1,u]} \right\}_{n+1}^{\geq 2m+1}} q^{|c| + |d| - n(x+y+1)} \\
&= q^{n^2 + m(m + x - y + 1)} \left[ \frac{v - x - 1}{n + m} \right]_q \left[ \frac{u - y + 1}{n - m} \right]_q - q^n q^{n^2 + m(m + x - y)} \left[ \frac{v - x - 1}{n + m} \right]_q \left[ \frac{u - y}{n - m} \right]_q \\
&= q^{n^2 + m(m + 1)} \left[ \frac{a - 1}{n + m} \right]_q \left[ \frac{a + 1}{n - m} \right]_q - q^n q^{n^2 + m^2} q^{n - m} \left[ \frac{a}{n - m} \right]_q \\
&= q^{n^2 + m(m + 1)} \left[ \frac{a - 1}{n + m} \right]_q \left[ \frac{a}{n - m} \right]_q.
\end{align*}
\]  
(55)

\[
\begin{align*}
\{(0.7)\}_{3}^{\geq 3} &= \{(0.7)\}_{3}^{\geq 3} \oplus \{(0.7)\}_{3}^{\geq 3} \oplus \{(0.7)\}_{3}^{\geq 3} \\
0 \lessdot 3 \lessdot 6 \lessdot 7, &
0 \lessdot 3 \lessdot 6 \lessdot 7, &
0 \lessdot 3 \lessdot 6 \lessdot 7, &
0 \lessdot 3 \lessdot 6 \lessdot 7, &
0 \lessdot 3 \lessdot 6 \lessdot 7.
\end{align*}
\]

Figure 7: An example of the bijection (54), where \((x, y) = (0, 0), (u, v) = (7, 7), m = 1\) and \(n = 3\).

Adding Equations (52) and (55) to account for all paths with at least \(2m\) crossings, we get

\[
\begin{align*}
\sum_{c \in \left\{ \frac{(x,u)}{[y,v]} \right\}_{n}^{\geq 2m}} q^{|c| + |d| - n(x+y)} &= q^{n^2 + m(m + 1)} \left[ \frac{a}{n - m} \right]_q \left[ \frac{a - 1}{n + m} \right]_q + \left[ \frac{a}{n + m} \right]_q \left[ \frac{a - 1}{n - m - 1} \right]_q \\
&= q^{n^2 + m(m + 1)} \left[ \frac{a}{n + m} \right]_q \left[ \frac{a}{n - m} \right]_q \frac{q^{n - m} (1 - q^{a - n - m}) + 1 - q^{n - m}}{1 - q^a} \\
&= q^{n^2 + m(m + 1)} \frac{1 - q^{a - 2m}}{1 - q^a} \left[ \frac{a}{n + m} \right]_q \left[ \frac{a}{n - m} \right]_q,
\end{align*}
\]
which proves Equation (14). Similarly, adding Equations (52) and (55) to account for all paths with at least \(2m + 1\) crossings,
we get
\[
\sum_{\substack{c,d \in \{ [x,u], [y,v] \}_n^2 \atop \geq 2n+1}} q^{\|c\|+\|d\|-n(x+y)} = q^{n^2+m(m+1)} \left( q^{n+m+1} \left[ \frac{a}{q} \left[ \frac{a}{q} \right] \right] \right) \frac{q^{n+m+1} (1-q^{a-n+m+1}) + 1 - q^{n+m+1}}{1 - q^a} \]

which proves Equation (14).

## 4 Proofs for paths crossing each other

In this section we prove Theorem 2.2. Using the bijection (22), we will encode pairs of lattice paths as pairs of two-rowed arrays, describe crossings in this setting, and then define certain bijections on pairs of arrays.

### 4.1 Pairs of two-rowed arrays

Throughout the section, let \( x_1, y_1, x_2, y_2, u_1, v_1, u_2, v_2, k \in \mathbb{Z} \) and \( n \geq 0 \), let \( \{ \circ, \bullet \} = \{ 1, 2 \} \), and let \( A_1 = (x_1, y_1), A_2 = (x_2, y_2), B_1 = (u_1, v_1) \) and \( B_2 = (u_2, v_2) \). We consider certain sets of pairs of two-rowed arrays, for which we introduce the notation
\[
\left\{ \frac{(x_1,u_0)}{[y_1,v_0]} \left| \frac{(x_2,u_\bullet)}{[y_2,v_\bullet]} \right. \right\}_{n,k} = \bigcup_{n_1+n_2=n} \left\{ \frac{(x_1,u_0)}{[y_1,v_0]}_{n_1+k} \right\} \times \left\{ \frac{(x_2,u_\bullet)}{[y_2,v_\bullet]}_{n_2-k} \right\}.
\]

Elements of such sets are denoted by placing two two-rowed arrays side by side, namely \( c d \underset{\circ \bullet}{\bar{\circ}} f \), where \( d \in \left\{ \frac{(x_1,u_0)}{[y_1,v_0]}_{n_1} \right\} \) and \( f \in \left\{ \frac{(x_2,u_\bullet)}{[y_2,v_\bullet]}_{n_2} \right\} \), with \( n_1+n_2=n \). When \( k=0 \), the subscript \( k \) will be often omitted.

Applying the encoding (22) to each component of a pair of paths, we get a bijection
\[
\{(P,Q) \in \mathcal{P}_{A_1 \to B_0} \times \mathcal{P}_{A_2 \to B_\bullet} : \text{des}(P) + \text{des}(Q) = n \} \to \left\{ \frac{(x_1,u_0)}{[y_1,v_0]} \left| \frac{(x_2,u_\bullet)}{[y_2,v_\bullet]} \right. \right\}_{n}.
\]

See Figure 8 for an example. Suppose that condition (16) holds, and let \( z = x_1 + y_1 = x_2 + y_2 \). If \((P,Q)\) is encoded by \( d | f \), then
\[
\text{maj}(P) + \text{maj}(Q) = \sum_{i=1}^{n_1} (c_i + d_i - x_1 - y_1) + \sum_{j=1}^{n_2} (e_j + f_j - x_2 - y_2) = \|c\| + \|d\| + \|e\| + \|f\| - nz. \tag{58}
\]

Next we adapt Lemma 3.1 to enumerate the sets (56) with respect to this statistic.
Lemma 4.1. Suppose that $z = x_1 + y_1 = x_2 + y_2$. We have
\[
\sum_{n \geq 0} t^n \sum_{c, d, e \in \{(x_1, u_0) \mid (x_2, u_*) \}} \sum_{n, k} q^{||c||+||d||+||e||+||f||-nz} = q^{k+x_2-x_1} \left( \sum_{n_1 \geq 0} t^{n_1} q^{n_1(n_1+k)} \left[ u_0 - x_1 \right]_q \left[ v_0 - y_1 \right]_q \right) \left( \sum_{n_2 \geq 0} t^{n_2} q^{n_2(n_2-k)} \left[ u_* - x_2 \right]_q \left[ v_* - y_2 \right]_q \right) = f_k, A_1, A_2, B_2, B_*(t, q).
\]

Proof. Using (56), the left-hand side expression can be factored as
\[
\left( \sum_{n_1 \geq 0} t^{n_1} \sum_{c \in \{(x_1, u_0) \mid (y_1, v_0) \}} q^{||c||+||d||-n_1 z} \right) \left( \sum_{n_2 \geq 0} t^{n_2} \sum_{d \in \{(x_2, u_*) \mid (y_2, v_*) \}} q^{||d||-n_2 z} \right).
\]

For fixed $n_1$, Lemma 3.3.1(i) gives
\[
\sum_{c \in \{(x_1, u_0) \mid (y_1, v_0) \}} q^{||c||+||d||-n_1 z} = \left( \sum_{c \in \{(x_1, u_0) \mid (y_1, v_0) \}} q^{||c||} \right) \left( \sum_{d \in \{(x_2, u_*) \mid (y_2, v_*) \}} q^{||d||} \right) q^{-n_1(x_1+y_1)} = q^{n_1(n_1+k)+\binom{k}{2}+ky_1} \left[ u_0 - x_1 \right]_q \left[ v_0 - y_1 \right]_q \left[ n_1 + k \right]_q,
\]
where we used the simplification
\[
\binom{n_1 + k + 1}{2} + \binom{n_1 + k + 1}{2} + n_1x_1 + (n_1 + k)(y_1 - 1) - n_1(x_1 + y_1) = n_1(n_1 + k) + \binom{k}{2} + ky_1.
\]
Similarly,  
\[
\sum_{\begin{array}{c} \mathbf{c} \in \{x_1,u_1\}_{n_1} \\ \mathbf{d} \in \{y_1,v_1\}_{n_2-k} \end{array}} q^{||\mathbf{c}||+||\mathbf{d}||-n_2z} = q^{n_2(n_2-k)+(k+1)-ky_2} \left[ \frac{u \bullet - x_2}{n_2} \right] q^{\left[ \frac{v \bullet - y_2}{n_2-k} \right] q}.
\]  
(61)

Substituting (60) and (61) into (59) and using that \((k+1) + k(y_1 - y_2) = k(k + x_2 - x_1)\), we obtained the stated identity. 

4.2 Crossings in pairs of two-rowed arrays

Let vertex \(V_s\) be a crossing of two paths \(P\) and \(Q\), as defined in Section 2.2. We say that \(V_s\) is an upward (resp. downward) crossing of \((P, Q)\) if the step of \(P\) leaving \(V_s\) is an \(N\) (resp. \(E\)); equivalently, if the step of \(Q\) leaving \(V_s\) is an \(E\) (resp. \(N\)).

Crossings of a pair of paths can be read from their encoding (57) as a pair of two-rowed arrays. Indeed, suppose that \((P, Q)\) is encoded by \(\mathbf{c}, \mathbf{d}, \mathbf{e}\), where \(\mathbf{c} \in \{x_1,u_1\}_{n_1}\) and \(\mathbf{e} \in \{x_2,u_2\}_{n_2}\), and let \(c_0 := x_1, d_0 := y_1, c_{n_1+1} := u_0, d_{n_2+1} := u_0\), \(e_0 := x_2, f_0 := y_2, e_{n_2+1} := u_\bullet, f_{n_2+1} := u_\bullet\) by convention. For simplicity, let us assume that \(A_1 < A_2\) or \(A_1 = A_2\). Then \((P, Q)\) has an upward crossing at \((c_i, f_j)\), where \(0 \leq i \leq n_1\) and \(1 \leq j \leq n_2 + 1\), if all of the following hold:

\((i^\dagger)\) \(e_{j-1} \leq c_i < e_j\) and \(d_i \leq f_j < d_{i+1}\),

\((i^\ddagger)\) \((e_{j-1}, f_j, e_{j-2}, f_{j-2}, \ldots, e_0, f_0) <_{alt} (c_i, d_i, c_{i-1}, d_{i-1}, \ldots, c_0, d_0)\)
and \((d_i, c_{i-1}, d_{i-1}, c_{i-2}, \ldots, c_0, d_0) <_{alt} (f_j, e_{j-1}, f_{j-1}, e_{j-2}, \ldots, e_0, f_0)\),

where \(<_{alt}\) is defined recursively by \((a_1, a_2, a_3, \ldots) <_{alt} (b_1, b_2, b_3, \ldots)\) if either \(a_1 < b_1\), or \(a_1 = b_1\) and \((b_2, b_3, \ldots) <_{alt} (a_2, a_3, \ldots)\). Indeed, condition \((i^\dagger)\) states that \((c_i, f_j)\) belongs to both \(P\) and \(Q\), and that \(P\) (resp. \(Q\)) leaves this vertex with with an \(N\) (resp. \(E\)). Condition \((i^\ddagger)\) states that, if \(V_1\) is the first vertex of the maximal sequence of consecutive common vertices ending at \((c_i, f_j)\), then \(P\) (resp. \(Q\)) arrives at \(V_1\) with an \(N\) (resp. \(E\)).

Similarly, \((P, Q)\) has a downward crossing at \((e_j, d_i)\), where \(1 \leq i \leq n_1 + 1\) and \(0 \leq j \leq n_2\), if

\((i^\dagger)\) \(c_{i-1} \leq e_j < c_i\) and \(f_j \leq d_i < f_{j+1}\),

\((i^\ddagger)\) \((c_{i-1}, d_i, c_{i-2}, d_{i-2}, \ldots, c_0, d_0) <_{alt} (e_{j-1}, f_j, e_{j-2}, f_{j-2}, \ldots, e_0, f_0)\)
and \((f_j, e_{j-1}, f_{j-1}, e_{j-2}, \ldots, e_0, f_0) <_{alt} (d_i, c_{i-1}, d_{i-1}, c_{i-2}, \ldots, c_0, d_0)\).

For example, the pair of paths in Figure 8 has a downward crossing at \((c_1, d_2) = (3, 4)\). Condition \((i^\dagger)\) states that 3 ≤ 3 < 6 and 2 ≤ 4 < 5, and condition \((i^\ddagger)\) states that \((3, 2, 0, 2) <_{alt} (3, 2, 2, 0)\) and \((2, 2, 0) <_{alt} (4, 3, 2, 0, 2)\).

Next we generalize the definition of upward and downward crossings to pairs of two-rowed arrays \(\mathbf{c}, \mathbf{d}, \mathbf{e} \in \{x_1,u_1\}_{n_1} \{y_1,v_1\}_{n_1+k}\) with \(k \in \mathbb{Z}\). Suppose that \(\mathbf{c} \in \{x_1,u_1\}_{n_1} \{y_1,v_1\}_{n_1+k}\) and \(\mathbf{e} \in \{x_2,u_2\}_{n_2}\), where \(n_1 + n_2 = n\), and use the convention \(c_0 := x_1, d_0 := y_1, c_{n_1+1} := u_0, d_{n_1+k+1} := u_0, e_0 := x_2, f_0 := y_2, e_{n_2+1} := u_\bullet, f_{n_2-k+1} := u_\bullet\). Let \(m_1 = \min(n_1, n_1 + k)\) and \(m_2 = \min(n_2, n_2 - k)\). Then \(\mathbf{c}, \mathbf{d}, \mathbf{e}\) has an upward crossing at \((c_i, f_j)\) if \(0 \leq i \leq m_1\) and \(1 \leq j \leq m_2 + 1\), and conditions \((i^\dagger)\) and \((i^\ddagger)\) hold. Similarly, it has a downward crossing at \((e_j, d_i)\) if \(1 \leq i \leq m_1 + 1\) and \(0 \leq j \leq m_2\), and conditions \((i^\dagger)\) and \((i^\ddagger)\) hold.
Interpreting crossings of proof.

Lemma 4.2. is a downward crossing if $r$ alternate, with the first crossing being downward.

Using Equation (58), it follows that, if $z$ coordinate, or equivalently, by increasing $y$ coordinate, or equivalently, by increasing $y$-coordinate. As in the case of single arrays, the $r$th crossing of a pair of two-rowed arrays will always refer to the $r$th crossing in this ordering.

For $r \geq 0$, denote by $\{ (x_1,u_0), (y_1,v_0) \}_{n,k}^r$ the subset of $\{ (x_1,u_0), (y_1,v_0) \}_{n,k}$ consisting of pairs of arrays that have at least $r$ crossings. The encoding (57) restricts to a bijection

$$\{ P_{A_1 \rightarrow B_0, A_2 \rightarrow B_0} : \text{des}(P) + \text{des}(Q) = n \} \rightarrow \{ (x_1,u_0), (y_1,v_0) \}_{n,k}^r \} .$$

Using Equation (58), it follows that, if $z = x_1 + y_1 = x_2 + y_2$, then

$$H_{A_1 \rightarrow B_0, A_2 \rightarrow B_0}^r(t, q) = \sum_{n \geq 0} t^n \sum_{e \in \{ (x_1,u_0), (y_1,v_0) \}_{n,k}^r} q^{\|e\|+\|d\|+\|e\|+\|f\|-nz} .$$

To prove Theorem 2.2, we will construct bijections between $\{ (x_1,u_0), (x_2,u_0) \}_{n,k}^r$ and sets of the form $\{ (x_1,u_0), (x_2,u_1) \}_{n,k}^r$ for some $k \in \mathbb{Z}$, and then apply Lemma 4.1

**Lemma 4.2.** Let $r \geq 1$. If $A_1 \prec A_2$, then the $r$th crossing of a pair of arrays $c|e$ if $r$ is odd, and an upward crossing if $r$ is even.

**Proof.** Interpreting crossings of $c|e$ as crossings of the pair of paths $(T(c), T(e))$, which start at $A_1$ and $A_2$, respectively, the fact that $A_1 \prec A_2$ implies that downward and upward crossings must alternate, with the first crossing being downward.
For $r \geq 1$, a symbol $\uparrow$ (resp. $\downarrow$) next to the superscript $\geq r$ denotes the subset of pairs of arrays where the $r$th crossing is an upward (resp. downward) crossing. For $r = 0$, in the case $A_1 \prec A_2$, we simplify define
\[
\{(x_{u,0})(x_{2,u*})\}_{y,v}^0 \geq \{(x_{1,u})(x_{2,u*})\}_{y,v}^0 \quad \text{in this case.}
\]

Lemma 4.3. Let $m \geq 0$.

(a) If $A_1 \prec A_2$, $B_1 \prec B_2$, and $s \geq 0$, then
\[
\{(x_{1,u})(x_{2,u})\}_{y,v}^{m+1} \geq \{(x_{1,u})(x_{2,u})\}_{y,v}^0 \quad \text{in this case.}
\]

(b) If $A_1 \prec A_2$ and $B_1 = B_2$, then \[(65)\]

(c) If $A_1 = A_2 = (x, y)$, $B_1 = B_2 = (u, v)$, and $s \geq 1$, then
\[
\{(x,u)\}_{y,v}^{m+1} \geq \{(x,u)\}_{y,v}^0 \quad \text{in this case.}
\]

Proof. In each of Equations \[(65)\] and \[(66)\] for single arrays, the next lemma shows how the relative locations of the two initial points and of the two final points often force the number of crossings of a pair of two-rowed arrays to have a given parity.

Lemma 4.3. Let $m \geq 0$.

(a) If $A_1 \prec A_2$, $B_1 \prec B_2$, and $s \geq 0$, then
\[
\{(x_{1,u})(x_{2,u})\}_{y,v}^{m+1} = \{(x_{1,u})(x_{2,u})\}_{y,v}^0 \quad \text{in this case.}
\]

(b) If $A_1 \prec A_2$ and $B_1 = B_2$, then \[(65)\]

(c) If $A_1 = A_2 = (x, y)$, $B_1 = B_2 = (u, v)$, and $s \geq 1$, then
\[
\{(x,u)\}_{y,v}^{m+1} = \{(x,u)\}_{y,v}^0 \quad \text{in this case.}
\]

Proof. In each of Equations \[(65)\] and \[(66)\] for single arrays, the two outer equalities follow from Lemma 4.2 (and convention \[(64)\] in the case $m = 0$), and the left-hand side is trivially contained in the right-hand side. To prove the reverse containment, we will show that the parity of the number of crossings is forced in each case.

Let us first prove Equation \[(65)\] with the hypotheses of part (a). Let \[\{(x_{1,u})(x_{2,u})\}_{y,v}^0 \in \{(x_{1,u})(x_{2,u})\}_{y,v}^0 \quad \text{for some } n_1, n_2 \text{ summing to } n. \]

Crossings of $\{(x_{1,u})(x_{2,u})\}_{y,v}^0$ are crossings of the pair of paths $(T_{(x_{1,u})(x_{2,u})}^0, T_{(x_{1,u})(x_{2,u})}^0) \in \mathcal{P}_{A_1 \rightarrow B_2} \times \mathcal{P}_{A_2 \rightarrow B_2}$, where $B_2 = (u, d_{n+1})$ and $B_1 = (e_{n-1}, v)$. Since $d_{n+1} \leq v$ and $e_{n-1} \leq u$, the condition $B_1 \prec B_2$ implies that $B_1 \prec B_2$. Thus, since $A_1 \prec A_2$, the number of crossings of $\{(x_{1,u})(x_{2,u})\}_{y,v}^0$ must be odd, proving Equation \[(65)\] in this case.

With the hypotheses of part (b), letting $B_1 = B_2 = (u, v)$ and $s \geq 1$, the same argument yields endpoints $B_2' = (u, d_{n+1})$ and $B_1' = (e_{n-1}, v)$ with $d_{n+1} < d_{n+1} = v$ and $e_{n-1} \leq u$. Let
\( \tilde{T}(\sigma^f) \) be the path obtained by removing the run of \( E \) steps at the end of \( T(\sigma^f) \), which does not affect any crossings since \( B_2' \) is strictly below these steps. Crossings of \( \sigma | e \) \( f \) are now crossings of \( (T(\sigma^f), \tilde{T}(\sigma^f)) \) in \( \mathcal{P}_{A_1 \to B_2'} \times \mathcal{P}_{A_2 \to B_2''} \), where \( B_1'' = (e_{n_2-s}, v) \). Since \( e_{n_2-s} < e_{n_2-s+1} \leq u \), we have \( B_1'' < B_2'' \), implying again that the number of crossings of \( \sigma | e \) is odd, which proves Equation (65) also in this case.

With the hypotheses of part (c), the same argument gives a pair \( (T(\sigma^f), \tilde{T}(\sigma^f)) \) in \( \mathcal{P}_{A \to B_2'} \times \mathcal{P}_{A \to B_2''} \), where \( B_1'' < B_2'' \) as before. Suppose that \( \sigma | e \in \{ \{x,u\}, \{x,v\}, \{y,v\} \}_{n,s} \). For \( m \geq 1 \), this means that the \( 2m \)th crossing of \( (T(\sigma^f), \tilde{T}(\sigma^f)) \) is an upward crossing; for \( m = 0 \), this means that the first step where these paths disagree is an \( N \) step of \( T(\sigma^f) \) and an \( E \) step of \( \tilde{T}(\sigma^f) \). The fact that \( B_1'' < B_2'' \) forces these paths to cross, with the \( 2m + 1 \)st crossing being a downward crossing, which proves the first equality in (67).

The proof of Equation (66) is similar. Let \( \sigma | e \in \{ \{x_1,u_1\}, \{x_2,u_2\} \}_{n,s} \), so that \( \sigma | e \in \{ \{x_1,u_1\}, \{y_1,v_1\} \}_{n,s} \) and \( e \in \{ \{x_2,u_2\} \}_{n,s} \) for some \( n_1, n_2 \). Crossings of \( \sigma | e \) are crossings of \( (T(\sigma^f), \tilde{T}(\sigma^f)) \) in \( \mathcal{P}_{A_1 \to B_2'} \times \mathcal{P}_{A_2 \to B_2''} \), where \( B_1' = (c_{n_1-s+1}, v_1) \) and \( B_2' = (u_1, f_{n_2+1}) \). Since \( c_{n_1-s+1} \leq u_1 \) and \( f_{n_2+1} \leq v_1 \), the condition \( B_1 < B_2 \) implies that \( B_1' < B_2' \). Thus, if the hypothesis of part (a) hold, the number of crossings of \( \sigma | e \) must be even, proving Equation (66) in this case.

Letting now \( B_1 = B_2 = (u, v) \) and \( s \geq 1 \), we get endpoints \( B_1' = (c_{n_1-s+1}, v) \) and \( B_2' = (u_1, f_{n_2+1}) \) with \( c_{n_1-s+1} \leq u \) and \( f_{n_2+1} < v \). Removing the run of \( E \) steps at the end of \( T(\sigma^f) \), which does not affect any crossings, we obtain a pair \( (\tilde{T}(\sigma^f), T(\sigma^f)) \) in \( \mathcal{P}_{A_1 \to B_2'} \times \mathcal{P}_{A_2 \to B_2''} \), where \( B_1'' = (e_{n_2-s}, v) \). Now \( c_{n_1-s} < c_{n_1-s+1} \leq u \), and so \( B_1'' < B_2'' \), implying again that the number of crossings of \( \sigma | e \) is even. This proves Equation (66) with the hypotheses of part (b).

Finally, with the hypotheses of part (c), we obtain a pair \( (\tilde{T}(\sigma^f), T(\sigma^f)) \) in \( \mathcal{P}_{A_1 \to B_2'} \times \mathcal{P}_{A_2 \to B_2''} \), where \( B_1'' < B_2'' \). If \( \sigma | e \in \{ \{x,u\}, \{y,v\} \}_{n,s} \), the \( 2m + 1 \)st crossing of \( (\tilde{T}(\sigma^f), T(\sigma^f)) \) is a downward crossing, so the paths must cross again, and the \( 2m + 2 \)nd crossing must be an upward crossing. This proves the second equality in (67).

\[ \square \]

### 4.3 The bijections \( \gamma_r \) and \( \delta_r \)

The bijections \( \gamma_r \) and \( \delta_r \) play a similar role for pairs of two-rowed arrays as the bijections \( \alpha_r \) and \( \beta_r \) played for single arrays. They are reminiscent of the bijection \( \theta_r \) defined in [3] for pairs of paths; however, \( \gamma_r \) and \( \delta_r \) do not restrict to bijections for pairs of paths, since they change the relative lengths of the rows of the arrays.

For \( \sigma | e \in \{ \{x_1,u_1\}, \{x_2,u_2\} \}_{n,s} \), we say that an upward crossing at \((c_i, f_j)\) (resp. a downward crossing at \((e_j, d_i)\)) is proper if \( c_i \neq u_0 \) and \( f_j \neq v_0 \) (resp. \( e_j \neq u_0 \) and \( d_i \neq v_0 \)), that is, neither entry equals the upper bound for its row.

For \( r \geq 1 \), the map \( \gamma_r \) applies to pairs of two-rowed arrays \( \sigma | e \) whose \( r \)th crossing is a proper upward crossing, say at \((c_j, f_j)\), and it swaps the entries to the right of \( c_j \) in each row of the first array with the entries to the right of \( f_j \) in each row of the second array. Schematically, we have:
The fact that \((c_i, f_j)\) is a proper crossing of \(\mathcal{C}_d^{e} \mathcal{E}_f \) guarantees that \(c_{i+1}\) and \(f_{j+1}\) exist, and that \(c_i < c_{i+1}\) and \(f_j < f_{j+1}\). Condition (i\(\dagger\)) in the characterization of upward crossings implies that \(c_i < e_j, d_i < f_{j+1}, e_{j-1} < c_{i+1}\) and \(f_j < d_{i+1}\), and so the rows of the arrays in \(\gamma_r(\mathcal{C}_d^{e} \mathcal{E}_f)\) are increasing. The pair \(\gamma_r(\mathcal{C}_d^{e} \mathcal{E}_f)\) still has a crossing at \((c_i, f_j)\): condition (i\(\dagger\)) holds because \(e_{j-1} < c_i < c_{i+1}\) and \(d_i < f_j < f_{j+1}\), and condition (ii\(\dagger\)) holds because the relevant entries are not affected by \(\gamma_r\). This crossing is clearly proper, and it is the \(r\)th crossing of \(\gamma_r(\mathcal{C}_d^{e} \mathcal{E}_f)\) because the entries to the left of \(c_i\) and \(f_j\) are increasing, that is, \(f_j = \gamma_r(f_i)\). This follows that \(\gamma_r\) is an involution.

Similarly, the map \(\delta_r\) applies to pairs of two-rowed arrays \(\mathcal{C}_d^{e} \mathcal{E}_f\) whose \(r\)th crossing is a proper downward crossing, say at \((e_j, d_i)\), and it again swaps the entries to the right of \(d_i\) in the first array with the entries to the right of \(e_j\) in the second array. Schematically, we have:

\[
\begin{array}{c|c}
\begin{array}{cccc}
 x_1 & \cdots & c_{i-1} & c_i \\
y_1 & \cdots & d_i & f_j \\
\end{array}
 & \begin{array}{cccc}
 x_2 & \cdots & e_{j-1} & e_j \\
y_2 & \cdots & f_{j+1} & d_i \\
\end{array}
 \\
\end{array}
\]

\[
\begin{array}{c|c}
\begin{array}{cccc}
 x_1 & \cdots & e_{j-1} & e_j \\
y_1 & \cdots & f_{j+1} & d_i \\
\end{array}
 & \begin{array}{cccc}
 x_2 & \cdots & c_{i-1} & c_i \\
y_2 & \cdots & d_i & f_j \\
\end{array}
 \\
\end{array}
\]

The same argument shows that the rows of the arrays in \(\delta_r(\mathcal{C}_d^{e} \mathcal{E}_f)\) are increasing, that \(\delta_r(\mathcal{C}_d^{e} \mathcal{E}_f)\) still has a proper crossing at \((e_j, d_i)\), which is its \(r\)th crossing, and that the map \(\delta_r\) is an involution. In fact, if we denote by \(\varsigma\) the involution that swaps the two two-rowed arrays in a pair, that is,

\[
\varsigma(\mathcal{C}_d^{e} \mathcal{E}_f) = \mathcal{E}_f^{c} \mathcal{C}_d,
\]

then the maps \(\gamma_r\) and \(\delta_r\) are related by \(\delta_r = \varsigma \circ \gamma_r \circ \varsigma\).

If \(A_1 = A_2 = (x, y)\) and \(B_1 = B_2 = (u, v)\), we can extend the definitions of \(\gamma_r\) and \(\delta_r\) to the case \(r = 0\) as follows. Let \(\mathcal{C}_d^{e} \mathcal{E}_f \in \{(x, u) \mid (x, u) \geq 0\} \cup \{(y, v) \mid (y, v) \geq 0\}\). If the leftmost entry where \(\mathcal{C}_d^{e} \mathcal{E}_f\) differ is \(c_i < e_i\), then the vertex \((c_i, f_i)\) satisfies condition (i\(\dagger\)) from the characterization of upward crossings, since \(e_{i-1} < c_i < e_i\) and \(d_i = f_i < d_{i+1}\), even if it fails condition (ii\(\dagger\)) since \((d_i, c_{i-1}, d_{i-1}, \ldots, c_0, d_0) = (f_i, e_{i-1}, f_{i-1}, \ldots, e_0, f_0)\). If \(c_i \neq u\) and \(f_i \neq v\), we define \(\gamma_0\) by swapping the entries to the right of \(c_i\) in each row of \(\mathcal{C}_d^{e} \mathcal{E}_f\) with the entries to the right of \(f_i\) in each row of \(\mathcal{E}_f^{c} \mathcal{C}_d\), just as in the usual definition of \(\gamma_r\) if \((c_i, f_i)\) had been the \(r\)th crossing.

If the leftmost entry where \(\mathcal{C}_d^{e} \mathcal{E}_f\) differ is \(d_i > f_i\), now it is the vertex \((c_{i-1}, f_i)\) that satisfies condition (i\(\dagger\)), since \(e_{i-1} = c_{i-1} < e_i\) and \(d_{i-1} < f_i < d_i\). If \(c_{i-1} \neq u\) and \(f_i \neq v\), we define \(\gamma_0\) by swapping the entries to the right of \(c_{i-1}\) in each row of \(\mathcal{C}_d^{e} \mathcal{E}_f\) with the entries to the right of \(f_i\) in each row of \(\mathcal{E}_f^{c} \mathcal{C}_d\), just as in the definition of \(\gamma_r\) if \((c_{i-1}, f_i)\) had been the \(r\)th crossing. See the example in Figure 10.
The bijection \( \delta_0 \) can be defined analogously, or as \( \delta_0 = \varsigma \circ \gamma_0 \circ \varsigma \), but it will not be needed in the proofs.

**Lemma 4.4.** Fix \( n \geq 0, k \in \mathbb{Z} \) and \( r \geq 1 \). Suppose that either \( B_1 < B_2 \) and \( k \geq 0 \), or that \( B_1 = B_2 \). The map \( \gamma_r \) restricts to a bijection

\[
\{(x_1,u_2),(x_2,u_1)\} \overset{\gamma_r}{\longleftrightarrow} \{(x_1,u_1),(x_2,u_2)\} \quad \text{for } n,k \]

\[
\{(x_1,u_1),(x_2,u_2)\} \overset{\delta_r}{\longleftrightarrow} \{(x_1,u_2),(x_2,u_1)\} \quad \text{for } n,k,1 \]

Both \( \gamma_r \) and \( \delta_r \) preserve the sum of the entries of the pair of arrays.

Additionally, if \( A_1 = A_2 \) and \( B_1 = B_2 \), then the above statements also hold for \( r = 0 \).

**Proof.** Suppose first that \( r \geq 1 \). Let us first check that pairs of arrays in the four sets above cannot have improper crossings, and so the maps \( \gamma_r \) and \( \delta_r \) are defined. For \( \frac{c}{d_f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) \( \frac{e}{f} \), where \( h \in \mathbb{Z} \), to have an improper upward crossing at \((c_1,f_j)\), we must have either \( c_i = u_0 \), in which case \( u_0 = c_i < c_j \leq u_1 \) and \( h \geq 0 \), or \( f_j = v_1 \), in which case \( v_1 = f_j < d_i + 1 \leq v_0 \) and \( h \geq 0 \). Similarly, for \( \frac{c}{d_f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) \( \frac{e}{f} \), to have an improper downward crossing at \((e_j,d_i)\), we must have either \( e_j = v_1 \), in which case \( v_1 = e_j < c_i \leq u_0 \) and \( h \leq 0 \), or \( d_i = v_0 \), in which case \( v_0 = d_i < f_j + 1 \leq v_1 \) and \( h \leq 0 \).

If \( \frac{c}{d_f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) and has an improper upward (resp. downward) crossing, the previous paragraph forces \( u_2 < u_1 \) or \( v_2 < v_1 \), contradicting the hypothesis that \( B_1 < B_2 \) or \( B_1 = B_2 \). If \( \frac{c}{d_f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) has an improper upward crossing and the right-hand side instead, the forced inequalities \( u_1 < u_2 \) or \( v_1 < v_2 \) hold when \( B_1 < B_2 \), but the requirement on \( h \) states that \( k + 1 \leq 0 \), contradicting the hypothesis that \( k \geq 0 \) in this case.

Having already seen that \( \gamma_r \) and \( \delta_r \) are involutions preserving the first \( r \) crossings and preserving the sum of the entries, it remains to describe their images when restricted to the above sets. Let \( \frac{c}{d_f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) and \( \frac{e}{f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) for some \( n_1,n_2 \) summing to \( n \), and \( h \in \mathbb{Z} \). If the \( r \)th crossing of \( \frac{c}{d_f} \) \( \in \{(x_1,u_0),(x_2,u_1)\} \) is an upward crossing at \((c_1,f_j)\), then

\[
\gamma_r(c|d_f) \in \{(x_1,u_0)_{n_2-i-1-j+1},(x_2,u_0)_{n_2-h-i+j+1}\} \times \{(x_2,u_0)_{n_1-i-j+1},(x_2,u_0)_{n_1-h-i+j}\} \subseteq \{(x_1,u_0),(x_2,u_0)\} \quad \text{for } n_1,n_2 \text{ summing to } n, \quad \text{and } h \in \mathbb{Z}.
\]
When \( h \in \{ k, -k - 1 \} \), then \(-h - 1\) equals the other element in the set, so this argument works in both directions.

Similarly, if \( \frac{|c|}{d} \) is in one of the sets in (70) and its \( r \)th crossing is a downward crossing at \((e_j, d_i)\), then

\[
\delta_r(\frac{|c|}{d}) \in \{ (x_{1,u}^0 | y_{1,v}^0)_{n_2-h-i-j} \} \times \{ (x_{2,u}^1 | y_{2,v}^1)_{n_3-h-i-j} \} \subseteq \{ (x_{1,u}^0 | y_{1,v}^0)_{n_3-h-i-j} \} \times \{ (x_{2,u}^1 | y_{2,v}^1)_{n_3-h-i-j} \}
\]

When \( h \in \{ -k, k + 1 \} \), then \(-h + 1\) equals the other element in the set.

Finally, in the case that \( A_1 = A_2 \) and \( B_1 = B_2 \), a similar argument shows that the maps \( \gamma_0 \) and \( \delta_0 \) are defined and they are bijections between the stated sets.

\[ \square \]

4.4 Proof of Theorem 2.2

The proof is divided into four cases according to which endpoints of the paths coincide. In each case, we determine \( H_{A_1 \rightarrow B_2, A_2 \rightarrow B_1}^{\geq m}(t, q) \) by first using Equation (63) to write it as a sum over pairs of two-rowed arrays. Then we repeatedly apply the maps from Lemma 4.3 to construct bijections between \( \{ (x_{1,u}^0 | x_{2,u}^1) \} \) and certain sets of pairs of two-rowed arrays with no requirement on the number of crossings, and finally we use Lemma 4.1 to obtain the desired expressions. Again, the cases are labeled as in [3] for consistency.

**Case 1:** endpoints \( A_1 \prec A_2 \) and \( B_1 \prec B_2 \). If \( P \in \mathcal{P}_{A_1 \rightarrow B_2} \) and \( Q \in \mathcal{P}_{A_2 \rightarrow B_1} \), the relative position of the endpoints forces \( \chi(P, Q) \) to be odd, which proves the first equality in Equation (17). Using Lemmas 4.3 and 4.3, we construct a sequence of bijections \( \delta_1 \circ \gamma_2 \circ \cdots \circ \delta_{2m-1} \circ \gamma_{2m} \):

\[
\{ (x_{1,u}^0 | x_{2,u}^1) \}_{n} \geq 2m^+ \Rightarrow \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,0} \xrightarrow{\gamma_2} \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,1} \xrightarrow{\delta_2} \cdots \xrightarrow{\gamma_{2m-2}} \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m} \xrightarrow{\delta_{2m-1}} \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m+1} = \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m+1},
\]

where the last equality comes from (63). See Figure 11 for an example. Since these bijections preserve the sum of the entries of the arrays, Equation (63) and Lemma 4.1 give

\[
H_{A_1 \rightarrow B_2, A_2 \rightarrow B_1}^{\geq m}(t, q) = \sum_{n \geq 0} c^n \sum_{\frac{|c|}{d} \in \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m}} q^{\|c\|+\|d\|+\|e\|+\|f\|} f_{2m,A_1,A_2,B_2}(t, q),
\]

proving Equation (17).

Similarly, if \( P \in \mathcal{P}_{A_1 \rightarrow B_1} \) and \( Q \in \mathcal{P}_{A_2 \rightarrow B_2} \), then \( \chi(P, Q) \) must be even, which proves the first equality in Equation (18). In this case, we construct a sequence of bijections \( \delta_1 \circ \gamma_2 \circ \cdots \circ \delta_{2m+1} \):

\[
\{ (x_{1,u}^0 | x_{2,u}^1) \}_{n} \geq 2m + 1 \Rightarrow \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,0} \xrightarrow{\gamma_2} \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,1} \xrightarrow{\delta_2} \cdots \xrightarrow{\gamma_{2m}} \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m} \xrightarrow{\delta_{2m-1}} \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m+1} = \{ (x_{1,u}^0 | x_{2,u}^1) \}_{n,2m+1},
\]

Proving Equation (18).
Equation (63) and Lemma 4.1 now give

\[
\frac{\{0,10\} \times (2,8)}{[2,7] \times [0,8]} \geq 6_0^2 = \frac{\{0,10\} \times (2,8)}{[2,7] \times [0,8]} \geq 6_{10}^{2^+} \quad \gamma_1 \quad \frac{\{0,8\} \times (2,10)}{[2,8] \times [0,7]} \geq 6_{-1}^{2^+} = \frac{\{0,8\} \times (2,10)}{[2,8] \times [0,7]} \geq 6_{-1}^{1^+}
\]

\[
0 < 3 < 6 < 10 \quad 2 < 3 < 4 < 7 < 8 < 10 \quad 0 < 3 < 6 < 7 < 8 < 8 \quad 2 < 3 < 4 < 10
\]

\[
2 \leq 2 < 6 \leq 7 < 8 \quad 2 \leq 2 < 4 < 7 < 8 \quad 2 \leq 2 < 5 < 7 \quad 0 \leq 2 < 7 < 8
\]

\[
\delta_1 \quad \frac{\{0,10\} \times (2,8)}{[2,7] \times [0,8]} \geq 6_{2}^{1^+} = \frac{\{0,10\} \times (2,8)}{[2,7] \times [0,8]} \geq 6_{2}^{1^+}
\]

\[
0 < 3 < 4 \leq 10 \quad 2 \leq 3 < 5 < 6 \leq 7 \quad 2 < 3 < 6 < 7 \leq 8 \quad 0 \leq 2 < 7 < 8
\]

\[
\sum_{n \geq 0} q\|c\|+\|d\|+\|e\|+\|f\|−n_z = f_{2m+1, A_1, A_2, B_1}(t, q),
\]

proving Equation (18).  

**Case 3:** endpoints $A_1 \prec A_2$ and $B$. If $P \in \mathcal{P}_{A_1→B}$ and $Q \in \mathcal{P}_{A_2→B}$, the parity of $\chi(P, Q)$ is no longer forced by the endpoints, so we consider two cases. When $r = 2m$ for some $m \geq 1$, the $r$th crossing is an upward crossing by Lemma 4.2 and Lemmas 4.3 and 4.4 give a sequence of bijections $\delta_1 \circ \gamma_2 \circ \ldots \circ \delta_{2m-1} \circ \gamma_{2m}$:

\[
\frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \gamma_2m \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \gamma_2m \quad \delta_{2m-1} \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \gamma_2m \quad \gamma_2m \quad \delta_1 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m
\]

using again (63). Equation (63) and Lemma 4.1 give

\[
\sum_{n \geq 0} q\|c\|+\|d\|+\|e\|+\|f\|−n_z = f_{2m, A_1, A_2, B, B}(t, q),
\]

proving Equation (20) for even $r$.  

When $r = 2m + 1$ for some $m \geq 0$, the $r$th crossing is a downward crossing by Lemma 4.2 and we get a sequence of bijections $\delta_1 \circ \gamma_2 \circ \ldots \circ \delta_{2m+1}$:

\[
\frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \delta_{2m+1} \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \gamma_{2m} \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \delta_2m \quad \delta_1 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m
\]

Figure 11: An example of the bijection (71), where $m = 1$ and $n = 6$.  

Equation (63) and Lemma 4.1 now give

\[
H_{A_1,B_1,B_1,B_2}(t, q) = \sum_{n \geq 0} q\|c\|+\|d\|+\|e\|+\|f\|−n_z = f_{2m, A_1, A_2, B, B}(t, q),
\]

proving Equation (20) for even $r$.  

When $r = 2m + 1$ for some $m \geq 0$, the $r$th crossing is a downward crossing by Lemma 4.2 and we get a sequence of bijections $\delta_1 \circ \gamma_2 \circ \ldots \circ \delta_{2m+1}$:

\[
\frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \delta_{2m+1} \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \gamma_{2m} \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m \quad \delta_2m \quad \delta_1 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_1, v]} \geq 2 \quad \frac{\{x_1, u\} \times \{x_2, u\}}{[y_2, v]} \geq 2m
\]
from where
\[
H_{A_1 \to B_1, A_2 \to B_2}(t, q) = \sum_{n \geq 0} t^n \sum_{\mathbf{e} \mid \mathbf{d} \in \{x_1, x_2\}} \sum_{\mathbf{d} \mid \mathbf{f} \in \{y_1, y_2\}} q^{\|\mathbf{e}\| + \|\mathbf{d}\| + \|\mathbf{f}\| - n \cdot z} = f_{r+1, A, A, B, B_1}(t, q),
\]
proving Equation (20) for odd \(r\).

**Case 2:** endpoints \(A\) and \(B_1 \prec B_2\). We will reduce this case to Case 3 by applying the involution \(\nu\), defined above Equation (49), componentwise to each of the two-rowed arrays in a pair. With some abuse of notation, we also denote this map on pairs of two-rowed arrays by \(\nu\). It restricts to a bijection
\[
\left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n,k} \leftrightarrow \nu \left\{\begin{array}{ll}
\{-v_1, -y\} & \{-v_2, -y\} \\
\{-u_1, -x\} & \{-u_2, -x\}
\end{array}\right\}_{n,-k}
\]
for any \(k \in \mathbb{Z}\). In the case \(k = 0\), translating \(\nu\) into a map on pairs of paths via the encoding (57) yields the involution that reflects each path along the line \(x + y = 0\). In particular, it preserves the number of crossings, so it restricts to a bijection
\[
\left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n} \overset{r}{\leftrightarrow} \nu \left\{\begin{array}{ll}
\{-v_1, -y\} & \{-v_2, -y\} \\
\{-u_1, -x\} & \{-u_2, -x\}
\end{array}\right\}_{n}.
\]
(74)
The hypothesis \((u_1, v_1) \prec (u_2, v_2)\) implies that the initial points of the reflected paths satisfy \((-v_1, -u_1) \prec (-v_2, -u_2)\), whereas the final point is the same for both paths, namely \((-y, -x)\). This allows us to apply Case 3.

When \(r = 2m\), Equation (72) gives a bijection
\[
\delta_1 \circ \gamma_2 \circ \cdots \circ \delta_{2m-1} \circ \gamma_{2m} : \left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n}^{\geq 2m} \to \left\{\begin{array}{ll}
\{-v_1, -y\} & \{-v_2, -y\} \\
\{-u_1, -x\} & \{-u_2, -x\}
\end{array}\right\}_{n,2m}.
\]
Conjugating by \(\nu\) and composing with the map \(\varsigma\) from Equation (68) yields a bijection
\[
\varsigma \circ \nu \circ \delta_1 \circ \gamma_2 \circ \cdots \circ \delta_{2m-1} \circ \gamma_{2m} \circ \nu : \left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n}^{\geq r} \to \left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n,2m}.
\]
that preserves the sum of the entries. Similarly, when \(r = 2m + 1\), conjugating the bijection (73) with \(\nu\) and composing with \(\varsigma\) produces a bijection
\[
\varsigma \circ \nu \circ \delta_1 \circ \gamma_2 \circ \cdots \circ \delta_{2m+1} \circ \nu : \left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n}^{\geq 2m + 1} \to \left\{\begin{array}{ll}
\{x, u_1\} & \{x, u_2\} \\
y, v_1 & y, v_2
\end{array}\right\}_{n,2m+1}.
\]
In both cases, using Equation (63) and Lemma 4.1, we get
\[
H_{r, A \to B, B \to A}(t, q) = \sum_{n \geq 0} t^n \sum_{\mathbf{e} \mid \mathbf{d} \in \{x, u_1\}} \sum_{\mathbf{d} \mid \mathbf{f} \in \{y, v_1\}} q^{\|\mathbf{e}\| + \|\mathbf{d}\| + \|\mathbf{f}\| - n \cdot z} = f_{r, A, A, B, B_1}(t, q),
\]
proving Equation (19).

**Case 4:** endpoints \(A\) and \(B\). The map \(\varsigma\) from Equation (68) restricts to a bijection
\[
\left\{\begin{array}{ll}
\{x, u\} & \{x, u\} \\
y, v & y, v
\end{array}\right\}_{n,k}^{\geq r} \leftrightarrow \varsigma \left\{\begin{array}{ll}
\{x, u\} & \{x, u\} \\
y, v & y, v
\end{array}\right\}_{n,-k}^{\geq r}.
\]
(31)
for any \( r \geq 0 \) and \( k \in \mathbb{Z} \). For \( r \geq 1 \), we also have
\[
\{ (x,u) \mid (x,u) \geq r \}_n \{ (y,v) \mid (y,v) \} = \{ (x,u) \mid (x,u) \geq r \} \cup \{ (x,u) \mid (x,u) \geq r \} \{ (y,v) \mid (y,v) \}_n ,
\]
and so Equation (63) gives
\[
H_{A \rightarrow B, A \rightarrow B}^{\geq r}(t, q) = 2 \sum_{n \geq 0} t^n \sum_{c \mid e \in \{ (x,u) \mid (x,u) \geq r \}} q^{||c|| + ||d|| + ||e|| + ||f||} - n z \tag{75}
\]
\[
= 2 \sum_{n \geq 0} t^n \sum_{c \mid e \in \{ (x,u) \mid (x,u) \geq r \}} q^{||c|| + ||d|| + ||e|| + ||f||} - n z . \tag{76}
\]

Our next goal is to prove that
\[
H_{A \rightarrow B, A \rightarrow B}^{\geq r}(t, q) + H_{A \rightarrow B, A \rightarrow B}^{\geq r + 1}(t, q) = 2f_{r+1, A, A, B, B}(t, q) \tag{77}
\]
for all \( r \geq 1 \).

For arrays with at least \( r = 2m \) crossings, Lemmas 4.3 and 4.4 give bijections \( \delta_1 \circ \gamma_2 \cdots \circ \delta_{2m-1} \circ \gamma_{2m} \):
\[
\{ (x,u) \mid (x,u) \geq 2m \}_n \{ (y,v) \mid (y,v) \} \xrightarrow{\gamma_{2m}} \{ (x,u) \mid (x,u) \geq 2m \} \{ (y,v) \mid (y,v) \} \xrightarrow{\gamma_{2m-1}} \cdots \xrightarrow{\delta_1} \{ (x,u) \mid (x,u) \geq 1 \} \{ (y,v) \mid (y,v) \} \xrightarrow{\gamma_2} \{ (x,u) \mid (x,u) \geq 1 \} \{ (y,v) \mid (y,v) \} . \tag{78}
\]

Similarly, for arrays with at least \( r = 2m + 1 \) crossings, we get bijections \( \delta_1 \circ \gamma_2 \circ \cdots \circ \delta_{2m-1} \circ \gamma_{2m} \circ \delta_{2m+1} \):
\[
\{ (x,u) \mid (x,u) \geq 2m + 1 \}_n \{ (y,v) \mid (y,v) \} \xrightarrow{\delta_{2m+1}} \{ (x,u) \mid (x,u) \geq 2m + 1 \} \{ (y,v) \mid (y,v) \} \xrightarrow{\gamma_{2m}} \cdots \xrightarrow{\delta_1} \{ (x,u) \mid (x,u) \geq 1 \} \{ (y,v) \mid (y,v) \} \xrightarrow{\gamma_2} \{ (x,u) \mid (x,u) \geq 1 \} \{ (y,v) \mid (y,v) \} . \tag{79}
\]

In both cases, we can compose these bijections with \( \varsigma \circ \gamma_0 \):
\[
\{ (x,u) \mid (x,u) \geq 0 \}_n \xrightarrow{\gamma_0} \{ (x,u) \mid (x,u) \geq 0 \} \xrightarrow{\varsigma} \{ (x,u) \mid (x,u) \geq 0 \} . \tag{80}
\]

Composing (78) with (80), where \( r = 2m \), and using Equation (75), we get
\[
H_{A \rightarrow B, A \rightarrow B}^{\geq 2m}(t, q) = 2 \sum_{n \geq 0} t^n \sum_{c \mid e \in \{ (x,u) \mid (x,u) \geq 0 \}} q^{||c|| + ||d|| + ||e|| + ||f||} - n z \tag{81}
\]
for \( m \geq 1 \). Similarly, the bijection (79) and Equation (76), where \( r = 2m + 1 \), give
\[
H_{A \rightarrow B, A \rightarrow B}^{\geq 2m + 1}(t, q) = 2 \sum_{n \geq 0} t^n \sum_{c \mid e \in \{ (x,u) \mid (x,u) \geq 0 \}} q^{||c|| + ||d|| + ||e|| + ||f||} - n z . \tag{82}
\]
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Adding the last two equations, using the fact that
\[
\left\{ (x,u) \mid (x,u) \geq 0 \right\}_{n,k} \cup \left\{ (x,u) \mid (x,u) \geq 0 \right\}_{n,k} = \left\{ (x,u) \mid (x,u) \geq 0 \right\}_{n,k}
\]
for all \( k \neq 0 \), and applying Lemma 4.1, we obtain a proof of Equation (74) for \( r = 2m \).

On the other hand, composing (79) (with \( m - 1 \) playing the role of \( m \)) with (80) (with \( r = 2m - 1 \)) and using Equation (76), we get
\[
H_{A \rightarrow B, A \rightarrow B}^{2m-1}(t, q) = 2 \sum_{n \geq 0} t^n \sum_{\{c,d,e,f\} \in \left\{ (x,u) \mid (x,u) \geq 0 \right\}_{n,2m}} q^{||c||+||d||+||e||+||f||-nz}
\]
for \( m \geq 1 \). Similarly, the bijection (78) and Equation (75), where \( r = 2m \), give
\[
H_{A \rightarrow B, A \rightarrow B}^{2m}(t, q) = 2 \sum_{n \geq 0} t^n \sum_{\{c,d,e,f\} \in \left\{ (x,u) \mid (x,u) \geq 0 \right\}_{n,2m}} q^{||c||+||d||+||e||+||f||-nz}.
\]

Adding the last two equations and applying Lemma 4.1, we obtain a proof of Equation (77) for \( r = 2m - 1 \).

Solving Equation (77) for \( H_{A \rightarrow B, A \rightarrow B}^{2r}(t, q) \) and iterating, we obtain
\[
H_{A \rightarrow B, A \rightarrow B}^{2r}(t, q) = 2 \left( f_{r+1,A,A,B,B}(t, q) - f_{r+2,A,A,B,B}(t, q) + f_{r+3,A,A,B,B}(t, q) - \cdots \right)
\]
which proves Equation (21) for \( r \geq 1 \). The case \( r = 0 \) follows immediately from Equation (63) and Lemma 4.1.
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