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Abstract. The task of automatic text summarization has gained a lot of traction due to the recent advancements in machine learning techniques. However, evaluating the quality of a generated summary remains to be an open problem. The literature has widely adopted Recall-Oriented Understudy for Gisting Evaluation (ROUGE) as the standard evaluation metric for summarization. However, ROUGE has some long-established limitations; a major one being its dependence on the availability of good quality reference summary. In this work, we propose the metric WIDAR which in addition to utilizing the reference summary uses also the input document in order to evaluate the quality of the generated summary. The proposed metric is versatile, since it is designed to adapt the evaluation score according to the quality of the reference summary. The proposed metric correlates better than ROUGE by 26%, 76%, 82%, and 15%, respectively, in coherence, consistency, fluency, and relevance on human judgement scores provided in the SummEval dataset. The proposed metric is able to obtain comparable results with other state-of-the-art metrics while requiring a relatively short computational time.
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1 Introduction

Accessibility of internet has led to massive increase in content available to a user, making it difficult to obtain the required information. This seemingly perpetual growth of information necessitates the need for automatic text summarization tools. Text summarization can be described as the task of generating fluent and human readable summary while preserving the essence of the original text documents. Evaluation of these automatically generated summaries has been actively explored by the research community for over 5 decades [8]. Since then, various attempts have been made to quantify the effectiveness of the summarization systems; however the evaluation task still remains an open problem till this day.

The most widely adopted evaluation metric for text summarization in the community is Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [25] which is mainly based on the n-gram overlap between the generated summary and reference summary. However, ROUGE’s dependency on a good quality reference summary is one of its biggest drawbacks. Fabbri et al. [10] highlighted

* means equal contribution.

³ Implementation for WIDAR can be found at - https://github.com/Raghav10j/WIDAR
the inconsistency in quality of some reference summaries in the CNN/DailyMail dataset [26] by describing the summaries consisting of clickbaits instead of being truthful and informative with respect to the input article (refer to Fig. 1). Kryscinski et al. [21] also reported this issue of reference summaries containing irrelevant information such as links to other articles or factual inconsistency in the Newsroom dataset [14]. Even if a reference summary is of satisfactory quality, it is highly unlikely that it is the only acceptable summary of that document as different people tend to produce different summaries for the same document [2734]. Therefore, all the above-mentioned claims imply that sole dependence on reference summary for an evaluation metric is not optimal. Therefore, we propose an evaluation metric that also considers an input source document while evaluating the quality of its summary.

| Input Document 1: | Reference Summary: | Generated Summary: |
|-------------------|--------------------|--------------------|
| Last week she was barely showing - but Demelza Poldark is now the proud mother to the show’s latest addition. Within ten minutes of tomorrow night’s episode, fans will see Aidan Turner’s dashing Ross Poldark gaze lovingly at his new baby daughter. As Sunday night’s latest heartthrob, women across the country have voiced their longing to settle down with the brooding Cornish gentleman - but unfortunately it seems as if his heart is well and truly off the market. Scroll down for video Last week she was barely showing - but Demelza Poldark is now the proud mother to the show’s latest addition He may have married his ......... | SPOILER ALERT: Maid gives birth to baby on Sunday’s episode. Only announced she was pregnant with Poldark’s baby last week. | demelza poldark is now the proud mother to the show’s latest addition . fans will see aidan turner’s dashing ross poldark gaze lovingly at his new baby daughter . sunday night’s latest heartthrob , women across the country have voiced their longing to settle down with the brooding cornish gentleman . |

| Input Document 2: | Reference Summary: | Generated Summary: |
|-------------------|--------------------|--------------------|
| Eight Iranian border guards have been killed in clashes with militants near the border with Pakistan, Iranian state media reported. Three of the militants were killed by Iranian forces in the fighting Monday in the southeastern town of Negur, the state-run news agency IRNA reported. The news agency cited Ali Asghar Mirshekari, the deputy governor of Iran’s Sistan-Baluchestan province, who said the militants crossed into the country from Pakistan. Iranian officials ......... | The Pakistani government says its security agencies are investigating. A group believed to be based in Pakistan’s Balochistan province claims responsibility. | three of the militants were killed by iranian forces in the southeastern town of negur . a militant group called jaish al adal claimed responsibility for the attack . jaish al adal has also claimed responsibility for attacks on iranian territory . |

Fig. 1: Examples from DailyMail/CNN dataset [26] where ground truth is unsatisfactory either due to clickbaits (Eg.-1), or information incompleteness (Eg.-2).

In order to design an evaluation metric, it is important to study what comprises of a good summary. Ideally, a summary must be coherent, non-redundant, fluent, consistent and relevant to the input article [6]. Using these characteristics, recent works have attempted to quantify and compare the performance of existing evaluation metrics [1110]. These works highlight the limitations of existing metrics and offer various resources for conducting further research on the evaluation task. One such work is the SummEval dataset [10] that provides human annotation scores for - coherence, consistency, fluency and relevance.
In this paper, we propose an evaluation metric WIDAR (Weighted Input Document Augmented ROUGE) in an attempt to overcome the above-mentioned limitations of ROUGE (refer to Fig. 2). The proposed metric utilizes the reference summary and input document to measure the quality of a generated summary. WIDAR introduces the idea of weighted ROUGE that relies on weighting sentences in reference summary based on information coverage and redundancy within the summary. Through experiments, we illustrate that WIDAR is able to outperform ROUGE by a large margin, and is able to obtain comparable results with other state-of-the-art metrics while requiring relatively short computational time.

2 Related Works

The approaches to text summarization can be broadly classified into two categories, extractive methods [22,35,29] and abstractive methods [43,81,16]. Summarization research today has expanded into more complex problems like multi-lingual summarization [15,36], multi-modal summarization [17,18,19,20], across-time summarization [7] etc.

Numerous evaluation metrics have been proposed to assess summarization systems. Some of them are based on text matching between predicted summary and reference summary such as Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [25], ParaEval [46], ROUGE 2.0 [11], Metric for Evaluation of Translation with Explicit ORdering (METEOR) [24], Bilingual Evaluation Understudy (BLEU) score [30], Character n-gram F-score (CHRF) [33], Consensus-based Image Description Evaluation (CIDEr) [43] etc. There are also evaluation metrics that try to capture semantic similarity including word embeddings based techniques such as Word Mover similarity (WMS) [23], Mover-Score [45], Sentence Mover Similarity (SMS) [3], ROUGE-WE [28], ELMo-m [41], automated pyramid metric [31] and graph based techniques such as graph based ROUGE (ROUGE-G) [39] and AUTOmatic SUMMary Evaluation based on N-gram Graphs (AutoSummENG) [13]. Other than these, there are also model based learned metrics such as Supervised Summarization Scorer (S$^3$) [32], BERTScore [44], NeuralTD [2], Support Vector Regression (SVR) [30] and question answering based metrics such as Answering Performance for Evaluation of Summaries (APES) [9] and Semantic QA [8]. In unsupervised settings where evaluation is carried out on the basis of input document rather than depending
on a reference summary, SummaQA [37], summarization evaluation with pseudo references and BERT (SUPERT) [12] and BLANC [42] are some of the most recent and state-of-the-art metrics.

3 WIDAR Evaluation Metric

We propose WIDAR (Weighted Input Document Augmented ROUGE), an evaluation metric that utilizes both reference summary (R) and input document (D) to judge the quality of a generated summary (S). For better understanding, we divide our approach into two steps: 1) calculation of Weighted ROUGE (Section 3.1), and 2) combination of Weighted ROUGE with similarity score computed between generated summary and input document to obtain WIDAR (Section 3.2). Table 1 lists the notations used in the remainder of this paper.

Table 1: Notation of each variable and its corresponding meaning.

| Notation Meaning          |
|---------------------------|
| D                         | input document          |
| R                         | reference summary       |
| S                         | generated summary       |
| d_i                       | i_th input document’s sentence |
| r_i                       | i_th input reference summary’s sentence |
| s_i                       | i_th input generated summary’s sentence |
| w cov,i                   | coverage weight assigned to i_th generated summary sentence |
| w red,i                   | redundancy weight assigned to i_th generated summary sentence |
| w_i                       | overall weight assigned to i_th generated summary sentence |

3.1 Weighted ROUGE

As discussed in Section [4] ROUGE is highly dependent on the quality of reference summary to perform effectively. However, in real world scenarios, high quality of reference summary is not assured. Therefore, we introduce two special weights for each reference summary sentence to penalize/reward the quality of information present in this sentence. Each reference summary sentence r_i is assigned two scores: 1) Coverage weight (w cov,i) - based on the input document information that is covered by r_i, and 2) Redundancy weight (w red,i) - based on the uniqueness of information presented by r_i in the reference summary. We use Algorithm 1 to compute the redundancy weights and coverage weights for all sentences in the reference summary. We then obtain the overall weight \( w_i \) for r_i by computing the average of w cov,i and w red,i.

\[
  w_i = \frac{(w_{cov,i} + w_{red,i})}{2} \times |R| \tag{1}
\]

4 Here \( \theta_1 \) and \( \theta_2 \) are ROUGE-L thresholds for coverage and redundancy respectively.

5 We multiply the final weights by the number of sentences in the reference summary |R| to ensure that the sum of weights remains the same as in plain ROUGE, i.e., \( \sum_i w_i = |R| \).
Algorithm 1: Calculating the coverage and redundancy weights.

Input: $R = \{r_i\}$, $D = \{d_i\}$
Output: $W_{cov} = \{w_{cov}\}$, $W_{red} = \{w_{red}\}$

$W_{cov}, W_{red} \leftarrow \text{emptyList}$

for $r_i$ in $R$ do
    $w_{cov} = 0$
    for $d_j$ in $D$ do
        if $\text{ROUGE-L}^r (r_i, d_j) \geq \theta_1$ then
            $w_{cov} += 1$
        end
    end
    $W_{cov} \leftarrow w_{cov} / |D|$
end

for $r_i$ in $R$ do
    $w_{red} = 0$
    for $r_j$ in $R$ do
        if $r_i \neq r_j$ & $\text{ROUGE-L}^r (r_i, r_j) \geq \theta_2$ then
            $w_{red} += 1$
        end
    end
    $W_{red} \leftarrow 1 - (w_{red} / |R|)$
end

We propose sentence-level ROUGE (ROUGE-$N_{SL}$) and sentence-level ROUGE-L (ROUGE-$L_{SL}$), variations of ROUGE in order to incorporate the sentence-level redundancy and coverage weights (Eq. 1), respectively.

Sentence-level ROUGE-N: Typically, ROUGE-$N$ measures the number of overlapping $n$-grams between the reference summary and the generated summary. However, to compute the sentence-level ROUGE-$N$ ($\text{ROUGE}-N_{SL}^r$) we take into account sentence level $n$-grams for the overlap count, viz. we discard the bridge $n$-grams (that share words from two or more sentences) \(^6\). We use the following equations to measure the precision ($\text{ROUGE}-N_{SL}^r$), recall ($\text{ROUGE}-N_{SL}^p$), and f-score ($\text{ROUGE}-N_{SL}^f$), respectively.

\[
\text{ROUGE}-N_{SL}^r = \frac{\sum_{s-gram_i} \sum_{r-gram_j} \text{count}(s-gram_i, r-gram_j)}{\sum_{r-gram_j} |r-gram_j|}
\] (2)

\[
\text{ROUGE}-N_{SL}^p = \frac{\sum_{s-gram_i} \sum_{r-gram_j} \text{count}(s-gram_i, r-gram_j)}{\sum_{s-gram_j} |s-gram_j|}
\] (3)

\[
\text{ROUGE}-N_{SL}^f = \frac{2 \times (\text{ROUGE}-N_{SL}^r) \times (\text{ROUGE}-N_{SL}^p)}{(\text{ROUGE}-N_{SL}^r) + (\text{ROUGE}-N_{SL}^p)}
\] (4)

where \(s-gram_i\) and \(r-gram_j\) denote the sentence-level $n$-grams for $i^{th}$ sentence in the generated summary and in the reference summary, respectively; \(\text{count}(s-gram_i, r-gram_j)\).

\(^6\) Note that ROUGE-1 and ROUGE-1$_{SL}$ denote the same metrics.
\( r \)-gram \(_i\) calculates the number of overlapping n-grams in \( s \)-gram \(_i\) and \( r \)-gram \(_i\), and \(|.|\) denotes the cardinality of a set. Sentence-level ROUGE-L: ROUGE-L computes the longest common sub-sequence of words between the generated summary and the reference summary. Sentence-level ROUGE-L (ROUGE-L\(_{SL}\)) is computed as follows:

\[
ROUGE-L_{SL}^r = \frac{\sum_{r_i \in R} \text{UnionLCS}(r_i, S)}{|R|} \quad (5)
\]

\[
ROUGE-L_{SL}^p = \frac{\sum_{r_i \in R} \text{UnionLCS}(r_i, S)}{|S|} \quad (6)
\]

\[
ROUGE-L_{SL}^f = 2 \times \frac{(ROUGE-L_{SL}^r) \times (ROUGE-L_{SL}^p)}{(ROUGE-L_{SL}^r) + (ROUGE-L_{SL}^p)} \quad (7)
\]

where \( \text{UnionLCS}(r_i, S) \) is the union of the longest common sub-sequence computed between a reference summary sentence \((r_i \in R)\) and each sentence of generated summary \((s_i \in S)\), and \(|R|\) and \(|S|\) denote the number of sentences in reference summary and generated summary, respectively.

We integrate into these sentence-level ROUGE metrics the weights (Eq. 1) to obtain Weighted ROUGE-N (ROUGE-N\(_W\)) and Weighted ROUGE-L (ROUGE-L\(_W\)) scores. ROUGE-N\(_W\) is obtained by multiplying \(w_i\) in each summation term in Eqs. 2 to 4, and ROUGE-L\(_W\) is obtained by multiplying \(w_i\) in each summation term in Eqs. 5 to 7.

### 3.2 Combining Weighted ROUGE with Input Document Similarity

**Input Document Similarity Score (IDSS)** We incorporate information overlap of generated summary with input document to make the proposed metric more robust and applicable to the real-world situations where the quality of reference summary might be sometimes inadequate. For simplicity, we use ROUGE-L F-score as the similarity measure, because it performed better than other ROUGE variants in our experiments (refer to Section 4.3). Therefore,

\[
IDSS = ROUGE-L^f(S, D) \quad (8)
\]

The last step of the evaluation process is to combine the ROUGE\(_W\) and IDSS scores in such a way that the final score retains the individual characteristic of both the individual scores. We define \(\text{WIDAR}\) as follow:

\[
\text{WIDAR}^K_X = (1 - \lambda) \times IDSS + \lambda \times ROUGE-K_X \quad (9)
\]

where \(x \in \{r, p, f\}\) and \(K \in \{1, 2, L\}\); \(\lambda\) is a hyper-parameter directly proportional to the quality of coverage in reference summary.\(^7\)

\(^7\) \(\lambda\) is a fixed hyper-parameter, which is set to 0.5 in our final experiments. We attempted to make \(\lambda\) a data-driven parameter by setting \(\lambda = \max(w_{cov})\) or \(\lambda = \text{mean}(w_{cov})\), but this setting was not able to outperform the fixed \(\lambda = 0.5\) value (refer to Section 4.3).
4 Experiments

4.1 Dataset

For all the experiments conducted in this work, we have used the SummEval dataset [10]. It contains the summaries generated by 23 recent summarization models trained on CNN/DailyMail dataset [26]. The dataset contains human annotation scores for 16 generated summaries of 100 source news articles giving us 1600 summary-text pairs. Each summary is annotated by 3 experts and 5 crowd-source annotators to evaluate the quality of a summary on a range of 1-5 across 4 different characteristics: 1) Coherence: measures the quality of smooth transition between different summary sentences such that sentences are not completely unrelated or completely same, 2) Consistency: measures the factual correctness of summary with respect to input document, 3) Fluency: measures the grammatical correctness and readability of sentences, 4) Relevance: measures the ability of a summary to capture important and relevant information from the input document. Apart from human annotation scores, 11 reference summaries for each example, and evaluation scores for generated summaries across different evaluation metrics are also made available in the dataset repository [8].

4.2 Evaluation of Evaluation Metric

In order to measure the performance of the proposed evaluation metric, we calculate the correlation between the scores of that metric and the average annotation scores for each characteristic of each summary for 1600 summary-text examples provided in the SummEval dataset [10] (described in Section 4.1). We have used the average of expert annotation scores for our experiments because of the inconsistency between expert and crowd-source scores reported by Fabbri et al. [10]. We use the Kendall’s tau correlation coefficient as the correlation metric in our experiments. Kendall’s tau correlation between two sequences \(X = \{x_i\}\) and \(Y = \{y_i\}\) is defined as follows:

\[
\tau = \frac{C - D}{C + D}
\]

(10)

where \(C\) is the number of all those pairs that are concordant and \(D\) is the number of all those pairs that are discordant in sequences, \(X\) and \(Y\).

4.3 Experimental Settings

In this section, we discuss various hyperparameters used in the proposed methodology, along with the tuning experiments carried out to justify them [9].

Weighted sum of IDSS and ROUGE\(_W\) (\(\lambda\)): \(\lambda\) is used to get the weighted sum of information overlap of the generated summary with the input document (IDSS) and the reference summary (ROUGE\(_W\)). We attempted to investigate the optimal value of \(\lambda\) using a data-driven technique. To be more precise, since \(\lambda\)

---

[8] https://github.com/Yale-LILY/SummEval

[9] All the hyperparameter tuning experiments were performed using ROUGE-L\(_f\) unless stated otherwise.
indicates the balance between the degree of attention given to the input document and the reference summary, we hypothesize that making $\lambda$ adapt to the information shared in reference summary and input document should give us better performance since the higher the overlap, the better the quality of summary, and the higher the $\lambda$ should be. Hence we perform two different experiments with $\lambda = \max(w_{cov_i})$ and $\lambda = \text{mean}(w_{cov_i})$. To compare performance of a fixed $\lambda$ value with the defined data-driven strategy, we plot performance of the proposed technique with fixed values of $\lambda \in \{0.0, 0.1, 0.2, ..., 1.0\}$ (see Fig. 3). Even though both of these $\lambda$ defining strategies outperform the baseline metric ROUGE, we notice that the $d$ value of $\lambda = 0.5$ is able to outperform these data-driven strategies as well as most of the fixed $\lambda$ values.

**Fig. 3**: Correlation plots of WIDAR with human judgement scores (from SummEval dataset [10]) for different $\lambda$ values.

Thresholds for $w_{cov_i}$ and $w_{red_i}$: $\theta_1$ and $\theta_2$ are the hyperparameters used in the calculation of coverage weights ($w_{cov_i}$) and redundancy weights ($w_{red_i}$) (Algorithm 1), respectively. To obtain the optimal range of these hyperparameters; we first performed an individual search for both $\theta_1$ and $\theta_2$ (see Fig 4). As per these experiments, $\theta_1 = 0.0$ or 0.1 and $\theta_2 = 0.4$ yielded the best results when analyzed individually. However, on further experimentation, it was found that the best performance was obtained at $\theta_1 = 0.1$ and $\theta_2 = 0.3$.

It was also noticed that $\lambda = \text{mean}(W_{cov})$ outperforms $\lambda = \max(W_{cov})$ in fluency and consistency; while the opposite happens for coherence and relevance. The reason for this can be explained by the fact that $\text{mean}(W_{cov}) < \max(W_{cov})$; therefore the $\lambda = \text{mean}(W_{cov})$ variation always gives more weight to the input document similarity, giving higher fluency and consistency scores because input document consists of all the informationally rich and grammatically correct sentences.
Fig. 4: Correlation plots of WIDAR with human judgement scores (from SummEval dataset [10]) with varying $\theta_1$ values (on left) and $\theta_2$ (on right) values.

Similarity function for IDSS: In order to find the most suitable similarity function to compute the information overlap between input document and generated summary, we performed an isolated experiment where correlation coefficient of similarity function candidates was computed with the human judgement scores (Table 2). ROUGE-$L^f$ score was the best performing model, and hence chosen as the similarity function.

| IDSS   | Coherence | Consistency | Fluency | Relevance |
|--------|-----------|-------------|---------|-----------|
| ROUGE-1$^r$ | 0.033     | 0.101       | 0.050   | 0.123     |
| ROUGE-1$^f$ | 0.035     | 0.108       | 0.055   | 0.117     |
| ROUGE-2$^r$ | 0.066     | 0.183       | 0.111   | 0.149     |
| ROUGE-2$^f$ | 0.072     | 0.194       | 0.118   | 0.153     |
| ROUGE-$L^r$ | 0.088     | 0.187       | 0.112   | 0.158     |
| ROUGE-$L^f$ | 0.097     | 0.202       | 0.122   | 0.164     |

5 Results and Discussions

We evaluate the performance of our metric with other state-of-the-art techniques using correlation coefficient described in Section 4.2. Table 3 lists the correlation of WIDAR and other state-of-the-art metric scores available in SummEval with human judgement scores [12]. These scores illustrate the superiority of WIDAR over its predecessor, ROUGE, by a wide margin in all the three variants.

It can be deduced from the results that we need a way to combine these scores to better evaluate the performance of each metric, since a metric like SMS [5] performs well in aspects like consistency and fluency, yet it gives mediocre performance in coherence and relevance. Therefore, we also provide the average of these four scores in an attempt to ascertain the overall performance of each metric. We find out that all three variants of WIDAR are able to perform satisfactory, as they appear as 2nd, 3rd and 4th in the overall rankings; as opposed to their ROUGE counter-parts that end up in the middle-bottom section of the rankings.

$^{11}$ In case a metric has more than one variation, the version that corresponds to $f$-score was used.

$^{12}$ All the reported metrics in Table 3 have been computed in a multi-reference setting using 11 reference summaries per generated summary.
Table 3: Evaluation of the proposed metric WIDAR against other state-of-the-art methods using Kendall’s Tau correlation coefficient over human judgement scores of individual summary components described in SummEval dataset [10]. Average denotes the average score over coherence, consistency, fluency and relevance. (.) denotes the rank of metric for the corresponding column.

| Metric       | Coherence | Consistency | Fluency | Relevance | Average |
|--------------|-----------|-------------|---------|-----------|---------|
| **Text matching-based metrics** |            |             |         |           |         |
| ROUGE-1 [25] | 0.137     | 0.111       | 0.067   | 0.228     | 0.135   |
| ROUGE-2 [25] | 0.110     | 0.107       | 0.054   | 0.184     | 0.113   |
| ROUGE-L [25] | 0.109     | 0.090       | 0.067   | 0.216     | 0.120   |
| BLEU [50]    | 0.119     | 0.126       | 0.104   | 0.185     | 0.133   |
| METEOR [24]  | 0.112     | 0.118       | 0.079   | 0.210     | 0.129   |
| CHRF [33]    | 0.168     | 0.121       | 0.086   | 0.242     | 0.154   |
| CIDEr [43]   | -0.003    | 0.006       | 0.037   | -0.019    | 0.005   |
| **Embedding-based metrics** |            |             |         |           |         |
| MoverScore [45] | 0.154 | 0.134       | 0.117   | 0.224     | 0.157   |
| SMS [5]      | 0.144     | 0.188       | 0.133   | 0.177     | 0.160   |
| ROUGE-WWE [28] | 0.087  | 0.065       | 0.012   | 0.176     | 0.085   |
| **Model-based metrics** |            |             |         |           |         |
| BERTScore [32] | 0.126 | 0.121       | 0.113   | 0.213     | 0.143   |
| S3 [32]      | 0.166     | 0.113       | 0.044   | 0.227     | 0.125   |
| BLANC [42]   | 0.084     | 0.181       | 0.099   | 0.168     | 0.133   |
| SUPERT [12]  | 0.130     | 0.259       | 0.167   | 0.204     | 0.190   |
| SummaQA [37] | 0.062     | 0.128       | 0.101   | 0.107     | 0.099   |
| **Proposed Metric** |            |             |         |           |         |
| WIDAR1       | 0.160     | 0.178       | 0.114   | 0.254     | 0.176   |
| WIDAR2       | 0.138     | 0.188       | 0.108   | 0.221     | 0.163   |
| WIDARL       | 0.149     | 0.176       | 0.119   | 0.250     | 0.167   |

The fact that SUPERT [12] is a model-based metric that evaluates the quality of a summary by taking as input the generated summary and the input document might be the reason for it having high correlation scores with consistency and fluency. Since input document comprises of grammatically correct and factually rich sentences, high performances on fluency and consistency are to be expected. CHRF [33] and S3 [32] on the other-hand perform well in coherence and relevance; which can be somewhat credited to their evaluation strategy that computes information overlap between generated summary and reference summary. Since reference summary contains only the most significant information from the input document put together in a presentable manner, it results in high relevance and coherence scores. We believe that since WIDAR uses information overlap of generated summary with both the input document and the reference summary efficiently, it performs optimally in all the four characteristics.

5.1 Computational Time Analysis

Table 4 shows the comparison of computational time taken by WIDAR with respect to 5 state-of-the-art models or embedding based metrics computed using a single reference summary. The experiment is conducted for 100 randomly chosen
summaries for all the metrics\textsuperscript{13}. It is noticed that WIDAR takes about 0.6% of the computational time as compared to the average time taken by all these 5 metrics, while giving similar performance.

Table 4: Computation time taken by WIDAR and various model-based metrics.

| Metric         | Time-taken |
|----------------|------------|
| BLANC \textsuperscript{12} | 1076.35 s  |
| SUPERT \textsuperscript{12} | 30.40 s    |
| MoverScore \textsuperscript{12} | 37.60 s    |
| BERTScore \textsuperscript{14} | 1410.37 s  |
| SummaQA \textsuperscript{37} | 910.26 s   |
| Average        | 692.99 s   |
| WIDAR\textsubscript{L}    | 3.96 s     |

Table 5: Ablation Study.

| Metric | Coherence | Consistency | Fluency | Relevance |
|--------|-----------|-------------|---------|-----------|
| WIDAR\textsubscript{L} | 0.149 | 0.176 | 0.119 | 0.250 |
| ROUGE-L\textsubscript{W} | 0.129 | 0.108 | 0.083 | 0.239 |
| −\textsubscript{W}_{red} | 0.105 | 0.075 | 0.064 | 0.201 |
| −\textsubscript{W}_{cos} | 0.119 | 0.115 | 0.087 | 0.218 |
| ROUGE-L\textsubscript{SL} | 0.102 | 0.087 | 0.062 | 0.204 |
| ROUGE-L | 0.109 | 0.090 | 0.067 | 0.216 |
| IDSS | 0.097 | 0.202 | 0.122 | 0.164 |

5.2 Ablation Study

WIDAR comprises of two key-components: (1) weighted ROUGE (ROUGE\textsubscript{W}) between reference summary and generated summary and (2) similarity overlap (IDSS) between input document and generated summary. In order to establish the necessity of both of these components, we conduct an ablation study. When we consider only ROUGE-L\textsubscript{W}, we notice a major drop in correlation with consistency (38%) and fluency (30%) (refer to the top two rows in Table 5). We reason that consistency being the measure of factual correctness in the summary justifies the decrease in consistency scores. An argument can be made regarding fluency that since WIDAR is effectively a string-matching based technique; the input document usually comprises of sentences which are more grammatically sound than ones in reference summary \textsuperscript{10,21} could explain the drop in fluency scores. This argument can be further bolstered when comparing the correlation scores obtained for ROUGE-L and IDSS. IDSS uses ROUGE-L to compute information overlap between generated summary and input document, and ROUGE-L is used to compute information overlap between generated summary and reference summary. We can see that IDSS outperforms ROUGE-L in consistency (by 124%) and fluency (by 82%), supporting the previously mentioned argument.

If we remove \textsubscript{W}_{red} from weighted ROUGE, we observe drops in coherence (by 18%) and relevance (by 15%) as expected; but we also observe that without

\textsuperscript{13} This experiment was conducted on a Tyrone machine with Intel’s Xeon W-2155 Processor having 196 Gb DDR4 RAM and 11 Gb Nvidia 1080Ti GPU. GPU was only used for BLANC, SUPERT, BERTScore and SummaQA evaluation metrics.
these redundancy weights, correlation with consistency and fluency also drop by 30% and 22%, respectively. Removing $W_{\text{cov}}$ however yields mixed results in an isolated setting. Yet, together with $W_{\text{red}}$, the weighted ROUGE is able to outperform the sentence-level baseline. This can be noticed from the relevance scores in Table 5. ROUGE-L$_{\text{SL}}$ attains 0.204 score, while adding $W_{\text{red}}$ yields an increase to 0.218 (shown in row $-W_{\text{cov}}$) and adding $W_{\text{cov}}$ drops the score to 0.201 (shown in row $-W_{\text{red}}$). However, combining these two to obtain ROUGE-L$_{\text{W}}$ attains 0.239 score, better than in the case of the individual components.

5.3 Study of Human Judgement Scores

To analyze how humans have perceived these four characteristics of a summary, we compute and study the Kendall’s Tau correlation coefficient between them. The results (refer to Table 6) revealed that coherence and relevance are moderately correlated, while other characteristic pairs do not yield any significant correlation score. This high correlation between coherence and relevance can be attributed to the fact that both relevance and coherence are related to non-redundancy. Coherence explicitly captures the non-redundancy in a summary, since a coherent summary must not have high information overlap across the sentences. Relevance on the other hand implicitly captures the notion of non-redundancy, since a summary that is highly relevant will cover up a major portion of input document, which is not achievable for a redundant summary. This reasoning can also be backed by the results from the ablation study (refer to Table 5), where removing the redundancy weight ($W_{\text{red}}$) from weighted ROUGE affects both the relevance and the coherence scores, implying that humans directly or indirectly consider redundancy of sentences within summary while providing these scores.

Table 6: Kendall’s Taus correlation between various summary characteristics.

|         | Coherence | Consistency | Fluency | Relevance |
|---------|-----------|-------------|---------|-----------|
| Coherence | 1.00      | 0.25        | 0.27    | 0.53      |
| Consistency | 0.25      | 1.00        | 0.38    | 0.27      |
| Fluency  | 0.27      | 0.38        | 1.00    | 0.23      |
| Relevance | 0.53      | 0.27        | 0.23    | 1.00      |

6 Conclusion

We propose a novel evaluation metric WIDAR that utilizes both input document and reference summary to estimate the quality of the generated summary. We discuss why metrics like ROUGE, METEOR, BLUE etc. that solely depend on reference summary for evaluation do not perform well in real-world situations. We illustrate how the proposed metric is able to outperform its predecessor, ROUGE, by a large margin, and is also able to achieve performance comparable to huge model-based metrics like BERTScore, S3, SUPERT etc. We also perform an ablation study to establish the necessity of each component in the proposed metric. We believe that the community needs computationally fast and lightweight metrics like WIDAR that can work well in real-world situations.
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