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Abstract: There is growing interest on the topic of Sexual Violence (SV) perpetrated by community samples; movements, as the Me Too, have triggered such focus. Researching the validity of core SV measures is now fundamental. Accordingly, this study aimed to assess the structure of the Portuguese version of the Sexually Aggressive Behaviors Scale (SABS-PT) while testing for measurement invariance across gender. The SABS-PT was tested among a sample of 2540 Portuguese college students (48.5% males and 51.5% females). All participants identified as heterosexual, and their ages ranged between 18 and 39 years old. To assess the construct validity and test for measurement invariance across gender, single and multigroup Confirmatory Factor Analyses were performed. Results support the internal consistency and convergent/discriminant validity of the SABS-PT in relation to external variables. Overall, the findings suggest a good fit of data to the model. The partial scalar invariance of the measurement was obtained and further analyses on latent means differences indicated that men scored higher on SV compared to women. The SABS-PT may constitute a useful instrument for screening sexual initiation by aggressive means and associated risk factors and may play an important role as an outcome measure in programs preventing sexual violence.
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1. Introduction

1.1. Sexual Violence in Community Samples

Sexual violence (SV) covers a wide range of behaviors of a sexual nature and a plurality of contexts in which it can occur. Overall, SV can be defined as nonconsensual sexual acts [1,2]. It is important to stress that such behaviors are not limited to the perpetration of rape, as that represents the extreme of a wide spectrum of sexually aggressive behaviors. Behaviors of attempted nonconsensual sexual contact or abusive sexual contact (e.g., unwanted touching), and of non-contact sexual abuse (e.g., verbal sexual harassment) are also included in the definition of sexual violence [1].

SV as committed by men is a very well-known phenomenon, as literature places increasing evidence of this type of violence perpetrated by men against women. Data reveals that men’s sexual violence against women occurs across the whole globe, both in developed (e.g., [3–5]) and developing countries (e.g., [6–8]). In fact, the World Health Organization estimates that more than 31% of women worldwide have experienced either
physical or sexual partner violence and that 6% of women worldwide have experienced non-partner sexual assault [9].

When it comes to men, several studies reveal high rates of self-reported perpetration of SV. In one study conducted with young college men, approximately 32% of participants reported perpetrating at least one type of sexually aggressive behavior. Among these men, the most serious type of sexual aggression reported was forced sexual contact (5.4%), the engagement in sexual intercourse by verbal coercion (17.2%), and completed or attempted rape (9.6%) [10]. Additionally, 48% had engaged in one type, 22% had engaged in two types, and 30% had engaged in three or more types of sexual aggression [10].

In another study conducted with a Portuguese sample of male college students, 52.6% of participants reported having attempted sexual interaction using aggressive means [11]. More specifically, 87.7% of those men resorted to the use of sexual coercion (e.g., verbal pressure), 41.4% engaged in sexual abuse/use of power (e.g., inducing intoxication), and 7.4% used physical force (actual use of force or weapons) [11].

In addition to evidence on SV perpetrated by men against women, high prevalence rates of perpetration of SV have also been found among women. A similar investigation conducted with a Portuguese sample of female college students [12] revealed that 32.7% of women reported initiating sexual intercourse by using sexually aggressive strategies against men. More precisely, 72.3% reported to have engaged in strategies of sexual coercion, 46.5% reported to have resorted to sexually abusive behaviors, and 13.1% reported the use of physical force. In fact, SV as perpetrated by women against men is becoming as equally noticeable as SV perpetrated by men against women. Studies with college students have revealed self-reported victimization rates of 34% for women and varied from 28% to 31% for men. Overall, men and women appear to engage in various forms of SV in the same way.

1.2. Risk Factors

Research on perpetrators of SV has aimed to identify risk factors that underpin such behavior. Existing data on sexual offenders highlights the interpersonal deficits that characterize these individuals [11,13,14]. Intimacy deficits, such as conflicts in intimate relationships, were found to be a predictor of sexual recidivism in a meta-analysis [15]. Therefore, it can be considered that the difficulty to establish and maintain intimate relationships can leave individuals prone to the perpetration of sexually aggressive behaviors.

Regarding the characterization of perpetrators at an individual level, the literature reveals that a wide range of personality characteristics are associated with SV. Research conducted with college students revealed that psychopathic personality traits (such as self-centered impulsivity) were predictors of positive attitudes toward sexually predatory behaviors in both college men and women [16]. Additionally, in a meta-analysis regarding risk factors for SV, Mann and colleagues [17] identified some personality characteristics (such as offense-supportive attitudes, lack of emotionally intimate relationships, impulsivity, recklessness, and hostility) as risk factors for recidivism. This information adds to previous research that has shown psychopathic personality traits (e.g., hostility, aggressiveness, manipulativeness, erratic lifestyle, and antisocial behavior) are associated with sexually aggressive behaviors among both male and female samples (e.g., [11,18–21]).

Additionally, within this regard, an investigation with a sample of college men [21] revealed a significant and positive association between psychopathy and rape myth acceptance (RMA). Rape myths were defined in 1980 by Burt [22] as prejudiced, stereotyped, or false beliefs about rape, rape victims, and rapists. These myths most commonly serve to deny and justify male sexual assault against women [23]. Literature also provides evidence that RMA is higher among perpetrators of sexual aggression than non-perpetrators (e.g., [21,24]). Consequently, RMA seems to be a risk factor for sexual violence (e.g., [25]). Even though most research about rape myths has been conducted with a focus on male offenders, literature on female criminal samples recognizes the endorsement of a distorted cognitive style about the sexual offenses and the victims as a motivational factor for SV [26,27]. Moreover, in 2016 Bouffard and colleagues [18] have found that rape myth
acceptance was significantly correlated with self-reported use of past sexual coercion in a sample of female college students. In fact, a very recent meta-analysis has found a moderate relationship between sexual coercion perpetration and RMA that is both consistent across gender and persistent over time, reinforcing RMA’s role as a risk factor for sexual coercion perpetration [28].

1.3. This Study

In all, the topic of SV, whether that is perpetrated by men or by women, is of paramount interest. However, researching SV as committed by community/non-criminal samples requires a set of measures capturing sexual violence dynamics at the community level, and particularly among young adults who are believed to be an at-risk population regarding SV perpetration [29]. Accordingly, this investigation seeks to determine the psychometric properties of the Sexually Aggressive Behaviors Scale in a sample of Portuguese male college students. The Sexually Aggressive Behavior Scale was firstly designed to assess sexually aggressive behaviors as committed by women, given the lack of measures available for the study of female sexual offending behavior, particularly in community/non-criminal samples. The authors adapted the 13-item Sexual Experience Survey developed by Koss and Oros in 1982 [30], which is a gold standard measure in the field, changing the original items’ gender specificity from the man as the initiator to the woman as the initiator of sexual offending behavior. Additionally, other changes were made, such as considering the respondent as an initiator of sexual contact; including behaviors other than sexual intercourse (e.g., kissing and fondling), and the addition of questions regarding the context of sexual behaviors (e.g., while someone was intoxicated) and motivations (e.g., to retaliate or to hurt someone else) [31]. The SABS consists of 26 items addressing the initiation of sexual contact through distinct behaviors that ranged from arousing someone to encouraging intoxication or using physical force. Items 1–6 and 11–18 (which relate to sexual contact with mutual consent, simple seduction, or attempts at arousal) are theoretically considered non-relevant items used to conceal the critical items. On the other hand, the measure’s critical items address three different dimensions of sexually aggressive behaviors by questioning how many times they had ever initiated sexual contact for each motive or by engaging in each behavior: sexual coercion (five items, e.g., “you pressured with verbal arguments”), sexual abuse (four items, e.g., “by getting your partner intoxicated”) and use of physical force (three items, e.g., “by using physical force”). Although the author suggested the measure integrates these three factors (sexual coercion, sexual abuse, and physical force), the acceptable internal consistency of the scale was established for the unifactorial model [31]. Within this regard, and despite the SABS was originally created to capture women’s sexual initiation by aggressive means, that scale has been considered in the context of male sexual violence as well (e.g., [11,32]). Thus, there is a need to evaluate the psychometric properties of the SABS with men, as well as to assess measurement invariance across gender. Indeed, evidence on gender invariance can highlight if sexual perpetration by community samples stands similar across male and female gender, and ultimately it may help to refine research strategies as well as the design of prevention actions.

This research proposed to investigate the psychometric properties of the SABS with a sample of male college students, using a confirmatory factor analysis and exploring the one-factor solution previously proposed by Rosa and colleagues [33]. This one-factor solution has not been studied with males and so, before it can be used to assess sexually aggressive behaviors as committed by men against a reluctant partner, there must be evidence that such behaviors are being assessed properly. The current study advanced on previous works by investigating the measurement invariance of the SABS across gender. In addition, the validity evidence in relation to external variables, namely the perception of intimacy, psychopathic traits, and rape myths, was also explored. We expected that the one-factor solution fits the sample of male college students, and that this model would be invariant across gender. Concerning the construct validity and considering the aforementioned literature, the SABS scores were expected to associate positively with rape myths,
psychopathic traits, and poor relationship validation, and negatively with communication and openness to outward.

2. Materials and Methods
2.1. Participants and Procedures

The sample of this study consisted of 2540 heterosexual Portuguese college students. From those, 1232 were males and 1308 were females. The participants age ranged between 18 and 39 (M = 22.80; SD = 4.60). Most participants were attending undergraduate courses (n = 1947; 76.65%). Additionally, most of the sample reported being single (n = 1722; 67.80%) and to have one current sexual partner (n = 1806; 71.10%). The average age of the participants at their first sexual intercourse experience was 17 years old (M = 17.28; SD = 2.06).

The present study was approved by the Ethics Committee of Lusófona University (School of Psychology and Life Sciences). The study was advertised through all the Portuguese universities’ mailing lists and social networks, between February 2019 and March 2020. To participate in the investigation, individuals reported their informed consent and then proceeded to complete an online survey. The survey included questions regarding sociodemographic data (such as age, gender, relationship status, and college year) and the translated and adapted items from the following measures: Sexually Aggressive Behaviors Scale (SABS); Rape Myths Scale (RMS); Youth Psychopathic Traits Inventory—Short Version (YPI-S); and the Personal Assessment of Intimacy in Relationships Scale (PAIR). None of the items has been modified. The participants did not receive any incentives for participating in the study.

2.2. Measures
2.2.1. Sexually Aggressive Behaviors Scale

The SABS is a self-report measure, consisting of 26 items that assess lifelong use of sexually aggressive behaviors (SABS; [31]). As previously mentioned, this scale was first developed aiming the perpetration of such behaviors by community women (i.e., from the general population) against men. It was then adapted to address men as perpetrators against women. The measure contains 12 critical items addressing three different dimensions of sexually aggressive behaviors: sexual coercion (e.g., “How many times have you attempted to have sexual contact with a man by threatening to end your relationship?”); sexual abuse (e.g., “How many times have you attempted to have sexual contact with a man by using your position of power or authority?”); and physical force (e.g., “How many times have you attempted to have sexual contact with a man by threatening her with a weapon?”). In each item, participants are questioned about how many times they had ever initiated sexual contact for each motive or by engaging in each behavior. Then, the responses to the items are scored dichotomously either as (1) when a behavior occurred and (0) when the behavior did not occur. The remaining 14 items (1–6 and 11–18) are considered non-theoretically relevant items used to conceal the critical items, since their content refers either to sexual contact with mutual consent, simple seduction or attempts at arousal, or reasons for behaviors that were not part of the analysis. Finally, the scores for sexual aggression are calculated by adding up the scores obtained on the items that correspond to the different behaviors. The face validity of the SABS was originally established with a KR-20 of 0.75. The SABS was previously translated and adapted for use within the Portuguese context and conceptual, item and semantic equivalence were established (see [33]). Psychometric properties of the SABS-PT were also established in a previous investigation with a female sample [33]. The one-factor 10-item version of SABS-PT established with that same female sample was used for the present study. The results of the analysis for the current sample will be further presented in the destined section.
2.2.2. Rape Myths Scale

The RMS aims to evaluate the acceptance of stereotypical and prejudicial beliefs regarding rape (RMS; [34]). It consists of 30 self-report items regarding different beliefs (e.g., “Most of the times, offenders are unknown to the victims”), and the respondents are asked to express their agreement with each statement. Answers are given accordingly to a five-point scale, ranging from 1 = strongly disagree and 5 = strongly agree.

The original version of the scale revealed a high internal consistency (α = 0.91) and one factor solution [34]. In the current study, internal consistency was 0.95.

2.2.3. Youth Psychopathic Traits Inventory—Short Version

The YPI-S contains 18 items addressing psychopathic traits such as grandiosity-manipulative (i.e., interpersonal dimension; e.g., “When I need to, I use my smile and my charm to use others”), callous-unemotional (i.e., affective dimension; e.g., “I don’t let my feelings affect me as much as other people’s feelings seem to affect them”), and impulsive-irresponsible (i.e., behavioral dimension; e.g., “It often happens that I do things without thinking ahead”) (YPI-S; [35]). The respondents are asked to express their position regarding each statement, with the answers ranging from “0 = Does not apply at all” to “4 = Applies very well”. The items are then scored accordingly to that four-point Likert scale. The psychometric properties of the YPI-S have been established within both community and forensic youth samples (e.g., [36,37]) and with adult samples (e.g., [38]), presenting good internal consistency. The alphas in the current study were 0.78 for the grandiosity/manipulative; 0.82 for the callous-unemotional and 0.72 for the impulsive-irresponsible dimensions.

2.2.4. Personal Assessment of Intimacy in Relationships Scale

The PAIR scale was designed to assess the perception of intimacy in relationships. This measure is composed by 36 self-report items that address personal validation (i.e., validation/acceptance by the partner; e.g., “I feel neglected at times by my partner”), communication (i.e., expressing opinions, feelings, and desires within the relationship; e.g., “My partner can really understand my hurts and joys”), and openness to outward (i.e., sharing time with the outgroup; e.g., “Many of my partner’s closest friends are also my closest friends”) (PAIR; [39]). Internal reliability and factor structure were established for the original version [39]. Regarding the Portuguese version of the PAIR, the obtained values ranged from 0.71 to 0.92 suggesting good internal consistency [40]. For the present sample, the Cronbach alphas were as follows: 0.94 for personal validation, 0.88 for communication, and 0.56 for openness.

2.3. Data Preparation and Statistical Analysis

Firstly, descriptive statistics (frequencies and percentages) were computed for each item of the SABS for gender and total sample. No missing data was found, as all survey questions were mandatory.

Second, we examined the construct validity of the SABS-PT through a Confirmatory Factor Analysis (CFA) with a total sample of 2540 volunteers. Considering that SABS-PT items are dichotomous, the weighted least square mean and variance adjusted estimator (WLSMV) with THETA parameterization was used to examine the fit of the single-factor structure [33] for the total sample. Our sample showed an adequate size as we guaranteed a subject–to-item ratio of >20 [41]. To evaluate the overall fit of the factor structure four indices were chosen: (a) the Chi-Square (χ²) statistic; (b) the Comparative Fit Index (CFI; [42]); (c) the Tucker-Lewis index (TLI; [42]); and (d) the root mean square error of approximation (RMSEA; [43]). The following criteria were used as cutoffs for good fit: a non-significant Chi-Square (χ²) statistic, CFI and TLI > 0.90 (with >0.95 being ideal), and RMSEA < 0.08 (with <0.05 being ideal; [44]). MIs were examined to determine necessary changes to the factor structure.
Third, convergent validity was assessed at individual item and construct level based on two criteria: (a) the factor loadings should be statistically significant ($p < 0.05$) and (b) average variance extracted (AVE) of the construct should be above the recommended cutoff of 0.50 [45]. AVE was manually computed following the guidelines by Fornell and Larcker [46]. Afterwards, Pearson’s correlations were performed to test the association between the SABS, rape myths, and psychopathic traits. Additionally, discriminant validity was assessed through the association between the SABS score and the perception of intimacy in relationships. In these statistical procedures, a significance level of 0.05 was set.

Fourth, a Multigroup Confirmatory Factor Analysis (MG-CFA) was performed to test its measurement invariance across gender on a set of nested models, which is a mandatory condition when one aims to make valid and meaningful comparisons among groups [47]. For this purpose, a baseline model for each group was determined considering the robust statistics (WLSMV) including a probit link and the THETA parameterization was used to estimate all models. We followed Vandenberg and Lance’s [48] recommendations for testing measurement invariance with progressively restrictive stages. Nested model comparisons were conducted using the DIFFTEST procedure [49]. Invariance was tested for configural, metric and scalar. According to Cheung and Rensvold [50] recommendations, two models were considered to provide equivalent fit when the following criteria are comparing two nested models is recommended using cutoff values of $\Delta CFI < 0.01$ and $\Delta RMSEA < 0.015$ for metric and scalar invariances. Modification indices (MIs) were examined to detect the source of non-invariance when full metric and/or scalar invariance was not established [51].

Fifth, we tested for latent mean differences between genders. Specifically, a partial scalar invariance model was used as the baseline. To compare differences in latent means between groups, we constrained the ‘men’ latent mean to 0 and the latent mean of women was free to be estimated [52]. The z test statistic was used to evaluate the statistical significance of the latent mean difference estimate between men and women. If the z test statistic was statistically significant, then it was inferred that there is a significant difference between the two groups’ latent variable means. In addition, we compared the observed mean differences across gender using an independent sample $t$-test.

Sixth, we assessed SABS-PT reliability using Kuder-Richardson 20 (KR-20) and McDonald’s omega ($\omega_t$) as indices of internal consistency for gender and total sample. A minimum value of 0.60 was considered acceptable for both KR-20 and $\omega_t$ [53–57]. The mean inter-item correlation (MIIC) was used to assess the homogeneity of items [58]. Pearson r values of 0.10, 0.30 and 0.50 were considered small, medium, and large as recommended by Cohen [59].

Descriptive and reliability statistics were computed with JASP software version 0.15 [60]. CFA and invariance testing were performed using structural equation modeling with the MPlus 8.3 software [61].

3. Results
3.1. Descriptive Statistics

Descriptive data were analyzed for gender (1232 males and 1308 females) and for the total sample ($n = 1540$). Table 1 displays the participant’s responses (absolute frequencies and percentages) to the single factor version of the SABS with 10 items that was previously established [33]. Findings on the male and female samples reveal that most participants have never engaged in the portraited aggressive strategies to attempt sexual interactions. For the male sample, the two items that stand out due to higher percentages of participants who report having engaged in a certain sexually aggressive strategy, at least once (23.7% and 20.62%) are items 2 and 3, respectively. As for women, item 2 also stands out being the only item where more than 10% of the participants reported to have engaged in such behavior.
Table 1. Descriptive Statistics for Responses to Items of the SABS.

| Items                                                                 | Men (n = 1232) | Women (n = 1308) | Total (n = 2540) |
|----------------------------------------------------------------------|----------------|------------------|-----------------|
|                                                                      | Never          | At Least Once    | Never           | At Least Once    | Never | At Least Once |
|                                                                      | n (%)          | n (%)            | n (%)           | n (%)            | n (%) | n (%)         |
| 1. How many times have you attempted to have sexual contact with a woman by threatening to end your relationship? | 1171 (95.05)   | 61 (4.95)        | 1269 (97.02)    | 39 (2.98)        | 2440 (96.06) | 100 (3.94)   |
| 2. How many times have you attempted to have sexual contact with a woman by saying things that you didn’t mean? | 940 (76.3)     | 292 (23.7)       | 1115 (85.25)    | 193 (14.76)      | 2055 (80.91) | 485 (19.09)  |
| 3. How many times have you attempted to have sexual contact with a woman by pressuring her with verbal arguments? | 978 (79.38)    | 254 (20.62)      | 1188 (90.83)    | 120 (9.17)       | 2166 (85.28) | 374 (14.72)  |
| 4. How many times have you attempted to have sexual contact with a woman by questioning her sexuality (suggesting that he may be frigid)? | 1162 (94.32)   | 70 (5.68)        | 1245 (95.18)    | 63 (4.82)        | 2407 (94.76) | 133 (5.24)   |
| 5. How many times have you attempted to have sexual contact with a woman by threatening to harm yourself? | 1203 (97.65)   | 29 (2.35)        | 1291 (98.7)     | 17 (1.3)         | 2494 (98.19) | 46 (1.81)    |
| 6. How many times have you attempted to have sexual contact with a woman by using your position of power or authority (boss, teacher, babysitter, counselor, or supervisor)? | 1180 (95.78)   | 52 (4.22)        | 1281 (97.94)    | 27 (2.06)        | 2461 (96.89) | 79 (3.11)    |
| 7. How many times have you attempted to have sexual contact with a girl between 12 and 18 years of age who was 5 or more years younger than yourself? | 1097 (89.04)   | 135 (10.96)      | 1238 (96.65)    | 70 (5.35)        | 2335 (91.93) | 205 (8.07)   |
| 8. How many times have you attempted to have sexual contact with a woman by getting her drunk or high? | 1176 (95.45)   | 56 (4.55)        | 1279 (97.78)    | 29 (2.22)        | 2455 (96.65) | 85 (3.35)    |
| 9. How many times have you attempted to have sexual contact with a woman by taking advantage of a compromising position she was in (being where she did not belong or breaking some rule)? | 1161 (94.24)   | 71 (5.76)        | 1190 (90.98)    | 118 (9.02)       | 2351 (92.56) | 189 (7.44)   |
| 10. How many times have you attempted to have sexual contact with a woman by threatening to use some degree of physical force (holding her down, hitting her, etc.)? | 1186 (96.27)   | 46 (3.73)        | 1260 (96.33)    | 49 (3.67)        | 2446 (96.3)  | 94 (3.7)     |

Note. Items of the female version of the SABS have noun and pronoun adjustments.

Regarding the total sample, the analysis translates the results of both genders. Therefore, most of the participants reported having never engaged in any type of sexually aggressive behavior, as shown in Table 1. Accordingly, the most frequent behavior (item 2—19.09%) refers to attempting to initiate sexual contact by saying things one doesn’t mean. On the other hand, the least frequent behavior (item 5—1.81%) refers to one’s attempt to have sexual contact by threatening to harm his/herself.
3.2. Confirmatory Factor Analysis (CFA)

The construct validity of the SABS-PT was examined through a Confirmatory Factor Analysis (CFA) for gender and the total sample. Table 2 displays the overall fit of the factor structure according to the chosen indices, using the WLSMV estimation method for the tetrachoric correlation matrix of the SABS items. For the male sample, the results reveal a $\chi^2 (35) = 101.84; p < 0.001$, a $\text{TLI} = 0.95$ and $\text{CFI} = 0.96$, and a $\text{RMSEA} = 0.04$. As for women, the analysis revealed a $\chi^2 (35) = 78.71; p < 0.001$, a $\text{TLI} = 0.91$ and $\text{CFI} = 0.93$, and a $\text{RMSEA} = 0.03$. Finally, regarding the total sample, the results indicate a $\chi^2 (35) = 150.01; p < 0.001$, $\text{TLI} = 0.93$ and $\text{CFI} = 0.95$, and a $\text{RMSEA} = 0.04$, as seen in Table 2. Given that the chi-square fit statistic is affected by large samples and multivariate non-normality, CFI, TLI, and RMSEA indices are preferred. According to these results, this model showed a good overall fit to data.

Table 2. Fit indices for confirmatory factor analyses.

|        | WLSMV $\chi^2$ (df) | $p$  | TLI  | CFI  | RMSEA [90% CI] |
|--------|----------------------|------|------|------|----------------|
| Men    | 101.84 (35)          | <0.001 | 0.95 | 0.96 | 0.04 [0.03; 0.05] |
| Women  | 78.71 (35)           | <0.001 | 0.91 | 0.93 | 0.03 [0.02; 0.04] |
| Total  | 150.01 (35)          | <0.001 | 0.93 | 0.95 | 0.04 [0.03; 0.04] |

Note. $\chi^2$ Chi-Square test based using the Weighted Least Square Mean and Variance (WLSMV) estimator; df: degrees of freedom; $p$: $p$-value; TLI: Tucker-Lewis Index; CFI: comparative fit index; RMSEA: root mean square error of approximation.

As presented in Figures 1–3, the standardized factor loadings for all three CFAs (male, female, and total sample) satisfied the requirement ($\lambda > 0.45$) and all were statistically significant ($p < 0.05$).

![Figure 1. The single factorial structure of the Portuguese Version of SABS for CFA Male sample. Values represent standardized regression weights and standard error within brackets.](image-url)
3.3. Convergent and Discriminant Validity

After assessing the quality of the CFA model, the convergent validity of the SABS-PT was examined according to Fornell and Larcker’s [46] method. Firstly, all standardized factor loadings were statistically significant ($p < 0.05$). Secondly, the results also indicated an AVE > 0.50 (AVE = 0.53), both supporting the convergent validity of the construct. Furthermore, the convergent and discriminant validity of the construct were both established in relation to external variables (see Table 3). Convergent validity was supported by the positive and significant associations between the SABS-PT, rape myths, and psychopathic traits, with small effect sizes [59]. Specifically, the SABS-PT score was positively and significantly correlated to the ECVS score. Similar correlations were found between the SABS-PT score and the different YPI dimensions.

Table 3. Correlation Values between the SABS, ECVS, YPI, and PAIR dimensions.

| Sexual Aggression | Convergent Validity | Discriminant Validity |
|-------------------|---------------------|-----------------------|
|                   | ECVS—rape myths     | YPI—Grandiosity-manipulative | YPI—Callous-unemotional | YPI—Impulsive-irresponsible | PAIR—Personal validation | PAIR—Communication | PAIR—Openness |
|                   | 0.21*               | 0.23*                 | 0.17*                  | 0.18*                  | −0.05                 | 0.07                   | 0.05          |

Figure 2. The single factorial structure of the Portuguese Version of SABS for CFA Female sample. Values represent standardized regression weights and standard error within brackets.

Figure 3. The single factorial structure of the Portuguese Version of SABS for CFA Total sample. Values represent standardized regression weights and standard error within brackets.
3.3. Convergent and Discriminant Validity

After assessing the quality of the CFA model, the convergent validity of the SABS-PT was examined according to Fornell and Larcker’s [46] method. Firstly, all standardized factor loadings were statistically significant ($p < 0.05$). Secondly, the results also indicated an AVE $> 0.50$ (AVE = 0.53), both supporting the convergent validity of the construct.

Furthermore, the convergent and discriminant validity of the construct were both established in relation to external variables (see Table 3). Convergent validity was supported by the positive and significant associations between the SABS-PT, rape myths, and psychopathic traits, with small effect sizes [59]. Specifically, the SABS-PT score was positively and significantly correlated to the ECVS score. Similar correlations were found between the SABS-PT score and the different YPI dimensions.

Table 3. Correlation Values between the SABS, ECVS, YPI, and PAIR dimensions.

| Sexual Aggression                  | Convergent Validity |         | Discriminant Validity |         |
|------------------------------------|--------------------|---------|-----------------------|---------|
|                                    | ECVS—rape myths    | 0.21 *  | PAIR—Personal validation | −0.05 |
|                                    | YPI—Grandiosity-manipulative | 0.23 * | PAIR—Communication | 0.07 |
|                                    | YPI—Callous-unemotional | 0.17 * |                                    |         |
|                                    | YPI—Impulsive-irresponsible | 0.18 * | PAIR—Openness | 0.05 |

Note. ECVS = Scale of Beliefs about Sexual Violence; YPI = Youth Psychopathic Traits Inventory; PAIR = Personal Assessment of Intimacy in Relationships Scale. * $p < 0.05$.

Discriminant validity was established through a correlation analysis between the SABS-PT and the perception of intimacy in relationships. As displayed in Table 3, the correlation coefficients are very small and statistically non-significant for all dimensions of the PAIR, meeting the criteria $|r| \leq 0.45$ [62] (DeVon et al., 2007) to support discriminant validity. Finally, sexual aggression was negatively associated with personal validation.

3.4. Measure of Invariance

Table 4 displays the results for measurement invariances of the SABS-PT across gender. The MG-CFA was performed by comparing the fit of the models in sequence, following the recommendations for testing the measurement invariance with progressively restrictive stages [48]. As so, several fit indices were used to compare each nested model to its previous.

Table 4. Fit indices for multi-group confirmatory factor analyses and difference testing.

| WLSMV $\chi^2$ (df) | CFI       | TLI       | RMSEA     | $\chi^2$ Diff$^*$ | $\Delta$CFI | $\Delta$RMSEA |
|----------------------|-----------|-----------|-----------|------------------|-------------|---------------|
| Configural           | 182.183 * (70) | 0.945    | 0.929     | 0.036 (0.029; 0.042) | -           | -             |
| Metrical             | 170.480 * (79)  | 0.955    | 0.949     | 0.030 (0.024; 0.036) | 13.959$^{ns}$ (9) | 0.010         | −0.006 (0.005; 0.006) |
| Scalar               | 259.40 (88)    | 0.916    | 0.914     | 0.039 (0.034; 0.045) | 100.169$^{*}$ (9) | −0.039        | 0.099 (0.010; 0.009)  |
| Partial Scalar       | 182.307 * (82) | 0.951    | 0.946     | 0.031 (0.005; 0.037) | 6.999$^{ns}$ (3) | 0.003         | 0.001 (0.001; 0.001)  |

Note. * $p < 0.001$; $^{ns}$ = non-significant.

First, configural invariance was tested as a baseline model and results showed that it provided a good fit of the data (CFI = 0.945 and RMSEA = 0.036). The following procedure
was performed to test for metric invariance. A DIFFTEST revealed a non-significant chi-squared difference ($\Delta \chi^2 = 13.959$) suggesting an inter-group invariance. Additionally, a $\Delta$CFI = 0.01 and a $\Delta$RMSEA = −0.006, support that suggestion and corroborate the establishment of metric invariance. Afterwards, scalar invariance was examined, and the values indicated a significant $\Delta \chi^2 = 100.169$ on the chi-square test for difference testing. Consequently, full scalar invariance was not obtained. Modification indices were then examined to detect the source of non-invariance and revealed that the model could improve with the removal of the restrictions of the thresholds for items 3, 9, and 10. Therefore, we proceeded to test for partial scalar invariance removing the restrictions of the thresholds for those items. Results from the DIFFTEST (non-significant $\Delta \chi^2 = 6.999$; $\Delta$CFI = 0.003; $\Delta$RMSEA = 0.001) suggest a good fit of the data to the model and confirm partial scalar invariance of the SABS, as seen in Table 3. Partial scalar invariance can be established if at least two items with equal factor loadings and intercepts per factor are invariant [63].

3.5. Latent and Observed Mean Differences in Sexual Aggression

Given the establishment of partial scalar invariance, latent mean comparisons can be made between groups (male and female). The standardized estimated latent mean difference was −0.746, and statistically different from zero ($Z = −2.89, p = 0.004$), suggesting that women presented a significantly lower latent mean of sexual aggression than men. Similarly, when comparing the observed means on SABS scores, the t test results showed that men ($M = 0.87$) present a higher mean for sexual aggression than women ($M = 0.53$), $t(2538) = 6.38, p < 0.001$, although with a small ($d = 0.24$) effect size according to Cohen’s [59] criteria.

3.6. Reliability

The reliability was tested both for gender and the total sample (see Table 5). The KR-20 values for both male (0.71 [0.69–0.74]) and female (0.66 [0.63–0.69]) were acceptable [55]. McDonald’s omega as a measure of composite reliability was above the minimum threshold (0.60) recommend by Hair and colleagues [56]: male (0.69 [0.67–0.72]) and female (0.67 [0.64–0.69]). Similarly, results regarding the total sample indicated acceptable values for KR-20 = 0.69 [0.68–0.71] and McDonald’s omega = 0.69 [0.67–0.71] considering the small number of items in the scale [64,65]. Following Clark and Watson [58] criteria, all AIIC (=0.21) were within the adequate range ([0.15–0.50]). These results suggest that the items of the SABS are reasonably homogenous [66]. Therefore, the SABS-PT shows good reliability for both genders and the total sample.

Table 5. Reliability and Homogeneity Measures.

|          | $\omega_t$ | KR-20 | AIIC |
|----------|------------|-------|------|
| Men ($n = 1232$) | 0.69 | 0.71 | 0.23 |
| Women ($n = 1308$) | 0.67 | 0.66 | 0.18 |
| Total ($n = 2540$) | 0.69 | 0.69 | 0.21 |

Note. $\omega_t$ = McDonald’s omega; KR-20 = Kuder-Richardson 20; AIIC = Average Inter-Item Correlation.

4. Discussion

The present study was aimed at contributing to the refinement of a measurement tool targeting SV in the context of community samples, thus broadening the research scope of sexual offending behavior.

Results regarding the construct validity of the SABS-PT indicate a good overall fit of the data to the model. Convergent validity was internally established for the SABS-PT and further supported by the positive correlations found between the SABS-PT, rape myths, and psychopathic traits. These findings align with previous ones regarding the association between psychopathic personality traits and sexually aggressive behaviors (e.g., [11,18–21]), and between RMA and different forms of sexual aggression (e.g., [18,24,25,28]). Regardless,
according to conventional criteria, the small magnitude of these associations does not allow the establishment of a substantial level of convergence [57].

Concerning RMA, one possible explanation for the small magnitude of correlation is that RMA is more strongly associated with severe forms of sexual violence rather than the use of sexually aggressive strategies. In fact, Mouilso and Calhoun [21] found that perpetrators of less severe forms of sexual aggression (i.e., sexual assault) did not differ from non-perpetrators on most of the subscales of the Illinois Rape Myth Acceptance Scale (IRMA), one of the first measures designed to assess RMA. Indeed, literature places significant evidence on the association between RMA and sexual violence behaviors measured by the Sexual Experiences Survey (SES; [24]), a measure that addresses various forms of actual perpetration of sexual aggression. Altogether, these results seem to suggest that RMA itself is insufficient to explain the perpetration of SV among community samples. Even though rape myths may play an important role by normalizing and minimizing SV, other variables (such as emotional or interpersonal factors) could help explain SV more expressively. Nonetheless, further research is necessary to clarify this issue.

Regarding the correlation between sexual aggression and psychopathic traits, the small magnitude effects can be explained by the community nature of the sample, considering that such association is well-established among incarcerated/criminal populations (e.g., [68,69]). In the light of the present findings, psychopathic traits may have a secondary role in the context of community samples engaging in sexually aggressive strategies. Researching the specific risk factors for SV among community samples is thus of paramount relevance.

Discriminant validity was established between the SABS-PT and PAIR scores. Sexual aggression was negatively associated with personal validation. Such findings suggest that individuals who do not perceive validation or acceptance from their partner may resort to sexual aggression, adding to literature about interpersonal deficits characterizing sexual offenders (e.g., [11,14]). Discriminant validity was corroborated by the positive, but very small associations found between sexual aggression and communication and openness. Overall, these findings align with existent literature regarding intimacy deficits as predictors of sexual violence [15] and further suggest that intimacy dynamics may constitute a path toward SV.

The SABS-PT has further confirmed good reliability. In addition, gender invariance was established, and the results revealed that women report significantly less sexual aggression than men. However, that difference was followed by a small effect size. Such findings corroborate literature suggesting that men outnumber women as perpetrators of sexual aggression, including among community samples (e.g., [4]). Nonetheless, the small effect size of that difference must be acknowledged; the present results reveal that the differences between male and female sexual perpetration is not substantial. Such findings are in line with literature supporting that both male and female college students engage in similar patterns of SV [11,12] suggesting that SV committed in the context of young and educated samples may not align perfectly with the gender-based violence perspective on SV. Further research is warranted to clarify gender differences and similarities so preventive strategies can be refined.

Currently, the lack of valid and reliable outcome measures in the field of SV as committed by non-forensic/community samples constitutes a great limitation, particularly when assessing the efficacy of the SV prevention programs. The present study places a relevant contribution in that matter, supporting the reliability of the SABS-PT to assess sexually aggressive behaviors as committed both by male and female community members. Therefore, it could have great implications for future research on SV with Portuguese speaking participants.

Despite the relevance of this study, some limitations must be acknowledged. First, it is important to stress that the SABS items assess attempted rather than consummated sexual aggression. As so, the present findings do not inform on the prevalence of such behaviors nor reflect the perpetration of rape. Instead, findings relate to the use of sexually aggressive strategies to initiate sexual contact. Secondly, collected data can be exposed to bias as self-
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report measures are always prone to the participant’s subjectiveness and their inhibition to answer, especially when regarding topics as sensitive as sexual aggression. Finally, the present study only included a very specific group of individuals (college students who identified as male or female and as heterosexual). Therefore, the present results cannot be generalized to other populations, including non-heterosexual or non-binary populations. Furthermore, with Portuguese being the official language in Brazil and PALOP (African countries having Portuguese as the official language), the SABS-PT may have a wide dissemination spectrum. Nonetheless, we recommend the cultural adaptation of the SABS items prior to its administration in those countries.

5. Conclusions
This study contributed to validating the SABS-PT for use with male participants. Given the evidence of sexually aggressive strategies used among Portuguese college populations [11,12], there’s a highlighted need to develop reliable instruments to assess these behaviors as committed both by men and women. In this sense, the present research supports the validity and accuracy of the SABS-PT as a measure to assess sexually aggressive behaviors not only as committed by female college students towards men, but also as committed by male college students against women. The present study is expected to have great implications in this field of research by allowing the assessment of these sexually aggressive behaviors in community samples.
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