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Summary. Green industry is in a state of rapid change and turmoil as it reacts to the 2008 financial crisis and its arrival at maturity. In an effort to survive this challenging period, many firms are using new technologies, ranging from basic e-mail and accounting software to sophisticated digital imaging systems for identifying diseases. However, there has been a noteworthy lack of research into the way that technology adoption impacts labor in this industry. This paper uses propensity score matching (PSM) to identify the impact that various technologies have on the number of full- and part-time employees as well as the portion of full-time laborers that green firms employ. We find that none of the technologies studied had a significant impact on the percentage of full-time workers employed by green industry firms, but there were some effects when examining full-time, part-time, and total number of workers.

In 2007–08, direct employment in the green industry was estimated as 1.2 million, of which almost 22% was devoted to production-related tasks (Hodges et al., 2011). As noted by Posadas (2012), laborers in the green industry “perform varied functions and are subjected to different working conditions.” Workers do a myriad of tasks such as pruning, applying fertilizers, planting, harvesting, accounting, packing, weeding, and farm building maintenance. Recent National Nursery Surveys have estimated that over half (53%) of workers within the industry are full-time (Behe et al., 2008).

Even though labor is an essential part of the green industry production process, many firms are investing in technology with the ultimate goal of increasing product quality and/or decreasing production costs. Given labor has generally accounted for over 40% of production costs and 31% of gross sales on average (Mathers et al., 2010), decreasing labor usage or changing the labor makeup (part time vs. full time) of their workforce could result in major cost reductions for a firm if efficiencies can be gained. As noted by Charles Grinnell, chief operating officer of Harvest Automation (Billericia, MA), technologies will most likely be adopted based on “how much growers would save on human labor” (Jones, 2013).

In a broad context, labor studies have tended to focus on demand for migrant workers and its impact on legal/illegal immigration (Cross et al., 2008; Preibisch, 2010; Rogaly, 2008). With respect to the green industry, Behe et al. (2013) noted that “it is essential for green industry firms to understand the impact of new technologies on their business.” However, as noted by Bellenger et al. (2008), there are few studies that address labor issues in the green industry. Existing studies include characteristics of the workforce (Posadas et al., 2014), adoption of labor (Caplan et al., 2014), and economic impacts of technology adoption (Posadas, 2012). With respect to how technology impacts labor, Posadas (2012) finds a neutral labor impact to the level of mechanization. However, the Posadas’ (2012) study does not examine the impact of individual technologies.

This paper aims to fill this gap by examining how varying types of technology usage impact full-time, part-time, and total labor as well as labor makeup within green industry firms. The literature on this topic is mixed. Hitt and Snir (1999) point out that technology can have a substitution effect on labor such that: the value [of technology] was generally viewed in terms of labor substitution; by using computers an organization could automate data storage and retrieval, conduct routine transaction processing and improve organizational communications. This reduces the need for file clerks, accountants and even middle managers, who traditionally performed those functions.

However, Jupe and Hall (2002) note that there may be a complementary relationship between increasing automation in manufacturing plants and service firms as workers are given more flexible job assignments. If this is the case within the green industry, we should expect to see either no difference in employment levels of technology users and nonusers or increased levels for technology users due to potential cost savings from technology.

Our hypothesis was that certain types of technologies [i.e., computerized landscape designing [computer-aided design (CAD)], production scheduling, digital imaging for disease
diagnosis, greenhouse production controls, inventory management, and bar coding] will have a substitution effect (i.e., reduce the need for part-time workers at a firm). Notably, technologies that could replace labor-intensive tasks would result in need for less part-time workers in favor of potentially higher skilled jobs that would most likely be filled by full-time employees. In contrast, we hypothesize that some types of technologies [i.e., word processing, accounting, financial investment, internet commerce, marketing compact discs (CDs), and e-mail] will have a neutral or positive effect on the employment (number or makeup) within green industry firms.

Materials and methods

The primary source of data for this research was the 2009 National Nursery Survey, conducted by the Green Industry Research Consortium. Although the survey was conducted in 2009, the information refers to business activity took place in 2008. A detailed account of the survey sampling methodology can be found in Hall et al. (2011); however, a brief synopsis is given here. First, a list of roughly 38,000 firms operating in the green industry were compiled from all 50 states based on information from the National Plant Health Board, state nursery associations, and the One-Source business directory. To provide some perspective, the 2007 U.S. Census of Agriculture lists the total number of firms in the nursery/greenhouse industry as 50,784 (U.S. Department of Agriculture, 2007).

Once this list was compiled, a stratified random sample was used. Firms were placed into one of four size classes based on open production area, greenhouse area, or the number of units they had in inventory. A total of 14,964 firms were selected to receive surveys through the mail. This represented 100% of large firms, 60% of medium firms, 32% of small firms, 20% of very small firms, and 45% of firms for which the size was unknown (Hall et al., 2011). The aim of this distribution was to capture a larger portion of the firms that had a significant output, which tend to be the major players in the industry. After correcting for faulty addresses, a total of 14,123 firms were actually mailed surveys.

In addition to the mail survey, 2896 firms received an electronic survey through e-mail. This was the first time that the Greenhouse Industry Research Consortium used such a methodology, and the online survey was distributed to all firms that had an e-mail address readily available. In combination with the traditional surveys, the use of e-mail resulted in a total of 17,019 firms being assessed. Consequently, 45% of the nursery firms in the United States were provided the survey with an overall response rate of 17.9% (Hall et al., 2011).

The survey asked questions on a host of topics from production to marketing. This study is focused on the number of permanent employees, the number of temporary or seasonal employees, and which, if any, of the 13 listed technologies that the firm used (Table 1). These variables can be broadly divided into two categories: technologies that are not specific to the green industry (e.g., word processing and e-mail) and those that are primarily used in the green industry (e.g., computerized landscape design and computerized greenhouse controls). Other variables of interest included the types of products a firm sold, the percent of sales that were negotiated, the percent of sales to wholesale, ratings of factors for determining prices for products, and the year the firm was established. Summary statistics for variables included in the analysis can be found in Table 2.

In addition to characteristics of the individual firms, it was desirable to include some general demographic data about the region where the firms were located. For this purpose, census data were incorporated to supplement the information from the National Nursery Survey. Variables, such as the percentage of males and the percent of the population that was Caucasian, at the zip code level were drawn from the most recent 2010 census and merged into the dataset. Once these variables had been incorporated, the final dataset was established.

**Propensity score matching.** The method that was used to estimate the impact of technology implementation on labor number and makeup in the green industry was propensity score matching (PSM). PSM has a long history of use in economics (Bryson et al., 2002; O’Keefe, 2004), healthcare (Aksoy et al., 2007; Hirano and Imbens, 2001), and policy analysis (Campbell et al., 2011; Heckman and Hotz, 1989). In a broad sense, PSM allows for the comparison of treatment groups by creating a counterfactual such that groups are identical across all factors except the treatment group. It is appropriate to use PSM when the differences between treatment groups are likely not to be caused exclusively of the treatment. In the case of this study, treatment assignment was based on whether an individual firm used a given technology or not. So, if firms over a certain size are the only ones that use a technology, then failure to account for this relationship can cause biased results. PSM allows for like firms that use and do not use a technology to be compared.

It is almost certain that firm characteristics arise from the use of technology had an impact on the makeup of the labor force for any given firm. Failure to account for important factors would
have resulted in biased or inconsistent estimates (Foster, 2003). Some obvious variables that were likely to impact the composition of labor for a firm included the firm’s sales revenue (as an indicator of a firm’s size), the population characteristics around the firms production location (zip code characteristics of area), and the type of goods they produced and/or sold (an indicator of what types of labor are needed as some crops are more labor intensive).

Table 2. Summary statistics from the 2009 National Nursery Survey (conducted by the Green Industry Research Consortium) for variables used in the logit model to calculate propensity scores.

| Variable                                      | Unit     | Mean    | sd     |
|-----------------------------------------------|----------|---------|--------|
| Explanatory variables—2009 National Nursery Survey |          |         |        |
| Region (%)                                    |          |         |        |
| Midwest                                       | Yes = 1  | 0.16    | 0.36   |
| Mountain                                      | Yes = 1  | 0.04    | 0.19   |
| Northeast                                     | Yes = 1  | 0.21    | 0.41   |
| Appalachian                                   | Yes = 1  | 0.11    | 0.31   |
| Southeast                                     | Yes = 1  | 0.25    | 0.44   |
| Great plains                                  | Yes = 1  | 0.01    | 0.12   |
| South central                                 | Yes = 1  | 0.07    | 0.26   |
| Pacific                                       | Yes = 1  | 0.15    | 0.35   |
| Business characteristics                      |          |         |        |
| Conduct business outside of home state (%)    | Yes = 1  | 0.02    | 0.15   |
| Age of firm                                   | Years    | 24.30   | 19.49  |
| Sales in 2008                                 |          |         |        |
| Shrubs                                        | Percent  | 26.74   | 34.42  |
| Evergreen trees                               | Percent  | 11.59   | 24.61  |
| Azaleas                                       | Percent  | 1.55    | 6.92   |
| Roses                                         | Percent  | 1.76    | 8.04   |
| Herbaceous perennials                         | Percent  | 7.98    | 20.99  |
| Bedding plants—flowering annuals              | Percent  | 8.36    | 20.28  |
| Bedding plants—vegetables, fruits, and herbs  | Percent  | 5.11    | 15.71  |
| Flowering potted plants                       | Percent  | 6.11    | 18.90  |
| Christmas trees (live or cut)                 | Percent  | 6.26    | 22.05  |
| Tree fruits                                   | Percent  | 2.41    | 11.99  |
| Propagated material (liners, cuttings, plug, etc.) | Percent  | 3.27    | 14.94  |
| Percent of sales to repeat customers          | Percent  | 73.56   | 28.84  |
| Percent of last year sales to wholesale       | Percent  | 55.53   | 43.29  |
| Rating of factors for determining prices for products: other growers' prices (1, 2, 3, 4)  | Ratinga | 2.80    | 0.98   |
| Rating of factors impacting the business: market demand (1, 2, 3, 4) | Rating | 3.26    | 0.95   |
| Rating of factors impacting the business: debt capital (1, 2, 3, 4) | Rating | 2.21    | 1.08   |
| Rating of factors impacting the business: own managerial expertise (1, 2, 3, 4) | Rating | 2.78    | 1.06   |
| Rating of factors impacting the business: competition/price undercutting (1, 2, 3, 4) | Rating | 2.16    | 1.12   |
| Rating of factors impacting the business: ability to hire competent hourly employees (1, 2, 3, 4) | Rating | 2.50    | 1.13   |
| Percent of sales which are negotiated         | Percent  | 30.60   | 34.07  |
| Number of trade shows attended last year     | Number   | 2.17    | 3.70   |
| Percent of total sales that account for exports | Percent  | 3.27    | 14.57  |
| Percent of sales to home state               | Percent  | 81.25   | 28.24  |
| Explanatory variables—2010 census data       |          |         |        |
| 2009 zip code population                      | Number   | 557,347 | 1,150,037 |
| Caucasian population proportion              | Proportion | 0.84    | 0.13   |
| Male population proportion                   | Proportion | 0.49    | 0.01   |
| 2008 median income                           | Dollars  | 50,650  | 12,277 |
| Sales in 2008                                | Dollars  | 1,642,843 | 6,355,202 |
| Dependent variables                           |          |         |        |
| Number of full-time employees                | Number   | 8.97    | 48.91  |
| Number of part-time employees                | Number   | 7.07    | 32.57  |

*a 1 = not important; 2 = minor importance; 3 = important; 4 = very important.
Rosenbaum and Rubin (1984) laid out the framework for using PSM in observational studies to accommodate nonrandomization of treatment group assignment. The first step in PSM is to estimate a probit or logit model (logit in this case study), which calculates the likelihood that each observation (firm) will be assigned into the treatment group based on the independent variables associated with that firm. Mathematically, this is conveyed as:

\[ P(x) = \text{prob}(D = 1|x) = E(D|x) \]

where \( P(x) \) is the conditional probability that a given observation will be assigned to the treatment group based on \( x \), a vector of independent variables. \( D \) is the dependent variable, equal to one if an individual is in the treatment group (Katchova, 2010). The variables used in the logit models were chosen after evaluation of previous literature as well as variables deemed important by the researchers. In picking the final set of variables to be included in the logit models for each technology, we satisfied the balancing criteria for each model. In satisfying the balancing criteria, some models had more/less variables depending on which set of variables satisfied the balancing criteria while also maximizing the hit-or-miss and pseudo \( r^2 \) guidelines set forth by Heckman et al. (1997) that help assess the reliability of the propensity scores. The results of the logit models results (and the corresponding marginal effects) are available from the corresponding author or via an online appendix (Supplemental Tables 1–14) on the author’s departmental website.

Once each observation has been assigned a propensity score, it allows for the matching of observations based on similar scores, as opposed to matching based on individual variables (e.g., sales revenue, percent of sales to wholesale). To satisfy the conditional mean independence assumption, it is sometimes necessary to remove certain confounding variables to meet the balancing condition, thereby reducing the impact of confounding variables within the analysis (Dehejia and Wahba, 1999). Therefore, the variables that were used as matching criteria occasionally changed between the models. The variables that were used for matching are shown in Table 2.

The overall idea of PSM is to match an observation within the treatment group with a similar observation(s) that is not in the treatment group in an effort to get an estimate of the impact of the treatment on the dependent variable. This difference is referred to as the average treatment effect on the treated (ATT) and is represented as follows:

\[ \text{ATT} = E(Y^T - Y^C|D = 1) \]

where \( Y^T \) is the value of the dependent variable for the treatment group \( Y^C \) is the value of the dependent variable for the control group, and \( D \) is a binary variable equal to one if an observation received the treatment (Katchova, 2010). In addition to the ATT, we also obtained the Rosenbaum bound (r-bound) for each ATT, which is a measurement of robustness. The r-bound for a given model assesses the necessary impact of bias coming from a confounding variable(s) that would alter the significance of a finding (Rosenbaum, 2002). For instance, what impact would a variable not in the model have to have to change the significance of the results.

Once the balancing property was satisfied and propensity scores were calculated, several matching algorithms were used to assess differences between use and nonuse of the technologies. Matching algorithms use different methods to compare observations within the treated group to an observation(s) within the untreated group, see Becker and Ichino (2002) for more information. For this study, we used kernel matching, nearest neighbor matching, and radius matching (using all observations within a defined radius—three different radiiues were used), STATA (version 13.1; StataCorp, College Station, TX) was used to test different matching algorithms for every technology. Using percent bias reduction as an indicator of performance, we report the findings of the radius matching, with replacement, common support and a 0.1 radius as it had the highest bias reduction across models, see Supplemental Table 14 (available on the author’s departmental website) for bias reduction statistics. With respect to radius matching with a 0.1 radius, only those untreated observations with a propensity score within a 0.1 range around the treated observation’s propensity score were compared with the treated observation.

**Results and discussion**

The results of the PSM indicated that overall technology had little to no impact on employment levels. However, we do see a couple of specific technologies impacting employment significantly but in different ways.

**Full-time labor.** With respect to full-time labor, we find that accounting/cost analysis and financial/investment technologies increase the number of full-time workers by 4.87 and 5.54 workers, respectively (Table 3). Keep in mind that the PSM mechanism is matching like firms together. For instance, PSM is matching firms in different treatment groups (i.e., with and without technology) that have similar sales, types of plants being produced, zip code characteristics, etc. to have a robust comparison across treatment groups. Based on the PSM results, the higher number of full-time workers associated with accounting and financial management seems to indicate that firms using these technologies may have their own accounting/financial departments. Given the r-bounds, the financial/investment is more robust to an outside factor not being included in the PSM model based on the higher (1.68) r-bound.

**Part-time labor.** The part-time worker model also provides some interesting results (Table 3). Firms using word processing, accounting/cost analysis, inventory management, and greenhouse production controls have higher number of part-time workers than firms that do not use the technologies. The accounting/cost analysis results could point to these firms having dedicated departments that have a combination of full- and part-time workers. However, firms with greenhouse production control technologies have 14 more part-time workers than firms without the production controls.

**Total labor.** With respect to overall employment, firms using technologies for accounting/cost analysis, inventory management, financial/investment analysis, and greenhouse production controls had higher total employment compared with firms that are not using these technologies.
Given that assumptions of PSM were satisfied and the “best” matching algorithm was used, we can have more confidence that our results are an accurate representation of the technologies’ impacts on employment. On the basis of this outcome, the employment gain in accounting/cost analysis is most likely coming from a combination of full- and part-time labor as can be seen by the significant results in the full- and part-time worker models. However, for inventory management and greenhouse production controls, we find that the gain in employment is most likely coming from part-time workers. In contrast, the gains in total employment associated with financial/investment analysis is most likely coming from increases in the number of full-time workers.

| Word processing | Accounting/cost analysis | Inventory management | Financial/investment analysis | Internet commerce (B2B or B2C) | CDs for marketing | Communications—e-mail | Landscape design (CAD) | Production scheduling | Greenhouse production controls | Digital imaging for disease diagnosis | Bar coding | Other |
|-----------------|--------------------------|---------------------|-----------------------------|-------------------------------|------------------|----------------------|-----------------------|------------------------|-----------------------------|----------------------------------------|-----------|-------|
| Full-time workers (no.) | ATT | 0.53 | 4.87 | 5.27 | 5.54 | 3.89 | 10.27 | -4.03 | 4.26 | 1.61 | 8.02 | 0.56 | -1.46 | -0.30 |
|                 | P value | 0.80 | 0.009 | 0.352 | 0.035 | 0.496 | 0.121 | 0.574 | 0.521 | 0.752 | 0.233 | 0.931 | 0.935 | 0.921 |
|                 | r-bound | 2.71 | 1.03 | 2.1 | 1.68 | 3.31 | 2.16 | 2.22 | 4.16 | 1.97 | 1.39 | 2.09 | 2.92 | 1.15 |
| Part-time workers (no.) | ATT | 2.61 | 4.64 | 10.55 | 4.67 | 7.07 | 8.71 | 2.10 | 0.358 | 0.635 | 0.029 | 0.264 | 0.892 | 0.422 |
|                 | P value | 0.035 | 0.097 | 0.004 | 0.155 | 0.319 | 0.467 | 0.170 | 0.358 | 0.635 | 0.029 | 0.264 | 0.892 | 0.422 |
|                 | r-bound | 1.35 | 1.02 | 1.91 | 2.58 | 3.23 | 3.3 | 1.39 | 2.12 | 2 | 1.64 | 1.25 | 1.27 | 6.84 |
| Total workers (no.) | ATT | 3.14 | 9.51 | 15.82 | 10.21 | 10.96 | 18.98 | -1.93 | 1.55 | 5.00 | 21.55 | -8.71 | 4.46 | 4.75 |
|                 | P value | 0.215 | 0.019 | 0.050 | 0.044 | 0.354 | 0.244 | 0.787 | 0.849 | 0.659 | 0.067 | 0.459 | 0.908 | 0.571 |
|                 | r-bound | 1.41 | 1.07 | 1.8 | 1.98 | 3.28 | 2.34 | 1.85 | 4.46 | 1.83 | 1.26 | 1.74 | 1.19 | 5.31 |
| Full-time workers (%) | ATT | -0.05 | -0.08 | 0.04 | 0.01 | 0.02 | -0.01 | -0.01 | 0.01 | -0.03 | 0.00 | -0.12 | -0.03 | 0.03 |
|                 | P value | 0.382 | 0.260 | 0.291 | 0.573 | 0.571 | 0.794 | 0.918 | 0.854 | 0.553 | 0.969 | 0.147 | 0.634 | 0.688 |
|                 | r-bound | 1.12 | 1.57 | 1.01 | 1.04 | 1.12 | 1.48 | 1.01 | 1.52 | 1.32 | 1.39 | 1.35 | 1.61 | 1.79 |

*B2B = business to business; B2C = business to consumer; CD = compact disc; CAD = computer-aided design.

*Difference is the ATT.

*Rosenbaum bounds.

*Bold values indicate significance at the 0.1 level or less.
adoption by wholesale nurseries and greenhouses [does] not replace any worker[s]."

When examining labor makeup, we find that using a given technology does not allow one type of labor to be used as a substitute for another. Rather, we see the percentage of full- to part-time employees remaining constant. However, a firm’s motivation to maximize profit suggests that the adoption of a technology must have some impact on the internal decision processes of labor management in the firm. Most likely the labor makeup stays the same given the technology creates efficiencies in production (i.e., increased yield) or costs so as to allow for the hiring of new workers or the reallocation of workers to other positions within the firm.

Conclusions

The green industry has a significant impact on the national economy, and an even more drastic impact on local economies. However, this industry, which has undergone tremendous growth and change in the past several decades, has not received adequate attention from researchers. Specifically, the relationships between the technologies used by horticultural firms and their labor composition choices have only been sparingly addressed in the academic literature. This paper has sought to explore and quantify these relationships.

Using the 2009 National Nursery Survey, we were able to examine the employment effects of various technologies on green industry firms. Understanding the role of labor and technology and how these two factors of production interact is essential for firms and policymakers throughout the United States. Our results indicate that technologies are not substitutes for full- or part-time labor, but rather for some technologies have a complimentary effect. However, we find no significant change in the makeup of the work force as the percentage of full- and part-time workers remains constant. From a managerial application perspective, our results are counterintuitive as to what we would expect from an introduction of technology, notably the elimination of labor. Notably technologies seem to offer efficiencies in the production process that allow labor (full- and part time) to be shifted to other production activities within the business. Based on this result, on average, firms having many of these technologies are finding new ways to use their labor to help their business.

This work also provides results that can be used by national, state, or municipal level policymakers that are working to enhance their communities. Policies, grant decisions, etc. that work to increase technology usage by green industry firms to make them more competitive in the face of a mature and increasingly competitive marketplace should focus on the business benefits of technology and less on potential labor implications.
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