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Abstract—We study the private information retrieval (PIR) problem under arbitrary collusion patterns for replicated databases. We find its capacity, which is the same as the capacity of the original PIR problem with the number of databases $N$ replaced by a number $S^*$. The number $S^*$ is the optimal solution to a linear programming problem that is a function of the collusion pattern. Hence, the collusion pattern affects the capacity of the PIR problem only through the number $S^*$.

I. INTRODUCTION

The problem of private information retrieval (PIR) was first proposed in [1], where the user wants to retrieve a certain bit out of $K$ bits from $N$ replicated databases without revealing which bit is of interest to any single database. The design objective in [1] is to minimize the upload cost and the download cost between the user and the databases. The PIR problem was reformulated in [2] from an information-theoretic perspective, where the user wants to retrieve a sufficiently large message from the databases so that the download cost is minimized. This problem was fully solved by Sun and Jafar [2], where the capacity of the PIR problem was shown to be

$$C_{\text{PIR}} = \left( 1 + \frac{T}{N} + \frac{T^2}{N^2} + \cdots + \frac{T^{K-1}}{N^{K-1}} \right)^{-1},$$

which is defined as the ratio of the size of the desired message to the total number of downloaded symbols from the databases. The capacity increases with the number of databases $N$, since with the help of more databases, the privacy of the user can be hidden better from any single database. Many interesting extensions and variations for the PIR problem have since then been studied in over a hundred papers, which due to limited space, we can not list here.

One of the first variations studied was that of the colluding databases [3], where some subsets of databases may communicate and collude to learn about the message index that is of interest to the user. To preserve privacy under possible collusion among databases, the number of downloaded symbols needs to be increased. The first study on database collusion focused on the case where we have replicated databases, i.e., each database stores a replica of the entirety of the $K$ files, and $T$-colluding databases, where it is assumed that up to $T$ number of databases may collude. Sun and Jafar [3] proved that the capacity of the $T$-colluding PIR problem for replicated databases, is

$$C_{\text{PIR}} = \left( 1 + \frac{T}{N} + \frac{T^2}{N} + \cdots + \frac{T^{K-1}}{N^{K-1}} \right)^{-1}. \quad (2)$$

Comparing (2) with (1), we see that when any $T$ databases may collude, the number of effective databases has decreased from $N$ to $N^T$, where $N^T$ does not need to be an integer.

Following [3], many extensions of $T$-colluding PIR have been studied [4]–[20], among which MDS-coded databases with $T$-colluding generated a lot of research interest [4]–[10]. The MDS-coded databases scenario is the case where the messages are encoded using an $[N, J]$ MDS code, and the coded bits are stored in the $N$ databases. Unlike the replicated-databases scenario, where each database has the ability to reconstruct all $K$ messages, here, any $J$ databases together can reconstruct the $K$ messages. Thus, the replicated-databases scenario is a special case of the MDS-coded-databases scenario when $J = 1$. Finding the capacity of the $T$-colluding PIR problem with MDS-coded databases is difficult, and remains open in general [6], [8].

While most works focused on the $T$-colluding structure of the databases, where any up to $T$ databases may collude, it is of interest to study more general collusion patterns due to the possible heterogeneity of the databases. An arbitrary collusion pattern may be represented by its maximal colluding sets [4], [10] as $P = \{T_1, T_2, \ldots, T_M\}$, where the databases in set $T_m$, $m \in [1 : M]$ may collude, and there are $M$ such colluding sets.

Tajeddine et. al [4] proposed the PIR problem under arbitrary collusion patterns and studied it for MDS-coded databases. Several other works followed, including [13] for replicated databases, [10, Section VII] for MDS-coded databases, and some discussions in [6, Appendix D], for both the replicated and MDS-coded databases scenarios.

In this paper, we focus on the PIR problem under arbitrary collusion patterns for the replicated databases scenario. The known results for this problem thus far is 1) the capacity for the special case of disjoint colluding sets [13]; 2) the capacity for the special case of cyclically contiguous databases [6, Appendix D]; 3) a rate of (2) is achievable for $T \triangleq \max_{T \in P} |T|$, i.e., we may consider the more strict collusion pattern where any up to the maximum number of colluding
databases in $P$ may collude. This is also the result we obtain when specializing [10] to the replicated databases scenario; 4) a rate indicated by Theorem 2 in [4], specialized to the replicated databases scenario by setting $k = 1$, is achievable. As can be seen, the understanding of the PIR problem under arbitrary collusion patterns for replicated databases is still rather limited.

In this paper, we find the PIR capacity under arbitrary collusion patterns for the replicated databases scenario. Though collusion patterns are diverse, and at first glance, the problem requires a case-by-case analysis due to the property of each specific collusion pattern [10], we provide a general formula for the PIR capacity that holds true for any collusion pattern $P$. The capacity formula is shown to be

$$ C_P = \left( 1 + \frac{1}{S^*} + \left( \frac{1}{S^*} \right)^2 + \cdots + \left( \frac{1}{S^*} \right)^{K-1} \right)^{-1}, $$

where $S^*$ is the optimal value of the following linear programming problem

$$ \max \quad 1^T y \\
\text{subject to} \quad B_P^T y \leq 1_M \\
y \geq 0_N, $$

where $B_P$ is the incidence matrix, of size $N \times M$, of the collusion pattern $P$, i.e., if $DB$ is in the $m$-th colluding set $T_m$ in $P$, we let the $(n,m)$-th element of $B_P$ be 1, otherwise, it is zero. $1_k$ ($0_k$) is the column vector of size $k$ whose elements are all one (zero). Comparing (3) with (1) and (2), we find that the number of effective databases under arbitrary collusion pattern $P$ is $S^*$ which is related to the collusion pattern $P$ through a linear programming solution.

The difficulty of finding the capacity of the PIR problem under arbitrary collusion patterns for replicated databases comes from finding a common proof and capacity expressions that work for any collusion pattern. Towards this end, the tools and ideas that we use in proving the capacity result include 1) using the sub-modular property of the entropy function [21] to prove a general inequality, which is used in place of Han’s inequality for $T$-colluding [3], in the induction argument of the converse; 2) linking the achievable PIR rate and its converse to the optimal solution of two linear programming problems; 3) using the duality of linear programming problems to show that the achievability and converse results meet, yielding the capacity.

II. SYSTEM MODEL

Consider the problem where $K$ messages are stored on $N$ replicated databases. The $K$ messages, denoted as $W_1, \ldots, W_K$, are independent and each message consists of $L$ symbols, which are independently and uniformly distributed over a finite field $F_q$, where $q$ is the size of the field, i.e.,

$$ H(W_k) = L, \quad k = 1, \ldots, K, $$

$$ H(W_1, \ldots, W_K) = H(W_1) + H(W_2) + \cdots + H(W_K). $$

A user wants to retrieve message $W_\theta$, $\theta \in [1 : K]$, by sending designed queries to the databases, where the query sent to the $n$-th database is denoted as $Q_n[\theta]$. Since the queries are designed by the user, who do not know the content of the messages, we have

$$ I(W_{1:K}; Q_{1:N}^\theta) = 0, \quad \forall \theta \in [1 : K]. $$

Upon receiving the query $Q_n[\theta]$, Database $n$ calculates the answer, denoted as $A_n[\theta]$, based on the query received $Q_n[\theta]$ and the messages $W_{1:K}$, i.e.,

$$ H(A_n[\theta]|Q_n[\theta], W_{1:K}) = 0, \quad \forall n \in [1 : N], \theta \in [1 : K]. $$

The queries need to be designed such that the user is able to reconstruct the desired message $W_\theta$ from all the answers received from the databases, i.e.,

$$ H(W_\theta | A_{1:N}^\theta, Q_{1:N}^\theta) = 0, \quad \forall \theta \in [1 : K]. $$

The queries also need to be designed such that the privacy of the user is preserved. In this paper, we consider colluding databases, and furthermore, the collusion pattern can be arbitrary. We represent the collusion pattern as $P = \{T_1, T_2, \ldots, T_M\}$, where $M$ is the number of colluding sets and $T_m \subseteq [1 : N], \forall m \in [1 : M]$ is the $m$-th colluding set in $P$. The representation $P$ means that the databases in set $T_m$ may collude, and there are $M$ such colluding sets. As an example, for $N = 4$ databases, the 2-colluding case considered by [3] is denoted as $P = \{\{1, 2\}, \{1, 3\}, \{1, 4\}, \{2, 3\}, \{2, 4\}, \{3, 4\}\}$, and the disjoint collusion pattern considered in [13] would cover cases such as $P = \{\{1\}, \{2, 3\}, \{3, 4\}, \{2, 4\}\}, P = \{\{1, 2\}, \{3, 4\}\}$. Note that the defined collusion pattern $P$ satisfy the following two constraints: 1) we only include the maximal collusion set as elements of $P$. For example, if $\{1, 2, 3\} \in P$, then by definition, $\{1, 2\}$ is a colluding set too. But we do not include $\{1, 2\}$ in $P$ for ease of representation; 2) all databases must appear in at least one element of $P$, because at the very least, the privacy of the user must be preserved at each single database, which is the requirement of the original PIR problem [2].

To protect the privacy of the user, we require that databases that are in a colluding set can not learn anything about the desired message index $\theta$, i.e.,

$$ (Q_T^{[1]}, A_T^{[1]}, W_{1:K}) \sim (Q_T^{[\theta]}, A_T^{[\theta]}, W_{1:K}), \quad \forall \theta \in [1 : K], \forall T \in P. $$

The rate of the PIR problem with collusion pattern $P$, denoted as $R_P$, is defined as the ratio between the message size $L$ and the total number of downloaded information from the databases, i.e.,

$$ R_P = \frac{L}{\sum_{n=1}^N H(A_n^{[\theta]}|Q_n[\theta])}, $$

which is not a function of $\theta$ due to the privacy constraint in (8). The capacity of the PIR problem with collusion pattern $P$ is $C_P = \sup R_P$, where the supremum is over all possible
retrieval schemes.

We define an incidence matrix $B_P$, of size $N \times M$, to describe the collusion pattern $P$, where if DB $n$ is in the $m$-th colluding set in $P$, we let the $(n,m)$-th element of $B_P$ be 1, otherwise, it is zero. For example, $P = \{\{1,2\}, \{2,3\}, \{2,4\}, \{1,3,4\}\}$ would correspond to an incidence matrix of

$$B_P = \begin{bmatrix}
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{bmatrix}.$$  

Throughout the paper, we will denote the $k \times 1$ column vector of all ones as $\mathbf{1}_k$, and the $k \times 1$ column vector of all zeros as $\mathbf{0}_k$. $\mathbf{I}_k$ is the size $k \times k$ identity matrix and when the size is evident, we write it as $\mathbf{I}$. Similarly, $\mathbf{0}_{k \times i}$ is the size $k \times i$ matrix of all zeros, and when the size is evident, we write it as $\mathbf{0}$.

III. MAIN RESULTS

The main result of the paper is the PIR capacity under arbitrary collusion patterns for replicated databases, as shown in the next theorem.

**Theorem 1** The capacity of the PIR problem under collusion pattern $P$ for replicated databases is

$$C_P = \left(1 + \frac{1}{S^*} + \left(\frac{1}{S^*}\right)^2 + \cdots + \left(\frac{1}{S^*}\right)^{K-1}\right)^{-1},$$  

where $S^*$ is the optimal value of the following linear programming problem, which we will call (LP1),

$$\begin{align*}
\text{(LP1)} & \quad \max_y \quad \mathbf{1}_N^T y \\
& \quad \text{subject to} \quad B_P^T y \leq \mathbf{1}_M \\
& \quad \quad y \geq \mathbf{0}_N,
\end{align*}$$

where $B_P$ is the incidence matrix, of size $N \times M$, of the collusion pattern $P$.

Theorem 1 will be proved in the following section. We will first show that (10) is achievable when the amount of data queried to each database is proportional to the optimal solution $y^*$ of (LP1). Next, we present a converse theorem where the upper bound on capacity has the same form as (10) with $S^*$ replaced by $S_2$, and $S_2$ is the optimal value of another linear programming problem (LP2). Finally, we show that (LP1) and (LP2) are dual problems, which means $S^* = S_2$. This concludes the proof that (10) is the capacity of the PIR problem under arbitrary collusion patterns for replicated databases.

We make a few remarks here regarding the main result.

**Remark 1** Theorem 1 shows that the arbitrary collusion pattern $P$ affects the capacity of the PIR problem only through the linear programming problem (LP1). More specifically, the capacity formula under arbitrary collusion patterns take on the same form as that of the original PIR problem of (1), with $N$ replaced by the optimal solution of (LP1).

**Remark 2** Our results coincide with known capacity results of PIR colluding for replicated databases:

1) In the case of non-colluding databases [2], the collusion pattern is $P = \{\{1\}, \{2\}, \ldots, \{N\}\}$, whose incidence matrix is $B_P = \mathbf{I}_N$. It is straightforward to see that the optimal solution to (LP1) is $y^* = \mathbf{1}_N$, and the corresponding optimal value $S^* = N$. Hence, the capacity formula in (10) becomes (1), consistent with [2].

2) In the case of $T$-colluding databases [3], the collusion pattern $P$ consists of all size $T$ subsets of $[1:N]$, and there are a total of \(\binom{N}{T}\) many colluding sets, i.e., $M = \binom{N}{T}$. The corresponding incidence matrix of size $N \times M$ consists of $\binom{N}{T}$ columns, each with $T$ number of 1s and $N - T$ number of 0s. It is straightforward to see that the optimal solution to (LP1) is $y^* = \frac{1}{T} \mathbf{1}_N$, and the corresponding optimal value $S^* = \frac{N}{T}$. Hence, the capacity formula in (10) becomes (2), consistent with [3].

3) In the case $T$-colluding cyclically contiguous databases [6, Appendix D], the collusion pattern $P = \{\{1,2,\ldots,T\}, \{2,3,\ldots,T+1\}, \ldots, \{N,1,2,\ldots,T-1\}\}$, where $M = N$. The transpose of the corresponding incidence matrix, i.e., $B_P^T$, is a circulant matrix, where the first row consists of $T$ number of 1s followed by $N - T$ number of 0s. It is straightforward to see that though the incidence matrix is different from that of the $T$-colluding case, the optimal solution $y^*$, and hence the optimal value $S^*$, is the same. Thus, the capacity formula in (10) becomes (2), consistent with [6, Appendix D].

4) In the case of disjoint colluding sets [13], the $N$ servers are split into $J$ disjoint sets, where Set $j$ consists of $N_j$ databases, $j \in [1:J]$. Within Set $j$, up to $T_j$ databases may collude, where $T_j \leq N_j$. The corresponding incidence matrix to this collusion pattern is

$$B_P = \begin{bmatrix}
B_1 & 0 & \cdots & 0 \\
0 & B_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & B_J
\end{bmatrix},$$

where $B_j$ is an $N_j \times \binom{N_j}{T_j}$ matrix, with each column consisting of $T_j$ 1s and $N_j - T_j$ 0s, $j \in [1:J]$. It is straightforward to see that the optimal solution to (LP1) is $y^* = \left[\begin{smallmatrix}1 \\
\frac{T_1}{T_j} \\
\frac{T_2}{T_j} \\
\vdots \\
\frac{T_J}{T_j}\end{smallmatrix}\right]^T$. The corresponding optimal value $S^* = \sum_{j=1}^J \frac{N_j}{T_j}$. Hence, the capacity formula in (10) becomes $1 + \left(\sum_{j=1}^J \frac{N_j}{T_j}\right)^{-1} + \left(\sum_{j=1}^J \frac{N_j}{T_j}\right)^{-2} + \cdots + \left(\sum_{j=1}^J \frac{N_j}{T_j}\right)^{-(K-1)}$, consistent with [13, Theorem 2].
IV. PROOFS

A. Achievability

Recall that for each collusion pattern $\mathcal{P}$, there is a corresponding incidence matrix $B_{\mathcal{P}}$, as defined in Section II. Let $y = [y_1, y_2, \ldots, y_N]^T$ be a feasible and rational solution of (LP1), i.e., $y$ consists of rational elements, and it satisfies the constraints (11) and (12). Let the value of the objective function in (LP1) corresponding to $y$ be $S$, i.e., $S = \sum_{n=1}^{N} y_n$. Then, we have the following achievability theorem.

**Theorem 2** Consider the PIR problem with collusion pattern $\mathcal{P}$, whose incidence matrix is $B_{\mathcal{P}}$. Suppose $y$ is a rational and feasible solution of (LP1) and $S = 1/y$. Then the following rate is achievable, i.e.,

$$C_{\mathcal{P}} \geq \left(1 + \frac{1}{S} + \left(\frac{1}{S}\right)^2 + \cdots + \left(\frac{1}{S}\right)^{K-1}\right)^{-1}.$$  

(13)

**Proof:** The details of the proof of Theorem 2, along with an illustrative example, can be found in the full version of this paper. The proof is similar to [3, Section IV.D], and we note the differences here: 1) In place of $N^K$ in [3, Section IV.D], we have $L$, which is the message length. $L$ will be chosen such that the number of $k$-sum symbols downloaded from each of the databases is an integer, $k \in [1 : K]$. Such an $L$ can be found since $y$ is rational. 2) In place of $\mathcal{S}$ in [3, Section IV.D], we have $S$. 3) Rather than distributing the queries evenly among all databases, we distribute the queries proportionally according to $(y, S)$, more specifically, the number of queries to Database $n$ is based on the proportion $\frac{y_n}{S}$, $n \in [1 : N]$.

**Remark 3** The main novelty in our achievable scheme is, rather than distributing the queries evenly among all databases, we propose distributing the queries proportionally according to $(y, S)$, i.e., the number of queries to Database $n$ is based on the proportion $\frac{y_n}{S}$, $n \in [1 : N]$). First of all, this is possible because $y$ satisfies the constraint in (12), which means $y_n \geq 0$, $n \in [1 : N]$. Secondly, $y$ that satisfies the constraint (11) will guarantee the user’s privacy. This can be intuitively explained as follows: the databases in each colluding $\mathcal{T}_m \in \mathcal{P}$ can not see too many symbols being queried, i.e., the $m$-th element of $B_{\mathcal{P}}^T y$ is no greater than 1, otherwise, the dependency of the undesired symbol will be revealed to the colluding databases in $\mathcal{T}_m$, violating the privacy of the user.

**Remark 4** It is easy to see that $y = \frac{1}{S} 1_N$ is a feasible and rational solution. The corresponding $S = 1/y = 1$. This is the suboptimal retrieval scheme of downloading all $K$ messages, evenly from all the databases.

Note that the right-hand side of (13) is an increasing function of $S$. Based on the result of Theorem 2, to find the largest possible achievable rate, we should find the maximum $S = \sum_{n=1}^{N} y_n$, achievable over all $y$ satisfying (11) and (12). Applying Theorem 2 for the optimal solution of (LP1), i.e., $(y^*, S^*)$, and noting that $y^*$ is rational due to the fact that the objective function and the linear constraints in (LP1) are both with integer coefficients, the rate of Theorem 1 is achievable.

B. Converse

Recall that for each collusion pattern $\mathcal{P}$, there is a corresponding incidence matrix $B_{\mathcal{P}}$, as defined in Section II. Consider the following linear programming problem, which will be called (LP2),

$$\begin{align*}
\min_{x} & \quad x^T M x \\
\text{subject to} & \quad B_{\mathcal{P}} x \geq 1_N \quad \text{(14)} \\
& \quad x \geq 0_M. \quad \text{(15)}
\end{align*}$$

Let $x = [x_1, x_2, \ldots, x_M]^T$ be a feasible and rational solution of (LP2), i.e., $x$ consists of rational elements, and it satisfies the constraints (14) and (15). Let the value of the objective function in (LP2) corresponding to $x$ be $S_2$, i.e., $S_2 = \sum_{m=1}^{M} x_m$. We have the following converse theorem.

**Theorem 3** Consider the PIR problem with collusion pattern $\mathcal{P}$, whose incidence matrix is $B_{\mathcal{P}}$. Suppose $x$ is a rational and feasible solution of (LP2) and $S_2 = 1_M^T x$. Then, the capacity of the PIR problem is upper bounded by

$$C_{\mathcal{P}} \leq \left(1 + \frac{1}{S_2} + \left(\frac{1}{S_2}\right)^2 + \cdots + \left(\frac{1}{S_2}\right)^{K-1}\right)^{-1}.$$  

(16)

**Proof:** The details of the proof can be found in the full version of this paper. We comment on the main idea here. Using standard PIR converse techniques such as those in [2], we can obtain for $k = 2, 3, \ldots, K$,

$$H(A^{[k-1]}_{1:N} | W_{1:k-1}, Q^{[k-1]}_{1:N}) \geq H(A^{[k]}_{\mathcal{T}_m} | W_{1:k-1}, Q^{[k]}_{1:N}),$$

$m = 1, 2, \ldots, M$.  

(17)

For each $m \in [1 : M]$, multiply both sides of (17) by $x_m$, which is the $m$-th element of $x$. Note that $x$ satisfies (15), which means that we are multiplying non-negative numbers and the sign of the inequality does not need to be changed. Then, adding all these $M$ inequalities together, we obtain

$$S_2 H(A^{[k-1]}_{1:N} | W_{1:k-1}, Q^{[k-1]}_{1:N}) \geq \sum_{m=1}^{M} x_m H(A^{[k]}_{\mathcal{T}_m} | W_{1:k-1}, Q^{[k]}_{1:N}),$$

(18)

where we have used the definition of $S_2$, i.e., $S_2 = \sum_{m=1}^{M} x_m$. The fact that $x$ is rational and non-negative means that there exist non-negative integers $G_x^{1}, G_x^{2}, \ldots, G_x^{M}, G_x$, such that each $x_m$ can be expressed as $x_m = \frac{G_x}{G_x^m}$, $m \in [1 : M]$. Thus, we have

$$G_x \sum_{m=1}^{M} x_m H(A^{[k]}_{\mathcal{T}_m} | W_{1:k-1}, Q^{[k]}_{1:N}) = \sum_{m=1}^{M} G_x H(A^{[k]}_{\mathcal{T}_m} | W_{1:k-1}, Q^{[k]}_{1:N}).$$

(19)
Since $G_m^m, m \in [1 : M]$ are integers, the right-hand side of (19) can be written as a summation of the form
\[ \sum_{v=1}^{V} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \] (20)
where $V$ is a positive integer, and $\bar{r}_v \subseteq [1 : N], v \in [1 : V]$.

We have the following results for a summation of the form (20): we say that the summation in (20) satisfies the even property with the number $G$, if the number of times $n$ appears in $A \triangleq \{ \bar{r}_1, \bar{r}_2, \ldots, \bar{r}_V \}$ is equal to $G$ for each $n \in [1 : N]$. For a summation that satisfies the even property, we have
\[ \sum_{v=1}^{V} G_A^{[k]} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \]
which follows by applying the sub-modular property of the entropy function multiple times.

Note that $x$ satisfies constraint (14). In the case of $B_P \cdot x = 1_N$, the sum on the right-hand side of (19) satisfies the even property with $G = G_x$. In the case of $B_P \cdot x > 1_N$, after writing the right-hand side of (19) in the form of (20), we may delete some indices of $n$ in sets $\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_V$, until each $n$ appears only $G_x$ number of times. This gives us a lower bound to the right-hand side of (19), and this lower bound is a summation that satisfies the even property with the number $G_x$. Hence, for all cases of $B_P \cdot x \geq 1_N$, we have
\[ \sum_{m=1}^{M} G_x^{[k]} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \]
which follows by applying the sub-modular property of the entropy function multiple times.

Note that $x$ satisfies constraint (14). In the case of $B_P \cdot x = 1_N$, the sum on the right-hand side of (19) satisfies the even property with $G = G_x$. In the case of $B_P \cdot x > 1_N$, after writing the right-hand side of (19) in the form of (20), we may delete some indices of $n$ in sets $\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_V$, until each $n$ appears only $G_x$ number of times. This gives us a lower bound to the right-hand side of (19), and this lower bound is a summation that satisfies the even property with the number $G_x$. Hence, for all cases of $B_P \cdot x \geq 1_N$, we have
\[ \sum_{m=1}^{M} G_x^{[k]} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \]
which follows by applying the sub-modular property of the entropy function multiple times.

Utilizing (18), (19) and (22), we may obtain the induction argument
\[ S_2 H(A_{1:N}^{[k-1]} | W_{1,k-1}, Q_{1:N}^{[k-1]}), \]
for $k \in [2 : K]$, from which the result of Theorem 3 follows from standard PIR converse techniques such as those in [2].

\begin{remark}
The main novelty of our converse proof is proving (22), which is a general version of Han’s inequality. We use (22) in place of Han’s inequality, which was used for $T$-colluding [3], for the induction argument of the converse. We show that when $x$ satisfies constraints (14) and (15), the sum corresponding to $x$ either satisfies the even property or a lower bound of it satisfies the even property, resulting in (22).
\end{remark}

The reason why $x$ has to satisfy (14), (15) and is rational is stated in the proof main idea above. Note that the right-hand side of (16) is an increasing function of $S_2$. Based on the result of Theorem 3, to find the tightest possible upper bound, we should find the minimum $S_2 = \sum_{m=1}^{M} x_m a_m$ achievable over all $x$ satisfying (14) and (15). Applying Theorem 3 for the optimal solution of (LP2), i.e., $(x^*, S_2^*)$, and noting that $x^*$ is rational, the right-hand side of (19) can be written as a summation of the form
\[ \sum_{v=1}^{V} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \]
where $V$ is a positive integer, and $\bar{r}_v \subseteq [1 : N], v \in [1 : V]$.

We have the following results for a summation of the form (20): we say that the summation in (20) satisfies the even property with the number $G$, if the number of times $n$ appears in $A \triangleq \{ \bar{r}_1, \bar{r}_2, \ldots, \bar{r}_V \}$ is equal to $G$ for each $n \in [1 : N]$. For a summation that satisfies the even property, we have
\[ \sum_{v=1}^{V} G_A^{[k]} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \]
which follows by applying the sub-modular property of the entropy function multiple times.

Note that $x$ satisfies constraint (14). In the case of $B_P \cdot x = 1_N$, the sum on the right-hand side of (19) satisfies the even property with $G = G_x$. In the case of $B_P \cdot x > 1_N$, after writing the right-hand side of (19) in the form of (20), we may delete some indices of $n$ in sets $\bar{r}_1, \bar{r}_2, \ldots, \bar{r}_V$, until each $n$ appears only $G_x$ number of times. This gives us a lower bound to the right-hand side of (19), and this lower bound is a summation that satisfies the even property with the number $G_x$. Hence, for all cases of $B_P \cdot x \geq 1_N$, we have
\[ \sum_{m=1}^{M} G_x^{[k]} H(A_{\bar{r}_v}^{[k]} | W_{1,k-1}, Q_{1:N}^{[k]}), \]
which follows by applying the sub-modular property of the entropy function multiple times.

Utilizing (18), (19) and (22), we may obtain the induction argument
\[ S_2 H(A_{1:N}^{[k-1]} | W_{1,k-1}, Q_{1:N}^{[k-1]}), \]
for $k \in [2 : K]$, from which the result of Theorem 3 follows from standard PIR converse techniques such as those in [2].

\section{Conclusions}

We have found the capacity of the PIR problem under arbitrary collusion patterns for replicated databases. We first link the achievable PIR rate and its converse to the solutions of two linear programming problems (LP1) and (LP2), i.e., we have
\[ \left( 1 + \frac{1}{S^*} + \left( \frac{1}{S^2} \right)^2 + \cdots + \left( \frac{1}{S^2} \right)^{K-1} \right)^{-1} \leq C_P \]
where $S^*$ and $S_2^*$ are the optimal solutions to (LP1) and (LP2), respectively. It is easy to see that (LP1) and (LP2) are actually dual problems of each other, which means $S^* = S_2^*$. Hence, we have found the capacity of the PIR problem under arbitrary collusion pattern $P$ for replicated databases, as described in Theorem 1.

To aid in a better understanding of the PIR problem under arbitrary collusion patterns for replicated databases and its proofs, we provide several examples in the full version of the paper [22].
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