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ABSTRACT

Aiming to fill a crucial gap in our observational knowledge of the early Universe, experiments around the world continue to attempt to verify the claimed detection of the redshifted 21-cm signal from Cosmic Dawn by the EDGES experiment. This sky-averaged or ‘global’ signal from neutral hydrogen should be detectable at low radio frequencies (50-200 MHz), but is difficult to measure due to bright foreground emission and difficulties in reaching the required levels of instrumental-calibration precision. In this paper we outline our progress toward using a novel new method to measure the global redshifted 21-cm signal. Motivated by the need to use alternative methods with very different systematic errors to EDGES for an independent result, we employ an array of closely-spaced antennas to measure the global sky signal interferometrically, rather than using the conventional approach with a single antenna. We use simulations to demonstrate our newly-developed methods and show that, for an idealised instrument, a 21-cm signal could theoretically be extracted from the visibilities of an array of closely-spaced dipoles. We verify that our signal-extraction methods work on real data using observations made with a Square-Kilometre-Array-like prototype; the Engineering Development Array-2. Finally, we use the lessons learned in both our simulations and observations to lay out a clear plan for future work, which will ultimately lead to a new global redshifted 21-cm instrument: the All-Sky SignAl Short-Spacing INterferometer (ASSASSIN).

Key words: instrumentation: interferometers – miscellaneous, dark ages, reionization, first stars

1 INTRODUCTION

The first billion years of the Universe’s evolution remains largely unexplored observationally. Possibly the most promising avenue for filling this gap in our knowledge is to observe the redshifted 21-cm line of neutral hydrogen, which should be detectable at radio wavelengths between 1-6 m (Madau et al. 1997; Shaver et al. 1999; Zaldarriaga et al. 2004; Furlanetto et al. 2006). A number of low-frequency radio telescopes have taken up the challenge of observing this faint signal from the early Universe, a task which is made extremely difficult by the presence of bright astrophysical foreground emission and the high-precision instrumental calibration required for a detection. Ultimately, the goal is to image the bubbles that form in the sea of neutral hydrogen around the first ionising sources, however, the sensitivity required to make such images is beyond the capabilities of any currently-operating telescope. To increase the signal-to-noise ratio for a signal detection there are two main approaches: 1) using an interferometer to estimate the power spectrum of the fluctuations to make a detection statistically, and 2) using a single antenna to average the total power of the signal across the sky and observe only the spectral variations in the so-called ‘global’ signal. This work focuses on the second approach, however, we incorporate elements of the first approach in order to avoid certain unwanted instrumental effects.
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tion Signature (EDGES; Bowman et al. 2018) has made the first claimed detection of the redshifted 21-cm signal from Cosmic Dawn (CD), the period where the brightness of the 21-cm signal is coupled to the temperature of the neutral hydrogen gas that permeates the Universe. The gas initially cools due to the expansion of the Universe and then heats up again as the first stars and galaxies begin to radiate, causing the neutral hydrogen signal, as a function of redshift, to be seen as an absorption trough against the Cosmic Microwave Background (CMB). The EDGES result, however, cannot be explained by standard physical models of the early Universe, due to the large depth and unusual shape of the absorption trough, and is yet to be verified by any other independent experiment. Hence, there is some skepticism surrounding the EDGES result, with some claiming that unaccounted-for instrumental effects, or problems with the data modeling, are causing a spurious signal (see e.g. Bradley et al. 2019, Hills 2019, Singh et al. 2019). So there is some urgency to verify the result with a different instrument, preferably one with much different systematic effects. A novel approach to this problem is to use an interferometer, rather than a single antenna, to observe the global signal.

This is the first in a series of papers with the ultimate goal of developing and using an array of closely-packed antennas to observe the redshifted 21-cm signal from CD through to the end of the Epoch of Reionisation (EoR). This instrument will be known as the All-Sky SignAI Short-Spacing Interferometer (ASSASSIN). In this paper, however, we will make use of data from a prototype instrument that has already been constructed at the Murchison Radioastronomy Observatory (MRO): the Engineering Development Array-2 (Wayth et al., 2020, in preparation). The aims of this paper are to:

(i) Describe a method for measuring a global sky signal with an array of closely-spaced dipoles and show, using simulated data, that it is theoretically possible to extract a 21-cm signal with an idealised instrument.
(ii) Validate the theory and simulations in (i) by measuring a global foreground signal using real interferometric data from the EDA-2.
(iii) Outline a clear path for future work that will lead to the measurement of the global redshifted 21-cm signal using a new short-spacing interferometer, ASSASSIN.

In this paper we do not aim to qualify the EDA-2 as a 21-cm experiment, rather, we use the EDA-2 to validate our initial simulations and to plan the future development path of ASSASSIN. The paper is organised as follows: In Section 2 we introduce the concept of detecting a global signal interferometrically and describe some of the previous work to date. We also describe the instrument used in this work, the EDA-2. In Section 3 we detail the methods used both for generating simulated data and for observing and calibrating the real data in this paper. This is followed by a description of the methods used to analyse both data sets. Section 4 details the results obtained in our analysis of the simulated and real data. These results are discussed in detail in Section 5. In Section 6 we outline our plan for future work and we draw our conclusions in Section 7.

2 BACKGROUND

2.1 Previous work

For a long time it has been recognised that the shortest spacings of an interferometer array can be used to obtain information on larger scales than the minimum baseline length would conventionally suggest, by scanning across the sky (Ekers & Rots 1979). This concept continues to be used in radio interferometry to image large-scale objects on the sky, having been incorporated into mosaicing and joint-deconvolution techniques (Cornwell 1988; Sault, Staveley-Smith & Brouw 1996). Ultimately, however, these techniques only access the true ‘zero-spacing’, corresponding to the global signal, by combining interferometric data (cross-correlations) with single-dish measurements (auto-correlations). It has only been more recently, motivated by the idea of measuring the global redshifted 21-cm signal, that authors have begun to explore using interferometers alone to measure a global sky signal. We discuss some such work here.

An intuitive approach to understanding the interferometric response to a global signal is described by Presley, Liu & Parsons (2015), who consider the $(u,v)$ footprint for a single baseline resulting from the finite extent of the antenna beam shapes. An interferometer baseline does not sample a single point in the $(u,v)$ plane, but is sensitive to a range of values, depending on the antenna beam shape. For very short baselines, and sufficiently-narrow primary beams, there is a significant overlap of the beam footprint with the origin of the $(u,v)$ plane, and therefore a significant response to the ‘zero-spacing’ or global average signal. Presley, Liu & Parsons (2015) therefore propose that a purpose-built array of closely-packed antenna apertures could detect a global signal. Singh et al. (2015), however, argue that such an array of filled-aperture antennas cannot be built, as the baselines cannot be made shorter than the antenna diameter, and at these greater lengths the overlap with the $(u,v)$ plane origin is negligible.

The prospect of using arrays of dipoles, rather than filled-aperture antennas, however, is more promising. Singh et al. (2015) show that even without narrow-beamed aperture antennas, a very short interferometer baseline has a significant response to the global sky. This is true even for the theoretical case of isotropic antennas (see Fig. 1). The sensitivity to a global signal is increased by using short dipoles, arranged in a parallel configuration (see Fig. 2, right panel), in which case the baselines can be made short enough such that their length is less than the effective apertures of the antennas. This effect is enhanced for directions far from zenith, as the projected baselines become very short, tending toward zero at the horizon, resulting in an edge-brightening effect (Thyagarajan et al. 2015).

Few, if any, general-purpose radio interferometer arrays, however, are built with sufficiently-short baselines to be able to measure a global signal interferometrically. Hence, previous authors have attempted to extend the global-signal sensitivity of interferometers such as LOFAR (van Haarlem et al. 2013) and the Murchison Widefield Array (MWA; Tingay et al. 2013; Bowman et al. 2013) to longer baselines. As first suggested by Shaver et al. (1999), these experiments use the technique of lunar occultation (McKinley et al. 2013; Vedantham et al. 2015; McKinley et al. 2018), which makes use...
of the Moon as a reference of known shape and spectrum to imprint angular structure on the otherwise featureless global signal.

Other work exploring the use of interferometers to detect a global signal includes a practical theoretical framework for measuring a global signal interferometrically from Venumadhav et al. (2016) and an investigation by Mahesh et al. (2015) into using a partially-reflecting screen between two interferometer elements as a beam-splitter to enhance the response to a uniform sky. Both of these works focus on two-element interferometer systems and represent important progress toward interferometric detection of a global signal. Their results are important to the ASSASSIN project as the behaviour of the two-element case will need to be understood in detail and then generalised for application to a larger array.

Recently, the Long Wavelength Array-Sevilleta (LWA-SV; Taylor et al. 2012; Cranmer et al. 2017) has been used to make global-sky measurements (DiLullo et al. 2020). However, their measurements do not come from the cross-correlations of the individual dipoles as in our work. Instead, DiLullo et al. (2020) take advantage of interferometric techniques for calibration, but observe in a fully-beamformed mode, such that the array acts like a filled-aperture single dish and measures total power. This is similar to the approach taken by the Large Aperture Experiment to Detect the Dark Ages (LEDA; Greenhill & Bernardi 2012; Bernardi et al. 2015), which measured total power from single dipoles that were calibrated using a larger LWA station.

### 2.1.1 Ionosphere

Some authors claim that the effects of the ionosphere could prohibit any global 21-cm signal detection from Earth (Vedantham et al. 2014; Datta et al. 2016). As such, Singh et al. (2015) assumed that their interferometer arrays would be placed in space, but suggest that their analysis is equally applicable to ground-based arrays. While advantageous from an ionospheric perspective, a space-based array, forsooth, has its own complications, including orders of magnitude increases in complexity, cost and risk. Placing such an array in Earth orbit is also not practical due to radio frequency interference (RFI) considerations. Such an array is exposed to the sum of all the low-frequency transmitters located over half the Earth. Therefore, the array would need to be either in lunar orbit (Burns et al. 2019), on the far side of the Moon (Burns et al. 2020) or far from the Earth (e.g. L2 orbit), none of which are easy prospects. Other work suggests that ionospheric effects in ground-based experiments can be mitigated by long enough integration times (Sokolowski et al. 2015). In any case, for this work we are constrained by cost and complexity to the surface of the Earth and do not further consider ionospheric effects, apart from noting that in the future we intend to make use of ionospheric monitoring at the MRO to minimise ionospheric impacts using an avoidance approach.

### 2.2 Measuring a global signal with a single interferometric baseline

While it is a common misconception that interferometers are completely insensitive to a spatially-invariant ‘global’ signal, as discussed above, for very short baselines there is a significant interferometric response to a global signal. This becomes clear when we consider the equation describing the response of a two-element interferometer (Thompson 1999):

\[
V(\hat{b}, \nu) = \frac{1}{4\pi} \int T_{\text{sky}}(\vec{r}, \nu) A(\vec{r}, \nu) e^{-2\pi i \frac{\hat{b} \cdot \vec{r}}{\lambda}} d\Omega
\]  

where \(V(\hat{b}, \nu)\) is the measured visibility in brightness temperature units (K), \(T_{\text{sky}}(\vec{r}, \nu)\) is the sky brightness temperature in K, \(A(\vec{r}, \nu)\) is the antenna beam pattern, \(\hat{b}\) is the baseline vector, \(\vec{r}\) is the sky direction unit vector, \(\lambda\) is wavelength in m, \(\nu\) is frequency and \(\Omega\) is solid angle.

As described by Singh et al. (2015), for a global signal we can remove the direction dependence of the sky temperature and take it outside of the integral, so that the visibility equation becomes:

\[
V(\hat{b}, \nu) = \frac{1}{4\pi} T_{\text{sky}}(\nu) \int A(\vec{r}, \nu) e^{-2\pi i \frac{\hat{b} \cdot \vec{r}}{\lambda}} d\Omega
\]  

where all variables are as defined above, and \(T_{\text{sky}}(\nu)\) in K is the global sky temperature. Plotting the response described by equation 2 for the case of a pair of isotropic antennas, we obtain the curve in Fig. 1, which shows that for short baselines (< L1) there is a significant response to a global signal. While the exact shape of the curve changes depending on the antenna beam shapes and their orientation on the sky, a similar response to a global signal can be found for short dipole antennas and it is this response that we aim to exploit in this work.

Of course the real sky is not uniform, but has angular variations in brightness temperature that an interferometric baseline is also sensitive to. If we subtract the global sky temperature from the complete sky, we can obtain a zero-mean description of the brightness temperature fluctuations:

**Figure 1.** Expected interferometric response to a uniform sky (normalised to unity at the shortest baseline) for a pair of isotropic antennas, calculated according to equation 2.
$T_{\text{angular}}(\vec{r}, \nu) = T_{\text{sky}}(\vec{r}, \nu) - T_{\text{sky}}(\nu)$. The global and angular interferometric responses can then be separated as follows:

$$V(\vec{r}, \nu) = \frac{1}{4\pi} \left( T_{\text{sky}}(\nu) \int A(\vec{r}, \nu)e^{-2\pi i \frac{\vec{r} \cdot \vec{r}}{\lambda^2}} d\Omega + \int T_{\text{angular}}(\vec{r}, \nu)A(\vec{r}, \nu)e^{-2\pi i \frac{\vec{r} \cdot \vec{r}}{\lambda^2}} d\Omega \right)$$

$$= T_{\text{sky}}(\nu) \ast \text{global response} + \text{angular response}$$

where all variables are as defined in Equation 2, and $T_{\text{angular}}(\vec{r}, \nu)$ is the zero-mean map of temperature fluctuations across the sky. To first order, we can assume that the global response dominates for the shortest baselines and ignore the bias introduced by the angular response. The measured global sky temperature, $T_{\text{sky}}(\nu)$, is then simply a scaling factor that is multiplied by the response to a uniform, unity-valued sky (global response) to obtain the value of the visibility.

### 2.3 Measuring a global signal with a closely-spaced array

An interferometric array contains many baselines that each make an independent measurement of the visibility. If the antennas in the array are closely spaced (i.e. there are many baselines with lengths less than a wavelength), then the array is also making many independent measurements of the global sky temperature according to a linear equation (equation 3). By taking these measurements and also calculating the expected global response for each baseline, the global sky temperature can be solved for using linear regression. This procedure is detailed further in Section 3.3. Fortunately, an instrument suitable for a demonstration of this technique, the EDA-2, has already been constructed at the MRO and is described in Section 2.5.

### 2.4 Contribution of thermal noise

So far we have not considered the effects of thermal noise. The expected rms brightness temperature variation, $T_{\text{rms}}$ in K, due to thermal noise in our simulated global-signal measurements is given by the radiometer equation, using the Rayleigh-Jeans approximation (Wrobel & Walker 1999), including a factor, $N$, which is the number of baselines included in the analysis (in this paper, those baselines shorter than 0.5\lambda):

$$T_{\text{rms}} = \frac{\lambda^2 T_{\text{sys}}}{A_{\text{eff}} \sqrt{2N\Delta\nu}}$$

where $\lambda$ is wavelength in m, $T_{\text{sys}}$ is the system temperature in K, $A_{\text{eff}}$ is the effective area of a single dipole in the array in $m^2$, $\Delta\nu$ is the integration time in s and $\Delta\nu$ is the channel bandwidth in Hz. The more baselines used in the analysis, $N$, the lower the thermal noise contribution, however, there is a trade-off to including more (longer) baselines to reduce thermal noise, as this also causes the angular response and its associated bias (as described in Section 2.2) to increase. Hence, it is preferable to use an array with many, very short baselines.

The radiometer equation used above applies for the conventional case of well-separated antennas. In the case of an array of closely-spaced antennas, where there are baselines of less than a wavelength, there will be additional noise terms due to internal noise coupling and mutual coupling between antennas. These effects are briefly discussed in Section 3.1.5, but their full treatment is left for future work. Since the simulations do not include mutual coupling and internal noise coupling effects, the noise in the simulations is expected to match equation 4. For the EDA-2 data, however, we expect some deviation from the predicted thermal noise due to these coupling effects.

### 2.5 The Engineering Development Array - 2

The Engineering Development Array (EDA; Wayth et al. 2017) was a prototype array built at the MRO, consisting of 256 MWA dual-polarisation, crossed-dipole antennas arranged in the same type of pseudo-random configuration as proposed for the stations of the Square Kilometre Array - low (SKA-low; Turner 2016), over a wire ground mesh of approximately 35 m diameter (see Fig. 2, left panel). The EDA was deployed as a development, testing and verification system to support the engineering activities of the MWA and SKA-low telescopes. In its initial configuration, the EDA performed 2-stage, analogue beamforming, producing a single array beam with a relatively small angular extent.

Following the success of the EDA, a new prototype array has been constructed using the same EDA configuration, but taking advantage of RF-over-fibre transmission of the signals from each dipole to allow cross-correlation of each antenna pair. This new instrument, the EDA-2, is therefore able to make all-sky images and has been successfully calibrated using either the Sun or a full-sky map as a calibration model and common radio-astronomy tools. A holographic method of calibration (using the sun as the calibration source) has also been demonstrated to work effectively on EDA-2 data (Kiefner et al., 2020, in preparation).

The new capability allowing cross-correlation of individual dipoles, combined with the closely-packed antenna layout of the EDA-2 make it an ideal test-bed for a short-spacing global-signal experiment. Its operating frequency range of between 50-350 MHz is also well-suited to exploring the redshifts of interest, covering the CD/EoR period. One limitation of the current EDA-2 system, however, is the limited instantaneous bandwidth. The EDA-2 uses an oversampled polyphase filter bank to channelise data, forming coarse channels of 0.93 MHz bandwidth, with centre channels spaced at intervals at 0.78 MHz to allow an overlap that can be used to avoid aliasing at the coarse-band edges. When in full cross-correlation mode with 256 antennas, the current system is restricted to observing a single coarse channel at a time.

Ideally, a global-signal experiment would seek to simultaneously observe a wide bandwidth, covering 50-200 MHz, so that foreground removal and RFI-mitigation strategies can be performed optimally. With less than 1 MHz instantaneous bandwidth, the EDA-2 observer must sequentially scan across the whole frequency range of interest. As the Earth rotates during the time it takes to perform this scanning, different frequency channels will be observing different parts of the sky. This changing sky will introduce spectral features into the observed signal that complicate foreground removal and could lead to spurious results. For the purposes of this paper (verifying that a global foreground signal can
be observed with the EDA-2), the effect is small compared to the large magnitude of the expected signal. However, for a true global 21-cm experiment, the instrument will require a wideband receiver.

The EDA-2 antenna layout is shown in Fig. 2 (left panel). The right panel of Fig. 2 shows the definition of dipoles that are in ‘parallel’ and ‘inline’ configurations for a N-S baseline. In reality, since no baselines are exactly N-S or E-W, all EDA-2 baselines are somewhere in between these two configurations. These are discussed further in Section 2.5.1.

2.5.1 Expected EDA-2 response to a uniform sky

The baselines of the EDA-2 measure visibilities according to equation 3. For the antenna beam model, \( A(\hat{\ell}, \nu) \), we use the analytical description of a short dipole over an infinite ground screen. In this model, the short-dipole response is toroidal and varies as \( \sin^3(\theta) \), where \( \theta \) is the angle between the sky vector and the dipole axis. The electric field response for a single antenna placed at distance \( d \) wavelengths above a conductive ground plane is the same as that for a 2-element ‘end-fire’ antenna with isotropic receiving elements, separated by a distance 2\( d \) and having opposite phases (Kraus 1988, equation 4-10, section 4-2). This ground-plane effect, \( g_p \), is calculated by:

\[
g_p = 2 \sin(2\pi d \cos(\theta)),
\]

where \( \theta \) is the angle of incoming radiation in radians from zenith and \( d \) is the distance above the ground plane, which we take to be 0.3 m, the value used to model the dipoles in an MWA tile. The final beam map is the product of the short-dipole response and the ground-plane effect.

Singh et al. (2015) plot the expected global-signal response of a two-element interferometer in space for both the inline and parallel dipole configurations. They conclude that the parallel configuration is preferable for global-signal detection as the parallel-configuration response has a greater amplitude for most baseline lengths greater than 0.5\( \lambda \) (see their figure 2). Since the EDA-2 dipoles are all aligned E-W or N-S, but have randomly oriented baselines, the baseline configurations range from being approximately parallel (e.g. for E-W polarisation in an N-S baseline) to being approximately inline (e.g. for N-S polarisation in a N-S baseline).

These two configurations are shown in Fig. 2, right panel.

The effect of the distribution of dipole configurations is shown in Fig. 3, where we plot the response to the uniform sky, normalised to 1 at the shortest baseline, vs baseline length, in wavelengths, for each EDA-2 baseline using the E-W polarisation only, computed according to Equation 2. In Fig. 3 we also plot the response for a precisely parallel antenna configuration and a precisely inline antenna configuration. These two extremes bound the expected EDA-2 responses. For short baselines (< 1\( \lambda \)), Fig. 3 shows that we expect the EDA-2 to have a significant response to a global sky signal. The curves differ in shape from those in figure 2 of Singh et al. (2015), since the EDA-2 dipoles are over a conducting ground plane and we plot points for baselines shorter than 0.5\( \lambda \).

3 METHOD

Here we outline the methods used in generating simulated data, obtaining real data and analysing both data sets.

3.1 Simulations

In order to demonstrate that a 21-cm signal can, in theory, be extracted from an ideal array of closely-spaced antennas, we have conducted a series of simulations to produce synthetic visibilities to run through our analysis pipeline. This process also helps us to understand the challenges associated with measuring a global signal with an interferometer, by allowing us to isolate different inputs and examine their effects on the recovered signal. For illustrative purposes we use the antenna layout of the EDA-2, and the EDA-2 dipole beam shapes, however, the parameters of the simulations such as integration time, bandwidth and LST are not matched to the observations in this paper and a direct comparison between simulations and observations is not the intended outcome. A direct comparison is left for future work when more realistic instrumental effects can be included in the simulations.

At this stage the simulations include a diffuse foreground signal (which can be split into global and angular components as described in Section 2.2), a global 21-cm signal based on the EDGES result and thermal noise. Future work will include more complex effects including mutual coupling of antennas, internal noise coupling between amplifiers and antenna-based calibration errors.

3.1.1 Diffuse foreground simulation

Simulated visibilities are produced at 1 MHz intervals (with a bandwidth of 1 MHz) in the range 50 - 200 MHz, using the MIRIAD (Sault, Teuben & Wright 1995) functions uvgen and uvmodel. We begin by generating a set of ‘empty’ visibilities with uvgen, by inputting a sky model containing no sources and specifying the frequency radio sky. At this point we also make an empty, all-sky image using invert, to be used later as a template for the sky-model input map required by uvmodel.

Noise can be optionally added to the simulations by specifying the system temperature and sensitivity when running uvgen. The system temperature is dominated by sky noise at these frequencies, so we use a simple rule of thumb for the system/sky temperature of:

\[
T_{sys} = T_{sky} = T_{180} \left( \frac{\nu}{180} \right)^{\beta},
\]

where \( T_{180} \) is the sky temperature at 180 MHz, taken to be 180 K, \( \nu \) is the frequency in MHz and \( \beta \) is the spectral index, taken to be -2.5 (Mozdzelen et al. 2017). The system sensitivity in Jy/K is derived from calculations of the EDA
In this work we use the Global Sky Model (GSM; de Oliveira-Costa et al. 2008) as our model of the diffuse radio sky, generated using the pygsm package (Price 2016). The GSM model uses principle component analysis of sky maps at discrete frequencies and interpolates in frequency using a cubic spline. Hence, we expect the foreground signal generated using the GSM to be sufficiently smooth in frequency for our purposes, but not necessarily a true representation of the spectral shape of the sky. We also trialled the use of two other diffuse sky models. We found that the updated GSM of Zheng et al. (2017) had discontinuities in its spectrum, making it unsuitable for this work. The Global Model for the Radio Sky Spectrum (GMOSS; Sathyanarayana Rao et al. 2017a) is a suitable model for global-signal simulations as it ensures spectral-smoothness across frequency and is physically motivated. However, we found that the spectral behaviour of the GSM model at the levels of interest for our simulations was very similar to GMOSS and the integration of pygsm with other Python packages, including healpy (Zonca et al. 2019), pyephem (Rhodes 2011), and astropy (Astropy Collaboration 2013, 2018), made it the preferred option for this work.

We use pygsm to generate an all-sky healpix1 (Górski et al. 2005) map and then reproject this to the same projection as the template map (generated previously by imaging the simulated visibilities with miriad), using the astropy-affiliated package reproject.2 We then convert the units of the reprojected map to Jy/pixel and multiply by the beam model. This apparent-sky map is then given as the input to uvmodel, which Fourier transforms the image and adds the model visibilities into the previously-generated visibility dataset. At this point we also take the beam-weighted average of the sky by summing the pixel values in the apparent-sky map and dividing by the sum of the beam-map values. This beam-weighted average brightness temperature (equivalent to the antenna temperature that would be measured by a single antenna) at each frequency is saved as the theoretical/predicted sky temperature for later comparison.

3.1.2 Diffuse-global foreground simulation

We also simulate a ‘diffuse-global foreground’ in order to test whether a 21-cm signal can be recovered under the condition that the angular response to the observed sky has

---

1 https://healpix.sourceforge.io/
2 https://reproject.readthedocs.io/en/stable/index.html
We then make a dirty image from the uncalibrated measurement sets. We then use the `wsclean` option `-predict`. We then use `wsclean` to be used as an input model image. The model image is pre-projected into the MODEL column of the measurement set using the expected uniform-sky response and creating simulated visibilities.

3.1.3 Diffuse-angular foreground simulation

We also generate simulated visibilities corresponding to just the angular variations in the sky brightness temperature by taking the GSM map generated at each frequency, subtracting the beam-weighted average brightness temperature and then following the same procedure as described in Section 3.1.1. These diffuse-angular visibilities are used in the angular-response mitigation procedure described in Section 3.3.1.

3.1.4 Global 21-cm signal simulation

For the global 21-cm signal input we use the best-fit model from Bowman et al. (2018); a flattened Gaussian of amplitude 0.52 K, centred at 78.3 MHz with a width of 20.7 MHz. The global-signal simulation is performed in an identical manner to the diffuse-sky simulation described in Section 3.1.1, but with the GSM healpix map replaced with a healpix map of uniform values corresponding to the value of the 21-cm model at that frequency.

3.1.5 Internal noise coupling, beam mutual coupling and calibration errors

It is an inherent property of closely-spaced interferometers, such as the EDA-2, that internal noise from the receiver electronics will be radiated by an antenna and subsequently received by neighbouring antennas, causing some correlation of internal noise at the correlator (Venumadhav et al. 2016; Ung et al. 2020; Sutinjo et al. 2020). This internal-noise coupling has its greatest effect at short baselines and will cause the interferometric response to change from the ideal case shown in Fig. 3. Since, as discussed in Section 2.5.1, it is the shortest baselines where the response to a uniform sky is at its greatest, this coupling is a concern to any experiment aiming to detect the global 21-cm signal with an interferometer. These effects require an in-depth treatment and we therefore leave their consideration to future work, which will examine the detectability of the global 21-cm in the presence of internal noise coupling and explore mitigation strategies to be employed in both system design and data analysis.

Another effect that has not been taken into account in this work is the mutual coupling between antenna elements that results in the antenna beam shapes deviating from idealised analytical models. Future work will incorporate detailed FEKO models of the antenna beams for generating the expected uniform-sky response and creating simulated visibilities.

Real data will also never be calibrated perfectly and errors in the antenna-based phase and amplitude solutions will be present. We leave the inclusion of calibration errors in the simulations to future work as we continue to explore different calibration schemes and assess their accuracy.

3.2 Real data from the EDA-2

3.2.1 EDA-2 observations

Observations were made with the EDA-2 on UTC 2020 March 3. The observations were carried out sequentially in frequency-channel order starting with channel 64 (centre frequency 50.0 MHz) at UTC 13:37:33 and finishing with channel 126 (centre frequency 98.9 MHz) at UTC 14:07:07. At each channel, 7 observations were made, each of duration 0.28 s. The observations made directly after and before changing channels were discarded due to known issues with the system at these ‘edge’ times, so 5 observations for each centre frequency were used. The data at each coarse band were further channelised into 32 fine channels of width 28.935 kHz. The data were correlated and the resulting visibilities converted to measurement sets.

3.2.2 EDA-2 calibration

Each measurement set is calibrated using a full sky model as follows. We generate a GSM healpix map at the centre frequency of the coarse channel (as described in Section 3.1.1). We then make a dirty image from the uncalibrated measurement set using WSCLEAN (Offringa et al. 2014) to be used as a template. We use REPROJECT and the header of the template image to create a reprojected map, which, following conversion from brightness temperature units to Jy/beam, is suitable as an input model image. The model image is predicted into the MODEL column of the measurement set using the WSCLEAN option `–predict’. We then use CALIBRATE, developed by Offringa et al. (2016) for use on MWA data, to
solve for the complex antenna gains, using this input model. We find that, due to signal-to-noise considerations for such a small amount of data, it is necessary in this first level of calibration to use all 32 fine channels to solve for a single frequency-independent solution per antenna.

Once each measurement set in a coarse channel has been calibrated separately, all 5 are concatenated into a single measurement set using the CASA (McMullin et al. 2007) task CONCAT. A second round of calibration is then performed on the CORRECTED data column of the concatenated data set using CALIBRATE, but this time solving for the antenna gains on a per-fine-channel basis. The increased signal-to-noise ratio of the concatenated data set and the fact that a frequency-independent calibration has already been performed on the data, allows us to solve for and apply calibration solutions for each of the 32 fine channels and calibrate out any instrumental frequency structure occurring within a coarse band. The calibrated, concatenated data at each coarse channel is then exported to UVFITS (Greisen 2012) format for further analysis.

### 3.3 Signal extraction

For both simulated and real data we read in the visibilities in UVFITS format at each frequency. We extract the (u, v) values from the ‘UU’ and ‘VV’ columns, convert them to units of wavelength and compute the baseline length as \( \sqrt{u^2 + v^2} \) for each pair. We then sort the (u, v) values and their corresponding real visibility values in ascending order according to baseline length. A cut is made at a baseline length of 0.5\( \lambda \) and only data below this value are used in the subsequent analysis, since this is where there is a significant response to a global signal (see Fig. 3). The visibility values are then converted to brightness temperature units (K) by multiplying them by the conversion factor: \( 10^{-20} \lambda^2 / 2k \) (where \( \lambda \) is wavelength in m and \( k \) is the Boltzmann constant in m\(^2\) kg s\(^{-2}\) K\(^{-1}\)).

For each baseline we compute the expected response to a unity-valued, uniform sky according to equation 2 (with \( T_{\text{sky}}(v) \) set to 1), using the analytic EDA-2 antenna beam shape described in Section 2.5.1 in healpix form (in which case the integral can be evaluated as a sum over the pixel indices, since the pixels are of equal area on the sky). These values are the ‘global response’ in equation 3. As discussed in Section 2.2, the measured global sky temperature, \( T_{\text{sky}}(v) \), is the scaling factor that, when multiplied by the expected global response to a unity sky, gives the value of the visibility.

This is shown in Fig. 4a, where we plot the expected global response (blue squares) and the visibility amplitude (orange triangles) as a function of baseline length at 70 MHz (for a global-21-cm-signal-only simulation). Both sets of points have been normalised so that the expected global response at the shortest baseline is unity. The measured global sky temperature, \( T_{\text{sky}}(v) \), is obtained by plotting the visibility amplitudes against the expected global responses, and fitting a line using a simple ordinary least squares (OLS) fit with a fixed intercept at the origin. An example plot at 70 MHz, which corresponds to the data in Fig. 4a, is shown in Fig. 4b.

This procedure is carried out at each frequency (each fine channel for the EDA-2 data and at 1 MHz intervals for the simulated data), resulting in a spectrum from the lowest frequency at 50 MHz up to the frequency where the number of baselines of length less than 0.5 wavelengths reaches zero. To assess the detectability of the global redshifted 21-cm signal in both the simulated and real data we use one of two simple metrics: the rms residual remaining after a) fitting and subtracting a polynomial to the data in log-log space, or b) jointly fitting a global redshifted 21-cm model and a log-log polynomial foreground model to the data. Following parts of (Bowman et al. 2018), we use a simple polynomial foreground model, \( T_F(v) \), described by:

\[
T_F(v) = \sum_{n=0}^{N-1} a_n v^{n-2.5},
\]

where \( N \) is the polynomial order, \( a_n \) are the coefficients fitted to the data, \( v \) is frequency and the factor of -2.5 in the exponent is used to match the expected spectral shape of the foreground. These are simplistic methods that could be unreliable for realistic global-signal detection (Sathyanarayana Rao et al. 2017b), however, they are sufficient for the purposes of this work where the main focus is on demonstrating the validity of our techniques for using an interferometer to observe a global sky signal.

#### 3.3.1 Angular-response subtraction

As discussed in Section 2.2, the actual sky has angular structure and we would expect this to affect our signal extraction, where the visibility amplitudes are compared to the uniform-sky response. Anticipating the effect of angular structure, we compute the expected response to angular structure only, at each frequency, using the zero-mean sky map as described in Section 3.1.3. When we employ the angular-response mitigation step in our data analysis we simply subtract the expected angular response from the measured (or simulated) visibility response before the OLS-fitting step described in Section 3.3 above.

### 4 RESULTS

#### 4.1 Simulation results

In this section we present results from simulations of the E-W polarisation of an EDA-2 antenna layout from 50 to 200 MHz with an integration time of 4 mins per 1 MHz channel. Synthetic data were generated following the methods outlined in Section 3.1 and the global sky signal was extracted following the method described in Section 3.3.

##### 4.1.1 Simulation: Global redshifted 21-cm signal only

In Fig. 5 we show the input and recovered signals for a simulation that contains only the global redshifted 21-cm signal (no noise) as an input. Fig. 5 also shows the number of baselines used in the signal extraction (those shorter than 0.5\( \lambda \)) as a function of frequency. The plots in Fig. 4 correspond to the point in Fig. 5 at 70 MHz. The recovered signal is only extracted up to approximately 110 MHz, at which point the number of baselines shorter than 0.5\( \lambda \) reaches zero.
4.1.2 Simulation: Global redshifted 21-cm signal plus thermal noise

The results for a simulation including the global redshifted 21-cm signal plus thermal noise for a 4-min EDA-2 observation are shown in Fig. 6. Fig. 6a shows the input global redshifted 21-cm signal (Bowman et al. 2018) as an orange dotted line and the signal recovered with our analysis pipeline (using only baselines shorter than 0.5λ) as a blue solid line with error bars. The error bars are the standard error from the OLS fit at each frequency. Fig. 6b shows the simulated visibility amplitude vs the expected response to a unity-valued uniform sky (blue points) at 70 MHz. The OLS fit to the data is shown as a red dashed line, the gradient of which represents the measured global-sky temperature in K.

4.1.3 Simulation: Global foreground signal plus thermal noise

In Fig. 7 we show the results of a simulation that includes a foreground signal with no angular structure as described in Section 3.1.2, plus thermal noise. The LST used for the simulated observation is 2 hrs and no global redshifted 21-cm signal is included. In Fig. 7b we show the residuals from the subtraction of a 5-th order polynomial fit in log-log space from the recovered signal (blue solid line) in Fig. 7a. The rms of the residuals is ~30 mK. Also shown in Fig. 7b is the expected rms thermal noise calculated according to equation 4. For the calculation, $T_{\text{sys}}$ is taken to be the global-foreground temperature (orange dotted line in Fig. 7a), since sky noise dominates the system noise at these low frequencies. The effective area of the dipoles, $A_{\text{eff}}$, is interpolated from the values calculated by Wayth et al. (2017) for the EDA (which had an identical antenna layout to the EDA-2), and presented in their table 2. We take the values given in column 3 of their table 2 and divide by the number of antennas, 256. This properly takes into account the fact that the dipoles are embedded in a dense array. The calculation uses the number of baselines shorter than 0.5λ at each frequency channel as $N$.

4.1.4 Simulation: Global foreground and redshifted 21-cm signal plus thermal noise

In Fig. 8 we show the results from a simulation with the same parameters as described in Section 4.1.3, but with the
Figure 6. Simulation results for a 4-min simulated observation with the E-W polarisation of an EDA-2 antenna layout with a global redshifted 21-cm signal plus thermal noise as an input, across a frequency range 50-200 MHz. (a): Orange dotted line: input global 21-cm signal (Bowman et al. 2018). Blue solid line with error bars: recovered signal from our analysis pipeline, using only baselines shorter than 0.5\(\lambda\). The error bars are the standard errors from the OLS fits. The input signal is recovered up to approximately 110 MHz, at which point the number of baselines shorter than 0.5\(\lambda\) reaches zero. (b): An example plot at 70 MHz of the simulated visibility amplitude vs the expected response to a unity-valued uniform sky (blue points). The red dashed line is an OLS fit to the data, the gradient of which represents the measured global-sky temperature in K. These data correspond to the brightness temperature value in Fig. 6a at 70 MHz.

Figure 7. Simulation results for a 4-min simulated observation at LST 2 hrs with the E-W polarisation of an EDA-2 antenna layout with a diffuse global foreground signal (as described in Section 3.1.2) plus thermal noise as an input, across a frequency range 50-200 MHz. (a): Orange dotted line: input global foreground signal. Blue solid line with error bars: recovered signal from our analysis pipeline, using only baselines shorter than 0.5\(\lambda\). The error bars are the standard errors from the OLS fits and are too small to be seen here, but their values are plotted in Fig 7b for comparison with the log-polynomial subtraction residuals. The input signal is recovered up to approximately 110 MHz, at which point the number of baselines shorter than 0.5\(\lambda\) reaches zero. (b): Residuals after subtraction of a 5-th order polynomial in log-log space from the simulated data shown in Fig. 7a (blue solid line). The rms of the residuals is 50 mK. The expected thermal rms noise, calculated according to equation 4 and taking into account the number of baselines included at each frequency channel, is shown as the red dashed line. The green dash-dot line is the OLS fit error at each frequency (corresponding to the small error bars in Fig 7a).

addition of a redshifted 21-cm signal. Fig. 8a shows the recovered global redshifted 21-cm signals from jointly fitting an EDGES model of the 21-cm signal and log-log foreground polynomials of orders 5, 6 and 7. The residuals after subtraction of the fitted foreground and 21-cm models are shown in Fig. 8b. The rms residual is approximately 30 mJy for all three polynomial orders.
4.1.5 Simulation: Full sky model foreground and thermal noise

In Fig. 9 we show the results from a simulation including a full-sky-model foreground, as described in Section 3.1.1, plus thermal noise (no global redshifted 21-cm signal). The input and recovered signals are shown in Fig. 9a for the case where we ignore the interferometric response to the angular structure of the sky (in blue) and the case where we remove the expected angular response following the procedure outlined in Section 3.3.1 (in orange). Fig. 9b shows the residuals after subtraction of a 7-th order log-log polynomial for both cases. Both sets of residuals have a similar shape, indicating that the angular structure introduces a systematic bias that is not removed by the angular-response mitigation process. The rms of both sets of residuals is above 3 K.

4.2 Real data results: EDA-2

The EDA-2 data were observed and processed as detailed in Section 3.2 and the global sky signal was extracted following the method described in Section 3.3.

In Fig. 10a we show an example all-sky image using the full coarse band of data centred at 70 MHz (EDA-2 channel 89). The data were observed at LST 8.3 hrs, so the image centre (zenith) is RA (J2000) 8h20m, DEC −26.7°. The data have been CLEANed using wsclean and the synthesised beam, which has a major axis of 4.5°, is shown in the centre of the image. In Fig. 10b we show the corresponding plot of the real component of the visibility amplitude vs the expected unity-valued global-signal response (blue points) at 70 MHz. The red dashed line is an OLS fit to the data, the gradient of which represents the measured global-sky temperature in K.

Initially, plots showing the real visibilities plotted against the expected unity-valued uniform-sky response (as in Fig. 10b) showed that there were outliers in the data in some coarse channels that were most likely caused by RFI. Automated RFI flagging was not conducted at any stage of the data processing due to the very short lever-arm available in both time and frequency, which makes identifying RFI by means of lines (Offringa et al. 2010), or other morphologies (Offringa et al. 2012), in time-frequency space very difficult. So, to excise these bad data, we took the linear model obtained from the OLS fit at each fine channel, subtracted it from the data and computed the mean and standard deviation of the residual. Any data points that were more than 5 standard deviations from the mean were removed from the data and the OLS fitting re-run on the ‘flagged’ dataset. This removed most of the RFI-affected data. Very bad data are also excised by the fact that the calibration solutions do not converge, this results in some gaps in the measured spectrum where no observations at a particular frequency could be calibrated.

In Fig. 11 we show the measured sky spectrum at both the full spectral resolution of 28 kHz (omitting the first 2 and final 3 fine channels in each of the overlapping coarse channels) in Fig. 11a, and with the data averaged within each coarse band in Fig. 11b, again using just the ‘central’ 27 channels. The error bars in Fig. 11a are the standard error from the OLS fit at each fine frequency channel, while the error bars in Fig. 11b are the standard deviation of the measured sky temperatures from the individual fine channels used to calculate the per-channel average at each coarse band.

In Fig. 12 we show the residuals after subtracting a 7th-order polynomial from the measured spectrum, for both the full spectral resolution (Fig. 12a) and the per-coarse-channel-averaged spectra (Fig. 12b).
5 DISCUSSION

The results of our analyses of both the simulated and real short-spacing interferometer data demonstrate significant progress toward measuring a global redshifted 21-cm signal interferometrically. Here we discuss the implications of these results with a view to planning future work.

5.1 Discussion of simulation results

The simplest simulation, that of a global redshifted 21-cm signal only, is a useful sanity check to show that both our simulations and signal-extraction tools are set up correctly. As expected and shown in Fig. 5, the input signal is recovered perfectly up until the point where the number of short baselines (length less than $0.5\lambda$) reaches zero at approximately 110 MHz. Similarly, for a global 21-cm signal with thermal noise, as shown in Fig. 6a, our analysis is able to recover the signal reasonably well, despite the large spread in

Figure 9. Simulation results for a 4-min simulated observation at LST 2 hrs with the E-W polarisation of an EDA-2 antenna layout with a full-sky-model foreground, plus thermal noise (as described in Section 4.1.5), across a frequency range 50-200 MHz. (a): Input signal (green dotted line), recovered signal ignoring angular response (blue dashed line) and recovered signal using angular-response subtraction (orange solid line). (b): Residuals after subtraction of a 7-th order polynomial from the recovered signals shown in Fig. 9a. Blue dashed line: ignoring angular response, orange solid line: angular-response subtracted.

Figure 10. Real-data results from the EDA-2 at 70 MHz and LST 8.3 hrs. (a): CLEANed full sky image. The synthesis beam shape is shown at the centre of the image (zenith) (b): Visibility amplitude vs the expected unity-valued global-signal response (blue points) for the data corresponding to the image in Fig. 10a. The red dashed line is an OLS fit to the data, the gradient of which represents the measured global sky temperature in K.

The results of our analyses of both the simulated and real short-spacing interferometer data demonstrate significant progress toward measuring a global redshifted 21-cm signal interferometrically. Here we discuss the implications of these results with a view to planning future work.
Figure 11. Real-data results from the EDA-2 at LST 8.3 hrs covering the frequency range 50-100 MHz. (a): Measured global sky temperature per fine channel of $\sim 28$ kHz (blue solid line and error bars) and expected global sky temperature derived from the GSM (orange dotted line). (b): Measured global sky temperature averaged per coarse channel of $\sim 0.78$ MHz (blue solid line and error bars) and expected global sky temperature derived from the GSM (orange dotted line).

Figure 12. Real-data results from the EDA-2 at LST 8.3 hrs covering the frequency range 50-100 MHz. (a): residuals from subtracting 7th-order log-log polynomial from the fine-channel-resolution extracted signal shown in Fig. 11a. (b): residuals from subtracting 7th-order log-log polynomial from the coarse-channel-resolution extracted signal shown in Fig. 11b.

The recovered sky signal shown in Fig. 7 for a diffuse-global foreground input signal (i.e. the GSM model averaged across the sky so that it has no angular structure, as described in Section 3.1.2) with thermal noise, but no global redshifted 21-cm signal, appears to match very well with the simulation input signal. Fig. 7a shows that the input signal is recovered accurately all the way from 50 to 110 MHz, at which point the number of baselines of length less than $0.5\lambda$ reaches zero.

In Fig. 7b, the 50 mK rms of the residuals (blue solid line) and the standard error of the OLS fits at each frequency (green dash-dot line) are greater than the expected rms noise as calculated from equation 4 (red dashed line) for most of the band. This may be due to the limited wide-field accuracy...
of MIRIAD, which is adding extra variation away from the unity-sky response into the simulated data used in the fits. A more detailed error analysis of the OLS fitting will be investigated in future work when it is planned to use a more accurate wide-field simulation tool.

Due to the large magnitude of the foreground signal the thermal noise has little effect on the results. An rms residual of 50 mK indicates that in the non-physical case of a uniform foreground signal, or assuming that the effects of angular structure can be fully removed, it would be possible to recover a global redshifted 21-cm signal of similar magnitude to the EDGES signal in a 4-min EDA-2 observation. This is also assuming a perfectly-calibrated, ideal instrument where the effects of coupling between interferometer elements (antennas and amplifiers) has been completely mitigated. Future work to include these effects in the simulations is discussed in Section 6.

When an EDGES-like global 21-cm signal is added to the simulation input with a uniform foreground signal and noise, we are able to perform a joint fit and recover the input 21-cm signal, as shown in Fig. 8. The results in Fig. 8a show that at least a 6th-order polynomial is required to fully recover the signal. The residuals after subtraction of the fitted foreground and 21-cm model (Fig. 8b) have an rms of approximately 30 mJy for all three polynomial orders, confirming that a global EDGES signal could be detected for an ideal instrument in the case where the foreground angular structure has been completely removed.

For the most realistic simulation, where we include a full GSM sky model with angular structure and thermal noise (but no global 21-cm signal), the signal-extraction accuracy is reduced. Fig. 9a shows that if we simply ignore the angular structure in the foreground (blue dashed line), the recovered sky temperature is lower than the input signal by between 1–4 percent, depending upon the frequency. This effect is similar to the result obtained for a global 21-cm signal with noise as shown in Fig. 6, indicating that angular structure in the sky has a similar effect to thermal noise on our estimates of the sky temperature for short snapshot observations (4 mins in this simulated case).

Unlike the case of thermal noise, however, increasing the integration time will not necessarily decrease the bias introduced by angular structure. Only combining observations at sufficiently separated LSTs, where the interferometric angular response is different enough to integrate down, will help to increase the accuracy of the signal extraction. A more comprehensive set of simulations covering a wide range of LSTs will be required to determine how much separation in time is required for the correlation of the angular fluctuation response between snapshot observations to be sufficiently reduced. For the shortest baselines and longest wavelengths, the fringe pattern covers a large patch of sky and the response will not change significantly even over the course of an entire night. Fortunately, the baselines in this regime have only a low sensitivity to angular structure (and a corresponding large sensitivity to the global signal). For longer baselines and shorter wavelengths, the angular structure has a greater impact, but decorrelates faster. For example, the fringe pattern for an E-W baseline of length 1 M has a width of approximately 3.8 hrs in RA, so the angular structure response will be completely decorrelated for observations spaced by a few hours in LST. An exploration of the optimal observing cadence, however, is left for future work.

In the presence of angular structure, the recovered signal (Fig. 9a, blue dashed line) is close to the input signal, but is not smooth as a function of frequency, resulting in much larger residuals when a polynomial foreground model is subtracted than the global foreground case, as shown in Fig. 9b (blue dashed line). These residuals due to the angular-structure response, with an rms of around 3.5 K, are more than two orders of magnitude greater than the residuals caused by thermal noise alone (e.g. Figs. 7b and 8b). Thus, thermal noise can be considered insignificant compared to the impact of the angular structure response on the measured global sky signal for a snapshot observation.

When we remove the angular-structure response from the simulated data as described in Section 3.3.1, we recover the input global sky temperature more accurately (see Fig. 9a, orange solid line). However, this subtraction process does not mitigate against the unwanted spectral fluctuations that are evident in the residuals plotted in Fig. 9b. This is an unexpected result, as in simulation the angular response subtraction should be perfect, apart from the small effects of the thermal noise. The most likely explanation is that the widefield response to the sky simulated using MIRIAD is not accurate to the required level, due to approximations made in the interest of simulation speed. Therefore, in future work a simulation package that is properly qualified for wide fields of view will be used.

With rms residuals of approximately 3.5 K for both the angular-response-subtracted and angular-response-ignored cases, it would not be possible to detect a global redshifted 21-cm signal in these simulated data and hence we do not proceed with adding a global 21-cm signal to the simulations, but leave this for future work when we combine multiple LSTs and explore more advanced methods of angular-response mitigation. This is discussed further in Section 6.

5.2 Discussion of real data from the EDA-2

The all-sky image from the EDA-2 at 70 MHz (Fig. 10a) shows an accurate depiction of the expected sky at LST 8.3 hrs, with the Galactic plane stretching across the sky and the Gum nebula, including the bright Vela supernova remnant, a prominent feature close to zenith. This indicates that the in-field calibration as described in Section 3.2.2 has performed reasonably well. Observing when the Galactic plane was high in the sky was necessary for in-field calibration with a full sky model as it has been found that there is insufficient signal-to-noise for this calibration scheme to work for LSTs where the sky is more ‘empty’. Unfortunately, this is also the worst time to observe from the perspective of spectral structure being imprinted on the extracted global signal by Galactic foregrounds (Sathyarayana Rao et al. 2017b). To avoid this unwanted effect, it is possible to calibrate on either the Sun during the day, or the Galactic plane at suitable LSTs, and transfer solutions to observations taken at LSTs that are better-suited to global-signal measurements. This is not ideal, however, as the instrumental response is likely to change over the intervening time, due to temperature fluctuations and other effects. Reasonable images have been made with the EDA-2 from transferred calibration solutions, however, more work is required to test whether it...
is more advantageous to avoid Galactic structure by transferring calibration solutions or to deal with the angular and spectral structure of the Galactic plane in other ways.

Even with in-field calibration using the bright Galactic plane, evidence that the calibration is imperfect can be seen in Fig. 10b, where the spread of points does not look noise-like as was seen in the simulations (see Fig. 6b for comparison). The banded structure apparent in Fig. 10b is likely to result from the same calibration solutions being applied to different observations, which were concatenated together to increase the signal-to-noise ratio for calibration purposes (as described in Section 3.2.2). Groups of five points that appear spread in a vertical line at a specific x-axis value in Fig. 10b should have almost identical amplitudes as they are measuring the same sky modes only seconds apart. This effect could be mitigated by system improvements to allow longer observation times (including a wider instantaneous bandwidth so that the observer does not need to sequentially scan across frequencies), removing the need for the concatenation of shorter observations.

Despite the imperfect calibration of the instrument, the global-sky-signal measurements in Fig. 11 show that the signal extraction has recovered the expected sky temperature reasonably well. At the full spectral resolution of 28 kHz (Fig. 11a) there are some obvious RFI spikes that have eluded our rudimentary flagging procedure (see Section 4.2). These RFI-affected fine channels are also clearly seen in the residual plot in Fig. 12a, and there is likely to be more RFI at lower levels. For the coarse-band-averaged spectrum in Fig. 11b (and the corresponding residuals in Fig. 12b) these bad channels have been left in the data and hence will contribute to some of the remaining spectral structure.

A more concerning effect that is clearly seen in the full-spectral-resolution residuals of Fig. 12a is the structure that appears with a periodicity corresponding to the coarse-channel bandwidth (0.78 MHz). We suspect that this is due to the need for an initial frequency-independent calibration step for each coarse band, which may result in some spectral structure being imprinted at this frequency interval. Averaging the measured spectrum on a per-coarse-channel basis largely removes this effect, leaving only the larger-frequency-scale fluctuations, as can be seen by comparing Figs. 12a and 12b.

Across most of the band, the measured sky temperature is slightly lower than the modelled temperature (Fig. 11), as we might expect from our full-GSM-model simulations described in Sections 3.1.1 and 4.1.5. The values obtained for the measured sky temperature for the real data, however, were not appreciably changed by attempts to apply the angular-response removal procedure described in Section 3.3.1 (and hence not shown). This suggests that calibration error, rather than the response to angular structure, could be the dominant effect causing the discrepancy between measured and modelled values (since, as discussed in Section 5.1, the thermal noise contribution is insignificant). We are unable to confirm this, however, because we were not able to validate our angular response mitigation procedure, due to the limitations of our simulations.

To investigate the impact of angular structure and calibration errors further, we plot in Fig. 13, as a function of baseline length and for a frequency of 50 MHz, the measured visibility amplitudes for the EDA-2 observations (yellow circles) and the visibility amplitudes calculated according to equation 3 for both the ‘diffuse-global’ foreground response (beam-weighted-average of the GSM with no angular structure) as blue squares and the expected response to the full GSM model as orange triangles. Fig. 13 shows that the spread of the data away from the expected global-signal response is far greater for the measured data than for the full-GSM-model predicted response (calculated analytically). Some of the vertical banded structure of the measured points can be attributed to the calibration errors discussed above (and seen in Fig. 10b). We cannot rule out, however, the possibility that angular fluctuations are the dominant effect and that we are not modelling them correctly due to inaccuracies in either the sky or beam models used, or a combination of the two.

The rms variation of the measured spectrum, after averaging over each coarse channel (Fig. 12b), is approximately 7.5 K over the 50 MHz bandwidth used. While this is still at least 2 orders of magnitude worse than the level of spectral smoothness required for a global 21-cm detection, it is a promising result that is only a factor of ~ 2 larger than the rms residuals in our full-GSM model simulations (see Fig. 9b), which were simulated at a much more favourable LST of 2 hrs. While there are clearly unaccounted-for systematic errors affecting the shape of Fig. 12b, the results do show that we have achieved our initial aim to demonstrate that a global foreground signal can be extracted from a closely-spaced interferometer such as the EDA-2.

6 FUTURE WORK

Throughout this paper we have identified a number of areas for immediate future work. Based on the lessons learned, we lay out here a road map for both the simulations and real-data analysis that will ultimately lead to the development
of a new, purpose-built instrument for the measurement of the redshifted global 21-cm signal; ASSASSIN.

6.1 Future simulation work

Based on the results for a full-sky-model simulation (see Fig. 9), the next immediate steps for the simulation work must be to reduce the residual spectral structure that remains after subtraction of a foreground model to an acceptable level for 21-cm-signal detection. This work has identified that MIRIAD is insufficient for future work as it does not accurately simulate wide fields of view to the level required for global 21-cm signal experimentation. Alternative simulation packages will be assessed for functionality and speed and the most suitable will be adopted for future work. Options include PYUVSIM (Lanman et al. 2019), PRISM (Thyagarajan et al. 2020), and WODEN (Line et al. 2020).

The next set of simulations will be run across a wide range of LSTs and the optimal observational cadence for decorrelating the angular fluctuation response will be determined. They will also make use of both instrumental polarisations observed by the crossed-dipole antennas (this work took advantage of only half the data by examining just the E-W polarisation). These simulations will inform the development of the observing strategy for the next round of data collection. Once it is shown that a sufficiently smooth spectral response can be achieved with an ideal instrument, we will move on to introducing more complex instrumental effects.

Our results from real data show that calibration errors may have had a large impact on our measurements of the global sky signal (see Fig. 10b), however, in this work we cannot rule out that the dominant error is due to fluctuations in the foregrounds. The behaviour of the calibration errors encountered here are probably specific to the unusual, but necessary, calibration strategy used due to the way in which the data were acquired. The inclusion of calibration errors into future simulations will therefore be guided by the observing strategy that is to be adopted going forward. If through simulations we can identify an acceptable level of calibration error, this will help to inform both the development of immediate improvements to the EDA-2 and designs for ASSASSIN.

As our observations become better-calibrated and more sensitive to the global sky signal, we are likely to start seeing systematic effects due to mutual coupling of both the antenna elements and their associated amplifiers. Hence, it is imperative that these effects are incorporated into the simulations. The first step will be to replace the analytic description of the antenna beam pattern by more accurate FEKO models that take into account mutual coupling. Such embedded element patterns (EEPs) have recently been generated by Ung et al. (2020) for their work on characterising the noise temperature of the EDA in the presence of mutual coupling. We will investigate the use of individual EEPs for each dipole, as well as using a single, average element pattern, which may prove to be sufficient as was found by (Borg et al. 2020) for calibrating the Aperture Array Verification System-1 (Benthem et al., 2020, in preparation), albeit with less-stringent requirements for calibration accuracy than a global 21 cm signal detection will require.

Finally, internal noise coupling between array elements will affect the system noise temperature for an array of closely-spaced antennas (Venumadhav et al. 2016; Ung 2019; Ung et al. 2020; Sutinjo et al. 2020). Using the methods of Ung et al. (2020), we will be able to add in the effects of internal noise coupling to our simulations so that the simulated visibilities will include all known instrumental effects.

6.2 Future EDA-2 observations

Until the design, development and deployment of ASSASSIN is complete, we will continue to make use of the EDA-2 for verification of signal-extraction techniques using real data and for experimentation with various calibration strategies. Guided by the outcomes of the simulation improvements described in Section 6.1, the next round of observations will be conducted over a range of LSTs. We will also make use of data from both the E-W and N-S polarisations in our data analysis.

The observational results discussed in Section 4.2, indicate that calibration is possibly our biggest current limitation. To assess the true impact of calibration errors we must find a means to measure them independently of the angular structure response (i.e. not using the rms residual temperature). Possible ways to achieve this would be to look at the variation between observations that are closely spaced in time and therefore should have the same angular structure response, or to check the dynamic range of images made with the entire array.

The next set of observations will explore the strategy of transferring calibration solutions between pointings, rather than using in-field calibration, where we rely on the Galactic plane being high in the sky, potentially corrupting any global redshifted 21-cm signal. EDA-2 system upgrades may also allow us to change our current in-field calibration strategy. It is possible that a wider-band system could be deployed in the near future (possibly at the expense of the number of cross-correlated antennas), this would allow us to simultaneously observe a greater frequency range and remove the need for the multi-stage calibration procedure, which is likely responsible for the spectral structure we see within a coarse channel in our current data (see Fig. 12a). A wider instantaneous bandwidth would also allow us to perform more accurate RFI flagging. These system upgrades are currently under investigation.

6.3 Planning for ASSASSIN

We have used the existing EDA-2 to demonstrate that a global sky signal can be measured with a closely-spaced interferometer array, however, we anticipate that a new custom-built instrument will be required if we are to reach the level of precision required for a global-redshifted-21-cm-signal measurement. To this end, and using the lessons learned from the work described in this paper, we have begun planning for this new ASSASSIN array. The following work is either currently underway or will be commenced in the immediate future:

(i) The development of a set of simplified design equations that can be used to include mutual-coupling effects into initial designs, without the need for more complex simulations and calculations (Sutinjo et al. 2020).
(ii) The designing, building and testing of a 2-element prototype short-spacing interferometer to verify our design equations and test performance in the field (Nambissan T. et al. 2020, in preparation).
(iii) The design and implementation of a wideband backend to be initially tested on a subset of EDA-2 antennas.
(iv) Development of robust observation and calibration strategies.
(v) Site planning and preparation for a complete, CD/EoR-science-ready ASSASSIN system.

Future papers in this series will report on the progress of the ASSASSIN project.

7 CONCLUSIONS

In this paper we have used both simulated and real data to achieve three goals that represent significant progress toward measuring a 21-cm signal interferometrically with an array of closely-spaced dipoles. We have:
(i) Outlined a new method for extracting a global sky signal from an array of closely-spaced antennas and used simulations to show that it is theoretically possible to measure a redshifted 21-cm signal in this way with an ideal instrument.
(ii) Verified our signal-extraction method using real data from the EDA-2 to measure the global Galactic foreground signal.
(iii) Used the lessons learned in this work to lay out a plan for future work that will lead to the measurement of the redshifted 21-cm signal with ASSASSIN.

Verifying the result of Bowman et al. (2018) is a crucial next step to filling in the gap in our knowledge of the first billion years of the Universe’s evolution. In particular, projects such as ASSASSIN, which seek to measure the global redshifted 21 cm using novel techniques, are important as they provide a means to avoid the same types of systematic errors that may be affecting the EDGES result. They can potentially offer both a completely independent verification of the signal at CD and provide a new means to explore later epochs such as the EoR.
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