Can intrinsic alignments of elongated low-mass galaxies be used to map the cosmic web at high redshift?
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ABSTRACT

Hubble Space Telescope observations show that low-mass ($M_* = 10^9 - 10^{10} M_\odot$) galaxies at high redshift ($z = 1.0 - 2.5$) tend to be elongated (prolate) rather than disky (oblate) or spheroidal. This is explained in zoom-in cosmological hydrodynamical simulations by the fact that these galaxies are forming in cosmic web filaments where accretion happens preferentially along the direction of elongation. We ask whether the elongated morphology of these galaxies allows them to be used as effective tracers of cosmic web filaments at high redshift via their intrinsic alignments. Using mock lightcones and spectroscopically-confirmed galaxy pairs from the CANDELS survey, we test two types of alignments: (1) between the galaxy major axis and the direction to nearby galaxies of any mass, and (2) between the major axes of nearby pairs of low-mass, likely prolate, galaxies. The mock lightcones predict strong signals in 3D real space, 3D redshift space, and 2D projected redshift space for both types of alignments (assuming prolate galaxy orientations are the same as those of their host prolate halos), but we do not detect significant alignment signals in CANDELS observations. However, we show that spectroscopic redshifts have been obtained for only a small fraction of highly elongated galaxies, and accounting for spectroscopic incompleteness and redshift errors significantly degrades the 2D mock signal. This may partly explain the alignment discrepancy and highlights one of several avenues for future work.
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1 INTRODUCTION

There is observational evidence for the idea that low-mass galaxies at high redshift start out with intrinsically elongated (prolate) shapes rather than being disky (oblate) or spheroidal (e.g., Cowie et al. 1995; Ravindranath et al. 2006; Yuma et al. 2012; Law et al. 2012). van der Wel et al. (2014) used the distribution of projected axis ratios measured with the Hubble Space Telescope (HST) for galaxies at $z \sim 2$ in the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS; Grogin et al. 2011; Koekemoer et al. 2011) to infer that the intrinsic shapes of the majority of low-mass, high-redshift galaxies are prolate. More recently, Zhang et al. (2018) extended the analysis of
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van der Wel et al. (2014) by simultaneously comparing the distributions of both projected axis ratios and semi-major axis lengths of CANDELS galaxies to the expectation from projecting ellipsoids with a range of intrinsic axis ratios and sizes (oblate, prolate and spheroidal). Zhang et al. (2018) found that > 50% of observed CANDELS galaxies with stellar masses $10^9 - 10^{10} M_\odot$ at $1.0 < z < 2.5$ are likely to be intrinsically prolate (with typical project axis ratios of $b/a \sim 0.3$); at lower redshifts, the prolate fraction drops considerably due to the emergence of oblate and spheroidal systems.

On the theoretical side, Ceverino et al. (2015) used hydrodynamical cosmological “zoom-in” simulations to investigate the intrinsic shapes of low-mass galaxies. They found that galaxies in their simulations were intrinsically prolate at low masses and early times. The host halos of these prolate galaxies were also prolate, implying that they were still forming in cosmic web filaments and hence their accretion of matter was preferentially along the direction of the filament. After the galaxies underwent sufficient central star formation, they became stellar mass dominated in their centers rather than dark matter (DM) dominated, and their stellar mass distribution transitioned from prolate to more typical spheroidal/oblate shapes. Building on Ceverino et al. (2015), Tomassetti et al. (2016) studied whether the direction of elongation of the stellar mass distribution was aligned with the direction of elongation of the dark matter halo itself on scales of $2 r_{200}$. Tomassetti et al. (2016) found strong intrinsic galaxy–halo alignment for nearly all of their simulated galaxies while in the early dark matter-dominated prolate phase: less than 20% of their 34 “zoom-in” simulated galaxies had $\cos \theta < 0.9$ when comparing the directions of the longest axis of the dark matter and stellar mass distributions (see their Figure 10).

On even larger scales, intrinsic halo–halo and galaxy–galaxy principal axis alignments are predicted to be ubiquitous within the ΛCDM cosmology, and these intrinsic alignments themselves reflect an even stronger underlying alignment with the filamentary structure of the cosmic web (e.g., see the recent reviews by Kiessling et al. 2015; Kirk et al. 2015; Joachimi et al. 2015; Troxel & Ishak 2015, and references therein). Using N-body simulations of ΛCDM (without baryons), several studies have converged on the prediction that both the shapes and kinematics of halos exhibit alignments with cosmic web filaments, and that shape-based alignments are more robust than kinematic alignments (e.g., Allgood et al. 2006; Aragón-Calvo et al. 2007; Libeskind et al. 2013; Forero-Romero et al. 2014). Two key predictions that seem to be robust to different N-body simulation methods, halo finders, and cosmic web feature identifiers are that: (1) the longest shape axis of a halo tends to be aligned in the direction of a filament regardless of the halo mass, and (2) low-mass halos tend to spin parallel to the filament whereas high mass halos spin perpendicular to the filamentary axis (e.g., Libeskind et al. 2013; Kiessling et al. 2015; Libeskind et al. 2018, and references therein). As discussed in sections 5 and 6 of Kiessling et al. (2015), studies of intrinsic alignments of galaxies in hydrodynamical simulations and semi-analytic models are still sparse owing to the large computational expenses and the uncertainties of subgrid physics (but see, e.g., Tenneti et al. 2015; Chisari et al. 2015; Chen et al. 2015; Codis et al. 2018).

In contrast, observational constraints on intrinsic alignments of galaxies are more sparse and uncertain (see the recent observational review of intrinsic alignments by Kirk et al. 2015). There have been several independent detections of intrinsic alignments for luminous red galaxies (LRGs; e.g., see Mandelbaum et al. 2006; Hirata et al. 2007; Okumura et al. 2009; Joachimi et al. 2011; Singh et al. 2015), extending the initially striking discovery by Binggeli (1982) that the central LRGs of nearby clusters tend to point towards each other. However, to date, the search for intrinsic alignments among blue/disky galaxies has yielded null or insignificant results (Kirk et al. 2015). Most studies have focused on $z \sim 0.1$ owing to the lack of large sample sizes and sufficiently high-quality measurements of shape, redshift, etc. at higher redshifts. A few notable exceptions are Joachimi et al. (2011), who detected the expected signal for LRGs out to $z \sim 0.7$, and Mandelbaum et al. (2011) and Tonegawa et al. (2018), who extended the null result for blue/disky galaxies out to $z \sim 0.6$ and $z \sim 1.4$, respectively. Additional high-redshift observational constraints (with an emphasis on weak gravitational lensing) are also now becoming possible with data from upcoming large-area surveys such as the Dark Energy Survey (Samuroff et al. 2018, who find evidence for decreasing intrinsic alignments among LRGs out to $z \sim 1$), and the Subaru Hyper Suprime-Cam survey (Hikage et al. 2018).

Here we test whether elongated, low-mass galaxies at high-redshift can serve as clean tracers of intrinsic alignments for blue galaxies, as might be expected within the ΛCDM cosmology if these galaxies are indeed actively forming along filaments of the cosmic web (Ceverino et al. 2015; Tomassetti et al. 2016). Our analysis is enabled by state-of-the-art observational catalogs from the CANDELS survey, and by complementary mock simulation lightcones that mimic the CANDELS survey area and that allow us to predict the expected signal. Our work extends beyond previous studies of intrinsic alignments in three ways:

1. We are extending to much higher redshifts ($z = 1.0 - 2.5$) than has typically been observationally probed before.
2. We are extending to lower stellar masses ($\log M_*/M_\odot = 9 - 10$) for star-forming galaxies at these higher redshifts.
3. Unlike previous studies that focus on blue/disky versus LRG/elliptical galaxies, we specifically focus on prolate (elongated) galaxies.

This paper is organized as follows. In section 2, we describe the mock lightcone and observational datasets. In section 3 we discuss our analysis procedures for the mock lightcones and observations. We present our results on intrinsic alignments in section 4. After a discussion in section 5, we conclude with a summary and brief remarks on future observational and theoretical prospects in section 6. In Appendix A, we compute the angular two-point correlation function for low-mass CANDELS galaxies in four redshift intervals and compare to that of the mock lightcones. We assume the
Planck Collaboration et al. (2016) cosmology throughout, with \( \Omega_{m,0} = 0.307 \) and \( h = 0.678 \) as in the Bolshoi–Planck simulation (Rodríguez-Puebla et al. 2016).

2 DATA

Here we describe our mock lightcone and observational datasets.

2.1 Mock simulation lightcones

To predict whether an intrinsic alignment signal should exist within the underlying ΛCDM cosmology, we use mock simulation lightcones from the UniverseMachine subhalo abundance matching model (Behroozi et al. 2018). These mock lightcones are generated to roughly mimic the cosmological volumes probed by the five CANDELS fields plus ancillary observational data. The underlying sample of halos comes from the Bolshoi-Planck dark matter-only dissipationless simulation (Klypin et al. 2016; Rodríguez-Puebla et al. 2016), which used the cosmological parameters of the Planck Collaboration et al. (2016) cosmology. The Bolshoi-Planck cube is 250 Mpc/h on a side with \( 2048^3 \) dark matter particles and a particle mass resolution of \( 1.5 \times 10^8 M_\odot/h \). As described in detail in Rodríguez-Puebla et al. (2016), the halo properties were determined using the Rockstar halo finder (Behroozi et al. 2013a) and merger trees were extracted using the consistent-trees code (Behroozi et al. 2013b). We consider both distinct halos and subhalos (satellites) in our analysis because we do not have central/satellite classifications for our observed high-redshift CANDELS galaxies. Given the resolution of the Bolshoi-Planck simulation, we only consider halos with \( \log M_{\text{vir}}/M_\odot > 11 \) to prevent resolution issues. This halo mass limit should include most, if not all, galaxies with \( \log M_\ast/M_\odot \geq 9 \) (Behroozi et al. 2018).

Eight mock light cones were generated for each of the five CANDELS fields, yielding forty mock light cones in total. For each mock, one halo in the \( z = 0 \) snapshot is randomly chosen to be the “home galaxy” of the observer, and then a light cone with a solid angle mimicking one CANDELS field (including additional area to allow testing of edge effects on sample selection) is chosen to point in a random direction on the sky. Two rotation matrices are computed for: (1) transforming halo properties from the original box reference frame to the 3D light cone reference frame, and (2) to further transform from the 3D light cone reference frame to an “on-sky” projected reference frame.

In this work, we opt to use a single mock light cone for the sake of convenience.\(^2\) This one mock light cone is \( 44.5' \times 41.3' \) and so has double the on-sky area of all five CANDELS fields combined: \( \sim 0.51 \text{deg}^2 \) versus \( \sim 0.26 \text{deg}^2 \). Hence, from our large roughly square mock, we extract five subfields whose rectangular dimensions are equivalent to those of the CANDELS fields: \( 16' \times 10' \) for GOODS-N and GOODS-S, \( 23.8' \times 8.6' \) for COSMOS, \( 22.3' \times 9' \) for UDS, and \( 30.6' \times 6.7' \) for EGS (see the catalog papers referenced below). These mock subfields are illustrated in Figure 1.

\(^2\) Specifically, we use survey_GOODS-S.dat which is available at http://behroozi.users.hpc.arizona.edu/UniverseMachine/EDR/Lightcones/.

Figure 1. The footprint of our overall mock lightcone (black points) with our five individual CANDELS-sized mock subfields overlaid. GOODS-N is in red, GOODS-S in green, COSMOS in blue, UDS in magenta, and EGS in cyan.

2.2 CANDELS observations

To test whether the expected signal exists, we use existing state-of-the-art observational catalogs from the CANDELS survey for all five CANDELS fields. The backbone for CANDELS is F160W (H) band imaging taken with the Wide Field Camera 3 (WFC3) aboard the Hubble Space Telescope. The details of source detection, photometric measurements and cataloguing are described in Nayyeri et al. (2017, COSMOS), Stefanon et al. (2017, EGS), Barro et al. (in preparation, GOODS-N), Guo et al. (2013, GOODS-S), and Galametz et al. (2013, UDS). We impose basic photometric flag cuts on the source catalog for each field, namely: (1) PhotFlag=0, (2) CLASS_STAR<0.8, and (3) WFC3_F160W_FLUX>0. We use stellar mass catalogs based on optical–NIR spectral energy distribution (SED) fitting: the associated systematic uncertainties are described in Santini et al. (2015) and Mobasher et al. (2015). Finally, we only use galaxies that have reliable GALFIT (Peng et al. 2002) measurements in the H-band (van der Wel et al. 2012).

Our adopted technique for selecting galaxy pairs using 3D comoving pair separations cannot be applied to galaxies with photometric redshifts because the photometric redshift uncertainties are prohibitive. For example, according to Dahlen et al. (2013), the typical \( \Delta z_{\text{phot}} \approx 0.05(1+z) \) for CANDELS, and this would translate to \( \Delta z_{\text{phot}} \approx 0.1 \) for a galaxy at \( z = 1 \). The difference in comoving distance to a galaxy at \( z = 1 \) versus \( z = 1.1 \) is a staggering \( \sim 240 \text{ cMpc} \), much larger than our maximum probed pair separations of 10 cMpc. In contrast, spectroscopic redshifts are much more securely determined and should translate to comoving distance uncertainties of at most a few cMpc. Hence, we only
consider galaxies that are spectroscopically-confirmed. We use the compilation of reliable spectroscopic redshifts from Kodra et al. (in preparation). We only use spectroscopic redshifts with quality flags of “good” or “intermediate” (this means that HST grism redshifts are included). Roughly half of our spectroscopic redshifts are grism redshifts; in subsection 3.3, we discuss grism redshift uncertainties.

3 ANALYSIS

Here we describe how we analyzed the datasets, namely how we selected elongated galaxies/halos, defined pairs, and computed alignment angles in the observations and the mocks.

3.1 Mock simulation lightcones

3.1.1 Selecting prolate halos/galaxies

Since our mock lightcones are constructed using dark matter-only simulations, we rely on a combination of halo properties and subhalo abundance matching to select pairs in which at least one of the two halos is likely to host an elongated galaxy with low stellar mass. We use the observed stellar masses assigned to halos in the UniverseMachine mock lightcone catalog (these stellar masses account for both intrinsic and observational scatter in the stellar-to-halo-mass relation Behroozi et al. 2018). First, we select halos in the following four stellar mass–redshift bins, in which Zhang et al. (2018) found that > 50% of CANDELS galaxies were likely to be intrinsically prolate:

(i) $z = 1.0 - 1.5$ and $\log M_* = 9.0 - 9.5$
(ii) $z = 1.5 - 2.0$ and $\log M_* = 9.0 - 9.5$
(iii) $z = 2.0 - 2.5$ and $\log M_* = 9.0 - 9.5$
(iv) $z = 2.0 - 2.5$ and $\log M_* = 9.5 - 10.0$

While the CANDELS observations suggest that galaxies in these stellar mass–redshift bins are predominantly prolate, it is worthwhile to further impose a selection criterion on the progenateness probability. Ceverino et al. (2015) and Tomassetti et al. (2016) found, using the VELA hydrodynamical zoom-in simulations, that prolate galaxies tend to live in the most prolate halos, which is consistent with Allgood et al. (2006) who showed that the most prolate halos are low-mass and are still preferentially accreting matter along filaments. Following common practice, we compute the “triaxiality” parameter for every halo in the four stellar mass–redshift bins above:

$$T = \frac{1 - q^2}{1 - s^2},$$

(1)

where $q = \frac{b}{a}$ and $s = \frac{c}{a}$ are two axis ratios that define the shape of an ellipsoid ($q$ and $s$ are provided in the halo snapshot catalogs). It is common practice to consider halos with $T > 2/3$ as prolate, $T < 1/3$ as oblate/disky, and $1/3 < T < 2/3$ as triaxial (see equation 12 in Allgood et al. 2006). Hence, to obtain our final sample of halos that are most likely to host prolate galaxies, we select only halos in the above stellar mass–redshift bins with $T > 2/3$. We emphasize that our conclusions remain the same if we do not apply this triaxiality cut.

Finally, since our mocks are dark matter-only, we need to make a strong assumption about how halo orientation relates to galaxy orientation in terms of the longest axis. Tomassetti et al. (2016) found, again using the same VELA hydrodynamical zoom-in simulations, that when halos/galaxies were in the prolate phase, the longest axis of the stellar mass distribution was very well aligned with the longest axis of the dark matter distribution. Indeed, Figure 10 (top-left panel) from Tomassetti et al. (2016) shows that the cumulative distribution function of the dot product between the longest-axis vectors for the stars and DM is strongly peaked at $\cos \theta \sim 1$, with only < 20% of prolate halos/galaxies having $\cos \theta < 0.9$. Hence, for simplicity we will make the extreme assumption that our prolate halos would host prolate galaxies and that the longest axis of each would point in the same direction. The Rockstar halo snapshot catalogs provide a “shape vector” giving the direction of the longest axis of every halo measured within $R_{200}$ according to the ellipsoid fitting method of Allgood et al. (2006). We use this shape vector to determine the direction of elongation of every halo, and hence of the stellar mass distribution assigned to them.

3.1.2 Defining halo–halo pairs and computing alignment angles

With our sample of prolate halos in hand, we now need to define halo–halo pairs. We consider two types of alignments that we illustrate in Figure 2. For “shape–position” alignments, we simply want to know whether the longest axis of a DM halo points in the direction to a neighbor of any mass, whereas for “shape–shape” alignments, we want to know whether the direction of longest axes of two prolate halos themselves point in the same direction (e.g., tracing out a filamentary chain of halos). Hence, for “shape–shape alignments” we only consider neighboring halos that are also likely to host prolate galaxies (i.e., they surpass the stellar mass–redshift and triaxiality cuts above), whereas for “shape–position alignments” we do not impose any mass/shape cut for the neighbors (except $\log M_{200} > 11$ to prevent resolution issues).

For “shape–position” alignments, we compute the vector pointing from the center of each low-mass prolate halo in our sample to each of its neighbors within 10 comoving Mpc (cMpc). This comoving pair separation threshold of 10 cMpc is rather large in proper distance units (10 cMpc corresponds to 5 Mpc at $z = 1$ and 3.3 Mpc at $z = 2$), but it helps with sample statistics in the observations. It also enables us to show our alignment angles as a function of pair separation for nearest neighbors only and also when including all neighbors within 10 cMpc. In 3D, we can compute the alignment angle by taking the dot product between two vectors:

$$|\cos \theta| = \frac{|v_1 \cdot v_2|}{||v_1|| \cdot ||v_2||},$$

(2)

where $\theta$ is the plane alignment angle between the two vectors $v_1$ and $v_2$, and the absolute value is taken because we only want to know whether the two vectors are parallel or perpendicular (hence $|\cos \theta|$ will have values between 0 and 1). For “shape–position” alignments, the relevant vectors for each pair are the shape vector of the low-mass prolate halo and the position difference vector between the two halos.
In 3D, as is common practice, we report size than the mock due to spectroscopic incompleteness; we and observed correlation functions in Appendix A). How- using subhalo abundance matching; we compare the mock (indeed this is by design since the mocks were constructed combined photometric and spectroscopic CANDELS dataset of halos and unique pairs are comparable for the mocks in 3D redshift space and 2D projected redshift space. These halo–halo pairs for shape–shape alignments. The numbers of halo pairs for shape–position alignments and 40976 unique halo–halo pairs for shape–shape alignments. The numbers of halos and unique pairs are comparable for the mocks in 3D redshift space and 2D projected redshift space. These numbers of halos and pairs are also roughly on par with the combined photometric and spectroscopic CANDELS dataset (indeed this is by design since the mocks were constructed using subhalo abundance matching; we compare the mock and observed correlation functions in Appendix A). However, our spectroscopic pair catalog has a smaller sample size than the mock due to spectroscopic incompleteness; we describe how we degrade the mock further to account for this in subsection 3.3.

3 In 3D, as is common practice, we report \( \cos \theta \) instead of \( \theta \) be- cause \( \theta \) is the polar angle in 3D spherical coordinates. A uniform distribution of points on the surface of a sphere will be uniform in \( \cos \theta \) but not \( \theta \) because there is less area at the poles of the sphere. Since we will be comparing our distribution of measured alignment angles to the expectation from a uniform distribution, it is hence natural to use \( \cos \theta \) in 3D. However, this argument does not apply after 2D projection onto a plane, and hence for the 2D mocks and observations we will report \( \psi \), the on-sky difference of two position angles.

In the mocks, we can measure the expected intrinsic alignments in 3D real space, and then do two degrada- tions: from 3D real space to 3D redshift space, and then from 3D redshift space to 2D projected redshift space. The first degradation will allow us to estimate how redshift space distortions (RSDs) weaken intrinsic “shape–position” alignments since the position difference vectors will change (shape-shape alignments should be relatively robust to RSDs). The second degradation will allow us to transform our results into the observational plane and ask if any net intrinsic alignments we expect in 3D redshift space will still be observable in 2D projection. The degradation from 3D real space to 3D redshift space simply involves scaling the real position vectors of halos by the ratio of comoving dis- tances to \( z_{\mathrm{cosmo}} \) and \( z_{\mathrm{cosmo}} \), where \( z_{\mathrm{cosmo}} \) is the redshift including peculiar velocities and \( z_{\mathrm{cosmo}} \) is the redshift due solely to the Hubble flow (both of these redshifts are given in the UniverseMachine lightcone catalogs; Behroozi et al. 2018).

For 2D projection, we use the standard transformation equations to go from 3D Cartesian coordinates to spherical polar coordinates, which gives us the radial (line-of-sight) distance and the on-sky (projected) RA and Dec of the halo center and another position along the direction of the halo’s longest axis. We quantify the 2D projected halo shape by computing the position angle between the (RA, Dec) of the halo center and the additional on-sky position along the di- rection of the longest axis. Then, just as for the observations, in 2D projected redshift space, we compute comoving pair separations by converting the (RA, Dec) and redshift of two halo centers to 3D Cartesian coordinates, and taking the norm of the resulting position difference vector. Unlike in 3D, alignment angles are computed as the difference between two on-sky position angles, and we denote this difference \( \psi \).

In the end, we have 8277 halos in 3D real space that satisfy our selection criteria, yielding 132214 unique halo–halo pairs for shape-position alignments and 40976 unique halo–halo pairs for shape-shape alignments. The numbers of halos and unique pairs are comparable for the mocks in 3D redshift space and 2D projected redshift space. These numbers of halos and pairs are also roughly on par with the combined photometric and spectroscopic CANDELS dataset (indeed this is by design since the mocks were constructed using subhalo abundance matching; we compare the mock and observed correlation functions in Appendix A). However, our spectroscopic pair catalog has a smaller sample size than the mock due to spectroscopic incompleteness; we describe how we degrade the mock further to account for this in subsection 3.3.

3.2 Observations

In the observations, we are restricted to working with 2D projected positions, axis ratios, and alignment angles, and we cannot correct for RSDs. First, we create our sample of elongated low-mass galaxy candidates by selecting galaxies in the four stellar mass–redshift bins where Zhang et al. (2018) estimated \( > 50\% \) prolate fractions. Then, we assign each of these individual galaxies probabilities of being intrinsically prolate/elongated, oblate/disky or spheroidal by essentially interpolating the results of Zhang et al. (2018). Specifically, we consider the fractional contribution of prolate, oblate and spheroidal ellipsoids for an individ- ual galaxy’s combination of projected \( b/a \) and semi-major axis length. The ellipsoidal fractions come from modeling by Zhang et al. (2018) of the \( b/a \) versus size diagram using the entire population of galaxies in the stellar mass–redshift bin that the individual galaxy belongs to. We discard all galaxies for which the prolateness probability is \( < 50\% \); this
discards objects with, e.g., high $b/a$ and small size that are likely spheroidal rather than prolate. We emphasize that our conclusions remain the same if we use the full sample of galaxies in the four redshift–stellar mass bins without any cut on prolateness probability.

For each of our prolate galaxies, we compute 3D comoving pair separations to other galaxies in the catalog by converting the on-sky (RA, Dec) and redshifts to Cartesian coordinates, and then taking the norm of the resulting 3D position difference vector. To maximize sample size and enable us to study alignment angles as a function of pair separation, we consider all neighbors within 10 cMpc (just like for the mocks). For the shape–position alignments sample, we consider all neighbors with log $M_*/M_\odot > 9$ without any further restriction on their stellar masses and shapes. For the shape–shape alignments sample, we require the neighbors to also have $M_*/M_\odot = 9–10$ and prolateness probability $> 50%$.

In this paper, we do not attempt to analyze galaxy pairs in individual mass and redshift bins, and in each CANDELS field separately, due to small number statistics. Instead, we group the unique galaxy pairs from different fields and redshift–mass bins together, which gives us a large enough sample to begin exploring the intrinsic alignments of pairs of high-redshift galaxies. We have 1022 low-mass prolate galaxies with at least one neighbor of any mass within 10 cMpc, and 715 of these prolate galaxies have at least one other low-mass prolate galaxy within 10 cMpc. In total, we have 7669 unique shape–position pairs and 1931 shape–shape pairs (considering all neighbors within 10 cMpc). These numbers of galaxies/pairs are much lower than in our fiducial mock due to spectroscopic incompleteness, which we address below in subsection 3.3.

For every low-mass prolate galaxy, we record the 2D projected position angle of its direction of elongation as measured by GALFIT in the $H$-band (given in the catalog from van der Wel et al. 2012). We also compute the 2D projected position angle from the (RA, Dec) of every low-mass prolate galaxy candidate to the (RA, Dec) of each of its neighbors within 10 cMpc. Then, the “shape–position” alignment angle is the difference between the GALFIT position angle of the galaxy shape, and the position angle to a neighbor. The “shape–shape” alignment angle is simply the difference between the GALFIT position angle of the shapes of the two low-mass prolate galaxies. These 2D projected alignment angles $\psi$ are self-consistently defined to lie within $[0, \pi/2]$ with 0 indicating perfect alignment and $\pi/2$ indicating perpendicularity.

### 3.3 Accounting for redshift errors and spectroscopic incompleteness

Our fiducial 2D mock contains many more pairs overall (especially at small separations) compared to our observational sample. This is due to at least two effects: (1) our observed spectroscopic sample represents only a small fraction of the full photometric CANDELS source catalogs, and (2) roughly half of our observed galaxies have grism-based redshifts whose errors can still be on the order of ~10 cMpc, leading to a bias against very small separation pairs. We address these issues by creating a suite of “spectroscopically-degraded” 2D mocks where we mock grism redshift errors for 50% of the halos (randomly selected), and then randomly draw the same number of mock pairs as a function of pair separation as in the observations. We repeat the random subsampling step 1000 times to assess the probability that any given random subsample will predict a strong alignment signal (separately for nearest neighbor pairs and pairs including all neighbors out to 10 cMpc, for both alignment scenarios). For the grism redshift errors, we assume a Gaussian with mean zero and standard deviation of $\Delta_z = 0.003(1 + z)$, following Momcheva et al. (2016).

In Figure 3, we show as an example the distribution of 3D comoving pair separations for nearest–neighbor shape–position alignment pairs in the 2D mock and the observations. The distributions for the original 2D mock (black) and the 2D mock with $z$-redshift errors (solid cyan) have both been scaled down by a factor of five for clarity. The $z$-redshift errors clearly suppress the small separation pairs, and the peak in the distribution has shifted from ~1 cMpc to ~2 cMpc. The observed distribution is shown in magenta, and one random realization from our subsampling procedure is shown as the dashed cyan histogram; this random subsample closely matches the observed number of pairs as a function of pair separation. The fraction of such random subsamples that predict a signal will enable us to more fairly interpret the observational results. We note that an identical procedure was applied for the shape–shape alignment pairs and for the samples involving all neighbors within 10 cMpc.

Given the disagreement between the mock and observed distributions of pair separations, it is useful to also compare angular two-point correlation functions using the full photometric CANDELS sample. We show in Appendix A that the correlation functions agree relatively well, although cosmic variance has a significant impact for “pencil beam” surveys such as CANDELS.

### 4 RESULTS

Here we report the results of our alignments analysis. We start with shape–position alignments followed by shape–shape alignments. For both types of alignments, we first present the expected signal from the mock simulations (starting with 3D real space, then degrading to 3D redshift space and 2D projected redshift space) followed by results from the CANDELS observations.

#### 4.1 Shape–position alignments

First we discuss results for shape–position alignments.

##### 4.1.1 3D real space mocks

In the top-most row of Figure 4, we show the predicted signal from the mock simulations in 3D real space for shape–position alignments. The marginalized distribution of 3D alignment angles $|\cos \theta|$ is clearly non-uniform, with an excess toward $|\cos \theta| \sim 1$. This effect is stronger when only the direction to the position of the nearest neighbor is considered, but the signal still persists when all neighbors within 10 cMpc are included. Indeed, the mean alignment angle as a function of 3D pair separation shows that the alignment is strongest for small pair separations on average. The $p$-value
we are no longer working in 3D, we consider the 2D projected angle $\psi$ rather than the 3D angle $|\cos \theta|$. Statistically strong signals are predicted for shape–position alignments to nearest neighbors and to all neighbors within 10 cMpc. This is supported by KS tests comparing each 2D mock distribution to a random uniform distribution: the $p$-values are $< 0.01$ for shape–position alignments to nearest neighbors and all neighbors within 10 cMpc. The fourth row shows results for one random realization of our “spectroscopically-degraded” 2D mock, where we include $\z_{\text{grism}}$ errors and randomly subsample the full 2D mock to match the observed number of pairs as a function of pair separation (see subsection 3.3). It is immediately obvious that the alignment angle distribution for this particular realization is more noisy due to the smaller number of pairs, especially at small separations. Despite the increased noise in this particular realization, the signal is still statistically significant both when using nearest neighbor pairs and when considering all neighbors within 10 cMpc ($p < 0.01$ in both cases). Of the 1000 random realizations, only 538 have $p < 0.01$ (i.e., a statistically significant signal) when considering the shape–position signal for nearest neighbors, and 834/1000 realizations have $p < 0.01$ when using all neighbors (in comparison to a random uniform distribution).

4.1.4 CANDELS observations
In the bottom row of Figure 4, we show the distribution of 2D projected alignment angles $\psi$ for shape–position alignments in the CANDELS observations. It is evident that the marginalized distribution of $\psi$ is uniform regardless of whether we look only at nearest neighbors or include all neighbors within 10 cMpc. There is also clearly no trend in $\psi$ as a function of pair separation (e.g., smaller pair separation does not imply systematically lower $\psi$). Running a KS test comparing the observed distribution of shape–position alignment angles to a random uniform distribution yields $p$-values of 0.65 for nearest neighbors and 0.40 when considering all neighbors within 10 cMpc. These $p$-values are sufficiently large that we cannot rule out the null hypothesis that both sets of distributions are drawn from the same underlying parent population, i.e., there is insufficient evidence for a net excess of aligned pairs in the observations.

4.2 Shape–shape alignments
Now we discuss results for shape–shape alignments.

4.2.1 3D real space mocks
In the top row of Figure 5, we show the predicted signal for shape–shape alignments in the 3D real space mocks. Here, both halos in a pair are assumed to host a prolate galaxy based on their redshift and assigned stellar mass. The signal is much weaker for these shape–shape alignments than for shape–position alignments, but a clear net excess of aligned pairs of $|\cos \theta| \sim 1$ is visible when considering nearest neighbor pairs (indeed $p < 0.01$ when comparing to a random uniform distribution with a KS test). While the signal appears weaker when considering all neighbors within 10 cMpc, it is still statistically significant in comparison to a random

Figure 3. Distributions of 3D moving pair separations for nearest-neighbor shape–position alignment pairs. The overall 2D mock is shown in black (scaled down by a factor of five for clarity), and the same 2D mock but now with $\z_{\text{grism}}$ errors is shown as the solid cyan histogram (also scaled down by a factor of five for clarity). One random subsample of the $\z_{\text{grism}}$-error 2D mock is shown as the dashed cyan histogram; this subsample is designed to roughly match the observed number of pairs as a function of pair separation (magenta).
Figure 4. Results for shape–position alignments. From top to bottom: 3D real space mocks, 3D redshift space mocks, 2D projected redshift space mocks, 2D projected redshift space mocks with spectroscopic incompleteness (see subsection 3.3), and CANDELS observations. The left column shows the normalized alignment angle distributions for nearest neighbor pairs (blue), and all neighbors within 10 cMpc (magenta). The shaded histograms are random uniform distributions with the same number of data points as their respective (same color) comparison distributions. The right column shows how the mean alignment angle changes as a function of comoving pair separation, with the shading reflecting the standard error on the mean. In 3D, we plot the result of the dot product of two 3D vectors ($|\cos \theta|$), whereas in 2D we plot the difference between two projected angles ($\psi$). For the left panels, we write the p-values from KS tests comparing each distribution to the uniform distribution.
uniform distribution \((p \ll 0.01)\). Interestingly, \(|\cos \theta|\) does appear to depend on pair separation, with smaller pair separations exhibiting slightly higher \(|\cos \theta|\).

4.2.2 3D redshift space mocks

In the second row of Figure 5, we show the predicted signal for shape–shape alignments after degrading the mocks from 3D real space to 3D redshift space. Again, the signal seen in 3D real space is still present for nearest neighbors but not when considering all neighbors within 10 cMpc. Interestingly, while the shape–position alignments signal was degraded significantly in 3D redshift space compared to 3D real space, the shape–shape alignments signal appears only marginally weaker in 3D redshift space (although it is weaker to begin with in 3D real space). This is expected because RSDs will affect the positions of galaxies but not necessarily their orientations, hence the degradation from RSDs will be stronger for shape–position alignments than shape–shape alignments. The \(p\)-values for KS tests comparing the mock \(\cos \theta\) distributions to a random uniform distribution for shape–shape alignments are \(\ll 0.01\) for both nearest neighbor pairs and when considering all neighbors within 10 cMpc.

4.2.3 2D projected redshift space mocks

In the third row of Figure 5, we show the predicted signal for shape–shape alignments in the 2D projected redshift space mocks. A statistically significant net excess of shape–shape alignments is present in the 2D mock; a KS test comparing this mock distribution to a random uniform distribution results in a \(p\)-value of \(\ll 0.01\). But no statistically significant signal is present when using all neighbors within 10 cMpc (an analogous KS test yields a \(p\)-value of 0.33).

The fourth row shows results for one random realization of our “spectroscopically-degraded” 2D mock. Just as for the shape–position alignments, the obvious signal in the full 2D mock is now much more noisy due to the smaller number of pairs and \(\sigma_{\text{grism}}\) errors. Indeed, for this particular realization, there is no statistically significant signal either when using only nearest neighbors \((p = 0.14)\) or all neighbors \((p = 0.53)\). Of the 1000 realizations, only 22 have \(p < 0.01\) when considering nearest neighbors, and only 15 realizations have \(p < 0.01\) when considering all neighbors (in comparison to a random uniform distribution).

4.2.4 CANDELS observations

In the bottom row of Figure 5, we show the distribution of shape–shape alignment angles for the CANDELS observations. Again, there is no signal for shape–shape alignments in the CANDELS observations regardless of whether we consider only nearest neighbors or all neighbors within 10 cMpc. The \(p\)-values from a KS test comparing the observed distributions of shape–shape alignment angles to a random uniform distribution are 0.06 for nearest neighbors and 0.11 for all neighbors within 10 cMpc, both statistically insignificant.

5 DISCUSSION

Here we discuss our results and comment on the limitations of our analysis and prospects for future work.

5.1 Interpreting the lack of an observed signal

We showed that our analysis of the CANDELS observations does not reveal a signal for both shape–position and shape–shape alignments, regardless of whether we consider only nearest neighbors or all neighbors within 10 cMpc. In contrast, our mock lightcones predict a strong signal for both types of alignments in 3D real space, 3D redshift space, and 2D projected redshift space, particularly for nearest neighbors. However, when we account for grism redshift errors and spectroscopic incompleteness in the 2D mock, the predicted signal becomes much weaker. Considering only nearest neighbor pairs (where the predicted signal is strongest), only \(\sim 54\%\) of random realizations of the 2D mock show a statistically strong signal for shape–position alignments, and only \(\sim 2\%\) of random realizations show a strong signal for shape–shape alignments. We can also infer the probability that the observational data are consistent with the mock data by asking what fraction of the random mock realizations have \(p\)-values greater than the observed \(p\)-values. Of the 1000 realizations, only 10 have a larger \(p\) value \((p > 0.65)\) for nearest neighbor shape–position alignments but 905 have \(p > 0.06\) for nearest neighbor shape–shape alignments. This indicates that the nearest neighbor shape–shape alignments in the mock data cannot be ruled out by the observational data, but that there is significant tension for nearest neighbor shape–position alignments.

Our results suggest that increasing the sample size of the observations would help robustly constrain the expected signal (or lack thereof) since the shape–position and shape–shape signals for nearest neighbor pairs are both quite strong in the full 2D mock. The most efficient way to accomplish this would be to specifically target low-mass galaxies with \(b/a \leq 0.3\) at \(z = 1.0 \pm 2.5\) and their nearest neighbors in the photometric source catalogs. Indeed, in Figure 6, we plot the distribution of \(b/a\) for galaxies in our four stellar mass–redshift bins with reliable GALFIT measurements, separately for the full photometric sample and the subset with spectroscopic or grism redshifts. The inset panel shows the fraction of galaxies that have spectroscopic or grism redshifts as a function of \(b/a\). It is immediately obvious that there is an additional strong bias against obtaining spectroscopic (or grism) redshifts for low-mass elongated galaxies in CANDELS; the spectroscopic fraction in CANDELS is constant at \(\sim 15\%\) level for intermediate \(b/a\), but drops to \(< 5\%\) for \(b/a < 0.3\) (even when including grism redshifts). These are precisely the galaxies that are predicted to show strong internal galaxy–halo alignment and hence large-scale intrinsic alignments on scales of several cMpc (Tomassetti et al. 2016; Zhang et al. 2018). We have not attempted to mock this additional spectroscopic bias against low-mass galaxies with small \(b/a\) since it is not understood how halo \(b/a\) relates to galaxy \(b/a\) as a function of halo mass and redshift. However, it is likely that if we had mocked this additional bias, then an even smaller fraction of our random realizations of the 2D mock would predict a statistically strong signal, and a larger fraction of realizations would have \(p > 0.79\).
for nearest neighbor shape–position alignments, making the mock more consistent with the observational data.

Another way to further degrade the expected mock signal is to allow for some scatter between prolate galaxy orientation and prolate halo orientation. The advantage of prolate galaxies as tracers of large scale structure via their intrinsic alignments is that they are nearly always aligned with their host halos on scales of $R_{\text{vir}}$, modulo some small scatter according to Tomassetti et al. (2016). Hence, prolate galaxy alignments should closely follow prolate halo alignments, which is not necessarily true for halos that host disks or spheroids. Indeed, one more way that the signal expected for...
prolate galaxies could be diluted or perhaps even countered is if disks are preferentially misaligned with their host halos (due to their angular momentum vectors changing direction on short timescales during the early turbulent merger-driven phase of galaxy formation; e.g., Martig et al. 2014; Ceverino et al. 2014). Although we have attempted to use only the most likely prolate galaxies (low $b/a$ and large size), it is possible that our expected signal in the observations is also affected by contamination from edge-on disks at some level. Finally, given the small sizes of the CANDELS fields, cosmic variance may have a significant impact on our results, although as we show in Appendix A, the redshift distributions of our mock and CANDELS datasets agree relatively well. It is likely that all of these effects are at play observationally, and should be considered in future analyses of hydrodynamical simulations and for making more realistic mock predictions.

5.2 Limitations and future work

Here we list several limitations of our analysis and discuss prospects for future work. First and foremost, our strong mock prediction is based on N-body dark matter-only simulations and hence our predictions reflect halo–halo alignments in the underlying $\Lambda$CDM cosmology. In the future, it will be useful to confront the predictions from our dark matter-only mocks with those from large-volume cosmological simulations with and without baryons (of sufficiently high resolution). That will provide insight into whether galaxies in the elongated phase are indeed almost always aligned with their dark matter halo on scales of $R_{\text{vir}}$, whether elongated galaxy–galaxy alignments show roughly the same signal as the parent halo–halo alignments, and whether baryonic effects can significantly change the halo–halo alignments expected within the $\Lambda$CDM cosmology. It would also be useful to compare the proximity and orientation of prolate galaxies relative to nearby filaments in such hydrodynamical simulations. Another aspect to follow up on is whether the radius within which the dark matter halo shape is measured affects the intrinsic alignments signal; we have used halo shapes measured within $R_{\text{vir}}$ as is common practice, but it is possible that the best-fitting halo ellipsoidal model would differ on smaller or larger scales (say $R_{200c}$ or $2R_{\text{vir}}$; e.g., see section 2.2 of Kiessling et al. 2015). Also related is whether baryonic effects in hydrodynamical simulations significantly change the halo shape (notably projected $b/a$), especially for the prolate phase; such results would be useful for semi-analytic models and subhalo abundance matching models that attempt to predict galaxy shape and orientation (e.g., see Tenneti et al. 2015; Chisari et al. 2015).

On the observational side, it will be crucial to obtain spectroscopic redshifts for more galaxies with $b/a \lesssim 0.3$ to more robustly constrain the expected alignment signal at small pair separations. In addition, cross-correlating our observed alignment angle measurements with other more traditional approaches to mapping the cosmic web may also be fruitful (such as estimates of the density field and identifications of filamentary overdensities in redshift slices, which would enable probing “shape–filament” alignments; e.g., Darvish et al. 2017; Laigle et al. 2018; Lee et al. 2018). Incorporating environmental information to exclude galaxies in high-density regions may also be a useful way to mitigate the impact of RSDs on shape–position alignments and hence recover a signal. Furthermore, our characterization of the shapes of galaxies is based on the GALFIT structural catalogs of van der Wel et al. (2012). It would be useful to revisit the basic structural properties of these low-mass prolate galaxies with more sophisticated techniques since it is known that the intrinsic alignment signal is very sensitive to how the shapes are measured (e.g., Singh & Mandelbaum 2016). It might be fruitful to try fitting ellipticity as a function of radius (in one or more bands) and using non-parametric approaches to determine the surface brightness profile shape rather than assuming single-component Sersic profiles. These more sophisticated measurements could then be folded into more formal approaches for measuring correlations between galaxy shapes as a function of pair separation, as is often done in weak gravitational lensing studies using non-linear alignment models (e.g., Hirata & Seljak 2004; Mandelbaum et al. 2011; Joachimi et al. 2011; Johnston et al. 2018). Finally, it may also be possible to take advantage of the larger photometric sample by using different techniques that are robust against photometric redshift uncertainties (e.g., using on-sky angular pair separations in wide redshift slices rather than 3D comoving pair separations).

6 SUMMARY

In this paper, we used CANDELS observations and mock lightcones to measure intrinsic alignments for low-mass ($\log M_*/M_\odot = 9 - 10$) elongated galaxies at high redshift

![Figure 6. Distributions of projected axis ratios for observed CANDELS galaxies with only high-quality spectra (cyan), with either high-quality or grism spectra (magenta), and with either spectroscopic or photometric redshifts (green). These distributions are for galaxies in our four CANDELS stellar mass-redshift bins, without any cut on galaxy shape or protelateness probability. The inset shows the fraction of galaxies that is spectroscopically-confirmed as a function of $b/a$. There appears to be a bias against obtaining spectroscopic redshifts for galaxies with low $b/a$, regardless of whether grism redshifts are included or not.](image-url)
We constrained two types of alignments: (1) “shape–position” alignments test whether the position angle of a galaxy points in the direction to its nearest neighbors, and (2) “shape–shape” alignments test whether the position angles of two nearby low-mass prolate galaxies themselves are aligned in the same direction. We considered results separately for nearest neighbors only and for all neighbors within 10 cMpc. We restricted our observational analysis to only spectroscopically-confirmed galaxy pairs to minimize errors in 3D comoving pair separations. Our conclusions are as follows:

(i) Our mocks predict strong signals for both “shape–position” and “shape–shape” intrinsic alignments in 3D real space, and these statistically significant signals persist even after degrading to 3D redshift space and 2D projected redshift space. The signals are strongest when considering only nearest neighbor pairs rather than averaging over all neighbors within 10 cMpc.

(ii) We do not detect the signal predicted by the full 2D mock in the CANDELS observations for both shape–position and shape–shape alignments.

(iii) When we “spectroscopically degrade” the 2D mocks by accounting for grism redshift errors and generating 1000 random realizations where the number of pairs as a function of pair separation matches the observations, the alignment signals are severely degraded. Only ~54% of realizations predict a statistically significant shape–position signal for nearest neighbors, and only ~2% of realizations predict a statistically significant shape–shape signal for nearest neighbors.

(iv) Hence, it is possible that spectroscopic incompleteness and biases are responsible for the lack of a signal in the observations. Of the many possible avenues for future work that we have highlighted, it may be most useful to obtain spectroscopic redshifts for more galaxies with logarithmic redshifts of 9 - 10 and b/a < 0.3 at z = 1.0 - 2.5, and their nearest on-sky neighbors selected from the photometric source catalogs.
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APPENDIX A: COSMIC VARIANCE

Throughout this work, we have used a single mock lightcone to generate predictions for alignment angle distributions (for the sake of convenience). It is worthwhile to show that our results would be qualitatively similar if we used other mock lightcones. As mentioned in subsection 2.1, there exist eight lightcones for each of the five CANDELS fields, leading to forty different mock lightcone realizations with the UniverseMachine (Behroozi et al. 2018). Note that each mock lightcone represents an area on the sky larger than all five CANDELS fields combined, and hence we need to extract five smaller sized subfields as shown in Figure 1. Analyzing all forty mock lightcones would be prohibitive, and hence here we simply compare our main mock lightcone results to three alternatives analyzed in the same way.

First, we show in Figure A1 the on-sky number density of galaxies as a function of redshift for CANDELS observations and the different mocks. We restrict this comparison to galaxies with \( \log M_*/M_\odot = 9 - 10 \). Our main mock agrees relatively well with CANDELS, which is to be expected on average since the mocks are generated within the framework of subhalo abundance matching. However, we specifically point out that the main mock shows a deficit of galaxies in the redshift range \( z = 1.8 - 2.2 \) compared to CANDELS, which probably reflects a larger abundance of voids along the line-of-sight in this particular mock. The redshift distributions of the three alternative mocks show reasonable deviations from each other, from the main mock, and from CANDELS. For example, the alternative mock in the rightmost panel of Figure A1 shows an excess spike in the number of galaxies relative to CANDELS at \( z = 1.8 - 2.2 \) unlike in our main mock.

We showed in subsection 3.3 that the observed spectroscopic pair sample has a deficit of smaller separation pairs compared to the 2D mock. While this is likely due to the complicated and unknown spectroscopic follow-up selection function (and hence spectroscopic incompleteness) for CANDELS, it is worthwhile to ask whether the angular two-point correlation functions agree between the mocks and the full underlying CANDELS sample (i.e., including galaxies with photometric redshifts). This is especially interesting because the subhalo abundance matching framework of the UniverseMachine was calibrated to match observed correlation functions only at \( z \lesssim 0.7 \) (Behroozi et al. 2018), and hence there is no guarantee that the mock correlation functions will agree at higher redshift (but see, e.g., Kravtsov et al. 2004). Hence, here we compute the angular two-point correlation functions for all five CANDELS fields and the mocks.

It is customary to compute correlation functions in stellar mass bins and redshift bins. Here we consider only one stellar mass bin (\( \log M_*/M_\odot = 9 - 10 \)) and four redshift bins that are relevant for our study (\( z = 1.0 - 1.4, 1.4 - 1.8, 1.8 - 2.2, 2.2 - 2.6 \)). We do not try to account for the complicated spectroscopic selection function and its effect on biasing the correlation function; instead we use the combined photometric and spectroscopic “\( \beta_{\text{obs}} \)” sample. Specifically, we use spectroscopic redshifts where available and photometric redshifts otherwise. The width of the redshift bins (\( \Delta z = 0.4 \)) ensures that a significant number of galaxies cannot scatter into or out of our redshift bins due to photometric redshift uncertainties. Our mock correlation functions are computed independently in five subfields whose rectangular areas are equivalent to the CANDELS fields (see Figure 1). Note that the real CANDELS fields have jagged outer edges due to the way the HST observations were tiled. We do not attempt to mock that effect here. Future papers that focus exclusively on CANDELS correlation functions may be able to deal with this problem in a simple way by extracting slightly smaller sized rectangles from the overall observed CANDELS fields, thereby excluding the jagged outer edges, or by using the more sophisticated approach of Landy & Szalay (1993) which gives excess pair counts above the expected pair counts for randomly distributed sources (and hence is more robust against biases due to survey geometry).

In Figure A2, we show the angular two-point correlation functions for CANDELS and the different mocks in each of our redshift slices for galaxies with \( \log M_*/M_\odot = 9 - 10 \). The observed and fiducial mock correlation functions agree relatively well, although the main mock has a lower amplitude for the \( z = 1.8 - 2.2 \) redshift bin, coinciding with its lower number of galaxies in the same redshift range seen in Figure A1. Similarly, the correlation functions of the alternative mocks qualitatively also look reasonable, with differences in amplitudes coinciding with excesses or deficits in their respective redshift distributions (relative to each other) as expected. In other words, the differences in the correlation function amplitudes qualitatively appear to arise from cosmic variance. Further quantifying cosmic variance is beyond the scope of this paper but this exercise shows that it can have a significant effect for “pencil beam” surveys such as CANDELS. That the overall shapes of the CANDELS and mock angular two-point correlation functions agree relatively well, especially at small separations, is encouraging, however.

Finally, we can compare the distributions of alignment

\[ M_\odot = 10^{10} \]
angles across the different mocks. For the sake of convenience, we restrict our comparison to nearest neighbor pairs (for which the signals in the main mock are strongest) and only show results for 3D real space and 2D projected redshift space. In Figure A3, we show results for shape–position alignments. It is clear that despite the alternative mocks having different redshift distributions and pointing in different directions within the simulation box frame, their alignment angle distributions agree qualitatively well with those of the main mock (in both 3D real space and 2D projected redshift space). Figure A4 shows that this is also true for shape–shape alignments for nearest neighbor pairs in both 3D real space and 2D projected redshift space. Hence, we do not expect that our conclusions drawn from the main mock would change had we used one or multiple alternative mocks for this work.
Intrinsic alignments of high-$z$ elongated low-mass galaxies

Figure A1. The on-sky number density of galaxies with $\log M_*/M_\odot = 9 - 10$ as a function of redshift for CANDELS (magenta), our main mock lightcone (black), and three alternative mock lightcones (cyan in the different panels). As expected, each mock has a different redshift distribution but the deviations are reasonable and broadly consistent with CANDELS.

Figure A2. Angular two-point correlation functions for the CANDELS observations (magenta), our fiducial mock (black), and three alternative mocks. From left to right are the correlation functions in each of our four redshift bins. These correlation functions are only for galaxies with $\log M_*/M_\odot = 9 - 10$. The disagreements between the various mocks and with CANDELS are likely due to cosmic variance as suggested by Figure A1.
Figure A3. Shape–position alignment angle distributions in 3D real space (top row) and 2D projected redshift space (bottom row) for nearest neighbor pairs in the three alternative mocks. The results are qualitatively similar when comparing the distribution of each alternative mock to that of our main mock.
Figure A4. Analogous to Figure A3 but now for shape–shape alignments.