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Abstract

We are interested in numerical schemes for the simulation of large scale gas networks. Typical models are based on the isentropic Euler equations with realistic gas constant. The numerical scheme is based on transformation of conservative variables in Riemann invariants and its corresponding numerical discretization. A particular, novelty of the proposed method is the possibility to allow for an efficient discretization of the boundary and coupling conditions at nodal points of the network. The original discretization is analysed in view of its property to correctly recover steady states as well as to resolve possible analytic solutions. Comparisons with existing methods show the advantage of the novel method.

1. Introduction

Mathematical models for transport of high–pressure natural gas through a pipeline system has been subject of active research both in engineering literature e.g. [12,28,33,34] as well as in mathematical literature, see e.g. [5,6,9,12,17,23,25,26,29] and the references therein. Depending on the application and physical regimes different mathematical descriptions can be used for transport in pipe systems. This leads to a hierarchy of models available and we refer e.g. to [25,30] for further details. Besides the mathematical models for the gas flow in the pipe different conditions for coupling the flow at pipe–to–pipe intersections have been proposed and we refer to [5,6,29] for modeling aspects as well as to [11,13,14] for well–posedness results.

In high–pressure and long–distance pipelines typical pressure mass flux suggests to neglect inertia and gravity effects in the mathematical model [9,25,34]. Those models are also called friction dominated models and they can be obtained through asymptotic analysis. They are independent of temperature. The governing equations are given by

\[
\partial_t \rho(t,x) + \partial_x ((\rho u)(t,x)) = 0, \quad \partial_x p(t,x) = -\frac{f_R}{2d} (\rho u)(t,x)|u(t,x)|.
\]
Here, \( \rho(t,x) \) denotes the gas density at time \( t \geq 0 \) and position \( x \in I \) where \( I = [0,L] \) and \( L \) is the length of the pipe. The factor \( f_g \) is the friction factor and \( d \) the diameter of the pipe. The gas velocity is denoted by \( u(t,x) \) and the pressure by \( p(t,x) \). The previous equation is not closed and density–pressure relation referred to as pressure law needs to be prescribed. For isentropic Euler equations the relation is given by \( p = C_\gamma \rho^\gamma \) and the value of \( \gamma \) for ideal gas is \( \gamma = 1.4 \). Below we discuss further choices in detail. If inertia effects are accounted for, equation (1) reads

\[
\partial_t \rho(t,x) + \partial_x((\rho u)(t,x)) = 0, \quad \partial_t((\rho u)(t,x)) + \partial_x((\rho u^2)(t,x) + p(t,x)) = -\frac{f_g}{2d} (\rho u)(t,x) |u(t,x)|.
\]

(2)

Recently, the mathematical discussion has been extended to nonlinear hyperbolic models for gas flows using generalized pressure laws of the type

\[
p = z(p) \rho.
\]

(3)

The function \( z = z(p) \) is called compressibility factor. In [15] different compressibility factors (3) have been compared, both analytically and by data obtained of measurements of a natural gas pipeline. Therein, a factor

\[
z(p) = 1 + \alpha p
\]

(4)

for some \( \alpha < 0 \) has been proposed. Classical solutions to the isentropic Euler equations (2) and the pressure law (4) has been analysed in detail in [24]. Also, steady states of this system have been analysed in [23]. In this work we focus on a suitable numerical discretization of equation (5) in the presence of general compressibility factors (3) and a numerical formulation suitable to treat gas networks.

In [4] it has been argued that for \(|u| \ll \sqrt{\partial_\rho p}\) a semilinear model can be derived. This is obtained by neglecting the term \( \partial_x(\rho u^2)(t,x) \) but retain \( \partial_t(\rho u) \). In the case of \( p(p) \) given by the isothermal Euler equations, i.e., \( p(p) = c^2 p \), the obtained model (2) is a linear wave equation. In the case of a generalized pressure law (3) the model is given by

\[
\partial_t \rho(t,x) + \partial_x((\rho u)(t,x)) = 0, \quad \partial_t((\rho u)(t,x)) + \partial_x(p(t,x)) = -\frac{f_g}{2d} (\rho u)(t,x) |u(t,x)| \quad \text{and} \quad p = z(p) \rho.
\]

(5)

This model is also studied widely in the literature, see for example [7, 16, 30]. Mostly however one quickly assumes also that \( z(p) \) is constant. Let \( a \) be the cross-section of the pipe and define by \( q(t,x) = \alpha \rho(t,x) u(t,x) \) the mass flux, equation (5) can be written as

\[
\partial_t \rho(t,x) + \frac{1}{a} \partial_x q(t,x) = 0, \quad \frac{1}{a} \partial_t q(t,x) + \partial_x p(t,x) = -\frac{f_g}{2d a^2} q(t,x) |q(t,x)| \quad \text{and} \quad p = z(p) \rho.
\]

(6)

2. Qualitative Properties of Model (5)

Prior to the numerical discretization we discuss some properties. Assuming that \( a = 1 \), the system (6) enjoys similar properties as the \( p \)--system in Lagrangian coordinates. Therefore, we do not repeat a discussion of its properties but only state the properties relevant for the numerical scheme later on. In the following we consider the function \( \rho \rightarrow p(\rho) \) which is implicitly defined by \( p = z(p) \rho \). Further, we discuss properties in terms
of the conservative variables $(\rho, q)$. The Jacobian of the flux function is given by \[
\begin{pmatrix}
0 & 1 \\
\partial_q p & 0 
\end{pmatrix}
\] with $\partial_q p = z(p)/(1 - \rho z'(p))$. The eigenvalues are
\[
\lambda^+(p) = \sqrt{\partial_q p(p)} \quad \text{and} \quad \lambda^-(p) = -\sqrt{\partial_q p(p)}.
\] (7)

To obtain strict hyperbolicity we impose the assumption
\[
\partial_q p(p) > 0 \quad \forall \rho > 0.
\] (8)

The assumption [8] is fulfilled if we assume $z'(p) \leq 0$. Note that in the case of the isentropic Euler equations and for a pressure law of the type (4) the assumption [8] is fulfilled. (Right) eigenvectors to the eigenvalues $\lambda^\pm(p)$ are $r^\pm = (1, \lambda^\pm(p))^T$, respectively. Both characteristic fields are genuine nonlinear provided that $\partial_q p \neq 0$. Note that in the case of isothermal Euler equations ($z(p) = c^2$) the fields are linearly degenerated. As noted before system [5] reduces to a linear wave equation. In the case of the pressure law (4) the condition $\partial_q pp(p) \neq 0$ is fulfilled due to the assumption of strictly hyperbolicity.

Since $(\lambda^+)^2 = (\lambda^-)^2 = \partial_q p(p)$ under Assumption [8] we have
\[
\partial_t p = (\lambda^+)^2 \partial_t \rho.
\] (9)

Provided [8] holds true, the system is a $2 \times 2$ hyperbolic balance law and therefore two Riemann invariants exists, in the following denoted by $w^\pm$ and given by
\[
w^+(t, x) = \frac{1}{2} \left( q + \int_0^x \lambda^+(s) ds \right), \quad w^-(t, x) = \frac{1}{2} \left( q + \int_0^x \lambda^-(s) ds \right).
\] (10)

The Riemann invariants are transported with speed $\lambda^\pm$, i.e., $w^\pm$ fulfills
\[
\partial_t w^\pm(t, x) + \lambda^\pm(\rho(w^+, w^-)(t, x))\partial_x w^\pm(t, x) = -\frac{1}{2} \frac{f}{d}(\rho u)(w^+, w^-)(t, x)|u| w^+(w^-, w^-)(t, x)|.
\] (11)

Here, $\rho(w^+, w^-)$ and $u(w^+, w^-) = \frac{q}{\rho}(w^+, w^-)$ are density and velocity obtained by inverting equation (10). The precise formulas will be given below. Under the assumption [8], with $\rho > 0$ we have
\[
\lambda^-(p) < 0 < \lambda^+(p),
\] (12)

and for smooth solutions the values $w^\pm$ are transported along characteristics with slope $\lambda^\pm$, respectively. Also, shocks (or contact discontinuities in the case $p(p) = c^2\rho$) are not observed under typical gas operational conditions [4,24,25]. The equations (11) are in non–conservative form. It is therefore not well–defined in the case of discontinuous $w^\pm$. However, this form exhibits the transport nature of the problem and we propose a numerical discretization related to the transport character of equation (11) for sufficiently smooth solutions. This discretization allows to identify correct boundary conditions that may not be obtained in the case of applying a central discretization schemes towards the conservative formulation of the problem.

Finally, we note that equation (6) allows for explicit solutions that can be used for validation of the numerical scheme. The solutions are found similarly to the approach in [23]: Let $\rho(t, x) = \rho_0$ be any positive constant. Then, $q(t, x) = (\rho u)(t, x) = \frac{1}{c_0 + C_1t}$ is a solution to equation (6). Indeed, $p/z(p) = \rho_0$ is constant and implies $q$ is independent of $x$. Therefore, conservation of mass holds true. Furthermore,
\[
\partial_t q = -q^2 C_1,
\] (13)
and therefore the conservation of momentum is satisfied for \( C_1 = \frac{f_y}{2a} \) and positive \( q \). We have \( C_1 > 0 \) and if \( C_0 > 0 \), then \( q \geq 0 \) for \( t \geq 0 \) and \((\rho_0, q)\) is a solution. \( C_0 \) is a degree of freedom in the solution that can be used to match possible boundary conditions.

In [22] traveling wave solutions to equation [2] and [4] have been studied. For equation [6] we can proceed in a similar fashion. Consider a pressure law of the type [4] with \( \alpha = -1 \). Then, we obtain an equation for the pressure \( \rho(t,x) = g(t,x) \) as follows

\[
p(t,x) := g(t,x), \quad z(p) = 1 - p, \quad \rho(t,x) = g(t,x)/(1 - g(t,x)).
\]

A traveling wave solution \( g \) is of type \( g(t,x) = y(c_1t - c_2x) \). For any \( g \) of this type we have by definition \( \partial_t g(t,x) + \partial_x g(t,x) = 0 \) provided that \( c_1 = c_2 \). With \( q = \rho = \frac{\rho}{1 - \rho} \) and \( c_1 = c_2 \), we obtain conservation of mass

\[
\partial_t \rho(t,x) + \partial_x q(t,x) = 0.
\]

An equation for \( g \) is obtained from the momentum equation. Written in terms of \( y = y(\cdot) \) and for \( C = \frac{f_y}{2ac} \) it reads

\[
y'(s)(1 - (1 - y(s))^2) = -Cy(s)(1 - y(s)).
\]

Its explicit solution fulfills \((y - 1)\exp(y) = C t + y(0)\) and therefore a closed form using Lambert–W function can be given.

3. Numerical Discretization

To derive the scheme we consider the system [6] in a single pipe. The pipe is parameterized by \( x \in [0,1] \) and we assume [8] holds true. The spatial domain is discretized in \( n \) equidistant intervals of size \( \Delta x \). The center of each cell is denoted by \( x_i = i \Delta x, i = 0, \ldots, n \) and we assume \( n \) is such that \( x_n = 1 \). We are interested in a discretization for \((\rho, q)\) based on a discretization of the formulation in Riemann invariants. For \( a \neq 1 \) the Riemann invariants are given by

\[
w^\pm = \frac{1}{2} \left( \frac{q}{a} + \int_0^p \lambda^\pm(s)ds \right)
\]

where \( \lambda^\pm(p) = \pm \sqrt{\frac{\partial q}{\partial p}} \). We further denote by \( f(p,q) = -\frac{\rho}{2a^2} \frac{\partial q}{\partial p} \) and \( p = z(p)\rho \). Assuming sufficiently smooth solutions equation [11] will be discretized using a first–order finite–volume scheme. We denote the local cell average in cell \( C_i \) as \( C_i = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \) by \( w^\pm_i \)

\[
w^\pm_i(t) = \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} w^\pm(t,\xi)d\xi.
\]

The piecewise constant reconstruction by cell \( C_i \) with cell average \( w^\pm_i \) is denoted by \( \tilde{w}^\pm(t,x) \), i.e., \( \tilde{w}^\pm(t,x) = w^\pm_i \chi_C(x) \). For simplicity of notation we still use \((\rho, q)\) computed using Riemann invariants \((w^+, w^-)\). Integration yields

\[
\partial_t w^\pm_i(t) + \frac{1}{\Delta x} \left( \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \lambda^\pm(p)\partial_x w^\pm(t,\xi)d\xi \right) = \frac{1}{2\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f(p,q)(t,\xi)d\xi.
\]

Within cell \( C_i \) we use a constant reconstruction of the functions \( \tilde{\rho}(t,x) \) and \( \tilde{q}(t,x) \) by the cell averages \( \tilde{w}^\pm_i(t) \). The corresponding cell average is denoted by \( \tilde{\rho}_i(t) \) for \( i = 0, \ldots, n \).
Approximating $\rho(t,x) = \tilde{\rho}(t,x)$ and a midpoint rule to the source term we obtain up to order $O(\Delta x^2)$

$$\frac{\partial_i w^+_i(t) + \frac{\lambda^+(\rho_i(t))}{\Delta x} \left( \tilde{w}^+(t,x_{i+\frac{\Delta x}{2}}) - \tilde{w}^+(t,x_{i-\frac{\Delta x}{2}}) \right)}{2 f_i(t)} = \frac{1}{2} f_i(t)$$  \hspace{1cm} (20)

Due to assumption 12 we use an Upwind discretization. This implies that since $\lambda^+ > 0$ we approximate $\tilde{w}^+(t,x_{i+\frac{\Delta x}{2}}) = w^+_i$ for $i = 0, \ldots, n$, and similarly since $\lambda^- < 0$ we approximate $\tilde{w}^-(t,x_{i\frac{\Delta x}{2}}) = w^-_{i+1}$. This leads to the following discretization for $f_i(t) = f(\rho_i(t), q_i(t))$

$$\frac{\partial_i w^+_i(t) + \frac{\lambda^+(\rho_i(t))}{\Delta x} \left( w^+_i(t) - w^-_{i-1}(t) \right)}{2} = f_i(t) \hspace{1cm} i = 1, \ldots n$$  \hspace{1cm} (21)

$$\frac{\partial_i w^-_{i+1}(t) + \frac{\lambda^-(\rho_i(t))}{\Delta x} \left( w^-_{i+1}(t) - w^-_{i}(t) \right)}{2} = f_i(t) \hspace{1cm} i = 0, \ldots n - 1$$  \hspace{1cm} (22)

Any explicit temporal discretization on $(t_m, t_m + \Delta t), m > 0$ with time step $\Delta$ has to fulfill the CFL condition

$$\Delta t \leq \frac{\Delta x}{\max_{i=0,\ldots,n} \lambda^+(\rho_i(t_m))}.$$  \hspace{1cm} (23)

Equations (21) and (22) require boundary conditions for $w^+_0(t)$ at $x = x_0$ and boundary conditions for $w^-_n(t)$ at $x = x_n$, respectively.

**Discretization in conservative variables $(\rho, q)$** The numerical scheme (21) and (22) is reformulated in terms of cell averages of conservative variables $(\rho_i, q_i)(t)$. Further, we denote by

$$\lambda_i = \lambda^+(\rho_i)$$  \hspace{1cm} (24)

and we have $\lambda^-(\rho_i) = -\lambda_i$. We compute

$$\lambda_i \partial_t \rho_i = \partial_i (w^+_i - w^-_i) = -\frac{\lambda_i}{\Delta x} (w^+_i - w^-_{i-1} - w^-_{i+1} + w^-_{i}) + \frac{1}{2} (f_i - f_i)$$  \hspace{1cm} (25)

$$= -\frac{\lambda_i}{2 \Delta x} \left( q_{i+1} - q_{i-1} \right) a - \int_{\rho_i}^{\rho_{i+1}} \lambda(s) ds + \int_{\rho_{i-1}}^{\rho_i} \lambda(s) ds$$  \hspace{1cm} (26)

$$= -\frac{\lambda_i}{2 \Delta x} \left( q_{i+1} - q_{i-1} \right) a - \frac{\rho_{i+1} - \rho_i}{2} (\lambda_{i+1} + \lambda_i) + \frac{\rho_i - \rho_{i-1}}{2} (\lambda_i + \lambda_{i-1}) + O(\Delta x)$$  \hspace{1cm} (27)

$$= -\frac{\lambda_i}{2 \Delta x} \left( q_{i+1} - q_{i-1} \right) a + O(\Delta x)$$  \hspace{1cm} (28)

and similarly

$$\frac{1}{a} \partial_t q_i = \partial_i (w^+_i + w^-_i) = \frac{\lambda_i}{\Delta x} (w^+_{i-1} - w^+_i - w^-_{i+1} - w^-_{i}) + \frac{1}{2} (f_i + f_i)$$  \hspace{1cm} (29)

$$= \frac{\lambda_i}{2 \Delta x} \left( q_{i+1} - 2q_i + q_{i-1} \right) a - \int_{\rho_{i-1}}^{\rho_{i+1}} \lambda(s) ds + f_i$$  \hspace{1cm} (30)

$$= -\frac{\lambda_i}{2 \Delta x} \left( \rho_{i+1} - \rho_{i-1} (\lambda_{i+1} + \lambda_{i-1}) \right) + f_i + O(\Delta x)$$  \hspace{1cm} (31)

Hence, a semi–discretization for the cell averages in conservative variables is given by

$$\partial_t \rho_i(t) = -\frac{\lambda_i}{2 \Delta x a} \left( q_{i+1}(t) - q_{i-1}(t) \right) \hspace{1cm} i = 1, \ldots n - 1$$  \hspace{1cm} (32)

$$\partial_t q_i(t) = -\frac{\lambda_i a}{4 \Delta x} \left( \frac{p_{i+1}(t)}{z_{i+1}(t)} - \frac{p_{i-1}(t)}{z_{i-1}(t)} \right) (\lambda_i + \lambda_{i+1}) + af_i \hspace{1cm} i = 1, \ldots n - 1$$  \hspace{1cm} (33)
where \( p_i(t) = p(p_i(t)) \) and \( z_i(t) = z(p(p_i(t))) \) and using (9) and \( p = z(p)p \). The previous equation has to be complemented with suitable boundary conditions obtained by equation (21) for \( i = 0 \) and by equation (22) for \( i = n, \) i.e.,

\[
\partial_t w_n^+(t) = -\lambda_n \frac{w_n^+(t) - w_{n-1}^+(t)}{\Delta x} + \frac{1}{2} f_n \quad \text{and} \quad \partial_t w_0^+(t) = \lambda_0 \frac{w_0^+(t) - w_1^+(t)}{\Delta x} + \frac{1}{2} f_0. \tag{34}
\]

Using equation (9) those equations allow to derive boundary conditions for \((\rho,q)_i, \) \( i \in [0,n]:\)

\[
\partial_t \frac{q_n}{a} + \frac{1}{\lambda_n} \partial_t p_n = -\lambda_n \frac{q_n - q_{n-1}}{\Delta x} - \frac{\lambda_n}{2 \Delta x} \left( \frac{p_n - p_{n-1}}{z_n} \right) (\lambda_n + \lambda_{n-1}) + f_n \tag{35}
\]

\[
\partial_t \frac{q_0}{a} - \frac{1}{\lambda_0} \partial_t p_0 = \lambda_0 \frac{q_1 - q_0}{\Delta x} - \frac{\lambda_0}{2 \Delta x} \left( \frac{p_1 - p_0}{z_1} \right) (\lambda_1 + \lambda_0) + f_0. \tag{36}
\]

Additionally, we assume initial conditions \( p_{IC}(x), q_{IC}(x) \) and boundary conditions \( p_{BC}(t), q_{BC}(t) \) given:

\[
p(0,x) = p_{IC}(x), \quad q(0,x) = q_{IC}(x), \quad p(0,t) = p_{BC}(t) \quad \text{and} \quad q(1,t) = q_{BC}(t). \tag{37}
\]

For a single pipe we therefore obtain the following semi–discretized system together with discretized initial and boundary conditions

\[
\partial_t p_i = -\frac{\lambda_i^2}{2 \Delta x} (q_{i+1} - q_{i-1}), \quad p_i(0) = p_{IC,i}, \quad i = 1, \ldots, n-1 \tag{38}
\]

\[
\partial_t q_i = -\frac{\lambda_i}{4 \Delta x} \left( \frac{p_{i+1} - p_i}{z_{i+1}} \right) (\lambda_i + \lambda_{i+1}) + a f_i, \quad q_i(0) = q_{IC,i}, \quad i = 1, \ldots, n-1 \tag{39}
\]

\[
\partial_t \frac{q_n}{a} + \frac{1}{\lambda_n} \partial_t p_n = -\lambda_n \frac{q_n - q_{n-1}}{\Delta x} - \frac{\lambda_n}{2 \Delta x} \left( \frac{p_n - p_{n-1}}{z_n} \right) (\lambda_n + \lambda_{n-1}) + f_n, \quad p_n(0) = p_{IC,n} \tag{40}
\]

\[
\partial_t \frac{q_0}{a} - \frac{1}{\lambda_0} \partial_t p_0 = \lambda_0 \frac{q_1 - q_0}{\Delta x} - \frac{\lambda_0}{2 \Delta x} \left( \frac{p_1 - p_0}{z_1} \right) (\lambda_1 + \lambda_0) + f_0, \quad q_0(0) = q_{IC,0} \tag{41}
\]

\[
p(0,t) = p_{BC}(t), \quad q(n,t) = q_{BC}(t). \tag{42}
\]

**Other discretization schemes** In the numerical experiments we compare this discretization against others from the literature. The first one is given in [21] and uses a midpoint discretization:

\[
\frac{1}{2 \lambda_{i+1}^2} \partial_t p_{i+1} + \frac{1}{2 \lambda_i^2} \partial_t p_i = -\frac{1}{\Delta x} (q_{i+1} - q_i), \quad i = 0, \ldots, n-1 \tag{43}
\]

\[
\partial_t q_i = \frac{q_i + q_{i+1}}{2} - \frac{a}{\Delta x} (p_{i+1} - p_i) - \frac{f_g}{4 a} \left( \frac{(q_i + q_{i+1}) (q_i + q_{i+1})}{p_i + p_{i+1}} \right), \quad 0 = 1, \ldots, n-1 \tag{44}
\]

\[
q_i(0) = q_{IC,i}, \quad 0 = 1, \ldots, n-1 \quad p_i(0) = p_{IC,i}, \quad i = 1, \ldots, n \quad p_0(t) = p_{BC}(t), \quad q_n(t) = q_{BC}(t). \tag{45}
\]

Another one can be found in [20][31] and will be called endpoint discretization in the following:

\[
\partial_t p_i = -\frac{\lambda_i^2}{\Delta x a} (q_i - q_{i-1}), \quad p_i(0) = p_{IC,i}, \quad i = 1, \ldots, n \tag{46}
\]

\[
\partial_t q_i = -\frac{a}{\Delta x} (p_{i+1} - p_i) - \frac{f_g}{2 a} \frac{q_i q_i}{p_i + p_{i+1}}, \quad q_i(0) = q_{IC,i}, \quad i = 0, \ldots, n-1 \tag{47}
\]

\[
p(0,t) = p_{BC}(t), \quad q(n,t) = q_{BC}(t). \tag{48}
\]
**Consistent discretization of steady-states**  
Schemes that preserve steady states exactly are called well-balanced, and their development is a lively topic in the field of hyperbolic balance laws, see e.g. [3][8][10][19][27][32] and references therein. Usually, these schemes use specific knowledge of an equilibrium state. For the proposed scheme and in the case $z(p) = c^2$ we obtain the following results: The proposed scheme conserves the continuous steady state at most order $O(\Delta x)$ and the scheme conserves discrete steady states exactly.

Provided $z(p) = c^2$ for some constant $c$. Then, the continuous steady state of the system are

$$q(x) = C_q$$

and

$$\partial_t p(x) = f(c^2 p(x), C_q)$$

where we recall $f(p,q) = -\frac{f_x}{2d_x^2} \frac{q}{\rho}$. If we assume that the data $p = p(x)$ is given by equation (49) then, the discretized steady states are at the cell center $x_i$ are given by

$$p(x_i) = \int_0^{x_i} f(c^2 p(y), C_q) dy$$

and

$$q(x_i) = C_q.$$  

Applying the previous scheme with initial conditions given by equation (50) yields

$$\partial_t p_i(t) = 0,$$

$$\partial_t q_i(t) = -\frac{ca}{4\Delta x} \left( \frac{1}{c^2} \int_{x_{i-1}}^{x_{i+1}} f(c^2 p(y), C_q) dy \right)(2c) + a f_i = -\frac{2}{\Delta x} \int_{x_{i-1}}^{x_{i+1}} f(c^2 p(y), C_q) dy + a f_i.$$  

By definition we have $f_i = f(p_i, q_i)$ and therefore the last equation is equal to zero up to the order $\Delta x$. Hence, $\partial_t q_i(t) = O(\Delta x)$ and the scheme approximates the continuous steady state up to order $O(\Delta x)$. Clearly, it is possible to define higher-order integration of the source term, e.g., replacing $f_i$ by $\sum \omega_j f_j$ where $\omega_j$ are integration weights and $f_j = f(q_j, \rho_j)$ with $j \in [i-1, i, i+1]$. By the proposed Upwind scheme it is not reasonable to have stencils beyond $i-1$ and $i+1$ for the integration of the source term. This leaves as integration schemes Newton-Cotes formulas. With three points we may use Simpson's formula with an error of $O(\Delta x)^4$. This yields consistency in this case up to order $O(\Delta x)^4$ if we discretize

$$f(p,q) = \left( \frac{1}{2} f_{i-1} + \frac{2}{3} f_i + \frac{1}{6} f_{i+1} \right).$$  

We also consider the conservation of discrete steady states for the same choice of $z(p) = c^2$. Then, $\lambda^4(p) = \pm c$ and the discretization simplifies to

$$\partial_t p_i(t) = -\frac{c^2}{2\Delta x a} (q_{i+1}(t) - q_{i-1}(t)), \quad \partial_t q_i(t) = -\frac{a}{2\Delta x} (p_{i+1}(t) - p_{i-1}(t)) - \frac{f_x c^2 q_i(t)}{2d a p_i(t)}.$$  

Consider an explicit Euler discretization as temporal discretization and denote by $q_{k,i} = q_i(t_k), p_{k,i} = p_i(t_k)$. Assume that $q_{k,i} = C_q$ for all $i$ at time $t_k$ and $p_{k,i+1} = p_{k,i-1} - \frac{\Delta x f_x c^2 C_q |C_q|}{d a p_i(t)}$. Those are the discrete steady states of the scheme (54). Then, an explicit Euler discretization yields

$$p_{k+1,i} = p_{k,i} + 0,$$  

$q_{k+1,i} = q_{k,i} + 0 = C_q.$  

Therefore, the scheme preserves the discrete steady states exactly for all future times $k$. 

7
**Discretization of pipe networks** A pipe networks is modelled as directed graph \((E, V)\) where \(E\) is the set of all edges \(k \in \{1, \ldots, K\}\) and \(V\) the set of all vertices. For the vertices we distinguish between internal nodes in the network \(V_0\) (having a degree larger or equal to two) and boundary nodes of the network, i.e., vertices with degree one. For vertices of degree equal to one we may either prescribe pressure or mass flux conditions as in equation \((60)\). For the internal nodes we use coupling conditions given by equal pressure and the conservation of mass \((60)\). For further details and a discussion of the coupling conditions we refer to \([5, 28]\) and references therein.

We introduce the following notation. For simplicity we assume all pipes are parameterized by \(x \in [0, 1]\). By \(p^k_i(t), q^k_i(t)\) we denote the cell average of the pressure and mass flux in pipe \(k\) and cell \(C_i\) of pipe \(k\) at time \(t\). Hence, the equations for the temporal evolution of the cell averages \((p^k_i, q^k_i), i = 0, \ldots, n\) and \(k \in E\) are then given by equations

\[
\partial_t p^k_i = -\frac{\lambda^2}{2\Delta xa}(q^k_{i+1} - q^k_{i-1}) \quad i = 1, \ldots, n - 1
\]

\[
\partial_t q^k_i = -\frac{\lambda_i a}{4\Delta x}(p^k_{i+1} z^k_{i+1} - p^k_{i-1} z^k_{i-1})((\lambda_i + \lambda_{i+1}) + af^k_i) \quad i = 1, \ldots, n - 1
\]

\[
\partial_t q^k_0 + \frac{1}{\lambda_0} \partial_t p^0_0 = \lambda_0 \frac{q^k_1 - q^k_{n-1}}{a\Delta x} - \frac{\lambda_n}{2\Delta x} \left(\frac{p^k_1 z^k_1}{z^k_0} - \frac{p^k_{n-1} z^k_{n-1}}{z^k_n}\right)(\lambda_n + \lambda_{n-1}) + f^k_n
\]

\[
\partial_t q^k_n - \frac{1}{\lambda_0} \partial_t p^0_0 = \lambda_0 \frac{q^k_1 - q^k_{n-1}}{a\Delta x} - \frac{\lambda_0}{2\Delta x} \left(\frac{p^k_1 z^k_1}{z^k_0} - \frac{p^k_{n-1} z^k_{n-1}}{z^k_n}\right)(\lambda_1 + \lambda_0) + f^k_0
\]

and initial conditions. For a vertex \(v \in V\) denote the set of all edges \(k \in E\) incoming to \(v\) by \(\delta^+_v\) and all edges \(\ell \in E\) exiting from \(v\) by \(\delta^-_v\). In case \(|\delta^+_v| + |\delta^-_v| \geq 2\) the coupling conditions at the vertex \(v \in V\)

\[
p^k_0(t) = p^\ell_0(t), \quad \forall k \in \delta^+_v, \quad \forall \ell \in \delta^-_v \quad \text{and} \quad \sum_{k \in \delta^+_v} q^k_0(t) = \sum_{k \in \delta^-_v} q^k_0(t).
\]

Conditions \((60)\) together with initial conditions, boundary conditions for pressure and mass flux at nodes of degree one and the discretization on the network form the fully discrete scheme. Let \(p(t)\) be a vector stacking all discretization points of all pipes of the pressure in one vector and the same for all mass fluxes in \(q(t)\). The only points not included as they are already known are the start and end nodes which have prescribed boundary conditions. Then equation \((56)-(59)\) can be written as

\[
\begin{bmatrix}
M_1 & 0 & 0 & 0 \\
0 & M_2 & 0 & 0 \\
B_{11}(p(t)) & B_{12} & B_{13} & B_{14} \\
B_{21}(p(t)) & B_{22} & B_{23} & B_{24}
\end{bmatrix}
\begin{bmatrix}
p(t) \\
q(t)
\end{bmatrix}
= F(p(t), q(t), p_{BC}(t), q_{BC}(t))
\]

\[
\begin{bmatrix}
E_1 \\
0
\end{bmatrix}
\begin{bmatrix}
p(t) \\
q(t)
\end{bmatrix}
= A(p(t), q(t))
\]

where \(p_{BC}\) and \(q_{BC}\) are the pressure and mass flux boundary conditions. Adding equation \((60)\) into that the full equation reads

\[
\begin{bmatrix}
E_1 \\
0
\end{bmatrix}
\begin{bmatrix}
p(t) \\
q(t)
\end{bmatrix}
= F(p(t), q(t), p_{BC}(t), q_{BC}(t))
\]

\[
A(p(t), q(t))
\]

Where \(A(p(t), q(t))\) collects all the algebraic equations defined in \((60)\). This equation \((62)\) is a nonlinear differential algebraic equation.
4. Computational Results

In the following we consider three networks: a pipe, the diamond benchmark also described in [7] and a realistic network mentioned in [18]. The networks and the numerical simulations are described in the following sections.

4.1. Simulation of Gas Flow in a Single Pipe

The pipe is 3 km long and has a diameter of 0.762m and a friction factor $f_g = 0.0178$ and $\lambda = 383.0735$. We compare the new discretization with the two other discretizations mentioned before, one which we call midpoint discretization and abbreviated by “mid” and an endpoint discretization abbreviated by “end”. In particular, consider two scenarios shown in Figure 1 and 2. In the first scenario we start the system in a stationary solution and then abruptly decrease the pressure at the inlet of the pipe. We compute the pressure at the outlet and the flux at the inlet which then dynamically changes until the system goes back to a stationary solution. The flux at the outlet is kept constant. The three different results for different discretization schemes are plotted in Figure 1 and we observe that the novel discretization does not lead to any oscillations in flux and pressure. The discretization ‘mid’ produces unphysical oscillations.

![Figure 1: Numerical simulation of a pressure drop at the inlet of a pipe](image)

In the second scenario we change the flux every 1000 seconds according to Figure 2 by keeping a constant pressure at the inlet of 75 bar. This yields a change of the mass flow...
at the inlet and a change of the pressure at the outlet. Since the dynamic behaviour is not recognizable over this long time period all numerical schemes give basically the same result.

![Figure 2: Wave Scenario on a pipe](image)

In Table 1 we summarize the simulation time for the two scenarios named “step” and “wave” and the three different methods. Here we see that the novel method outperforms the other methods. The time is wall time and we use ode15s a MATLAB ODE solver, which can handle index–1 DAEs to do the time integration.

| method | step  | wave  |
|--------|-------|-------|
| end    | 0.45  | 1.27  |
| mid    | 3.98  | 202.57|
| new    | 0.28  | 0.50  |

4.2. Resolution of Steady States

If the boundary conditions are kept constant in time the system will converge to steady state. This is true for all three discretizations. However the steady state of the new discretization is the only state which is actually steady. While the other numerical states are states that yields fluctuations around the constant steady state. For our next numerical experiment we again simulated on a pipe of length 3km, with a diameter of 0.762m and a friction factor \( f_g = 0.0178 \) and \( \lambda = 383.0735 \). We put a pressure of 155 constant on the inlet of the pipe and a constant flux of 150 kg/s on the outlet of the pipe. The stationary
solution is the given by a constant mass flux in the entire pipe of 150 kg/s and a pressure of $\approx 153.8887$ bar. However for the endpoint and midpoint discretization we observe oscillations that do not decay over time as shown in Figure 3.

![Figure 3: Oscillations of mass flux at the inlet in steady state](image)

### 4.3. Simulation of a Diamond–shaped Network

The network consists of 9 pipes, all of length 1km, diameter of 1m and a friction factor $f_g = 0.0196$. All nodes are at the same geodesic height and all pipes are flat. We use it to show how different the three discretization schemes resolve the dynamic behaviour.

![Figure 4: Topology of the diamond network](image)

In this scenario we keep the pressure at the inlet constant 70 bar and increase the mass flux at the outlet of the network, the demand node from 30 kg/s to 40 kg/s. We use a constant $\lambda = 673.7021$. In Figure 5 we see the very different results in particular for the
pressure at the supply node. Again as already seen for the simple pipe example the novel
discretization does not generate unphysical oscillations.

![Image](image.png)

**Figure 5: Numerical Simulation on the diamond network**

### 4.4. Simulation of a Pipe Network

The new discretization is also used on a realistic network, whose topolgy is illustrated
in Figure 6. Node 1 is a supply node and all the other nodes that are end nodes are
demand nodes. This network has a total of 46 nodes with 1 supply nodes, 13 interior noes
and 23 supply nodes. To keep it simple and reproducible the pipes are all 10 km long,
0.6 m wide and have a roughness of 0.01 resulting in a friction factor of 0.0454. Again
$\lambda = 383.0545$ is constant. We simulated a scenario where at the simple stationary point all
fluxes are zero and all the pressures are identically 800 bar. This state is modified by a
sudden increase at the outlet flux to 40 kg/s at all demand nodes. The pressure at two
different outlets and the flux at the inlet is shown in Figure 7 for the new discretization
and the endpoint discretization.

### 5. Conclusions

We showed that the discretization using Riemann invariants allows to correctly approx-
imate the transport phenomena underlying the nonlinear model. The novel discretization
does not lead to any oscillations when converging to steady state. It is also approximates
the discrete steady state to any order. Numerical experiments show also for complex
network geometries a good performance of the scheme. It also keeps all the advantages of
the endpoint discretizations for the numerical treatment as a differential algebraic system
and can be computed efficiently.
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