LEBESGUE DECOMPOSITION VIA RIESZ ORTHOGONAL DECOMPOSITION
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Abstract. We give a simple and short proof of the classical Lebesgue decomposition theorem of measures via the Riesz orthogonal decomposition theorem of Hilbert spaces. The tools we employ are elementary Hilbert space techniques.

1. Introduction

J. von Neumann in [4] gave a very elegant proof of the classical Radon–Nikodym differentiation theorem, namely, he proved that the Radon–Nikodym theorem follows (relatively easily) from the Riesz representation theorem for bounded linear functionals. Our purpose in this paper is to show how the Lebesgue decomposition theorem derives from Riesz’ orthogonal decomposition theorem. More precisely, if \( \mu \) and \( \nu \) are finite measures on a fixed measurable space \((T, \mathcal{F})\) then the \( \mu \)-absolute continuous and \( \mu \)-singular parts of \( \nu \) correspond to an appropriate orthogonal decomposition \( M \oplus M^\perp \) of \( L^2(\nu) \).

A very similar approach can be used also by discussing several general Lebesgue-type decomposition problems such as decomposing finitely additive set functions [9], positive operators on Hilbert spaces [8], nonnegative Hermitian forms [7], and representable functionals on \(*\)-algebras [10]. The key in the mentioned papers just as in the present note is the Riesz orthogonal decomposition theorem applied to a suitable subspace of an appropriate \( L^2 \)-space.

We must also mention that Neumann’s proof simultaneously proves Lebesgue’s decomposition, at least after making minimal modifications, see e.g. Rudin [6]. His treatment is undoubtedly more elegant and simpler than ours. Our only claim is nothing but to point out the deep connection between Lebesgue decomposition and orthogonal decomposition.

Our proof of the Lebesgue decomposition theorem is based on the following easy lemma which states that the so called multivalued part of a closed linear relation is closed itself, cf. [1] or [3]. The proof is just an easy exercise, however, we present it here for the sake of completeness.

Lemma 1.1. Let \( \mathcal{H} \) and \( \mathcal{K} \) be (real or complex) Hilbert spaces and let \( L \) be a linear subspace of \( \mathcal{H} \times \mathcal{K} \), that is to say, a linear relation from \( \mathcal{H} \) into \( \mathcal{K} \). Then

\[
M(L) := \{ k \in \mathcal{K} : \exists (h_n, k_n)_{n \in \mathbb{N}} \text{ from } L \text{ with } h_n \to 0, k_n \to k \}
\]

is a closed subspace of \( \mathcal{K} \).
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Consequently, (0, k) ∈ $\mathcal{L}$, where $\mathcal{L}$ denotes the closure of $L$ in the Cartesian product $\mathcal{R} \times \mathcal{R}$. Now, if $(k_n)_{n \in \mathbb{N}}$ is any sequence from $\mathcal{M}(L)$ with limit point $k \in \mathcal{R}$, then clearly, $(0, k_n)_{n \in \mathbb{N}}$ converges in $\mathcal{L}$, namely to $(0, k)$. Consequently, $(0, k) \in \mathcal{L}$ according to the closedness of $\mathcal{L}$ and hence $k \in \mathcal{M}(L)$.

2. The Lebesgue decomposition theorem

Henceforth, we fix two finite measures $\mu$ and $\nu$ on a measurable space $(T, \mathcal{R})$, where $T$ is a non-empty set, and $\mathcal{R}$ is a σ-algebra of subsets of $T$. For $E \in \mathcal{R}$, the characteristic function of $E$ is denoted by $\chi_E$. The vector space of $\mathcal{R}$-simple functions, i.e., the linear span of characteristic functions is denoted by $\mathcal{I}$. We also associate (real) Hilbert spaces $\mathcal{L}^2(\mu)$ and $\mathcal{L}^2(\nu)$ to the measures $\mu$ and $\nu$, respectively, which are endowed with the usual inner products, denoted by $(\cdot | \cdot)_\mu$ and $(\cdot | \cdot)_\nu$, respectively. Note that functions belonging to $\mathcal{L}^2(\mu)$ (resp., to $\mathcal{L}^2(\nu)$) are just $\mu$-almost everywhere (resp., $\nu$-almost everywhere) determined. For any measurable function $f : T \to \mathbb{R}$ and $c \in \mathbb{R}$ we define the measurable set $[f \leq c]$ by letting

$$[f \leq c] := \{x \in T : f(x) \leq c\}.$$ 

There are defined $[f \geq c]$, $[f = c]$, $[f \neq c]$, etc., similarly.

Recall the notions of absolute continuity and singularity: $\nu$ is said to be absolutely continuous with respect to $\mu$ (shortly, $\mu$-absolute continuous) if $\nu(E) = 0$ implies $\mu(E) = 0$ for all $E \in \mathcal{R}$; $\nu$ is called singular with respect to $\mu$ (shortly, $\mu$-singular) if there exists $S \in \mathcal{R}$ such that $\mu(S) = 0$ and $\nu(T \setminus S) = 0$. The Lebesgue decomposition theorem states that $\nu$ admits a unique decomposition $\nu = \nu_a + \nu_s$, where $\nu_a$ is $\mu$-absolute continuous and $\nu_s$ is $\mu$-singular. The uniqueness can be easily proved via a simple measure theoretic argument (see e.g. [2] or [6]). The essential part of this statement is in the existence of the decomposition.

Let us consider now the following linear subspace of $\mathcal{L}^2(\nu)$:

$$\mathfrak{M} = \{f \in \mathcal{L}^2(\nu) : \exists (\varphi_n)_{n \in \mathbb{N}} \subseteq \mathcal{I}, \varphi_n \to 0 \text{ in } \mathcal{L}^2(\mu), \varphi_n \to f \text{ in } \mathcal{L}^2(\nu)\}.$$ 

Then clearly, $\mathfrak{M} = \mathfrak{M}(L)$ by choosing

$$L := \{(\varphi, \varphi) : \varphi \in \mathcal{I}\} \subseteq \mathcal{L}^2(\mu) \times \mathcal{L}^2(\nu).$$

Consequently, $\mathfrak{M}$ is closed, according to Lemma [1.1]. Let us consider the orthogonal projection $P$ of $\mathcal{L}^2(\nu)$ onto $\mathfrak{M}$, the existence of which is guaranteed by the classical Riesz orthogonal decomposition theorem. Let us introduce the following two (signed) measures:

$$\nu_a(E) := \int_E (1 - P)1 \, d\nu, \quad \nu_s(E) := \int_E P1 \, d\nu, \quad E \in \mathcal{R}. \tag{2.1}$$

Clearly, $\nu = \nu_a + \nu_s$. We state that this is the Lebesgue decomposition of $\nu$ with respect to $\mu$:

**Theorem 2.1.** Let $\mu$ and $\nu$ be finite measures on a measurable space $(T, \mathcal{R})$. Then both $\nu_a$ and $\nu_s$ from (2.1) are (finite) measures such that $\nu_a$ is $\mu$-absolute continuous, and $\nu_s$ is $\mu$-singular.
Proof. We start by proving the $\mu$-absolute continuity of $\nu_\alpha$: let $E \in \mathcal{R}$ be any measurable set with $\mu(E) = 0$. Then $\chi_E \in \mathfrak{M}$ (choose $\varphi_n := \chi_E$ for all integer $n$), and therefore

$$
\nu_\alpha(E) = \int_E (I - P)1 \, d\nu = (\chi_E \cdot (I - P)1)_\nu = ((I - P)\chi_E \cdot 1)_\nu = (0 \cdot 1)_\nu = 0.
$$

This means that the signed measure $\nu_\alpha$ is absolute continuous with respect to $\mu$. In order to prove the $\mu$-singularity of $\nu_\alpha$, let us consider a sequence $(\varphi_n)_{n \in \mathbb{N}}$ from $\mathcal{S}$ with $\varphi_n \to 0$ in $L^2(\mu)$, and $\varphi_n \to P1$ in $L^2(\nu)$. By turning to an appropriate subsequence along the classical Riesz argument [5], we may also assume that $\varphi_n \to 0$ $\mu$-a.e. This means that $P1 = 0$ $\mu$-a.e., and therefore that $\nu_\alpha$ and $\mu$ are singular with respect to each other:

$$
(2.2) \quad \mu([P1 \neq 0]) = 0 \quad \text{and} \quad \nu_\alpha([P1 = 0]) = \int_{[P1=0]} P1 \, d\nu = 0.
$$

It remains only to show that $\nu_\alpha$ and $\nu_\alpha$ are positive measures, i.e., $0 \leq P1 \leq 1$ $\nu$-a.e. Indeed, the left side of (2.2) yields $\mu([P1 < 0]) = 0$ and hence $\chi_{[P1 < 0]} \in \mathfrak{M}$. That gives

$$
0 \geq \int_{[P1 < 0]} P1 \, d\nu = (P1 \cdot \chi_{[P1 < 0]})_\nu = (1 \cdot \chi_{[P1 < 0]})_\nu = \nu([P1 < 0]) \geq 0,
$$

which means that $P1 \geq 0$ $\nu$-a.e. A very same argument shows that $P1 \leq 1$ $\nu$-a.e. □

Remark 2.2. Observe that $P1$ is, in fact, the characteristic function of the set $[P1 \neq 0]$: since $0 \leq P1 \leq 1$, it follows that $0 \leq P1 - (P1)^2$, and we also have

$$
\int_T P1 - (P1)^2 \, d\nu = \int_T P1 \cdot (I - P)1 \, d\nu = (P1 \cdot (I - P)1)_\nu = 0,
$$

which yields $P1 = \chi_{[P1 > 0]}$, indeed. Consequently, by letting $S := [P1 \neq 0]$ the standard form of the Lebesgue decomposition is obtained as follows:

$$
\nu_\alpha(E) = \nu(E \setminus S), \quad \nu_\alpha(E) = \nu(E \cap S), \quad E \in \mathcal{R},
$$
c.f. [2], 32 §, Theorem C.
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