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Abstract—We consider distributed image transmission over a noisy multiple access channel (MAC) using deep joint source-channel coding (DeepJSCC). It is known that Shannon’s separation theorem holds when transmitting independent sources over a MAC in the asymptotic infinite block length regime. However, we are interested in the practical finite block length regime, in which case separate source and channel coding is known to be suboptimal. We introduce a novel joint image compression and transmission scheme, where the devices send their compressed image representations in a non-orthogonal manner. While non-orthogonal multiple access (NOMA) is known to achieve the capacity region, to the best of our knowledge, non-orthogonal joint source-channel coding (JSCC) scheme for practical systems has not been studied before. Through extensive experiments, we show significant improvements in terms of the quality of the reconstructed images compared to orthogonal transmission employing current DeepJSCC approaches particularly for low bandwidth ratios. We publicly share source code to facilitate further research and reproducibility.

Index Terms—Joint source-channel coding, non-orthogonal multiple access, wireless image transmission, deep learning.

I. INTRODUCTION

Conventional wireless communication systems consist of two different stages, called source coding and channel coding. Source coding compresses a signal by removing inherent redundancies. Afterwards, channel coding introduces structured redundancy to improve reliability against channel’s corrupting effects, such as noise and fading. The receiver has to revert these steps by employing a channel decoder and a source decoder, respectively. For instance, wireless image transmission systems employ JPEG or BPG compression to reduce the required communication resources at the expense of reduced reconstructed image quality. The system then employs channel coding, such as LDPC, turbo codes, or polar coding for reliable transmission over a noisy channel. Figure 1 illustrates the conventional separation-based system design for wireless data transmission.

Shannon proved that such a separate design is without loss of optimality when the source and channel block lengths are infinite [1]. However, optimality of separation fails in the practical finite block length regime, or in multi-user networks in general [2]. Moreover, suboptimality gap of separation increases as the block length gets shorter or the signal-to-noise ratio (SNR) diminishes, which correspond to the operation of many delay-sensitive applications such as Internet of Things (IoT) or autonomous driving.

Although researchers have been investigating joint source-channel coding (JSCC) schemes for many decades [3]–[5], these schemes did not find application in practical systems due to their high complexity, and poor performance with practical sources and channel distributions. Research on JSCC has gained renewed interest recently with the adoption of deep neural networks (DNNs) to implement JSCC [6]. This data-driven approach is based on modeling the end-to-end communication system as an autoencoder architecture. Numerous follow-up studies have extended deep joint source-channel coding (DeepJSCC) in different directions. In [7], the authors demonstrate that DeepJSCC can exploit feedback to improve the end-to-end reconstruction quality. In [8], DeepJSCC architecture is modified by increasing the filter size to improve the performance. In [9], it is shown that DeepJSCC can adopt to varying channel bandwidth with almost no loss in performance. In addition to very promising results achieved for a particular channel quality, it is worth noting that DeepJSCC avoids the cliff effect suffered by separate source and channel coding and achieves graceful degradation with the channel quality; that is the image is still decodable even when the channel quality falls below the target SNR the system is designed for, albeit with lower quality. Separation-based schemes, on the other hand, completely fail as the channel code cannot be decoded below a certain SNR threshold.

In this paper, we consider transmission of distinct images over a multiple access channel (MAC). It is known that separation theorem applies to MACs with independent sources;
however, the design of practical JSCC schemes for finite block lengths and real information sources remain as an open challenge. A straightforward approach is to employ time division multiple access (TDMA), where each user employs the same trained DeepJSCC network to transmit using half of the channel bandwidth. However, our goal in this work is to develop a DeepJSCC framework that can exploit non-orthogonal communications. A related NOMA-aided JSCC scheme is considered for collaborative inference over a MAC in [10], where the goal is to retrieve a unique identity rather than reconstructing distinct images.

Our main contributions are summarized as follows:
1) To the best of our knowledge, we introduce the first multi-user DeepJSCC-based image transmission method, exploiting non-orthogonal multiple access (NOMA).
2) We introduce a novel Siamese network-based architecture with device embeddings that allows us to use the same set of parameters for both devices, which will be instrumental in scaling our solution to larger networks.
3) We introduce a training data subsampling methodology, and employ curriculum learning (CL)-based training to further improve the performance.
4) Through an extensive set of experiments, we show that our superposition-based method for NOMA outperforms traditional DeepJSCC with time division for all evaluated SNR conditions. We also show that our method is fair; that is, no significant difference is observed between the performances of the two users.
5) To facilitate further research and reproducibility, we provide the source code of our framework and simulations on github.com/ipc-lab/deepjscc-noma.

II. RELATED WORKS

In this section, we review the works that we construct our methods upon.

A. Non-Orthogonal Multiple Access (NOMA)

NOMA is essential in achieving the capacity region of a MAC, whereas orthogonal transmission schemes, such as TDMA, are strictly suboptimal. Please see Fig. 2 for an illustration of the capacity region of a MAC, achievable by NOMA with SIC and time sharing.

Figure 2. Capacity region of a two-user MAC compared with the rate pairs achievable by TDMA [16].

B. Related Learning Paradigms: Multi-Task Learning (MTL), Deep Metric Learning (DML) and Curriculum Learning (CL)

MTL is a paradigm of learning multiple tasks jointly to improve performance [17], [18]. In the MAC, multiple signals are superposed onto a joint representation, and the decoder reconstructs multiple images. Therefore, it is inherently a MTL problem. In distributed compression [19], typically different encoding and decoding functions are employed for each of the source signals, which increases the complexity and inhibits scalability. MTL methods often modify feature space or share parameters to improve performance for both tasks [18]. Inspired from these tricks in the MTL literature, we introduce a novel input augmentation embedding for better separability and employ a Siamese neural network-based architecture to reduce the number of parameters [20].

Similarly to DML, our method projects multiple instances into a lower-dimensional latent space with the same network. In DML, typically a subsample of pairs are used for training, and the choice of training pairs significantly affects performance [21]. Therefore, we design a systematic and efficient training methodology instead of using all possible training pairs, which is infeasible.

CL is a progressive training paradigm, where network is first trained on easy tasks and then adapted to the main task of interest [22]. CL has been previously leveraged in [23] by starting training from higher SNRs for progressively adapting to lower SNRs. In our problem, since signals are superposed, they interfere with each other, which affects the training performance. Therefore, we further improve our method by training the network first on non-interfering signals, and then fine-tune it on the actual task.

Notation: Unless stated otherwise; boldface lowercase letters denote vectors (e.g., \( \mathbf{p} \)), boldface uppercase letters denote matrices (e.g., \( \mathbf{P} \)), non-boldface letters denote scalars (e.g., \( p \) or \( P \)), and uppercase calligraphic letters denote sets (e.g., \( \mathcal{P} \)). \( \mathbb{R} \), \( \mathbb{N} \), \( \mathbb{C} \) denote the set of real, natural and complex numbers, respectively. \( |\mathcal{P}| \) denotes the cardinality of set \( \mathcal{P} \). We define \( [n] \triangleq \{1, 2, \ldots, n\} \), where \( n \in \mathbb{N}^+ \), and \( \mathbb{I} \triangleq [255] \).
III. SYSTEM MODEL

We consider the distributed wireless image transmission problem over a MAC in an uplink setting with two transmitters and a single receiver. Specifically, consider additive white Gaussian noise (AWGN) channel with noise variance $\sigma^2$. Transmitter $i$ maps an input image $x_i \in \mathbb{C}^{C_{in} \times W \times H}$, where $W$ and $H$ denote the width and height of the image, while $C_{in}$ represents the R, G and B channels for colored images, with a non-linear encoding function $E_{\Theta, \sigma, i}(x_i) : \mathbb{C}^{C_{in} \times W \times H} \rightarrow \mathbb{C}^k$ parameterized by $\Theta_i$ into a complex-valued latent vector $z_i = E_{\Theta, \sigma, i}(x_i)$, where $k$ corresponds to the available channel bandwidth.

We enforce average transmission power constraint on both transmitters:

$$\frac{1}{k} \|z_i\|^2 \leq P_{avg}, \quad i \in \{1, 2\}. \quad (1)$$

The receiver receives the summation of latent vectors as:

$$y = z_1 + z_2 + n,$$

where $n \in \mathbb{C}^k$ is independent and identically distributed (i.i.d.) complex Gaussian noise term with variance $\sigma^2$, i.e., $n \sim \mathcal{C}\mathcal{N}(0, \sigma^2 I_k)$. We consider $\sigma$ is known at the transmitters and the receiver.

Then, a non-linear decoding function $D_{\Phi, \sigma} : \mathbb{C}^k \rightarrow \mathbb{C}^{2 \times C_{in} \times W \times H}$ at the receiver, parameterized by $\Phi$, reconstructs both images that are aggregated in the common representation $y$, i.e.,

$$\begin{bmatrix} \hat{x}_1 \\ \hat{x}_2 \end{bmatrix} = D_{\Phi, \sigma}(y).$$

The bandwidth ratio $\rho$ characterizes the available channel resources, and is defined as:

$$\rho = \frac{k}{C_{in}WH} \text{ channel symbols/pixel.}$$

We also define the SNR at time $t$ as:

$$\text{SNR} = 10 \log_{10} \left( \frac{P_{avg}}{\sigma^2} \right) \text{ dB.} \quad (2)$$

Our objective is to maximize the average peak signal to noise ratio (PSNR), on an unseen target dataset under given channel SNR and the power constraint in (1), which is defined as:

$$\text{PSNR} = 10 \log_{10} \left( \frac{A^2}{\frac{1}{C_{in}WH} \|x_i - \hat{x}_i\|^2} \right) \text{ dB,} \quad (3)$$

where $A$ is the maximum possible input value, e.g., $A = 255$ for images with 8-bit per channel as in our case. To achieve this goal, in the next section, we will introduce our framework to implement joint training of the neural network based encoder $D_{\Phi, \sigma}$ and encoders $E_{\Theta, \sigma, i}, \quad i \in \{1, 2\}$.

IV. METHODOLOGY

In this section, we describe our novel methodology to exploit NOMA for efficient image transmission using DeepJSCC. Algorithm 1 summarizes the training methodology of the introduced method, called DeepJSCC-NOMA.

![Figure 3. Overall architecture of our DeepJSCC-NOMA method.](image-url)
We initialize the two trainable device embeddings $r$ which are unique trainable weights for each transmitting device. The receiver can recover both images with low distortion, it takes both images as input is not possible since we assume no architecture for both transmitters. Note that an encoder that encodes an image specific parameters at the last layer of the decoder. This significantly reduces the number of parameters and eases the training process while better separating the transmitted signals. The decoder $D_{\Phi,\sigma}$ outputs $2C_{in} \times W \times H$ dimensional image tensor, which is then reshaped into two separate images, i.e., to the shape $2 \times C_{in} \times W \times H$. Notice that although device embeddings introduce new trainable parameters, it only depends on the image size, and does not scale with the number of devices.

In this section, we present our experimental setup to demonstrate the performance gains of our method in different scenarios.

### C. Training Data Subsampling Strategy

We now need to define the training pairs in $\mathcal{D}_{train}$ to compute the loss, $\mathcal{L}$. Since we are training the network on pairs $(x_1, x_2)$, there are $N^2$ possible pair combinations for a given training dataset with $N$ samples. However, it is generally infeasible to use all of these pairs since the number of training instances grows quadratically with $N$. Therefore, we subsample $T \ll N^2$ pairs from all possible combinations as in DML problems [21]. To ensure uniqueness of every pair, we subsample without replacement. We use the same pairs in $\mathcal{D}_{train}$ after shuffling to minimize $\mathcal{L}$. We also construct validation pairs $\mathcal{D}_{val}$ by splitting the initial validation data into two and use the same validation pairs after every epoch.

### D. CL-Based Training Methodology

In our problem, the received signals are very noisy due to the interference from the other device. We address this problem by first training the network without superposition (which is an easier task) by only using the signal and the AWGN noise, i.e., by computing $x_1$ via $D_{\Phi,\sigma}(z_1 + n)$ and $x_2$ via $D_{\Phi,\sigma}(z_2 + n)$, both with the power constraint $P_{\text{avg}}$ as in our standard training strategy. We then fine-tune the network with the standard training strategy on superposed signals as described above. This way, we enjoy benefits of the progressive training process via CL. Note that we do not change the loss function or any other component of the network in any phase of our CL training strategy.

### V. Numerical Results

In this section, we present our experimental setup to demonstrate the performance gains of our method in different scenarios.

---

**Algorithm 1 Training Procedure of DeepJSCC-NOMA**

| Construct $\mathcal{D}_{train}$ and $\mathcal{D}_{val}$ | Device embeddings |
|-----------------------------------------------|-------------------|
| Initialize $r_1$ and $r_2$ from $\mathcal{N}(0, 1)$ | Iterate through epochs |
| Repeat for all $(x_1, x_2) \in \mathcal{D}_{train}$ | |
| Calculate $\sigma$ via (2) for $\text{SNR} \sim \text{Uniform}[0, 20]$ | |
| for $i = 1, 2$ do | |
| $\hat{x}_i = [x_i \ r_i]^T$ | Device with index $i$ |
| $z_i = E_{\Theta,\sigma}(\hat{x}_i)$ | Encoding |
| $z_i = \sqrt{kP_{\text{avg}}/\|z_i\|^2_2}z_i$ | Power normalization |
| Transmit $z_1$ and $z_2$ via same channel | |
| Sample $n \sim \mathcal{CN}(0, \sigma^2 I_k)$ | |
| $y = z_1 + z_2 + n$ | Received signal |
| $\hat{z}_1 = \mathcal{L} + \text{MSE}(x_1, \hat{x}_1) + \text{MSE}(x_2, \hat{x}_2)$ | Decoding |
| if $t \mod \text{batch size} = 0$ then | |
| Update $r_1, r_2, \Theta, \Phi$ by backpropagating $\mathcal{L}$ | |
| Reset $\mathcal{L}$ and gradients to zero | |
| Compute validation PSNR using $\mathcal{D}_{val}$ | |
| until validation PSNR does not improve for $e$ epochs | |

---

Therefore, the inputs will have $C_{in} + 1$ dimensions, e.g., 4 dimensions instead of 3 for RGB images. This simple method allows the network to differentiate between different devices.

---

Our task fits into the MTL [18] framework. One common method in MTL is to share parameters to model commonalities between tasks. In our problem, the task of image transmission for both encoders is exactly equivalent, so it is natural to share parameters of the encoders. However, the receiver also needs to distinguish between the images transmitted by the two encoders during the joint decoding phase. This is why we employ input augmentation, which is explained in the next section.

### B. Input Augmentation via Novel Device Embeddings

Due to the superposition nature of the MAC, even if the receiver can recover both images with low distortion, it is challenging in the case of NOMA to distinguish which image belongs to which transmitter. We also want a scalable architecture; hence, we would like to employ the same encoder architecture for both transmitters. Note that an encoder that takes both images as input is not possible since we assume no communication between the devices during the transmission phase.

Without significantly increasing the number of parameters and without changing the DeepJSCC architecture that is known to perform well, we introduce an input augmentation method to be able to improve separability of signals in the aggregate representation domain. Hence, we employ device embeddings, which are unique trainable weights for each transmitting device. We initialize the two trainable device embeddings $r_i \in 1 \times W \times H$ randomly from $\mathcal{N}(0, 1)$, $i = 1, 2$, and concatenate with the input image as follows:

$$\hat{x}_i = \left[x_i^\top \ r_i^\top\right]^\top.$$

---
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We continue training until no improvement is achieved for works. We use Adam optimizer to minimize the loss [28].

We have conducted the experiments using Pytorch framework [27]. We employ CIFAR-10 dataset for training and testing, which has training data with 50,000 instances and test data with 10,000. All the images have the shape of $3 \times 32 \times 32$ as RGB channels’ dimension, width and height, respectively. We split the training data into 45,000 training instances and 5,000 validation instances.

We employ CIFAR-10 dataset for training and testing, which has training data with 50,000 instances and test data with 10,000. All the images have the shape of $3 \times 32 \times 32$ as RGB channels’ dimension, width and height, respectively. We split the training data into 45,000 training instances and 5,000 validation instances.

B. Baselines

We compare our method with classical DeepJSCC with time division, named DeepJSCC-TDMA. We name our method DeepJSCC-NOMA-CL. We compare it with the model without CL described in Section IV-D. We also compare it with the case of strong assumption of ideal SIC scenario to show the potential of our method, named DeepJSCC-SingleUser. This is also the initial model in CL-based strategy described in Section IV-D, which is trained and tested with non-interfering signals. We also note that previous studies already showed the superiority of DeepJSCC over classical separation-based transmission methods under power and bandwidth constraints [6], and in this work, we show superiority of our method over standard DeepJSCC employing time division.

C. Implementation Details

We have conducted the experiments using Pytorch framework [27]. We use the same hyperparameters and the same architecture for all the methods. We use learning rate $1 \times 10^{-4}$ and batch size 64. We set the number of filters in the middle layers to 256 for both encoder and decoder. We use the power constraint $P_{avg} = 0.5$ for all the methods to make the TDMA-based DeepJSCC model comparable with previous works. We use Adam optimizer to minimize the loss [28]. We continue training until no improvement is achieved for consecutive $c = 10$ epochs. During training and validation, we run the model using different SNR values for each instance, uniformly chosen from $[0, 20]$ dB. We test and report the results for each SNR value using the same model. For the proposed method, we use the training data with 200,000 unique pairs instead of 45,000 $\times$ 45,000 pairs using the method described in Section IV-C. We shuffle the training pairs or instances randomly before each epoch.

D. Comparison with TDMA-based DeepJSCC

Figure 4 demonstrates the performance gains of our method in different SNR conditions for $\rho = 1/6$ and $\rho = 1/3$ compression ratios. For both compression ratios, DeepJSCC-NOMA performs better than its TDMA counterpart for all evaluated SNRs. For $\rho = 1/3$, DeepJSCC-NOMA-CL achieves 0.91 dB (absolute) higher PSNR on average compared to DeepJSCC-TDMA. For $\rho = 1/6$, our method achieves 0.25 dB (absolute) higher PSNR on average compared to DeepJSCC-TDMA.

CL-based training further improves DeepJSCC-NOMA for all evaluated SNRs for both compression ratios. We observe that DeepJSCC-NOMA-CL achieves an improvement of 0.32 dB and 0.08 dB with respect to DeepJSCC-NOMA in terms of PSNR for $\rho = 1/3$ and $\rho = 1/6$, respectively. This shows the benefits of the employed CL method. DeepJSCC-SingleUser serves as an upper bound although it is a highly optimistic assumption, so we do not expect it to be tight.

E. Analysis of Fairness

Figure 5 illustrates the fairness of DeepJSCC-NOMA-CL for $\rho = 1/3$. There is no significant difference between the average PSNR achieved by the two devices, while both of them are outperforming TDMA-based DeepJSCC. A similar observation is also made for $\rho = 1/6$.

F. Analysis of the Number of DNN Parameters

Table I shows the comparison of our method with the standard point-to-point DeepJSCC with time-division. For both the compression rates $\rho = 1/6$ and $\rho = 1/3$, the amount of increase in the number of parameters is only $\approx 1\%$ thanks to the input augmentation and single decoder tricks. Otherwise, we would need to use different encoder and decoders as explained in Section IV-B, which would cause growth in the number of parameters as the number of devices increases.

Notice that the differences between the proposed DeepJSCC-NOMA method and the classical DeepJSCC for
TDMA are the followings: (1) number of parameters in the last layer of the encoder and the first layer of the decoder
DeepJSCC-NOMA scheme achieves superior performance to the correct transmitters. We have shown that the proposed DeepJSCC approach, and is able to attribute decoded images
both images despite the analog transmission of underlying
input augmentation trick, the receiver is able to recover
proposed approach exploits NOMA and the transmitters employ
marginal increase in the number of parameters, and hence, the
same decoder. But, as the table shows, these introduce only a
embedding of our novel input augmentation described in
since the available bandwidth is twice in NOMA; (2) trainable

![Figure 5. Fairness analysis between different users of our method for bandwidth ratio $\rho = 1/3$.](image)

| Method          | $\rho = 1/3$ | $\rho = 1/6$ |
|-----------------|--------------|--------------|
| DeepJSCC-TDMA   | 22.2M        | 22.1M        |
| DeepJSCC-NOMA   | 22.4M        | 22.3M        |

Table I

**NUMBER OF PARAMETERS FOR THE COMPARED METHODS**

TDMA are the followings: (1) number of parameters in the last layer of the encoder and the first layer of the decoder since the available bandwidth is twice in NOMA; (2) trainable embedding of our novel input augmentation described in Section IV-B; (3) the number of parameters in the last layer of decoder since we are decoding two different images using the same decoder. But, as the table shows, these introduce only a marginal increase in the number of parameters, and hence, the computational and memory complexity.

VI. CONCLUSION

We have introduced a novel joint image compression and transmission scheme for the multi-user uplink scenario. The proposed approach exploits NOMA and the transmitters employ identical DNNs. We have shown that, thanks to the novel input augmentation trick, the receiver is able to recover both images despite the analog transmission of underlying DeepJSCC approach, and is able to attribute decoded images to the correct transmitters. We have shown that the proposed DeepJSCC-NOMA scheme achieves superior performance compared to its time-division counterpart.
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