Information Elevation Network for Fast Online Action Detection
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Abstract—Online action detection (OAD) is a task that receives video segments within a streaming video as inputs and identifies ongoing actions within them. It is important to retain past information associated with a current action. However, long short-term memory (LSTM), a popular recurrent unit for modeling temporal information from videos, accumulates past information from the previous hidden and cell states and the extracted visual features at each timestep without considering the relationships between the past and current information. Consequently, the forget gate of the original LSTM can lose the accumulated information relevant to the current action because it determines which information to forget without considering the current action. We introduce a novel information elevation unit (IEU) that lifts up and accumulates the past information relevant to the current action in order to model the past information that is especially relevant to the current action. To the best of our knowledge, our IEN is the first attempt that considers the computational overhead for the practical use of OAD. Through ablation studies, we design an efficient and effective OAD network using IEUs, called an information elevation network (IEN). Our IEN uses visual features extracted by a fast action recognition network taking only RGB frames because extracting optical flows requires heavy computation overhead. On two OAD benchmark datasets, THUMOS-14 and TVSeries, our IEN outperforms state-of-the-art OAD methods using only RGB frames. Furthermore, on the THUMOS-14 dataset, our IEN outperforms the state-of-the-art OAD methods using two-stream features based on RGB frames and optical flows.

Index Terms—Online action detection, temporal action detection, RNN, light-weight architecture

I. INTRODUCTION

In recent times, the video surveillance industry has experienced dramatically growth with the proliferation of CCTV cameras [1]. Accordingly, the demand for analyzing surveillance videos to detect actions as soon as they happen has also increased. For analyzing a large volume of streaming videos as inputs, efficient and effective action detection is essential.

Action detection (AD) studies are largely divided into offline and online AD methods. Offline AD methods receive a fully observed untrimmed video including multiple action instances and background; they then localizes temporal intervals for the action instances and identify their action classes.

Most AD methods have been dealt with offline temporal AD. However, offline AD approaches process an entire input video, and then a time delay occurs for detecting all action instances. In contrast, online action detection (OAD) methods take a partially observed video segment as an input and recognize the current action of the latest frame within the input video segment. A video segment consists of a fixed number of chunks, each of which is composed of a fixed number of consecutive frames. The methods obtain a visual feature for each chunk, which is extracted from a pre-trained action recognition network. To sum up, an OAD method takes a video segment as an input and predicts the action class of the last chunk by using visual features extracted from all chunks within the video segment.

Several OAD methods have been proposed. Reinforced encoder-decoder (RED) [2] and temporal recurrent network (TRN) [3] predict the future information in advance and use the predicted future information to detect the ongoing action. RED and TRN assume that all chunks constituting a video segment are equally related to the current action. However, not all chunks of a video segment are related to the current action. Therefore, information discrimination network (IDN) [4] and temporal filtering network (TFN) [5] detect the current action for a video segment by selecting or emphasizing the visual information from chunks related to the current action, considering the relationship between information from every chunk and the last chunk. Thus, it is necessary to take into account the relevance of the information to the current action in designing OAD methods.

Most neural networks that process time-series data such as videos use long short-term memory (LSTM) [6]. However, LSTM takes temporal inputs at every timestep from the previous hidden and cell states (i.e., \(h_{t-1}\) and \(C_{t-1}\)) and a visual feature (i.e., \(x_t\)) and does not consider the current information at \(t = 0\) (i.e., \(x_0\)). In particular, the forget gate of LSTM can lose the past information by using only visual information at each timestep (i.e., \(x_t\)) and accumulated information from the previous hidden state (i.e., \(h_{t-1}\)). In Fig. 1, even though the information related to the current action, \(Eat\), exists in \(t = -T\) and \(t = -T + 1\), the relevant information may not be maintained at the next \(t = -T + 2\) because LSTM, when processing visual information at \(t = -T + 2\), which are relevant to background, regards only those accumulated information from the previous hidden and cell states as unnecessary.
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To this end, we propose an information elevation unit (IEU) for extended LSTM with an additional gate for OAD. To maintain the information related to the current action, the IEU has the information elevation gate that lifts up the past information relevant to the current action to the cell state. Specifically, the IEU adds the past information from the previous hidden state (i.e., $h_{t-1}$) as well as the visual feature at $t$ timestep (i.e., $x_t$) multiplied by the output from the elevation gate considering the relationship between the accumulated past and current information (i.e., $h_{t-1}$ and $x_0$). Through this, the IEU can reinforce the forgotten past information relevant to the current action.

In addition, we designed our IEN based on the proposed IEU by considering time efficiency as well. Existing OAD methods detect a current action using visual features from RGBs as well as optical flows. However, obtaining optical flows requires a large amount of computation time and computing resources, and using optical flows for OAD obstructs the use of OAD for real-world online applications. Therefore, we exclude optical flows and extract visual features from only RGB frames.

To show the effectiveness and efficiency of our IEN consisting of IEUs, we conduct experiments using two OAD benchmark datasets, THUMOS-14 and TVSeries. Taking the visual features from only RGB frames, the IEN outperforms state-of-the-art OAD methods using only RGB frames with a per-frame mAP of 60.4% and mcAP of 81.4% in THUMOS-14 and TVSeries, respectively. In particular, the IEN also outperforms the state-of-the-art methods using visual features from both RGB and optical flow frames in THUMOS-14.

Our contribution is summarized as follows.

- We propose a novel RNN unit for OAD, called IEU, which extends an LSTM unit by adding an additional information elevation gate and taking the current information together with the conventional temporal inputs of LSTM at each timestep as inputs to maintain and accumulate the past information relevant to the current action.
- For practical use of OAD for real-world online applications, we adopt a fast action recognition network using only RGB frames as a feature extractor.
- For the THUMOS-14 and TVSeries datasets, the proposed IEN achieves the best OAD performance compared to state-of-the-art OAD methods using visual features from only RGB frames. In addition, on the THUMOS-14 dataset, our IEN outperforms the state-of-the-art OAD methods using visual features from RGB frames as well as optical flows.

II. RELATED WORK

A. Offline action detection

Offline AD methods take an untrimmed video as an input and detect one or more actions within the video [18]. The detection results include the temporal intervals of all detected
actions with their start and end times and their action classes. Shou et al. [7] introduced proposal, classification, and localization networks based on three-dimensional convolution neural networks (3D CNNs) for offline action detection. After generating some video segments of different lengths, the part related to action instances and the part related to background are identified through the proposal network. The classification network recognizes what the action is in the candidate interval. Finally, the localization network estimates the temporal overlap between GT and the candidate interval. Lin et al. [8] generated proposals by using the estimated start and end scores for action instances rather than generating a proposal of a fixed length. However, adopting offline AD methods for processing surveillance videos have a limitation: there is a delay in obtaining detection results because of processing time for detecting all action instances within the input video. Some AD methods have also been proposed for detecting specific actions in surveillance videos [19], [20].

B. Online action detection

OAD was introduced by Geest et al. [9]. OAD is the task of predicting what the current action is for a given video segment. Given an input video segment, OAD methods predict the probability distribution for the current action located to the last chunk of the video segment, among K action classes and background. RED [2] is based on the encoder-decoder structure and predicts the current and future actions by using the past information obtained from the encoder. The cell of a temporal recurrent network, which is proposed by Xu et al. [5], generates future information by using the past information and predicts the current action using the past information and the generated future information. In order to predict the current action, both these methods consider all timestamps with the same weight. To improve this, the information discrimination network (IDN) [4] and temporal filtering network (TFN) [5] processed the information of each timestamp based on the relevance of the current action. The information discrimination unit (IDU), which was proposed in the IDN, is a modified unit of the gated recurrent unit (GRU) [10]. It distinguishes the information related to the ongoing action among the information at time t and transfers it to the next hidden state. TFN extracts visual features for all chunks within an input video segment and concatenates the extracted features for a visual embedding. Taking this concatenated visual embedding as an input, TFN predicts a relevance vector indicating the degree of relevance to the current chunk through the three kinds of filtering modules based on convolution layers. Then, TFN obtains a modified visual embedding by multiplying the relevance vector to the original visual embedding by considering the relationships between every chunk at time t and the current chunk. Finally, TFN outputs the current action using the modified visual embedding.

C. Action recognition

For a given well-trimmed video containing a single action instance, action recognition (AR) methods predict the probability distribution for N action classes. AR is a task that has been studied for a long time, and networks based on convolutional neural networks (CNNs) have shown good performances. Proposed AR networks have been used as feature extractors for various video-related tasks including offline and online temporal action detection. Convolutional three-dimensional network (C3D) [11] and inflated three-dimensional convolutional network (I3D) [12] are representative AR models used as visual feature extractors for videos. C3D extracts temporal information by extending 2D CNN to 3D CNN in order to solve the limitation that extracting features using the existing 2D CNN does not extract temporal information well. I3D extracts spatiotemporal visual features by extending the 2D CNN of the existing two-stream network to 3D CNN. Both the AR models show good performance, but they require heavy computation loads. To overcome the lack of consideration of the diversity of scales in temporal domain, Wan et al. [13] proposed an AR method based on two-stream CNNs, for extracting long-term spatiotemporal features using stacked RGB images and short-term spatiotemporal features using optical flows from two adjacent RGB frames.

D. Fast action recognition

Most existing AR methods use optical flow as inputs or are based on 3D CNN to extract temporal information. However, a 3D CNN requires substantial computation, and it also takes a large amount of time and memory to extract optical flows between consecutive RGB frames in an input video. Therefore, fast AR methods that efficiently extract temporal information using few parameters have been proposed. The temporal shift module (TSM) [14] extracts visual features for each frame chunk of a video and then concatenates these features for the video to create a feature map. Then, the channel of this feature map is divided into three parts, shifted to +1, -1, and 0, based on the time axis. The TSM creates a new feature map through 2D CNN. As TSM uses only a simple shift operation, temporal information is obtained without additional parameters. Zhang et al. [15] proposed a novel motion cue called persistence of appearance (PA) using RGB frames. They calculate PA between two adjacent frames only accumulating pixel-wise differences in feature space, instead of using exhaustive patch-wise search of all the possible motion vectors as optical flows do.

III. Proposed Method

Figure 2 shows the overall architecture of our IEN. For a given video segment, the IEN extracts a visual feature for each chunk, converts the visual feature into a visual embedding, and feeds it into each IEU. Each IEU takes past information from previous hidden and cell states related to a visual feature at each timestep t and the current information from the current chunk at time t = 0. Using each hidden state at each timestep t, IEN predicts the probability distribution for each chunk and returns the probability distribution for the current chunk within the video segment. In this section, we explain component
modules including early embedding, IEU, and classification modules, in detail.

![Architecture of the IEN](image)

Fig. 2. Architecture of the IEN. Taking a video segment consisting of \(T+1\) chunks \(V = \{c_t\}_{t=0}^T\) as an input, IEN obtains each embedding vector by extracting visual features for each chunk and embedding the extracted features. The embedding vector is generated for each chunk and put into the IEU. At this time, the feature at \(t = 0\) representing the current action is entered together with the feature at each time \(t\). Loss, \(L_c\), and probabilities are calculated for the outputs of all IEUs, and the probabilities for the \(K\) action classes and the background in the last chunk are used to determine the current action.

A. Problem definition

The goal is to detect the ongoing action for a given video segment. In OAD for a streaming video, we split the video into video segments with a fixed number of chunks. A chunk refers to a sequence of consecutive frames, denoted as \(c = \{I_n\}_{n=1}^N\) of a set of \(N\) consecutive frames, where \(I_n\) indicates the \(n_{th}\) frame. Taking a video segment, i.e., a sequence of chunks, as an input, an OAD model predicts the current action, which means the action of the last chunk of the video segment. To formulate the OAD problem, we follow the same setting as in previous methods [2], [3]. Given a streaming video \(V = \{c_t\}_{t=0}^T\) including current (i.e., at \(t = 0\)) and \(T\) past chunks (from \(t = -T\) to \(t = 1\)) as inputs, an OAD model outputs the probability distribution \(p_0 = \{p_{0,k}\}_{k=0}^K\) of the current action at chunk \(c_0\) over \(K\) action classes and background.

B. Early embedding module

Given a video segment \(V\) as input, the early embedding module generates visual embedding for each chunk. We used TSM [14], a fast AR model, for efficiently extracting spatiotemporal features using only RGB frames. We denote the extracted features for the video segment as \(V' = \{c'_0 \cdots c'_T\} \in \mathbb{R}^{(T+1) \times d_v}\). The extracted feature per each chunk contains spatiotemporal information. We feed the extracted feature into a fully connected layer to generate the embedded visual feature \(x_t = \text{ELU}(W_v \cdot c'_t) \in \mathbb{R}^{d_v}\), where \(W_v \in \mathbb{R}^{d_v \times d_v}\) is a weight matrix, through the ELU activation function [21].

\[
\begin{align*}
  f_t &= \sigma(W_f \cdot (h_{t-1} + x_t)), \\
  e_t &= \sigma(W_e \cdot (h_{t-1} + x_t)), \\
  r_t &= \tanh(W_r \cdot (h_{t-1} + x_t)), \\
  i_t &= \sigma(W_i \cdot (x_t + x_0)), \\
  \tilde{C}_t &= \tanh(W_c \cdot (h_{t-1} + x_t)), \\
  C_t &= (C_{t-1} \times f_t) + (r_t \times \tilde{C}_t) + (\tilde{C}_t \times i_t), \\
  o_t &= \sigma(W_o \cdot (x_t + x_0)), \\
  h_t &= o_t \times \tanh(C_t),
\end{align*}
\]

where \(W_f, W_r, W_c, W_o \in \mathbb{R}^{(d_v+d_e) \times d_h}\), \(W_i, W_o \in \mathbb{R}^{d_v \times d_v}\) are learnable parameters.

1) Forget and Elevation Gates: As in [1], the forget gate of IEU is identical to that of the original LSTM. The forget gate determines which accumulated information from the cell state should be forgotten without using the current information at time \(t\). However, the current information is directly related to the output of an OAD model. As a result, even though the accumulated past information from the previous cell states can be related to the visual embedding at \(t = 0\), there is a risk that the past information can be forgotten if it has less of a
relationship with the previous hidden state at the forget gate. To overcome this limitation, the IEU locates an elevation gate next to the forget gate. The current information (i.e., $x_t$) as well as the past information from the previous hidden state (i.e., $h_{t-1}$) instead of the past information at timestep $t$ (i.e., $x_t$) are taken as input. First, as shown in (2), the elevation gate determines which past information is reinforced through the sigmoid function with the previous hidden state and the current information. The IEU obtains the output of $r_t$ by taking the past information from the previous hidden state and the visual embedding at time $t$ in as inputs in (3). To compensate for the forgotten information relevant to the current action, the IEU adds the result of multiplying $e_t$ and $r_t$ to the cell state in (6).

2) Input and Output Gates: As in (4) and (5), the input and output gates of IEU are modified by taking different inputs, the past information at timestep $t$ (i.e., $x_t$) and the current information (i.e., $x_0$) instead of the previous hidden state (i.e., $h_{t-1}$) to control the two gates according to the current information. The input and output gates determine which past information at timestep $t$ is relevant to the current information. The output of the input gate affects the next cell state and that of the output gate affects the next hidden state.

D. Classification Module

In the classification module, we predict a sequence of probability distributions for all the $T+1$ chunks within a video segment over K+1 classes as $p$ as in (9) by feeding a sequence of $T+1$ hidden states from $-T$ to 0 as:

$$p = [p_{-T,k}, p_{-T+1,k}, ..., p_{0,k}]_{k=0}^{K}, \quad (9)$$

$$h = [h_{-T}[h_{-T+1}][h_0]], \quad (10)$$

$$p = \text{softmax}(W_{cls}, h), \quad (11)$$

where $-$ is the concatenation operation and $W_{cls,t} \in \mathbb{R}^{d_h \times d_{cls}}$ is a trainable matrix. To train our IEN, we define a classification loss for a sequence of the $T+1$ chunks over K+1 classes by employing the cross-entropy loss as:

$$L_{cls} = -\sum_{t=-T}^{0} \sum_{k=0}^{K} y_{t,k} \log(p_{t,k}), \quad (12)$$

where $y_{t,k}$ is the ground-truth label for the $t_{th}$ timestep. The cross-entropy loss is applied to each chunk so that the hidden state from all chunks can contain the information for all action sequences. Finally, our IEN returns $p_0 = [p_{0,k}]_{k=0}^{K}$ its final output.

IV. EXPERIMENTS

We conducted experiments with two OAD benchmark datasets, THUMOS-14 and TVSeries. First, this section gives an overview of these datasets. Second, we explain the evaluation metrics used to evaluate OAD performance and describe the experimental settings for implementing the proposed IEN. Third, we compared the performances of state-of-the-art methods to our IEN on both the OAD datasets. Finally, we evaluate three versions of LSTM variants to show the efficiency and effectiveness of our IEU through an ablation study.

A. Datasets

1) THUMOS-14: THUMOS-14 [22] is a dataset initially publicized for a competition for offline action detection and localization. THUMOS-14 collects videos from YouTube. This dataset was divided into 20 action classes related to sports such as diving and tennis swing. As the training set of THUMOS-14 consists of well-trimmed videos, its validation set was used for training and its test set was used for AD evaluation. Specifically, 200 validation videos were used for training and 213 test videos were used for testing in the experiment.

2) TVSeries: TVSeries [9] is a realistic dataset consisting of 27 episodes from six famous TV series. Each video contains a single episode whose length is approximately 20 minutes or 40 minutes. The 27 videos are divided into 13, 7, and 7 for training, validation, and test set, respectively. A total of 6,231 action instances over 30 classes appear in this dataset. As its videos are collected from TV series, the dataset includes actions with large variability, with the appearance of several actors and actions occurring simultaneously.

B. Evaluation metrics

Following the evaluation protocol in [2]–[5], [9], we used the mean average precision (mAP) and mean calibrated average precision (mcAP) at the frame-level for THUMOS-14 and TVSeries, respectively, as the output of OAD models are the probability distribution over K+1 classes for the current frame (i.e., chunk).

1) Mean average precision: Based on the probabilities at all frames predicted by an OAD model over K action classes, all frames were first sorted into descending order. The precision of a class at cut-off $i$ is calculated as:

$$\text{Prec}(i) = \frac{TP(i)}{TP(i) + FP(i)}, \quad (13)$$

where $N$ is the number of true-positive frames and $FP(i)$ is the number of false-positive frames at cut-off $i$. The average precision of an action class is then defined as:

$$\text{AP} = \frac{\sum_{n=1}^{N} \text{Prec}(n) \cdot I(n)}{P}, \quad (14)$$

where $N$ is the number of frames used for evaluation, $P$ is the total number of positive frames, and $I(n)$ is 1 when the $n_{th}$ frame is true positive and 0 otherwise. The per-frame mean AP (mAP) over K classes is calculated as:

$$m\text{AP} = \frac{\sum_{k=1}^{K} \text{AP}_k}{K}, \quad (15)$$

2) Mean calibrated average precision: For the TVSeries dataset, the per-frame mean calibrated average precision (mcAP) is used as a performance evaluation metric. The per-frame mAP has the disadvantage that it is sensitive to ratio changes between positive and negative frames. To compensate for this limitation, De Geest et al. [9] proposed mcAP as an improved performance evaluation metric.
mAP, mcAP is based on the calibrated average precision (cAP) instead of AP. The cAP is defined as:

\[
cPrec(i) = \frac{TP(i)}{TP(i) + \epsilon + FP(i)w},
\]

\[
cAP = \frac{\sum_{n=1}^{N} cPrec(n) \cdot I(n)}{P},
\]

where \(w\) represents the ratio of positive to negative frames. The per-frame mcAP over \(K\) classes is defined as:

\[
mcAP = \frac{\sum_{k=1}^{K} cAP_k}{K},
\]

C. Experimental Setting

We set the frame rate of all videos at 24 fps. Each chunk consisted of 32 frames and each video segment consisted of eight chunks. We extracted visual features for each chunk. As a feature extractor, we used TSM [14] pre-trained with kinetics and extract features from the last global average pooling layer. In the early embedding module, the dimensions of the extracted features and the embedded features, \(d_v\) and \(d_e\), were 2048 and 512, respectively. In the IEU, we set the hidden units to 512. We used Adam as the optimizer, set the learning rate to 0.00001, and set the batch size to 64.

D. Performance comparison

In this section, we compare our IEN to existing OAD state-of-the-art methods on the two benchmark datasets, THUMOS-14 [22] and TVSeries [9]. The OAD models are divided into those using RGB features only (noted as RGB) and those using two-stream features using RGB as well as optical flow frames (noted as RGB+Flow). As a feature extractor for RGB+Flow input, RED [2], TRN [3], IDN [4], and TFN [5] use the two-stream (TS) CNN [17] to extract the same TS features using RGB frames for the appearance and optical flows for the motion, as described in TRN [3] in detail. For RGB input, RED [2] and TRN [3] use the same VGG-16 features [16], as described in TRN [3] in detail, and IDN [4] and TFN [5] use only the appearance part of the TS features. For RGB features, our IEN use TSM [14] with only RGB frames, which was pre-trained using the Kinetics dataset [12].

| TABLE I |
| --- |
| **PERFORMANCE COMPARISON ON THUMOS-14 [22].** |
| **Input** | **Method** | **Feature Extractor** | **mAP (%)** |
| RGB | TFN [3] | TS-RGB [17] | 45.5 |
| Ours | TSM-RGB [14] | 60.4 |
| RGB+Flow | RED [2] | 45.3 |
| TRN [3] | 47.2 |
| IDN [4] | 50.0 |
| TFN [5] | 55.7 |

Table I reports the results on THUMOS-14 [22]. For RGB input, our IEN achieves a per-frame mAP of 60.4%, which is significantly superior to TFN with its per-frame mAP of 45.5%. Furthermore, our IEN taking RGB input outperforms all the state-of-the-art methods that take RGB+Flow as input. We set the frame rate of all videos at 24 fps. Each chunk consisted of 32 frames and each video segment consisted of eight chunks. We extracted visual features for each chunk. As a feature extractor, we used TSM [14] pre-trained with kinetics and extract features from the last global average pooling layer. In the early embedding module, the dimensions of the extracted features and the embedded features, \(d_v\) and \(d_e\), were 2048 and 512, respectively. In the IEU, we set the hidden units to 512. We used Adam as the optimizer, set the learning rate to 0.00001, and set the batch size to 64.

In Table II we summarize the results with TVSeries [9]. For RGB input, our IEN achieves a per-frame mcAP of 81.3% and outperforms all the state-of-the-arts methods. However, our IEN that takes RGB input outperforms the RED among the state-of-the-art methods that take RGB+Flow as input. This result shows that OAD for TVSeries requires both motion and appearance information, compared to OAD for THUMOS-14 [22]. In TVSeries [9], its actions that belong to different action classes occur in a similar environment.

| TABLE II |
| --- |
| **PERFORMANCE COMPARISON ON TVSeries [9].** |
| **Input** | **Method** | **Feature Extractor** | **mcAP (%)** |
| RGB | RED [2] | VGG [16] | 71.2 |
| TRN [3] | 75.4 |
| IDN [4] | TS-RGB [17] | 76.6 |
| TFN [5] | 79.0 |
| Ours | TSM-RGB [14] | 81.4 |
| RGB+Flow | RED [2] | 79.2 |
| TRN [3] | 83.7 |
| IDN [4] | TS [17] | 84.7 |
| TFN [5] | 85.0 |

In Table II we summarize the results with TVSeries [9]. For RGB input, our IEN achieves a per-frame mcAP of 81.3% and outperforms all the state-of-the-arts methods. However, our IEN that takes RGB input outperforms the RED among the state-of-the-art methods that take RGB+Flow as input. This result shows that OAD for TVSeries requires both motion and appearance information, compared to OAD for THUMOS-14 [22]. In TVSeries [9], its actions that belong to different action classes occur in a similar environment.

Table III and IV present the per-frame AP and cAP values of all action classes on THUMOS-14 [22] and TVSeries [9], respectively, sorted in a descending order. In Table III actions either related to interactions between people and small objects or with small movements achieve relatively low detection performance because capturing their visual characteristics is difficult. In Table IV actions related to small gestures or those that occur very quickly (such as point) achieve relatively low detection performance.

| TABLE III |
| --- |
| **PERFORMANCE OF OUR IEN FOR EACH CLASS ON THUMOS-14 [22].** |
| **Class** | **AP (%)** |
| BasketballDunk | 85.9 |
| LongJump | 79.0 |
| HammerThrow | 78.6 |
| CliffDiving | 75.2 |
| CleanAndJerk | 72.3 |
| Diving | 71.5 |
| PoleVault | 70.9 |
| Shotput | 62.5 |
| JavelinThrow | 62.4 |
|  | 60.4 |

E. Ablation studies

To demonstrate the importance of our IEU adding a new elevation gate and using \(x_0\) appropriately, we compare the evaluation results from four models using four recurrent units, i.e., original LSTM, LSTM taking additional current information in a naive way, LSTM taking additionally current information in a sophisticated way, and our IEU. In Fig. 3 depicts the three recurrent units and our IEU. As shown in Fig. 3(a), the first unit, LSTM\(_w/x_0\), does not use the current information \(x_0\). This recurrent unit is identical to the original LSTM. The second unit, LSTM\(_w/x_0\)-sophisticated, takes \(h_{t-1}, x_t\), and \(x_0\) in a bundle as input. The last unit, LSTM\(_w/x_0\)-bundle, uses...
Fig. 4. Three compared models for the ablation study. (a) original LSTM w/o-x_0 that does not contain x_0, (a) LSTM w/-x_0 in a naive way that takes h_{t-1}, x_t, and x_0 in a bundle as input (3) LSTM w/-x_0 in a sophisticated way that uses x_0 instead of x_t or h_{t-1} by considering the role of each gate.

TABLE IV
PERFORMANCE OF OUR IEN FOR EACH CLASS ON TV SERIES [9].

| Class      | cAP (%) | Class      | cAP (%) |
|------------|---------|------------|---------|
| Punch      | 98.4    | Open door  | 81.1    |
| Fire weapon| 95.2    | Go down stairway | 80.6    |
| Drive car  | 94.8    | Sit down   | 79.8    |
| Get in/out of car | 94.6 | Answer phone | 79.3    |
| Kiss       | 93.6    | Stand up   | 78.4    |
| Run        | 90.1    | Write      | 75.9    |
| Use computer| 90.0   | Close door  | 75.7    |
| Drink      | 88.9    | Pick something up | 75.7    |
| Fall/trip  | 87.5    | Smoke      | 73.0    |
| Go up stairway | 87.8 | Throw something | 73.0    |
| Clap       | 87.0    | Give something | 72.4    |
| Wave       | 85.7    | Undress    | 68.9    |
| Read       | 85.5    | Hang up phone | 64.4    |
| Eat        | 83.0    | Point      | 63.4    |
| Pour       | 81.5    | Dress up   | 56.0    |
| mcAP (%)   | 81.4    |            |         |

1) Taking no additional current action feature: As presented in Table V, the performance of LSTM w/o-x_0 shows the limitation of not using the current information x_0 for OAD. The LSTM w/o-x_0 achieves the worst performance compared to other three units that take the current information x_0 as input. On THUMOS-14 [22], LSTM w/o-x_0 achieves at least 0.4% and at most 1.9% lower performances. On TVSeries [9], LSTM w/o-x_0 achieves at least 0.6% and at most 1.5% lower performances. This means that taking the current information x_0 as input is required for temporal modeling for OAD.

2) Taking additional current information: As presented in Table V, the second and third units, LSTM w/-x_0-bundle and LSTM w/-x_0-sophisticated, achieve worse performances than our IEU on both THUMOS-14 [22] and TVSeries [9]. This means that the newly-added information elevation gate, which is not included in LSTM w/-x_0-s, effectively compensates for the limitation of the forget gate. In addition, between them, LSTM w/-x_0-sophisticated outperforms LSTM w/-x_0-bundle, which means that assigning inputs fed into each gate in an advanced way by considering each gate is a more effective method of temporal modeling for OAD than using inputs in a bundle.

F. Time for Feature Extraction

TABLE VI
FEATURE EXTRACTION PROCESSING SPEED.

|                | RGB TSM [12] | Optical Flow |
|----------------|--------------|--------------|
| Speed (fps)    | 266          | 1,162        | 12           |

For fast OAD, we also extracted visual features using only RGB frames. Table VI presents the three kinds of speed values required for extracting RGB frames, extracting TSM [12] features, and optical flows. We measured the feature extraction speed in terms of frames per second (FPS), using a Titan XP GPU. Among them, the speed of extracting optical flows is slowest at 12 fps for dense optical flows in OpenCV. In addition, when adopting visual features obtained from optical flows, we require additional time to extract visual features based on optical flows through an AR network, which is not included in Table VI. Owing to the excessive time cost for optical flows, adopting them makes TML methods infeasible for practical services such as video monitoring for specific actions.

G. Trade-off between performance and speed

Table VII presents the trade-off between performance improvement and speed degradation for IEU, compared to the original LSTM. Adopting IEU brings a performance improvement of 5.78% (i.e., 3.3%p) but a speed degradation of 12.57%.

TABLE VII
TRADE-OFF OF ADOPTING IEU INSTEAD OF LSTM BETWEEN EFFICIENCY AND EFFECTIVENESS.

|                | LSTM | Our IEU | ∆val  |
|----------------|------|---------|-------|
| Speed (fps)    | 53.934 | 47.154  | -12.57% |
| mAP (%)        | 57.1 | 60.4    | +5.78%  |
Fig. 5. Qualitative evaluation of IEN on THUMOS-14 [22] and TVSeries [9]. The frames painted in color represent actions occurring and the graph shown below represents the predicted action probabilities.
H. Qualitative Evaluation

As shown in Fig. 5, we visualize qualitative results on THUMOS-14 [22] and TVSeries [9]. The top two parts and bottom two parts of Fig. 5 show the results of the qualitative evaluation on THUMOS-14 and TVSeries, respectively. In particular, the IEN shows remarkable qualitative results on THUMOS-14. On THUMOS-14, the IEN determines the current action with high-predictive action probabilities for the action. Moreover, on THUMOS-14, the predicted probabilities between actions and background are distinguishable, as shown in Fig. 5.

V. CONCLUSION

In this paper, we propose an IEU that extends LSTM for OAD, by adding a new elevation gate and taking additional current information as input. The newly-added information elevation gate enables the IEU to compensate for the limitation of the forget gate of LSTM, which may lose the accumulated past information related to the current information. In addition, the appropriate use of the current information as the input of each gate enables the IEU to perform effective temporal modeling for OAD, as the IDU [4] does. To the best of our knowledge, our IEN is the first attempt that considers the computational overhead for the practical use of OAD. For an efficient design of our IEN based on the IEU, we adopted a fast action recognition network, TSM [14], as a feature extractor by using only RGB frames excluding optical flows. Although optical flows are widely used for action recognition and detection methods, extracting optical flows requires heavy computation overhead, which is infeasible for practical usage. Therefore, we use visual features extracted by the TSM taking only RGB frames as input. On two OAD benchmark datasets, THUMOS-14 [22] and TVSeries [9], IEN achieves a per-frame mAP of 60.4% and 81.4%, respectively. In particular, on THUMOS-14, our IEN outperforms all the state-of-the-art OAD methods taking two-stream features using both RGB frames and optical flows as input. On TVSeries, our IEN outperforms all the state-of-the-art OAD methods, extracting optical flows requires heavy computation overhead, which is infeasible for practical usage. Therefore, we use visual features extracted by the TSM taking only RGB frames as input.
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