A review of hardware timing channel detection and mitigation
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Abstract. Hardware timing channels are likely to leak information and easily ignored, which has gradually become the target of attacker. However, there are few investigations systematically analyse hardware timing channel detection and mitigation. In this article, we perform in-depth analysis for the detection technologies such as taint analysis, fuzzing, symbolic analysis and information statistics. And we further analyse some mitigation techniques such as taint analysis and algorithm analysis. Moreover, we compare and analyse the methodologies and characteristics of detecting and mitigating timing channel attack in recent years, and proposes a feasible perspective.

1. Introduction
The researches of traditional security problems focus on the methods of software to detect the vulnerabilities in the software. The detection of software vulnerabilities also brings some innovative inspiration for the realization of hardware structural security. For detecting side channels in software using information flow trace, He et al. extend the test-based analysis method from traditional security properties to dual security properties, the method of double security attributes are used to ensure the comparability of the security information flow and to detect the information leakage of the time-measured channel to the cache[1]. McIver et al. detect the side channel by combination of symbolic execution and taint analysis on the control flow graph to realize the transition from software vulnerabilities detection to software side channels detection [2]. The timing channel can be alleviated by branch prediction [3], and the leakage boundary is determined by tracking the information leakage in each round. Symbol execution can be utilized to determine if there are abnormal variables in timing channel related to instruction and cache, and the timing channel can be mitigated by balancing each execution time [4].

However, it is far from enough to rely on software to ensure the security of the system. Security problems exist not only in the software, but also in the hardware. Invalid hardware security can lead to information leakage, information modification, or system failure. The available attacks of hardware include timing side channel, power side channel and electromagnetic side channel. It is necessary and challenging to eliminate timing channel at low cost. Timing leakage can occur in many places such as cache, hardware accelerator and bus, which are difficult to prevent. In this paper, we perform in-depth analysis for detection technologies such as taint analysis, fuzzing, symbolic analysis and information statistics. In addition, we analyze some mitigation techniques such as taint analysis and algorithm analysis. Moreover, we compare the methodologies and characteristics of detecting and mitigating timing channel attack in recent years, and proposes a feasible perspective.
2. Detection of timing channels

2.1. Taint analysis

2.1.1. Isolating timing flows. Using the same set of labels and propagation rules, the existed hardware information flow tracking approaches track both functional and timing flows. To assess the security of side channels, isolating timing flows is necessary. As shown in Figure 1, the input is code from Verilog/RTL/Gate. There are two steps: expanding each variable with sensitive label and timing label; and inserting logic for updating these labels when their corresponding variables change. Finally, identify timing channels through analysis results of verification tools. To identify influence of the timing variation of the output from input variations, a formal model proposed by integrating time label enhanced tracking logic in HDL/RTL/Gate \[5,6,7,8,9\] level code.

![Figure 1. Isolating timing flows.](image)

2.1.2. Based on hardware description language (HDL). Taint analysis and HDL combine to protect information flow is a promising strategy. For example, Sapper \[10\] detects explicit, implicit and timing information flows through statically-inserted logic for dynamic tracking. SecVerilog \[11\] adds a dependent label with specified security level for each variable to statically check time-sensitive information flows properties in the hardware.

2.2. Fuzzing

Fuzzing-based methodologies work without user interaction and even source code in a customized platform, but there is only a few suitable hardware (e.g. cache). Two-safety property violations revealed by ct-fuzz \[1\] through coverage-guided grey-box to detect Timing leaks. As shown in Figure 2, two copies of a given program in isolation and each independent copy executed. Input and output values of this equivalence relates executions differ solely by secret content. Furthermore, timing variations distinguished through observing divergences in control flow decisions and accessed memory locations. Dudect \[12\], a tool based on the detection of constant-time on a given platform, is utilized to test timing variability in cryptographic functions by black-box testing to identify timing channels.

2.3. Symbolic analysis

2.3.1. Quantitative information flow. Timing side channel can be detected by combination of quantitative information flow (QIF) and symbolic execution due to these technologies are utilized to measure precise bound of leaks of confidential information. Leakage of Shannon’s Information theory computed via cost and information leakage \[4\]. Symbolic execution is utilized to collect all symbolic paths of the program \[13,14\]. As shown in Figure 3, an adversary simulated by introducing the variable “time” observing the timing channel. By observing “time” at the end of the program to deduce the timing leakage of “high” (bit value of a secret key is 1) so to recover the timing channel. Based on the measurement of the leakage by quantitative information flow, coarse-grained clock might leak more than a fine-grained \[15\]. Leak competitiveness \[16\] compares the leakage of two cache algorithms for every possible program to detect timing channels for cache through formal symbolic analysis.
2.3.2. Flow tracking. Control dependence graph is an efficient method to identify implicit flow, while data dependence graph only detects explicit flow. There is an example in Figure 4, ● represents a source of low security information and ○ represents a source of high security information. Variable b is bound to the type H in this code. The branch at L3 controls the assignments at L4 and L5. FlowTracker [17], CacheD [18], Triggerflow [19] are based on trace method with symbolic execution to identify potential timing channel for cache variations or Cryptography. Gate level information flow tracking (GLITF) monitor information flow through hardware timing channels from Boolean functions [20] [21].

![Flow tracking example](Image)

Figure 2. Fuzzing for timing leaks.  
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Figure 3. Modular Exponentiation.  

![Control flow graph](Image)

Figure 4. Control flow graph

2.4. Information Statistics

2.4.1. Based on Entropy. Entropy is utilized to measure the uncertainty of variables in information mechanics, it can be seen as the standard by which a piece of information contains useful information. Mao et al [4] quantify information leakage through mutual information by analyzing the effect of time change on the secret key, and quantify timing leakage across different encryption hardware architectures with information theory methods, such as entropy and mutual information [2][16]. Attackers gather information to quantify the amount of leaked information based on different entropy by observing the runtime of the program.

| Features                        | Issues                                      |
|---------------------------------|---------------------------------------------|
| Extra label and propagation rule| Customized HDL, overtaining, undertaining    |
| Without user interaction        | A few suitable hardware (e.g. cache)        |
| Identifying implicit flow       | Requiring automatic tools to reduce workload|
| Detecting precise leakage       | Few automatic tools                         |
2.4.2. Combined with Power-Side Channel. The amount of information leaked by the power side channel may be the same on the time side channel in the case of constant power. Doychev et al. quantify the information leakage caused by whether the cache is hit or not [22]. Dong et al. monitor the power consumption traces generated by the input in the DNN model, and the timing difference of floating-point multiplication of different operands on modern processors is analyzed by microcontroller [23]. As shown in Table 1, we summarized the characteristics of detection timing channels’ approaches.

3. Mitigation methods

Clock fuzzing only reduces the bandwidth of timing channel without entirely eliminating it. Information can still be leaked through timing channel in safe execution pipeline. The technology of hiding timing flow leakage by adding noise can be denoised through statistical analysis. Based on the above issues, this section mainly discusses the methods of mitigating timing channels proposed in recent years, and makes a brief summary as shown in Table 2.

Table 2. Cache timing channel method characteristics.

| Method               | Characteristics                                      | Performance overhead      |
|----------------------|------------------------------------------------------|---------------------------|
| Taint analysis       | Language-level Information flow label tracking, pipeline control | Security label storage   |
| Constant-time        | Program transformation, path balance, internal and external timing decoupling | Resource duplication     |
| Algorithm analysis   | Quantitative information leakage, limit output       | Algorithm calculation    |

3.1. Taint analysis

3.1.1. Language-level technology. Besides detecting the timing flow, the secure-type HDL often combines with taint analysis to eliminate the timing channel, such as Caisson and ChiselFlow. Caisson prevents unexpected information flow and eliminates timing channels through using language-level technology that enforces timing-sensitive non-interference [24]. However, Caisson has a pure static security level and cannot achieve fine-grained resource sharing. Instead, ChiselFlow supports not only static information flow tags but also dynamic tags, allowing more flexible hardware resource sharing. HyperFlow uses information flow tags to protect the timing channel and eliminates the cache timing channel by emptying the processor pipeline [25]. Similarly, the AES accelerator eliminates the timing channel by assigning a security level label to each pipeline phase [26].

3.1.2 Constant-time technology. Constant-time technology is commonly used to eliminate timing channels in hardware, which can be implemented by program transformation or path balance scheduling. The general idea is that adding security dependency flow labels to the input and output and inferring the information policy violations in the system, and using code-switching can eliminate the timing channel leakage caused by the unbalanced condition jump [3,27]. Actually, program transformation exists resource duplication [3]. Jiang et al. [27] proposed an Assure framework, which decouples the internal and external timing behavior of the accelerator and eliminates the timing channel with lower performance overhead. In fact, many password implementations are not constant-time, a solution that introducing a weak form of constant-time into stealth memory can resist concurrent cache attacks [28].
3.2. Algorithm analysis
Askarov et al. [29] limit the amount of information leaked through the timing channel as a function of elapsed time, and specify a bound for the leaked information. Bucketing algorithm can resist adaptive timing channel observation attacks by limiting the output of the system to a specified time interval, but it exists system performance overhead. Therefore, Terauchi et al. [30] proposed to combine bucketing with constant time technology to reduce the timing channel.

4. Conclusion
To make future research more efficient, our paper summarizes the recent detection and mitigation of timing channels, as well as the efforts made to alleviate the leakage and eliminate the existence of timing flow in literature.

In the future, we consider that development of an automatic framework for precise quantitative information flow leakage through statistics and fuzzing is possible in timing channel due to the characteristics of these approaches.
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