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Abstract—The concept of self-mixing antenna arrays is presented and analyzed with respect to its beneficial behavior of large gain over a wide angular range. The large gain is attained by an antenna array with large element spacing, where all array element signals are combined approximately coherently over the entire angular receiving range. This functionality is achieved by the self-mixing principle, where an exact description via an intermediate frequency (IF) array factor is derived. For verification purposes, a 4 × 2 self-mixing array is fabricated and measured in the frequency range from 34 GHz to 39 GHz. A multiple-resonances millimeter-wave microstrip patch antenna has been especially developed to achieve large bandwidth and a wide angular receiving range. The broad beamwidth is achieved by two parasitic patches and suitable radiation characteristics of the resonant modes. The self-mixing of the receive signal is realized at each antenna element by a Schottky diode with an optimized operating point. The down-converted array element signals are then combined and measured at the IF. The receive power is increased significantly over a large angular range as compared to conventional array feeding techniques. The simulation results are verified by measurements, which show very good agreement.

Index Terms—Active antenna arrays, broad bandwidth, frontend circuitry, intermediate frequency (IF) beamforming, microstrip patch antenna, nonreciprocal receiving antenna, wide beamwidth.

I. INTRODUCTION

For the increasing demand of ever-expanding data rates in wireless communications, millimeter-wave (mm-wave) frequencies are widely investigated, e.g. for the fifth generation mobile communication standard [1]–[3] or the Wi-Fi standard WiGig [4], [5]. Data links at such high radio frequencies (RF) enable higher data rates, corresponding to an increased channel capacity obtained by the utilization of wide-band radio channels. Yet, mm-wave communication suffers significantly from the high path loss according to the Friis transmission equation [6]. Therefore, antennas or antenna arrays should have a large gain to compensate for the path loss [7]–[10]. For commonly employed passive and reciprocal antennas, the gain $G = 4\pi A_{\text{eff}}/\lambda^2$ is directly related to the effective area $A_{\text{eff}}$ of the antenna and the free-space wavelength $\lambda$ [11]. Furthermore, from the relationship between gain and directivity $G = \eta D$, where $\eta$ is the antenna efficiency, it is obvious that reciprocal large gain antennas and antenna arrays are necessarily highly directive. Therefore, typically studied antenna arrays for mobile applications in the mm-wave regime are very directive [12]–[17]. The high directivity can be of disadvantage, since beamforming is necessary in a very exact manner to maintain a wireless link. It can be quite tedious to align the antenna beams exactly, especially if the antennas are integrated in mobile devices. Thus, a very advantageous scenario could consist of a base station, which is able to perform beamforming with a sharp beam, but a user with a wide-beam receive pattern, of course also with large gain but with no need for beamforming. It is clear that this requirement violates reciprocity.

In the presented self-mixing concept, the frequency conversion to the lower frequency band is performed without local oscillator (LO) for the receive case only. Separate techniques are still necessary for the transmit scenario. Recent research indicates that large gain antennas with wide beam are possible via self-mixing arrays in the receive case with a square-law detector at each antenna, in contrast to common super-heterodyne receivers with conventional beamforming [18], [19]. Self-mixing arrays can be deployed in conjunction with the self-heterodyne transmission technique, where a carrier is transmitted in addition to e.g. an orthogonal frequency division multiplexing (OFDM) signal [20]–[22]. Thereby, the necessity of an LO is avoided, which has a positive influence regarding phase noise and frequency offset correction of the receive signal, what is especially important for high frequencies in the mm-wave regime [23]–[25]. In particular for OFDM signals, radio frequency (RF) phase noise is a crucial point [26], [27]. Therefore, the self-heterodyne technique is a promising approach at very high frequencies [28], [29], but also in other research fields, e.g. in optics [30]–[36] or acoustic underwater communications [37]–[39]. Recent research in the field of self-heterodyne transmission techniques concentrates on studying the effects of self-mixing arrays [19] and on improving the transmission technique on a signal processing level [40]–[44] or even on extending the self-mixing technique to a more general approach without an explicitly transmitted carrier signal [45]. Also, the analogue receiver circuit can be improved as compared to a simple square-law detector by employing the self-coherent technique [46].
The time-domain output signal of such a mixer is given as

\[ y(t) = x^2(t) \]  

with the input signal \( x(t) \). For a monochromatic signal, only a direct current (DC) part and a signal with twice the original frequency are obtained.

Any information-carrying signal will necessarily possess a certain RF bandwidth, leading to some of the Rx power spread around DC after self-mixing. By transmitting an RF information-carrying signal including a separate RF carrier signal, as it is the case for the self-heterodyne transmission technique, the down-converted signal will be found at an intermediate frequency (IF). This mixing behavior in the spectrum is illustrated in Fig. 1. The original spectrum \( X(f) \) is converted to the Rx spectrum

\[ Y(f) = \mathcal{F}\{x^2(t)\} = X(f) \star X(f), \]  

where the \( \star \) represents the convolution operator. For practical reasons, only the signal parts at lower frequencies are considered for further processing, i.e. the self-mixed signal is low-pass or band-pass filtered. In the self-heterodyne case as depicted in Fig. 1 the original information-carrying signal located in the range \((f_1 + f_2)/2 \leq f \leq f_2 \) is down-converted into the frequency range \((f_2 - f_1)/2 \leq f \leq f_2 - f_1 \). Therefore, the antenna and mixer analysis will be performed with a simplified transmit signal, namely a two-tone signal. A very similar conversion to IF is observed and the Rx characteristic can be analyzed in a more convenient way.

A. Receive Characteristic of a Single Self-Mixing Antenna

To analyze the self-mixed signal without loss of generality, a two-tone signal of the form

\[ x(t) = \hat{x}_1 \sin \omega_1 t + \hat{x}_\Pi \sin \omega_\Pi t \]  

is assumed to be transmitted, with the amplitudes \( \hat{x}_1 \) and \( \hat{x}_\Pi \) at the frequencies \( f_1 = \omega_1 / 2\pi \) and \( f_\Pi = \omega_\Pi / 2\pi \), respectively. The self-mixed signal is attained as

\[ y(t) = \frac{1}{2} \left[ \hat{x}_1^2 + \hat{x}_\Pi^2 + \hat{x}_1 \hat{x}_\Pi \cos((\omega_1 - \omega_\Pi) t) \right], \]  

if the parts at twice the frequency are dropped after low-pass filtering. It becomes obvious from (4) that the self-mixed IF signal consists of the multiplication of the two received amplitudes. In a real-world implementation, these amplitudes are influenced by many frequency-dependent factors, such as transmit power, transmit antenna gain, receive antenna gain, amplifier gain, mixer conversion loss, amplitude and phase LO fluctuations and frequency-dependent path loss. However, for a receive pattern measurement, the predominant effect will be the angle-dependent receive gain. Therefore, it can be concluded that the receive pattern of a self-mixing antenna

\[ C_{\text{sm}}(\theta, \phi) \propto C_1(\theta, \phi)C_\Pi(\theta, \phi) \]  

is in a good approximation the multiplication of the radiation characteristics \( C_1, C_\Pi \) at the frequencies \( f_1, f_\Pi \) for an ideal square-law detector, whereby the receive signal is observed at the difference frequency \( f_{\text{sm}} = |f_1 - f_\Pi| \).

B. Receive Characteristic of a Self-Mixing Antenna Array

A schematic, simplified version of a self-mixing antenna array is shown in Fig. 2. Each antenna element is followed by its own mixer and the signals are combined coherently with equal weighting and equal phase after down-conversion. Therefore, the differences in the self-mixed signals, coming from the different antenna elements, have to be analyzed first. In principle, a phase shift

\[ \Delta \varphi_{1,2} = 2\pi \frac{\Delta s}{\lambda_{1,\Pi}} = 2\pi \frac{\Delta s f_{1,\Pi}}{c_0} \]  

is observed between two array elements for plane wave illumination due to a path difference \( \Delta s \) of the incident wave, where \( c_0 \) is the speed of light in free space. For a linear array with broadband direction in +z-direction, (6) can be further
modified for the phase shift between the first and the \( k \)th array element

\[
\Delta\varphi_{1,k} = 2\pi d_{1,k} \frac{f_{\text{II}}}{c_0} \sin \theta
\]

with the element distance \( d_{1,k} \) in the \( xy \)-plane. The down-converted, band-pass filtered signal at the \( k \)th antenna reads

\[
y_k(t) = \frac{1}{2} \hat{x}_k \hat{x}_{\text{II}} \cos \left( (\omega_1 - \omega_{\text{II}}) t + d_{1,k} \frac{\omega_1}{c_0} \sin \theta \right).
\]

The most important implication of this result is that the IF phase difference of the self-mixed signal

\[
\Delta\varphi_{1,k,\text{sm}} = d_{1,k} \frac{\omega_1 - \omega_{\text{II}}}{c_0} \sin \theta
\]

only depends on the difference between the transmit frequencies. Hence, the effective spacing between the antenna elements is reduced and a wider beam can be achieved, even with a sparse placement of the array elements. This is very beneficial for the antenna design, since even large antenna elements, occupying more area than e.g. \( \lambda/2 \) by \( \lambda/2 \), can be employed and, at the same time, it is possible to reduce mutual coupling between the antenna elements to a minimum by a large array spacing. The array receive pattern

\[
C_{\text{tot}}(\theta, \varphi) = C_{\text{array}}(\theta, \varphi) C_{\text{sm}}(\theta, \varphi)
\]

is derived from the normalized IF array factor for broadside radiation of an array in the \( xy \)-plane

\[
C_{\text{array}}(\theta, \varphi) = \left| \frac{1}{N} \sum_{k=1}^{N} e^{j d_{1,k} \sin \theta (\omega_1 - \omega_{\text{II}})/c_0} \right|
\]

and the multiplication of the antenna radiation patterns at both considered frequencies according to \([5]\). As compared to an RF array factor of an identical array

\[
C_{\text{array,RF}}(\theta, \varphi) = \left| \frac{1}{N} \sum_{k=1}^{N} e^{j d_{1,k} \sin \theta \omega_{\text{RF}}/c_0} \right|
\]

it becomes obvious that such an RF array with wide element spacing will suffer from grating lobes and will have a much smaller beamwidth in \(+z\)-direction due to the faster phase change in direct proportionality to \( \omega_{\text{RF}} \sin \theta \). In contrast, the phase variation over the incident angle only depends on the much smaller difference frequency \( (\omega_1 - \omega_{\text{II}}) \) according to \([11]\) in case of self-mixing, where it is clear that self-mixing offers the most benefit if the bandwidth of the received signal is considerably smaller than the RF.

Furthermore, in the limiting case \( \omega_1 - \omega_{\text{II}} \rightarrow 0 \), the observed phase shift of the array element signals approaches zero according to \([11]\). For \( N \) array elements, this leads to an array gain of \( N \), independent of the angle of incidence.

### III. THE SELF-MIXING RECEIVER

In this Section, the antenna under test (AUT) Rx module is presented, which consists of a wide-beam broadband patch antenna and a following receive circuit. For the down-conversion by self-mixing, an LNA and a Schottky diode are employed. Simulations were performed with Computer Simulation Technology Microwave Studio (CST MWS) \([48]\) and Keysight Advanced Design System (ADS) \([49]\).

#### A. Antenna Design

The utilized antenna element is a sophisticated design on one-layer Rogers RO3003 substrate \([50]\) with 0.25 mm height with the important properties of broad bandwidth and wide angular range \([47]\). In Fig. 3 the copper structure is shown as it is simulated in CST MWS. The relative bandwidth achieves more than 13.1% as shown in Fig. 3, while the total efficiency ranges between \(-1\,\text{dB} \) and \(-2\,\text{dB} \) within the matched bandwidth. This broad bandwidth is achieved by several design elements. First, the microstrip patch antenna shows two resonances, which is a common approach \([51]\–[53]\). One of the resonant modes is a typical rectangular patch mode, which shows a good impedance bandwidth due to the large patch width \([54]\). Furthermore, the coupling gap feed enhances...
Therefore, the LNA CHA2494-QEG\cite{59} with a drain voltage of \( V_D = 4 \text{ V} \) and a gate voltage of \( V_G = -0.24 \text{ V} \), to obtain a drain current of \( I_D = 120 \text{ mA} \) and, thus, a gain of about 25 dB in the considered frequency range, is utilized. Then, a coupling capacitance \( C_{MS} \) in microstrip technology with a gap of 25 \( \mu \text{m} \) is placed, exhibiting an insertion loss below 0.25 dB in the frequency range from 34 GHz to 39 GHz.

For the down-conversion, the Schottky diode MA4E1317 is employed\cite{60}. First, the mixing behavior is analyzed in single-ended configuration. Thus, the \( v-i \)-characteristic and its first and second derivative are given in Fig.\cite{8} according to an ADS DC simulation\cite{49}. In this static operation point

the bandwidth\cite{55}. Finally, an additional matching network in microstrip technology was designed to enhance the matched bandwidth\cite{56}.

The property of a wide angular receiving range, which is needed for the application in the self-mixing array, is identical to a low directivity and is achieved in two ways. The radiation characteristic in the lower frequency range, for the rectangular patch resonant mode, is broadened by the radiation of the two parasitic patches. These are designed to be excited out of phase and with lower amplitude to produce destructive interference in \(+z\)-direction. For the upper frequency range, the low directivity is attained by the radiation of the second resonant mode, which shows inherently destructive interference in \(+z\)-direction and has, thus, two main beams tilted towards the \( \pm x\)-axis.

All in all, the directivity is reduced from about 8.5 \( \text{dBi} \) for a common rectangular patch antenna to only 5.5 \( \text{dBi} \) to 7 \( \text{dBi} \). To illustrate the behavior, two exemplary radiation characteristics are given in Fig.\cite{5}

The AUT including the Rx circuit is shown in Fig.\cite{6} Furthermore, the antenna array is shown in Fig.\cite{6}(c). The slotted antenna with parasitic patches and matching network can be recognized as well as the following amplifier and mixer.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Radiation patterns of the wide-beam microstrip patch antenna including polarization information. (a) Ludwig 3 horizontal, 34.25 GHz. (b) Ludwig 3 vertical, 34.25 GHz. (c) Ludwig 3 horizontal, 38.25 GHz. (d) Ludwig 3 vertical, 38.25 GHz.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Photographs of the self-mixing AUTs, with mounting and Rx circuitry. (a) Single self-mixing AUT on mounting plate. (b) Close-up of the single AUT including LNA and mixer. (c) Self-mixing AUT array on mounting plate.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Schematic of the receiver circuit.}
\end{figure}

\subsection*{B. Receiving Circuit}

The antenna is directly connected to a circuit for self-mixing the receive signal. Fig.\cite{7} gives the schematic of the receiver circuit including LNA, filters, mixer and supply circuit. In general, a Schottky diode is the component of choice for high-speed mixing stages due to the beneficial behavior of the Schottky barrier at RF\cite{57,58}. Additionally, they serve excellently as square-law detectors.

Since the observed IF signal containing the second order mixing products depends quadratically on the input power, i.e. with 3 dB more input power 6 dB more IF power is attained, it makes sense to place an amplifier just before the mixer. Therefore, the LNA CHA2494-QEG\cite{59} with a drain voltage of \( V_D = 4 \text{ V} \) and a gate voltage of \( V_G = -0.24 \text{ V} \), to obtain a drain current of \( I_D = 120 \text{ mA} \) and, thus, a gain of about 25 dB in the considered frequency range, is utilized. Then, a coupling capacitance \( C_{MS} \) in microstrip technology with a gap of 25 \( \mu \text{m} \) is placed, exhibiting an insertion loss below 0.25 dB in the frequency range from 34 GHz to 39 GHz.

For the down-conversion, the Schottky diode MA4E1317 is employed\cite{60}. First, the mixing behavior is analyzed in single-ended configuration. Thus, the \( v-i \)-characteristic and its first and second derivative are given in Fig.\cite{8} according to an ADS DC simulation\cite{49}. In this static operation point
Figure 8. Analysis of the DC operating point \( v-i \)-characteristic of the employed diode.

Figure 9. Received IF power in the whole-Rx-circuit ADS simulation, considering a parameter sweep over biasing voltage and input power for a 37.5/38.5 GHz two-tone receive signal, whereby the weaker tone has the power \( P_{RF} = 5 \text{ dB} \).

Figure 10. Received IF power in the whole-Rx-circuit ADS simulation, considering a parameter sweep over biasing voltage and input frequency from a 34/35 GHz two-tone signal to a 38/39 GHz two-tone signal, whereby the tones have a power of \(-40 \text{ dBm} \) and \(-45 \text{ dBm} \).

analysis, it seems that the best biasing point, i.e. the point with the highest-valued second order derivative, is achieved with an applied diode forward voltage \( v_D \) of about 0.73 V. This is equivalent to a biasing current \( i_D \) of 2.5 mA. However, with the static DC analysis, the real world behavior at RF is not considered in a fully suitable manner. Many parasitic effects, like inductances and capacitances of the surrounding circuit as well as parasitic elements inside the diode, e.g. junction resistance and capacitance \([61]\), will greatly influence the RF mixing behavior. Therefore, the whole feeding and filtering network has been simulated in ADS Momentum \([49]\). This includes the mentioned LNA with appropriately tapered connection lines for RF matching and a microstrip low-pass filter before the diode to match the IF output signal, with a capacitance \( C_{LP} \) providing an IF connection to the following 50-\( \Omega \) termination resistor \( Z_0 \) for the low-pass filter. Furthermore, two discrete inductors \( L_{bias} \) with 8.2 nH from the L-05-series of Johanson Technologies \([62]\) in a 0201 package are employed to feed the diode by a current source. The inductors are placed after the microstrip low-pass filter and at the edge of the microstrip radial stub. Therefore, only IF signals are applied to them and their self-resonance frequency of 4.6 GHz is sufficient. One of the inductors builds a bias-tee together with \( C_{LP} \) to prevent DC current flow into \( Z_0 \). A radial stub, \( C_{RS} \), after the diode helps to maximize the RF current flow through the diode \([63]\). Hence, the strongest mixing products are produced with an RF short circuit following the diode in single ended configuration. Finally, a discrete output capacitor \( C_{IF} \) is used, offering a short circuit for the IF signals but blocking the DC signal. The discrete components as well as scattering parameter models of the LNA and the diode have been added to an ADS schematic and connected to the Momentum simulation. A harmonic balance analysis has been performed, applying a two-tone signal in the considered frequency range from 34 GHz to 39 GHz. The input power has been swept, as well as the biasing voltage of the diode. Fig. [9] shows the simulation results for the 1-GHz IF mixing product power with the stated parameter sweep, for a 37.5/38.5 GHz two-tone signal with tone powers \( P_{RF} \) and \( P_{RF} = 5 \text{ dB} \). For large input power, the operating point of the diode seems to be irrelevant due to the rectifying effect of the diode. For smaller input powers, the optimum bias voltage seems to lie around 0.65 V. In Fig. [9] the frequency dependence of the mixer and amplifier is analyzed. A two-tone signal with 1 GHz spacing and \(-40 \text{ dBm} \) and \(-45 \text{ dBm} \) input power is swept over the considered frequency range. Also for this analysis, it can be concluded that the optimum biasing point for the applied diode is at about 0.65 V, resulting in a bias current of 100 \( \mu \text{A} \), if all RF circuit and amplifier influences are taken into account.

As it can be recognized in Fig. [9] and [10] the mixing conversion loss is just about canceled by the gain of the LNA, if a two-tone input signal in the range of \(-40 \text{ dBm} \) is assumed, since the IF signals show a very similar power level as applied at the input. For some frequencies and some input power levels, a positive overall conversion gain is realized.

For the fabricated antennas, the LNA and diode are fed by a separate supply circuit for each antenna from the rear side of the metal holding plate, including a low dropout voltage regulator for the drain voltage, a voltage inverter and a Zener...
diode for the gate voltage and an operational amplifier circuit to provide a current source for the diode biasing. Also, the coaxial cable connector is directed to the backside, since metal and dielectric objects around the antenna would disturb the radiation characteristics of the broad-beam antenna due to reflections and diffractions.

After the individual array elements, the commercial 8-to-1 power combiner ZN8PD1-53+ with about 0.5 dB loss at 1 GHz and 0.9 dB loss at 2.5 GHz is employed [64]. Afterwards, the IF signal is amplified with about 20 dB gain by a ZX60-V63+ wideband amplifier to improve the signal-to-noise ratio (SNR) at the measuring vector network analyzer (VNA) [64]. This makes sense since the coaxial cable attenuation amounts up to 10 dB for the down-converted 2.5 GHz IF signal. Hence, the VNA noise floor deteriorates with the IF amplifier from −100 to −90 dBm, with an employed measurement bandwidth of 1 kHz.

IV. PATTERN MEASUREMENTS

First, a reference measurement of a single self-mixing antenna element, illuminated by a horn antenna fed with a two-tone signal, was performed and compared to the multiplication of the radiation patterns obtained in a CST MWS simulation. Afterwards, the effect of the 4 × 2 self-mixing array was measured as compared to the single antenna element pattern. Both measurements verify the presented ideas.

A. The Pattern Measurement Setup

The self-mixing antenna is illuminated by a horn antenna fed with a two-tone signal for the measurements. After the down-conversion, the IF signal is measured with a VNA for different \( \varphi \) and \( \theta \) angles, whereby the AUT is rotated with a roll over azimuth positioner. A horn antenna fed by a K\(_v\)-band hollow waveguide was employed as transmitting probe. The probe antenna rotation for measuring \( E_\theta \) and \( E_\varphi \) polarizations was achieved by a waveguide section which can be substituted by a twisted version of the same length. These two scenarios are depicted in Fig. 11. The measurement scenario including the array AUT is depicted in Fig. 12. The distance between AUT and probe is 1.5 m. I.e., the well-known far-field condition[^1] was not fulfilled. Therefore, the radiated field of the horn antenna was analyzed in a CST MWS simulation, with the results shown in Fig. 13. The electric field magnitude is given in Fig. 13(a) for an excitation power of 27 dBm for \( E_y \) polarization. The other field components have already decayed to values several orders of magnitude lower and, thus, can be neglected. The maximum area in which the AUT is rotated is given by the bright circle. It is observed that the probe gain varies by 0.5 dB and the phase by less than 40°. However, phase variations should be of little importance for the self-mixing receiver due to the already discussed effects.

For the feeding of the probe antenna, the signal generators Agilent E8247C and Rohde & Schwarz SMR40 were employed. The transmit power was measured at the feeding point of the horn antenna to be 5 dBm for the first generator and 0 dBm for the second one. By doing so, transmission and combiner losses are taken into account. The horn antenna exhibits a gain of about 25 dB according to a CST MWS simulation. The Rx power is then calculated, assuming an Rx directivity of 0 dB in \( \theta = 0^\circ \) direction, according to the Friis equation as

\[
P_{\text{Rx}} = P_{\text{Tx}} + 20 \log_{10} \frac{\lambda_{RF}}{4\pi D} + \eta_{\text{tot}}.
\]

For the 0 dBm input signal, \( P_{\text{Rx,34GHz}} = -43.4 \) dBm and \( P_{\text{Rx,37.5GHz}} = -44.3 \) dBm. For the second signal generator with 5 dBm transmit power, \( P_{\text{Rx,36.5GHz}} = -38.5 \) dBm and \( P_{\text{Rx,38.5GHz}} = -39.5 \) dBm. The total efficiencies given in Fig. 4 are already taken into account in these numbers. The Rx circuit including LNA and mixing diode was simulated in ADS in a non-linear time domain analysis. For the 2.5 GHz IF signal with input frequencies 34 GHz and 36.5 GHz, the expected output power is −38 dBm. For the 1 GHz signal with input frequencies 37.5 GHz and 38.5 GHz, the output power is a bit lower with −41 dBm. These values have been confirmed to an extent of some dB in the performed pattern measurements. The maximal observed received powers (in main beam direction)

![Probe horn antenna in both configurations](image)

**Figure 11.** The probe horn antenna in both configurations. (a) Straight feed, \( E_\theta \) polarization. (b) 90° rotation, \( E_\varphi \) polarization.

![AUT and probe horn](image)

**Figure 12.** AUT and probe horn.

![AUT near-field illumination](image)

**Figure 13.** AUT near-field illumination by the simulated horn antenna with an excitation power of 27 dBm in 1.5 m distance. (a) Electric field magnitude at the AUT. (b) Electric field phase at the AUT.

[^1]: The distance should be larger than \( 2D^2/\lambda \), where \( D \) is the sum of the diameters of the minimum spheres around both antennas. \( D \) has a value of about 105 mm for the AUT plus 80 mm for the probe horn, resulting in a far field distance of over 8 m.
are −18.2 dBm and −20.9 dBm for the 1 GHz and 2.5 GHz IF signal, respectively, including about 20 dB gain of the IF amplifier. It is observed that the approximate 3-dB difference is flipped in measurement due to fabrication tolerances, frequency-dependent behavior of all employed components and AUT gain fluctuations.

B. Single Self-Mixing Antenna Pattern Measurement

According to [5], the Rx pattern of a self-mixing antenna is represented by the multiplication of the two radiation patterns of the employed antenna at the two frequencies of the two-tone signal, if an ideal square-law detector is assumed. Therefore, the reference radiation patterns were attained in a CST MWS simulation, taking into account the real holding structures, i.e. the metal plate below and surrounding the antenna as well as the metal and polyimide screws fixing the substrate. The ripple present in measurement and simulation originates from substrate wave radiation and metal plate reflection. In Fig. 14, the measurement results for the two polarizations $E_\theta$ and $E_\varphi$ are compared to the simulation results (multiplication of the two simulated radiation patterns), scaled to the same downward-converted Rx power as attained in the measurement. The cross-polarization $E_{\theta, \text{sim}}$ obtained from simulation has very low values and does not appear in Fig. 14(a). The $E$- and $H$-planes are defined for the rectangular patch mode, as the $\varphi = 90^\circ$- and $\varphi = 0^\circ$-planes. Measurement and simulation agree quite well, in particular if it is taken into account that simulation inaccuracies are doubled by the pattern multiplication.

C. Self-Mixing Array Pattern Measurement

To evaluate the self-mixing array effects, a 4×2 array of the presented single antenna element was fabricated and measured in the exactly same setup, with the same incident power and probe setup. The antenna signals were added with a coherent eight-to-one combiner. Therefore, 9 dB more receive power is expected with 8 array elements. The center-to-center distance of the array elements was about 32 mm in x-direction and 36 mm in y-direction, according to the coordinate system in Fig. 6. For the receiving frequency range, this is equal to about $4.1\lambda_{\text{RF}}$ and $4.5\lambda_{\text{RF}}$, with $\lambda_{\text{RF}} \approx 8$ mm being the free-space wavelength in the considered frequency range (at 36 GHz). However, according to the self-mixing array principles explained in Section II, only the phase-shift at the difference frequency of the two-tone signal is important for the eight-to-one power combiner. Hence, the array factor according to (11) is evaluated at 1 GHz and 2.5 GHz, for the two different receive signals and in the $x = 0$ and $y = 0$ cutting planes. As a result, the effective element spacing is reduced from about several RF wavelengths to only $0.1\lambda_{\text{RF}}$ and $0.15\lambda_{\text{RF}}$ for 1 GHz and $0.25\lambda_{\text{RF}}$ and $0.275\lambda_{\text{RF}}$ for 2.5 GHz IF frequency. This results in a very wide array factor while maintaining the large array gain for 8 elements as it is shown in Fig. 15 where the measured array is compared to the measured single element characteristic times the ideally expected array factor. Due to the lack of symmetry in the single antenna measurement in the $E$-plane, the $E$-plane receive characteristics of the single

![Figure 14. Single antenna self-mixing Rx pattern, in comparison of measurement and simulation.](http://dx.doi.org/10.1109/TAP.2017.2780897)
The principle of self-mixing antenna arrays was discussed and a new formulation for the array factor at an intermediate frequency (IF), for the self-mixing of a two-tone signal, has been derived. Afterwards, a receive circuit was designed and optimized for the application in self-mixing arrays for wireless communications. The employed antenna shows a large bandwidth and a broad beamwidth. The receive circuit contains a low noise amplifier to amplify the receive signal, and a subsequent Schottky diode with approximately quadratic voltage-current characteristic for down-conversion, biased for the optimal operating point. Finally, measurements were carried out for IF patterns with different radio frequency (RF) transmit signals. It was shown that the single self-mixing antenna works as expected, multiplying the radiation patterns at the different RF frequencies. Furthermore, a 4 × 2 self-mixing array was set up. Its pattern measurements show

V. CONCLUSION

The principle of self-mixing antenna arrays was discussed and a new formulation for the array factor at an intermediate frequency (IF), for the self-mixing of a two-tone signal, has been derived. Afterwards, a receive circuit was designed and optimized for the application in self-mixing arrays for wireless communications. The employed antenna shows a large bandwidth and a broad beamwidth. The receive circuit contains a low noise amplifier to amplify the receive signal, and a subsequent Schottky diode with approximately quadratic voltage-current characteristic for down-conversion, biased for the optimal operating point. Finally, measurements were carried out for IF patterns with different radio frequency (RF) transmit signals. It was shown that the single self-mixing antenna works as expected, multiplying the radiation patterns at the different RF frequencies. Furthermore, a 4 × 2 self-mixing array was set up. Its pattern measurements show

antenna are summed up including a mirrored version representing the row of rotated antennas. Thus, a symmetric single element pattern is utilized for the comparison with the array. This is reasonable since the array mounting of the rotated antennas is somehow symmetrical. The agreement between single element measured Rx characteristic and measured self-mixing array Rx pattern is very good. In the $H$-plane, a weak beamforming effect is observed due to the number of antennas. The array gain in $\theta = 0^\circ$ direction is about 9 dB, just as expected.

Two interesting facts can be stated: First, the two antenna rows of the array have a phase shift of 180° with respect to each other, due to the row rotation of the second antennas. This is completely compensated by the self-mixing. In a conventional array with a coherent equal-phase power combiner, the antennas would produce destructive interference in the $xz$-plane leading to absolutely no received power in the $H$-plane. Second, the array can be compared to a sparse array with conventional RF beamforming. For this case, the rotation of the second row of antennas is neglected for logical reasons. In this comparison in Fig. 16 significant grating lobes are observed in the RF pattern. The great advantage of the broad Rx beamwidth of self-mixing antenna arrays is clearly visible.

This is the author’s version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication. The final version of record is available at [http://dx.doi.org/10.1109/TAP.2017.2780897]
very good agreement with the multiplication of measured single element pattern times the ideal array factor, proving the presented theoretical derivation of the self-mixing IF array factor.
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