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Abstract

Large pre-trained models have proved to be remarkable zero- and (prompt-based) few-shot learners in unimodal vision and language tasks. We propose MAPL, a simple and parameter-efficient method that reuses frozen pre-trained unimodal models and leverages their strong generalization capabilities in multimodal vision-language (VL) settings. MAPL learns a lightweight mapping between the representation spaces of unimodal models using aligned image-text data, and can generalize to unseen VL tasks from just a few in-context examples. The small number of trainable parameters makes MAPL effective at low-data and in-domain learning. Moreover, MAPL’s modularity enables easy extension to other pre-trained models. Extensive experiments on several visual question answering and image captioning benchmarks show that MAPL achieves superior or competitive performance compared to similar methods while training orders of magnitude fewer parameters. MAPL can be trained in just a few hours using modest computational resources and public datasets. We release our code and pre-trained model weights at https://github.com/oscmansan/mapl.

1 Introduction

Over the past few years, natural language processing and computer vision have witnessed impressive progress in learning models capable of transferring to unseen tasks or benchmarks (Brown et al., 2020; Zhang et al., 2022; Radford et al., 2021; Jia et al., 2021). Recently referred to as foundation models (Bommasani et al., 2021), these can be adapted to a wide range of unimodal vision and language tasks without any additional training.

In this work, we study reusing such powerful unimodal foundation models for multimodal vision-language (VL) downstream tasks. In particular, we propose to connect a vision encoder, such as CLIP (Radford et al., 2021), to an autoregressive language model (LM), such as GPT (Radford et al., 2018, 2019; Brown et al., 2020), with minimal additional training on multimodal data. Our goal is to obtain a single VL model that can leverage the in-context learning abilities (Brown et al., 2020) of the pre-trained LM to generalize to unseen VL tasks from just a few examples.

One challenge in connecting vision encoders with LMs is aligning the visual and textual representation spaces. Recent works have approached this by adapting the LM to visual representations, either by fine-tuning the entire LM (Dai et al., 2022) or training adapter layers (Eichenberg et al., 2021; Alayrac et al., 2022). These systems are computationally expensive to train as they have a large number of learnable parameters (hundreds of millions to a few billions) and use large-scale multimodal training data. On the other hand, Frozen (Tsimpoukelli et al., 2021) keeps the LM frozen, thus learning ~10× less parameters than the above methods. However, it requires training a visual encoder from scratch, which is also computationally expensive.

Differently, we aim to reuse large pre-trained unimodal models while keeping them completely frozen and free of adapter layers. We present MAPL (Multimodal Adaptation of Pre-trained vision and Language models), a simple and parameter-efficient VL model capable of tackling unseen VL tasks. MAPL learns a lightweight mapping between the representation spaces of pre-trained unimodal models. MAPL has orders of magnitude fewer parameters than previous methods (including Frozen) and can be trained in just a few hours. Moreover, MAPL’s modularity makes it general-purpose and easily extensible to newer and/or better pre-trained models. We evaluate MAPL on various image captioning and visual question answering (VQA) benchmarks and compare with Frozen (Tsimpoukelli et al., 2021) in a controlled setup. MAPL significantly outperforms
Frozen and achieves competitive performance compared to other methods (Eichenberg et al., 2021; Dai et al., 2022) trained on comparably sized data.

We further investigate the parameter efficiency of MAPL by training on only 1% of multimodal data (thousands of examples); we call this setting low-data learning. We also study in-domain learning: training on image-text pairs from the same domain as the downstream task domains. We train MAPL directly on 100% and 1% of in-domain data for each downstream task, without first pre-training on large-scale domain-agnostic data. Thus, we train specialized versions of MAPL for each downstream domain. Such low-data and in-domain learning are particularly useful when it is difficult to pre-train on large-scale domain-agnostic data. We found MAPL to be more effective than Frozen trained under the same settings.

To summarize, our contributions are: 1) we introduce MAPL, a parameter-efficient method capable of tackling unseen VL tasks, which can be trained using only modest computational resources and public datasets; 2) we conduct extensive experiments spanning various image captioning and VQA benchmarks, demonstrating MAPL achieves superior or competitive performance compared to similar methods while training orders of magnitude fewer parameters; and 3) we further investigate the parameter-efficiency of MAPL in two settings: low-data and in-domain. Our experiments show that MAPL is more effective than the considered methods in both settings.

2 Related Work

Fine-tuning based VL methods. A popular family of VL methods are based on the pre-training + fine-tuning paradigm. These methods are either encoder-only (Lu et al., 2019; Tan and Bansal, 2019; Chen et al., 2019; Li et al., 2020; Zhang et al., 2021) or encoder-decoder methods (Cho et al., 2021; Wang et al., 2021; Jin et al., 2022; Li et al., 2021) and use transformer-based architectures. These transformers are first pre-trained on domain-agnostic image-text pairs (e.g., Conceptual Captions (Sharma et al., 2018)) using self-supervised objectives, and then fine-tuned for each downstream task (e.g., VQA, image captioning). More recent models that are designed specifically for the task of image captioning use large pre-trained LMs (e.g., GPT-2 (Radford et al., 2019)) and fine-tune these models with image-caption pairs (Chen et al., 2021; Mokady et al., 2021; Luo et al., 2022). While all these approaches yield state-of-the-art performance for the tasks they are fine-tuned on, the learned model weights are highly specialized for a single task and cannot transfer to new tasks with zero or few examples. Differently, MAPL reuses the same set of weights for all downstream tasks without any additional training.

Few-shot learning based VL methods. Most similar to MAPL are methods that tackle unseen VL tasks in a zero/few-shot manner, by leveraging the in-context learning abilities of large pre-trained LMs (e.g., GPT-3 (Brown et al., 2020). These methods connect a vision encoder with a pre-trained LM to tackle VL tasks. Some methods (Dai et al., 2022; Hao et al., 2022) achieve this connection by fine-tuning the entire LM on image-text data, while others only train adapter layers inserted into the LM (Eichenberg et al., 2021). The vision encoder is pre-trained and kept frozen in both cases. Concurrent work Flamingo (Alayrac et al., 2022) pushes this idea even further by scaling up the amount of training data and the LM size. While inserting adapter layers requires training fewer parameters compared to fine-tuning the entire LM, the number of trainable parameters is still >100M; in contrast, MAPL only has 3.4M trainable parameters. Additionally, inserting adapter layers is not straightforward since it requires modifying the computational graph of the LM; MAPL only adds an external mapping network, which is easier to incorporate on top of pre-trained models. On the other hand, Frozen (Tsimpoukelli et al., 2021) keeps the pre-trained LM frozen and instead trains a vision encoder from scratch. This approach does not scale well with larger vision encoders (Sec. 4.5). MAPL keeps both the vision encoder and the LM frozen (thus further reducing the number of trainable parameters) and only learns a lightweight mapping network to connect both frozen models. Similar to MAPL, concurrent work LiMBeR (Merullo et al., 2022) also proposes to connect a frozen vision encoder with a frozen LM but using a linear mapping, which is not as parameter- and compute-efficient as MAPL (Sec. 4.5).

Mapping networks. MAPL trains a mapping network to align the visual and textual representations of the visual encoder and the LM, respectively. The architecture of our mapping network has some similarities with that in ClipCap (Mokady et al., 2021) and the Perceiver Resampler in Flamingo (Alayrac
MAPL is a vision-language (VL) multimodal model capable of generating text from a combination of visual and textual inputs. Our model builds on top of pre-trained vision-only and language-only models and leverages their strong generalization capabilities (e.g., zero-shot transfer, in-context learning) to tackle unseen VL tasks. MAPL is agnostic to the choice of these pre-trained unimodal models as long as they show such capabilities (Sec. 4.5). Concretely, MAPL maps the image representations from a vision encoder’s output embedding space to a LM’s token embedding space, so that the LM can be conditioned both on visual and textual information. To this end, we train a mapping network with an image captioning objective (Sec. 3.1, 3.2), while keeping the weights of the vision encoder and the LM frozen. Once the mapping network is trained, MAPL can be prompted with a few examples of unseen VL tasks and predict the response via text generation (Sec. 3.3). The overall model architecture is depicted in Figure 1.

3.1 Architecture

Pre-trained vision encoder. The vision encoder extracts a compact representation from an image.

We use a CLIP (Radford et al., 2021) pre-trained vision encoder, which is trained on web-scale data and has shown strong zero-shot transfer capabilities to unseen image domains. In particular, we use CLIP’s ViT-L/14 backbone (Dosovitskiy et al., 2020) since we empirically found it yields the best downstream VL performance among all variants. We use the flattened grid of spatial features (16 × 16) before the final projection layer and the representation corresponding to the [class] token, resulting in a sequence of $L_i = 257$ vectors of dimensionality $D_i = 1024$ each. This sequence of vectors is then fed to the mapping network.

Pre-trained autoregressive language model. Given an input text, the language model (LM) predicts its most likely completion by generating free-form text. For our LM, we use a pre-trained GPT-J model (Wang and Komatsuzaki, 2021)\(^1\), a publicly-released 6B-parameter autoregressive LM trained on the Pile dataset (Gao et al., 2020). We chose this LM due to its strong in-context learning abilities, similar to that of GPT-3 (Brown et al., 2020) (which is not publicly available). The LM takes as input a text string, which is first divided into a sequence of discrete tokens by the LM’s tokenizer. Each token is then individually transformed into a continuous embedding (of size $D_o = 4096$) by the LM’s embedder. The sequence of token embeddings is fed to the self-attention layers in the LM’s transformer block (using causal attention), which outputs a sequence of categorical distributions over the token vocabulary. Finally, a decoding mechanism generates free-form text from these distributions (greedy

---

\(^1\)We also experiment with an OPT model, see Sec. 4.5.
decoding in our case).

**Mapping network.** The mapping network transforms a sequence of visual features from the vision encoder to a sequence of token embeddings which can be consumed by the LM’s transformer. We design our mapping network considering the trade-off between expressivity (to learn a good mapping) and parameter count. Our architecture is based on a transformer encoder with 4 layers and 8 heads each. This transformer could directly take a sequence of projected visual features (from $D_i$ to $D_o$) and output a sequence of embeddings of size $D_o$. However, in order to keep a low parameter count, we decouple the transformer hidden size $D_h$ from the visual feature size $D_i$ and the LM embedding size $D_o$ by introducing a dimensionality bottleneck (Figure 2). In particular, each visual feature is first linearly projected from $D_i = 1024$ to $D_h = 256$ using a set of fully-connected (FC) layers. This sequence of projected features is then fed to the transformer, and the output representations are linearly projected from $D_h$ to $D_o = 4096$ using another set of FC layers. To further reduce the parameter count of our mapping network, we share parameters across all FC layers in each set.

Yet another idea we use in our mapping network is to decouple the output sequence length of the transformer ($L_o$) from the input sequence length ($L_i$). We do this to obtain a much smaller $L_o = 32$ compared to $L_i = 257$, in order to reduce the computational complexity in the subsequent LM’s self-attention layers, which in turn speeds up training and inference time. To achieve this decoupling, inspired by DETR (Carion et al., 2020), we concatenate a small and fixed number ($L_o$) of learned constant embeddings with the input sequence of the transformer and only use the output representations corresponding to these constant embeddings (Figure 2). Note that these output representations are conditioned on the input visual features via cross-attention in the transformer. The resulting mapping network architecture is shown in Figure 2. In total, our mapping network contains only 3.4M parameters. Since this is the only trainable component of our model, MAPL has orders of magnitude fewer total trainable parameters than existing methods such as Frozen (40.3M) or Flamingo (10.2B).

### 3.2 Training

Following previous works (Tsimpoukelli et al., 2021; Eichenberg et al., 2021), we train our model using a standard language modeling objective on image captions with teacher forcing (Lamb et al., 2016), i.e., we minimize the negative log-likelihood of the reference captions under the LM conditioned on the corresponding images. We only train the mapping network (from scratch) while keeping the vision encoder and the LM entirely frozen. This preserves the pre-trained models’ capabilities while making the system modular and parameter-efficient. Even though the LM’s weights are kept frozen, gradients are still back-propagated through its self-attention layers to train the mapping network.

### 3.3 Zero- and Few-shot Evaluation

Once the mapping network is trained, MAPL can tackle unseen VL tasks by prompting the LM with a combination of visual and textual inputs. We study zero-shot transfer to unseen image captioning benchmarks and few-shot transfer (via in-context learning) to the unseen task of visual question answering (VQA). For image captioning, we simply feed the mapped image embedding to the LM and start generating a caption. For zero-shot VQA, following Tsimpoukelli et al. (2021), we feed the mapped image embedding followed by the text “Please answer the question. Question: {question} Answer:”\(^2\) and start generating the answer. For $n$-shot VQA, we select $n$ support examples (image, question, answer) from the training set at random, and prepend them to the

\(^2\)Here {question} indicates a placeholder which gets replaced by the corresponding question in each example. Same applies to {answer} in the few-shot setting.
query; for each support example, we concatenate the mapped image embedding with the text “Please answer the question. Question: {question} Answer: {answer}”.

4 Experiments

4.1 Experimental settings

Evaluation benchmarks. We evaluate MAPL on several VL benchmarks spanning VQA and image captioning. Note that our model is never trained for the task of VQA. For VQA, we evaluate on the validation splits of VQAv2 (Goyal et al., 2017), OK-VQA (Marino et al., 2019), TextVQA (Singh et al., 2019) and VizWiz-VQA (Gurari et al., 2018), and report performance using VQA accuracy (after the standard normalization (Antol et al., 2015)). For image captioning, we evaluate on the Karpathy-test split (Karpathy and Fei-Fei, 2015) of COCO Captions (Chen et al., 2015), and the validation splits of Conceptual Captions (CC) (Sharma et al., 2018)\(^3\) and VizWiz-Captions (Gurari et al., 2018), and report performance using the BLEU@4, ROUGE-L, METEOR, CIDEr and SPICE metrics.

Training settings. We consider two settings to train our mapping network: domain-agnostic and in-domain training (described below). For each of these settings, we also study low-data learning by training our model on randomly sampled subsets of 1% training image-text pairs. Such low-data learning is useful when it is difficult to train models on large-scale data due to constraints on compute resources, data availability, etc.

For domain-agnostic training, we use the CC dataset, which is gathered by automatically scraping images and their corresponding alt-text fields from web pages. Thus, this dataset is not as clean as manually-curated datasets such as COCO Captions (e.g., the caption may not describe the image). Nevertheless, due to its large size (3.3M) and great diversity, it is the most commonly used dataset for domain-agnostic pre-training of VL models. However, for our model – having orders of magnitude less trainable parameters than other methods –, we observed the negative effect of noise in CC to be stronger than the positive effect of its large size (Sec. 4.4). Therefore, we train MAPL on a filtered version of CC (CC-clean) consisting of the top 398K most similar image-text pairs ranked by CLIP’s image-text similarity score.\(^4\) For completeness, we also report MAPL’s performance when trained on the unfiltered CC dataset.

For in-domain training, we use image-caption pairs that come from the same domain as the downstream task domains, i.e., they have similar image and language distributions as those in the downstream datasets. For the image captioning downstream task, this amounts to the IID setting. The in-domain image captioning and VQA dataset pairs we consider are shown in Table 1. Each pair uses the same set of images, and focuses on the same set of VL skills; for instance, scene understanding (COCO Caps and VQAv2), reading and reasoning about text in images (TextCaps and TextVQA), understanding images captured by visually-impaired users (VizWiz-Caps and VizWiz-VQA), thus leading to similar image and language distributions across image-captioning and VQA. We train MAPL on both 100% and 1% of in-domain image-caption data and evaluate on all downstream benchmarks (including out-of-domain ones, e.g., VizWiz-VQA when trained on COCO Caps). Such in-domain training can be useful when it is difficult to first train on large-scale domain-agnostic data and then adapt to in-domain data by either fine-tuning or few-shot prompting.

![Table 1: In-domain dataset pairs.](image)

|       | VQA2     | OK-VQA   | TextVQA | VizWiz-VQA |
|-------|----------|----------|----------|------------|
| COCO Caps | ✓        | ✓        | ✓        | ✓          |
| TextCaps  | ✓        | ✓        |          |            |
| VizWiz-Caps | ✓        |          |          |            |

Training details. For Conceptual Captions, TextCaps and VizWiz-Captions, we carve out a minival split consisting of 6% of training examples and train on the remaining 94%; for COCO Captions, we use the Karpathy-val split as minival. We use the AdamW optimizer with \(\beta_1 = 0.9, \beta_2 = 0.95,\) and a weight decay of 0.01. The learning rate is increased linearly from 0 to \(3 \times 10^{-4}\) (\(7 \times 10^{-4}\) for OPT-based models) over the first 1500 steps (15 for 1% of data) and kept constant for the rest of training. We use a batch size of 128 and we do early stopping based on the minival loss. We do not add any special tokens at the beginning of sentence, as GPT-J was not trained with <BOS> tokens. In order to fit a 6B-parameter LM into GPU memory, we use DeepSpeed ZeRO (Rajbhan-

\(^3\)Due to broken image URLs, we only managed to download 13K out of 15K validation images.

\(^4\)We selected a threshold on CLIP’s similarity score such that the size of the filtered dataset is comparable to the size of manually curated datasets such as COCO Captions.
Trainable Training n-shot VQAv2 n-shot OK-VQA n-shot TextVQA n-shot VizWiz-VQA n-shot Overall

| params | examples | 0-shot | 4-shot | 8-shot | 0-shot | 4-shot | 8-shot | 0-shot | 4-shot | 8-shot | 0-shot | 4-shot | 8-shot |
|--------|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Frozen | 40.3M    | 3.3M   | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| MAGMA  | 243M     | 3.8M   | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| VLKD   | 406M     | 3.8M   | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |
| LmBrT-CLIP | 12.6M | 3.3M   | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      | -      |

| n-shot | 0  | 4  | 8  | 0  | 4  | 8  | 0  | 4  | 8  | 0  | 4  | 8  | 0  | 4  | 8  |
|--------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| VQA    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| OK-VQA |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| TextVQA|    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| VizWiz-VQA |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Overall |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |

**Existing methods using domain-agnostic training**

| MAPL-blind | Frozen | PICa | Frozen | PICa | Frozen | PICa | Frozen | PICa | Frozen | PICa |
|------------|--------|------|--------|------|--------|------|--------|------|--------|------|
| CC-clean   | 40.3M  | 3.7K | 40.3M  | 3.7K | 40.3M  | 3.7K | 40.3M  | 3.7K | 40.3M  | 3.7K |
| CC-clean   | 3.4M   | 30.80| 3.4M   | 30.80| 3.4M   | 30.80| 3.4M   | 30.80| 3.4M   | 30.80|
| CC-clean   | 3.3M   | 37.38| 3.3M   | 37.38| 3.3M   | 37.38| 3.3M   | 37.38| 3.3M   | 37.38|

**Overall**

| MAPL-blind | Frozen | PICa | Frozen | PICa | Frozen | PICa | Frozen | PICa | Frozen | PICa |
|------------|--------|------|--------|------|--------|------|--------|------|--------|------|
| CC-clean   | 40.3M  | 3.7K | 40.3M  | 3.7K | 40.3M  | 3.7K | 40.3M  | 3.7K | 40.3M  | 3.7K |
| CC-clean   | 3.4M   | 30.80| 3.4M   | 30.80| 3.4M   | 30.80| 3.4M   | 30.80| 3.4M   | 30.80|
| CC-clean   | 3.3M   | 37.38| 3.3M   | 37.38| 3.3M   | 37.38| 3.3M   | 37.38| 3.3M   | 37.38|

**Overall**

Table 2: Evaluation on few-shot VQA. For MAGMA CC12M and VLKD CC3M, we report their best results when training only on domain-agnostic data (CC12M and CC3M, respectively). (*) indicates our informed estimation. (†) indicates concurrent work.

dari et al., 2020) stage 2 optimizations. Freezing the LM’s weights also brings massive savings in GPU memory during training, as fine-tuning with an Adam-based optimizer would require at least 4× GPU memory to store gradients, average, and squared average of the gradients. The whole system was trained on 4 A100 (40GB) GPUs for about 4 hours (for the CC-clean dataset). Unless otherwise stated, we repeat the experiments with two different random seeds and report the average performance.

**Existing methods and baselines.** We report the performance of several baselines and existing methods. First, to verify that the LM in MAPL is not ignoring the visual input, inspired by Tsipoukelli et al. (2021), we train a blind version of MAPL (MAPL-blind) where the input images are replaced with zeros but the mapping network weights are still trained (to serve as prompt-tuning for the LM). Second, to estimate the upper-bound on how well we can do in VQA by representing images with text (rather than with continuous embeddings), we evaluate PICa (Yang et al., 2021), which directly prompts the LM with image captions, followed by questions for VQA. We reimplement PICa (denoted PICa*) using MAPL’s LM (and evaluate it on VQAv2 and OK-VQA using ground-truth COCO captions) for controlled comparison. Third, we compare MAPL with Frozen (Tsipoukelli et al., 2021), as this is the most similar method to ours that also uses a frozen LM. We reimplement Frozen (denoted Frozen*) using MAPL’s LM for controlled comparison. Lastly, we report the performance of other methods similar to MAPL: MAGMA (Eichenberg et al., 2021), VLKD (Dai et al., 2022), LiMBeR (Merullo et al., 2022), ClipCap (Mokady et al., 2021) and the published numbers from Frozen (Tsipoukelli et al., 2021). Note that all these methods (unless otherwise noted) are trained on domain-agnostic data, so we only compare with MAPL trained on CC-clean. For completeness, we also report results from Flamingo (Alayrac et al., 2022), which has orders of magnitude more learnable parameters than MAPL and is trained on considerably more data.

4.2 Evaluation of domain-agnostic learning

We report few-shot VQA results in Table 2 and image captioning results in Table 3. Subscripts in the first column denote the training dataset. Overall accuracies denote average of per-benchmark accuracies. First, we see that MAPL CC-clean substantially outperforms MAPL-blind CC-clean both on VQA and image captioning, proving that the visual inputs are not ignored by the LM in MAPL. Second, we find that MAPL CC-clean outperforms Frozen CC-clean by a considerable margin on all VL benchmarks (with overall accuracy improvements of +6.61% 0-shot and +5.66% 4-shot on VQA tasks, 5We only add results which are reported on the same dataset splits as in MAPL.
+4.35 BLEU@4 and +33.55 CIDEr on image captioning tasks). Importantly, this is achieved while training an order of magnitude fewer parameters (3.4M vs 40.3M). Next, MAPL CC-clean is competitive compared to existing methods (MAGMA, VLKD, ClipCap) and concurrent work LiMeR, despite training one-two orders of magnitude fewer parameters on significantly less multimodal data. Lastly, MAPL CC-clean’s performance is still far from the performance of Flamingo, which trains orders of magnitude more parameters on orders of magnitude more data. However, we believe MAPL to be an effective method for scenarios with constrained computational resources. For MAPL’s qualitative results, see App. 4.6.

**Low-data learning.** When trained on only 1% domain-agnostic data, MAPL CC-clean outperforms Frozen* CC-clean for all image captioning evaluations (by +1.35 BLEU@4 and +8.23 CIDEr, overall) and all 0-shot VQA evaluations (by +2.60% overall accuracy), while achieving competitive performance on 4- and 8-shot VQA evaluations. In summary, these results show the effectiveness of our method in low-data settings, highlighting its usefulness for applications where data is scarce.

### 4.3 Evaluation of in-domain learning

In Tables 2 and 3, we observe that both MAPL and Frozen* benefit from directly training on in-domain data, compared to few-shot transfer from large-scale domain-agnostic pretraining. For instance, MAPL COCO and Frozen* COCO respectively outperform MAPL CC-clean and Frozen* CC-clean on VQAv2, OK-VQA and COCO Captions when trained on 100% of data. Interestingly, this performance gap is larger for MAPL compared to Frozen* by +2% 0-shot accuracy and +3.77% 4-shot accuracy averaged across VQAv2 and OK-VQA, and +9.35 BLEU@4 and +23.45 CIDEr on COCO Captions. A similar trend can be observed for TextCaps and TextVQA. Surprisingly, for 0-shot VQA and image captioning, training...
on just 1% of in-domain data outperforms 100% CC training for all benchmarks (except VizWiz-VQA) and both models. These results demonstrate the benefits of in-domain learning. When comparing MAPL vs. Frozen*, we observe that MAPL outperforms Frozen* for all tasks and benchmarks (except VizWiz-VQA) under both 100% and 1% in-domain settings. In fact, MAPL trained on just 1% in-domain data outperforms Frozen* trained on 100% in-domain data by +3.41% 0-shot accuracy and +1.14% 4-shot accuracy averaged across VQAv2, OK-VQA and TextVQA. Thus, MAPL is more effective than Frozen* at in-domain learning.

Contrary to the above trends, we observe that MAPL VizWiz under 1% in-domain training performs worse than MAPL COCO or MAPL TextCaps when evaluated on VizWiz-VQA. We hypothesize the visual embeddings extracted from CLIP’s vision encoder for VizWiz images are not as good as those for COCO or TextCaps’ images because the distribution of images in VizWiz (captured by visually-impaired people) is rather different from the distribution of images CLIP is trained on (scraped from the web), whereas for COCO and TextCaps this isn’t the case. When training MAPL’s mapping network on only 1% of VizWiz data, we believe the data is not large enough to compensate for the OOD pretrained vision encoder, so MAPL trained on COCO/TextCaps performs better on VizWiz-VQA. For in-domain training with 100% of data and 4/8-shot VQA, the mapping network has enough data to learn from and compensate for the OOD phenomenon. On the other hand, Frozen* does not suffer from this issue because its vision encoder is trained from scratch, allowing it to adapt to the image distribution.

Lastly, we observe that MAPL COCO outperforms ClipCap coco by +2.92 BLEU@4 and +12.12 CIDEr on COCO Captions. MAPL COCO also outperforms PICa* (which represents images with ground-truth COCO captions) on VQAv2 and 0-shot OK-VQA, and achieves competitive results on few-shot OK-VQA; this demonstrates representing images with continuous embeddings is beneficial over caption-based image representations.

Overall, we see that in-domain learning is beneficial and MAPL is more effective at it than similar methods.

4.4 Impact of data quality and size
To measure the impact of noise in the training data, we additionally train MAPL and Frozen* on the full CC dataset, consisting of 2.8M† examples, as well as on a clean-ish version consisting of the 1.0M most similar image-text pairs. In Table 4, we observe Frozen* achieves similar performance on few-shot VQA tasks when trained on noisy vs. clean data; however, Frozen*’s performance on image captioning decreases when trained on cleaner but smaller data. In contrast, MAPL generally benefits from cleaner training data, with the exception of evaluation on CC. We hypothesize both models perform better on CC when trained on larger (yet noisier) data because the CC validation set is IID with the full (noisy) CC training set. In the case of Frozen*, as we move away from the IID setting, the benefits from more data start diminishing (CC captioning > other captioning tasks > VQA tasks). For MAPL, the benefit from reduced noise in training data exceeds the degradation caused by a smaller data size, thanks to the reduced number of trainable parameters. These trends align with previous observations that larger models are more robust to noisy training data since they have enough capacity to model both noise and the desired function (Rolnick et al., 2017), while smaller models are more sample-efficient (Vapnik and Chervonenkis, 2015), i.e. they need less (clean) data to train effectively. Note that although MAPL’s overall performance is higher when training on 1.0M than on 0.4M examples, we decided to train with 0.4M examples because training on ~2.5× more data (1.0M instead of 0.4M) required ~5× more iterations (always

†This is not the full 3.3M CC due to broken URLs.
early-stopping based on validation loss). So we did not think the slight performance increase due to more data was worth the \( \sim 5 \times \) longer training time, especially because we were operating under a limited compute budget.

4.5 Ablation studies

In this section, we evaluate how the choice of vision encoder, LM and mapping network architecture impact MAPL’s performance, and compare it with corresponding versions of Frozen\( ^\ast \) (where applicable). Results are presented in Table 5. Please refer to App. A.5 for more ablations.

First, to assess the impact of the choice of vision encoder, we train additional versions of MAPL replacing the CLIP pre-trained vision encoder (ViT-L/14 – 303M parameters) with encoders pre-trained on ImageNet: NF-ResNet-50 (23.5M) and ViT-L/16 (303M), and compare their performance with corresponding versions of Frozen\( ^\ast \). We observe that: 1) MAPL outperforms Frozen\( ^\ast \) for each configuration of vision encoder, suggesting that MAPL is robust to the choice of vision encoder’s pre-training data and architecture; and 2) Frozen\( ^\ast \)’s performance drops with bigger vision encoders (likely due to more trainable parameters), whereas MAPL improves due to the use of stronger pretrained encoders. Thus, training the vision encoder from scratch (Frozen\( ^\ast \)) has limited application, while MAPL’s performance scales alongside the pre-trained vision encoder.

Next, to evaluate the impact of the choice of LM, we train both MAPL and Frozen\( ^\ast \) replacing GPT-J by OPT-6.7B (Zhang et al., 2022). We see that in all settings except 0-shot VQA2, MAPL outperforms Frozen\( ^\ast \). See App. A.2 for discussion on 0-shot VQA2 results. This suggests that MAPL is robust to the choice of LM. The above results also highlight how MAPL’s modularity allows to easily replace the pre-trained vision encoder or the LM.

Lastly, to assess the impact of the choice of mapping network architecture, we replace the proposed transformer-based mapping network with two simpler architectures – a linear layer and a 2-layer MLP (see App. A.4 for details). We observe both these versions generally underperform the original setting (transformer-based), highlighting the effectiveness of the proposed design. We also note that in these simpler versions, the parameter count is directly proportional to the vision encoder’s representation size and LM’s embedding size, whereas in MAPL we decouple this using a dimensionality bottleneck (Sec. 3.1), making our mapping network more parameter-efficient by design.

4.6 Qualitative results

Figure 3 shows some selected samples from the web illustrating our interface at inference time using MAPL CC-clean. The first two columns show successful results while the last column shows failure cases. For image captioning (top row), success cases show MAPL can generate meaningful and detailed textual descriptions of the scene. For zero-shot VQA (bottom row), success cases indicate that MAPL is able to parse the question and connect visual information to encyclopedic knowledge contained in the pre-trained LM. However, MAPL’s visio-linguistic understanding is evidently still far from being perfect. More qualitative results (both success and failure cases) are provided in App. A.6.

![Figure 3: Qualitative samples from the web using MAPL CC-clean.](image-url)

Figure 3: Qualitative samples from the web using MAPL CC-clean. (Multimodal) input is in gray, and MAPL’s output is in green (success) or red (failure).

5 Conclusion

We introduce MAPL, a simple and parameter-efficient method to repurpose pre-trained and frozen unimodal models for multimodal tasks. Our experiments demonstrate that MAPL achieves superior or competitive performance compared to similar methods on several VL benchmarks while training orders of magnitude fewer parameters. Importantly, we also show that MAPL is effective in the low-data and in-domain settings thanks to its reduced number of trainable parameters. We leave as future work exploring training on a weighted mixture of image-text datasets, evaluating on more downstream tasks such as NLVR2 (Suhr et al., 2019) and Visual Dialog (Das et al., 2017), and investigating the use of masked LMs (Schick and Schütze, 2021; Chung et al., 2022) with MAPL.
Limitations

MAPL achieves reasonable performance on VL tasks, but it is still far from the performance of recent methods leveraging large-scale data and compute. On the other hand, MAPL is a preferable alternative in scenarios with constrained computational resources.

We observed our mapping network is sensitive to initialization, so different random seeds can yield non-negligible variance in downstream performance. We think this might be related to the reduced number of trainable parameters. We tried to reduce the effect of this variance by reporting average performance across different seeds. We also observed MAPL struggles to leverage more shots for in-context learning. We hypothesize this could be caused by our model being trained on single image-caption pairs – as opposed to the sequences of multiple images and texts seen during few-shot transfer, so a better pretext task might help (see App. A.1 for further discussion).

MAPL builds on top of pre-trained vision-only and language-only models, inheriting their capabilities but also their limitations. An important risk is that our model might inherit the existing social, gender or racial biases of pre-trained models. However, our limited qualitative analysis (see App. A.8) shows that providing visual information significantly changes the prior answer distribution of the LM. Therefore, how much of the underlying bias is retained remains an empirical question.

Ethics Statement

Model recycling.  MAPL reuses vision-only and language-only foundation models. Hence, the expensive computational resources used to train these models can be amortized to help reduce energy and carbon costs.

Public datasets.  MAPL is trained uniquely on publicly available datasets, which facilitates reproducibility and provides transparency on the origin and the characteristics of the data the model has seen.

Undesired biases.  MAPL could be exposed to undesired biases from different sources. The pre-trained vision encoder might have been trained with data where certain races or genders are underrepresented, hence biasing our representation of images. The pre-trained LM might also be biased towards generating toxic or offensive language when fed with certain prompts. Finally, the image-text data used to align the representation spaces of such models was annotated by humans, so it might reflect a biased view of the world.

Broader impact. This work shows how one can easily adapt pre-trained vision encoders and LMs for multimodal tasks. Given the parameter-efficiency of our method, we believe it should be of great interest to the sections of the community that do not have access to large compute resources (e.g., small academic labs and independent researchers), and for low-data applications. While MAPL can be applied in many useful applications (e.g., aiding visually-impaired people), it also makes it simpler to create malicious or offensive multimodal systems from existing unimodal models. Further research efforts are needed on how to safely deploy such systems so that their behavior always aligns with ethical values.
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A Appendix

A.1 Leveraging more shots

In Table 2, we observe MAPL’s performance rapidly plateaus as the number of few-shot examples increases beyond 4. We hypothesize this could be related to the mapping network being trained on single image-caption pairs, and/or the visual embeddings still not being fully in-distribution with the language embeddings. Intuitively, a handful of examples may often help with task location (Reynolds and McDonell, 2021); however, the more shots are added, the more out-of-distribution the multimodal prompt becomes. This issue could be mitigated with in-context example selection (Yang et al., 2021) or better mixing of visual and textual modalities.

A.2 0-shot VQAv2 results with OPT

In Table 5, we observe Frozen∗-OPT outperforms MAPL-OPT on 0-shot VQAv2. Upon close inspection, we notice MAPL-OPT often generates longer answers for yes/no questions, which receive a score of 0 according to VQA accuracy and VQAv2 reference answers – this is a problem of the metric and not the model itself (Agrawal et al., 2022). After filtering all answers starting with "yes" or "no" to leave only the short answer, MAPL-OPT achieves a VQA accuracy of 40.14% while Frozen∗-OPT only reaches 32.03%.

A.3 4-shot results with OPT

In Table 5, we also observe that few-shot VQA performance is considerably lower for configurations using OPT-6.7B as language model. This is possibly due to the lack of a relative positional encoding (Shaw et al., 2018) in OPT, which is required for the transformer to generalize to prompt sequences where an image is not always in the first absolute position, or which contain more than one image (Tsimpoukelli et al., 2021).

A.4 Implementation details on simpler mapping networks

In Sec. 4.5, we ablate the choice of mapping network architecture and replace it by simpler architectures. Similarly to Eichenberg et al. (2021); Merullo et al. (2022), the linear mapping is applied per-position on top of a flattened grid of visual features, and it projects from $D_i = 1024$ to $D_o = 4096$ dimensions (4.2M parameters). The output sequence length $L_o$ is thus equal to $L_i = 257$ (instead of 32) – as explained in Sec. 3.1, this increases the computational complexity in the subsequent LM, which in turn increases training and inference time considerably. Similarly to Mokady et al. (2021), the 2-layer MLP is applied on top of a global vector of visual features. The MLP’s hidden dimensionality $D_h$ is equal to $D_i = 1024$, and the output dimensionality is $D_o = 32 \times 4096$, which we split into 32 vectors of 4096 dimensions (135.3M parameters).

A.5 Additional ablation studies

Table 6 shows the results of our additional ablation studies. Unless specified otherwise, we perform all ablations on MAPL-CC-clean trained with 100% of the data. These experiments are run only once and early stopping is based on the validation split of Conceptual Captions.

Pre-trained vision encoder. We ablate the pre-trained vision encoder used to compute image representations. We report results in row (i) of Table 6. We compare two CLIP (Radford et al., 2021) variants, our choice based on the ViT-L/14 backbone and the ViT-B/32 backbone. Indeed, the ViT-L/14 based vision encoder has an average +20% advantage over the ViT-B/32 variant. We hypothesize this improvement is probably due to finer-grained image patches and a bigger model size.

Global vs. grid visual features. Grid features – as opposed to global features – preserve the spatial information in images. This kind of fine-grained information might be useful for complex VL tasks. To measure the impact of grid features, we train a version of MAPL where we use the global image representation from CLIP’s multimodal embedding space. Results are reported in row (ii) of Table 6. We observe an average -10% drop in performance, validating our choice of using grid over global visual features.

Mapping network architecture. We ablate the architectural design of our mapping network in rows (iii) and (v) of Table 6. First, we ablate the size of our mapping network in terms of depth and hidden size. We explore three options: Small (2 layers and hidden size of 128), Medium (4 layers and hidden size of 256), and Large (8 layers and hidden size of 512). We see that using a smaller mapping network generally performs slightly worse than the base model. On the other hand, using a larger mapping network improves only in image captioning
Data quality & visual features. This ablation setting aims to be the most similar to Frozen: training on the full (noisy) Conceptual Captions dataset while using global visual features. Results are reported in row (vi) of Table 6. The overall performance is worse than that of our base model (-16% on average), but still better than Frozen*. CC on Table 4 (+81% on average). This validates our choice of using grid visual features while training on a subset of cleaner data.

A.6 Additional qualitative results

Figures 4-15 show additional qualitative results of MAPL CC-clean on random samples from different image captioning and VQA datasets. For VQA, in-context learning from 4 shots is performed.

A.7 Interpretability of visual embeddings

Using MAPL CC-clean, we extract mapped visual embeddings (after the mapping network) for ~30 images from the COCO Karpathy-test set, and compute the nearest token embeddings (from the LM’s vocabulary) using cosine similarity. We rarely found the top-5 nearest tokens correspond to concepts present in the image, suggesting these embeddings are not interpretable. We hypothesize this is perhaps because they carry a combination of task-inducing and image-specific information, also pointed out by Mokady et al. (2021). We further cluster the mapped visual embeddings with K-means, and observe that each cluster often represents some visual concept (e.g., animals, food, sports). This means the mapped visual embeddings retain visual information from the vision encoder, which we also verify with MAPL’s performance on VL benchmarks.

A.8 Analysis of VQA answer distributions

In this section, we show the distribution of answers for selected VQAv2 question types. We compare MAPL with several baselines of our model to get insights into how the model’s predictions change when training on increasing multimodal data. For the text-only baseline, we only provide the question text to the LM. This is different from the previously introduced blind baseline (Sec. 4.1), where a blacked-out image is also provided. In particular, we compare the predicted answer distribution of MAPL COCO evaluated on on zero- and few-shot VQA with the aforementioned baselines and the ground truth. Overall, we observe the predicted answer distribution gets closer to the ground truth answer distribution (Figure 21) as more information from the image-question pair is provided to the model. We notice a considerable shift in the answer distribution from the text-only baseline (Figure 16) to the blind baseline, which demonstrates the impact caused by the captions alone. Moreover, we see the predicted answer distribution of MAPL zero-shot is closer to the ground truth answer distribution than that of the blind baseline (Figure 17), which indicates that MAPL is leveraging the additional information from the visual input. For instance, we observe MAPL’s predicted answer distribution for the “what color” question...
type (second column) looks more similar to the
ground truth distribution compared to the text-only
and blind baselines. Finally, when performing in-
context learning from four shots (Figure 19), we
see the answer distribution gets even closer to the
ground truth distribution. However, we do not ob-
serve much difference in answer distribution when
increasing the number of shots from four to eight
(Figure 20).
A couple of large long trains on a track.

A bird perched on top of a wooden power pole.

Parking meter that is expired, with damp street below.

The meal consists of chopped chicken with cheese and broccoli.

An old book has a picture of a baby sat in a swing and an article of the same name next to it.

Tyler Hanover is displayed on a outfield scoreboard.

A English two pence coin is seen close up wedged into a piece of wood.

Imperial Oat oatmeal stout is shown having a yellow can with a horse drawing on it.

I see two cans of select harvest on a table.

A white paper has braille textured writing in a sentence.

A black colored laptop computer back with different description labels.

A black monitor with white font lettering on top of it.

Figure 4: MAPL's image captioning on Conceptual Captions.

Figure 5: MAPL's image captioning on COCO Captions.

Figure 6: MAPL's image captioning on TextCaps.

Figure 7: MAPL's image captioning on VizWiz Captions.
Figure 8: MAPL’s 4-shot VQA on VQAv2, success cases.
Figure 9: MAPL’s 4-shot VQA on VQAv2, failure cases.
Figure 10: MAPL’s 4-shot VQA on OK-VQA, success cases.
Figure 11: MAPL’s 4-shot VQA on OK-VQA, failure cases.
Figure 12: MAPL’s 4-shot VQA on TextQA, success cases.
Figure 13: MAPL’s 4-shot VQA on TextVQA, failure cases.
Figure 14: MAPL's 4-shot VQA on VizWiz-VQA, success cases.
Figure 15: MAPL’s 4-shot VQA on VizWiz-VQA, failure cases.

Figure 16: Predicted answer distributions for selected VQAv2 question types with the text-only baseline.
Figure 17: Predicted answer distributions for selected VQAv2 question types with the blind baseline.

Figure 18: Predicted answer distributions for selected VQAv2 question types with MAPL 0-shot.

Figure 19: Predicted answer distributions for selected VQAv2 question types with MAPL 4-shot.

Figure 20: Predicted answer distributions for selected VQAv2 question types with MAPL 8-shot.

Figure 21: Ground truth answer distributions for selected VQAv2 question types.