Best of both worlds: local and global explanations with human-understandable concepts
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Abstract

Interpretability techniques aim to provide the rationale behind a model’s decision, typically by explaining either an individual prediction (local explanation, e.g. ‘why is this patient diagnosed with this condition’) or a class of predictions (global explanation, e.g. ‘why is this set of patients diagnosed with this condition in general’). While there are many methods focused on either one, few frameworks can provide both local and global explanations in a consistent manner. In this work, we combine two powerful existing techniques, one local (Integrated Gradients, IG) and one global (Testing with Concept Activation Vectors), to provide local and global concept-based explanations. We first sanity check our idea using two synthetic datasets with a known ground truth, and further demonstrate with a benchmark natural image dataset. We test our method with various concepts, target classes, model architectures and IG parameters (e.g. baselines). We show that our method improves global explanations over vanilla TCA V when compared to ground truth, and provides useful local insights. Finally, a user study demonstrates the usefulness of the method compared to no or global explanations only. We hope our work provides a step towards building bridges between many existing local and global methods to get the best of both worlds.

1 Introduction

Interpretability in machine learning (ML) has been deemed a key element for trustworthy models [Lip18, DV17], and considered as a core requirement to deploy ML to high-stake domains such as healthcare or self-driving. When stakes are high, explanations are often expected at multiple levels: first at the global/population level to obtain a general understanding of a model’s predictions, as well as at the local level (e.g., one patient of interest). Building inherently interpretable models (e.g. using attention [BCB16], including rule lists [ALSA+17], or knowledge [CLT+19, KNT+20]) and
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post-hoc methods are widely explored in the field (e.g. [SVZ14, RSG16, LL17, ACÖG18, AÖG19]) to produce explanations.

Among interpretability methods, post-hoc global or local methods have gained significant interest due to their convenience (see [EEG18] for a review). In particular, “attribution methods” is a family of methods that provide an importance score for each input feature. For vision applications, these scores are typically per pixel and can be displayed as a heat map, often referred to as an “attribution map”. Naturally, the importance of a pixel is limited to one image (local), and cannot be simply “averaged” to learn which pixels are important in general for many pictures in a class (global level). It was however shown that practitioners are also keen to understand the “overall reasoning” of the model [TJMG19]. How does the model reason to classify a set of patients to a degree of cancer? To answer this, a variety of global explanation methods are investigated (e.g. [WSC20, HPRPC20]). Despite the need for local and global methods, only few can provide both types of explanations [LEC19, LHK19]. There are however advantages in having a single method for both, as local and global explanations can then be directly compared, allowing to highlight the specificities of each example compared to the average of the class in a consistent manner.

This work is an attempt to bridge the gap between local and global explanation techniques by combining two popular methods: Integrated Gradients (IG [STY17]) and Testing with Concept Activation Vectors (TCA V [KWG18]). IG offers input feature-wise importance based on a set of game-theory-inspired principles, while TCA V provides explanations using intuitive high-level concepts (e.g., red color, stripes). The proposed merging of the two results in a unique method that provides the best of both worlds: local and global explanations, with human-understandable concepts.

Our contributions are:

- We propose Integrated Conceptual Sensitivity (ICS) to provide local, concept-based explanations.
- We propose a set of IG baselines, specific to our formulation.
- We derive a closed form solution in simple scenarios.
- We empirically show that our formulation leads to more faithful global explanations compared to vanilla TCA V.
- We validate our method on two synthetic datasets as well as a natural image dataset, and test our results across multiple baselines, model architectures, and concepts.
- We perform a user study that demonstrates the usefulness of the method.

2 Related work and methods

In this section, we take a deep dive on the two methods that we propose to combine: IG and TCA V and describe their limitations before presenting our method.

2.1 Notation and setup

Let our dataset be the junction of a set of $n$ samples with $d$ features $\mathcal{X} \in \mathbb{R}^{n \times d}$ and associated labels $y \in \{0, 1\}^n$. In the multiclass case, $\mathcal{X}_k$ represents the set of inputs whose label is $k$, with $k \in 1, \ldots, K$. We consider a trained neural network $F : \mathcal{X} \rightarrow \{1, \ldots, K\}$ with $L$ layers. For a given layer $1 \leq l \leq L$ and a given class $1 \leq k \leq K$, we can write the $k$-th output of $F$ as $F_k(x) := b_k(f_l(x))$ where $f_l(x)$ is the activation vector at the $l$-th layer, which we refer to as $a_l$. We also define $W_l \in \mathbb{R}^{d_{l+1} \times d_l}$ to represent the weights of the $l$-th layer, and $b_l \in \mathbb{R}^{d_{l+1}}$ as its bias. We drop the layer index $l$ in the remaining of the paper for compactness.

2.2 Gradient-based attributions and integrated gradients

Of interest in our work is a family of saliency map techniques [SVZ14] that typically use the gradients w.r.t. input to provide a score per input feature. Recent developments in gradient-based techniques include e.g. gradients $\times$ inputs [SGSK16], LRP [BBM15], DeepLIFT [SGK17], smoothGrad [STK17], or integrated gradients [STY17]. In vision applications, these methods give a score to each pixel in one image, which makes them inherently local. While criticism of these methods exists [DW19, SGL19, AGM18], they are considered in real-world applications [STR19].
In particular, the integrated gradients (IG) technique [STY17] computes a path integral between an uninformative input (the baseline) \( x' \) and the observed input \( x \) (Eq.1). This technique verifies completeness (i.e. attributions sum to the difference in predictions [STY17, ACOG18]), Sensitivity(a) (i.e. relevant variables obtain a non-null attribution score) and Sensitivity(b) (i.e. irrelevant variables obtain a null attribution score). Formally, IG is defined as

\[
IG_k^i(x, x') := \int_0^1 \nabla_i F_k(x' + \alpha(x - x')) \, d\alpha
\]  

(1)

Where \( \nabla \) is the gradient operator and \( \nabla_i \) is its projection on the \( i \)-th dimension, \( i \in 1, \ldots, d \). \( \nabla f(x) \) designates the gradient of \( f \) evaluated at \( x \). One of the critical decisions in using IG is deciding which baseline to use. Conceptually, the baselines represent “no information”, and the original paper used a simple baseline (e.g., black/white images). However, it was shown that the method is sensitive to the choice of baselines [ACÖG18, SLL20, GLW+20]. In our work, we propose and test many baselines across model architectures and datasets.

2.3 Explanations with human-understandable concepts

Basing attributions or feature representations on human-understandable concepts has seen recent interest. Concepts can be defined manually by associations (e.g., [LJAJ19]), based on existing ontology (e.g., [PPPP20]) or through (labelled) examples [BZK+17, KWG+18, COPA+19, GAM18, MLH+21]. Concept scores can then be computed per single neuron, as in network dissection [BZK+17] or per layer [KWG+18]. As we are more interested in providing local and global scores to explain the prediction of a model compared to the behavior of single neurons, our work focuses on TCAV [KWG+18].

2.4 Testing with Concept Activation Vectors

TCAV [KWG+18] uses concepts (\( C \)) instead of features to provide explanations, where concepts are defined as understandable and identifiable by humans (e.g. “stripes” or “pointy ears”). TCAV has been successfully applied to different domains e.g. in healthcare [COPA+19, GAM18, MLH+21]. Technically, TCAV assumes that users have a set of samples for a concept of interest. To express this concept, they find a Concept Activation Vector (CAV) in a network’s activations space \( a \in \mathbb{R}^d \) (a layer with \( d \) dimension) that points from any direction to these ‘concept data samples’. Formally, the CAV is obtained by training a linear classifier to distinguish concept activations from random activations, and taking the unit-norm vector \( v_C \) orthogonal to its decision boundary. Intuitively, a CAV represents the direction of the selected concept as encoded in the network. Figure 1a illustrates the CAV building for a red/green concept in a 2-dimensional layer.

To understand the influence of a concept on the model’s predictions, Conceptual Sensitivity (CS, Eq.2) is defined as the directional derivative of one of the network’s outputs \( k \) w.r.t. the CAV for concept \( C \):

\[
CS_k^C(F, x) := \frac{\partial h_k(f(x))}{\partial v_C} = \nabla h_k(f(x))^T v_C
\]

(2)

While the raw value of CS can be seen as a local explanation, note that the issue of gradient saturation also happens here as seen in [STY17]: a high directional derivative only means that the gradient aligns strongly with the CAV but does not quantify the role this direction played in the model’s decision. In this sense, the increase in prediction by perturbing in the direction of the concept could be either very small (e.g. an increase from 0.9 to 0.92) or very large (e.g. an increase from 0.1 to 0.9).

CS can however provide global attributions by aggregating the scores over multiple examples to obtain a TCAV score between 0 and 1. Since the scale of directional derivative values is a priori unknown (i.e., CS is not a normalized quantity), TCAV circumvents this difficulty by defining the TCAV score as the average sign of CS values on a given dataset.

An important step in TCAV is ensuring that CAVs did not accidentally return a high TCAV score. To do this, the method suggests building many bootstrapped versions of the CAVs and run t-testing between TCAV scores from concept CAVs v.s. random CAVs (CAVs trained with random images). We also discuss how we adapt this test in our approach.
2.5 **TCA V alone overestimates concept importance**

We have however observed that TCA V scores can be significant even when the concept is not used in the model’s predictions. We illustrate this failure mode using the synthetic dataset used in [GSK19] (referred to as “BARS”). This dataset contains noisy black images with vertical and horizontal lines that are either green or red (Figure 2a). Suppose the orientation of the bar defines the label $y$, while the color is irrelevant (i.e. the color is independent of the orientation). A 3-layered MLP with ReLU activations and 50% dropout after each fully-connected layer predicts the orientation of the bar ($F_o$, with ‘o’ referring to ‘orientation’) with 99.97% accuracy in train and 100% in test time. While this model does not rely on the color of the bar to make a prediction, both the “orientation” and “color” concepts seem to be encoded in the network’s activations and significant CAVs can be built for both concepts (see Supplement B.3 for details). These represent the direction from red to green (color) and from horizontal to vertical (orientation). We observe that the orientation concept has a positive influence on the predictions in all layers, i.e. CS scores are positive (Figure 2b). The color concept is also displaying a positive influence for layers 0 and 1 and a negative influence for layer 2. Despite smaller magnitudes of CS for the color concept, both concepts are considered as “significant” under the mechanism proposed in TCA V (2 out of 3 layers for color). In this simple controlled setting, we hence display that the aggregation technique is not sensitive and can be misleading. A similar phenomenon was observed in [GSK19].

2.6 **Our method: Integrated Conceptual Sensitivity (ICS)**

We introduce Integrated Conceptual Sensitivity (ICS, Eq.3) as a local, concept-based attribution technique, which can also be aggregated into global explanations. For a concept $C$ with unit norm CAV, $v_C$, we define ICS as follows:

$$ICS^k_C(a,a') := (f(x) - a')^T v_C \int_{[a',f(x)]} \nabla v_C h_k(a) da$$

(3)

Where $a' \in \mathbb{R}^d$ represents the baseline’s activation at some layer and the support of the integral $[a', f(x)]$ corresponds to $\{a' + \alpha(f(x) - a'), \alpha \in [0, 1]\}$. Intuitively, ICS (Figure 1b) represents how much of the change in predicted probability is explained by the change in the direction of the concept $v_C$, compared to a (typically uninformative) baseline. While ICS is the projection of the integrated gradients (a bounded quantity) onto the concept, there is no guarantee that this projection is itself...
Figure 2: **CS leads to significant scores for irrelevant concepts, while ICS does not.**

- **a** Four representative local examples, displaying associated ICS for all concepts, at layer 2 of the model predicting bar orientation $F_o$.
- **b** Distribution of CS for target 1 of the orientation model $F_o$, for the color (displayed in red) and orientation (displayed in purple) concepts, for each layer of the model. Null distributions from permuted CAVs are displayed as white violins and significant TCAV$^{sign}$ (CS) scores are highlighted by a star (Bonferroni corrected for layers and concepts).
- **c** Distribution for ICS (computed using a black image baseline).

ICS, meaning that ICS does not satisfy completeness [STY17]. Global concept attributions can then be obtained by averaging ICS over multiple examples [vdLHK19]. Note that, contrary to the original formulation of TCAV score that averages the signs of CS (referred as TCAV$^{sign}$ (CS)), the ICS scores are aggregated using their average: $TCAV^{ICS} = \frac{1}{k} \sum_{i=0}^{k} ICS^k_{C}$. We however note that other aggregation techniques could be considered, e.g. based on ranking [ILMP19, vdLHK19].

**Choice of baselines and closed form solutions:**

- **Concept-forgetting baseline:** $a' = a - \lambda v_C$ for some $\lambda \in \mathbb{R}^+$, which removes a certain amount of concept-aligned information.
- **Concept-occluding baseline:** $a' = a - (a^T v_C + b) \frac{v_C}{\|v_C\|_2}^k$: the baseline with the concept removed, where $b$ is the bias of the linear model. This particular case of concept-forgetting can be related to the occlusion [ZF14] of the concept.

Naturally, the best baseline for each application will be different. In Section 3, we show this variation for different datasets. With entropy-maximizing and concept-forgetting baseline, we can derive analytical formulations of ICS, removing the computational expense related to the integral (see Supplement A.2 for derivation):

**Analytical formulation 1:** For the last layer of a binary classification model with entropy-maximizing baseline (i.e. $h(a') = 0.5$), ICS can be written as (Eq.4):

$$ICS_C(a, a') = \left( \frac{v_C^T w}{\|w\|_2} \right)^2 \left( \sigma(w^T a + b) - 0.5 \right)$$  

**Analytical formulation 2:** For a multi-class model, with concept-forgetting baseline, we can derive ICS as (Eq.5):

$$ICS^k_C(a, a') = h_k(a) - h_k(a')$$

---

3Despite this fact, we rarely observe values for ICS that are larger than 1 in our experiments, see Supplement B.4.
Statistical testing for TCAV: An important part of TCAV is to confirm the statistical significance of the CAV. We propose a nonparametric permutation test to assess the significance of the out-of-sample classification performance of the CAV, which can be seen as a generalized version of the approach proposed in [KWG+18]4. Intuitively, this test estimates whether a concept has been “significantly” encoded in each layer and prevents testing with non-significant directions. Concretely, we train CAVs on bootstrapped datasets (n=100 resamples). For each bootstrap sample, we build CAVs from the same data but with permuted ‘positive’ and ‘negative’ concept labels (n_{perm} = 10). We then compute the number of permuted CAVs leading to higher or similar performance compared to the performance of the non-permuted CAVs and assess a CAV as significant when this proportion is p < 0.05. Note that when testing multiple concepts, a correction method (e.g., Bonferroni, false discovery rate) should be added. The permuted CAVs can also be used to assess the significance of the scores by comparing the distribution of CS (resp. ICS) across bootstrap samples to the distribution of CS (resp. ICS) as estimated from the permuted CAVs. This test can be performed both at the global and local level.

3 Results

To validate our approach, we compare global ICS results to the original formulation of TCAV on two synthetic datasets with ground truth in Section 3.1 and illustrate local explanations using ICS on a benchmark imaging dataset in Section 3.2. We test our results across different models with varying complexity.

3.1 Quantitative evaluation on synthetic datasets

One of the challenges in interpretability methods is to show the “faithfulness” of an explanation. To validate our approach, we use a simple synthetic dataset along with semi-natural images that are synthetically generated. With carefully crafted distributions of this data, we can train models with known ground truth of what the explanation “should be”. We describe the metrics and datasets used to quantitatively illustrate the performance of TCAVICS over TCAV_{sign}(CS).

3.1.1 Datasets and models

**BARS:** This dataset from [GSK19] features noisy 100x100 images of red and green, horizontal and vertical bars. We introduce two models (3-layered ReLU MLP with dropout): F^{BARS}_o which is trained to predict the orientation of the bars, and F^{BARS}_c which is trained to predict their color.

**BAM:** This dataset from [YK19] features random objects from MSCOCO [LMB+14] pasted onto random scenes from MiniPlaces [ZLK+18]. There is a total of 10 object classes and 10 scene classes. The training dataset contains 90k images, and labels are carefully balanced in a way that prevents confounding. As per [YK19], we introduce two models: F^{BAM}_o (resp. F^{BAM}_s) is trained to identify the object displayed in the image (resp. the background scene). We report results using two state-of-the-art model architectures: EfficientNet-B3 [TL20] and ResNet50 [HZRS15]. We used publicly available models [CDH+20] that were pre-trained on ImageNet and fine-tuned them on BAM. We use analytical solutions from Eq. 5 and Eq. 4 to debug and compute ICS whenever possible.

3.1.2 Metrics

In [YK19], the authors define the Model Contrast Score (MCS, Eq. 6) to evaluate global attribution methods. More specifically, MCS contrasts the attributions obtained for C in two models: model F_1 that has concept C as one of its targets and model F_2 for which concept C is irrelevant. MCS can be thought of as the contrast between Sensitivity(a) and Sensitivity(b) as defined in [STY17], at the global level for concepts. Hence, larger MCS means a more sensitive attribution method. For TCAV,
Figure 3: MCS for TCAV^{sign(CS)} and TCAV^{ICS}. a MCS distributions for BARS, computed with a black and concept-occluding (CO) baseline for ICS, for $F_o$ (red) and $F_c$ (purple). The dashed line represents the 0.5 ground truth for TCAV^{sign(CS)}. b MCS at the last layer of EfficientNet with a black image and concept-forgetting (CF) baseline, for 3 objects and 3 scenes in BAM. c Varying $n$ for training CAVs across different layers of EfficientNet (orange to red) and ResNet (green to blue) improves MCS for TCAV^{ICS} for a concept-forgetting baseline. d In contrast, MCS(TCAV^{sign(CS)}) scores fail to consistently improve.

MCS is written as:

$$MCS_C := TCAV_{k,C}(F_1, X_{TP}(F_1)) - \max_k TCAV_{k,C}(F_2, X_{TP}(F_2))$$  \hspace{1cm} (6)

where TCAV_{k,C}(F, X_{TP}(F)) is the TCAV score for concept $C$ when predicting target $k$ with model $F$ based on $X_{TP}(F)$. $X_{TP}(F) \subset X$ is the set of true positives for model $F$. Conditioning on this subset allows to disentangle the errors of the model from those of the attribution technique. For the “orientation” concept in BARS, we compute MCS by contrasting the TCAV scores obtained from $F_o$ (orientation model, where the concept is relevant) and from $F_c$ (color model, where the concept is irrelevant). We then perform the same computation for the “color” concept by reversing the contrast. For BAM, we contrast the object and scene models for the object concepts (i.e. $F_1 = F_o$ and $F_2 = F_s$), and conversely for the scene concepts, reporting each concept separately. For TCAV^{sign(CS)}, the ideal value of MCS is 0.5: for instance, the TCAV score of the “orientation” concept should be 1 for $F_o$, but 0.5 for $F_c$ as it is irrelevant for this model. As TCAV^{sign(CS)} is not bounded in $[0, 1]$, MCS values should be positive, and as large as possible. MCS is computed for each CAV separately, hence providing a distribution based on bootstrapped directions (see Supplement A.3 for the detailed procedure).

3.1.3 Local explanations with ICS

Using BARS, we showcase the effectiveness of the local explanation aspect of ICS. Figure 2 illustrates this on 4 local examples of the BARS dataset for $F_o$. ICS correctly indicates that the color of the bars does not affect its predictions (score close to 0.), while the orientation concept (which determines the label) are close to 50% for vertical bars and -50% for horizontal bars, reflecting the importance of the presence (vertical) or absence (horizontal) of the concept.

3.1.4 TCAV^{ICS} outperforms TCAV^{sign(CS)} in global explanations

To showcase the global aspect of ICS, we compare TCAV^{sign(CS)} and TCAV^{ICS} for both BARS and BAM datasets. Note that the best MCS score for TCAV^{sign(CS)} is 0.5, while the larger the score the better for TCAV^{ICS}. We first observe that TCAV^{sign(CS)} is typically bimodal (either 0 or 1) for irrelevant concepts in a statistically significant manner (i.e., not close to the chance-level 0.5),
leading to MCS scores that do not reflect the ground truth of 0.5. On the other hand, TCAVICS gives irrelevant CAVs a score close to 0 consistently and positive scores to relevant concepts, leading to positive MCS scores. These findings are replicated across multiple concepts and baselines for both BARS (Figure 3a) and BAM (Figure 3b). Our results hence suggest that TCAVICS is more faithful than TCAVsign(CS) to estimate concepts’ global importance, with the caveats discussed in Section 3.1.5. Please see Supplements B.4 and C.4 for detailed MCS and ICS scores across datasets, concepts and baselines.

3.1.5 Improving the effect of the curse of dimensionality on CAVs

When scaling to larger models with small $n$ (number of concept pictures), naively applying ICS can lead to degraded results (i.e. values <0.1%). Given that the degradation is more acute for shallow layers which tend to be wider, we hypothesize that these results are due to the curse of dimensionality, as many different directions can encode a concept. To test this hypothesis, we decrease the $\frac{n}{d}$ ratio from 30 to 0.1 to train CAVs on BARS, resulting in MCS scores 3 times smaller (45% vs 15%). We are able to mitigate this by augmenting the CAV training data with widely used image transformations such as random flips and changes of contrast, brightness, hue, and saturation. With these modifications, MCS scores on BAM can be improved for most layers (more impact on the deeper layers, Figure 3c). This is intuitive; one should get ‘better’ quality of CAVs as you increase $n$.

In contrast, TCAVsign(CS) was not consistently improved by the augmentation, given its formulation based on the sign of CS.

3.2 Qualitative illustration

We use the ImageNet dataset [DDS+09] to generate some of the concepts demonstrated in [KWG+18] and replicate results at the global level. We experiment with multiple network architectures: EfficientNet (presented in the main text, [TL20]), ResNet50 [HZRS15], Inception-v1 [SLJ+15], and MobileNet-V2 [SHZ+18] which produced consistent results. We report results using a white image as the baseline, but a black baseline also produced consistent results. Alongside with global results, we showcase local examples that demonstrate the intuitive nature of ICS scores.

**Zebra class:** We first focus on the “zebra” class and build CAVs to represent the “striped”, “dotted”, “zigzagged”, “zebras”, and “horse” concepts to draw similarity and contrast with the analyses done in [KWG+18]). TCAVICS (Figure 4a) is able to replicate the high TCAVsign(CS) scores for the “striped” concept, as well as for the “zebra” concept (as a sanity check) and for the “horse” concept (more detail on CAV building in Supplement D.1). Similar to [KWG+18], “zigzagged” and “dotted” have significantly small TCAVsign(CS) scores (0.0002 and 0.1760, respectively), which reflects their negative influence on the model prediction for the class “zebra”. We observe one important difference: contrarily to TCAVsign(CS), the ICS distributions for “dotted” and “zigzagged” overlap with their associated null distribution (grey histogram in Figure 4) at both global (Figure 4a) and local levels (Figure 4b–d). This potentially hints that ICS is better at separating the meaningful concepts from null. Please see Supplement D for more global results for 3 other architectures.

Figure 4b–d demonstrate the local explanation aspect of ICS. When the zebra is far away from the camera (b), it may look less stripy, more like a horse than if the zebra is close to the camera. This is well-reflected with ICS scores. As we zoom in on the zebra ((c) and (d)), stripes are obtaining higher ICS scores, while the “horse” concept becomes less important in the model’s decision. Using ICS, we can compare local scores with the global distributions, to contrast local compared to global behaviors. Comparing these distributions suggests that the score for ‘striped’ obtained in the zoomed in image is higher than that of the class. Being able to map a complex network’s decision to what humans can understand with this level precision is encouraging. Note that two irrelevant concepts, ‘zigzagged’ and ‘dotted’ have their ICS distributions closer to the null at all camera distances.

**Basketball class:** As a second illustration, we investigate the “basketball” game class and define 4 concepts that are directly related to the game: the ball, the jersey, the floor, and the hoop. As racial biases have been highlighted in [KWG+18] for this class, we also build perceived “gender” (man vs woman) and perceived “race” (darker vs lighter skin) concepts. All CAVs are estimated

---

7 See Supplement D.1[17] for a discussion on how these concepts were obtained and what proxy signal we believe they represent.
Figure 4: **ICS scores for the “zebra” class.** Distribution of ICS scores across 100 pictures of zebra, for 5 concepts (zebra, striped, horse, dotted, zigzagged), computed on the last layer of an EfficientNet-B3 model. Gray histograms represent null distributions obtained by CAV trained on permuted labels. a Global scores. b-d 3 cherry picked samples, representing far and close distance between the camera and the zebra. The zebra becomes more “stripy” when it is more zoomed-in.

Figure 5: **ICS scores for the “basketball” class.** Distribution of ICS scores (white image baseline) across 100 pictures of basketball, for 5 concepts (ball, jersey, floor, hoop, race, gender), computed on the last layer of an EfficientNet-B3 model. Gray histograms represent null distributions obtained by CAV trained on permuted labels. a Global scores. b-d 3 cherry picked samples displaying different elements.
as “significantly encoded” in the last layer of the model, with performance of the linear classifier \( \sim 99\% \) for the game related concepts, 94\% for gender and 75\% for race. TCAV_{sign(CS)} scores for the game-related concepts are 1, while they are 0.85 and 0.91 for gender and race, respectively. ICS scores however display a “ranking” of concepts in terms of global scores: the ball has the largest impact, followed by the hoop, then floor and jersey (Figure 5). On the contrary, ICS distributions for race and gender are indistinguishable from the nulls. We qualitatively tested a few manually selected images with strong minority attributes, and observed that this network is able to correctly predict the “basketball” class. Note that this is not a proof that this model is not biased.

When investigating local examples, we observe that ICS is able to describe fine grain level of local explanations (Figure 5b-d): it separates an image with less visible jersey (b) to more visible jersey (d), less floor (c, d) to more floor (b), and the existence of the hoop (c) correctly. Interestingly, the ICS scores for the ball are high in general, consistent with the global explanation. It turns out that ImageNet images for the “basketball” class include many images that only contain the ball, making the ball and the basketball game highly correlated. In this case again, directly comparing the global and local explanations helped in understanding how an example image contrasts to the general model behavior.

### 3.3 User study

Finally, we perform a user study to demonstrate the usefulness of the method to users. Based on evidence that machine learning researchers and practitioners are the main consumers of model explanations [BXS+20], we recruited machine learning researchers and practitioners. The task was based on ‘model simulability’ [FCCS21], i.e. are the stakeholders able to simulate the behavior of the machine learning model? To assess model simulability, we referred to the zebra class as predicted by the Inception architecture trained on ImageNet from section 3.2 as our target class and asked participants to simulate the model’s prediction when given an image. More specifically, each participant had to answer two questions per image (Figure 6):

- **Would you label this image as ‘zebra’?** The participants were instructed to answer with their top-1 ground truth. The answer was a binary yes or no.
Figure 7: User study results. a Participant performance in each group, as measured by their accuracy to predict the model’s top-1 prediction for the zebra class. Each point represents the performance of a participant across the 40 questions and each bar represents the average within group. b Same plot as a for ‘correct’, ‘difficult’ and ‘incorrect’ predictions, as defined by the majority human label. c Cross-participant agreement (Cohen’s kappa) in each group on their labeling of the image (left) and their simulated labels of the model’s top-1 output (right). Orange lines depict the mean across pair-wise comparisons.

- Do you expect the model to predict ‘zebra’ for this image? For this question, the participants had to guess whether the model’s top-1 prediction was zebra or not for this image. The answer was a binary yes or no.

The images were a set of 40 images manually selected from the internet (see Supplement Figure 18). As these images were mostly unlabelled, the first question aims at obtaining the human label. To answer the second question, all participants were given some basic information on the model, including access to the list of 1,000 classes that the model is trained to predict, some training examples for the zebra class, the model’s top-1 performance across all classes, the sensitivity score for the zebra class (i.e. percentage of time predicting zebra when given a zebra-labelled image), and three examples of predictions when given a zebra-labelled image. This basic information aims to provide a similar level of intuition as if presented with a short model card (e.g. [MWZ+19]). Participants were then divided into three groups:

1. Group 1: no model explanation.
2. Group 2: Global model explanations. For this group, we described the concepts selected and displayed the results of global explanations.
3. Group 3: Local and global explanations. This group had access to the global explanations as in Group 2 and to local explanations computed with ICS for each image.

To provide model explanations, we built concepts (and thus CAVs) as described in Section 3.2 expanding the list of concepts to cover more aspects of the class. We hence built CAVs for ‘animal’, ‘striped’, ‘savannah’, ‘four legged’, ‘horse shape’ and ‘color’ concepts. We note that the explanations were presented using the plots in Figure 6 and that no further UX research was performed to optimize the display of the explanations. The study was conducted via Google forms, after obtaining participant consent. All participants received incentives for their time. Please see Supplement F.2 for full details on the user study design.

78 participants completed the study (group 1: n = 27, group 2: n = 28, group 3: n = 23), leading to 3,120 human labels and 3,120 model simulability estimates. There were no significant differences across participants in terms of machine learning experience (in years, group 1: 5.9 ± 3.8, group 2: 7.0 ± 5.2, group 3: 6.2 ± 4.9), deep learning experience, or experience with interpretability
We first estimate each participant’s accuracy at simulating the model’s top-1 prediction across all questions in each group. Surprisingly, our results show that providing global explanations does not help participants compared to providing no explanations (group 1 accuracy: 0.69 ± 0.06, group 2 accuracy: 0.65 ± 0.07, Figure 7b), and might even hurt slightly (t-test: p = 0.03, uncorrected). However, providing local explanations in addition to the global explanations led to a significant increase in participants’ performance (group 3: 0.82 ± 0.09, p < 0.05 Bonferroni corrected).

As the images are unlabelled, we refer to participants’ answers to the first question (‘Would you label this image as zebra?’) to define human labels for each image. The label for an image was defined as the majority vote (‘zebra’ or ‘not zebra’) if participants agreed at an 80% rate for this image (n = 78, arbitrarily selected threshold). Images for which this threshold was not met were labelled as ‘difficult’ and not given a ‘zebra/not zebra’ label (n = 10 questions). Assuming that the derived human labels are correct, we note that providing local and global explanations helped most across the ‘correct’ predictions (Figure 7b, group 1 accuracy: 0.66 ± 0.12, group 2 accuracy: 0.66 ± 0.10, group 3 accuracy: 0.84 ± 0.12), as well as for the difficult questions (group 1 accuracy: 0.65 ± 0.11, group 2 accuracy: 0.58 ± 0.11, group 3 accuracy: 0.72 ± 0.09). The improvement for incorrect predictions was marginal (group 1 accuracy: 0.68 ± 0.14, group 2 accuracy: 0.68 ± 0.12, group 3 accuracy: 0.74 ± 0.11, p > 0.05). We caveat this analysis by the small sample size (n = 40 questions, n = 11 incorrect predictions and n = 10 ‘difficult’ questions).

Finally, we assess the agreement between participants on the human labels (i.e. answer to the first question) and on the human simulated labels of the model’s top-1 output (i.e. answer to the second question), in each group (Figure 7c). We first note that the human label agreement across all participants (pair-wise Cohen’s Kappa [Coh60] [AP08]: κ = 0.60 ± 0.14, n = 3, 003), was similar to the agreement within the groups (group 1: κ = 0.63 ± 0.13, group 2: κ = 0.58 ± 0.17, group 3: κ = 0.57 ± 0.15). On the other hand, the participants’ agreement on the simulated labels was starkly higher in group 3 (κ = 0.60 ± 0.22) than in the other groups (group 1: κ = 0.35 ± 0.16, group 2: κ = 0.28 ± 0.16). We therefore conclude that participants in group 3 were better able to predict the model’s behavior, and that their understanding of the model’s predictions aligned more between each other than in the other groups.

4 Discussion

TCAV [KWG+18] sheds light into deep neural networks inner workings by allowing users to probe their learnt internal representations, while IG made headway to provide principled individual data point explanations. Each technique is well validated in the literature and applications, and has mostly mutually exclusive pros and cons (e.g., local vs global). By combining TCAV with integrated gradients [STY17], we show that TCAV can provide local explanations. This combination hence opens a new avenue for both techniques.

Our work also allowed to uncover a limitation of TCAV and improve on it. We demonstrated that TCAV sign (CS) might not be faithful, with scores for irrelevant concepts flipping from 0 to 1 across bootstraps. TCAV sign (CS) consistently provided more sensitive global explanations on two synthetic datasets and multiple networks. Interpretability techniques can be evaluated in terms of functionally-grounded (proxy metrics, proxy tasks), human-grounded (humans, proxy tasks) and application-grounded (humans, real-world tasks) metrics [DVK18]. Using multiple models, concepts and baselines, we provide a thorough functionally-grounded evaluation of ICS. More importantly, we demonstrate the usefulness of the method to machine learning researchers and practitioners when they are tasked with reproducing the behavior of a deep learning model, i.e. a human-grounded evaluation. Our results show consistent improvement in participant performance across multiple types of predictions when they are provided with both the global and the local explanations. This is especially promising given that no UX research was performed to ease their understanding of the ICS scores or plots. Combined with the human-understandability of concept-based explanations, this result is encouraging for end-user explanations.
and could be further explored to bridge the understandability gap at the local level \[ \text{GORB21} \], potentially leading to application-grounded evaluations.

Interestingly, the user study displayed that global explanations did not lead to an increase in participant performance. We however note that the design of the study is inherently local, and that many images selected represent edge cases (even difficult for humans to label). Therefore, it is possible that this study was not best suited to assess the usefulness of global explanations. Nevertheless, participants in Group 3 have reported using both types of explanations as a ‘weighted combination’, in which they would weight local ICS scores by the global scores (such that a positive ICS score for ‘animal’ had more weight than a negative ICS score for ‘color’) before predicting the model’s output. Therefore, the combination of local and global explanations seemed useful to (some) participants.

Limitations and future work: While we obtain the ‘best of both worlds’, our technique still inherits the limitations of both methods. More specifically, building reliable CAVs is crucial for TCAV methods to be trusted, which can be challenging in high-dimensionality or due to confounding. Confounding can be mitigated by careful inspection of the training set, or by using causal approaches \[ \text{GSK19,BH20} \]. Regularizing the CAV, considering smaller layers, or increasing the CAV training set size can help in higher dimensions. Selecting concepts can also be challenging in complex, real-world applications. Automatic concept-definitions have been proposed to tackle this issue in computer vision \[ \text{GAZ19,YKA+20} \]. In real-world applications, practitioners have defined concepts based on domain knowledge \[ \text{MLH+21,CRH+19,RMP+20,COPA+19,GAM18} \]. We note that these limitations are independent of the choice of CS or ICS.

For IG, a baseline needs to be defined, which affects the obtained explanation. In our work, we have observed variability in the support of ICS in BARS across baselines, and different levels of improvements in terms of MCS when using augmentation to alleviate the curse of dimensionality on CAVs. As discussed in multiple previous works (e.g. \[ \text{STY17,AOG19,SSL20} \]), results are expected to vary across baselines as each baseline represents a specific definition of ‘missingsness’. It would however be interesting to consider recent approaches to baselines such as aggregations over multiple baselines, a combination of white and black baselines \[ \text{KBVT19} \], or reformulations of integrated gradients \[ \text{EJS+20} \]. Results should also be evaluated in terms of robustness to adversarial attacks \[ \text{AJ18,DAA+19,GAZ17,YHS+19} \], as \[ \text{DAA+19} \] have shown that integrated gradients are highly sensitive to this kind of attack. We leave this evaluation for future work. We also note that alternative formulations of (integrated) gradients could be investigated for a potential combination with TCAV, e.g. Smoothgrad \[ \text{STK+17} \], XRAI \[ \text{KBVT19} \] or guided IG \[ \text{KVA+21} \].

At the local level on ImageNet, we observe that ICS can provide intuitive results. However, the user study revealed that users were questioning the ‘coverage’ of the set of concepts selected, and wondered whether null scores could be trusted as the reflection of a negative prediction for the class of interest. This is likely reflected in the marginal improvement in participant performance observed on questions where the model performed ‘incorrectly’ (according to the human labels). Therefore, future research could investigate how concept-based explanations could potentially be combined with feature-based attributions to provide a full picture to the user.

In conclusion, we hope that our work demonstrates the potential and pitfalls of combining local and global explanation techniques for model interpretability, and will encourage further work in this direction.
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Appendix

A Methods

A.1 Choice of the baseline

It has been suggested [KHA+19, ACÖG18] that the attributions may not be invariant to the choice of the baseline used in the computation of integrated gradients (IG, [STY17]). In this section, we display the baselines considered for investigation throughout this work, while their influence on the proposed method is extensively studied in sections B.4 and C.4. We divide the baselines based on their ‘informativeness’.

A.1.1 Uninformative baselines

As in [STY17], the baseline is typically chosen to be uninformative. This characteristic is fuzzy and can be defined in various ways. [SLL20] provides interactive visualization of the impact of this choice on the resulting saliency maps.

Below, you can find a list of various ways of defining ‘uninformative’.

- **Zero image baseline**, i.e. black image: \( a' = f_i(0) \)
- **One image baseline**, i.e. white image: \( a' = f_i(1) \)
- **Noisy image baseline**: \( a' = f_i(N) \) where \( N \) is a noise distribution.
- **Pixel-wise average baseline**: \( a' = f_i(\frac{1}{N} \sum_{n=1}^{N} x_n) \)
- **Pixel-wise median baseline**: \( a' = f_i(\text{median}_n x_n) \)
- **Entropy-maximizing baseline**: \( a' = \arg\min_x ||a - x|| + \lambda \mathcal{H}(h(x)) \) where \( \lambda \in \mathbb{R}^+ \) is some large number, \( \mathcal{H}(h(x)) \) is the entropy of the output of the neural network when activations at hidden layer \( l \) are equal to \( x \).

The main text mostly reports results using the ‘One image baseline’ (i.e. a white image input) [KHA+19, KBVT19].

A.1.2 Informative baselines

- **Concept-occluding baseline**: \( a' = a - (a^T v_C + b) \frac{v_C}{||v_C||_2^2} \); the baseline with the concept removed, where \( b \) is the bias of the linear model. In that case, ICS is equal to the occluded concept prediction difference.
- **Concept-forgetting baseline**: Similarly to the previous baseline, we can define \( a' = a - \lambda v_C \) for some \( \lambda \in \mathbb{R}^+ \), which is then a generalization. Please note that \( v_C \) is not assumed to be unit-normed for informative baselines.

In this work, we present results for the ‘Concept-forgetting baseline’ as this baseline leads to a closed form solution for ICS (see Sec A.2). We however note the presence of a hyper-parameter \( \lambda \) that influences the results: small values for \( \lambda \) mean that the prediction won’t change much and hence lead to small ICS scores for all values, while large values for \( \lambda \) mean that predictions can be changed so much that all directions are considered as ‘relevant’. We leave the exploration of the tuning of this hyperparameter for future work.

Finally, while some baselines ‘remove’ the concept, this is not equivalent to estimating the causal effect of the concept on the model’s output, as suggested by [GSK19]. They propose to estimate the causal effect of a concept by generating counterfactuals with a conditional VAE to emulate the \( do \) operator. While the concept-forgetting baseline is the closest activation displaying as much opposing concept as there is concept in the original activation (for \( \lambda = 2(a^T v_C + b)/||v_C||_2^2 \)), there is no guarantee that there exists a corresponding counterfactual input mapping to this baseline, nor that this input is a good approximation for the \( do \) operation. In our experiments, we observed that it is possible to find a visually identical input mapping to the symmetric activations (the concept prediction is flipped), with the model’s prediction being unchanged.
A.2 Analytical forms of ICS

In some cases, it is possible to derive an analytical formula for ICS. We present the derivations of the formulations proposed in the main text below, using the notation defined in the main text.

A.2.1 Last layer of a binary classification model with entropy-maximizing baseline

In the binary case, we have
\[ h : a \rightarrow \sigma(w^T a + b) \]
where \( \sigma \) is the sigmoid function and \( w^T a + b \) represents the logits. Therefore,
\[ \nabla_{v_C} h(a) = \sigma'(w^T a + b) w^T v_C \]
where \( \sigma' \) is the derivative of \( \sigma \). Note that the \( k \) index is dropped since the model has a single output.

We select a baseline \( a' \) that maximizes the entropy of the prediction, as suggested in [STY17]. This means that
\[ h(a') = 0.5 \]
and \( a' \) is the orthogonal projection of \( a \) on the decision boundary \( w^T x + b = 0 \), i.e.
\[ a' := a - (w^T a + b) \frac{w}{||w||^2} \]

With the change of variable \( u := w^T a' + b + \alpha w^T (a - a') = \alpha w^T (a - a') \) in the ICS formulation, we obtain:

\[
ICS_C(a, a') = v_C^T (a - a') \int_0^{w^T a + b} \sigma'(u) \frac{w^T v_C}{w^T (a - a')} du
= \frac{v_C^T (a - a') w^T v_C}{w^T (a - a')} \left( \sigma(w^T a + b) - 0.5 \right)
\]  
(7)

Noting that \( a - a' = (w^T a + b) \frac{w}{||w||^2} \), Eq. [7] can be rewritten as:

\[
ICS_C(a, a') = \frac{v_C^T w (w^T a + b) w^T v_C}{||w||^2 (w^T a + b)} \left( \sigma(w^T a + b) - 0.5 \right)
= \left( \frac{v_C^T w}{||w||^2} \right)^2 \left( \sigma(w^T a + b) - 0.5 \right)
\]

The conceptual sensitivity in that situation is given by \( CS_C = w^T v_C \). In contrast, ICS depends on the predicted probability for the considered input while not depending on the norm of \( w \), hence alleviating the aforementioned concerns. Note that the dependency on the square of the cosine similarity between the CAV and the model’s last layer weights means that a poor estimate of \( v_C \) could result in a dramatically small value.

A.2.2 Multi-class model, with concept-forgetting baseline

Let’s consider a multi-class model (i.e. \( h_k \) is the \( k \)-th output of the softmax), with a concept-occluding baseline. In this section, \( v_C \) is not assumed unit-normed. This baseline is the orthogonal projection on the hyperplane orthogonal to the CAV, i.e., assuming that the bias is 0 for compactness, it is defined by
\[ a' := a - \lambda v_C, \lambda \in \mathbb{R} \]
For \( \lambda = 2 \), it is akin to occlusion [ZF14] for concepts.

Let
\[ B := (e_1, e_2, ..., e_d) \]
be an orthonormal basis of $\mathbb{R}^d$ where $e_1$ is chosen to be $v_C \in \mathbb{R}^d$. We define $IG^k_i(a, a')$ as the integrated gradient for the $i$-th feature. Similarly, $ICS^k_C(a, a')$ designates the ICS.

As mentioned in Related works, integrated gradients verify completeness (Eq.8), which means that:

$$F_k(x) - F_k(x') = \sum_i IG^k_i(x, x')$$

(8)

By virtue of completeness, we have that:

$$h_k(a) - h_k(a') = \sum_{1 \leq i \leq d} IG^k_i(a, a')$$

(9)

Each $IG^k_i$ is the product of two terms, one being the dot product between $a - a'$ and $e_i$. By definition, $a - a'$ is colinear to $e_1$ and $B$ is orthonormal, therefore

$$(a - a')^T e_i = 0, \forall i > 1$$

Therefore, $IG^k_i = 0 \forall i > 1$ and Eq.9 becomes:

$$h_k(a) - h_k(a') = IG^k_1(a, a')$$

Given $e_1 = v_C$, ICS can be rewritten:

$$ICS^k_C(a, a') = IG^k_1(a, a')$$

And by transitivity:

$$ICS^k_C(a, a') = h_k(a) - h_k(a')$$

i.e. ICS is equal to the difference in model probability between the model’s prediction for this sample and the prediction should the concept be removed.

A.3 Statistical procedure to compute confidence intervals on MCS

1. Sample $N$ iid images from the distribution.
2. Compute the forward passes of $F_1$ and $F_2$ on these images to obtain two datasets of activations: $D_i, \forall i \in \{1, 2\}$
3. For all models, layers, and concepts, compute $K$ unit CAVs by sampling with replacement $N$ samples from $D_i$ to obtain $K$ bootstrapped datasets $D_{i,k}^*, \forall k \in \{1, K\}$.
4. Compute bootstrapped TCAV scores for all models, layers, and concepts using the trained CAVs. The values are computed on unseen data.
5. Derive bootstrapped MCS scores as the differences between two bootstrapped TCAV scores
6. Compute the 2.5th and 97.5th percentiles to obtain a 95% nonparametric confidence interval.

B Additional results on BARS

B.1 MLP model $F_o$ does not rely on the bar’s color for its predictions

In the BARS dataset, it is possible to evaluate how much the model relies on a given concept by evaluating the model on counterfactual examples [GSK19]. We define $g_C$ as follows:

$$g_C(x) := \max_{(C_1, C_2) \in C^2} |F(x_{C_1}) - F(x_{C_2})|$$

(10)

where $x_C$ is a counterfactual version of $x$ where its concept is set to $C$, and $C$ is the set of possible values for the concept of interest. In the present case, $C_1$ and $C_2$ represent the color and orientation concepts.
This quantity can be aggregated over the entire test set to obtain the global influence of a concept on the model’s output:

\[ G_C := \mathbb{E}_x (g_C(x)) \]  \hspace{1cm} (11)

We verify that \( F_o \) is almost invariant to the color of the bar: on the test set, we obtain \( G_C(F_o) = 0.0011 \).

Figure 8 shows the output of the model on two random samples (vertical and horizontal) when slowly changing the color from green to red.

![Figure 8: Vertical and horizontal bars with varying colors and the associated predicted probabilities (\( F_o \)) displayed.](image)

B.2 Classification performance of \( F_o \) and \( F_c \)

The BARS dataset being very simple, our models (trained to detect either the color or the orientation) reach 100% test accuracy after only a few epochs.

B.3 Statistical significance and classification performance of trained CAVs

Table 1 displays the ROCAUC on held-out data (mean and standard deviation across bootstraps) of the CAVs for both concepts, and both models.

| \( F_o \) | \( F_c \) |
|---|---|
| layer | Color | Orientation | Color | Orientation |
| 1 | 100 (0) | 100 (0) | 100 (0) | 59.1 (5.6) |
| 2 | 100 (0) | 100 (0) | 100 (0) | 54.0 (4.6) |
| 3 | 100 (0) | 100 (0) | 100 (0) | 50.8 (3.7) |

Table 1: ROCAUC of the bootstrapped CAVs. Average value rounded to closest decimal, and standard deviation in parentheses.

Note that while the color concept is not being used by \( F_o \), its CAVs have perfect discriminative performance for identifying that concept in the activation spaces. However, the orientation concept is impossible to identify with a linear classifier in the activation spaces of \( F_c \).

B.4 Influence of the baselines

In the BARS dataset, we computed the predicted probability associated with all baselines (see Table 2 for a selected sample). Pixel-wise average and entropy-maximizing baselines seem to be truly uninformative: the output of the model is a tie. This results in bimodal ICS distributions clustering around -50% and 50% (Figure 9a,b).

If uninformative means having a 50% predicted risk, then it is clear that some of these baselines are not uninformative. The iid Gaussian noise \( N(0, 1) \) in the pixel space leads to a bimodal distribution that has two modes in 0 and in 1, meaning that this seemingly meaningless noise is interpreted very confidently by the model. Similarly, the white baseline leads to a very confident prediction of ‘vertical’ for \( F_o \).

In terms of ICS, we observe that different ‘informative’ baselines (as interpreted by the model) lead to different supports for ICS. The difference across concepts, hence MCS, is however relatively consistent across baselines (Table 3).
|                         | layer 1     | layer 2     | layer 3     |
|-------------------------|-------------|-------------|-------------|
| i.i.d. \(N(0, 1)\) pixels | 60% (41%)   | 60% (41%)   | 60% (41%)   |
| Black image (zero)       | 62%         | 62%         | 62%         |
| Average activation       | 1%          | 1%          | 6%          |
| Average pixel-wise       | 66%         | 66%         | 66%         |
| Entropy-maximizing       | 50% (0.1%)  | 50% (0.1%)  | 50% (0.1%)  |
| White image (zero)       | 100%        | 100%        | 100%        |

Table 2: Predicted probability of the bar being vertical for several baselines. Standard deviation is provided in parenthesis when it is not 0.

Figure 9: Distributions of ICS for \(F_{o}^{\text{BARS}}\). a Black baseline. b Entropy-maximizing baseline. c Pixel-wise average baseline. d Noisy baseline, i.e. the baseline is a sample of \(N(0, 1)\). e White image baseline. f Concept-occluding baseline.

C Additional results on BAM

C.1 \(F_{o}^{\text{BAM}}\) does not rely on the scene background, and \(F_{s}^{\text{BAM}}\) does not rely on the pasted object

Using a similar approach [YK19] showed that the accuracy of the models is no better than a random guess when the relevant concept are removed from the images.
C.2 Classification performance of \( F_o \) and \( F_s \)

For BAM, we used pre-trained ResNet50 \cite{HZRS15} (74.9% top-1 accuracy) and EfficientNet-B3 \cite{TL20} (81.6% top-1 accuracy) available at \url{www.tensorflow.org}. They were fine-tuned on the BAM dataset to predict either scenes (reaching 91% test top-1 accuracy) or objects (reaching 80% test top-1 accuracy) by iteratively updating the weights of the final dense layers, followed by convolutional stacks, one after the other with Adam optimizer (learning rate \( 10^{-4} \)) \cite{KB14} until convergence of the validation accuracy (about 1-5 epochs). Training is performed with classical data augmentations (random flips, contrast, brightness, hue, saturation changes). Standard pre-processing techniques were applied to the images (see \url{https://www.tensorflow.org/api_docs/python/tf/keras/applications/imagenet_utils/preprocess_input}).

C.3 Statistical significance and classification performance of trained CAVs

We trained CAVs using ElasticNet regularization \cite{ZH05}, which resulted in sparse weights and best classification performance on held-out samples (compared to Ridge and Lasso regression). Regularization coefficient is estimated via cross-validation. CAVs are not all statistically significant, as assessed by a permutation test. Figure 10 displays the predictive performance of CAVs for both EfficientNet-B3 models, 6 layers, and 6 concepts. Shallow CAVs, which weren’t fine-tuned and kept Imagenet-learned weights, tend to be very good at identifying scenes for both models. They however cannot identify objects. Deeper CAVs keep a high discriminative performance for scenes for both \( F_o \) and \( F_s \). Only deep CAVs of \( F_o \) reach high discriminative performance for objects. We observed similar results for ResNet50.

C.4 Influence of the baseline

While the choice of the baseline mostly affected the support of ICS for BARS, we observe that the scale of the results can be affected for BAM, whereby small values of ICS are observed for the relevant concepts. This phenomenon is more pronounced for shallow layers of the models (Table 4), and is variable across baselines (Table 5). We hypothesize that these results are due to (the combination of) two factors: the higher dimensionality of the CAVs, and a deterioration in the quality of the projection of IG onto the CAV (variable across baselines). We explore the former in section C.5.

| concept | layer | MCS(TCAV\(\times\)sign(CS)) | MCS(TCAVICS) black | MCS(TCAVICS) max ent. |
|---------|-------|-----------------------------|---------------------|-----------------------|
| orientation 0 | 0.00 [0.00, 1.00] | 0.36 [0.31, 0.41] | 0.46 [0.43, 0.47] |
| orientation 1 | 0.00 [0.00, 1.00] | 0.33 [0.27, 0.39] | 0.47 [0.45, 0.48] |
| orientation 2 | 1.00 [0.00, 1.00] | 0.42 [0.37, 0.48] | 0.35 [0.34, 0.36] |
| color 0 | 0.93 [0.00, 1.00] | 0.41 [0.33, 0.47] | 0.47 [0.45, 0.47] |
| color 1 | 0.00 [0.00, 0.00] | 0.45 [0.38, 0.50] | 0.36 [0.33, 0.37] |
| color 2 | 1.00 [0.00, 1.00] | 0.56 [0.46, 0.64] | 0.34 [0.33, 0.34] |

Table 3: Median MCS scores (%) computed on the entire BARS test set, with relevant 95% bootstrapped non-parametric confidence intervals.

Figure 10: ROCAUC of EfficientNet’s CAVs for 6 concepts, estimated on heldout data. \textbf{a.} For model \( F_o \). \textbf{b.} For model \( F_s \).
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Table 4: Median bootstrapped MCS scores for two concept-attribution methods: TCAV$^{sign(CS)}$ and TCAV$^{ICS}$ with concept-forgetting baseline ($\lambda = 100$). They were computed for 3 scene and 3 object concepts. 95% nonparametric confidence intervals in parenthesis. conv3, conv4, conv5 designate the outputs of the stacks of 2d convolutions having respectively 512, 1024, and 2048 filters in the Resnet50 architecture (see Figure 3 in [HZRS15]).

TCAV$^{ICS}$ leads to higher scores for deeper layers of the network, with narrower confidence intervals. On the other hand, MCS scores for TCAV$^{sign(CS)}$ have wider confidence intervals, especially for deeper layers.

C.5 Curse of dimensionality

We hypothesize that the divergence between the directionality of bootstrapped CAVs increases with the dimensionality $d$ of the space, or more accurately, with the decrease in the ratio $\frac{n}{d}$ where $n$ is the number of samples used to train the CAV. This increase in variance of the CAV directionality leads to smaller dot products (the average cosine similarity between two vectors scales with $d^{-\frac{1}{2}}$) and therefore ICS goes to 0. We verified on BARS that decreasing the $\frac{n}{d}$ ratio from 30 to 0.1 resulted in MCS scores 3 times smaller (45% vs 15%).

In this section, we evaluate different techniques that would lead to more consistent directions of the CAV. We first increase $n$ by augmenting the CAV training set with image transformations such as random flips and changes of contrast, brightness, hue, and saturation. The figure in the main text shows how increasing $\frac{n}{d}$ improved MCS for TCAV$^{ICS}$ using a concept-forgetting baseline. For the zero baseline, the MCS scores benefit only marginally from increased $\frac{n}{d}$ from data augmentation (Figure 11). We also experimented with various regularization schemes for training CAVs, which did not lead to any improvement in terms of ICS score magnitude.
Table 5: Median bootstrapped MCS for TCAV\textsuperscript{ICS} with two baselines: zeros (black image) and entropy-maximizing. They were computed for 3 scene and 3 object concepts. 95% nonparametric confidence intervals in parenthesis. conv3, conv4, conv5 designate the outputs of the stacks of 2d convolutions having respectively 512, 1024, and 2048 filters in the Resnet50 architecture, and last is the output of the final layer (before the softmax) (see Figure 3 in [HZRST15]).

| concept       | layer | zero            | entropy-maximizing |
|---------------|-------|-----------------|---------------------|
| backpack      | conv4 | 0.00 (-0.00, 0.00) | 0.00 (0.00, 0.00)   |
| bird          | conv4 | -0.00 (-0.00, 0.00) | 0.00 (0.00, 0.00)   |
| dog           | conv4 | 0.00 (0.00, 0.00)  | 0.00 (0.00, 0.00)   |
| bamboo forest | conv4 | 0.02 (0.01, 0.03)  | 0.00 (0.00, 0.00)   |
| bedroom       | conv4 | 0.01 (0.01, 0.02)  | 0.00 (0.00, 0.00)   |
| bowling alley | conv4 | 0.01 (0.00, 0.02)  | 0.00 (0.00, 0.00)   |
| backpack      | conv5 | 0.08 (0.04, 0.11)  | 0.00 (0.00, 0.01)   |
| bird          | conv5 | 0.06 (0.03, 0.09)  | 0.00 (0.00, 0.01)   |
| dog           | conv5 | 0.06 (0.03, 0.08)  | 0.00 (0.00, 0.01)   |
| bamboo forest | conv5 | 0.04 (0.02, 0.06)  | 0.00 (0.00, 0.00)   |
| bedroom       | conv5 | 0.06 (0.03, 0.08)  | 0.00 (0.00, 0.00)   |
| bowling alley | conv5 | 0.06 (0.04, 0.08)  | 0.00 (0.00, 0.00)   |
| backpack      | last  | 0.18 (0.16, 0.21) | 0.05 (0.04, 0.06)   |
| bird          | last  | 0.15 (0.12, 0.18) | 0.06 (0.04, 0.07)   |
| dog           | last  | 0.17 (0.15, 0.20) | 0.05 (0.03, 0.05)   |
| bamboo forest | last  | 0.21 (0.18, 0.23) | 0.03 (0.02, 0.03)   |
| bedroom       | last  | 0.19 (0.16, 0.22) | 0.04 (0.03, 0.05)   |
| bowling alley | last  | 0.19 (0.15, 0.22) | 0.05 (0.04, 0.05)   |

Figure 11: MCS with varying $n/d$ ratio. Influence of $\frac{n}{d}$ ratio over MCS computed with concept “bird” for several layers of a EfficientNet-B3 model (in shades of orange to red) [TL20] and a ResNet50 (in shades of blue to green) [HZRST15] fine-tuned on BAM. Darker colors represent deeper layers. MCS(ICS) with black image baseline.

## D ImageNet

### D.1 Image selection and CAV building

The first three concepts (striped, dotted and zigzagged) rely on the same images as used in [KWG+18]. For the other concepts, we used Google search images, automatically downloaded using [https://github.com/hardikvasa/google-images-download](https://github.com/hardikvasa/google-images-download) (MIT license). A manual review of those images was performed to discard images that included multiple concepts (e.g. “hoop” also displaying the wooden floor), or obvious confounders such as watermarks, drawings, captions, etc. We caveat the manual review of the Google search images, especially in the last 2 concepts as “gender” was assessed by the captions or web links of the images (e.g. “Women League”) as well as physical appearance. For skin tone (referred to as the “race” concept), physical appearance was used. We also note that these images were directly scraped, and that no consent was obtained from e.g. basketball players. In a real-world use case of our method, these two aspects would need to be addressed with care, e.g. by obtaining consented images, with self-reported demographics information.
Our selection resulted in ∼ 100 images per concept. Some concepts were then built by distinguishing between the selected images and random images as defined in \[ KWG^{+}18 \]. For the “race” and “gender” concepts, we compute relative concepts by contrasting pictures of men and women, and pictures of lighter skin tone and darker skin tone basketball players (in an attempt to control for clothing, background or occupation biases in our image search).

D.2 Global results for zebras

We perform the global analysis for zebras on different models and layers, for the white image baseline. Our results are consistent across both versions of TCAV: the “zebras” concept has highest scores (not displayed due to scale), followed by “stripes” and then “horse”. Different architectures (EfficientNet, MobileNet, ResNet, Inception) display different distributions of the results across their layers (Figures 12, 13, 14 and 15). It however seems that the deepest layers are the most suited for TCAV analyses across architectures. We also observe that the standard deviation of TCAV\(^{\text{sign(ICS)}}\) can be large for irrelevant concepts like dotted and zigzagged.

Figure 12: TCAV, CS and ICS scores of several concepts on the ‘zebra’ output of an EfficientNet-B3 model, for 100 pictures of zebras, computed on all layers, with a white image baseline.

Figure 13: MobileNet V2.
Comparison of computational efficiency

While ICS seems to provide more reliable concept attribution scores, it is more computationally intensive, since it requires the evaluation of several gradients to estimate the integral. Modern hardware and software capabilities make this constraint not so restrictive, since the gradients can be computed in parallel. Computing ICS score for a single image with a given deep learning model only requires to be able to run a forward pass with batch size 100 (100 values in the sum that approximates the integral). It should work on most PC (e.g. any CPU and 8-16Go RAM). However, for high resolution inputs containing many features and large models (e.g. ResNet50 and Inception-v1 have hundreds-of-thousands dimensional activation spaces), all the interpolated samples may not fit in memory.

Efficient quadratures may help mitigate this problem. For example, Bayesian [BOGO15] and Gaussian [UCST17] quadratures may provide up to exponential convergence rates when the integrand
is smooth enough. This means that far fewer samples (we used 50) are needed to achieve the same level of estimation error.

We also note that some specific use cases can lead to closed form solutions (e.g. Sec A.2), which are inexpensive to compute.

F User study

F.1 Participant statistics

Participants provided consent to participate in the study and were informed that they could retract at all times without penalty. Among the 110 ML practitioners and researchers who indicated an interest in the study, 78 completed the study (attrition rate: 29%) and were thanked for their time.

ML experience varied extensively within each subgroup, with researchers or practitioners having only followed ML classes (minimum ML experience [in years]: group 1: 0, group 2: 1, group 3: 0), to senior ML researchers/practitioners (maximum ML experience [in years]: group 1: 15, group 2: 25, group 3: 20). Based on paired t-tests, there were no differences between participants in terms of ML experience (main text) or deep learning experience (in years, group 1: 3.3 ± 1.9, group 2: 4.1 ± 2.0, group 3: 3.6 ± 2.4).

During sign up, participants reported their expertise with interpretability methods as ‘Explai - what?’ (given a score of 0), ‘Somewhat - I have read about explainability’ (score of 1), ‘Yes - I have implemented some methods’ (score of 2) or ‘Very - I have researched this field and implemented methods’ (score of 3). According to this scoring system, there are no significant differences between participants in terms of model interpretability expertise (group 1: 1.8 ± 0.9, group 2: 1.5 ± 1.0, group 3: 1.1 ± 0.5).

Finally, participants were asked whether machine learning was ‘The topic of research’ or ‘Applied’. 30 out of 78 participants were researchers (group 1: 11, group 2: 12, group 3: 7).

F.2 Questionnaire and instructions

Some participants (~ 2/3 in each group) were invited to participate in a 1 hour session where live instructions were provided for 10-15 minutes, participants completed the study without further guidance and the group debriefed the study. Other participants filled in the form on their own time and were sent a recording of the most recent live instructions. In all cases, the form contained all instructions written as preamble sections:

F.2.1 For all groups

Task: In this experiment, your task is to understand how a deep learning model trained to recognize objects, animals, sports and scenes predicts the class “zebra”.

You will be presented with images. For each image, you will be asked 2 questions:

1. Would you label this image as “zebra”? For the image presented, you will first be asked to provide a label. This label should be your top-1 “ground truth”, i.e. if you could give only one label to the image, would this be “zebra”? For some images, the answer will be straightforward, while for others it might feel like guessing. This is expected (see Figure 16).

2. Do you expect the model to predict “zebra” for this image? By referring to the model’s performance and the examples of training images provided below (see Figure 17), you then need to guess whether the model identified a zebra in this picture or not as its main class (i.e. top-1 prediction). For instance, you might think that an image that clearly depicts a zebra in the savannah will be predicted as “zebra”. However, you might believe that an image of zebras seen from very far away or with multiple species might not be classified as “zebra”.

Model details The model is an Inception-v3 (details here: https://cloud.google.com/tpu/docs/inception-v3-advanced) model trained on ImageNet. The model predicts 1000 classes for ImageNet, including animals, sports, objects, scene types (although not natural scenes), … A full list
of the classes can be found here: https://storage.googleapis.com/download.tensorflow.org/data/ImageNetLabels.txt The overall model performance is 77.9% (top-1 accuracy).

We focus on one class in this task: zebra

The model is trained with images labelled as “zebra” that are quite diverse: zebras are seen from close up, from far away, with other species, in their natural surroundings (mostly) or in human scenes. A few examples are presented below (see Figure 17).

On a subset of images labelled as “zebra” from ImageNet, the model correctly predicts zebra as its top-1 class for 92% of images.

F.2.2 Group 1: no explanations

Participants then viewed three duples of zebra image (from ImageNet as these are labelled) and model prediction, including two positives and a false negative. They were then presented with the following text before starting the study:

“You have been assigned to group 1. This means that you will be presented with the images only. No model explainability will be presented. In this case, we are trying to understand whether humans can predict which images would be easy for the model to correctly identify as a zebra, compared to more difficult. Ready to start?”

They were then presented with an image (see Figure 18 for all images used) and the 2 questions as a section of the form (as illustrated in the main text).

F.2.3 Group 2: global explanations

Global explanations were described in terms of the concepts defined and a brief analysis of the results followed (see below). The global explanations were displayed with each question. Detailed instructions:

“You have been assigned to group 2. This means that you will be presented with the images to make your assessment, and that we provide global model explanations here to frame your reasoning. Global explanations highlight, on average, what features the model relies on to predict a certain class.
Figure 18: Images used in the user study. We note that some images were consistently mislabeled by humans (e.g. a ‘polka dot’ zebra not identified as a zebra).
We built high-level concepts, and estimated how much the model relied on these concepts to provide a “zebra” prediction.

We investigated the following concepts (see Figure 19):

- **Animal**: This concept investigates the importance of animals compared to objects, plants, buildings and bridges. Below we display images that were used as examples of the concept (top row), compared to examples that were not considered as examples of the concept (bottom row).

- **Striped**: This concept investigates the importance of stripes from different textures to dotted patterns from different textures.

- **Savannah**: This concept investigates the importance of a grassy backgrounds (fields or savannah) compared to other natural and man-made scenes.

- **Four-legged**: This concept investigates the importance of an animal with 4 legs compared to a random set of animals.

- **Horse shape**: This concept investigates the importance of the shape of horses and donkeys compared to a random set of animals.

- **Color**: This concept investigates the importance of the black and white combination compared to more colorful patterns.

**Results and how to use this information:**

After analysis, we obtain a score called “ICS” for each image and each concept (Figure 20). Across all zebra images, the plot displays how much the model relies on each concept (colored distribution), compared to a random concept (grey distribution).
We observe that the model seems to rely mostly on the presence of an animal, and on stripes. The background plays a role too, with grassy fields and grassy savannah being indicative of a zebra. The horse shape can be important for some images, but is not overall indicative of a zebra (displaying the diversity of images provided for training). Similarly, the detection of 4 legs points a little bit towards a zebra, but to a lesser extent. Finally, the color concept does not seem to play a large role, but more colorful images seem to decrease the likelihood of a zebra.

Based on this information, you can aim to detect whether the model is identifying these different concepts that (on average) push it to predict “zebra”. For instance, an image that depicts stripes clearly has a higher chance of being predicted as “zebra” compared to an image where stripes are not visible.

We note that there might be other concepts that we are not considering here. This is a limitation of the technique.”

Each image was then displayed with the global explanations along the 2 questions, as illustrated in Figure 21a.

F.2.4 Group 3: local and global explanations

Participants received the explanations described in group 2, and also received a description of local explanations using ICS:

“You have been assigned to group 3. This means that you will be presented with the images to make your assessment, and that we provide both global and local model explanations to help you in your task. Global explanations highlight, on average, what features the model relies on to predict a certain class. Local explanations give, for a specific image, which features were relevant. […]"
### Image | Pred. | Global exp. | Local exp.
--- | --- | --- | ---
Zebra | We clearly see stripes and guess that the shape of the horse and four legs are identified by the model. | ![Graph](image1) | We can’t see the full zebra or any background. However, the stripes are clearly visible and we know this is one of the most important concepts. |
Zebra | ![Image](image2) | | Hog | There are multiple animals. The stripes are visible, as is the full animal shape, but not as the main element. | ![Graph](image3) | | | | | |

Figure 22: Examples presented in the form: Group 1 sees the image and label, Group 2 also has the global explanations and a short text illustrating how to use the information, Group 3 also see the local explanations with an amended text. ‘Pred.’ stands for the model prediction and ‘Global exp.’ for global explanations.

**Local explanations:** Each image will have a similar graph (as Figure 20), that will depict the score for each concept (colored line), compared to random concepts (grey bars). Typically, if a score is 0 and similar to scores for random concepts (i.e. the bar overlays the grey distribution), the model does not identify or rely on the concept in the image.

Importantly, not all concepts need to be significant for the image to be classified as “zebra”, as this depends on the global importance of the concept, and on whether there is a “more suited” class for the image.

For cases that are difficult, it can be interesting to look at all concepts, knowing that a significant negative score suggests a decreased likelihood of zebra, and a positive score means a higher likelihood.

Please note that all scores are quite small, usually < 0.1.”

To illustrate these local explanations, we present 3 images with their associated local explanations and predictions below (Figure 22, right column).

Each image was then displayed with the global and the local explanations along the 2 questions, as illustrated in Figure 21b.