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Cross-domain text sentiment analysis is a text sentiment classification task that uses the existing source domain annotation data to assist the target domain, which can not only reduce the workload of new domain data annotation, but also significantly improve the utilization of source domain annotation resources. In order to effectively achieve the performance of cross-domain text sentiment classification, this paper proposes a BERT-based aspect-level sentiment analysis algorithm for cross-domain text to achieve fine-grained sentiment analysis of cross-domain text. First, the algorithm uses the BERT structure to extract sentence-level and aspect-level representation vectors, extracts local features through an improved convolutional neural network, and combines aspect-level corpus and sentence-level corpus to form a sequence sentence pair. Then, the algorithm uses domain adversarial neural network to make the feature representation extracted from different domains as indistinguishable as possible, that is, the features extracted from the source domain and the target domain have more similarity. Finally, by training the sentiment classifier on the source domain dataset with sentiment labels, it is expected that the classifier can achieve a good sentiment classification effect in both source and target domain, and achieve sentence-level and aspect-level sentiment classification. At the same time, the error pooled values of the sentiment classifier and the domain adversary are passed backwards to realize the update and optimization of the model parameters, thereby training a model with cross-domain analysis capability. Experiments are carried out on the Amazon product review dataset, and accuracy and F1 value are used as evaluation indicators. Compared with other classical algorithms, the experimental results show that the proposed algorithm has better performance.

1. Introduction

With the vigorous development of social media such as online comments, Weibo, WeChat, and forum communities, a large amount of subjective text data with emotion is presented on the Internet [1]. Emotion specifically refers to emotional polarity (tendency), which is a concrete manifestation of individual users’ emotional cognition and evaluation of products, services, or social public opinion [2, 3]. Subjective texts in social media contain rich emotional information. By mining the emotional category information of these texts, it can provide technical support for applications such as product recommendation, customer management, word-of-mouth analysis, news review analysis, and stock recommendation, which is extremely important research value [3].

Sentiment analysis is a very domain-dependent task. The sentiment characteristics of data in different domains are not exactly the same. The sentiment prediction model trained on data in a certain domain cannot usually be used directly in other domains [4]. In the face of new domain, in order to build a good sentiment prediction model, it is necessary to manually label the data. However, high-quality human-labeled data is an expensive process. At the same time, existing research has accumulated labeled sentiment data in some domain, and it is a pity to completely discard these data. As one of the important problems in natural language processing tasks, cross-domain text sentiment classification has
always been a research hotspot and difficulty in industry and academia [5].

Transfer learning uses labeled training samples in the source domain to build a reliable model to predict unlabeled samples in the target domain with different data distributions [6]. A large number of existing research works show that transfer learning is one of the effective means to solve cross-domain text sentiment classification. Some researchers have carried out preliminary research on this issue and achieved some results.

Robert et al. [7] proposed a domain adaptation method to select the most similar samples from the source domain training set to the target domain, and evaluated this method in semisupervised cross-domain text-level sentiment classification experiments. Xia et al. [8] proposed a joint transfer strategy based on feature ensemble and sample ensemble. They first used a feature ensemble strategy to learn a new labeling function to recompute new features, used PCA-based feature selection for instance adaptation, and achieved an average accuracy of 77.5% on Amazon’s 4 product review datasets. Tareq et al. [9] used the conditional probability joint association to measure the transfer characteristics of the source domain and the target domain, and applied the naive Bayes model and three feature selection methods (information entropy, odds ratio, and chi-square test) to cross-domain sentiment classification task. Yu et al. [10] used a neural network architecture to study the problem of cross-domain sentiment classification, using two auxiliary tasks to improve the performance of sentence embedding on cross-domain sentiment classification, achieving 79.6% average accuracy on the English movie, camera, laptop, and restaurant datasets.

In the cross-domain sentiment classification task of text-based social media, it is necessary to deeply understand the mechanism of language expression and the mechanism of emotion transfer. It is very difficult to build large-scale, high-quality labeled datasets; however, deep transfer learning can significantly reduce the demand for labeled data in the target domain. Therefore, deep transfer learning is widely used in cross-domain sentiment classification tasks, and has achieved good results.

Zhang et al. [11] proposed an interactive attention transfer network (IATN) for cross-domain text sentiment classification tasks. IATN provides an interactive attention transfer mechanism that can better transfer emotion by integrating sentence and aspect information. Ji et al. [12] designed a bifurcated-LSTM network utilizing attention-based LSTMs, augmented datasets, and orthogonal constraints. This method can extract domain-invariant sentiment features from source domains and perform sentiment analysis in different target domains. The method achieves an average accuracy of 80.92% for cross-domain sentiment classification on Amazon’s 7-domain data. Zhang et al. [13] proposed hierarchical attention generative adversarial networks (HAGAN for short). It generates a document representation by alternately training a generator (generative model) and a discriminator (discriminative model), which is sentimentally distinguishable but domain-indistinguishable, and achieves an average accuracy of 81.56% on Amazon 4 review datasets. Liu et al. [14] proposed a fuzziness-based domain-adversarial neural network with autoencoder (Fuzzy-DAAE for short). Omar et al. [15] introduced text generation in the target domain as a labeled dataset in the target domain, and compared text generation based on deep learning such as LSTM, RNN, and Markov chain-based text generation, the accuracy rate of 72.0% is achieved on Kitchen as the target domain dataset. Cai et al. [16] used a denoising autoencoder to extract deeper shared features with robustness, and used a combination of Wasserstein distance-based domain adversarial and orthogonal constraints to better extract deep shared features across different domains for cross-domain text sentiment classification task.

However, although the existing work has achieved great success by introducing transfer learning or domain adaptation mechanism to solve cross-domain text sentiment classification tasks, the research on many important issues is not perfect and in-depth, and there are still many theoretical and technical problems need to be explored [17–20]. For example, the traditional cross-domain text sentiment classification is often to achieve text-level sentiment transfer between different domains, and less attention is paid to the cross-domain fine-grained sentence-level, aspect-level, and attribute sentiment orientation task research. For example, in the evaluation text, “This restaurant is so delicious, but the attitude of the waiter is too cold”. The emotional polarity for “taste” is positive, and the emotional polarity for “service” is negative, the sentiment polarity is neutral for the “environment” aspect, and this type of problem requires fine-grained sentiment analysis from the aspect level. At the same time, in the existing research, only the word-level features are considered when extracting shared sentiment features, and the language features of the text, such as the semantic information contained in the context, are not considered. When the sentence lacks emotional words or expresses irony, it is difficult to perform accurate sentiment classification if the semantics and other related information of the sentence are ignored [21–23].

In order to effectively achieve the performance of cross-domain text sentiment classification, this paper proposes a BERT-based aspect-level sentiment analysis algorithm for cross-domain text to achieve fine-grained sentiment analysis of cross-domain text. First, the algorithm uses the BERT structure to extract sentence-level and aspect-level representation vectors, extracts local features through an improved convolutional neural network, and combines aspect-level corpus and sentence-level corpus to form a sequence sentence pair. Then, the algorithm uses domain adversarial neural network to make the feature representation extracted from different domains as indistinguishable as possible, that is, the features extracted from the source domain and the target domain have more similarity. Finally, by training the sentiment classifier on the source domain dataset with sentiment labels, it is expected that the classifier can achieve a good sentiment classification effect in both source and target domain, and achieve sentence-level and aspect-level sentiment classification. At the same time, the error pooled values of the sentiment classifier and the domain adversary are passed backwards to realize the update and optimization...
of the model parameters, thereby training a model with cross-domain analysis capability. Experiments are carried out on the Amazon product review dataset; accuracy and F1 value are used as evaluation indicators. Compared with some existing classical algorithms, the results show that our proposed algorithm has better performance.

The organization of this paper is as follows. In Section 2, a review of current literature is provided. In Section 3, the detailed description of the proposed method is presented. In Section 4, the experimental results and analysis are provided. Finally, a short summary is included in Section 5.

2. Related Works

2.1. BERT. BERT is modeled through a self-attention mechanism, which can directly obtain the global information of the text. Since it has no forgetting gate mechanism, the information of all words is preserved, so BERT can better express the complete semantic information of the sentence, and can also directly find the correlation features between words from the global word features.

The BERT model is composed of multiple transformer layers and uses a multihead attention mechanism. After the input vector is multitiered linearly transformed to obtain different linear values, it is then input to the attention module to calculate the attention weight. The output value of the attention mechanism is combined with the previous linear change again, and the final output of the multihead attention mechanism can be obtained. For any vector input to Transformer, it is processed and output, Trans(.) represents all operations in Transformer, as shown in the following formula:

$$V_t = \text{Trans}(W_tX_a + b_t),$$  \hspace{1cm} (1)

where $V_t$ represents the output vector of the Transformer and $X_a$ represents the input vector.

BERT is formed by stacking multiple Transformers together, and Bert(.) represents the calculation process in Bert, as shown in the following formula:

$$V_b = \text{Bert}(W_bX_b + b_b),$$  \hspace{1cm} (2)

where $V_b$ represents the output value of BERT and $X_b$ represents the input vector.

2.2. Aspect-Level Sentiment Analysis. Aspect-level sentiment analysis is a fine-grained sentiment classification task in sentiment analysis, whose purpose is to identify the sentiment polarity expressed by a sentence on an aspect. There are usually two methods for aspect-level sentiment analysis: (1) Traditional machine learning methods are used, relying on artificially constructed features and rules, but such methods are very time-consuming and labor-intensive. (2) The deep learning method is used to introduce the neural network into the research field of sentiment classification, which can automatically select the features without manual intervention, greatly alleviate the model’s dependence on feature engineering, and enable the model to achieve better performance at a lower cost. For example, literature [24] uses pretrained word vectors to apply CNN to text classification tasks. Literature [25] uses the LSTM network to model the text sequence semantically, and the sentence expression modeled by the LSTM can reflect the semantic connection of the text context. However, neural network-based methods cannot effectively distinguish the importance of each word in a sentence, and the sentiment polarity of a sentence is not only determined by the content, but also closely related to the aspects involved. For this reason, some scholars introduce attention mechanisms to focus on important information in sentences. For example, Reference [25] proposed two different attention-based bidirectional long-short-term memory network models for target-related sentiment classification. Reference [26] used an attention-based deep memory network for aspect-based sentiment analysis tasks.

Research shows that the above methods only encode text semantic information using word embedding technology, ignoring syntactic structure information and word frequency information, which play an important role in preserving structural information and help shorten the distance between aspect words and opinion words [27–30]. If the dependencies on the syntactic path cannot be used correctly, the function of syntactic structure cannot be fully exerted. Recently, some scholars have used graph-based models to integrate syntactic structures. Sun et al. [31] transformed the dependency tree into a graph and learned the GCN on the dependency tree to model the structure of sentences, propagating information from syntactic neighborhood opinion words to aspect words.

2.3. Transfer Learning. Transfer Learning (TL) is a technique that allows fine-tuning of existing model algorithms to apply to new domains or functions [32]. In transfer learning, researchers usually divide data into source data and target data. The purpose of transfer learning is to apply general knowledge to new related tasks under the premise of acquiring some additional data or existing models to make full use of the source data to help the model improve its performance on the target data. According to the relationship between the source domain and the target domain, transfer learning methods can be divided into three categories [33]: instance-based transfer learning, model parameter-based transfer learning, and feature-based transfer learning. Among them, instance-based transfer learning is a relatively simple transfer learning method. This method selects examples from the source domain that is useful for training in the target domain and is used as a supplement to the training set to expand the training set of the target domain, thereby improving the migration effect [34]. The main idea of model parameter-based transfer learning is to make the source domain and target domain share model parameters [35]. That is, the neural network model is pretrained in the source domain through a large amount of source domain data, and then the pretrained model is directly applied to the target task. In this process, all or part of the model parameters can be reused. Feature-based transfer learning
is divided into feature extraction-based transfer method and feature-mapping-based transfer method. Feature extraction-based transfer method reuses pretrained local networks in the source domain and turns them into part of a deep network in the target domain; feature-mapping-based transfer method maps instances from source and target domains to new data space. In the new data space, the instances from the two domains have similar data distribution, which is suitable for joint deep neural network. The advantage is that by adjusting the data distribution, the training set can be increased, thereby improving the transfer effect.

3. Our Method

3.1. Basic Definition. Cross-domain text sentiment analysis refers to using only sentiment-labeled data in the source domain to train a sentiment classifier and use it for sentiment classification on the target domain data. Given a source domain dataset \( D_s = \{(x_s^i, a_s^i, y_s^i)\}_{i=1}^{N_s} \), target domain dataset \( D_t = \{(x_t^j, a_t^j)\}_{j=1}^{N_t} \), where \( x \) represents a sentence, \( a \) represents an aspect word in sentence \( x \), and \( y \) represents the sentiment label corresponding to aspect word \( a \). \( N_s \) represents the amount of data with sentiment labels in the source domain, and \( N_t \) represents the amount of data without sentiment labels in the target domain. Cross-domain tasks need to learn a sentiment classifier on \( D_s \) to achieve sentiment polarity classification for \( D_t \).

3.2. Algorithmic Framework. Based on the ideas of BERT, convolution model, and adversarial model, the model structure proposed in this paper is shown in Figure 1. In the model, the input data is a matrix of sentence word and aspect word representations in the source and target domain texts. Feature extraction consists of BERT and CNN sharing weights. First, the feature representation covering the semantic information of the sentence is extracted by the BERT model; then the CNN is combined to further extract the key local features in the feature representation. At the same time, the features with a large amount of sentence semantic information are further reduced in dimension; finally, the output feature of the CNN is used as the domain inputs to adversarial classifiers and sentiment classifiers. The domain adversarial classifier is used to achieve domain confusion, and the sentiment classifier is used to achieve aspect-level sentiment classification of the data.

In order to improve the performance of the CNN in Figure 1, we have modified the structure of the CNN, and the modified results are shown in Figure 2. As shown in Figure 2, we have improved the CNN and added a gated activation unit in CNN. When the aspect information and emotional information pass through the activation unit, the model will give emotional words with closer aspect information high weights to improve the classification accuracy of aspect-level sentiment analysis. On the contrary, if the relationship between the two is far away, the weight given to the emotional word may be very small or 0.

During model training, the data in the source domain is extracted into the sentiment classifier after feature extraction, while the data in the target domain is combined with the features extracted in the source domain after extraction, and then used as the input of the domain adversarial classifier. The error pooled values of the sentiment classifier and the domain adversarial classifier are back-passed to enable the updating and optimization of model parameters, thereby training a model with cross-domain analysis capabilities.

3.3. Implementation Process

3.3.1. BERT. BERT is modeled through a self-attention mechanism, which can directly obtain the global information of the text. BERT can better express the complete semantic information of the sentence, and can also directly find the correlation features between words from the global word features.

In general, BERT is applied to sentence-level sentiment classification, which is defined as a single-sentence classification task. However, in aspect-level sentiment analysis, the same sentence can express different views on different aspects, and express different sentiments. Traditional sentence-level sentiment classification is limited. For example, in the evaluation text, “This restaurant is so delicious, but the attitude of the waiter is too cold”, the emotional polarity for “taste” is positive, and the emotional polarity for “service” is negative, while the emotional polarity for the “environment” aspect is neutral.

To address this issue, this paper considers aspect-level sentiment classification as a sentence pair classification task. In text representation, the special token “[CLS]” (classification) is placed at the beginning of the sequence, and the special token [SEP] is placed in front of the sentence. A sequence sentence pair is formed by the combination of aspect-level corpus and sentence-level corpus, which is vectorized as the input value of BERT. The basic idea is as follows:

First, suppose that an aspect is represented as \( \{w_1, w_2, \ldots, w_N\} \) and a sentence is represented as \( \{w_1, w_2, \ldots, w_N\} \). The input sequence is combined using aspects and sentences, and the special token “[CLS]” is placed at the beginning of the sequence, and the special token [SEP] is placed in front of the sentence, forming a sequence of sentence pairs. The expression method is shown in the following formula:

\[
I_A = \{ [CLS], w_1, w_2, \ldots, w_N, [SEP], w'_1, w'_2, \ldots, w'_N, [SEP] \}.
\] (3)

Then, the input sequence is encoded with BERT, and the output vector corresponding to “[CLS]” is represented as an aspect-level sentence. The use of BERT is shown in the following formula:

\[
T_{[CLS]} = BERT(I_A).
\] (4)

Finally, the input of aspect-level sentence representation is performed by a classifier consisting of convolutional layers and Softmax layers for sentiment classification.
3.3.2. CNN Text Convolution Process. After obtaining the output value of BERT, the text convolution structure is used to convolve the output value of BERT, which can not only extract better local text features, but also reduce the dimension of shared emotional features. For each BERT output vector T[CLS] input to the convolutional neural network, the modified CNN is used for convolution processing. During the convolution process, convolution kernels of different sizes are selected to obtain the output value $R$ of the convolution, then the results are merged together to form the final feature after max pooling. The use of convolution is shown in the following formula:

$$ R = \text{Conv}(W_T T[CLS] + b_T). $$

3.3.3. Sentiment Classifier. If only the domain classifier exists, there is no guarantee that the information extracted by the feature extraction module is valid. In order to ensure that the information extracted by the feature extraction module can be used for classification, it is also necessary to rely on a category classifier, which is a sentiment classifier in the current task. The classification accuracy is ensured by supervised training using the sentiment-labeled data in the source domain.

The sentiment classifier is only for the source domain dataset, and the text representation of the source domain is the value obtained after convolution pooling, which is input to Softmax for predicting sentiment classification. The classification is performed as shown in the following formula:

$$ y = \text{Softmax}(W_R R + b_R). $$

3.3.4. Domain Confrontation. Domain confrontation is to generalize the feature properties of the source domain to the target domain, so that the classifier cannot distinguish whether the feature is from the source domain or the target domain, so as to realize the confusion of domain features. In this paper, after the features are extracted from the source domain and the target domain through the feature extractor, while training the source domain sentiment classifier, the features extracted from different domains are input together into the domain classifier for domain classification. Logistic regression is used to build a domain classifier as a domain adversarial structure, and the domain classifier cannot distinguish whether the features are from the source domain or the target domain, so as to achieve the effect of domain confrontation and make the extracted shared sentiment features similar. Assuming that the feature vector of the source domain text after passing through BERT-CNN is HS, and the feature vector of the target domain text passing through BERT-CNN is HT, the two are combined according...
to formula (7). Then the gradient reversal layer GRL (Gradient Reverse Layer) runs on HD, and the predicted domain category label is shown in the following formula:

\[ H^D = H^T \oplus H^T, \quad (7) \]

\[ \hat{y}^d = \text{soft max} \left( W^d \text{GRL} \left( H^D \right) + b^d \right). \quad (8) \]

3.3.5. Objective Function. During the training process of the overall model, the two loss functions are merged together to form the final objective function of the model. One loss function is the training objective function of sentiment classifier, used for sentiment classification; one loss function is the objective function used for domain adversarial training, which is used to achieve domain adaptation. The labels of the sentiment classifier can only come from the source domain, while the label information of the domain confrontation is a mixture of the source domain and target domain labels. All parameters are updated through the back-propagation algorithm. The loss function is shown in the following formula:

\[ \min L = \sum_{d=1}^{N} L^d_{\text{senti}} + \beta L_{\text{domain}}. \quad (9) \]

Here, \( L \) represents the loss function, \( d \) represents the number of domains, \( L_{\text{domain}} \) represents the loss function of the sentiment classifier, \( \beta \) is used to control the magnitude of the error provided by the domain adversarial, and \( L_{\text{domain}} \) represents the objective function of domain adversarial training.

4. Experiment and Result Analysis

4.1. Experimental Data Set. The public data set is the Amazon product review dataset provided by Li et al. [36], which contains reviews of specific products in 5 different fields, such as Books, DVD disk, Electronics, Kitchen appliances, and Videos. The data for each of these domains contains 6000 tagged reviews (3000 positive reviews and 3000 negative reviews), in addition to multiple reviews with no sentiment polarity tags. Detailed statistics for each domain in the datasets are shown in Table 1.

Since the existing sentiment analysis corpus cannot fully meet the needs of this research, we manually annotated the selected Amazon product review dataset to create a data set suitable for cross-domain aspect-level sentiment analysis tasks. The specific method is to analyze the aspect information and sentiment information on the basis of the sentence-level sentiment analysis public data set, extract the aspect words, and mark the sentiment expressed in the sentence for the aspect. In order to avoid the problems of insufficient training data, different distributions or imbalanced data categories affecting the performance of the model, the corpus created in this research has been manually screened, and the amount of data in each domain and the number of positive and negative labels are basically balanced.

In the experiment, one data set in five different fields is used as the source domain data set, and the other four datasets are used as the target domain data set. The data is divided into training set and test set. The source domain and target domain are trained with 2000 positive texts and 2000 negative texts, respectively. All 6000 pieces of target domain data are used for target domain sentiment polarity prediction during testing.

In this experiment, Bert-base is set as the basic model, and the learning rate is set as 2e-5, which will be used to fine tune and emotion classification process. The development environment is Python 3.6 and tensorflow 1.12.0.

4.2. Evaluating Indicator. In the experiment of this paper, the accuracy rate \( \text{Acc} \) and F1 value are used as evaluation indicators. The accuracy rate represents the ratio of the number of samples correctly classified by the classifier to the total number of samples for a given test data set. The F1 value is a concept proposed on the basis of Precision and Recall to evaluate Precision and Recall as a whole. The F1 value is the harmonic mean of precision and recall.

The calculation of the accuracy rate \( \text{Acc} \) is shown in the following formula:

\[ \text{Acc} = \frac{\sum_{i=1}^{N} \text{1[}y_i = \hat{y}_i\text{]} \cdot N}{N} \quad (10) \]

where \( \hat{y}_i \) is the predicted label of the data sample, \( y_i \) is the actual label of the data sample, and \( N \) is the size of the test set.

The evaluation index of data is generally based on the confusion matrix shown in Table 2. The description of TP, TN, FN, and FP is shown below.

(i) True Positive (TP): It is judged to be a positive sample, and in fact it is a positive sample.

(ii) True Negative (TN): It is judged to be a negative sample and in fact it is a negative sample.

(iii) False Negative (FN): It is judged to be a negative sample, but in fact it is a positive sample.

(iv) False Positive (FP): It is judged to be a positive sample, but in fact it is a negative sample.

Precision represents the proportion of true cases among the predicted positive cases (true cases + false positive cases). The calculation method is shown in the following formula:

\[ \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \quad (11) \]

The recall rate represents the proportion of true examples in all actual positive examples (true examples + false negative examples). The calculation method is shown in the following formula:

\[ \text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (12) \]

The F1 value is represented by the harmonic average of the precision rate and the recall rate, which is a
comprehensive reflection of the precision rate and the recall rate. The calculation method is shown in the following formula:

$$F_1 \text{Score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}$$  \hspace{1cm} (13)

4.3. Experimental and Results Analysis

4.3.1. Ablation Experiment. Ablation study refers to understanding the effect of a component on the entire system by studying the performance of an AI system after removing a component. Ablation study requires the system to exhibit graceful degradation: even if a component is lost or weakened, the system can continue to operate while maintaining functionality.

To examine the superiority of aspect-level cross-domain sentiment analysis methods, we conduct two types of ablation experiments on our method. Among them, Experiment 1 explores the advantages of aspect-level sentiment analysis results preprocessed by BERT compared to sentence-level sentiment analysis without BERT preprocessing; Experiment 2 explores the advantages of aspect-level sentiment analysis with gated activation unit compared to sentence-level sentiment analysis without gated activation unit.

The results of Experiment 1 are shown in Table 3. Here, “source” represents source domain and “target” represents target domain. “B” represents “Books”, “D” represents DVD disk, “E” represents Electronics, “K” represents Kitchen appliances, and “V” represents Videos. “NO” indicates the accuracy and F1 value of the model without BERT preprocessing. “YES” indicates the accuracy and F1 value of our model with BERT preprocessing. It can be seen that after preprocessing with BERT, the aspect-level cross-domain sentiment analysis results are better than the aspect-level sentiment analysis without BERT preprocessing in most experiments. The reason is that BERT can mine the semantic information of sentences. For different aspects, the emotional information has a stronger pertinence, which is more conducive to aspect-level sentiment classification. Therefore, it can be concluded that BERT can help the model to better understand sentence semantics, thereby improving the classification accuracy.

The results of Experiment 2 are shown in Table 4. “No” indicates the corresponding accuracy and F1 value of the model without gated activation unit, and “YES” indicates the classification accuracy and F1 value of the model proposed in this paper (with gated activation unit). It can be seen that aspect-level sentiment analysis results with gated units are superior to sentence-level sentiment analysis without gating. The reason is that in the classification algorithm with gated activation unit, the gating unit will select the emotional feature according to the aspect information, weight, which is beneficial to get better classification results. However, when the gating unit is turned off, the correlation between emotional features and aspect information is not fully expressed. Since there is no weighting based on features, it is not conducive to the classification of sentences with complex emotions, and the classification accuracy is low.

4.3.2. Comparing Experiments with Other Methods. In the experimental dataset, the method proposed in this paper is compared with the experimental results of the following methods.

SCL-ML [37]: The method first uses the interaction information to construct the pivot feature, and then calculates the correlation between the pivot feature and the nonpivot feature of the source domain and the target domain, respectively.

ITIAD [38]: The method processes the common features of the source domain and the target domain, and applies these features to perform cross-domain sentiment classification.

CGRU [39]: This method is a combination of Convolutional Neural Network (CNN) and Gated Recurrent Unit (GRU), utilizing the local features generated by CNN and the long-term dependency learned by GRU.

Table 5 shows the accuracy comparison results of our method and other methods under the experimental data set. According to the data in Table 5, it can be seen that the aspect-level cross-domain sentiment analysis method proposed in this paper achieves the best results, surpassing several other classic cross-domain sentiment classification models. Compared with the SCL-ML, ITIAD, and CGRU methods, the average accuracy of our method is improved by 6.4%, 4.1%, and 2.0%, respectively [40].

| Domain  | Positive comments | Negative comments | Unmarked comments |
|---------|------------------|------------------|------------------|
| Book    | 3000             | 3000             | 9750             |
| DVD     | 3000             | 3000             | 11843            |
| Electronics | 3000     | 3000             | 17009            |
| Kitchen | 3000             | 3000             | 13856            |
| Videos  | 3000             | 3000             | 30180            |

**Table 1: Statistical information of datasets.**

**Table 2: Confusion matrix.**

| Category       | Actual positive class | Actual negative class |
|----------------|-----------------------|-----------------------|
| Experimental positive class | TP | FN |
| Experimental negative class | FP | TN |

**Note:**

- **Source:** Represents source domain and “target” represents target domain. “B” represents “Books”, “D” represents DVD disk, “E” represents Electronics, “K” represents Kitchen appliances, and “V” represents Videos. “NO” indicates the accuracy and F1 value of the model without BERT preprocessing. “YES” indicates the accuracy and F1 value of our model with BERT preprocessing. It can be seen that after preprocessing with BERT, the aspect-level cross-domain sentiment analysis results are better than the aspect-level sentiment analysis without BERT preprocessing in most experiments. The reason is that BERT can mine the semantic information of sentences. For different aspects, the emotional information has a stronger pertinence, which is more conducive to aspect-level sentiment classification. Therefore, it can be concluded that BERT can help the model to better understand sentence semantics, thereby improving the classification accuracy.

The results of Experiment 2 are shown in Table 4. “No” indicates the corresponding accuracy and F1 value of the model without gated activation unit, and “YES” indicates the classification accuracy and F1 value of the model proposed in this paper (with gated activation unit). It can be seen that aspect-level sentiment analysis results with gated units are superior to sentence-level sentiment analysis without gating. The reason is that in the classification algorithm with gated activation unit, the gating unit will select the emotional feature according to the aspect information, weight, which is beneficial to get better classification results. However, when the gating unit is turned off, the correlation between emotional features and aspect information is not fully expressed. Since there is no weighting based on features, it is not conducive to the classification of sentences with complex emotions, and the classification accuracy is low.

In the experimental dataset, the method proposed in this paper is compared with the experimental results of the following methods.

- **SCL-ML [37]:** The method first uses the interaction information to construct the pivot feature, and then calculates the correlation between the pivot feature and the nonpivot feature of the source domain and the target domain, respectively.

- **ITIAD [38]:** The method processes the common features of the source domain and the target domain, and applies these features to perform cross-domain sentiment classification.

- **CGRU [39]:** This method is a combination of Convolutional Neural Network (CNN) and Gated Recurrent Unit (GRU), utilizing the local features generated by CNN and the long-term dependency learned by GRU.

Table 5 shows the accuracy comparison results of our method and other methods under the experimental data set. According to the data in Table 5, it can be seen that the aspect-level cross-domain sentiment analysis method proposed in this paper achieves the best results, surpassing several other classic cross-domain sentiment classification models. Compared with the SCL-ML, ITIAD, and CGRU methods, the average accuracy of our method is improved by 6.4%, 4.1%, and 2.0%, respectively [40].
Table 6 shows the F1 value comparison results of our method and other methods under the experimental dataset. According to the data in the table, it can be seen that the aspect-level cross-domain sentiment analysis method proposed in this paper achieves the best results, surpassing several other classic cross-domain sentiment classification models. Compared with the SCL-ML, ITIAD, and CGRU methods, the average F1 value of our method is improved by 5.7%, 3.6%, and 1.9%, respectively.

It shows that the model proposed in this paper can better extract the features of text compared with these classic methods. This is because: (1) the model in this paper uses Bert for preprocessing, which can better express the complete semantic information of sentences, and also directly find the correlation features between words from the global word features. (2) The model in this paper improves CNN by adding a gated activation unit, which can improve the weight of emotional words closely related to aspect information and help to improve the accuracy.

On the one hand, it verifies the feasibility of fine-grained cross-domain sentiment analysis, and on the other hand, it also verifies the advanced nature of the algorithm in this...
paper. The problem that it is difficult to obtain good classification results due to less labeled data in the target domain is improved, and the model can perform well in many fields.

5. Conclusion

In this paper, a BERT-based aspect-level sentiment analysis algorithm for cross-domain text is proposed to achieve fine-grained sentiment analysis of cross-domain text. The BERT structure is used to extract sentence-level and aspect-level representation vectors, an improved convolutional neural network is used to extract local features, and domain adversarial neural network is used to make the feature representation extracted from different domains as indistinguishable as possible. The experimental results show that the proposed algorithm has good performance. In many current application scenarios, the pretrained model contains a lot of knowledge, and it is an interesting direction to build an emotional knowledge graph through the pretrained model. Most of the current work focuses on how to build a
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Table 6: F1 value of different methods.
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5. Conclusion

In this paper, a BERT-based aspect-level sentiment analysis algorithm for cross-domain text is proposed to achieve fine-grained sentiment analysis of cross-domain text. The BERT structure is used to extract sentence-level and aspect-level representation vectors, an improved convolutional neural network is used to extract local features, and domain adversarial neural network is used to make the feature representation extracted from different domains as indistinguishable as possible. The experimental results show that the proposed algorithm has good performance. In many current application scenarios, the pretrained model contains a lot of knowledge, and it is an interesting direction to build an emotional knowledge graph through the pretrained model. Most of the current work focuses on how to build a
knowledge graph model, but few researchers focus on building a knowledge graph for sentiment analysis tasks. The following work will focus on the research of sentiment analysis based on knowledge graph.

**Data Availability**

The datasets used and/or analyzed during the current study are available from the corresponding author on reasonable request.

**Conflicts of Interest**

It is declared by the authors that this article is free of conflicts of interest.

**Acknowledgments**

This work was supported by the Natural Science Basic Research Program of Shaanxi (Program No. 2022JM-339) and Shangluo Universities Key Disciplines Project, discipline name: Computer Science and Technology.

**References**

[1] P. T. Metaxas and E. Mustafaraj, “Social media and the elections,” *Science*, vol. 338, no. 6106, pp. 472–473, 2012.

[2] C. J. Zhao, S. G. Wang, and D. Y. Li, “Research progress on cross-domain text sentiment classification,” *Ruan Jian Xue Bao/Journal of Software*, vol. 31, no. 6, pp. 1723–1746, 2020.

[3] Z. Yan-Yan, Q. Bing, and L. Ting, “Sentiment analysis,” *Journal of Software*, vol. 21, no. 8, pp. 1834–1848, 2010.

[4] S. Tan, X. Cheng, and Y. Wang, “Adapting naive bayes to domain adaptation for sentiment analysis,” in *Proceedings of the European Conference on Information Retrieval*, pp. 337–349, Springer, Berlin, Germany, April 2009.

[5] Y. Bao, N. Collier, and A. Datta, “A partially supervised cross-collection topic model for cross-domain text classification,” in *Proceedings of the 22nd ACM Int’l Conf. on Information & Knowledge Management*, pp. 239–248, ACM, October 2013.

[6] S. J. Pan and Q. Yang, “A survey on transfer learning.” *IEEE Transactions on Knowledge and Data Engineering*, vol. 22, no. 10, pp. 1345–1359, 2009.

[7] R. Remus, “Domain adaptation using domain similarity and domain complexity-based instance selection for cross-domain sentiment analysis,” in *Proceedings of the 12th Int’l Conf. on Data Mining Workshops (ICDMW)*, pp. 717–723, IEEE, Brussels, Belgium, December 2012.

[8] R. Xia, C. Zong, X. Hu, and E. Cambria, “Feature ensemble plus sample selection: domain adaptation for sentiment classification,” *IEEE Intelligent Systems*, vol. 28, no. 3, pp. 10–18, 2013.

[9] T. Al-Moslimi, N. Omar, M. Albared, and A. Al-Shabib, “Feature transfer through new statistical association measure for cross-domain sentiment analysis,” *Journal of Engineering and Applied Sciences*, vol. 12, no. 1, pp. 164–170, 2017.

[10] J. Yu and J. Jiang, “Learning sentence embeddings with auxiliary tasks for cross-domain sentiment classification,” in *Proceedings of the 2016 Conf. on Empirical Methods in Natural Language Processing*, pp. 236–246, ACL, Austin, November 2016.

[11] K. Zhang, H. F. Zhang, Q. Liu, H. K. Zhao, H. S. Zhu, and E. H. Chen, “Interactive attention transfer network for cross-domain sentiment classification,” in *Proceedings of the 33rd AAAI Conf. on Artificial Intelligence*, Honolulu, Hawaii, January 2019.

[12] J. Ji, C. Luo, and X. Chen, “Cross-Domain sentiment classification via a bifurcated-LSTM,” in *Proceedings of the Pacific-Asia Conf. on Knowledge Discovery and Data Mining*, pp. 681–693, Springer-Verlag, VIC, Australia, June 2018.

[13] Y. Zhang, D. Miao, and J. Wang, “Hierarchical attention generative adversarial networks for cross-domain sentiment classification,” 2019, http://arxiv.org/abs/1903.11334.

[14] W. Liu and X. Fu, “Introduce more characteristics of samples into cross-domain sentiment classification,” in *Proceedings of the 24th Int’l Conf. on Pattern Recognition (ICPR)*, pp. 25–30, IEEE, Beijing, China, 20 August 2018.

[15] O. Abdelwahab and A. Elmaghrawy, “Deep learning based vs. Markov chain based text generation for cross domain adaptation for sentiment classification,” in *Proceedings of the IEEE Int’l Conf. on Information Reuse and Integration (IRI)*, pp. 252–255, IEEE, Salt Lake City, UT, USA, 6 July 2018.

[16] G. Cai, Q. Lin, and N. Chen, “Cross-Domain text sentiment classification based on wasserstein distance,” in *Proceedings of the Int’l Conf. on Security with Intelligent Computing and Big-data Services*, pp. 280–291, Springer-Verlag, Cham, 2018.

[17] S. Yang, J. Wang, B. Deng, M. R. Arghadi, and B. Linares-Barranco, “Neuromorphic context-dependent learning framework with fault-tolerant spike routing,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 2021, pp. 1–15, 2021.

[18] J. Mou, P. Duan, L. Gao, X. Liu, and J. Li, “An effective hybrid collaborative algorithm for energy-efficient distributed permutation flow-shop inverse scheduling,” *Future Generation Computer Systems*, vol. 128, pp. 521–537, 2022.

[19] Z. G. Xiong, X. Li, X. M. Zhang et al., “A service pricing-based two-stage incentive algorithm for socially aware networks,” *Journal of Signal Processing Systems*, vol. 2022, 2022.

[20] W. Yang, X. Chen, Z. Xiong, Z. Xu, G. Liu, and X. Zhang, “A privacy-preserving aggregation scheme based on negative survey for vehicle fuel consumption data,” *Information Sciences*, vol. 570, pp. 526–544, 2021.

[21] S. Liu, X. He, F. T. S. Chan, and Z. Wang, “An extended multi-criteria group decision-making method with psychological factors and bidirectional influence relation for emergency medical supplier selection,” *Expert Systems with Applications*, vol. 202, Article ID 117414, 2022.

[22] W. Zheng, X. Tian, B. Yang et al., “A few shot classification methods based on multiscale relational networks,” *Applied Sciences*, vol. 12, no. 8, 2022.

[23] W. Zheng and L. Yin, “Characterization inference based on joint-optimization of multi-layer semantics and deep fusion matching network,” *PeerJ Computer Science*, vol. 12, 2022.

[24] Y. Kim, “Convolutional neural networks for sentence classification,” in *Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing*, Doha, Qatar, pp. 1746–1751, ACL, Stroudsburg, October 2014.

[25] W. Yang and J. Wang, “Attention-based LSTM for target-dependent sentiment classification,” in *Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence*, pp. 5013-5014, Palo Alto: AAAI, San Francisco, California USA, February 2017.

[26] D. Y. Tang, B. Qin, and T. Liu, “Aspect level sentiment classification with deep memory network,” in *Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing*, pp. 214–224, Stroudsburg: ACL, Austin, November 2016.
[27] W. Zheng, Y. Zhou, S. Liu, J. Tian, B. Yang, and L. Yin, “A deep fusion matching network semantic reasoning model,” *Applied Sciences*, vol. 12, no. 7, p. 3416, 2022.

[28] H. Tian, Y. Qin, Z. Niu, L. Wang, and S. Ge, “Summer maize mapping by compositing time series Sentinel-1A imagery based on crop growth cycles,” *Journal of the Indian Society of Remote Sensing*, vol. 49, no. 11, pp. 2863–2874, 2021.

[29] H. Tian, Y. Wang, T. Chen, L. Zhang, and Y. Qin, “Early-Season mapping of winter crops using Sentinel-2 optical imagery,” *Remote Sensing*, vol. 13, no. 19, p. 3822, 2021.

[30] J. Yu, L. Lu, Y. Chen, Y. Zhu, and L. Kong, “An indirect eavesdropping attack of keystrokes on touch screen through acoustic sensing,” *IEEE Transactions on Mobile Computing*, vol. 20, no. 2, pp. 337–351, 2021.

[31] K. Sun, R. Zhang, and S. Mensah, “Aspect-level sentiment analysis via convolution over dependency tree,” in *Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP)*, pp. 5679–5688, Stroudsburg: ACL, Hong Kong, China, November 2019.

[32] M. Oquab, L. Bottou, and I. Laptev, “Learning and transferring mid-level image representations using convolutional neural networks,” in *Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition*, vol. 2014, pp. 1717–1724, 2014.

[33] K. Weiss, T. M. Khoshgoftaar, and D. D. Wang, “A survey of transfer learning,” *Journal of Big Data*, vol. 3, no. 1, pp. 1–40, 2016.

[34] Y. Yi and G. Doretto, “Boosting for transfer learning with multiple sources,” in *Proceedings of the 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, pp. 1855–1862, IEEE, San Francisco, CA, USA, 13 June 2010.

[35] G. Ozbulak, Y. Aytar, and H. K. Ekenel, “How transferable are CNN-based features for age and gender classification?” in *Proceedings of the 2016 International Conference of the Biometrics Special Interest Group (BIOSIG)*, pp. 1–6, IEEE, Darmstadt, Germany, 21 September 2016.

[36] Z. Li, Y. Wei, Y. Zhang, and Q. Yang, “Hierarchical attention transfer network for cross-domain sentiment classification,” in *Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence*, January 2018.

[37] J. Blitzer, M. Dredze, and F. Pereira, “Biographies, Bollywood, boom-boxes and blenders: domain adaptation for sentiment classification,” in *Proceedings of the 45th annual Computer Engineering and Applications meeting of the association of computational linguistics*, pp. 440–447, Prague, Czech, June 2007.

[38] R. Sharma, P. Bhattacharyya, and S. Dandapat, “Identifying transferable information across domains for cross-domain sentiment classification,” in *Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers)*, pp. 968–978, Association for Computational Linguistics, Melbourne, Australia, July 2018.

[39] N. Zhao, H. Gao, X. Wen, and H. Li, “Combination of convolutional neural network and gated recurrent unit for aspect-based sentiment analysis,” *IEEE Access*, vol. 9, pp. 15561–15569, 2021.

[40] L. Wang, Y. S. Feng, Y. Hong, and R. F. He, “natural language processing and Chinese computing,” in *Proceedings of the Part 1 10th CCF International Conference, NLPCC 2021*, Qingdao, China, October 2021.