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Abstract

Non-parametric estimation of functions as well as their derivatives by means of local-polynomial regression is a subject that was studied in the literature since the late 1970’s. Given a set of noisy samples of a \(C^k\) smooth function, we perform a local polynomial fit, and by taking its \(m\)-th derivative we obtain an estimate for the \(m\)-th function derivative. The known optimal rates of convergence for this problem for a \(k\)-times smooth function \(f : \mathbb{R}^d \to \mathbb{R}\) are \(n^{-\frac{k}{2k+d}}\). However in modern applications it is often the case that we have to estimate a function operating to \(\mathbb{R}^D\), for \(D \gg d\) extremely large. In this work, we prove that these same rates of convergence are also achievable by local-polynomial regression in case of a high dimensional target, given some assumptions on the noise distribution. This result is an extension to Stone’s seminal work from 1980 to the regime of high-dimensional target domain. In addition, we unveil a connection between the failure probability \(\varepsilon\) and the number of samples required to achieve the optimal rates.

1 Introduction

The problem of non-parametric estimation of functions is very well studied in the literature [9, 12, 18, 19, 20, 21]. The goal is to estimate a function \(f : \mathbb{R}^d \to \mathbb{R}\) given a sample \((X, Y)\) drawn from some joint distribution, where \(X \in \mathbb{R}^d\) represents the domain of \(f\) and \(Y \in \mathbb{R}\) are noisy evaluations of \(f(x)\) at the sampled sites \(\{x_i\}_{i=1}^n \subset \mathbb{R}^d\).

One of the most common approaches to perform such an estimation is through Local Polynomial Regression [7, 17]. Explicitly, in order to estimate a \(k\)-times smooth function \(f \in C^k\) at some point \(\xi\) we look for a polynomial \(\pi^* \in \Pi_{k-1}^{d-1}\) of degree less than or equal to \((k-1)\) operating from a \(d\)-dimensional domain to \(\mathbb{R}\), and which solves the following minimization problem

\[
\pi^*_\xi(x) = \arg\min_{\pi \in \Pi_{k-1}^{d-1}} \frac{1}{|I_{\xi,n}|} \sum_{i \in I_{\xi,n}} |y_i - \pi(x_i - \xi)|^2, \tag{1}
\]
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where $I_{\xi,n} = \{i \mid \|\xi - x_i\| \leq \epsilon_n\}$, $\epsilon_n$ is a bandwidth parameter that will be discussed at more length later on, and $|I_\xi|$ represents the number of elements in $I_\xi$. Then, the estimation of $f(\xi)$ is given by $\pi^*_\xi(0)$.

This local polynomial mechanism described for function estimation is also used to estimate differential functionals $[12, 18, 19]$. Let $\alpha = (\alpha_1, \ldots, \alpha_d)$ be an integer valued multi-index, and define

$$|\alpha| = \sum_{j=1}^{d} \alpha_j,$$

$$x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_d^{\alpha_d},$$

$$\partial^\alpha = \partial_{x_1}^{\alpha_1} \cdots \partial_{x_d}^{\alpha_d}.$$  

And, define $L$ to be the following differential operator of degree $m$

$$L = \sum_{|\alpha| \leq m} c_\alpha \partial^\alpha. \quad (2)$$

Then the differential functional of degree $m$ defined by

$$T_\xi(f) = L[f](\xi), \quad (3)$$

can be estimated based upon $n$ evaluations of the function $f$ by

$$T_\xi(f) \approx \hat{T}_{\xi,n} \triangleq L[\pi^*_\xi](0). \quad (4)$$

This estimator have been investigated by Stone in $[18]$ where he proved that it converges point-wise to the exact value at a rate of $O(n^{-\frac{k}{m+2}})$. Stone gave a global convergence analysis as well to this problem in $[19]$. Later, Ruppert and Wand showed explicit Mean Squared Error (MSE) analysis, with explicit optimal bandwidth computation for the case of function estimation $[12]$. In addition, they analyze there the convergence of the derivative estimation in the limited case of $d = 1$.

However, in modern Big-data related problems it is often the case that functions have a high dimensional target. Therefore, many works concern some type of regression in high dimensional space $[2, 5, 8, 11, 13, 14, 16]$. Furthermore, in $[11, 3, 6, 15]$, the estimation of low dimensional manifolds embedded in very high dimensional domain is performed by means of non-parametric estimation. Thus, it raises the interest in cases where $f$ operates from $\mathbb{R}^d$ to $\mathbb{R}^D$, where $D \gg d$, and $L[f]$ of Eq. (3), receives a vector form.

The main result of this current work is the generalization of Stone’s point-wise convergence analysis presented in $[18]$ to the vector-valued case. Differently from Stone, for simplicity we limit the class of functions we analyze to $k$-times smooth functions. Be that as it may, this restriction can be removed to handle the same class of functions handled by Stone without changing the proofs significantly. This extension may seem at first glance as trivial by estimating each coordinate separately and using the union bound. However, since we assume that the target domain is of very large dimension, taking such a naive approach will result with bounds depending strongly on $D$. Below we show that under certain noise assumptions (e.g., for noise uniformly distributed in a $\sigma$ ball, or a Gaussian noise with expected noise norm of $\sigma$) the convergence rates are maintained and there is no dependency in $D$. Furthermore, in addition to the extension of Stone’s result we unveil the relationship between the number of samples
needed and the fail probability $\varepsilon$. This is done through a generalization of the median trick [4] and may be of independent interest to the reader.

The convergence rates reported here for the vector-valued case aligns with the optimal rates of scalar-valued function estimation shown in [18]. In other words, our work shows achievability of these same rates for the vector-valued case. Thus, as a by-product, we get that under our noise assumptions the optimal convergence rates are the same as the scalar-valued ones and we show that they are achievable by local polynomial regression.

2 Algorithm description

The algorithm we present here is a generalization of the local polynomial regression to vector valued functions. For any $C^k$ function $f : \mathbb{R}^d \to \mathbb{R}^D$, and $L$ a differential operator of degree $m$ (see [2]) we define the vector-valued functional $T$ by

$$T(f) = L[f](0).$$

Note, that there is a slight discrepancy in notation from [3]. This difference comes from the fact that we analyze the convergence point-wise, and thus we consider the operator evaluated only at zero (an exact analysis could be done near any point $\xi \in \mathbb{R}^d$).

Our goal is to provide $\hat{T}_n$ an estimate of $T(f)$ based on $n$ noisy samples of $f$ through applying $T$ on the local polynomial regression of $f$. In other words, we define $\pi^* \in \Pi^{d-D}_{k-1}$ the vector valued polynomial regression of degree $k-1$ operating from $\mathbb{R}^d$ to $\mathbb{R}^D$ through the minimization problem

$$\pi^*(x) = \arg\min_{\pi \in \Pi^{d-D}_{k-1}} \frac{1}{|I_n|} \sum_{i \in I_n} \| y_i - \pi(x_i) \|^2,$$

where $I_n = \{ i \mid \| x_i \| \leq \epsilon_n \}$, and the bandwidth $\epsilon_n$ is chosen such that

$$0 < \lim_{n \to \infty} n^{\frac{1}{k+m}} \epsilon_n < \infty.$$

Then, the estimation of $T(f)$ is defined by

$$T(f) \approx \hat{T}_n \overset{\Delta}{=} T(\pi^*).$$

As shown in Theorem 3.1 for any $\varepsilon$ there are $N_\varepsilon$ and $C_\varepsilon$ large enough such that for all $n > N_\varepsilon$ the error of this algorithm is bounded by $C_\varepsilon n^{-\frac{k+m}{k+m}}$ with probability of $1 - \varepsilon$. The steps of this algorithm are summarized in Algorithm 1.

| Algorithm 1: Vector valued function estimation |
|-----------------------------------------------|
| 1: **Input:** \{ $x_i$ \}_{i=1}^n \subset \mathbb{R}^d \<br> \{ $y_i$ \}_{i=1}^n \subset \mathbb{R}^D \<br> 2: **Output:** $\hat{T}_n \in \mathbb{R}^D$ Estimation of $L[f](0)$. |
| 3: Compute $\pi^*$ as in Eq. (5) |
| 4: Evaluate $T$ on $\pi^*$. |
| 5: return $\hat{T}_n = T(\pi^*)$. |
Unfortunately, Theorem 3.1 does not give us direct connection between the failure probability $\epsilon$ and $C_\epsilon$, $N_\epsilon$. For this reason we introduce a variant of the algorithm in Algorithm 2. Theorem 3.2 unveils the explicit connection between $\epsilon$, the failure probability of the algorithms and the required number of samples $N_\epsilon$ as well as the coefficient $C_\epsilon$.

**Algorithm 2** Vector valued median trick

1: **Input:** \( \{x_i\}_{i=1}^n \subset \mathbb{R}^d \) 
   \( \{y_i\}_{i=1}^n \subset \mathbb{R}^D \)
2: **Output:** $\hat{T}_n \in \mathbb{R}^D$ Estimation of $L[f](0)$.
3: Split the data into $\nu = O(\ln \frac{1}{\epsilon})$ equal parts.
4: Apply Algorithm 1 on each part to get $T_{1/\nu}^n, \ldots, T_{\nu/\nu}^n$.
5: Find a ball of radius $2^{C_\epsilon/2 \nu} \frac{1}{\sqrt{n}}$ that has more than half of the estimates $\hat{T}_{1/\nu}^n$ in it.
6: return $\hat{T}_n$ - the center of that ball.

### 3 Main Result

An important point in the high dimensional case is the noise distribution. That is, assuming that the noise is distributed in a “cube”-like region, will cause the volume of the sampled region to grow exponentially with $D$. To avoid such dependency on the dimension $D$, we require that the noise vector $Z \in \mathbb{R}^D$ will have a covariance matrix that satisfies $\| \text{cov}(Z) \|_{op} \leq \sqrt{\frac{\epsilon}{D}}$. Examples for such distributions include a uniform distribution on a sphere or ball of some radius $\sigma$. Another example is a symmetric vector valued normal distribution with a bounded expected value of the norm. Such a normal distribution will have a covariance matrix of $\sqrt{\epsilon} I_D$. In general, any spherically symmetric noise model, whose radial part have constant variance will fit our restrictions.

#### 3.1 Sampling assumptions and notations

We assume that there is a $C^k$ function $f : \mathbb{R}^d \rightarrow \mathbb{R}^D$. Let $(X, Y)$ be a pair of random variables such that $X$ in $\mathbb{R}^d$ and $Y$ in $\mathbb{R}^D$. Assume that the distribution of $X$ is absolutely continuous and that its density is bounded away from zero and from infinity on $U$, an open neighborhood of the origin of $\mathbb{R}^d$. We further assume that

$$f(x) = \mathbb{E}(Y \mid X = x).$$

Denote $Z = f(X) - Y$ to be the random noise. We assume that the noise covariance satisfies

$$\| \text{cov}(Z|X = x) \|_{op} = \| \text{cov}(Y|X = x) \|_{op} \leq \sqrt{c/D},$$

for some constant $c$.

Let $M$ be a matrix in $\mathbb{R}^{n \times m}$. Drawing inspiration from programming languages, we denote the matrix $ij$-th entry by $M[i,j]$, the $i$-th row of the matrix by $M[i,:]$ and the $j$-th column by $M[:,j]$. Furthermore, for convenience we refer to column vectors $v \in \mathbb{R}^D$ as matrices of size $D \times 1$, and its $i$-th coordinate by $v[i]$.

Throughout the paper we denote the standard Euclidean norm by $\| \cdot \|$ and the Euclidean operator norm by $\| \cdot \|_{op}$. 

4
3.2 The main theorems

We begin by showing, in Theorem 3.1, the convergence rates of Algorithm 1. Our proofs laid in Section 4.1 follow the footsteps of Stone’s seminal work [18] with the required adaptations for the high-dimensional case.

**Theorem 3.1.** Let \( f : \mathbb{R}^d \to \mathbb{R}^D \), \( X, Y, Z \) be as defined in the sampling assumptions in Section 3.1. Let \( L = \sum_{|\alpha| \leq m} c_\alpha \partial^\alpha \), where \( \alpha \) is an integer valued multi-index, and let \( T \) be the functional

\[
T(f) = L[f](0) \in \mathbb{R}^D.
\]

Given a sample \( \{(x_i, y_i)\}_{i=1}^n \) drawn i.i.d from \( (X, Y) \), we define the local polynomial regressor \( \pi^* \) of Eq. (5), where \( \epsilon_n \) is such that Eq. (6) holds. Furthermore, let us define the estimate

\[
\hat{T}_n = L[\pi^*](0) \in \mathbb{R}^D.
\]

Then, for any \( \varepsilon \) there is \( C \) and \( N \) large enough such that for any \( n > N \) we have

\[
\Pr(\|\hat{T}_n - T(f)\| > \frac{C_n}{n^r}) \leq \varepsilon,
\]

for \( r = \frac{k-m}{2k+d} \).

Unfortunately, Theorem 3.1 does not show an explicit connection between the failure probability \( \varepsilon \) and \( C_n, N_n \). For this reason we introduce the following theorem

**Theorem 3.2.** Under the assumptions of Theorem 3.1, Algorithm 2 results in an estimator \( \hat{T}_n \) such that for any \( n > N_n \) we have

\[
\Pr(\|\hat{T}_n - T(f)\| > \frac{C_n}{n^{r_m}}) \leq \varepsilon,
\]

for \( r_m = \frac{k-m}{2k+d} \),

\[ N_n = N_0 \ln \frac{1}{\varepsilon}, \]

and

\[ C_n = C_0 c_0^{r_m} \left( \ln \frac{1}{\varepsilon} \right)^{r_m}, \]

where \( C_0, c_0 \) and \( N_0 \) are some constants.

The proof is trivially followed from Theorem 3.1 and Lemma 3.3, a variant of the ”Median trick” [4].

**Lemma 3.3.** Let \( T \in \mathbb{R}^D \) be a value of interest that we are estimating using \( n \) data points. Assume that we have an estimator \( \hat{T}_n \) that satisfies: For any \( \varepsilon > 0 \) there are \( N_n \) and \( \hat{C}_n \) such that for any \( n > N_n \),

\[
\Pr(\|\hat{T}_n - T\| > \frac{\hat{C}_n}{n^r}) \leq \varepsilon.
\]

Then, there are global constants \( C_0, c_0 \) and \( N_0 \), such that for any \( \varepsilon > 0 \) and for any \( n > N_n \) Algorithm 2 returns \( \hat{T}_n \)

\[
\Pr(\|\hat{T}_n - T\| > \frac{C_n}{n^r}) \leq \varepsilon.
\]
where
\[ N_{\epsilon} = N_0 \ln \frac{1}{\epsilon}, \]
\[ C_{\epsilon} = C_0 \left( c_0 \ln \frac{1}{\epsilon} \right)^r \]

The proof of Lemma 3.3 is given in Section 4.2.

4 Proofs

For ease of notation we use the \( \mathcal{O}_p \) notation as defined below.

**Definition 1.** We say that \( X_n = \mathcal{O}_p(1) \) if for any \( \epsilon > 0 \) there are \( N, M > 0 \) such that
\[ P(|X_n| \geq M) < \epsilon \quad \text{for all} \quad n > N. \]

4.1 Proof of Theorem 3.1

Following the notation of Stone in [18], we define
\[ I_n = \{ i : 1 \leq i \leq n, \|x_i\| < \epsilon_n \}, \]
and denote by \( N_n \) the number of points in \( I_n \). Since the PDF of \( X \) is bounded away from 0 and infinity, we have that \( n\epsilon_n^d/N_n = \mathcal{O}_p(1) \). Thus, From Eq. (6) we get that \( n^{-2k}/N_n = \mathcal{O}_p(1) \) as well. Since \( \delta_n^k/\epsilon_n = \mathcal{O}_p(1) \) we have, similarly to equation (2.7) in [18], that
\[ \delta_n^{k-m} = n^{-r}\mathcal{O}_p(1) \quad (8) \]
and
\[ N_n^{-1}\delta_n^{-2m} = n^{-2r}\mathcal{O}_p(1) \quad (9) \]

Let \( \alpha = (\alpha_1, \ldots, \alpha_d) \) be a non-negative integer multi-index, and denote by \( A \) the set of all multi-indices
\[ A = \{ \alpha = (\alpha_1, \ldots, \alpha_d) \mid |\alpha| = \sum_{j=1}^d \alpha_j \leq k, \alpha_j \geq 0 \} \]

Let \( \mathcal{X}_n \in \mathbb{R}^{N_n \times |A|} \) be the matrix with entries
\[ \mathcal{X}_n[i, \alpha] = \frac{x_i^\alpha}{\delta_n^{|\alpha|}} \in \mathbb{R}, \]
where for \( v = (v_1, \ldots, v_d)^T \in \mathbb{R}^d \)
\[ v^\alpha = \prod_{j=1}^d v_j^{\alpha_j}. \]

Note, that
\[ (\mathcal{X}_n^T \mathcal{X}_n)[\alpha, \beta] = \sum_{i \in I_n} \frac{x_i^\alpha x_i^\beta}{\delta_n^{|\alpha|} \delta_n^{|\beta|}} \quad \alpha, \beta \in A. \]
Following Eq. (2.9) of [18], we have that

\[ N_n(\mathcal{X}_n^T \mathcal{X}_n)^{-1} = O_p(1). \]  

(10)

Define by \( f_k \) the vector valued \((k-1)\) degree Taylor approximation of \( f \) at 0. Let \( \mathcal{Y}_n \in \mathbb{R}^{N_n \times D} \) be the samples of \( f(x) \) corresponding to the sites \( x_i \) for \( i \in I_n \). Define \( \mathcal{J}_n, \mathcal{J}_kn, \mathcal{Z}_n \in \mathbb{R}^{N_n \times D} \) to be the samples of \( f(x), f_k(x), \) and the stochastic sample errors correspondingly; i.e.,

\[
\mathcal{J}_n[i, :] = f(x_i)^T \\
\mathcal{J}_kn[i, :] = f_k(x_i)^T \\
\mathcal{Z}_n = \mathcal{Y}_n - \mathcal{J}_n.
\]

We denote by \( \mathcal{Z}[i, j] \) the \( i, j \)th entry of \( \mathcal{Z}_n \). Furthermore, we note that each row of \( \mathcal{Z}_n \) (i.e. \( \mathcal{Z}[i, :] \)) is distributed like \( Z = Y - f(X) \) and from Eq. (7) we have that

\[ \| \text{cov}(\mathcal{Z}[i, :]|\mathcal{X}) \| \leq \sqrt{c/D}. \]  

(11)

Note, that

\[
\mathcal{J}_kn[i, j] = \sum_{|\alpha| \leq k} \frac{x_i^\alpha \partial^\alpha f(j)(0)}{|\alpha|!} = \sum_{|\alpha| \leq k} \left( \frac{x_i^\alpha}{\delta_n^{[\alpha]}} \right) \frac{\delta_n^{[\alpha]} \partial^\alpha f(j)(0)}{|\alpha|!}, \quad i \in I_n,
\]

where \( f(x) = (f^{(1)}(x), \ldots, f^{(D)}(x))^T \). From the fact that \( \mathcal{J}_kn \) are samples of the Taylor expansion of \( f(x) \) we get that

\[
((\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{J}_kn)[\alpha, j] = \frac{\delta_n^{[\alpha]}}{|\alpha|!} \partial^\alpha f(j)(0),
\]

since the Taylor polynomial minimizes the Least-Squares error.

Accordingly, we define \( \mathcal{L}_n \in \mathbb{R}^{|A|} \) by

\[
\mathcal{L}_n[\alpha] = \frac{|\alpha|!c_\alpha}{\delta_n^{[\alpha]}},
\]

(12)

where \( c_\alpha = 0 \) for \( m < |\alpha| \leq k \). Following these definitions, we have

\[
T(f)^T = \mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{J}_kn \in \mathbb{R}^{1 \times D}.
\]

In addition, from the definition of \( \pi^* \) in (5) we know that its coefficients in the basis \( \{ \frac{x_i^\alpha}{\delta_n^{[\alpha]}} \}_{\alpha \in A} \) solve the following Least-Squares equations

\[
\pi^* = (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{Y}_n \in \mathbb{R}^{|A|}.
\]

Thus, we have that

\[
\hat{T}_n^T = \mathcal{L}_n^T \tilde{\pi}^* = \mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{Y}_n \in \mathbb{R}^{1 \times D}.
\]

Since \( \mathcal{Y}_n = \mathcal{X}_n + \mathcal{J}_n \), we have,

\[
\hat{T}_n^T - T(f)^T = \underbrace{\mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n}_\text{stochastic error} + \underbrace{\mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T (\mathcal{J}_n - \mathcal{J}_kn)}_\text{Taylor estimation error}
\]
and by the triangle inequality, we get
\[ \|\hat{T}_n^T - T(f)^T\| \leq \|L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n\|_{\text{Err}_S} + \|L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T (\mathcal{J}_n - \mathcal{J}_{kn})\|_{\text{Err}_T} \] (13)

From Lemma 4.1 we have that
\[ \|\mathcal{J}_n[i, :] - \mathcal{J}_{kn}[i, :]\| \leq M\delta_n^k \]
where \(M\) is some constant. Thus, since \(\|x_i\| \leq \delta_n\), we have
\[ \|\mathcal{X}_n (\mathcal{J}_n - \mathcal{J}_{kn})[\alpha, :]\| = \|\sum_{i=1}^{N_n} \mathcal{X}_n [\alpha, i] (\mathcal{J}_n - \mathcal{J}_{kn})[i, :]\| \leq M \sum_{i \in I_n} \|x_i^{[\alpha]}\| \delta_n^k \leq M N_n \delta_n^k \]
for \(\alpha \in A\)

Therefore, from (8) and (10) we have that
\[ \text{Err}_T = \|L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T (\mathcal{J}_n - \mathcal{J}_{kn})\| \\
\leq \|L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1}\| \cdot \|\mathcal{X}_n^T (\mathcal{J}_n - \mathcal{J}_{kn})\| \\
\leq \|L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1}\| \cdot \|1MN_n\delta_n^k\| \\
= \|L_n^T N_n (\mathcal{X}_n^T \mathcal{X}_n)^{-1}\| \cdot \|1M\delta_n^k\| \\
= n^{-r}0_p(1), \] (14)

Where \(0\) is a vector of all ones. Now we concentrate on the stochastic part of Eq. (13), namely \(\text{Err}_S\). Note, that from the linearity of the expected value we get
\[ \mathbb{E}(L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n) = 0 \in \mathbb{R}^{1 \times D}. \] (15)

So, if we bound
\[ \text{Cov}(L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n) \]
we could use Chebyshev inequality. Since \(L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n \in \mathbb{R}^{1 \times D}\), we have from Eq. (15),
\[ \text{Cov}(L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n) = \mathbb{E}(L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n) \cdot L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{X}_n) = \mathbb{E}(F \mathcal{X}_n \mathcal{X}_n^T), \] (16)

where we define,
\[ F = (L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T) \cdot L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T. \]

Accordingly, although \(F \in \mathbb{R}^{N_n \times N_n}\), it is a rank-1 matrix, and thus, it can be written as
\[ F = \xi vv^T, \]

where \(\xi\) is the (non-zero) eigenvalue of \(F\) and \(v \in \mathbb{R}^D\) with \(\|v\| = 1\). Since for any matrix \(A\) a non-zero eigenvalue of \(A^T A\) is also an eigenvalue of \(AA^T\), we get
\[ \xi = L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \cdot (L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T)^T = L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \cdot \mathcal{X}_n (\mathcal{X}_n^T \mathcal{X}_n)^{-1} L_n \]
\[ = L_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} L_n \] (17)

Furthermore, we also know the following facts:
1. The entries of \((\mathcal{X}_n^T \mathcal{X}_n)^{-1}\) are \(O_p(1)/n\) (see Eq. (10)).

2. \(\max_j(\mathcal{L}_n[j]) = \delta_n^{-m}O(1)\) (see Eq. (12)).

3. \(N_n^{-1} \delta_n^{-2m} = n^{-2r}O_p(1)\) (see Eq. (9)).

Thus, we achieve that
\[\xi = n^{-2r}O_p(1).\]

Thus, we can rewrite Eq. (16) as
\[
\text{Cov}(\mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{Z}_n | \mathcal{X}_n) = \xi \text{E}(\mathcal{X}_n^T v v^T \mathcal{X}_n | \mathcal{X}_n) = \xi \text{E}(w w^T | \mathcal{X}_n),
\]
where
\[
w^T = v^T \mathcal{X} = \left( \sum_{i=1}^{N} v_i \mathcal{X}[i, 1] \right) \in \mathbb{R}^{1 \times D}.
\]

Thus, we have
\[
\text{E}(w w^T | \mathcal{X}_n)[k, l] = \text{E} \left( \sum_{a=1}^{N} v_a^2 \mathcal{X}[a, k] \mathcal{X}[a, l] + \sum_{a \neq b} v_a v_b \mathcal{X}[a, k] \mathcal{X}[b, l] \right) \mathcal{X}_n^n
\]

\((\mathcal{X}[a, :]\text{ ind. of } \mathcal{X}[b, :])\)
\[
= \text{E} \left( \sum_{a=1}^{N} v_a^2 \mathcal{X}[a, k] \mathcal{X}[a, l] \right) | \mathcal{X}_n^n
\]
\[
= \sum_{a=1}^{N} v_a^2 \text{E}(\mathcal{X}[a, k] \mathcal{X}[a, l] | \mathcal{X}_n^n)
\]

\((\mathcal{X}[a, :]\text{ are identically dist.})\)
\[
= \text{E}(\mathcal{X}[1, k] \mathcal{X}[1, l] | \mathcal{X}_n^n) \sum_{a=1}^{N} v_a^2
\]
\[
(||v|| = 1) \quad = \text{E}(\mathcal{X}[1, k] \mathcal{X}[1, l] | \mathcal{X}_n^n) = \text{cov}(Z|X)[k, l]
\]

and so \(\text{E}(w w^T) = \text{cov}(Z)\) and,
\[
\text{cov}(\mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{Z}_n | \mathcal{X}_n) = \xi \text{cov}(Z).
\]

Using the vector valued Chebyshev inequality, denoting
\[
G = (\mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{Z}_n)^T \in \mathbb{R}^D,
\]
we have
\[
\Pr \left( \sqrt{\xi \text{cov}(Z)^{-1}} G > t | \mathcal{X}_n^n \right) \leq \frac{D}{t^2}.
\]

Note, that for any \(v \in \mathbb{R}^D\) and positive definite \(A \in \mathbb{R}^{D \times D}\) with largest eigenvalue \(\sigma_1(A)\),
\[
\sqrt{v^T A^{-1} v} \geq \frac{1}{\sigma_1(A)} ||v||.
\]

From this, and from (11) (\(\sigma_1(\text{cov}(Z)) = ||\text{cov}(Z)||_{op} = \sqrt{\frac{D}{2}}\)) follows that
\[
\Pr(||g|| > \frac{t \sqrt{\xi \text{cov}(Z)}}{\sqrt{D}} | \mathcal{X}_n^n) \leq \frac{D}{t^2}
\]
Taking $t' = \frac{\sqrt{c}}{\sqrt{D}}$, we have that $t = \frac{\sqrt{t'}}{\sqrt{c}}$, and

$$\Pr(\|g\| > t' \sqrt{\xi} \mid \mathcal{X}_n) \leq \frac{c}{t'^2}. $$

Alternatively, for any $\varepsilon$ there is $M_\varepsilon > 0$ and $N_\varepsilon$ such that,

$$\Pr(\|\mathcal{L}_n^T (\mathcal{X}_n^T \mathcal{X}_n)^{-1} \mathcal{X}_n^T \mathcal{Z}_n\| > M_\varepsilon n^{-r} \mid \mathcal{X}_n) \leq \varepsilon \qquad \forall n > N_\varepsilon \tag{19}$$

Combining Eqs. (13), (14), and (19), we have

$$\|\hat{T}_n^i - T(f)^T\| = n^{-r}O_p(1),$$

and conclude the proof.

**Lemma 4.1** (vector valued Taylor). Let $f : \mathbb{R}^d \to \mathbb{R}^D$ be a $C^k$ function. Let $f_k$ be the vector valued $(k-1)$ degree Taylor approximation of $f$ at 0. Then, there is a constant $M$, such that for any point $x \in \mathbb{R}^d$, with $\|x\| \leq \delta$ we have,

$$\|f(x) - f_k(x)\| \leq M\delta^k$$

**Proof.** for any vector $v \in \mathbb{R}^D$ with $\|v\| = 1$ we define $f, f_k : \mathbb{R}^d \to \mathbb{R}$, as follows: $f^v(x) = v^T \cdot f(x)$ and $f_k^v(x) = v^T \cdot f_k(x)$. Note that from the linearity of the Taylor series operator (i.e., the operator that given a function yields its Taylor series), we have that $f_k^v$ is the Taylor approximation of $f^v$, and thus we have that

$$|f^v(x) - f_k^v(x)| \leq M\delta^k,$$

where

$$M = \max_{\|v\|=1,|\alpha|=k,\|x\|\leq\delta} |\partial^\alpha f^v(x)|.$$ 

Since $|f^v(x) - f_k^v(x)| = |v^T \cdot (f(x) - f_k(x))|$ and since this argument holds for $v = \frac{f(x) - f_k(x)}{\|f(x) - f_k(x)\|}$ we conclude the proof.

### 4.2 Proof of Lemma 3.3

This proof follows the idea of the “median trick” [4] for high dimensional data. Let $0.5 > \varepsilon_0 > 0$ to be set later. Let $\nu$ be some integer to be set later. Set $N_\varepsilon = \nu \tilde{N}_{\varepsilon_0}$. Assuming $n > N_\varepsilon$, we divide our $n$ samples into $\nu$ equal parts, and preform the estimation of $T$ $\nu$ times to get $T_{n/\nu}^1, \ldots T_{n/\nu}^\nu$ such that

$$\Pr(\|\hat{T}_{n/\nu}^i - T\| > \frac{\bar{C}_{\varepsilon_0} \nu \nu'}{n^r}) \leq \varepsilon_0 \quad \text{for } 1 \leq i \leq \nu \tag{20}$$

Using Hoeffding inequality [10], we have that the event in (20) holds for at least $(\varepsilon_0 - a)\nu$ times (out of $\nu$) with probability of at least $1 - \exp(-2a^2\nu)$. Thus, for

$$\nu = \frac{\ln(\frac{1}{\varepsilon})}{2(0.5 - \varepsilon_0)^2}$$

we have that at least half of the events in (20) hold with probability of at least $1 - \varepsilon$. In case that at least half of the events in (20) hold, we have that any ball $B$ of radius $2\frac{\bar{C}_{\varepsilon_0} \nu \nu'}{n^r}$ that has
more than half of the estimates $\hat{T}_{n/\nu}$ in it, will also have $T(f)$ in it. We also know that there is at least one such ball (the one around $T(f)$). Thus, denoting the center of such a ball $B$ by $\hat{T}_n$, we have that

$$\Pr(\|\hat{T}_n - T(f)\| > 2\frac{C_{\varepsilon_0} \nu r}{n^r}) \leq \varepsilon$$

or, substituting $\nu$ from above, we have

$$\Pr(\|\hat{T}_n - T(f)\| > 2C_{\varepsilon_0} \left( \frac{\ln \frac{1}{\varepsilon}}{2(0.5 - \varepsilon)^2} \right)^r \frac{1}{n^r}) \leq \varepsilon$$

The required number of points for this algorithm to work is such that $n/\nu \geq \bar{N}_{\varepsilon_0}$, or, in other words,

$$N_\varepsilon = \bar{N}_{\varepsilon_0} \frac{\ln \frac{1}{\varepsilon}}{2(0.5 - \varepsilon_0)^2}.$$

Denoting,

$$N_0 = \frac{\bar{N}_{\varepsilon_0}}{2(0.5 - \varepsilon_0)^2},$$

and

$$C_0 = 2C_{\varepsilon_0},$$

$$c_0 = \frac{1}{2(0.5 - \varepsilon_0)^2}$$

we conclude the proof by setting $\varepsilon_0 = 0.4.$

5 Numerical Simulations

We demonstrate the rates of convergence demonstrated in this paper with the following example. We estimated a function $f : \mathbb{R} \rightarrow \mathbb{R}^D$ based on different number of samples, and for different values of $D$. Each of the $D$ coordinates of the function $f$ is a random polynomial of degree two. We ran the experiment for $D = 1, 2, 10, 100, 1000$ for number of samples $n$ ranges from $10^2$ to $10^5$. Each experiment was repeated 50 times. The average over the 50 experiments, along with the variance are shown in Figure 1. The figure illustrates that indeed, the rates of convergence are independent of the dimensions $D$. The coefficient $c$ before the asymptotic rate in this example is $c \approx 0.096$. The bandwidth chosen in this experiment is $\varepsilon_n = n^{-\frac{d+1}{2}}$. Simulation code is available at https://github.com/aizeny/vector-valued-function-estimation.
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