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Abstract We study nonconvex quadratic problems (QPs) with quadratic separable constraints, where these constraints can be defined both as inequalities or equalities. We derive sufficient conditions for these types of problems to present the S-property, which ultimately guarantees strong duality between the primal and dual problems of the QP. We study the existence of solutions and propose a novel distributed algorithm to solve the problem optimally when the S-property is satisfied. Finally, we illustrate our theoretical results proving that the robust least squares problem with multiple constraints presents the strong duality property.
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1 Introduction

Nonconvex quadratically constrained quadratic problems (QCQPs) have numerous applications and have been extensively studied for more than 70 years [16]. They are normally considered to be NP-hard problems, or at least, as hard as a large number of other problems which are also assumed to have a high degree of complexity [18]. In this paper we consider a subclass of QCQPs where the constraints do not overlap with each other and we give sufficient conditions on the problem formulation that will guarantee strong duality between the primal problem and its dual. From our results, we are able to identify specific cases in which these problems can be solved optimally, and provide some algorithmic results for
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these cases. More formally, we specify the QCQP with separable constraints at the beginning of Section 2.

The first result establishing strong duality for a nonconvex quadratic problem was established in [34] with the proposal of the $S$-Lemma. Combined with previous results regarding the field of values of two matrices [14,10,19], strong duality was characterized for nonconvex quadratic problems with a single quadratic constraint. An accessible proof of such a result is available in [8, Appx. B] and an extension that considers a single equality constraint rather than an inequality is analyzed in [26]. Strong duality for two quadratic constraints was analyzed in [29] for the real case and it was extended in [1] to the complex case. Extension results for the indefinite trust region subproblem are given in [17,32,30].

However, results regarding an arbitrary number of constraints are very limited. One relevant result is [4], which establishes strong duality in a beamforming application where the objective is convex and the constraints consist of differences of convex functions with a given structure. In this case, the application is very specific, but the approach for the proof is novel. Further results for similar beamforming settings have also been proposed in [22].

Another result that has an arbitrary number of constraints is established when the Hessian matrices corresponding to the objective and constraints are simultaneously diagonalizable via congruence [23]. In this circumstance, the problem can be transformed into a diagonalized version and solved efficiently as a linear program. However, such a requirement is extremely restrictive. Proposition 3.5 in [28] presented another result on strong duality which requires that the Hessian matrices of the quadratic objective and constraints are a linear combination of only two of those matrices. Other articles studying special structures can be found in [11,12]. Two survey papers can be found in [20] and [28].

Reference [35] studied QPs with convex separable constraints, and their results regarding strong duality requirements are similar to ours in certain cases. However, we consider non-convex quadratic constraints, including both inequality and equality constraints, and our results are not easily obtained from their approach. Article [24] also studied strong duality of QCQPs with inequality constraints similar to [35] and ours, but do not consider equality constraints. To the best of our knowledge, separable equality constraints is novel in the literature.

Other results for nonconvex QCQPs are provided in [25], which proposes necessary and/or sufficient conditions on some quadratic problems for optimality. Specifically, they consider a weighted nonconvex least squares problem with convex quadratic constraints, and a partitioning problem (referred to as bivalent nonconvex problem), but do not establish strong duality requirements in these cases. Similarly, [2] studies global optimality conditions for quadratic problems with binary constraints. Both articles study the conditions to establish optimality for candidate points, but do not provide any methods nor guarantees to find such solutions. Finally, [6] analyzes the use of copositive relaxations to obtain better lower bounds for general nonconvex QCQPs than semidefinite relaxations.

Our contribution in this paper is twofold. First, we propose sufficient conditions to establish strong duality for problems that have separable constraints, where the variables in the optimization problem appear in a single constraint. Secondly, we focus on distributed algorithms that solve the QCQP, rather than a semidefinite program. Our algorithms exploit the separability of the constraints and scales to high dimensions while converging to the global minimum. To the best of our
knowledge this is the first distributed algorithm with convergence guarantees to a global minimum in a non-convex setting.

At most, we can only have as many constraints in the problem as the dimension of the unknown variable. Many applications fall into this category, namely, Boolean least squares, partitioning problems, the max-cut, robust least squares, localization problems, Euclidean matrix reconstruction, etc. Since we consider both equality and inequality constraints, some of these instances can be analyzed within our framework to verify if they present the strong duality property.

The paper is structured as follows: at the end of this introduction we present some notation used throughout the paper. In Section 2 we introduce the QPs with inequality and equality constraints. In Section 2.1 we present the dual problem derived from the QCQP and define the constraint qualification known as the 𝑆-property necessary to establish strong duality between the primal and dual problems. This results are well known in the literature. In Section 3 we derive sufficient conditions for a QCQP with non-overlapping constraints to satisfy the 𝑆-property and in Section 4 we derive sufficient conditions for the existence of solutions. In Section 5 we discuss different methods to find an optimal solution whenever the 𝑆-property is satisfied and, finally, in Section 6 we apply our results to a robust least squares problem. Some of the proofs have been moved to Appendices A to C to improve readability.

1.1 Notation

Throughout this paper we will use the following notation and operators: The 𝑝-dimensional Euclidean space is denoted as ℛ𝑝, and ℛ𝑝+ stands for the nonnegative orthant. The set of symmetric matrices is denoted by 𝑆𝑝, where these matrices have size 𝑝 × 𝑝. For a matrix 𝐴, we write 𝐴 ≻ 0 to indicate that 𝐴 is positive definite, while 𝐴 ⪰ 0 means that 𝐴 is positive semidefinite. We will use the symbol ‘≤’ to refer in a general way to either an equality or an inequality, when considering the constraints of an optimization problem. More specifically, ⊴ ∈ { ≤, = }. The trace of a square matrix 𝐴 is denoted by tr[𝐴] and the Moore-Penrose inverse by 𝐴†. The block diagonal operator of matrices 𝐴1, · · · , 𝐴𝑁 is denoted by diag[𝐴1, · · · , 𝐴𝑁]. The range and nullspace of a matrix 𝐴 are denoted by range[𝐴] and null[𝐴], respectively. The identity matrix of dimension 𝑝 × 𝑝 is denoted by 𝐼𝑝. The element of a given matrix 𝐴 in row 𝑖 and column 𝑗 is denoted by (𝐴)𝑖,𝑗. We also use matrix 𝐸 of size (𝑝 + 1) × (𝑝 + 1) with single nonzero element (𝐸)𝑝+1,𝑝+1 = 1.

2 Problem formulation

We consider the following QCQP with inequality constraints:

\[
\begin{align*}
\min_{\mathbf{x}} & \quad \mathbf{x}^T A_0 \mathbf{x} + 2 \mathbf{b}_0^T \mathbf{x} + c_0 \\
\text{s.t.} & \quad x_i^T A_i x_i + 2 b_i^T x_i + c_i \leq 0 \quad \forall i \in \mathcal{N},
\end{align*}
\]

(QPI)

where \( \mathbf{x} \in \mathbb{R}^p \) is a column vector of size \( p \); \( x_i \in \mathbb{R}^{n_i} \) is the \( i \)th subblock of vector \( \mathbf{x} \) and has size \( n_i \); we suppose that \( \mathbf{x} \) has \( N \) blocks, and writing \( \mathcal{N} = \{1, \ldots, N\} \), we have \( \mathbf{x} = (x_i)_{i \in \mathcal{N}} \) and \( p = \sum_{i \in \mathcal{N}} n_i \). Matrix \( A_0 \in \mathcal{S}^p \) is a symmetric matrix of
size $p \times p$; $b_0 \in \mathbb{R}^p$ is a column vector; $c_i$ for all $i$ and $c_0 \in \mathbb{R}$ are scalar numbers; $\tilde{A}_i \in \mathcal{S}^{n_i}$ for all $i$ are symmetric matrices; and finally, $\tilde{b}_i \in \mathbb{R}^{n_i}$ for all $i$ are column vectors. Note that we did not assume that $A_0$ and $A_i$ are positive semidefinite matrices, and, therefore, the problem is in general nonconvex.

In addition to problem QPI, we also consider the following QCQP:

$$
\begin{aligned}
\min_{\mathbf{x}} & \quad \mathbf{x}^T A_0 \mathbf{x} + 2b_0^T \mathbf{x} + c_0 \\
\text{s.t.} & \quad x_i^T \tilde{A}_i x_i + 2\tilde{b}_i^T x_i + c_i = 0 \quad \forall i \in \mathcal{N},
\end{aligned}
$$

(QPE)

where we substituted the inequality constraints with equality constraints. In general our results generalize to QCQPs which have both separable equality and inequality constraints, but we omit this description as it is straightforward to deduce from our results.

We introduce some notation that will be useful for our presentation

$$
\begin{aligned}
b_i &= [0_{n_1 \times 1}^T, \ldots, \tilde{b}_i^T, \ldots, 0_{n_N \times 1}^T]^T, \\
A_i &= \text{diag}[0_{n_1 \times n_1}, \ldots, \tilde{A}_i, \ldots, 0_{n_N \times n_N}],
\end{aligned}
$$

where the previous expressions have nonzero elements in $i$th positions, $b_i \in \mathbb{R}^p$ and $A_i \in \mathcal{S}^p$. Furthermore, we also introduce extended matrices

$$
\begin{aligned}
\overline{A}_0 &= \begin{pmatrix} A_0 & b_0 \\ b_0^T & c_0 \end{pmatrix}, & \overline{A}_i &= \begin{pmatrix} A_i & b_i \\ b_i^T & c_i \end{pmatrix} \quad \forall i \in \mathcal{N}
\end{aligned}
$$

that combine all the elements that appear in the quadratic problem. Note that $\overline{A}_0$ and $\overline{A}_i \in \mathcal{S}^{p+1}$.

We define the following functions:

$$
f(\mathbf{x}) = \mathbf{x}^T A_0 \mathbf{x} + 2b_0^T \mathbf{x} + c_0,
$$

which is the objective function of the QP; and, with a slight abuse of notation,

$$
g_i(x_i) = x_i^T \tilde{A}_i x_i + 2\tilde{b}_i^T x_i + c_i = \mathbf{x}^T A_i \mathbf{x} + 2\tilde{b}_i^T \mathbf{x} + c_i = g_i(\mathbf{x}),
$$

which denotes the $i$th constraint.

We make the following assumption:

**Assumption 1 (Slater’s condition)** Assume the following:

A: For problem QPI, $\exists \hat{x}_i \in \mathbb{R}^{n_i} \mid g_i(\hat{x}_i) < 0$ for all $i \in \mathcal{N}$.

B: For problem QPE, $\exists \hat{x}_i^1, \hat{x}_i^2 \in \mathbb{R}^{n_i} \mid g_i(\hat{x}_i^1) < 0 \land g_i(\hat{x}_i^2) > 0$ for all $i \in \mathcal{N}$.

The previous assumption guarantees some regularity condition that will be necessary in the upcoming derivations. We remark that B: was introduced as a constraint qualification for a QP with a single quadratic equality constraint in [26].
2.1 Dual formulation

QCQPs have been studied in [27], including the duals. The Lagrangian of the QCQPs has the following form

\[ L(x, \lambda) = x^T A_0 x + 2b_0^T x + c_0 + \sum_{i \in \mathcal{N}} \lambda_i (x^T A_i x + 2b_i^T x + c_i), \]  

(6)

where we introduced dual variables \( \lambda = (\lambda_i)_{i \in \mathcal{N}} \) and \( \lambda_i \in \mathbb{R} \). The dual function \( q(\lambda) = \min_x L(x, \lambda) \) is given by

\[ q(\lambda) = \begin{cases} 
- (b_0 + \sum_i \lambda_i b_i^T)(A_0 + \sum_i \lambda_i A_i)^T (b_0 + \sum_i \lambda_i b_i) + c_0 + \sum_i \lambda_i c_i \\
- \infty 
\end{cases} \]

if \( A_0 + \sum_i \lambda_i A_i \succeq 0 \) and \( (b_0 + \sum_i \lambda_i b_i) \in \text{range}(A_0 + \sum_i \lambda_i A_i) \)

otherwise.

(7)

The dual problems of QPI and QPE can be rewritten using the Schur complement:

\[ \max_{\gamma, \lambda} \gamma \]

s.t. \( A_0 + \sum_i \lambda_i A_i \succeq 0, \quad (b_0 + \sum_i \lambda_i b_i)^T c_0 + \sum_i \lambda_i c_i - \gamma \geq 0 \)

\[ \gamma \in \mathbb{R}, \quad \lambda \in \Gamma \]

(8)

where we introduced the set \( \Gamma \) as a general way to constrain \( \lambda \) in problem QPI and QPE accordingly, i.e., \( \Gamma = \mathbb{R}_+^{N} \) in QPI, and \( \Gamma = \mathbb{R}^N \) in QPE. Furthermore, \( \Gamma = \Gamma_1 \times \cdots \times \Gamma_N \), where \( \Gamma_i = \mathbb{R}_+ \) in QPI or \( \Gamma_i = \mathbb{R} \) in QPE.

The dual problem given by (8) is an underestimator of the optimal values of QPI and QPE. Under the strong duality property the solution of the primal problem and the dual problem coincide, and can be efficiently determined.

In order to derive the conditions that guarantee strong duality, we will be using results from [25]. Before introducing the theorem that will motivate our proof, we first define the constraint qualification required for our QCQPs:

**Definition 1 (S-property [25])** A QCQP satisfies the S-property, if and only if, the following system of equations are equivalent \( \forall \alpha \in \mathbb{R} \):

\[ g_i(x_i) \leq 0, \; \forall i \in \mathcal{N} \Rightarrow f(x) \geq \alpha, \quad \iff \exists \lambda \in \Gamma \mid f(x) + \sum_{i \in \mathcal{N}} \lambda_i g_i(x_i) \geq \alpha, \; \forall x \in \mathbb{R}^p. \]  

(9a, 9b)

We use the symbol ‘\( \preceq \)’ to refer in a general way to either an equality or an inequality, when considering the constraints of an optimization problem. More specifically, \( \preceq \in \{ \leq, = \} \).

It is immediate to see that (9b) \( \Rightarrow \) (9a): suppose (9b) is satisfied and \( g_i(x_i) \leq 0 \). Then \( \sum_{i \in \mathcal{N}} \lambda_i g_i(x_i) \leq 0 \) and we necessarily have that \( f(x) \geq \alpha \). The other implication is not always true and is difficult to know when it is satisfied. The main result of this paper is dedicated to establish sufficient requirements that make such implication hold.

We can express the system of equations from the definition of the S-property as a system of alternatives rather than a system of equivalencies. This is helpful
because we will be able to derive a theorem of alternative systems based on the new formulation. A description of the theory of alternatives can be found in section 5.8 in [8]. We reformulate the $S$-property with the following lemma:

**Lemma 1 (S-property reformulation)** A QCQP possesses the $S$-property if and only if, the following systems are strong alternatives for every $\alpha \in \mathbb{R}$:

\[
\exists x \in \mathbb{R}^p \mid f(x) < \alpha \land g_i(x_i) \leq 0 \quad \forall i \in \mathcal{N}, \quad \iff \quad (10a)
\]

\[
\exists \lambda \in \Gamma \mid A_0 + \sum_{i \in \mathcal{N}} \lambda_i A_i - \alpha E \succeq 0, \quad \forall \alpha \in \mathbb{R}. \quad (10b)
\]

We introduced $E$ to denote a square matrix of size $(p + 1) \times (p + 1)$ with single nonzero element $(E)_{p+1,p+1} = 1$.

**Proof** See Appendix A.

The following theorem reflects the importance of the $S$-property:

**Theorem 1 (Necessary and sufficient conditions, Theorem 3.1 in [25])**

Let $x^*$ be a feasible point of the QCQP. Suppose that the problem satisfies the $S$-property and $\lambda^* \in \Gamma$. Then, $x^*$ is a global minimizer of the QCQP if and only if

\[
\nabla_x f(x^*) + \sum_{i \in \mathcal{N}} \lambda_i^* \nabla_x g_i(x^*) = 0, \quad (11a)
\]

\[
A_0 + \sum_{i \in \mathcal{N}} \lambda_i^* A_i \succeq 0, \quad \lambda_i^* g_i(x^*) = 0, \quad \forall i \in \mathcal{N}. \quad (11b)
\]

Theorem 1 states that if the $S$-property holds in the QCQP, then, the KKT conditions of the problem plus $A_0 + \sum_{i \in \mathcal{N}} \lambda_i^* A_i \succeq 0$ are sufficient and necessary to establish optimality of the solution. The next proposition explicitly relates the $S$-property with zero gap between the primal and dual problems:

**Proposition 1** Strong duality holds between $QPI$, $QPE$ and problem (8), if and only if the $S$-property is satisfied.

Sufficient conditions to satisfy the $S$-property will be presented in Theorem 4 and Theorem 6. We remark that the $S$-property is a constraint qualification. It has the interesting consequence that it only occurs whenever there is zero duality gap between the primal and dual problems of the QCQP. Therefore, there is an immediate equivalence between strong duality and the $S$-property.

**Proof** Suppose strong duality holds. Then, the KKT conditions derived from (6) and $A_0 + \sum_{i \in \mathcal{N}} \lambda_i^* A_i \succeq 0$ from problem (8) are satisfied for optimal points $x^*$ and $\lambda^*$. Because of Theorem 1 the $S$-property holds.

Suppose now that the $S$-property holds. Assume that the QCQP has a minimum value which we denote with $\gamma$:

\[
\forall x \in \mathbb{R}^p \mid x^T A_i x + 2b_i^T x + c_i \leq 0 \quad (\forall i \in \mathcal{N}) \implies x^T A_0 x + 2b_0^T x + c_0 \geq \gamma \quad (12)
\]

Because of the $S$-property, there exists a $\lambda \in \Gamma$ such that $A_0 - \gamma E + \sum_{i} \lambda_i \mathbf{1}_i \succeq 0$ which makes problem (8) feasible. Because of this, strong duality holds.
3 Analysis of the $S$-property in QCQPs

Lemma 1 establishes necessary and sufficient conditions for the $S$-property to hold. In this section we will derive sufficient conditions that will guarantee that these requirements are satisfied.

The road map is as follows: we first analyze a system of strong alternatives in the context of semidefinite programming (SDP), whose variable $Z$ can be a matrix of any rank. Then, we reformulate the system to an equivalent one with easier to analyze properties, and derive the conditions that guarantee the existence of a rank 1 solution in such system. Finally, we will relate the existence of a rank 1 solution with Lemma 1 and state our main result over the $S$-property. The importance of establishing a rank 1 solution resides in being able to recover the QCQP from the SDP formulation. These steps are summarized in Figure 1. Note that the equivalences may hold under specific requirements, which we will state accordingly.

The next lemma arises from a known result in the literature, which establishes that systems of linear matrix inequalities (LMIs) satisfy the $S$-property. It is expressed in terms of strong alternatives.

Lemma 2 Under Assumption 1, the following systems are strong alternatives for all $\alpha \in \mathbb{R}$:

$$\exists Z \succeq 0 \mid \text{tr}[\overline{A}_0 - \alpha E]Z < 0 \land \text{tr}[\overline{A}_i Z] \leq 0 \quad \forall i \in N, \quad \iff \quad (13a)$$

$$\nexists \lambda \in \Gamma \mid \overline{A}_0 + \sum_{i \in N} \lambda_i \overline{A}_i - \alpha E \succeq 0. \quad (13b)$$

Proof See Appendix A.

We will perform a transformation of the system in Lemma 2 so that the matrices in the constraints become diagonal or almost diagonal (some elements may remain in the last column/row as we describe later). These reformulations will be helpful because the new forms will be easier to study. Before analyzing them, we introduce some definitions regarding the theory of matrix congruency:

Definition 2 Two matrices $A$ and $B$ over a field are called congruent if there exists an invertible matrix $P$ over the same field such that

$$P^T A P = B. \quad (14)$$
**Definition 3** A set of matrices \( \{ A_1, A_2, \ldots, A_N \} \) is said to be simultaneously diagonalizable via congruence, if there exists a nonsingular matrix \( P \) such that \( P^T A_i P \) is diagonal for every matrix \( A_i \).

In general, finding sets of matrices that are simultaneously diagonalizable is a difficult task and it remains an open question \([20]\). Nonetheless, we will study one simple case of simultaneously diagonalizable matrices. Finally, the following theorem emphasizes an important property of congruent systems:

**Theorem 2 (Sylvester’s law of inertia, theorem 4.5.8 in \([21]\))**: Two congruent matrices \( A \) and \( B \) have the same number of positive and negative eigenvalues. This implies that the definiteness of matrix \( A \) is preserved onto \( B \).

Consider the following matrix \( P \) of dimension \((p + 1) \times (p + 1)\)

\[
P = \begin{pmatrix}
P_1 & 0_{n_1 \times n_2} & \cdots & p_1 \\
0_{n_2 \times n_1} & P_2 & \cdots & p_2 \\
\vdots & \ddots & \ddots & \vdots \\
0_{n_N \times n_1} & \cdots & P_N & p_N \\
0_{1 \times n_1} & 0_{1 \times n_2} & \cdots & 1 
\end{pmatrix},
\]

where \( P_i \) has dimension \( n_i \times n_i \) and \( p_i \in \mathbb{R}^{n_i} \). We obtain the following congruent matrices for every \( i \in \mathcal{N} \):

\[
F_i = P^T A_i P = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
\vdots & P_i^T \bar{A}_i P_i & \cdots & P_i^T (\bar{A}_i p_i + \bar{b}_i) \\
\vdots & \ddots & \ddots & \vdots \\
0 & (p_i^T \bar{A}_i^T + \bar{b}_i^T) P_i & \cdots & 0
\end{pmatrix}.
\]

We consider two cases. The first case assumes that \( \bar{b}_i \in \text{range}[\bar{A}_i] \) for every \( i \in \mathcal{N} \). Then, since every \( \bar{A}_i \) are real symmetric matrices, they allow a spectral decomposition of the form \( \bar{A}_i = Q_i \Delta_i Q_i^T \) where \( Q_i \) are orthogonal matrices, i.e., \( Q_i Q_i^T = Q_i^T Q_i = I_{n_i} \), and \( \Delta_i \) are diagonal. Choosing values \( P_i = Q_i \Delta_i^{1/2} \) and \( p_i = -\bar{A}_i \bar{b}_i \) satisfy that every \( F_i = P^T A_i P \) for all \( i \in \mathcal{N} \) are simultaneously diagonal. Moreover, this choice of values ensures that \( P \) is invertible. Finally, we note that \( F_0 = P^T (\bar{A}_0 - \alpha \bar{E}) P \) is not diagonal in general.

The second case assumes that for some \( i \in \mathcal{N} \), \( \bar{b}_i \notin \text{range}[\bar{A}_i] \). In this case, \( F_i \) will not become diagonal since it is not possible that \( P_i^T (\bar{A}_i p_i + \bar{b}_i) = 0 \) for any \( P_i \) which is also full rank. Nonetheless, the previous choice of matrix \( P \) ensures that some components will be almost diagonalized, and some elements will remain in the last column and row. However, if for some \( j \) index \((F_i)_{p+1,j} = (F_i)_{j,p+1} \neq 0 \), we necessarily have that \((F_i)_{jj} = 0 \). This structure of \( F_i \) can still be exploited to obtain strong duality results.

Now we can reformulate **Lemma 2** to an equivalent system as follows:

**Lemma 3** The following systems are equivalent:

\[
\exists Z \succeq 0 \left| \text{tr}[(\bar{A}_0 - \alpha \bar{E}) Z] < 0 \wedge \text{tr}[\bar{A}_i Z] \leq 0 \right. \forall i \in \mathcal{N}, \quad \iff \quad (17a)
\]

\[
\exists Y \succeq 0 \left| \text{tr}[F_0 Y] < 0 \wedge \text{tr}[F_i Y] \leq 0 \right. \forall i \in \mathcal{N}. \quad \iff \quad (17b)
\]
Proof We consider the change of variable \( Y = P^{-1}ZP^{-T} \) and assume there exists some \( Z \succeq 0 \) satisfying (17a). Then,
\[
\begin{align*}
\text{tr}[(\bar{A}_0 - \alpha E)Z] &= \text{tr}[P^{-T}F_0P^{-1}Z] = \text{tr}[F_0P^{-1}ZP^{-T}] = \text{tr}[F_0Y] < 0 \\
\text{tr}[\bar{A}_iZ] &= \text{tr}[P^{-T}F_iP^{-1}Z] = \text{tr}[F_iP^{-1}ZP^{-T}] = \text{tr}[F_iY] \leq 0, \quad \forall i \in \mathcal{N}.
\end{align*}
\]
Because of Sylvester’s law of inertia, \( Y \) is a congruent matrix of \( Z \) and we have that \( Y \succeq 0 \). This implies that (17a) and (17b) are equivalent.

The next step is to find when there exists a \( Y \succeq 0 \) that satisfies (17b) and has rank 1. This is the most important step to prove strong duality in a QCQP, and will introduce several limitations to when this property can be guaranteed. We analyze the two cases separately, explained in Sections 3.1 and 3.2, respectively.

3.1 \( F_i \) simultaneously diagonalizable

This subsection assumes that \( \tilde{b}_i \in \text{range}[\tilde{A}_i] \) and that we can find \( F_i \) diagonal matrix and congruent to \( \bar{A}_i \) for all \( i \in \mathcal{N} \) simultaneously. We state the following:

**Theorem 3** Assume \( \exists Y \succeq 0 \) such that \( Y \) satisfies \( \text{tr}[F_0Y] < 0 \) and a system of constraints given by \( \text{tr}[F_iY] = \psi_i, \) where \( \psi_i \in \mathbb{R} \) for all \( i \in \mathcal{N} \). A sufficient condition for the previous system to have a rank 1 solution is that there exists a diagonal matrix \( D \) with entries \( \pm 1 \) such that \( DF_0D \) is a \( Z \)-matrix.

We recall that a \( Z \)-matrix is a symmetric matrix whose off-diagonal elements are non-positive. Note also that diagonal matrices are by definition \( Z \)-matrices.

**Proof** See Appendix A.

Theorem 3 requires there exists a matrix \( D \) such that \( DF_0D \) is a \( Z \)-matrix to guarantee existence of a rank 1 solution. Accordingly, this implies that there exists a vector \( y = (y_j)_{j=1}^{p+1} \) and \( y_j = (D)_{jj} \sqrt{\sum_{r=1}^R v_{rj}^2} \) such that
\[
\begin{align*}
y^TF_0y &\leq \text{tr}[F_0Y] < 0 \\
y^TF_iy &\leq \text{tr}[F_iY] = \psi_i, \quad \forall i \in \mathcal{N}.
\end{align*}
\]

The rank 1 solution in (18) implies that the system of strong alternatives from Lemma 2 is satisfied because of the relation established in Lemma 3. We can now combine these results with the \( S \)-property and show that (18) is equivalent to Lemma 1. We complete the argument with the following two lemmas:

**Lemma 4** The following systems are equivalent:
\[
\begin{align*}
\exists y \in \mathbb{R}^{p+1} \mid y^TF_0y < 0 \land y^TF_iy \leq 0 &\quad \forall i \in \mathcal{N}, & (19a) \\
\exists x \in \mathbb{R}^p \mid f(x) < \alpha \land g_i(x) \leq 0 &\quad \forall i \in \mathcal{N}. & (19b)
\end{align*}
\]

**Proof** See Appendix A.

Problem QPE requires an alternative lemma:
Lemma 5 The following systems are equivalent if $\tilde{A}_i \neq 0 \; \forall i \in \mathcal{N}$:

$$\exists y \in \mathbb{R}^{p+1} \mid y^T F_0 y < 0 \wedge y^T F_i y = 0 \; \forall i \in \mathcal{N}, \quad \iff \quad (20a)$$

$$\exists x \in \mathbb{R}^p \mid f(x) < \alpha \wedge g_i(x) = 0 \; \forall i \in \mathcal{N}, \quad \iff \quad (20b)$$

Proof See Appendix A.

We now state our main result.

Theorem 4 Given a QCQP in the form of $QPI$ or $QPE$, suppose Assumption 1 is satisfied and that $\tilde{b}_i \in \text{range}[\tilde{A}_i]$ for every $i \in \mathcal{N}$. Furthermore, assume that there exists a diagonal matrix $D$ whose elements are $\pm 1$ such that $DF_0D$ is a $Z$–matrix. Then, the $S$-property holds.

An immediate consequence of Theorem 4 is that we now have sufficient conditions to apply Theorem 1 and Proposition 1.

Proof We follow the steps depicted in Figure 1. Lemma 2 introduces a system of strong alternatives between semidefinite programs. Lemma 3 reformulates one of the systems as an equivalent problem with diagonal matrices. Theorem 3 introduces a sufficient condition for the reformulated system to have a solution of rank 1. Lemmas 4 and 5 show that if there exists a rank 1 solution in the system of strong alternatives, then the $S$-property defined in Lemma 1 is satisfied.

Remark 1 We note that if $DF_0D$ becomes diagonal, then the QCQP can be formulated as an equivalent linear program, as presented in [23], and strong duality holds.

3.2 $F_i$ not simultaneously diagonalizable

In this subsection we assume that for some $i \in \mathcal{N}$, $\tilde{b}_i \notin \text{range}[\tilde{A}_i]$. Denote with $M$ the set of indexes such that for $m \in M$ we have $(F_i)_{p+1,m} = (F_i)_{m,p+1} \neq 0$ for any $i \in \mathcal{N}$. Furthermore, we necessarily have that $(F_i)_{mm} = 0$ for $m \in M$. We can invoke the following theorem for this case:

Theorem 5 Suppose $\exists Y \succeq 0$ such that $Y$ satisfies $\text{tr}[F_0 Y] < 0$ and $\text{tr}[F_i Y] = \psi_i$, where $\psi_i \in \mathbb{R}$ for all $i \in \mathcal{N}$. A sufficient condition for the previous system to have a rank 1 solution is that the diagonal elements of $A_0$ are nonnegative, $(A_0)_{mj} = (A_0)_{jm} = 0$ for any $m \neq j$ ($m \in M$), and there exists a diagonal matrix $D$ whose terms satisfy

$$(D)_{ii}(D)_{jj}(F_0)_{ij} \leq 0 \quad \forall i,j \notin M. \quad (21)$$

Theorem 5 is more demanding than Theorem 3 because of the lack of simultaneous diagonalization of the constraints. Nevertheless, both theorems state unique results regarding the existence of rank 1 solutions in SDP programs. The condition that $(A_0)_{mj} = (A_0)_{jm} = 0$ for any $m \neq j$ ($m \in M$) means that the column/row associated with element $(A_0)_{mm}$ are zero except for term $(A_0)_{mm}$. 

Proof See Appendix A.

The final step is to relate the existence of \( y \in \mathbb{R}^{p+1} \) such that

\[
\begin{align*}
y^T F_0 y &\leq \text{tr}[F_0 Y] < 0 \\
y^T F_i y &= \text{tr}[F_i Y] \leq 0 \quad \forall i \in \mathcal{N},
\end{align*}
\]

(22)

(23)
to the \( S \)-property reformulation described in Lemma 1. We can state the following:

**Lemma 6** Assume that \( A_0 \succeq 0 \). Then, the following systems are equivalent:

\[
\begin{align*}
\exists y \in \mathbb{R}^{p+1} \mid y^T F_0 y < 0 \land y^T F_i y \leq 0 \quad \forall i \in \mathcal{N}, & \quad \implies (24a) \\
\exists x \in \mathbb{R}^p \mid f(x) < \alpha \land g_i(x) \leq 0, \forall i \in \mathcal{N}. & \quad (24b)
\end{align*}
\]

Proof See Appendix A.

The previous lemma directly relates the existence of rank 1 solution in the system of LMIs with the \( S \)-property. This allows us to summarize this result in the following theorem.

**Theorem 6** Given a QCQP in the form of QPI or QPE, suppose Assumption 1 is satisfied and that for some \( i \in \mathcal{N}, \tilde{b}_i \notin \text{range}[\tilde{A}_i] \). Assume that \( A_0 \succeq 0, (A_0)_{m,j} = (A_0)_{j,m} = 0 \) for any \( m \neq j, m \in M \), and that there exists a diagonal matrix \( D \) whose terms satisfy

\[
(D)_{ii} (F_0)_{ij} \leq 0 \quad \forall i,j \notin M.
\]

(25)

Then, the \( S \)-property holds.

4 Existence of solutions

We introduce the following set of dual variables:

\[
W = \{ \lambda \in \Gamma \mid A_0 + \sum \lambda_i A_i \succeq 0 \}.
\]

(26)

We have the following proposition:

**Proposition 2** Function \( q(\lambda) \) is coercive if Assumption 1 is satisfied.

Proof See Appendix B.

**Corollary 1** Suppose Assumption 1 is satisfied and there exists \( \lambda \) such that \( A_0 + \sum \lambda_i A_i > 0 \). Then, \( q(\lambda) \) has a nonempty and compact solution set. Furthermore, QPI and QPE have a nonempty solution set.

Proof Using the Weirstrass theorem [5, Prop.3.2.1], \( q(\lambda) \) is coercive and has non-empty interior, which guarantees existence of a non-empty and compact solution set. This guarantees boundedness of the solution. To satisfy attainability we can show that every point in the quadratic problem is regular. This occurs if some constraint qualification is satisfied in the feasible set. Since we have separable constraints, the linear independence qualification constraint (LICQ) are automatically satisfied at every point. Therefore, every stationary solution must satisfy a KKT condition and such points are attained.
5 Algorithms

Based on semidefinite programming the QCQP can be rewritten as

\[
\begin{align*}
\min_{\mathbf{x}} \quad & \text{tr}[\mathbf{A}_0\mathbf{X}] + 2b_0^T\mathbf{x} + c_0 \\
\text{s.t.} \quad & \text{tr}[\mathbf{A}_i\mathbf{X}] + 2b_i^T\mathbf{x} + c_i \leq 0, \quad \forall i \in \mathcal{N}, \\
& \mathbf{X} = \mathbf{x}\mathbf{x}^T.
\end{align*}
\] (27)

Relaxing the rank constraint on \( \mathbf{X} \) to \( X \succeq \mathbf{x}\mathbf{x}^T \), and formulating the constraint using the Schur complement (see A.5.5 in [8]), we get

\[
\begin{align*}
\min_{\mathbf{x}} \quad & \text{tr}[\mathbf{A}_0\mathbf{X}] + 2b_0^T\mathbf{x} + c_0 \\
\text{s.t.} \quad & \text{tr}[\mathbf{A}_i\mathbf{X}] + 2b_i^T\mathbf{x} + c_i \leq 0, \quad \forall i \in \mathcal{N}, \\
& \begin{pmatrix} \mathbf{X} & \mathbf{x} \\ \mathbf{x}^T & 1 \end{pmatrix} \succeq 0,
\end{align*}
\] (28)

which is a convex problem that can be solved using a semidefinite program solver. Problem 28 yields an optimal solution of problems QPI or QPE, if conditions of Theorem 4 are satisfied.

Likewise, solving problem 8 as the dual formulation also achieves an optimal solution. The primal values can then be recovered determining

\[
\arg\min_{\mathbf{x}} \quad \mathbf{x}^T(\mathbf{A}_0 + \sum \lambda_i^* \mathbf{A}_i)\mathbf{x} + (b_0 + \sum \lambda_i^* b_i)^T\mathbf{x},
\] (29)

where \( \lambda^* \) corresponds to the solution of problem 8. In particular, the solution belongs to the following subspace

\[
\mathbf{x}^* \in - (\mathbf{A}_0 + \sum \lambda_i^* \mathbf{A}_i)^\dagger (b_0 + \sum \lambda_i^* b_i)^T + \text{null} \left[ \mathbf{A}_0 + \sum \lambda_i^* \mathbf{A}_i \right],
\] (30)

which has to be feasible and satisfy the complementarity conditions:

\[
\lambda_i^* g_i(x_i^*) = 0 \quad \forall i \in \mathcal{N}.
\] (31)

Note that if \( \mathbf{A}_0 + \sum \lambda_i^* \mathbf{A}_i \succ 0 \) the solution is unique.

Equation (29) always has a solution if \( \lambda^* \) exists, since (29) is an unconstrained quadratic problem. In the case in which (29) has multiple solutions, it is possible that not all of them will satisfy (31). How to discover a feasible solution in this case is studied in [17].

5.1 Projected dual ascent algorithm

Solving a semidefinite program as 8 or 28 is costly, where interior point methods have a computational complexity of \( O(p^5) \) in a worst-case setting to \( O(p^3) \) for specialized structured methods, as described in [33]. This motivates to use other methods that may yield better performance in larger settings.
We introduce some new notation, and we denote $g(x) = (g_i(x))_{i \in \mathcal{N}}$ as a column operator that collects all of the constraints. The ascent algorithm is based on the following problem

$$
\max_{\lambda} \quad \lambda^T g(\tilde{x}(\lambda^k, x^k)) \\
\text{s.t.} \quad \lambda \in W,
$$

where $W$ is defined in (26) and $\tilde{x}(\lambda^k, x^k)$ is an operator defined as:

$$
\tilde{x}(\lambda, x^k) = \arg \min_{x \in \mathbb{R}^p} L(x, \lambda)
$$

where $L(x, \lambda)$ is defined in (6). The projected dual ascent method is described in Algorithm 1. Convergence analysis and performance corresponds to that of subgradient methods, see [9]. In our formulation we introduced $\Pi_W$ as a projection operator onto set $W$ and $\alpha_k$ as the step size at iteration $k$. The projection onto $W$ can be done using an L2 norm:

$$
\Pi_W(\lambda_{\text{temp}}) = \arg \min_{\lambda \in W} \sum_{i \in \mathcal{N}} \|\lambda_i - \lambda_{i_{\text{temp}}}^\|_2^2.
$$

Algorithm 1: Projected dual subgradient method

1: Initialize $x^0$ and $\lambda^0$. Set $k \leftarrow 0$.
2: while $\lambda^k$ is not a stationary point do
3: $x^{k+1} = \tilde{x}(\lambda^k, x^k)$.
4: $\lambda_{\text{temp}} = \lambda^k + \mu_k g(x^{k+1})$.
5: $\lambda^{k+1} = \Pi_W(\lambda_{\text{temp}})$.
6: Set $k \leftarrow k + 1$.
7: end while

5.1.1 Augmented Lagrangian

In order to infuse stability to dynamical systems derived from subgradient methods, it is frequent to use an augmented Lagrangian formulation [7]. By doing so, the augmented Lagrangian becomes differentiable (if the problem becomes strictly convex) and the subgradient becomes a gradient at every iteration point. In such case, problem (34) is substituted by:

$$
\tilde{x}(\lambda, x^k) = \arg \min_{x \in \mathbb{R}^p} L(x, \lambda) + \sum_{i \in \mathcal{N}} \rho c(g_i(x_i)).
$$

where $c(\cdot)$ corresponds to a convex function that does not alter the cost of the problem at the optimal solution. Assuming that $g_i(x_i)$ is part of an equality constraint, $c(\cdot) = \|\cdot\|^2$ suffices to enforce stability to the subgradient method. Alternatively, if $g_i(x_i)$ is part of an inequality constraint, then

$$
c(x) = \begin{cases} 
\|x\|^2 & \text{if } x > 0 \\
0 & \text{otherwise}
\end{cases}
$$

(37)
achieves the same purpose.

It is easy to verify that the squared term added to problem (34) does not alter the solution points nor the optimality requirements of the original quadratic problem.

5.2 Projected dual ascent method with FLEXA decomposition

A centralized method such as Section 5.1 can be parallelized solving the inner problem (34) using parallel techniques. The projection problem remains a centralized step, which needs to be computed globally. The proposed decomposition will allow to handle problems with large number of variables, or distributed datasets, which currently constitute problems of high interest. To the best of our knowledge, there exists no framework for nonconvex QCQPs that uses a distributed or parallel scheme, which guarantees optimality even under the strong duality property. In our proposal, we extend the setting of Section 5.1 to include parallel updates using the FLEXA decomposition theory presented in [31].

The methodology consists of a two-loop procedure that emerges from the dual ascent method presented in Section 5.1. Starting from a dual formulation guarantees that the method will converge to the optimal solution whenever strong duality holds. This is not satisfied if the algorithmic method relies on descent techniques over the primal problem, as the procedure may converge to a local optima.

The joint optimization update (34) is decoupled and solved iteratively using the FLEXA framework from [31], while the dual variables are updated in an outer loop. The framework approximates at every step the original problem with a convex surrogate that can be decomposed in parallel problems and solved efficiently. The approximation is formed fixing the non-local group of variables to a point from a previous iteration, and optimizing only in the local variables. The separability of the constraints allows to use a natural decomposition in block of variables. Furthermore, a form that uses the augmented Lagrangian presented in (36) can also be used, improving the convergence properties of the dual method if the unaugmented Lagrangian is not strongly convex in \( x \).

Following our procedure and satisfying the conditions from Theorem 3 in [31], then the iterates will converge to the global minimum point of the Lagrangian (34). This occurs because the Lagrangian is convex on \( x \), and the descent steps are able to converge to the global minimum.

We start by proposing a surrogate problem, which has the following form:

\[
U(x, \lambda; x^{k,q}) = \sum_{i \in N} U_i(x_i, \lambda; x^{k,q}) + \rho_i \| x_i - x^{k,q}_{i} \|^2,
\]

where

\[
U_i(x_i, \lambda; x^{k,q}) = x_i^T A_{0i} x_i + 2\sum_{j \neq i} (x_j^{k,q})^T A_{ij} x_i + 2\lambda_i (x_i^T A_i x_i + 2\lambda_i x_i + c_i),
\]

\( x^{k,q} = (x^{k,q}_j)_{j \in N} \) is a pivotal point indexed by the outer loop \( k \), and inner loop \( q \). Matrix \( A_0 \) is decomposed as follows:

\[
A_0 = \begin{pmatrix}
A^{11}_0 & \cdots & A^{1N}_0 \\
\vdots & \ddots & \vdots \\
A^{N1}_0 & \cdots & A^{NN}_0
\end{pmatrix}.
\]
Parameter $\rho_i \geq 0$ can be set to zero if $U_i(x_i, \lambda_i; x^k_q)$ is strongly convex in $x_i$.

Note that (38) is separable and convex in $x_i$. It is a quadratic problem with no constraints, whose solution can be computed as follows (Appendix A in [8]):

$$
\min_{x_i \in \mathbb{R}^{n_i}} U_i(x_i, \lambda_i; x^k_q) + \rho_i\|x_i - x^k_q\|^2 \quad (41)
$$

$$
= \begin{cases} 
- r(x^k_q)^T X_i(\lambda_i) r(x^k_q) + c_0 + \lambda_i c_i & \text{if } X_i(\lambda_i) \succeq 0 \land r(x^k_q) \in \text{range}[X_i(\lambda_i)] \\
- \infty & \text{otherwise}
\end{cases}
$$

where $X_i(\lambda_i) = \tilde{A}_i + \lambda_i \tilde{A}_i + \rho_i I_n$ and $r(x^k_q) = \tilde{b}_0 + \lambda_i \tilde{b}_i + \sum_{j \neq i} (\tilde{A}_j)_{ij}^T x_j^k_q + \rho_i x_i^k_q$. The solution comes as

$$
\bar{x}_i(\lambda_i; x^k_q) = \arg \min_{x_i \in \mathbb{R}^{n_i}} U_i(x_i, \lambda_i; x^k_q) + \rho_i\|x_i - x^k_q\|^2
$$

$$
= -X(\lambda_i)^T r(x^k_q) + \text{null}[X(\lambda_i)] .
$$

Because the quadratic problem is strongly convex if $\rho_i > 0$, there is a unique solution to the problem. We can set $\rho_i = 0$ if $U_i(x_i, \lambda_i; x^k_q)$ is strongly convex. All steps that we have discussed are described in Algorithm 2.

**Algorithm 2** Dual gradient ascent method with distributed FLEXA decomposition.

1: Initialize $x^{0,0}$ and $\lambda^0$. Set $k \leftarrow 0$.
2: while $\lambda^k$ is not a stationary point do
3: \hspace{1em} Set $q \leftarrow 0$.
4: \hspace{2em} while $x^k_q$ is not a stationary point do
5: \hspace{3em} Compute $\bar{x}_i(\lambda_i; x^k_q)$ for all $i \in N$ in parallel.
6: \hspace{3em} Update $x_i^{k,q+1} = x_i^k + \alpha_q(\bar{x}_i(x^k_q; x^k_q) - x_i^k)$ for all $i \in N$.
7: \hspace{1em} Set $q \leftarrow q + 1$.
8: end while
9: $\lambda^{\text{temp}} = \lambda + \mu_k g(x^k_q)$.
10: $\lambda^{k+1} = \Pi_W[\lambda^{\text{temp}}]$.
11: Set $k \leftarrow k + 1$.
12: end while

Convergence of Algorithm 2 is guaranteed if conditions of Theorem 3 in [31] are fulfilled and $\mu_k$ are chosen small enough so that the (sub)gradient method converges. Combining the convergence results from [31] and diminishing step sizes from [9] for subgradient methods, we can establish the following theorem:

**Theorem 7** Given problem QPI or QPE. Assume that the $S$-property holds,

$$
0 < \inf_q \alpha_q \leq \sup_q \alpha_q \leq \alpha_{\text{max}} \leq 1, \quad \rho_i > 0 \quad \forall i \in N,
$$

and $\mu_k$ is small enough. Then, Algorithm 2 converges to an optimal solution of the QP.

An extension of this decomposition using the augmented Lagrangian formulation from Section 5.1 is possible, although in this case problem (41) is no longer quadratic and must be solved using some convex optimization method, rather than using expression (42).
6 Robust least squares

Least squares (LS) is a popular method that finds linear dependencies between output data \( y \) and a list of input observations given by \( A \) and \( b \), such that, in the absence of noise, \( Ax - b = y \). We assumed \( x \in \mathbb{R}^p \), \( A \) is matrix of dimensions \( N \times p \) and \( b \in \mathbb{R}^N \). In the presence of noise, a squared error measure is proposed and minimized, such that \( \|Ax - b\|^2 \) has the smallest value possible. The total least squares (TLS) problem aims to minimize an error, allowing changes in matrix \( A \) and vector \( b \), such that \( (A + \Delta A)x - (b + \Delta b) = 0 \) with minimal energy of \( \|((\Delta A, \Delta b))\|_F^2 \).

Both problems are widely used in the literature, but they may present high sensitivity to perturbations in the feature components. For this reason, regularization alternatives have been proposed that aim to minimize the output variance under noisy input parameters. An alternative to such methods proposed in \[15\] consists of solving a robust least squares (RLS) version as follows:

\[
\min_{x \in \mathbb{R}^p} \max_{(\Delta A, \Delta b)} \| (A + \Delta A)x - (b + \Delta b) \|^2 \\
\text{s.t. } \| (\Delta A, \Delta b) \|^2 \leq \rho,
\]

(43)

where the output \( x \) of such problem corresponds to the robust solution under finite perturbations on values \( A, b \).

Our proposal to illustrate our nonconvex quadratic results consists of solving the RLS problem whenever the error bound \( \rho \) is specified for different groups of values belonging to \( A \) and \( b \). The reason behind different error values may be due to a distributed source of data, such as in \[13\]. Our RLS proposal becomes:

\[
\min_{x \in \mathbb{R}^p} \max_{(\Delta A, \Delta b)} \| (A + \Delta A)x - (b + \Delta b) \|^2 \\
\text{s.t. } \| (\Delta A)_i \|^2 \leq \rho_i \forall i \in \{1, \ldots, p\} \\
\| \Delta b \|^2 \leq \rho_{p+1},
\]

(44)

when errors are grouped in columns. We denoted the \( i \)th column of matrix \( \Delta A \) with \((\Delta A)_i\). We remark that the methods proposed in \[15\] are only valid for a single quadratic constraint, but we can use the analysis we developed to solve the problem with multiple constraints as long as the \( S \)-property is satisfied.

Methods described by \[3\] to solve robust problems significantly alter the structure of the QCQPs and prevent the use of our framework directly. Therefore, we discuss an alternative procedure where we establish strong duality on every non-convex subproblem and provide convergence guarantees.

6.1 Centralized proposal

Our algorithmic proposal consists of a gradient descent method on variable \( x \), while solving the maximization problem either in a centralized manner or using the decentralized method from Section 5.2. The specific steps for the minimization step and maximization problem are illustrated in Algorithm 3.

The minimization step on variable \( x \) takes the following form

\[
x^{k+1} = x^k + \alpha_k 2((A + \Delta A)^T ((A + \Delta A)x^k - (b + \Delta b))
\]

(45)
where \( \alpha_k \) corresponds to the gradient’s step size and \( k \) denotes the iteration step.

Consider the following renaming of variables: \( \Delta = (\Delta A, \Delta b) \), \( H = (A, b) \) and \( \overline{x} = (x^T, -1)^T \) for a given \( x \). The maximization problem can be written as

\[
\max_\Delta \| (H + \Delta) \overline{x} \|^2 \\
\text{s.t.} \quad \| \Delta_i \|^2 \leq \rho_i \quad \forall i \in \{1, \ldots, p + 1\},
\]

where \( \Delta_i \) stands for the \( i \)th column of matrix \( \Delta \). By further denoting \( U = \Delta^T \Delta \) and some transformations, an equivalent formulation becomes:

\[
\max_{U, \Delta} \quad \operatorname{tr}[U \overline{x} x^T] + \operatorname{tr}[(H^T \Delta + \Delta^T H) \overline{x} x^T] + \operatorname{tr}[H^T H \overline{x} x^T] \\
\text{s.t.} \quad U_{ii} = \rho_i \quad \forall i \in \{1, \ldots, p + 1\} \\
U = \Delta^T \Delta.
\]

Easily, the SDP relaxation is obtained as follows when \( U \succeq \Delta^T \Delta \), i.e.,

\[
\max_{U, \Delta} \quad \operatorname{tr}[U \overline{x} x^T] + \operatorname{tr}[(H^T \Delta + \Delta^T H) \overline{x} x^T] + \operatorname{tr}[H^T H \overline{x} x^T] \\
\text{s.t.} \quad U_{ii} = \rho_i \quad \forall i \in \{1, \ldots, p + 1\} \\
\begin{pmatrix} U & \Delta^T \\ \Delta & I_N \end{pmatrix} \succeq 0.
\]

We can prove that the \( S \)-property is satisfied and that strong duality holds for this problem. This is achieved in the next theorem:

**Theorem 8** Assume \( \rho_i > 0 \) for all \( i \). Then, strong duality between primal problem (46) and its dual (48) holds for any \( H \in \mathbb{R}^{N \times p+1} \) and \( \overline{x} = (x^T, -1)^T \in \mathbb{R}^{p+1} \).

**Proof** See Appendix C.

The centralized method is described in Algorithm 3.

---

### Algorithm 3 Centralized RLS algorithm

1. Initialize \( x^0, \Delta^0 \) and \( \{\alpha^k\} \).
2. while STOP criteria is not satisfied on \( x^k \) do
   3. Solve problem (18). Assign result to \( \Delta^k = (\Delta A^k, \Delta b^k) \).
   4. Set \( x^{k+1} \leftarrow x^k + \alpha_k^2 (A + \Delta A^k)^T ((A + \Delta A^k)x^k - (b + \Delta b^k)) \).
   5. Set \( k \leftarrow k + 1 \).
3. end while

---

### A Proofs of Section 3

**Proof (Lemma 1)** From Definition 1, the \( S \)-property holds if the following systems are strong alternatives:

\[
\exists x \in \mathbb{R}^p \mid f(x) < \alpha \wedge g_i(x) \leq 0 \quad \forall i \in \mathcal{N}, \quad \iff \quad (49a)
\]

\[
\forall \lambda \in \Gamma \mid f(x) + \sum_{i \in \mathcal{N}} \lambda_i g_i(x) \geq \alpha \quad \forall x \in \mathbb{R}^p. \quad (49b)
\]
We need to prove the equivalence of (10b) and (49b). The implication (10b) ⇒ (49b) is immediate from

\[ (x, 1)|\left(\mathcal{A}_0 + \sum_{i \in N} \lambda_i \mathcal{A}_i - \alpha \mathcal{E}\right)(x, 1)^T = f(x) + \sum_{i \in N} \lambda_i \phi_i(x_i) - \alpha \geq 0. \]  

(50)

The implication (10b) ⇔ (49b) is shown as follows. First, we define \( h(x, \lambda) \):

\[
h(x, \lambda) = f(x) + \sum_{i \in N} \lambda_i \phi_i(x_i) - \alpha = x^T A_0 x + 2b_0^T x + c_0 - \alpha + \sum_{i \in N} \lambda_i (x^T A_i x + 2b_i^T x + c_i) \geq 0.
\]

Function \( h(x, \lambda) \) is nonnegative \( \forall x \in \mathbb{R}^p \) if and only if a minimum exists and it is nonnegative, and if the function is convex. This occurs if and only if

\[
A_0 + \sum_{i \in N} \lambda_i A_i \succeq 0 \quad (51a)
\]

\[
c_0 + \sum_{i \in N} \lambda_i c_i - \alpha - (b_0 + \sum_{i \in N} \lambda_i b_i)^T (A_0 + \sum_{i \in N} \lambda_i A_i) (b_0 + \sum_{i \in N} \lambda_i b_i) \geq 0 \quad (51b)
\]

\[
b_0 + \lambda_i b_i \in \text{range}[A_0 + \sum_{i \in N} \lambda_i A_i]. \quad (51c)
\]

are all satisfied. Note that (51a) corresponds to the Hessian of \( h(x, \lambda) \), (51b) corresponds to \( h(x_{\text{min}}, \lambda) \), where \( x_{\text{min}} = -(A_0 + \sum_{i \in N} \lambda_i A_i)^{\dagger} (b_0 + \sum_{i \in N} \lambda_i b_i) \) is the minimum value of \( h(x, \lambda) \), and (51c) guarantees there is no direction where the problem is unbounded. See Appdx. A.5.4 in [8] for the complete description of the solution of a QCQP. Given (51a) and using the relation of the Schur complement of a matrix and its positive semidefiniteness as presented in page 651 in [8], we conclude that \( A_0 + \sum_{i \in N} \lambda_i A_i - \alpha \mathcal{E} \succeq 0 \). This ends the proof of the equivalence.

Proof (Lemma 2) The proof is a standard result in semidefinite programming and can be derived in a very similar way to Example 5.14 in [8]. We reproduce it here for completeness. Consider the following problem:

\[
\min_{s \in \mathbb{R}, \lambda \in \Gamma} \quad s
\]

\[
s.t. \quad A_0 + \sum_{i \in N} \lambda_i A_i - \alpha \mathcal{E} \preceq -s I_{p+1} . \quad (52)
\]

The Lagrangian has the following form:

\[
L(s, \lambda, Z) = s - \text{tr}\left[\left(\mathcal{A}_0 + \sum_{i \in N} \lambda_i \mathcal{A}_i - \alpha \mathcal{E} + s I_{p+1}\right)Z\right]
\]

\[
= s - \text{tr}[\mathcal{A}_0 - \alpha \mathcal{E}Z] - \sum_{i \in N} \lambda_i \text{tr}[\mathcal{A}_i Z] - s \text{tr}[Z] \quad (53)
\]

and the dual function can take the following values:

\[
\min_{s \in \mathbb{R}, \lambda \in \Gamma} L(s, \lambda, Z) = \begin{cases} 
-\text{tr}[\mathcal{A}_0 - \alpha \mathcal{E}Z] & \text{if } \text{tr}[\mathcal{A}_i Z] \leq 0 \forall i, \text{ tr}[Z] = 1 \\
-\infty & \text{otherwise.}
\end{cases} \quad (54)
\]

Maximizing the dual function given by (54) we obtain the dual problem:

\[
\max_{Z} \quad -\text{tr}[\mathcal{A}_0 - \alpha \mathcal{E}Z]
\]

\[
s.t. \quad \text{tr}[\mathcal{A}_i Z] \leq 0 \forall i \\
Z \succeq 0, \quad \text{tr}[Z] = 1 . \quad (55)
\]

Primal problem (52) is convex and has non-empty interior (it satisfies Slater’s condition) and, therefore, strong duality holds with its dual formulation given by (55).
A technical condition needs to be satisfied to establish the strong alternative property between the systems described in (13): problem (52) has to attain its infimum. A sufficient condition is given by the following implication (see Example 5.14 in \[8\]):

\[ \nu_i \in \Gamma, \sum_{i \in N} \nu_i \mathcal{A}_i \geq 0 \implies \nu_0 = 0 \quad (\forall i \in N) \implies \sum_{i \in N} \nu_i \mathcal{A}_i = 0 \]  

(56)

which in our case is satisfied because of Assumption 1. In particular, every matrix $\mathcal{A}_i$ has at least a negative eigenvalue in the case of QPI, and positive and negative eigenvalues in the case of QPE, because of Slater’s condition. Moreover, matrices $\mathcal{A}_i$ do not overlap between each other except for the matrix elements $(p+1,p+1)$. As a consequence, any positive linear combination of these matrices will have at least a negative eigenvalue, which fulfills the condition described in (56).

It is now clear that primal problem (52) and dual problem (55) attain the same objective value. Therefore, if $s > 0$, then $\text{tr}(\mathcal{A}_0 - \alpha \mathbb{E}) < 0$ and there exists no $\lambda \in \Gamma$ such that $\mathcal{A}_0 + \sum_{i \in N} \lambda_i \mathcal{A}_i - \alpha \mathbb{E} \succeq 0$. This shows that both conditions are strong alternatives and it concludes the proof of the lemma.

**Proof (Lemma 4)** Implication (19a) $\iff$ (19b):

\[ f(x) = \alpha = z^T(\mathcal{A}_0 - \alpha \mathbb{E})z = y^T P^T (\mathcal{A}_0 - \alpha \mathbb{E}) P y = y^T F_0 y < 0 \]  

(57a)

\[ g_i(x) = z_i^T P^T \mathcal{A}_i z_i = y_i^T P \mathcal{A}_i P y_i = y_i^T F_i y_i \leq 0, \quad (\forall i \in N). \]  

(57b)

The opposite direction (19a) $\implies$ (19b) is more elaborate. We first need to show the following equivalence:

\[ \exists y \in \mathbb{R}^{p+1} \mid y^T F_0 y < 0 \land y^T F_i y \leq 0, \forall i \in N \iff \exists \psi \in \mathbb{R}^p \mid s^T \psi = 0, \forall i \in N, \]  

(58a)

where $F_0, F_0, F_0, d_0, d_0$ and $e_i$ are defined in (59).

Consider $y = (v^T, w)^T$ with $v \in \mathbb{R}^p$ and $w \in \mathbb{R}$. We have

\[ \begin{pmatrix} v \\ w \end{pmatrix}^T \begin{pmatrix} F_0 & F_0 \\ F_0 & F_0 \end{pmatrix} \begin{pmatrix} v \\ w \end{pmatrix} < 0, \quad \begin{pmatrix} v \\ 0 \end{pmatrix}^T \begin{pmatrix} F_i \\ 0 \end{pmatrix} \begin{pmatrix} v \\ e_i \end{pmatrix} \leq 0, \quad (\forall i \in N). \]  

(59)

If $w \neq 0$ we can choose $s = v/w$ and (58b) is feasible. If $w = 0$ we have $v^T F_0 v < 0$ and $v^T F_i v \leq 0$. We can choose $s = \sum_{i \in N} s_i + t v$, where $s$ is a point satisfying Slater’s condition (see Assumption 1) in the congruent domain. We define $s$ such that $s = \sum_{i} s_i$ and the support of all $s_i$ do not overlap. This results into the following:

\[ s^T \psi = 2 s_i^T F_i s_i + e_i = t_i \sum_{s_i} \psi_i s_i + e_i + v^T \sum_{s_i} \psi_i s_i \leq 0 \]  

(60a)

\[ s^T \psi = e_i = \sum_{s_i} \psi_i s_i \leq 0 \]  

(60b)

By taking $t_i \rightarrow \infty$ and choosing $t_i = \pm 1$ depending on the signs of $\psi_i$, we can find an $s$ such that (58b) is satisfied. In the original domain, we can recover $x$ with $(x, 1)^T = P^{-1} (s, 1)^T$, which satisfies (19b). This completes the proof.

**Proof (Theorem 5)** Because $Y \geq 0$, it admits an orthogonal decomposition such that $Y = V V^T$ where $V = [v_1, v_2, \ldots, v_p]$ and $R \leq p + 1$ represents the rank of $Y$. Then,

\[ \text{tr}(F_0 Y) = \text{tr}(V^T F_0 V) = \sum_{r=1}^{R} v_r^T F_0 v_r = \sum_{r=1}^{R} \sum_{i=1}^{p+1} (F_0 v_r) (v_r)^T = 2 \sum_{r=1}^{R} \sum_{i=1}^{p+1} (F_0 v_r) (v_r)^T < 0 \]  

(61)

\[ \text{tr}(F_i Y) = \text{tr}(V^T F_i V) = \sum_{r=1}^{R} v_r^T F_i v_r = \sum_{r=1}^{R} \sum_{j=1}^{p+1} (F_i v_r) (v_r)^T = \psi_i \quad (\forall i \in N), \]  

(62)
Lemma 4. The direction \((65) \implies (66a)\) gives that \(\sum_{i=1}^{p} y_{i}^2 = \sum_{i=1}^{p} (F_{ii})_{ij} y_{i}^2 \leq \sum_{i=1}^{p} \frac{R}{R+1} y_{i}^2 \). This implies that
\[
y^T F y = \sum_{i=1}^{p+1} (F_{ii})_{ij} y_{i}^2 \leq \sum_{i=1}^{p+1} (F_{ii})_{ij} \frac{R}{R+1} y_{i}^2 = \sum_{i=1}^{p+1} \frac{R}{R+1} y_{i}^2 - \sum_{i=1}^{p+1} (F_{ii})_{ji} y_{i}^2 = \text{tr}[F Y] - \psi. \tag{63}
\]

We introduce a diagonal matrix \(D\) with \((D)_{jj} = \pm 1\) such that \(y_{j} = (D)_{jj} \sqrt{\sum_{i=1}^{R} v_{ij}^2} \). The product with \(F_0\) becomes:
\[
y^T F_0 y = \sum_{i=1}^{p+1} (F_0)_{ii} y_{i}^2 + 2 \sum_{j=i}^{p+1} (F_0)_{ij} y_{i} y_{j} + \sum_{j=i}^{p+1} (F_0)_{ij} y_{i} y_{j} + \sum_{j=i}^{p+1} (F_0)_{ij} y_{j} y_{i}
\]
\[
= \sum_{i=1}^{p+1} (F_0)_{ii} \left( \sum_{i=1}^{R} v_{ii}^2 \right) + 2 \sum_{j=i}^{p+1} (F_0)_{ij} \left( (D)_{ii} (D)_{jj} \sqrt{\sum_{i=1}^{R} v_{ij}^2} \right) \left( \sum_{i=1}^{R} v_{ij} \right)
\]
Consider the difference
\[
y^T F_0 y - \text{tr}[F Y] = 2 \sum_{j>i} (F_0)_{ij} \left( (D)_{ii} (D)_{jj} \sqrt{\sum_{i=1}^{R} v_{ij}^2} \right) \left( \sum_{i=1}^{R} v_{ij} \right) \leq 0 \tag{64}
\]
Expression (64) is nonpositive if \((F_0)_{ij} (D)_{ii} (D)_{jj} \sum_{i=1}^{R} v_{ij} \) is nonpositive for every pair \(i \neq j\). This is shown in Proposition 3.

Proposition 3 The following relation holds true for any sequence \(v_{r}, v_{j}, \ r \in \{1, \ldots, R\}\) and pair \(i, j \in \{1, \ldots, p+1\}\):
\[
\sqrt{\sum_{r, s=1}^{R} v_{rj} v_{is}} \geq \sum_{r, s=1}^{R} v_{rj} v_{is} \sum_{r, s=1}^{R} v_{is} \tag{65}
\]

Proof Take squares on the left and right hand sides of (65), which gives
\[
\sum_{r, s=1}^{R} v_{rj} v_{is} \sum_{r, s=1}^{R} v_{is} \sum_{r, s=1}^{R} v_{rj} v_{is} \geq \sum_{r, s=1}^{R} v_{rj} v_{is} \sum_{r, s=1}^{R} v_{is} \tag{66}
\]
Note that \(a^2 + b^2 \geq 2ab\) for any \(a, b \in \mathbb{R}\). Introduce \(a = v_{rj} v_{is}\) and \(b = v_{rj} v_{is}\):
\[
v_{rj} v_{is} + v_{rj} v_{is} \geq 2v_{rj} v_{is} \tag{67}
\]
which is satisfied for every pair of \(r, s\). Summing all of these inequalities yields (66) which implies (65).

Proof (Lemma 5) Implication (20a) \(\implies (20b)\) is immediate, since we can introduce \(z = (x^T, 1)^T = Py\) and satisfy (20a) same as in Lemma 4. The direction (20a) \(\implies (20b)\) is more elaborate and we need to show the following equivalence:
\[
\exists y \in \mathbb{R}^{p+1} | y^T F y < 0 \land y^T F_0 y = 0, \forall i \in \mathcal{N} \iff (68a)
\]
\[
\exists s \in \mathbb{R}^{p} | s^T F_0 s + 2d_0 s + d_0 < 0 \land s^T F_0 s + d_0 = 0, \forall i \in \mathcal{N}. \tag{68b}
\]
Consider \(y = [v^T, w]^T \) with \(v \in \mathbb{R}^{p}\) and \(w \in \mathbb{R}\). We have
\[
\begin{pmatrix} v \\ w \end{pmatrix}^T \begin{pmatrix} F_0 & F_0 \\ F_0 & d_0 \end{pmatrix} \begin{pmatrix} v \\ w \end{pmatrix} < 0, \quad \begin{pmatrix} v \\ w \end{pmatrix}^T \begin{pmatrix} F_0 & 0 \\ 0 & e_i \end{pmatrix} \begin{pmatrix} v \\ w \end{pmatrix} = 0, \quad \forall i \in \mathcal{N}. \tag{69}
\]
If \(w \neq 0\) we can choose \(s = v/w\) and (68b) is feasible. If \(w = 0\) we have \(v^T F_0 v < 0\) and \(v^T F_0 v = 0\) for all \(i\). We require that \(F_i \neq 0\) so that \(s_i^T F_i S_i \neq 0\). This is equivalent to require
that \( A_i \neq 0 \). We try \( s = \sum t_i \hat{s}_i + t_e v \) where the support of every \( \hat{s}_i \) does not overlap. We get the following:

\[
s^T \bar{F}_0 s + 2 \bar{F}_0 v + d_0 = (\sum t_i \hat{s}_i)^T \bar{F}_0 (\sum t_i \hat{s}_i) + 2 \bar{F}_0 (\sum t_i \hat{s}_i) + d_0 + t_e^2 v^T \bar{F}_0 v + 2 t_e (\sum t_i \bar{F}_0 \hat{s}_i + \bar{f}_0)^T v
\]

The idea is the same as before: make \( t_e \) large enough so that \((71)\) becomes negative. We need to verify that \((70a)\) equals zero for some \( t_i \). We consider two cases:

1. If \( v \in \text{null}[\bar{F}_1] \), then \( \hat{s}_1 \bar{F}_1 v = 0 \), so we need to choose \( \hat{s}_i \) such that \( A \) equals zero. Such a point is guaranteed to exist because of Assumption 1.

2. If \( v \notin \text{null}[\bar{F}_1] \), then choose \( \hat{s}_i \) such that \( \hat{s}_1 \bar{F}_1 \hat{s}_i \neq 0 \). Start with \( t_i = 0 \) and increase its value until \( A = -B \). Choose the appropriate sign accordingly.

We recover \( x \) with \((x,1)^T = P \cdot (s,1)^T\), which satisfies \((20b)\).

**Proof (Theorem 5)** Consider \( Y \geq 0 \) with spectral decomposition \( Y = V V^T \) where \( V = [v_1, \ldots, v_R] \) and \( R \leq p + 1 \) represents the rank of \( Y \). We have in the constraints that

\[
\text{tr}[F Y] = \text{tr}[V^T F_1 V] = \sum_{r=1}^{R} \sum_{j \not\in M} (F_1)_{jj} v^2_j + \sum_{m \in M} 2 (F_1)_{m,p+1} v_{r,p+1} v_{m} = \psi_i \quad \forall i \in \mathcal{N},
\]

where \( v_r = (v_{r_j})_{j=1}^{p+1} \). We can choose a rank 1 candidate solution \( y = (y_{j})_{j=1}^{p+1} \) such that

\[
y_{j} = (D)_{jj} \sum_{r} v^2_{r_j}, \quad j \notin M, \tag{72}
\]

\[
y_{j} = (D)_{p+1,p+1} \sum_{r} \sum_{m \in M} 2 (F_1)_{m,p+1} v_{r,p+1} v_{m} = \psi_i \quad \forall i \in \mathcal{N}. \tag{73}
\]

Using vector \( y \) in the constraints gives

\[
y^T F_0 y = \sum_{j \not\in M} (F_1)_{jj} y^2_j + \sum_{m \in M} 2 (F_1)_{m,p+1} y_{p+1} y_{m} = \psi_i \tag{74}
\]

\[
= \sum_{r=1}^{R} \sum_{j \not\in M} (F_1)_{jj} v^2_j + \sum_{m \in M} 2 (F_1)_{m,p+1} v_{r,p+1} v_{m} = \psi_i \tag{75}
\]

The choice of vector \( y \) fulfills \( \text{tr}[F Y] = y^T F_0 y = \psi_i \) for \( i \in \mathcal{N} \). We need to verify that \( y^T F_0 y \leq \text{tr}[F Y] \). Consider the following:

\[
\text{tr}[F Y] = \text{tr}[V^T F_0 V] = \sum_{r=1}^{R} v^T_r F_0 v_r = \sum_{r=1}^{R} (F_0)_{r} v^2_r + 2 \sum_{j > i} (F_0)_{ij} v_r v_{r_j} < 0 \tag{76}
\]

\[
y^T F_0 y = \sum_{i} (F_0)_{ii} y^2_i + 2 \sum_{j > i} (F_0)_{ij} y_i y_{j} \tag{77}
\]

and compare both expressions term by term. From \((77)\) we get

\[
(F_0)_{ii} y^2_i = \sum_r (F_0)_{ii} v^2_{r_i} \quad i \not\in M \tag{78}
\]

\[
(F_0)_{ij} y_i y_{j} = \sum_r (D)_{jj} (F_0)_{ij} \sum_r v^2_{r_i} \sum_r v^2_{r_j} \quad i,j \not\in M \tag{79}
\]

\[
(F_0)_{ii} y^2_i = (F_0)_{ii} (\sum_r v_{r,p+1} v_{r})^2 \sum_r v^2_{r,p+1} \quad i \in M \tag{80}
\]

\[
(F_0)_{p+1,p+1} y_{p+1} y_{p+1} = \sum_r (F_0)_{r} v_{r,p+1} v_{r,p+1} \quad i \in M \tag{81}
\]

\[
(F_0)_{i,j} = 0 \quad i \in M, j \neq p+1, j \neq i. \tag{82}
\]
Now we can establish the following relations when comparing term by term with (76):

\[(F_0)_{ij}y_i^2 = \sum_r (F_0)_{ij}v_r v_r \quad i \notin M \] \hspace{0.5cm} (83)

\[(F_0)_{ij}y_i y_j \leq \sum_r (F_0)_{ij}v_r v_r \quad i, j \notin M \text{ if } (D)_{ij} < 0 \] \hspace{0.5cm} (84)

\[(F_0)_{ii}y_i^2 \leq \sum_r (F_0)_{ii}v_r^2 \quad i \in M \text{ if } (F_0)_{ii} \geq 0 \] \hspace{0.5cm} (85)

\[(F_0)_{i,j+1}y_{i+1} \leq \sum_r (F_0)_{i,j+1}v_r v_{r+1} \quad i \in M \] \hspace{0.5cm} (86)

\[(F_0)_{i,j+1}y_{i+1} = \sum_r (F_0)_{i,j+1}v_r v_{r+1} + 1 \quad i \in M, j \neq p + 1, j \neq i. \] \hspace{0.5cm} (87)

and conclude that

\[y^T F_0 y \leq \text{tr}[F_0Y] \] \hspace{0.5cm} (88)

\[y^T F_i y = \text{tr}[F_iY] = \psi_i \quad \forall i \in \mathcal{N}. \] \hspace{0.5cm} (89)

**Proof (Lemma 6)** Implication (24a) \(\iff\) (24b) is verified, since we can introduce \(z = (x^T, 1)^T = Py\).

\[f(x) - \alpha = z^T(A_0 - \alpha)z = y^T P^T(A_0 - \alpha)Py = y^T F_0 y < 0 \] \hspace{0.5cm} (90a)

\[g_i(x) = z_i^T A_0 z_i = y_i^T P^T A_0 Py = y_i^T F_i y \leq 0, \quad \forall i \in \mathcal{N}. \] \hspace{0.5cm} (90b)

The opposite direction (24a) \(\implies\) (24b) is also simple. Consider \(y = (v^T, w)^T \) with \(v \in \mathbb{R}^p\) and \(w \in \mathbb{R}\).

\[\begin{pmatrix} v \\ w \end{pmatrix}^T \begin{pmatrix} F_0 & F_0 \\ F_0 & F_0 \end{pmatrix} \begin{pmatrix} v \\ w \end{pmatrix} < 0, \quad \begin{pmatrix} v \\ w \end{pmatrix}^T \begin{pmatrix} F_i & 0 \\ 0 & e_i \end{pmatrix} \begin{pmatrix} v \\ w \end{pmatrix} \leq 0, \quad \forall i \in \mathcal{N}. \] \hspace{0.5cm} (91)

If \(w \neq 0\) we can choose \(s = v/w\) and (24b) follows. We cannot have \(w = 0\) because \(A_0 \geq 0\) by assumption, and \(v^T F_0 v \neq 0\) for any \(v\).

**B Proof of coercivity (Section 4)**

**Proof** In order to prove the coercivity of the function, we need to show that if \(\|\lambda\| \to \infty\), then \(q(\lambda) \to -\infty\). Let’s indicate \(M = \{i \in \mathcal{N} \mid \lambda_i \to \infty\}\) and \(M = \{i \in \mathcal{N} \mid \lambda_i \to -\infty\}\). We require that \(M\) is nonempty.

We distinguish two cases, one where there \(\exists i \in M \mid A_i \neq 0\), and another where \(\forall i \in M, A_i = 0\). In the first case, \(q(\lambda) \to -\infty\) because \(A_0 + \sum_i \lambda_i A_i \neq 0\) as \(\lambda_i \to \infty\). In the second case, we take \(\lambda_i = \lambda\) for every \(i \in M\) and we get

\[
\lim_{\|\lambda\| \to \infty} q(\lambda) = \lim_{\|\lambda\| \to \infty} \sum_i \lambda_i c_i - (b_0 + \sum_i \lambda_i b_i)^T (A_0 + \sum_i \lambda_i A_i) (b_0 + \sum_i b_i)
\]

\[= \lim_{\|\lambda\| \to \infty} \lambda \left( \frac{1}{\lambda} \sum_i \lambda_i c_i - \frac{1}{\lambda^2} (b_0 + \sum_i \lambda_i b_i)^T \left( \frac{1}{\lambda} A_0 + \frac{1}{\lambda^2} \sum_i \lambda_i A_i \right) (b_0 + \sum_i \lambda_i b_i) \right)
\]

\[= \lim_{\|\lambda\| \to \infty} \sum_i A_i (c_i - b_i^T \left( \frac{1}{\lambda} A_0 + \frac{1}{\lambda^2} \sum_j \lambda_j A_j + \sum_{j \in M} A_j \right) b_i) \]

\[= \sum_i M A_i (c_i - b_i^T A_i b_i). \] \hspace{0.5cm} (92)

Note that we used the relations

\[\left( \sum_{i \in M} A_i \right)^T = \sum_{i \in M} A_i^T \text{ and } b_i A_i^T b_i = b_j A_j^T b_j = 0 \quad \forall i \neq j \] \hspace{0.5cm} (93)
because of the non-overlapping property of the $A_i$'s and $b_i$'s.

Considering the case where $A_i \geq 0$, we can express $g_i(x_i)$ in the following form:

$$g_i(x_i) = \frac{x_i}{\|x_i\|} \left( b_i^T x_i + c_i \right)$$

where $\tilde{A}_i = (\tilde{A}_i)^{1/2} (\tilde{A}_i)^{1/2}$, $\tilde{b}_i = (\tilde{b}_i)^T (\tilde{A}_i)^{1/2}$, $c_i = (\tilde{b}_i)^T \tilde{b}_i - c_i^\ast$. Because of Slater's condition there exists an $\hat{x}_i$ such that $g_i(\hat{x}_i) < 0$ and we necessarily have $c_i^\ast > 0$. Determining the value of (92) we get:

$$c_i - \tilde{b}_i^T \tilde{A}_i^{-1} \hat{b}_i = (\tilde{b}_i^T - c_i^\ast) (\tilde{A}_i)^{1/2} (\tilde{A}_i)^{1/2} (\tilde{A}_i)^{1/2} (\tilde{A}_i)^{1/2} (\tilde{b}_i)^T (\tilde{b}_i)^T = -c_i^\ast < 0$$

and conclude that $\lim_{\lambda \to -\infty} g(\lambda) = -\infty$. The case in which $\lambda_i \to -\infty$ is analyzed in a similar way and we omit it.

C Proof of strong duality in the robust least squares problem

(Section 6)

**Proof (Theorem 8)** We want to show that problem (95) presents the strong duality property:

$$\max_{\Delta} \|H + \Delta \| \|F\|^2 \quad \text{s.t.} \quad \|\Delta_i\|^2 \leq \rho_i \quad \forall i \in \{1, \ldots, p + 1\}.$$  

(95)

We can rewrite the objective function of problem (95) in quadratic form as follows:

$$\|H + \Delta \| \|F\|^2 = F^T (H + \Delta) F = \left( \sum_i \pi_i (H_i + \Delta_i) \right) \left( \sum_i \pi_i (H_i + \Delta_i) \right)$$

$$= \sum_i \pi_i (H_i + \Delta_i)^T (H_i + \Delta_i) + \sum_{j \neq i} 2 \pi_i \pi_j (H_i + \Delta_i)^T (H_j + \Delta_j),$$

where $\pi_i$ refers to the $i$th component of vector $\pi$ (a scalar), and $\Delta_i$ or $H_i$ refer to the $i$th column of matrix $\Delta$ or $H$, respectively. We now reformulate (96) to standard quadratic form:

$$\|H + \Delta \| \|F\|^2 = \text{col}[\Delta + H] \text{col}[\Delta + H]^T \| \pi \| \| \pi \|^T \text{I}_N \text{col}[\Delta + H],$$

(97)

where $\text{col}[\Delta] = (\Delta_1, \ldots, \Delta_{p+1})^T$ and $\otimes$ represents the Kronecker product. We now make the following change of variable $\Delta' = D' \text{col}[\Delta + H]$, where $D'$ is a diagonal matrix derived as follows: $D' = \text{diag}(|\pi|) \otimes \text{I}_N$, where $\text{sign}(\pi)$ returns a vector with $\pm 1$ elements depending on the sign of $\pi$, and $\text{sign}(0) = +1$. We get the following:

$$\|H + \Delta \| \|F\|^2 = \text{col}[\Delta + H] D' D' \text{col}[\Delta + H]$$

$$= \text{col}[\Delta + H] D' \text{col}[\Delta + H] = (\Delta')^T A_0 \Delta',$$

(98)

where $A_0 = (\text{col}[\pi] \otimes \text{I}_N)$ is a completely positive matrix. Recall that matrix $A$ is completely positive if and only if there exists a decomposition such that $A = B B^T$, where $B$ has non-negative elements. We can now reformulate problem (95) into:

$$\max_{\Delta'} \quad (\Delta')^T A_0 \Delta'$$

$$\text{s.t.} \quad \|D' \Delta' - H_i\|^2 \leq \rho_i \quad \forall i \in \{1, \ldots, p + 1\},$$

(99)

where $D'$ is obtained from $D'$. Problem (99) is in standard form, as introduced in Section 3. We define matrix $P$ as presented in (15), where $P = \text{I}_N$ and $p_i = D'_i H_i$ in this particular case. This choice of matrix $P$ guarantees that $F_i = P^T \tilde{A}_i \tilde{P}$ are all diagonal for $i \in \{1, \ldots, p + 1\}$.

We need to verify that there exists some diagonal matrix $D''$, such that $D'' F_0 D''$ is a completely positive matrix, where $F_0 = P^T A_0 P$. If this matrix $D''$ exists and since we are maximizing in (99), $-F_0$ becomes a Z-matrix and the requirements of Theorem 4 are fulfilled, ultimately guaranteeing the S-property and the strong duality result we are interested in.
We know that $A_0$ is a completely positive matrix. Considering that $A_0$ can be easily decomposed into $N$ blocks and each block is also completely positive with the following form:

$$ (A_0)_i = \begin{pmatrix} \mathbf{a}_i^T \\ 0 \end{pmatrix} \begin{pmatrix} \mathbf{a}_i^T \vert 0 \end{pmatrix}, \quad (100) $$

we can compute $(P^T_i)(A_0)_i(P_i)$ and verify if there exists submatrix $(D')_i$ such that the after product is completely positive:

$$ (D')_i(P^T_i)(A_0)_i(P_i)(D')_i = \begin{pmatrix} D'_{i} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} I_{p+1} & 0 \\ H_{i} & 1 \end{pmatrix} \begin{pmatrix} \mathbf{a}_i^T \vert 0 \end{pmatrix} \begin{pmatrix} D'_{i}^T & 0 \\ 0 & 1 \end{pmatrix} $n

$$ = \begin{pmatrix} D'_{i} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} H_{i}^T \mathbf{a}_i \vert \mathbf{a}_i^T \end{pmatrix} \begin{pmatrix} \mathbf{a}_i^T \vert \mathbf{a}_i^T H_{i} \end{pmatrix} \begin{pmatrix} D'_{i}^T & 0 \\ 0 & 1 \end{pmatrix} $n

$$ = \begin{pmatrix} D'_{i}^T \mathbf{H}_{i}^T \mathbf{a}_i^T \mathbf{a}_i^T H_{i} \end{pmatrix} \begin{pmatrix} \mathbf{a}_i^T \vert \mathbf{a}_i^T H_{i} \end{pmatrix} \begin{pmatrix} D'_{i} \end{pmatrix} \begin{pmatrix} H_{i} \end{pmatrix} \begin{pmatrix} \mathbf{a}_i^T \vert \mathbf{a}_i^T H_{i} \end{pmatrix} \begin{pmatrix} D'_{i}^T \end{pmatrix} \begin{pmatrix} H_{i} \end{pmatrix} \begin{pmatrix} \mathbf{a}_i^T \vert \mathbf{a}_i^T H_{i} \end{pmatrix} \begin{pmatrix} D'_{i} \end{pmatrix} \begin{pmatrix} H_{i} \end{pmatrix} (101) $$

where $H_{i}$ refers to the row vector of matrix $H$ and $(A)_i$ refers to the corresponding submatrix of adequate dimensions.

If $H_{i}^T\mathbf{a}_i$ is positive or zero, choose $D'_{i} = I_{N}$ and the matrix $(D')_i(P^T_i)(A_0)_i(P_i)(D')_i$ becomes completely positive. If $H_{i}^T\mathbf{a}_i$ is negative, choose $D'_{i} = -I_{N}$, and, likewise, matrix $(D')_i(P^T_i)(A_0)_i(P_i)(D')_i$ becomes completely positive too.

The previous analysis can be extended to every other block matrix and $H_{i}$. This guarantees that we can always find a $D'$ matrix such that $D^T F_0 D'$ is a completely positive matrix, which concludes the proof.
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