LQR Based On Optimized Tuning PD Controller For AVR System
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Abstract

This study presents a Linear Quadratic Regulator (LQR) based on an optimizing PD controller to improve the dynamic performance of an automatic voltage regulation (AVR) system. Biogeography-based optimization (BBO) is used to adjust the controller gains, and the Mean Absolute Percentage Error (MAPE) cost function is used to ensure effective performance. To demonstrate the advantages of the suggested controller, a transient study was conducted and compared to a standard PD, LQR, and then used PD-LQR in terms of (Rising time, Settling time, Max Overshoot, and Peak time). Finally, simulations demonstrated that the PD-LQR gives satisfactory outcomes and a quicker reaction, which was evidently represented in the recommended controller's strong and steady performance in enhancing the transient analysis of the AVR system.
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1. Introduction

The system has a nominal value level for supplying power network voltages. Any change in the given voltage value will affect all distributed power networks' dynamics. This condition of altering values will have an impact on the system's performance and longevity. The impact will be felt on the electrical grid and, eventually, on the actual system that delivers the necessary voltages. To overcome this problem, an automatic voltage regulator (AVR) is used[1]. An AVR, as the name indicates, is a device used in power plants to maintain target voltage levels despite fluctuations. It works by first the excitation section's voltage value being stabilized, then managing the excitation voltage value to regulate the output producing voltage in order to provide dependable and a stable voltage providing system[2]. Oscillation, overshoot, and a value error in the steady-state are some of the issues that the AVR has in its output response. Many control systems based on optimal control, robust control, and adaptive control have been investigated in the literature for implementing and increasing the dynamic responsiveness of an AVR system.

Conventional PID is without a doubt the most common because to its stable performance independent of system parameter changes and structural simplicity, just three control parameters—proportional gain, integral gain, and derivative gain—need to be adjusted[3]. To create a robust response, a genetic algorithm (GA) is paired with and PSO, whereas in [4], a The connection between fuzzy and PID controller combines fuzzy with differential (FD), fuzzy with integration (FI), and fuzzy with proportional (FP) (HGAPSO). The FOPID controller, which has been proposed in [2], offers a significant degree of freedom when tweaking its parameters using WOA. When compared to a traditional PID controller, the FOPID controller exhibits different time response properties. By resolving algebraic recombinant equations, one may create state feedback control in the simplest way possible using a linear quadratic (LQR) structured technique. Selecting settings for this method is still a trial-and-error process. Make specific changes to the weight matrices' Q and R elements[5].

In this paper, the BBO for adjusting LQR controller gains and PD parameters. When this method is used, it produces fast and accurate results for (PD-LQR) controller gains, as well as ability to tune its gains with a lot of freedom. Finally, the time response properties of the PD-LQR controller are compared to those of the traditional PD and LQR controllers. The following is how the paper is structured: Section 2 describes the AVR system, Section 3 describes the LQR controller, and Section 4 shows the proposed BBO method. Results from the simulation and discussion are presented in Section 5; the study's conclusion is covered in Section 6.
2. AVR System Model

The four parts of the AVR system are the amplifier, exciter, generator, and sensor. As illustrated in Figure 1, each of these parts has a first-order transfer function. Each transfer function’s known time and gain constants in the AVR system are the parameters (T and k). Table 1 lists the values of the constants utilized in this investigation.

![Figure 1. AVR system block diagram](image)

2.1 The Amplifier Model

A gain and a time constant are used to simulate the transfer function of an amplifier:

\[
G_a = \frac{k_a}{1 + sT_a}
\]

where the amplifier’s time constant \((T_a)\) and gain \((K_a)\) are respectively. \(T_a\) is between 0.02 and 0.1 sec, while \(K_a\) values are between 10 and 40.

2.2 The Exciter Model

A gain and time constant are used to simulate the transfer function of an exciter:

\[
G_e = \frac{k_e}{1 + sT_e}
\]

where \(K_e\) and \(T_e\) are the exciter’s gain and time constant. \(K_e\) values vary from one to two, while \(T_e\) values range from 0.4 to 1.0 sec.

2.3 The Generator Model

A generator’s transfer function is described by a gain and a time constant provided by:

\[
G_g = \frac{k_g}{1 + sT_g}
\]

where, \(K_g\) and \(T_g\) represent the gain and time constant of the generator and load are dependent. The values of \(K_g\) are in the range of \((0.7\) to \(1.0)\) and \(T_g\) in the range of \((1\) to \(2)\) seconds from maximum load to zero loads.

2.4 The Sensor Model

A gain and a time constant are used to represent the transfer function of a sensor and are as follows:

\[
G_s = \frac{k_s}{1 + sT_s}
\]

where \(K_s\) and \(T_s\) stand for the sensor’s gain and time constant, respectively. \(K_s\) ranges from \((0.02\) to \(1.0)\) and \(T_s\) from \((0.01\) to \(2.2)\) seconds.

Table 1. AVR component performance values

| AVR Component | Parameters | Values |
|---------------|------------|--------|
| Amplifier     | \(K_a\)    | 10     |
|               | \(T_a\)    | 0.1    |
| Exciter       | \(K_e\)    | 1      |
|               | \(T_e\)    | 0.4    |
| Generator     | \(K_g\)    | 1      |
|               | \(T_g\)    | 1      |
| Sensor        | \(K_s\)    | 1      |
|               | \(T_s\)    | 0.01   |
The following will be the closed loop transfer function[6]:\[ \frac{\Delta V(t)}{\Delta V_{ref}(t)} = \frac{0.1s+10}{0.0004s^4+0.0454s^3+0.555s^2+1.51s+11} \] (5)

Eq.(5) can be reduced to second order (T.F.) by utilizing the error reduction strategy. This is accomplished by converting the higher order transfer function to the lower order transfer function in the following manner:
\[ \frac{0.1s+10}{0.0004s^4+0.0454s^3+0.555s^2+1.51s+11} = \frac{p_1s+p_0}{s^2+r_1s+r_0} \] (6)

By cross multiplying Eq.(7) and comparing terms with similar powers of (s) on both sides:
\[ (0.1s + 10)(s^2 + r_1s + r_0) = (0.0004 s^4 + 0.0454 s^3 + 0.555 s^2 + 1.51 s + 11)(p_1 s + p_0) \] (7)

By solving the simultaneous linear equations that obtained from Eq.(8) the value of unknown parameters are:

\[ p_1 = -1.69, \quad p_0 = 22.86, \quad r_1 = 1.341, \quad r_0 = 25.14 \]

The obtained transfer function become:
\[ G_r = \frac{-1.69s+22.86}{s^2+1.341s+25.14} \] (8)

3. Control Methods

The Proportional Derivative (PD) and Linear Quadratic Controller (LQR) control techniques are used to regulate the AVR system. In this section, PD and LQR controllers are discussed and then will combine PD-LQR to enhance the performance of the AVR system. To employ a controller, the system must be observable and controllable for all states in the state-space model.

3.1 PD Controller

A feedback controller is a Proportional Derivative controller. Various ways are being used to adjust \( K_p \) and \( K_d \) the proportional, and derivative gains of a PD controller, tuning using the trial and error or Ziegler-Nichols as a traditional method. In this paper PD controller, tuning using the BBO algorithm. PD Controller’s transfer function is as follows:
\[ u(t) = K_pe(t) + K_d \frac{de}{dt} \] (9)

![Figure 2. PID controller Simulink blocks](image)

The system is controlled by comparing the produced error to the reference input and measured output. \( K_p \) and \( K_d \) are set for the controller’s optimal performance.

3.2 Linear Quadratic Regulator Controller

The following is a description of the state space representation of a linear time-invariant (LTI) system.
\[ x(t) = Ax(t) + Bu(t) \] (10)
\[ y(t) = Cx(t) + Du(t) \] (11)

Where the state vector \( x(t) \), the output vector \( y(t) \), and the control vector \( u(t) \) are all vectors. Equation (12) is a form that may be used to define the linear state feedback rule in the LQR technique.
\[ u(t) = -Kx(t) \] (12)
K is the matrix of the state feedback. In order to minimize the quadratic performance index, which is specified in equation (13), the LQR control issue may be described as the search for the best linear state feedback law:

$$J = \int_{0}^{\infty} [x(t)^T Q x(t) + u(t)^T R u(t)] dt$$

(13)

Where Q and R are the state matrix and input matrix's respective positive definite and semidefinite weight matrices. When you resolve: then get the control gain matrix K.

$$K = R^{-1} B^T P$$

(14)

where P is the algebraic Riccati equation's solution as a result of:

$$A^T P + PA - PB R^{-1} B^T + Q = 0$$

(15)

Figure (3) depicts the block diagram of this ideal LQR controller, which comprises of the LQR controller and several optimization algorithms used to get the ideal weighting matrices for the LQR controller.
3.3 PD-LQR Controller

To greatly improve the response performance of existing available controllers, a combination of the LQR controller with the PD controller is recommended. A proportional component for a PD controller can boost reaction speed, lowering the amount of time necessary to obtain the desired output. To balance the desired output, another gain parameter is required. This controller's downside is that it has a tendency to enhance overshoot, making the system more unstable than before. As a result, the derivative controller element in the proposed (PD-LQR) controller decreases overshoot and smoothes and stabilizes the response. An integrated controller is not included in this combination since its addition to a LQR controller will alter the system output. Figure 4 depicts the (PD-LQR) controller flow.

4. BBO Algorithm

The BBO algorithm was initially developed in 2008 by D. Simon [10]. It is based on the concept of biogeography and mathematically depicts species migration from one island to another and how this shift happens from fewer areas to more appropriate places to live. In terms of biogeography, species move from one island to another depending on the habitat suitability index (HSI), which in turn depends on a variety of factors including food variety, temperature, land area, and water supplies. These qualities are referred to as Suitability-Index-Variables (SIV). SIV identifies the adjusted parameter's quantity, whereas HSI is comparable to the cost or fitness function in other population-based optimization techniques [11]. BBO typically involves two steps: information exchange (migrations) and mutation.

1) Migration

The migration of species across habitats takes place when HSI of habitats is low or if more species concentrate in the same habitat since the environment with the greatest HSI is the best for living species. Emigration refers to the preceding procedure. However, migration is the term used when a species moves to an environment with a high HSI. Both used the term "migration" [11, 12]. The method of migration used to modify the solution (Hi) by incorporating elements from a different solution (Hj), which may be identified by:

\[ H_i(SIV_k) \leftarrow H_j(SIV_k) \]  

(16)

Where \( k \) stands for population size, \( I \) and \( E \) stand for maximum immigration and emigration rates, respectively, and \( k_i \) is the rank Hi following evaluation.

2) Mutations

The probabilistic element (mutation) utilized to improve population variety and provide new characteristics of a solution chosen at random by changing one or more of its SIV [10]. The mutations of the ith habitat were depicted in equation (19).

\[ M_i = m_{max} \left( 1 - \frac{P_i}{P_{max}} \right) \]  

(19)

Where \( P_i \) is the habitat Hi existence probability and \( m_{max} \) which is determined by the user and represents the coefficient of mutation.

5. Simulation Results

The simulation results for the proposed controller are shown in this part; all simulations are performed using (MATLAB/Simulink) to assess the performance of the (PD-LQR) controller based on BBO and compare it to the traditional PD and LQR controllers adjusted using BBO. In addition, the initial BBO parameters are mentioned in Table 2.
Table 2. The BBO algorithm’s parameters

| parameters of BBO | Number of generations | Probability of Mutation | n (Habitats) | SIV | E | I | Min Domain | Max Domain |
|-------------------|-----------------------|-------------------------|--------------|-----|---|---|------------|------------|
| value             | 10                    | 0.06                    | 20           | 5   | 1 | 1 | 0          | 10         |

A performance index is then utilized to assess the controller’s performance in tracking the intended output value on a continuous basis. Figure 5 displays the system's block diagram. In this study, Mean Absolute Percentage Error (MAPE) was chosen as a fitness function and employed in BBO to adjust the controller gains and provide a stable system response. It is illustrated in (20) [13].

\[
MAPE = \frac{1}{n} \sum_{t=0}^{n} \frac{(V_t - V_{ref})}{V_t}
\]

Figure 4 displays the AVR system's open loop responses.

Figure 5. The AVR system’s original terminal voltage step response change

Figure 6. Responses to terminal voltage for suggested controllers

Figure 4 shows the response change of the abovementioned AVR system. It can be seen that the system exhibits a striking inaccuracy at steady-state and begins with severe oscillations. When considering the operating voltage on
the order of kilovolts, such a response is utterly inappropriate in power systems and cannot be permitted to occur.

To improve the transient response of the AVR system and eliminate the steady-state error, controllers such as PD, LQR, and then used (PD-LQR) will be installed in the concerned system. Figure 6 presents the controllers' response to the system (PD, LQR, and PD-LQR), and Table 3 lists the gains of the best controllers in order to compare the system performance of the LQR controller with classical PD and PD-LQR (adjusted using BBO). Table 4 displays the step response results controllers.

The values for the (LQR & PD) Gains tuned using BBO are as follows:
- **PD** controller \( (P=0.89, \text{ and } D=0.087) \)
- **LQR** controller \( (K_1 = 8.94, \text{ and } K_2 = 1.92) \)
- **PD-LQR** controller \( (P=0.89, \text{ D}=0.087, K_1 = 8.94, \text{ and } K_2 = 1.92) \)

Table 3. Results of step responses for suggested controllers based on BBO

| Controllers using BBO | Rise Time(s) | Settling Time(s) | Peak Time(s) | \( M_p \)% |
|-----------------------|--------------|------------------|--------------|--------|
| PD                    | 0.48         | 0.93             | 2.34         | 0.47   |
| LQR                   | 0.63         | 1.19             | 4.02         | 0      |
| PD-LQR                | 0.34         | 0.63             | 0.89         | 0.098  |

The suggested controller varies from traditional PD and LQR controllers in the step response analysis. This is because of the combined effects of the controllers' effects on system response, which have been demonstrated to have a fast settling time that is 67% faster than the traditional PD controller and 53% faster than the LQR, as well as a small overshoot that results in a stable and effective desired response.

6. Conclusions

Based on the AVR mathematical model, the PD and LQR control techniques may both be used to control the AVR system. Different controller settings were tuned using the BBO algorithm with the goals of minimizing error and following the expected response. According to the controller simulation findings, the combined (PD-LQR) controller is necessary for greater performance since it responds faster and reduces overshoots, which are problems that the AVR points experience and show in its output response.
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