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Abstract: Prognosis and health management (PHM) are mandatory tasks for real-time monitoring of damage propagation and aging of operating systems during working conditions. More definitely, PHM simplifies conditional maintenance planning by assessing the actual state of health (SoH) through the level of aging indicators. In fact, an accurate estimate of SoH helps determine remaining useful life (RUL), which is the period between the present and the end of a system’s useful life. Traditional residue-based modeling approaches that rely on the interpretation of appropriate physical laws to simulate operating behaviors fail as the complexity of systems increases. Therefore, machine learning (ML) becomes an unquestionable alternative that employs the behavior of historical data to mimic a large number of SoHs under varying working conditions. In this context, the objective of this paper is twofold. First, to provide an overview of recent developments of RUL prediction while reviewing recent ML tools used for RUL prediction in different critical systems. Second, and more importantly, to ensure that the RUL prediction process from data acquisition to model building and evaluation is straightforward. This paper also provides step-by-step guidelines to help determine the appropriate solution for any specific type of driven data. This guide is followed by a classification of different types of ML tools to cover all the discussed cases. Ultimately, this review-based study uses these guidelines to determine learning model limitations, reconstruction challenges, and future prospects.
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1. Introduction

RUL is an important real-time performance indicator of operating systems under working conditions. Indeed, RUL helps in providing necessary planning for condition-based maintenance tasks of such systems with an attempt to approach zero downtimes [1,2]. An online lifetime estimate can usually be performed following one of three paths: a physics-based model, a data-driven model, or a hybrid model of both [3,4]. Cutting-edge technologies in the industrial sector make systems’ complexity surprisingly increase [5]. This subsequently leads to making physical modeling fail to provide useful simulation due to the vastness and dynamic behavior resulting from systems’ higher level of flexibility [6,7]. In addition, the massive volume of data traffic makes it challenging to analyze using predictive residue-based models that are traditionally poorly generalized [8,9]. As a result, modeling standards are pushed further towards using data to mimic such complex behavior. Accordingly, model reconstruction based on ML has emerged and continues to advance in adapting to several cases of data complexity by targeting its attributes, i.e., volume, velocity, and variety (3 V) [10].

In the field of PHM, RUL prediction based on ML modeling has given rise to
numerous studies. As a result, many comprehensive reviews have been devoted to studying these approaches, addressing different aspects related to classifications and learning paradigms. In this review-based study, and in an attempt to appropriately analyze recent and relevant studies to draw useful guidelines and suggestions, a structured research methodology is adopted. The research targets recent publications (i.e., review and research papers) in well-known databases published in the last five years, from 2017 to 2021. A list of specific keywords belonging to lexical sets of PHM is carefully selected, e.g., RUL, PHM, ML, and deep learning (DL). Besides, ML known methods are classified ranging from conventional, evolutionary computation to DL tools. Different learning paradigms such as reinforcement learning (RL) and transfer learning (TL) are given special attention, in addition to advanced generative adversarial networks (GANs) and graph neural networks (GNNs).

At first glance, a set of reviews are analyzed in chronological order in terms of ML investigations. For instance, in [11], authors typically approach PHM from different angles, including trends, issues, and technologies. In this context, they scrutinize “data-driven” approaches, which are considered to be the chosen approaches for PHM (see [11], §4.3). Authors in [12] provide a general overview of assessment methods used for SoH and lifespan of Li-ion batteries. ML has been introduced both as adaptive learning, i.e., Kalman filter, particle filter, and least squares, and as data-driven approaches, i.e., fuzzy logic, artificial neural network (ANN), and support vector machine (SVM). An interesting study is carried out in [13], where authors studied the use of DL tools, in particular, autoencoders (AEs), convolutional neural networks (CNNs), and recurrent neural networks (RNNs) in PHM; their review offers valuable perspectives for future works. In [14], authors tackled an important in-depth study on RUL prediction for machines. In their study, many important issues such as data acquisitions, predictive models, health index (HI), and health stages (HS) were discussed. In the ML section (see [14], §5), statistical and non-statistical approaches have been undertaken where the most important tools are listed with some examples from the literature. In [15], authors also focus on DL techniques used in PHM. More specifically, they studied different classes of DL such as AEs, deep belief networks (DBNs), RNNs, and CNNs. They also target used techniques for extracting data features in different domains including time, frequency, and time-frequency domains. Authors in [16] investigated the use of data-driven methods for assessing Li-ion batteries’ SoH. They mainly discussed two different topics: SoH estimation (i.e., diagnosis) and RUL prediction (i.e., prognosis). In terms of diagnosis, they categorized ML models into three groups, namely, fitted characteristics of the model, processed external characteristics, and direct external characteristics with respect to various input characteristics driven by the training model. Concerning prognosis, they introduced ML consisting of two main types of learning models, namely, probabilistic and non-probabilistic methods. In [17], authors elaborated on a specific study on bearing RUL prediction. Particular attention was paid to common DL techniques in their review. In terms of used tools, AEs, DBNs, CNNs, and RNNs were studied. Additionally, GANs and TL are discussed in their review. The review introduced in [18] brought up different types of used methods in degradation modeling for RUL prediction. They discussed their use in traffic and transport related to wooden and concrete bridges. ML techniques are referred to as artificial intelligence (AI) methods, which more generally list all types of intelligent methods including scalable computational techniques. In [19], different approaches used for RUL prediction are introduced. Distinctively, data-driven methods are referred to as virtual models, where stochastic methods and DL are discussed. Stochastic methods include winner, gamma, and hidden Markov models (HMMs) processes, while DL includes DNNs, RNNs, and CNNs. Another study is introduced in [20], where authors discussed DL-based RUL prediction of Li-ion batteries.

Table 1 summarizes the above-discussed reviews in terms of the context in which ML is described in detail. From these review papers, while addressing among other
interesting topics such as Big Data and the Internet of things (IoT) eras where data are massive and dynamic using DL, some interesting conclusions are drawn regarding the usefulness of ML for PHM. In addition, special attention is given to feature mappings (i.e., extraction details) that might improve mismatch in data distribution and model generalization.

Table 1. Most studied types of ML models in the literature.

| Reference | Studied Types of ML Models                      |
|-----------|------------------------------------------------|
| [11]      | Data-driven in general                         |
| [12]      | Adaptive learning and data-driven in general   |
| [13]      | DL models                                      |
| [14]      | Statistical and nonstatistical approaches      |
| [15]      | DL techniques                                  |
| [16]      | Probabilistic and nonprobabilistic methods     |
| [17]      | DL, GAN, and TL                                |
| [18]      | Scalable computational techniques              |
| [19]      | DL and stochastic methods                      |
| [20]      | DL models                                      |
| [11]      | Data-driven in general                         |

Generally speaking, most of these studies manage to delve into citing well-known methods with detailed classifications. Meanwhile, in the context of “providing guidance” for predicting RUL or SoH, there is something of a scarcity in the general explanation of the followed methodology. Specifically, these studies focus on “what has been done” in RUL prediction and imperceptibly ignore “how and why it was done in this particular way”, and it seems there are no specific details pointing to if “this is the only way or not” to predict RUL for a specific type of system or data. In this context, the important question to be answered should be: “What is the specific type of problem for which we should use a specific class of ML models?” In order to provide a comprehensive answer to this question and to overcome this gap of providing such important details, our contributions can be enumerated as follows:

1. To answer the raised question and provide guidance for readers and ML developers interested in RUL model reconstruction, an overall solution of any RUL prediction problem in a kind of flowchart that simplifies the selection of the appropriate ML modeling process is introduced;
2. After model selection, the training methodology instructions are discussed in depth for further explanation;
3. To ascertain the reliability of the proposed methodology, the proposed flowchart is justified by some of the most important examples of the recent literature that perfectly match the different cases of RUL prediction;
4. To discriminate the different classes of ML models used for RUL prediction, a detailed classification of ML models with the help of the proposed flowchart is thoroughly discussed;
5. By adopting the proposed flowchart, model reconstruction is made clearer and easier to be drawn;
6. A discussion of advantages, disadvantages, and limitations of some important ML tools from each class is also provided;
7. To remedy RUL prediction problems, prospective solutions are proposed.

This paper is organized as follows: Section 2 is devoted to describing RUL model selection guidelines. Section 3 discusses learning model training methodologies. In Section 4, a detailed classification of ML models according to several aspects, i.e., data availability, complexity, drift, and model complexity is provided. Section 5 provides
important discussions and describes encountered challenges and limitations when designing RUL models. Section 6 is thereafter devoted to future improvements and opportunities.

2. RUL Model Selection Steps

According to Figure 1, there are three necessary steps that have to be followed to build an RUL prediction model, in particular, model selection, reconstruction, and prediction. Model selection is the most important step that was not significantly addressed in most of the above-analyzed works. In this context, the important question to be answered would be: “How exactly do we choose our training models and what criteria should we use to do so?” Accordingly, this section is specifically devoted to answering this question. It is convenient that the goal of a proper selection and reconstruction methodology is to accurately predict the RUL of new unseen samples. The term unseen samples in this case refers to new driven samples that have never been tested on the model before, in which the actual SoH estimate is completely dependent on them.

![Figure 1](image_url)  
**Figure 1.** Necessary steps for constructing an RUL prediction model with ML tools.

2.1. Model Selection Guidelines

As illustrated by the proposed flowchart of Figure 2, model selection involves examining four main criteria, in particular, data availability, data complexity, data drift, and model complexity. This sub-section is dedicated to describing these selection criteria.
2.1.1. Data Availability

Data availability implies that training inputs and labels are available and complete. This completeness is closely related to the existence of the whole important run-to-failure measurements from the beginning of the life of the system until complete failure. Thus, a real-time recording process is required for the RUL labeling task. In this context, if data is complete, a direct RUL prediction by mapping inputs to the targets by solving a regression problem is the best solution. However, a further test on data complexity is necessary to determine the appropriate learning paradigms and whether to use conventional ML or DL. Contrariwise, if labels are missing, an HI and HS should be built to assess systems’ SoH and RUL. Furthermore, if samples are missing such as in accelerated life tests, generative models (GMs) are required to remedy this incompleteness in the life path. Apart from GMs, domain adaptation (DA) methods such as transfer learning (TL) can also be used separately from or jointly with GMs to gain
expertise from other domains (i.e., data fusion, label propagation, across modalities, etc.) and to help improve data discrepancy and generalizability of the model [21].

2.1.2. Data Complexity

Data complexity refers to the number of samples relative to their dimensions and dynamics, as previously stated as data 3V. In this context, types of used sensors measuring the industrial process conditions have a strong effect on the model selection process. Indeed, depending on the prognosis paradigm which targets external or internal degradation failures, images sensors (e.g., electroluminescence, thermographic, infrared, X-ray, etc.) and standard sensors (e.g., vibration, temperature, irradiation, etc.) can be exploited. Nonlinearity and recording measurements dimensions therefore indicate which model is needed to accomplish the approximation process [22]. Accordingly, the higher the 3V, the more complex the system is. In general, if data is massive and subject to a higher level of cardinality, then the constructed model should have the ability to learn from representations such as in DL models, otherwise, conventional ML is enough for universal approximation and generalization. Additionally, in this particular situation, a primary test on the collected samples by involving several ML models from both DL and conventional ML can give an insight into its complexity.

2.1.3. Data Drift

Data drift is a concept used to describe continuous changes and dynamism in data at the time of its delivery process (i.e., run-to-failure samples). Ignoring this point definitely leads to performance degradation of the entire training as well as the model update process. Adaptive online learning models help to address these model performance degradation issues more than static modeling procedures by providing dynamic online updates with specific forgetting mechanisms (i.e., weighting) controlling generalizability and divergence of learning behavior of the ML model [23]. In PHM, the data drift phenomenon is the result of continuous change in working conditions as well as model SoH. In this context, two types of data can be distinguished: sequential time-series with a higher level of 3V and static offline data. Sequential data is a concept indicating that specific samples in a chunk of data depend on other points from other chunks in a sort of intercorrelation with respect to their order. Accordingly, static data indicates that it does not change after being recorded. After checking data types, the model is eventually selected with the help of the proposed flowchart (Figure 2). However, there is yet another issue related to the complexity of the learning model.

2.1.4. Model Complexity

Modeling complexity is generally related to model architecture that specifically depends on a set of learning parameters (e.g., weights, biases, and hyperparameters) to form the whole approximation function. It is also related to the number of involved hyperparameters. Accordingly, if the training process is expected to have a large number of hyperparameters (e.g., CNN with multiple mappings and adaptive convolutional filters), then the model is expected to be complex. The only possible solution, therefore, is to update hyperparameters, either with a grid search, which is computationally expensive, or by using a traditional exhaustive manual tuning by human intervention. Accordingly, the two methods are not quite accurate to determine or at least to approach optimal solutions. Alternatively, if the model only has a few sets of hyperparameters, evolutionary computation techniques (ECT) and swarm intelligence (SI) can be used to automate the learning process and optimize parameters selection. Specifically, one cannot guess exactly at what threshold of parameter number we can judge the complexity of the model. However, a routine primary test on a set of ML models (i.e., both DL and conventional ML) on specific hardware indicates the recommended path.
In an attempt to shed more light on these types of data, some examples are selected. Two main cases are considered, where the first example is tightly related to the well-known Commercial Modular Air-Propulsion System (C-MAPSS) simulation dataset, representing a prime example of data completeness, complexity, and drift [24]. In the meantime, the second example is specifically dedicated to discussing the incomplete data case, which addresses both data complexity and drift as well. Therefore, the PRONOSTIA bearings dataset is selected [25]. It should be mentioned that this review-based study is not so much about solving RUL problems as it is about giving guidance to solve the problem. Therefore, the reason for choosing only two datasets and not more or less is to explain these specific cases only. Moreover, in the following sections we will be able to conclude that the C-MAPSS and PRONOSTIA datasets are among the most used ones in the literature.

2.2. Complete Data

C-MAPSS data is the result of a simulation model of a specific type of turbofan engine, i.e., a two-spool engine with thrust power up to 400340N (Figure 3) [24]. In this model-based simulation process, run-to-failure measurements are recorded under different conditions. During simulation, data are also considered to be contaminated with noise from different sources to mimic real scenarios. As a result, the massive data are divided into 4 fault detection (FD) subsets (i.e., FD001, FD002, FD003, and FD004), where each subset contains a considered number of the engine life cycles.

![Figure 3. Studied turbofan type by C-MAPSS model.](image)

We fully understand from this brief description that data are massive, while noise complexifies these data. Besides, the continuous change in working conditions leads to more dynamicity in data. Additionally, data are recorded in time series in an online sequence-by-sequence process. In this context, since data are available, complex, dynamic, and online driven, following the Figure 2 proposed flowchart, the most appropriate learning methodology should be an online adaptive DL model able to be dynamically updated in order to deal with time-series analysis.

In this context, Table 2 illustrates C-MAPSS and RUL examples from the literature on learning models. It is noticeable that most of the used training models are DL ones taking into account data dynamic change. Therefore, it is clearly shown that most of the methods are concerned with adaptive learning rather than ordinary offline learning. For instance, shown in Table 2, works proposed in [2,26–31] generally use RNN variants such as long short-term memory (LSTM), gated recurrent unite (GRU), and adaptive denoising online sequential extreme learning machine (OSELM). In the meantime, only a few studies do not consider adaptive learning such as in [32,33], where CNN is the main learning algorithm.

Table 2. Learning models used for complete and complex data.
| Reference | Studied Types of ML Models |
|-----------|----------------------------|
| [26]      | LSTM                       |
| [27]      | LSTM                       |
| [32]      | CNN                        |
| [28]      | CNN and LSTM               |
| [29]      | LSTM                       |
| [33]      | CNN                        |
| [34]      | OSELM                      |
| [35]      | GRU                        |
| [31]      | LSTM                       |

For illustration only and in an attempt to show some examples of health indicators (i.e., RUL is available in this case), a single life cycle from the first subset FD001 is chosen to highlight both RUL and data behavior. Figure 4 is provided to visualize data being studied in this particular life cycle. Figure 4a represents various sensor measurements collected over the entire life cycle of the engine, from its operation beginning until its complete failure. This is the reason behind the progressive deterioration of these measurements. Meanwhile, Figure 4b describes the desired RUL, which refers to the aging level by the real-life schedule. It shows that the RUL target function reflects the Figure 4a degradation process in a sort of linearly bounded function. This function was proposed in the 2008 PHM data challenge conference [36]. The reason behind this representation is that the engine is considered to be working under healthy conditions (i.e., stable phase in RUL function), and at a certain level, it starts to progressively deteriorate due to damage propagation in specific components (i.e., linear deterioration part in RUL function). Accordingly, the data-driven model mission, in this case, is to achieve the best approximation (i.e., curve fit) while dealing with all lifecycles by reducing the amount of both late and early predictions. Early prediction refers to the ML models suggested taking the necessary maintenance measures at an early stage. In fact, this is very important specifically when the model is about to avoid a detrimental situation of damaging the system. However, too early predictions result in higher maintenance resource consumption and financial losses. On the contrary, late predictions are very detrimental, which in real-world applications could result in catastrophic loss of equipment as well as loss of life due to a maintenance program scheduled at a later date. Figure 4c is a simple example that showcases encountered problems when predicting RUL with a linear regression model. Figure 4c is obtained by training an approximation model based on ordinary least-square estimation using sensors measurements as inputs and the linear bounded RUL function as a target. After that, we used the same input to be able to observe the training quality. The curve fit result labeled with early and later predictions shows that the model is driven by data towards late predictions (i.e., many predictions are in the late part). This type of prediction in such a case can be considered harmful to the engine due to possible delays in conditional maintenance planning.
2.3. Incomplete Data

As addressed in the introductory publication of the 2012 PHM data challenge in [25], PRONOSTIA is an accelerated life test platform designed to study ball bearings degradation. Data, in this case, are a perfect example, which fits the conditions of incomplete data with both missing degradation patterns (input samples) and labels. The PRONOSTIA dataset is recoded under different load and speed conditions. Run-to-failure measurements (i.e., temperature and vibration) are recoded with temperature and accelerometers sensors placed in different positions of the seventeen tested ball bearings as elucidated by Figure 5. The accelerated degradation process is used as an alternative to easily collect degradation patterns similar to real ones. However, since the conditions are not real (i.e., accelerated aging more specifically), learning patterns are subject to some loss of information. Besides, real RUL timing is no longer available due to the noncompatibility of life acceleration with real degradation cases.

Figure 4. Illustration of data behavior in a single life cycle (i.e., cycle1 from FD001) from C-MAPSS dataset: (a) Run-to-failure sensors measurement during gradual degradation; (b) Defined RUL targets for life cycle; (c) Early and late RUL predictions resulted from the target curve fitting with a linear model.

Figure 5. Illustration of the PRONOSTIA platform [25].
In this case, also by projecting data characteristics onto the proposed flowchart (Figure 2), specifically the data availability part, 4 main processes must be accounted for, i.e., data augmentation and/or domain adaptation (DA), HI, and HS reconstruction. Data augmentation can be performed via GMs to improve and generate new examples to extend representations meanings. DA is also useful in reducing data distribution mismatch as well as obtaining additional generalization capability to improve model expertise. Accordingly, learning paradigms such as GANs and TL are very helpful. For example, in [37–39], TL is used to transform knowledge either through learning models or through the working conditions of different bearing life cycles. In [40], generative adversarial models were employed to extend data representation when predicting RUL. HI is a probabilistic function or performance indicator designed either from the input signals themselves (i.e., information fusion) or it could be either a linear or exponential degradation function [41,42]. HI is generally detected by solving a supervised trained approximation function [43,44]. In the meantime, HS indicates to which phase the operating behavior of the systems belong (e.g., operating normally, degrading, and complete failure). Generally speaking, HS can be determined either via signal processing tools or by solving an ML clustering problem [37,43]. However, unlike ML tools that could divide a single life path into several stages, SP techniques solve a single threshold division problem. This division is particularly known as the first predicting threshold (FPT), which is tightly related to a degradation first-time appearance. Table 3 summarizes the used ML tools in this particular case to solve the PRONOSTIA prediction problem.

Table 3. Learning models used for incomplete unlabeled data.

| Reference | Used ML Models |
|-----------|----------------|
| [41]      | LSTM           |
| [42]      | RNN            |
| [45]      | Nonlinear stochastic model |
| [46]      | Thresholding algorithms |
| [43]      | AEs and MLP    |
| [44]      | Recursive filtering |
| [39]      | TL, MLPs, and HMM |
| [40]      | GANs and DL    |
| [37]      | TL, LSTM, and GMM |
| [38]      | TL and DL      |

Figure 6 is an example that elucidates both HI and HS prediction in a single life cycle from the PRONOSTIA dataset. This bearing life cycle is extracted from run-to-failure vibration measurements of the first tested bearings (Bearing1-1). In this case, the main problem is the missing of some important samples and labels due to the accelerated aging process of PRONOSTIA experiments. Accordingly, we constructed both HI and HS to estimate SoH reflecting the aging level. As a result, we used the same linear regression model as in the Figure 4 experiment to illustrate HI prediction, while the Gaussian mixture model (GMM) cluster is used to assess HS, and HI is identified as an exponential deteriorated function as shown in (1).

\[ HI(t) = d - e^{2t+b} \]  

(1)

where \( b \) is the convergence rate, and \( d \) and \( \lambda \) can be analytically calculated with respect to initial conditions of time-instant \( t \), i.e., \( HI(t_0) = 1 \) and \( HI(t_{end}) = 0 \). It also shows an example of HI prediction with a linear regression model. The reason to refer to the degradation process by an exponential function in this situation is due to the acceleration in life, which exponentially drives bearings towards failure.
Figure 6. Example of health indicators in a single life cycle from PRONOSTIA dataset (i.e., “Bearing1-1”): (a) Raw run-to-failure vibration signal; (b) Prepared version of the signal; (c) Example of HI identification and curve fitting with a linear model; (d) HS divisions with GMM model.

Unlike the PHM 2008 dataset, and as we observe in raw signals as well as in the prepared signals from Figure 6a,b, respectively, data obtained from vibration signals present a nonlinear and nonstationary process. As a result, ML model reconstruction is subjected to a higher level of cardinality where samples with similar representations have different targets. These differences in responses between entities perturb the learning model by pushing it to wrong decisions. Besides, the lack of samples due to acceleration of life limits the model “explainability” so that it makes less sense in real-world applications. On the other hand, HI results in Figure 6c clearly indicate that prediction is happening at an early stage. This leads to increased maintenance costs due to early planning. HS division with a clustering process in Figure 6d helps in distinguishing between different bearings’ SoHs and to classify health condition levels. HS is an additional metric to HI, which helps to further address the reliability of the prediction process.

3. RUL Model Training

After the learning model selection, the next step is training and validation. A well-structured methodology should be followed when doing so. Figure 7 illustrates the necessary steps for ML-based training, including data preprocessing, training through parameters tuning, and prognosis model evaluation.
3.1. Data Processing

Preprocessing is a necessary step to ensure that collected samples are ready for training. The goal is to remove any incoherent representations and to select only the most important ones, while the selected features, hopefully, equally contribute to the prediction process. Preprocessing also could utilize dimensionality reduction such as compression, sparse coding, and nodes pruning to reduce computational costs such as memory usage. In addition, appropriate feature mappings are useful in order to reach a more suitable data distribution. In this case, common methods of data preprocessing can be grouped into two main categories, in particular, signal processing (SP) and ML processing techniques.

3.1.1. SP Preprocessing Techniques

SP techniques are generally nontrainable algorithms that follow certain algorithmic procedures to be able to handle good quality feature extraction. SP technique procedures are very important, especially when dealing with higher sampling rates and recording different signal types from multiple sensors. In the literature, SP techniques are well known in data preprocessing when feeding data-driven models, especially in the case of RUL prediction. For example, variational mode decomposition (VMD) is used within ML tools to improve acquired signals when recording media are noise-sensitive [47–49]. The Hilbert transform (HT) is also commonly used when extracting timely driven data mini-batches in a form of serially correlated samples, especially amplitude and frequency [50,51]. Similar to HT, the Hilbert–Huang transform (HHT) is more specifically used to treat nonlinear and nonstationary processes such as vibrations [52]. Power spectral density (PSD) is used to identify the amplitude in oscillatory signals, thus, it indicates at which frequency ranges variations are strong [50]. The Fourier transform (FT) is used to decompose a signal into its sine and cosine components. Thus, it is used in a wide range of applications, such as time-series analysis, filtration, reconstruction, and compression [53].

3.1.2. ML Preprocessing Techniques

Unlike SP techniques, ML preprocessing techniques are more automated learning algorithms and require less human intervention. Besides, ML preprocessing techniques, especially blackbox models, do not require strong background knowledge about signal processing. Among many ML preprocessing tools, the most important ones are mentioned in what follows. For instance, principal component analysis (PCA) generally depends on sparse representations, i.e., singular value decomposition (SVD) to be able to push feature representation into smaller and meaningful ones with fewer dimensions [54,55]. Compressed sensing (CS) is also a powerful data compression tool used in the
field of prognosis. It is a kind of hybridization between sparse frequency domain and $l_1$ norm optimization, so it can be trained as any ordinary ML technique [56,57]. Additionally, AEs with different types (e.g., restricted Boltzmann machine (RBM), denoising AEs, variational AEs, convolutional AEs, and sparse AEs) are GMs used for reconstruction, compression, and extraction. The main purpose is to generate new samples in an unsupervised learning way to help improve the supervised learning model generalization during fine-tuning [2,58,59]. Preprocessing technique choice depends on the nature of data-driven samples. If the data type is a nonstationary time series that suffer from a higher level of nonlinearity, then SP techniques are more appropriate. Otherwise, a consistent ML preprocessing scheme is utilized for those not skilled in signal processing in most cases.

3.2. Training and Validation

In this section, while still considering the Figure 2 flowchart, we specifically delve into the description of the proper learning way by discussing the most important steps, including both data splitting and parameter tuning.

Generally speaking, if training and testing sets are already defined by experts in the field familiar with data quality and model fit, the training process should follow the same procedures to assess the behavior of the learning model during training or prediction on new unseen samples. Similar cases can be found in the previous cases of C-MAPPS and PRONOSTIA datasets where data are already split. However, an additional validation set that can be derived from a training data set to further judge the accuracy of the model is of great benefit. Alternatively, commonly used splitting techniques such as random sampling, bootstrap, Kennard–Stone, joint distances, and cross-validation algorithms can be based on the training process. However, the division process completely depends on the size of the used data as properly addressed in [60].

Another important case that must be discussed is the hyperparameters tuning procedures. Hyperparameters are the most important elements controlling loss function convergence conditions related to approximation. The above-described data selection methods can be used to select appropriate parameters from a randomly generated population grid [61], although grid search and ECT and SI can be adopted in this case to provide further optimization and shift closer towards global minima of the loss function [62]. After selecting the appropriate approach for hyperparameter optimizations, the learning process continues and the RUL model is built upon validation conditions, which are presented in the next subsection.

3.3. Evaluation

Evaluation of the RUL prognosis models is quite different from default learning procedures. As a result, the objective function to be minimized is not the same as a familiar loss function. Indeed, RUL curve fit is not similar to ordinary curves, where early and late predictions have a different impact on the maintenance decision process (i.e., not only reducing the distance between estimated and desired responses). Therefore, considering those types of predictions is crucial. In this context, different metrics were developed to describe the amount of variation in those prediction types and also to determine the prediction model accuracy. From a mathematical point of view, these metrics are usually formulated differently. However, they all agree on one and the same phenomenon that consists in penalizing late predictions, which are more damaging for the system than early ones.

Previous PHM challenges (2008 and 2012) can be considered to remedy this issue. In the 2008 PHM challenge, the score functions in (2) was used to assess the learning model accuracy, where $N$ is the number of samples and $\{\hat{y}, y\}$ are predicted and desired RUL, respectively. As it is observed, late predictions are penalized with a penalization parameter equal to 13, while early ones are penalized with 10. These parameters are defined by experts’ knowledge and also according to specific experimental conditions.
\[ s = \begin{cases} 
\frac{1}{N} \sum_{i=1}^{N} e^{-\ln(0.5) E_i}, & E_i > 0 \\
\frac{1}{N} \sum_{i=1}^{N} e^{-\ln(0.5) E_i}, & E_i \leq 0 
\end{cases} \]  

Figure 8 is the result of the application of Equation (2) on the curve fit previously shown in Figure 4c and showcased again in Figure 8a. It should be noted that the accuracy formula allows solving a minimization problem that attempts to reach a “zero” score. Therefore, distributions of its values far from “zero” entails that the model is not accurate, otherwise, the closer to “zero”, the more accurate the model is. In this case, we are noticing early errors closer to zero while late errors are even far from zero. This means that the trained ML model is a late predictor more than an early one.

Another example related to ML models’ evaluation under incomplete data can be given based on the 2012 PHM challenge. In this case, a similar scoring formula is used to evaluate HI prediction given in (3). Similarity remains in terms of penalization of early and late predictions, which always follows specific rules related to maintenance planning.

\[ s = \begin{cases} 
\frac{1}{N} \sum_{i=1}^{N} e^{-\ln(0.5) E_i}, & E_i > 0 \\
\frac{1}{N} \sum_{i=1}^{N} e^{-\ln(0.5) E_i}, & E_i \leq 0 
\end{cases} \]  

Unlike the PHM 2012 score function, this formula allows maximizing the objective function in an attempt to reach the value “one”. Consequently, the closer the score value is to value “one”, the more accurate the model. Figure 9 illustrates the application of this formula on the HI curve fit obtained in Figure 6c and showcased again in Figure 9a. By observing the accuracy results distribution, we can notice that early predictions are more largely heading towards value “one” than the late ones. In this context, this type of prediction is an early prediction that could lead to increased consumption of maintenance resources if prevention programs are incorrectly planned.
There is an important remark to consider when dealing with the "explainability" of the learning model. Indeed, accuracy metrics are used for optimization purposes and to indicate important information, but they have no real meaning in real-world applications. Therefore, an additional metric, such as the root mean squared error (RMSE) for instance, as in (4), is necessary to at least provide the amount of variation between predicted and desired responses. Besides, in this context, additive metrics such as mean absolute error (MAE), mean squared error (MSE), $R^2$, mean absolute percentage error (MAPE), etc., can also be exploited to further confirm results reliability.

$$e = \frac{1}{N} \sum_{i=1}^{N} \sqrt{(\bar{y}_i - y_i)^2}$$

(4)

Concerning HS splitting, and since ground truth labels are unavailable in this case, there is a scarcity in the evaluation of the clustering model capability. However, we can at least consider other metrics that hopefully indicate if such a cluster is capable of evaluating whether the data can be divided into a specific number of classes or not. These metrics have the ability to measure classes’ dispersion when using specific clusters. For example, the Silhouette coefficient is used to evaluate clustering performances for the PHM 2012 dataset [37,63,64]. Formula (5) denotes the analytical expression for the Silhouette coefficient $\alpha$, where $\omega$ and $\gamma$ are the average and smallest distances between classes in the decision space, respectively [65].

$$\alpha = \frac{\omega - \gamma}{\max\{\omega,\gamma\}}$$

(5)

4. Classification of ML Models for RUL Prediction

Model selection, training, and evaluation are important steps to build an accurate training model. This section then provides a more detailed classification of ML methods of RUL prediction, which further helps in selecting learning models. A literature review is also proposed providing more details on data nature, solved problems, and chosen models.

According to the proposed classification shown in Figure 10, ML models for RUL prediction can be classified into one or a combination of six categories, including conventional ML, advanced DL, RL, ETC within SI methods, GM, and DA. In fact, this current classification does not particularly designate supervised and unsupervised learning models as subclasses of RUL models as in ML classification. This is because our goal is still to provide this particular RUL evaluation, which is generally supervised.
learning. Consequently, their description within learning algorithms when describing the literature methods is therefore considered.

**Figure 10. Different classes of ML models for RUL prediction problems.**

### 4.1. Conventional ML

Conventional ML tools are used to train the prediction model for an approximation on a specific training set trying to obtain the best generalization on new unseen samples when trying to recognize patterns. As shown in Figure 11, the main objective is to approximate a specific set of inputs \( x \) to a specific set of targets \( y \) as they are presented. In fact, the use of such a feature extraction or any mapping function \( \phi(x) \) is a nontrainable modeling process and a completely independent task of preprocessing.

\[
\hat{y} = f(\phi(x)) \tag{6}
\]

**Figure 11. Different steps to solve a supervised learning problem with conventional ML tools.**

Models are generally shallow and depend on ordinary full rank mapping or kernels to be able to provide enough linearly independent representation able to minimize the loss function. Conventional ML can simply be presented as in (6), where \( \hat{y} \) are the estimated targets, \( \phi(x) \) is the initial feature mapping and extraction process (independent from training), and \( f \) represents the designed ML model.
In this context, only well-known models were selected to showcase some examples. Indeed, methods such as support vector machines (SVM), multilayer perceptron (MLP), k-nearest neighbor (KNN), and ELM are thoroughly discussed.

4.1.1. SVM

SVM is a class of supervised learning algorithms interested in studying vector supports of specific data points to perform classification, regression, and outlier detection [66]. SVM was used in [67] to predict aircraft engines’ RUL. It was subjected to modified similarity to be able to adapt with degradation analysis using the unlabeled PHM 2008 dataset. HI of degradation cycles was derived from deterioration paths themselves, leading to a more accurate approximation. The MAPE was used as the main metric for evaluation. In [68], authors used SVM for RUL prediction of Li-ion batteries. Both classification and regression characteristics of SVM are used in this study. A portion of discharging data (i.e., 70%) is divided into different HSs using specific classes defined by users. After that, these specific classes were used to train an SVM-based classifier for SoH estimation. Results of SoH classes are used to feed the SVM-based regression for RUL prediction. Classification accuracy, MAE, RMSE, and MSE were used as evaluation metrics of the ML model. Different from the previous works, authors in [69] combined SVM with an autoregressive integrated moving average model to early predict the RUL of aircraft engines ranging from 1 to 5 times unite. C-MAPSS dataset was used in this case, where R², RMSE, and MAE are the main decision criteria. In [70], an SVM classifier is used to train the HS splitting model using bearings’ degradation cycles. Each life cycle is therefore split into five stages to divide necessary information of actual SoH. Accelerated life test datasets of PRONOSITA and intelligent maintenance system (IMS) bearings datasets were used to evaluate the proposal. Classification metrics are therefore used to evaluate the RUL model. In [71], a similar methodology of joint classification–regression approach is used to predict aircraft engines’ RUL. Among many ML and DL methods, SVM was also discussed.

By comparing ordinary SVM with the multistage one, the results of the proposed (multistage) approach are clearly improved. In this context, and following simple voting decisions, better results can be achieved using SVM for SoH classification before feeding the HI or RUL prediction model [68,70,71].

4.1.2. KNN

KNN generally depends on unsupervised learning procedures where distances between classes in the neighborhood play an important role in decision making [72]. KNNs are also widely used in the PHM field. For instance, in the experiment introduced in [73], authors used the KNN approach along with a least-square one to train an ANN for RUL prediction of insulated gate bipolar transistors (IGBTs). In [74], a KNN regression model was used to estimate the RUL of Li-ion battery cells. Hyperparameters are therefore tuned with a differential evolution technique for optimal loss function minimization. Estimation and relative errors are the main criteria of model evaluation. In [75], authors elaborated a study on using KNN for HS classification of ball bearings. Time-domain features have been extracted from bearing life cycles that were recorded based on acoustic emissions.

According to the above-cited works, it seems that the best use of KNN in RUL prediction is for HS classification. This is due to the KNN design that allows performing data points similarity analysis.
4.1.3. MLPs

Multilayer perceptrons are shallow neural networks using nonlinear feature mapping with specific types of activation functions. Activations entail moving from one feature space to another one where meaningful representation provides more approximation [76]. MLPs are widely investigated in PHM as they achieved promising performances. For instance, in [77], HMMs were used to model a tool wear SoH and estimate its RUL. In this context, an MLP is used to help in estimating the observation probability. Transition probability of Markov chain and observation probability were used together to online estimate the RUL. In [78], a framework for RUL model reconstruction and parameters tuning was proposed. The model adopts ordinary MLPs within ECT for hyperparameters optimal search. The method is evaluated on a mechanical system specifically related to the previously discussed C-MAPSS dataset. In [39], the authors proposed and tested a data-driven approach on the PRONOSTIA dataset. HMM is used to locate the SoH change. After that, an MLP based on TL is used to solve data discrepancy problems. In [79], authors used vibration signals to estimate the RUL of the timing belt in an internal combustion engine. Accelerated life test experiments were carried out to determine fault threshold and acquire run-to-failure measurements, respectively. After a well-structured data preprocessing, MLPs were able to achieve acceptable prediction accuracy.

It is noticeable that MLPs are specifically exploited for direct predictions without considering adaptive learning under a wide range of dynamically changed data.

4.1.4. ELM

ELM is a very fast training method, which depends on least-square rules to train ANNs. Firstly, it was proposed to train a single hidden layer feedforward network. Then, it extends to fit any type of neural network learning architecture, including deep complex architectures [80]. Due to the ELM simplicity and higher accuracy, acceptance for PHM is also witnessed. For instance, in [1,2], ELM is used to train deep networks (i.e., a sort of DBN) for RUL prediction by using the C-MAPSS dataset. Algorithms were treated to be adaptive learners able to fit data changes in a sequential way. In [81], an enhanced OSELM architecture was proposed for the RUL prediction of integrated modular avionic systems. The neural network was therefore reinforced with a robust denoising AE to be able to learn efficient representations from data. A forgetting mechanism considering a forgetting factor was used to adapt the hidden layer generalization with data changes. In [82], a new type of loss function was given to the ELM to provide better regression robustness when predicting the RUL of aircraft engines. Accordingly, and similarly to MLPs, ELM also has been used for direct RUL predictions.

4.2. Advanced DL

DL is a subclass of ML that focuses on solving complex problems, typically related to big data environments [83,84]. Unlike conventional ML models, which are generally concerned with approximation, DL learning algorithms are more focused on representations than approximation (Figure 12). Thus, obtaining more meaningful feature space using well-defined layers of nonlinear abstractions leads to more universal approximation and generalization [85]. By following the same mathematical representation methodology, which was previously used in (5), the DL process could be presented as in (7), where g is a series of DL nonlinear mappings, such as convolutional mapping, autoencoding, recurrent mapping, etc.

\[ \tilde{y} = f(g(\phi(x))) \]  

(7)

Recently, DL has emerged in all application areas of ML, especially since the emergence of massive amount of data in the era of IoT and Industry 4.0. Supervised DL tools such as LSTM, CNN, DBN, and GNN have been widely investigated for RUL
prediction, while unsupervised DL such as AEs are generally used as GMs for feature extraction. In this context, this section is dedicated to describing some of the major relevant works conducted using these tools in PHM.

Figure 12. Different steps to solve a supervised learning problem with advanced DL tools.

4.2.1. LSTM

LSTM is a class of RNNs used to deal with sequential data, specifically time-series analysis. In other words, LSTM is an alternative to RNNs since they are unable to deal with the vanishing gradient problem caused by unrolling the hidden layer several times [86,87]. LSTM is the most appropriate tool to handle dynamic data such as in RUL problems. In [27], a vanilla LSTM, which is a type of LSTM variant widely used when dealing with language processing, was used to predict the RUL for aircraft engines using the C-MAPSS dataset. In [88], authors improved learning rules of LSTM to be able to more accurately predict the RUL of Li-ion batteries. The improvement targets the learning inputs, whereas LSTM generally uses a single input to match a single target. In this context, LSTM used many inputs to match a single target to provide further generalization. An interesting study has been investigated in [89], where a sort of hybridization between CNN and LSTM resulted in the construction of a new network called the convolutional LSTM. These hybrid representations allow both robust extraction of CNN while keeping powerful adaptive learning characteristics of LSTM at the same time when predicting bearings RUL.

In general, LSTM is a perfect learning algorithm for RUL prediction, specifically when dealing with big data that are sequentially correlated to each other.

4.2.2. CNN

CNNs are a class of artificial neural networks used for pattern recognition within higher-dimensional data. CNNs are widely known for their classification capability when dealing with images. Convolutional filters and pooling layers are perfect dimensionality reduction and feature extraction layers of CNNs [90]. In fact, a CNN helps in segmentation and patterns localization in a specific set of features belonging to a single sample. Generally, CNNs can be used without expertise in signal processing and raw data can be directly fed to the learner. In PHM field, CNNs are also well used for RUL predictors. In [91], a multiscale CNN is used for HI prediction. The PRONOSTIA dataset is utilized for comparison purposes. In [92], authors proposed a double CNN for the RUL prediction of bearings. In [93], a hybrid RNN–CNN algorithm was constructed
to achieve both dynamic adaptation and approximation when estimating the HI of bearings life cycles obtained from the PRONOSTIA dataset.

In summary, CNNs are widely used for problems with big dimensions, either as a feature extractor or dimensionality reduction algorithm before approximation. The reason for adding recurrent units (i.e., RNN or LSTM) is to include an adaptive learning capability to be able to handle dynamically changing time-series data.

4.2.3. DBN

DBNs are a type of ANNs well known for their feature extraction capability. DBNs typically combine a stack of serially connected AEs of any type, before connecting a final layer for fine-tuning the approximation function [94]. It starts with the stacking of RBMs and then expands to accommodate all types of AEs. DBN is known for its applications in many fields of ML besides RUL prediction. In [95], a DBN was used under a big data environment to train the learning model to predict the RUL of rotating components. A set of stacked RBMs was trained by minimizing the contrastive divergence [96]. After that, the RUL model was fine-tuned for supervised learning. Authors in [97] used a stack of RBMs for unsupervised HI extraction from an aircraft engine degradation path. After that, a particle filter was used to tune the DBN for the RUL prediction. RBMs are trained with a contrastive divergence algorithm, while the particle filter is improved with a fuzzy inference system. In [98], a denoising algorithm based on DBNs and a self-organizing map was proposed to improve acquired signals from a wind turbine gearbox. After that, a particle filter was optimized by a fruit fly optimization algorithm for fine-tuning and supervised learning to reconstruct an RUL prediction model. Authors in [99] proposed a DBN optimized by a Bayesian approach and a hyper-band algorithm for the RUL prediction of supercapacitors.

It should be mentioned that DBNs are very powerful approximation tools specifically when data are significant and suffer from noise and higher cardinality.

4.2.4. Autoencoders

Autoencoders are a type of unsupervised learner able to achieve a higher level of accuracy when extracting meaningful representations [100]. AEs tasks differ from an application to another depending on data preprocessing requirements, including but not limited to denoising, compression, extraction, and neurons pruning. In [101], AEs were used for features compression when feeding a DNN for bearings RUL prediction. In [101], the AEs were used for sparse representations, which are a sort neuron pruning in a TL scheme. These AEs are trained to feed a supervised learning model for RUL prediction of a cutting tool. Authors in [102] combined a conditional variational AE with particle filter learning rules for RUL prediction of Li-ion batteries.

4.2.5. GNNs

GNNs are a type of deep ANNs designed to process data presented in the form of graphs. GNNs can be mined on graphs and provide an easy way to perform prediction tasks at node, edge, and graph levels [103]. GNNs have also been used in the PHM field. For instance, in [104], authors used a directed acyclic GNN model that combined CNN and LSTM networks for RUL prediction of aircraft engines. In [105], using GNNs’ similar learning philosophy, a CNN was adopted to determine the RUL of aircraft engines using the C-MAPSS dataset.

An important feature of GNNs over an ordinary DL is that GNNs are able to capture the graphical structure of data, which are often very rich and difficult to achieve by an ordinary DL.
4.3. ECT and SI

ECT is a branch of SI algorithms that studies the development of bio-inspired algorithms derived from both natural evolution and biological systems [106]. Mathematically speaking, the common feature between these types of algorithms is that they are trained to optimize a randomly assigned initial population set to obtain the best individuals as a solution. The search mechanism and population updates are based on mathematical formulas inspired by real biological or swarm behaviors. In ML, these techniques are popular in hyperparameters optimization as they are able to elect very useful particles from initial random populations. They are also very helpful to address automatic learning better than other selection methods such as cross-validation or grid search and manual running. Figure 13 provides an overview of how ECI and SI are used within ML models. From a mathematical point of view, the optimization problem in ML can be simplified to fit the formula presented in (8), where \( I \) is the training model loss function (i.e., it could be any type of ML model).

\[
 f_{\text{min}} = \text{Minimize} \left( I \right) \quad s.t. \quad \| \hat{y} - y \| = 0 \tag{8}
\]

In PHM, methods such as SI algorithms including particle swarm optimization (PSO), genetic algorithms (GAs), frog colonies, ant colonies, cuckoo search, and many other algorithms can be used. After a well-structured biographical search methodology targeting such a type of algorithms, we found that GA and PSO received special attention in constructing ML-based RUL prediction algorithms. In this context, this section is devoted to only investigating these algorithms.

![Figure 13](image.png)

**Figure 13.** Overview of using ECT and SI within ML models.

4.3.1. PSO

PSO is an SI computational method inspired by swarm behaviors designed to solve specific iterative optimization problems while trying to approach the necessary quality metrics [107]. In [108], PSO was used within a particle filter to predict the RUL of Li-ion batteries. This study proved that the PSO objective function could easily and deeply converge depending only on a small population. In [109], PSO was used to optimize SVM parameters for Li-ion batteries’ RUL prediction. In [110], PSO was adopted to optimize LSTM parameters when analyzing journal bearing seizure degradations. In [111], authors proposed PSO itself for direct RUL prediction of Li-ion batteries. PSO can then be utilized...
for hyperparameters tuning or RUL prediction. However, according to the above-discussed works, using PSO for tuning hyperparameters is more beneficial.

4.3.2. GAs

GA is a heuristic ETC random search method inspired by natural evolution theories. GA reflects natural selection where chromosomes are elected for the reproduction of the next genetically improved generation [112]. Similar to PSO, GA is used for the same purposes of parameters selection of ML models when predicting RUL. In [113], a GA was used to tune the hyperparameters of a DL-based approach (i.e., RBM within LSTM) for the RUL prediction of aircraft engines. In [114], a GA was involved in an ensemble learning scheme of RUL prediction. Evaluation procedures were carried out using bearing datasets of IMS [115]. In [116], a GA was adopted to tune LSTM hyperparameters when finding an optimal local minimum to predict the RUL of supercapacitors. In [117], in another contribution related to the RUL perdiction of Li-ion batteries, a GA was also used for hyperparameters tuning of an SVM algorithm. It is obvious that the optimal use of GAs lies in the tuning of hyperparameters following an accurate selection scheme.

4.4. RL

RL is one of the most interesting research topics in modern AI. It is a type of learning that allows an agent to learn in an interactive environment by trying and correcting the mistakes it makes based on the feedback of its own actions [118]. Figure 14 illustrates the necessary elements contributing to this type of learning paradigm. In this context, the agent uses the ML model to take its own action in a specific environment. These actions are interpreted as a reward by a supervisor and a representation of the state, which are returned to it again to accomplish the learning procedures.

![Figure 14. Overview of RL in ML.](image)

RL algorithms are generally categorized into on-policy and off-policy categories, which represent model-based and model-free algorithms. Generally speaking, RL is based on the optimization function $Q(S, a)$ of (9), known as the Bellman equation, which measures the quality of action $a$ and maximizes the reward $r$ that the agent obtains at the state $S$. $\pi$ is the probability to find the maximum reward.

$$Q(S_t, a_t) = (1 - \alpha)Q(S_{t+1}, a_{t+1}) + \alpha(r + \gamma \max Q(S_{t+2}, a_{t+2}))$$

(9)

Since the training process is happening at the same instant when data are driven by the actual phenomenon, learning models require being online adaptive ones able to approximate and resist any changes in data to keep generalization preferences. In terms of PHM and specifically for RUL prediction, the purpose of using RL is to be able to make the model self-updatable to learn from its wrong decisions. Practically, in PHM, it is difficult and could be detrimental to learn in real environments. Simulation environments are therefore more suitable in this case. For instance, authors in [119] developed a TL approach that uses an ANN to learn from state, action, and rewards to
output the optimal rewards policy. The algorithms target a sequential RUL prediction process of a specific type of pumping system. In [120], authors proposed to study an RL approach using a simulation model of a DC motor and shaft wear. Data are generated from an analytical model by mimicking the real system. The application is supposed to be an SoH assessment when predicting the RUL. In [121], a Bayesian filtering-based deep RL approach was proposed to predict the RUL of aircraft engines.

In PHM, and specifically in real-world applications, RL is meant to be used to make decisions about specific maintenance tasks based on sequential (i.e., just-in-time) learning.

4.5. GMs

GMs are learning machines trained to be able to generate new helpful examples to provide a more meaningful representation than the original feature space. These kinds of models also have the possibility to increase data representation by generating new instances [122]. In RUL prediction, GMs are generally linked to a discriminator for further predictions (Figure 15). A generator could be trained in both supervised and unsupervised ways. The difference between these types of ML modeling and other learning methods such as DL is that the loss function contains in this case two terms related to both generator and discriminator. The loss function of the supervised learning process can be defined as in (10), where \( G \) and \( D \) are the discriminator and generator functions, respectively. \( l_x \) and \( l_y \) are loss functions for the generator and discriminator, penalized with discount coefficients \( \delta_x \) and \( \delta_y \), respectively.

\[
\text{loss} = \delta_x l_x (x, G(x)) + \delta_y l_y (y, D(x')) \tag{10}
\]

In the PHM case, GANs are thoroughly discussed since they are the most popular ones. Unlike any GM, a GAN has two parts: the generator and the discriminator. The generator is used to generate new samples, different from other GMs such as AEs where the discriminator is used for prediction. GANs discriminator part tries to distinguish fake samples from real ones (i.e., including the main idea behind GANs). The discriminator penalizes the generator loss function for producing false results [123]. GANs were also investigated in PHM. Indeed, in [40], deep GANs were used for data augmentation when predicting the RUL with incomplete data, i.e., the XJTU-SY [124] and the PRONOSTIA datasets, respectively. Authors in [125] used both C-MAPSS and the PRONOSTIA datasets with a deep adversarial approach. In [126], convolutional recurrent GANs were
used to assess the RUL of aircraft engines. In [127], a deep recurrent GAN and action discovery were used to estimate bearings RUL using run-to-failure measurements obtained from an accelerated life test. In these contexts, it was proven that GANs are very powerful tools when trying to fulfill the data augmentation condition, specifically during the use of discriminator deciding which data are appropriate for training.

4.6. DA

DA is an area of ML modeling, where the main objective is to train an ML model on a source domain and ensure accurate modeling on a target domain that is substantially different from the original source domain. Among DA methods, TL is the main one used in RUL model reconstruction and prediction. TL is the exploitation of previously trained models or previous knowledge in general about a particular feature space of data in a new learning process. Thus, similarities between previous and current feature space are very important to maximize the generalization of the ML model [128]. There are many types of knowledge transfer including inductive learning, transductive learning, cross-modality, negative learning, and unsupervised TL [21]. In the PHM field, RUL prediction is generally carried out through cross-modality TL. In this case, training weights (i.e., learning parameters in general) are transferred from the previously trained model on similar data, where the most important feature is that prediction of entire loss functions are a combination of both generator and discriminator.

In this context, in [129], an RNN was used to transfer the learning parameters between learning models trained on rich to poor data. Authors’ experiments were carried out on a turbofan engine dataset. In [130], authors followed the same methodology to train consensus self-organizing models for predicting the RUL of a turbofan engine. In [37], authors used an LSTM to transfer the learning parameters from different life cycles of the PRONOSTIA dataset in both HI and HS estimation processes. In [131], a transfer component analysis was introduced after well-defined deep features representations with a contractive denoising AE. This transfer mechanism was used to adjust features in the target domain before using least square for SoH assessment with SVM. Experiments of the introduced framework are carried out using the PRONOSTIA dataset. It should be mentioned that TL helps not only in providing generalization from other complete datasets but also in reducing data distribution mismatch between testing and training samples.

Table 4 summarizes all the algorithms discussed in references provided in this section. As previously mentioned, Table 4 also shows that most of the work discussed used the PRONOSTIA and C-MAPPS datasets, which justifies our choice of these datasets as the primary examples in our paper.

| References | ML Classes | Methods | Datasets/Systems |
|------------|------------|---------|-----------------|
| [67–71]    |            | SVM     | C-MAPSS, Li-ion batteries, PRONOSTIA, and IMS |
| [72–75]    | Conventional ML | CNN     | IGBOs, Li-ion batteries, and other bearings datasets |
| [39,76–79] |            | MLP     | C-MAPSS, Tool wear, and timing belt in a combustion engine |
| [1,2,81,82]|            | ELM     | C-MAPSS and an integrated modular avionic system |
| [27,86,89]|            | LSTM    | C-MAPSS and other bearings datasets |
| [90–93]    |            | CNN     | PRONOSTIA and other bearings datasets |
| [95–99]    | DL         | DBN     | C-MAPSS, wind turbine gearbox, and supercapacitors |
| [100–102]  |            | AEs     | Li-ion batteries, cutting tool, and other bearings datasets |
| [104,105]  |            | GNN     | C-MAPSS |
| [119–121]  | RL         | RL      | C-MAPSS, pumping system, DC motor, and shaft wear |
| [108–111]  | ECT and SI | PSO     | Li-ion batteries and journal bearing seizure |
| [113,114,117]|          | GA      | C-MAPSS, Li-ion, IMS, and supercapacitors |
| [40,125–127]|          | GMs     | C-MAPSS, PRONOSTIA, and XJTU-5Y |
| [37,128–131]|          | DA      | C-MAPSS and PRONOSTIA |
5. Discussion

According to the proposed flowchart highlighting the necessary steps for constructing an RUL prediction model with ML tools (Figure 2) and the above-presented review-based study, important conclusions can be drawn for each class of ML. This section is then devoted to describing these conclusions and the challenges of RUL-based ML model reconstructions.

5.1. Conventional ML

Conventional ML tools are explicitly used to approximate the inputs to the targets. In this context, data are considered ready for training and their representations are satisfactory for building an ML model. However, since the majority of conventional ML models are not dynamic and adaptive ones that are not able to shape data variation during the degradation process, data, in this case, must describe as a noncomplex static process. Otherwise, learning models are likely to fail. In addition, one of the main drawbacks of traditional ML tools is that they require much intervention, especially for data preprocessing to improve its quality (e.g., feature mappings using full rank and kernels mappings) spatially when it does not introduce self-adaptive learning towards data changes. However, in some cases, we may use conventional ML tools to, for example, test the credibility of run-to-failure datasets and their quality, as in the following:

- In terms of ML and concerning the SVM tool, the best way to use them is by following a joint classification–regression scheme. The classification process is dedicated to HS splitting followed by HI prediction. Even for complete data where labels are available, HS splitting before RUL prediction is of great advantage.
- KNN can be used either for HS splitting or direct HI estimation. However, it is wastefully recommended for HS splitting process, especially when data is generally based on unsupervised learning paradigms.
- MLPs and ELM are generally used for direct RUL predictions. Indeed, strengthening such simple algorithms in terms of representation learning and keeping their simplicity is of great advantage in reducing computational costs, as in automatic neural networks with augmented hidden layer (Auto-NAHL) theories [5].

5.2. Advanced DL

DL tools are very useful since they do not require a lot of data preprocessing compared with conventional ML. The main advantage of DL tools is that they are capable of learning from representation, which is useful when extracting necessary patterns. In this context, it can be particularly noted:

- Due to the nature of sequentially driven data, recursive or adaptive learning is required when building ML models. Therefore, we found that LSTM is more popular than CNN when dealing with this type of data. Indeed, LSTM has the ability to control the remembering and forgetting process of both previous and current used training samples with the help of specific gates. Such a feature is not available in CNNs original theories, but it can be added as in convolutional LSTMs or CNNs with recurrent gated units. The most important is that LSTM variants are preferable in such situations due to their powerful capability in beating vanishing gradient phenomena rather than other recurrent networks. It should be mentioned that LTSM could be the best way to determine HI, since it is time-series curve fitting, and prediction problems.
- We cannot deny the accuracy of the CNN capability in feature representations. In fact, this is the reason behind using joint CNN–LSTM. In such a situation, the mapping features of CNNs more effectively contributes to the separation of scattered data that should have similar representations and characteristics.
Accordingly, projecting them on SoH evaluation cases, CNNs are more adequate for the HS splitting and classification process.

- DBNs and AEs are recommended for feature extraction, but they do not have the adaptive learning features of LSTMs. This means that when dealing with such algorithms, explainability in terms of real-world applications is then lacking. Therefore, data dynamism must always be considered in such a situation to ensure system prognosability.
- One of the main drawbacks of using deep networks is the computational burden. Besides, learning hyperparameters’ number is huge, making it very difficult to find optimal solutions.

5.3. RL

RL is very important, specifically for online maintenance decision making. However, many drawbacks were reported in the above-discussed literature when building ML models for RUL prediction.

- Most of the studied cases were driven from simulation models (i.e., data already exist), which do not reflect real-world application conditions. In this case, studies are conducted for the purpose of collecting necessary conclusions and not for the real-time recording process investigation.
- RL needs a simulation environment where data comes in sequences and when agent actions are simultaneously executed. It is very difficult to afford this in such a situation due to possible agent errors when learning in a real environment. Subsequently, these errors could lead to catastrophic damages and loss of life.

5.4. ECT and SI

ECTs can be used either for training a prediction model or for hyperparameter optimization. However, according to the above-reviewed works, ECTs are highly recommended for hyperparameters tuning when their number is generally lower than the training parameter one. Besides, ECTs are applicable in ML modeling (i.e., RUL more specifically) and in fast optimizers only if the hyperparameters’ number is not large. One of the main drawbacks of ECTs and SI methods is the inability to control the fitness function divergence when the learning model hyperparameters become massive. As previously stated, this massiveness is tightly related to model complexity. The more complex the model is, the more hyperparameters are required. Thus, the more hyperparameters there are, the more difficult the tuning process becomes.

5.5. GMs

Generative models are the best way to improve data distribution and provide more examples to fill the gaps due to the lack of learning patterns, in particular when using run-to-failure measurements obtained from accelerated life tests. However, keeping the balance between loss terms of discriminator and generator is a difficult task. This could lead to the so-called mode collapse that occurs when the generator can only produce a limited type of learning pattern. This could be the result of data quality driving the generator to provide only one type of data [132].

6. Future Improvements and Opportunities

After investigating different classes of ML models, limits, advantages, and disadvantages, this section is devoted to providing important guidelines on improving RUL prediction to move to more realistic conclusions. Accordingly, we targeted many important aspects in terms of real data characteristics (e.g., complexity, availability, and drift) and model characteristics (e.g., complexity, evaluation, and dynamicity) that were previously described in the flowchart of Figure 2.
6.1. Data Characteristics
- Most of the previously discussed datasets in Table 4 are generally obtained through accelerated aging experiments (e.g., bearing and Li-ion batteries), or through simulation models (e.g., C-MAPSS). In this context, the obtained results and constructed model do not appropriately fit the real degradation phenomenon. Therefore, more efforts need to be spent on real-data collection from real-world industrial plants.
- Additional efforts also are needed to provide even more complex, industry-like data for an effective validation when dealing with complex industrial plants. For instance, existing datasets (Table 4) generally do not consider the data heterogeneity phenomena where recorded samples are subject to different constraints of multiple recording rates. Therefore, more effort is needed to address this issue and its impact on the prediction process.
- In real-world applications, data coming from different systems are heterogenous and multisource. Therefore, it is mandatory to provide further data-driven experiments in the context of RUL-based similarity modeling and transfer learning.

6.2. Model Complexity
- Since the RUL prediction process describes a dynamic process that changes over time, offline nonadaptive training algorithms are not appropriate solutions. Therefore, models such as CNN, ELM, and SVM need to consider additive features of dynamic learning, such as GRU for instance.
- Only adaptive algorithms, such as adaptive filters (e.g., least square), LSTM, OSELM, and their variants can be used for RUL prediction.
- GNNs should be further examined to provide insights into their application, specifically where there is an obvious scarcity in their applications.
- For RL, simulation-based virtual reality is helpful to provide more realistic learning rather than traditional off-line simulations.
- For better explaining RUL prediction, it is advantageous to use the early and late prediction evaluation metrics required for conditional maintenance tasks rather than ordinary approximation metrics.

7. Conclusions
In this paper, a systematic guide for predicting RUL was introduced in a review-based study. The main objective of this study was to introduce necessary steps that should be followed to select the best class of ML prediction model for specific run-to-failure data. Different ML models classes were therefore addressed according to the proposed model selection scheme. Besides, necessary steps for constructing the RUL model were also introduced. These steps describe building an ML model starting from data acquisition through processing, training, and evaluation towards RUL prediction. In this review context, important conclusions on the application of ML models on RUL prediction were drawn and limitations were identified. Consequently, important future improvements and opportunities were also discussed. These future prospects were mainly proposed to further improve both data quality and RUL model reconstructions. Data quality prospects targeted data characteristics such as availability, complexity, and drift, while RUL model reconstruction prospects focused on model complexity.
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