Abstract—This article deals with a special type of Lyapunov functions, namely the solution of Zubov’s equation. Such a function can be used to characterize the exact boundary of the domain of attraction for systems of ordinary differential equations. In Theorem 2, we derive and prove an integral form solution to Zubov’s equation. For numerical computation, we develop two data-driven methods. One is based on the integration of an augmented system of differential equations; and the other one is based on deep learning. The former is effective for systems with a relatively low state space dimension and the latter is developed for high-dimensional problems. The deep learning method is applied to a New England 10-generator power system model. A feedforward neural network is trained to approximate the corresponding Zubov’s equation solution. The network characterizes the system’s domain of attraction. We prove that a neural network approximation exists for the Lyapunov function of power systems such that the approximation error is a cubic polynomial of the number of generators. The error convergence rate is $O(n^{-1/2})$, where $n$ is the number of neurons.
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I. INTRODUCTION

For systems of ordinary differential equations (ODEs), it is well known that their stability can be determined by using Lyapunov functions. In addition, a Lyapunov function’s level set forms the boundary of a forward invariant set inside the domain of attraction (DOA). Originally introduced in the doctoral dissertation of Lyapunov, the theory has been actively studied for more than a century with applications to almost all fields of science and engineering that deal with dynamic phenomena.

There have existed tremendous works of literature on the study of how to find Lyapunov functions for systems of ODEs. Some widely used methodologies are based on the results and tools in related areas, such as Zubov’s equation [10], [12], [13], [17], [19], [22], [32], [46], [47], [48], linear programming [26], [27], and linear matrix inequality [7], [11], [16], [34], [38], [40]. In these works, the Lyapunov functions are represented using various types of approximations, including quadratic or general polynomials [9], [17], [28], [41], [48], rational functions [46], collocation or radial basis functions [19], [21], piecewise continuous functions [18], [27], and sum-of-squares [3], [5], [38]. For the interested readers, many survey papers were published in the last few decades summarizing research advancements at different phases in the development of the Lyapunov function theory and its computation [5], [15], [16], [20], [23], [40].

Existing results of computing DOAs face two challenges. They are either an inner approximation of DOAs, but cannot determine the exact boundary, or they are limited to low-dimensional systems. Computing the boundary of DOA for high-dimensional nonlinear systems is an open problem. Given a Lyapunov function of a system of ODEs, the interior of a level set of the Lyapunov function is a subset of the DOA. In general, the level sets of Lyapunov functions do not converge to the true boundary of the DOA. Only special Lyapunov functions, such as those that satisfy Zubov’s equation, can determine the exact boundary. In this case, a point in the state space is located inside the DOA if and only if the value of the Lyapunov function is less than one. In [47], the exact boundary of DOAs was approximated based on a Hamilton–Jacobi (HJ) equation. Both Zubov’s equation and the HJ equation are partial differential equations (PDEs). When solving these PDEs, existing computational algorithms have some fundamental limitations. Notably, discretization methods of PDEs suffer from the curse of dimensionality, i.e., the complexity of the solution increases exponentially with the dimension of the state space. In this case, the number of grid points in discretization or coefficients in polynomial approximation increases so fast that the computational algorithm is intractable in high-dimensional state spaces. The curse of dimensionality comes into effect when $n \geq 5$, depending on the computer’s capacity. In addition, existing PDE algorithms require boundary conditions. They are not applicable to Zubov’s equation because the boundary of the DOA is unknown. The proposed computational algorithms in this article enable innovative methods of characterizing the exact boundary of DOAs in high-dimensional state spaces that cannot be otherwise found using existing results. In this study, the limit
set can be a single equilibrium point or an asymptotically stable invariant set.

It is worth noting that ideas of using deep learning to mitigate the curse of dimensionality have been successfully applied to various PDEs over the past few years [25], [35], [42]. Its potential to applied problems that have high dimensions, such as numerical weather prediction, has attracted increasing attention [33], [37], [45]. For the specific problem of finding DOAs by solving Zubov’s equation, a method based on deep learning is studied in [22] under the assumption that the system satisfies a small-gain condition and it admits a compositional Lyapunov function.

An integral form solution to Zubov’s equation is introduced in [12] and [13] for systems that have unknown parameters and a single equilibrium point. In [10], an integral form Lyapunov function and a method of continuous and piecewise affine construction are combined. It is exemplified that the resulting Lyapunov function can be used to find subsets of DOAs. In [2], [14], and [43], subsets of the DOA are computed based on Lyapunov functions represented by neural networks. Different from abovementioned results, our goal is to approximate the exact boundary of DOAs, rather than a subset, by solving Zubov’s equation and to mitigate the curse of dimensionality. We deal with general attractors that are not limited to a single equilibrium.

The contributions of this article include the following.

1) We derive and prove an integral form solution to Zubov’s equation for general systems of ODEs.
2) We develop two data-driven computational methods for high-dimensional systems.
3) As a part of an applied example, we prove a proposition about the error upper bound and neural network complexity in the approximation of the DOA for a power system model.

One of the computational methods developed in this article is based on integrating an augmented system of ODEs, and the other one is based on deep learning. The former computes the Lyapunov function using ODE solvers, which is effective for relatively low-dimensional problems. We introduce deep neural networks to approximate the Lyapunov function if a system has a high dimension. For example, the computational methods are applied to a 10-generator power system, whose state space dimension is \( n = 20 \). The example is a reduced model of the power grid in New England. A feedforward neural network is trained that characterizes the DOA of the power system, which is an interesting research result in its own right.

II. INTEGRAL FORM SOLUTION TO ZUBOV’S EQUATION

In the stability theory for dynamical systems, it is known that a solution of Zubov’s equation is a special kind of Lyapunov functions. Given any point in the state space, the point is located inside the DOA if and only if the value of the solution of Zubov’s equation is less than one. In this section, we prove that a function defined in an integral form solves Zubov’s equation. In general, an analytic solution to Zubov’s equation does not exist. For low-dimensional systems, Algorithm 1 derived from the integral form solution is a practical way of numerically solving Zubov’s equation and characterizing the exact boundary of DOAs. For the supervised learning in Section IV, Algorithm 1 is critical because we need a computational algorithm to generate data for the training and validation of the neural network. Consider the following dynamical system:

\[
\dot{x}(t) = f(x(t)), \quad x \in \mathbb{R}^n
\]  

where \( x \) is the state variable and \( n \) is the dimension of the state space. The solution of (1) is denoted by

\[
x(t) = \phi(t, x_0)
\]  

where \( x_0 \) is the initial state and \( \phi(0, x_0) = x_0 \). We assume that, for any initial state, the solution of (1) is unique and defined in \( t \in [0, \infty) \). A point \( x \in \mathbb{R}^n \) is said to be an equilibrium if \( f(x) = 0 \). A forward invariant set, or simply invariant set, is a subset \( \mathcal{E} \subseteq \mathbb{R}^n \) so that

\[
\phi(t, x) \in \mathcal{E}, \quad t \geq 0
\]

for arbitrary \( x \in \mathcal{E} \). The concept of invariant set is a generalization of equilibrium because a set consisting of equilibrium points is an invariant set.

In this article, \( \|x\| \) represents the Euclidean norm on \( \mathbb{R}^n \). The distance between a point and a set is defined as the infimum of distances between the point and all points in the set, denoted by \( d(\cdot, \cdot) \). For example, the distance from a point, \( x_0 \), to an invariant set, \( \mathcal{E} \), is

\[
d(x_0, \mathcal{E}) = \inf \{ \|x_0 - x\| ; x \in \mathcal{E} \}.
\]

Given a positive number \( \delta \), the \( \delta \)-neighborhood of \( \mathcal{E} \) is defined by

\[
B_\delta(\mathcal{E}) = \{ x \in \mathbb{R}^n ; d(x, \mathcal{E}) < \delta \}.
\]

Definition 1 (Asymptotic stability [48]): (a) A closed invariant set \( \mathcal{E} \subseteq \mathbb{R}^n \) of (1) is called asymptotically stable if the following assumptions hold true.

1) For any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( x \in B_\delta(\mathcal{E}) \) implies \( d(\phi(t, x), \mathcal{E}) < \epsilon \) for all \( t \geq 0 \).
2) There exists a \( \delta > 0 \) such that

\[
\lim_{t \to \infty} d(\phi(t, x), \mathcal{E}) = 0.
\]

whenever \( x \in B_\delta(\mathcal{E}) \).

The DOA is denoted by \( \mathcal{D} \)

\[
\mathcal{D} = \left\{ x \in \mathbb{R}^n ; \lim_{t \to \infty} d(\phi(t, x), \mathcal{E}) = 0 \right\}.
\]

It is known that \( \mathcal{D} \) is always an open set [24]. The closure of \( \mathcal{D} \) is denoted by \( \overline{\mathcal{D}} \).

(b) The set \( \mathcal{E} \) is called uniformly asymptotically stable if, in addition, there exists a \( \delta \)-neighborhood of \( \mathcal{E} \) such that the limit (6) converges uniformly on \( B_\delta(\mathcal{E}) \). More specifically, for any \( \epsilon > 0 \), there exists \( T > 0 \) such that

\[
d(\phi(t, x), \mathcal{E}) < \epsilon
\]

for all \( x \in B_\delta(\mathcal{E}) \) and \( t \geq T \).

(c) An asymptotically stable closed invariant set \( \mathcal{E} \) is called uniformly attracting if there exists \( \delta > 0 \) such that, for any \( 0 < \delta \).
Under $h < \delta$, there exist $T > 0$ and $\gamma > 0$. Whenever $h < d(x, \mathcal{E}) < \delta$ and $t \in [0, T]$, we have
\[
d(\phi(t, x), \mathcal{E}) > \gamma.
\] (9)

The concept of uniformly asymptotically stable can easily be verified in some useful cases. For instance, if a system is autonomous, i.e., $f(x)$ is independent of $t$, a compact asymptotically stable $\mathcal{E}$ must be uniformly asymptotically stable [48]. Alternatively, if $\phi(t, x)$ converges to $\mathcal{E}$ exponentially for $x \in B_\delta(\mathcal{E})$, i.e.
\[
d(\phi(t, x), \mathcal{E}) \leq M d(x, \mathcal{E}) e^{-\lambda t}
\] (10)
for some $M > 0$ and $\lambda > 0$, then $\mathcal{E}$ is also uniformly asymptotically stable.

The main results of this section are based on the following assumptions.

Assumption 1: We assume that $f(x)$ in (1) is locally Lipschitz on $\mathbb{R}^n$ and $\phi(t, x)$ exists for all $(t, x) \in [0, \infty) \times \mathbb{R}^n$. Furthermore, $\|f(x)\|$ is bounded on $B_\delta(\mathcal{E})$ for some $\delta > 0$.

Assumption 2: Let $\mathcal{E}$ be a closed invariant set of (1). Let $W : \mathbb{R}^n \rightarrow \mathbb{R}$ be a continuous function. We assume
\[
W(x) = 0, \quad \text{if } x \in \mathcal{E}
\]
\[
W(x) > 0, \quad \text{otherwise}
\] (11)
and
\[
\lim_{d(x, \mathcal{E}) \rightarrow 0} W(x) = 0.
\] (12)

In addition, for any $\delta > 0$, there exists a $\gamma > 0$ such that
\[
W(x) > \gamma
\] (13)
whenever $d(x, \mathcal{E}) > \delta$.

Assumption 1 is standard for studies of ODEs, including Zubov’s theorem in [48]. Assumption 2 is required in the construction of an integral form solution to Zubov’s equation. Functions that satisfy Assumption 2 are easy to find. If $\mathcal{E}$ is a compact set, then (12) is implied by (11) and the continuity of $W(x)$. Two examples of $W(x)$ are
\[
W(x) = \|x - x_e\|^2 \quad \text{if } \mathcal{E} = \{x_e\}, \text{ where } x_e \text{ is a known equilibrium}
\] (14a)
or
\[
W(x) = \|f(x)\|^2 \quad \text{if the system has multiple equilibrium points.}
\] (14b)

The former is a simple function that can be used for problems with a known equilibrium. The latter is applicable to not only an isolated equilibrium but also systems that have a set of equilibrium points. For instance, the set $\mathcal{E}$ of the power system in Section V-A is a line. However, (14b) should be used with caution. One needs to verify (12) if $\mathcal{E}$ is noncompact. In addition, nonlinear systems may have both stable and unstable equilibrium points. The function in (14b) is applicable only if it is restricted inside a domain of interest that does not include unstable equilibrium. In the construction of a solution to Zubov’s equation, the following integral function is essential:
\[
I(x) = \int_0^\infty W(\phi(s, x))ds
\] (15)
where $\phi(t, x)$ is the solution of (1) satisfying $\phi(0, x) = x$.

Assumption 3: Let $\mathcal{E}$ be a closed invariant set. We assume that the integral in (15) converges in a neighborhood $x \in B_\delta(\mathcal{E})$ for some $\delta > 0$. Furthermore, we assume
\[
\lim_{x \in B_\delta(\mathcal{E}), d(x, \mathcal{E}) \rightarrow 0} I(x) = 0.
\] (16)

This assumption is not restrictive. If $W(x)$ is Lipschitz in $B_\delta(\mathcal{E})$ for some $\delta > 0$, and if $\phi(t, x)$ converges to $\mathcal{E}$ exponentially in the sense of (10), then Assumption 3 holds. To prove this claim, let $L$ be the Lipschitz constant of $W(x)$, then
\[
W(\phi(t, x)) \leq L \|\phi(t, x) - \bar{x}\|
\] (17)
for all $\bar{x} \in \mathcal{E}$. Therefore
\[
I(x) = \int_0^\infty W(\phi(s, x))ds \leq \int_0^\infty Ld(\phi(t, x), \mathcal{E})ds
\]
\[
\leq \int_0^\infty M d(x, \mathcal{E}) e^{-\lambda s}ds = \frac{M}{\lambda} d(x, \mathcal{E}).
\] (18)

Therefore, $I(x)$ is a finite number, and it satisfies (16). Zubov’s method is summarized in the following theorem. Its proof can be found in [48, Th. 19].

Theorem 1: (Zubov’s Theorem [48]) Let $\mathcal{E}$ be a closed invariant set of (1), in which $f(x)$ satisfies Assumption 1. Suppose $\mathcal{E}$ is uniformly asymptotically stable and uniformly attracting. Let $\mathcal{D}$ be an open set that contains a $\delta$-neighborhood of $\mathcal{E}$. Then, $\mathcal{D}$ is the DOA if and only if there exist continuous functions $V(x)$ defined on $\mathcal{D}$ and $\Psi(x)$ defined on $\mathbb{R}^n$ that satisfy the following properties.

1) If $x \in \mathcal{D}$ and $d(x, \mathcal{E}) \neq 0$, then $0 < V(x) < 1$.

2) If $x \in \mathbb{R}^n$ and $d(x, \mathcal{E}) \neq 0$, then $\Psi(x) > 0$. If $x \in \mathcal{E}$, then $\Psi(x) = 0$.

3) If $d(x, \mathcal{E}) \rightarrow 0$, then $V(x) \rightarrow 0$ and $\Psi(x) \rightarrow 0$.

4) For any sufficiently small $\delta > 0$, there exist $\gamma_1 > 0$ and $\gamma_2 > 0$ such that $d(x, \mathcal{E}) \geq \delta$ implies
\[
V(x) > \gamma_1 \text{ and } \Psi(x) > \gamma_2.
\] (19)

5) For any $\bar{x} \in \mathcal{D} \setminus \mathcal{D}$
\[
\lim_{x \in \mathcal{D}, x \rightarrow \bar{x}} V(x) = 1.
\] (20)

6) For any $x \in \mathcal{D}$, $V(\phi(t, x))$ is differentiable with respect to $t$ satisfying
\[
\left(\frac{dV(\phi(t, x))}{dt}\right)_{t=0} = -\Psi(x)(1 - V(x)).
\] (21)

Zubov’s equation introduced in [48] has different forms. We focus on the form in (21) because it is applicable to the most general case, in which $\mathcal{E}$ can be an unbounded set. Although the PDE (21) is defined for $x \in \mathcal{D}$ only, we treat $V(x)$ as a function defined in $\mathbb{R}^n$ because $V(x)$ can always be extended to $\mathbb{R}^n$ such that $V(x) = 1$ if $x \notin \mathcal{D}$. For the readers who are interested in the smoothness of $V(x)$, it is proved in [48, Th. 22] that, for systems of ODEs with an isolated equilibrium, there exists $V(x)$ that is...
continuously differentiable in \( D \) up to the order \( k \), where \( k \) is the smoothness of \( f \).

In the rest of this section, we will prove that the following function forms a solution to Zubov’s equation (21):

\[
V(x) = \begin{cases} 
\tanh(\alpha I(x)), & \text{if } I(x) < \infty \\
1, & \text{otherwise}
\end{cases} \\
\Psi(x) = \alpha(1 + V(x))W(x)
\]

(22)

where \( \alpha > 0 \) is a constant.

**Theorem 2:** Consider a system (1) and a closed invariant set \( \mathcal{E} \). Suppose \( \mathcal{E} \) is uniformly asymptotically stable. Suppose \( \bar{f}(x) \) satisfies Assumption 1. Suppose \( W : \mathbb{R}^n \to \mathbb{R} \) is a function satisfying Assumptions 2 and 3. Then, \( V(x) \) and \( \Psi(x) \) defined in (22) solves Zubov’s equation in the sense that they satisfy items (1)–(6) in Theorem 1.

Some properties of \( I(x) \) are essential. We prove the following lemma first, before the proof of Theorem 2.

**Lemma 1:** Let \( D \) be the DOA. Under the same assumption as in Theorem 2, \( I(x) \) has the following properties.

1. If \( I(x) < \infty \) for \( x \in D \) and \( I(x) \) is a continuous function on \( D \).

2. If \( I(x) > 0 \) if \( x \in D \setminus \mathcal{E} \) and \( I(x) = 0 \) if \( x \in \mathcal{E} \).

3. If \( x \not\in D \), \( I(x) = \infty \). If \( x \in D \setminus D \), then

\[
\lim_{x \to D, x \to x} I(x) = \infty.
\]

(23)

4. Given any \( x \in D \)

\[
\frac{d}{dt} I(\phi(t, x)) = -W(\phi(t, x)).
\]

(24)

**Proof:** (1) For any \( x \in D \) and a radius, \( \delta \), defined in Assumption 3, (7) implies that there exists a \( t_1 > 0 \) such that

\[
d(\phi(t, x), \mathcal{E}) < \delta
\]

if \( t \geq t_1 \). From Assumption 3, the integral

\[
\int_{0}^{\infty} W(\phi(s, \phi(t_1, x)))ds
\]

converges. Therefore

\[
I(x) = \int_{0}^{\infty} W(\phi(s, x))ds \\
= \int_{0}^{t_1} W(\phi(s, x))ds + \int_{t_1}^{\infty} W(\phi(s, \phi(t_1, x)))ds < \infty.
\]

(26)

In the next, we prove that \( I(x) \) is continuous on \( D \). Define

\[
z(t, x) = \int_{0}^{t} W(\phi(s, x))ds.
\]

(27)

Because \( \phi(t, x) \) is continuous, it is a known fact in real analysis that \( z(t, x) \) is a continuous function of \( t \) for any fixed value of \( x \) [44]. For any \( \epsilon > 0 \), Assumption 3 implies that

\[
I(x) = \int_{0}^{\infty} W(\phi(s, x))ds < \epsilon
\]

if \( x \in \mathcal{B}_{\delta_1}(\mathcal{E}) \) for some \( \delta_1 > 0 \). Given any \( x \in D \), there exists a \( t_1 > 0 \) such that \( \phi(t_1, x) \in \mathcal{B}_{\delta_1}(\mathcal{E}) \). Because \( \phi(t_1, x) \) is a continuous function of \( x \), there exists \( \delta_2 > 0 \) such that \( \phi(t_1, z) \in \mathcal{B}_{\delta_2}(\mathcal{E}) \) if \( ||z - x|| < \delta_2 \). From (28) and the fact that \( z(t, x) \) is a continuous function of \( x \), we have

\[
\lim_{x \to x} |I(z) - I(x)| = \lim_{x \to x} \left| z(t_1, z) + \int_{0}^{\infty} W(\phi(s, \phi(t_1, z)))ds - \cdots \\
-z(t_1, x) - \int_{0}^{\infty} W(\phi(s, \phi(t_1, x)))ds \right| \\
\leq \lim_{x \to x} |z(t_1, z) - z(t_1, x)| + 2\epsilon \\
= 2\epsilon.
\]

(29)

Because \( \epsilon \) can be arbitrarily small, (29) implies that \( I(x) \) is continuous at every \( x \in D \).

(2) Let \( x \) be a point in \( D \setminus \mathcal{E} \). From (11), \( W(\phi(t, x)) > 0 \) for small value of \( t > 0 \). Therefore, its integral is greater than zero, i.e., \( I(x) > 0 \). If \( x \in \mathcal{E} \), we have \( \phi(t, x) \in \mathcal{E} \) for \( t > 0 \) because \( \mathcal{E} \) is invariant. Then, (11) implies \( W(\phi(t, x)) \equiv 0 \) and \( I(x) = 0 \).

(3) If \( x \not\in D \), then \( \phi(t, x) \not\in D \) for all \( t > 0 \) (otherwise, \( \phi(t, x) \) approaches \( \mathcal{E} \)). From Assumption 2 and the assumption about \( D \) in Theorem 1, there exist numbers \( \delta > 0 \) and \( \gamma > 0 \) such that \( \mathcal{B}_{\delta}(\mathcal{E}) \subset D \) and

\[
W(x) > \gamma
\]

(30)

whenever \( d(x, \mathcal{E}) > \delta \). Therefore

\[
W(\phi(t, x)) > \gamma
\]

(31)

for all \( t > 0 \). Therefore

\[
I(x) = \int_{0}^{\infty} W(\phi(s, x))ds = \infty.
\]

(32)

For any \( x \in \overline{D} \setminus D, x \not\in D \). Therefore, \( I(x) = \infty \), i.e., for any

\[
M > 0,
\]

there exists a \( T > 0 \) such that

\[
\int_{0}^{T} W(\phi(s, x))ds > 2M.
\]

(33)

It is known that the integral in (33) is continuously dependent on \( \bar{x} \). There exists an open neighborhood of \( \bar{x} \) such that, for any \( x \) in the neighborhood

\[
\int_{0}^{T} W(\phi(s, x))ds > M.
\]

(34)

Therefore, for any \( M > 0 \), there exists an open neighborhood of \( \bar{x} \) in which

\[
I(x) \geq \int_{0}^{T} W(\phi(s, x))ds > M
\]

(35)

i.e., (23) is proved.

(4) Given any \( x \in D \), we have

\[
\frac{d}{dt} I(\phi(t, x)) = \frac{d}{dt} \left( \int_{0}^{\infty} W(\phi(s, \phi(t, x)))ds \right)
\]
\[ \frac{d}{dt} \left( \int_{-\infty}^{\infty} W(\phi(s, x))ds \right) = -W(\phi(t, x)). \]  

(36)

**Proof of Theorem 2:** In the following, we prove that \( V(x) \) and \( \Psi(x) \) satisfy items (1)–(6) in Theorem 1. For general dynamical systems, it is required in Theorem 1 that \( E \) is uniformly attracting. In this article, all dynamical systems are defined by equations in the form of (1), in which \( f(x) \) is continuous. If Assumption 1 holds, then \( \|f(x)\| \) is bounded on \( 0 < h \leq d(x, E) \leq \delta \). If \( T > 0 \) is small enough, then \( d(\phi(t, x), E) \) is uniformly bounded from below by a \( \gamma > 0 \) for all \( x \) satisfying \( 0 < h \leq d(x, E) \leq \delta \) and \( t \in [0, T] \). Therefore, \( E \) is uniformly attracting.

From (15), \( V(x) \equiv 1 \) is continuous in the interior of \( \mathbb{R}^n \setminus D \). From Lemma 1(1), \( V(x) \) is continuous on \( D \). From Lemma 1(3), \( V(x) \) is continuous at \( x \) on the boundary of \( D \). Therefore, \( V(x) \) is continuous on \( \mathbb{R}^n \). Consequently, \( \Psi(x) \) is continuous on \( \mathbb{R}^n \).

Lemma 1(1) and (2) as well as the facts that \( \tanh(0) = 0 \) and \( 0 < \tanh(x) < 1 \) for \( 0 < x < \infty \) imply \( 0 < V(x) < 1 \) if \( x \in D \setminus E \) and \( V(x) = 0 \) if \( x \in E \). Therefore, \( V(x) \) satisfy Condition (1) in Theorem 1.

If \( x \notin E \), then \( W(x) > 0 \). Therefore, \( \Psi(x) > 0 \). If \( x \in E \), then \( W(x) = 0 \). Therefore, \( \Psi(x) = 0 \). Condition (2) in Theorem 1 is satisfied.

Because of (12) and (16), we know \( \Psi(x) \to 0 \) and \( V(x) \to 0 \) as \( d(x, E) \to 0 \). Therefore, \( V(x) \) and \( \Psi(x) \) satisfy Condition (3) in Theorem 1.

From (13) in Assumption 2, \( \Psi(x) \) satisfies Condition (4). From Assumption 1, \( \|f(x)\| \) is bounded on \( B_{\delta}(E) \) for any \( \delta > 0 \) that is small enough. Therefore, there is a \( T > 0 \) such that \( d(\phi(T, x), E) > \delta/2 \) if \( d(x, E) > \delta \). From (13), we know

\[ I(x) \geq \int_{0}^{T} W(\phi(s, x))ds \geq \gamma T \]  

(37)

for some \( \gamma > 0 \), provided \( d(x, E) > \delta \). Therefore, \( V(x) \) satisfies Condition (4).

Lemma 1(3) implies Condition (5).

Now, we can prove that \( V(x) \) and \( \Psi(x) \) solves Zubov’s equation. For any \( x \in D \)

\[ \left( \frac{dV(\phi(t, x))}{dt} \right)_{t=0} = \left( \frac{d}{dt} \tanh(\alpha I(\phi(t, x))) \right)_{t=0} \]

\[ = (1 - \tanh^2(\alpha I(\phi(t, x)))) \alpha \left( \frac{dI(\phi(t, x))}{dt} \right)_{t=0} \]

\[ = -\alpha(1 - V^2(\phi(t, x)))W(\phi(t, x)) \bigg|_{t=0} \]

\[ = -\alpha(1 + V(\phi(t, x)))W(x)(1 - V(x)) \bigg|_{t=0} \]

\[ = -\Psi(x)(1 - V(x)). \]

(38)

**III. COMPUTATIONAL ALGORITHM BASED ON ODE SOLVERS**

The function, \( V(x) \), is a global Lyapunov function, which characterizes the exact DOA.

**Corollary 1:** Under the same assumption as in Theorem 2, \( x \in D \) if and only if \( V(x) < 1 \).

To characterize the DOA in this way, we must find effective and efficient computational algorithms for \( V(x) \). It is known from (23) that, when \( x \) approaches the boundary of \( D \), \( I(x) \to \infty \). The computation is increasingly time consuming in a thin layer along the boundary of \( D \). To be more specific, a boundary layer of \( D \) is defined as follows:

\[ D_{\text{layer}}(\delta) = \{ x \in D; 1 - \delta < V(x) < 1 \} \]  

(39)

where \( 0 < \delta < 1 \). In (22), \( V(x) \) is defined based on \( \tanh(z) \), which is shown in Fig. 1. We define the value of \( \delta \) as follows. Let \( \epsilon_{\text{prec}} > 0 \) be the machine precision of the computer. Let \( z_{\text{prec}} > 0 \) satisfy \( 1 - \tanh(z_{\text{prec}}) < \epsilon_{\text{prec}} \). Then, the boundary layer \( D_{\text{layer}}(\tanh(z_{\text{prec}})) \) is numerically indistinguishable from the boundary of \( D \). In all examples, we set \( z_{\text{prec}} = 20 \) and \( \epsilon_{\text{prec}} = 1 \times 10^{-10} \). This boundary layer is used to determine the scale factor, \( \alpha \). It is defined in (48) and illustrated in Example 1.

To approximate \( I(x) \) for \( x \in D \), the integral in (15) is approximated by integrating over a finite interval \([0, T]\), where \( T \) is large enough so that

\[ \frac{d}{dt} \int_{0}^{T} W(\phi(s, x))ds \bigg|_{t=T} < \delta_I \]  

(40)

where \( \delta_I > 0 \) is a small number. For \( x \) located outside the DOA, \( I(x) = \infty \). Numerically, we need a number \( M > 0 \) to terminate the integration process, i.e., if

\[ \int_{0}^{T} W(\phi(s, x))ds > M \]  

(41)

we terminate the integration. In this case, the value of \( I(x) \) is considered to be \( \infty \). Note that (41) does not guarantee that \( x \) is outside the DOA, no matter how large the value of \( M \) is. However, if the value of \( M \) is large enough, the set inside the DOA satisfying \( I(x) > M \) is contained in a thin boundary layer. In this case, the trajectory is practically unstable (a small perturbation may cause the trajectory to diverge). The values of \( M \) and \( \alpha \) are determined using a data-driven approach, which is shown in Fig. 2 and illustrated in Example 1. The following system of equations is called the augmented system of (1):

\[ \dot{x}(t) = f(x(t)), \quad x(0) \in \mathbb{R}^n \]

\[ \dot{z} = W(x), \quad z(0) = 0. \]

(42)

Note that the initial condition of the augmented system in \( \mathbb{R}^{n+1} \) has \( n \) degrees of freedom because \( z(0) = 0 \) is fixed. In the
following computational algorithm, $\delta_I$, $M$ and $\alpha$ are positive constants, in which $\delta_I$ is the stopping criterion for the computation of $I(x)$. No matter the DOA is compact or not, we compute $V(x)$ in a bounded set, which is denoted by $\mathcal{R}$.

**Algorithm 1:** Let $\delta_I$, $M$, $\alpha$, and $\Delta T$ be positive numbers. Let $\mathcal{R} \subset \mathbb{R}^n$ be a bounded set, in which $V(x)$ is computed.

1) **Numerical integration:** It uses an ODE solver to solve (42) for $t \in [(k-1)\Delta T, k\Delta T]$, $k = 1, 2, \ldots K$. In the solution, $x(0) = x$. The initial state of the $k$th solution is the final state of the $(k-1)$th solution. Stop the process at $K$ so that the $K$th solution satisfies either

$$z(K\Delta T) \geq M$$

(43)

or

$$\frac{\Delta z}{\Delta t} \Big|_{t=K\Delta T} < \delta_I.$$  

(44)

In (44), $\Delta t$ is the time step of the ODE solver, $\Delta z = z(K\Delta T) - z((K-1)\Delta T)$. In this case, $I(x) \approx z(K\Delta T)$.

2) **Evaluation:** Compute the value of $V(x)$

$$V(x) = \begin{cases} 1, & \text{if (43) holds} \\ \tanh(\alpha z(K\Delta T)), & \text{if (44) holds}. \end{cases}$$

(45)

In (44), $\Delta z/\Delta t$ can be replaced by $W(x(K\Delta T))$ if its value is available. It is important to point out that every ODE solver has approximation error, which grows with $K\Delta T$. If the length of time interval is too long, the integration error can deteriorate the accuracy of Algorithm 1. For systems that converge/diverge exponentially, this issue is less problematic because trajectories reach the set defined by (43) or (44) at an exponential rate over time. Before the end of this section, we introduce the van der Pol equation as an example of implementing the computational algorithm.

**Example 1:** Consider the following van der Pol equation:

$$\begin{align*}
\dot{x}_1 &= -x_2 \\
\dot{x}_2 &= x_1 - (1 - x_1^2)x_2.
\end{align*}$$

(46)

The origin, $x = 0$, is an asymptotically stable equilibrium. For the computation of $I(x)$, $W(x) = ||x||^2$ and $\delta_I = 10^{-6}$. A data-driven approach is adopted for the determination of $\alpha$ and $M$. We first generated a set of samples following the uniform distribution

$$\mathcal{S} = \{x_i; 1 \leq i \leq N\}$$

(47)

where $N = 3000$ is the sample size. We apply Step 1 in Algorithm 1 to the augmented system to compute the value of $I(x)$ for $x \in \mathcal{S}$. In Fig. 2, the cluster of points on the left contains the value of $I(x)$ satisfying (44). There is a clear gap between $M = 200$ and the cluster of $I(x)$ satisfying (44). We call this graph $I$-value plot. In Fig. 2, all values of $I(x)$ satisfying (43) are represented by a single point at $I(x) = 200$. It is numerically treated as $\infty$ in the computation of $I(x)$. Increasing the value of $M$ implies the increase of $K\Delta T$ in (43). The computation will take longer time if $x \notin \mathcal{D}$. However, if $M$ is too small, some points in $\mathcal{D}$ is assigned the value $I(x) = \infty$ or $V(x) = 1$, i.e., a point inside the DOA is classified as unstable. To avoid that, we choose the value of $M$ that should be larger than $I(x)$ for most states in $\mathcal{D}$. From the $I$-value plot, we see that any $M > 80$ has a clear gap from the data cluster on the left. By doing that, we reduce the possibility of assigning $V(x) = 1$ for $x \in \mathcal{D}$. In this example, we choose $M = 200$. This value should correspond to the boundary layer $D_{\text{layer}}(\tanh(\zeta_{\text{prec}})), \zeta_{\text{prec}} = 20$. For this purpose, we adopt the following scale factor in the computation of $V(x)$:

$$\alpha = \frac{\zeta_{\text{prec}}}{M}.$$  

(48)

Using the value of $\delta_I$, $M$, and $\alpha$ selected as above, $V(x)$ can be computed using Algorithm 1. The augmented system is solved using ODE45 in MATLAB. The averaged CPU time of evaluating $V(x)$ using a 2.4 GHz Intel Core i9 processor is $0.03$ s. The DOA is characterized by $V(x) < 1$. Its boundary can be approximated by a curve $V(x) = r$ if $r < 1$ is very close to $1$. Three level curves of $V(x)$ for $r = 0.7, 0.8,$ and $0.99$ are shown in Fig. 3.

For low-dimensional systems, such as that in Example 1, some existing methods can approximate the exact boundary of the DOA. For instance, examples of 2-D and 3-D systems are given in [47] based on a HJ equation. However, the discretization of the HJ equation on a grid is not applicable to high-dimensional systems because of the curse of dimensionality. In the next section, we introduce a learning-based method and apply it to a 20-D system.

**IV. DATA-DRIVEN METHOD BASED ON DEEP LEARNING**

The state space of the van der Pol equation in Example 1 is $\mathbb{R}^2$. Algorithm 1 is effective, although not super fast ($0.03$ s CPU time...
in Example 1), for this kind of problems that have a low state space dimension. When the dimension of systems increases, it can be challenging to conduct real-time computation based on Algorithm 1. However, Algorithm 1 has a special property namely causality-free, i.e., the solution of Zubov’s equation is computed at individual points without using the value of \( V(x) \) at other points in its neighborhood. Consequently, the computation does not require a grid. Demonstrated in several studies \([30, 31, 35, 36]\), causality-free algorithms are advantageous in data-driven computational methods for PDEs. They have perfect parallelism, a desirable property for generating a large amount of data. In contrast to PDE algorithms that are based on grids in space, a causality-free algorithm can solve high-dimensional problems. In addition, \( V(x) \) can be computed in any targeted area following any distribution that one may choose. The combination of a causality-free algorithm with supervised learning was proved to be effective and efficient for solving high-dimensional PDEs in optimal control \([35]\). In this section, we apply supervised learning and feedforward neural networks for the purpose of learning \( V(x) \) based on data generated using Algorithm 1. Once the training is done, \( V(x) \) is approximated by a neural network. Its evaluation is much faster than Algorithm 1.

**Algorithm 2:** Consider a system (1), a closed invariant set \( \mathcal{E} \), and a function \( W : \mathbb{R}^n \to \mathbb{R} \). Suppose that they satisfy Assumptions 1–3. Let \( R \subset \mathbb{R}^n \) be a bounded region, in which we compute \( V(x) \).

1) **Generating training data:** Randomly generate a set of samples \( S_0 \subset R \). For each \( x \in S_0 \), compute \( V(x) \) using Algorithm 1. The outcome, \( (x, V(x)) \), is a data point. Associated with each data point, Algorithm 1 results in a trajectory, \( (x(t), z(t)) \), of the augmented system (42). One can use this trajectory to collect more data points

\[
(x(t_k), V(x) - z(t_k)), \quad 1 \leq k \leq K
\]  

(49)

where \( (t_k > 0) \) is a sequence of time selected either randomly in \((0, K \Delta T)\) or based on other criteria. The final set of data are denoted by \( S_{\text{training}} \).

2) **Generating validation data:** Repeat the computation in Step 1 to generate another set of data, \( S_{\text{validation}} \), based on random initial conditions that are independent of \( S_{\text{training}} \).

3) **Designing neural network:** Design a feedforward neural network (Fig. 4)

\[
V^{NN}(x) = g_M \circ g_{M-1} \circ \cdots \circ g_1(x)
\]  

(50)

where \( g_k(z) = \sigma(W_k z + b_k) \), \( z \) is a vector, and \( \sigma \) is a vector-valued activation function, such as the hyperbolic tangent, the logistic, or ReLU function. A widely used loss function for training is

\[
l(W, b) = \frac{1}{|S_{\text{training}}|} \sum_{x \in S_{\text{training}}} (V^{NN}(x) - V(x))^2.
\]  

(51)

4) **Training and validation:** Find the parameters \( W \) and \( b \) for \( V^{NN}(x) \) that minimize \( l(W, b) \). Use \( S_{\text{validation}} \) to empirically evaluate the accuracy of \( V^{NN}(x) \).

There are many platforms and software packages one can use to conduct the training process for the problem of supervised learning formulated in Algorithm 2. In this article, the training is conducted using TensorFlow [1].

**Remark 1:** Although \( V^{NN}(x) \) in Algorithm 2 is an approximation of \( V(x) \), \( V^{NN}(x) \) is not necessarily a Lyapunov function because \( \frac{d}{dt} V^{NN}(\phi(t, x)) < 0 \) is not guaranteed. Similar issues were also found in [22] and [36]. In spite of this fact, \( V^{NN}(x) \) is still useful for the purpose of finding the DOA because \( V(x) < 1 \) if and only if \( x \in D \). If \( V^{NN}(x) < 1 - \epsilon_{\text{max}} \), where \( \epsilon_{\text{max}} \) is the error upper bound of \( V^{NN} \), then \( x \in D \). In reality, an analytically derived error upper bound is not available. The value of \( \epsilon \) is approximated based on randomly generated sample data using Algorithm 1.

V. APPLIED EXAMPLE—POWER SYSTEMS

A. Power System Model

In this section, we find a solution to Zubov’s equation that characterizes the DOA of a 10-generator 39-bus power system. The system’s topology is shown in Fig. 5. It is a reduction of the power grid in New England area that retains 39 main power substations and the backbone transmission network by its 46 branches. Among the 39 substations, there are ten generators.
The first nine generators are placed at buses No. 30 to No. 38 representing nine main power plants in the area and the tenth generator placed at No. 39 is an equivalent of the neighboring New York power grid. Effectively finding the stability of large-scale power systems in real time is an open problem. Illustrated in this section, the proposed Algorithm 2 enables a tool of checking stability based on deep learning, for which the accuracy can be empirically validated. The mathematical model of the power system is given by the following system of ODEs:

\[
\frac{d\omega_i}{dt} = \frac{\omega_0}{2H_i} \left( P_m - D \frac{\omega_i - \omega_0}{\omega_0} - E_i^2 G_{ii} + \sum_{j=1, j \neq i}^{10} E_i E_j [B_{ij} \sin(\delta_i - \delta_j) + G_{ij} \cos(\delta_i - \delta_j)] \right) \\
\frac{d\delta_i}{dt} = \omega_i - \omega_0
\]

(52)

where \( i = 1, \ldots, 10 \). In this model, each of the ten generators is modeled by two first-order ODEs, so-called swing equations. For the \( i \)th generator, the two state variables in (52) are \( \delta_i \), the rotor angle in radian, and \( \omega_i \), the rotor speed in radian per second. Other parameters, include \( H_i \) (the inertial constant of the generator), \( \omega_0 = 2\pi \times f_0 \) (the synchronous angular frequency in radian per second for an ac power system with frequency \( f_0 \)), \( D \) (the damping coefficient), \( P_m \) (the mechanical power input from the turbine), and \( E_i \) (the electromotive force or internal voltage of the generator). In addition, \( G_{ij} + j B_{ij} \), the mutual admittance between \( E_i \) and \( E_j \), is the \( i \)th row \( j \)th column element of the admittance matrix among all electromotive forces, and \( G_{ii} \) is the conductance representing the local load seen from \( E_i \). Details about the model and its parameters can be found in [6]. It is worth noting that the system has an infinite number of equilibrium points that are arranged in a straight line, in which \( \omega_i = \omega_0 \) and \( \delta_i - \delta_j \) are constants.

**B. Feedforward Neural Network Approximation of \( V(x) \)**

In the following, the state variables of (52) are denoted by:

\[
x = [\omega_1, \delta_1, \omega_2, \delta_2, \ldots, \omega_{10}, \delta_{10}]^T \in \mathbb{R}^{20}.
\]

The vector field on the right-hand side in (52) is denoted by \( f(x) : x \in \mathbb{R}^{20} \rightarrow \mathbb{R}^{20} \). The computation is around a fixed equilibrium point \( x_0 \), in which

\[
\omega_1 = 120\pi \\
\delta_0 \approx [-0.0335, 0.0470, 0.1586, 0.1641, 0.1114, \cdots, 0.1726, 0.2220, 0.1243, 0.2723, -0.1726]^T.
\]

(53)

The sample trajectories have random initial states following the uniform distribution in \( \mathcal{R} \):

\[
\mathcal{R} = \{ x \in \mathbb{R}^{20} : -0.4\pi < \delta_i - (\delta_0)_i < 0.4\pi, \cdots, 1.5 < w_i - 120\pi < 1.5 \text{ for } 1 \leq i \leq 20 \}.
\]

(54)

The system has infinitely many equilibria. In fact, the set of equilibria, \( \mathcal{E} \), is a line in \( \mathbb{R}^{20} \). We use the following \( W(x) \) in the computation of \( I(x) \):

\[
W(x) = \frac{1}{1000} f^T(x) f(x).
\]

(55)

The weight in this function is for rescaling \( I(x) \). Otherwise, its value gets very large as the initial state approaches the boundary of \( D \). For Algorithm 1, we choose \( M = 250 \). In the \( I \)-value plot (see Fig. 6) based on \( N = 28,092 \) samples, this value of \( M \) has a clear gap from the cluster of \( I(x) \) on the left-hand side. Corresponding to the boundary layer \( D_{layer}(\tanh(20)) \), the scale factor for \( V(x) \) should be \( \alpha = 20/250 = 0.08 \).

The datasets for training and validation are generated using Algorithm 1. For each dataset, a total of 6000 trajectories are computed by solving the augmented system in MATLAB using a MacBook Pro equipped with 3.1 GHz Quad-Core Intel Core i7. It can generate a trajectory within 0.5 s. Along each stable trajectory, four more data points are generated using (49) at \( t_k, k = 2, 4, 6, 8 \). The sizes of datasets are

\[
|S_{training}| = 28,092, |S_{validation}| = 28,100.
\]

(56)

The level surfaces of \( V(x) \) form the boundaries of invariant sets in \( D \). The datasets should contain information representing all level surfaces. The graph in Fig. 7 is the histogram of \( V(x) \) for \( x \in D_{training} \). It shows that the training data are distributed evenly from \( V(x) = 0.1 \) to \( V(x) = 0.9 \) without missing any segment. A lot of data are concentrated near \( V(x) = 1 \). This is reasonable because \( V(x) = 1 \) contains the boundary of DOA, where we would like to provide reliable prediction.

Fig. 4 shows a feedforward neural network defined in (50). In this example, the neurons in hidden layers are defined by \( \sigma(x) = \tanh(x) \). The output layer is a linear function. The input of the neural network is the state of the power system, \( x \in \mathbb{R}^{20} \). The
output is $V(x)$ that approximates $V(x)$. The neural network has 16 hidden layers; each layer has 40 neurons. The training is conducted using TensorFlow [1]. The accuracy is measured using root-mean-square error (RMSE)

$$
RMSE = \sqrt{\sum_{x \in D_{\text{validation}}} (V_{\text{NN}}(x) - V(x))^2} / |D_{\text{validation}}|.
$$

The training is a process whose result depends on the random initial guess. One of the trained $V_{\text{NN}}(x)$ has the following RMSE:

$$
RMSE = 2.0 \times 10^{-3}.
$$

The pointwise error over $D_{\text{validation}}$ has a bell-shaped distribution. The histogram and boxplot of pointwise error

$$\{V_{\text{NN}}(x) - V(x); \ x \in D_{\text{validation}}\}$$

are shown in Fig. 8. The error variation is small. The value of the 75th percentile is 0.00073 and the 25th percentile is −0.00053. The maximum pointwise error is 0.0445.

While the distribution of training data shown in Fig. 7 may provide a degree of confidence in the data, it should be noted that it does not guarantee the sufficiency of the dataset to train a neural network that generalizes well in high-dimensional state spaces. How much data are enough? This is, in general, an open problem for deep learning applications. To enhance our confidence in the trained neural network, we calculated the RMSE using a series of randomly generated validation datasets with varying sizes, ranging from 50 to 25 000. The outcomes are illustrated in Fig. 9. The neural network’s prediction error is stabilized when the data size is larger than 15 000.

**Remark 2:** The augmented system (42) has multiple variables, including $z$. The result of this section shows that a neural network can provide an approximation of $z$ without solving the entire system of equations (after the network is trained). This idea is promising in other applications, such as data assimilation of systems that require high-computational costs. In [37] and [45], for instance, deep learning is applied to nowcasting, i.e., predicting the future rainfall intensity in a local region over a relatively short period of time without running a full-scale data assimilation system. In general, applying deep learning in data assimilation for a local or partial approximation of large-scale systems is a new direction of research with potential applications to many areas.

### C. Is It Possible to Break the Curse of Dimensionality?

As a solution of a PDE, $V(x)$ is very difficult to compute, if not impossible, when the state space has a high dimension. For example, a PDE discretization based on $N$ points in each dimension requires a grid that has $N^n$ points in an $n$-dimensional state space. For the power system (52), in which $n = 20$, the grid size is $10^{40}$ if $N = 100$. Any numerical method based on a grid of such size is computationally intractable. Other numerical methods of solving PDEs, such as the finite element method, have the same problem if the state space has a high dimension. The fundamental challenge lies in the fact that the complexity of numerical approximation increases with the dimension of state space exponentially, a phenomenon called the curse of dimensionality. In [29], it is proved that the approximation of compositional functions using neural networks may not suffer from the curse of dimensionality. Rather than an exponential function, the approximation error depends on the dimension as a polynomial. The model in (52) is defined based on compositional functions in the same form as those addressed in [29]. Its compositional structure can be represented using a layered directed acyclic graph (layered DAG), which is shown in Fig. 10. The augmented system has an additional equation

$$
\dot{z} = W(x) = \frac{1}{1000} f^T(x) f(x), z(0) = 0
$$
where $f$ is the vector field representing the right-hand side in (52). The function in (59) is also a compositional function, whose layered DAG is shown in Fig. 11.

Applying the theory in [29], the colored nodes in Figs. 10 and 11 represent nonlinear functions. The white nodes represent linear functions. The compositional features, defined for nonlinear nodes only, are briefly introduced as follows.

1) $|\mathcal{V}|$ (complexity feature): It is the total number of nonlinear nodes in the layered DAG, where $\mathcal{V}$ is the set of nonlinear nodes of the compositional function.

2) $r_{max}$ (dimension feature): In this article, we assume that all nodes in $\mathcal{V}$ are $C^1$ functions. The dimension feature is defined to be the largest input dimension of nonlinear nodes in $\mathcal{V}$. For the compositional function in Figs. 10 and 11, $r_{max} = 1$.

3) $\Lambda$ (volume feature): Each nonlinear node, as a function, has a domain. Assume that the domain is a square of edge length $R$. The volume feature is defined to be the largest value in

$$\{\max\{R, 1\}||f||; f \in \mathcal{V}\}$$

where $|| \cdot ||$ is the Sobolev norm

$$||f|| = ||f||_{L^2} + \sum ||\frac{\partial f}{\partial x_i}||_{L^\infty}.$$  

4) $L_{max}$ (Lipschitz constant feature): It is the largest Lipschitz constants associated with nonlinear nodes. Note that this Lipschitz constant is defined based on the layered structure of the DAG. Discussions in the rest of this section have some further explanations. For more details, the readers are referred to [29].

Let us denote the augmented vector field in (52)-(59) by $\bar{f} = [f(x)]^T W(x)]^T$. Let $\bar{\phi}(t, x)$ represent the solution of (52)-(59), in which $x$ is the initial state. Given a time interval $[0, T]$, it is proved in [29, Th. 5.1] that there always exists a deep feedforward neural network with $C^\infty$ activation functions, denoted by $\tilde{\phi}_\text{NN}(x)$, satisfying

$$\left\| \tilde{\phi}_{\text{NN}}(x) - \bar{\phi}(T, x) \right\|_2 < (C_1 L_{max} |\mathcal{V}| + C_2) \bar{n}^{-1/r_{max}}$$

where $\mathcal{V}$ is the set of nonlinear nodes in the augmented system and $\bar{n}$ is the number of neurons used to approximate each nonlinear node. The complexity of neural networks is defined in the literature as either the number of neurons, for instance in [8] and [39], or the number of free parameters. We adopt the former definition. For the neural network in (62), the complexity of $\tilde{\phi}_\text{NN}(x)$ satisfies

$$\text{the complexity of } \tilde{\phi}_\text{NN} \leq \left( \bar{n}^{1/r_{max}} + 1 \right) \bar{n} |\mathcal{V}|.$$  

The constants, $C_1$ and $C_2$, in (62) are determined by $\|\bar{f}\|_2$, $\|\frac{\partial \bar{f}}{\partial x}\|_2$, $T$, and the input dimensions of the nodes in $\mathcal{V}$. From (45) in Algorithm 1, an approximate solution to Zubov’s equation has the following form:

$$\bar{V}(x) = \tanh(\alpha z(T, x))$$

where $z(t, x)$ is the solution of the augmented system (42) and $T > 0$ is a constant. For example, if $T = K\Delta T > M/\delta t$, then either (44) holds at some $k\Delta T, k \leq K$, or (43) holds at $T = K\Delta T$.

**Proposition 1:** Consider a power system (52) that has $m$ generators and the function $\bar{V}(x)$ defined in (64). Let $R \subset \mathbb{R}^2$ be a bounded set. Let $V_{\text{NN}}(x)$ represent a feedforward neural network that has $n$ neurons, which are hyperbolic tangent functions. Then, there exists $V_{\text{NN}}(x)$ that satisfies

$$|V_{\text{NN}}(x) - \bar{V}(x)| < (C_1 m^2 + C_2) \frac{m}{\sqrt{n} - 1}$$

for $x \in R$, where $C_1$ and $C_2$ are constants independent of $m$. They depend on $\|\bar{f}\|_2$, $\|\frac{\partial \bar{f}}{\partial x}\|_2$, $T$, $\alpha$, and the parameters in (52).

**Proof:** The proof is based on (62) and (63), which are proved in [29, Th. 5.1]. We first prove some properties of compositional features. Specifically, $L_{max}$ and $\Lambda$ are independent of $m$, and $|\mathcal{V}|$ is a polynomial function of $m$. Following the definition in [29], the Lipschitz constant associated with a node is the Lipschitz constant of the function with respect to the node when the node is treated as a variable. For example, consider the function in Fig. 10, in which $\cos(z)$ and $\sin(z)$ are the nonlinear nodes. If one of them, for instance the first $\cos(z)$ connecting to $\delta_1 - \delta_1$, is treated as a variable, the Lipschitz constant of the function associated with this node equals

$$\frac{\omega_0}{2H_i} E_i E_i G_{i1}.$$
where $\omega_0$, $H_i$, $E_i$, and $G_{ij}$ are parameters introduced in Section V-A. The Lipschitz constant of nonlinear nodes in Fig. 11 equals $1/1000$. Therefore, $L_{\max}$ is independent of $m$. The value of $\Lambda$ depends on the radius of the domain of nonlinear nodes [the sine and cosine functions in (52)] and their Sobolev norm (61). They are independent of $m$. The set of nonlinear nodes, $\mathcal{V}$, consists of $\cos(z)$, $\sin(z)$, and $z^2$ for the functions in (62) and (63). For each $1 \leq i \leq m$, there are $2(m-1)$ nonlinear nodes for the function in Fig. 10. There are $2m$ nonlinear nodes for the function in Fig. 11. Therefore, the total number of nonlinear nodes in the function of the augmented system (52)-(59) is $|\mathcal{V}| = 2m^2$. The dimension feature is $r_{\max} = 1$ because all nonlinear nodes have a single input. Let $\Phi(t, x)$ represent the solution of the augmented system (52)-(59). For any positive integer, $n$, there exists a neural network $\Phi_{\text{NN}}$ that satisfies the inequalities (62) and (63). For the power system, the inequalities are equivalent to

$$
\left\| \Phi_{\text{NN}}(x) - \Phi(T, x) \right\|_2 < (C_1 m^2 + \bar{C}_1) \frac{1}{n} \\
\tilde{n} < 2\tilde{n}^2 (2m^2) 
$$

(67)

where $\tilde{n}$ is the complexity of $\Phi_{\text{NN}}$. Solving for $\tilde{n}$ from the second equation in (67) and then applying it to the first equation, we have

$$
\left\| \Phi_{\text{NN}}(x) - \Phi(T, x) \right\|_2 < (C_1 m^2 + \bar{C}_1) \frac{2m}{\sqrt{n}},
$$

(68)

Adding one neuron to $\Phi_{\text{NN}}$, we define

$$
V_{\text{NN}}(x) = \tanh(\alpha \Phi_{2m+1}(x))
$$

where $\Phi_{2m+1}(x)$ is the last component of $\Phi_{\text{NN}}(x)$. Note that $z(t, x)$ is the last component of $\Phi(x)$ and $\bar{n} = n - 1$. Because the composition of neural networks is still a neural network and because $\tanh(\cdot)$ is Lipschitz, it is straightforward to justify that (68) implies (65).

Proposition 1 implies that the neural network approximation of $V(x)$ has an error that is a cubic polynomial of $n = 2m$, the state space dimension. The error does not grow exponentially. We can conclude that there exists a neural network approximate solution to Zubov’s equation that breaks the curse of dimensionality.

We would like to emphasize that finding the desired neural network in Proposition 1 is an open problem. It requires the identification of the constants, $C_1$ and $C_2$. It needs a neural network that has a compositional structure tailored to the right-hand side of the system’s ODE model. In neural network training and validation, no matter how large the dataset is, there are no general methodologies that can guarantee the error upper bound (65) for all $x \in \mathcal{R}$. In addition, the training process is a nonconvex optimization. It may converge to a local minimum. Many of these drawbacks are challenges facing general practice of deep learning, not limited only to the problems studied in this article.

VI. CONCLUSION

Characterizing the exact boundary of DOAs for general nonlinear systems of ODEs has been an open problem for decades. In this article, we develop practical methods of describing the DOA by finding a Lyapunov function that solves Zubov’s equation. The theoretical foundation is a theorem, in which we construct and prove a solution to Zubov’s equation. This solution can be represented in an integral form that is easy to compute. All that is needed is an ODE solver. The parameters in the algorithm can be determined based on simulation data. For problems that ODE solvers do not meet the requirement of real-time computation, such as large-scale power grids, this algorithm can still be used to generate data so that a feedforward neural network is trained to approximate the Lyapunov function. In fact, we mathematically prove that the swing equation of power systems admits a neural network approximate solution to Zubov’s equation. The approximation error and complexity of the neural network are polynomial functions of the number of generators. It implies that a solution exists that breaks the curse of dimensionality. The deep learning approach is applied to the New England 10-generator 39-bus power system, an interesting research problem in its own right.
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