Abstract

This paper reviews the CVPR 2019 challenge on Autonomous Driving. Baidus Robotics and Autonomous Driving Lab (RAL) providing 150 minutes labeled Trajectory and 3D Perception dataset including about 80k lidar point cloud and 1000km trajectories for urban traffic. The challenge has two tasks in (1) Trajectory Prediction and (2) 3D Lidar Object Detection. There are more than 200 teams submitted results on Leaderboard and more than 1000 participants attended the workshop. Workshop detail is here 1.  

1. Introduction

The CVPR 2019 Workshop on Autonomous Driving beyond single frame perception builds on the CVPR 2018 WAD with a focus on multi-frame perception, prediction, and planning for autonomous driving. It aims to get together researchers and engineers from academia and industries to discuss computer vision applications in autonomous driving.

2. Dataset

This dataset is provided by Baidu Inc. We use an acquisition car to collect traffic data, including camera-based images and LiDAR-based point clouds in the range of LiDAR. Our acquisition car runs in urban areas in rush hours. In the dataset, we provide camera images, 3D point cloud, and trajectories of traffic-agents in the LiDAR range. Our new dataset with 150min sequential data is a large-scale dataset for urban streets, which focuses on 3D perception, prediction, planning, and simulation tasks with heterogeneous traffic-agents. Details of dataset can be found at [4]. Trajectory dataset can be found at 2 and 3D Detection dataset at 3.

3. Challenge

In this section, we introduce challenge details, evaluation metrics, and results.

3.1. Trajectory Prediction Challenge

Data Structure Our trajectory data is labeled at 2fps. For each row of the data file, it contains frame id, object id, the type of object, the position of object in the world coordinate system along x-axis, y-axis, and z-axis, the length of object, the width of object, the height of object, and the heading of object. The unit for the position and bounding box is meter. There are five different object types: 1 for small vehicles, 2 for big vehicles, 3 for pedestrian, 4 for motorcyclist and bicyclist, 5 for traffic cones, and 6 for others.

Evaluation Metric During the evaluation, we treat the first two types, small vehicle and big vehicle, as one type (vehicle). In this challenge, the data from the first three seconds in each sequence is given as input data, the task is to predict trajectories of objects for the next three seconds. The errors between predicted locations and the ground truth of these objects are then computed.

1http://wad.ai/2019/challenge.html  
2http://apolloscape.auto/trajectory.html  
3http://apolloscape.auto/tracking.html
We adopt the metric similar to [5] to measure the performance of algorithms.

1. **Average displacement error (ADE):** The mean Euclidean distance over all the predicted positions and ground truth positions during the prediction time.

2. **Final displacement error (FDE):** The mean Euclidean distance between the final predicted positions and the corresponding ground truth locations. Because the trajectories of vehicles, pedestrians, and bicyclist have different scales, we use the following weighted sum of ADE (WSADE) and weighted sum of FDE (WSFDE) as metrics.

$$WSADE = D_v \cdot ADE_v + D_p \cdot ADE_p + D_b \cdot ADE_b,$$

$$WSFDE = D_v \cdot FDE_v + D_p \cdot FDE_p + D_b \cdot FDE_b,$$

where $D_v$, $D_p$, and $D_b$ are related to reciprocals of the average velocity of vehicles, pedestrian and bicyclist in the dataset. We adopt 0.20, 0.58, 0.22 respectively.

### 3.2. 3D Detection Challenge

Our 3D Lidar object detection dataset consists of LiDAR scanned point clouds with high quality annotation. It is collected under various lighting conditions and traffic densities in Beijing, China. More specifically, it contains highly complicated traffic flows mixed with vehicles, cyclists, and pedestrians.

**Data Structure**

We labelled data for 3D Lidar object detection which file is a 1min sequence with 2fps. Each line in every file contains frame id, object id, object type, position x, position y, position z, object length, object width, object height, heading. The object types are defined as the same as trajectory data. During the evaluation in this challenge, we treat the first two types, small vehicle and big vehicle, as one type (vehicle). Position is in the relative coordinate. The unit for the position and bounding box is meter. The heading value is the steering radian with respect to the direction of the object.

**Evaluation Metric**

We use similar metric defined in KITTI [1]. The goal in the 3D object detection task is to train object detectors for the classes ‘vehicle’, ‘pedestrian’, and ‘bicyclist’. The object detectors must provide the 3D bounding box (3D dimensions and 3D position) and the detection score/confidence. We also note that not all objects in the point clouds have been labeled. We evaluate 3D object detection performance using mean average precision (mAP), based on IoU. Evaluation criterion similar to the 2D object detection benchmark (using 3D bounding box overlap). The final metric will be the mean of mAP of vehicles, pedestrian and bicyclist. We set IoU threshold for each type as 0.7 (Car), 0.5 (Pedestrian), 0.5(Cyclist).

### 4. Methods and Teams

#### 4.1. Trajectory prediction

**MAD team (Xin Li, Yanliang Zhu, Deheng Qian and Dongchun Ren)** leveraged an LSTM-based encoder-decoder architecture for trajectory prediction task on urban street. More specifically, to make a more accurate forecasting, they applied four seq2seq sub-models to capture the motion properties of different traffic participants. As shown in Figure 1, they generated future trajectory for each agent through three stages, i.e., encoding, disturbing and decoding. Firstly, they used an encoder to embed the historical trajectory. Then, they introduced a 16-D random noise into the output tensor of the encoder to process the multi-modal distribution data. Finally, they outputted the prediction trajectory through a decoder which has the same structure as the encoder.

Besides, they also tried to capture the collective influence among on-road agents using a global interaction technique as illustrated in [7]. Improving on the original method, they performed an interaction operation during the encoding and decoding stages at each time instant. The interaction module embedded the positions of all the agents and produced a global 128-D spatio-temporal representation by an LSTM unit. Then the calculated feature was sent to the encoders or decoders for the main prediction task. Each encoder or decoder, corresponding to a certain individual, generated the private interaction within a local area by an attention operation using the above global feature and agent’s location. According to their experimental results, interaction module could improve the prediction performance on the Apolloscape dataset.

#### 4.2. 3D Detection

**X-team (Zetong Yang, Yanan Sun, Shu Liu, Xiaoyong Shen, Jiaya Jia)** presented a novel method called sparse-to-dense 3D object detector (STD) [6] . On the whole, STD is a double-stage point-based detection framework, which is illustrated in Figure 3. The first stage of STD is a bottom-up proposal generation network. In this sub-network, they proposed to seed spherical anchors on each point to cover objects with different orientations. Since there is no need to consider objects with different orientations in generating anchors, this spherical design reduces the computation cost and brings less inference time. Then, interior points of these spherical anchors are gathered out to generate proposals for later refinement. In the second stage, a PointsPool layer is put forward to convert features of proposals from sparse point expressions to compact grid representations. These dense features are then passed through a prediction head which contains two extra fully-connected layers to generate final prediction results. They also provided a 3D intersection-over-union (IoU) branch in the prediction head.
to predict the 3D IoU between the final predictions and ground-truth bounding-boxes so as to retrieve predictions with more localization accuracy.

During training, they utilized 4 different data augmentations to prevent overfitting. First, similar to that of [3], they randomly add ground-truth bounding-boxes with their interior points from other scenes to current point cloud so as to simulate objects in various environments. Then, for each bounding box, they randomly rotate it with a uniform distribution $\Delta \theta_1 \in [-\pi/4, +\pi/4]$ and randomly add a translation ($\Delta x, \Delta y, \Delta z$). Third, each point cloud is randomly flipped along the $x$-axis with a probability of 0.5. Finally, randomly rotation and scaling are applied on each point cloud by a uniformly distributed random variable $\Delta \theta_2 \in [-\pi/4, +\pi/4]$ and a uniform distribution [0.9, 1.1] respectively. In the test phase, they first get prediction results on the original point cloud and the flipped point cloud on $x$-axis, and then ensemble these two results by Soft-NMS so as to generate final predictions.

AK_SG team’s (Wenjing Zhang, CherKeng Heng) method is based on PointPillars [3]. The network setting is the mostly same to the original paper. They made modification to support more than one anchor for each class. The size of each class varies a lot (e.g. the width of car can be less than 0.3 and larger than 11), suggesting one anchor might not be enough. K-means is adopted to generate 5 anchors for each class. Another modification is that they disable the direction classification in the loss since the evaluation metric is based IOU, which is invariant to direction. The point cloud range is set as $[-67.2, -50.4, -27, 67.2, 50.4, 5]$ for all classes. The detail of other settings can be found in Table 1.

| Class        | number of anchors | voxel size | MNP  | MNV  |
|--------------|-------------------|------------|------|------|
| Car          | 5                 | [0.28,0.28,32] | 50   | 20000|
| Bicyclist    | 5                 | [0.14,0.14,32] | 20   | 80000|
| Pedestrian   | 5                 | [0.10,0.10,32] | 15   | 80000|

Table 1: The detailed setting of our method on each class. MNP denotes max num points and MNV represents max number of voxels.

For training data augmentation, they translate, scale the
They adopted Test Time Augmentation to boost the performance. For each point cloud, they generate four copies: original, flip-x, flip-y, flip-xy. They feed each copy to the network and obtain regressed boxes. They then flip the regressed boxes back. Since flip operation is adopted, the anchors between copies have one-to-one correspondence. For each anchor, they fuse the corresponding regressed boxes by averaging the box location, size and class probability. After that, NMS is used to remove redundant boxes. An illustration can be found in Fig. 4.

**IAI-BIT team (Yuanpei Liu, Xingping Dong, Wenguan Wang and Jianbing Shen)** proposed a improved method based on PointPillars [3]. For the neural network structure, they introduced residual learning and channel attention [2] to the baseline. As shown in the Figure 2, our network consists of the original Pillar Feature Network, deeper 2D CNN backbone and a foreground/background classification&regression detection head. Our backbone is much deeper than the original PointPillars and this brought big improvement on detection accuracy. For each class defined in the Apollo training dataset including: small vehicles, big vehicles, pedestrian, motorcyclist&bicyclist, they trained a network to do foreground/background binary classification and thus there are a total of four networks. While generating final outputs, they combined all foreground predictions of these networks.

For the dataset pre-processing, they have tried the data augmentation methods used in KITTI [1] dataset including: positive example sampling, global rotation, rotation for each object, random scale for each object. Different from KITTI [1], they adjusted the pre-processing method: not using the global rotation, narrowing down the range for scale and rotation, sampling more foreground point clouds from other samples to augment the positive examples. The detailed setting for each class can be seen in the Table 3, which is suitable for Apollo dataset.
| class         | point cloud range (m) | pillar size (m) | anchor size (m) | MSN |
|--------------|-----------------------|----------------|----------------|-----|
| Vehicles     | x: 70.8~70 y: 67.2~67.2 z: 3~1 | x: 0.16 y: 0.16 z: 3 | x: 1.6 y: 3.9 z: 1.56 | 15  |
| Pedestrian   | x: 70.8~70 y: 67.2~67.2 z: 2.5~0.5 | x: 0.2 y: 0.2 z: 3 | x: 0.6 y: 1.76 z: 1.73 | 15  |
| Motor & bicyclist | x: 70.8~70 y: 67.2~67.2 z: 2.5~0.5 | x: 0.2 y: 0.2 z: 3 | x: 0.8 y: 0.8 z: 1.73 | 15  |

Table 3: The detailed setting of our method on each class. MSN denotes max sampling number.
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