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Abstract

For several emerging technologies such as augmented reality, autonomous driving and robotics, visual localization is a critical component. Directly regressing camera pose/3D scene coordinates from the input image using deep neural networks has shown great potential. However, such methods assume a stationary data distribution with all scenes simultaneously available during training. In this paper, we approach the problem of visual localization in a continual learning setup – whereby the model is trained on scenes in an incremental manner. Our results show that similar to the classification domain, non-stationary data induces catastrophic forgetting in deep networks for visual localization. To address this issue, a strong baseline based on storing and replaying images from a fixed buffer is proposed. Furthermore, we propose a new sampling method based on coverage score (Buff-CS) that adapts the existing sampling strategies in the buffering process to the problem of visual localization. Results demonstrate consistent improvements over standard buffering methods on two challenging datasets – 7Scenes, 12Scenes, and also 19Scenes by combining the former scenes1.

1. Introduction

Camera relocalization is a fundamental problem aimed at estimating 6 degree-of-freedom (DoF) camera pose with respect to a known environment. Visual localization aims to solve this problem requiring only RGB images as input [52–54, 56]. Traditional methods [50–56, 61, 62] require building a 3D map of the environment followed by an explicit matching stage [58, 59] to establish 2D pixels to 3D coordinates. Recently with the success of deep neural networks, the problem can now be solved end-to-end by directly regressing the camera pose [12, 31–33, 42, 47, 57, 63, 67] or 3D scene coordinates [9–11, 37, 68]. This has shown to be more accurate than feature-based methods (at least for small scale environments).

One of the limitations of end-to-end regression methods for visual localization is limited scalability to larger environments with several scenes. Although the methods performed well when trained and evaluated on a single scene, the performance quickly degraded when jointly trained on multiple scenes. This was mitigated by considering a hierarchical approach [37] to localize a given input image – first obtain a coarse localization in terms of the scene or sub-scene, followed by estimating a finer camera pose estimate. In this work, we push the methods further towards a general intelligence setting – learn continually from the incoming stream of data. Under this setting, all the scenes are not available during training but encountered sequentially one after the other as shown in Figure 1. There are several benefits in terms of sample and memory efficiency to learning tasks in a continual manner over the setting of training jointly over all tasks. In the joint training setting, each time a scene has changed, the model needs to be retrained on all the scenes in the database – even the ones that have not undergone any change. Adding new scenes to the database also requires model retraining which affects the scalability. Due to the above issues, the full dataset needs to be stored in memory. In contrast, continual learning (CL) [1, 2, 19, 35] aims to reduce the computational costs by fine-tuning the model only on the changed/new scene and images from the previous scenes stored in a small buffer. Furthermore, the memory costs are also reduced as only the data for the current scene needs to be stored in memory along with a small buffer of images from previous scenes. This is of particular importance for mobile applications where storage capacities are device constrained.

Solely training on the images from the current scene leads to catastrophic forgetting of knowledge gained from prior scenes. This is attributed to the interference of the gradients from the current task images with the model parameters learned on previous scenes. The performance of neural networks in such non-stationary data distribution setting is well studied under the domain of continual learning. The CL problem is broadly categorized into i) class/task CL: all the data from current class/task is available and the
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1 Code and materials are available at https://github.com/AaltoVision/CL_HSCNet.
In this work, we consider the task CL setting for the problem of visual localization in the context of experience-replay based solutions. We adopt some of the buffering methods from literature – Reservoir [66], and Class-balance [22] to perform experience replay. A strong baseline is created using these methods and challenges specific to the visual localization problem highlighted. Unlike the classification domain where each image is representative of the whole class, visual localization scenes consist of diverse sets of images spanning a whole 3D environment. Existing buffering methods do not take the 3D scene layout into account. Storing images from just one part of the scene does not guarantee generalization to images from other disjoint parts. To retain performance on several parts of the scene, we propose a buffering process that ensures the images stored in the buffer will have higher scene coverage. This is done by computing a coverage score factor that indicates if buffering new incoming image will improve the existing coverage score of buffer images. The proposed buffering algorithm outperforms existing methods on challenging datasets – 7Scenes, 12Scenes, and also 19Scenes obtained by combining the former scenes.

To summarize, we make the following contributions:

- Introduce the problem of continual learning for visual localization.
- Create a strong experience-replay baseline from existing buffering methods across several indoor datasets.
- Propose a new buffering strategy conditioned on the 3D geometry of the scene.

2. Related Work

Visual localization. Visual localization is the task of estimating 6-DoF camera pose from an image. Conventional methods [50–56, 61, 62] solve it by matching image features against a prebuilt 3D map [58, 59]. The camera
pose can then be recovered from the 2D-3D matches in a RANSAC [25] optimization loop. Recently with the success of deep neural networks, learning-based methods have been proposed to tackle the problem. To learn the entire localization pipeline end-to-end, PoseNet [33] was first proposed to directly regress the absolute camera pose from an RGB image, and was later improved upon and studied in [12, 31, 32, 42, 47, 57, 63, 67]. Instead of directly regressing the absolute pose, in [4, 23, 36, 70], neural networks are trained to predict query pose relative to the database images of which the poses are known. Scene coordinate regression methods [6–11, 13, 14, 16–18, 26, 37–39, 41, 43, 44, 60, 65, 68, 69], unlike pose regression methods, focus on predicting 2D-3D correspondences directly from the image, and the camera pose can be solved using the predicted correspondences as in the conventional pipeline.

**Continual learning.** Regularization methods penalize changes in weight parameters important for previous tasks [1, 35, 45]. Modular approaches [2, 24, 28, 49] assign new task-specific parameters for each new task amounting to zero forgetting. However, this comes at additional memory requirements. Meta-learning based approaches [5, 30, 46] use meta-learning to learn sequential tasks. Replay based methods [22, 29, 48] use knowledge distillation [27] to rehearse using a small episodic memory of data stored from previous tasks. On the other hand, several works [3, 21, 40] use the episodic memory as an optimization constraint that penalizes increase in loss at previous tasks.

Reservoir sampling [66] samples a subset of data. Aljundi et al. [3] proposes two sampling methods that attempt to maximize the gradient directions of the stored samples in buffer memory. Recently proposed sampling method by Chrysakis et al. [22] propose a balanced buffering strategy to deal with imbalanced class distribution.

### 3. Methods

In this section, we provide a brief background of continual learning, and the visual localization pipeline used in the continual learning setting. This is followed by the proposed buffering strategy to adapt existing continual learning solutions for visual localization problem.

#### 3.1. Continual Learning

We consider a parameterized mapping such as deep-neural network \( f \circ g : x \rightarrow \hat{y} \), where \( x \in \mathbb{R}^{W \times H \times 3} \) is the input image, \( g_\theta : x \rightarrow \hat{y} \) encodes the intermediate representation and \( f_\theta : \hat{y} \rightarrow \hat{y} \) maps the intermediate representation to the final output space.

Given a stream of non-stationary iid data, \( D_t, t = 1...T \), continual learning aims to learn the parameters of the model \( f \circ g \) using the following loss function:

\[
L = \text{argmin}_{\theta, \hat{\theta}} \sum_{t=1}^{T} L_t
\]

where \( L_t = E_{(x,y) \sim D_t} c(\hat{y}, y) \), \( c(\cdot) \) refers to the error function such as Euclidean Loss or Cross-Entropy loss between \( \hat{y} \) and corresponding ground-truth labels, \( y \).

**Buffering.** To prevent catastrophic forgetting, a small amount of previous data is stored in a buffer of fixed size, \( B \). Input images from the current task/class and corresponding labels are stored in the buffer. We refer to this process of storing images in the buffer as Img-buff.

Apart from images, intermediate representations are also stored that provide a better manifold structure. For example, storing pre-softmax layer logits provides a distribution of class probabilities that encodes inter-class semantic relationships. The buffer \( B_z \) stores these representations, \( \hat{y} \) w.r.t each image in the buffer, \( B \). Buffering intermediate representations is referred to as Rep-buff.

**Replay.** Replay is the process of re-iterating through samples from past scenes stored in the buffer while learning the current task. The final loss is computed for both the current task samples and those from buffer, \( B \) as:

\[
L = L_t + E_{(x,y) \sim B} c(\hat{y}, y)
\]

The intermediate representations stored in \( B_z \) can be used as pseudo-labels through the process of knowledge distillation. For example, logits from the current network state are constrained to be similar to corresponding ones stored in buffer memory, \( B_z \).

\[
L = L_t + E_{(x,y,\hat{y}) \sim B_z} (c(\hat{y}, y) + c(\hat{\hat{y}}, \hat{\hat{y}}))
\]

**Algorithms.** The buffering algorithm decides which samples in the current task are to be stored for future replay and which samples stored in the buffer are to be replaced. The first stage consists of filling the buffer until it is full. The second stage then decides buffering probability of additional incoming instances. Here we discuss two baseline approaches:

**Reservoir sampling** assigns the buffering probability of a new instance as \( [B]/N \), where \( N \) is the total number of instances observed.

**Class-balance:** One of the limitations with reservoir sampling is class-imbalanced problem – cardinality difference between different classes in the buffer. As a result, there is also an imbalance in replay rate of different class instances. To create a balanced buffer, only the instances from the largest class are replaced once the buffer is full. If the class \( c \) corresponding to current sample \( (x) \) itself is the largest class, then one of its sample in the buffer is replaced with probability \( m_c/n_c \) where \( m_c \) is the number of
currently stored instances of \(c\), while \(n_c\) is the total instances observed of class \(c\).

The pseudo codes for Reservoir and Class-balance sampling are presented in the supplementary material.

### 3.2. Visual Localization

Visual localization aims to estimate the 6DoF camera pose from a given input image. While many deep learning methods have been proposed, we focus on a particular class of methods: deep structured models that have shown to be more accurate than feature based methods [8,9,37]. Among these methods, only a recently proposed HSCNet [37] has shown scalability to large number of disjoint scenes with a single deep model. Unlike related works, HSCNet [37] maintains an implicit representation of the scene in a set of parameterized hierarchical network layers that predict 3D scene coordinates for each 2D pixel location. Using PnP, the 2D-3D correspondences are used to obtain the final query camera estimate.

The ground-truth 3D points, \(y_{3D}\) are hierarchically clustered into coarse-to-fine set of discrete labels, \(y_l\), where \(l = 1, 2,...,L\) are the coarse-to-fine cluster levels such that \(|y_1| < |y_2| < ... < |y_L| < |y_{3D}|\). The combined label set is defined as \(y = y_{3D} \bigcup \{y_l\}_{l=1}^L\) with \(y(x)\) corresponding to the labels for input \(x\). We refer the reader to the supplementary for the detailed explanation. For each input pixel in a given image, HSCNet [37] predicts the corresponding cluster label in coarse-to-fine manner, where finer predictions are conditioned on coarser predictions from previous layers using conditioning layers. The task loss for visual localization of input image \(x\) is the sum of losses at each cluster level summed over all pixels:

\[
L = \sum_{l=1}^{L} \alpha_l \cdot e(\hat{y}_l, y_l(x)) + \beta \cdot e(\hat{y}_{3D}, y_{3D}(x))
\]

where \(\alpha_l\) and \(\beta\) are the weighting coefficients.

In a continual learning setup, the scenes are presented sequentially, and the continual loss function in Eq. 1 is computed using Eq. 4. For Img-buff only the input images and corresponding 3D scene coordinates, \(y\) are stored in \(B\). In addition, the intermediate cluster-level predictions, \(\bar{y} = \hat{y}_{3D} \bigcup \{\hat{y}_l\}_{l=1}^L\) are also stored for Rep-buff (c.f. Sec. 4).

### 3.3. Coverage Score Buffering

Unlike classification problems, visual localization scenes/classes are visually diverse and independent - learning localization on images of a particular sub-scene does not enable generalization to other parts of the scene. To retain localization performance on all sub-scenes of a given scene, the buffer needs to maintain images that maximize the scene coverage. In this section we propose a method to

#### Algorithm 1 Buffering

1: input stream: \((x, y \sim D_t)\)
2: \(c \equiv \text{class}(x)\)
3: Buffer Memory: \(B\)
4: for \(i = 1\) to \(n\) do
5:  if \(B\) is not filled then
6:     \(B \leftarrow (x, y)\)
7:  else
8:     Reservoir / Class-balance / Buff-CS
9: end if
10: end for

#### Algorithm 2 Buff-CS

1: if \(c\) is not largest then
2:     Select a random instance of largest class
3:     Replace it with \((x, y)\)
4: else
5:     Flag \(\leftarrow \emptyset\)
6:     \(cs \leftarrow \text{CoverageScore}(c, (x, y))\)
7: if \(cs\) is not \(\emptyset\) then
8:     Flag \(\leftarrow 1\)
9: else
10:     \(m_c \leftarrow \text{number of currently stored instances of } c\)
11:     \(n_c \leftarrow \text{number of total instances observed of } c\)
12:     \(u \sim \text{Random}(0,1)\)
13:     if \(u < m_c/n_c\) then
14:         Flag \(\leftarrow 1\)
15: end if
16: end if
17: if Flag is not \(\emptyset\) then
18:     Replace an instance of \(c\) with \((x, y)\)
19: else
20:     Ignore
21: end if
22: end if

#### Algorithm 3 CoverageScore

**input:** class \(c\)

**input:** new instance \((x, y)\)

1: Sample data \(\{x_b, y_b\}_{b=1}^{B_s}\) of class \(c\) from \(B\)
2: Compute \(cs_1\) using Eq. 6
3: return \(cs_1\)

sample images that provides an improved scene coverage - referred to as Buff-CS.

The fundamental difference with Class-balance is in the case where the current scene is the largest class in the buffer, and each new instance is buffered with probability \(m_c/n_c\). With increasing \(n_c\), or for small \(m_c\) the buffering probability decreases sharply. Thereby, later observations have a
lower probability of being buffered\(^2\). In this work, we increase the buffering probability to 1 if the incoming new instance provides novel scene observations compared to the instances that observed by the buffer images. Example scene observations can be the ground-truth 3D scene coordinates. Given the 3D scene coordinates \(y_{3D}(x)\) seen by the new instance \(x\) and those by buffer images of class \(c, y_{3D}(B_c) = \{ y_{3D}(x_b) \}_{b=1}^{B_c}\) we compute the coverage score factor:

\[
 cs_{3D} = y_{3D}(x) \setminus y_{3D}(B_c)
\]

If \(cs_{3D}\) is not \(0\), \(x\) observes novel 3D points that are not seen by the images \(I \in B_c\) and hence will be registered into the buffer, \(B\).

As the coverage score is computed for each sample during the buffering process, an efficient method is required to compute the coverage score. Although \(y_{3D}\) provides an accurate estimate of coverage score, for dense 3D models this becomes computationally intensive. We propose an efficient method to compute the coverage score by replacing \(y_{3D}\) in Eq. 5 with the coarsest cluster level \(y_1\):

\[
 cs_1 = y_1(x) \setminus y_1(B_c)
\]

As \(|y_1| \ll |y_{3D}|\) the computational efficiency is significantly improved at the cost of lower coverage score accuracy. The gain in coverage score obtained using coarse-level cluster information (c.f. Table 1) indicates that the approximate method still achieves higher coverage score than \textit{Class-balance} method. Algorithms 2 and 3 are the pseudo codes for Buff-CS and our coverage score method.

4. Experiments

In this section, we describe our experimental setup.

4.1. Benchmarks and Environment Setup

Datasets. Different from standard continual learning tasks evaluated on classification benchmarks, we select two visual localization benchmarks, 7Scenes [60] and 12Scenes [64] for the experiments. 7Scenes records RGB-D image sequences of seven different indoor scenes from a handheld Kinect camera, each sequence consists of 500–1000 frames at 640 \(\times\) 480 resolution. 12Scenes is another indoor RGB-D dataset containing 4 large scenes, with a total of 12 rooms, captured using a Structure.io depth sensor coupled with an iPad color camera. Both datasets also provide dense 3D points and the ground truth camera poses. In order to evaluate the CL methods in a sequential manner, we integrate the individual seven scenes and twelve scenes into single coordinate systems and yields to two large scenes similar to [9, 37]. In addition, we also synthesize the largest scene by the combination of all nineteen scenes. These three large scenes are denoted by i7S (ca. 125\(m^3\) total), i12S (ca. 520\(m^3\) total), and i19S (ca. 645\(m^3\) total), respectively.

Baselines. In this work, we adopt two buffering methods as the baselines, namely \textit{Reservoir} [56] and \textit{Class-balance} [22]. These two methods are referred to as \textit{Reservoir} and \textit{Class-balance} respectively. \textit{Reservoir} aims to sample \(k\) data instances from an input stream of unknown size, where \(k\) is the predefined sample size. The data from the input stream in our experiments are the training frames of i7S, i12S, or i19S, and this method guarantees the same probability for the individual frame to be selected into the buffer. \textit{Class-balance} aims to further solve the class-imbalance problem in online continual learning. This method keeps the classes as balanced as possible, while the distribution of each class(scene) is preserved.

Besides the aforementioned methods, we also consider one weak baseline – train our models without buffering and image-replay. We refer to this method as \textit{W/O Buffering}.

Evaluation Metrics. Following [60], we evaluate the performance of these methods using pose accuracy. Pose accuracy is defined as the percentage of the query images with an error below 5 cm and 5°. We consider both the accuracy after the training is complete and the average accuracy over different stages of the training process. Similar to [20], the latter one is defined as:

\[
 A_i = \frac{1}{N - i + 1} \sum_{j=i}^{N} a_{i,j}
\]

where \(N\) is the total number of scenes, and \(a_{i,j}\) denotes the accuracy of the model on scene \(i\) after the training of the model on scene \(j\) is complete.

4.2. Implementation Details

In the task of continual learning for visual localization, individual scenes are fed to the training network in an incremental manner – that is to say, data in the first scene is trained to estimate scene coordinates, then the training weights are utilized as the initialization for the second scene.

For training HSCNet [37] in a continual learning setup, the training data of each scene are sampled and stored in the buffer after the training of the corresponding scene is complete. As mentioned before, buffering only the input images and corresponding labels is referred to as \textit{Img-buff}; and buffering additionally the intermediate representations is referred to as \textit{Rep-buff}. For \textit{Img-buff}, we store the RGB images, the depth maps, and ground truth poses to the buffer, and the ground truth labels for training are generated in the same way as in [37]. For \textit{Rep-buff}, we additionally store pre-softmax layer logits and the scene coordinates predicted
by the current model.

We keep most of the training settings in [37] unchanged. However, some changes are made to adapt it to our continual learning setup. First, all the networks are trained using the Adam [34] optimizer with a smaller learning rate of $5e^{-5}$. Second, different from Li et al. [37] who train each individual scene with 300K iterations, we reduce it to 30K for each scene to save the training time. This is because of the sequential property of the continual learning task, i.e. the training on each scene begins only after the previous one is finished. It is reported in [37] that the training time for each scene is around 12 hours, and thus the training would become impractical if we keep the number of iterations unchanged for our experiments. Besides, we also found that training with 30K iterations still leads to comparable results.

5. Results

5.1. Comparison with Baselines

In this section, we compare our Buff-CS method against the two strong baselines (Reservoir, and Class-balance) on the three combined scenes.

Table 1 reports the performance in terms of pose accuracy averaged over all the scenes after the training is complete, and the coverage score (Eq. 6). Four different buffer sizes are experimented, ranging from $B = 128$ to $B = 1024$. We also present results for the methods with the two types of buffering information, namely Img-buff and Rep-buff. In addition to the above methods, we report the results of HSCNet in the last row. It is also worth noting that we do not report the 95% confidence interval for the results in Table 1 as in [15,20,22], due to the impractical long training time of our task. However, to support our results, we report the 95% confidence interval of the accuracy for the results on i7S in the ablation study (see Table 4).

We observe that Buff-CS achieves the highest coverage score in all settings and outperforms the other two approaches in most of the experiments in terms of the pose accuracy. With the buffer size $B = 256$ and $B = 512$, the higher coverage score of our method yields better pose accuracy on all the three combined scenes. The results indicate that the performance of the Reservoir baseline is significantly exceeded by the other two methods due to the low coverage score. We notice that the Class-balance method achieves performance comparable to Buff-CS with the buffer size $B = 128$ and $B = 1024$. We see that with a large buffer size $B = 1024$, the coverage score for these two approaches are both over 93%, which indicates that nearly all parts of the scene appear in the buffer and the effectiveness of using coverage score is narrowed. Other factors such as the robustness of RANSAC [25] in camera pose estimation also affect the final results. With extremely small buffer size $B = 128$ on i19S, both Class-balance and Buff-CS on an average perform comparably and better than Reservoir. When comparing the two buffering strategies Img-buff and Rep-buff we observe that Rep-buff performs better on larger scenes and smaller buffer length. In particular, the biggest performance gap between Img-buff and Rep-buff is observed in i19S and $B = 128$. For larger buffer size, $B = 1024$ the performance is comparable. A detailed analysis of Rep-buff is provided in the supplementary. Although the performance of CL approaches lags behind the joint training setting (last row in Table 1), memory (c.f. Sec. 5.3) and computational efficiency provides sufficient motivation to pursue visual localization in CL setting.

To make a more detailed comparison among the approaches, we report the accuracy on each scene of i7S after training is complete. Table 2 presents the results for the methods with Img-buff and buffer size $B = 256$. Indeed, training on all scenes together as in [37] achieves the best performance. When we train the model in the incremental scenario without buffering, as shown in Table 2, the accuracy on the previously encountered scenes is 0%, which indicates that the visual localization network also suffers from catastrophic forgetting when trained in a continual manner. Reservoir exceeds both Class-balance and Buff-CS methods on Chess, Office, and Redkitchen. This can be attributed to the larger number of samples stored in the buffer corresponding to these scenes, see Fig. 2 for the sample distribution. However, the accuracy drops dramatically on Fire and Heads due to the reduced number of scene samples in the buffer. Buff-CS manages to balance the number of samples in the buffer and effectively improves the coverage score compared to Class-balance. Thus, it achieves generally better accuracy among all the sampling approaches while maintaining a balanced class distribution in the buffer.

The average accuracy in Table 3 evaluates the performance of the three methods on previous tasks after completing a new task. Table 3 presents the average accuracy
Table 1. Coverage score and accuracy of our method and the two baselines on i7S, i12S, and i19S after the training is complete. The coverage scores are averaged across all the scenes. The best and second best results among approaches are highlighted in blue and red respectively.

| Buffer Size | Buffer methods | Coverage Score (average %) | Accuracy (%) | Coverage Score (average %) | Accuracy (%) | Coverage Score (average %) | Accuracy (%) |
|-------------|----------------|----------------------------|--------------|----------------------------|--------------|----------------------------|--------------|
| 128         | Reservoir      | 26.7                       | 56.8         | 59.79                      | 63.9         | 74.4                       | 75.72        |
|             | Class-balance  | 29                         | 59.6         | 64.25                      | 66.9         | 75.4                       | 77.33        |
|             | Buff-CS (ours) | 33.2                       | 61.2         | 61.13                      | 86.3         | 91.85                      | 92.78        |
| 256         | Reservoir      | 79.3                       | 69.3         | 69.46                      | 75.4         | 82.54                      | 85.82        |
|             | Class-balance  | 87.3                       | 70.06        | 69.76                      | 76.5         | 85.72                      | 87.36        |
|             | Buff-CS (ours) | 92.6                       | 72           | 71.34                      | 86.3         | 91.85                      | 92.78        |
| 512         | Reservoir      | 91.3                       | 73.4         | 72.34                      | 89           | 93.67                      | 94.33        |
|             | Class-balance  | 92.5                       | 74.24        | 73.6                       | 90.7         | 95.63                      | 95.63        |
|             | Buff-CS (ours) | 97.4                       | 75.81        | 76.06                      | 95.7         | 96.42                      | 95.85        |
| 1024        | Reservoir      | 95.8                       | 75.7         | 77.07                      | 94.2         | 97.26                      | 97.14        |
|             | Class-balance  | 96.9                       | 77.09        | 74.71                      | 96.3         | 98.43                      | 98.49        |
|             | Buff-CS (ours) | 98.7                       | 76.89        | 75.22                      | 97.7         | 98.9                       | 98.11        |
| HSCNet (joint training) [37] | 100       | 84.19                      |              |                            | 100           | 95.0                       |            |
|             |                |                            |              |                            | 100           | 92.5                       |            |

Figure 3. The accuracy (error < 5 cm, 5°) on individual scenes of i7S (except for the last scene) at each stage of the training. The x axis indicates the training progress. All methods employs an Img-buff buffer of size 256.

for each scene in i7S with buffer size $B = 256$. Similar to Table 2, Reservoir achieves best performance on Chess, office, and Redkitchen while it drops significantly on Fire, Heads (around 10%) due to the class imbalance. In terms of overall average, this method falls behind Class-balance and Buff-CS by 0.8% and 2.51% respectively. Class-balance relieves the problem by balancing the sample distribution. However, it still has weaker results than Buff-CS due to the lower coverage score. Fig. 3 shows a more detailed picture in terms of the test accuracy of the three methods after each task is completed. First, we observe that with increasing task length, the performance generally drops across all methods and scenes. This is due to the decreasing of class samples in the buffer. Second, compare to Class-balance, Buff-CS shows strong performance in the majority of cases. In such a scenario, we believe that the increase of coverage score has a positive effect on test accuracy by providing larger scene observations during the replay process.

5.2. Ablation Study

In this section, we conduct an ablation study to illustrate how different factors affect the performance of the localization system in the continual learning setup. We conduct the experiments on i7S with buffer size $B = 256$ and Img-buff
baselines with both Img-buff, i.e., all approaches in each run. We observe that the conclusions with different random seeds, and we keep the same seed for 256 is reported in Table 4. The experiments are run 5 times.ing time when trying to report the 95% confidence interval. We experience intractable train-

ing strategy that takes into account the 3D scene geometry while keeping a balanced distribution of class samples. The proposed method is evaluated on several indoor localization datasets demonstrating better or competitive performance against the baselines across various settings. Instead of single scene per task, multiple scenes can be considered which makes the problem more challenging and a direction for future work. Although the proposed method balances inter-task data distributions, the above problem setting also requires balancing intra-task data from multiple scenes.

5.3. Training Time and Memory Consumption

Visual localization in continual learning setup aims to achieve data efficiency compared to joint training by learning the tasks sequentially. However, due to catastrophic forgetting, the concept of replay-buffer is used which incurs memory costs of its own. In this section we analyze the memory requirements of buffering different forms of data and compare to the data storage costs of training jointly on all tasks.

To guarantee a fair comparison, all of the experiments are run on NVIDIA Tesla V100 GPUs. We observe that, with buffer size $B = 256$, Reservoir, Class-balance, and Buff-CS require roughly the same amount of time (≈ 20h) with both Img-buff and Rep-buff, which is reasonable since these methods have similar buffering and replay process. When comparing the efficiency between Img-buff and Rep-buff, we observe that Rep-buff is more memory-consuming. Approximately 10 times the more storage space (≈ 1091 Mb) is needed compared to Img-buff (≈ 117 Mb), as it requires larger space for storing dense intermediate cluster predictions.

Compared to the joint training setting which requires to store ≈ 35 Gb for i19S, the proposed CL method only requires on an average 1.9 Gb and 2.8 Gb with Img-buff and Rep-buff buffering respectively. From this occupied space, 1.8 Gb corresponds to the average space for task-specific data, while the remaining is allotted to buffer data.

6. Conclusion

In this work we have presented the problem of continual visual localization. A strong baseline is introduced based on experience replay using samples from a small fixed-size buffer. This prevents catastrophic forgetting while learning localization on new scenes. We propose a new buffering strategy that takes into account the 3D scene geometry while keeping a balanced distribution of class samples. The proposed method is evaluated on several indoor localization datasets demonstrating better or competitive performance against the baselines across various settings. Instead of single scene per task, multiple scenes can be considered which makes the problem more challenging and a direction for future work. Although the proposed method balances inter-task data distributions, the above problem setting also requires balancing intra-task data from multiple scenes.
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### Table 2

| Scene   | W/O Buffering | Reservoir | Class-balance | Buff-CS (ours) | HSCNet [37] |
|---------|---------------|-----------|---------------|----------------|-------------|
| Chess   | 91.45         | 91.35     | 93.01         | 93.01          |             |
| Fire    | 78.09         | 83.99     | 85.38         |                |             |
| Heads   | 75.90         | 83.88     | 87.54         |                |             |
| Office  | 74.92         | 69.31     | 73.15         |                |             |
| Pumpkin | 53.55         | 55.18     | 55.07         |                |             |
| Kitchen | 55.66         | 52.68     | 54.29         |                |             |
| Stairs  | 78.90         | 79.40     | 79.30         |                |             |
| **Average** | **72.88**    | **73.68** | **75.39**     |                |             |

Table 3. The average accuracy over different stages of the training process on each scene of i7S with the buffer size $B = 256$. Our method has overall better performance compared to the other two methods.

### Table 4

| Buff Size = 256 | Reservoir | Final Accuracy (%) | Class-balance | Buff-CS (ours) |
|-----------------|-----------|--------------------|---------------|----------------|
| Img-buff        | 66.99 ± 1.23 | 69.06 ± 0.54       | 70.51 ± 0.94  |                |
| Rep-buff        | 68.00 ± 1.32 | 69.12 ± 1.67       | 70.67 ± 1.10  |                |

Table 4. 95% confidence interval of the average accuracy on i7S with $B = 256$ after the training is complete. The results are obtained over 5 runs.

### Disorder Scenes

We generate random permutations of the scene order being fed to the training network in a continual manner. Results presented in Table 1 of the supplementary shows that the Buff-CS performs comparably or better than the baseline methods.

95% confidence interval. We experience intractable training time when trying to report the 95% confidence interval for all of the experiments in Table 1. Thus, only 95% confidence interval of the test set accuracy on i7S with buffer size 256 is reported in Table 4. The experiments are run 5 times with different random seeds, and we keep the same seed for all approaches in each run. We observe that the conclusions in Table 1 still holds, i.e. our method outperforms the two baselines with both Img-buff and Rep-buff.
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