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Abstract

We consider nonparametric invariant density and drift estimation for a class of multidimensional degenerate resp. hypoelliptic diffusion processes, so-called stochastic damping Hamiltonian systems or kinetic diffusions, under anisotropic smoothness assumptions on the unknown functions. The analysis is based on continuous observations of the process, and the estimators’ performance is measured in terms of the sup-norm loss. Regarding invariant density estimation, we obtain highly nonclassical results for the rate of convergence, which reflect the inhomogeneous variance structure of the process. Concerning estimation of the drift vector, we suggest both non-adaptive and fully data-driven procedures. All of the aforementioned results strongly rely on tight uniform moment bounds for empirical processes associated to deterministic and stochastic integrals of the investigated process, which are also proven in this paper.

1. Introduction

Diffusion processes have been in the center of attention of the statistical analysis of stochastic processes for a long time due to their various fields of application, e.g. meteorology, genetics, financial mathematics and neuroscience. A standard assumption often imposed for the in-depth investigation is the strict ellipticity of the diffusion operator. In particular, this regularity condition (together with other assumptions) allows to verify helpful analytical tools such as the existence of a spectral gap. However, the nondegeneracy assumption excludes many processes which are of great importance for applications, for an overview see e.g. [10]. A prominent example are so-called stochastic damping Hamiltonian systems, which are often interpreted as a model for the coupled velocity \( Y \) and position \( X \) of some object. More specifically, one considers a multivariate diffusion process \( Z = (Z_t)_{t \geq 0} = (X_t, Y_t)_{t \geq 0} = (X, Y) \), which is governed by the stochastic differential equation (SDE)

\[
\begin{align*}
  dX_t &= Y_t \, dt, \\
  dY_t &= -(c(X_t, Y_t)Y_t + VV(X_t)) \, dt + \sigma(X_t, Y_t) \, dW_t.
\end{align*}
\]

(1.1)
Here, \( c: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}, \sigma: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d} \), and \((W_t)_{t \geq 0}\) is a \(d\)-dimensional Brownian motion independent of the random variables \(X_0, Y_0\). In particular, the velocity process \(Y\) is given as a nondegenerate diffusion process, whereas the definition of the position process \(X\) implies \(Z\) to be degenerate, respectively hypoelliptic.

In the following, we focus on the nonparametric estimation of the invariant density and the drift of a multidimensional diffusion \(Z\) described by (1.1), assuming a continuous record of observations is available. Invariant density estimation for stochastic damping Hamiltonian systems has been investigated before by [2] and [5], focusing however on estimation based on discrete (and partial) observations. The framework of continuous observations considered here is different in some respects. On the one hand, it has been shown in the current reference [7] in the scalar framework that the assumption of continuous observations allows for a refined variance analysis and, as a consequence, for the derivation of nonclassical convergence rates for nonparametric estimation of the invariant density. On the other hand, the question of estimation under partial observations, i.e., based only on observations of the position \(X\), does not need to be considered in our setting: The assumption of continuous observations trivialises this problem, as the path of \(Y\) is easily computable by derivation of \(X\) in this case. Similar to [7]'s approach, we employ a kernel estimator for estimating the invariant density, considering now however a general \(d\)-dimensional framework and the sup-norm as a risk criterion. To find a good compromise between appropriate generality and technical complexity, we work with an anisotropic mixture of isotropic smoothness assumptions, i.e., we assume that the components \(X\) and \(Y\) are associated with Hölder-smoothness coefficient \(\beta_1\) and \(\beta_2\), respectively, where \(\beta_1 = \beta_2\) does not necessarily hold (see Definition 3.5 for the precise description). The upper bounds on the sup-norm rates of convergence which we derive are nonclassical in multiple ways. Firstly, they depend largely on the set, respectively point, where the invariant density is estimated. Secondly, the ratio of the smoothness parameters of the invariant density’s assumed anisotropic Hölder regularity also plays a vital role in the rate of convergence. The function \(\Upsilon\) introduced in (3.10) reflects these specificities. Lastly, the proven rates of convergence are faster than in the classical case of kernel density estimation based on a discrete set of i.i.d. observations. All of the aforementioned nonclassicalities stem from the variance bounds for the kernel density estimator in Section 3.1, which are a result of the degeneracy of \(Z\). For a more thorough explanation of this, see Section 3.2. The last observation of the rate of convergence being faster than in the classical case of nonparametric density estimation has also been made for nondegenerate diffusion processes, see, e.g., [6] or [17], or more generally for suitable Markov processes [8].

Our (auxiliary) results for estimating the invariant density are not only of theoretical interest, but are also directly applied to the second question addressed in this paper, namely the estimation of the drift function
\[
b: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d, \quad b(x, y) \mapsto -(c(x, y)y + \nabla V(x))\]

To the best of our knowledge, nonparametric drift estimation for stochastic damping Hamiltonian systems has so far only been considered in [3] who prove asymptotic normality of their estimator. By way of contrast, we derive an upper bound on the convergence rate with respect to the the sup-norm risk and, in addition, suggest a sup-norm adaptive estimation scheme. The analysis in particular relies on an extension of the uniform moment bounds for additive functionals of exponentially \(\beta\)-mixing Markov processes obtained in [8] to uniform moment bounds of stochastic integrals with respect to \(Y\), notably exploiting the nondegeneracy of \(Y\). Our tools turn out to be sufficiently tight to permit the formulation of a sup-norm adaptive drift estimation procedure as well. Remarkably, although the analysis is essentially based on the fact that the process \(Z\) is exponentially \(\beta\)-mixing, the associated mixing constants are not relevant for the adaptive procedure. Note that this is in contrast to adaptive estimation procedures for the invariant density of corresponding processes.
The structure of the paper is as follows. In Section 2, the necessary assumptions on \( Z \) are denoted, which are of a quite technical nature, followed by a collection of explicit conditions on the coefficients of (1.1), which imply the necessary assumptions. Section 3 consists of the results regarding invariant density estimation, with Section 3.1 containing the aforementioned variance bounds for the kernel density estimator and Section 3.2 introducing the concrete rates of convergence. Lastly, Section 4 accommodates the results on drift estimation, with Section 4.1 presenting the extended uniform moment bounds, Section 4.2 containing the results on the rate of convergence and Section 4.3 describing our results on adaptive drift estimation. For the sake of readability, all proofs have been deferred to the appendix.

2. Preliminaries

Throughout the paper, we assume that the SDE (1.1) admits a unique, non-explosive weak solution whose semigroup is strongly Feller. Furthermore, we impose the following assumptions on the associated solution \( Z \).

\((\mathcal{A}_1)\) The marginal laws of \( Z \) are absolutely continuous, i.e., for any \( t > 0 \) and \( z \in \mathbb{R}^{2d} \), there exists a measurable function \( p_t : \mathbb{R}^{2d} \times \mathbb{R}^{2d} \to \mathbb{R}_+ \) such that

\[
P_t(z_1, B) = \int_B p_t(z_1, z_2) \, dz_2, \quad B \in \mathcal{B}(\mathbb{R}^{2d}),
\]

and, moreover, \( Z \) admits a unique absolutely continuous invariant probability measure \( \mu \), i.e., there exists a density \( \rho : \mathbb{R}^{2d} \to \mathbb{R}_+ \) such that \( d\mu = \rho \, dA \) and, for any Borel set \( B \),

\[
\mathbb{P}^\mu(Z_t \in B) := \int_{\mathbb{R}^{2d}} p_t(z_1, B) \, d\mu(z_1) = \int_{\mathbb{R}^{2d}} \int_B p_t(z_1, z_2) \rho(z_1) \, dz_2 \, dz_1 = \int_B \rho(z_1) \, dz_1 = \mu(B).
\]

\((\mathcal{A}_2)\) For any bounded set \( D \subset \mathbb{R}^{2d} \), there exist constants \( c_U, c_G > 0 \) depending on \( D \) such that, for all \( z_1 = (x_1, y_1), z_2 = (x_2, y_2) \in D, t \in (0, 1], \)

\[
p_t(z_1, z_2) \leq p_t^G(z_1, z_2) + p_t^U(z_1, z_2),
\]

where

\[
p_t^G(x_1, y_1; x_2, y_2) = c_G t^{-2d} \exp\left(-c_G^1 \left( \frac{\|y_1 - y_2\|^2}{4t} + \frac{3\|x_2 - x_1 - \frac{t(y_1 + y_2)}{2}\|}{t^3} \right) \right),
\]

and \( p_t^U \) is a non-negative, measurable function such that, for any \( z_1 \in D, t \in (0, 1], \)

\[
\int_{\mathbb{R}^{2d}} p_t^U(z_1, z_2) \, dz_2 \leq c_U \, \exp\left(-\frac{1}{c_U t}\right).
\]

\((\mathcal{A}_3)\) The process \( Z \) started in the invariant measure \( \mu \) is exponentially \( \beta \)-mixing, i.e., there exist constants \( c_\kappa, \kappa > 0 \) such that

\[
\int ||P_t(z, \cdot) - \mu(\cdot)||_{TV} \, \mu(dz) \leq c_\kappa e^{-\kappa t}, \quad t \geq 0,
\]

where \( || \cdot ||_{TV} \) denotes the total variation norm.

We will refer to this framework as \( \mathcal{A} \). Contrary to the rather general and standard assumptions \((\mathcal{A}_1)\) and \((\mathcal{A}_3)\), the heat kernel bound \((\mathcal{A}_2)\) is specifically tailored for the study of kinetic diffusions. This will be more evident from the new set of assumptions \( \bar{\mathcal{A}} \) introduced below, which contains explicit conditions on the coefficients of the SDE (1.1). As will be shown \( \bar{\mathcal{A}} \) implies \( \mathcal{A} \), and thus our results also hold true under these more practical and verifiable assumptions.
Throughout all proofs, \( V \) is twice continuously differentiable and lower bounded.

(\( \mathcal{A}_1 \)) \( c \) is continuously differentiable and uniformly bounded. Furthermore, there exist \( c_1, l > 0 \) such that \( c^l(x, y) \geq c_1 l_{dxd} \) for all \( |x| > l, y \in \mathbb{R}^d \).

(\( \mathcal{A}_2 \)) \( \sigma \) is uniformly elliptic, symmetric and infinitely differentiable. Additionally, there exists \( c_2 > 0 \) such that \( \sigma(x, y) \leq c_2 l_{dxd} \).

(\( \mathcal{A}_{\text{Erg}} \)) \( |x|^{-1} \langle VV(x), x \rangle \to \infty \) as \( |x| \to \infty \).

Here, \( c^L(x, y) \) denotes the symmetrization of the matrix \( c(x, y) \), i.e., \( c^L(x, y) := \frac{1}{2}(c_{ij}(x, y) + c_{ji}(x, y))_{1 \leq i, j \leq d} \), \( l_{dxd} \) is the identity matrix in \( \mathbb{R}^{dxd} \), and the order relation on symmetric matrices is the usual one defined by definite non-negativeness. It is easy to see that \( \mathcal{A} \) is a multidimensional generalization of the assumptions \( \text{HReg} \) and \( \text{HErg} \) in [7]. Hence, our results (such as upper bounds on the sup-norm risk for invariant density and drift estimators) also hold for the class of processes investigated in their recent paper.

The next auxiliary result confirms that the explicit assumptions \( \mathcal{A} \) indeed provide the technical framework required for our analysis.

**Lemma 2.1.** \( \mathcal{A} \) implies \( \mathcal{A} \).

**Proof.** The assertion follows by results of [22], [14] and [2]. To be more precise, the fact that \( \mathcal{A} \) implies that (1.1) has a unique, non-explosive weak solution with strong Feller semigroup follows by Lemma 1.1 and Proposition 1.2 in [22], and the fact that a unique invariant probability measure exists follows by Theorem 3.1, once we note that the conditions (3.1) and (3.2) therein are fulfilled when \( \mathcal{A} \) holds (see Remark 3.2 in [22]). The mixing property follows by the proof of Theorem 3.1 in [22], which implies the existence of a Lyapunov function larger than 1. Thus, the process is exponentially ergodic due to Theorem 2.4 in [22], which is based on results of [11], and since Theorem 2.4 also states that any Lyapunov function is integrable with respect to the invariant measure, the mixing property follows. The heat kernel bound in \( \mathcal{A} \) was shown in Theorem 2.1 of [14] for differentiable, globally Lipschitz continuous and uniformly bounded coefficients and extended in Corollary 2.12 of [2] to hold under local conditions. Noting that the results of [14] only require differentiability of the coefficients, the proof of Corollary 2.12 in [2] still holds true under \( \mathcal{A} \). Additionally, these results imply that the invariant distribution admits a density with respect to the Lebesgue measure. Hence, \( \mathcal{A} \) holds if \( \mathcal{A} \) holds.

**Additional assumptions and notation** In the following, we will always assume \( Z_0 \sim \mu \), i.e., the process \( Z \) is stationary, and we denote \( \mathbb{P}^\mu = \mathbb{P}, \mathbb{E}^\mu = \mathbb{E} \). Additionally, we define \( \mu(g) := \int g \ d\mu \) for \( g \in L^1(\mu) \), and we introduce

\[
\begin{align*}
  a: \mathbb{R}^d \times \mathbb{R}^d &\to \mathbb{R}^{d \times d}, \quad a(x, y) \mapsto \sigma(x, y)\sigma^T(x, y).
\end{align*}
\]

Given a class of functions \( \mathcal{G} \) and a function \( b \), we set \( \mathcal{G} b := \{ gb : g \in \mathcal{G} \} \), and for \( x \in \mathbb{R}^d, \varepsilon > 0 \), we denote the open ball with radius \( \varepsilon \) around \( x \) by \( B(x, \varepsilon) \). Throughout all proofs, \( c \) will denote a positive constant, whose value may change from line to line, whereas specific constants are denoted by a \( c \) with additional subscript. Furthermore, we denote the restriction of the sup-norm to a domain \( D \subset \mathbb{R}^d \) by \( \| \cdot \|_{L^\infty(D)} \). Lastly, the sup-norm risk of an estimator \( \hat{f} \) of a function \( f \) on a domain \( D \) is denoted by

\[
R_{\infty}(\hat{f}, f; D) := \mathbb{E}\left[\| \hat{f} - f \|_{L^\infty(D)}^p\right]^{\frac{1}{p}}, \quad p \geq 1.
\]
3. Invariant density estimation

We start by investigating the issue of estimating the invariant density of $Z$ on some bounded domain $D \subset \mathbb{R}^{2d}$. As mentioned earlier, our particular interest lies in identifying the effect of a continuous observation scheme on the convergence rate. Reflecting the two-component structure of the process $Z = (X, Y)$, our estimator has the form

$$
\tilde{\rho}_{h_1, h_2, T}(x, y) = \frac{1}{T} \int_0^T K_{h_1, h_2}(x - X_s, y - Y_s) \, ds, \quad x, y \in \mathbb{R}^d,
$$

(3.1)

where

$$
K_{h_1, h_2}: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}, \quad K_{h_1, h_2}(x, y) \mapsto (h_1 h_2)^{-d} K_1 \left( \frac{x}{h_1} \right) K_2 \left( \frac{y}{h_2} \right),
$$

with $K_1, K_2: \mathbb{R}^d \to \mathbb{R}$ bounded functions with $\text{supp}(K_i) \subset [-1/2, 1/2]^d$, $i = 1, 2$, and bandwidths $h_1, h_2 > 0$. When the context is clear, we will often abbreviate this (by a slight abuse of notation) with $K_h(z)$, where $h = (h_1, h_2)$, $z = (x, y)$, $x, y \in \mathbb{R}^d$. Usually, $h_1, h_2$ are functions depending on $T$, however (by another abuse of notation), we often suppress this dependence.

3.1. Variance bounds

The proof of tight upper bounds on the speed of convergence of estimators requires sufficiently neat variance bounds. To achieve these, we will extend the results of Propositions 2 and 3 of [7], where remarkable bounds are shown for fixed values of $(x, y)$ and $d = 1$. It is particularly interesting that the bounds are different for $y = 0$ and $y \neq 0$.

In the sequel, we will also consider the multidimensional case $d > 1$, and we will provide a uniform generalization for values of $(x, y)$ in some bounded set $D \subset \mathbb{R}^{2d}$. The bandwidths will be assumed to belong to the set

$$
\mathcal{H} = \mathcal{H}(Q_1, Q_2) := \left\{ h: [0, \infty) \to (0, \infty): \exists Q_1, Q_2 > 0 \text{ such that } \forall T > 0: \right. 
$$

$$
\left. h^{-1}(T) \leq Q_1 (1 + T)^{Q_1} \text{ and } h(T) \leq Q_2 T^{-Q_2} \wedge 1 \right\},
$$

(3.2)

thus confining their speed of convergence to 0 to be approximately polynomial. We start with investigating the more general case.

**Proposition 3.1.** Assume $d, \|\rho\|_{\infty} < \infty$, and let $f: \mathbb{R}^d \times \mathbb{R}^d \times [0, \infty) \to \mathbb{R}$ be a bounded function such that there exist $n \in \mathbb{N}, x_1, y_1, \ldots, x_n, y_n \in \mathbb{R}^d$ and functions $s_1, s_2: [0, \infty) \to (0, \infty) \in \mathcal{H}$ fulfilling

$$
\text{supp}(f(\cdot, \cdot, T)) \subset \bigcup_{i=1}^n B(x_i, s_1(T)) \times B(y_i, s_2(T)).
$$

Then, there exists a constant $c > 0$ such that, for large enough $T$,

$$
\text{Var} \left( T^{-1} \int_0^T f(X_s, Y_s, T) \, ds \right) \leq c T^{-1} \|f\|_{\infty}^2 \begin{cases} 
\frac{s_1^2(T) \log(T)}{s_1^{d+1}(T)s_2^{d-1}(T)}, & d = 1, \\
\frac{s_1^{d+1}(T)s_2^{d-1}(T)}{s_1^{d+2}(T)}, & d \geq 2,
\end{cases}
$$

(3.3)

and

$$
\text{Var} \left( T^{-1} \int_0^T f(X_s, Y_s, T) \, ds \right) \leq c T^{-1} \|f\|_{\infty}^2 \begin{cases} 
\frac{s_1^{4/3}(T)s_2^2(T)}{s_1^2(T)s_2^2(T) \log(T)}, & d = 1, \\
\frac{s_1^2(T)s_2^2(T)}{s_1^2(T)s_2^2(T)}, & d = 2, \\
\frac{s_1^2(T)s_2^2(T)}{s_1^2(T)s_2^2(T)}, & d \geq 3.
\end{cases}
$$

(3.4)
The assumption on the support of $f$ in Proposition 3.1 is tailored to functions of the form

$$f(x, y, t) = \sum_{i=1}^{n} K_1((x_i - \cdot)/s_1(t))K_2(y_i - \cdot)/s_2(t),$$

where $K_1, K_2 : \mathbb{R}^d \to \mathbb{R}$ are bounded functions with compact support, and $s_1, s_2 \in \mathcal{H}$. In particular the function $K_{h_1,h_2}$ corresponding to the estimator introduced in (3.1) is of such a form as soon as the two bandwidths are elements of $\mathcal{H}$. The results in [7] now suggest that the variance bounds (3.3) and (3.4) can be improved if $\min_{i=1,...,n} \|y_i\| > 0$. However, as in the referred work, the proof of these refined results largely relies on the upper bound $\|x - x'\| \leq s_1$, being valid for all $x, x'$ in the support of $f$ (see (A.10) and the arguments thereafter). Now note that if $n > 1$, there exist $(x, y), (x', y') \in supp(f)$, such that $x \in B(x_1, s_1(T)), x' \in B(x_2, s_1(T))$, which implies $\|x - x'\| \geq \|x_1 - x_2\| - 2s_1(T)$ by the reverse triangle inequality. This contradicts the needed upper bound for small enough values of $s_1$ and thus the following variance bound only concerns the case $n = 1$.

**Proposition 3.2.** Let everything be given as in Proposition 3.1 with $n = 1$ and assume, additionally, that $\|y_1\| > 0$. Then, there exists a constant $c > 0$ such that, for large enough $T$,

$$\text{Var}\left(T^{-1} \int_0^T f(X_s, Y_s, T) \, ds\right) \leq c T^{-1} \|f\|_\infty^2 s_1^{d+1}(T)s_2^d(T),$$

(3.5)

and, additionally, for $d = 1$,

$$\text{Var}\left(T^{-1} \int_0^T f(X_s, Y_s, T) \, ds\right) \leq c T^{-1} \|f\|_\infty^2 s_1^{3/2}(T)s_2^2(T).$$

(3.6)

An interpretation of the highly nonclassical results stated in Propositions 3.1 and 3.2 will be given after our main results on the rate of convergence in the next section (see Theorem 3.6).

### 3.2. Rate of convergence

With the introduced variance bounds, we are able to bound the convergence rate of the estimator under specific assumptions on the invariant density $p$, resulting in new upper bounds. In order to use the different results of Propositions 3.1 and 3.2, we also introduce the functions $\psi_d(x, y, t) := \psi_{1,d}(x, y, t) \land \psi_{2,d}(x, y, t)$, where

$$\psi_{1,d}(x, y, t) := \begin{cases} x^{-1/2} \sqrt{\log t}, & d = 1, \\ x^{(1-d)/2} y^{(1+d)/2}, & d \geq 2, \end{cases} \quad \text{and} \quad \psi_{2,d}(x, y, t) := \begin{cases} x^{-1/2} \sqrt{\log t}, & d = 1, \\ x^{-1-d/2} \sqrt{\log t}, & d \geq 2, \end{cases}$$

and $\psi_0^d(x, y, t) := \psi_{1,d}(x, y, t) \land \psi_{2,d}(x, y, t)$, with

$$\psi_0^1(x, y, t) := x^{(1-d)/2} y^{d/2} \quad \text{and} \quad \psi_0^d(x, y, t) := \begin{cases} x^{-1/4}, & d = 1, \\ x^{-1-d/2} \sqrt{\log t}, & d \geq 2. \end{cases}$$

Note that $\psi_0^2$ and $(\psi_0^2)^2$ represent the variance bounds (up to the term $T^{-1}$) for the estimator $\hat{p}_{h_1,h_2,t}$ implied by Propositions 3.1 and 3.2. One remarkable fact in this context is that

$$\psi_0^2(h_1, h_2) < (h_1 h_2)^{-d},$$

i.e., our obtained variance bounds are tighter compared to the classical one obtained for the kernel density estimator $\hat{p}_{h_1,h_2,t}$. This is one of the reasons for the faster rates of convergence we will see later, compared to the classical nonparametric rate of convergence.
Proposition 3.3. Let $1 \leq p \leq \gamma \log T$, for $\gamma > 0$, and $D \subset \mathbb{R}^{2d}$ be a bounded, open set, assume $\mathfrak{A}$, and choose $h_1 = h_1(T)$, $h_2 = h_2(T) \in \mathcal{H}$. Then, there exists a constant $c > 0$ independent of $p$ such that, for large enough $T$,

$$\mathbb{P}_\infty \left( \bar{\rho}_{h_1, h_2, T}, \rho; D \right) \leq c \left( \mathcal{B}_\rho(h_1, h_2) + \frac{p \log T}{T(h_1 h_2)^d} \left( \log T + p \right) + \frac{\psi_d(h_1, h_2, T)}{\sqrt{T}} \left( \sqrt{\log T} + \sqrt{p} \right) \right), \tag{3.7}$$

where the bias term is given as $\mathcal{B}_\rho(h) = \mathcal{B}_\rho(h_1, h_2) := \sup_{z \in \mathbb{R}^{2d}} |(\rho * K_{h_1, h_2} - \rho)(z)|$.

The refined variance bounds stated in Proposition 3.2 imply the following result:

Proposition 3.4. Let $D \subset \mathbb{R}^{2d}$ be a bounded, open set such that $\inf_{(x, y) \in D} \|y\| > 0$, assume $\mathfrak{A}$, and choose $h_1 = h_1(T)$, $h_2 = h_2(T) \in \mathcal{H}$ such that

$$\frac{(\log T)^{3/2}}{\sqrt{T(h_1 h_2)^d} \psi^2_d(h_1, h_2, T)} \to 0, \quad \text{as } T \to \infty. \tag{3.8}$$

Then, there exists a constant $c > 0$ such that, for large enough $T$,

$$\mathbb{P}_\infty \left( \bar{\rho}_{h_1, h_2, T}, \rho; D \right) \leq c \left( \mathcal{B}_\rho(h_1, h_2) + \psi^2_d(h_1, h_2, T) \sqrt{\frac{\log T}{T}} \right), \tag{3.9}$$

Note that Assumption (3.8) reflects the upper bound of Proposition 3.3, since it implies the following for large enough values of $T$

$$\frac{(\log T)^2}{T(h_1 h_2)^d} \leq \sqrt{\frac{\log T}{T}} \psi^2_d(h_1, h_2, T).$$

In fact this condition is only a marginal restriction as will be made clear in Theorem 3.6. Furthermore, the results of Propositions 3.3 and 3.4 reflect the classical bias-variance decomposition, with the term $\mathcal{B}_\rho$ denoting the bias term and $\psi_d(\cdot, T) \sqrt{T^{-1} \log T}$ representing the stochastic error. For translating the above results into concrete upper bounds on the convergence rate, we will work under classical Hölder smoothness assumptions for the invariant density, with a small adjustment due to our concrete problem: In order to reflect the specific form of the process $Z = (X, Y)$, we will use a mixture of isotropic and anisotropic Hölder conditions as described in the following definition.

Definition 3.5. Let $\beta_1, \beta_2, \mathcal{L}_1, \mathcal{L}_2 > 0$ and $D \subset \mathbb{R}^{2d}$ be an open set. A function $g : \mathbb{R}^{2d} \to \mathbb{R}$ is said to belong to the anisotropic Hölder class $\mathcal{H}_D(\beta_1, \beta_2, \mathcal{L}_1, \mathcal{L}_2)$ if, for all $i = 1, \ldots, d$,

$$\|D_i^k g\|_{L^\infty(D)} \leq \mathcal{L}_1, \quad \forall k = 0, \ldots, \|\beta_1\|,$$

$$\|D_i^{|\beta_1|} g(\cdot + te_i) - D_i^{|\beta_1|} g(\cdot)\|_{L^\infty(D)} \leq \mathcal{L}_1 |t|^{\|\beta_1\| - |\beta_1|}, \quad \forall t \in \mathbb{R},$$

and, for all $i = d + 1, \ldots, 2d$,

$$\|D_i^k g\|_{L^\infty(D)} \leq \mathcal{L}_2, \quad \forall k = 0, \ldots, \|\beta_2\|,$$

$$\|D_i^{|\beta_2|} g(\cdot + te_i) - D_i^{|\beta_2|} g(\cdot)\|_{L^\infty(D)} \leq \mathcal{L}_2 |t|^{\|\beta_2\| - |\beta_2|}, \quad \forall t \in \mathbb{R},$$

where $D_i^k g$ is the $k$-th order partial derivative of $g$ with respect to the $i$-th component, $\|\beta\|$ denotes the largest integer strictly smaller than $\beta$ and $e_1, \ldots, e_{2d}$ is the canonical basis in $\mathbb{R}^{2d}$.

For estimating the invariant density $\rho$ of the process $Z$ on a domain $D$, assuming that $\rho \in \mathcal{H}_D(\beta_1, \beta_2, \mathcal{L}_1, \mathcal{L}_2)$, we choose $K_1, K_2$ to be smooth Lipschitz continuous kernel functions of
order \(\|\beta_1\|, \|\beta_2\|\). Recall that a kernel \(K: \mathbb{R}^d \to \mathbb{R}\) is said to be of order \(\ell \in \mathbb{N}\) if, for any \(\alpha \in \mathbb{N}^d\) with \(|\alpha| \leq \ell\), \(x \mapsto x^\alpha K(x)\) is integrable and, moreover,

\[
\int_{\mathbb{R}^d} K(x) \, dx = 1, \quad \int_{\mathbb{R}^d} K(x) x^\alpha \, dx = 0, \quad \alpha \in \mathbb{N}^d, \ |\alpha| \in \{1, \ldots, \ell\},
\]

where \(|\alpha| = \sum_{i=1}^d \alpha_i\) and \(x^\alpha = \prod_{i=1}^d x_i^{\alpha_i}\) for all \(x \in \mathbb{R}^d\), \(\alpha \in \mathbb{N}^d\). For notational convenience, we denote the harmonic mean of the smoothness parameters \(\beta_1\) and \(\beta_2\) by

\[
\bar{\beta}_{1,2} := (\beta_1^{-1} + \beta_2^{-1})^{-1}.
\]

When the context is clear, we will omit the index in this notation. For stating our results on the convergence rate in a compact way, it is also useful to introduce the functions \(\Upsilon: \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R}_0^+\), \(\Phi: \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R}_0^+\) and \(\chi_B: \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R}_0^+\), specified as

\[
\Upsilon(\beta_1, \beta_2, d, \varepsilon) := \begin{cases} \frac{3\beta_1 + \beta_2}{\beta_1 + \beta_2}, & 3\beta_1 \geq \beta_2, d = 1, \varepsilon = 0, \\ \frac{4\beta_1}{\beta_1 + \beta_2}, & 3\beta_1 \geq \beta_2, d \geq 2, \varepsilon = 0, \\ \frac{2\beta_1 - \beta_2}{\beta_1 + \beta_2}, & 3\beta_1 < \beta_2, \varepsilon = 0, \\ \frac{2\beta_1 + \beta_2}{\beta_1 + \beta_2}, & 2\beta_1 \geq \beta_2, d = 1, \varepsilon > 0, \\ \frac{\beta_1 + \beta_2}{\beta_1 + \beta_2}, & 2\beta_1 \geq \beta_2, d \geq 2, \varepsilon > 0, \\ \frac{2\beta_2}{\beta_1 + \beta_2}, & 2\beta_1 < \beta_2, \varepsilon > 0, \end{cases}
\]

(3.10)

\[
\Psi(T, \beta_1, \beta_2, d, \varepsilon) := \frac{\log T}{T} \frac{\pi}{2^{d+1-\Upsilon(\beta_1, \beta_2, d, \varepsilon)}},
\]

(3.11)

\[
\chi_B(T, \beta_1, \beta_2, d, \varepsilon) := \begin{cases} 1, & (\beta_1, \beta_2, d, \varepsilon) \notin B, \\ \sqrt{\log T}, & (\beta_1, \beta_2, d, \varepsilon) \in B, \end{cases}
\]

where the set \(B\) is given as

\[
B := \left\{ (\beta_1, \beta_2, d, \varepsilon) \in \mathbb{R}^4 \text{ such that one of the following holds: } \begin{cases} 3\beta_1 \geq \beta_2 \wedge d = 1 \wedge \varepsilon = 0, \\ 3\beta_1 > \beta_2 \wedge d = 2 \wedge \varepsilon = 0, \\ 2\beta_1 > \beta_2 \wedge d = 2 \wedge \varepsilon > 0. \end{cases} \right\}.
\]

(3.12)

We are now ready to state the first of the bounds on convergence rates announced in the introduction. In line with the two different variance bounds in Propositions 3.1 and 3.2, we will consider both the general case and the case where \(\inf_{x,y} \|y\| > 0\). The proof of the upper bounds on the classical sup-norm risk \(\mathcal{R}_\infty^{(1)}\) (stated in part (b) below) relies on a classical combination of Proposition 3.2 with a discretization of the domain and the exploitation of concentration results. For the general case, we even obtain an upper bound for arbitrary \(p\)-th moments, \(p \geq 1\) (see part (a)): Since Proposition 3.1 permits to bound the difference of kernels, we are able to bound the entropy integrals in the uniform moment bounds obtained in [8], which then yields

(3.14)

\[
\mathbb{E}_{\mathcal{D}}(\hat{\rho}_{\beta_1, \beta_2, T} ; \rho ; D) \in \mathcal{O}(\Psi(\chi_B)) (T, \beta_1, \beta_2, d, 0), \quad p \geq 1.
\]

**Theorem 3.6.** Let \(D \subset \mathbb{R}_2^d\) be a bounded, open set, and assume \(\mathcal{A}\) and \(\rho \in \mathcal{H}_D(\beta_1, \beta_2, \mathcal{L}_1, \mathcal{L}_2)\) for \(\beta_1 > 1, \beta_2 > 2\).

(a) If the bandwidth is chosen such that

\[
h_i \sim \Psi(T, \beta_1, \beta_2, d, 0)^{\frac{1}{2}}, \quad i = 1, 2,
\]

(3.13)

then the associated invariant density estimator fulfills

\[
\mathbb{E}_{\mathcal{D}}(\hat{\rho}_{\beta_1, \beta_2, T} ; \rho ; D) \in \mathcal{O}(\Psi(\chi_B)) (T, \beta_1, \beta_2, d, 0), \quad p \geq 1.
\]

(3.14)
(b) Define \( \varepsilon_D := \inf_{(x, y) \in D} \|y\| \). Then, specifying
\[
h_i \sim \Psi(T, \beta_1, \beta_2, d, \varepsilon_D)^{1/2}, \quad i = 1, 2, \tag{3.15}
\]
yields
\[
\mathcal{K}_\infty^1(\hat{\rho}_{h_1, h_2, T, \rho; D}) \in \Theta((\Psi_{\chi_B}(T, \beta_1, \beta_2, d, \varepsilon_D)).
\]

Remark 3.7. (a) Note that, for the proposed specification of bandwidths, the rate of convergence in certain cases only depends on one of the smoothness parameters. More precisely, the convergence rate is specified as 
\[
(\Psi_{\chi_B}(T, \beta_1, \beta_2, d, \varepsilon_D) = (\log T/T)^{\alpha} \chi_B(T, \beta_1, \beta_2, d, \varepsilon_D)
\]
with
\[
\alpha = \alpha(\beta_1, \beta_2, d, \varepsilon_D) := \begin{cases} 
\beta_1 / 2p_1 + (2/3), & 3\beta_1 \geq \beta_2, d = 1, \varepsilon_D = 0, \\
\beta_1 / 2p_2, & 3\beta_1 \geq \beta_2, d = 2, \varepsilon_D = 0, \\
\beta_2 / 2p_2 + 2, & 3\beta_1 < \beta_2, d = 1, \varepsilon_D = 0, \\
\beta_1 / 2p_1 + (1/2), & 2\beta_1 \geq \beta_2, d = 1, \varepsilon_D > 0, \\
\beta_1 / 2p_1 + 2, & 2\beta_1 \geq \beta_2, d = 2, \varepsilon_D > 0, \\
\beta_2 / 2p_2 + 1, & 2\beta_1 < \beta_2, d = 1, \varepsilon_D > 0.
\end{cases}
\]

Similar results were also obtained in [7] for the pointwise risk in the scalar case.

(b) Although the function \( \Upsilon \) introduced in (3.10) may seem like a technical artifact of our procedures, it is regular in the sense of being continuous in the smoothness parameters \( \beta_1 \) and \( \beta_2 \) for fixed values of \( d \) and \( \varepsilon \). The only thing that counteracts this regularity in the derived convergence rate is the appearance of an additional logarithmic term in some cases, described by the set \( B \) and the function \( \chi_B \). However, this concerns only some cases in a low-dimensional setting \( d = 1 \) or \( d = 2 \) and was also observed in [7].

(c) In order to translate the above result into a statement on minimax optimality, two steps are necessary: The upper bounds have to be verified uniformly for the class of all diffusions satisfying Assumption \( \mathcal{A} \), and the upper bound has to be complemented by a corresponding lower bound. It is very challenging to obtain the mixing control uniformly over a class of diffusions. Instead of directing our efforts in this direction, we focus on constructive aspects: In the upcoming Section 4, we study the issue of nonparametric drift estimation, for which we even propose an adaptive procedure. In particular, since our primary interest is not in optimality issues, we refrain from proving lower bounds. However, it is to be expected that such statements can be derived by (elaborate) adaptations of the procedures of [7], who considered the case \( d = 1 \) and the pointwise risk.

(d) Let us finally compare one aspect of Theorem 3.6 to the scalar, pointwise risk estimates in Theorems 1 and 2 of [7]. In these theorems, one of the bandwidths (depending on the ratio of the two smoothness parameters) can be chosen rather freely, as long as it fulfills some regularity assumptions. However, in the much more delicate context considered in Theorem 3.6 (we investigate the sup-norm risk in a multidimensional situation), we specify both bandwidths explicitly. The reason for this is the bound obtained in Proposition 3.3, respectively Assumption (3.8), which are also the reasons for assuming \( \beta_1 > 1 \) and \( \beta_2 > 2. \) In fact, these assumptions on \( \beta_1 \) and \( \beta_2 \) can be relaxed slightly in some cases, but for the sake of brevity and since this does not offer much further insight, we decided to omit this result.

We continue by providing interpretations of the functions \( \Psi, \Upsilon \) and the set \( B \) introduced in (3.10), (3.11) and (3.12), respectively, and explaining our reasons for this particular form of notation.
Remark 3.8. In the classical setting of $n$ $d$-dimensional, i.i.d. observations, the minimax optimal convergence rate for the sup-norm risk, given the estimated density belongs to an isotropic Hölder class with smoothness $\beta$, is given by $(\log n/n)^{\beta/(2\beta+2d)}$, where the logarithmic term in the convergence rate stems from investigating the sup-norm risk. Thus, for our specific problem, an analogous rate would be of the form $(\log T/T)^{\beta/(2\beta+2d)}$ (recall that $Z$ is $2d$-dimensional), where the smoothness index $\beta$ is replaced by the harmonic mean of the smoothness indices in the anisotropic framework. Note now that the function $\Psi$ with $\gamma = 0$ corresponds to this classical nonparametric rate of convergence. However, it has already been observed that this rate can be improved for invariant density estimation of diffusion-type processes when continuous observations are available, corresponding to $\gamma$ being strictly positive in our notation. Specifically, we refer, e.g., to Corollary 1 in [6] for a result on the convergence rate of the pointwise risk in the continuous diffusion context, Theorem 3.4 in [17], which concerns the rate of convergence of the sup-norm risk for an adaptive estimator of the invariant density of a continuous diffusion under anisotropic Hölder assumptions, or Theorem 4.3 in [8], which bounds the rate with respect to the sup-norm risk for a more general class of exponentially $\beta$-mixing Markov processes. In all these cases, the rate of convergence is essentially given by $\Psi$ with $\gamma = 2$. In particular, contrary to our result, $\gamma$ does not depend on the dimension, the smoothness indices or any other entities, especially not even in the anisotropic framework considered in [17]. For a summary of the mentioned results in this paragraph see the following table, which contains the polynomial rates of convergence:

| (invariant) density | drift vector |
|---------------------|--------------|
| nondegenerate diffusion | $\beta \over 2(d+2)\over 2$ | $\beta \over 2(d+2)$ |
| kinetic diffusion | $\beta \over 2(\beta+2d)$ | $\beta \over 2(\beta+2d)$ |
| i.i.d. case | $\beta \over 2d$ | $\beta \over 2d$ |

As can be seen in the proof of the variance bounds in Propositions 3.1 and 3.2, which are the quintessential reason for our results, the particular form of $\gamma$ in our case is caused by the heat kernel bound in $\mathcal{A}$. More specifically, the function $p_t^\gamma$ suggests that the variances of the processes $X$ and $Y$ are of a different order. To illustrate this further, we refer to the following example taken from [2].

Example 3.9 (Example 2.9 in [2]). Let $d = 1$ and $c = V = 0$. Then, $Z_t$ is a two-dimensional Gaussian vector with

$\mathbb{E}[X_t] = x_0 + y_0t, \quad \mathbb{E}[Y_t] = y_0,$

and

$\text{Var}(X_t) = \frac{t^3}{3}, \quad \text{Var}(Y_t) = t, \quad \text{Cov}(X_t, Y_t) = \frac{t^2}{2}.$

4. Drift estimation

We now turn to the question of proposing a nonparametric estimator of the drift function appearing in (1.1), specified as $b(x, y) = -(c(x, y)y + VV(x))$, $x, y \in \mathbb{R}^d$. Throughout this entire section, we will assume $b$ to be locally bounded and $\sigma$ to be uniformly bounded. Note that these assumptions are satisfied under $\mathcal{A}$.

Given two bounded kernel functions $K_1, K_2: \mathbb{R}^d \to \mathbb{R}$ with compact support, $x, y \in \mathbb{R}^d$ and $j \in \{1, \ldots, d\}$, set

$\overline{b}_{j, h_1, h_2, T}(x, y) := \frac{1}{T} \int_0^T K_{h_1, h_2}(x - X_u, y - Y_u) \, dY_u^j, \quad \text{where} \quad K_{h_1, h_2} := (h_1 h_2)^{-d} K_1 \left( \frac{X}{h_1} \right) K_2 \left( \frac{Y}{h_2} \right).$
For some strictly positive \( r_T \in \Theta(1) \), an estimator of the \( j \)-th component of the drift vector \( b \) is then given by a Nadaraya–Watson-type estimator of the form

\[
\hat{b}_{j,h,T} := \frac{\hat{y}_{j,h_1,h_2,T}}{|\hat{\rho}_{h_1^{(\rho)},h_2^{(\rho)},T}| + r_T}, \quad x, y \in \mathbb{R}^d, \quad h := (h_1, h_2, h_1^{(\rho)}, h_2^{(\rho)}).
\] (4.1)

Note that our bounds on the rate of convergence of the estimator \( \hat{\rho} \) stated in the previous section continue to hold for \( |\hat{\rho}| \). Strict positivity of \( r_T \) ensures that the drift estimator \( \hat{b} \) introduced in (4.1) is well-defined. However, since \( \hat{b} \) is defined via some stochastic integral, a crucial point for deriving upper bounds on the rate of convergence of this estimator will be uniform moment bounds of stochastic integrals with respect to \( Y \) over countable classes of bounded functions. This will be the main focus of the subsequent section. In principle, all the applied techniques would also be suitable for the estimation of a drift function \( b \), which is not in the specified form. However, as the results of [22], which in particular imply the exponential \( \beta \)-mixing property, only consider such drifts, we focus our analysis on this case.

### 4.1. Uniform moment bounds

In Section 3 of [8], uniform moment bounds over countable classes of bounded functions \( \mathcal{G} \) were derived for suprema of functionals of the form

\[
\sup_{g \in \mathcal{G}} |G_t(g)|, \quad \text{where} \quad G_t(g) := \frac{1}{\sqrt{t}} \int_0^t g(X_s) \, ds, \quad g \in L^2_0(\mu),
\]

under the assumption of \( X \) being exponentially \( \beta \)-mixing. For the reader’s convenience, we start this section with a reminder of the relevant results. As the bounds are derived via an application of the generic chaining device based on [9], they are stated in terms of covering numbers, so recall that, for any given \( \varepsilon > 0 \), the covering number \( \mathcal{N}(\varepsilon, \mathcal{G}, d) \) of \( \mathcal{G} \) denotes the smallest number of balls of \( d \)-radius \( \varepsilon \) needed to cover \( \mathcal{G} \). Furthermore, given \( f, g \in \mathcal{G} \), we define the following semi-metrics,

\[
d_{\infty}(f, g) := \|f - g\|_{\infty}, \quad d_{L^p(\mu)}(f, g) := \mu((f - g)^p) \quad p \geq 1,
\]

\[
d_{\mathcal{G},t}(f, g) := \text{Var}\left(\frac{1}{\sqrt{t}} \int_0^t (f - g)(X_s) \, ds\right),
\]

with \( X \) being the Markov process in Theorem 4.1.

**Theorem 4.1** (Theorem 3.2 in [8]). Suppose that \( X \) is an exponentially \( \beta \)-mixing Markov process. Let \( \mathcal{G} \) be a countable class of bounded real-valued functions with \( \mu(g) = 0 \), and let \( m_t \in [0, t/4) \). Then, there exist \( \tau \in [m_t, 2m_t] \) and constants \( \tilde{C}_1, \tilde{C}_2 > 0 \) such that, for any \( 1 \leq p < \infty \),

\[
\left( \mathbb{E} \left[ \sup_{g \in \mathcal{G}} |G_t(g)|^p \right] \right)^{1/p} \leq \tilde{C}_1 \int_0^\infty \log \mathcal{N}(\varepsilon, \mathcal{G}, \frac{2m_t}{\sqrt{t}} d_{\infty}) \, d\varepsilon + \tilde{C}_2 \int_0^\infty \sqrt{\log \mathcal{N}(\varepsilon, \mathcal{G}, d_{\mathcal{G},t})} \, d\varepsilon
\]

\[
+ 4 \sup_{g \in \mathcal{G}} \left( \frac{2m_t}{\sqrt{t}} \|g\|_{\infty} \tilde{C}_1 \varepsilon + \|g\|_{\mathcal{G},t} \tilde{C}_2 \varepsilon \right) + \frac{1}{2} \|g\|_{\infty} c_k \sqrt{e} \frac{v_{m_t}}{\tau^p},
\]

where \( \tilde{C}_1, \tilde{C}_2 \) are positive constants, defined in equation (B.3) of [8], and \( c_k, \kappa > 0 \) are specified in Assumption (A\( \beta \)) of [8].

One of the main tools in the derivation of this result was the following Bernstein-type concentration inequality.
**Lemma 4.2** (Lemma 3.1 in [8]). Suppose that $X$ is an exponentially $\beta$-mixing Markov process, and let $g$ be a bounded, measurable function fulfilling $\mu(g) = 0$. Then, for any $t, u > 0$ and $m_t \in (0, \frac{1}{4}]$, there exists $\tau \in [m_t, 2m_t]$ such that

$$
\mathbb{P}\left( \frac{1}{\sqrt{t}} \int_0^t g(X_s) \, ds > u \right) \leq 2 \exp\left( -\frac{u^2}{32(\text{Var}\left( \frac{1}{\sqrt{t}} \int_0^t g(X_s) \, ds \right) + 2\|g\|_\infty m_t}) \right)
+ \frac{1}{m_t} c_x e^{-\lambda m_t} \mathbb{I}_{(0, 4\sqrt{\|g\|_\infty})}(u).
$$

The term $m_t$ in the previous statements arises from the use of the classical Bernstein inequality for independent random variables. It can thus be interpreted as a kind of loss compared to results concerning i.i.d. random variables. However, since $X$ is exponentially $\beta$-mixing, the decay in $m_t$ is exponentially fast, resulting in this loss being almost negligible. In fact, $m_t$ can be viewed as a tuning parameter in our concentration results, with the typical choice being $m_t = c \log t$, where $c > 0$ is suitably large so that the error term decays with an adequately fast polynomial rate.

We will extend Theorem 4.1 in our specific framework to functionals of the form

$$
\sup_{g \in \mathcal{G}} |\mathbb{E}_t^j(g)|, \quad \text{where} \quad \mathbb{E}_t^j(g) := \frac{1}{\sqrt{t}} \int_0^t g(X_s, Y_s) \, dY_s^j, \quad g \in L^2_0(\mu), \quad j \in \{1, \ldots, d\}. \quad (4.3)
$$

Once again, a Bernstein-type concentration inequality will play a vital role in our proofs, namely the Bernstein inequality for continuous martingales (see, e.g., p. 153 in [16]). Given a continuous local martingale $(M_t)_{t \geq 0}$, it states that

$$
\forall t, x, y > 0, \quad \mathbb{P}(M_t \geq x, (M)_t \leq y) \leq \exp\left( -\frac{x^2}{2y} \right), \quad (4.4)
$$

where $(\langle M \rangle)_t$ denotes the quadratic variation process of $(M_t)_{t \geq 0}$. Combining the concentration inequalities in Lemma 4.2 and equation (4.4) will enable us to again employ the generic chaining device for the derivation of the required uniform moment bounds, similar to [9]. They are stated in terms of entropy integrals with respect to the semi-metrics defined in (4.2), with the semi-metric $d_G$ induced by the variance of the integral functional now being specified as

$$
d^2_{G, j}(f, g) := \sigma^2_t(f - g), \quad \text{where} \quad \sigma^2_t(f) := \text{Var}\left( \frac{1}{\sqrt{t}} \int_0^t f(X_s, Y_s) \, ds \right).
$$

The main result of this section is the following theorem.

**Theorem 4.3.** Assume $\mathcal{A}$, let $\mathcal{G}$ be a countable class of bounded real-valued functions such that $gb$ is bounded for all $g \in \mathcal{G}$, and let $m_t, \tilde{m}_t \in (0, t/4]$. Then, there exist $\tau \in [m_t, 2m_t], \tilde{\tau} \in [\tilde{m}_t, 2\tilde{m}_t]$ and a constant $c > 0$ such that, for large enough $t$, any $1 \leq p < \infty$ and $j \in \{1, \ldots, d\}$,
\[
\left( \mathbb{E} \left[ \sup_{g \in \mathcal{G}} \left| \sqrt{L} \mu(g b^j) \right|^p \right] \right)^{1/p} \leq c \left( \int_0^\infty \log N(u, \mathcal{G} b^j, \frac{m}{\sqrt{t}} d_\infty) \, du + \int_0^\infty \sqrt{\log N(u, \mathcal{G} b^j, d_{L,\tau})} \, du \\
+ \int_0^\infty \log N(u, \mathcal{G}, t^{-1/4} d_\infty + t^{-1/8} d_{L,\mu}) \, du \\
+ \sup_{g \in \mathcal{G}} \left( \frac{m_1}{t} \|g\|_\infty p + \|g\|_{L,\tau}^2 \sqrt{p} + \frac{1}{2} \|g\|_\infty \sqrt{\mu} e^{-\frac{t}{\mu}} \right) \\
+ p \sqrt{t} \|a_{ij}\|_\infty \|g\|_\infty + \frac{p}{4} (\frac{\sqrt{t}}{t})^{1/4} \|g\|_{L,\mu} \\
+ \sqrt{p} \|a_{ij}\|_\infty \|g\|_\infty e^{-\frac{t}{2\mu}} + \sqrt{p} \|a_{ij}\|_\infty \|g\|_{L,\mu}) \right).
\]

The form of the upper bound in Theorem 4.3 reflects the result obtained in Theorem 3.5 of [9], where the generic chaining device is applied on stochastic processes with a mixed tail behaviour. As we perform the chaining procedure twice using two different concentration inequalities, it is not surprising that the obtained result contains four different entropy integrals, each concerning a different distance.

### 4.2. Rate of convergence

Applying the powerful result stated in Theorem 4.3 together with bounds on the involved covering numbers already yields a bound on the rate of convergence of the sup-norm risk of the estimator \( \hat{b}_{j,h_1,h_2,T} \) of \( b^{i,j} \rho \), for adequately chosen bandwidths \( h_1, h_2 \).

**Proposition 4.4.** Let \( D \subset \mathbb{R}^{2d} \) be an open and bounded set, assume \( \mathcal{A} \), and let \( h_1, h_2 \in \mathcal{H} \) such that \( (h_1 h_2)^{1/2} \geq \frac{T^{-4}}{2} \log(h_1^{-1} + h_2^{-1}) \). Then, for any \( \gamma > 0 \), there exists a constant \( c_\gamma \) such that, for any \( 1 \leq p \leq \gamma \log T \), it holds for large enough \( T \)

\[
\mathcal{P}_\gamma \left( \hat{b}_{j,h_1,h_2,T} b^j \rho; D \right) \leq \mathcal{B}_{b^j \rho}(h_1, h_2) + c_\gamma (h_1 h_2)^{-d/2} T^{-1/2} \log(h_1^{-1} + h_2^{-1}).
\]

Combining Theorem 3.6 with Proposition 4.4 and a specific choice of \( r_T \) then yields our next main result, an upper bound on the rate of convergence for a weighted version of the sup-norm risk of the drift estimator \( \hat{b} \) introduced in (4.1).

**Theorem 4.5.** Let \( D \subset \mathbb{R}^{2d} \) be a bounded, open set, fix \( j \in \{1, \ldots, d\} \), assume \( \mathcal{A} \), \( b^j \rho, \rho \in \mathcal{H}(\beta_1, \beta_2, \mathcal{L}_1, \mathcal{L}_2) \), and set

\[
r_T := \left( \Psi_{X \beta}(\beta_1, \beta_2, d, 0) \right) \exp \left( \sqrt{\log T} \right).
\]

For defining the drift estimator, choose \( K_1, K_2, h_1^{(p)}, h_2^{(p)} \) as in Theorem 3.6(a), and specify

\[
h_1 \sim \left( \frac{\log T}{T} \right)^{\frac{1}{2\beta_1+1}}, \quad i = 1, 2. \tag{4.5}
\]

Then, if \( \beta > d, \beta_1 > 1, \beta_2 > 2 \), it holds

\[
\mathbb{E} \left[ \left\| (\hat{b}_{j,h,T,r_T}(z) - b^j(z)) \rho(z) \right\|_{L^\infty(D)} \right] \in O \left( \left( \frac{\log T}{T} \right)^{\frac{1}{2\beta_1+1}} \right).
\]
The entire proof can again be found in the appendix. One may wonder why we arrive at the classical nonparametric rate of convergence even though highly nonclassical results were obtained in Corollary 3.6. The technical reason for this is the occurrence of the covering number with respect to $d_{L^2(\mu)}$ in Theorem 4.3. Contrary to the approach taken to find the variance bounds in Propositions 3.1 and 3.2, we cannot use the exponential $\beta$-mixing property of $Z$ to bound this, and since the heat kernel bound in $(a_2)$ only applies to values of $t$ in $(0, 1]$, it cannot be used either. The fact that a faster convergence rate for the invariant density estimate is not equivalent to a faster convergence rate for the drift estimate is well-known. In particular, it has been shown in some cases that the classical nonparametric convergence rate is optimal in the minimax sense (see, e.g., [18, 19]).

4.3. Adaptive estimation scheme

We now address the question of finding a data-driven approach to drift estimation. Our interest is in bounding the sup-norm risk $R_{\infty}^{(p)}(\widehat{b}_{j,h,T}, b^j; D), 1 \leq p < \infty$, of (the components of) the drift estimator $\widehat{b}_{j,h,T}$ over an open and bounded set $D \subset \mathbb{R}^d$. The bandwidths specified in Theorem 4.5 (see (4.5)) clearly depend on the typically unknown smoothness of $b^j$.

For defining an adaptive drift estimator which relies on bandwidths specified in a data-driven way, consider some symmetric, Lipschitz continuous kernel functions $K_1, K_2 : \mathbb{R}^d \rightarrow \mathbb{R}$ of order $\ell_1, \ell_2$ fulfilling

$$\int K_i \, d\lambda = 1, \quad \|K_i\|_{\infty} < \infty \quad \text{and} \quad \text{supp}(K_i) \subset [-1/2, 1/2]^d, \quad i = 1, 2.$$

For any bandwidths $(h_1, h_2)^T, (\eta_1, \eta_2)^T \in (0, 1]^2$ and any points $x, y \in \mathbb{R}^d$, denote

$$(K_{h_1,h_2} \ast K_{\eta_1,\eta_2})(x, y) := (K_{h_1} \ast K_{\eta_1})(x) \cdot (K_{h_2} \ast K_{\eta_2})(y) = \int_{\mathbb{R}^d} K_{h_1}(u-x) K_{\eta_1}(u) \, du \int_{\mathbb{R}^d} K_{h_2}(u-y) K_{\eta_2}(u) \, du.$$

For $x, y \in \mathbb{R}^d, j \in \{1, \ldots, d\}$, define the kernel estimators

$$\widehat{b}_{j,h_1,h_2}(x, y) = \frac{1}{t} \int_0^t K_{h_1,h_2}(x - X_{ss}, y - Y_s) \, dY_s^j,$n$$

$$\widehat{b}_{j,h_1,h_2,\eta_1,\eta_2}(x, y) = \frac{1}{t} \int_0^t (K_{h_1,h_2} \ast K_{\eta_1,\eta_2})(X_{s, -x} - X_{s, y}) \, dY_s^j.$$

Specify the set $\mathcal{H}_t$ of candidate bandwidths as

$$\mathcal{H}_t := \left\{ h = (h_1, h_2)^T \in (0, 1]^2 : h_i = \eta^{-k_i} \text{ with } k_i \in \mathbb{N}_0, \eta^{d(k_1+k_2)} \leq t^2 \log(\eta^{k_1} + \eta^{k_2})^{-1} \right\}, \quad \eta > 1 \text{ arbitrary,}$$

choose $q \geq 1$, and let

$$\overset{\sim}{A}_t^q(h) := \sup_{\eta = (\eta_1, \eta_2) \in \mathcal{H}_t} \left\{ \|\widehat{b}_{j,h,\eta} - \widehat{b}_{j,h,\eta}\|_{\infty} - A_t^{(q)}(\eta_1, \eta_2) \right\}.$$

for

$$A_t^{(q)}(\eta) = A_t^{(q)}(\eta_1, \eta_2) := e^{32d\|a_{j,l}\|_{\infty}^2\|p\|_{\infty}^2} \left( \bar{C}_1 \sqrt{192} \|K\|_{\infty} + \bar{C}_2 \sqrt{\eta} \|K\|_{L^2(\lambda)} \right)^2 \frac{\log(\eta_1^{-1} + \eta_2^{-1})}{t(\eta_1\eta_2)^d}.$$(4.6)
where the constants $\bar{C}_1, \bar{C}_2$ are specified in the proof of Theorem 4.3 in Appendix B. Finally, define $\hat{h}^l = (\hat{h}_1^l, \hat{h}_2^l)$ by setting
\[
\Delta_l^l(\hat{h}^l) + A_t^{(q)}(\hat{h}^l) = \inf_{h = (h_1, h_2) \in \mathcal{C}_l} \left\{ \Delta_l^l(h) + A_t^{(q)}(h) \right\}.
\]

Our approach is based on the work of [15], which itself relies on ideas developed in [13]. Intuitively speaking, we make use of the classical decomposition of the error into a bias term and a stochastic error by approximating it through the bias proxy $\Delta_l$ and $A_t^{(q)}$, which mimics the stochastic error (see Proposition 4.4).

**Proposition 4.6.** Let $D \subset \mathbb{R}^{2d}$ be an open and bounded set, assume $\mathfrak{A}$, and let $K_1, K_2 : \mathbb{R}^d \to \mathbb{R}$ be symmetric, Lipschitz continuous kernel functions. Then, there exists a constant $c$ such that, for any $t > 0$ sufficiently large,
\[
\mathfrak{R}_\infty^{(p)}(\tilde{b}_{j, \hat{h}}, b^l \rho; D) \leq c \left( \mathfrak{R}_1(b^l \rho) + (\log t)^{1/2} t^{-1} \right), \quad \forall 1 \leq p \leq q,
\]
where
\[
\mathfrak{R}_1(b^l \rho) := \inf_{h = (h_1, h_2) \in \mathcal{C}_l} \left\{ B_{b^l \rho}(h) + (h_1 h_2)^{-d/2} \sqrt{\log(h_1^{-1} + h_2^{-1})} \right\}.
\]

In the last step of our investigation, we transfer the above result to a finding on the original question of drift estimation. Given a bounded, open set $D \subset \mathbb{R}^{2d}$, denote by $\rho_\ast > 0$ an a priori lower bound on the invariant density fulfilling $\inf_{(x,y) \in D} p(x, y) \geq \rho_\ast$. Similarly to (4.1), define
\[
\tilde{b}_{j, h_1, h_2, t} = \tilde{b}_{j, h_1, h_2} := \frac{\tilde{b}_{j, h_1, h_2, t}}{\rho_{h_1, h_2}} \vee \rho_\ast^\tau, \quad h = (h_1, h_2)^T \in \mathcal{H}_t := \mathcal{H}_t \cap \mathcal{H}(Q_1, Q_2).
\]

**Theorem 4.7.** Grant the assumptions of Proposition 4.6, and assume, in addition, that $\rho, b^l \rho \in \mathfrak{H}(\beta_1, \beta_2, \ell_1, \ell_2)$ with $\tilde{\beta} > d, \beta_1 \leq \ell_1, \beta_2 \leq \ell_2$. Defining the bandwidth $\hat{h} = \hat{h}^l$ via
\[
\Delta_l^l(\hat{h}^l) + A_t^{(q)}(\hat{h}^l) = \inf_{h = (h_1, h_2) \in \mathcal{C}_l} \left\{ \Delta_l^l(h) + A_t^{(q)}(h) \right\}
\]
then yields
\[
\mathfrak{R}_\infty^{(p)}(\tilde{b}_{j, \hat{h}_1, t}, b^l \rho; D) \in O\left( (\log t/t) \sqrt{\mathfrak{R}_1^{(p)}} \right), \quad \forall 1 \leq p \leq q.
\]

**A. Proofs for Section 3**

We will require the following auxiliary result for the proof of the variance bounds in Propositions 3.1 and 3.2.

**Lemma A.1.** Let $D$ be a bounded subset of $\mathbb{R}^{2d}$. Then, there exists a constant $c_D > 0$ such that, for all $0 < v < 1, v \leq t$, for all $z \in \mathbb{R}^{2d}$ and any bounded measurable function $f$ with support $D$,
\[
|P_t(f)(z)| \leq c_D \left( \|f\|_{L^1(\mathbb{R}^{2d})}^v + \|f\|_\infty \exp\left( -\frac{1}{c_D v} \right) \right).
\]

**Proof.** We start by proving the assertion for $v = t$ and $z \in \tilde{D}$, where $\tilde{D} := \{ z \in \mathbb{R}^{2d} : d(z, D) \leq 1 \}$, with $d(z, D) := \inf_{x \in D} \|z - x\|$ denoting the distance of the point $z$ to the set $D$. Since $v < 1$, (3A2) implies that there exists a constant $c$ depending on $\tilde{D}$ such that
\[
|P_v(f)(z)| \leq \int |f(z')|p_v(z, z') \, dz' \leq cv^{-2d} \int |f(z')| \, dz' + c\|f\|_\infty \exp\left( -\frac{1}{cv} \right),
\]
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thus completing the proof in this case. For analysing the case $z \notin \tilde{D}$, introduce the first hitting time of $\tilde{D}$, defined as $\tau_{\tilde{D}} := \inf\{t \geq 0 : Z_t \in \tilde{D}\}$. Continuity and the strong Markov property of $Z$ imply

$$P_\nu(f)(z) = E_z[f(Z_\nu)1_{[0,\nu]}(\tau_{\tilde{D}})] = E_z[P_{\nu-\tau_{\tilde{D}}}(f)(Z_{\tau_{\tilde{D}}})1_{[0,\nu]}(\tau_{\tilde{D}})],$$

and $\nu - \tau_{\tilde{D}} \in (0,\nu)$, $d(Z_{\tau_{\tilde{D}}}, D) = 1$. Thus, it is enough to find a bound for $|P_\nu(f)(z')|$ such that $s \in (0,\nu)$, $z' \in \tilde{D} : d(z', D) = 1$. Assumption (3.2) now implies for this case

$$|P_\nu(f)(z')| \leq \int |f(w)|p_\nu(z', w) \, dw \leq c \left( \mathcal{P} \int |f(w)| \, dw + \|f\|_\infty \exp\left(\frac{1}{cD}\right) \right),$$

where

$$\mathcal{P} := \sup \left\{ s^{-2d} \exp\left(-c^{-1}\left(\frac{\|z'_2 - w_2\|^2}{4s} + \frac{3\|w_1 - z'_1 - \frac{s(z'_1+w_2)}{2}\|^2}{s^3}\right)\right) : s \in (0,\nu), (w_1, w_2) \in D, (z'_1, z'_2) \in \tilde{D} : d(z', D) = 1 \right\}$$

and the constant $c$ only depends on $\tilde{D}$. To show that $\mathcal{P}$ is finite, fix $w = (w_1, w_2) \in D$, $s \in (0,1)$, $z' = (z'_1, z'_2) \in \tilde{D} : d(z', D) = 1$. Then, the reverse triangle inequality and the inequality $(A - B)^2 \geq A^2 + B^2 - 2AB$, valid for any $A, B \in \mathbb{R}$, imply

$$\frac{\|z'_2 - w_2\|^2}{4s} + \frac{3\|w_1 - z'_1 - \frac{s(z'_1+w_2)}{2}\|^2}{s^3} \geq \frac{1}{4}\left(\frac{\|z'_2 - w_2\|^2}{s} + \frac{(\|w_1 - z'_1\| - \frac{s(z'_1+w_2)}{2})^2}{s^3}\right) \geq \frac{1}{4}\left(\frac{\|z'_2 - w_2\|^2}{s} + \frac{\|w_1 - z'_1\|^2}{s^2(s+1)} - \frac{\|s(z'_1+w_2)^2\|}{s^3}\right) \geq \frac{1}{4}\left(\frac{\|w_1 - z'_1\|^2}{2s} - c_2\right) = \frac{1}{4}\left(\frac{\|w - z'\|^2}{2s} - c_2\right) \geq \frac{1}{8s} - \frac{c_2}{4},$$

where $c_2$ denotes some uniform bound of $\|z'_2 + w_2\|$ which is finite because $D$ is bounded. Thus, $\mathcal{P}$ is indeed bounded by a finite constant (depending on $D$ and $d$) and hence the assertion also follows in this case because $\nu < 1$. For the case $\nu < t$, we have

$$|P_\nu(f)(z)| \leq \int p_{\nu-t}(z, z')|P_D(f)(z')| \, dz'.$$

Thus, the assertion follows by the bound derived above. This completes the proof.

**Proofs of Propositions 3.1 and 3.2.** Throughout the whole proof, we will suppress the dependence of functions on $T$ for notational convenience.

**Proof of (3.3)** We start with the following well-known bound of the variance functional

$$\text{Var}\left(\frac{1}{T} \int_0^T f(X_s, Y_s) \, ds\right) \leq \frac{2}{T} \int_0^T \text{Cov}(f(X_s, Y_s), f(X_0, Y_0)) \, ds. \quad (A.1)$$

We proceed by splitting the integral, using integral bounds $0 \leq \delta_0 \leq \delta \leq D_1 \leq D_2 \leq T$. Note that stationarity of $Z$, boundedness of $\rho$ and the Cauchy–Schwarz inequality imply

$$\mathcal{C}(s) \leq \text{Var}(f(X_0, Y_0)) \leq E\left[f^2(X_0, Y_0)\right] \leq c\|f\|_\infty^2 A(\delta),$$
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for some suitable constant $c > 0$, where $S := \text{supp}(f)$. Hence,

\[
\int_{0}^{\delta_0} \mathcal{C}(s) \, ds \leq c \delta_0 \|f\|_{L^2}(S). \tag{A.2}
\]

Furthermore, the heat kernel bound (A.2) and boundedness of $\rho$ imply for $\delta_0 < s < \delta < 1$

\[
\mathcal{C}(s) \leq E[f(X_s, Y_s)f(X_0, Y_0)] + E[f(X_0, Y_0)]^2 \\
\leq c \int_{\mathbb{R}^{2d}} |f(x', y')| |f(x'', y'')| \mathbf{1}_{S}(x', y') \mathbf{1}_{S}(x'', y'') \\
\times s^{-2d} \exp\left(-c^{-1}\left(\frac{\|y' - y''\|^2}{4s} + \frac{3\|x'' - x' - \frac{s(y'+y'')}{2}}{s^3}\right)\right) \, dx' \, dy' \\
+ c \|f\|_{L^2}(S) \exp(-c s^{-1}) + c \|f\|_{L^2}(S)
\leq c \|f\|_{L^\infty}(S) \int_{\mathbb{R}^{2d}} \mathbf{1}_{\bigcup_{i=1}^{n} B(x_i, s)}(x') \mathbf{1}_{\bigcup_{i=1}^{n} B(y_i, s)}(y'') \\
\times s^{-2d} \exp\left(-c^{-1}\left(\frac{\|y' - y''\|^2}{4s} + \frac{3\|x'' - x' - \frac{s(y'+y'')}{2}}{s^3}\right)\right) \, dy' \, dy' \, dx' \, dx'' \\
+ c \|f\|_{L^2}(S) \exp(-c s^{-1}) + c \|f\|_{L^2}(S)
\]

For bounding the inner integral, note that

\[
\int_{\mathbb{R}^{2d}} \exp\left(-c^{-1}\left(\frac{\|y' - y''\|^2}{4s} + \frac{3\|x'' - x' - \frac{s(y'+y'')}{2}}{s^3}\right)\right) \, dy' \, dy''
\]

\[
= s^d \int_{\mathbb{R}^{2d}} \exp\left(-c^{-1}\left(\|w\|^2 + \|(x'' - x')s^{-3/2} - \frac{w'}{2}\|^2\right)\right) \, dw \, dw'
\]

\[
= s^d \int_{\mathbb{R}^{2d}} \exp\left(-c^{-1}\left(\|w\|^2 + \|\frac{w'}{2}\|^2\right)\right) \, dw \, dw',
\]

where we used the transformations $w = (y' - y'')/\sqrt{s}$, $w' = (y' + y'')/\sqrt{s}$ and the invariance of the Lebesgue measure under translation. Using polar coordinates, it is easy to see that the integral in the last line is bounded by some finite constant independent of $x'$ and $x''$. Hence, we obtain that the inner integral is bounded by $c s^d$ for some positive finite constant $c$. Thus,

\[
\mathcal{C}(s) \leq cs^{-d} \|f\|_{L^\infty}(S) \int_{\mathbb{R}^{2d}} \left(\sum_{i=1}^{n} \mathbf{1}_{B(x_i, s)}(x') \right) \left(\sum_{i=1}^{n} \mathbf{1}_{B(y_i, s)}(y'') \right) \, dx' \, dx'' \\
+ c \|f\|_{L^2}(S) \exp(-c s^{-1}) + c \|f\|_{L^2}(S)
\leq cn^2 s^d s^{-d} \|f\|_{L^\infty}(S) + c \|f\|_{L^2}(S) \exp(-c s^{-1}) + c \|f\|_{L^2}(S), \tag{A.3}
\]

which implies

\[
\int_{0}^{\delta_0} \mathcal{C}(s) \, ds \leq c \|f\|_{L^\infty}(S) \left(s^d (\log(\delta/\delta_0) \mathbb{1}_{d=1} + \delta_0^{-d} \mathbb{1}_{d=2}) + A(S) \exp(-c \delta^{-1}) + \delta \Lambda^2(S) \right). \tag{A.4}
\]

Subsequently, for $\delta \leq s \leq D_1 < 1$, (A.2) implies as in (A.3)

\[
\mathcal{C}(s) \leq c \int_{\mathbb{R}^{2d} \times \mathbb{R}^{2d}} |f(x', y')| |f(x''; y'')| \\
\times s^{-2d} \exp\left(-c^{-1}\left(\frac{\|y' - y''\|^2}{4s} + \frac{3\|x'' - x' - \frac{s(y'+y'')}{2}}{s^3}\right)\right) \, dx'' \, dy'' \rho(x', y') \, dx' \, dy',
\]
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Thus, Lemma \( \text{V} \) where we used the derivation of (A.1), (C.2) \( \leq 1 \), (C.2) \( \leq \), (A.1), (A.3) we get
\[
\mathcal{C}(s) \leq c \int_{\mathbb{R}^d \times \mathbb{R}^d} |f(x', y')||f(x''; y'')| p_s(x', y', x'', y'') \, dx'' \, dy'' \, dx' \, dy' \, + \, \|f\|_{\infty}^2 A^2(S)
\]
Thus, Lemma A.1 implies
\[
\int_{D_1}^{D_2} \mathcal{C}(s) \, ds \leq c \int_{D_1}^{D_2} \int_{\mathbb{R}^d} |f(x', y')| p_s(|f|)(x', y') \, dx' \, dy' \, ds \, + \, cD_2 \|f\|_{\infty}^2 A^2(S)
\]
\[
\quad \leq c \int_{D_1}^{D_2} \int_{\mathbb{R}^d} |f(x', y')| p(x', y') \, dx' \, dy' \, ds \\
\quad \quad \quad \quad \quad \quad \quad + \, c \int_{D_1}^{D_2} \|f\|_{\infty} \exp \left( - \frac{1}{cD_1} \right) \int_{\mathbb{R}^d} |f(x', y')| p(x', y') \, dx' \, dy' \, ds \, + \, c \|f\|_{\infty}^2 A^2(S)D_2
\]
\[
\quad \leq c \|f\|_{\infty}^2 A(S) \left( D_2 D_1^{-2d} A(S) + D_2 \exp \left( - \frac{1}{cD_1} \right) + D_2 A(S) \right)
\]
\[
(\text{A.6})
\]
where the value of \( c \) only depends on \( S \) and \( \rho \). For the remaining part of the integral, we make use of the mixing property (A3), which implies that there exists \( \kappa > 0 \) such that
\[
\int_{D_1}^{D_2} \mathcal{C}(s) \, ds \leq c \int_{D_2}^{T} \|f\|_{\infty}^2 e^{-xs} \, ds \leq c \|f\|_{\infty}^2 e^{-x{T}D_2}
\]
\[
(\text{A.7})
\]
The fact that exponential \( \beta \)-mixing implies a covariance bound of the above form follows from the proof on page 479 in [21] and is also described in equation (5) of [5]. Combining (A.1), (A.2), (A.6), (A.7), (A.5) and (A.4) then yields that there exist \( c, \kappa > 0 \) such that, for \( 0 \leq \delta_0 \leq \delta \leq D_1 < 1 \leq D_2 \leq T,
\[
\text{Var} \left( \frac{1}{T} \int_{0}^{T} f(X_s, Y_s) \, ds \right) \leq cT^{-1} \|f\|_{\infty}^2 \left( \delta_0 A(S) + s^{2d} (\log(\delta/\delta_0) 1_{d=1} + \delta_0^{1-d} 1_{d \geq 2}) + A(S) \exp \left( -c\delta^{-1} \right) \right. \\
\quad + \left. A^2(S) \delta^d + \delta^{1-2d} A^2(S) + A(S) \exp \left( -cD_1^{-1} \right) \right) \\
\quad \quad \quad \quad + D_2 D_1^{-2d} A(S) + D_2 A(S) \exp \left( -cD_1^{-1} \right) + D_2 A^2(S) + e^{-x{T}D_2}
\]
and choosing $D_1 = (-c \log(n(s_1 s_2)^d))^{-1}$, $D_2 = -2 \kappa^{-1} \log(n(s_1 s_2)^d)$ we get
\[ \text{Var} \left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \| f \|_2^2 \left( \delta_0 n(s_1 s_2)^d + s_1^{2d} (\log(\delta/\delta_0))_{d=1} + \delta_0^{-1-d} \right) \]
\[ + n(s_1 s_2)^d \exp\left(- (c \delta)^{-1} \right) + \delta_0^{1-d} n(s_1 s_2)^{2d} \]
\[ + \log(n(s_1 s_2)^{-d} 2^{d+1} n(s_1 s_2)^{2d}) \]
where we used that $\delta < 1$ and $s_1, s_2 \in \mathcal{H}$. Choosing $\delta_0 = s_1, \delta = s_2$ if $s_1 < s_2$ now entails for large enough $T$ in the case $d = 1$
\[ \text{Var} \left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \| f \|_2^2 s_1^2 \log T. \]
We will explain at the end of the proof why the assumption $s_1 < s_2$ is indeed without loss of generality. For $d \geq 2$, the choice $\delta_0 = s_1 s_2^{-1}, \delta = D_1 = (-c \log(n(s_1 s_2)^d))^{-1}$ gives
\[ \text{Var} \left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \| f \|_2^2 s_1^{d+1} s_2^{-1}, \]
where we used $s_1, s_2 \in \mathcal{H}$.

**Proof of (3.4)** Again we split up the covariance integral from (A.1) into five parts. The only new bound concerns the integral from $\delta_0$ to $\delta$. Arguing as in (A.3), we obtain for $0 < s < \delta < 1$
\[ \mathcal{C}(s) \leq c \int_{\mathbb{R}^d} |f(x', y')| |f(x'', y'')| p_s^1(x', y', x'', y') \, dx'' \, dy'' \rho(x', y') \, dx' \, dy' \]
\[ + c \| f \|_2^2 \mathcal{A}(\mathcal{S}) \exp\left(- (c s)^{-1} \right) + c \| f \|_2^2 \mathcal{A}^2(\mathcal{S}), \]
where
\[ p_s^1(x', y', x'', y') := s^{-2d} \exp\left(- c^{-1} \left( \frac{||y' - y''||^2}{4s} + \frac{3 ||x'' - x' - \frac{i(y'' + y')}{2}||^2}{s^3} \right) \right). \]
We proceed by finding a bound for $p_s^1(x', y', x'', y'') = s^{-d/2} q_s(x''|x', y', y'')$, where
\[ q_s(x''|x', y', y'') := s^{-3/2d} \exp\left(- c^{-1} \left( \frac{3 ||x'' - x' - \frac{i(y'' + y')}{2}||^2}{s^3} \right) \right). \]
Since $q_s$ resembles the density of a multidimensional normal distribution, we get
\[ \sup_{s \in (0, 1)} \sup_{x', y', y'' \in \mathbb{R}^d} \int q_s(x''|x', y', y'') \, dx'' \]
\[ \leq \sup_{s \in (0, 1)} \sup_{x', y', y'' \in \mathbb{R}^d} s^{-(3/2)d} \exp\left(- c^{-1} \left( \frac{3 ||x'' - x' - \frac{i(y'' + y')}{2}||^2}{s^3} \right) \right) \, dx'' \leq c. \]
Hence, we can infer
\[ \mathcal{C}(s) \leq c s^{-d/2} \int_{\mathbb{R}^d} |f(x'', y'')| q_s(x''|x', y', y'') \, dx'' \, dy'' |f(x', y')| \rho(x', y') \, dx' \, dy' \]
\[ + c \| f \|_2^2 \mathcal{A}(\mathcal{S}) \exp\left(- (c s)^{-1} \right) + c \| f \|_2^2 \mathcal{A}^2(\mathcal{S}) \]
\[ \leq c \left( \| f \|_\infty s_2^{d/2} s^{-d/2} \int_{\mathbb{R}^d} |f(x', y')| \rho(x', y') \, dx' \, dy' + \| f \|^2_\infty \mathcal{A}(\mathcal{S}) \exp\left(- (c s)^{-1} \right) + \| f \|^2_\infty \mathcal{A}^2(\mathcal{S}) \right) \]
Consequently, for $\delta_0 \leq \delta$,

$$
\int_{\delta_0}^{\delta} |\mathcal{C}(s)| \, ds \leq c \|f\|_\infty^2 \int_{\delta_0}^{\delta} \left( s^d s^{-d/2} A(S) + \lambda(S) \exp\left( -(cs)^{-1}\right) + \lambda^2(S) \right) \, ds
$$

$$
\leq c \|f\|_\infty^2 \int_{\delta_0}^{\delta} \left( s^d s^{-d/2} A(S) + \lambda(S) s^{-2} \exp\left( -(cs)^{-1}\right) + \lambda^2(S) \right) \, ds
$$

$$
\leq c \|f\|_\infty^2 \left( s^d \lambda(S)(\sqrt{\delta} 1_{d=1} + \log(\delta/\delta_0) 1_{d=2} + \delta_0^{1-d/2} 1_{d \geq 3}) + \lambda(S) \exp\left( -(c\delta)^{-1}\right) + \lambda^2(S) \delta \right). 
$$

(A.9)

Combining (A.1), (A.2), (A.5), (A.6), (A.7) and (A.9), we get by choosing $D_1 = \left( -c \log(n(s_1 s_2)^d) \right)^{-1}$, $D_2 = -2\kappa^{-1} \log(n(s_1 s_2)^d)$ as in (A.8)

$$
\text{Var}\left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \|f\|_\infty^2 \left( \delta_0 n(s_1 s_2)^d + n s_1^d s_2^d (\sqrt{\delta} 1_{d=1} + \log(\delta/\delta_0) 1_{d=2} + \delta_0^{1-d/2} 1_{d \geq 3}) + n(s_1 s_2)^d \exp\left( -(c\delta)^{-1}\right) + \delta^{1-2d} n^2(s_1 s_2)^{2d} + \log(n^{-1}(s_1 s_2)^{-d}) \delta^{2d+1} n^2(s_1 s_2)^{2d} \right).
$$

Choosing $\delta_0 = 0$, $\delta = s_1^{2/3}$ for $d = 1$ then yields

$$
\text{Var}\left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \|f\|_\infty^2 s_1^4 s_2^2.
$$

For $d = 2$, we choose $\delta_0 = s_2^2$, $\delta = s_1^{2/3}$ if $s_2 \leq s_1^{1/3}$ which entails

$$
\text{Var}\left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \|f\|_\infty^2 s_1^2 s_2^4 \log(T),
$$

and, for $d \geq 3$, we set $\delta_0 = s_2^2$, $\delta = D_1$, yielding

$$
\text{Var}\left( \frac{1}{T} \int_0^T f(X_s, Y_s) \, ds \right) \leq c T^{-1} \|f\|_\infty^2 s_1^d s_2^{d+2}.
$$

As with the assumption $s_1 < s_2$ in the verification of (3.3), we will explain at the end of the proof why the assumption $s_2 \leq s_1^{1/3}$ is in fact only temporary.

**Proof of (3.5)** For proving (3.5), we set $\delta_0 = \delta$. Then, we only need to find a new bound for the covariance integral from $\delta$ to $D_1$. Arguing as in the derivation of (A.3), we get for $0 < s < 1$

$$
\mathcal{C}(s) \leq c \|f\|_\infty^2 \int_{\mathbb{R}^{2d}} 1_{\cup_{i=1}^d B(x, s_1)}(x') 1_{\cup_{i=1}^d B(y, s_2)}(y') 1_{\cup_{i=1}^d B(y, s_2)}(y'') \times \int_{\mathbb{R}^{2d}} s^{-2d} \exp\left( -c^{-1} \frac{\|y'' - x''\|^2}{4s} + \frac{3\|x'' - x' - \frac{s(y' + y'')}{z^2}\|^2}{s^3} \right) \, dy' \, dy'' \, dx' \, dx''
$$

$$
+ c \|f\|_\infty^2 A(S) \exp\left( -(cs)^{-1}\right) + c \|f\|_\infty^2 A^2(S). \]

We continue by bounding the exponent in the inner integral. Under the given assumptions on $f$, the relation $f(x', y')f(x'', y'') \neq 0$ implies

$$
\exists x, y \in \mathbb{R}^{2d}: \quad ||x' - x|| < s_1, \quad ||x'' - x|| < s_1, \quad ||y' - y|| < s_2, \quad ||y'' - y|| < s_2.
$$
The reverse triangle inequality and the well-known inequality \((a + b)^2 \leq 2(a^2 + b^2)\) additionally yield if \(s_2 \leq \|y\|/2\), i.e., \(T\) is large enough,

\[
\frac{\|y' - y''\|^2}{4s} + \frac{3\|x'' - x' - \frac{e(y+y'')}{2}\|^2}{s^3} \geq \frac{\|y' - y''\|^2}{4s} + \frac{3\|\|x'' - x'\| - \frac{e(y+y'')}{2}\|^2}{s^3}
\]

\[
\geq \frac{8s}{\|y'\|^2} + \frac{3\|x'' - x'\|}{s^3}(\|x'' - x'\| - s\|y' + y''\|)
\]

\[
\geq \frac{2s}{\|y\|^2} + \frac{3\|x'' - x'\|}{s^3}(\|x'' - x'\| - s\|y' + y''\|)
\]

\[
\geq \frac{\|y\|^2}{8s} + \frac{3\|x'' - x'\|}{s^3}(\|x'' - x'\| - s\|y' + y''\|).
\]

Hence, we have for \(s \geq 288s_1/\|y\|\)

\[
\frac{\|y' - y''\|^2}{4s} + \frac{3\|x'' - x' - \frac{e(y+y'')}{2}\|^2}{s^3} \geq \frac{\|y\|^2}{8s} - \frac{18s_1\|y\|}{s^2}
\]

\[
\geq \frac{\|y\|^2}{16s}.
\]

Thus, for \(288s_1/\|y\| \leq s < 1\), it holds

\[
\mathcal{C}(s) \leq c\|f\|_2^2 \int_{\mathbb{R}^d} 1_{\bigcup_{j=1}^{c} \mathcal{B}(x,s_j)}(x') 1_{\bigcup_{j=1}^{c} \mathcal{B}(y,s_j)}(y') dx' dx''
\]

\[
\times s^{-2d} \exp\left(-\frac{1}{cs}\right) dy' dy'' dx' dx''
\]

\[
+ c\|f\|_\infty^2 \Lambda(S) \exp\left(-\frac{(cs)^{-1}}{2}\right) + c\|f\|_\infty^2 \Lambda^2(S)
\]

\[
\leq c\|f\|_\infty^2 \left(s^{-2d}(s_1s_2)^{2d} \exp\left(-\frac{(cs)^{-1}}{2}\right) + (s_1s_2)^d \exp\left(-\frac{(cs)^{-1}}{2}\right) + (s_1s_2)^{2d}\right),
\]

which implies for \(288s_1/\|y\| \leq \delta < D_1 < 1\)

\[
\int_{\mathcal{D}_1} \mathcal{C}(s) ds \leq c\|f\|_\infty^2 (s_1s_2)^d \int_{\mathcal{D}_1} \left((s_1s_2)^{d} s^{-2d} \exp\left(-\frac{(cs)^{-1}}{2}\right) + \exp\left(-\frac{(cs)^{-1}}{2}\right) + (s_1s_2)^d\right) ds
\]

\[
\leq c\|f\|_\infty^2 (s_1s_2)^d \left(\int_{(cD_1)^{-1}}^{(cD_1)^{-1}} (s_1s_2)^{d} s^{-2d} e^{-s} + s^2 e^{-s} ds + D_1(s_1s_2)^d\right)
\]

\[
\leq c\|f\|_\infty^2 (s_1s_2)^d \left((s_1s_2)^d \Gamma(2d - 1, (cD_1)^{-1}) + \Gamma(3, (cD_1)^{-1}) + D_1(s_1s_2)^d\right)
\]

\[
\leq c\|f\|_\infty^2 (s_1s_2)^d \left((s_1s_2)^d \exp\left(-\frac{1}{cD_1}\right) \sum_{k=0}^{2(d-1)} (cD_1)^{-k} + \exp\left(-\frac{1}{cD_1}\right) \sum_{k=0}^{2(d-1)} (cD_1)^{-k} + D_1(s_1s_2)^d\right)
\]

\[
\leq c\|f\|_\infty^2 (s_1s_2)^d \left((s_1s_2)^d \exp\left(-\frac{1}{cD_1}\right) D_1^{-2d} + D_1(s_1s_2)^d\right).
\]

Here, \(\Gamma(\cdot, \cdot)\) denotes the upper incomplete gamma function, whose explicit values are well-known if the first argument is an integer. Combining now (A.1), (A.2), (A.6), (A.7) and (A.11),
we get by choosing $D_1 = (-c \log((s_1s_2)^d))^{-1}$, $D_2 = -2\kappa^{-1} \log((s_1s_2)^d)$ as in (A.8)

$$\text{Var}\left(\frac{1}{T} \int_0^T f(X_s, Y_s) \, ds\right) \leq c T^{-1} \|f\|_2^2 \left(\delta(s_1s_2)^d + \log((s_1s_2)^d)^{2d+1}(s_1s_2)^{2d}\right),$$

and thus choosing $\delta = 288s_1/\|y\|$ entails for large enough $T$

$$\text{Var}\left(\frac{1}{T} \int_0^T f(X_s, Y_s) \, ds\right) \leq c T^{-1} \|f\|_2^2 s_1(s_1s_2)^d.$$

**Proof of (3.6)** To prove the assertion, it suffices to combine equations (A.1), (A.2), (A.6), (A.7), (A.9) and (A.11) with the choices $\delta_0 = 0, \delta = 288s_1/\|y\|, D_1 = (-c \log((s_1s_2)^d))^{-1}, D_2 = -2\kappa^{-1} \log((s_1s_2)^d)$.

To conclude the proof it only remains to consider why the assumptions we get by choosing $\variance bound holds, which then yields a tighter bound.

Define the function class

$$\mathcal{G} := \{K((x - \cdot)/h_1, (y - \cdot)/h_2) : (x, y) \in D \cap \mathbb{Q}^{2d}\}, \quad h_1, h_2 \in (0, 1),$$

where $K(x, y) = K_1(x)K_2(y)$ with $K_1, K_2$ being Lipschitz continuous, bounded functions of compact support with Lipschitz constants $L_1, L_2$ wrt to the sup-norm $\|\|_\infty$.

**Lemma A.2.** Let $D \subset \mathbb{R}^{2d}$ be a bounded set, assume $A$, and let $f$ be a locally bounded function. Then, for large enough $t$, it holds for any $\varepsilon > 0$

$$N(\varepsilon, Gf, d_{\infty}) \leq \left(\frac{2L_K \sup_{z \in \mathcal{K}} |f(z)|(h_1^{-1} + h_2^{-1}) \text{diam}(D)}{\varepsilon}\right)^{2d},$$

$$N(\varepsilon, Gf, d_{\infty}(\mu)) \leq \left(\frac{2L_K \text{diam}(D)\sqrt{\mu} \sup_{z \in \mathcal{K}} |f(z)|(h_1h_2)^{d/2}(h_1^{-1} + h_2^{-1})}{\varepsilon}\right)^{2d},$$

$$N(\varepsilon, Gf, d_{\infty,t}) \leq \left(\frac{2L_K e^d \sup_{z \in \mathcal{K}} |f(z)|(h_1h_2)^d \psi_d(h_1, h_2, t)(h_1^{-1} + h_2^{-1}) \text{diam}(D)}{\varepsilon}\right)^{2d},$$

where

$$\mathcal{K} := \bigcup_{(x, y) \in D \cap \mathbb{Q}^{2d}} \text{supp}(K((x - \cdot)/h_1, (y - \cdot)/h_2)), \quad L_K := L_1\|K_2\|_\infty + L_2\|K_1\|_\infty.$$

**Proof.** Fix $\varepsilon > 0$. For all $(x, y) \in D \cap \mathbb{Q}^{2d}$, $K((x - \cdot)/h_1, (y - \cdot)/h_2)$ is Lipschitz continuous with Lipschitz constant $L_k(h_1^{-1} + h_2^{-1})$ wrt to the sup-norm. Hence, for $(x, y) \in \mathbb{R}^{2d}$

$$B_{\infty}(K((x - \cdot)/h_1, (y - \cdot)/h_2), \varepsilon)$$

$$\sup \{K((a - \cdot)/h_1, (b - \cdot)/h_2) : \|K((x - \cdot)/h_1, (y - \cdot)/h_2) - K((a - \cdot)/h_1, (b - \cdot)/h_2)\|_{\infty} < \varepsilon\}$$

$$\sup \{K((a - \cdot)/h_1, (b - \cdot)/h_2) : \|(x, y) - (a, b)\|_{\infty} < \varepsilon(L_k(h_1^{-1} + h_2^{-1}))^{-1}\}. \quad (A.12)$$

Let $Q \supset D$ be a cube of side length $\text{diam}(D) < \infty$. Then, for

$$\bar{\pi} := \left(\frac{L_k(h_1^{-1} + h_2^{-1}) \text{diam}(D)}{\varepsilon}\right)^{2d},$$
there exist points \((x_1, y_1), \ldots, (x_N, y_N) \in Q\) such that \(D \subset Q \subset \bigcup_{i=1}^N B_{d_\infty}(x_i, y_i), \varepsilon(L_K(h_1^{-1} + h_2^{-1}))^{-1}\). It now follows from (A.12) that \(B_{d_\infty}(K((x_i - \cdot)/h_1, (y_i - \cdot)/h_2), \varepsilon) : i = 1, \ldots, N\) is an external covering of \(\mathcal{G}\). Hence, we obtain

\[
N(\varepsilon, \mathcal{G}, d_\infty) \leq N_{\text{ext}}(\varepsilon/2, \mathcal{G}, d_\infty) \leq \left(\frac{2L_K(h_1^{-1} + h_2^{-1}) \operatorname{diam}(D)}{\varepsilon}\right)^{2d}.
\]

Now, let \(\mathcal{F}\) be an \(\sup_{z \in \mathbb{X}} |f(z)|\) cover of \(\mathcal{G}\) with respect to \(d_\infty\), where we can assume without losing generality that \(\sup_{z \in \mathbb{X}} |f(z)| > 0\). Then, for any \((x, y) \in D \cap \mathbb{Q}^{2d}\), there exists \(g \in \mathcal{F}\) such that

\[
d_\infty(f, g, K((x - \cdot)/h_1, (y - \cdot)/h_2)) \leq \sup_{z \in \mathbb{X}} |f(z)| d_\infty(g, K((x - \cdot)/h_1, (y - \cdot)/h_2)) \leq \varepsilon.
\]

Now note that for \((x_1, y_1), (x_2, y_2) \in D \cap \mathbb{Q}^{2d}\)

\[
d_{L^2(\mu)}(f, g) = \mathrm{diam}(f((x_1 - \cdot)/h_1, (y_1 - \cdot)/h_2), f((x_2 - \cdot)/h_1, (y_2 - \cdot)/h_2))
\leq \sqrt{\|\rho\|_\infty} \sup_{z \in \mathbb{X}} |f(z)|(h_1 h_2) d_2(\mathcal{K}(x_1/h_1 - \cdot, y_1/h_2 - \cdot), \mathcal{K}(x_2/h_1 - \cdot, y_2/h_2 - \cdot)),
\]

and hence

\[
N(\varepsilon, \mathcal{G}, d_\infty) \leq N\left(\sqrt{\|\rho\|_\infty} \sup_{z \in \mathbb{X}} |f(z)|(h_1 h_2) d_2(\mathcal{K}(x_1/h_1 - \cdot, y_1/h_2 - \cdot), \mathcal{K}(x_2/h_1 - \cdot, y_2/h_2 - \cdot)), \mathcal{G}, d_\infty\right) \leq \left(\frac{2L_K \operatorname{diam}(D) \sqrt{\|\rho\|_\infty} \sup_{z \in \mathbb{X}} |f(z)|(h_1 h_2) d_2 \operatorname{diam}(\mathcal{K})(h_1^{-1} + h_2^{-1})}{\varepsilon}\right)^{2d}.
\]

Similarly, we obtain from Proposition 3.1 for \((x_1, y_1), (x_2, y_2) \in D \cap \mathbb{Q}^{2d}\) that there exists a constant \(c_D > 0\), depending on \(D\) and \(K\), such that for large enough \(t\)

\[
d_{G,t}((f, ((x_1 - \cdot)/h_1, (y_1 - \cdot)/h_2), f((x_2 - \cdot)/h_1, (y_2 - \cdot)/h_2))
\leq c_D \sup_{z \in \mathbb{X}} |f(z)|(h_1 h_2) d_2(\mathcal{K}(x_1/h_1 - \cdot, y_1/h_2 - \cdot), \mathcal{K}(x_2/h_1 - \cdot, y_2/h_2 - \cdot))
\]

Thus, for large enough \(t\),

\[
N(\varepsilon, \mathcal{G}, d_{G,t}) \leq N\left(\sqrt{\|\rho\|_\infty} \sup_{z \in \mathbb{X}} |f(z)|(h_1 h_2) d_2 \operatorname{diam}(\mathcal{K})(h_1^{-1} + h_2^{-1})^2, \mathcal{G}, d_\infty\right) \leq \left(\frac{2L_K c_D \sup_{z \in \mathbb{X}} |f(z)|(h_1 h_2) d_2 \operatorname{diam}(\mathcal{K})(h_1^{-1} + h_2^{-1}) \operatorname{diam}(D)}{\varepsilon}\right)^{2d},
\]

which completes the proof.

**Remark A.3.** In equation (A.13), we implicitly used that there exists a *uniform* constant, such that the results of Propositions 3.1 and 3.2 hold for all \(g \in \mathcal{G}\). A look at the proof of these assertions shows that this is indeed true, since we can find a bounded set \(\bar{D} \subset \mathbb{R}^{2d}\) fulfilling

\[
\bigcup_{(x, y) \in D \cap \mathbb{Q}^{2d}} \operatorname{supp}(K((x - \cdot)/h_1, (y - \cdot)/h_2)) \subset \bar{D}.
\]

Furthermore, for the case \(\inf_{(x, y) \in D} \|y\| > \varepsilon > 0\) and \(n = 1\), the constants depending on \(\|y_1\|\) in Proposition 3.2 can all be replaced by analogous constants with respect to \(\varepsilon\). This observation will also be used in the proof of Proposition 3.4.
**Proof of Proposition 3.3.** First note that the decomposition into bias and stochastic error yields

\[
\mathbb{P}_\infty^{(p)}(\hat{\mu}_{h_1,h_2,T}, \rho; D) \leq \mathbb{E} \left[ \sup_{z \in D} |\hat{\mu}_{h_1,h_2,T}(z) - \mu(\hat{\mu}_{h_1,h_2,T})|^p \right] + B_\rho(h_1, h_2).
\]

We continue by bounding the first term. Denseness of \( \mathbb{Q} \) in \( \mathbb{R} \) gives

\[
\mathbb{E} \left[ \sup_{z \in \overline{u}} \|G_T(g)\|^p \right]^{1/p} = T^{-1/2}(h_1 h_2)^{-d} \mathbb{E} \left[ \sup_{g \in \overline{u}} \|G_T(g)\|^p \right]^{1/p},
\]

where \( \overline{u} = \{ K((x - \cdot)/h_1, (y - \cdot)/h_2) - \mu(K((x - \cdot)/h_1, (y - \cdot)/h_2)) : (x, y) \in D \cap \mathbb{Q}^{2d} \} \). Now, since \( Z \) is exponentially \( \beta \)-mixing, Theorem 3.2 in [8] implies that for \( m_T \in (0, T/4] \) there exist \( T \in [m_T, 2m_T] \) and a constant \( c > 0 \) such that

\[
\mathbb{E} \left[ \sup_{g \in \overline{u}} \|G_T(g)\|^p \right]^{1/p} \leq c \left( \int_0^\infty \log N(u, \overline{u}, \sqrt{d} \|d\|) \, du + \int_0^\infty \sqrt{\log N(u, \overline{u}, d_{G,T})} \, du \right.
\]

\[
+ 4 \sup_{g \in \overline{u}} \left( \frac{m_T}{\sqrt{T}} \|g\|_p + \|g\|_{G,T} \sqrt{T} + \frac{1}{4} \|g\|_{\infty} \sqrt{T} e^{-\sup_{g \in \overline{u}} |g|} \right) \right). \quad (A.14)
\]

Obviously, the results of Lemma A.2 continue to hold with different constants for \( \overline{u} \). Thus, for large enough \( T \),

\[
\int_0^c \log N(u, \overline{u}, \sqrt{d} \|d\|) \, du = c \frac{m_T}{\sqrt{T}} \int_0^c \log N(u, \overline{u}, d_{G,T}) \, du
\]

\[
\leq c \frac{m_T}{\sqrt{T}} \sqrt{\log \left( \frac{c(h_1^{-1} + h_2^{-1})}{u} \right)} \, du \leq c \frac{m_T}{\sqrt{T}} \sqrt{\log T}.
\]

From Proposition 3.1 and the inequality

\[
\int_0^c \sqrt{\log(M/u)} \, du \leq 4C \sqrt{\log(M/C)} \quad \text{if} \quad \log(M/C) \geq 2 \quad (A.15)
\]

(see, e.g., p. 592 of [12]), we get for large enough \( T \)

\[
\int_0^\infty \sqrt{\log N(u, \overline{u}, d_{G,T})} \, du \leq c \int_0^{c(h_1 h_2)^d \psi_d(h_1, h_2, T)} \sqrt{\log \left( \frac{c(h_1 h_2)^d \psi_d(h_1, h_2, T)(h_1^{-1} + h_2^{-1})}{u} \right)} \, du
\]

\[
\leq c(h_1 h_2)^d \psi_d(h_1, h_2, T) \sqrt{\log T},
\]

where we used \((A.15)\) and \( h_1, h_2 \in \mathcal{H} \). Letting \( m_T = (p/\gamma) \log T \) yields together with Proposition 3.1 and \((A.14)\) for large enough \( T \) and \( 1 \leq p \leq \gamma \log T \), with \( \gamma > 0 \),

\[
\mathbb{E} \left[ \sup_{g \in \overline{u}} \|G_T(g)\|^p \right]^{1/p} \leq c \left( \frac{p \log T^2}{\sqrt{T}} + (h_1 h_2)^d \psi_d(h_1, h_2, T) \sqrt{\log T + \frac{\log T}{\sqrt{T}} p^2 + (h_1 h_2)^d \psi_d(h_1, h_2, T) \sqrt{p}} \right),
\]

which completes the proof. ■
Proof of Proposition 3.4. Denoting $G_{h_1, h_2, T}(z) := \hat{\rho}_{h_1, h_2, T}(z) - E[\hat{\rho}_{h_1, h_2, T}(z)]$, we obtain

$$\hat{\rho}_{h_1, h_2, T}(z) - \rho(z) = G_{h_1, h_2, T}(z) + (\rho * K_{h_1, h_2} - \rho)(z), \quad \forall z \in D. \tag{A.16}$$

For bounding $E[\|G_{h_1, h_2, T}(z)\|_{L^\infty(D)}]$, we discretize $D$ by means of a finite set $D_T \subset D$ such that any point $z \in D$ fulfills $\inf_{z \in D_T} |z - \tilde{z}| \leq \delta_T$, which can be done with $\text{card}(D_T) \leq c \delta_T^{-2d}$. Exploiting Lipschitz continuity of $K_1, K_2$ yields

$$\sup_{z \in D} |G_{h_1, h_2, T}(z)| - \sup_{z \in D_T} |G_{h_1, h_2, T}(z)| \leq c(h_1^{-1} + h_2^{-1})(h_1 h_2)^{-d} \delta_T.$$

Now, Proposition 3.2 and Lemma 4.2 imply that, for $h_1, h_2$ small enough and $m_t \in (0, \frac{1}{4}]$, there exists $\tau \in [m_t, 2m_t]$ such that

$$\mathbb{P}\left(\sup_{z \in D_T} |G_{h_1, h_2, T}(z)| > \left( r \sqrt{\frac{\log T}{T}} \psi_d^\circ(h_1, h_2) \right) \right) \leq 2 \sum_{z \in D_T} \left( 2 \exp \left( \frac{-r^2 \log T \psi_d^\circ(h_1, h_2)^2}{32(\tau \text{Var}(\hat{\rho}_{h_1, h_2, T}(z)) + 4 \|K_1\|_\infty r \log T \sqrt{\psi_d^\circ(h_1, h_2) m_T}) \right) + \frac{T}{m_T} e^{-\kappa m_T} \mathbb{1}_{(0, \tau^2(h_1, h_2)^{-d})} \left( r \sqrt{\frac{\log T}{T}} \psi_d^\circ(h_1, h_2) \right) \right) \leq c \delta_T^{-2d} \left( \exp \left( \frac{-r^2 \log T \psi_d^\circ(h_1, h_2)^2}{c(1 + (h_1 h_2)^{-d} r \log T \sqrt{\psi_d^\circ(h_1, h_2) m_T})} \right) + \frac{T}{m_T} e^{-\kappa m_T} \mathbb{1}_{(0, \tau^2(h_1, h_2)^{-d})} \left( T^{1/2} \log T^{-1/2} \psi_d^\circ(h_1, h_2)^{-1}(r) \right), \right.$$

where we assume that $m_T = c_m \log T$ for some $c_m > 0$. Then, the well-known inequality

$$\mathbb{E}[Y] \leq a + \int_a^\infty \mathbb{P}(Y > r) \, dr, \quad a \geq 0,$$

implies for $Y := \sup_{z \in D_T} |G_{h_1, h_2, T}(z)| \sqrt{\frac{-\log T}{T}} \psi_d^\circ(h_1, h_2)^{-1},$ with a suitable constant $c_d > 0$ depending on $a$,

$$\mathbb{E}\left[ \sup_{z \in D_T} |G_{h_1, h_2, T}(z)| \right] \leq \left( \sqrt{\frac{\log T}{T}} \psi_d^\circ(h_1, h_2) \right) \left( a + c \delta_T^{-2d} \int_a^\infty \exp \left( \frac{-r^2 \log T}{c(1 + (h_1 h_2)^{-d} r \log T \sqrt{\psi_d^\circ(h_1, h_2) m_T})} \right) \right.$$

$$\left. + \frac{T}{m_T} e^{-\kappa m_T} \mathbb{1}_{(0, \tau^2(h_1, h_2)^{-d})} \left( T^{1/2} \log T^{-1/2} \psi_d^\circ(h_1, h_2)^{-1}(r) \right) \right) \, dr \right).$$
where we used Assumption (3.8). Lipschitz continuity of $K_{h_1, h_2}$ then yields
\[
\mathbb{E} \left[ \| G_{h_1, h_2, T}(z) \|_{L^\infty(D)} \right] \leq \mathbb{E} \left[ \sup_{z \in D} | G_{h_1, h_2, T}(z) - \sup_{z \in D} | G_{h_1, h_2, T}(z) | \right] + \mathbb{E} \left[ \sup_{z \in D} | G_{h_1, h_2, T}(z) | \right],
\]
Then, choosing $\delta_T = (h_1 h_2)^{d+1} \sqrt{T^{-1} \log T} \psi_d(h_1, h_2)$ immediately yields
\[
(h_1 h_2)^{-d}(h_1^{-1} + h_2^{-1})\delta_T \in O \left( \sqrt{\frac{\log T}{T}} \psi_d(h_1, h_2) \right).
\]
Now note that $h_1, h_2 \in \mathcal{H}$ implies the existence of $c, Q > 0$ such that $\delta_T^{-2d} \leq c T^Q$, for large enough $T$. Hence, choosing $a^2 = c Q, c_m = \kappa^{-1}(\hat{Q} + Q)$ yields
\[
\mathbb{E} \left[ \| G_{h_1, h_2, T}(z) \|_{L^\infty(D)} \right] \in O \left( \sqrt{\frac{\log T}{T}} \psi_d(h_1, h_2) \right).
\]
The assertion now follows by combining this with decomposition (A.16).

Proof of Theorem 3.6. It is well-known that there exists a constant $c > 0$, such that, for $h_1, h_2$ small enough and for all $z \in D$,
\[
\mathcal{B}_\rho(h_1, h_2) = |(\rho * K_{h_1, h_2} - \rho)(z)| \leq c(h_1^{\beta_1} + h_2^{\beta_2})
\]
(see, e.g., Proposition 1 in [4]). Plugging this bound and $h_1, h_2$ as specified in (3.11) and (3.13) into (3.7) and (3.9), the assertion follows, since $\beta_1 > 1, \beta_2 > 2$ implies that (3.8) is satisfied.

B. Proofs for Section 4

The proof of Theorem 4.3 will require the following Lemma.

Lemma B.1. Suppose that $Z$ is exponentially $\beta$-mixing, and let $\mathcal{G}$ be a countable class of bounded real-valued functions. Then, for $m_t \in (0, t/4)$, there exists $\tau \in [m_t, 2m_t]$ such that, for any $p \geq 1$,
\[
\sup_{g \in \mathcal{G}} \left( \frac{1}{\tau} \int_0^\tau g(Z_s) \, ds \right)^{1/p} \leq \sup_{g \in \mathcal{G}} \left( c_1 m_t \| g \|_{\infty, p} + c_2 \sqrt{\tau p} \| g \|_{\infty, \tau} + 2 c_2 t \| g \|_{\infty, e} \frac{e^{m_t}}{p} + t \| \mu(g) \| \right),
\]
where $c_1 = 8 e^{1/2e} \sqrt{2} e^{1/(12)} \tau^{-1}$. $c_2 = 2(2e)^{-1/2} e^{1/(2e)} \sqrt{\tau} e^{1/6}$.

Proof. We start by splitting the process $(Z_s)_{0 \leq s \leq t}$ into $2n_t$ parts of length $m_t$, where $t = 2_n m_t, n \in \mathbb{N}$, i.e., for $j \in \{1, \ldots, n_t\}$, we define the processes
\[
Z^{j,1}_t := (Z_s)_{s \in [2(j-1)m_t, 2j-1)m_t]} \quad Z^{j,2}_t := (Z_s)_{s \in [(2j-1)m_t, 2j)m_t]}.
\]
Analogously to the proof of Lemma 3.1 and Theorem 3.2 of [8], we use arguments of the proof of Proposition 5.2 of [21], yielding the existence of a process $(\tilde{Z}_s)_{0 \leq s \leq t}$ such that, for $k = 1, 2,$
and, analogously, define $I_g(Z^{j,k}) := \int_{2(j-1)m_1}^{2jm_1} g(Z_s) \, ds$, $I_g(\hat{Z}^{j,k}) := \int_{2(j-1)m_1}^{2jm_1} g(Z_s) \, ds$, $j = 1, \ldots, n_t,$

and, analogously, define $I_g(\hat{Z}^{j,k})$ for $k = 1, 2, j = 1, \ldots, n_t$. Then, for fixed $p \geq 1$, $g \in \mathcal{G}$, it holds

$$
\left( \mathbb{E}\left[ \left| \int_0^t g(Z_s) \, ds \right|^p \right] \right)^{1/p} \leq \left( \mathbb{E}\left[ \left| \sum_{k=1}^2 \sum_{j=1}^{n_t} (I_g(Z^{j,k}) - I_g(\hat{Z}^{j,k})) \right|^p \right] \right)^{1/p} + \left( \mathbb{E}\left[ \left| \sum_{k=1}^2 \sum_{j=1}^{n_t} I_g(\hat{Z}^{j,k}) \right|^p \right] \right)^{1/p}
$$

$$
\leq 2m_t \|g\|_\infty \sum_{k=1}^2 \sum_{j=1}^{n_t} \mathbb{P}(Z^{j,k} \neq \hat{Z}^{j,k})^{1/p} + \left( \mathbb{E}\left[ \left| \sum_{k=1}^2 \sum_{j=1}^{n_t} I_g(\hat{Z}^{j,k}) \right|^p \right] \right)^{1/p}
$$

$$
\leq 2c_v t \|g\|_\infty e^{-\frac{\nu m_t}{p}} + \sum_{k=1}^2 \left( \mathbb{E}\left[ \left| \sum_{j=1}^{n_t} (I_g(Z^{j,k}) - m_t \mu(g)) \right|^p \right] \right)^{1/p} + t|\mu(g)|.
$$

Since $\hat{Z}^{1,k}, \ldots, \hat{Z}^{n_t,k}$ are independent, the classical Bernstein inequality gives for $u > 0$

$$
\mathbb{P}\left( \left| \sum_{j=1}^{n_t} (I_g(Z^{j,k}) - m_t \mu(g)) \right| > \sqrt{2n_t \text{Var}\left( \int_0^{m_t} g(Z_s) \, ds \right) u + \frac{4}{3} m_t \|g\|_\infty u} \right) \leq e^{-u},
$$

and thus Lemma A.2 in [9] implies

$$
\sum_{k=1}^2 \left( \mathbb{E}\left[ \left| \sum_{j=1}^{n_t} (I_g(Z^{j,k}) - m_t \mu(g)) \right|^p \right] \right)^{1/p} \leq c'_1 \|g\|_\infty p + c'_2 \sqrt{t \text{Var}\left( \frac{1}{\sqrt{m_t}} \int_0^{m_t} g(Z_s) \, ds \right)} \sqrt{p},
$$

where $c'_1 = \frac{3 \pi}{2} e^{1/2e} (\sqrt{2e} e^{1/(12p)})^{1/p} e^{-1}, c'_2 = 2(2e)^{-1/2} e^{1/(2e)} (\sqrt{2e} e^{1/(6p)})^{1/p}$. The generalization to $m_t \in (0, t/4)$ is now analogous to the proof of Lemma 3.1 and Theorem 3.2 of [8].

Proof of Theorem 4.3. We start by noting that, letting

$$
\|l_{t,g}(g)\|_{L^p} := \frac{1}{\sqrt{t}} \int_0^t g(Z_s) \sum_{k=1}^d \sigma_k(Z_s) dW_s^k, \quad g \in \mathcal{G}, j \in \{1, \ldots, d\},
$$

we obtain for any $p \geq 1$

$$
\left( \mathbb{E}\left[ \sup_{g \in \mathcal{G}} \|l_{t,g}(g) - \sqrt{t} \mu(g)\|_p \right] \right)^{1/p} \leq \left( \mathbb{E}\left[ \sup_{g \in \mathcal{G}} |G_t(g b_j - \mu(g b_j))| \right] \right)^{1/p} + \left( \mathbb{E}\left[ \sup_{g \in \mathcal{G}} \|l_{t,g}(g)\|_p \right] \right)^{1/p}.
$$

(B.1)
Theorem 3.2 of [8] then implies that there is a constant $c > 0$ such that, for any $m_t \in (0, t/4]$, there exists $\tau \in [m_t, 2m_t]$ such that, for any $p \geq 1$,

$$
\left( \mathbb{E} \left[ \sup_{g \in G} |G(g)(y) - \mu(g(y))|^p \right] \right)^{1/p} \leq c \left( \int_0^\infty \log N(u, G^b, \frac{m_t}{\sqrt{t}}, d_{\infty}) \, du + \int_0^\infty \sqrt{\log N(u, G^b, d_{\tau, t})} \, du \right) + \sup_{g \in G} \left( \frac{m_t}{\sqrt{t}} \|g^b\|_{\infty, p} + \|g^b\|_{G, \tau} \sqrt{p} + \|g^b\|_{\infty} c_k \sqrt{\kappa t} \right).
$$

It thus remains to bound \( \left( \mathbb{E} \left[ \sup_{g \in G} |G^b(g)|^p \right] \right)^{1/p} \). Since, for any $g \in G$,\( \int_0^t g(Z_s) \sum_{k=1}^d \sigma_{jk}(Z_s) \, dW^k_s \) is a continuous martingale, (4.4) yields

$$
\mathbb{P} \left( \left| G^b(g) \right| > u \right) \leq 2e^{-\frac{u^2}{2}} + \mathbb{P} \left( \int_0^t g^2(Z_s) \, ds > y \right), \quad u, y > 0,
$$

where $a = \sigma \sigma^\top$. Additionally, Lemma 4.2 yields for $y > 0$ that, for any $m_{t,2} \in (0, t/4]$, there exists $\tau_2 \in [m_{t,2}, 2m_{t,2}]$ such that

$$
\mathbb{P} \left( \int_0^t g^2(Z_s) \, ds > y + t \mu(g^2 a_{jj}) \right)
\leq 2 \exp \left( -\frac{y^2}{32t \left( \text{Var} \left( \frac{1}{\sqrt{t^2}} \int_0^t (g^2 a_{jj})(Z_s) \, ds \right) + 2y \|g^2 a_{jj}\|_{\infty, \infty} \frac{m_{t,2}}{t} \right)} \right) + \frac{t}{m_{t,2}} \|g^2 a_{jj}\|_{\infty, \infty} \|g^2 a_{jj}\|_{\infty, \infty},
$$

and, letting

$$
y_{u, t} := \sqrt{2 \text{Var} \left( \frac{1}{\sqrt{t^2}} \int_0^t (g^2 a_{jj})(Z_s) \, ds \right) + \sqrt{256u \|g^2 a_{jj}\|_{\infty, \infty} \frac{m_{t,2}}{t}}},
$$

we get

$$
\mathbb{P} \left( \int_0^t g^2(Z_s) \, ds > \sqrt{32ut} y_{u, t} + t \mu(g^2 a_{jj}) \right) \leq 2e^{-u} + \frac{t}{m_{t,2}} c_k \sqrt{\kappa t} \sqrt{8} \mathbb{1}_{(u, \infty)} \left( \frac{\sqrt{u}}{m_{t,2}} \right).
$$

The choice $m_{t,2} = \frac{\sqrt{t}}{4}$ then yields, for large enough $t$,

$$
\mathbb{P} \left( \int_0^t g^2(Z_s) \, ds > \sqrt{32ut} y_{u, t} + t \mu(g^2 a_{jj}) \right) \leq 2e^{-u} + 2c_k \sqrt{\kappa t} \sqrt{8} \mathbb{1}_{(u, \infty)} \left( \frac{\sqrt{u}}{8} \right) \leq 2e^{-u} + 2e^{-\frac{\sqrt{u}}{8}} \mathbb{1}_{(u, \infty)} \left( \frac{\sqrt{u}}{8} \right) \leq 4e^{-u}.
$$

Hence, we have for $r > 0$

$$
\mathbb{P} \left( \left| G^b(g) \right| > u \right) \leq 2 \exp \left( -\frac{r^2}{16 \sqrt{u} \|g^2 a_{jj}\|_{G, \tau_2} + \sqrt{8192 \kappa^{-1} u \|g^2 a_{jj}\|_{\infty, \infty} \frac{1}{\sqrt{t}} + 2\mu(g^2 a_{jj})} \right) + 4e^{-u},
$$

and, thus, it holds for large enough $t$

$$
6e^{-u} \geq \mathbb{P} \left( \left| G^b(g) \right| > \frac{4(\sqrt{t} + u)}{t^{1/4}} \|g^2 a_{jj}\|_{G, \tau_2} + u \left( \frac{8192 \|a_{jj}\|_{\infty, \infty}^2}{\kappa t} \right)^{1/4} \|g\|_{\infty} + \sqrt{u} \|a_{jj}\|_{\infty} \mu(g^2) \right).
$$
where we used Jensen’s inequality and Fubini’s theorem for showing
\[
\sqrt{\|g^2a_{ij}\|_{G,t_2}} \leq \left( \frac{1}{\tau_2} \mathbb{E}\left[ \left( \int_0^{\tau_2} (g^2 a_{ij}(Z_s) \, ds) \right)^2 \right] \right)^{1/4} = \left( \frac{1}{\tau_2} \mathbb{E}\left[ \left( \int_0^{\tau_2} (g^2 a_{ij}(Z_s) \, ds) \right)^2 \right] \right)^{1/4} \leq \left( E \left[ \left( \int_0^{\tau_2} (g^2 a_{ij}(Z_s) \, ds) \right)^2 \right] \right)^{1/4} \leq \tau_2^{1/4} \|a_{ij}\|_{\infty} \mu(g^4)^{1/4} \leq \left( \frac{t}{\kappa} \right)^{1/8} \|a_{ij}\|_{\infty}^{1/2} \mu(g^4)^{1/4}.
\]

We now want to use Theorem 3.5 in [9] which requires a bound of the form \(2 \exp(-u)\). However, inspection of the proof of this theorem and, in particular, the proof of Lemma A.4 of [9] used therein shows that the bound in (B.3) suffices. Thus, we have that there exist constants \(c_1, c_2 > 0\) and \(t_0 > 0\) such that, for any \(p \geq 1\) and \(t \geq t_0\),
\[
\left( E \left[ \sup_{g \in \mathcal{G}} \|l_{t,0}(g)\|^p \right] \right)^{1/p} \leq c_1 \int_0^\infty \log N(u, \mathcal{G}, t^{-1/4}d_{\infty} + t^{-1/8}d_{L_4(\mu)}) \, du
\]
\[
+ c_2 \int_0^\infty \sqrt{\log N(u, \mathcal{G}, d_{L_2(\mu)} + t^{-1/8}d_{L_4(\mu)})} \, du
\]
\[
+ 2 \sup_{g \in \mathcal{G}} \left( E \left[ \|l_{t,0}(g)\|^p \right] \right)^{1/p}
\]
\[
\leq c_1 \int_0^\infty \log N(u, \mathcal{G}, t^{-1/4}d_{\infty} + t^{-1/8}d_{L_4(\mu)}) \, du
\]
\[
+ c_2 \int_0^\infty \sqrt{\log N(u, \mathcal{G}, d_{L_2(\mu)} + t^{-1/8}d_{L_4(\mu)})} \, du
\]
\[
+ \frac{2}{\sqrt{t}} C_p \sup_{g \in \mathcal{G}} \left( E \left[ \left( \int_0^t g^2(Z_s) a_{ij}(Z_s) \, ds \right)^{p/2} \right] \right)^{1/p}
\]
\[
\leq c_1 \int_0^\infty \log N(u, \mathcal{G}, t^{-1/4}d_{\infty} + t^{-1/8}d_{L_4(\mu)}) \, du
\]
\[
+ c_2 \int_0^\infty \sqrt{\log N(u, \mathcal{G}, d_{L_2(\mu)} + t^{-1/8}d_{L_4(\mu)})} \, du
\]
\[
+ \frac{2}{\sqrt{t}} C_p \sup_{g \in \mathcal{G}} \left( E \left[ \left( \int_0^t g^2(Z_s) a_{ij}(Z_s) \, ds \right)^p \right] \right)^{1/(2p)}
\]
\[
\text{where we used the Burkholder–Davis–Gundy inequality (with } C_p > 0 \text{ denoting the corresponding constant) and Hölder’s inequality. Additionally, we bounded the } \gamma_a \text{ functionals appearing in Theorem 3.5 of [9] by the corresponding entropy integrals (see Section 1.2 in [20]). Thus, we can see that } c_1, c_2 \text{ can be set to}
\]
\[
c_1 = 4\widetilde{C}_0 \left( \frac{\|a_{ij}\|_{\infty}^2}{\sqrt{\kappa}} \right)^{1/4} \left( 1 + \left( \frac{32}{\sqrt{\kappa}} \right)^{1/4} \right), \quad c_2 = \widetilde{C}_1 \sqrt{\|a_{ij}\|_{\infty}} \left( \sqrt{2} + 4\kappa^{-1/8} \right),
\]
\[
\text{29}
\]
where $\bar{C}_0, \bar{C}_1$ represent the universal constants from Theorem 3.5 in [9], adjusted to the bound in (B.3) and multiplied by the respective constants involved in bounding the $\gamma_a$ functionals. Furthermore, combining Proposition 4.2 in [1] with the Hölder inequality shows that there exists a universal constant $\bar{C}_2 > 0$ such that $C_p \leq \bar{C}_2 \sqrt{p}$ and, thus, Lemma B.1 implies that for any $\bar{m}_t \in (0, t/4)$ there exists $\bar{t} \in [\bar{m}_t, 2\bar{m}_t]$ such that

$$
\frac{2}{\sqrt{t}}C_p \sup_{g \in \mathcal{G}} \left( \mathbb{E} \left[ \left( \int_0^t g^2(Z_s) a_{ij}(Z_s) \, ds \right)^p \right] \right)^{1/(2p)} \leq \frac{2 \bar{C}_2 \sqrt{p}}{\sqrt{t}} \sup_{g \in \mathcal{G}} \left( \mathbb{E} \left[ \left( \int_0^\infty g^2(Z_s) a_{ij}(Z_s) \, ds \right)^p \right] \right)^{1/(2p)}
$$

$$
\leq \sup_{g \in \mathcal{G}} \left( C \left( \bar{m}_t \| g^2 a_{ij} \|_\infty \sqrt{p} + \sqrt{p} \| g^2 a_{ij} \|_{L^2(\mu)} + \| g^2 a_{ij} \|_\infty e^{-\frac{\bar{m}_t}{2p}} \right) \right)
$$

$$
\leq \sup_{g \in \mathcal{G}} \left( C \left( \bar{m}_t \| g^2 a_{ij} \|_\infty \sqrt{p} + \sqrt{p} \| g^2 a_{ij} \|_{L^2(\mu)} + \| g^2 a_{ij} \|_\infty e^{-\frac{\bar{m}_t}{2p}} \right) \right)
$$

Combining (B.1), (B.2), (B.4) and (B.5) now yields the required assertion.

**Proof of Proposition 4.4.** We start with the usual decomposition

$$
\mathcal{R}^p(\bar{B}_{j,h_3,h_4,T}, b^j; D) \leq \left( \mathbb{E} \left[ \left| \bar{B}_{j,h_3,h_4,T} - \mu(K_{h_1,h_2}(z - \cdot)b^j) \right|^p \right] \right)^{1/p} + \left( \mathbb{E} \left[ \left| \mu(K_{h_1,h_2}(z - \cdot)b^j) - b^j \right|_{L^p(\mathbb{D})}^p \right] \right)^{1/p}.
$$

Now denseness of $Q$, the dominated convergence theorem for stochastic integrals and Theorem 4.3 yield

$$
\left( \mathbb{E} \left[ \left| \bar{B}_{j,h_3,h_4,T} - \mu(K_{h_1,h_2}(z - \cdot)b^j) \right|_{L^p(\mathbb{D})}^p \right] \right)^{1/p}
$$

$$
= (h_1 h_2)^{-d T^{-1/2}} \left( \mathbb{E} \left[ \sup_{g \in \mathcal{G}} \left| \mu(K((z - \cdot)/(h_1 h_2))) - \sqrt{T} \mu(K((z - \cdot)/(h_1 h_2))b^j) \right|_{L^p(\mathbb{D})}^p \right] \right)^{1/p}
$$

$$
\leq c(h_1 h_2)^{-d T^{-1/2}} \left( \int_0^\infty \log \mathcal{N}(u, \mathcal{S} b^j, m_T d_\infty) \, du + \int_0^\infty \sqrt{\log \mathcal{N}(u, \mathcal{S} b^j, d_{G,\tau})} \, du + \int_0^\infty \log \mathcal{N}(u, \mathcal{S}, T^{-1/4} d_{L^2(\mu)}) \, du + \int_0^\infty \sqrt{\log \mathcal{N}(u, \mathcal{S}, d_{L^2(\mu)} + T^{-1/8} d_{L^4(\mu)})} \, du
$$

$$
+ \sup_{g \in \mathcal{G}} \frac{m_T}{\sqrt{T}} \| g^p \|_\infty + \frac{1}{2} \| g^p \|_\infty \sqrt{T} e^{-\frac{\bar{m}_t}{2p}} + p \sqrt{\frac{m_T \| a_{ij} \|_\infty}{T}} \| g \|_\infty
$$

$$
\leq p^{3/4}(\bar{t}/T)^{1/4} \| g \|_{L^4(\mu)} + \sqrt{p \| a_{ij} \|_\infty \| g \|_\infty e^{-\bar{m}_t/2p}} + \sqrt{p \| a_{ij} \|_\infty \| g \|_{L^2(\mu)}}
$$

We continue by bounding the entropy integrals. Elementary calculations and Lemma A.2 yield

$$
\int_0^\infty \log \mathcal{N}(u, \mathcal{S} b^j, m_T d_\infty) \, du = \frac{m_T}{\sqrt{T}} \left( \sup_{x \in \mathcal{X}} \| b^j(x) \|_K \right)_\infty \log \mathcal{N}(u, \mathcal{S} b^j, d_\infty) \, du
$$

$$
\leq c \frac{m_T}{\sqrt{T}} \left( \sup_{x \in \mathcal{X}} \| b^j(x) \|_K \right)_\infty \log \left( \frac{c(1 + h_1^{-1} + h_2^{-1})}{u} \right) \, du
$$

$$
\leq c \frac{m_T}{\sqrt{T}} \left( 1 + \log \left( \frac{1 + h_1^{-1} + h_2^{-1}}{u} \right) \right).
$$
Analogously, we get
\[
\int_0^\infty \log N(u, \mathcal{G}, T^{-1/4}d_{\infty} + T^{-1/8}d_{\lambda^*(u)}) \, du \\
\leq \int_0^\infty \log N(u, \mathcal{G}, T^{-1/4}d_{\lambda^*(u)}) \, du + \int_0^\infty \log N(u, \mathcal{G}, T^{-1/4}d_{\infty}) \, du \\
\leq \int_0^\infty \log N(T^{1/8}(c_1h_2)^{-d/4}u, \mathcal{G}, d_{\infty}) \, du + cT^{-1/4}\left(1 + \log \left(h_1^{-1} + h_2^{-1}\right)\right) \\
\leq c\left(1 + \log \left(h_1^{-1} + h_2^{-1}\right)\right)\left(T^{-1/4} + T^{-1/8}(h_1h_2)^{d/4}\right).
\]
Furthermore, Proposition 3.1 yields for \(f, g \in \mathcal{G}\) and large enough \(T\)
\[
d_{G,f}(f^{b^T}, g^{b^T}) \leq c(h_1h_2)^d \psi_d(h_1, h_2) =: \Psi,
\]
and, hence, using (A.15) we get by Lemma A.2 for large enough \(T\)
\[
\int_0^\infty \sqrt{\log N(u, \mathcal{G}b^T, d_{G,7})} \, du \leq \int_0^\infty \sqrt{\log N(u \psi_d(h_1, h_2)^{-1}, \mathcal{G}b^T, d_{\infty})} \, du \\
\leq \int_0^\infty \sqrt{\log \left(\frac{c(h_1^{-1} + h_2^{-1})(h_3h_4)^d \psi_d(h_1, h_2)}{u}\right)} \, du \\
\leq c(h_1h_2)^d \psi_d(h_1, h_2) \sqrt{\log(h_1^{-1} + h_2^{-1})}.
\]
For the remaining integral, we argue similarly and get for large enough \(T\)
\[
\int_0^\infty \sqrt{\log N(u, \mathcal{G}, d_{L^2(\mu)} + T^{-1/8}d_{\lambda^*(\mu)})} \, du \\
\leq \int_0^\infty \sqrt{\log N(c(h_1h_2)^d/2 \|K\|_\infty, \mathcal{G}, d_{\infty})} \, du \\
+ \int_0^\infty \sqrt{\log N\left(c(h_1h_2)^d/4T^{-1/8}\|K\|_\infty, \mathcal{G}, d_{\infty}\right)} \, du \\
\leq \int_0^\infty \sqrt{\log \left(\frac{c(h_1^{-1} + h_2^{-1})(h_1h_2)^{d/2}}{u}\right)} \, du \\
+ \int_0^\infty \sqrt{\log \left(\frac{c(h_1^{-1} + h_2^{-1})(h_1h_2)^{d/4}}{T^{1/8}u}\right)} \, du \\
\leq c \sqrt{\log(h_1^{-1} + h_2^{-1})} \left((h_1h_2)^{d/2} + (h_1h_2)^{d/4}T^{-1/8}\right).
\]
Combining everything above and choosing \(m_T = \tilde{m}_T = \frac{\kappa}{\kappa} \log T\), we obtain for \(T\) large enough and \(p \leq \gamma \log T\), with \(\gamma > 0\),
\[
\left(\mathbb{E}\left[\|\mathbf{b}_{j, h_1h_2, T} - \mu(K_{h_1h_2}(z \cdot b^T))\|_{L^p(W)}^p\right]\right)^{1/p} \\
\leq c(h_1h_2)^{-d}T^{-1/2}\left(\frac{p \log(h_1^{-1} + h_2^{-1}) \log T}{\sqrt{T}} + (h_1h_2)^d \psi_d(h_1, h_2)\sqrt{\log(h_1^{-1} + h_2^{-1})}\right) \\
+ T^{-1/8}\left(T^{-1/8} + (h_1h_2)^{d/4}\right) \left(\log(h_1^{-1} + h_2^{-1}) + (h_1h_2)^{d/2}\sqrt{\log(h_1^{-1} + h_2^{-1})}\right) + \frac{p^2 \log T}{\sqrt{T}} \\
+ \sqrt{\log(h_1h_2)^d \psi_d(h_1, h_2) + T^{-1/2}} + \sqrt{\log T} + \frac{\log T}{T} \left((h_1h_2)^{d/4}\right)^{1/4}
\]
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\[
+ \sqrt{p}T^{-1/2} + \sqrt{p}(h_1 h_2)^{d/2} \\
\leq c(h_1 h_2)^{-d} T^{-1/2} \left( \frac{\log T^3}{\sqrt{T}} + (h_1 h_2)^{d/2} \sqrt{\log(h_1^{-1} + h_2^{-1})} \\
+ T^{-1/8} \left( T^{-1/8} + (h_1 h_2)^{d/4} \right) \log(h_1^{-1} + h_2^{-1}) + (h_1 h_2)^{d/2} \sqrt{\log(h_1^{-1} + h_2^{-1})} + \frac{\log T^3}{\sqrt{T}} \\
+ \sqrt{\log T} (h_1 h_2)^d \Psi^d(h_1, h_2) + T^{-1/2} + \sqrt{\frac{\log T^4}{T}} + \log T \left( \frac{\log T}{T} \right)^{1/4} (h_1 h_2)^{d/4} \\
+ \sqrt{\frac{\log T}{T}} + \sqrt{\log T} (h_1 h_2)^{d/2} \right) \\
\leq c_r(h_1 h_2)^{-d/2} T^{-1/2} \sqrt{\log(h_1^{-1} + h_2^{-1})},
\] (B.6)

where we used that \( h_1, h_2 \in \mathcal{H} \) and \((h_1 h_2)^d \geq T^{-1/2} \log(h_1^{-1} + h_2^{-1})\), and where the constant \( c_r \) depends on \( \gamma \).

**Proof of Theorem 4.5.** Introduce the set \( B_T := \{ \| \hat{\rho}_{h_1 h_2, T}(z) - \rho(z) \|_{L^\infty(D)} \leq r_T \} \). Markov’s inequality and Theorem 3.6 then imply, for large enough \( T \) and some constant \( c \) which is independent of \( 1 \leq p \leq c_p \sqrt{\log T} \),

\[
\mathbb{P}(B_T^c) \leq c(\mathcal{W}(\mathcal{B}))^p(\beta_1, \beta_2, d, 0) r_T^{-p} = c \exp(-p \sqrt{\log T}).
\]

Note furthermore that \( \beta > d \) implies \((h_1 h_2)^d \geq T^{-1/2} \log(h_1^{-1} + h_2^{-1})\), for large enough \( T \). Thus, for large enough \( T \), it holds on the event \( B_T^c \)

\[
\mathbb{E} \left[ \sup_{z \in D} |(\hat{b}_{j, h, T, r_T}(z) - b(z)) \rho(z)| 1_{B_T^c} \right] \\
\leq \mathbb{E} \left[ \sup_{z \in D} |\hat{b}_{j, h, T, r_T}(z) \rho(z)| 1_{B_T^c} \right] + \mathbb{E} \left[ \sup_{z \in D} |b(z) \rho(z)| 1_{B_T^c} \right] \\
\leq \mathbb{E} \left[ \sup_{z \in D} |\hat{b}_{j, h, T, r_T}(z) \rho(z)|^2 \right]^{1/2} \mathbb{P}(B_T^c)^{1/2} + c \mathbb{P}(B_T^c) \\
\leq c \left( r_T^{-1} \left( \frac{\log T}{T} \right)^{7/2(d+3)} + 1 \right) \exp \left( -(p/2) \sqrt{\log T} \right) + \exp \left( -p \sqrt{\log T} \right) \\
\leq c \left( \sqrt{T} \exp \left( -(p/2 + 1) \sqrt{\log T} \right) + \exp \left( -p \sqrt{\log T} \right) \right),
\]

where we used equation (B.6) and the Minkowski inequality in the second to last line. Choosing \( p = 5 \sqrt{\log T} \) now gives

\[
\mathbb{E} \left[ \sup_{z \in D} |(\hat{b}_{j, h, T, r_T}(z) - b(z)) \rho(z)| 1_{B_T^c} \right] \in \mathcal{O}(T^{-2}) \subset \mathcal{O} \left( \left( \frac{\log T}{T} \right)^{7/2(d+3)} \right).
\]

On the other hand, on the event \( B_T \) it holds \( \rho/(\hat{\rho}_{h_1, h_2, T}^2 + r_T) \leq 1 \). Thus, by Theorem 3.6 and Proposition 4.4,

\[
\mathbb{E} \left[ \sup_{z \in D} |(\hat{b}_{j, h, T, r_T}(z) - b(z)) \rho(z)| 1_{B_T} \right]
\]
\[
\begin{align*}
&\leq E \left[ \sup_{z \in D} \left( |\hat{b}_{j,h,T}(z) - \frac{b(z)\rho(z)}{\rho_h(z)}| \right) \rho(z) | 1_{B_T} \right] + E \left[ \sup_{z \in D} \left( \frac{b(z)\rho(z)}{\rho_h(z)} - b(z) \right) \rho(z) | 1_{B_T} \right] \\
&\leq c \left( \frac{\log T}{T} \right) \sup_{x \in \mathbb{D}} \left[ E \sup_{z \in D} \left| \rho(z) - \rho_{h_1, h_2, T} \right| 1_{B_T} \right] \\
&\leq c \left( \frac{\log T}{T} \right) + r_T + (\Psi g)(T, \beta_1, \beta_2, d, 0),
\end{align*}
\]

where we used the bias bound (A.17). The assertion now follows since \( \gamma > 0 \) (recall (3.10), (3.11)) implies

\[
(\Psi g)(T, \beta_1, \beta_2, d, 0) + r_t \in \mathcal{O}\left( \left( \frac{\log T}{T} \right)^{4e} \right).
\]

**Proof of Proposition 4.6.** Fix \( j \in \{1, \ldots, d\} \). In what follows, the dependencies on \( j \) and \( q \) will be regularly suppressed in the notation. We start with stating an important auxiliary result.

**Lemma B.2.** Let \( \mathcal{G}_h := \{K_1(x-y)/h_1, K_2((y-\cdot)/h_2) : (x, y) \in D \cap \mathbb{Q}^2 \} \), \( h = (h_1, h_2) \in \mathcal{F}_\epsilon \), and recall the definition of \( H_i^P \) (see (4.3)). Then, for any \( \gamma > 0 \) and large enough \( t \), it holds

\[
\forall u_t \in [1, \gamma \log(t)], \quad \mathbb{P}\left( \sup_{g \in \mathcal{G}_h} |H_i^P(g) - \sqrt{t} \mu(g) b_j| > \Delta_{h,t}(u_t) \right) \leq e^{-u_t},
\]

where

\[
\Delta_{h,t}(u) := 4e \sqrt{\|\rho\|_\infty \|a_{ij}\|_\infty (h_1 h_2)^d} \left( \bar{C}_1 \sqrt{384d \log(h_1^{-1} + h_2^{-1})} \|K\|_\infty + \bar{C}_2 \|K\|_{L^2(\mathbb{A})} u^{1/2} \right). \tag{B.7}
\]

**Proof.** To prove the assertion, we want to combine Markov’s inequality with the uniform moment bounds derived in Theorem 4.3. Choosing \( p = p(t) = u_t \leq \gamma \log t \) for fixed \( \gamma > 0 \), we get as in the derivation of equation (B.6) that there exist \( c_1, c_2 > 0 \) such that, for large enough \( t \),

\[
E \left[ \sup_{g \in \mathcal{G}_h} |H_i^P(g) - \sqrt{t} \mu(g) b_j|^p \right]^{1/p} \leq 2(h_1 h_2)^{d/2} \left( c_1 \sqrt{\log(h_1^{-1} + h_2^{-1})} + c_2 \sqrt{u_t} \right),
\]

where the constants \( c_1, c_2 \) need to satisfy

\[
\bar{C}_1 \int_0^\infty \sqrt{6} \|a_{ij}\|_\infty \log \mathcal{N}(u, \mathcal{G}_h, d_{L^2(\mathbb{A})}) \ du \leq c_1 (h_1 h_2)^{d/2} \sqrt{\log(h_1^{-1} + h_2^{-1})},
\]

\[
2C_2 \sqrt{\|a_{ij}\|_\infty} \|g\|_{L^2(\mathbb{A})} \leq c_2 (h_1 h_2)^{d/2},
\]

for large enough \( t \). Here, \( \bar{C}_1, \bar{C}_2 > 0 \) correspond to the constants obtained in the proof of Theorem 4.3. Now

\[
\|g\|_{L^2(\mathbb{A})} \leq (h_1 h_2)^{d/2} \|\rho\|_\infty^{1/2} \|K\|_{L^2(\mathbb{A})}
\]

shows that \( c_2 = 2C_2 \sqrt{\|a_{ij}\|_\infty} \|\rho\|_\infty^{1/2} \|K\|_{L^2(\mathbb{A})} \) is an adequate choice. Additionally, straightforward computations using (A.15) and Lemma A.2 show that \( c_1 = \bar{C}_1 \sqrt{1536d \|a_{ij}\|_\infty} \|\rho\|_\infty \|K\|_\infty \) also satisfies the given requirement. Hence, defining \( \Delta_{h,t} \) as in (B.7) implies the assertion through Markov’s inequality. \( \Box \)
For any $h = (h_1, h_2)^T$, $\eta = (\eta_1, \eta_2)^T \in (0, 1]^2$, set

$$s_h(\cdot, \cdot) = s_{h_1, h_2}(\cdot, \cdot) := \int_{\mathbb{R}^2} K_{h_1, h_2}(u - \cdot, v - \cdot) (b^j \rho)(u, v) \, du \, dv,$$
$$s^*_{h, \eta}(\cdot, \cdot) = s^*_{h_1, h_2, \eta_1, \eta_2}(\cdot, \cdot) := \int_{\mathbb{R}^2} (K_{h_1, h_2} \ast K_{\eta_1, \eta_2})(u - \cdot, v - \cdot) (b^j \rho)(u, v) \, du \, dv.$$

For any kernel estimator

$$\widehat{b}_h(x, y) = \overline{b}_{j, h}(x, y) \equiv \overline{b}_{j, h_1, h_2}(x, y) = \frac{1}{t} \int_0^t K_{h_1, h_2}(x - X_u, y - Y_u) \, dY_u^i$$

of $b^j \rho$, denote its stochastic error by $\xi_h(\cdot, \cdot) := \overline{b}_h(\cdot, \cdot) - s_h(\cdot, \cdot)$, and set

$$\zeta_t := \sup_{(\eta_1, \eta_2) \in \mathcal{C}_t} \left\{ \| \xi_{\eta_1, \eta_2} \|_{\infty} - A_t(\eta_1, \eta_2) \right\},$$

where $A_t(\cdot, \cdot)$ is defined as in (4.6). The triangle inequality implies that, for any $h \in \mathcal{H}_t$,

$$\| b_h - b^j \rho \|_{\infty} \leq \| b_h - \overline{b}_h \|_{\infty} + \| \overline{b}_h - \overline{b} \|_{\infty} + \| \overline{b} - b^j \rho \|_{\infty}.$$

Since $\widehat{h} \in \mathcal{H}_t$, we have

$$\| \overline{b}_h - \overline{b}_{\widehat{h}} \|_{\infty} \leq \sup_{\eta \in \mathcal{C}_t} \left\{ \| \overline{b}_{\eta} - \overline{b}_{\widehat{h}, \eta} \|_{\infty} - A_t(\eta) \right\} + A_t(\widehat{h}) = \widehat{A}_t(h) + A_t(\widehat{h}),$$

and, since $\overline{b}_{h, \widehat{h}} = \overline{b}_{\widehat{h}, h}$,

$$\| b_h - b^j \rho \|_{\infty} \leq \widehat{A}_t(h) + A_t(h) + \| \overline{b}_h - b^j \rho \|_{\infty}.$$

In view of

$$\| b_h - b^j \rho \|_{\infty} \leq \| \xi_h \|_{\infty} + B_{b^j \rho}(h) \leq \zeta_t + B_{b^j \rho}(h) + A_t(h),$$

it remains to bound $\widehat{A}_t(h) + A_t(h)$. For doing so, note first that, for any $h, \eta \in (0, 1]^2$,

$$\| \overline{b}_{h, \eta} - s^*_{h, \eta} \|_{\infty} = \sup_{(x, y) \in \mathbb{R}^2} \left\| K_{h_1, h_2}(x - u, y - v) \xi_{h_1, h_2}(u, v) \right\|_{\infty} \leq k_1 \| \xi_h \|_{\infty},$$

$$\| s^*_{h, \eta} - s_{\eta} \|_{\infty} \leq k_1 B_{b^j \rho}(h).$$

Thus,

$$\| \overline{b}_{h, \eta} - \overline{b}_\eta \|_{\infty} \leq \| \overline{b}_{h, \eta} - s^*_{h, \eta} \|_{\infty} + \| s^*_{h, \eta} - s_{\eta} \|_{\infty} + \| s_{\eta} - \overline{b}_\eta \|_{\infty}$$

$$\leq k_1 \left( \| \xi_h \|_{\infty} + B_{b^j \rho}(h) \right) + \| \xi_\eta \|_{\infty} \leq k_1 \left( \zeta_t + A_t(h) + B_{b^j \rho}(h) \right) + \zeta_t + A_t(\eta),$$

and

$$\widehat{A}_t(h) = \sup_{\eta \in \mathcal{C}_t} \left\{ \| \overline{b}_{h, \eta} - \overline{b}_\eta \|_{\infty} - A_t(\eta) \right\} \leq \sup_{\eta \in \mathcal{C}_t} \left\{ k_1 \left( \zeta_t + A_t(h) + B_{b^j \rho}(h) \right) + \zeta_t \right\} \leq (1 \vee k_1) \left( 2\zeta_t + 2A_t(h) + B_{b^j \rho}(h) \right),$$

giving

$$\widehat{A}_t(h) + A_t(h) \leq (1 \vee k_1) \left( 2\zeta_t + 2A_t(h) + B_{b^j \rho}(h) \right).$$
Consequently,
\[
\| \tilde{B}_h - b^j \rho \|_\infty \leq 2 (\Delta_t(h) + A_t(h)) + \| \tilde{B}_h - b^j \rho \|_\infty \\
\leq 2 (1 + k_1) (2\zeta_t + 2A_t(h) + 2B_{b^j}(h)) + \zeta_t + B_{b^j}(h) + A_t(h) \\
\leq (1 + k_1) (5\zeta_t + 5A_t(h) + 3B_{b^j}(h)),
\]
and, for any \( h \in \mathcal{H}_t, \)
\[
\mathbb{E}\left[ \| \tilde{B}_h - b^j \rho \|_\infty^{1/p} \right]^{1/p} \leq (1 + k_1) (5A_t(h) + 3B_{b^j}(h)) + (1 + k_1) \mathbb{E}[\zeta_t^p]^{1/p}.
\]

It remains to bound \( \mathbb{E}[\zeta_t^p]. \) We start by writing
\[
\mathbb{E}[\zeta_t^p] = \mathbb{E}\left[ \sup_{(\eta_1, \eta_2) \in \mathcal{X}_t} \{ |\| \xi_{\eta_1, \eta_2} \|_\infty - A_t(\eta_1, \eta_2) \|_1^q \} \right] \leq \sum_{\eta \in \mathcal{X}_t} \mathbb{E}\left[ \| \xi_\eta \|_\infty - A_t(\eta) \|_1^q \right].
\]

Now Lemma B.2 implies for large enough \( t \)
\[
\mathbb{P}(\| \xi_{\eta} \|_\infty > A_t(\eta)) = \mathbb{P}\left( \sup_{g \in \mathcal{G}_q} |\| \xi_{\eta} \| - \sqrt{t} \mu(g b^j) | \geq \Delta_{\eta,t} (2dq \log(\eta_1^{-1} + \eta_2^{-1})) \right) \leq \left( \frac{1}{\eta_1^{-1} + \eta_2^{-1}} \right)^{2dq}.
\]

Then, Hölder’s inequality and equation (B.6) entail for large enough \( t \)
\[
\mathbb{E}\left[ \| \xi_{\eta} \|_\infty - A_t(\eta) \|_1^q \right] \leq \mathbb{E}\left[ \| \xi_{\eta} \|_\infty - A_t(\eta) \|_2^q \right]^{1/2} \mathbb{P}(\| \xi_{\eta} \|_\infty \geq A_t(\eta))^{1/2} \\
\leq c(\eta_1 \eta_2)^{-d/2} \left( \log((\eta_1^{-1} + \eta_2^{-1}))^{d/2} \right) \left( \frac{1}{\eta_1^{-1} + \eta_2^{-1}} \right)^{dq} \\
= c \left( \sqrt{\eta_1 \eta_2} \right)^{-d} (\eta_1^{-1} + \eta_2^{-1})^{dq/2} \in O((\log t)^{d/2}).
\]

Finally, \( \mathbb{E}[\zeta_t^q]^{1/p} \leq \mathbb{E}[\zeta_t^q]^{1/q} \leq \text{card}(\mathcal{X}_t)^{1/q} \left( \frac{\log t}{t} \right)^{1/2} \leq (\log t)^{2/q+1/2} t^{-1/2}. \]

**Proof of Theorem 4.7.** Fix \( j \in \{1, \ldots, d\}. \) For the proof of (4.8), note first that, for any \( h \in \mathcal{H}_t, \)
\[
\left| \tilde{b}_{j,h,t} - b^j \right| = \left| \frac{\left| \tilde{b}_{j,h,t} - b^j \rho \right| + \left| \rho - \tilde{\rho}_{h,t} \vee \rho \right|}{\tilde{\rho}_{h,t} \vee \rho} \right| \\
\leq \frac{1}{\rho} \left( \left| \tilde{b}_{j,h,t} - b^j \right| + \left| \rho - \frac{1}{2} \left( \rho_{h,t} + \rho \right) \right| \right) \\
\leq \frac{1}{\rho} \left( \left| \tilde{b}_{j,h,t} - b^j \right| + \left| \rho - \rho_{h,t} \right| + \left| \rho - \rho \right| \right) \\
= \frac{1}{\rho} \left( \left| \tilde{b}_{j,h,t} - b^j \right| + \left| \rho - \rho_{h,t} \right| \right) \\
\leq \frac{1}{\rho} \left| \tilde{b}_{j,h,t} - b^j \right| + \left| \rho - \tilde{a}_{h,t} \right|.
\]

Thus,
\[
\mathbb{E}\left[ \| \tilde{b}_{j,h,t} - b^j \|_{L^\infty(D)}^p \right]^{1/p} \leq \frac{1}{\rho} \sup_{(x,y) \in \mathcal{D}} |b^j(x, y)| \mathbb{E}\left[ \| \tilde{b}_{j,h,t} - b^j \|_{L^\infty(D)}^p \right]^{1/p} + \mathbb{E}\left[ \left| \tilde{a}_{h,t} - \rho \right|_{L^\infty(D)}^p \right]^{1/p}.
\]
Letting $\Phi_{t,\beta}(t) := (\log t/t)^{\frac{7}{2d+1}}$, it remains to verify $\mathcal{R}_\infty^{(p)}(\tilde{b}, \tilde{h}_1, b; D) \vee \mathcal{R}_\infty^{(p)}(\tilde{\rho}, \tilde{h}_1, \rho; D) \in \mathcal{O}(\Phi_{t,\beta}(t))$. The first term is bounded by means of Proposition 4.6. The smoothness assumption on $b/\rho$ implies that there exists some positive constant $c$, depending only on $b, K$ and $d$ such that $B_{b/\rho}(h) \leq c(L_1 h_1^1 + L_2 h_2^1)$. The bandwidth $\tilde{h} = (h_1, h_2)^T$ is then chosen by solving

$$\mathcal{L}_j \tilde{h}_j = \left( h_1^1 h_2^2 \right)^{-\frac{3}{4}} \left( \log \left( \frac{\tilde{h}_1^1 + \tilde{h}_2^1}{\tilde{h}_2^1} \right) \right) \frac{7}{t} \text{ such that } \tilde{h}_j \sim \left( \frac{\log t}{t} \right)^{\frac{7}{2d+1}}, \quad j = 1, 2.$$ 

The obtained solution belongs to $\mathcal{H}_t$, and plugging the specified bandwidths into the rhs of (4.7), we obtain $\mathcal{R}_\infty^{(p)}(\tilde{b}, \tilde{h}_1, \rho; D) \in \mathcal{O}(\Phi_{t,\beta}(t))$. Furthermore, since $\mathcal{H}_t \subset \mathcal{H}(Q_1, Q_2)$, it follows from Proposition 3.3 that

$$\mathcal{R}_\infty^{(p)}(\tilde{b}, \tilde{h}_1, \rho; D) \leq \tilde{h}_1^1 + \tilde{h}_2^2 + \frac{\log(t)^2}{T(h_1 h_2^1)} \psi_d(h_1, h_2, t) \sqrt{\log t} \frac{7}{t} \leq \left( \frac{\log t}{t} \right)^{\frac{7}{2d+1}} + \frac{\log(t)^2}{\sqrt{t}},$$

where we used $\tilde{h}_1 \tilde{h}_2 \geq t^{-1/(2d)}$ and $\psi_d(h_1, h_2) \leq \psi_{2,d}(h_1, h_2) \leq (\tilde{h}_1 \tilde{h}_2)^{-d/2}$. 

References

[1] M. Barlow and M. Yor. “Semi-martingale inequalities via the Garsia–Rodemich–Rumsey lemma, and applications to local times”. In: J. Funct. Anal. 49.2 (1982), pp. 198–229. issn: 0022-1236.

[2] P. Cattiaux, J. R. León, and C. Prieur. “Estimation for stochastic damping Hamiltonian systems under partial observation—I. Invariant density”. In: Stochastic Process. Appl. 124.3 (2014), pp. 1236–1260. issn: 0304-4149.

[3] P. Cattiaux, J. León, and C. Prieur. “Estimation for Stochastic Damping Hamiltonian Systems under Partial Observation. II. Drift term”. In: ALEA Lat. Am. J. Probab. Math. Stat. 11 (July 2014).

[4] F. Comte and C. Lacour. “Anisotropic adaptive kernel deconvolution”. en. In: Ann. Inst. H. Poincaré Probab. Statist. 49.2 (2013), pp. 569–609.

[5] F. Comte, C. Prieur, and A. Samson. “Adaptive estimation for stochastic damping Hamiltonian systems under partial observation”. In: Stochastic Processes Appl 127.11 (2017), pp. 3689–3718. issn: 0304-4149.

[6] A. Dalalyan and M. Reiβ. “Asymptotic statistical equivalence for ergodic diffusions: the multidimensional case”. In: Probab. Theory Related Fields 137.1 (2007), pp. 25–47.

[7] S. Delattre, A. Gloter, and N. Yoshida. Rate of Estimation for the Stationary Distribution of Stochastic Damping Hamiltonian Systems with Continuous Observations. Preprint. Jan. 28, 2020. arXiv: 2001.10423 [math.ST].

[8] N. Dexeheimer, C. Strauch, and L. Trottner. Mixing it up: A general framework for Markovian statistics (v1). Preprint. Oct. 31, 2020. arXiv: 2011.00308 [math.ST].

[9] S. Dirksen. “Tail bounds via generic chaining”. In: Electron. J. Probab. 20 (2015), no. 53, 29.

[10] S. Ditchev and A. Samson. “Hypoelliptic diffusions: filtering and inference from complete and partial observations”. In: J. R. Stat. Soc. Ser. B. Stat. Methodol. 81.2 (2019), pp. 361–384. eprint: https://rss.onlinelibrary.wiley.com/doi/pdf/10.1111/rssb.12307.
[11] D. Down, S. P. Meyn, and R. L. Tweedie. “Exponential and Uniform Ergodicity of Markov Processes”. In: *Ann. Probab.* 23.4 (1995), pp. 1671–1691.

[12] E. Giné and R. Nickl. “An exponential inequality for the distribution function of the kernel density estimator, with applications to adaptive estimation”. In: *Probab. Theory Related Fields* 143.3-4 (2009), pp. 569–596. issn: 0178-8051.

[13] A. Goldenshluger and O. Lepski. “Bandwidth selection in kernel density estimation: oracle inequalities and adaptive minimax optimality”. In: *Ann. Statist.* 39.3 (2011), pp. 1608–1632. issn: 0090-5364.

[14] V. Konakov, S. Menozzi, and S. Molchanov. “Explicit parametrix and local limit theorems for some degenerate diffusion processes”. In: *Ann. Inst. H. Poincaré Probab. Statist.* 46.4 (Nov. 2010), pp. 908–923.

[15] O. Lepski. “Multivariate density estimation under sup-norm loss: oracle approach, adaptation and independence structure”. In: *Ann. Statist.* 41.2 (2013), pp. 1005–1034. issn: 0090-5364.

[16] D. Revuz and M. Yor. *Continuous martingales and Brownian motion*. Third. Vol. 293. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1999, pp. xiv+602. isbn: 3-540-64325-7.

[17] C. Strauch. “Adaptive invariant density estimation for ergodic diffusions over anisotropic classes”. In: *Ann. Statist.* 46.6B (2018), pp. 3451–3480.

[18] C. Strauch. “Exact adaptive pointwise drift estimation for multidimensional ergodic diffusions”. In: *Probab. Theory Related Fields* 164.1-2 (2016), pp. 361–400. issn: 0178-8051.

[19] C. Strauch. “Sharp adaptive drift estimation for ergodic diffusions: the multivariate case”. In: *Stochastic Process. Appl.* 125.7 (2015), pp. 2562–2602. issn: 0304-4149.

[20] M. Talagrand. *The generic chaining*. Springer Monographs in Mathematics. Upper and lower bounds of stochastic processes. Springer-Verlag, Berlin, 2005, pp. viii+222. isbn: 3-540-24518-9.

[21] G. Viennet. “Inequalities for absolutely regular sequences: application to density estimation”. In: *Probab. Theory Related Fields* 107.4 (1997), pp. 467–492. issn: 0178-8051.

[22] L. Wu. “Large and moderate deviations and exponential convergence for stochastic damping Hamiltonian systems”. In: *Stochastic Process. Appl.* 91.2 (2001), pp. 205–238. issn: 0304-4149.