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\section{Introduction}

In this article, we consider the soft random geometric graph\textsuperscript{[12]}. In this graph, the vertex set is given by the points of a homogeneous Poisson point process and edges are added at random between vertices with probability depending on their distance. This is a natural extension of the Gilbert graph\textsuperscript{[9]}, also known as the hard random geometric graph, because an edge is added if the distance between its endpoints is below a given threshold and otherwise it is not added. Concrete applications of such random graphs are numerous and range from computer science\textsuperscript{[10]}, engineering\textsuperscript{[1]}, communication theory\textsuperscript{[18]}, robotic swarming\textsuperscript{[19]}, climate dynamics\textsuperscript{[7]}, and spread of diseases\textsuperscript{[8]}. In particular, they proved to be relevant because of taking into account realistic features of modern networks of various types. Predominantly, the investigations have been concerned with connectivity structures, including component counts, degree counts, and graph distances (see\textsuperscript{[6, 11, 13, 17]} for example). Particular attention has been devoted to
low-dimensional versions of the soft random geometric graph separately, very recently in dimension 2\cite{14} and in dimension 1\cite{20,21}. The model in dimension 1 admits an interesting application in vehicular ad-hoc networks (see Wilsher et al.\cite{21} for a detailed discussion) and will be the object of study in this article.

1.1. The model

Throughout this article, let \( n \in \mathbb{N} \), \( B_n = [-n, n] \) and let \( \mathcal{P} \) be a homogeneous Poisson point process on \( \mathbb{R} \) with unit intensity. We will consider \( \mathcal{P}_n := \mathcal{P} \cap B_n \) and view it as a random (countable) subset of \( B_n \). The set \( \mathcal{P}_n \) will be the vertex set of the soft random geometric graph. Given \( \mathcal{P}_n \) the edge-set is constructed as follows. Let \( g: \mathbb{R} \to [0, 1] \) be a measurable function. We assume that \( g \) is symmetric, that is \( g(x) = g(-x) \) for all \( x \in \mathbb{R} \). Each pair of points \( x, y \in \mathcal{P}_n \) will be connected by an edge \( \{x, y\} \) with probability \( g(x - y) \) and independently of all other pairs of points. All such edges \( \{x, y\} \) will be summarized in the edge-set \( E_n \). Thus, the graph is given by \( (\mathcal{P}_n, E_n) \). The function \( g \) is called the connection function. Let \( \alpha \in (0, \infty) \). We will mainly consider the case that \( g \) satisfies

\[
\lim_{|x| \to \infty} \frac{g(x)}{|x|^{-\alpha}} = 1. \tag{1.1}
\]

An explicit example is given by

\[
g(x) = 1 - \exp(-|x|^{-\alpha}), \quad x \in \mathbb{R}.
\]

In particular, \( g \) has unbounded support and polynomial decay as \( |x| \to \infty \).

We note that, unlike the model investigated in Devroye and Fraiman\cite{6} which is defined on a torus, the random graph considered in this article has boundaries, meaning that the vertex set is defined on \([−n, n] \).

1.2. Problem formulation and main results

We focus on the length of the longest edge in the soft random geometric graph, formally defined as

\[
e_n^* := \max_{\{x, y\} \in E_n} |x - y|. \tag{1.2}
\]

We are interested in the asymptotic behavior of \( e_n^* \) as \( n \to \infty \). Our findings provide a precise description of the magnitude of the largest edge-length. Here is the statement of the main results, followed immediately after by discussions and interpretations that manifest their significance.

**Theorem 1.1.** For \( n \in \mathbb{N} \) and \( \alpha \in (0, \infty) \) let \( (\mathcal{P}_n, E_n) \) be the soft random geometric graph with connection function \( g \) satisfying (1.1). Let \( e_n^* \) given in (1.2) be the length of the longest edge in this graph and let \( U \) be a \((0, 1)\)-uniform distributed random variable.
(I) If \( \alpha > 2 \) then
\[
\exp \left( \frac{2n}{1 - \alpha} (e_n^*)^{1 - \alpha} \right) \xrightarrow{d \ n \to \infty} U.
\]

(II) If \( \alpha = 2 \) then
\[
h \left( \frac{e_n^*}{n} \right)^{-1} \xrightarrow{d \ n \to \infty} U,
\]
where \( h(x) = \frac{x}{2} \exp \left( \frac{2-x}{x} \right) \) for \( x \in (0, 2] \).

(III) If \( 1 < \alpha < 2 \) then
\[
\exp \left( - (2n)^{\alpha - 2} 2^{-1} (2 - \alpha)^{-2} \left( (e_n^*)^{2 - \alpha} - (2n)^{2 - \alpha} \right)^2 \right) \xrightarrow{d \ n \to \infty} U.
\]

(IV) If \( \alpha = 1 \) then
\[
\exp \left( - n \left( \ln \frac{e_n^*}{2n} \right)^2 \right) \xrightarrow{d \ n \to \infty} U.
\]

(V) If \( \alpha < 1 \) then
\[
\exp \left( - (2n)^{\alpha - 2} 2^{-1} (1 - \alpha)^{-2} \left( (e_n^*)^{1 - \alpha} - (2n)^{1 - \alpha} \right)^2 \right) \xrightarrow{d \ n \to \infty} U.
\]

### 1.3. Interpretations and discussions

Theorem 1.1 shows that the largest edge-length after suitable transformation approximates a \((0, 1)\)-uniform distributed random variable. It thus follows from the well-known inversion method (see Devroye\(^5\), Theorem 2.1) that the largest edge-length suitably transformed approximates an arbitrary random variable \( Z \). This enables to spot many particular examples and, additionally, illustrates significant differences stated in this way between each of the phases.

Let \( \alpha > 2 \). The perhaps most natural consequence of Theorem 1.1 is that
\[
\left( \frac{2n}{\alpha - 1} \right)^{1 - \alpha} e_n^* \xrightarrow{d \ n \to \infty} Z_{\alpha - 1},
\]
where \( Z_{\alpha - 1} \) has a Fréchet distribution with parameter \( \alpha - 1 \). That is after scaling the edge-length we obtain a convergence toward a heavy-tailed extreme value distribution, as it is typically the case for maxima of heavy-tailed random variables. It is interesting to compare this statement with the case \( \alpha = 2 \), in which Theorem 1.1 yields the asymptotics
\[
\frac{1}{2n} e_n^* \xrightarrow{d \ n \to \infty} Z^*,
\]
where now \( Z^* \) is a random variable with continuous distribution function
\[
P(Z^* \leq r) = r^{-1} \exp \left( \frac{r - 1}{r} \right) 1_{(0,1)}(r) + 1_{[1,\infty)}(r), \quad r \in \mathbb{R},
\]
a statement we could not have guessed.
Now let $1 < \alpha < 2$. The most apparent example we encounter here is a Weibull convergence for a power of the maximum edge-length, namely

$$2^{-\frac{1}{2}} (2 - \alpha)^{-1} (2n)^{\frac{\alpha}{2} - 1} \left( (e_n^*)^{2 - \alpha} - (2n)^{2 - \alpha} \right) \xrightarrow{d} Z_W,$$

where $Z_W$ has a Weibull distribution with parameter 2, that is

$$P(Z_W \leq r) = \exp \left( -(-r)^2 \right) 1_{(-\infty,0]}(r) + 1_{(0,\infty)}(r), \quad r \in \mathbb{R}.$$  

Another interesting comparison is the one of the latter statement with an analogous statement in case $\alpha < 1$, which reads

$$2^{-\frac{1}{2}} (1 - \alpha)^{-1} (2n)^{\frac{\alpha}{2}} \left( (e_n^*)^{1 - \alpha} - (2n)^{1 - \alpha} \right) \xrightarrow{d} Z_W.$$  

We observe that, for $\alpha < 1$, $2n - e_n^*$ converges in probability to 0. Since

$$\frac{1}{1 - \alpha} (2n)^{\frac{\alpha}{2}} \left( (e_n^*)^{1 - \alpha} - (2n)^{1 - \alpha} \right) = \frac{1}{1 - \alpha} (2n)^{1 - \frac{\alpha}{2}} \left( \left( 1 + \frac{e_n^* - 2n}{2n} \right)^{1 - \alpha} - 1 \right)$$

$$= (2n)^{1 - \frac{\alpha}{2}} \left( \left( \frac{e_n^* - 2n}{2n} \right) + o \left( \frac{e_n^* - 2n}{2n} \right) \right),$$

it follows that

$$2^{-\frac{1}{2}} (2n)^{-\frac{\alpha}{2}} (e_n^* - 2n) \xrightarrow{d} Z_W. \quad (1.3)$$

A linearization argument as above also applies in the case $\alpha = 1$ to get (1.3) but fails for $1 < \alpha < 2$ since $2n - e_n^*$ does not vanish asymptotically in this case.

We note that for $\alpha \leq 1$ we have

$$\int_{\mathbb{R}} g(x) dx = \infty,$$

whereas for $\alpha > 1$ it holds

$$0 < \int_{\mathbb{R}} g(x) dx < \infty$$

and the corresponding statements illustrate a crucial change of behavior of the edge-lengths. For example, for $\alpha = \frac{3}{2}$ the assertion is

$$2^{\frac{1}{2}} (2n)^{-\frac{1}{4}} \left( \sqrt{e_n^*} - \sqrt{2n} \right) \xrightarrow{d} Z_W,$$

whereas for $\alpha = \frac{1}{2}$ it is

$$2^{\frac{1}{2}} (2n)^{\frac{1}{4}} \left( \sqrt{e_n^*} - \sqrt{2n} \right) \xrightarrow{d} Z_W.$$  

Notice here the crucial difference in the order of the sequences scaling the centred quantity $\sqrt{e_n^*} - \sqrt{2n}$. In particular, this shows that for $\alpha = \frac{3}{2}$ the explicit asymptotic behavior of $\sqrt{e_n^*} - \sqrt{2n}$ can be compared to $2^{-\frac{1}{4}} Z_W n^{\frac{1}{4}}$, whereas for $\alpha = \frac{1}{2}$ it can be compared to $2^{-\frac{3}{4}} Z_W n^{-\frac{1}{4}}$. We point out that, for $\alpha \leq 1$, almost
surely, for each \( x \in \mathcal{P} \), the degree of \( x \) in \((\mathcal{P}_n, E_n)\) tends to \( \infty \) as \( n \to \infty \) (which is in contrast to the case \( \alpha > 1 \)). Nevertheless, Theorem 1.1 allows for an insight and precise description of the growth of the maximum edge-length.

Finally, as an example of the case \( \alpha = 1 \) one can derive the asymptotics

\[
\left( \frac{e_n^*}{2n} \right)^{d/n} \xrightarrow{n \to \infty} Z^{**},
\]

where \( Z^{**} \) has distribution function

\[
P(Z^{**} \leq r) = r^{-\ln r} \mathbf{1}_{(0,1)}(r) + \mathbf{1}_{[1,\infty)}(r), \quad r \in \mathbb{R}.
\]

1.4. Concluding remarks

We now give some connections to the literature and earlier works. The choice (1.1) of the connection function naturally admits a comparison with long-range percolation\[16\]. Recall that in classical long-range percolation the vertex set is given by \( V = \mathbb{Z}^d \), \( d \in \mathbb{N} \), and every pair of points \( x, y \in V \) is connected by an edge with probability \( p(x-y) \) and independently of all other pairs of points, where \( p(x-y) \sim \|x-y\|^{-\alpha} \), as \( \|x-y\| \to \infty \). Notably many works on long-range percolation originated from the pioneering paper\[2\] focusing on graph distances in a finite version of long-range percolation in \( d = 1 \). This has later been continued in arbitrary dimension \( d \geq 1 \)[4] and resulted in a prosperous research branch (see also Biskup and Lin[3] and references therein). The investigations on graph distances have essentially exposed a phase transition with five distinct regimes of typical behavior, namely \( \alpha < d \), \( \alpha = d \), \( d < \alpha < 2d \), \( \alpha = 2d \), \( \alpha > 2d \). We would like to point out that this information regarding distinct regimes with different behavior of long-range percolation is reflected in our findings as well, because a phrase transition with precisely the aforementioned parameter regimes appears in our discoveries about the largest edge-length.

Finally we close this section with a few remarks regarding the extension of our results to the soft random geometric graph in arbitrary dimension \( d \geq 1 \). One could consider the problem discussed in this article for the multidimensional generalization of our model. As this model has boundaries, the distribution of the largest edge-length connecting a given vertex depends on the position of this vertex, which we call boundary effects in our model. In dimension \( d \geq 2 \), this has the consequence that the required computations in order to mimic our results become intractable. One way to avoid this problem is to define the soft random geometric graph on a \( d \)-dimensional torus (e.g., as in Devroye and Fraiman[6]). Then our methods can be applied in a straightforward way (with essentially less lengthy calculations than the ones in Appendix), that is with the methods provided in this article one can also prove results for such a multidimensional model. Motivated by the previous remarks in such a model...
with the same connection function (1.1), we would obtain the phase transition

\[ \alpha < d, \alpha = d, d < \alpha < 2d, \alpha = 2d, \alpha > 2d. \]

The rest of the article is devoted to the proof of Theorem 1.1.

2. Proof of Theorem 1.1

2.1. Prerequisites

The first aim of this subsection is to briefly give a definition of the soft random geometric graph in terms of a construction derived from a marked Poisson point process (see e.g. [13, Section 4] for more details). This fact is an essential property of the soft random geometric graph, useful for practical purposes and allows for instance to apply several convergence theorems that enable to investigate and characterize various structures exhibited in the model. This formal construction has been used in various instances, such as in the study of degree counts, component counts, and number of edges [13, 11]. It will permit us to apply particularly a general Poisson approximation theorem via coupling related to Stein’s method taken from Penrose [13], which we previously applied in the same fashion as in the study of the longest edge in the random connection model (see Rousselle and Sönmez [15]). We recall a particular case of this result below for the reader’s convenience.

2.1.1. A formal construction of the soft random geometric graph

Let us provide a formal construction of the soft random geometric graph from a marked Poisson point process; see Penrose [13] for an equivalent construction. We consider as mark space the set \( M = [0, 1)^N_0 \) and as mark distribution \( m \) the distribution of an infinite sequence of \( [0, 1) \)-uniform independent random variables. Let \( n \in \mathbb{N} \) and \( \mathcal{P}_n^m \) an independently marked Poisson point process of unit intensity on \( B_n \) with marks in \( M = [0, 1)^N_0 \) distributed according to \( m \). Observe that the event

\[
\{ \text{there exist distinct marked points } (X, (T_n)_{n \geq 0}) \in \mathcal{P}_n^m \text{ and } (Y, (U_n)_{n \geq 0}) \in \mathcal{P}_n^m \text{ such that } T_0 = U_0 \}
\]

has 0 probability. Thus, almost every realization of this marked Poisson point process can be enumerated as \( \{(x_i, (t_i, 0, t_i, 1, \ldots))\}_{i=1, \ldots, |\mathcal{P}_n^m|} \), where \( t_{1,0} < t_{2,0} < \cdots < t_{|\mathcal{P}_n^m|,0} \). This enumeration presents the advantage to give a canonical way to list the points in order to decide if they are connected or not. More precisely, we define the edge-set \( E_n \) as the set of all the edges \( \{x_i, x_j\}, 1 \leq i < j \leq |\mathcal{P}_n^m| \), such that \( t_{ij} \leq g(x_i - x_j) \). For a set \( \xi \) of marked points as above, we denote by \( G(\xi) = (V(\xi), E(\xi)) \) the soft random geometric graph constructed from \( \xi \) as we just described. This construction will allow us to apply a general result on Poisson approximation from Penrose [13] that we recall in the next subsection.
2.1.2. A Poisson approximation theorem via coupling

Let us now state the above mentioned result from Penrose\[13\] in the particular case where the underlying Poisson point process is of intensity 1 in a bounded measurable subset \(B\) of \(\mathbb{R}\). Although, for our application, the mark space will be taken as above, it is interesting to note that it holds for an arbitrary marked space \((\mathbb{M}, \mathcal{M}, m)\) endowed with a diffusive probability measure \(m\). We denote by \(S\) the set of all locally finite subsets of \(\mathbb{R} \times \mathbb{M}\) and by \(S_k\) the set of subsets of \(\mathbb{R} \times \mathbb{M}\) of cardinality \(k\), \(k \in \mathbb{N}\).

**Theorem 2.1.** (Penrose\[13,\text{Theorem 3.1.}\]). Let \(k \in \mathbb{N}, f: S_k \times S \rightarrow \{0, 1\}\) a measurable function and for \(\xi \in S\) set

\[
F(\xi) := \sum_{\psi \in S_k: \psi \subset \xi} f(\psi, \xi \setminus \psi). \tag{2.1}
\]

Let \(B\) be a bounded measurable subset of \(\mathbb{R}\) and let \(\mathcal{P}_B^m\) be a marked Poisson point process with intensity \(\text{Leb}(\cdot) \times m\) in \(B \times \mathbb{M}\) and set \(W := F(\mathcal{P}_B^m)\) and \(\beta := \mathbb{E}[W]\). For \(x_1, \ldots, x_k \in B\), set

\[
p(x_1, \ldots, x_k) := \mathbb{E}\left[f\left(\bigcup_{i=1}^k (x_i, \tau_i), \mathcal{P}_B^m\right)\right],
\]

where the \(\tau_i\) are independent random elements of \(\mathbb{M}\) with common distribution \(m\).

Suppose that for almost every \(x = (x_1, \ldots, x_k) \in B^k\) with \(p(x_1, \ldots, x_k) > 0\) we can find coupled random variables \(U_x\) and \(V_x\) such that:

1. \(W \overset{d}{=} U_x\),
2. \(F\left(\mathcal{P}_B^m \cup \bigcup_{i=1}^k \{(x_i, \tau_i)\}\right)\) conditional on \(f\left(\bigcup_{i=1}^k (x_i, \tau_i), \mathcal{P}_B^m\right) = 1\) has the same distribution as \(1 + V_x\),
3. \(\mathbb{E}[|U_x - V_x|] \leq w(x)\), where \(w: B^k \rightarrow [0, \infty)\) is a measurable function.

Let \(P(\beta)\) be a mean \(\beta\) Poisson random variable. Then

\[
d_{TV}(W, P(\beta)) \leq \frac{\min(1, \beta^{-1})}{k!} \int_{B^k} w(x)p(x)dx, \tag{2.2}
\]

where \(d_{TV}\) denotes the total variation distance between two discrete random variables.

**Remark 2.2.** Actually, Penrose\[13,\text{Theorem 3.1.}\] also provides a bound for the Wasserstein distance between \(W\) and \(P(\beta)\).
quantities in the graph such as the number of vertices with given degree or the number of components of given size can be studied by considering special choices of the function \( F \) in (2.1). A key observation here is that the number of edges longer than certain values can also be formulated by means of a function of the type (2.1), which we discuss below.

### 2.2. The sum of exceedances

Theorem 1.1 is achieved by proving the convergence of the corresponding distribution functions, which we obtain by using a Poisson approximation. To this end, following a well-known method in extreme value theory, let us introduce the number of exceedances.

Let \((r_n)_{n\in\mathbb{N}}\) be a sequence such that \(0 < r_n < 2n\) for every \(n \in \mathbb{N}\). The number (or sum) of exceedances is formally defined as the random variable \(W(n, r_n)\), \(n \in \mathbb{N}\), given by

\[
W(n, r_n) = \frac{1}{2} \sum_{x \in \mathcal{P}_n} \sum_{y \in \mathcal{P}_n} \mathbf{1}_{\{|x-y| > r_n\}}.
\]

In words, \(W(n, r_n)\) is the number of edges which are longer than \(r_n\). Note that the factor \(\frac{1}{2}\) in front of the sum is due to the fact that the number of vertices which are part of an edge of length above \(r_n\) counts every exceedance twice. We show that \(W(n, r_n)\), \(n \in \mathbb{N}\), approximates a Poisson random variable by writing it as a sum of suitably defined indicator functions (without a factor \(\frac{1}{2}\) in front). The following are auxiliary results in proving that \(W(n, r_n)\), \(n \in \mathbb{N}\), approximates a Poisson random variable. We note that Lemma 2.3 and Lemma 2.4 hold for arbitrary connection functions not necessarily satisfying (1.1).

**Lemma 2.3.** It holds

\[
\mathbb{E} [W(n, r_n)] = \frac{1}{2} \int_{B_n} \int_{B_n \setminus B_{r_n}(x)} g(y - x) dy dx.
\]

**Proof.** From the Mecke formula, we recall that

\[
\mathbb{E} [W(n, r_n)] = \frac{1}{2} \int_{B_n} \int_{B_n} \mathbb{P}_{x,y} \left( \{x, y\} \in E_n^{x,y}, |x - y| > r_n \right) dx.
\]  

(2.3)

Here \(\mathbb{P}_{x,y}\) denotes the distribution of the Poisson point process with two points added at \(x, y\), and \(E_n^{x,y}\) the edge-set of the soft random geometric graph constructed with two points added at \(x, y\). Since \(x\) and \(y\) are connected with probability \(g(x - y)\), the result follows.

**Lemma 2.4.** Let \(P(n)\) be a Poisson random variable with mean \(\mathbb{E} [W(n, r_n)]\). It holds that

\[
d_{TV} (W(n, r_n), P(n)) \leq \min(1, \mathbb{E} [W(n, r_n)]^{-1}) \mathcal{J}(n),
\]
where
\[
J(n) = \int_{B_n} \int_{B_n \setminus B_n(x_1)} \left[ \int_{B_n \setminus B_n(x_1)} g(x_1 - z)dz + \int_{B_n \setminus B_n(x_2)} g(x_2 - z)dz \right] \times g(x_1 - x_2)dx_1dx_2.
\]

**Proof.** By using the construction of the soft random geometric graph in terms of a marked Poisson point process described in Subsection 2.1.1, we can apply Theorem 2.1 with \(k = 2\) and \(f: \mathbf{S}_2 \times \mathbf{S}_1\), where \(\mathbf{S}_2\) is the set of all subsets of \(B_n \times \mathbb{M}\) with size 2, defined by
\[
f \left( (x, (u_i)_{i \geq 0}), (y, (v_i)_{i \geq 0}) \right) = \mathbf{1}_{\left\{ (x, (u_i)_{i \geq 0}), (y, (v_i)_{i \geq 0}) \right\}}(x, y) \geq r_n \}
\]
for \((x, (u_i)_{i \geq 0}), (y, (v_i)_{i \geq 0}) \in \mathbf{S}_2\), so that \(W = F(\mathcal{P}_n^m) = W(n, r_n)\). One can formally check that \(f\) is the indicator function of a measurable set, see Rousselle and Sönmez\(^{15}\), Section 3\(\) for details.

In order to apply Theorem 2.1, we now need to define the coupled random variables \(U_{x_1, x_2}\) and \(V_{x_1, x_2}\). To this end, let us enlarge \(\mathcal{P}_n^m\) by adding two marked points \(x_1^m = (x_1, (u_i)_{i \geq 0})\) and \(x_2^m = (x_2, (v_i)_{i \geq 0})\). More precisely, we add two points \(x_1\) and \(x_2\) in the ground process \(\mathcal{P}_n\) of \(\mathcal{P}_n^m\) and we attach to them random marks \((u_i)_{i \geq 0}\) and \((v_i)_{i \geq 0}\) distributed according to \(\mathbf{m}\) and independent of \(\mathcal{P}_n^m\). Then we define \(V_{x_1, x_2}\) as the number of exceedances in the enlarged graph \(G(\mathcal{P}_n^m \cup \{x_1^m, x_2^m\})\) other than the one at \(x_1\) and \(x_2\) (if there is one), more precisely
\[
V_{x_1, x_2} = \sum_{y, z \in \mathcal{P}_n \cup \{x_1, x_2\}} \mathbf{1}_{\left\{ (y, z) \in E(\mathcal{P}_n^m \cup \{x_1^m, x_2^m\}), |y - z| > r_n, z \geq y \right\}} - \mathbf{1}_{\left\{ (x_1, x_2) \in E(\mathcal{P}_n^m \cup \{x_1^m, x_2^m\}), |x_1 - x_2| > r_n, x_2 \geq x_1 \right\}}.
\]

Since the point process is simple, it follows directly from this definition and the ones of \(f\) and \(F\) that almost surely
\[
F(\mathcal{P}_n^m \cup \{x_1^m, x_2^m\}) = V_{x_1, x_2} + f \left( (x_1^m, (u_i)_{i \geq 0}), (x_2^m, (v_i)_{i \geq 0}) \right), \mathcal{P}_n^m).
\]

In particular, \(V_{x_1, x_2}\) satisfies Assumption (2) of Theorem 2.1.

Now let \(H_n = (\mathcal{P}_n, E_{H_n})\) be the subgraph of \(G(\mathcal{P}_n^m \cup \{x_1^m, x_2^m\})\) obtained from it by deleting the vertices \(x_1, x_2\) and all the edges having \(x_1\) or \(x_2\) as an endpoint. The random variable \(U_{x_1, x_2}\) is then defined as the number of exceedances in \(H_n\), namely:
\[
U_{x_1, x_2} = \sum_{y, z \in \mathcal{P}_n} \mathbf{1}_{\left\{ (y, z) \in E_{H_n}, |z - y| > r_n, z \geq y \right\}}.
\]

Note that \(H_n\) does not coincide a.s. with \(G(\mathcal{P}_n^m)\). Indeed, an edge between two points \(x\) and \(y\) in \(\mathcal{P}_n\) does not only depend on the marks at \(x\) and \(y\) but also on all the other marks, since they are used to determine the order in which the points are enumerated (see Subsection 2.1.1). Nevertheless, one can see that \(H_n\) has the same distribution as \(G(\mathcal{P}_n^m)\), since the marks are independent sequences.
of independent uniform random variables on \([0,1]\). In particular, \(U_{x_1,x_2}\) has the same distribution as \(W\); in other words, Assumption (1) of Theorem 2.1 is satisfied.

Let us now check Assumption (3) of Theorem 2.1. In the following we will write \(x \leftrightarrow y\) if two vertices are connected by an edge. Since \(V_{x_1,x_2} \geq U_{x_1,x_2}\) by construction, it holds that

\[
\mathbb{E} \left[ |U_{x_1,x_2} - V_{x_1,x_2}| \right] = \mathbb{E} \left[ V_{x_1,x_2} - U_{x_1,x_2} \right] \\
\leq \mathbb{E} \left[ \sum_{y \in \{x_1, x_2\}} \sum_{z \in \mathcal{P}_m} 1 \{ (y, z) \in E(\mathcal{P}_m \cup \{x_1^m, x_2^m\}), |z-y| > r, z \geq y \} \right] \\
= \int_{B_n} \mathbb{P}_z \left( |x_1 - z| 1_{z \leftrightarrow x_1} > r \right) dz \\
+ \int_{B_n} \mathbb{P}_z \left( |x_2 - z| 1_{z \leftrightarrow x_2} > r \right) dz \\
= \int_{B_n \setminus B_{rn}(x_1)} g(x_1 - z) dz \\
+ \int_{B_n \setminus B_{rn}(x_2)} g(x_2 - z) dz =: w(x_1, x_2),
\]

where we used the Mecke formula. So Assumption (3) of Theorem 2.1 is also satisfied.

Finally, we rewrite the integral in the r.h.s. of (2.2) as follows:

\[
\int_{B_n} \int_{B_n} w(x_1, x_2) p(x_1, x_2) dx_1 dx_2 \\
= \int_{B_n} \int_{B_n} \left[ \int_{B_n \setminus B_{rn}(x_1)} g(x_1 - z) dz + \int_{B_n \setminus B_{rn}(x_2)} g(x_2 - z) dz \right] \\
\times \mathbb{E} \left[ f \left( \{x_1^m, x_2^m\}, \mathcal{P}_B^m \right) \right] dx_1 dx_2 \\
= \int_{B_n} \int_{B_n} \left[ \int_{B_n \setminus B_{rn}(x_1)} g(x_1 - z) dz + \int_{B_n \setminus B_{rn}(x_2)} g(x_2 - z) dz \right] \\
\times \mathbb{P}_{x_1, x_2} \left( \max_{y \in \mathcal{P}_m} |x_1 - x_2| 1_{x_1 \leftrightarrow x_2} > r \right) dx_1 dx_2
\]
\[
\begin{align*}
&= \int_{B_n} \int_{B_n \setminus B_{\alpha n}(x_1)} \left[ \int_{B_n \setminus B_{\alpha n}(x_1)} g(x_1 - z) dz \right. \\
&\quad + \left. \int_{B_n \setminus B_{\alpha n}(x_2)} g(x_2 - z) dz \right] g(x_1 - x_2) dx_1 dx_2 = J(n).
\end{align*}
\]

This concludes the proof.

We now state a result derived from Lemma 2.4. Since it follows from Lemma 2.4 and rather standard computations, we postpone the details of its proof to Appendix. On the one hand, this result yields the Poisson approximations needed to complete the proof of Theorem 1.1. On the other hand, it additionally illustrates some subtle differences regarding the upper bounds one obtained for the convergence speed.

**Proposition 2.5.** Let \( r \in (0, 1) \). Define \( g_r = \exp \left( -\sqrt{-8 \ln r} \right) \), \( c_r = h^{-1} \left( r^{-\frac{1}{2}} \right) \), where \( h \) is as in Theorem 1.1 (II), and for \( n \in \mathbb{N} \)

\[
\begin{align*}
r_n &:= \begin{cases}
(2n)^{\frac{1}{2\alpha}} \left( 1 - \alpha \right) \ln r \left( \frac{1}{1 - \alpha} \right)^{\frac{1}{1 - \alpha}}, & \text{if } \alpha \in (2, \infty), \\
c_r n, & \text{if } \alpha = 2, \\
\left( (2n)^{2 - \alpha} - (2 - \alpha)2^{1 - \frac{\alpha}{2}} \sqrt{-\ln r} n^{1 - \frac{\alpha}{2}} \right)^{\frac{1}{1 - \alpha}}, & \text{if } \alpha \in (1, 2), \\
2n g_r \frac{1}{4\sqrt{n}}, & \text{if } \alpha = 1, \\
\left( (2n)^{1 - \alpha} - (1 - \alpha)2^{\frac{\alpha}{2}} \sqrt{-\ln r} n^{-\frac{\alpha}{2}} \right)^{\frac{1}{1 - \alpha}}, & \text{if } \alpha \in (0, 1).
\end{cases}
\end{align*}
\]

Then, for each \( \alpha \in (0, \infty) \), there exists a constant \( C \in (0, \infty) \) independent of \( n \) such that

\[
d_{TV}(W(n, r_n), P(n)) \leq \begin{cases}
C n^{1 - \alpha}, & \text{if } \alpha \in (1, \infty), \\
C n^{-\frac{\alpha}{2}}, & \text{if } \alpha \in (0, 1],
\end{cases}
\]

where \( P(n) \) is a Poisson random variable with mean \( \mathbb{E}[W(n, r_n)] \). Moreover, in all the cases, it holds that

\[
\lim_{n \to \infty} \mathbb{E}[W(n, r_n)] = -\frac{1}{2} \ln r.
\]

**Remark 2.6.** The following is a purely mathematical observation, which seems interesting for us. For fixed \( r \) and \( n \), the thresholds \( r_n \) in (2.4), seen as a function of \( \alpha \in (0, \infty) \), are continuous except at 1 and 2, precisely where the phase transitions occur. Though the random graphs are more irregular for \( \alpha \in (0, 1] \), as seen in our results and as they approximate locally infinite graphs, it appears that they exhibit mathematically interesting structures.
2.3. Conclusion

For \( r \in (0, 1) \) and \( \alpha \in (0, \infty) \) fixed, it follows from Proposition 2.5 that \( W(n, r_n) \) converges in distribution to a Poisson random variable with mean \( -\ln r \), as \( n \to \infty \). In particular, since \( \{e_n^* \leq r_n\} = \{W(n) = 0\} \), we obtain the following corollary.

**Corollary 2.7.** Let \( \alpha \in (0, \infty) \) and \( r \in (0, 1) \). It holds that

\[
\lim_{n \to \infty} \mathbb{P}(e_n^* \leq r_n) = r^{\frac{1}{2}}.
\]

Since the event \( \{e_n^* \leq r_n\} \) can be rewritten as the event \( \{f_n(e_n^*) \leq r^{\frac{1}{2}}\} \), where

\[
f_n(e_n^*) = \begin{cases} 
\exp\left(\frac{2n}{1-\alpha} (e_n^*)^{1-\alpha}\right), & \text{if } \alpha \in (2, \infty), \\
h\left(\frac{e_n^*}{n}\right)^{-1}, & \text{if } \alpha = 2, \\
\exp\left(- (2n)^{\alpha/2} \left( (e_n^*)^{-\alpha} - (2n)^{-\alpha}\right)^2\right), & \text{if } \alpha \in (1, 2), \\
\exp\left(- n \left( \ln \frac{e_n^*}{2n} \right)^2\right), & \text{if } \alpha = 1, \\
\exp\left(- (2n)^{\alpha/2} \left( (e_n^*)^{-\alpha} - (2n)^{-\alpha}\right)^2\right), & \text{if } \alpha \in (0, 1),
\end{cases}
\]

Theorem 1.1 readily follows.

**A. Proof of Proposition 2.5**

The following fact will be useful in applying Lemma 2.4. Since \( g(x) \sim x^{-\alpha}, x \to \infty \), it is a consequence of Lemma 2.3. If \( r_n \) is so that \( r_n \to \infty \), as \( n \to \infty \), and

\[
\max_{x \in B_n} \int_{B_n \setminus B_{r_n}(x)} g(y - x) dy \longrightarrow 0 \quad \text{(A.1)}
\]

then

\[
\mathbb{E}[W(n, r_n)] \sim \frac{1}{2} I(n),
\]

with

\[
I(n) := \int_{B_n} \int_{B_n \setminus B_{r_n}(x)} |y - x|^{-\alpha} dy dx
\]

and

\[
J(n) \leq 2 \left( \max_{x \in B_n} \int_{B_n \setminus B_{r_n}(x)} g(y - x) dy \right) \int_{B_n} \int_{B_n \setminus B_{r_n}(x_1)} g(x_1 - x_2) dx_2 dx_1
\]
\[
\leq C \mathbb{E} [W(n, r_n)] \max_{x \in B_n} \int_{B_n \setminus B_{r_n}(x)} g(y - x) dy.
\]
A.1. Case $\alpha > 2$

We first check that

$$\lim_{n \to \infty} I(n) = -\ln r.$$  

We write

$$I(n) = 2 \int_0^n \int_{B_n \setminus B_{rn}(x)} |y - x|^{-\alpha} dydx = 2I_1(n) + 2I_2(n)$$

with

$$I_1(n) = \int^{x-r_n}_{-n} \int_{-n}^{x-r_n} |y - x|^{-\alpha} dydx = \int^{n+x}_{n-r_n} \int_{x-r_n}^{n} s^{-\alpha} dsdx$$

$$= \frac{1}{1 - \alpha} \int_{n-r_n}^{n} (n + x)^{1-\alpha} - r_n^{1-\alpha} dx$$

$$= \frac{1}{1 - \alpha} \frac{1}{2 - \alpha} ((2n)^{2-\alpha} - (2n - r_n)^{2-\alpha}) - \frac{1}{1 - \alpha} r_n^{2-\alpha}$$

and

$$I_2(n) = \int^{n-r_n}_{0} \left( \int_{-n}^{x-r_n} |y - x|^{-\alpha} dy + \int_{x+r_n}^{n} |y - x|^{-\alpha} dy \right) dx$$

$$= \int^{n-r_n}_{0} \left( \int_{x-r_n}^{n+x} s^{-\alpha} ds + \int_{x}^{n-x} s^{-\alpha} ds \right) dx$$

$$= \frac{1}{1 - \alpha} \int_{0}^{n-r_n} \left( (n + x)^{1-\alpha} + (n - x)^{1-\alpha} - 2r_n^{1-\alpha} \right) dx$$

$$= \frac{1}{1 - \alpha} \frac{1}{2 - \alpha} ((2n - r_n)^{2-\alpha} - r_n^{2-\alpha}) - \frac{2}{1 - \alpha} (n - r_n)r_n^{1-\alpha}.$$  

It follows that

$$I(n) = \frac{2}{1 - \alpha} \left( \frac{1}{2 - \alpha} ((2n)^{2-\alpha} - r_n^{2-\alpha}) - (2n - r_n)r_n^{1-\alpha} \right)$$

$$= \frac{2}{1 - \alpha} \left[ \frac{1}{2 - \alpha} (2n)^{2-\alpha} - (2n)^{\frac{2-\alpha}{\alpha-1}} \left( \frac{1 - \alpha}{2} \ln r \right)^{\frac{2-\alpha}{1-\alpha}} \right]$$

$$- \left( 1 - (2n)^{-\frac{\alpha}{\alpha-1}} \left( \frac{1 - \alpha}{2} \ln r \right)^{\frac{1}{1-\alpha}} \right) \left( 1 - \alpha \ln r \right)$$

$$\to_{n \to \infty} -\ln r,$$

since $\alpha > 2$. Thus, the claim follows from Lemma 2.3 and (A.1). The assertion (A.1) is easily verified. Then from Lemma 2.4 and straightforward calculations, we get

$$d_{TV}(W(n, r_n), P(n))$$

$$\leq 2 \max_{x \in B_n} \int_{B_n \setminus B_{rn}(x)} g(y - x) dy \min(1, E[P(n)]^{-1}) \int_{B_n \setminus B_{rn}(x)} g(y - x) dydx$$

$$\leq Cn^{1-\alpha}.$$
A.2. Case $\alpha = 2$

Again (A.1) is easily verified and the upper bound on the total variation distance follows as in the previous regime, once we check the second assertion of this Theorem. Note that the function $h: (0, 2] \to [1, \infty)$ is bijective. For notational simplicity, define $c_r = h^{-1}\left(\frac{1}{2}\right) \in (0, 2]$. First, assume that $r$ is such that $c_r \in (0, 1]$. It follows that

$$ I(n) = 2 \int_0^n \int_{B_n \setminus B_{rn}(x)} |y - x|^{-2} \, dy \, dx $$

$$ = 2 \int_0^n \int_{c_r n}^{n+x} s^{-2} \, ds \, dx + 2 \int_0^n \int_{c_r n}^{n-x} s^{-2} \, ds \, dx $$

$$ = 2 \int_0^n ((c_r n)^{-1} - (n + x)^{-1}) \, dx + 2 \int_0^n ((c_r n)^{-1} - (n - x)^{-1}) \, dx $$

$$ = \frac{2 - c_r}{c_r} - 2 \int_0^n (n + x)^{-1} \, dx - 2 \int_0^n (n - x)^{-1} \, dx $$

$$ = \frac{2 - c_r}{c_r} - 2 \ln(2n) + 2 \ln(n) + 2 \ln(c_r n) - 2 \ln(n) $$

$$ = 2 \ln \left( \frac{c_r \exp \left( \frac{2 - c_r}{c_r} \right)}{2} \right) = - \ln \left( \left( \frac{c_r \exp \left( \frac{2 - c_r}{c_r} \right)}{2} \right)^2 \right) $$

$$ = - \ln r $$

by definition of $c_r$.

Assume now that $r$ is such that $c_r \in (1, 2]$. Then it follows that

$$ I(n) = \int_{-n}^n \int_{B_n \setminus B_{rn}(x)} |y - x|^{-2} \, dy \, dx = 2 \int_0^n \int_{B_n \setminus B_{rn}(x)} |y - x|^{-2} \, dy \, dx $$

$$ = 2 \int_{c_r n}^{n+x} s^{-2} \, ds \, dx + 2 \int_{c_r n}^{n-x} s^{-2} \, ds \, dx $$

$$ = 2 \int_{(c_r n)^{-1}}^{(c_r n)^{-1} - (n + x)^{-1}} \, dx + 2 \int_{(c_r n)^{-1}}^{(c_r n)^{-1} - (n - x)^{-1}} \, dx $$

$$ = 2 \left( \frac{2 - c_r}{c_r} - \ln(2n) + \ln(c_r n) \right) = - \ln r $$

by definition of $c_r$ as before.

A.3. Case $1 < \alpha < 2$

Since $\alpha > 1$, (A.1) easily follows. Note that, for $n$ large, $n < r_n < 2n$. We have

$$ I(n) = 2 \int_0^n \int_{B_n \setminus B_{rn}(x)} |y - x|^{-\alpha} \, dy \, dx = 2 \int_{-n}^n \int_{B_n \setminus B_{rn}(x)} |y - x|^{-\alpha} \, dy \, dx $$

$$ = 2 \int_{-n}^n \int_{r_n}^{n+x} s^{-\alpha} \, ds \, dx = \frac{2}{1 - \alpha} \int_{-n}^n (n + x)^{1-\alpha} - r_n^{1-\alpha} \, dx $$
\[
\begin{align*}
&= \frac{2}{1-\alpha} \left( \frac{1}{2-\alpha} \left( (2n)^{2-\alpha} - r_n^{2-\alpha} \right) - (2n - r_n)r_n^{1-\alpha} \right) \\
&= \frac{2}{1-\alpha} \left( (2n)^{1-\alpha} - r_n^{1-\alpha} \right) 2n - \frac{2}{2-\alpha} \left( (2n)^{2-\alpha} - r_n^{2-\alpha} \right) \\
&=: \frac{2}{1-\alpha} \tilde{I}(n) \quad (A.2)
\end{align*}
\]

with
\[
\tilde{I}(n) = \left( (2n)^{1-\alpha} - (2n)^{2-\alpha} - (2-\alpha)2^{1-\alpha} \sqrt{-\ln r n^{1-\alpha}} \right) \frac{1-\alpha}{2-\alpha} 2n \\
- (1-\alpha)2^{1-\alpha} \sqrt{-\ln r n^{1-\alpha}} \\
= n^{1-\alpha} \left[ - (1-\alpha)2^{1-\alpha} \sqrt{-\ln r} \\
+ 2^{2-\alpha} n^{1-\alpha} \left( 1 - (1-2-\alpha)2^{1-\alpha} \sqrt{-\ln r} 2^{-2+\alpha} n^{-1+\alpha} \frac{1-\alpha}{2-\alpha} \right) \right].
\]

By using l'Hôpital’s rule, one can see that
\[
\lim_{n \to \infty} 2^{2-\alpha} n^{1-\alpha} \left( 1 - (1-2-\alpha)2^{1-\alpha} \sqrt{-\ln r} 2^{-2+\alpha} n^{-1+\alpha} \frac{1-\alpha}{2-\alpha} \right) = (1-\alpha)2^{1-\alpha} \sqrt{-\ln r}
\]
and then conclude by using l'Hôpital’s rule again that
\[
\lim_{n \to \infty} I(n) = \frac{2}{1-\alpha} \lim_{n \to \infty} \tilde{I}(n) = -\ln r.
\]

The conclusion of this Theorem then follows the same arguments as before.

**A.4. Case \( \alpha = 1 \)**

First, we verify (A.1). Observe that, for \( x \in [0, r_n - n) \), \( B_n \setminus B_n(x) = \emptyset \). Besides, for \( x \in [r_n - n, n] \), we have
\[
\int_{B_n \setminus B_n(x)} |y - x|^{-\alpha} \, dy \leq r_n^{-\alpha} (x - r_n + n) \leq r_n^{-\alpha} (2n - r_n).
\]

Hence,
\[
\max_{x \in [0, n]} \int_{B_n \setminus B_n(x)} |y - x|^{-\alpha} \, dy \leq 2r_n^{-\alpha} (2n - r_n) \to 0,
\]
which proves (A.1).

For \( n \) large, it holds that
\[
I(n) = 2 \int_0^n \int_{B_n \setminus B_n(x)} |y - x|^{-1} \, dy \, dx = 2 \int_{-n+r_n}^n \int_{x-r_n}^{x-n} |y - x|^{-1} \, dy \, dx
\]
\[
= 2 \int_{-n+r_n}^n \int_{r_n}^{n+x} s^{-1} \, ds \, dx = 2 \int_{-n+r_n}^n \ln(n + x) - \ln r_n \, dx
\]
\[ 4 \sqrt{n} \left( \frac{1}{g_{r/\sqrt{n}}} - 1 \right) - \ln g_r \]

Since

\[ 4 \sqrt{n} \left( \frac{1}{g_{r/\sqrt{n}}} - 1 \right) \to \ln g_r \quad n \to \infty \]

we use once again l'Hôpital's rule to check that

\[ \lim_{n \to \infty} I(n) = \lim_{n \to \infty} \frac{4 \sqrt{n} \left( \frac{1}{g_{r/\sqrt{n}}} - 1 \right) - \ln g_r}{n^{-\frac{1}{2}}} = \frac{1}{8} (\ln g_r)^2 = -\ln r. \]

Thus, from (A.1) and Lemma 2.3, we get

\[ \lim_{n \to \infty} \mathbb{E} [W(n, r_n)] = -\frac{1}{2} \ln r. \]

Finally, Lemma 2.4 gives us

\[ d_{TV} (W(n, r_n), P(n)) \leq 2 \left( \max_{x \in B_n} \int_{B_n \setminus B_{r_n}(x)} g(y - x) dy \right) \min(1, \mathbb{E}[P(n)]^{-1}) \int_{B_n \setminus B_{r_n}(x)} g(y - x) dy dx \leq C \left( \frac{2n}{r_n} - 1 \right) = C \left( \exp \left( \sqrt{-\frac{1}{2n} \ln r} \right) - 1 \right) \leq Cn^{-\frac{1}{2}}. \]

**A.5. Case 0 < \alpha < 1**

We begin by verifying (2.4). Indeed

\[ \max_{x \in [0, n]} \int_{B_n \setminus B_{r_n}(x)} |y - x|^{-\alpha} dy \leq 2 \max_{x \in [r_n - n, n]} \int_{r_n \wedge (n+x)} s^{-\alpha} ds \leq \max_{x \in [r_n - n, n]} \frac{2}{1 - \alpha} \left( (n + x)^{1 - \alpha} - r_n^{1 - \alpha} \right) \leq \frac{2}{1 - \alpha} \left( (2n)^{1 - \alpha} - r_n^{1 - \alpha} \right) = 2^{1 - \frac{\alpha}{2}} \sqrt{-\ln rn^{-\frac{\alpha}{2}}} \to 0. \]

Now we prove that

\[ \lim_{n \to \infty} \mathbb{E} [W(n, r_n)] = -\frac{1}{2} \ln r. \]
The calculations are very close to the ones in the case $1 < \alpha < 2$. Equation (A.2) is satisfied here with
\[
\tilde{I}(n) = n^{1-\frac{\alpha}{2}} (2 - \alpha) 2^{1-\frac{\alpha}{2}} \sqrt{-\ln r}
\]
\[
+ \left( (2n)^{1-\alpha} - (1 - \alpha) 2^{-\frac{\alpha}{2}} \sqrt{-\ln r n^{-\frac{\alpha}{2}}} \right) \frac{2-\alpha}{1-\alpha} - (2n)^{2-\alpha}
\]
\[
= n^{1-\frac{\alpha}{2}} \left[ (2 - \alpha) 2^{1-\frac{\alpha}{2}} \sqrt{-\ln r}
\right.
\]
\[
+ 2^{2-\alpha} n^{1-\frac{\alpha}{2}} \left( (1 - (1 - \alpha) 2^{1-\alpha} \sqrt{-\ln r 2^{2-\alpha} n^{1+\frac{\alpha}{2}}} \right) \frac{2-\alpha}{1-\alpha} - 1 \right].
\]
From here, one can conclude by using l’Hôpital’s rule twice again. Finally, the first assertion follows from similar calculations as in the case $\alpha = 1$. This concludes the proof.
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