THE SPECTRALITY OF INFINITE CONVOLUTIONS IN \( \mathbb{R}^d \)
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Abstract. In this paper, we study the spectrality of infinite convolutions in \( \mathbb{R}^d \), where the spectrality means the corresponding square integrable function space admits a family of exponential functions as an orthonormal basis. Suppose that the infinite convolutions are generated by a sequence of admissible pairs in \( \mathbb{R}^d \). We give two sufficient conditions for their spectrality by using the equi-positivity condition and the integral periodic zero set of Fourier transform. By applying these results, we show the spectrality of some specific infinite convolutions in \( \mathbb{R}^d \).

1. Introduction

Let \( \mathcal{P}(\mathbb{R}^d) \) be the collection of Borel probability measures on \( \mathbb{R}^d \). We call \( \mu \in \mathcal{P}(\mathbb{R}^d) \) a *spectral measure* if there exists a countable subset \( \Lambda \subseteq \mathbb{R}^d \) such that the family of exponential functions

\[
\{ e_{\lambda}(x) = e^{2\pi i \lambda \cdot x} : \lambda \in \Lambda \}
\]

forms an orthonormal basis for \( L^2(\mu) \), where \( \cdot \) denotes the standard inner product on \( \mathbb{R}^d \). The set \( \Lambda \) is called a *spectrum* of \( \mu \). Such orthonormal bases are used for Fourier series expansions of functions [39], therefore the existence of spectrum is a fundamental question in harmonic analysis.

In 1974, Fuglede related the existence of commuting self-adjoint partial differential operators to the spectrality and proposed the following well-known spectral set conjecture in [18].

A measurable set \( \Gamma \subseteq \mathbb{R}^d \) with positive finite Lebesgue measure is a spectral set, that is, the normalized Lebesgue measure on \( \Gamma \) is a spectral measure, if and only if \( \Gamma \) tiles \( \mathbb{R}^d \) by translations.

This conjecture has been refuted by Tao [40] and the others [24,35] in \( d \)-dimensional spaces with \( d \geq 3 \), but the study of the connection between spectrality and tiling has raised a great deal of interest, see [16,21,25,28].

Fractal measures usually appear as singular measures with respect to classical Lebesgue measures, we refer the readers to [15] for details on fractal geometry. In [23], Jorgensen and Pedersen discovered that the self-similar measure defined by

\[
\mu(\cdot) = \frac{1}{2} \mu(4 \cdot) + \frac{1}{2} \mu(4 \cdot -2)
\]
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is a spectral measure, but the standard middle-third Cantor measure is not. From then on, the spectrality of fractal measures has been extensively investigated, and we refer the readers to [1–14, 17, 19, 20, 23, 26, 27, 29, 31–34, 37, 38]. In this paper, we study the spectrality of infinite convolutions in $\mathbb{R}^d$ which may be regarded as a generalization of self-affine measures.

We write $\mathcal{M}(\mathbb{R}^d)$ for the collection of all finite nonzero Borel measures on $\mathbb{R}^d$. Note that $\mathcal{P}(\mathbb{R}^d) \subseteq \mathcal{M}(\mathbb{R}^d)$. For $\mu, \nu \in \mathcal{M}(\mathbb{R}^d)$, the convolution $\mu * \nu$ is given by

$$
\mu * \nu(B) = \int_{\mathbb{R}^d} \nu(B - x) \, d\mu(x) = \int_{\mathbb{R}^d} \mu(B - y) \, d\nu(y),
$$

for every Borel subset $B \subseteq \mathbb{R}^d$. For a finite subset $A \subseteq \mathbb{R}^d$, we define the discrete measure

$$
\delta_A = \frac{1}{\#A} \sum_{a \in A} \delta_a,
$$

where $\#$ denotes the cardinality of a set and $\delta_a$ denotes the Dirac measure concentrated on the point $a$.

Let $R \in M_d(\mathbb{Z})$ be a $d \times d$ expanding integral matrix, that is, all eigenvalues have modulus strictly greater than 1, and let $B \subseteq \mathbb{Z}^d$ be a finite subset of integral vectors. If there exists a finite subset $L \subseteq \mathbb{Z}^d$ such that $\#L = \#B$ and the matrix

$$
\left[ \frac{1}{\sqrt{\#B}} e^{-2\pi i (R^{-1}y) \cdot \ell} \right]_{b \in B, \ell \in L}
$$

is unitary, we call $(R, B)$ an admissible pair in $\mathbb{R}^d$. Sometimes, to emphasize $L$, we call $(R, B, L)$ a Hadamard triple. It is easy to verify that $(R, B)$ is an admissible pair if and only if the discrete measure $\delta_{R^{-1}B}$ admits a spectrum $L \subseteq \mathbb{Z}^d$.

Given a sequence of admissible pairs $\{(R_n, B_n)\}_{n=1}^\infty$ in $\mathbb{R}^d$, let

$$
\mu_n = \delta_{R_1^{-1}B_1} * \delta_{(R_2R_1)^{-1}B_2} * \cdots * \delta_{(R_n \cdots R_2R_1)^{-1}B_n}. \tag{1.1}
$$

We assume that the weak limit of $\{\mu_n\}$ exists, and the weak limit $\mu$ is called an infinite convolution, written as

$$
\mu = \delta_{R_1^{-1}B_1} * \delta_{(R_2R_1)^{-1}B_2} * \cdots * \delta_{(R_n \cdots R_2R_1)^{-1}B_n} * \cdots. \tag{1.2}
$$

Some sufficient and necessary conditions for the existence of infinite convolutions were given in [30], and a class of singular spectral measures without compact support was constructed.

The admissible pair assumption implies that all discrete measures $\{\mu_n\}$ are spectral measures. Therefore, a natural question arises as the following.

*Given a sequence of admissible pairs $\{(R_n, B_n)\}_{n=1}^\infty$, under what condition is the infinite convolution $\mu$ a spectral measure?*

In fact, it is easy to construct an infinite mutually orthogonal set of exponential functions, but it is very difficult to show the completeness of the orthogonal set. The infinite convolution generated by admissible pairs was first studied by Strichartz [38] to find more spectral measures. The admissible pair condition is not enough to guarantee that infinite convolutions are spectral measures, see [5, 31] for counterexamples. If $(R_n, B_n) = (R, B)$ for all $n \geq 1$, then the infinite convolution $\mu$ is reduced to the self-affine measure. Dutkay,
Haussermann and Lai [13] have proved that the self-affine measures generated by an admissible pair is a spectral measure. We refer the readers to [2–5, 7–9, 17, 26, 29–31–34] for other related results on spectrality of infinite convolutions. Currently, most of the research on spectrality of infinite convolutions focuses on either the one-dimensional case or some special examples in \( \mathbb{R}^d \).

We denote the tail of the infinite convolution \( \mu \) by
\[
\mu_{>n} = \delta_{(R_{n+1} \cdots R_2 R_1)^{-1} B_{n+1}} \ast \delta_{(R_{n+2} \cdots R_2 R_1)^{-1} B_{n+2}} \ast \cdots .
\]

Clearly, we have \( \mu = \mu_{n} \ast \mu_{>n} \). We also define a push-forward measure of \( \mu_{>n} \) by
\[
(1.3) \quad \nu_{>n} = \mu_{>n} \circ (R_n \cdots R_2 R_1)^{-1} = \delta_{R_{n+1}^{-1} B_{n+1}} \ast \delta_{(R_{n+2} R_{n+1})^{-1} B_{n+2}} \ast \cdots .
\]

The spectrality of the infinite convolution \( \mu \) relies on the properties of \( \{ \nu_{>n} \} \). First, provided a technical condition, we show that the existence of an equi-positive family (see Definition 2.7) is sufficient for the spectrality of infinite convolutions in \( \mathbb{R}^d \) (also see Theorem 2.8). Analogous results in \( \mathbb{R} \) can be found in [2, 31, 34].

**Theorem 1.1.** Let \( \{(R_n, B_n)\}_{n=1}^{\infty} \) be a sequence of admissible pairs in \( \mathbb{R}^d \). Suppose that the infinite convolution \( \mu \) defined in (1.2) exists, and
\[
\lim_{n \to \infty} \| R_1^{-1} R_2^{-1} \cdots R_n^{-1} \| = 0 .
\]
Let \( \{\nu_{>n}\} \) be defined in (1.3). If there exists a subsequence \( \{\nu_{>n_j}\} \) which is an equi-positive family, then \( \mu \) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

For \( \mu \in \mathcal{P}(\mathbb{R}^d) \), we write
\[
\mathcal{Z}(\mu) = \{ \xi \in \mathbb{R}^d : \hat{\mu}(\xi + k) = 0 \text{ for all } k \in \mathbb{Z}^d \}
\]
for the integral periodic zero set of Fourier transform of \( \mu \). Next we characterize the spectrality by using the integral periodic zero set (also see Theorem 3.1). The following Theorem 1.2 and Theorem 1.3 in \( \mathbb{R} \) has been proved in [32].

**Theorem 1.2.** Let \( \{(R_n, B_n)\}_{n=1}^{\infty} \) be a sequence of admissible pairs in \( \mathbb{R}^d \). Suppose that the infinite convolution \( \mu \) defined in (1.2) exists, and
\[
\lim_{n \to \infty} \| R_1^{-1} R_2^{-1} \cdots R_n^{-1} \| = 0 .
\]
Let \( \{\nu_{>n}\} \) be defined in (1.3). If there exists a subsequence \( \{\nu_{>n_j}\} \) which converges weakly to \( \nu \) with \( \mathcal{Z}(\nu) = \emptyset \), then \( \mu \) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

Generally, it is a challenging problem to compute the integral periodic zero set of Fourier transform. We provide a sufficient condition for the integral periodic zero set of Fourier transform to be empty (also see Theorem 3.3).

**Theorem 1.3.** Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \). Suppose there exists a Borel subset \( E \subseteq \mathbb{R}^d \) such that \( \mu(E) > 0 \), and
\[
\mu(E + k) = 0
\]
for all \( k \in \mathbb{Z}^d \setminus \{0\} \). Then we have \( \mathcal{Z}(\mu) = \emptyset \).
Remark. Assume that $\mu \in \mathcal{P}(\mathbb{R}^d)$ has a compact support, denoted by $\text{spt}(\mu)$. If there exists $x_0 \in \text{spt}(\mu)$ such that $x_0 + k \notin \text{spt}(\mu)$ for all $k \in \mathbb{Z}^d \setminus \{0\}$, then we can conclude that $\mathcal{Z}(\mu) = \emptyset$. This is because by the compactness of $\text{spt}(\mu)$, there exists a sufficiently small open neighborhood $U$ of $x_0$ such that $(U + k) \cap \text{spt}(\mu) = \emptyset$ for all $k \in \mathbb{Z}^d \setminus \{0\}$. Then the set $E = U$ is desired in Theorem 1.3.

In the following, we apply Theorem 1.2 and Theorem 1.3 to show the spectrality of some infinite convolutions in $\mathbb{R}^d$. First, we state a general result (also see Theorem 5.2).

**Theorem 1.4.** Let $\{(R_n, B_n)\}_{n=1}^{\infty}$ be a sequence of admissible pairs in $\mathbb{R}^d$. Suppose that

(i)
$$\lim_{n \to \infty} \|R_n^{-1}R_n^{-1} \cdots R_n^{-1}\| = 0,$$
and there exists a cube $C = t_0 + [0,1]^d$ for some $t_0 \in \mathbb{R}^d$ such that

(ii) for each $n \geq 1$, we have $R_n^{-1}(C + b) \subseteq C$ for every $b \in B_n$,

(iii) there exists an admissible pair $(R, B)$, which occurs infinitely times in the sequence $\{(R_n, B_n)\}_{n=1}^{\infty}$, such that $R^{-1}(C + b_0) \subseteq \text{int}(C)$ for some $b_0 \in B$.

Then the infinite convolution $\mu$ defined in (1.2) exists and is a spectral measure with a spectrum in $\mathbb{Z}^d$.

Next, we focus on admissible pairs consisting of diagonal matrices and digit sets that satisfy the assumption (ii) for $C = [0,1]^d$ in Theorem 1.4. For the one-dimensional case, An, Fu, and Lai [2] showed that given a sequence of admissible pairs $\{(R_n, B_n)\}_{n=1}^{\infty}$ in $\mathbb{R}$, if $R_n \geq 2$ and $B_n \subseteq \{0,1,\cdots,R_n - 1\}$ for all $n \geq 1$, and
$$\lim \inf_{n \to \infty} \# B_n < \infty,$$
then the infinite convolution $\mu$ defined in (1.2) is a spectral measure with a spectrum in $\mathbb{Z}$. We generalize their result in the higher dimension.

In $\mathbb{R}^d$, we use $\mathcal{D}_d$ to denote the set of all pairs $(R, B)$ of a diagonal matrix $R = \text{diag}(m_1, m_2, \cdots, m_d)$, where $m_1, m_2, \cdots, m_d \geq 2$ are integers, and a nonempty subset $B \subseteq \{0,1,\cdots,m_1 - 1\} \times \{0,1,\cdots,m_2 - 1\} \times \cdots \times \{0,1,\cdots,m_d - 1\}$.

Given a sequence $\{(R_n, B_n)\}_{n=1}^{\infty} \subseteq \mathcal{D}_d$, by Theorem 1.1 in [32], the infinite convolution $\mu$ defined in (1.2) exists. If, moreover, $\{(R_n, B_n)\}_{n=1}^{\infty}$ is a sequence of admissible pairs, then we obtain the spectrality of $\mu$ under some conditions (also see Theorem 5.3).

**Theorem 1.5.** In $\mathbb{R}^d$, suppose that $\{(R_n, B_n)\}_{n=1}^{\infty} \subseteq \mathcal{D}_d$ is a sequence of admissible pairs. If there exists an admissible pair $(R, B)$ that occurs infinitely times in the sequence $\{(R_n, B_n)\}_{n=1}^{\infty}$, and moreover, all diagonal elements of $R$ are greater than or equal to $d + 1$, then the infinite convolution $\mu$ defined in (1.2) is a spectral measure with a spectrum in $\mathbb{Z}^d$.

In particular, if $\{(R_n, B_n)\}_{n=1}^{\infty} \subseteq \mathcal{D}_d$ is chosen from a finite set of admissible pairs, then the spectrality of infinite convolutions follows directly (also see Theorem 5.5).

**Theorem 1.6.** In $\mathbb{R}^d$, given a sequence of admissible pairs $\{(R_n, B_n)\}_{n=1}^{\infty} \subseteq \mathcal{D}_d$, if
$$\sup_{n \geq 1} \|R_n\| < \infty,$$
the infinite convolution $\mu$ defined in (1.2) is a spectral measure with a spectrum in $\mathbb{Z}^d$.

Finally, we give some examples in $\mathbb{R}^2$ to illustrate our results.

**Example 1.7.** Let

$$R_1 = \begin{pmatrix} 4 & 0 \\ 4 & -4 \end{pmatrix}, \quad B_1 = \left\{ \begin{pmatrix} 2 \\ 0 \\ \end{pmatrix}, \begin{pmatrix} 3 \\ 0 \\ \end{pmatrix}, \begin{pmatrix} 2 \\ 1 \\ \end{pmatrix}, \begin{pmatrix} 3 \\ 1 \\ \end{pmatrix} \right\}.$$  

Then the discrete measure $\delta_{R_1^{-1}B_1}$ admits a spectrum

$$L_1 = \left\{ \begin{pmatrix} 0 \\ 0 \\ \end{pmatrix}, \begin{pmatrix} 2 \\ 0 \\ \end{pmatrix}, \begin{pmatrix} 2 \\ -2 \\ \end{pmatrix}, \begin{pmatrix} 4 \\ -2 \\ \end{pmatrix} \right\}.$$  

Let

$$R_2 = \begin{pmatrix} 3 & -3 \\ 3 & 3 \end{pmatrix}, \quad B_2 = \left\{ \begin{pmatrix} 0 \\ 2 \\ \end{pmatrix}, \begin{pmatrix} 1 \\ 2 \\ \end{pmatrix}, \begin{pmatrix} 0 \\ 3 \\ \end{pmatrix} \right\}.$$  

Then the discrete measure $\delta_{R_1^{-1}B_1}$ admits a spectrum

$$L_2 = \left\{ \begin{pmatrix} 0 \\ 0 \\ \end{pmatrix}, \begin{pmatrix} 3 \\ 1 \\ \end{pmatrix}, \begin{pmatrix} 3 \\ -1 \\ \end{pmatrix} \right\}.$$  

By calculation, we have $\|R_1^{-1}\| = (1 + \sqrt{5})/8 < 1$ and $\|R_2^{-1}\| = \sqrt{2}/6 < 1$. For $\omega = (\omega_k)_{k=1}^{\infty} \in \{1, 2\}^N$, the sequence of admissible pairs $\{(R_n, B_n)\}_{k=1}^{\infty}$ satisfies all assumptions for $C = [0, 1]^2$ in Theorem 1.4. Therefore, for $\omega = (\omega_k)_{k=1}^{\infty} \in \{1, 2\}^N$, the infinite convolution

$$\mu_{\omega} = \delta_{R_1^{-1}B_{\omega_1}} \ast \delta_{(R_2 \circ R_{\omega_1})^{-1}B_{\omega_2}} \ast \cdots \ast \delta_{(R_{\omega_k} \circ \cdots \circ R_{\omega_2} \circ R_{\omega_1})^{-1}B_{\omega_k}} \ast \cdots$$

is a spectral measure with a spectrum in $\mathbb{Z}^2$.

**Example 1.8.** For $n \geq 1$, if $n$ is odd, let $R_n = \text{diag}(3, 3)$ and $B_n = \{(0, 0), (0, 1), (1, 0)\}$; if $n$ is even, let $R_n = \text{diag}(n, n)$ and $B_n = \{(0, 0), (n - 1, n - 1)\}$. Then $\{(R_n, B_n)\}_{n=1}^{\infty}$ is a sequence of admissible pairs that satisfies neither the assumption in Theorem 1.4 nor the assumption in Theorem 1.6. It follows from Theorem 1.5 that the infinite convolution

$$\mu = \mu = \delta_{R_1^{-1}B_1} \ast \delta_{(R_2 \circ R_{\omega_1})^{-1}B_{\omega_2}} \ast \cdots \ast \delta_{(R_{\omega_k} \circ \cdots \circ R_{\omega_2} \circ R_{\omega_1})^{-1}B_{\omega_k}} \ast \cdots$$

is a spectral measure with a spectrum in $\mathbb{Z}^2$.

The rest of paper is organized as follows. In Section 2, we first review some definitions and some known results, and then we give the proof of Theorem 1.1. In Section 3, we study the integral periodic zero set of Fourier transform and prove Theorem 1.2 and Theorem 1.3. In Section 4, we prove a key theorem for the later proof. Finally, we prove Theorem 1.4, Theorem 1.5, and Theorem 1.6 in Section 5.

2. Spectrality of infinite convolutions

Let $|x|$ denote the Euclidean norm of a vector $x \in \mathbb{R}^d$, and $|z|$ also denotes the modulus of a complex number $z \in \mathbb{C}$. The operator norm of a $d \times d$ real matrix $M \in M_d(\mathbb{R})$ is denoted by $\|M\|$, and $M^T$ denotes the transpose of $M$. The open ball centred at $x$ with radius $\gamma$ in $\mathbb{R}^d$ is denoted by $U(x, \gamma)$. 

5
For a finite nonzero Borel measure \( \mu \in \mathcal{M}(\mathbb{R}^d) \), the support of \( \mu \) is defined to be the smallest closed set with full measure, and we also say that \( \mu \) is concentrated on a Borel subset \( E \) of \( \mathbb{R}^d \) if
\[
\mu(\mathbb{R}^d \setminus E) = 0.
\]

For a Borel probability measure \( \mu \in \mathcal{P}(\mathbb{R}^d) \), the Fourier transform of \( \mu \) is given by
\[
\hat{\mu}(\xi) = \int_{\mathbb{R}^d} e^{-2\pi i \xi \cdot x} \, d\mu(x).
\]

Let \( \mu, \mu_1, \mu_2, \ldots \in \mathcal{P}(\mathbb{R}^d) \). We say that \( \mu_n \) converges weakly to \( \mu \) if
\[
\lim_{n \to \infty} \int_{\mathbb{R}^d} f(x) \, d\mu_n(x) = \int_{\mathbb{R}^d} f(x) \, d\mu(x)
\]
for all \( f \in C_b(\mathbb{R}^d) \), where \( C_b(\mathbb{R}^d) \) is the set of all bounded continuous functions on \( \mathbb{R}^d \). The following well-known theorem characterizes the weak convergence of probability measures.

**Theorem 2.1.** Let \( \mu, \mu_1, \mu_2, \ldots \in \mathcal{P}(\mathbb{R}^d) \). Then \( \mu_n \) converges weakly to \( \mu \) if and only if \( \lim_{n \to \infty} \hat{\mu}_n(\xi) = \hat{\mu}(\xi) \) for every \( \xi \in \mathbb{R}^d \). Moreover, if \( \mu_n \) converges weakly to \( \mu \), then for every \( h > 0 \), the sequence \( \hat{\mu}_n(\xi) \) converges uniformly to \( \hat{\mu}(\xi) \) for \( |\xi| \leq h \).

The next theorem is often used to check whether a probability measure is spectral. The proof for compactly supported probability measures refers to Lemma 3.3 in [23]. Actually, it holds for all probability measures (see [31] for a detailed proof).

**Theorem 2.2.** Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \). A countable subset \( \Lambda \subseteq \mathbb{R}^d \) is a spectrum of \( \mu \) if and only if for all \( \xi \in \mathbb{R}^d \) we have
\[
Q(\xi) = \sum_{\lambda \in \Lambda} |\hat{\mu}(\lambda + \xi)|^2 = 1.
\]

The spectrality is invariant under affine transformations. For a \( d \times d \) nonsingular real matrix \( M \) and a vector \( b \in \mathbb{R}^d \), we define \( T_{M,b} : \mathbb{R}^d \to \mathbb{R}^d \) by \( T_{M,b}(x) = Mx + b \).

**Lemma 2.3.** Let \( \nu \in \mathcal{P}(\mathbb{R}^d) \) be a spectral measure with a spectrum \( \Lambda \). Then \( \mu = \nu \circ T_{M,b}^{-1} \) is a spectral measure with a spectrum \( (M^T)^{-1}\Lambda \) for any \( d \times d \) nonsingular real matrix \( M \) and any vector \( b \in \mathbb{R}^d \).

**Proof.** Note that \( \hat{\mu}(\xi) = e^{-2\pi i b \cdot \xi} \hat{\nu}(M^T \xi) \). Let \( \Lambda' = (M^T)^{-1}\Lambda \), and then we have
\[
Q(\xi) = \sum_{\lambda' \in \Lambda'} |\hat{\mu}(\xi + \lambda')|^2
= \sum_{\lambda' \in \Lambda'} |e^{-2\pi i b \cdot (\xi + \lambda')} \hat{\nu}(M^T (\xi + \lambda'))|^2
= \sum_{\lambda \in \Lambda} |\hat{\nu}(M^T \xi + \lambda)|^2
= 1.
\]

It follows from Theorem 2.2 that \( \Lambda' = (M^T)^{-1}\Lambda \) is a spectrum of \( \mu \).

Next lemma allows us to construct new spectral measures by convolution. One can also see Theorem 1.5 in [19].
Lemma 2.4. Suppose that $\delta_A$ admits a spectrum $L \subseteq \mathbb{R}^d$, where $A \subseteq \mathbb{R}^d$ is a finite subset. If $\nu \in \mathcal{P}(\mathbb{R}^d)$ admits a spectrum $\Lambda \subseteq \mathbb{R}^d$ such that $$a \cdot \lambda \in \mathbb{Z} \text{ for all } a \in A \text{ and } \lambda \in \Lambda,$$
then $\mu = \delta_A \ast \nu$ is a spectral measure with a spectrum $L + \Lambda$.

Proof. Note that $$\hat{\delta}_A(\xi) = \frac{1}{\#A} \sum_{a \in A} e^{-2\pi i a \cdot \xi}.$$ Since $a \cdot \lambda \in \mathbb{Z}$ for all $a \in A$ and $\lambda \in \Lambda$, we have $$\hat{\delta}_A(\xi + \lambda) = \hat{\delta}_A(\xi) \text{ for all } \lambda \in \Lambda \text{ and } \xi \in \mathbb{R}^d.$$ Let $\Lambda' = L + \Lambda$, and then by Theorem 2.2 we have

$$Q(\xi) = \sum_{\lambda' \in \Lambda'} |\hat{\mu}(\xi + \lambda')|^2 = \sum_{\lambda' \in \Lambda'} |\hat{\delta}_A(\xi + \lambda')\hat{\nu}(\xi + \lambda')|^2$$

$$= \sum_{\ell \in L} \sum_{\lambda \in \Lambda} |\hat{\delta}_A(\xi + \ell + \lambda)\hat{\nu}(\xi + \ell + \lambda)|^2$$

$$= \sum_{\ell \in L} \sum_{\lambda \in \Lambda} |\hat{\delta}_A(\xi + \ell)\hat{\nu}(\xi + \ell + \lambda)|^2$$

$$= \sum_{\ell \in L} |\hat{\delta}_A(\xi + \ell)|^2$$

$$= 1.$$ 

It follows from Theorem 2.2 that $\Lambda' = L + \Lambda$ is a spectrum of $\mu$. \hfill \Box

Corollary 2.5. If $\delta_A$ is a spectral measure, where $A \subseteq \mathbb{Z}^d$ is a finite subset, and $\nu \in \mathcal{P}(\mathbb{R}^d)$ be a spectral measure with a spectrum in $\mathbb{Z}^d$, then $\mu = \delta_A \ast \nu$ is a spectral measure.

We list some useful properties of admissible pairs in the following lemma, see [13,26] for details.

Lemma 2.6. Suppose that $(R, B)$ is an admissible pair in $\mathbb{R}^d$ and the discrete measure $\delta_{R^{-1}B}$ admits a spectrum $L \subseteq \mathbb{Z}^d$.

(i) $L + \ell_0$ is a spectrum of $\delta_{R^{-1}B}$ for all $\ell_0 \in \mathbb{R}^d$.

(ii) The elements in $L$ are distinct modulo $R^T \mathbb{Z}^d$, and if $\tilde{L} \equiv L \pmod{R^T \mathbb{Z}^d}$ then $\tilde{L}$ is also a spectrum of $\delta_{R^{-1}B}$.

(iii) For $1 \leq j \leq n$, let $(R_j, B_j)$ be an admissible pairs in $\mathbb{R}^d$ and let $L_j \subseteq \mathbb{Z}^d$ be a spectrum of $\delta_{R_j^{-1}B_j}$. Write

$$R = R_n R_{n-1} \cdots R_1, \quad B = (R_n R_{n-1} \cdots R_2) B_1 + \cdots + R_n B_{n-1} + B_n.$$ 

Then $(R, B)$ is an admissible pair, and $\delta_{R^{-1}B}$ admits a spectrum

$$L = L_1 + R_1^T L_2 + \cdots + (R_n^T R_{n-1}^T \cdots R_1^T) L_n.$$ 

Next, we state the definition of equi-positivity, and then prove Theorem 1.1.
Definition 2.7. We call \( \Phi \subseteq \mathcal{P}(\mathbb{R}^d) \) an equi-positive family if there exist \( \varepsilon > 0 \) and \( \gamma > 0 \) such that for \( x \in [0, 1)^d \) and \( \mu \in \Phi \), there is an integral vector \( k_{x,\mu} \in \mathbb{Z}^d \) such that
\[
|\hat{\mu}(x + y + k_{x,\mu})| \geq \varepsilon
\]
for all \( |y| < \gamma \), where \( k_{x,\mu} = 0 \) for \( x = 0 \).

Theorem 2.8. Let \( \{(R_n,B_n)\}_{n=1}^{\infty} \) be a sequence of admissible pairs in \( \mathbb{R}^d \). Suppose that the infinite convolution \( \mu \) defined in (1.2) exists, and
\[
\lim_{n \to \infty} \|R_1^{-1}R_2^{-1}\cdots R_n^{-1}\| = 0.
\]
Let \( \{\nu_{>n}\} \) be defined in (1.3). If there exists a subsequence \( \{\nu_{>n}\} \) which is an equi-positive family, then \( \mu \) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

Proof. Since \( \{(R_n,B_n)\}_{n=1}^{\infty} \) be a sequence of admissible pairs in \( \mathbb{R}^d \), by definition, for each \( n \geq 1 \), the discrete measure \( \delta_{R_{n-1}B_n} \) admits a spectrum \( L_n \subseteq \mathbb{Z}^d \). By Lemma 2.6 (i), we may assume that \( 0 \in L_n \) for all \( n \geq 1 \).

Since the family \( \{\nu_{>n}\} \) is equi-positive, there exist \( \varepsilon > 0 \) and \( \gamma > 0 \) such that for \( x \in [0, 1)^d \) and \( j \geq 1 \), there is an integral vector \( k_{x,j} \in \mathbb{Z}^d \) such that
\[
|\hat{\nu}_{>n_j}(x + y + k_{x,j})| \geq \varepsilon
\]
for all \( |y| < \gamma \), and \( k_{x,j} = 0 \) for \( x = 0 \).

For \( q > p \geq 0 \), we define \( R_{p,q} = R_q R_{q-1} \cdots R_{p+1} \),
\[
B_{p,q} = R_q R_{q-1} \cdots R_{p+2}B_{p+1} + R_q R_{q-1} \cdots R_{p+3}B_{p+2} + \cdots + R_q B_{q-1} + B_q,
\]
and
\[
L_{p,q} = L_{p+1} + R_{p+1}^T L_{p+2} + \cdots + (R_{p+1}^T R_{p+2}^T \cdots R_{q-1}^T) L_q.
\]

By Lemma 2.6 (iii), \( L_{p,q} \) is a spectrum of \( \delta_{R_{p,q}B_{p,q}} \).

We construct a sequence of finite subsets \( \Lambda_j \subseteq \mathbb{Z}^d \) for \( j \geq 1 \) by induction. Let \( m_1 = n_1 \) and \( \Lambda_1 = L_{q,m_1} \). Note that \( 0 \in \Lambda_1 \) and \( \Lambda_1 \) is a spectrum of \( \mu_{m_1} \). For \( j \geq 2 \), suppose that \( \Lambda_{j-1} \) has been defined with \( 0 \in \Lambda_{j-1} \) and \( \Lambda_{j-1} \) is a spectrum of \( \mu_{m_{j-1}} \). Since \( \|(R_1^T R_2^T \cdots R_n^T)^{-1}\| = \|R_1^{-1} R_2^{-1} \cdots R_n^{-1}\| \) tends to 0 as \( n \to \infty \), we may choose a sufficiently large integer \( m_j \) in the sequence \( \{n_j\} \) such that \( m_j > m_{j-1} \) and for all \( \lambda \in \Lambda_{j-1} \),
\[
(\left( R_1^T R_2^T \cdots R_{m_j}^T \right)^{-1} \lambda) < \frac{\gamma}{2}
\]
Now we define
\[
\Lambda_j = \Lambda_{j-1} + R_{0,m_j}^T \{ \lambda + R_{m_{j-1},m_j} k_{\lambda,j} : \lambda \in L_{m_{j-1},m_j} \},
\]
where, by the equi-positivity of \( \{\nu_{>n_j}\} \), the integral vectors \( k_{\lambda,j} \in \mathbb{Z}^d \) are chosen to satisfy
\[
|\hat{\nu}_{>m_j} \left( \left( R_{m_{j-1},m_j}^T \right)^{-1} \lambda + y + k_{\lambda,j} \right) | \geq \varepsilon
\]
for all \( |y| < \gamma \), and \( k_{\lambda,j} = 0 \) for \( \lambda = 0 \). Since \( \Lambda_{j-1} \) is a spectrum of \( \mu_{m_{j-1}} = \delta_{R_{0,m_{j-1}}B_{0,m_{j-1}}} \),
by Lemma 2.6 (ii) and (iii), we conclude that \( \Lambda_j \) is a spectrum of
\[
\mu_{m_j} = \delta_{R_{0,m_j}B_{0,m_j}} * \delta_{(R_{m_{j-1},m_j} R_{0,m_{j-1}})^{-1}B_{m_{j-1},m_j}}.
\]
Since \( 0 \in L_{m_{j-1},m_j} \) and \( 0 \in \Lambda_{j-1} \), we have \( 0 \in \Lambda_j \) and \( \Lambda_{j-1} \subseteq \Lambda_j \).
We write
\[ \Lambda = \bigcup_{j=1}^{\infty} \Lambda_j, \]
and prove that \( \Lambda \) is a spectrum of \( \mu \). By Theorem 2.2, it is equivalent to show that for all \( \xi \in \mathbb{R}^d \),
\[ Q(\xi) = \sum_{\lambda \in \Lambda} |\tilde{\mu}(\lambda + \xi)|^2 = 1. \]

For \( \xi \in \mathbb{R}^d \), since \( \Lambda_j \) is a spectrum of \( \mu_{m_j} \), by Theorem 2.2, we have
\[ (2.4) \quad \sum_{\lambda \in \Lambda_j} |\tilde{\mu}_{m_j}(\lambda + \xi)|^2 = 1. \]

It follows that
\[ \sum_{\lambda \in \Lambda_j} |\tilde{\mu}(\lambda + \xi)|^2 = \sum_{\lambda \in \Lambda_j} |\tilde{\mu}_{m_j}(\lambda + \xi)|^2 |\tilde{\mu}_{> m_j}(\lambda + \xi)|^2 \leq \sum_{\lambda \in \Lambda_j} |\tilde{\mu}_{m_j}(\lambda + \xi)|^2 \leq 1. \]

Letting \( j \) tend to the infinity, we obtain that
\[ (2.5) \quad Q(\xi) \leq 1 \]
for all \( \xi \in \mathbb{R}^d \).

Fix \( \xi \in \mathbb{R}^d \). We define
\[ f(\lambda) = |\tilde{\mu}(\lambda + \xi)|^2, \lambda \in \Lambda, \]
and
\[ f_j(\lambda) = \begin{cases} |\tilde{\mu}_{m_j}(\xi + \lambda)|^2, & \text{if } \lambda \in \Lambda_j, \\ 0, & \text{if } \lambda \in \Lambda \setminus \Lambda_j, \end{cases} \]
for each \( j \geq 1 \). For each \( \lambda \in \Lambda \), there exists \( j_\lambda \geq 1 \) such that \( \lambda \in \Lambda_j \) for \( j \geq j_\lambda \), and hence
\[ \lim_{j \to \infty} f_j(\lambda) = \lim_{j \to \infty} |\tilde{\mu}_{m_j}(\xi + \lambda)|^2 = f(\lambda), \]
where the last equality follows from Theorem 2.1 and the fact that \( \mu_{m_j} \) converges weakly to \( \mu \). Choose an integer \( j_0 \geq 1 \) sufficiently large such that for \( j > j_0 \)
\[ (2.6) \quad \left| (R_1^T R_2^T \cdots R_{m_j}^T) \right|^{-1} \xi \right| < \frac{\gamma}{2}. \]

For each \( \lambda \in \Lambda_j \) where \( j > j_0 \), by (2.2), we have that
\[ \lambda = \lambda_1 + (R_{m_{j-1}} \cdots R_2 R_1)^T \lambda_2 + (R_{m_j} \cdots R_2 R_1)^T k_{2,j}, \]
where \( \lambda_1 \in \Lambda_{j-1} \) and \( \lambda_2 \in \mathbb{L}_{m_{j-1}, m_j} \). By (2.1) and (2.6), we have that
\[ \left| (R_1^T R_2^T \cdots R_{m_j}^T)^{-1} (\lambda_1 + \xi) \right| < \gamma. \]

It follows from (2.3) that
\[ f(\lambda) = |\tilde{\mu}(\lambda + \xi)|^2 = |\tilde{\mu}_{m_j}(\lambda + \xi)|^2 |\tilde{\mu}_{> m_j}(\lambda + \xi)|^2 \]
\[ = |\tilde{\mu}_{m_j}(\lambda + \xi)|^2 |\tilde{\mu}_{> m_j}( (R_1^T R_2^T \cdots R_{m_j}^T)^{-1} (\lambda + \xi) )|^2 \]
\[
= |\hat{\mu}_{m_j}(\lambda + \xi)|^2 |\tilde{\nu}_{>m_j} ((R_{m_{j-1}}^T \cdots R_{m_j}^T)^{-1} \lambda_2 + (R_1^T \cdots R_{m_j}^T)^{-1}(\lambda_1 + \xi) + k_{\lambda_2j})|^2 \\
\geq \varepsilon^2 f_j(\lambda).
\]
Therefore, for \( j > j_0 \),
\[
f_j(\lambda) \leq \varepsilon^{-2} f(\lambda)
\]
for all \( \lambda \in \Lambda \).

Let \( \rho \) be the counting measure on the set \( \Lambda \). We have that
\[
\int_{\Lambda} f(\lambda) \, d\rho(\lambda) = \sum_{\lambda \in \Lambda} |\hat{\mu}(\lambda + \xi)|^2 = Q(\xi).
\]
By (2.5), \( f(\lambda) \) is integrable with respect to the counting measure \( \rho \). Applying the dominated convergence theorem and (2.4), we obtain that
\[
Q(\xi) = \lim_{j \to \infty} \int_{\Lambda} f_j(\lambda) \, d\rho(\lambda) \\
= \lim_{j \to \infty} \sum_{\lambda \in \Lambda_j} |\hat{\mu}_{m_j}(\lambda + \xi)|^2 \\
= 1.
\]
Hence, by Theorem 2.2, \( \Lambda \) is a spectrum of \( \mu \), and \( \mu \) is a spectral measure.

\section{3. Integral periodic zero set}

First, we give the proof of Theorem 1.2.

\textbf{Theorem 3.1.} Let \( \{(R_n, B_n)\}_{n=1}^{\infty} \) be a sequence of admissible pairs in \( \mathbb{R}^d \). Suppose that the infinite convolution \( \mu \) defined in (1.2) exists, and
\[
\lim_{n \to \infty} \|R_1^{-1}R_2^{-1} \cdots R_n^{-1}\| = 0.
\]
Let \( \nu_{>n} \) be defined in (1.3). If there exists a subsequence \( \nu_{>n_j} \) which converges weakly to \( \nu \) with \( \mathcal{Z}(\nu) = \emptyset \), then \( \mu \) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

\textbf{Proof.} By Theorem 1.1, it suffices to show that the family \( \{\nu_{>n_j}\}_{j=j_0}^{\infty} \) is equi-positive for some large \( j_0 \geq 1 \).

Since \( \mathcal{Z}(\nu) = \emptyset \), for each \( x \in [0, 1]^d \), there exists \( k_x \in \mathbb{Z}^d \) such that \( \hat{\nu}(x + k_x) \neq 0 \). Thus, there exist \( \varepsilon_x > 0 \) and \( \gamma_x > 0 \) such that
\[
|\hat{\nu}(x + k_x + y)| \geq \varepsilon_x
\]
for all \( |y| < \gamma_x \). Note that
\[
[0, 1]^d \subseteq \bigcup_{x \in [0, 1]^d} U(x, \gamma_x/2).
\]
By the compactness of \([0, 1]^d\), there exist finitely many \( x_1, x_2, \cdots, x_q \in [0, 1]^d \) such that
\[
[0, 1]^d \subseteq \bigcup_{\ell=1}^{q} U(x_\ell, \gamma_{x_\ell}/2).
\]
Since $\hat{\nu}(0) = 1$ and $\hat{\nu}(\xi)$ is continuous, there exists $\gamma_0 > 0$ such that
\begin{equation}
|\hat{\nu}(y)| \geq 1/2
\end{equation}
for all $|y| < \gamma_0$.

Let $\varepsilon = \min \left\{ 1/4, \varepsilon_{x_1}/2, \varepsilon_{x_2}/2, \ldots, \varepsilon_{x_q}/2 \right\}$ and $\gamma = \min \left\{ \gamma_0, \gamma_{x_1}/2, \gamma_{x_2}/2, \ldots, \gamma_{x_q}/2 \right\}$. Let $h = \sqrt{\gamma} + \max \{ |k_{x_1}|, |k_{x_2}|, \ldots, |k_{x_q}| \}$. Since $\{\nu_{n_j}\}$ converges weakly to $\nu$, by Theorem 2.1, we have $\hat{\nu}_{n_j}(\xi)$ converges uniformly to $\hat{\nu}(\xi)$ for $|\xi| \leq h$. Thus, there exists $j_0 \geq 1$ such that
\begin{equation}
|\hat{\nu}_{n_j}(\xi) - \hat{\nu}(\xi)| < \varepsilon
\end{equation}
for all $j \geq j_0$ and all $|\xi| \leq h$.

For each $x \in [0,1)^d \setminus \{0\}$, by (3.2), we may find $1 \leq \ell \leq q$ such that $|x - x_\ell| < \gamma_{x_\ell}/2$. For $j \geq j_0$ and $|y| < \gamma$, noting that $|x + k_{x_\ell} + y| < h$, it follows from (3.4) that
\begin{equation}
|\hat{\nu}_{n_j}(x + k_{x_\ell} + y)| \geq |\hat{\nu}(x + k_{x_\ell} + y)| - \varepsilon.
\end{equation}
Since $|x - x_\ell + y| < \gamma_{x_\ell}/2 + \gamma \leq \gamma_{x_\ell}$, by (3.1), we have that
\begin{equation}
|\hat{\nu}(x + k_{x_\ell} + y)| = |\hat{\nu}(x_\ell + k_{x_\ell} + x - x_\ell + y)| \geq \varepsilon_{x_\ell} \geq 2\varepsilon.
\end{equation}
Thus, for $j \geq j_0$ and $|y| < \gamma$,
\begin{equation*}
|\hat{\nu}_{n_j}(x + k_{x_\ell} + y)| \geq \varepsilon.
\end{equation*}
For $x = 0$, it follows from (3.3) and (3.4) that for $j \geq j_0$ and for $|y| < \gamma$,
\begin{equation*}
|\hat{\nu}_{n_j}(y)| \geq |\hat{\nu}(y)| - \varepsilon \geq 1/4 \geq \varepsilon.
\end{equation*}
Therefore, the family $\{\nu_{n_j}\}_{j=j_0}^\infty$ is equi-positive.

Next, we study the integral periodic zero set of Fourier transform. Recall that the integral periodic zero set is given by
\begin{equation*}
\mathcal{Z}(\mu) = \{ \xi \in \mathbb{R}^d : \hat{\mu}(\xi + k) = 0 \quad \text{for all} \ k \in \mathbb{Z}^d \}.
\end{equation*}

Let $\mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d$, and we write $\mathcal{M}(\mathbb{T}^d)$ for the set of all complex Borel measures on $\mathbb{T}^d$. The following theorem is the uniqueness theorem of Fourier coefficients which is often contained in Fourier analysis or harmonic analysis. Here we give a proof for the readers’ convenience.

**Theorem 3.2.** Let $\nu \in \mathcal{M}(\mathbb{T}^d)$. If the Fourier coefficient
\begin{equation*}
\hat{\nu}(k) = \int_{\mathbb{T}^d} e^{-2\pi i k \cdot x} \, d\nu(x) = 0
\end{equation*}
for all $k \in \mathbb{Z}^d$, then $\nu = 0$.

**Proof.** By the Stone-Weierstrass theorem, every continuous function on $\mathbb{T}^d$ can be approximated uniformly by trigonometric polynomials. Since all Fourier coefficients $\hat{\nu}(k) = 0$ for $k \in \mathbb{Z}^d$, it follows that
\begin{equation*}
\int_{\mathbb{T}^d} f(x) \, d\nu(x) = 0
\end{equation*}
for every continuous function $f$ on $\mathbb{T}^d$. By the Riesz representation theorem [36, Theorem 6.19], we conclude that $\nu = 0$. \qed
We apply the uniqueness theorem of Fourier coefficients to prove Theorem 1.3.

**Theorem 3.3.** Let $\mu \in P(\mathbb{R}^d)$. Suppose there exists a Borel subset $E \subseteq \mathbb{R}^d$ such that $\mu(E) > 0$, and

$$\mu(E + k) = 0$$

for all $k \in \mathbb{Z}^d \setminus \{0\}$. Then we have $Z(\mu) = \emptyset$.

**Proof.** For $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$, we write

$$C_k = [k_1, k_1 + 1) \times \cdots \times [k_d, k_d + 1).$$

Since $\mu(E) > 0$, there exists $k_0 \in \mathbb{Z}^d$ such that $\mu(E \cap C_{k_0}) > 0$. Replacing the set $E$ by $E \cap C_{k_0}$, we may assume that $E \subseteq C_{k_0}$ for some $k_0 \in \mathbb{Z}^d$. Let $\tilde{E} = E - k_0$ and $\tilde{\mu} = \mu * \delta_{\{-k_0\}}$. Then $\tilde{E} \subseteq [0, 1)^d$. Note that for all Borel subset $F \subseteq \mathbb{R}^d$, we have that

$$\tilde{\mu}(F) = \mu * \delta_{\{-k_0\}}(F) = \mu(F + k_0).$$

It follows that $\tilde{\mu}(\tilde{E}) = \mu(E) > 0$, and $\tilde{\mu}(\tilde{E} + k) = \mu(E + k) = 0$ for all $k \in \mathbb{Z}^d \setminus \{0\}$. Since $\tilde{\mu}(\xi) = e^{2\pi i k_0 \cdot \xi} \tilde{\mu}(\xi)$, we have $Z(\tilde{\mu}) = Z(\mu)$. Therefore, we assume that $E \subseteq [0, 1)^d$ in the following.

For $\xi \in \mathbb{R}^d$, we define a complex measure $\mu_\xi$ on $\mathbb{R}^d$ by

$$\frac{d\mu_\xi}{d\mu} = e^{-2\pi i \xi \cdot x}.$$  \hfill (3.5)

Consider the natural homomorphism $\pi : \mathbb{R}^d \to \mathbb{T}^d$, and let $\rho_\xi = \mu_\xi \circ \pi^{-1}$ be the image measure on $\mathbb{T}^d$ of $\mu_\xi$ by $\pi$, i.e., for each Borel subset $F \subseteq \mathbb{T}^d$,

$$\rho_\xi(F) = \mu_\xi(F + \mathbb{Z}^d) = \sum_{k \in \mathbb{Z}^d} \mu_\xi(F + k).$$  \hfill (3.6)

Since $\mu(E) > 0$, we write

$$\nu(\cdot) = \frac{1}{\mu(E)} \mu(\cdot \cap E)$$

for the normalized measure of $\mu$ on $E$.

Suppose that $Z(\mu) \neq \emptyset$. Arbitrarily choose $\xi \in Z(\mu)$, and we have that $\tilde{\mu}(\xi + k) = 0$ for all $k \in \mathbb{Z}^d$. This implies that

$$\tilde{\rho}_\xi(k) = \int_{\mathbb{T}^d} e^{-2\pi i k \cdot x} d\mu_\xi \circ \pi^{-1}(x)$$

$$= \int_{\mathbb{R}^d} e^{-2\pi i k \cdot x} d\mu_\xi(x)$$

$$= \int_{\mathbb{R}^d} e^{-2\pi i k \cdot x} e^{-2\pi i \xi \cdot x} d\mu(x)$$

$$= \tilde{\mu}(\xi + k)$$

$$= 0$$

for all $k \in \mathbb{Z}^d$. By Theorem 3.2, we conclude that $\rho_\xi = 0$. By (3.5) and (3.6), it follows that

$$\int_{E + \mathbb{Z}^d} e^{-2\pi i \xi \cdot x} d\mu(x) = \mu_\xi(E + \mathbb{Z}^d) = \rho_\xi(E) = 0.$$
Since $\mu(E + k) = 0$ for all $k \in \mathbb{Z}^d \setminus \{0\}$, we obtain that
\[
\int_{E} e^{-2\pi i \xi \cdot x} \, d\mu(x) = 0.
\]

It follows that
\[
\widehat{\nu}(\xi) = \frac{1}{\mu(E)} \int_{E} e^{-2\pi i \xi \cdot x} \, d\mu(x) = 0.
\]

Note that $\xi + k \in \mathcal{Z}(\mu)$ for all $k \in \mathbb{Z}^d$. Thus, we have that for all $k \in \mathbb{Z}^d$,
\[
\widehat{\nu}(\xi + k) = 0.
\]

Let $\nu_\xi$ be defined by
\[
\frac{d\nu_\xi}{d\nu} = e^{-2\pi i \xi \cdot x}.
\]

Since $\nu$ is concentrated on $E \subseteq [0, 1]^d$, $\nu_\xi$ can be viewed as a complex measure on $\mathbb{T}^d$. Moreover, the Fourier coefficients $\widehat{\nu}_\xi(k) = \widehat{\nu}(\xi + k) = 0$ for all $k \in \mathbb{Z}^d$. By Theorem 3.2, we have that $\nu_\xi = 0$. But, by (3.7) and Theorem 6.13 in [36], we have the total variation $|\nu_\xi| = \nu \neq 0$, and this leads to a contradiction.

Therefore, we conclude that $\mathcal{Z}(\mu) = \emptyset$. \qed

The following conclusion is an immediate consequence.

**Corollary 3.4.** Let $\mu \in \mathcal{P}(\mathbb{R}^d)$ with spt($\mu$) $\subseteq [0, 1]^d$. If $\mathcal{Z}(\mu) \neq \emptyset$, then we have
\[
spt(\mu) \subseteq [0, 1]^d \setminus (0, 1)^d.
\]

**Remark.** It has been showed in [2] that for $\mu \in \mathcal{P}(\mathbb{R})$ with spt($\mu$) $\subseteq [0, 1]$, $\mathcal{Z}(\mu) \neq \emptyset$ if and only if $\mu = \frac{1}{2} \delta_0 + \frac{1}{2} \delta_1$.

### 4. A KEY INGREDIENT

In order to prove Theorem 1.5 and Theorem 1.6, we need the following Theorem 4.1 to show that the assumption in Theorem 1.3 is satisfied by a class of measures. Recall that $\mathcal{M}(\mathbb{R}^d)$ denotes the collection of all finite nonzero Borel measures on $\mathbb{R}^d$.

**Theorem 4.1.** Let $(R, B) \in \mathcal{D}_d$ where $R = \text{diag}(m_1, m_2, \ldots, m_d)$ with $m_1, m_2, \ldots, m_d \geq d + 1$. Associated with the digit set $B$, a positive weight vector $(p_b)_{b \in B}$ is given. Let $\mu \in \mathcal{M}(\mathbb{R}^d)$ with spt($\mu$) $\subseteq [0, 1]^d$. Set
\[
\nu = (\lambda \ast \mu) \circ R \text{ where } \lambda = \sum_{b \in B} p_b \delta_b.
\]

Then there exists a Borel subset $E \subseteq \mathbb{R}^d$ such that $\nu(E) > 0$ and
\[
\nu(E + n) = 0
\]
for all $n \in \mathbb{Z}^d \setminus \{0\}$.

For later application, we note that
\[
spt(\nu) = R^{-1}B + R^{-1}spt(\mu) \subseteq [0, 1]^d.
\]

We first show Theorem 4.1 in $\mathbb{R}$.  
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Lemma 4.2. Theorem 4.1 holds in $\mathbb{R}$.

Proof. For $d = 1$, note that $\text{spt}(\nu) \subseteq [0, 1]$, and $R \geq 2$ is an integer. If $\text{spt}(\nu) \cap (0, 1) \neq \emptyset$, then the set $E = \text{spt}(\nu) \cap (0, 1)$ is desired. Otherwise, we have that $\text{spt}(\nu) \subseteq \{0, 1\}$.

If both 0 and 1 are in $\text{spt}(\nu)$, then by (4.1) there exist $b_1, b_2 \in B$ such that

$$0 \in R^{-1}b_1 + R^{-1}\text{spt}(\mu) \text{ and } 1 \in R^{-1}b_2 + R^{-1}\text{spt}(\mu).$$

Since $\text{spt}(\mu) \subseteq [0, 1]$, it follows that

$$b_1 = 0, \ b_2 = R - 1, \ \{0, 1\} \subseteq \text{spt}(\mu).$$

By (4.1), we obtain $1/R \in \text{spt}(\nu)$. Since $R \geq 2$, we have $0 < 1/R < 1$. This yields a contradiction. Thus, we conclude that $\text{spt}(\nu) = \{0\}$ or $\text{spt}(\nu) = \{1\}$. Then the set $E = \text{spt}(\nu)$ is desired. \hfill $\square$

Next, we prove Theorem 4.1 by induction on the dimension $d$.

Proof of Theorem 4.1. We assume that Theorem 4.1 holds in $\mathbb{R}^{d-1}$ for some $d \geq 2$. In the following, we prove that Theorem 4.1 also holds in $\mathbb{R}^d$. The proof is split into two cases.

Case I: there exists $1 \leq j \leq d$ such that $\mu\{(x_1, \ldots, x_d) \in [0, 1]^d : 0 < x_j < 1\} > 0$. Without loss of generality, we assume that $\mu([0, 1]^{d-1} \times (0, 1)) > 0$.

Let $\mu_1$ and $\mu_2$ be the restrictions of $\mu$ on $[0, 1]^{d-1} \times (0, 1)$ and $[0, 1]^{d-1} \times \{0, 1\}$, respectively. Then $\mu = \mu_1 + \mu_2$. Set $\nu_1 = (\lambda \mu_1) \circ R$ and $\nu_2 = (\lambda \mu_2) \circ R$. Then $\nu = \nu_1 + \nu_2$. Note that $\nu_1$ is concentrated on $[0, 1]^{d-1} \times \{(0, 1) \setminus \{0, 1/m_d, 2/m_d, \ldots, 1\}\}$, $\nu_2$ is concentrated on $[0, 1]^{d-1} \times \{0, 1/m_d, 2/m_d, \ldots, 1\}$, and these two sets are disjoint. Thus, $\nu_1$ and $\nu_2$ are the restrictions of $\nu$ on $[0, 1]^{d-1} \times \{(0, 1) \setminus \{0, 1/m_d, 2/m_d, \ldots, 1\}\}$ and $[0, 1]^{d-1} \times \{0, 1/m_d, 2/m_d, \ldots, 1\}$, respectively.

Define $\pi_{d,d-1} : \mathbb{R}^d \to \mathbb{R}^{d-1}$ by $(x_1, x_2, \ldots, x_d) \mapsto (x_1, x_2, \ldots, x_{d-1})$. Let $\mu' = \mu_1 \circ \pi_{d,d-1}^{-1}$, $R' = \text{diag}(m_1, m_2, \ldots, m_{d-1})$ and $B' = \pi_{d,d-1}(B)$. For $b' \in B'$, let

$$p_{b'} = \sum_{b \in \pi_{d,d-1}^{-1}(b')} p_b.$$

Then $(p_{b'})_{b' \in B'}$ is a positive weight vector associated with $B'$. Let

$$\lambda' = \sum_{b' \in B'} p_{b'} \delta_{b'}, \ \nu' = (\lambda' \ast \mu') \circ R'.$$

Since Theorem 4.1 holds in $\mathbb{R}^{d-1}$, there exists a Borel subset $E' \subseteq \mathbb{R}^{d-1}$ such that $\nu'(E') > 0$ and

$$\nu'(E' + n') = 0$$

for all $n' \in \mathbb{Z}^{d-1} \setminus \{(0, \ldots, 0)\}$.

It’s straightforward to verify that

$$\nu' = \nu_1 \circ \pi_{d,d-1}^{-1}.$$

Construct a Borel subset of $\mathbb{R}^d$ by

$$E = E' \times ([0, 1] \setminus \{0, 1/m_d, 2/m_d, \ldots, 1\}).$$
Note that $\nu_1$ is concentrated on $[0, 1]^{d-1} \times ([0, 1] \setminus \{0, 1/m_d, 2/m_d, \cdots, 1\})$. Then

\[ \nu'(E') = \nu_1(\pi_{d,d-1}^{-1}(E')) = \nu_1(E' \times \mathbb{R}) \]
\[ = \nu_1\left( (E' \times ([0, 1] \setminus \{0, 1/m_d, 2/m_d, \cdots, 1\}) \right) \]
\[ = \nu_1(E). \]

Thus, $\nu_1(E) = \nu'(E') > 0$, and it follows that $\nu(E) > 0$.

Take $n = (n_1, \cdots, n_d) \in \mathbb{Z}^d \setminus \{0\}$. If $n_d \neq 0$, then $(E + n) \cap [0, 1]^d = \emptyset$, and hence $\nu(E + n) = 0$. If $n_d = 0$, then $n' = (n_1, \cdots, n_{d-1}) \in \mathbb{Z}^{d-1} \setminus \{0\}$, and we have

\[ \nu_1(E + n) = \nu_1\left( (E' + n') \times ([0, 1] \setminus \{0, 1/m_d, 2/m_d, \cdots, 1\}) \right) \]
\[ = \nu_1((E' + n') \times \mathbb{R}) \]
\[ = \nu_1(\pi_{d,d-1}^{-1}(E' + n')) \]
\[ = \nu'(E' + n') = 0. \]

Since $\nu_2$ is concentrated on $[0, 1]^{d-1} \times \{0, 1/m_d, 2/m_d, \cdots, 1\}$, we have $\nu_2(E + n) = 0$. Thus, we conclude that $\nu(E + n) = 0$. Therefore, the set $E$ is desired.

**Case II:** for each $1 \leq j \leq d$, we have $\mu\left(\{(x_1, \cdots, x_d) \in [0, 1]^d : 0 < x_j < 1\}\right) = 0$. Note that $\text{spt}(\mu) \subseteq [0, 1]^d$. Thus, we conclude that

\begin{equation}
\text{spt}(\mu) \subseteq \{ (x_1, x_2, \cdots, x_d) \in [0, 1]^d : x_j \in \{0, 1\} \}. \tag{4.2}
\end{equation}

If $0 \not\in \text{spt}(\mu)$, then arbitrarily take $\tau = (\tau_1, \tau_2, \cdots, \tau_d) \in \text{spt}(\mu)$. We have $\tau_j = 0$ or $\tau_j = 1$ for $1 \leq j \leq d$. We define $\phi : \mathbb{R}^d \to \mathbb{R}^d$ by $(x_1, x_2, \cdots, x_d) \mapsto (y_1, y_2, \cdots, y_d)$ where $y_j = 1 - x_j$ if $\tau_j = 1$ and $y_j = x_j$ if $\tau_j = 0$. Note that $\phi^{-1} = \phi$ and $\phi(\tau) = 0$. Set $\nu' = \nu \circ \phi$. Then we have

\[ \nu' = (\lambda \ast \mu) \circ R \circ \phi = ((\lambda \circ \psi) \ast (\mu \circ \phi)) \circ R, \]
where $\psi : \mathbb{R}^d \to \mathbb{R}^d$ is defined by $(x_1, x_2, \cdots, x_d) \mapsto (y_1, y_2, \cdots, y_d)$ where $y_j = m_j - 1 - x_j$ if $\tau_j = 1$ and $y_j = x_j$ if $\tau_j = 0$. Write $\lambda' = \lambda \circ \psi$ and $\mu' = \mu \circ \phi$. It follows that

\[ \nu' = (\lambda' \ast \mu') \circ R. \]

Set $B' = \psi(B)$ and $p_{\psi'} = p_{\psi(\psi')}$ for $b' \in B'$. Then we have $\lambda' = \sum_{\nu \in B'} p_{\psi'} \delta_{\nu}$. Note that $(R, B') \in \mathcal{D}_d$ and $\text{spt}(\mu') = \phi(\text{spt}(\mu)) \subseteq [0, 1]^d$.

Assume that there exists a Borel subset $E' \subseteq \mathbb{R}^d$ such that $\nu'(E') > 0$ and $\nu'(E' + n') = 0$ for all $n' \in \mathbb{Z}^d \setminus \{0\}$. Let $E = \phi(E')$. Then $\nu(E) = \nu(\phi(E')) = \nu'(E') > 0$. For $n = (n_1, n_2, \cdots, n_d) \in \mathbb{Z}^d \setminus \{0\}$, let $n' = (n'_1, n'_2, \cdots, n'_d)$ where $n'_j = -n_j$ if $\tau_j = 1$ and $n'_j = n_j$ if $\tau_j = 0$. Then we have

\[ \nu(E + n) = \nu(\phi(E') + n) = \nu(\phi(E' + n')) = \nu'(E' + n') = 0. \]

The set $E$ is desired. Thus, it suffices to show the conclusion holds for $\nu'$. Note that $0 = \phi(\tau) \in \phi(\text{spt}(\mu)) = \text{spt}(\mu')$. Therefore, without loss of generality, we assume that $0 \in \text{spt}(\mu)$. Thus, by (4.1) we have

\[ R^{-1}B \subseteq \text{spt}(\nu). \]
In the following, we show that there exists $b \in B$ such that
\begin{equation}
R^{-1}b + n \notin \text{spt}(\nu) \text{ for any } n \in \mathbb{Z}^d \setminus \{0\}.
\end{equation}
Then the set $E = \{R^{-1}b\}$ is desired.

Now arbitrarily take $b^{(1)} = (b_1^{(1)}, b_2^{(1)}, \ldots, b_d^{(1)}) \in B$. If (4.3) holds, then we are done. Otherwise, there exists $n^{(1)} = (n_1^{(1)}, n_2^{(1)}, \ldots, n_d^{(1)}) \in \mathbb{Z}^d \setminus \{0\}$ such that
\[ R^{-1}b^{(1)} + n^{(1)} \in \text{spt}(\nu). \]
Thus, there exists $1 \leq i_1 \leq d$ such that
\begin{equation}
n_{i_1}^{(1)} = 1 \text{ and } b_{i_1}^{(1)} = 0.
\end{equation}
On the other hand, by (4.1), we can find $b^{(2)} = (b_1^{(2)}, b_2^{(2)}, \ldots, b_d^{(2)}) \in B$ and $y^{(1)} \in \text{spt}(\mu)$ such that
\begin{equation}
R^{-1}b^{(1)} + y^{(1)} = R^{-1}b^{(2)} + R^{-1}y^{(1)}.
\end{equation}
Combining (4.4) and (4.5), one has $b_{i_1}^{(2)} = m_{i_1} - 1$.

If $b^{(2)}$ satisfies (4.3), then we are done. Otherwise, by (4.1), one can find $n^{(2)} = (n_1^{(2)}, n_2^{(2)}, \ldots, n_d^{(2)}) \in \mathbb{Z}^d \setminus \{0\}$, $b^{(3)} = (b_1^{(3)}, b_2^{(3)}, \ldots, b_d^{(3)}) \in B$ and $y^{(2)} \in \text{spt}(\mu)$ such that
\begin{equation}
R^{-1}b^{(2)} + n^{(2)} = R^{-1}b^{(3)} + R^{-1}y^{(2)}.
\end{equation}
By the above argument, there exists $i_2 \in \{1, 2, \ldots, d\} \setminus \{i_1\}$ such that $n_{i_2}^{(2)} = 1$ and $b_{i_2}^{(2)} = 0$. Note that $b_{i_1}^{(2)} = m_{i_1} - 1$, $b_{i_2}^{(2)} = 0$ and $n_{i_2}^{(2)} = 1$. Thus (4.6) implies the following facts
\[ b_{i_1}^{(3)} \geq m_{i_1} - 2, \ b_{i_2}^{(3)} = m_{i_2} - 1. \]

If $b^{(3)}$ satisfies (4.3), then we are done. Otherwise, one can find $b^{(4)} = (b_1^{(4)}, b_2^{(4)}, \ldots, b_d^{(4)}) \in B$ satisfying
\[ b_{i_1}^{(4)} \geq m_{i_1} - 3, \ b_{i_2}^{(4)} \geq m_{i_2} - 2, \ b_{i_3}^{(4)} = m_{i_3} - 1 \text{ where } i_3 \in \{1, 2, \ldots, d\} \setminus \{i_1, i_2\}. \]
We can continue the above process at most $d + 1$ steps and obtain $b = (b_1, b_2, \ldots, b_d) \in B$ which satisfies (4.3). This is because all $m_i \geq d + 1$ and so at the $(d + 1)$-th step, the final $b^{(d+1)} = (b_1^{(d+1)}, b_2^{(d+1)}, \ldots, b_d^{(d+1)}) \in B$ satisfies $b_i^{(d+1)} \geq 1$ for all $1 \leq i \leq d$. This $b^{(d+1)}$ clearly satisfies (4.3).

Now, by assuming that Theorem 4.1 holds in $\mathbb{R}^{d-1}$, we have showed that Theorem 4.1 holds in $\mathbb{R}^d$. By Lemma 4.2, Theorem 4.1 holds in $\mathbb{R}$. By induction on the dimension $d$, we complete the proof. \hfill \Box

We end this section by giving a corollary of Theorem 4.1.

**Corollary 4.3.** In $\mathbb{R}^d$, given a sequence $\{(R_n, B_n)\}_{n=1}^{\infty} \subseteq \mathcal{D}_d$, for the infinite convolution
\[ \nu = \delta_{R_1^{-1}B_1} * \delta_{(R_2R_1)^{-1}B_2} * \cdots * \delta_{(R_n \cdots R_2R_1)^{-1}B_n} * \cdots, \]
we have $\mathcal{Z}(\nu) = \emptyset$.
Proof. Let \( R = R_d \cdots R_2 R_1 \), and
\[
B = R_d R_{d-1} \cdots R_2 B_1 + R_d R_{d-1} \cdots R_3 B_2 + \cdots + R_d B_{d-1} + B_d.
\]
Then \((R, B) \in \mathcal{D}_d\), and all diagonal elements of \( R \) are greater than or equal to \( d + 1 \). The measure \( \nu \) can be written as
\[
\nu = (\delta_B \ast \mu) \circ R,
\]
where \( \mu = \delta_{R_{d+1}B_{d+1}} \ast \delta_{(R_{d+2}R_{d+1})^{-1}B_{d+2}} \ast \cdots \). Note that \( \text{spt}(\mu) \subseteq [0,1]^d \). It follows from Theorem 4.1 and Theorem 1.3 that \( \mathcal{Z}(\nu) = \emptyset \). \( \square \)

5. PROOFS OF THEOREM 1.4, 1.5 AND 1.6

First, we recall a criterion for the convergence of infinite convolutions, and then we prove Theorem 1.4.

**Theorem 5.1.** [22, Theorem 1] Let \( \mu_1, \mu_2, \cdots \in \mathcal{P}(\mathbb{R}^d) \). A necessary and sufficient condition for the convergence of the infinite convolution \( \mu_1 \ast \mu_2 \ast \cdots \) is that for any arbitrarily chosen sequence \( \{k_n\} \) of positive integers, \( \{\rho_n\} \) converges weakly to \( \delta_0 \) as \( n \to \infty \), where \( \rho_n = \mu_{n+1} \ast \cdots \ast \mu_{n+k_n} \).

**Theorem 5.2.** Let \( \{(R_n, B_n)\}_{n=1}^{\infty} \) be a sequence of admissible pairs in \( \mathbb{R}^d \). Suppose that

(i) \[
\lim_{n \to \infty} \|R_1^{-1}R_2^{-1} \cdots R_n^{-1}\| = 0,
\]
and there exists a cube \( C = t_0 + [0,1]^d \) for some \( t_0 \in \mathbb{R}^d \) such that

(ii) for each \( n \geq 1 \), we have \( R_n^{-1}(C + b) \subseteq C \) for every \( b \in B_n \),

(iii) there exists an admissible pair \( (R, B) \), which occurs infinitely times in the sequence \( \{(R_n, B_n)\}_{n=1}^{\infty} \), such that \( R^{-1}(C + b_0) \subseteq \text{int}(C) \) for some \( b_0 \in B \).

Then the infinite convolution \( \mu \) defined in (1.2) exists and is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

**Proof.** Let \( \{\mu_n\} \) be defined in (1.1). We have
\[
\text{spt}(\mu_n) = R_1^{-1}B_1 + (R_2 R_1)^{-1}B_2 + \cdots + (R_n \cdots R_2 R_1)^{-1}B_n.
\]
By the assumption (ii), we have
\[
R_1^{-1}B_1 + (R_2 R_1)^{-1}B_2 + \cdots + (R_n \cdots R_2 R_1)^{-1}B_n + (R_n \cdots R_2 R_1)^{-1}C \subseteq C.
\]
It follows that
\[
(5.1) \quad \text{spt}(\mu_n) \subseteq C - (R_n \cdots R_2 R_1)^{-1}C.
\]

Choose a sequence \( \{k_n\}_{n=1}^{\infty} \) of positive integers in an arbitrary way. For each \( n \geq 1 \), define
\[
\rho_n = \delta_{(R_{n+1} \cdots R_2 R_1)^{-1}B_{n+1}} \ast \cdots \ast \delta_{(R_{n+k_n} \cdots R_2 R_1)^{-1}B_{n+k_n}}.
\]
Then \( \rho_n = \lambda_n \circ (R_n \cdots R_2 R_1) \) where \( \lambda_n = \delta_{R_{n+1}^{-1}B_{n+1}} \ast \cdots \ast \delta_{(R_{n+k_n}^{-1} \cdots R_{n+2} R_{n+1}^{-1}B_{n+k_n}}. \) By the assumption (ii), we have \( \text{spt}(\lambda_n) \subseteq C - (R_{n+k_n} \cdots R_{n+2} R_{n+1})^{-1}C. \) Note that
\[
\text{spt}(\rho_n) = (R_n \cdots R_2 R_1)^{-1} \text{spt}(\lambda_n) \subseteq (R_n \cdots R_2 R_1)^{-1}C - (R_{n+k_n} \cdots R_2 R_1)^{-1}C.
\]
It follows from the assumption (i) that \( \{\rho_n\} \) converges weakly to \( \delta_0 \). Since the sequence \( \{k_n\}_{n=1}^\infty \) is arbitrarily chosen, by Theorem 5.1, we conclude that the infinite convolution \( \mu \) exists.

Note that \( \{\mu_n\} \) converges weakly to \( \mu \). It follows from (5.1) and the assumption (i) that \( \text{spt}(\mu) \subseteq C \). Let \( \{\nu_{>n}\} \) be defined in (1.3). Similarly, we also have \( \text{spt}(\nu_{>n}) \subseteq C \) for all \( n \geq 1 \). Since \( (R, B) \) occurs infinitely times in the sequence \( \{(R_n, B_n)\}_{n=1}^\infty \), let

\[
\{n_1 < n_2 < \cdots < n_k < \cdots\} = \{n \geq 1 : (R_n, B_n) = (R, B)\}.
\]

By the weak compactness of \( \{\nu_{>n}\} \), the sequence \( \{\nu_{>n_k}\} \) has a weak convergent subsequence. By taking a subsequence, we may assume that \( \{\nu_{>n_k}\} \) converges weakly to a Borel probability measure \( \rho \). Moreover, we have \( \text{spt}(\rho) \subseteq C \). Note that \( \nu_{>n_k-1} = \delta_{R^{-1}B} \ast (\nu_{>n_k} \circ R) \). Thus, \( \{\nu_{>n_k-1}\} \) converges weakly to \( \nu = \delta_{R^{-1}B} \ast (\rho \circ R) \). It follows that

\[
\text{spt}(\nu) = R^{-1} (\text{spt}(\rho) + B).
\]

By the assumption (ii), we have \( \text{spt}(\nu) \subseteq C \). By the assumption (iii), we have \( E = \text{spt}(\nu) \cap \text{int}(C) \neq \emptyset \). Then \( \nu(E) > 0 \) and \( \nu(E + n) = 0 \) for any \( n \in \mathbb{Z}^d \setminus \{0\} \). By Theorem 1.3, we have \( \mathcal{Z}(\nu) = \emptyset \). It follows from Theorem 1.2 that \( \mu \) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

**Remark.** (a) By Lemma 2.6 (i) and Lemma 2.3, the translation of the digit sets \( B_n \) does not change the admissible pair assumption and the spectrality of the resulting infinite convolution. Thus, we can translate the digit sets \( B_n \) to meet the assumptions (ii) and (iii).

(b) If there are only finitely many terms in the sequence \( \{(R_n, B_n)\}_{n=1}^\infty \) not satisfying the assumption (ii), then we can choose a sufficiently large integer \( n_0 \) such that the admissible pair \( (R_n, B_n) \) satisfies the condition (ii) for all \( n \geq n_0 + 1 \). Applying this theorem to the sequence \( \{(R_n, B_n)\}_{n=n_0+1}^\infty \), we obtain that \( \nu_{>n_0} \) defined in (1.3) is a spectral measure with a spectrum in \( \mathbb{Z}^d \). Note that \( \mu_{>n_0} = \nu_{>n_0} \circ (R_{n_0} \cdots R_2 R_1) \). By Lemma 2.3, \( \mu_{>n_0} \) admits a spectrum in \( (R_{n_0} \cdots R_2 R_1)^T \mathbb{Z}^d \). Finally, by Lemma 2.4, we also conclude the infinite convolution \( \mu = \mu_{n_0} \ast \mu_{>n_0} \) is a spectral measure.

(c) If we replace the set \( C \) by a smaller set \( C' \) which is contained in some cube \( t_0 + [0, 1]^d \) in the statement, then the result remains valid.

By using Theorem 4.1, the proof of Theorem 1.5 is similar to that of Theorem 1.4.

**Theorem 5.3.** In \( \mathbb{R}^d \), suppose that \( \{(R_n, B_n)\}_{n=1}^\infty \subseteq \mathcal{D}_d \) is a sequence of admissible pairs. If there exists an admissible pair \( (R, B) \) that occurs infinitely times in the sequence \( \{(R_n, B_n)\}_{n=1}^\infty \), and moreover, all diagonal elements of \( R \) are greater than or equal to \( d + 1 \), then the infinite convolution \( \mu \) defined in (1.2) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

**Proof.** Let

\[
\{n_1 < n_2 < \cdots < n_k < \cdots\} = \{n \geq 1 : (R_n, B_n) = (R, B)\}.
\]

Note that \( \text{spt}(\nu_{>n}) \subseteq [0, 1]^d \). By taking the subsequence of \( \{n_k\} \), we may assume that \( \{\nu_{>n_k}\} \) converges weakly to a Borel probability measure \( \rho \) with \( \text{spt}(\rho) \subseteq [0, 1]^d \). Similarly, \( \{\nu_{>n_k-1}\} \) converges weakly to \( \nu = \delta_{R^{-1}B} \ast (\rho \circ R) \). Note that \( \nu = (\delta_B \ast \rho) \circ R \). By Theorem
4.1 and Theorem 1.3, we have $\mathcal{Z}(\nu) = \emptyset$. By Theorem 1.2, $\mu$ is a spectral measure with a spectrum in $\mathbb{Z}^d$. 

The following lemma is needed to prove Theorem 1.6.

**Lemma 5.4.** For $f \in C_0(\mathbb{R}^d)$ and $\varepsilon > 0$, there exists $n_0 \geq 1$ such that for any sequence $(R_n, B_n)_{n=1}^{\infty} \subseteq \mathcal{D}_d$, we have

$$\left| \int_{\mathbb{R}^d} f(x) \, d\mu(x) - \int_{\mathbb{R}^d} f(x) \, d\mu(x) \right| < \varepsilon,$$

where $\mu$ is the infinite convolution defined in (1.2) and $\mu \subseteq \mathcal{D}_d$, is defined in (1.1).

**Proof.** Note first that for each $n \geq 1$, 

$$\text{spt}(\mu_n) \subseteq [0, 1]^d \quad \text{and} \quad \text{spt}(\mu_{>n}) \subseteq [0, 2^{-n}]^d.$$

For $f \in C_0(\mathbb{R}^d)$ and $\varepsilon > 0$, since $f$ is uniformly continuous on $[0, 2]^d$, there exists $0 < \gamma < 1$ such that for all $x, y \in [0, 2]^d$ with $|x - y| < \gamma$ we have

(5.2) 

$$|f(x) - f(y)| < \varepsilon.$$

Since

$$\int_{\mathbb{R}^d} f(x) \, d\mu(x) = \int_{\mathbb{R}^d} f(x) \, d\mu_n * \mu_{>n}(x)$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(x + y) \, d\mu_{>n}(y) \, d\mu_n(x),$$

by choosing a sufficiently large integer $n_0$ such that $2^{-n_0} < \gamma/\sqrt{d}$ and (5.2), we have that

$$\left| \int_{\mathbb{R}^d} f(x) \, d\mu_{n_0}(x) - \int_{\mathbb{R}^d} f(x) \, d\mu(x) \right|$$

$$= \left| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(x) - f(x + y)) \, d\mu_{>n_0}(y) \, d\mu_n(x) \right|$$

$$\leq \int_{[0,1]^d} \int_{[0,2^{-n_0}]^d} |f(x) - f(x + y)| \, d\mu_{>n_0}(y) \, d\mu_n(x)$$

$$< \varepsilon,$$

as desired. 

**Theorem 5.5.** In $\mathbb{R}^d$, given a sequence of admissible pairs $(R_n, B_n)_{n=1}^{\infty} \subseteq \mathcal{D}_d$, if 

(5.3) 

$$\sup_{n \geq 1} \|R_n\| < \infty,$$

then the infinite convolution $\mu$ defined in (1.2) is a spectral measure with a spectrum in $\mathbb{Z}^d$.

**Proof.** Let $\mathcal{H} = \{(R_n, B_n) : n \geq 1\}$. The assumption (5.3) implies that the set $\mathcal{H}$ is finite, denoted by

$$\mathcal{H} = \{(R_1', B_1'), (R_2', B_2'), \ldots, (R_m', B_m')\}.$$

Let $\Omega = \{1, 2, \ldots, m\}^N$. For $\omega = (\omega_k)_{k=1}^{\infty} \in \Omega$, let

$$\mu_\omega = \delta_{(R_1')^{-1}B_1'} * \delta_{(R_2')^{-1}B_2'} * \cdots * \delta_{(R_m')^{-1}B_m'},$$
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For \( q \geq 1 \), we write
\[
\mu_{\omega,q} = \delta_{R_{\omega_1}^{-1}B_{\omega_1}} \ast \delta_{(R_{\omega_2}R_{\omega_1})^{-1}B_{\omega_2}} \ast \cdots \ast \delta_{(R_{\omega_q} \cdots R_{\omega_2}R_{\omega_1})^{-1}B_{\omega_q}}.
\]

For the infinite convolution \( \mu \) defined in (1.2), there exists \( \eta \in \Omega \) such that \( \mu = \mu_\eta \). Let \( \{\nu_{>n}\} \) be defined in (1.3), and let \( \sigma \) denote the left shift on \( \Omega \). Then we have
\[
\nu_{>n} = \mu_{\sigma^n(\eta)}.
\]

By the compactness of \( \Omega \), there exists a subsequence \( \{n_j\} \) of positive integers such that \( \{\sigma^n(\eta)\}_{n=1}^\infty \) converges to \( \zeta \) in \( \Omega \) for some \( \zeta \in \Omega \).

For \( f \in C_b(\mathbb{R}^d) \) and \( \varepsilon > 0 \), by Lemma 5.4, there exists \( q_0 \geq 1 \) such that for all \( j \geq 1 \),
\[
\left| \int_{\mathbb{R}^d} f(x) \, d\mu_{\sigma^{n_j}(\eta),q_0}(x) - \int_{\mathbb{R}^d} f(x) \, d\mu_{\sigma^{n_j}(\eta)}(x) \right| < \frac{\varepsilon}{2},
\]
and
\[
\left| \int_{\mathbb{R}^d} f(x) \, d\mu_{\zeta,q_0}(x) - \int_{\mathbb{R}^d} f(x) \, d\mu_{\zeta}(x) \right| < \frac{\varepsilon}{2}.
\]

Since \( \{\sigma^n(\eta)\}_{n=1}^\infty \) converges to \( \zeta \), there exists \( j_0 \geq 1 \) such that for \( j \geq j_0 \), we have
\[
\mu_{\sigma^{n_j}(\eta),q_0} = \mu_{\zeta,q_0}.
\]

Thus, it follows that for \( j \geq j_0 \),
\[
\left| \int_{\mathbb{R}^d} f(x) \, d\mu_{\sigma^{n_j}(\eta)}(x) - \int_{\mathbb{R}^d} f(x) \, d\mu_{\zeta}(x) \right| < \varepsilon.
\]

Since \( f \) and \( \varepsilon \) are arbitrary, this implies that the sequence \( \{\nu_{>n_j} = \mu_{\sigma^{n_j}(\eta)}\} \) converges weakly to \( \mu_{\zeta} \).

By Corollary 4.3, we have \( \mathcal{Z}(\mu_{\zeta}) = \emptyset \). By Theorem 1.2, it follows that \( \mu \) is a spectral measure with a spectrum in \( \mathbb{Z}^d \).

\[ \square \]

Acknowledgements

Wenxia Li is supported by NSFC No. 12071148, 11971079 and Science and Technology Commission of Shanghai Municipality (STCSM) No. 18dz2271000. Zhiqiang Wang is supported by Fundamental Research Funds for the Central Universities No. YBNLTS2022-014.

References

[1] L.-X. An, X.-H. Dong, X.-G. He, On spectra and spectral eigenmatrix problems of the planar Sierpinski measures, Indiana Univ. Math. J. 71 (2022), no. 2, 913–952.
[2] L.-X. An, X.-Y. Fu, C.-K. Lai, On spectral Cantor-Moran measures and a variant of Bourgain’s sum of sine problem, Adv. Math. 349 (2019), 84-124.
[3] L.-X. An, X.-G. He, A class of spectral Moran measures, J. Funct. Anal. 266 (2014), no. 1, 343-354.
[4] L.-X. An, X.-G. He, L. Tao, Spectrality of the planar Sierpinski family, J. Math. Anal. Appl. 432 (2015), no. 2, 725–732.
[5] L.-X. An, L. He, X.-G. He, Spectrality and non-spectrality of the Riesz product measures with three elements in digit sets, J. Funct. Anal. 277 (2019), no. 1, 255-278.
[6] L.-X. An, C. Wang, On self-similar spectral measures, J. Funct. Anal. 280 (2021), no. 3, Paper No. 108821, 31 pp.
[7] X.-R. Dai, When does a Bernoulli convolution admit a spectrum?, Adv. Math. 231 (2012), no. 3-4, 1681-1693.
[8] X.-R. Dai, X.-Y. Fu, Z.-H. Yan, Spectrality of self-affine Sierpinski-type measures on $\mathbb{R}^2$, Appl. Comput. Harmon. Anal. 52 (2021), 63-81.

[9] X.-R. Dai, X.-G. He, K.-S. Lau, On spectral $N$-Bernoulli measures, Adv. Math. 259 (2014), 511-531.

[10] Q.-R. Deng, J.-B. Chen, Uniformity of spectral self-affine measures, Adv. Math. 380 (2021), Paper No. 107568, 17 pp.

[11] D. Dutkay, D. Han, Q. Sun, On the spectra of a Cantor measure, Adv. Math. 221 (2009), no. 1, 251-276.

[12] D. Dutkay, D. Han, Q. Sun, E. Weber, On the Beurling dimension of exponential frames, Adv. Math. 226 (2011), no. 1, 285-297.

[13] D. Dutkay, J. Haussermann, C.-K. Lai, Hadamard triples generate self-affine spectral measures, Trans. Amer. Math. Soc. 371 (2019), no. 2, 1439-1481.

[14] D. Dutkay, C.-K. Lai, Uniformity of measures with Fourier frames, Adv. Math. 252 (2014), 684-707.

[15] K. Falconer, Fractal geometry: Mathematical foundations and applications, Third edition. John Wiley & Sons, Ltd., Chichester, 2014.

[16] A. Fan, S. Fan, L. Liao, R. Shi, Fuglede’s conjecture holds in $Q_p$, Math. Ann. 375 (2019), no. 1-2, 315-341.

[17] Y.-S. Fu, Z.-X. Wen, Spectrality of infinite convolutions with three-element digit sets, Monatsh. Math. 183 (2017), no. 3, 465-485.

[18] B. Fuglede, Commuting self-adjoint partial differential operators and a group theoretic problem, J. Functional Analysis 16 (1974), 101-121.

[19] X.-G. He, C.-K. Lai, K.-S. Lau, Exponential spectra in $L^2(\mu)$, Appl. Comput. Harmon. Anal. 34 (2013), no. 3, 327–338.

[20] X.-G. He, M.-W. Tang, Z.-Y. Wu, Spectral structure and spectral eigenvalue problems of a class of self-similar spectral measures, J. Funct. Anal. 277 (2019), no. 10, 3688–3722.

[21] A. Iosevich, N. Katz, T. Tao, The Fuglede spectral conjecture holds for convex planar domains, Math. Res. Lett. 10 (2003), no. 5-6, 559-569.

[22] B. Jessen, A. Wintner, Distribution functions and the Riemann zeta function, Trans. Amer. Math. Soc. 38 (1935), no. 1, 48–88.

[23] P. Jorgensen, S. Pedersen, Dense analytic subspaces in fractal $L^2$-spaces, J. Anal. Math. 75 (1998), 185-228.

[24] M. N. Kolountzakis, M. Matolcsi, Complex Hadamard matrices and the spectral set conjecture, Collect. Math. 2006, Vol. Extra, 281-291.

[25] I. Laba, Fuglede’s conjecture for a union of two intervals, Proc. Amer. Math. Soc. 129 (2001), no. 10, 2965-2972.

[26] I. Laba, Y. Wang, On spectral Cantor measures, J. Funct. Anal. 193 (2002), no. 2, 409-420.

[27] I. Laba, Y. Wang, Some properties of spectral measures, Appl. Comput. Harmon. Anal. 20 (2006), no. 1, 149–157.

[28] N. Lev, M. Matolcsi, The Fuglede conjecture for convex domains is true in all dimensions, Acta Math. 228 (2022), no. 2, 385–420.

[29] J.-L. Li, Non-spectrality of planar self-affine measures with three-elements digit set, J. Funct. Anal. 257 (2009), no. 2, 537-552.

[30] W. Li, J.J. Miao, Z. Wang, Weak convergence and spectrality of infinite convolutions, Adv. Math. 404 (2022), Paper No. 108425, 26 pp.

[31] W. Li, J.J. Miao, Z. Wang, Spectrality of random convolutions generated by finitely many Hadamard triples, arXiv:2203.11619v2, 2022.

[32] W. Li, J.J. Miao, Z. Wang, Spectrality of infinite convolutions and random convolutions, arXiv:2206.07342, 2022.

[33] J.-C. Liu, X.-H. Dong, J.-L. Li, Non-spectral problem for the planar self-affine measures, J. Funct. Anal. 273 (2017), no. 2, 705-720.

[34] Z.-Y. Lu, X.-H. Dong, P.-F. Zhang, Spectrality of some one-dimensional Moran measures, J. Fourier Anal. Appl. 28 (2022), no. 4, Paper No. 63, 22 pp.
[35] M. Matolcsi, Fuglede’s conjecture fails in dimension 4, Proc. Amer. Math. Soc. 133 (2005), no. 10, 3021-3026.
[36] W. Rudin, Real and complex analysis, Third edition. McGraw-Hill Book Co., New York, 1987.
[37] R. Shi, On dimensions of frame spectral measures and their frame spectra, Ann. Fenn. Math. 46 (2021), no. 1, 483–493.
[38] R. Strichartz, Mock Fourier series and transforms associated with certain Cantor measures, J. Anal. Math. 81 (2000), 209-238.
[39] R. Strichartz, Convergence of mock Fourier series, J. Anal. Math. 99 (2006), 333-353.
[40] T. Tao, Fuglede’s conjecture is false in 5 and higher dimensions, Math. Res. Lett. 11 (2004), no. 2-3, 251-258.

(W. Li) School of Mathematical Sciences, Shanghai Key Laboratory of PMMP, East China Normal University, Shanghai 200241, People’s Republic of China

Email address: wxli@math.ecnu.edu.cn

(Z. Wang) School of Mathematical Sciences, Shanghai Key Laboratory of PMMP, East China Normal University, Shanghai 200241, People’s Republic of China

Email address: zhiqiangwzy@163.com