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Abstract—Given a graph $G$, a query node $q$, and an integer $k$, community search (CS) seeks a cohesive subgraph (measured by community models such as $k$-core or $k$-truss) from $G$ that contains $q$. It is difficult for ordinary users with less knowledge of graphs’ complexity to set an appropriate $k$. Even if we define quite a large $k$, the community size returned by CS is often too large for users to gain much insight about it [13], [14]. It’s also difficult to set an appropriate $k$ for ordinary users with less knowledge of the graphs’ complexity (e.g., density, diameter) [15]. Even if we set a large $k = 15$, a community (e.g., measured by $k$-truss) would involve more than 1000 nodes on average for $Artist$ dataset [16], which is a big number for users to analyze. Compared to the entire community, key-members in a community appear more valuable than others. To contend with this, we focus on Community Key-members Search problem (CKS). We turn our perspective to the key-members in the community containing $q$ instead of the entire community. To solve CKS problem, we first propose an exact algorithm based on truss decomposition as a baseline. Then, we present four random walk-based optimized algorithms to achieve a trade-off between effectiveness and efficiency, by carefully considering three important cohesiveness features in the design of transition matrix. As a result, we return key-members according to the stationary distribution when random walk converges. We theoretically analyze the rationality of designing the cohesiveness-aware transition matrix for random walk, through Bayesian theory based on Gaussian Mixture Model and Copula Function Fitting. Moreover, we propose a lightweight refinement method following an “expand-replace” manner to further optimize the result with little overhead, and we extend our method for CKS with multiple query nodes. Comprehensive experimental studies on various real-world datasets demonstrate our method’s superiority.

I. INTRODUCTION

Graphs are the prevalent underlying storage model for many of today’s large-scale and real-world information networks [1]–[5], e.g., social networks, collaboration networks, and criminal networks. In these graphs, nodes represent entities (e.g., authors in collaboration networks) and edges represent the relationship between two entities (e.g., co-authorship). Community search (CS) on graphs has been studied widely, which is important for valuable communities’ exploration and is applied in personalized community analysis [5]–[6]. Given a graph $G$ and a query node $q$, CS finds a cohesive community from $G$ that contains $q$. In the literature of $G$, $k$-core [9], $k$-truss [10], $k$-ECC [11], and $k$-clique [12] are usually used to measure the community’s structure cohesiveness.

CKS problem. In contrast to the classic CS, here we focus on a new problem: the Community Key-members Search problem (CKS). This problem stems from the fact that the size of the community returned by CS is often too large for ordinary users to gain much insight about it [13], [14]. It’s also difficult to set an appropriate $k$ for ordinary users with less knowledge of the graphs’ complexity (e.g., density, diameter) [15]. Even if we set a large $k = 15$, a community (e.g., measured by $k$-truss) would involve more than 1000 nodes on average for $Artist$ dataset [16], which is a big number for users to analyze. Compared to the entire community, key-members in a community appear more valuable than others. To contend with this, we focus on Community Key-members Search problem (CKS). We turn our perspective to the key-members in the community containing $q$ instead of the entire community. To solve CKS problem, we first propose an exact algorithm based on truss decomposition as a baseline. Then, we present four random walk-based optimized algorithms to achieve a trade-off between effectiveness and efficiency, by carefully considering three important cohesiveness features in the design of transition matrix. As a result, we return key-members according to the stationary distribution when random walk converges. We theoretically analyze the rationality of designing the cohesiveness-aware transition matrix for random walk, through Bayesian theory based on Gaussian Mixture Model and Copula Function Fitting. Moreover, we propose a lightweight refinement method following an “expand-replace” manner to further optimize the result with little overhead, and we extend our method for CKS with multiple query nodes. Comprehensive experimental studies on various real-world datasets demonstrate our method’s superiority.

![Fig. 1: An example of key-members search by using different methods](image-url)
Given a We no-
We optimize T (2), e.g., a few of seconds to a dozen seconds depends on this certain researcher. (3) In a social network such as Tiktok, papers of top scholars from the research community containing a certain researcher, CKS can recommend more high-quality applications. (1) In the field of public security, the police can key criminals through a small number of known suspects.

Our solution. We first present an exact framework in §III-A based on truss decomposition (TD): (1) we find the most cohesive community containing the query node q automatically without a pre-defined k and (2) we identify the key-members with the maximum trussness from the above community. This framework easily adapts to existing representative TD methods, such as TD-bottomup [30], TD-topdown [30], AccTD [31], and TCP-Index [32], [33]. For simplicity, we briefly introduce exact algorithms based on TD-bottomup and TCP-Index in §III-B and IIIC respectively. They server as the exact baselines to generate ground truths in our experimental study (§VII). Although the exact algorithms are easy to implement, they are problematic for the following reasons: First, since we do not know the value of k, in the worst case, it requires enumerating every possible k to find the maximum k-truss T_k in the first step, e.g., enumerating from k = 3 until no more cohesive T_k with a larger k can be found, which is quite time-consuming. For example, given a dataset with 0.8M edges (M = 10^6), it requires 17 secs on average. Second, T_k’s size in step (1) would significantly affect the efficiency of step (2), e.g., a few of seconds to a dozen seconds depends on T_k’s size, and the larger the T_k, the slower the step (2).

In practice, finding key-members may not need a tardy exact result. It is more desirable if a search engine first quickly returns a good enough result, while refining it with an additional lightweight expansion if necessary. This motivates us to present four random walk-based optimized algorithms to achieve a trade-off between effectiveness and efficiency. We aim to find a set of nodes that are most likely to be key-

(1) Basic random walk-based algorithm (§IV-A). Given a graph G and a query node q, we design the transition matrix P over G based on the support of edge (i.e., the number of triangles that contains an edge). Here, we use an edge’s support as the fundamental cohesiveness feature. Then, we conduct random walk based on P until it converges. Finally, we return top-n key-members according to the stationary distribution of all nodes in G, where each node has a stationary visiting probability showing its likelihood of belonging to a large k-truss. We also present a relaxed version of this algorithm to improve the random walk’s efficiency.

(2) Optimization with average support (§IV-B). We optimize the basic algorithm’s effectiveness through a refined transition matrix P. Given two nodes u, v linked by an edge e_{uv}, we expect to move from u to v with a large transition probability p_{uv} when v is likely to belong to a more cohesive k-truss than what u belongs to. To achieve this, we introduce the average support of a node into the basic algorithm. Intuitively, if v’s every adjacent edge has a large support, then v tends to belong to a T_k with a large k. So, we integrate the average support of two nodes u, v with the support of e_{uv} to update the original p_{uv} and optimize the transition matrix P in §IV-B.

(3) Optimization with skewness of support (§IV-C). We noticed that the above method would face a problem when the support of a node’s adjacent edges is extremely skewed, i.e., the average support of a node cannot correctly reflect the community’s cohesiveness, as the average support is dominated by those edges with extremely high or low support. To handle this, we leverage the skewness [34] of support of a node’s adjacent edges to fine-tune the biased average support. Specifically, we decrease (increase) the average support when a right-skew (left-skew) occurs. We apply this fine-turned average support to optimize P, thus enhancing the effectiveness.

(4) Optimization with bound of trussness (§IV-D). The transition matrix P designed above is based on the fundamental concept: support of an edge. Compared with an edge’s support, its trussness is the strictest feature to measure a community’s cohesiveness. So, it’s reasonable to use an edge’s trussness to replace its support in the design of P. However, computing an edge’s exact trussness in real-time is impractical for the online random walk algorithm, so we turn to compute an upper bound of an edge’s trussness instead, and then we integrate this trussness bound of an edge e_{uv} with the fine-tuned average support of nodes u, v to further optimize P.
Since the effectiveness of random walk-based algorithms (\S IV) depend on the cohesiveness-aware transition matrix \(P\), we theoretically analyze the rationality of designing transition matrix using the selected cohesiveness features of average support, support skewness, and trussness bound, through Bayesian theory based on Gaussian Mixture Model with Box-Cox Transformation and Copula Function Fitting (\S V).

Moreover, we extend our random walk-based algorithms twofold. First, we present a lightweight method to iteratively refine the top-\(n\) key-members, in an “expand-replace” manner (\S VI-B). Experimental study shows that it is quite efficient and effective (e.g., precision approaches to nearly 100% with 2 iterations of refinement on average). Second, we extend our solution to support CKS with multiple query nodes in \S VI-B.

**Contributions.** Our contributions can be concluded as follows.

- We motivate a new problem of community key-members search (CKS) in \S II and present exact algorithms (\S III-B) atop a TD-based exact framework (\S III-A).
- We propose a basic random walk-based algorithm (\S IV-A) for CKS by considering the cohesiveness feature (i.e., edge’s support) in transition matrix design. We next optimize this basic algorithm by updating the transition matrix using more representative cohesiveness features (\S IV-B-IV-D).
- We theoretically analyze the rationality of designing transition matrix using the selected cohesiveness features, through Bayesian theory based on Gaussian Mixture Model with Box-Cox Transformation and Copula Function Fitting (\S V).
- We propose a lightweight refinement method to refine the CKS result with little overhead (\S VI-A). We extend our solution to support CKS with multiple query nodes (\S VI-B).
- We conduct extensive experiments to evaluate: effectiveness and efficiency (\S VII-B- VII-C), case study (\S VII-D), parameter sensitivity (\S VII-E), and effect of refinement method (\S VII-F), showing our solution’s superiority.

**II. Preliminaries and Problems**

**A. Preliminaries**

We consider an undirected, weighted simple graph \(G = (V_G, E_G)\), where \(V_G\) (\(E_G\)) is the node (edge) set. Given a node \(u \in V_G\), we denote its neighbors by \(N(u)\) and use \(\deg(u)\) to indicate \(u\)’s degree, i.e., \(\deg(u) = |N(u)|\). We use \(e_{uv}\) to denote the edge between two nodes \(u, v \in V_G\). In the reminder of this paper, we simplify an edge as \(e\) unless it’s necessary to specify the endpoints \(u, v\). We use \(\Delta_{uvw}\) to denote the triangle formed by three nodes \(u, v, w \in V_G\). Initially, in this paper, we focus on the widely studied homogeneous graphs. In future, we will consider more complex heterogeneous graphs.

**Definition 1: Support** [30], [37]. Given an edge \(e_{uv} \in E_G\), we define \(e_{uv}\)’s support as the number of triangles containing \(e_{uv}\), i.e., \(\sup(e_{uv}) = |\Delta_{uvw}|\), where \(w\) is the common neighbor of \(u, v\). So, \(\sup(e_{uv})\) can be computed by \(|N(u) \cap N(v)|\).

**Definition 2: \(k\)-truss** [30], [37]. Given a graph \(G\) and an integer \(k \geq 2\), the \(k\)-truss is defined as the largest subgraph \(T_k \subseteq G\) in which each edge’s support \(\sup(e) \geq k - 2\).

**Definition 3: Trussness** [30], [33]. Given an edge \(e \in E_G\), we define \(e\)’s trussness \(\phi(e)\) as the maximum \(k\) of the \(k\)-truss \(T_k\) that \(e\) belongs to, i.e., \(\phi(e) = \max\{k: e \in E_{T_k}\}\). So, given \(\phi(e) = k\), we have \(e \in E_{T_k}\) but \(e \notin E_{T_{k'}}\) for any \(k' > k\).

**Example 1:** Considering the edge \(e\) between nodes \(u_6\) and \(u_8\) in Figure 1 we have \(\sup(e) = 4\) (i.e., contained by four triangles) and \(\phi(e) = 3\) because \(e\) belongs to a 5-truss formed by \(\{u_6, u_7, u_8, u_9, u_{10}\}\), which \(k = 5\) is the largest.

**B. Problem Definition**

Given a \(k\)-truss \(T_k\), some edges in \(T_k\) would have trussness \(\phi(e) \geq k\). E.g., the 5-truss edges (with trussness as 5) in Figure 1 also belong to a 3-truss. So, we define any edge’s maximum trussness in a \(T_k\) as \(\hat{k} = \max\{\phi(e): e \in E_{T_k}\}\), indicating that there exists a \(T_k \subseteq T_k\) having the largest cohesiveness.

**Definition 4: Key-members.** Given a \(k\)-truss \(T_k\), we define the key-members of \(T_k\) as the node set \(V_{T_k}\) of the most cohesive \(T_k \subseteq T_k\), where \(\hat{k}\) is the maximum trussness of any edge in \(T_k\) so that we cannot find a \(T_{k'} \subseteq T_k\) with \(k' > \hat{k}\).

**CKS Problem.** Given a graph \(G = (V_G, E_G)\) and a query node \(q \in V_G\), CKS returns the key-members \(V_{T_k}\) of the \(k\)-truss \(T_k \subseteq G\) that contains \(q\), satisfying the following properties:

- **Participation.** Both the query node \(q\) and all key-members belong to the same community \(T_k\);
- **Community’s maximality.** \(T_k\) is the most cohesive \(k\)-truss that contains \(q\) with the maximum \(k\), which means we cannot find another \(T_{k'}\) containing \(q\) with a larger \(k' > k\);
- **Key-members’ maximality.** The induced graph of key-members, i.e., \(T_{k'}\), is the most cohesive \(k\)-truss in \(T_k\); this means we cannot find another \(T_{k'} \subseteq T_k\) with a larger \(k' > \hat{k}\).

**III. Exact Baselines**

Before discussing our random walk-based solutions, we introduce an exact framework to solve CKS based on truss decomposition (TD) [30]. It easily adopts to existing TD methods. For simplicity, we briefly introduce exact algorithms w/o and w/ index based on representative TD methods in \S III-B-III-C. These algorithms serve as the exact baselines in our experimental study (\S VII), which are simple to implement but costly on efficiency.

**A. An Exact Framework for CKS Problem**

Given a graph \(G = (V_G, E_G)\) and a query node \(q\), Algorithm 1 shows the framework consisting of following steps.

**Finding the most cohesive \(T_k\).** We find a \(T_k \subseteq G\) containing \(q\) with the maximum \(k\) by TD (line 1). Differing from the classic \(k\)-truss-based CS problems [32], [33], [38], we aim to find \(T_k\) with the largest \(k\), rather than a user-specific \(k\).

**Finding key-members from \(T_k\).** We next take \(T_k\) as input to find the most cohesive \(k\)-truss \(T_{k'} \subseteq T_k\) with the maximum \(k\) by the same TD method used in the first step (line 2). Then, we return the node set of \(T_{k'}\) as the key-members (line 3).
Algorithm 1: An exact framework for CKS

Input: A simple graph \( G = (V_G, E_G) \), a query node \( q \)
Output: Key-members \( V_{Tk} \)

1. \( T_k \leftarrow \) use TD to find a \( T_k \subseteq G \) containing \( q \) with the maximum \( k \);
2. \( T_k \leftarrow \) use TD to find a \( T_k \subseteq T_k \) with the maximum \( k \);
3. return \( V_{Tk} \)

B. Truss Decomposition-based Exact Algorithm

We easily can provide an exact algorithm by simply deploying any existing TD method on the exact framework. In experimental study, we establish three exact algorithms based on TD-bottomup [30], TD-topdown [30], and AccTD [51], denoted by Exact-TD-bottomup, Exact-TD-topdown, and Exact-AccTD for evaluation. Since TD-bottomup and TD-topdown are the fundamental of AccTD, we take them as an examples to show their procedures and complexities.

Exact-TD-bottomup. Given a graph \( G \) and a query node \( q \), Exact-TD-bottomup calls TD-bottomup to find the most cohesive \( T_k \subseteq G \) (step 1). Specifically, TD-bottomup initializes the support of each edge in \( G \). Then, it starts from the smallest \( k \), i.e., \( k = 3 \), to iteratively remove all edges with support \( sup(e) < k - 2 \) from \( G \). Removing an edge \( e_{uv} \) may invalidate all triangles consisting of \( e_{uw}, \) i.e., \( \Delta_{uwv} \), where \( w \) is one common neighbor of \( u, v \). So, we need to decrease the support of the other two edges \( e_{uw} \) and \( e_{uv} \) for each \( \Delta_{uwv} \), and iteratively check whether they would be removed from \( G \). This process continues until all edges with support \( sup(e) < k - 2 \) are removed and the remaining edges form a k-truss. TD-bottomup stops when the found a k-truss does not contain \( q \). It means that the \((k-1)\)-truss found in the last iteration is the most cohesive \( T_k \) with the largest \( k \) that contains \( q \). Otherwise, TD-bottomup processes the next iteration of \( k + 1 \).

In step 2, Exact-TD-bottomup calls TD-bottomup to find the most cohesive \( T_k \subseteq T_k \) from the \( k \) of \( T_k \). Here, we do not need to check if each found k-truss contains \( q \). TD-bottomup terminates when all edges are removed at a certain iteration of \( k \). It means that we cannot find a k-truss at this iteration so that the previous found \((k-1)\)-truss is the most cohesive \( T_k \).

Otherwise, we move to process the next iteration of \( k + 1 \).

Complexity. Since Exact-TD-bottomup enumerates all subgraphs containing \( q \) and deletes edges to find a k-truss from the smallest \( k = 3 \), its time complexity is \( O(\sum_{H \subseteq G} |E_H|^{1.5}) \), where \( H \subseteq G \) is a subgraph of \( G \). For each \( H \), it requires up to \( O(|E_H|^{1.5}) \) time for computing a k-truss [30], [30]. Next, we repeat it to find k-truss \( T_k \subseteq T_k \) from the \( k \) of \( T_k \), so it costs \( O(\sum_{H \subseteq T_k} |E_H|^{1.5}) \). So, the total complexity is \( O(\sum_{H \subseteq G} |E_H|^{1.5} + \sum_{H \subseteq T_k} |E_H|^{1.5}) \). In the worst case, we need to enumerate \( 2^{|V_G| - 1} \) subgraphs (that contain \( q \)) in step 1 and \( 2^{|V_{Tk}|} \) subgraphs (that do not have to contain \( q \)) in step 2. Since \( T_k \) is usually significantly smaller than \( |V_G| \), the first step is more efficient than the second step in practice.

Exact algorithm with TD-topdown. Exact-TD-topdown is established on the basis of the classic top-down TD method [30]. First, Exact-TD-topdown calls TD-topdown to find the most cohesive \( T_k \subseteq G \) (step 1). It still needs to initialize each edge’s support in \( G \). Then, it starts from an upper bound of \( k \) to check if there exists a k-truss containing query node \( q \). The upper bound of \( k \) can be simply configured as \( k = \max\{\sup(e_{qu})|u \in N(q)\} + 2 \), where \( e_{qu} \) is an adjacent edge of \( q \) and \( N(q) \) indicates \( q \)’s neighbors. In each iteration of \( k \), TD-topdown extracts all the triangles that contain those edges with \( sup(e) = k \) to form a temporary subgraph. Next, TD-topdown iteratively removes all edges with support \( sup(e) < k - 2 \) from this subgraph. Similar to TD-bottomup, we need to iteratively check whether to remove the other triangle edges that contains the removed \( e \) should be removed. This process continues until all edges with support \( sup(e) < k - 2 \) are removed and the remaining edges can form a k-truss. If this k-truss contains \( q \), then it is the desired \( T_k \). Otherwise, TD-topdown processes the next iteration of \( k - 1 \).

In the second step, Exact-TD-topdown calls TD-topdown to find the most cohesive community \( T_k \subseteq T_k \) by starting with the \( k = \max\{\sup(e)\in E_{T_k}\} + 2 \). TD-topdown terminates when a k-truss is found at the iteration of \( k \). Otherwise, it moves to process the next iteration of \( k - 1 \).

Complexity. According to the analysis of [30], TD-bottomup and TD-topdown show the same time complexity on TD. So, we take TD-bottomup as an example to show the overall complexity of Exact-TD-bottomup. In the first step, it enumerates all subgraphs containing \( q \) and deletes edges to find a k-truss from the smallest \( k = 3 \), until the largest \( k \) is reached. Hence, the time complexity is \( O(\sum_{H \subseteq G} |E_H|^{1.5}) \), where \( H \subseteq G \) is a subgraph of \( G \). For each \( H \), it requires up to \( O(|E_H|^{1.5}) \) time for computing a k-truss [30], [30]. While in the second step, we repeat this operation on the found k-truss \( T_k \subseteq G \) from the \( k \) of \( T_k \), so it costs \( O(\sum_{H \subseteq T_k} |E_H|^{1.5}) \). Thus, the complexity of Exact-TD-bottomup is \( O(\sum_{H \subseteq G} |E_H|^{1.5} + \sum_{H \subseteq T_k} |E_H|^{1.5}) \).

In the worst case, we need to enumerate \( 2^{|V_G| - 1} \) subgraphs (that must contain \( q \)) in the first step and \( 2^{|V_{Tk}|} \) subgraphs (that do not have to contain \( q \)) in the second step. Since \( |V_{Tk}| \) is usually significantly smaller than \( |V_G| \), the second step is much more efficient than the first step in practice.

Remarks. AccTD [31] is the state-of-the-art work that focuses on improving TD’s efficiency on large-scale dataset. As claimed in [31], AccTD has the same time complexity bound as TD-bottomup and TD-topdown. However, AccTD’s optimization strategies significantly reduce the practical workload. In §VII we also implement an exact algorithm Exact-AccTD for experimental evaluation.

C. Exact Algorithm with Index

In the literature of CS, trussness-based index is often used to improve CS’s efficiency [32], [33], [38]. For example, the Triangle Connectivity Preserved Index (TCP-Index) [32], [33] is one representative trussness-based index. We can quickly find a certain k-truss that contains a query node \( q \) via TCP-Index. Thus, we have another exact algorithm with TCP-Index, denoted by Exact-TCP-Index. We only provide a high-level idea of the index construction and refer interested readers to
According to small trussness repeat above operations by continuously searching on these nodes connected by edges with trussness form the most cohesive \( T \) largest trussness. (2) We traverse Index for node set of TCP-Indices for all nodes of \([32], [33]\) for more details. Actually, the TCP-Index for \( G \) is a set of TCP-Indices for all nodes of \( V_G \). For each node \( u \in V_G \), we first extract all neighbors of \( u \) as \( N(u) \) to form the induced graph of \( N(u) \), denoted by \( G_u \). Next, we assign a weight on each edge in \( G_u \) by this edge’s trussness. Third, we generate a maximum spanning forest of this weighted \( G_u \) as the TCP-Index for node \( u \), denoted by \( \mathcal{T}_u \). We repeat this for every node \( u \in V_G \) and return the combination of all nodes’ TCP-Indices as the TCP-Index for \( G \), denoted by \( \mathcal{T}_G = \{ \mathcal{T}_u | u \in V_G \} \).

**Exact-TCP-Index.** First, we use the offline built TCP-Index \( \mathcal{T}_G \) to return the most cohesive \( T_k \) with the largest \( k \) that contains \( q \). Specifically, we search the TCP-Index of \( q \), i.e., \( \mathcal{T}_q \in \mathcal{T}_G \) as follows. (1) We select a neighbor \( u \) of \( q \) as an entry node for searching \( \mathcal{T}_q \), satisfying that \( e_{qu} \) has the largest trussness. (2) We traverse \( \mathcal{T}_q \) from \( u \) to collect all nodes connected by edges with trussness \( \phi(e_{qu}) \). Then, we repeat above operations by continuously searching on these nodes’ TCP-Indices until all nodes connected by edges with trussness \( \phi(e_{qu}) \) are found. As a result, all found nodes and \( q \) form the most cohesive \( T_k \) (with the largest \( k = \phi(e_{qu}) \)) that we desire. Next, we use TCP-Index to return the most cohesive \( k \)-truss \( T_k \subseteq T_k \). We first enumerate all edges in \( T_k \) to find an edge \( e_{uv} \) with the largest trussness, which is exactly the maximum \( k \) of \( T_k \) that we desire. Finally, we take an arbitrary endpoint of \( e_{uv} \) and its TCP-Index as input and repeat the same procedure of the first step to find all the nodes connected by edges with trussness \( \hat{k} \). As a result, all found nodes and the selected endpoint are key-members that we are looking for.

**Complexity.** According to \([33]\), the TCP-Index for a graph \( G \) can be constructed in \( O(\sum_{e_{uv} \in E_G} \min(\deg(u), \deg(v))) \) time and \( O(|E_G|) \) space. The searching time of Exact-TCP-Index is dominated by the the size of TCP-Index for \( G \). In the worst case, we require \( O(|E_T|) \) time to access \( T_G \) to find \( T_k \), and we need additional \( O(|E_T|) \) time to find \( T_k \). This is because \( T_k \subseteq T_k \) with a smaller size, so the search time of second step is also bounded by \( O(|E_T|) \).

**IV. RANDOM WALK-BASED ALGORITHMS**

Exact algorithms proposed in \([33]\) are simple to implement but costly on efficiency or introduce additional overhead for index storage. This motivates us to present random walk-based algorithms with several optimizations to achieve a good balance between effectiveness and efficiency in \([IV-A\ldots IV-D]\).

**A. Basic Algorithm**

Random walk is popular for graph sampling as its scalability and simplicity of implementation \([39\ldots 41]\). A general random walk on a graph \( G \) can be modeled as a finite Markov Chain \([40]\). A walker starts from a node \( u_0 \in V_G \), chooses a neighbor of \( u_0 \) and moves to it with the transition probability defined in the transition matrix \( P = [V_G] \times [V_G] \). It continues to walk until a stationary distribution \( \pi = \{ \pi_1, \ldots, \pi_{|V_G|} \} \) is reached, where \( \sum \pi_i = 1 \) and \( \pi_i \) is the stationary visiting probability of each \( u_i \in V_G \) when random walk converges. Recall the CKS’s definition, we aim to find key-members belonging to the most cohesive \( T_k \) within a query node \( q \)’s cohesive community \( T_k \). Thereby, it is reasonable to design a \( P \) based on some representative cohesiveness features, so that the random walk would converges to a stationary distribution of which key-members may have larger visiting probabilities than others. We first present an original version of our basic algorithm, then provide a relaxed version that is more efficient in practice.

**Original version.** Given a graph \( G \) and a query node \( q \), our basic algorithm has four steps: (1) extract an \( m \)-bounded subgraph \( G_q \) of \( q \) from \( G \), (2) design \( P \) over \( G_q \), (3) random walk until it converges, and (4) return top-\( n \) key-members.

(1) Extract an \( m \)-bounded subgraph. According to small world theory \([42], [43]\), two nodes in the same community exhibit strong access locality \([44]\), which means two nodes are more likely to belong to the same community if they are located in each other’s localized space. So, we assume that key-members can be found in an \( m \)-bounded subgraph of the query node \( q \), denoted by \( G_q \subseteq G \), and we conduct the random walk over \( G_q \) instead of the entire \( G \). All nodes in \( G_q \) are within \( m \)-hops from \( q \), which can be found quickly through a BFS starting from \( q \). In this BFS, we must ensure that for each visited node \( v \), it has at least one common neighbor with its parent node \( u \), i.e., \( \text{sup}(e_{uv}) \geq 1 \). This is important for the random walk to converge (Lemma 1). We will discuss in Remarks part why exact algorithm \([III-B]\) cannot be benefited from the \( m \)-bounded subgraph, mainly because it would diminish their effectiveness significantly.

(2) Design transition matrix. According to Definition 2, each edge \( e \) in a \( T_k \) must have a support \( \text{sup}(e) \geq k - 2 \), so \( k - 2 \) is a lower bound of support for each edge in \( T_k \). A larger \( k \) indicates that each edge’s lower bound of support is larger than that of a smaller \( k \). Thus, a simple idea is to use each edge’s support as the cohesiveness feature to roughly measure whether it belongs to a \( k \)-truss with a larger \( k \) or a smaller \( k \). Given two edges \( e, e' \) from different \( k \)-truss \( T_k \) and \( T_k' \), it’s reasonable to say that \( \text{sup}(e) \geq \text{sup}(e') \) holds with a relatively higher probability, if \( k \geq k' \). Following this assumption, in a random walk, if a walker towards along a path consisting of edges with large support as much as possible, then this walker is more likely to reach to a \( k \)-truss with a large \( k \). So, as the first step, we design a transition matrix \( P = [p_{ij}] \) based on edges’ support (Eq. 1), where \( p_{ij} \) is the transition probability of moving from node \( u_i \) to \( u_j \), \( N(u_i) \) is the neighbors of \( u_i \), and \( \text{sup}(e_{ix}) \) is the support of edge \( e_{ix} \) between \( u_i \) and its neighbor \( u_x \in N(u_i) \). In this way, we prefer to choose an edge with a larger support to move at each walk step.

\[
p_{ij} = \frac{\text{sup}(e_{ij})}{\sum_{u_x \in N(u_i)} \text{sup}(e_{ix})} \tag{1}
\]

**Example 2:** In Figure 1 edges between \( u_{14} \) and its neighbors \( \{u_9, u_{10}, u_{13}\} \) have a support of 2, while other adjacent edges have a support of 1. So, the transition probability from \( u_{14} \) to \( \{u_9, u_{10}, u_{13}\} \) is \( \frac{2}{25\%} = 25\% \) and that of other edges is 12.5%. Thus, a walker at node \( u_{14} \) has 50% total probability of moving to the most cohesive 5-truss via visiting \( \{u_9, u_{10}\} \). A random walk can converge to a stationary distribution...
Effectiveness w.r.t. iterations

Given a transition matrix, we obtain a stationary distribution when obtained at the random walk until convergence. Since we design a relaxed basic random walk-based algorithm

Algorithm 2: Relaxed basic random walk-based algorithm

Input: $G = (V_G, E_G), q, m, n, r$
Output: top-$n$ key-members
1. $t = 1$, $\pi^{(t-1)} = \{1, 0, \ldots, 0\}$; // extract $m$-bounded subgraph
2. $G_q = getBoundedGraph(G, q, m)$; // transition matrix initialization
3. for $e_{ij} \in E_G_q$ do
4. $\sup(e_{ij}) = |N(u_j) \cap N(u_i)|$; // Eq. 1
5. for $e_{ij} \in E_G_q$ do
6. $p_{ij} = \sup(e_{ij})$; // Eq. 1
7. while $t + 1 \leq r$ do
8. $\pi^{(t)} = \pi^{(t-1)} \times P$; // Eq. 2
9. return top-$n$ nodes from $\pi$ with the greatest $\pi$;

we find that the distance decreases as iteration increases, and tends to be stable after 150 iterations. This inspired us to use an approximate stationary distribution instead of the exact stationary distribution, as they have minor difference and offer a good efficiency. So, in Algorithm 2, we relaxed the original version by changing the terminate condition from the complete convergence to a fixed $r$ iterations $r$ is reached (lines 7-8). In §VII, we show the effect of $r$ on CKS’s performance.

Complexity. The total time of relaxed version is $O(|E_{G_q}| + |V_{G_q}| + |E_{G_q}| + r |V_{G_q}|)$, where $|E_{G_q}|$ and $|V_{G_q}|$ are # edges and # nodes in the $m$-bounded subgraph $G_q$. We need $O(|E_{G_q}| + |V_{G_q}|)$ time to extract $G_q$. We then initialize $P$ by computing the transition probabilities for all $|E_{G_q}|$ edges. The time of matrix multiplication for $r$ iterations is $r |V_{G_q}|$

Remarks. The $m$-bounded subgraph is very helpful to improve efficiency, as it reduces the walk space from a large $G$ to a small $G_q$. However, it cannot be adopted in the exact algorithm because it would greatly undermine the effectiveness. We explain this by an example in Figure 3. Given $q = u_8$, we find key-members as $u_1, u_2, u_3, u_4, u_5, u_6, u_7, u_8$, as they participate in the most cohesive 4-truss within the community containing $u_8$. If we apply the $m$-bounded subgraph in the exact algorithm (e.g., $m = 2$), then $u_4$ is excluded from $G_q$ and we will obtain the key-members as $\{u_1, u_2, u_3, u_4, u_5, u_6, u_7, u_8\}$, which is quite different from the original result. Back to our basic solution, first we have 50% probability to move to $u_1$ from $u_8$, then we have 66.7% probability in total to move to the 4-truss from $u_1$, which is larger than the total probability (33.3%) of coming back to $\{u_7, u_8, u_9\}$, finally, we find $\{u_1, u_2, u_3, u_5, u_6, u_7, u_8\}$ as key-members according to their higher stationary visiting probabilities than others. we show the effect of $r$ in §VII-E

B. Optimization with Average Support

The basic algorithm performs well in many scenarios, except the case where one node has a large number of adjacent edges but most of them have small supports. Given the graph shown in Figure 3, $u_1, u_2$ have 8 common neighbors, so the edge $e_{12}$ has a support $sup(e_{12}) = 8$. However, $u_2$ only belongs to a 3-truss $T_3$, because other adjacent edges of $u_2$ only have $sup(e) = 1$. If we apply the basic algorithm on this graph, then $u_2$ would have a large stationary visiting probability,
because the transition probability $p_{12} = \frac{4}{20} = 22.22\%$ (Eq. 1) is higher than others, making the random walk tends to back to $u_2$ than walking outward to the right part. Ideally, if a node’s every adjacent edge has a large support, then it tends to belong to a $T_k$ with a large $k$. So, we define a node’s average support by considering this node’s global support information and use it as a complement to edge support to optimize $P$.

**Definition 5: Average Support.** Given a node $u_i \in V_G$, we define $u_i$’s average support as $A(u_i) = \frac{\sum_{e \in N(u_i)} sup(e_{ix})}{|N(u_i)|}$.

Given two nodes $u_i, u_j$ with average support $A(u_i)$ and $A(u_j)$, the transition probability $p_{ij}$ is computed by Eq. 3. Here, we consider both the edge support $sup(e_{ij})$ and average support of $u_i, u_j$, to represent a community’s cohesiveness. It tends to walk from $u_i$ to $u_j$ when $sup(e_{ij})$ and $A(u_j)/A(u_i) > 1$ are large. The larger the $A(u_j)/A(u_i)$, the higher likelihood that $u_j$ belongs to a more cohesive community than that of $u_i$.

$$p_{ij} = \frac{sup(e_{ij}) \cdot A(u_j)}{\sum_{e \in N(u_j)} sup(e_{ix}) \cdot \frac{A(u_j)}{A(u_j)}}$$

(3)

**Example 3:** Figure 4 shows the transition probabilities computed by Eq. 3. The average support of several nodes are provided in Figure 4, e.g., $A(u_1) = \frac{5 + 4 + 8 + 1 + 8}{14} = 2.57$. Based on this information, we compute each edge’s transition probability, e.g., $p_{12} = \frac{8(1 - \frac{1}{2}) + 8 + 4 + 8 + 5(4/3)}{8(1 - \frac{1}{2}) + 8 + 4 + 8 + 5(4/3)} = 13.91\%$ and $p_{13} = \frac{4/2.57 + 4/2.57 + 5(4/3)}{8(1 - \frac{1}{2}) + 8 + 4 + 8 + 5(4/3)} = 15.65\%$. It has $13.91\%$ probability of moving from $u_1$ to $u_2$ which is smaller than that of moving to $u_3$ (15.65\%). From a macro point of view, it is more likely to head toward the 6-truss via edges $e_{13} - e_{17}$ with a total probability of $15.65\% \times 5 = 78.25\%$ and only has a probability of 21.75\% to walk toward to the left part.

**C. Optimization with Skewness of Support**

The above method would encounter a problem when there is an extremely skewed difference in the support of a node’s adjacent edges. In this case, a node’s average support inaccurately reflects its community’s cohesiveness, as the average support is dominated by those edges with extremely high or low support. This would erroneously guide a walker toward a less cohesive community by considering an inflated average support, or avoid walking to a more cohesive community by considering a deflated average support. In real-world datasets, we found many of such skewed nodes. Figure 4 shows the support distribution of a node with ID 27803 in GitHub dataset, the most cohesive community it belongs to is a 13-truss, but it has an inflated average support of 22 as its average support is dominated by 3% of edges with support > 100.

**Example 4:** Figure 4 shows a node having an inflated aver-
Thus, \( \phi \) basis, how to compute the upper bound of an edge’s trussness. To compute the upper bound of a node’s trussness, and on this bound of an edge’s trussness instead. We next introduce how is impractical for the online random walk, we turn to the upper stringent feature to measure a community’s cohesiveness. This has at least \( \phi \) contradicts the assumption \( \phi \) is, \( \hat{\phi} \) its average support as \( \text{average support} = 22 \) * \( (1 - 0.5) = 11 \), which equals to \( k - 2 \) for \( k = 13 \) (as it belongs to a 13-truss).

**D. Optimization with Bound of Trussness**

Compared with an edge’s support, its trussness is the most stringent feature to measure a community’s cohesiveness. This inspire us to use an edge’s trussness to optimize the transition matrix. Since computing an edge’s exact trussness in real-time is impractical for the online random walk, we turn to the upper bound of an edge’s trussness instead. We next introduce how to compute the upper bound of a node’s trussness, and on this basis, how to compute the upper bound of an edge’s trussness.

**Lemma 3:** Suppose that a node \( u \) belongs to a \( T_k \), then \( u \) has at least \( k - 1 \) adjacent edges with support \( \text{sup}(e) \geq k - 2 \).

**Proof:** Since \( u \in T_k \), it has at least one adjacent edge \( e_{uv} \) that belongs to \( T_k \), where \( v \in N(u) \). According to Definition 2, \( e_{uv} \) has support \( \text{sup}(e_{uv}) \geq k - 2 \), which indicates that \( u \) and \( v \) have at least \( k - 2 \) common neighbors belonging to the same \( T_k \). For each common neighbor \( w \), the edge \( e_{uw} \) still satisfies the constraint of \( \text{sup}(e_{uw}) \geq k - 2 \). Hence, \( u \) has at least \( k - 1 \) adjacent edges with support \( \text{sup}(e) \geq k - 2 \).

Since a node’s degree and its adjacent edge’s support have a strong correlation with the \( k \)-truss it belongs to, we define an upper bound of a node’s trussness as follows.

**Definition 6:** **Upper bound of a node’s trussness.**

Given a node \( u \in V_G \), we define the upper bound of the trussness of \( u \), denoted by \( \hat{\phi}(u) \), as the maximum \( k \) satisfying Lemma 3, that is, \( |N(u)| \geq k - 1 \) and \( \text{sup}(e_{uv}) \geq k - 2 \) for all \( v \in N(u) \).

Given an edge \( e_{uv} \) between nodes \( u, v \), the upper bound of \( e_{uv} \)'s trussness is determined by \( \hat{\phi}(u), \hat{\phi}(v) \), and \( \text{sup}(e_{uv}) + 2 \).

**Lemma 4:** Suppose that \( \text{sup}(e_{uv}) + 2 \geq \min \{\hat{\phi}(u), \hat{\phi}(v)\} \), then \( e_{uv} \)'s trussness is upper bounded by \( \min \{\hat{\phi}(u), \hat{\phi}(v)\} \); that is, \( \phi(e_{uv}) \leq \min \{\hat{\phi}(u), \hat{\phi}(v)\} \).

**Proof:** We assume \( \min \{\hat{\phi}(u), \hat{\phi}(v)\} = k - 1 \) and \( \phi(e_{uv}) = k > \min \{\hat{\phi}(u), \hat{\phi}(v)\} \). Because \( \phi(e_{uv}) = k \), \( e_{uv} \) belongs to a \( k \)-truss. So, according to Lemma 3, \( u \) has at least \( k - 1 \) adjacent edges with support \( \geq k - 2 \). Hence, based on Definition 6 we have \( \phi(u) = \hat{\phi}(u) \geq k \Rightarrow \min \{\hat{\phi}(u), \hat{\phi}(v)\} \geq k \), which contradicts the assumption \( \phi(e_{uv}) = k > \min \{\hat{\phi}(u), \hat{\phi}(v)\} \). Thus, \( \phi(e_{uv}) \leq \min \{\hat{\phi}(u), \hat{\phi}(v)\} \).

**Lemma 5:** Suppose that \( \text{sup}(e_{uv}) + 2 \leq \min \{\hat{\phi}(u), \hat{\phi}(v)\} \), then \( e_{uv} \)'s trussness is upper bounded by \( \text{sup}(e_{uv}) + 2 \); that is, \( \phi(e_{uv}) \leq \text{sup}(e_{uv}) + 2 \).

**Example 5:** Recall the example in Figure 4. The upper bound of trussness of node \( u_1, u_2, u_8, u_3 \) are 6,3,3,6. Thus, we have the upper bound of trussness of edges \( \{e_{12}, e_{18}, e_{13}\} \) as \( \hat{\phi}(e_{12}) = \text{min} \{8 + 2, 3, 6\} = 8 \), \( \hat{\phi}(e_{18}) = \text{min} \{1 + 2, 3, 6\} = 3 \), and \( e_{13} = \text{min} \{6, 6, 6\} = 6 \). We then update the transition probabilities by Eq. 7. For instance, \( p_{12} = \frac{31.78}{2.57} \), \( p_{13} = 16.07\% \), and \( p_{18} = 20.1\% \). So, it tends to move from \( u_1 \) to \( \{u_3, \ldots, u_7\} \) with the total probability of 80.35% and only has a probability of 19.65% to walk to the left part, which is better compared to the optimization with average support.

V. Rationality Analysis of the Cohesiveness-Aware Transition Matrix

Since random walk-based algorithm’s effectiveness depends on the cohesiveness-aware transition matrix \( P \), it’s worth discussing the rationality of designing \( P \) with the selected cohesiveness features, i.e., average support \( A() \) (Definition 5 in §IV-B), skewness of support \( \text{skew}() \) (Eq. 2 in §IV-C), and upper bound of a node’s trussness \( \phi() \) (Definition 6 in §IV-D). Given a query node \( q \), we use \( T_k \) to denote the most cohesive community containing \( q \) and \( T_k \subseteq T_k (T_k \setminus T_k) \) is the induced graph of key-members (non-key-members). For \( q \in T_k \), it’s cohesiveness features are \( A(q) \), \( skew(u) \), and \( \phi(q) \). Intuitively, if these features have a strong correlation with the event that \( u \) belongs to \( T_k \) or not, then leverage them to design a cohesiveness-aware transition matrix for random walk is reasonable. More precisely, such a random walk would converge to a stationary distribution of which key-members have greater stationary visiting probabilities than others.

We first utilize Bayesian theory to model the correlation between the cohesiveness features of a node and it’s category (i.e., key-member or non-key-members) theoretically, in §V-B.

**A. Correlation Model based on Bayesian Theory**

We aim to use Bayesian theory to compute the probability of a node \( u \in T_k \) belongs to key-members \( T_k \) given cohesiveness features \( A(u), skew(u), \phi(u) \) as condition (Eq. 8). Then, we show the correlation results in §V-B.

\[
P\{u \in T_k \mid X = x_u\} = \lim_{\Delta x \to 0} \frac{P\{u \in T_k\}P\{x_u \leq X \leq x_u + \Delta x \mid u \in T_k\}}{P\{x_u \leq X \leq x_u + \Delta x\}}
\]
Fig. 6: Statistical frequency distribution of $A(\cdot)$ on Facebook

Here, $X = x_u$ represents the condition given as a node $u$’s features $x_u = \{A(u), skew(u), \phi(u)\}$. The term $P\{u \in T_k\}$ is the prior knowledge showing the probability of $u$ belongs to $T_k$, which can be easily computed as the ratio of key-members over all nodes from $T_k$. The term $P\{x_u \leq X \leq x_u + \Delta x\}$ is another prior knowledge showing the probability from all features’ joint distribution over the entire community $T_k$ within $[x_u, x_u + \Delta x]$. Besides, $P\{x_u \leq X \leq x_u + \Delta x | u \in T_k\}$ is the class conditional probability that is computed as the probability from all features’ joint distribution over $T_k$ within $[x_u, x_u + \Delta x]$. For the latter two terms, we require to first obtain all features’ joint distribution w.r.t. $T_k$ and $T_k$, respectively, then derive the probability densities $f(x)$ from the joint distributions for computing the cumulative probabilities $\int_{x_u}^{x_u+\Delta x} f(x)dx$, and subject them into Eq. [9]. However, this is non-trivial and we show it from the following observations.

**Observations.** Figure 6 illustrates the discrete statistical frequency distribution of average support $A(\cdot)$ over $T_k$ on Facebook dataset with three different query nodes (we only provide results for $A(\cdot)$ due to page limit, other features show the similar trend over all datasets). It follows a bimodal distribution including two peaks, one each represents a sub-distribution of $A(\cdot)$ over $T_k$ and $T_k$, respectively. Generally, it’s difficult to mathematically model a cohesiveness feature’s continuous bimodal distribution from discrete data [49], not even the joint distribution of three variables.

To handle this, we first adopt Box-Cox Transformation [50] to enhance discrete data’s normality. Then, we use Copula Function Fitting [51] to model the joint distributions of three cohesiveness features over $T_k$ and $T_k\setminus T_k$, respectively. Finally, we apply Gaussian Mixture Model [52] to combine above joint distributions together to obtain the joint distribution over $T_k$.

**Box-Cox Transformation.** For simplicity of discussion, we add superscripts $+$ and $-$ to cohesiveness features to represent the scope where it comes from, key-members $T_k$ and non-key-members $T_k\setminus T_k$, respectively, i.e., $A^+, A^−, skew^+, skew^−, \phi^+, and \phi^-$. Each feature can be viewed as a random variable and we use Box-Cox transformation to enhance its normality as Eq. [9] where $y$ could be any one of the six random variables, $y_{bet}$ is the transformed value, and $\lambda$ is the transformation factor obtained by parameter estimation [53]. For example, we use $A_{bet}(\cdot)$ to indicate the transformed value of the original $A^+(\cdot)$ given the factor $\lambda_{A^+}$ for the feature $A^+$. 

$$y_{bet} = \begin{cases} \frac{(y+1)^{\lambda} - 1}{\lambda} & (\lambda \neq 0) \\ \log(y+1) & (\lambda = 0) \end{cases}$$

Given a transformed random variable, we calculate its mean and variance denoted by $\mu_{y_{bet}}$ and $\sigma^2_{y_{bet}}$. Then, we apply Copula Function Fitting to model the joint distribution of cohesiveness features over $T_k$ (i.e., $y_{bet} \in \{A_{bet}^+, skew_{bet}^+, \phi_{bet}^+\}$) and $T_k \setminus T_k$ (i.e., $y_{bet} \in \{A_{bet}^-, skew_{bet}^-, \phi_{bet}^-\}$), respectively.

**Copula Function Fitting.** Copula functions are generally used for multivariate modeling [51], and Gaussian Copula function can be used for modeling multivariate Gaussian distribution from multiple unary Gaussian distributions. Let us take the cohesiveness features $y_{bet} \in \{A_{bet}^+, skew_{bet}^+, \phi_{bet}^+\}$ as an example to show the procedure of computing the joint distribution of these features over $T_k$, via Gaussian Copula function. First, we standardize each transformed random variable as $Z(y_{bet})$ by Eq. [10]. Second, we calculate the covariance between each pair of the copvariance matrix of three marginal distributions of $Z(A_{bet}^+), Z(skew_{bet}^+), and Z(\phi_{bet}^+)$, denoted by $\Sigma$, and compute the inverse cumulative distribution function of each standardized variable, denoted by $\Phi^{-1}(Z(A_{bet}^+)), \Phi^{-1}(Z(skew_{bet}^+)), and \Phi^{-1}(Z(\phi_{bet}^+))$, respectively.

$$Z(y_{bet}) = \frac{y_{bet} - \mu_{y_{bet}}}{\sigma_{y_{bet}}}$$

Given the inverse cumulative distribution functions $\Phi^{-1}(\cdot)$ of all standardized random variables and the covariance matrix $\Sigma$, we apply Eq. [11] to get the joint distribution of three cohesiveness features over $T_k$, where $G_{(0, \Sigma)}$ is the cumulative distribution function of the multivariate Gaussian distribution with mean vector $0 = \{0, 0, 0\}$ and covariance matrix $\Sigma$.

$$G_{joint} = G_{(0, \Sigma)}(\Phi^{-1}(Z(A_{bet}^+)), \Phi^{-1}(Z(skew_{bet}^+)), \Phi^{-1}(Z(\phi_{bet}^+)))$$

Similarly, the joint distribution $G_{joint}^\prime$ of three cohesiveness features $y_{bet} \in \{A_{bet}^-, skew_{bet}^-, \phi_{bet}^-\}$ over $T_k \setminus T_k$, can be obtained following the same aforementioned steps.

**Gaussian Mixture Model (GMM).** We use $f^+(x)$ and $f^-{(x)}$ to represent the probability density functions of joint distributions $G_{joint}^\prime$ and $G_{joint}^\prime$ over $T_k$ and $T_k\setminus T_k$, respectively. Then, we apply GMM to compute the probability density function $f(x)$ of the joint distribution over the entire $T_k$, as the weighted sum of $f^+(x)$ and $f^-{(x)}$ [52] (Eq. [12]). The weight assigned on each category is the proportion of nodes belonging to this category, i.e., $P\{u \in T_k\}$ and $1 - P\{u \in T_k\}$.

$$f(x) = P\{u \in T_k\}f^+(x) + (1 - P\{u \in T_k\})f^-(x)$$

Given the probability density function $f(x)$ of the joint distribution over $T_k$ and $f^+(x)$ of the joint distribution over the key-members $T_k$, we have $P\{x_u \leq X \leq x_u + \Delta x\} = \int_{x_u}^{x_u+\Delta x} f(x)dx$ and $P\{x_u \leq X \leq x_u + \Delta x | u \in T_k\} = \int_{x_u}^{x_u+\Delta x} f^+(x)dx$. By subjecting them into Eq. [8], we obtain the probability of a node $u$ that belongs to $T_k$, given the conditions as $u$’s cohesiveness features $A(u), skew(u), \phi(u)$.

**B. Correlation Results**

We apply above correlation model on real-world datasets to estimate key-members’ conditional probabilities via Eq. [8], which are expected to be large values. Due to page limit, we only provide 10 queries’ results (corresponds to each point in
Algorithm 3: Top- \(n\) result refinement

1. \(S_{\text{old}} \leftarrow \text{one-hop neighbors of all nodes in } S_{\text{old}}\);
2. for \(\forall u \in S_{\text{old}}\) do
   3. \([N(u)] = |e_{uw}|\) for \(\forall v \in S_{\text{old}}\);
4. for \(\forall u \in S_{\text{new}}\) do
   5. \([N(u)] = |e_{uw}|\) for \(\forall v \in S_{\text{old}}\);
6. \(S_{\text{old}} \cup S_{\text{new}} \leftarrow \text{rank } S_{\text{old}} \cup S_{\text{new}} \) by \(N(u)\) in descending order;
7. \text{return top-} \(n\) \text{ nodes from } S_{\text{old}} \cup S_{\text{new}};

X-axis) in the form of box plot with min, max, lower-quartile, upper-quartile, and mean probabilities over all key-members (Y-axis) in Figure 7 for Facebook, GitHub, and DBLP datasets. For example, the probability on Facebook is at least 76% (with mean of 90%), showing that key-members’ cohesiveness features and their categories is strongly positively correlated. In a nutshell, using representative cohesiveness features to design transition matrix for our random walk-based algorithm is reasonable theoretically, while our experimental study in §VII shows that it is effective in practice.

VI. EXTENSION

We extend our random walk-based algorithms from two aspects. First, we refine the top- \(n\) result continuously with a lightweight refinement method (§VI-A). Second, we extend it for CKS with multiple query nodes in §VI-B.

A. Lightweight Result Refinement

We use \(S_{\text{old}}\) to denote the top- \(n\) key-members returned by a random walk-based algorithm. If \(S_{\text{old}}\) is good enough, then it’s expected to contain most of the key-members. Or, we say that the induced graph \(G’\) of \(S_{\text{old}}\) has a large overlap with the \(T_k\) to which key-members belong. Since \(G’\) is not exactly the same as \(T_k\), it exists at least one “bad” node in \(S_{\text{old}}\) with neighbors < \(k - 1\) (Lemma 3). So, a lightweight method to refine \(S_{\text{old}}\) is to replace these “bad” nodes in \(S_{\text{old}}\) with other better nodes outside \(S_{\text{old}}\). However, we cannot use \(k - 1\) directly as a lower bound to select these “bad” nodes, as we do not know the value of \(k\) in advance. Instead, we use \# neighbors in \(S_{\text{old}}\) of a node \(u\) \((N(u) = \{v \mid |e_{uw}| \in G’\})\) to heuristically measure its quality. The larger the \(\mid N(u)\mid\), the better the node \(u\).

Algorithm 3 shows the entire procedure. First, we expand one-hop neighbors of all nodes in \(S_{\text{old}}\) as new candidates for refinement, denoted by \(S_{\text{new}}\) (line 1). Second, for each node \(u \in S_{\text{old}}\), we count its neighbors (lines 2-3). For each node \(u \in S_{\text{new}}\), we count its neighbors (lines 4-5). If a node \(u \in S_{\text{new}}\) has more neighbors in \(S_{\text{old}}\) than that of a node \(v \in S_{\text{old}}\) e.g., \(N(u) > N(v)\), then \(u\) is more likely to be a better node than \(v\). So, we rank all nodes in \(S_{\text{old}} \cup S_{\text{new}}\) by \(N(\cdot)\) in descending order, and return the top- \(n\) nodes as the refined key-members.

Example 6: Figure 8 illustrates an example of lightweight refinement. Given the top-6 nodes \(S_{\text{old}} = \{u_1, \ldots, u_6\}\), which forms a 3-truss. We extend two new candidates \(u_7, u_8\), then count the number of neighbors (in \(S_{\text{old}}\)) of all nodes and replace \(u_6\) with \(u_7\), because \(N(u_7) > N(u_6)\). Finally, we return new top- \(n\) results that can form a more cohesive 4-truss.

In §VII, we show that the precision can reach to 97% on average after two iterations of Algorithm 3. For example, precision reaches to nearly 100% for GitHub and DBLP. Besides, the overhead is modest, e.g., extra 2 ms on average for GitHub to improve the precision from 89.3% to 99.3%.

B. Support to Multiple Query Nodes

Using multiple query nodes to find key-members is common in some real applications, such as searching for key-members of criminal gangs by providing a group of suspects. According to the original definition of CKS, key-members for the case of multiple query nodes would be those nodes in the same community with all query nodes and have maximum trussness. Given a group of query nodes \(Q = \{q_1, \ldots, q_n\}\), we extend our random walk-based algorithms as follows. First, we extract the \(m\)-bounded subgraph for each query node \(q_i \in Q\) from the original graph \(G\), denoted by \(G_{q_i}\). Second, we take the union of these subgraphs as the \(m\)-bounded subgraph of \(Q\), denoted by \(G_Q\). After that, we can apply an arbitrary algorithm from §IV-A-IV-D to find the key-members in \(G_Q\).

Since we do not terminate the random walk when it converges (see §IV-A), walking from different query nodes would generate different stationary distribution. Technically, we need to perform \(|Q|\) times random walk from each node in \(Q\) then return the final top- \(n\) nodes by considering all \(|Q|\) stationary distributions. Fortunately, the difference in \(|Q|\) stationary distributions is too small to affect the final result if we set large enough iterations \(r\), e.g., 150, for matrix multiplication. So, in our implementation, we only randomly select one of \(|Q|\) query nodes to perform the random walk.

Remarks. The structure between \(|Q|\) query nodes is sometimes important for CKS. If we can estimate the lower bound of trussness of edges among \(|Q|\) query nodes, denoted by \(\hat{\phi}(Q)\), then we can assign a smaller transition probability for those edges with the upper bound of trussness \(\hat{\phi}(e) < \hat{\phi}(Q)\). We keep this as an interesting open problem for future work.

VII. EXPERIMENTS

We evaluate (1) effectiveness (§VII-B), (2) efficiency (§VII-C), (3) case study (§VII-D), (4) parameter sensitivity (§VII-E), and (5) overhead of the refinement method (§VII-F).
Our code and datasets were provided in [54]. All experiments were run on a 3.7 GHz, 128 GB memory Linux server.

### A. Experimental Setup

**Datasets.** We used six real-world datasets with statistics shown in Table II (e.g., maximum degree $d_{\text{max}}$, support $s_{\text{max}}$, and trussness $k_{\text{max}}$). Artist [16] maintains nodes as the blue verified Facebook pages with artist category, and edges are mutual likes among them. Facebook [53] is an anonymous dataset containing friend lists of users. GitHub [56] involves the developers in GitHub who have starred at least 10 repositories and edges are mutual follower relationships between them. DBLP [57] provides relationships among authors, papers, venues, etc. We constructed a homogeneous co-authorship network where two authors are connected if they have co-authored a paper. Orkut [58] is a social network extracted from Orkut.com. LiveJournal [59] is a free online blogging community where users declare friendship each other.

**Queries.** For each dataset, we randomly selected 5000 query nodes to perform CKS and report the average effectiveness and efficiency results. We generated the ground truth key-members for each query by running exact algorithm presented in §III.

**Metrics.** We used the precision, recall, $F_1$-score to measure the accuracy of returned key-members w.r.t. the ground truth. Besides, we used diameter $d$, and density $\alpha$ of a graph to evaluate the closeness of the induced graph of key-members, which is the complement to structure cohesiveness of $k$-truss. We used the response time for efficiency evaluation.

**Comparing methods.** We compared with four exact algorithms: (1) Exact-TD-B is established atop TD-bottomup [30], (2) Exact-TD-T based on TD-topdown [30], (3) Exact-AccTD is extended from AccTD [31], and (4) Exact-TCP-Index (shorten as Exact-TCP) based on TCP-Index [33]. We implemented four random walk-based algorithms (§IV-A §IV-D): the basic (5) RW-B, (6) RW-AS with optimization of average support, (7) RW-Skew with optimization of support skewness, and (8) RW-TB with optimization of trussness bound. We integrated the refinement method (§VI-A) with RW-TB to form (9) RW-TB-RF. Besides, we compared with two critical nodes identification methods: (10) Influence maximization (IM) [26] and (11) Betweenness centrality (BC) [27].

### B. Effectiveness Evaluation

**Precision.** Figure 9 shows the precision results. Since we set $n = |\text{ground truth}|$, the precision, recall, and $F_1$-scores are equalized. So, we only provide the precision. In §VII-E, we will show the effect of $n$ on three metrics. Since exact algorithms have 100% precision, we omit them from Figure 9. RW-B performs the worst among random walk-based algorithms (66% on average), but for Facebook and LiveJournal, it has at least 96% precision. This indicates that it is feasible to use edge support to design transition matrix, but it is not enough to get a good result. The average precision is improved to 74%, 86%, and 90% by using RW-AS, RW-Skew, and RW-TB. The improvement is obvious on GitHub and Artist, as they contains more nodes having skewed support distribution than others. So, it’s useful to fine-tune the average support by considering the support skewness. Besides, RW-TB-RF with additional two iterations of refinement achieves 97% precision on average (we show precision on the top of bars), and some results reach to nearly 100%, showing that our refinement method is effective.

### C. Efficiency Evaluation

In Figure 10 exact algorithms are time-consuming as they rely on the heavyweight truss-decomposition. Exact-AccTD and Exact-TCP-Index are more efficient than other exact algorithms as they are benefit from well-designed data structures or index. However, it introduce additional space overhead for maintaining index, e.g., 3 GB index is required for 1 GB Orkut dataset. Our random walk-based algorithms outperform exact algorithms (we show RW-TB-RF’s runtime on the top of bars), e.g., ours are at least 3.8X and 521X on average faster than others over all datasets. This is because ours do not maintain accurate truss information in runtime, but only leverage the random walk to visit nodes that are most likely to belong to the
**D. Case Study**

We run a case study on GitHub by RW-TB (q = temilaj with ID 20053). Figure 12 illustrates the returned key-members and their relationships (gray area). We only provide 10 out of 28 key-members and other 25 users due to the page limit. These key-members participate in the densest subgraph (a 24-truss), showing that they are closely connected. Each pairwise key-members have at least 22 common followers, most of them are full stack web developer and share with the same skills, e.g., React, AI, Go, JS. Moreover, these key-members belong to the most cohesive community that contains the query node (a 24-truss). By performing CKS, the user with ID 20053 can find the key circle she interested in (i.e., the gray area) and expand her social circle in GitHub by following them. Our solution can find these key-members because the random walk is guided toward the most cohesive 24-truss with a higher probability.

**E. Parameter Sensitivity**

Figure 11 shows the parameter sensitivity for RW-TB.

**Effect of m.** In Figure 11(a), the precision increases as m increases. This is because the larger the m, the more the key-members are included in the m-bounded subgraph. The improvement gets stable after m = 2, as most of key-members have been included in the 2-bounded subgraph and few key-members would be introduced by continuously increasing m. The runtime increases as m increases as more time is required for random walk on a larger m-bounded subgraph.

**Effect of r.** In Figure 11(c), the precision increases as r increases and tends to be stable after 150 iterations. This is because the random walk nearly converges after 150 iterations so that has little effect on CKS’s effectiveness. The runtime increases as r increases (Figure 11(d)), because the runtime is dominated by matrix multiplication. The more the iterations,

most cohesive k-truss. The overhead introduced by refinement method is modest, e.g., extra 2 ms on average for GitHub to improve the precision from 89.3% to 99.3% (see Table VII-F).

**F. Effect of Lightweight Refinement Method**

Table III shows the extra precision improvement and runtime increment by applying our refinement method with 1 and 2 iterations after RW-TB. The original precision is improved

![Figure 11](image-url) Effect of the m-bounded subgraph, random walk iterations r, and scale factor α on precision (%) and runtime (ms)

![Figure 12](image-url) A case study on GitHub (RW-TB)

![Figure 13](image-url) Effect of the top-n nodes (n = f · |ground truth|) the more the time is required for matrix multiplication. Finally, a trade-off can be achieved around r = 150.
Table III: Effect of refinement on precision and runtime (ms)

| Methods | Facebook | GitHub | Artist | DBLP | Orkut | LiveJournal |
|---------|---------|--------|--------|------|--------|-------------|
| RW-TB  | 98.56   | 90.97  | 75.24  | 72.63 | 93.36  | 93.36       |
| RW × 2 | 98.61   | 90.97  | 75.24  | 72.63 | 93.36  | 93.36       |
| T6-P6  | 98.56   | 90.97  | 75.24  | 72.63 | 93.36  | 93.36       |

We study the CKS problem that aims to seek the key-members of a cohesive community containing the query node. We first propose several exact algorithms atop an exact framework. Then, we present four random walk-based algorithms with several optimizations, by carefully considering some important cohesiveness features in the design of transition matrix. We theoretically analyze the rationality of designing cohesiveness-aware transition matrix, through Bayesian theory. Moreover, we propose a lightweight refinement method to refine the result and extend it for multiple query nodes. Extensive experiments demonstrate the superiority of our solution. In the future, we will try to extend our methods with more cohesive models, e.g., k-core, ego network with strict constraint, for heterogeneous, attributed, and uncertain graphs.

VIII. RELATED WORK

Truss decomposition algorithms. Many cohesive subgraph models are studied to revealing potential community structures of real-world graphs, such as k-core [61, 62], k-truss [10], [63], k-ECC [64, 65], k-plex [66], and clique or quasi-clique [12, 67]. k-truss has been demonstrated to be an outstanding one as it achieves both high cohesiveness and high efficiency. [63] presents the first truss decomposition algorithm that can be kept in the main memory of a single machine, but cannot support large graphs. [30, 68] propose I/O efficient truss decomposition for large graphs. Recently, many distributed truss computation algorithms have been developed [69–71]. e.g., [70] proposes a distributed truss decomposition based on MapReduce. Moreover, to accelerate in-memory truss decomposition on billion-edge graphs, [31] propose a series of optimizations, e.g., intermediate results compacting and parallelizing on both multicore CPU and GPU.

Truss-based community search (CS). Since k-truss exhibits an inclusive hierarchy representing cores of a graph at different levels of granularity [72] and has some nice properties, e.g., a k-truss is diameter-bounded [10], it's usually adopted as the community model for CS [10, 32, 33, 38, 72]. The trussness is usually used for building trussness-based index or performing prunes, so the aforementioned truss decomposition algorithms are often invoked offline to compute trussness in advance, thus introducing extra overhead. Different from CS problem, we turn our perspective to the key-members in the community containing q instead of the entire community. This motivates the CKS problem tackled in this paper.

Critical node identification in complex networks. This topic is related to our CKS problem. The difference comes from the definition of the critical nodes. Influence maximization is one widely used metric to find the critical nodes [24–26, 73], they aim to find those nodes having the largest influence spread. Betweenness centrality (BC) computes the importance of a node in terms of total number of shortest paths passing through it [27, 74, 75, 28, 76, 77] define the key-members of a network as those nodes that will cause a community collapse if they were removed, called collapsers. These critical node definitions are not optimal because they lack consideration of the close relation that naturally exists among key-members. Essentially, key-members in a network usually form a cohesive subgraph [22, 23]. This inspires us to define a k-truss based key-members in the CKS problem.

IX. CONCLUSION

We study the CKS problem that aims to seek the key-members of a cohesive community containing the query node. We first propose several exact algorithms atop an exact framework. Then, we present four random walk-based algorithms with several optimizations, by carefully considering some important cohesiveness features in the design of transition matrix. We theoretically analyze the rationality of designing cohesiveness-aware transition matrix, through Bayesian theory. Moreover, we propose a lightweight refinement method to refine the result and extend it for multiple query nodes. Extensive experiments demonstrate the superiority of our solution. In the future, we will try to extend our methods with more cohesive models, e.g., k-core, ego network with strict constraint, for heterogeneous, attributed, and uncertain graphs.
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APPENDIX A

ANALYSIS OF THE EFFECT OF QUERY NO SELECTION ON CKS’S EFFECTIVENESS

Given a query node q and a key-member u, w.l.o.g., q can visit u via an edge (1-hop path) and other multi-hop paths. We say q is structurally close to u if e_qu has a large trussness or the multi-hop path between them is short. Intuitively, the structurally closer q is to u, the more probability that we can visit u from q during the random walk. This is also in line with some practical cases, e.g., it’s always easier for the police to investigate a gang’s key-members from their confidants than from an estranged suspect. In order to theoretically study the effect of the query node’s structure closeness to key-members on our solution’s effectiveness, we establish a concise Markov Chain model based on a hypergraph H defined as follows.

Definition 8: Hypergraph H over G. Given a graph G = (V_G, E_G) and a group of query nodes Q ⊆ V_G, we define the hypergraph over G as H = (V_H, E_H). (1) V_H = V_G is the node set of H that contains all the nodes from G, which is divided into three categories: query nodes Q, key-members K w.r.t. Q, and X = V_G \ {Q ∪ K}. (2) E_H = {e_H^Q, e_H^X, e_H^K} is the hyperedge set of which each hyperedge connects two categories of nodes in V_H. (3) We assign a weight on each hyperedge as the largest trussness of an edge e_uv ∈ E_G (Eq. (14)), where u, v belong to the two categories connected by this hyperedge, denoted by ϕ(e_H^i_j).
\[ \gamma = \phi(e_{QK}^H) = \max \{ \phi(e_{uv}) : e_{uv} \in E_G, u \in Q, v \in K \} \]

\[ \mu = \phi(e_{QX}^H) = \max \{ \phi(e_{uv}) : e_{uv} \in E_G, u \in Q, v \in X \} \]

\[ \beta = \phi(e_{XK}^H) = \max \{ \phi(r_{uv}) : e_{uv} \in E_G, u \in X, v \in K \} \]

Given a hypergraph \( H \) over \( G \), we can streamline the original Markov Chain over \( G \) to a simple one over \( H \). We initialize the transition matrix \( P \) via Eq. \ref{eq:transition_matrix} by replacing the \( \sup(\cdot) \) with the weight on each hyperedge. Figure \ref{fig:markov_chain_models}(a) shows the concise model with transition probabilities. Notice that, the node \( Q \) can visit key-members through a hyperedge \( e_{QK}^H \) directly or a two-hop path indirectly. By dividing \( X \) into several nodes \( \{X_1, \ldots, X_l\} \), we can get a new model (discussed later) with a \((l+1)\)-hop path from \( Q \) to \( K \), as shown in Figure \ref{fig:markov_chain_models}(b). For the first model, we aim to study the effect of \( \gamma \), i.e., the trussness of an edge (1-hop path), on \( K \)'s stationary visiting probability by given a specific \( \mu \) and \( \beta \). While for the second model, we try to study the effect of a multi-hop path's length on \( K \)'s stationary visiting probability by given a specific \( \gamma \).

Recall the first model, we apply matrix diagonalization to get the expression of \( \pi^{(r)} \) after \( r \) iterations as Eq. \ref{eq:diagonalization}, where \( A \) is a invertible matrix and \( D \) is a diagonal matrix satisfying \( P = A \times D \times A^{-1} \), and \( D^r \) denotes that \( D \) is multiplied \( r \) times by itself.

\[ \pi^{(r)} = \pi^{(0)} \times A \times D^r \times A^{-1} \tag{15} \]

\textbf{Lemma 6:} The eigenvalues \( \lambda \) of the diagonal matrix \( D \) are solutions of the equation \( (1-\lambda)[\lambda^2 + \lambda + \frac{2\mu \beta \gamma}{(\mu + \beta)(\beta + \gamma)(\gamma + \mu) + 2\mu \beta \gamma}] = 0 \).

\textbf{Proof:} Given a specific \( P \) and an identity matrix \( E \), the eigenvalues of \( D \) is the solution of the following characteristic equation.

\[ |P - \lambda E| = \begin{bmatrix} -\lambda & \frac{\mu}{\mu + \gamma} & \frac{\gamma}{\mu + \gamma} \\ \frac{\mu}{\mu + \beta} & -\lambda & \frac{\gamma}{\mu + \beta} \\ \frac{\gamma}{\beta + \gamma} & \frac{\beta}{\gamma + \beta} & -\lambda \end{bmatrix} = (1 - \lambda) \begin{bmatrix} 1 & \frac{\mu}{\mu + \gamma} & \frac{\gamma}{\mu + \gamma} \\ \frac{\mu}{\mu + \beta} & 1 & \frac{\gamma}{\mu + \beta} \\ \frac{\gamma}{\beta + \gamma} & \frac{\beta}{\gamma + \beta} & 1 \end{bmatrix} = (1 - \lambda)[\lambda^2 + \lambda + \frac{2\mu \beta \gamma}{(\mu + \beta)(\beta + \gamma)(\gamma + \mu) + 2\mu \beta \gamma}] = 0 \]

Given the diagonal matrix \( D \), we can derive the expression of \( \pi^{(r)} \) by Eq. \ref{eq:diagonalization}. Next, we leverage the real-world datasets to generate a set of instances of the first model, i.e., a set of instances of \( H \), by randomly selecting \( Q \) with different size. Each instance has a specific \( \mu, \beta, \) and \( \gamma \), so we can directly substitute them into the expression of \( \pi^{(r)} \) to get \( K \)'s stationary visiting probability. Figure \ref{fig:markov_chain_models}(a-b) shows the effect of \( \gamma \) for the following two cases.

\textbf{Case 1.} If \( \mu, \beta > \gamma \), then we say that \( Q \) is not structurally close to \( K \). \( K \)'s stationary visiting probability in this case is smaller than that of \( \mu, \beta < \gamma \) (Case 2). Moreover, the result for \( \beta > \mu \) is better than that of \( \beta < \mu \), indicating that our solution can visit key-members via a path in the direction of increasing trussness.

\textbf{Case 2.} If \( \mu, \beta < \gamma \), then we say that \( Q \) is structurally close to \( K \). The result is better than Case 1. Besides, the result for \( \beta > \mu \) is better than the opposite, indicating that a path in the direction of increasing trussness is helpful to improve the visiting probability.

To confirm this experimentally, we perform our random walk-based algorithm mentioned in §IV-D for 1000 queries over original graph \( G \) of real-world datasets, and then we compute the Pearson Correlation Coefficient (PCC) between the largest trussness \( \gamma \) and the precision of top-\( n \) key-members. Results are provided in Table \ref{tab:pcc_results}. For example, in Artist, it is medium positive correlated with precision (PCC of 0.41). We also adopt t-test \cite{87} to compute the significance of PCC, a value \( < 0.01 \) indicates that this correlation is significant.

Besides, we use the extended model to study the effect of the length of a multi-hop path between \( Q \) and \( K \) on the stationary visiting probability of \( K \). For simplicity, we ignore the trussness difference of all edges on the \((l+1)\)-hop path between \( Q \) and \( K \), and we set all edges on it as the same trussness, that is the largest one out of the \( l + 1 \) edges, denoted by \( \eta \) (Eq. \ref{eq:extended_model}).

\[ \eta = \max \{ \phi(e_{QX}^H), \phi(e_{X,K}^H), \phi(e_{X_lX_{l+1}}^H) \} i \in [1, l-1] \] \tag{16}

Next, we use the similar method to construct a set of instances of the extended model from the real-world datasets, and we show the effect of path length on the stationary visiting probability of \( K \) given a specific relationship between \( \gamma \) and \( \eta \) in Figure \ref{fig:path_length_effect} (c-d). Notice that, no matter what is the relationship between \( \gamma \) and \( \eta \), the path length has a negative effect on \( K \)'s visiting probability, that is the longer the path is, the smaller the visiting probability of \( K \). From Table \ref{tab:pcc_results}, we see that the path length has PCC of \(-0.67\) and significance of \(< 0.01 \) for Artist dataset, indicating it has a strong negative correlation with the top-\( n \) key-members’ precision.

\textbf{Effect of maximum trussness and path length on real-world datasets.} We provide the detailed precision results w.r.t.
the maximum trussness and shortest path length to see their effect on effectiveness. Since different datasets have different characteristics, the interval setting is also different. We found that the larger the maximum trussness and the shorter the multi-hop path, the higher the precision. This experimentally proves that the accuracy analysis in [A] is correct.
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