Enhanced spatio-temporal electric load forecasts using less data with active deep learning
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Abstract

An effective way to oppose global warming and mitigate climate change is to electrify our energy sectors and supply their electric power from renewable wind and solar. Spatio-temporal predictions of electric load become increasingly important for planning this transition, while deep learning prediction models provide increasingly accurate predictions for it. The data used for training deep learning models, however, is usually collected at random using a passive learning approach. This naturally results in a large demand for data and associated costs for sensors like smart meters, posing a large barrier for electric utilities in decarbonizing their grids. Here, we test active learning where we leverage additional computation for collecting a more informative subset of data. We show how electric utilities can apply active learning to better distribute smart meters and collect their data for more accurate predictions of load with about half the data compared to when applying passive learning.
An effective way to mitigate climate change is to electrify our energy sectors, and supply their electricity from renewable wind and solar, which are highly fluctuating and uncertain sources of energy [1, 2, 3]. Planning and operating electricity grids under these uncertainties increasingly requires fine-grained and accurate predictions of electric load across very short to long time windows [4, 5]. Among the different types of electric load forecasts that are performed [6, 7], spatio-temporal predictions have gained increasing importance [8, 9, 10]; they predict load for times and places, in which we do not have detailed information about electric load profiles in our grids, and operate these as black boxes [11].

While remotely sensed data from e.g. satellite imagery is increasingly easy to access for making spatio-temporal predictions [12, 13], ground truth electric load data remains difficult and expensive to collect [14]. One reason for this is that electric utilities are limited in the number of smart meters they can place to collect consumption data by social, financial and technical barriers [15, 16]. Another reason is that utilities are further limited in the amount of data they can query from each meter in real-time by constraints like data communication bandwidths and privacy concerns of consumers, something known as the velocity constraint of data [17, 18]. Figure 1 shows the current state of global smart meter adoption. For regions with a yet low adoption of smart meters like in most of Africa and Latin America, we mainly want to know where to place new smart meters first so as to make the best possible predictions of electric load for yet unsensed parts of our grids, and effectively use our budget for installing new smart meters. For regions with a medium to high adoption of smart meters like in some parts of Asia and Europe, we further want to know when to query data from which smart meter so as to best utilize our measured data for making accurate predictions of load without exceeding our data velocity constraints.

Recent advances in artificial intelligence (AI) and machine learning (ML) research have created a growing interest in understanding how AI [19] and ML [20] can help us tackle such climate change related prediction problems. AI is used in 90% of recently proposed load forecasting algorithms with deep learning (DL) models making up the largest share of these with 28% [7]. The default method of choice for training these DL models is passive learning. In passive learning, the data used for training a prediction model is collected from a large pool of candidate data points at random, which naturally results in a large demand for data and sensors in remote sensing applications. In contrast to this, an increasingly emerging approach, known as active learning, leverages additional computation to assess the information content of data points prior to collecting these, such that we can collect the most useful data only and reduce our overall demand for data and sensors [21, 22, 23]. Appendix 1 provides a more detailed description of how AI, ML and DL encompass each other, and how active learning has emerged to solve problems associated with passive learning.

Although active learning is well studied across many theoretical use cases and domains, its application for solving important practical problems like collecting data for spatio-temporal predictions of electric load remains poorly explored. As one of the first applications of active learning in a related problem domain, Kuo et al. reduce the computational complexity of predicting electricity prices by
sampling a smaller, more informative subset of training data from a large pool of candidate data points using Gaussian processes [24]. Wang et al. increase their model accuracy for time series predictions of electric load compared to existing DL models by using a selector-predictor framework in which the selector samples a subset of similar and correlating load segments from the past to be used as training data by a distinct and continuously updated predictor that consists of an ensemble of DL models [25]. Zhang et al. reduce their dataset bias and as a consequence also their overall generalization errors for time series predictions of electric load by sampling a training subset from a candidate data pool of past consumption data that is more representative of the entire data population based on reducing an expected error metric [26]. This leaves the use of active learning for enhancing prediction accuracy or for saving ground truth electric load data when making spatio-temporal predictions of electric load unexplored.

In this study, we investigate if active deep learning (ADL) can reduce the demand and associated costs for smart meters and data queries while making reasonably good predictions of electric load in time and space compared to when using passive deep learning (PDL). In particular, we investigate (i) how a dataset of the same size picked with ADL impacts the informativeness of training data and generalization performance compared to when using PDL, (ii) how much data and sensors we can save when using ADL while making as accurate predictions as when using PDL, and (iii) whether the sequence of training data picked with ADL has an impact on generalization performance. We first describe our formulated prediction task and applied ADL method.

Prediction task & active deep learning method

Given the aerial image of a building, the meteorological conditions in the region of that building and a time stamp as our features, we want to predict the electric load profile of a building for the next 24 hours in 15 min steps as our labels. Our features (inputs) are all remotely sensed and assumed to be available for every building and point in time at no cost. For every new load profile (output or label) that we collect, we experience some cost and are constrained in the total number of profiles that we can collect by some budget \( n_{budget} \). We start with a prediction model that has learnt this relationship for a few buildings and times. Our goal is to collect further ground truth data, i.e. the electric load profiles at different times and buildings, so as to make the best possible predictions for buildings and times, for which we do not have load profiles available, without exceeding \( n_{budget} \). Appendix 2 explains the benefits of choosing our data in this constellation in more detail. We run experiments on two different datasets: one containing load profiles from 100, and one from 400 residential, commercial and industrial buildings in Switzerland with diverse sizes, shapes, occupancy and consumption. For each experiment, we randomly select load profiles from 800 (for 100 buildings dataset) and 200 (for 400 buildings dataset) time stamps in 2014 to create a candidate data pool that is of about the same size in each experiment. Figure 2 visualizes the modular DL prediction model architecture that we propose for solving this task; we call it an embedding network.
Figure 1: The state of global smart meter adoption (a.). A zoomed in map is further shown for the adoption in European countries (b.), and the adoption in Asian countries (c.). Colors are chosen on a diverging spectrum to better contrast the differences between neighbouring countries. Further, a distribution of national adoption is shown for Africa, Latin America, Asia and Europe (d.).
In each iteration of the ADL algorithm that we apply, we query a batch of candidate data points. First, we encode the features of candidate data points into an embedded vector space using our embedding network prediction model (Figure 2) that is trained on initially available random data points. We then cluster candidate data points based on their vector distances to each other in this encoded space, with the number of clusters being equal to our query batch size. Next, we calculate the distance of the vector of each encoded data point to its cluster center, and query one data point per cluster based on these distances. We test our ADL method for randomized, maximized, minimized and averaged distances of embedded data points to their cluster centers in every queried data batch. We refer to these as our ADL variants. A number of alternative active learning methods exist that we can apply to our data selection task. Appendix 3 describes these in further detail and explains the advantage and potential disadvantage of using the active learning method we apply over existing ones.

Figure 3 visualizes the difference between data queries with each of our ADL variants. In a first variant of our ADL method, we randomly select data points from each embedded cluster of candidates (Figure 3, a.). In a second variant, we query candidate data points whose embedded feature vectors are furthest away from their cluster centers (Figure 3, b.). We expect to be more uncertain about these points, as they are more likely to be true members of another cluster: we likely explore the data that is close to our decision boundaries, if not outliers, and expect a larger surprise or learning experience from querying labels for these data points. In a third variant, we query labels of data points that are close to their cluster centers, which we expect to be more representative of their clusters and respectively our entire data population (Figure 3, c.). In a fourth variant, we query data points that have the largest distance to the average of distances to cluster centers among all points of the same cluster, which results in a combination of queries alternating between uncertain and representative data points (Figure 3, d.). Each of these ADL variants tries to select a subset of data points from the candidate data pool in a different way that is more informative compared to when selecting these uniformly at random using PDL. The distance of candidate data points to their cluster centers in an embedded vector space is a new metric of information that we propose; we call it embedding uncertainty.

We evaluate the performance of our ADL and PDL algorithms for spatial, temporal and spatio-temporal predictions compared to a random forest (RF) benchmark as their common point of comparison. In this context, temporal predictions mean that we predict load profiles for buildings in which a smart meter is placed, but for a time period into the past or future, for which we do not have measured data available; this allows us to compare prediction performance against a distribution shift of our data in time only. Spatial predictions mean that we predict load profiles for buildings in which a smart meter is not placed, but for a time period in which we have load profiles available for other buildings; this allows us to compare prediction performance against a distribution shift of our data in space only. Spatio-temporal predictions respectively refer to the most difficult problem of predicting load profiles for times and buildings, for which we do not have any load profiles available at all; this allows us to compare
Figure 2: An overview of our embedding network architecture. ANN stand for densely connected, CNN for convolutional, RNN for recurrent, and CRNN for convolutional and recurrent neural network architectures. The inputs or features in this prediction task consist of a time stamp, an aerial image of a building and nine meteorological conditions from the region of that building at the given time. The output or label is the electric consumption of that building at that given time for the next 24 hours in 15 min time steps (96 values).
Figure 3: An overview of our ADL variants. Candidate data points are encoded using one of the feature encoders from our embedding network (Figure 2). Here, this is exemplary done for a queried batch size of three and an embedding dimension of two. Points of the same color belong to the same cluster. Squares represent cluster centers. Crosses describe which data points are chosen when a.) randomizing, b.) maximizing, c.) minimizing and d.) averaging the embedding uncertainty of a queried data batch in one iteration of our algorithm; in d.) only one marked point is queried per cluster.
prediction performance against a distribution shift of our data in both time and space. We refer to these as the different prediction types that we evaluate.

For each prediction type that we evaluate, we further distinguish between the type of features that we can encode for querying candidate data points. We distinguish between features that are variant in time $x_t$ (time stamp), space $x_s$ (building image), and both time and space $x_{t,s}$ (meteorological data), as well as the entire feature vector $x_{t,s}$ which is concatenated from these three vectors. As the predicted output of our network $\hat{y}_{t,s}$ represents a vector, i.e. the electric consumption of a building for the next 24 hours in 15-min steps (96 values), we can also use this vector as an embedding of our entire feature vector $x_{t,s}$. In a further test, we hypothetically use our true labels $y_{t,s}$ for querying candidate data points so as to see how our proposed metric and ADL variants perform with knowledge about the true distances or similarities of labels that we try to infer from our embedded feature spaces. We refer to these as our ADL variables.

In all experiments, we remove queried data from the candidate data pool at a rate $\delta \in [0,1]$, and test this for the two extreme cases of $\delta = 0$ and $\delta = 1$. Removing all queried data from the candidate pool ($\delta = 1$) forces us to exploit our entire data budget and allows us to test how the same number of new data points picked with ADL impacts prediction accuracy compared to when using PDL, and answer our first research question (i). Keeping all queried data in the candidate data pool ($\delta = 0$) allows our ADL and PDL algorithms to query the same data multiple times and achieve data and sensor savings; this lets us test how much data and sensors we can save with ADL while making as accurate prediction as compared to PDL, and answer our second research question (ii).

**Results overview**

When removing queried data from our candidate data pool such that our entire data budget is used ($\delta = 1$), our prediction accuracy increases by up to 37-71% when using ADL compared to when using PDL. When keeping queried data points in the candidate data pool instead ($\delta = 0$), our demand for data is reduced by up to 41-62% while achieving an up to 8-45% higher prediction accuracy, and our demand for sensors can be reduced by up to 12% while achieving an up to 22% higher prediction accuracy using ADL compared to when using PDL.

Table 1 contains the numerical results of the experiments that we conduct for each prediction type, ADL variable and ADL variant on a dataset with 400 buildings. We can observe that when removing all queried data points from the candidate data pool ($\delta = 1$), our testing losses are generally lower than when keeping all queried data points in the candidate data pool ($\delta = 0$). We omit experiments for the ADL variables $x_t$ and $x_s$ as these become redundant due to a smaller number of different data points in the candidate data pool than the batch size that we query in each iteration, which either results in choosing the same data points in each iteration or in a random selection of data that is equal to performing PDL. Appendix 4 explains this in further detail, and contains the numerical results for the experiments on the dataset composed of 100 buildings. Figure 4 visualizes exemplar training and validation losses of our experiments.
Table 1: Numerical results for each prediction type, ADL variable and ADL variant with experiments on a dataset with 400 buildings. The columns named ‘data’ present what percent of data budget is used; ‘sensors’ state what percent of sensors are used from the new sensors initially available in the candidate data pool; ‘test loss’ states the average L2 loss on yet unqueried data; ‘accuracy’ is calculated as $1 - \min(1, PDL \text{ loss})$ and $1 - \min(1, RF \text{ loss})$.

| prediction type     | ADL variable | ADL variant | data | sensors | accuracy | test loss | data | sensors | accuracy | test loss |
|---------------------|--------------|-------------|------|---------|----------|----------|------|---------|----------|----------|
| Spatial             | $x_{st}$     | rnd $d_{st}$| 100% | 100%    | 9%       | 0.155034 | 72%  | 100%    | 9%       | 0.155034 |
|                     | max $d_{st}$ | 100% 88%   | 61%  | 0.150700 | 18% 41%  | 26% 9%   | 0.219545 |
|                     | min $d_{st}$ | 100% 100% | 29%  | 0.271004 | 26% 99%  | 29% 9%   | 0.303218 |
|                     | avg $d_{st}$ | 100% 91%   | 61%  | 0.149194 | 18% 40%  | 18% 8%   | 0.349605 |
| Spatial             | $y_{st}$     | rnd $d_{st}$| 100% | 100%    | 92%      | 0.001373 | 48%  | 98%     | 85%      | 0.006173 |
|                     | max $d_{st}$ | 100% 100% | 91%  | 0.003211 | 38% 85%  | 80% 6%   | 0.005099 |
|                     | min $d_{st}$ | 100% 100% | 91%  | 0.003592 | 49% 97%  | 83% 67%  | 0.007279 |
|                     | avg $d_{st}$ | 100% 100% | 92%  | 0.003067 | 39% 87%  | 78% 9%   | 0.009395 |
| Temporal            | $x_{st}$     | rnd $d_{st}$| 100% | 0%      | 40%      | 0.450512 | 77%  | 0%      | 26%      | 0.207233 |
|                     | max $d_{st}$ | 100% 0%    | 55%  | 0.345621 | 23% 0%   | 0% 0%    | 0.345621 |
|                     | min $d_{st}$ | 100% 0%    | 38%  | 0.478990 | 30% 0%   | 9% 0%    | 0.259990 |
|                     | avg $d_{st}$ | 100% 0%    | 52%  | 0.372317 | 21% 0%   | 0% 0%    | 0.315169 |
| Temporal            | $y_{st}$     | rnd $d_{st}$| 100% | 0%      | 81%      | 0.144378 | 76%  | 0%      | 53%      | 0.133416 |
|                     | max $d_{st}$ | 100% 0%    | 84%  | 0.123909 | 55% 0%   | 35% 0%   | 0.182010 |
|                     | min $d_{st}$ | 100% 0%    | 80%  | 0.150325 | 71% 0%   | 47% 0%   | 0.149987 |
|                     | avg $d_{st}$ | 100% 0%    | 80%  | 0.154796 | 64% 0%   | 46% 0%   | 0.150910 |
| Spatial             | $x_{st}$     | rnd $d_{st}$| 100% | 0%      | 93%      | 0.090693 | 44%  | 0%      | 65%      | 0.099615 |
|                     | max $d_{st}$ | 100% 0%    | 93%  | 0.050067 | 35% 0%   | 54% 0%   | 0.128055 |
|                     | min $d_{st}$ | 100% 0%    | 93%  | 0.053345 | 44% 0%   | 63% 0%   | 0.104819 |
|                     | avg $d_{st}$ | 100% 0%    | 93%  | 0.050302 | 37% 0%   | 62% 0%   | 0.107712 |
| Spatial             | $y_{st}$     | rnd $d_{st}$| 100% | 0%      | 91%      | 0.070442 | 22%  | 0%      | 0%       | 0.378247 |
|                     | max $d_{st}$ | 100% 0%    | 91%  | 0.092155 | 26% 0%   | 16% 0%   | 0.336022 |
|                     | min $d_{st}$ | 100% 0%    | 91%  | 0.070920 | 26% 0%   | 2% 0%    | 0.276220 |

Removing queried data ($\delta = 1$) | Keeping queried data ($\delta = 0$)

| prediction type     | ADL variable | ADL variant | data | sensors | accuracy | test loss | data | sensors | accuracy | test loss |
|---------------------|--------------|-------------|------|---------|----------|----------|------|---------|----------|----------|
| Spatial             | $x_{st}$     | rnd $d_{st}$| 100% | 100%    | 48%      | 0.224916 | 72%  | 100%    | 67%      | 0.224916 |
|                     | max $d_{st}$ | 100% 93%   | 20%  | 0.340870 | 24% 65%  | 45% 0%   | 0.368072 |
|                     | min $d_{st}$ | 100% 100% | 54%  | 0.197638 | 30% 100% | 62% 0%   | 0.253112 |
|                     | avg $d_{st}$ | 100% 93%   | 19%  | 0.351947 | 24% 66%  | 44% 0%   | 0.374147 |
| Spatial             | $y_{st}$     | rnd $d_{st}$| 100% | 100%    | 80%      | 0.086358 | 60%  | 100%    | 66%      | 0.227267 |
|                     | max $d_{st}$ | 100% 100% | 80%  | 0.092030 | 74% 100% | 73% 0%   | 0.184296 |
|                     | min $d_{st}$ | 100% 100% | 81%  | 0.081237 | 66% 100% | 74% 0%   | 0.178249 |
|                     | avg $d_{st}$ | 100% 100% | 81%  | 0.083287 | 46% 100% | 83% 0%   | 0.161067 |
| Spatial             | $x_{st}$     | rnd $d_{st}$| 100% | 100%    | 92%      | 0.044973 | 39%  | 99%     | 80%      | 0.133851 |
|                     | max $d_{st}$ | 100% 100% | 91%  | 0.040976 | 48% 100% | 83% 0%   | 0.117153 |
|                     | min $d_{st}$ | 100% 100% | 92%  | 0.005021 | 41% 100% | 81% 0%   | 0.127118 |
|                     | avg $d_{st}$ | 100% 100% | 92%  | 0.043797 | 40% 99%  | 75% 0%   | 0.169657 |
| Spatial             | $y_{st}$     | rnd $d_{st}$| 100% | 100%    | 94%      | 0.060585 | 22%  | 58%     | 13%      | 0.585133 |
|                     | max $d_{st}$ | 100% 98%   | 86%  | 0.058276 | 26% 78%  | 52% 0%   | 0.321686 |
|                     | min $d_{st}$ | 100% 98%   | 88%  | 0.052049 | 36% 98%  | 35% 0%   | 0.439464 |

Removing queried data ($\delta = 1$) | Keeping queried data ($\delta = 0$)
Figure 4: Empirical results for spatio-temporal predictions and ADL variable $\hat{y}_{t,s}$. a.) and b.): training and validation losses for $\delta = 1$. c.) and d.): training and validation losses for $\delta = 0$. e.) and f.): validation losses against initial candidates for $\delta = 1$ and $\delta = 0$. g.) and h.): validation losses with original and randomized query sequence for $\delta = 1$ and $\delta = 0$. 
Training & validation losses for removing all queried data ($\delta = 1$)

In a first set of experiments, we validate predictions on unqueried data points during training and remove all queried data points from the candidate data pool (Figure 4, a. and b.). This allows us to answer our first research question, where we want to investigate how a dataset of the same size picked with ADL impacts the informativeness of training data and generalization performance compared to when using PDL. Training (a.) and validation (b.) losses are visualized for all ADL variants of an exemplar ADL variable compared to PDL (dashed blue line). With each newly queried batch, we can observe that training losses leap up (a.) and validation losses drop (b.). We can further observe that a correlation exists between the magnitude of leaps in training loss and drops in validation loss which are generally larger for ADL than for PDL. Large leaps in training loss indicate that we query data points that are diverse and 'hard to fit to'. They indicate that we implicitly regularize our prediction model by not overfitting to 'easy to learn' patterns in the queried data batch, which lets us generalize better on unqueried data.

Training & validation losses for keeping all queried data ($\delta = 0$)

In a second set of experiments, we validate predictions on unqueried data points during training and keep all queried data points in the candidate data pool (Figure 4 c. and d.). This allows us to achieve data and sensor savings by sampling data points more than once and answer our second research question, where we want to investigate how much data and sensors we can save when using ADL while making as accurate predictions as when using PDL. Training (c.) and validation (d.) losses are visualized for all ADL variants of an exemplar ADL variable compared to PDL (dashed blue line). Unlike in the case of removing all queried candidates, training losses converge to a value that is higher than for PDL (c.). The gap between ADL and PDL validation losses (d.) is smaller compared to when removing queried data from the candidate data pool. We achieve data savings at simultaneously higher prediction accuracy with ADL, which indicates that our ADL method can better learn distribution shifts of our data across time and space compared to PDL.

Validation losses against queried and unqueried candidates

In a third set of experiments, we consider the case of validating accuracy against all initial candidates, which are all queried and unqueried data points during training (Figure 4 e. and f.). These results are not stated in table 1 and do not answer our research questions, but allow us to understand how a bias of our model changes towards yet unqueried candidates for different values of $\delta$, and what effect this has on prediction accuracy. Only validation losses are visualized for removing ($\delta = 1$) and keeping ($\delta = 0$) all queried data in the candidate pool for this case. For $\delta = 1$ (e.), validation losses first decrease and then increase above PDL values towards the last iterations of the algorithm. We create a tendency to forget previously learnt information upon learning new information.
which results in better predictions on remaining candidates and less accurate predictions on already queried candidates; this is seen from our generally lower testing losses compared to \( \delta = 0 \) and the increase of validation losses towards the last iterations. For \( \delta = 0 \) (f.), our prediction model does not contain a bias and remains resilient against such tendencies; we observe higher testing losses on yet unqueried candidates. We can hence observe that values of \( \delta \to 1 \) implicitly cause 'catastrophic inference' or 'forgetting' which increase prediction accuracy on unqueried data and values of \( \delta \to 0 \) allow us 'incremental learning'.

**Importance of ADL query sequence**

In a forth set of experiments, we compare our validation losses during ADL with the case in which we randomize the sequence of queries with the same data during training (Figure 4 g. and h.). This allows us to answer our third research question and see whether purely the information content of queried data matters or whether the query sequence is also meaningful when we perform ADL. For \( \delta = 1 \) (g.), the original ADL sequences converge faster to their final generalization errors than when querying the same data in a random sequence. For \( \delta = 0 \) (h.), our prediction model remains invariant towards the query sequence of candidates. We can hence observe that values of \( \delta \to 1 \) can achieve a lower 'regret' in an online learning context than values of \( \delta \to 0 \).

**Discussion**

We investigate (i) how a dataset of the same size picked with ADL impacts the informativeness of training data and generalization performance compared to when using PDL, (ii) how much data and sensors we can save when using ADL while making as accurate predictions as when using PDL, and (iii) whether the sequence of training data picked with ADL has an impact on generalization performance, for predicting electric load profiles of single buildings in time and space. Surprisingly, our empirical results show that we can achieve an even higher prediction accuracy with about half the volume of data when leveraging additional computation for selecting a more informative subset of data with ADL compared to when performing PDL. When using our entire data budget, we achieve an up to 37-71% higher prediction accuracy (i). Our demand for data can be reduced by up to 41-62% while achieving an up to 8-45% higher prediction accuracy, and our demand for smart meters can be reduced by up to 12% with an up to 22% higher prediction accuracy (ii). We find that the sequence in which we select data with our ADL method is further useful: training our DL models with data selected in a sequence picked by our ADL method creates a lower regret compared to randomizing the sequence of the same data (iii).

Our findings are consistent with those of previous studies where ADL has led to better predictions of electric load \([25][26]\), or a higher classification accuracy was achieved with a smaller amount of data points using ADL based on a variant of information entropy \([27]\). Nevertheless, our reduced data demand and simultaneously increased prediction accuracy exceeds those observed in previous
studies. One reason for this can be larger imbalances in our data, as well as space and time variances of the data distribution that our prediction task involves. These are, however, frequently encountered characteristics of real-world data, which we show ADL is able to tackle more effectively than PDL.

Our findings can have important implications for the clean energy transition and for mitigating climate change. The ADL method we propose can be used by distribution and transmission system operators for electricity around the world to make more accurate spatio-temporal predictions of electric load using budgets for installing smart meters and streaming their data more effectively: figure 5 shows how our ADL model can point utilities to where to place smart meters next, and when to collect their data for this. For the general reliability and applicability of our findings, our proposed ADL method must be tested on a larger variety of datasets and prediction tasks and be compared against alternative ADL methods (Appendix 3). Further research must also explore how contrastive learning [28] and domain adaptation [29, 30, 31] can further reduce data and sensor demand while increasing prediction accuracy prior to applying ADL, and how ADL can be used for spatio-temporal predictions with graph neural networks [32] to further reduce the computational complexity for training DL models and assessing the informativeness of candidate data points.

Methods

The spatio-temporal prediction problem

Given a map of the Earth, we want to predict some value of interest \( y_{t,s} \in \mathbb{R}^{D_y} \) of dimension \( D_y \in \mathbb{Z}^+ \) in time \( t \in \mathbb{N} \) and space \( s \in \mathbb{R}^2 \) such that \( s = (\text{lat}, \text{long}) \), with \( \text{lat} \in [-90, 90] \) and \( \text{long} \in [-180, 180] \). The ranges of the variables \( \text{lat} \) and \( \text{long} \) refer to the possible values of geographic latitudinal and longitudinal coordinates. Hereby, the starting point in time, and the accuracy in both time and space are application dependent and can be chosen arbitrarily. The set of all \( y_{t,s} \), hereafter called labels, is referred to as \( \mathcal{Y} \). Each label is hence a vector

\[
y_{t,s} = \begin{pmatrix} y_{t,s,1} \\ \vdots \\ y_{t,s,D_y} \end{pmatrix}
\]

Given the features \( x_{t,s} \in \mathbb{R}^{D_x} \) of dimension \( D_x \in \mathbb{Z}^+ \) for each label, we want to predict labels for particular points of interest in time and space. We refer to the set of all features as \( \mathcal{X} \). Each label hence has a corresponding feature vector

\[
x_{t,s} = \begin{pmatrix} x_{t,s,1} \\ \vdots \\ x_{t,s,D_x} \end{pmatrix}
\]

We can further classify the single entries of \( x_{t,s} \) as space, time and space-time variant features. Features that are constant in time \( t \) but variant in space
Figure 5: An ADL model shows us where to place sensors and when to collect their data to make better predictions than a PDL model as we proceed in time. We start with choosing a first set of locations for placing sensors uniformly at random (a.). Then, we collect training data for making predictions and learning better feature representations. These show us where to best place new smart meters next (b.). As we collect more data and our feature representations become better, we need fewer new meters to make good predictions (c. - f.).
s are referred to as space variant features \( x_s \in \mathbb{R}^{D_s} \) of dimension \( D_s \in \mathbb{N} \) such that \( D_s \leq D_x \):

\[
x_s = \begin{pmatrix} x_{t,s,1} \\ \vdots \\ x_{t,s,D_s} \end{pmatrix} = \begin{pmatrix} x_{t+i,s,1} \\ \vdots \\ x_{t+i,s,D_s} \end{pmatrix} \quad \forall \hat{t} \in \mathbb{Z} : 0 \leq t + \hat{t}
\]

Features that are constant in space \( s \) but variant in time \( t \) are referred to as time variant features \( x_t \in \mathbb{R}^{D_t} \) of dimension \( D_t \in \mathbb{N} \) such that \( D_t \leq D_x \):

\[
x_t = \begin{pmatrix} x_{t,s,D_s+1} \\ \vdots \\ x_{t,s,D_s+D_t} \end{pmatrix} = \begin{pmatrix} x_{t+s,D_s+1} \\ \vdots \\ x_{t+s,D_s+D_t} \end{pmatrix} \\
\forall \hat{s} \in \mathbb{R}^2 : \text{lat} + \hat{s} \in [-90, 90] \land \text{long} + \hat{s} \in [-180, 180]
\]

Features that are variant in both time \( t \) and space \( s \) are referred to as space-time variant features \( x_{st} \in \mathbb{R}^{D_{st}} \) of dimension \( D_{st} \in \mathbb{N} \) such that \( D_{st} \leq D_x \):

\[
x_{st} = \begin{pmatrix} x_{t,s,D_s+D_t+1} \\ \vdots \\ x_{t,s,D_s+D_t+D_{st}} \end{pmatrix} \neq \begin{pmatrix} x_{t+s,D_s+D_t+1} \\ \vdots \\ x_{t+s,D_s+D_t+D_{st}} \end{pmatrix} \\
\forall \hat{t} \in \mathbb{Z}, \hat{s} \in \mathbb{R}^2 : 0 \leq t + \hat{t} \land \text{lat} + \hat{s} \in [-90, 90] \land \text{long} + \hat{s} \in [-180, 180]
\]

For the above to be valid, it further has to hold that

\[ D_s + D_t + D_{st} = D_x \]

and

\[
x_{t,s} = \begin{pmatrix} x_t \\ x_s \\ x_{st} \end{pmatrix}
\]

We can further distinguish the type of predictions that we make in the same fashion. Let \( \mathcal{Y}_{\text{avail}} \subset \mathcal{Y} \) be a subset of all labels that are available to us, i.e. the ground truth values that we have already measured. Then, for a given point \( s \) in space, if we use any knowledge about \( y_{t_1,s} \) such that \( t_1 \) is represented in elements of \( \mathcal{Y}_{\text{avail}} \) to make predictions about any \( y_{t_2,s} \) such that \( t_2 \) is not represented by elements of \( \mathcal{Y}_{\text{avail}} \), we call this a temporal prediction. Similarly, for a given point \( t \) in time, if we use any knowledge about \( y_{t,s_1} \) such that \( s_1 \) is represented by elements of \( \mathcal{Y}_{\text{avail}} \) to make predictions about any \( y_{t,s_2} \) such that \( s_2 \) is not represented by elements of \( \mathcal{Y}_{\text{avail}} \), we call this a spatial prediction. In contrast, if we make predictions about any \( y_{t,s} \) such that \((t, s)\) is not represented by elements of \( \mathcal{Y}_{\text{avail}} \), we call this a spatio-temporal prediction.
Furthermore, let $\mathcal{X}^{\text{avail}}$ be the set of features that are complement to each element of $\mathcal{Y}^{\text{avail}}$. Then, we let $\mathcal{D} = (\mathcal{X}, \mathcal{Y})$ be the dataset that consists of all feature-label pairs that exist and let $\mathcal{D}^{\text{avail}} = (\mathcal{X}^{\text{avail}}, \mathcal{Y}^{\text{avail}}) \subset \mathcal{D}$ be a subset that is available to us.

**Embedding networks**

Assuming that our dataset $\mathcal{D}^{\text{avail}}$ is representative for all values of interest $y_{t,s}$, i.e. that samples from $\mathcal{D}^{\text{avail}}$ are identically and independently distributed (iid) with some probability distribution $P(x_{t,s}, y_{t,s})$, allows us to learn a functional relationship $f : \mathcal{X} \rightarrow \mathcal{Y}$ using gradient descent algorithms. Our goal is then to generalize as well as possible on data points that are not in $\mathcal{D}^{\text{avail}}$, i.e. we want to perform well on spatial, temporal and spatio-temporal prediction tasks. In practice, however, this is often an invalid assumption as our data distribution $P(x_{t,s}, y_{t,s})$ can be variant across both space and time. To use the prediction power of DL models and the efficiency of stochastic gradient descent algorithms for training these, we have to design a learning method that is able to tackle such distribution shifts. Here, we consider modular neural network prediction models. For each individual application and its feature types, a large variety of architectures can be sensible. The architectures that we consider require a multi-input structure with at least one separate input for each feature type $x_t$, $x_s$ and $x_{s,t}$, and at least one being available for the given prediction task.

Figure 2 shows a general neural network architecture of this type that we introduce as an *embedding network*. Modules of our embedding network can be used to shape encoders that embed features into a vector space of arbitrary dimension. The last layer of each encoder is referred to as an embedding layer. Let $N(e) \in \mathbb{Z}^+$ with $(e) \in \{t, s, st, x\}$ be the dimension of the vectors into which $x_{t,s}$ can be embedded, i.e. the number of nodes of each embedding layer, and $\mathcal{U}(i)$ be the sets of all embedded vectors in their respective vector spaces with $(i) \in \{\text{time}, \text{space}, \text{space-time}, \text{joint}\}$. With the proposed network architecture, we can then define the prediction model and its feature encoders as functions

$$f_{NN} : \mathcal{X} \rightarrow \mathcal{Y}$$

$$\text{enc}_{(i)} : \mathcal{X} \rightarrow \mathcal{U}(i)$$

**The data selection problem**

Given $\mathcal{D}^{\text{avail}}$ there usually exists a much larger set of data points that are not available to us. We refer to these as the candidate features $\mathcal{X}^{\text{cand}}$ and their complement labels $\mathcal{Y}^{\text{cand}}$ which together shape the set of candidate data points $\mathcal{D}^{\text{cand}} = (\mathcal{X}^{\text{cand}}, \mathcal{Y}^{\text{cand}})$. Our goal is to choose the most informative subset of labels $\mathcal{Y}^{\text{choice}}$ from the large pool of candidate labels $\mathcal{Y}^{\text{cand}}$ such that our overall generalization error decreases the most, without exceeding a given number of labels, which we refer to as our data budget $n_{\text{budget}}$. During the data selection process, we assume to have complete access to all existing features $\mathcal{X}$,
the available labels $\mathcal{Y}_{\text{avail}}$, but not to any labels from $\mathcal{Y}_{\text{cand}}$. It hence has to hold that

$$\mathcal{D}_{\text{avail}} \cup \mathcal{D}_{\text{cand}} = \mathcal{D}$$

$$\mathcal{D}_{\text{avail}} \cap \mathcal{D}_{\text{cand}} = \emptyset$$

$$\mathcal{Y}_{\text{choice}(\ast)} \subset \mathcal{Y}_{\text{cand}}$$

The subset of labels that we eventually query without prior information about their values is likely to deviate from the optimal subset $\mathcal{Y}_{\text{choice}(\ast)}$; we refer to the actually queried subset of labels with $\mathcal{Y}_{\text{choice}}$. The feature-label pairs of queried data points are respectively referred to as $\mathcal{D}_{\text{choice}} = (\mathcal{X}_{\text{choice}}, \mathcal{Y}_{\text{choice}})$. One way to query labels is to do so one by one. Another, computationally more efficient way to do this, is to use batches of data queries, particularly because we also train our neural network models with batches of data points between each ADL iteration. We define the batch size, or number of labels, that are queried in each step of an ADL process as $n_{\text{batch}} \in \mathbb{Z}^+$ and the total number of data selection steps as $n_{\text{iter}} \in \mathbb{Z}^+$. It hence has to hold that

$$n_{\text{iter}} \cdot n_{\text{batch}} \leq n_{\text{budget}}$$

**Embedded feature vectors**

Given any of the encoders $\text{enc}(i)$ that $f_{NN}$ incorporates, we can encode each feature vector $\mathbf{x}_{t,s}$, and single parts of it ($\mathbf{x}_t$, $\mathbf{x}_s$, or $\mathbf{x}_{st}$), into their embedded vector spaces. We expect the distances of these vectors to each other to become increasingly meaningful in the context of our overarching prediction task as we train the actual prediction model $f_{NN}$ [33, 34, 35, 36, 37]. As our encoders are modules of our prediction model, they are automatically trained each time we apply backpropagation on $f_{NN}$ through stochastic gradient descent. Mutual information between parts of our feature vector can propagate back into each encoder, such that encoded parts of our feature vector can preserve information about the all features and our method becomes sparse. For every feature vector $\mathbf{x}_{t,s}$ and $(i) \in \{\text{time, space, space-time, joint}\}$, we can write

$$\forall \mathbf{x}_{t,s} = \begin{pmatrix} \mathbf{x}_t \\ \mathbf{x}_s \\ \mathbf{x}_{st} \end{pmatrix} \in \mathcal{X} \exists \{\mathbf{x}_{(j)} = \text{enc}(i)(\mathbf{x}_{(j)})\}_{(j) = \{(t,s), (t,s), (s,t)\}}$$

We refer to predicted labels of data points as

$$\hat{y}_{t,s} = f_{NN}(\mathbf{x}_{t,s})$$
Clusters of embedded feature vectors

Given a set of vectors of the same dimension, we can calculate clusters based on the distances of these vectors to each other using algorithms like K-means or affinity propagation. In order to execute most clustering algorithms, we need to determine the number of desired clusters or a minimum distance of members beforehand. In order to avoid assumptions regarding common distances in the embedded vector spaces, we only consider clustering methods that require a definition of the number of clusters beforehand. We refer to the number of clusters that we set for performing any of these clustering methods with \( n_{\text{clusters}} \).

Let \( n_{\text{clusters}} \) further be the number of distinct elements in the vector set \( U^{(i)} \).

For a clustering of embedded vectors to be valid it hence has to hold that

\[
\text{clusters} < n^{(i)}_{\text{diverse}}
\]

and for data queries to be sensible furthermore that

\[
\text{clusters} < n^{(i)}_{\text{diverse}}
\]

After clustering the elements of any embedded vector set \( U^{(i)} \) with \( i \in \{\text{time, space, space-time, joint}\} \), we get a first set of vectors \( c^{(i)}_l \) which describe the center of each cluster with \( l = 1...n_{\text{clusters}} \), and a set of values \( m^{(i)}_k \) which describe the membership IDs for each clustered data point with \( k = 1...|U^{(i)}| \).

Embedding uncertainty: distance of features to cluster centers

The distance between any two vectors of the same dimension can be calculated using inner products through e.g. kernel functions or other distance measures such as the cosine similarity. Using any of these measures, we can calculate the distance \( d^{(i,j)}_{c,(j)} \) of every embedded vector \( \hat{x}^{(j)} \) to its corresponding cluster center \( c^{(i)}_{m^{(i)}_k} \) with \( i \in \{\text{time, space, space-time, joint}\} \), \( (j) \in \{t,s,st,(t,s)\} \), and \( k = 1,...,|U^{(i)}| \) being the element ID that corresponds to the point \( (t,s) \). We use this distance as a metric of uncertainty, called the embedding uncertainty of our ADL method. Alternatively, we can also use a Gaussian mixture model to cluster embedded feature vectors and express uncertainties in a single step.

Batch active learning algorithm

Given our embedding network DL model and our embedding uncertainty metric of informativeness \( d^{(i,j)}_{c,(j)} \), we create a pool-based ADL method that queries a batch of labels \( y^{(t,s)} \in Y^{\text{cand}} \) from the candidate data pool in each iteration. Algorithm 1 provides a pseudo-code for this, which we go through in detail.

Starting with a DL model \( f^{NN} \) that is trained on randomly chosen initial data (1.), we can choose which feature type and corresponding encoder we want to use for querying candidate data points (2.). Given some data budget \( n_{\text{budget}} \) and a maximum number of iterations \( n_{\text{iter}} \), we create a data counter \( c_{\text{budget}} \) and
an iteration counter \( c_{\text{iter}} \) that we set to zero, and leave the set of queried data points empty prior to performing ADL (3.). We start our ADL iterations by encoding each candidate data point (4.1). If the set of candidate data points is too large for this to be computationally feasible, we can sample a subset of candidate data points uniformly at random. Next, we cluster all embedded feature vectors (4.2) and compute the distances to their respective cluster centers (4.3). We can then pick the most informative data point from each cluster using one of our ADL variants (4.4). The chosen subset of data points is then used for training our prediction model \( f_{NN} \) (4.5). Here, arbitrary techniques like weight regularization, early stopping and adaptive learning rates can be used to enhance training. Next, we remove queried data points from the candidate data pool at a rate \( \delta \in \mathbb{R} \) with \( 0 \leq \delta \leq 1 \) (4.6). Here, the rate \( \delta \) is the probability with which we remove a queried data point. A value of \( \delta = 1 \) means that all queried data points are removed and a value of \( \delta = 0 \) respectively means that all queried data points are kept. Before we continue with the next iteration, we update the set of queried candidates (4.7), increment our data point counter by the number of newly queried labels among the chosen data points (4.8) and our iteration counter by one (4.9).

We can highlight two major differences to existing ADL methods. First, we remove queried data points from the candidate dataset at some rate \( \delta \); this allows us to re-use data points so as to implicitly reduce \( (\delta \to 0) \) or increase \( (\delta \to 1) \) a bias towards yet unqueried data points. Second, we set the number of clusters of our candidates equal to the batch size of data points that we want to query in each iteration; this allows us to implicitly sample more points by building more clusters where data points are densely populated, hence having a sufficiently representative sample of our entire data population. Simultaneously, this allows us to cope with imbalanced data as we also create clusters where data is located in isolation and available in small amounts in the encoded space.

Memory and time complexity of the algorithm depend on the size of our candidate data pool \( |D_{\text{cand}}| \) and can both be reduced by down-sampling the pool at the cost of less optimal data queries. The time complexity of our algorithm further depends on the method we use to cluster embedded feature vectors (4.2), the method we use to compute the distance of candidate data to cluster centers (4.3), and the complexity of training our DL model (4.5). For most prediction tasks, it is realistic to assume that the complexity of (4.5) is smaller than (4.2) and (4.3). If we for instance use the K-means++ algorithm to cluster embedded feature vectors and calculate the Manhattan distance between embedded vectors and their cluster center, it holds that

\[
O(|D_{\text{cand}}| \cdot N(e) \cdot \log(N(e))) < O(|D_{\text{cand}}| \cdot N(e) \cdot n^{\text{batch}})
\]

and the computational complexity of our algorithm breaks down to that of our clustering algorithm (4.2), if we further make the realistic assumption that

\[
\log(N(e)) << n^{\text{batch}}
\]
1. Train $f_{NN}$ on $D_{\text{avail}}$.
2. Choose $(j) \in \{t, s, st, (t, s)\} \leftrightarrow (i) \in \{\text{time, space, space-time, joint}\}$.
3. $c_{\text{budget}} = 0; c_{\text{iter}} = 0; D_{\text{choice}} = \emptyset$.
   while $c_{\text{budget}} < n_{\text{budget}}$ and $c_{\text{iter}} \leq n_{\text{iter}}$ do
   | if $|X_{\text{cand}}| > n_{\text{budget}}$ then
   |  $X_{\text{cand}} \leftarrow X_{\text{subset}} \subset X_{\text{cand}}$
   | end
   | $\hat{x}_{(j)} = \text{enc}_{(i)}(x_{(j)}) \forall x_{t, s} \in X_{\text{cand}}$
   4.2 Cluster $\hat{x}_{(j)}$ with $n_{\text{clusters}} = n_{\text{batch}}$.
   4.3 Compute $d_{c_{(j)}}$.
   4.4 $\gamma_{(c_{\text{iter}})} = \{\hat{x}_{(j)}\}_{k=1}^{n_{\text{batch}}}$.
   4.5 Train $f_{NN}$ on $D_{(c_{\text{iter}})} = (\gamma_{(c_{\text{iter}})} \cdot \gamma_{(c_{\text{iter}})})$.
   4.6 $D_{\text{cand}} \leftarrow D_{\text{cand}} \setminus D_{(c_{\text{iter}})}$ at rate $\delta$
   4.7 $D_{\text{choice}} \leftarrow D_{\text{choice}} \cup D_{(c_{\text{iter}})}$
   4.8 $c_{\text{budget}} \leftarrow |D_{\text{choice}}|$
   4.9 $c_{\text{iter}} \leftarrow c_{\text{iter}} + 1$
end
Algorithm 1: A pseudo-code of the proposed batch ADL method.

Datasets
We are given the electric consumption measurements of 100-400 buildings in Switzerland in 15-min steps from local distribution system operators. Using the geographic coordinates of these buildings, we further collect aerial imagery of each building with a resolution of 25 cm per pixel \[39\]. We then cluster all buildings that are in a distance of at most 1 km to each other. For each cluster of buildings, we calculate the cluster centers and collect a total of nine meteorological time-series measurements from reanalysis data for each of these clusters with one hour accuracy \[39, 40\]. The meteorological values that we use consist of air density in kg/m$^3$, cloud cover, precipitation in mm/hour, ground level solar irradiance in W/m$^2$, top of atmosphere solar irradiance W/m$^2$, air temperature in °C, snowfall in mm/hour, snow mass in kg/m$^2$ and wind speed.

We predict the next 24 hours of electric consumption. For each of the nine meteorological conditions, we consider a historic time window of 24 hours. Time stamps are ordinal encoded, and contain information about the month, day, hour and quarter-hour in which the corresponding electric consumption of a building occurs. Images of buildings are processed using histograms of their pixel values with 100 bins for each image channel (red, green, blue). We can hence set the dimensions of the feature and label vectors to

$$D_t = 4$$

$$D_s = 3 \cdot 100 = 300$$
\[ D_{st} = 9 \cdot 24 = 216 \]
\[ D_x = D_t + D_s + D_{st} = 520 \]
\[ D_y = 4 \cdot 24 = 96 \]

**Training, validation and testing data**

Given a number of data points that are available to us, we create training, validation and testing data for our hypothesis test. The training data is used to fit our prediction model prior to performing ADL. The validation data is used to avoid that we overfit our model to the training data through early stopping. The testing data is used as the candidate data pool on which we perform ADL to train our prediction model. We separate our testing data into spatial, temporal and spatio-temporal prediction tests. We use 3% of our data for initial training, 6% for validation, and 91% for testing. We further split our testing data such that 23% of it represent spatial predictions, another 23% temporal predictions and 54% spatio-temporal predictions. In the following, we will refer to training, validation and testing data with \( D_{\text{train}}, D_{\text{val}} \) and \( D_{\text{test}} \). We let \( D \) be our entire feature-label space and can write for initially available and candidate data that

\[
\frac{|D_{\text{avail}}|}{|D|} = 0.03
\]
\[
\frac{|D_{\text{cand}}|}{|D|} = 0.91
\]

**Embedding network prediction model and feature encoders**

We construct our DL model from multiple subnetworks. The network which processes meteorological data consists of a 1-D convolutional neural network layer with 16 filters. The networks which process time stamp data and the histograms of building image pixels each contain one densely connected hidden layer with 1,000 nodes. The joint encoder concatenates the outputs of each of these networks and adds another densely connected hidden layer with 1,000 nodes. All embedding layers consist of 100 nodes. The entire prediction model then takes the output of the joint encoder and adds another layer of 1,000 densely connected nodes before mapping the joint inputs to the desired output with 96 densely connected nodes. In total, our model contains 10,744,600 trainable and zero non-trainable parameters. For the encoder outputs of all \( (e) \in \{ t, s, st, x \} \), we can write

\[ N(e) = 100 \]
Loss function

We use the MSE, also known as the $L^2$ loss, between predicted labels $\hat{y}_{t,s}$ and true labels $y_{t,s}$ as our loss $L(\hat{y}_{t,s}, y_{t,s})$. One can equivalently use the mean absolute error (MAE), also known as the $L^1$ loss, or variations from these with minor impacts on our empirical tests. In each epoch of training and validation, as well as for each test, we calculate the total loss function $loss(D^{(d)})$ as the average loss of all data points in the respective datasets $D^{(d)}$, where $(d) \in \{\text{train, val, test}\}$. With $j = 1, \ldots, |D^{(d)}|$ being the $j$-th element that corresponds to the point $(t,s)$ in $D^{(d)}$, we can write for all pairs of $(\hat{y}_j, y_j) \in D^{(d)}$ that

$$L(\hat{y}_{t,s}, y_{t,s}) = \frac{\sum_{k=1}^{D_y} (y_{t,s,k} - \hat{y}_{t,s,k})^2}{D_y}$$

and

$$loss(D^{(d)}) = \frac{\sum_{j=1}^{|D^{(d)}|} L(\hat{y}_j, y_j)}{|D^{(d)}|}$$

Experiments

We assume our data budget to be 50% of the size of our candidate data pool, i.e. we want to choose the more informative half of candidate data points. We perform ten iterations of the above Algorithm 1 where we query 10% of our data budget in each iteration. We train our prediction model for 30 epochs and use an early stopping patience of 10 epochs when training our prediction model on the initially available data and in each iteration of Algorithm 1. We can write

$$n_{budget} = 0.5 \cdot |D^{\text{cand}}|$$

$$n_{iter} = 10$$

$$n_{clusters} = n_{batch} = 0.1 \cdot n_{budget} = 0.05 \cdot |D^{\text{cand}}|$$

We use the K-means++ algorithm to cluster embedded feature vectors, and the Laplacian kernel to calculate the distance between each embedded feature vector and its cluster center. Given the embedded vector set $U^{(i)}$ with $(i) \in \{\text{time, space, space-time, joint}\}$, the vectors that describe the center of each cluster $c^{(i)}_l$ with $l = 1 \ldots n_{clusters}$ and a membership ID $m^{(i)}_k$ for each embedded feature $k = 1 \ldots |U^{(i)}|$, we calculate the distance $d_{c,(j)}$ for every feature type $(j) \in \{t, s, st, (t,s)\}$, corresponding encoder outputs $(e) \in \{t, s, st, x\}$ and point in time-space $(t,s)$ as

$$d_{c,(j)} = \exp\left(-\frac{||\hat{x}_{(j)} - c^{(i)}_{m^{(i)}_k}||_1}{N_{(e)}}\right)$$
We test Algorithm 1 for every partial feature vector, and the entire feature vector separately. Since our labels have a similar dimension \( (D_y = 96) \) as our embedded features \( (N_e = 100) \), we use the predicted labels \( (\hat{y}_{t,s}) \) as our jointly embedded feature vectors \( (\hat{x}_{t,s}) \). We can also design our joint feature encoder to contain all layers of our DL prediction model except for the output layer. This is proposed in [41] and represents a special case of the method we propose. We also evaluate a scenario in which we query candidate data points based on the distance of their true labels \( y_{t,s} \). We conduct our tests for the two cases that we mainly distinguish: first, we remove each queried point from the candidate data pool at the end of each ADL iteration \( (\delta = 1) \); second, we keep queried data points in the candidate pool throughout all ADL iterations \( (\delta = 0) \).

Data availability

The meteorological data that we use in our experiments were made available from the renewables.ninja platform [42]. In order to maintain the privacy of our data providers, the electric consumption data and aerial imagery of buildings that we use in our empirical tests cannot be made available. Instead, we provide a toy dataset that consists of sampled load profiles and histograms of pixel values of building images which can be used to reproduce all elements of our original experiments in a Github repository [43]. Data on global smart meter adoption is available under 'DataSelectionMaps/images/global meter deployment'.

Code availability

We provide step-by-step instructions for implementing the algorithm that we apply in a Jupyter notebook session on Github [43]. We further maintain a Python package [44] and Docker container image [45] for performing ADL with our proposed algorithm on arbitrary spatio-temporal prediction tasks, all made available under an MIT license.
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Appendix

Appendix 1 - Artificial intelligence, machine-, deep-, passive- and active-learning

Artificial intelligence (AI) is the general study of leveraging computation and data for solving real-world problems that humanity faces. A subfield of AI that can provide predictions for solving many of these real-world problems is machine learning (ML). ML allows us to solve a variety of problems by either learning functional relationships between labelled data using supervised methods, or by learning patterns in unlabelled data using unsupervised methods. In this, deep learning (DL) has become a particularly important subfield of ML. DL includes the use of artificial neural networks, which are prediction models that have proven to be particularly useful because they are able to learn complex function classes for representing patterns and relationships in data that other machine learning models like for instance random forests, support vector machines or linear regression models are not capable of [46]. DL prediction models can be trained using either a passive learning approach, which is today’s default method of choice, or using an active learning approach, which is emerging more recently.

In passive learning, the data that is used for training a DL prediction model is collected from a large pool of candidate data points at random. This is useful in domains where data can be collected at zero to very low costs. An example for such a domain are repeatedly running Atari games, in which an agent chooses random actions in every new state of the game in order to explore the expected outcome of the game in response to its action choices [47]. Here, the set of state-action pairs are features and the corresponding outcomes of the game are labels that together form the data points that are randomly collected using passive learning. In many other domains, however, randomly collecting data naturally results in a large demand for data and, wherever the spatial distribution of sensors is involved, a sub-optimal deployment of sensors. This makes DL with a passive learning approach inapplicable to many real-world problems where the budget for deploying sensors and labelling data is limited. Predicting electric load in time and space is one of these tasks: we are limited in the number of smart metering devices that we can deploy in space for measuring the electric load at every building. Further, we are also limited in the temporal granularity of the data that we measure because too fine-grained measurements, say more than one measurement of weather or consumption per minute from each smart meter or weather station, would result in massive amounts of unprocessable data [48]. Another example for such a domain is water contamination detection, where only a small number of sensors must be optimally deployed over time and space to monitor and predict the pollution of a large water network in the early stage of an incident [49]. Hence, a fundamental question that arises for predicting electric load and many other prediction tasks is where and when to measure and query the data required to make the best possible predictions while staying within a maximum budget for sensors and data [50].

In active learning, as opposed to passive learning, we leverage additional
computation to assess the informativeness of data points to collect only the most informative subset of data from a large pool of candidates, and reduce our overall demand for data, or deploy sensors more optimally in time and space. In our task, we are given a small budget for data that we can label and a large pool of candidate data points that are distributed over time and space, and want to iteratively query a batch of data labels which let us train a prediction model that generalizes well on all unqueried data points. In each iteration, this is a pool-based batch active learning problem, as opposed to a stream-based active learning problem where we would sequentially decide on whether to query a data label from a stream of candidate data points. Existing pool-based active learning methods can roughly be categorized into two groups [21, 22, 23]: a first group of methods tries to shrink the space of candidate prediction models as fast as possible, while a second group of methods tries to exploit patterns in the underlying data. The first group of methods can further be categorized into uncertainty [51, 52, 53, 54, 55], disagreement [56, 57, 58, 59, 60], variance reduction [61, 62, 63, 64], error reduction [65, 66, 67, 68] and model change based [69, 70] methods. The second group of methods is less diverse and distinguishes mainly density weighted [69, 70] and clustering based [71, 72, 73] methods.

Appendix 2 - Choice of feature and label data

We use the satellite or aerial image of a building as a spatial feature of a building. This is an unconventional approach for predicting electric load profiles. More commonly used data for spatial features of a building are for instance its type of insulation and occupancy. Although these might contain valuable information, leading to a higher prediction accuracy of electric load, they represent ground truth data that is difficult to collect. Using remotely sensed data as features like satellite images and meteorological conditions derived from these, allows us to scale our prediction task, without the need of collecting additional ground truth data. This justifies our assumption that our features are available at very low to zero costs, and we can formulate our data selection task as a pool-based active learning problem. Our DL model will automatically omit unimportant features and extract valuable ones like insulation and size of a building visible in an image in their mutual context with meteorological data and time, and map these to the electric load as our only ground truth data. Different than in spatio-temporal point processes, we further do not condition our predictions on any historic events about the labels of our prediction task [74]. This means that we do not use any past values of electric load as features for making predictions of load in the future. This allows us to make predictions for any point in time and space, without having ground truth data available for these points beforehand.

Appendix 3 - Alternative active learning methods

We can apply alternative active learning methods by introducing uncertainties through a probability distribution or a variance over possible predictions. First, we could transform our regression problem into a multi-class classification task.
where each class represents a certain range of electric consumption. We can then predict classes instead of continuous floating point numbers. This would directly give us uncertainties about our predictions for each candidate data. Second, we could predict parameters of a probability distribution over each consumption value and read our model uncertainties from the concentration of our distributions over all of these possible values. Third, we could use random weight drop-outs during inference to express uncertainties through the variance we get for the prediction of each candidate data point from a single prediction model that we train. Forth, we could design a multi headed neural network that simultaneously makes multiple predictions of the same profiles and use these multiple predictions as ensembles to express variance and uncertainty through the degree of consensus among all outputs. Similarly, we could train multiple prediction models and express uncertainties through distinct ensembles.

The advantage of the active learning method we propose here over existing ones is that it is sparse: given our embedding network, we are able encode single parts of our feature vector only for expressing the informativeness of candidate data points, and decide which data point to query. For example, if the aerial image of a building is expensive to collect or not available, we are able to encode the meteorological conditions in the region of that building to assess the informativeness of candidate data points, and vice versa. A potential disadvantage of applying our method compared to existing ones is that we might achieve smaller increases in prediction accuracy and data saving, as well as have a larger computational overhead for assessing the informativeness of candidate data points. However, comparing our method with existing ones is beyond the scope of this study and is left for a further research opportunity.

Appendix 4 - Results for 100 buildings and ADL variables

With the ADL variables $x_t$ and $x_s$, we generally make equally good or slightly worse predictions than with PDL. For $\delta = 0$, $x_t$ and $x_s$ either use the same amount of data as PDL ($\text{rnd } d_c$), or an amount of data that is close to the batch size of data points that we query in each iteration of the algorithm ($\text{max/min } d_c$). For $\delta = 1$, all ADL variants for $x_t$ and $x_s$ perform similar to PDL. This is because the distinct points in time $x_t$ and space $x_s$ contained in our data are smaller than the batch size and number of clusters in the data points that we query in each iteration of our ADL algorithm. Therefore our algorithm performs identical to PDL for these variables with $\delta = 1$. For $\delta = 0$, when we collect candidate data points evenly distributed from all clusters, we also collect data points uniformly at random from the entire candidate data pool and hence proceed equal to PDL. If we instead maximize or minimize the embedding distance of candidate data points, we choose about the same set of data points in each iteration and hence observe a data usage that is close to the batch size of the data that we query in a single iteration (10-15%), which performs poor when generalizing. Table 2 contains the numerical results for experiments that we run on our second dataset that is composed of profiles from 100 distinct buildings.
Table 2: Numerical results for each prediction type, ADL variable and ADL variant with experiments on dataset with 100 buildings. The columns named 'data' present how percent of data budget is used; 'sensors' state what percent of sensors are used from the new sensors initially available in the candidate data pool; 'test loss' states the average L2 loss on yet unqueried data; 'accuracy' is calculated as \(1 - \min(1, \frac{PDL loss}{RF loss})\) and \(1 - \min(1, \frac{ADL loss}{RF loss})\).

| prediction type | ADL variable | ADL variant data sensors accuracy test loss | data sensors accuracy test loss |
|-----------------|--------------|------------------------------------------|---------------------------------|
| Spatial         | x\_st        | max d\_st, min d\_st, avg d\_st         | 0% 100% 31% 0.243801 41% 100% 87% 0.169222 |
|                 | x\_t,s       | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 74% 0.102314 57% 100% 75% 0.330131 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 74% 0.104021 66% 100% 80% 0.265017 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 92% 0.032150 40% 100% 93% 0.099304 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 92% 0.030691 49% 95% 92% 0.104160 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 91% 0.035354 48% 100% 92% 0.104086 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 91% 0.031574 40% 98% 92% 0.114373 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 91% 0.033857 39% 100% 78% 0.298844 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 91% 0.035090 21% 74% 66% 0.461655 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 91% 0.038516 24% 83% 72% 0.379143 |
|                 | \(\hat{y}\)\_t,s | max d\_t,s, min d\_t,s, avg d\_t,s      | 0% 100% 92% 0.030082 23% 82% 69% 0.414389 |
|                 |                  | 100% 100% 32% 0.261997 80% 100% 36% 0.729055 |
|                 |                  | 100% 0% 69% 0.437988 77% 0% 35% 0.198148 |
|                 |                  | 100% 0% 65% 0.457277 15% 0% 0% 0.354460 |
|                 |                  | 100% 0% 61% 0.550875 19% 0% 15% 0.257450 |
|                 |                  | 100% 0% 67% 0.463081 15% 0% 0% 0.327369 |
|                 |                  | 100% 0% 69% 0.432739 74% 0% 56% 0.134869 |
|                 |                  | 100% 0% 72% 0.396843 52% 0% 31% 0.020947 |
|                 |                  | 100% 0% 73% 0.382284 70% 0% 41% 0.180766 |
|                 |                  | 100% 0% 69% 0.441338 61% 0% 42% 0.176255 |
|                 |                  | 100% 0% 94% 0.081201 47% 0% 67% 0.101231 |
|                 |                  | 100% 0% 94% 0.078725 35% 0% 61% 0.117624 |
|                 |                  | 100% 0% 94% 0.087990 47% 0% 64% 0.110295 |
|                 |                  | 100% 0% 94% 0.080757 37% 0% 63% 0.113722 |
|                 |                  | 100% 0% 94% 0.080601 43% 0% 63% 0.112570 |
|                 |                  | 100% 0% 93% 0.093955 24% 0% 0% 0.324653 |
|                 |                  | 100% 0% 94% 0.082099 27% 0% 46% 0.163093 |
|                 |                  | 100% 0% 94% 0.082410 26% 0% 20% 0.248340 |
|                 |                  | 100% 0% 69% 0.438515 54% 0% 71% 0.511841 |
|                 |                  | 100% 0% 74% 0.509414 18% 0% 60% 0.703498 |
|                 |                  | 100% 0% 78% 0.428802 20% 0% 63% 0.648593 |
|                 |                  | 100% 0% 76% 0.472252 18% 0% 57% 0.752075 |
|                 |                  | 100% 0% 87% 0.259112 75% 0% 70% 0.324477 |
|                 |                  | 100% 0% 89% 0.218699 58% 0% 56% 0.771426 |
|                 |                  | 100% 0% 94% 0.157689 72% 0% 76% 0.417253 |
|                 |                  | 100% 0% 86% 0.273082 66% 0% 69% 0.537644 |
|                 |                  | 100% 0% 96% 0.060970 47% 0% 88% 0.211014 |
|                 |                  | 100% 0% 97% 0.067190 40% 0% 85% 0.266417 |
|                 |                  | 100% 0% 96% 0.072054 48% 0% 87% 0.332515 |
|                 |                  | 100% 0% 96% 0.066377 44% 0% 86% 0.243160 |
|                 |                  | 100% 0% 97% 0.062084 39% 0% 72% 0.492224 |
|                 |                  | 100% 0% 95% 0.103196 22% 66% 47% 0.926593 |
|                 |                  | 100% 0% 96% 0.082361 25% 86% 68% 0.536649 |
|                 |                  | 100% 0% 96% 0.071530 24% 98% 77% 0.760949 |
|                 |                  | 100% 0% 94% 0.064713 41% 0% 74% 0.368670 |
|                 |                  | 100% 0% 53% 0.912378 80% 0% 45% 0.961880 |
|                 |                  | 0% 0% 0% 1.936088 0% 0% 0% 1.757695 |

Removing queried data (\(\delta = 1\)) | Keeping queried data (\(\delta = 0\))