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Abstract

Many businesses and industries require accurate forecasts for weekly time series nowadays. However, the forecasting literature does not currently provide easy-to-use, automatic, reproducible and accurate approaches dedicated to this task. We propose a forecasting method in this domain to fill this gap, leveraging state-of-the-art forecasting techniques, such as forecast combination, meta-learning, and global modelling. We consider different meta-learning architectures, algorithms, and base model pools. Based on all considered model variants, we propose to use a stacking approach with lasso regression which optimally combines the forecasts of four base models: a global Recurrent Neural Network (RNN) model, Theta, Trigonometric Box–Cox ARMA Trend Seasonal (TBATS), and Dynamic Harmonic Regression ARIMA (DHR-ARIMA), as it shows the overall best performance across seven experimental weekly datasets on four evaluation metrics. Our proposed method also consistently outperforms a set of benchmarks and state-of-the-art weekly forecasting models by a considerable margin with statistical significance. Our method can produce the most accurate forecasts, in terms of mean sMAPE, for the M4 weekly dataset among all benchmarks and all original competition participants.

1 Introduction

Even though weekly time series are an important type of series in many business contexts, forecasters have traditionally focused more on series with lower or higher granularity. The M3 and M4 competitions (Makridakis and Hibon, 2000; Makridakis et al., 2018) were dominated by monthly series, besides strong presences of quarterly and yearly series. On the other hand, daily and sub-daily series also gain considerable attention as they often show multiple seasonalities
which makes them an interesting field of study (Bandara et al., 2019a; O’Hara-Wild and Hyndman, 2018).

Weekly time series generally have only a single seasonality with a long cycle, i.e., a yearly seasonality with a seasonal cycle of approximate length 52.18, which is a large and a non-integer value compared with the other commonly considered seasonalities such as quarterly and monthly. On the other hand, when an integer seasonality is required, there are two possible values, 52 and 53, depending on the year. Selection between these integer and non-integer values for the seasonal period depends on the situation. This particular seasonality needs to be properly accounted for in the modelling. Furthermore, due to the long seasonal cycle, weekly series often do not have data spanning over two full periods (two years) where this has consequences for the modelling process.

Even though modelling weekly time series is not as popular a use case as modelling quarterly and monthly series, weekly series are very important in practice. As storing and processing large amounts of data is almost trivial nowadays, and business processes become more and more automated, many businesses that have traditionally operated on quarterly or monthly bases are now operating on a weekly time scale, and consequently, practitioners are often interested in forecasting product sales on a weekly basis.

Consequently, in the M4, the best-performing methods in the weekly category were quite different to the overall winning methods. The method that won the M4-weekly category was a solution based on the commercial Forecast Pro software, discussed in detail by Darin and Stellwagen (2020), where notably those authors also argue that the M4 in general is not very representative for a usual business situation but “the weekly data are perhaps the most similar to business data.” Though the method of Darin and Stellwagen (2020) is very accurate, it requires a significant amount of manual intervention and thorough domain knowledge to retrieve good forecasts, and it is based on a proprietary software.

On the other hand, the methods that performed overall well in the competition popularised important methodological innovations in the forecasting field. Namely 1) forecast combination (ensembling) with meta-learning, as used in the second-winning method from Montero-Manso et al. (2020) that combines the forecasts of a set of base algorithms, and 2) the use of global forecasting models (Jamuschowski et al., 2020), as in the winning method from Smyl (2020), which is a global forecasting method (that also uses ensembling at different stages of the algorithm).

The main contribution of this paper is to introduce an accurate, simple, fully-automated, publicly available, and reproducible weekly forecasting method using state-of-the-art forecasting practices of global forecasting models and forecast combination. In particular, we propose an automated meta-learning ensemble forecasting model for weekly time series forecasting. We analyse different base model pools where the forecasts of the base models are combined using different meta-learning architectures that are based on features, such as the architecture of Montero-Manso et al. (2020), and on stacking (Wolpert, 1992). Furthermore, we use three meta-learning algorithms: linear regression, lasso re-
gression (Tibshirani, 1994), and eXtreme Gradient Boosting (XGBoost, Chen and Guestrin, 2016). Based on all considered model variants, the stacking approach which combines the forecasts of four base models: a globally trained Recurrent Neural Network (RNN, Hewamalage et al., 2021) and three univariate forecasting models: Theta (Assimakopoulos and Nikolopoulos, 2000), Trigonometric Box-Cox ARMA Trend Seasonal (TBATS, Livera et al., 2011), and Dynamic Harmonic Regression Auto-Regressive Integrated Moving Average (DHR-ARIMA, Hyndman and Athanasopoulos, 2018), using lasso regression shows the overall best performance. The sub-models that we use in this best performing proposed method include both global and local forecasting models that are especially suitable for weekly forecasting where the most suitable sub-models are automatically selected, and their forecasts are combined using the lasso regression meta-learning algorithm. Hence, this weekly forecasting method in particular outperforms a set of state-of-the-art weekly forecasting benchmarks with statistical significance across seven experimental datasets on four error metrics. Furthermore, our method produces the most accurate forecasts for the M4 weekly dataset based on the mean of the symmetric Mean Absolute Percentage Error (sMAPE), compared with all original competition participants. Our method is fully-automated and domain knowledge is not required to obtain the forecasts. Since our method does not use any seasonal features extracted from the series, it is applicable to any weekly dataset irrespective of the series length. In this study, we use publicly available benchmark datasets that are representative for many real-world applications. However, as their size is limited, when scaling the method to larger datasets, some of our recommendations and modelling choices within the framework, for example the use of lasso regression, may need to be revisited. All implementations related to the method are publicly available at: https://github.com/rakshitha123/WeeklyForecasting. Out of our seven benchmark datasets, five datasets are created by aggregating series with higher granularities. We make all the aggregated weekly datasets publicly available for further research use.

The remainder of this paper is organised as follows: Section 2 reviews the related work. Section 3 explains the main components of our analysis including the details of the base forecasting model pools, meta-learning architectures and algorithms used for aggregating forecasts. Section 4 explains our experimental framework. Section 5 presents the model evaluation results. Finally, Section 6 concludes the paper and discusses possible future research.

2 Related Work

In the following, we discuss the related literature in the field of weekly time series forecasting and summarise the state of the art in the fields of meta-learning for forecast combination, and global modelling.

1https://github.com/rakshitha123/WeeklyForecasting/tree/master/datasets
2.1 Weekly Forecasting

The main challenge when forecasting weekly data is the long and non-integer yearly seasonality. The most popular general forecasting techniques Exponential Smoothing State Space Models (ETS, Hyndman, 2008) and Auto-Regressive Integrated Moving Average (ARIMA, Box and Jenkins, 1990) are not able to deal well with such a long seasonal cycle, and hence, their applicability in weekly forecasting is limited (Hyndman and Athanasopoulos, 2018). There are four main ways in the literature to deal with the seasonality in weekly data. The seasonality 1) can be neglected and a non-seasonal model be built, it 2) can be addressed with seasonal lags, it 3) can be addressed with seasonal indicator variables such as Fourier terms or seasonal dummy variables, or 4) the series can be deseasonalised before forecasting.

Building non-seasonal models can be a good option if the yearly seasonality is not strong or if less than a full year of data is available. In that case, non-seasonal standard models such as ETS, ARIMA, or Theta (Assimakopoulos and Nikolopoulos, 2000) can be fitted. For example, Padt and Bergmeir (2017) use simple exponential smoothing in such a situation. Also commonly employed in the literature are other (non-seasonal) non-linear autoregressive models, e.g., from a machine learning domain. Al-qaness et al. (2020) propose an improved version of an Adaptive Neuro-Fuzzy Inference System (ANFIS) to forecast the weekly confirmed influenza cases in China and the USA which can be used to support health policy-making. Researchers have also proposed models for weekly load forecasting (Barakat and Al-Qasem, 1998), weekly crude oil forecasting (Oussalah and Zaidi, 2018) and weekly groundwater level forecasting (Mohanty et al., 2015) where Neural Networks (NN) and regression models are heavily used with the proposed approaches.

Seasonality can also be modelled by incorporating seasonal lags. For example, Landeras et al. (2009) use seasonal ARIMA and NN models to obtain weekly evapotranspiration forecasts which are then used in planning and designing water resource systems. However, this approach is hindered by the long seasonal cycle and the non-integer length of the cycle in weekly series, and a lag selection mechanism may be necessary to obtain good results.

Fourier terms are also commonly employed nowadays with machine learning models more broadly to model other types of seasonalities (Bandara et al., 2019a). They are commonly used to model the long seasonal cycle of weekly data. TBATS (Livera et al., 2011) and DHR-ARIMA are advocated as suitable methods to be used instead of ETS and ARIMA (Hyndman and Athanasopoulos, 2018) where both methods use Fourier terms to model the seasonality. Pan and Yang (2017) use Autoregressive Moving Average eXogenous (ARMAX) models along with search engine queries, website traffic data and weather information to forecast weekly hotel occupancy for a particular destination. Those authors use Fourier terms and weekly dummy variables to model the seasonality.

Deseasonalisation is another possible approach to handle seasonality. Guttormsen (1999) uses six models to forecast weekly prices for salmon where the forecasts can then be used to reduce the price fluctuation risks. Here, the time...
series are deseasonalised before forecasting. That author concludes that Classical Additive Decomposition (CAD) and Vector Auto Regression (VAR) models provide the best price forecasts.

The winning approach of the M4 weekly competition proposed by Darin and Stellwagen (2020) uses a set of experts which is chosen from a pool of baseline models (model families), mostly variations of exponential smoothing and ARIMA, to forecast each series. Furthermore, the baseline models include naïve\textsuperscript{2}, seasonal naïve and dynamic regression models incorporating seasonal lags and Fourier terms to capture the seasonal effects. Short series that seem to be seasonal are customised to properly capture the seasonal effects. For each series, one or more models are selected from the pool of baseline models to obtain forecasts based on the series’ characteristics. If more models are selected, then the approach uses an out-of-sample testing procedure to select the most appropriate base model to obtain forecasts for a given series. Further investigations are performed to identify the series where the selected experts are not adequate and finally, the forecasts of such series are modified using domain knowledge as required. Although this model is highly accurate, it requires considerable manual intervention during the forecasting process.

\subsection*{2.2 Meta-Learning for Forecast Combination}

Combining forecasts of several heterogeneous models is well-known to improve the forecasting accuracy on average over the individual models (Bates and Granger, 1969; Timmermann, 2006), especially by reducing bias and/or variance (Wolpert, 1992; Cerqueira et al., 2017). In the machine learning space, forecast combination is known as ensembling. Simple averaging is considered as one of the most efficient and accurate forecast combination methods which tends to be very competitive (Timmermann, 2006). Several weighted averaging combination methods have also been proposed (Sanchez, 2008; Cerqueira et al., 2017).

Recently, more sophisticated models for forecast combination often use meta-learning approaches. The second winning approach of the M4 forecasting competition, Feature-based Forecast Model Averaging (FFORMA, Montero-Manso et al., 2020), as such an approach combines the forecasts provided by a set of base models using an optimal set of weights obtained using a meta-learner trained using series features (for details see Section 3.2.1). The third winning approach of the M4 forecasting competition proposed by Pawlikowski and Chorowska (2020) also incorporates forecast combinations with meta-learning where the forecasts that are provided by a set of selected statistical models including ETS, ARIMA, Theta and Naïve are optimally combined for each series to obtain the final forecasts. Stacking (Wolpert, 1992) is another widely used meta-learning approach in the forecast combination space (Divina et al., 2018; Khairalla et al., 2018; Zhai and Chen, 2018). It first trains a set of base models using a training set and then uses the predictions of the base models on the training set as inputs to train a meta-learner, which outputs the final predictions. Apart from the base model predictions, the meta-learner can have additional inputs such as features.
2.3 Global Models in Forecasting

Another relatively recent trend in forecasting, employed in the M4 successfully by the winning solution of Smyl (2020), is the use of global forecasting models (Janzuschowski et al., 2020). Global models build a single model with a set of global parameters across many series. In contrast to local models, they are capable of learning the cross-series information during model training with a fewer amount of parameters. This type of models has been pioneered, e.g., by the works of Duncan et al. (2001); Trapero et al. (2015); Smyl and Kuber (2016); Flunkert et al. (2017); Bandara et al. (2020); Montero-Manso and Hyndman (2021). Many researchers have used RNNs in the context of global modelling (Smyl, 2020; Hewamalage et al., 2021; Bandara et al., 2019a,b, 2020).

In this paper, we incorporate the capabilities of different meta-learning architectures that use both global and traditional univariate forecasting models to improve the accuracy of weekly time series forecasting without manual intervention.

3 Methodology

The main purpose of our paper is to incorporate global modelling, forecast combinations and meta-learning to implement a fully-automated and accurate weekly forecasting model. This section details the base models and the meta-learning architectures, as well as the meta-learning algorithms that we use for aggregating the sub-model forecasts in our analysis. Figure 1 gives an overview of our modelling strategy together with the data preprocessing, base model pools, meta-learning architectures and meta-learning algorithms we consider for our study.

3.1 Base Models

Forecast combination models contain a series of base models where the corresponding base-model forecasts are aggregated to obtain the final forecasts. We consider different base models for our analysis as detailed in the next sections.

3.1.1 A General Base Model Pool

Forecast combinations are expected to produce better results when the base models are heterogeneous and produce relatively uncorrelated forecasts (de Menezes et al., 2000). Following these guidelines, an excellent starting point for a well-crafted and diverse set of base learners is the FFORMA method (Montero-Manso et al., 2020). FFORMA is the second winning approach of the M4 forecasting competition. It optimally combines forecasts produced by nine sub-forecasting models: ETS, automated ARIMA (Auto.Arima), TBATS, Theta,
Figure 1: Overview of our modelling strategy together with the data preprocessing, base model pools, meta-learning architectures and meta-learning algorithms we consider for our study. Here, our goal is to find the best base model pool, meta-learning architecture and meta-learning algorithm to be used as the building blocks of an accurate ensemble weekly forecasting model.

naïve, naïve, random walk with drift, a locally trained neural network (NNET-AR) and Seasonal and Trend decomposition using Loess with AR modeling of the seasonally adjusted series (STLM-AR). For our analysis, we consider all base models in FFORMA in their implementations in the R package forecast (Hyndman and Khandakar, 2008).

We note that FFORMA uses with ETS and Auto.ARIMA two base models that themselves have model selection capabilities and select a best model out of various sub-models, using mechanisms such as minimising a bias-corrected version of the Akaike Information Criterion (AICc, Hurvich and Tsai, 1993). Another way of including these base models into a meta-learning framework (also see the approaches of Darin and Stellwagen (2020) and Kolassa (2011)), would be to use all the different model variants as base learners and use the meta-learner to select between the variants. However, while this is a possibility for ETS with a well-defined and relatively low amount of distinct models, for ARIMA models of different orders (or even ARIMA and ETS models with different coefficients) this leads to potentially a very high amount of base models. Therefore, we follow in our work the approach of FFORMA and opt for using any model selection procedures present in the base learners, under the assumption that they are crafted with expert knowledge of the base learners, and that this leads to a model pool of few strong and heterogeneous base models.

3.1.2 Base Models for Weekly Forecasting

Out of the general base model pool identified above, some models are more suitable for weekly forecasting than others. The simple non-seasonal models Theta, naïve, and random walk with drift have limited suitability, as they do not take the seasonality into account. If they have a trend component, they will instead model the seasonality as a trend, which can lead to very bad accuracies.
However, due to the long period of the seasonality, in practice often it may not be possible to model the seasonality, and if the seasonal pattern is not strong or slow-moving, ignoring it or modelling it through a trend may be acceptable. In the literature (Section 2.1) there are many examples of non-seasonal models applied to weekly series with good results. Next, naïve and STLMA-AR are simple methods that are able to model the seasonality in weekly data, though STLMA-AR needs two full periods. TBATS (Livera et al., 2011) is capable of dealing with long and non-integer periodic effects of time series which makes it one of the state-of-the-art methods used in weekly time series forecasting (Hyndman and Athanasopoulos, 2018). TBATS models the seasonality using a Fourier-series-based trigonometric representation. ETS (Hyndman, 2008), as implemented in the ets() function in the forecast package in R (Hyndman and Khandakar, 2008), in the weekly forecasting context is a non-seasonal model as it does not handle seasonal periods greater than 24. A different implementation of ETS is available in the R package smooth (Svetunkov, 2020). In contrast to ETS, this implementation handles seasonal cycles greater than 24 and hence, it can be used as a seasonal model in the weekly context. However, Hyndman (2008) argues that exponential smoothing has limitations if used with long seasonal cycles, and the limitation of ets() to handle seasonal cycles only up to the length 24 is a design choice and not a limitation of the implementation. In line with this, we performed preliminary experiments with seasonal ETS as a base model, which did not provide promising results and therewith confirmed this assumption. Hence, we do not consider seasonal ETS and use ETS only in a non-seasonal version. Auto.Arima (Hyndman and Khandakar, 2008) is a state-of-the-art statistical benchmark, however, again, due to the long seasonal cycle of weekly series, it is considered not adequate for weekly series (Hyndman and Athanasopoulos, 2018), and with DHR-Arima an alternative better suited for weekly time series exists, which is discussed in the following. Similarly, NNET-AR is a locally trained feed-forward NN and much better alternatives exist, namely we will use a globally trained RNNs, also discussed in the following.

**Dynamic Harmonic Regression ARIMA** This technique is especially suitable to forecast series with long seasonal periods such as weekly series (Hyndman and Athanasopoulos, 2018). The seasonality is considered to be fixed during modelling. Here, Fourier terms and ARMA errors are used to model the seasonality and short-term time series dynamics, respectively.

Fourier terms are a set of sine and cosine pairs which are useful in modelling periodic effects in time series (Harvey and Shephard, 1993), especially to model the long seasonal periods presented in weekly data. The Fourier terms related to a particular time point of a series can be obtained using the formula shown in Equation 1, where $t$ is the time point, $s$ is the seasonal periodicity of the time series and $k$ is the number of sine cosine pairs used with the transformation.

\[
sin\left(\frac{2\pi kt}{s}\right), \cos\left(\frac{2\pi kt}{s}\right)
\]  \hspace{1cm} (1)
The number of Fourier terms controls the smoothness of the seasonal pattern. We find the optimal number of Fourier terms to be considered with a particular set of series using a grid-search approach considering the range from 1 to 25.

We use the *auto.arima* function from the *forecast* package (Hyndman et al., 2020) along with the Fourier terms generated by using the *fourier* function to obtain DHR-ARIMA forecasts for a given weekly series.

**Recurrent Neural Networks with Long Short-Term Memory Cells**

An RNN is a type of NN that is especially suitable for sequence modelling problems (Elman, 1990) due to feedback loops in its architecture. The winning approach of the M4 forecasting competition (Smyl, 2020) in 2018 was based on RNNs, which has given them considerable attention in the forecasting community lately. We include this model due to heterogeneity considerations. Combining the forecasts of a globally trained RNN with the forecasts obtained from the other locally trained univariate forecasting models incorporates the strengths of both global and local models while mitigating the weaknesses of each other (Section 5). Extracting seasonal patterns through globality is another benefit of using a global RNN (Montero-Manso and Hyndman, 2021).

We use a Long Short-Term Memory (LSTM) with peephole connections (Gers et al., 2000), following the methodology proposed by Hewamalage et al. (2021). As preprocessing steps, series are normalised by dividing them by their corresponding mean values. Then, the normalised series are transformed to a log scale for variance stabilisation.

We use two techniques to deal with periodic/seasonality effects in the time series. If the corresponding timestamps are available with each data point in all series and if it is possible to align series across time, then we use Fourier terms (Hyndman and Athanasopoulos, 2018) to capture the periodic effects of the weekly time series, where a set of sine and cosine terms are used together with the preprocessed time series when training the RNN model (Bandara et al., 2019a). The *fourier* function in the R package *forecast* (Hyndman et al., 2020) is used for Fourier term calculations. If the corresponding timestamps are not available or it is not possible to align series across time, which is the case, e.g., in the M4 weekly dataset (Makridakis et al., 2018), then we use a seasonal lag such as 53 to train the RNN model. Our RNN model uses a stacked architecture (Hewamalage et al., 2021; Bandara et al., 2019b; Godahewa et al., 2020), with input and output windows for multi-step-ahead forecasting (Hewamalage et al., 2021).

Eight hyperparameters need to be chosen during our RNN model training, namely: cell dimension, mini-batch size, maximum number of epochs, epoch size, number of hidden layers, L2-regularisation weight, standard deviation of random normal initialiser and standard deviation of the Gaussian noise. We perform automatic hyperparameter tuning using the Sequential Model based Algorithm Configuration (SMAC) optimisation method (Hutter et al., 2011) as described by Hewamalage et al. (2021). The COntinuous COin Betting (CO-COB, Orabona and Tommasi, 2017) algorithm is used as the learning algorithm.
due to its capability of selecting an optimal learning rate during model training.

3.1.3 Base Model Pools for Analysis

We have discussed a general base model pool and a base model pool developed for weekly series. However, following the idea of a parsimonious, heterogeneous base model pool to produce uncorrelated base model forecasts, we further select a subset of most suitable base models that are diverse as well as accurate to make the forecast combination model stronger (Chandra et al., 2006).

TBATS and DHR-ARIMA are considered as the current state-of-the-art in weekly forecasting, able to capture well the seasonal patterns in such series, so we include them in the selection, as well as the RNN as we have specifically crafted it for weekly data, and it is a global forecasting model able to extract patterns across series.

We do not consider very simple base models for this model pool, and therefore omit the naïve method. STLM-AR is also omitted as it requires two full periods of data. As discussed in Section 3.1.2, non-seasonal models are unsuitable for weekly data in principle, but still are often used and lead to good results. Thus, out of the non-seasonal models, we select only one model, namely the Theta method. Theta models the trend in a series as half the slope of a linear regression of the data (Hyndman and Billah, 2003). Thus, it models the trend conservatively and may therefore be better suited for cases where a yearly seasonality in the data is modelled through a trend component. Furthermore, Theta is simple but highly competitive, having been the winning method of the M3 forecasting competition (Makridakis and Hibon, 2000).

Thus, we use the following three base model pools for our analysis.

**General** This model pool consists of the nine base models used in FFORMA, not focused on forecasting of weekly series in particular: ETS, Auto.ARIMA, TBATS, Theta, naïve, naïve, random walk with drift, NNET-AR and STLM-AR.

**WeekFull** Contains DHR-ARIMA, RNN and seven base models used in FFORMA: ETS, TBATS, Theta, naïve, naïve, random walk with drift and STLM-AR.

**WeekSel** Contains the selected four diverse base models that are suitable for weekly forecasting and highly accurate: TBATS, DHR-ARIMA, Theta and a global RNN.

Orthogonally to the choice of base models, we also analyse the effect of applying a logarithmic transformation to the base model forecasts, which is a common preprocessing technique used in the forecasting space to stabilise the variance of forecasts (Bandara et al., 2020; Smyl, 2020). We apply a logarithm to the base model forecasts before using them with the forecast combination approaches. All time series in our experimental datasets are non-negative. If
the base model forecasts contain zeros, then we add a constant \( c = 1 \) before transforming them with the logarithm.

### 3.2 Meta-Learning Architectures

We explore the use of a feature-based meta learning approach and stacking as two meta-learning architectures for weekly forecasting as discussed in the following.

#### 3.2.1 Feature-based Meta-Learning

We refer to the meta-learning architecture used in the FFORMA (Montero-Manso et al., 2020) algorithm as feature-base meta-learning (FBML) in the remainder of the paper. It optimally combines the forecasts from the base models using a set of weights obtained by a gradient boosted tree that has 42 input features. The input features are calculated from the original time series, and they include trend, seasonality, linearity, curvature, and correlation features calculated using the R package tsfeatures (Hyndman et al., 2019).

In the training phase, the algorithm splits each series into a training period and a validation period taken from the end of the series, with a length equal to the forecasting horizon. The features are calculated using the training period. Then, for each base model, the forecasts and the respective errors are calculated for the validation periods of all series. A gradient boosted tree is then trained as a meta-learning model over all series to find a function that maps the features to a set of optimal weights that can be used to combine the base model forecasts in a way that the total loss over the validation periods gets minimised.

In the prediction phase, the features are calculated for the full series and base model forecasts are obtained for the expected forecast horizon. Finally, the base model forecasts are combined using the optimal set of weights provided by the meta-learner given the calculated features.

Some drawbacks of this approach are that it generally requires a large number of long series to learn the sub-model weights. Furthermore, the lengths of the series should be at least two seasonal cycles to calculate the seasonal features, which is oftentimes a difficult requirement for weekly series due to the long seasonal cycle. In particular, with our experimental datasets, most of the seasonal features cannot be calculated for short series with less than two full periods and hence for those, only non-seasonal features are calculated. Simpler meta-learning architectures such as stacking can be considered good alternatives under these circumstances, as discussed in the following section.

#### 3.2.2 Stacking

Stacking (Wolpert, 1992) is a widely used meta-learning architecture, and a good option to combine the forecasts of different base model pools. Stacking trains a meta-model by using the forecasts provided by the base models as inputs and it directly outputs the final forecasts. In the stacking approach, we consider the
last sequence of values in a given time series equal to the size of the forecast horizon as its validation part. The base model forecasts are separately computed for this validation part and a meta-learner is trained with them considering the validation part as the true output. Then, the base model forecasts are again separately calculated using the whole time series corresponding with the actual test period. The base model forecasts are provided as the test inputs, and the final forecasts corresponding with the test period are obtained using the previously trained meta-learning model. Compared with the FBML approach, stacking is capable of learning the sub-model weights with smaller amounts of data. If enough data to calculate the features is available, stacking can also be done in a way where both sub-model forecasts and features are used as inputs of the stacked meta-learning model. In the remainder of the paper, we name this strategy StackFeat. In this stacking variant, we use the sub-model forecasts as well as the 42 features used in FBML as inputs during model training. We also analyse whether training one meta-learner per each horizon or whether training a single global meta-learner across all horizons is the best approach to be used in the weekly forecasting context. When using a single meta-learner, we convert the sub-model forecasts into a vector format before training the meta-learner. In the remainder of the paper, we use PH to denote training multiple meta-learners per each horizon, and S to denote training a single global meta-learner across all horizons.

3.3 Meta-Learning Algorithms

For our analysis, we use three algorithms for meta-learning, namely XGBoost (Chen and Guestrin, 2016), linear regression, and lasso regression (Tibshirani, 1994). XGBoost is a state-of-the-art machine learning algorithm leading usually to very good accuracy, and it is the meta-learner used in FFORMA, which are the reasons for us to use it as a meta-learner in this work. We use the xgboost function in the R package xgboost (Chen et al., 2020) to implement the XGBoost meta-learner. The hyperparameters of the XGBoost meta-learner such as η and maximum tree depth are tuned using a grid search approach. We also consider simpler meta-learning algorithms for our analysis that are suitable with relatively small datasets, as they are common in the forecasting of weekly data. Linear regression is a simple meta-learner which combines a given set of forecasts. A linear model is fitted using the sub-model forecasts and the forecasts are combined based on their corresponding coefficient values. We use the glm function in the R package glmnet (Friedman et al., 2010) to implement the linear regression meta-learner. Model combination generally can be considered more accurate than model selection (Kolassa, 2011), and model selection can in fact be seen as a special case of model combination. For our analysis, we also consider lasso regression as a meta-learning algorithm which performs both model combination and selection, excluding the worst performing models from the combinations. Lasso regression prevents model overfitting that can occur with the normal linear regression by adding a regularisation term (L1) to the cost function of linear regression. Hence, the coefficients corresponding
with the worst performing models shrink towards zero. Prior works of using local lasso regression models for combining forecasts have shown good results (Diebold and Shin, 2019; Wilms et al., 2016). We use the \texttt{glmnet} function in the R package \texttt{glmnet} (Friedman et al., 2010) to implement the lasso regression model. The regularisation parameter $\lambda$ is tuned as a hyperparameter with 10-fold cross validation. In the remainder of the paper, we use LR, LinR, and XGB, to denote lasso regression, linear regression, and XGBoost, respectively.

4 Experimental Framework and Results

In this section, we present our experimental setup and results on seven benchmark datasets for the weekly forecasting models.

4.1 Datasets

We use seven publicly available datasets to evaluate the performance of our proposed weekly forecasting models. Two datasets originally contain weekly series and the series in the remaining five datasets are aggregated from lower granularities accordingly to make them weekly. Table 1 provides a summary of the datasets, in their weekly aggregated versions used in our work. A brief overview of the datasets is as follows.

- M4 Weekly Dataset: The weekly dataset of the M4 forecasting competition (Makridakis et al., 2018).
- NN5 Dataset: The dataset of the NN5 forecasting competition contains 111 daily time series of daily cash withdrawals from Automatic Teller Machines (ATM) in the UK (Taieb et al., 2012). The dataset has missing values which we replace by the median before the temporal aggregation.
- Reduced Kaggle Wikipedia Web Traffic Dataset: We use the first 1000 time series from the Kaggle Wikipedia Web Traffic forecasting competition (Google, 2017). The time series show the number of hits/traffic for a given set of Wikipedia web pages per day. We replace missing values of the dataset by zeros before aggregation.
- Ausgrid Energy Dataset: A half-hourly dataset that contains 300 time series representing the general energy consumption of Australian households (AusGrid, 2019). One series was omitted before aggregation as it has missing values for more than 8 consecutive months.
- San Francisco Traffic Dataset: An hourly dataset that contains 862 time series representing the road occupancy rates on San Francisco Bay area freeways from 2015 to 2016 (Caltrans, 2020; Lai, 2017).
- Solar Dataset: A dataset that contains 137 time series representing the solar power production records per every 10 minutes in the state of Alabama in 2006 (Solar, 2020; Lai, 2017).
| Dataset       | No. of Series | Forecast Horizon | Min. Length | Max. Length |
|---------------|---------------|------------------|-------------|-------------|
| M4            | 359           | 13               | 80          | 2597        |
| NN5           | 111           | 8                | 105         | 105         |
| Web Traffic   | 1000          | 8                | 106         | 106         |
| Ausgrid       | 299           | 8                | 148         | 148         |
| Traffic       | 862           | 8                | 96          | 96          |
| Solar         | 137           | 5                | 44          | 44          |
| Dominick      | 28            | 8                | 208         | 391         |

Table 1: Summary of the Used Datasets

• Dominick Dataset: A weekly dataset showing the sales of 28 product categories of Dominick’s Finer Foods, a large American retail chain in the Chicago area (James M. Kilts Center, 2020).

Though many of the datasets have been aggregated from smaller granularities to weekly, we argue that there is no difference between datasets that are “pure” weekly datasets and datasets that have been aggregated into weekly datasets from, e.g., daily data. Take as an example sales data in retail. Those will be Point of Sale (POS) data that are time stamped with their exact transaction time throughout the day. As such, daily sales are as much an aggregation as are weekly sales. Taking daily sales and aggregating them further up to weekly sales is no different than aggregating the transaction data directly to a weekly dataset. This consideration will hold for any time-stamped transaction data, like ATM withdrawals, ride-share rides, daily webpage hits, and others. This consideration is also valid to electricity and power production data where the weekly electricity usage and power production can be determined by aggregating the corresponding lower granularity data such as hourly/minute observations.

4.2 Error Metrics

We use two error measures that are common in the forecasting research space: sMAPE and Mean Absolute Scaled Error (MASE, Hyndman and Koehler, 2006), to measure the performance of our models. They are defined in Equations 2 and 3, where $M$ is the number of instances in the training set, $S$ is the length of the seasonal cycle of the dataset, $h$ is the forecast horizon, $F_k$ are the generated forecasts and $Y_k$ are the actual values.

$$sMAPE = \frac{100}{h} \sum_{k=1}^{h} \frac{|F_k - Y_k|}{(|Y_k| + |F_k|)/2} \tag{2}$$

$$MASE = \frac{\sum_{k=M+1}^{M+h} |F_k - Y_k|}{\frac{M-S}{M} \sum_{k=S+1}^{M} |Y_k - Y_{k-S}|} \tag{3}$$

For datasets containing zeros, namely the Kaggle web traffic and San Francisco traffic datasets in our experiments, we use the variant of the sMAPE proposed by Suilin (2017), which eliminates problems with small values and division by zero by changing ($|Y_k| + |F_k|$) in the denominator of the sMAPE as
defined in Equation 2 to $\max(|Y_k| + |F_k| + \epsilon, 0.5 + \epsilon)$. We set the parameter $\epsilon$ to its proposed default of 0.1.

The MASE measures the performance of a model compared with the in-sample average performance of a one-step-ahead naïve or naïve benchmark. For the M4 dataset, we calculate the MASE using the naïve benchmark to compare our results with the original competition results. For the remaining datasets, we choose the naïve or naïve benchmarks depending on the series length. If the dataset is seasonal and has at least one full cycle of data points (52 data points for weekly data), then we calculate the MASE using the naïve benchmark, otherwise using the naïve benchmark. In particular, the maximum series length of the Solar dataset is 44, so that we use the naïve benchmark here. The remaining 5 datasets have series with more than one full cycle of data points, and the naïve benchmark is used.

To measure the performance of the models across series, we further calculate the mean and median values of sMAPE and MASE across the series. Thus, each model is evaluated using four error metrics: mean sMAPE, median sMAPE, mean MASE, and median MASE, across a dataset.

4.3 Benchmarks and Variants

We use the eleven base models: RNN, DHR-ARIMA, ETS, Auto.Arima, TBATS, Theta, naïve, naïve, random walk with drift, NNET-AR and STL-AR as the main benchmarks. Furthermore, the averages of the forecasts provided by the base model pools are also considered as benchmarks. We name these benchmarks according to their model pool Average_General, Average_WeekFull, and Average_WeekSel, respectively.

Based on the base model pools, meta-learning architectures, meta-learning algorithms, number of meta-learners, and the incorporation of features and the logarithmic transformation explained in Section 3, there are 90 different model variants that can be considered for the experiments. To reduce the number of models to run and to make the experiments computationally feasible, as well as to reduce the risk of spurious results, we first perform experiments to determine the best model pool to use, and then focus on this model pool afterwards. Also, as the prediction task is more complex with the FBML approach as it predicts instead of a single forecast a number of weights for the sub-models, the FBML approach is only tested with its proposed meta-learning algorithm, XGB, and we do not consider the simpler lasso regression and linear regression as a meta-learner in this case. We always build one global meta-learner with the FBML approach and logarithmic transformation is not considered, as proposed in the original FFORMA method. Thus, out of the 90 possible model variants, 26 model variants are finally compared to identify the best model to forecast weekly series, as further detailed in the results section.
4.4 Statistical Tests of the Results

We use the non-parametric Friedman rank-sum test to assess the statistical significance of the results provided by different forecasting methods across time series considering a significance level of $\alpha = 0.05$. The methods are ranked on every series of all datasets, namely M4, NN5, Kaggle web traffic, Ausgrid, Traffic, Solar and Dominick, based on their corresponding sMAPE errors. As this procedure gives the same weight to every series in the comparison, datasets with larger amounts of series naturally get a higher weighting. We deem this not a problem in our analysis as the datasets used in our analysis have comparable sizes. The best method according to the average rank is chosen as the control method. Furthermore, Hochberg’s post-hoc procedure is used to further characterise the statistical differences (García et al., 2010).

5 Results and Discussion

This section details the results in terms of main accuracy and statistical significance, and later also gives some results that provide more insights into the modelling.

5.1 Main Accuracy Results

Tables 2 and 3 present the results of a selected set of model variants and benchmarks across all experimental datasets for mean/median sMAPE and mean/median MASE, respectively. The results of all model variants across all error metrics are available in an Online Appendix2.

5.1.1 Naming of Model Combinations

The model combinations in Tables 2 and 3, and Tables A.1 and A.2 in the Appendix are named in a way that they explain the corresponding used base model pool, meta-learning architecture, meta-learning algorithm, number of meta-learners and whether log transformation is applied as a preprocessing technique. In particular the model combination names have the following structure.

$<\text{architecture}>_{-} <\text{algorithm}>_{-} <\text{number} - \text{mls}>_{-} <\log>_{-} <\text{model} - \text{pool}>$

The meta-learning architecture (Section 3.2) is one of FBML, Stack or Stack-Feat (stacking with features). The meta-learning algorithm (Section 3.3) is one of lasso regression (LR), linear regression (LinR) or XGBoost (XGB). The number of meta-learners (Section 3.2.2) can be either one meta-learner per each horizon (PH) or single meta-learner (S). The base model pool (Section 3.1) is one of General, WeekFull or WeekSel.

2The Online Appendix is available at https://drive.google.com/file/d/1XrZUavJUt6MQkq73D_d4MuC9X8Jo9/view?usp=sharing.
Table 2: sMAPE results for methods that perform best overall and per category across all experimental datasets. The results of all model variants across all error metrics are available in the Online Appendix. The best performing models in each group are italicized and the overall best performing models are highlighted in boldface.
| Method                  | M4   | NN5   | Kaggle | Traffic | Solar | Dominick |
|------------------------|------|-------|--------|---------|-------|----------|
| Mean MASE              |      |       |        |         |       |          |
| Theta                  | 2.734| 0.898 | 0.688  | 1.206   | 1.122 | 1.224    | 0.877    |
| TBATS                  | 2.249| 0.864 | 0.692  | 1.045   | 1.149 | 0.910    | 0.936    |
| DHR-ARIMA              | 2.418| 0.854 | 0.834  | 1.068   | 1.023 | 0.991    | 0.926    |
| RNN                    | 2.492| 0.768 | 0.608  | 1.042   | 1.128 | 1.422    | 0.811    |
| ETS                    | 2.334| 0.902 | 0.685  | 1.209   | 1.122 | 1.158    | 0.870    |
| Naïve                  | 2.777| 0.974 | 0.738  | 1.258   | 1.178 | 1.735    | 1.253    |
| Random Walk            | 2.682| 0.977 | 0.751  | 1.316   | 1.191 | 1.842    | 1.262    |
| STLM-AR                | 3.519| 0.915 | 0.884  | 1.150   | 1.135 | 1.382    | 0.958    |
| NET-AR                 | 3.015| 1.099 | 1.236  | 1.090   | 1.152 | 1.410    | 0.988    |
| Auto.ARIMA             | 2.377| 1.000 | 0.696  | 1.134   | 1.131 | 1.285    | 0.829    |
| Average General        | 2.142| 0.777 | 0.653  | 0.930   | 1.020 | 1.119    | 0.852    |
| Average_WeekFull       | 2.112| 0.761 | 0.606  | 1.004   | 1.053 | 0.905    | 0.802    |
| Average_WeekSel        | 2.112| 0.761 | 0.606  | 1.004   | 1.053 | 0.905    | 0.802    |
| Stack.LR_S_Log_WeekFull| 2.241| 0.772 | 0.607  | 0.945   | 1.112 | 1.098    | 0.932    |
| Stack.LR_S_Log_WeekSel | 2.208| 0.774 | 0.612  | 0.965   | 1.117 | 0.732    | 0.921    |
| Stack.LR_S_Log_WeekSel | 2.112| 0.761 | 0.606  | 1.004   | 1.053 | 0.905    | 0.802    |
| Stack.LR_S_Log_WeekSel | 2.281| 0.763 | 0.610  | 0.982   | 1.039 | 0.926    | 0.857    |
| Stack.LR_PH_Log_WeekSel| 2.399| 0.909 | 0.608  | 1.074   | 1.024 | 1.036    | 0.961    |
| Stack.LR_PH_Log_WeekSel| 2.097| 0.731 | 0.641  | 1.028   | 1.004 | 0.989    | 0.958    |
| Stack.LR_PH_Log_WeekSel| 2.434| 0.941 | 0.616  | 1.080   | 1.064 | 1.126    | 1.041    |
| StackFeat_LR_S_WeekSel | 2.340| 0.784 | 0.617  | 0.948   | 1.111 | 0.901    | 1.181    |
| StackFeat_LR_S_WeekSel | 2.259| 0.794 | 0.617  | 1.051   | 1.108 | 0.895    | 0.911    |
| StackFeat_XGB_S_WeekSel| 4.802| 0.954 | 0.728  | 1.195   | 1.264 | 0.755    | 1.316    |
| FBMIL_XGB_S_General    | 2.156| 0.794 | 0.723  | 1.062   | 1.083 | 1.249    | 1.091    |
| FBMIL_XGB_S_WeekSel    | 2.194| 0.796 | 0.659  | 0.994   | 1.541 | 1.159    | 0.789    |
| Median MASE            |      |       |        |         |       |          |
| Theta                  | 1.969| 0.805 | 0.549  | 0.981   | 0.983 | 1.241    | 0.843    |
| TBATS                  | 1.414| 0.874 | 0.553  | 0.848   | 0.997 | 0.892    | 0.795    |
| DHR-ARIMA              | 1.640| 0.826 | 0.686  | 0.903   | 0.793 | 0.967    | 0.778    |
| RNN                    | 1.582| 0.680 | 0.483  | 0.867   | 0.924 | 1.426    | 0.697    |
| ETS                    | 1.891| 0.765 | 0.534  | 0.992   | 0.978 | 1.227    | 0.866    |
| Naïve                  | 1.938| 0.776 | 0.556  | 1.046   | 1.025 | 1.707    | 1.022    |
| Random Walk            | 1.864| 0.822 | 0.557  | 1.076   | 1.035 | 1.824    | 1.023    |
| STLM-AR                | 2.053| 0.867 | 0.738  | 0.986   | 0.953 | 1.400    | 0.857    |
| NET-AR                 | 1.963| 0.976 | 0.678  | 0.928   | 0.924 | 1.350    | 0.868    |
| Auto.ARIMA             | 1.660| 0.936 | 0.547  | 0.905   | 0.997 | 1.289    | 0.843    |
| Average General        | 1.680| 0.749 | 0.537  | 0.753   | 0.956 | 1.269    | 0.815    |
| Average_WeekFull       | 1.674| 0.763 | 0.531  | 0.724   | 0.930 | 1.234    | 0.810    |
| Average_WeekSel        | 1.514| 0.730 | 0.516  | 0.730   | 0.850 | 1.114    | 0.704    |

Table 3: MASE results for methods that perform best overall and per category across all experimental datasets. The best performing models in each group are italicized and the overall best performing models are highlighted in boldface.
5.1.2 Grouping of Sub-Experiments

The models in Tables 2 and 3, and Tables A.1 and A.2 in the Appendix are grouped based on the sub-experiments. The results of the best-performing models in each group are italicized, and the overall best performing models across the datasets are highlighted in boldface. We see that in the first group which contains the benchmark models, the Average_WeekSel method performs best for all datasets except the M4, Solar and Dominick datasets. On the M4 dataset, Average_WeekFull performs the best in the first group, on the Solar dataset, TBATS and Snäive perform better and on the Dominick dataset, Auto.ARIMA and RNN perform better.

These results already give an indication that the WeekSel model pool may be the most suitable model pool for weekly time series forecasting. In the next experiment, we further focus on the question which base model pool is the most suitable one.

To make the experiments more tractable, we fix the meta-learning architecture in the following experiment, under the assumption that the meta-learning architecture will have little influence on which base-model pool works well, compared with the choice of meta-learning algorithms which will have a larger influence. E.g., the lasso regression meta-learning algorithm has the capability to drop sub-models when their contribution is negligible to the final forecasts, so that we assume that some meta-learning algorithms can work better with larger model pools than others. We consider a model configuration that uses the Stack architecture and trains a single global meta-learner across all horizons (S). By training a single meta-learner, it is the simplest architecture among all architectures considered in our work. Furthermore, we use the log transformed sub-model forecasts, as from preliminary experiments not reported here, we observe that training the model with log transformed forecasts provides better results for the experimental datasets compared with the models that use forecasts in the original scale. This simple model configuration is tested with all 3 base model pools (General, WeekFull, WeekSel) combined with three meta-learning algorithms (LR, LinR, XGB), making 9 different model combinations.

As seen in the second group of models in Tables A.1 and A.2 in the Appendix, in general the variants provide better results with the WeekSel model pool across the experimental datasets and meta-learning algorithms. Hence, we limit the subsequent experiments to this model pool, discarding the other two model pools.

In the third experiment, we further analyse the usage of incorporating features during the training of stacking models (StackFeat), the effect of applying log transformation for sub-model forecasts and training multiple meta-learners one per each horizon (PH) in contrast to training a single global meta-learner. All possible modelling combinations of StackFeat are executed with the best base model pool, WeekSel as shown in Tables A.1 and A.2 in the Appendix. The variants that use lasso regression generally show better performance in this group. The StackFeat architecture also shows a better performance when it builds a single meta-learner across all horizons. The usage of log transformed
forecasts shows a mixed performance with the StackFeat architecture based variants.

In Tables 2 and 3, and Tables A.1 and A.2 in the Appendix, in the last group of models, FBML_XGB_S_General refers to the original FFORMA approach. As explained in Section 4.3, the FBML approach is only tested under its proposed settings by only building one global meta-learner with the XGBoost meta-learning algorithm without considering logarithmic transformation. The FBML approach is also tested with the best model pool, WeekSel, and we see that using this model pool leads to consistently improved results.

5.1.3 Best-performing Model Variant: Stack_LR_S_Log_WeekSel

Based on all considered variants shown in Tables A.1 and A.2 in the Appendix, Stack_LR_S_Log_WeekSel overall provides the best forecasts. In particular, we see that on mean sMAPE, Stack_LR_S_Log_WeekSel outperforms all base models for all experimental datasets except for the Solar dataset. Furthermore, it outperforms all benchmarks and variants on the M4, NN5 and Kaggle web traffic datasets. For the M4 weekly dataset, Stack_LR_S_Log_WeekSel produces a mean sMAPE of 6.42, which places it at the first position in the original results of the M4 weekly competition (Mcompetitions, 2018), with an sMAPE result of 6.58 of the original top solution.

Overall, Stack_LR_S_Log_WeekSel demonstrates a better performance on median sMAPE compared with the other benchmark models and variants where it is the best performing model on M4 and Kaggle web traffic datasets.

On mean MASE, Stack_LR_S_Log_WeekSel outperforms the individual base models for all experimental datasets except the Traffic dataset. Furthermore, it is the best-performing model on the M4, NN5, and Kaggle web traffic datasets. For the M4 weekly dataset, Stack_LR_S_Log_WeekSel produces a mean MASE of 2.112, which places it at the third position in the original results of the M4 weekly competition. In the original results, FFORMA was at the second position with a mean MASE of 2.108. A difference between the original participating solution of FFORMA in the M4 competition and FBML_XGB_S_General in our experiments is that those authors use the full M4 dataset containing 100,000 series for model training. But in our case, as our focus is on weekly series, we only use the 359 weekly series in the M4 dataset for FBML_XGB_S_General model training which produces a mean MASE of 2.156. Thus, FBML_XGB_S_General in this configuration does not outperform Stack_LR_S_Log_WeekSel.

On median MASE, the performance is slightly different. The best method on median MASE is a single base model for all datasets except the Ausgrid, Solar and Dominick datasets, which also shows the suitability of using a pool of baseline models to forecast weekly series.

However, across the mean sMAPE and mean MASE results, the best performing model on each dataset is the same where across three datasets Stack_LR_S_Log_WeekSel performs the best. Furthermore, the best performing models across different model groups are also the same across mean sMAPE and mean MASE results on all datasets except for five cases: M4 dataset best performing models on
the first and last groups, Kaggle web traffic dataset best performing model on the first group, Solar dataset best performing model on the third group and Dominick dataset best performing model on the first group. Thus, overall, the best performing models across sMAPE and MASE are very similar and they only have minor differences.

5.1.4 Reasons for the Better Performance of Stack\_LR\_S\_Log\_WeekSel

Stack\_LR\_S\_Log\_WeekSel also shows a better performance when comparing with the variants shown in Tables A.1 and A.2 in the Appendix that use only the forecasts of the sub-models in WeekSel with different meta-learning algorithms during training. Stack\_LinR\_S\_Log\_WeekSel only outperforms Stack\_LR\_S\_Log\_WeekSel on Ausgrid and Traffic datasets across all error metrics. Stack\_LinR\_S\_Log\_WeekSel also outperforms Stack\_LR\_S\_Log\_WeekSel on M4 and NN5 weekly datasets only across median MASE and median sMAPE respectively. However, overall Stack\_LR\_S\_Log\_WeekSel demonstrates a better performance than Stack\_LinR\_S\_Log\_WeekSel on five datasets. Furthermore, Stack\_LR\_S\_Log\_WeekSel outperforms Stack\_XGB\_S\_Log\_WeekSel on all datasets across all error metrics except for the Solar dataset. Hence, Tables A.1 and A.2 in the Appendix clearly show that in our case, lasso regression is a better option to be used as a meta-learning algorithm to combine sub-model forecasts than other regression techniques such as linear regression and XGBoost, due to its capability of sub-model selection (Section 3.3).

Although lasso regression is a robust algorithm that has the capability to select models, when using more suitable sub-models, the final forecasts get more accurate (Section 3.1). Hence, even though the WeekFull model pool contains the four base models in WeekSel, overall, Stack\_LR\_S\_Log\_WeekFull provides less accurate forecasts compared with Stack\_LR\_S\_Log\_WeekSel. The general model pool contains the original FFORMA sub-models. Overall, Stack\_LR\_S\_Log\_General provides less accurate forecasts across all datasets compared with both Stack\_LR\_S\_Log\_WeekSel and Stack\_LR\_S\_Log\_WeekFull showing that including more suitable base models can considerably improve forecast accuracy for weekly series. However, Stack\_LR\_S\_Log\_General outperforms FBML\_XGB\_S\_General across all datasets on all error metrics except the mean and median sMAPE of the Traffic dataset and median sMAPE of the Dominick dataset. It further shows that using a lasso regression based stacking approach is a better option to combine sub-model forecasts in our considered weekly forecasting datasets than the FBML approach (Section 3.2.2). Compared with FBML\_XGB\_S\_General, Stack\_LR\_S\_Log\_WeekSel uses more suitable base models and a meta-learning algorithm to produce final forecasts. Hence, Stack\_LR\_S\_Log\_WeekSel outperforms FBML\_XGB\_S\_General across all datasets on all error metrics. Furthermore, a linear model such as lasso regression can be more suitable as a forecast combination method than FBML\_XGB\_S\_General, if there is only a small amount of data available for model training (Section 3.3). Stack\_LR\_S\_Log\_WeekSel also contains the strengths of both global and local models. As a result, it demonstrates a better
FBML_XGB_S_WeekSel has performed better compared with FBML_XGB_S_General across all experimental datasets on all error metrics except the median sMAPE and mean MASE of the M4 weekly dataset. This further indicates that the base models in WeekSel are more suitable to forecast weekly data than the sub-forecasting models in the General model pool (Section 3.1.3). However, on the NN5, Kaggle web traffic, Traffic and Solar datasets, FBML_XGB_S_WeekSel has not been able to outperform some of the base models, underlining the need to explore other combination approaches. Stack_LR_S_Log_WeekSel outperforms FBML_XGB_S_WeekSel across all datasets on all error metrics except for 7 cases: median sMAPE, mean MASE and median MASE of Ausgrid dataset, and all error metrics on the Dominick dataset.

5.1.5 Performance of Simple Averaging and Stack_LR_S_Log_WeekSel

Generally, averaging the base model forecasts is considered as an efficient and accurate ensembling technique in the forecasting research space. Simple averaging has outperformed FBML_XGB_S_WeekSel in many cases even though the FBML approach starts optimising weights considering the simple average. Major differences between the validation and test sets and small sample sizes can be the reasons for this phenomenon. But simple averaging has only outperformed Stack_LR_S_Log_WeekSel on the Ausgrid and Traffic datasets on all error metrics. Averaging does not select the best forecasting models when producing the final forecasts. Furthermore, it assigns equal weights to all base models and hence, if a subset of models provides poor forecasts, then the final result may considerably be affected by it. This can be a problem especially if there are models that may be clearly unsuitable, as in our case where we use non-seasonal models to forecast seasonal time series. Stack_LR_S_Log_WeekSel addresses both of the above-mentioned issues of simple averaging and hence, overall, it has produced more accurate forecasts than the averaging benchmark. The conclusions are the same with other base model pools as well, where overall, both Average_WeekSel and Stack_LR_S_Log_WeekSel outperform Average_General and Average_WeekFull on all datasets across all error metrics.

5.1.6 Time Series Features as Additional Inputs

Next, we analyse whether including time series features as inputs can improve the forecasting accuracy. The experiments with features are only conducted with the WeekSel model pool as it is the best base model pool to be used in the weekly forecasting context compared to the other considered two base model pools. The performance of lasso regression models that only take base model forecasts as inputs, namely Stack_LR_S_Log_WeekSel and Stack_LR_PH_Log_WeekSel, is generally better than the performance of lasso regression models that take both forecasts and features as inputs: StackFeat_LR_S_Log_WeekSel, StackFeat_LR_S_WeekSel, StackFeat_LR_PH_Log_WeekSel and StackFeat_LR_PH_WeekSel. The observations are also the same across the variants that use the other two
meta-learning algorithms, linear regression and XGBoost. Hence, it is clear that including features as inputs in our case does not increase the accuracy. Furthermore, for datasets with short time series, incorporating features to train models can pose additional problems as seasonality is not taken into account during feature calculation.

5.1.7 Number of Meta-Learners

We also observe that in our case, training a single meta-learner across all horizons provides better results compared to the models which train separate meta-learners per each horizon among the variants that use the best model pool, WeekSel, across all three meta-learning algorithms. Furthermore, our experiments show that transforming the base model forecasts with a logarithm is beneficial, when training a meta-learning model in a weekly forecasting context.

In summary, Stack\_\text{LR\_S\_Log\_WeekSel} shows a better performance compared with all other benchmarks and variants across all datasets. In particular, it provides the best forecasts for the M4 weekly dataset with a mean sMAPE of 6.42 which is better than the performance of the winning method of the M4 weekly competition (Darin and Stellwagen, 2020) with a mean sMAPE of 6.58. The M4 weekly winning approach is not an automated forecasting framework. It uses more than 15 sub-model forecasts where domain knowledge and manual inspection are also required to obtain the final forecasts. Compared with the M4 weekly winning approach, Stack\_\text{LR\_S\_Log\_WeekSel} uses only four sub-models with a fully-automated forecast combination approach without using any specific domain knowledge. Hence, we propose Stack\_\text{LR\_S\_Log\_WeekSel} as an accurate and a fully-automated strong ensemble model in the weekly time series forecasting space.

5.2 Statistical Testing Results

Table 4 shows the results of the statistical testing evaluation, namely the adjusted $p$-values calculated from the Friedman test with Hochberg’s post-hoc procedure considering a significance level of $\alpha=0.05$ (García et al., 2010). The overall $p$-value of the Friedman rank sum test is less than $10^{-30}$ which is highly significant. Stack\_\text{LR\_S\_Log\_WeekSel} performs the best on ranking over sMAPE per each series of all experimental datasets and hence, it is used as the control method as mentioned in the first row. A horizontal line is used to separate the models that perform significantly worse than Stack\_\text{LR\_S\_Log\_WeekSel}. All individual models, ensemble benchmarks and variants are significantly worse than the control method except Stack\_\text{LinR\_S\_Log\_WeekSel} as they report $p_{Hoch}$ values less than $\alpha$.

Table 5 shows a comparison of our proposed method, Stack\_\text{LR\_S\_Log\_WeekSel} with the M4 weekly winning method, and all other considered benchmarks and variants using the M4 weekly dataset. For each method, we calculate across how many series Stack\_\text{LR\_S\_Log\_WeekSel}
| Model                                      | $p_{Hoch}$         |
|--------------------------------------------|--------------------|
| Stack_LR_S_Log_WeekSel                   | 0.42               |
| Stack_LinR_PH_Log_WeekSel                 | 0.01               |
| Stack_LinR_PH_Log_WeekSel                 | $1.74 \times 10^{-3}$ |
| Average_WeekSel                           | $1.26 \times 10^{-6}$ |
| StackFeat_LR_S_WeekSel                    | $1.22 \times 10^{-6}$ |
| Stack_LR_S_Log_WeekFull                   | $7.48 \times 10^{-7}$ |
| Stack_LinR_S_Log_WeekFull                 | $4.51 \times 10^{-8}$ |
| StackFeat_LR_S_Log_WeekSel                | $3.95 \times 10^{-9}$ |
| StackFeat_LR_PH_Log_WeekSel               | $5.98 \times 10^{-16}$ |
| RNN                                        | $<10^{-30}$         |
| StackFeat_LinR_S_Log_WeekSel              | $<10^{-30}$         |
| Stack_LinR_S_Log_General                  | $<10^{-30}$         |
| FBML_XGB_S_WeekSel                        | $<10^{-30}$         |
| Average_WeekFull                          | $<10^{-30}$         |
| Stack_LR_S_Log_General                    | $<10^{-30}$         |
| Average_General                           | $<10^{-30}$         |
| TBATS                                      | $<10^{-30}$         |
| ETS                                        | $<10^{-30}$         |
| StackFeat_LinR_PH_Log_WeekSel             | $<10^{-30}$         |
| StackFeat_LinR_S_WeekSel                  | $<10^{-30}$         |
| FBML_XGB_S_General                        | $<10^{-30}$         |
| Theta                                      | $<10^{-30}$         |
| Auto_ARIMA                                 | $<10^{-30}$         |
| StackFeat_LR_PH_WeekSel                   | $<10^{-30}$         |
| DHR_ARIMA                                  | $<10^{-30}$         |
| StackFeat_XGB_S_Log_WeekSel               | $<10^{-30}$         |
| NNET_AR                                    | $<10^{-30}$         |
| Naïve                                      | $<10^{-30}$         |
| StackFeat_XGB_S_WeekSel                   | $<10^{-30}$         |
| StackFeat_LinR_PH_WeekSel                 | $<10^{-30}$         |
| Random Walk                                | $<10^{-30}$         |
| Stack_XGB_S_Log_WeekFull                  | $<10^{-30}$         |
| Stack_XGB_S_Log_WeekSel                   | $<10^{-30}$         |
| StackFeat_XGB_PH_WeekSel                  | $<10^{-30}$         |
| Stack_XGB_S_Log_General                   | $<10^{-30}$         |
| Stack_XGB_PH_Log_WeekSel                  | $<10^{-30}$         |
| StackFeat_XGB_PH_Log_WeekSel              | $<10^{-30}$         |
| STLM_AR                                    | $<10^{-30}$         |
| Naïve                                      | $<10^{-30}$         |

Table 4: Results of Statistical Testing
wins, loses and ties in terms of the sMAPE of each series in the M4 weekly dataset. As shown in Table 5, our proposed method obtains more wins than losses over all other methods including the winning method of the M4 weekly competition. This further shows that our proposed method is a more accurate weekly forecasting model compared to all other considered benchmarks and variants.

5.3 Computational Performance

We have executed our experiments on different hardware due to their extensive-ness and thus computational times are in general not comparable. To perform a comparison study of computational performance, we execute a subset of the experiments in a controlled environment, namely an Intel(R) Core(TM) i7 processor (2.6GHz) and 32GB of main memory.

Table 6 shows the computational times of the considered eleven baseline models and the model that we propose as a strong ensemble weekly forecasting model, Stack_LR_S_Log_WeekSel, which is the best method among all variants across all datasets. The reported computational times of Stack_LR_S_Log_WeekSel include both sub-model forecast calculation time and forecast combination time.

From Table 6, we can see that unsurprisingly, comparatively less complex models such as naive and naive show the lowest computation times. The three highly accurate base models in the WeekSel pool, namely TBATS, DHR-ARIMA, and RNN, show considerably higher computational costs compared with the fourth method, Theta, which executes quickly. Out of all base models, RNN usually shows a much larger execution time except for the M4 and Dominick datasets where DHR-ARIMA and Auto.ARIMA have the highest execution times, respectively. The proposed combination method, Stack_LR_S_Log_WeekSel requires to execute the 4 base models before computing the final forecasts, and therewith shows the highest computational time. However, the overhead over the sum of the base model forecasting times is small.

5.4 Individual Model Contributions in Optimal Oracle Combination Approach

We further conduct a study to explore the contributions of the individual base models to forecasting accuracy. We only consider our best model pool, WeekSel for this analysis. For this, we assume an optimal oracle combination approach, where the base model with the lowest error (sMAPE or MASE) on the test set is identified for each series and selected for forecasting. This procedure is followed considering the four base models in WeekSel, to identify a lower bound of errors. Then, the same procedure is followed by subsequently removing one of the base models, and only using the three remaining ones. This way, we are able to identify base models that perform better than the others on certain series, and are not consistently dominated by other methods. Therewith, these models add to the diversity of forecasting methods. Table 7 shows the results
| Model                                      | Win | Loss | Tie |
|--------------------------------------------|-----|------|-----|
| M4 Weekly Winning Method                   | 195 | 164  | 0   |
| Stack_LinR_S_Log_WeekSel                   | 196 | 162  | 1   |
| StackFeat_LR_S_Log_WeekSel                 | 199 | 158  | 2   |
| Stack_LR_S_Log_WeekFull                    | 206 | 152  | 1   |
| FBML_XGB_S_General                         | 206 | 149  | 4   |
| Average_General                            | 211 | 143  | 5   |
| Stack_LinR_S_Log_WeekFull                  | 212 | 144  | 3   |
| Average_WeekSel                            | 213 | 139  | 7   |
| TBATS                                       | 215 | 142  | 2   |
| RNN                                         | 215 | 142  | 2   |
| FBML_XGB_S_WeekSel                         | 215 | 144  | 0   |
| StackFeat_LR_S_WeekSel                     | 216 | 141  | 2   |
| ETS                                         | 219 | 139  | 1   |
| Stack_LR_S_Log_General                     | 219 | 140  | 0   |
| StackFeat_LinR_S_Log_WeekSel               | 222 | 137  | 0   |
| Average_WeekFull                           | 223 | 136  | 0   |
| Auto.ARIMA                                  | 224 | 134  | 1   |
| StackFeat_LR_PH_Log_WeekSel                | 226 | 133  | 0   |
| StackFeat_LinR_S_WeekSel                   | 226 | 132  | 1   |
| DHR-ARIMA                                   | 230 | 128  | 1   |
| NNET-AR                                    | 230 | 128  | 1   |
| Stack_LinR_PH_Log_WeekSel                  | 238 | 120  | 1   |
| Stack_LinR_S_Log_General                   | 239 | 120  | 0   |
| Naive                                       | 242 | 117  | 0   |
| StackFeat_LinR_PH_Log_WeekSel              | 242 | 116  | 1   |
| Random Walk                                 | 243 | 113  | 3   |
| Stack_LR_PH_Log_WeekSel                    | 243 | 116  | 0   |
| Theta                                       | 245 | 113  | 1   |
| StackFeat_LR_PH_WeekSel                    | 250 | 107  | 2   |
| StackFeat_LinR_PH_WeekSel                  | 251 | 108  | 0   |
| Snaive                                      | 253 | 103  | 3   |
| StackFeat_XGB_S_WeekSel                    | 262 | 97   | 0   |
| Stack_XGB_S_Log_General                    | 265 | 93   | 1   |
| STLM-AR                                     | 268 | 91   | 0   |
| StackFeat_XGB_S_Log_WeekSel                | 273 | 86   | 0   |
| Stack_XGB_S_Log_WeekFull                   | 274 | 84   | 1   |
| Stack_XGB_S_Log_WeekSel                    | 286 | 73   | 0   |
| Stack_XGB_PH_Log_WeekSel                   | 297 | 62   | 0   |
| StackFeat_XGB_PH_WeekSel                   | 308 | 51   | 0   |
| StackFeat_XGB_PH_Log_WeekSel               | 317 | 41   | 1   |

Table 5: Comparison of Stack_LR_S_Log_WeekSel with M4 weekly winning method, and other benchmarks and variants across all series of M4 weekly dataset in terms of the number of times the proposed method wins, loses and ties with the respective comparison method on sMAPE.
|                | M4  | NN5 | Kaggle | Ausgrid | Traffic | Solar | Dominick |
|----------------|-----|-----|--------|---------|---------|-------|----------|
| Theta          | 2   | 0.3 | 2      | 1       | 2       | 0.3   | 0.2      |
| TBATS          | 2904| 235 | 1407   | 516     | 433     | 40    | 28       |
| DHR-ARIMA      | 11828| 165 | 1910   | 1987    | 3839    | 106   | 14       |
| RNN            | 9025| 5400| 7200   | 7036    | 8986    | 2700  | 4980     |
| ETS            | 13  | 9   | 3      | 8       | 1       | 2     |          |
| Naïve          | 1   | 0.2 | 2      | 1       | 2       | 0.2   | 0.05     |
| S naïve        | 1   | 0.2 | 2      | 1       | 2       | 0.2   | 0.06     |
| Random Walk    | 1   | 0.3 | 3      | 1       | 2       | 0.4   | 0.09     |
| STLMA-AR       | 6   | 1   | 7      | 44      | 5       | 0.2   |          |
| NNET-AR        | 1233| 9   | 74     | 36      | 3       | 29    |          |
| Auto.ARIMA     | 625 | 1002| 1124   | 1503    | 322     | 36    | 41690    |
| Stack_LRS_Log_WeekSel | 23880| 5921| 10639 | 9660    | 13380   | 2876  | 5030     |

Table 6: Computational times (in seconds) of the baseline models and Stack_LRS_Log_WeekSel across all datasets. The computational times of Stack_LRS_Log_WeekSel include both sub-model forecast calculation time and forecast combination time.

of the study. The results of the lower bound containing the four base models, which is by definition the best-performing method in this comparison, are highlighted in boldface, and the results of the worst performing combinations are italicized. The combination containing only local models, TBATS,DHR-ARIMA_Theta is the worst performing combination for M4, NN5, Kaggle web traffic, Ausgrid and Dominick datasets, and the second worst combination for the Traffic dataset across all error metrics. The combinations with a mixture of local and global models show an overall better performance compared with TBATS,DHR-ARIMA_Theta. Thus, we can conclude that the RNN adds diversity to the forecasting pool of methods. Using a mixture of local and global models provides better forecasts as a result of incorporating the strengths of both global and local models while mitigating the weaknesses of each other.

### 5.5 Analysis of Combination Weights

Table 8 shows the base model weights chosen by our best stacking-based forecast combination approach, Stack_LRS_Log_WeekSel across all datasets. TBATS is the best performing base model for M4, and RNN is the best performing base model for the NN5, Kaggle web traffic and Dominick datasets. Stack_LRS_Log_WeekSel has also assigned the highest weights for the corresponding base models with those datasets and it shows this model has the capability of identifying the best base models that should be used for combining. Furthermore, the method also fully discards some of the base models, when computing the forecasts for Kaggle web traffic, Ausgrid, Traffic, Solar and Dominick datasets. Combining only the best base models while discarding the less important ones is a major benefit of using lasso regression for combining forecasts.
Table 7: Results of the optimal oracle combination study. The results of the lower bound method are highlighted in boldface. The results of the worst performing combinations are italicized.

| Model                      | M4  | NN5 | Kaggle | Ausgrid | Traffic | Solar | Dominick |
|----------------------------|-----|-----|--------|---------|---------|-------|----------|
| TBATS_DHR-ARIMA_Theta      | 5.99| 9.95| 25.84  | 19.63   | 10.07   | 18.41 | 14.49    |
| TBATS_Theta_RNN           | 5.69| 9.40| 24.61  | 19.59   | 11.39   | 18.89 | 13.25    |
| Theta_RNN_DHR-ARIMA       | 5.83| 9.37| 24.45  | 18.54   | 9.93    | 20.17 | 13.21    |
| TBATS_DHR-ARIMA_RNN       | 5.71| 9.37| 24.79  | 18.39   | 9.93    | 18.43 | 13.18    |
| TBATS_DHR-ARIMA_Theta_RNN | 5.47| 9.18| 24.06  | 17.84   | 9.83    | 18.41 | 13.02    |

Table 8: Base Model Weights Chosen by Stack_LR_S_Log_WeekSel
Table 9: Results of our best model, Stack\_LR\_S\_Log\_WeekSel and its variants across NN5 and Kaggle web traffic daily datasets. The best performing models of each dataset on each error metric are highlighted in boldface.

### 5.6 Applicability of the Proposed Method to Series with Other Frequencies

Though developed for weekly time series, our methodology is applicable more broadly to other types of series. For an illustration, we analyse the performance of Stack\_LR\_S\_Log\_WeekSel across datasets of other frequencies such as daily data. Table 9 shows the performance of that model and its variants that use the same base model pool and meta-learning algorithm across two daily datasets, namely the NN5 daily dataset and the Kaggle web traffic daily dataset, where both datasets are the original daily versions of the weekly datasets we considered before aggregation. The best-performing models are highlighted in boldface.

Our proposed model, Stack\_LR\_S\_Log\_WeekSel shows the best performance on the Kaggle web traffic daily dataset compared with the performance of sub-models and other variants across all error metrics. On the NN5 daily dataset, another variant of the model, StackFeat\_LR\_S\_WeekSel shows the best performance across all error metrics except median sMAPE. Hence, the general methodology is applicable and may serve as a good ensemble model more broadly and for data of other frequencies.
6 Conclusions and Future Research

Many businesses and industries nowadays deal with weekly data and need accurate forecasts on those. However, the forecasting literature is currently lacking easy-to-use, accurate, and automated approaches dedicated to the forecasting of weekly series. In this paper, we have conducted an analysis to identify a strong automated ensemble model suitable to forecast weekly time series, based on the most recent trends in forecasting. We have analysed two meta-learning architectures, FBML and stacking, with three meta-learning algorithms: linear regression, lasso regression, and XGBoost, as well as three different base model pools. Based on all considered model variants, the stacking approach which optimally combines the forecasts of four base models: RNN, Theta, TBATS and DHR-ARIMA using lasso regression provided overall the best forecasts across seven experimental datasets.

Our best performing model has also significantly outperformed a series of benchmarks such as simple averaging, FFORMA and the current state-of-the-art weekly forecasting models: TBATS and DHR-ARIMA. In particular, the suggested lasso regression model ranks first among the original contenders of the M4 weekly competition, based on mean sMAPE. Furthermore, it is applicable to any weekly dataset irrespective of the series length as it does not require time series features during model training where, to calculate features with proper seasonal handling, the series length should be at least two seasonal cycles. Hence, we conclude that our weekly forecasting model can be used as an easy-to-implement and automatic, strong ensemble model in the weekly time series forecasting space.

The success of this model encourages as future work to further analyse the approach with data of other frequencies, where our preliminary experiments have shown that this model can be a possible approach to obtain accurate forecasts for daily data. Furthermore, it is worth to explore the methodological changes that are required to scale this method to larger datasets. Some possible changes would be replacing TBATS and the RNN with other forecasting models such as LightGBM that scale better with larger datasets, and using XGBoost or LightGBM as the meta-learning algorithm instead of lasso regression.
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