Does Chlorine in CH₃Cl Behave as a Genuine Halogen Bond Donor?

Pradeep R. Varadwaj ¹,²* Arpita Varadwaj ¹,² and Helder M. Marques ³

¹ Department of Chemical System Engineering, School of Engineering, The University of Tokyo 7-3-1, Tokyo 113-8656, Japan
² The National Institute of Advanced Industrial Science and Technology (AIST), Tsukuba 305-8560, Japan
³ Molecular Sciences Institute, School of Chemistry, University of the Witwatersrand, Johannesburg 2050, South Africa

* Correspondence: prv.aist@gmail.com or pradeep@t.okayama-u.ac.jp

Received: 25 January 2020; Accepted: 15 February 2020; Published: 26 February 2020

Abstract: The CH₃Cl molecule has been used in several studies as an example purportedly to demonstrate that while Cl is weakly negative, a positive potential can be induced on its axial surface by the electric field of a reasonably strong Lewis base (such as O=CH₂). The induced positive potential then has the ability to attract the negative site of the Lewis base, thus explaining the importance of polarization leading to the formation of the H₃C–Cl···O=CH₂ complex. By examining the nature of the chlorine’s surface in CH₃Cl using the molecular electrostatic surface potential (MESP) approach, with MP2/aug-cc-pVTZ, we show that this view is not correct. The results of our calculations demonstrate that the local potential associated with the axial surface of the Cl atom is inherently positive. Therefore, it should be able to inherently act as a halogen bond donor. This is shown to be the case by examining several halogen-bonded complexes of CH₃Cl with a series of negative sites. In addition, it is also shown that the lateral portions of Cl in CH₃Cl features a belt of negative electrostatic potential that can participate in forming halogen-, chalcogen-, and hydrogen-bonded interactions. The results of the theoretical models used, viz. the quantum theory of atoms in molecules; the reduced density gradient noncovalent index; the natural bond orbital analysis; and the symmetry adapted perturbation theory show that Cl-centered intermolecular bonding interactions revealed in a series of 18 binary complexes do not involve a polarization-induced potential on the Cl atom.
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1. Introduction

Clark, Murray, Politzer, and their colleagues have analyzed the surface reactivity of several molecular systems using the molecular electrostatic surface potential (MESP) model [1–20]. They utilized density functional theory (DFT) with a variety of functionals (B3LYP, B3PW91, M06-2X) and a standard double/triple-ζ quality Gaussian basis set to compute the electrostatic potential [1-10]. They concluded that DFT, together with an 0.001 a.u. isodensity envelope on which to compute the potential, is adequate to reveal the nature of the electrostatic potential on the surface of any atom in a molecule [7,8]. In 1992, some of these authors considered several systems in their study of noncovalent interactions, including molecules such as CH₃F and CH₃Cl. It was contended in that study that “the potentials of CH₃F and CF₄ are indicative of fluorine interacting only with electrophiles, as is found experimentally” [1]. In this, and in a later study [2], the authors pondered why a σ-hole is not found when X = F in CF₄, as well as in other instances, such as in CH₃Cl.
hole is an electron density deficient region on the outer surface of X along the extension of the R–X bond, where R is remaining part of the molecule [2,7,15,21]. They concluded that the higher electronegativity of fluorine gives it a disproportionately large share of the σ-bonding electrons, which helps to neutralize the σ-hole. This also applies to chlorine in CH3Cl, which does not have a σ-hole and does not halogen bond [2].

A halogen bond is formed when there is a favorable attractive interaction between a positive site (viz. a positive σ-hole) on a halogen in one molecule and a negative site on another molecule [21–24]. Such a broad view is applicable to other interactions such as the hydrogen bond [25], chalcogen bond [26], pnictogen bond [27], or any other σ-hole interaction [6,15,21] since a positive site on the hydrogen, chalcogen, pnictogen, or halogen atom in the molecule attracts a negative site on the other to form such an interaction.

Contrary to their earlier assertions, Politzer and co-workers have more recently found that the F atom in CH3F molecule does indeed have a σ-hole, but it is negative [7]; similarly, Cl in CH3Cl was also found to have a negative σ-hole [18].

The contention that Cl atom in CH3Cl does not have a σ-hole on its own [2,3], has appeared quite frequently [5,7,10,20,28]. This is sometimes done when proposing that the CH3Cl molecule is a good model system to understand the effect of electrostatic polarization in noncovalent interactions. For example, to explain what causes the formation of a H3C–Cl···O=CH2 complex, it was argued that despite the potential on the outer axial surface of the Cl atom in H3C–Cl being weakly negative in the isolated molecule, this can be transformed and become positive through the electrostatic polarizing effect of the negative site interacting with it [5,7,10,28,29].

Such a provocative view led to the suggestion that the MESP model is superior to other computational methods such as the second-order natural bonding orbital analysis (NBO) [30], the quantum theory of atoms in molecules (QTAIM) [31–33], and the density functional theory symmetry adapted perturbation theory energy decomposition analysis (DFT-SAPT-EDA) [34,35]. While the reliability of these latter methods has been questioned [36–39], such claims have been rebutted by others [40–46]. Some of these conflicting views have been briefly highlighted in one of our recent reviews [21].

In contrast with the arguments given by Politzer and co-workers [1,2], some of us have shown that each fluorine in CF4 conceives a positive σ-hole along each of the four C–F bond extensions [47]. CF4 can not only form a 1:1 cluster with Lewis bases such as H2O, NH3, H2C=O, HF, and HCN but also 1:2, 1:3, and 1:4 clusters with the last three (randomly chosen) Lewis bases. There are many known fluorinated compounds in which F conceives a positive or a negative σ-hole that has the ability to engage in a σ-hole centered noncovalent interaction [48–55]. This also applies not only to Cl in H3C–Cl [56,57], but also to O in a variety of molecules as reported recently [58,59], despite claims on several occasions that O does not conceive a σ-hole and does not participate in chalcogen bonding [60–64].

In this study we use the ab initio Møller–Plesset second-order perturbation theory (MP2) method in combination with the Dunning’s correlated consistent aug-cc-pVTZ basis set and the MESP model to investigate the detailed nature of various local potential maxima and minima on the electrostatic surface of a CH3Cl molecule. The critical point (cp) topology of the Laplacian of the charge density is calculated within the QTAIM framework to see whether this model is capable of providing insights into the reactivity of the molecule, and whether these are comparable with the predictions of the MESP model. We consider 10 Lewis bases to examine whether these are capable of sustaining an attractive intermolecular interaction with the axial and/or lateral sites of the Cl atom in CH3Cl. We consider whether the various intermolecular interactions revealed (viz. halogen bonds, chalcogen bonds, hydrogen bonds, and pnictogen bonds) can be unambiguously regarded as σ-hole interactions, as has been claimed [28]. We also explore whether the various arguments advanced [2,3] to support the idea that the positive potential on the Cl atom in CH3Cl can be induced by the electric field of the Lewis base during the course of an intermolecular interaction is tenable.

We utilize the NBO, QTAIM, DFT-SAPT-EDA, and RDG (reduced density gradient) noncovalent index [65] theoretical tools to explore and discuss the reliability of and the agreement between the
results of these approaches in elucidating intermolecular interactions in the 18 complexes of H3C-Cl molecules studied. Based on our results, we argue that combining an inappropriate theoretical method with an arbitrarily chosen isodensity envelope can be misleading insofar as the sign of the potential on the axial portion of the Cl atom is concerned, and when such a result is used for the interpretation of the origin of an intermolecular interaction, misleading conclusions can be reached.

2. Computational Details

Using the Gaussian 09 code [66], 10 monomers and 18 binary complexes were fully energy-minimized with MP2 [67] and the aug-cc-pVTZ basis set. A Hessian second derivative calculation was performed for each of them to identify the nature of the structure; positive eigenvalues were found.

To evaluate the effect of the isodensity envelope on the nature of the electrostatic potential, four different isodensity values, viz. 0.0005, 0.0010, 0.0015, and 0.0020 a.u., were chosen on which to compute the electrostatic potential. The local maxima and minima of potential \( V_{\text{max}} \) and \( V_{\text{min}} \) respectively on the electrostatic surface of the CH3Cl monomer were identified and characterized. The MP2 energy-minimized geometry of the monomer was used. The positive \( V_{\text{max}} > 0 \) and negative signs \( V_{\text{max}} < 0 \) or \( V_{\text{min}} < 0 \) of the potential on an atom X in a molecule generally represent the electrophilic and nucleophilic regions on any molecule, respectively [47,49–52,58–60]. Regions described by \( V_{\text{max}} > 0 \) (or \( V_{\text{max}} < 0 \)) on the outer axial portion of the atom X represent a positive (or a negative) \( \sigma \)-hole (as on X in X2 and CX4, where X = F, Cl, Br, I [21,39,68,69] or on F in H–F and H3C–F [51]) and those described by \( V_{\text{max}} = 0 \) on the outer axial portion of the atom X represent to a neutral \( \sigma \)-hole [2,70].

A selected number of charge density-based descriptors of bonding interaction were evaluated using QTAIM [31-33], including the charge density \( \rho \), the Laplacian of the charge density \( \nabla^2 \rho \), and the total energy density \( H \) at the bond critical points (bcps). The model assumes that an open system is bounded by a surface \( S(r) \) of local zero-flux in the gradient vector field of the charge density \( \rho(r) \) (Equation (1), where \( \mathbf{n}(r) \) is a unit vector normal to the surface at \( r \)).

\[
\nabla \rho(r) \cdot \mathbf{n}(r) = 0 \quad \forall r \in S(r)
\]

(1)

The analysis of the delocalization indices (DIs) between atom pairs was also performed within the interacting quantum atoms (IQA) model of QTAIM [71,72]. DI is a measure of bond order since it represents the extent of the delocalization of electron pairs between two atomic basins in any closed-shell system [73]. Since noncovalent interactions are a result of very minimal charge density localization between the lump and hole, the DI values are typically small (< 0.05 for weakly bound interactions) [73,74].

The RDG [65] based isosurface plots were evaluated using the MP2 equilibrium geometries of the 18 complexes. This method uses the sign of the second eigenvalue \( \lambda_2 \) of the Hessian second derivative charge density matrix to recognize the nature of the chemical interaction. At the same time, it uses the value of charge density \( \rho \) to measure the strength of the interaction. As such, the signature \( \text{sign}(\lambda_2) \times \rho < 0 \) represents a closed-shell interaction (attraction). Similarly, \( \text{sign}(\lambda_2) \times \rho > 0 \) represents a van der Waals (attraction) and \( \text{sign}(\lambda_2) \times \rho > 0 \) a steric interaction (repulsion). The AIMAll [75], Multiwfn [76], and VMD [77] suite of programs, together with some in-house codes, were used for the analysis of the topological properties of the charge density, the RDG isosurfaces, and the electrostatic surface potentials.

The binding energy \( \Delta E \) for each complex A--B was calculated using the supermolecular procedure proposed by Pople [78], described by Equation (2). The terms \( E_r(A) \) and \( E_r(B) \) in Equation (2) are, respectively, the electronic total energies of the two isolated monomers A and B in the complex A--B that has an electronic total energy of \( E_r(A--B) \). The \( \Delta E \) was corrected for the basis set superposition error energy, \( E(BSSE) \), using the counterpoise procedure proposed by Boys and Bernardi [79]. Equation (3) was used for the calculation of the BSSE corrected energy, \( \Delta E(BSSE) \).

\[
\Delta E(A--B) = E_r(A--B) - E_r(A) - E_r(B)
\]

(2)
\[ \Delta E(\text{BSSE}) = \Delta E(A\cdots B) + E(\text{BSSE}), \] (3)

The zeroth-order DFT SAPT-EDA analysis \[34,35\] was performed using the Psi4 code \[80\] and the MP2 geometries of the monomers in the complexes. The aug-pVDZ-JKFIT \[81\] DF basis was used for SCF calculations, whereas the aug-cc-pVDZ-RI DF basis was used for the evaluation of the SAPT0 electrostatics, induction and dispersion components. The frozen core as well as asynchronous I/O was invoked while forming the DF integrals and CPHF coefficients. Equation (4) represents the SAPT0 interaction energy, \( E(\text{SAPT0}) \), which is the sum of the component energies arising from electrostatics \( (E_{\text{elec}}) \), repulsion \( (E_{\text{exch}}) \), induction \( (E_{\text{ind}}) \), and dispersion \( (E_{\text{disp}}) \).

\[ E(\text{SAPT0}) = E_{\text{elec}} + E_{\text{exch}} + E_{\text{ind}} + E_{\text{disp}}, \] (4)

3. Results and Discussion

3.1. The Reactive Surface Profile of the CH3Cl Monomer

Figure 1a shows the 2D contour plot of the Laplacian of the charge density \( (\nabla^2 \rho) \) for the CH3Cl molecule, obtained using a Cl-C-H plane. The positive contours (green solid lines) indicate areas of charge depletion, and the negative contours (red dashed lines) indicate areas of charge concentration. As such, the charge depletion is significant near C along the outer extension of the Cl–C covalent bond, thus showing a prominent “hole”. In QTAIM representation, one might call this “hole” a region of valence shell charge depletion (VSCD). The same feature is less noticeable on Cl along the outer extension of the C–Cl bond. One might conclude that there is no “hole” on the Cl atom. We therefore carried out the critical point (cp) analysis of \( \nabla^2 \rho \) to provide some insight into the exact nature of charge density concentration and depletion around the Cl atom, since the minimum and maximum of \( \nabla^2 \rho \) represent the open- and closed-shell structure, respectively, of any specific region \[59,82\].

Although many cps of \( \nabla^2 \rho \) were identified, only a selected number are illustrated in Figure 1b. The tiny blue spheres represent the \((3, -3)\) cps and are equivalent to the \((3, +3)\) critical points of \(-\nabla^2 \rho\). The tiny pink spheres represent the \((3, +3)\) critical point of \(\nabla^2 \rho\) and are equivalent to the \((3, -3)\) critical point of \(-\nabla^2 \rho\). The \((3, -3)\) critical point of \(\nabla^2 \rho\) is a local maximum of \(\nabla^2 \rho\); it is a point of locally maximal “charge depletion” when \(\nabla^2 \rho > 0\), and is a point of locally minimal “charge concentration” when \(\nabla^2 \rho < 0\). Similarly, the \((3, +3)\) cp is a local minimum of \(\nabla^2 \rho\) and is a point of locally maximal “charge concentration” when \(\nabla^2 \rho < 0\), and of locally minimal “charge depletion” when \(\nabla^2 \rho > 0\). The \(\nabla^2 \rho\) at the \((3, -3)\) cps on the extension of the C–Cl and Cl–C bond are both positive \((\nabla^2 \rho = +0.1423 \text{ a.u. on Cl and } +0.2221 \text{ a.u. on C})\); therefore the outer axial regions on the Cl and C atoms in the H3C–Cl molecule are well characterized as regions of VSCD. These are therefore “holes”, which may interact with the lumps localized on Lewis base molecules to form complexes. A similar conclusion might be arrived at when \((3, -3)\) cps of \(\nabla^2 \rho\) are analyzed along the C–H bond extensions since \((3, -3)\) critical point of \(\nabla^2 \rho\) are all positive \((\nabla^2 \rho = +0.1114 \text{ a.u. on H along the C–H bond extension})\).

By contrast, the lateral portions of the Cl atom in the H3C–Cl molecule are characterized by three \((3, +3)\) cps of \(\nabla^2 \rho\). These are all negative \((\nabla^2 \rho = -0.8297 \text{ a.u. each})\). They are associated with the lone-pairs on Cl; these “lumps” may have the ability to attract “holes” on an interacting molecule.
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Figure 1. (a) The Laplacian of the charge density plot of CH₃Cl. (b) Selected critical points of the Laplacian of the charge density (values in a.u.). (c) The 0.001 a.u. isodensity envelope mapped potential on the surface of the CH₃Cl molecule. Values of potential extrema ($V_{S,max}$ and $V_{S,min}$ in kcal mol⁻¹) obtained via mapping with various isodensity envelopes are also shown.

The insight gained from an evaluation of the cps of $\nabla^2 \rho$ is virtually no different from what might be inferred from the results of the MESP model. Figure 1c depicts the 0.001 a.u. (electrons bohr⁻³) isodensity envelope mapped potential on the electrostatic surface of the H₃C–Cl molecule. It shows the axial outer portion of the Cl atom has a positive potential $V_{S,max}$ of +0.59 kcal mol⁻¹. This potential is associated with what might be called a positive, albeit weak, “σ-hole”. The σ-hole region is surrounded by a belt of negative potential. The local minima associated with the lateral portions of the atom are characterized by a $V_{S,min}$ of −14.53 kcal mol⁻¹.

Passing from the 0.0010 a.u. through the 0.0015 a.u. to the 0.0020 a.u. isodensity surface did not change the nature (sign) of the potential on the outer surface of the Cl atom in H₃C–Cl noted above, although the negative sites on Cl became more negative and the positive site becomes more positive. This is expected given that on moving closer to the nucleus of the atom one generally comes up with a relatively tiny electron density deficient surface.

The 0.0005 a.u. isodensity envelope mapped potentials are also included in Figure 1c. Passing from the 0.0005 a.u. to the 0.0010 a.u. isodensity surface has indeed had a notable effect on both the sign and magnitude of potential on Cl along the C–Cl bond extension. For instance, the $V_{S,max}$ was
computed to be −2.13 kcal mol⁻¹ on the 0.0005 a.u. isodensity envelope, which is completely different from that of +0.59 kcal mol⁻¹ computed on the 0.001 a.u. isodensity envelope. This result unequivocally shows that the choice of the isodensity surface is arbitrary, which can lead to change in the sign of the potential. There is a somewhat less negative potential (\( V_{S,min} = −12.90 \) kcal mol⁻¹) on the lateral portions of the same atom.

The negative potential on the axial portion of the Cl atom may be misleading given the 0.0005 a.u. isodensity envelope does not totally encompass the van der Waals surface of the molecule. This is consistent with the views of Bader et al. [83] and others [44,84], who have advocated the use of two contour values (0.0010 and 0.0020 a.u.) that should be large enough to encompass > 96% of a molecule’s electronic charge density.

Based on the concern of a reviewer, and to confirm the reliability of [MP2/aug-cc-pVTZ] results above, we examined the nature of the local most potentials on the Cl atom using the aug-cc-pV(T + d)Z basis set. We used 10 different computational models, including the CCSD and nine popular density functionals. The results summarized in Table 1 demonstrate that the axial and lateral portions of the Cl atom on the C–Cl bond extensions are always positive and negative, respectively. Except for the PBE1 (PBE1PBE) functional, all other DFT and DFT-D3 functionals slightly underestimated the magnitude of \( V_{S,max} \) on Cl compared to that obtained with CCSD. In addition, both the H and C atoms along the C–H and Cl–C bond extensions are positive, indicating that these can be sites for hydrogen bond and chalcogen bond formation when placed in close proximity to negative sites on another molecule.

### Table 1.
The 0.001 a.u. isodensity envelope mapped electrostatic potential on the outer surface of various bonded atoms in \( \text{CH}_3\text{Cl} \), computed using various computational approaches in conjunction with the aug-cc-pV(T + d)Z basis set.

| Method/Basis set | \( V_{S,max} \) | \( V_{S,min} \) | \( V_{S,max} \) | \( V_{S,max} \) |
|------------------|----------------|----------------|----------------|----------------|
| C–Cl             | C–Cl           | C–Cl           | C–H            |
| [CCSD/aug-cc-pV(T + d)Z] | 0.86 | −14.78 | 17.52 | 20.17 |
| [MP2/aug-cc-pV(T + d)Z]  | 0.71 | −14.58 | 17.44 | 20.19 |
| [PBE0/aug-cc-pV(T + d)Z] | 0.72 | −14.74 | 17.03 | 20.37 |
| [PBE1/aug-cc-pV(T + d)Z] | 1.00 | −14.16 | 16.74 | 19.70 |
| [M062X/aug-cc-pV(T + d)Z] | 0.50 | −14.83 | 17.25 | 20.57 |
| [wb97XD/aug-cc-pV(T + d)Z] | 0.52 | −15.12 | 17.62 | 20.88 |
| [B97D3/aug-cc-pV(T + d)Z] | 0.61 | −14.56 | 17.68 | 19.74 |
| [B3PW91/aug-cc-pV(T + d)Z] | 0.69 | −14.83 | 17.18 | 20.26 |
| [B3LYP/aug-cc-pV(T + d)Z] | 0.47 | −14.71 | 17.83 | 19.94 |
| [B3LYP-D3/aug-cc-pV(T + d)Z] | 0.49 | −14.71 | 17.91 | 19.96 |

### 3.2. Geometries of Intermolecular Complexes of H:C–Cl with 10 Lewis Bases

Figure 2 shows the optimized geometries of 18 binary complexes formed between H:C–Cl and nine Lewis bases. In many of these complexes, both the axial and lateral portions of the Cl atom in H:C–Cl are involved in the attractive engagement with negative and positive sites, respectively, on the bases. The behavior of the Cl atom in H:C–Cl towards the acids and bases in the interacting monomers is clearly similar in all cases. This is consistent with the reactivity profile predicted by cps of \( \nabla^2 \rho \) (viz. a “lump” attracts a “hole” and vice-versa), and that predicted using the MESP model. Since the potential on the Cl atom is essentially positive, there is certainly no transformation (induction) from a negative potential to a positive potential when the axial portion of the Cl atom is in close proximity to the negative site of the Lewis base. This result clearly negates the suggestion that a positive potential is induced on the Cl atom by the electric field of the interacting partner to promote a mutual Coulomb-type attractive engagement between them [2,3]. It should be pointed out that the previous studies used a lower-level of theory and a double-\( \zeta \) Gaussian basis set to compute the electrostatic potential on the surface of the H:C–Cl molecule [2,3]. This combination predicted an incorrect (negative) potential associated with the \( \sigma \)-hole of the Cl atom in H:C–Cl and led the authors
to offer a different interpretation of the nature of the surface reactivity of the molecule, thus exaggerating the importance of the idea of “electrostatic polarization” in complex formation.

Figure 2. MP2/aug-cc-pVTZ energy-minimized geometries of the 18 binary complexes of CH₃Cl examined in this study. The intermolecular distance in Å (upper entry) and the angle of approach in degree (lower entry) between the monomers in each complex are given.

From the intermolecular geometries shown in Figure 2 between the monomers of the complexes, it is apparent that the Cl atom in CH₃Cl forms directional interactions with Br₂ (a); CIBr (c); FBr (d); Cl₂ (e); CO (g–i); F₂ (j); N₂ (l–m); and SO (n). The directionality of each contact is realized based on the angles of approach of the electrophile on the Cl atom, viz., 170.2, 170.6, 163.3, 171.4, 168.5, 179.9, 151.4, 178.3, 167.6, 180.0, and 179.9° for these complexes, respectively. These angles vary between 150 and 180°, and are typical of Type II contacts [21].

The intermolecular contact distances in all the complexes of Figure 2 are less than the sum of the van der Waals radii of the respective bonded atomic basins, \( r_{vdw}(H) = 1.20 \text{ Å} \); \( r_{vdw}(F) = 1.46 \text{ Å} \); \( r_{vdw}(Cl) = 1. 80 \text{ Å} \); \( r_{vdw}(Br) = 2.10 \text{ Å} \).
(N) = 1.66 Å; \( r_{vdW} (O) = 1.50 \) Å; \( r_{vdW} (S) = 1.89 \) Å; \( r_{vdW} (Cl) = 1.82 \) Å; and \( r_{vdW} (Br) = 1.86 \) Å [85]. This is consistent with the geometry-based criterion recommended for hydrogen bonding [25], halogen bonding [24], and chalcogen bonding [26]. For instance, the IUPAC recommendation advises that in “a chalcogen-bonded complex R–Ch···A, the interatomic distance between the chalcogen donor atom Ch and the nucleophilic site in the acceptor A tends to be less than the sum of the van der Waals radii and more than the sum of covalent radii” [26].

For the complexes H3C–Cl···Br2, H3C–Cl···Cl–Cl and H3C–Cl···F–F shown in Figure 2b,f,k, respectively, the lateral portion of the Cl atom in H3C–Cl acts as a lump for making an attractive engagement with the “hole” on the partner molecules. The attraction is arguably due to the outer axial surfaces of the halogen atoms in the Br–Br, Cl–Cl, and F–F molecules, characterized by positive electrostatic potentials [86], interacting with the lateral negative site on the Cl atom in H3C–Cl in the aforementioned complexes, resulting in the formation of the Cl···Br–Br, Cl···Cl–Cl, and Cl···F–F halogen bond interactions, respectively. The intermolecular distances associated with these interactions are 3.084, 3.100, and 2.972 Å, respectively, while the intermolecular angles are 172.7, 17.5, and 168.9°, respectively. The angular feature indicates not only the presence of Type II contacts, but also clarifies why the intermolecular distances are smaller than the sum of the van der Waals radii of the interacting atomic basins. For example, the intermolecular distances 3.084 (Cl···Br), 3.100 (Cl···Cl) and 2.972 Å (F···Cl) in Figure 2b, e, and k are less than the sum of the van der Waals radii of 3.68, 3.64, and 3.28 Å, respectively. Clearly, the feasibility of positive potentials on the Br, Cl, and F atoms in Br2, Cl2, and F2 causing the formation of these three complexes is certainly not developed by induction caused by the electric field of the lumps of the Cl atom in H3C–Cl. The potentials on the bimolecular halogen atoms are inherently positive (as observed on Cl in H3C–Cl), thus helping with the development of the intermolecular interaction with the lumps of the Cl atom in H3C–Cl.

The intermolecular bonding features shown in the complexes (a), (c–e), (g–j), and (l–n) can also be regarded as halogen bonding. However, the only difference between these and the above set of three complexes (b, e, k) is that the Cl atom in H3C–Cl acts as an electrophile in the former complexes but as a nucleophile in the latter. The results provide evidence of the amphoteric nature of the charge density profile on the surface of the Cl atom in H3C–Cl, in excellent agreement with the nature of the surface reactivity predicted by the \( \nabla^2 \rho \).

The complexes H3C–SO and H3C–SO shown in (o) and (p) are not the consequence of halogen bonding. They both feature a Cl···S intermolecular contact. For this, the lump on the lateral portion of the Cl atom in H3C–Cl interacts with the S atom in SO. The intermolecular distances associated with the Cl···S contacts are very short, with \( r(\text{Cl}···\text{S}) = 2.881 \) Å and 2.776 Å for complexes in (o) and (p), respectively. These are significantly smaller than the sum of the van der Waals radii of the Cl and S atoms, 3.71 Å (\( r_{vdW} (S) = 1.89 \) Å; \( r_{vdW} (Cl) = 1.82 \) Å). Moreover, an examination of the intermolecular angular geometry suggests that Type I bonding topologies promote the formation of these contacts. Type I contacts are generally characterized by a contact angle that varies between 90 and 150°, and the participating atoms that form the contact are generally either both positive or both negative [21]. Previous studies have demonstrated that Type I contacts are dispersion driven [21,23,87]. This view has been advanced because the \( \sigma \)-hole model fails to provide true insight into the origin of this interaction; in this case, the Coulombic model description of noncovalent interactions [10,17,18,28] does not work very well.

The chalcogen bonded contacts identified in the H3C–SO complexes provide unequivocal evidence that the newly identified Type I contact can be formed not only between sites of opposite polarity, but also feature the fact that the Coulomb description (viz. positive site attracts a negative one!) can be utilized for its effective realization.

For the H3C–HCl and H3C–HBr complexes shown in (q) and (r), respectively, the “hole” on the hydrogen atom in HX (X = Cl, Br), which is described by the \( (3, –3) \) cp of \( \nabla^2 \rho \) (Figure 1b), interacts with the lump of the Cl in H3C–Cl. The intermolecular distance associated with the reacting X···H (X = Cl, Br) contact (Cl···H = 2.334 Å and Br···H = 2.351 Å) is shorter than the sum of van der Waals radii of the X and H atoms (\( r_{vdW} (Cl + H) = 3.02 \) Å and \( r_{vdW} (Br + H) = 3.06 \) Å). The approach angle of the electrophile identifies the interaction to be of Type II (\( \angle Cl···H–Cl = 159.2° \) and \( \angle Cl···H–Br = 168.9° \)).
Br = 157.9° in the respective complexes). These signify the presence of hydrogen bonding in the complexes of H\textsubscript{3}CCl···HCl and H\textsubscript{3}CCl···HBr.

### 3.3. QTAIM Description of Intermolecular Bonding Interactions in the Complexes of H\textsubscript{3}C–Cl

The QTAIM molecular graphs of the 18 binary complexes of CH\textsubscript{3}Cl studied are shown in Figure 3. They confirm the presence of primary interactions between the monomers in the complexes, as discussed above; there are well-defined bond paths and (3, –1) bond critical points between the bonded atomic basins in each complex. This is in good agreement with the recommendation of IUPAC [24–26]. The molecular graphs also indicate the possibility of secondary interactions in two cases: SO···H in (p) and Br···H in (r).

The \( \rho_b \) values (\( \rho_b < 0.0198 \) a.u.) at the X···Cl (X = Cl, Br, F), Cl···X (X = Cl, Br, F), O···S, O···H, and Br···H bcps, are small for all the complexes (see Figure 3 for exact values). At all bcps \( \nabla^2 \rho_b > 0 \). These signatures indicate the closed-shell nature of the intermolecular interactions [42,43,47–52,57–59,88–91].

The total energy density, \( H_b \), is another topological descriptor of bonding interactions; it is the sum of the "gradient" kinetic energy density and potential energy density (i.e., \( H_b = G_b + V_b \)) [88–91]. \( H_b > 0 \) indicates that \( G_b > V_b \) while \( H_b < 0 \) implies \( V_b > G_b \). These are considered to be signatures of stabilizing and destabilizing interactions, respectively [88–91]. The \( H_b \) values were found to be negative at the S···Cl and H···Br bcps of the complexes shown in (o), (p), and (r), respectively. This means that these interactions include partial shared (covalent) character. On the other hand, the \( H_b \) values were positive at the X···Cl (X = Cl, Br, F), Cl···X (X = Cl, Br, F), O···H, and H···Cl bcps of the remaining complexes of Figure 2, which is indicative of closed-shell ionic interactions.

It was recently argued [28] that many classical and non-classical interactions, variously referred to as proper and improper, blue-shifted and red-shifted, dihydrogen and anti-hydrogen, resonance-assisted and polarization-assisted, and so on, are straightforward \( \sigma \)-hole interactions. What then can be said about the Cl···S interactions identified in the H\textsubscript{3}CCl···SO complexes (Figure 3o, 3p)? It would be misleading to refer to them as \( \sigma \)-hole interactions. The results of the MESP model suggests that the lateral portion of the S atom in SO is described by four extrema of potential. Two of them are positive, each with the \( V_{S,max} \) of +34.2 kcal mol\textsuperscript{−1}. The other two are negative, each with a \( V_{S,min} \) of −8.9 kcal mol\textsuperscript{−1}. There is no extremum of positive potential identified on the S atom along the outer extension of the O–S bond. The site on S that is interacting with the negative lateral site on Cl in H\textsubscript{3}CCl is positive, thus forming the OS···ClICH\textsubscript{3} complexes. Since \( V_{S,max} \) on S is a result of the depopulation of a \( \pi \)-type orbital, its engagement with the Cl atom in H\textsubscript{3}CCl does not lead to the formation of a \( \sigma \)-hole interaction. As indicated above, the interaction cannot be regarded as a Type II interaction (\( \angle \)Cl···S–O is 113.1° in (o) and in 97.8° in (p)).
Figure 3. MP2/aug-cc-pVTZ calculated quantum theory of atoms in molecules (QTAIM) molecular graphs of the 18 binary complexes of CH₃Cl studied. The bond paths (solid and dotted lines) and the bond critical points (bcps) (tiny red spheres) are shown between the atomic basins. The charge density (ρ/a.u.), the Laplacian of the charge density (∇²ρ/a.u.), and the total energy density (H/a.u.) at the bcps of the intermolecular interactions are shown in black, red, and green fonts, respectively.

To provide further insight into the orbital origin of the Cl···S interaction, we carried out an analysis of the second-order perturbative estimates of “donor-acceptor” (bond-antibond) interaction energies using the NBO approach [30]. Our results suggest that the Cl···S interaction in (o) is described by the combined effects of \( n(3)\text{Cl} \rightarrow \sigma^*(S–O) \) and \( n(3)\text{Cl} \rightarrow \pi^*(S–O) \) charge transfer delocalizations, where \( n \) refers to the lone-pair bonding orbital, and \( \sigma^* \) and \( \pi^* \) are the anti-bonding \( \sigma \)- and \( \pi \)-type orbitals, respectively. These charge transfer delocalizations are accompanied by second order perturbative lowering energy \( E^{(2)} \) of 2.4 and 8.7 kcal mol\(^{-1}\), respectively. Similarly, the \( E^{(2)} \) for the
charge transfer delocalizations responsible for the formation of the Cl···S interaction in (p) were found to be 0.4 and 23.9 kcal mol\(^{-1}\), respectively. These results demonstrate that the origin of the Cl···S interactions in (o) and (p) cannot be understood by the oversimplified Coulombic arguments of the MESP model.

3.4. RDG Isosurface Topologies of the Complexes of \(\text{H}_3\text{C}--\text{Cl}\)

The results of the RDG isosurface analysis, summarized in Figure 4, show that the intermolecular bonding region in each complex is characterized by one (or two) RDG isosurface domain(s). These domains are colored either in bluish-green, green, light brown, or dark red. The coloring scheme is based on the combined effect of the extent of the electron density delocalization between the atomic basins and the sign of the second eigenvalue \(\lambda_2\) of the Hessian second derivative charge density matrix. The signature sign \((\lambda_2) \times \rho < 0\) represents an attractive interaction; sign \((\lambda_2) \times \rho \approx 0\) represents a van der Waals interaction; and sign \((\lambda_2) \times \rho > 0\) represents a repulsive interactions. The spread of the isosurface (volume) is tuned by the extent of the charge density delocalization around the critical bonding region.

RDG predicts the presence of both primary and secondary contacts between the monomers in 14 complexes, except for (g)–(j) and (l)–(n). From the values of the angles of interaction shown in Figure 2, it is clear that the secondary interactions identified in most of the complexes follow the Type I topology of bonding and hence are dispersion driven.
Figure 4. The MP2/aug-cc-pVTZ computed reduced density gradient (RDG) isosurface topologies for the 18 binary complexes of CH₃Cl studied. The delocalization indices (DIs) corresponding to selected atom–atom pairs are shown for each complex. The blue, green, and brownish isosurfaces represent strong, medium-strength, and weakly bound attractive interactions, respectively, whereas that in red represents repulsive interactions.

The primary interactions in 14 of the 18 complexes are characterized by green isosurfaces. The interactions in the other four complexes are characterized by bluish RDG domains, including (o)–(r). The isosurface representing these interactions between the S and Cl atoms in OS···ClCH₃ (in (o) and (p)), and that between the H and Cl atoms in ClH···ClCH₃, (q), as well as that between the H and Br atoms in BrH···ClCH₃, (r), is bluish-green. It indicates that the strength of the intermolecular interaction in these four complexes is stronger than those in the remaining 14 complexes. This is consistent with the ρ_b, V_ρ_b, H_b, and DI values predicted for these interactions (see Figures 3 and 4 for values), suggesting that the stability of the intermolecular interaction in these four complexes is in
the order S···Cl (p) >> S···Cl (o) > H···Cl (r) > H···Cl (q). Similarly, the preferential stability of the hydrogen bonds in the complexes (p), (q), and (r) is in the order H···O (p) > H···Br (r) > H···Cl (q). The positive $V_{\text{S,max}}$ on the donor atoms of the monomers responsible for these interactions predicted by the MESP model fail to provide such an insight, suggesting that the extrema of potential may not be reliable as a measure of bond stability.

QTAIM based bond path features shown in Figure 3 are in reasonable agreement with the RDG isosurface topologies for most of the complexes. The only discrepancy between them is in the complexes of ClCH$_3$ with Br$_2$ (k), ClBr (c), Cl$_2$ ((e) and (f)), F$_2$ (k), and ClH (q). This is apparently because the RDG method predicts the possibility of secondary interactions between interacting monomers in these complexes, but QTAIM does not recognize these as interactions since the bond path topologies between the bonded atomic basins are missing. The mismatch is not very surprising given that QTAIM sometimes underestimates weakly bound interactions in molecular complexes [58,59]. Even so, the QTAIM based delocalization results summarized in Figure 4 are in good agreement with the RDG’s isosurface topologies of secondary interactions since the former recognizes all the interactions inferred by the latter.

3.5. Energy Stability

Table 2 summarizes the MP2 calculated binding energies for the 18 complexes of ClCH$_3$ examined in this study. As indicated above, the Cl-bonded complexes of ClCH$_3$ with X$_2$ (X = F, Cl, Br) are weaker than the X bonded complexes of ClCH$_3$. For example, the $\Delta E$ of the complex in (b) is –3.07 kcal mol$^{-1}$ larger than that of complex (a) and of the complex (f) is –1.96 kcal mol$^{-1}$ larger than that of (e). Similarly, the $\Delta E$ of complex (k) is –0.97 kcal mol$^{-1}$ larger than that of (j). These results suggest that the weaker $\sigma$-hole on the Cl atom in ClCH$_3$ forms weaker complexes compared to those formed by the relatively stronger $\sigma$-holes on X in X$_2$. While this conclusion is rather qualitative, it has to be appreciated that the energy due to the secondary interactions does play a role to determine the overall strength of each of these complexes.
Table 2. Comparison of the MP2/aug-cc-pVTZ computed binding energies with the density functional theory symmetry adapted perturbation theory (DFT-SAPT) interaction energies for the 18 binary complexes of CH3Cl.

| Figure 2 | Complex              | ΔE  | ΔE(BSSE) | Edes | Eexch | Eintr | Edisp | E(SAPT0) |
|----------|----------------------|-----|----------|------|-------|-------|-------|----------|
| (a)      | H3CCl···Br2          | -1.83 | -1.07 | -0.87 | 2.77  | -0.30 | -2.37 | -0.78    |
| (b)      | H3CCl···Br2          | -4.90 | -3.43 | -6.49 | 10.88 | -2.86 | -4.66 | -3.13    |
| (c)      | H3CCl···BrCl         | -1.58 | -1.02 | -0.73 | 2.33  | -1.10 | -2.10 | -0.76    |
| (d)      | H3CCl···BrF          | -1.21 | -0.71 | -0.70 | 1.96  | -0.24 | -1.56 | -0.53    |
| (e)      | Cl2···CICH3          | -1.27 | -0.96 | -0.59 | 1.97  | -0.20 | -1.94 | -0.76    |
| (f)      | H3CCl···Cl2          | -3.23 | -2.68 | -4.13 | 6.91  | -1.74 | -3.50 | -2.46    |
| (g)      | OC···CICH3           | -0.73 | -0.61 | -0.47 | 0.97  | -0.08 | -0.99 | -0.57    |
| (h)      | OC···CICH3           | 0.07  | -0.5  | -0.10 | 0.82  | -0.09 | -0.94 | -0.30    |
| (i)      | OC···CICH3           | -0.72 | -0.56 | -0.62 | 1.08  | -0.15 | -1.00 | -0.70    |
| (j)      | F2···CICH3           | -0.55 | -0.37 | -0.21 | 0.68  | -0.04 | -0.77 | -0.34    |
| (k)      | H3CCl···F2           | -1.52 | -1.15 | -1.47 | 2.82  | -0.58 | -1.66 | -0.89    |
| (l)      | N2···CICH3           | -0.68 | -0.45 | -0.29 | 0.90  | -0.09 | -0.97 | -0.45    |
| (m)      | N2···CICH3           | -0.80 | -0.6  | -0.37 | 1.07  | -0.09 | -1.09 | -0.49    |
| (n)      | SO···CICH3           | -4.52 | -3.74 | ---   | ---   | ---   | ---   | ---      |
| (o)      | OS···CICH3           | -0.74 | -0.48 | 0.08  | 1.36  | -0.24 | -1.45 | -0.25    |
| (p)      | OS···CICH3           | -6.79 | -5.71 | ---   | ---   | ---   | ---   | ---      |
| (q)      | H3CCl···HCl          | -4.30 | -3.65 | -5.29 | 7.72  | -2.70 | -3.27 | -3.55    |
| (r)      | H3CBr···HBr          | -4.59 | -3.34 | -5.37 | 8.86  | -2.83 | -3.80 | -3.13    |

* Values in kcal mol⁻¹.

b DFT-SAPT calculations could not be performed for these two complexes because of the convergence issues associated with the Psi4 code.
The OS···ClCH\textsubscript{3} complex (p), on the other hand, is found to be most stable in the series, with the \( \Delta E \) of –6.79 kcal mol\(^{-1}\). The complexes H\textsubscript{3}CCl···Br\textsubscript{2} (b), H\textsubscript{3}CCl···Cl\textsubscript{2} (f), SO···ClCH\textsubscript{3} (n), H\textsubscript{3}CCl···HCl (q), and H\textsubscript{3}CCl···HBr (r) are of intermediate strength, with the \( \Delta E \) of –3.23, –4.52, –4.30, and –4.59 kcal mol\(^{-1}\), respectively.

The BSSE has a significant effect on the binding energies of all the complexes. It is as large as 1.47, 1.08, and 1.25 kcal mol\(^{-1}\) for complexes (b), (p), and (r), respectively. Nevertheless, the BSSE corrected MP2 binding energies, \( \Delta E \) (BSSE), are found to be comparable with the corresponding DFT-SAPT interaction energies (\( E \) (SAPT0)) for the 18 complexes. The marginal discrepancy between them can be attributed to the level of correlation effect accounted for by the DFT-SAPT formalism, together with the basis set utilized. The largest difference of 0.3 kcal mol\(^{-1}\) between \( E \) (SAPT0) and \( \Delta E \) (BSSE) is found for the complexes of Br\textsubscript{2} with ClCH\textsubscript{3} ((a) and (b)). There is no obvious relationship between \( E \) (SAPT0) (or \( \Delta E \) (BSSE)) and the extrema of the electrostatic potential responsible for the formation of the 18 complexes examined.

The interaction energies for nine of the 18 complexes were found to be smaller than –1.0 kcal mol\(^{-1}\). Does this mean the complexes are unbound? Should one actually consider the link between the monomers in these complexes as an attraction? Since the interaction energy is negative, the answer to the first question is certainly “no”, since a negative interaction energy provides a clear and unequivocal signature for any bound state. The answer to the second question is “yes”. The obvious reason for this is that van der Waals complexes usually have a weak binding energy of less than –1.0 kcal mol\(^{-1}\) [92–98]. The importance of such weakly bound interactions have been much appreciated in many fields including polymer science, biology, and crystal engineering [92–98]. For instance, van der Waals interactions are always weaker than any other chemical interaction and are the determinant of structure of proteins or even the overall shape of polymer structures [92,95,96,98] and the significance of such weakly bound interactions cannot be overlooked thus assuming that only strong interactions are significant for materials design and weak interactions do not play an important role in the field of noncovalent interactions.

The results of the DFT-SAPT based decomposed energy components summarized in Table 2 suggest that dispersive attraction (\( E_{\text{disp}} \)) does not tend to exceed the electrostatic and polarization components (\( E_{\text{elec}} \) and \( E_{\text{ind}} \), respectively) for 12 of the 18 complexes. These include complexes (a)–(f), (i), (k), (q), and (r). The formation of these complexes is not strictly electrostatically driven, but the contributions due to dispersion and repulsion also play a significant role in determining their overall interaction energies and hence promoting their overall stability.

By contrast, the dispersive attraction tends to exceed the electrostatic and polarization components in the other six complexes, viz. (a), (c), (d), (e), (g), (h), (j), (l), (m), and (o). This might prompt the suggestion that the weak attraction that does exist in these complexes is less the result of a specific interatomic interaction, and more a general, non-specific, fairly isotropic, attraction that would occur between any pair of molecules. However, one should not forget that the overall interaction energy in these six complexes is the sum of four specific interaction types, and that these interactions collectively work to determine and explain the directionality of the intermolecular interactions identified, as has been pointed out before [99]. There should be no ambiguity in the origin of the attractive forces that lead to the formation of the 18 complexes examined in this study.

4. Conclusions

This study has shown that the analysis of the critical points of the Laplacian of the charge density could be informative in revealing the actual nature of the surface reactivity of the chlorine atom in CH\textsubscript{3}Cl. This is in line with the nature of the local extrema of electrostatic potential identified on the surface of the Cl atom in CH\textsubscript{3}Cl using the MESP model. In particular, it is shown that the combination of a suitable isodensity envelope with an appropriate theoretical method is important to correctly identify the electrophilic nature the Cl atom in CH\textsubscript{3}Cl.

The electronic charge density distributions around the lateral and axial sites of Cl in CH\textsubscript{3}Cl is not isotropic, indicating the amphiphilic nature of the Cl atom. The negative lateral sites on the Cl are
shown to display sufficient ability to attract positive sites on the interacting atoms to form halogen bonds, or chalcogen bonds, or hydrogen bonds.

The attractive interaction of the positive “hole” on the Cl atom in CH₃Cl with various “lumps” in the interacting bases has led to the conclusion that the positive electrostatic potential on the Cl is certainly not induced by the electric field of the interacting species as others have suggested [2,3,10,28]. Rather, it is an inherent property of this atom in the molecule.

The bond path and critical point topologies of QTAIM associated with the primary bonding interactions in the 18 complexes are shown to be consistent with an RDG isosurface analysis. Although these topologies did not appear between the weakly bound atoms in some complexes, the results of QTAIM’s delocalization analysis were shown to be concordant with those of RDG.

The supermolecular and SAPT interaction energies were shown to be in agreement. The dispersion interaction was also shown to be one the most important driving forces responsible for the formation of the 18 complexes investigated.

As shown for the complexes between CH₃Cl and SO, all types of intermolecular contacts cannot be regarded as σ-hole interactions.
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