Three-dimensional numerical simulation of local scour around circular bridge pier using Flow-3D software
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Abstract. The problem of local scouring around circular bridge pier has been studied numerically by Computational Fluid Dynamics (CFD) using Flow-3D model to represent the evolution of local scour and the maximum depth of the scour hole which is important in the bridge pier design. The aim of this study is to verify the ability of the numerical simulation model Flow-3D to accurately simulate and predict the scour depth around the bridge pier. This verification is conducted by comparison the numerical results with Melville laboratory experimental model. The maximum scour depth around the circular pier obtained from numerical results after 30 min is 3.6 cm, while the scouring depth obtained from Melville model is 4 cm. According to these results, the error rate ratio between the numerical and experimental models is close to 10%. The results showed a good validation with experimental results. Finally, the proposed Flow-3D model considered an effective tool in predicting and simulating the scour depth around bridge pier and considered an economic method to predict potential results.
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1. Background

Scouring can be defined as erosion action of flowing water, which removes and erodes the bed material from the near bridge piers and abutments [1]. Scouring around bridges piers considered as one of the main reasons that cause of the bridge failed alongside collisions and overloading, leading to massive loss of life and economic impacts, as explained [2], the local scour prediction especially the maximum scour depth is, therefore, essential for bridge design, maintenance and evaluation. Many researchers from all over the world have studied the problem of scouring extensively from different points of view and under different conditions. The scour made at a bridge site generally contained three different types, which are; general scour, contraction scour and local scour [3], of the three types of scour, local scouring considered as the important part of this study, because it plays the most important part in the risks associated with scouring bridges.

Many prior studies have aimed on the techniques and methodologies for analysing local scouring of bridge using empirical tests [4], [5], [6], [7],[8],[9],[10], [11]. Most of these empirical tests of scour are often performed on large and important bridges, due they are expensive and labour-intensive. However, for the most popular highway bridges, empirical tests do not apply, although the scour is frequently occurring in
such regular bridges, although some studies have examined an analytical solution to bridge scour for economic and practical purposes.

In the last years, the three-dimensional simulation method of scouring has become more prevalence due to the increasing capabilities of computers and software that allow the wider use of computational fluid dynamics (CFD) to determine fluid flow behaviour in industrial and environmental applications. The using of CFD software such as FLUENT, CFX, and PHOENIX are in many ways similar to setting up an experiment, so the original concept of this numerical simulation is that instead of design and construction a physical model using expansive appurtenance instrument like velocimeter. The complicated models that are difficult to model in laboratory conditions can be simply modeled by using numerical simulation. It is widely accepted that a good numerical model can certainly complement model tests and can help design engineers identify the most important cases in which model tests may be conducted. This is an attractive idea to solve complicated problems and large model studies for which there is no need for extra workers or existing large setup for determining the actual results. Computational Fluid Dynamics (CFD) methods are always used for the simulation of flow process by discretisation and solving of Navier-Stokes and continuity equations for the computational cells.

In the present study, the commercial code Flow-3D is used for modelling the scour depth around the bridges pier. The Flow-3D model is a CFD package with special units for hydraulic engineering applications; numerical techniques are used to solve fluid motion equations for transient and three-dimensional solutions to obtain multi-scale multi-physics flow problems. The combination of physical and numerical options allows users to apply Flow-3D to a wide range of fluid flows and heat transfer phenomena and is widely used to solve various hydraulic problems [12].

The numerical simulation of scour by Flow-3D has been proposed by many researchers, for example [13] used Flow-3D to simulate the flow that occurs at the base of a circular bridge pier within a scour hole, while [14] used a numerical model to simulate of local scouring in complex bridge piers under tidal flow,[15] used Flow-3D to study the effect of pier shapes on local scour depth under different conditions and [16] used CFD code to simulate the 3D flow and local scouring around bridges pier of different shapes. All these studies hypothesized that water running under clear-water conditions predominantly leads to most interactions between flow and river bed.

In this paper, the validation of the numerical simulation by the laboratory models of [4] to compare results of the laboratory experiments of local scour around the bridge with numerical simulation results of CFD code Flow-3D for the verification purpose. The main purpose of this verification is to test the effectiveness of the numerical model Flow-3D in predicting the scour depth around the bridges pier.

2. Numerical and Experimental Model

To validate the accuracy of FLOW-3D numerical model to simulate the flow and prediction of local scour depth and velocity profile around the bridge pier, it is results were compared with laboratory experiment results from the Melville experimental [4]. The numerical simulation condition is about the same as that conducted in Melville experimental. For the experimental model, the flume used was 19 m long, 45.6 cm wide and 44 cm deep with a circular bridge pier have a diameter (b) of 5.08 cm. The sand was used as bed material with a median grain size d50 of 0.385 mm, height 12.7 cm and density of 2650 kg/m3 with the angle of repose of the sand was 32°. The approach flow velocity was during the test set equal to 0.25 m/s with a water depth of 15 cm. The running time was set equal to 30 min when the required scour holes reaching to an intermediate condition. Figure (1) shows the sketch of the experiment model.
For the numerical model, an inlet located at a distance of 6b, (where b: is the pier diameter) upstream of the pier with a diameter equal to 5.08 cm. The outlet located at a distance of 14b downstream of the pier. One sold component was settled at the inlet of the flume, to prepare an inflow bottom at the top edge of the sediment at an elevation of 12.7 cm in order to prevent against upward movement of sediments in the beginning of simulations. Packed sediment component placed in the flume at a depth equal to 12.7 cm and the water depth was 15 cm above the sediment level. The other parameters used in this numerical simulation were set equal to those used in Melville model. The geometric representation of the numerical model is shown in Figure (2).

3. Numerical Method

FLOW-3D CFD package was made by Flow Science Inc. and it uses two methods the VOF and FAVOR to determine the location of the free surface and the location of the obstacles respectively. FLOW-3D uses specially developed numerical techniques to solve the equations of motion of liquids to obtain transient, three-dimensional transient solutions to multi-scale flow and physics problems [12]. FLOW-3D used to simulate the scour process around the bridge piers and has a powerful capacity to investigate the behavior of liquids and gases specializing in the solution of transient, free-surface problems and sediment transport. A non-hydrostatic finite difference model is used to solve the 3D equations of Navier-Stokes.
3.1 Governing equations
The equations governing the motion of a viscous fluid namely the continuity equation and the momentum conservation equations. These equations are known as Navier-Stokes equations. The Navier-Stokes equations for uncompressed viscous liquids take the following form:

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial \sigma_{ij}}{\partial x_j} \tag{1}
\]

Continuity equation

\[
\frac{\partial u_i}{\partial x_i} = 0 \tag{2}
\]

In the Reynolds-averaged Navier-Stokes method, the average Navier-Stokes equations are calculated over a period of time or across a set of equivalent flows. The aim of this approach is to obtain the average effect of turbulent quantities [17]. The Reynolds-averaged Navier-Stokes (RANS) for non-compressive Newtonian fluid equations are:

\[
\frac{\partial \bar{u}_i}{\partial t} + \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial \bar{p}}{\partial x_i} + \frac{\partial \bar{\sigma}_{ij}}{\partial x_j} - \frac{\partial \langle \bar{u}_i \bar{u}_j \rangle}{\partial x_j} \tag{3}
\]

where:

\[
\sigma_{ij} = 2 \nu s_{ij} \tag{4}
\]

\[
s_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \tag{5}
\]

\[
\bar{u}_i \bar{u}_j = \nu_t \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) - \frac{2}{3} \delta_{ij} k \tag{6}
\]

where \( u_i \) is the component of fluid velocity in i direction, \( \bar{u}_i \) is the fluid velocity fluctuation of in i direction, \( P \) is the pressure, \( s_{ij} \) is the strain rate tensor, \( \bar{u}_i \bar{u}_j \) is the Reynolds stress tensor, \( \rho \) is the fluid density, \( \nu \) is the fluid kinetic viscosity, \( \nu_t \) is the turbulence viscosity, \( k \) is the turbulent kinetic energy, and \( \delta_{ij} \) is the Kronecker delta ( \( \delta_{ij} = 1, \ i = j \); \( \delta_{ij} = 0, i \neq j \)).

3.2 Turbulence model
There are six different types of turbulence models contained in Flow-3D are: 1) the Prandtl mixing length model, 2) the one-equation, 3) the two-equation \( k-\epsilon \), 4) RNG, 5) \( k-\omega \) models, and 6) a large eddy simulation LES model. Work in [18] introduced the RNG-based \( k-\epsilon \) model; the main feature of this model is the numerical constants in the \( k-\epsilon \) model, which are obtained directly from the renormalization group theory, and correspond well to the standard \( k-\epsilon \) model. However, a constant equation has been empirically shown in the standard \( k-\epsilon \) model which must be explicitly derived in the RNG model. Generally, however, the RNG model applies more broadly than the standard \( k-\epsilon \) model. The RNG model used in this paper for these reasons: 1) this model is well suited for the modeling of turbulent flow over bridge pier, 2) this model is considered as the most accurate and strong model available in the software for scouring simulations, 3) RNG model may perform better for scour simulations due their
suitability in cases where a large amount of turbulence is created which, in this case, is caused by the flow of the fluid through the control structure [12]. The governing equations are:

\[
\frac{\partial k}{\partial t} + u_j \frac{\partial k}{\partial x_i} = T_{ij} \frac{\partial u_i}{\partial x_j} + \frac{\partial}{\partial x_j} \left\{ \frac{1}{\rho} \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right\} - \varepsilon 
\]

(7)

\[
\frac{\partial \varepsilon}{\partial t} + u_j \frac{\partial \varepsilon}{\partial x_i} = C_{1\varepsilon} \frac{\varepsilon}{k} T_{ij} \frac{\partial u_j}{\partial x_i} + \frac{\partial}{\partial x_j} \left\{ \frac{1}{\rho} \left( \mu + \frac{\mu_t}{\sigma_e} \right) \frac{\partial \varepsilon}{\partial x_j} \right\} - C_{2\varepsilon} \rho \frac{\varepsilon^2}{k} 
\]

(8)

where \( k \) is the Reynolds-averaged kinetic energy, \( \varepsilon \) is the dissipation rate of turbulent kinetic energy; \( \varepsilon = v \left( \frac{u_i}{\partial x_k} \right) \left( \frac{u_i}{\partial x_k} \right) \); \( \mu_t \) is the turbulent eddy viscosity; \( \mu_t = \frac{c_{\mu} \rho k^2}{\varepsilon} \); and \( T_{ij} = \frac{\mu_t}{\rho} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) - \( \frac{2}{3} \rho k \delta_{ij} \) where \( c_{\mu} \), \( C_{1\varepsilon} \), \( C_{2\varepsilon} \), \( \sigma_k \), and \( \sigma_e \) are model coefficients, and have values of 0.085, 1.42, 1.39, 0.7179, and 0.7179 respectively.

### 3.3 Sediment scour model

The sediment scour model has assumed a type of incoherent sediment that has different characteristics including grain size, mass density, critical shear stress, angle of repose, and parameters for entrainment and transport. There is no way to calculate the flow dynamics for each individual grain of sediment, and therefore an experimental model should be used. The model used was based on Mastbergen and Van den Berg [19] with the addition of the Soulsby-Whitehouse equation [20] to forecast the critical Shields parameter. The first step to calculate the critical Shields parameter is to calculate the dimensionless parameter \( d_{*i} \):

\[
d_{*i} = d_i \left[ \frac{\rho_f (\rho_i - \rho_f)}{\mu^2_f} \right]^{\frac{1}{3}} 
\]

(9)

where \( \rho_i \) is the density of the sediment types \( i \), \( \rho_f \) is the density of the fluid, \( d_i \) is the diameter, \( \mu_f \) is the dynamic viscosity of fluid and \( \| g \| \) is the amount of acceleration of gravity \( g \). Thus, the dimensionless critical Shields parameter was calculated using the Soulsby-Whitehouse equation [20].

\[
\theta_{cr,i} = \frac{0.3}{1 + 1.2 d_{*i}} + 0.055 \left[ 1 - \exp(-0.02d_{*i}) \right] 
\]

(10)

The local Shields parameter can be calculated depended on the local bed shear stress, \( \tau \):

\[
\theta_l = \frac{\tau}{\| g \| d_i (\rho_i - \rho_f)} 
\]

(11)

where \( \tau \) is computed by using the law of the wall and the quadratic law of the bottom shear stress for three-dimensional turbulent flow and shallow water turbulent flow, respectively, taking into account some
roughness of the bed surface. Thus it was assumed that the Nikuradse roughness of the bed surface, $K_s$, was proportional to the diameter of the local median grain in packed sediment $d_{50 \text{ packed}}$.

$$K_s = C_{\text{rough}} d_{50 \text{ packed}}$$

(12)

where $C_{\text{rough}}$ is a user-defined coefficient with default value 1.0. The lifting speed of the sediment was then calculated as in [19].

$$U_{\text{lift},i} = \alpha_i n_s d^{0.3} \left( \theta_i - \theta_{cr,i} \right) 1.5 \frac{\|g\| d_i (\rho_i - \rho_f)}{\rho_f}$$

(13)

where $\alpha_i$ is the entrainment parameter, whose recommended value is 0.018 [19], and the outward $n_s$ is referring naturally to the packed bed interface. The term $U_{\text{lift},i}$ is then used to calculate the amount of packed sediment converted into suspension, and effectively acts as a mass source of sediment suspended in the packed bed interface. After that, the sediment is transported with fluid flow, and bed-load transport is the main method of the sediment transport since it rolls or bounces on the surface of the packed bed of sediment. The Meyer, Peter, and Müller [21] equation for the bed load transport rate are:

$$\Phi_i = \beta_{\text{MPM},i} \left( \theta_i - \theta_{cr,i} \right) 1.5 C_{b,i}$$

(14)

where $\beta_{\text{MPM},i}$ coefficient is usually equal to 8.0, $C_{b,i}$ is the volume fraction of species $i$ in the bed material, and $\Phi_i$ is the dimensionless bed-load transport rate related to the volumetric bed-load transport rate $q_{b,i}$, by

$$q_{b,i} = \Phi_i \left( \|g\| \frac{(\rho_i - \rho_f)}{\rho_f} \right)^{1.2} d_i^{1.7}$$

(15)

Equation (15) calculates the bed-load transport rate in units of volume per bed width per unit of time. The Meyer-Peter and Mueller equation, subsequent researchers have suggested, produces values ranging from 5.0 for low to 13.0 for very high sand transport, with 5.7 being a typically-reported value for sand and gravel [22]. In this article, the parameter selection for sediment scour after calibration of many runs were critical Shields number = 0.05, entrainment coefficient = 0.018, bedload coefficient = 12, and a maximum packing fraction of 0.64.

3.4 Meshing

In FLOW-3D, the mesh is the most important matter for an accurate solution. The mesh considering as one of the affecting factors on the simulation process and can alter the time of operation depending on the number of cells. Various types of mesh accuracy have been examined, providing the best precision/computation time results. Therefore, different cell sizes are selected as (30, 25, 20, 15, 10, 5 and 1) mm to identify the optimum cell size that satisfies the phenomenon conditions, so that number of test that carried out as shown in Figure (3) to determine the best cell size that the depth of scour doesn't change significantly.
Figure 3. Effect of Cell Size on Scour Depth

According to Figure (3) when the cell size reaches 5 mm, the scour depth becomes constant and shows independence from cell size. The larger cell size 30 mm caused the problem that cell size doesn't give an accurate result. The cell size of 5 mm considered the optimum cell size depending on accuracy of results and high clearness scour depth around pier. For better observation of scour development around a pier two mesh planes have been identified with finer resolutions for both sides of the pier in x and y directions. Minimum cell size near the pier is about 5 mm and the largest cell size is limited as 10 mm to reduce in computation time. The total numbers of cells are 252,000 cells are generated for the working section, which is shown in Figure (4).

Figure 4. Meshing Plane Structure Around a Circular Pier

3.5 Boundary conditions

The important thing of the numerical simulation is the determination of the representative boundary conditions for the hydraulic analysis. The boundary conditions were applied to the numerical model and some important parameters that directly affect the results were calibrated and after verifying the conformity percentage of numerical results with laboratory results, the calibrated values of parameters were used in the numerical simulation. The boundary conditions used in this study shown in Figure (5). The type of boundary set at the inlet was specific velocity (V), the velocity of water was 0.25 m/sec and the elevation of water was 0.15 m. At the downstream, the boundary was set as outflow (O), while symmetric boundaries (S) were set at the top and right sides and wall boundary (W) at the bottom of the numerical model. These boundaries conditions of the numerical model should be corresponded to the physical conditions of the problem.
4. Verification of Scour Depth Prediction Results

To test the effectiveness of the numerical model, this numerical model was simulated in similar conditions to the physical model. Figures (6) show the three-dimensional output of the numerical model for the maximum scour depth prediction over 30 min simulation times.

Figure (7) shows the scour depth results around a circular bridge pier for the physical model [4], while Figure (8) presents the scour depth of the numerical model. These results represented by contours of the evolution of scour depth around the circular bridge pier.
Figure 7. Contour Lines Represented the Depth of Scour Around Circular Bridge Pier for Melville Model

Figure 8. Contour Lines Represented the Depth of Scour Around the bridge Pier for the Numerical model.

Figure (9) presents the development of scour depth with time and compared final results with the experimental value. The maximum scours depth obtained from the numerical model is 3.6 cm, while the maximum depth of scouring for the experimental model is 4 cm. The results illustrated a good corresponding with experimental results with an error ratio close to 10%.
The comparisons of the flow velocity distribution on the $y = 0$ slice between the experiment measurements \cite{4} and the numerical simulations at 30 min simulation time are illustrating in Figures (10) and (11). The experiment-like velocity is normalized by the average flow velocity approach that was 0.25 m/sec. In the experiment and numerical simulation, it can be noticed that a strong downward flow developed along the pier face produced fairly large speed components near the bed, resulting in the deformation of the profiles in the circular pier. The flow separates at the nose of the scour hole and reinserts it at the front of the pier, forming a horseshoe vortex, clearly recognizable from both the simulation and the experiment. From these results, the proposed scour simulation by using Flow-3D numerical model is verified as the preferred methodology for accurate prediction the depth of the bridge scouring and developing the flow field around the piers.

**Figure 9.** Scour depth against time around cylindrical pier.

**Figure 10.** Contour map of flow velocity around a pier at 30 min resulted by Melville \cite{4}.
5. Conclusion

This study aimed to verify the effectiveness of this numerical simulation in predicting the development of the scour depth at the bridge pier. The verification is concluding by comparing the numerical results of Flow-3D with Melville experimental model after 30 min of scour depth formulation. The comparison of the result indicates that the rate of error equal to 10% for the maximum depth of scour hole, this observation shows a good validation between the numerical and experimental work, so the numerical simulation successfully reproduces the scour depth. According to these results, the proposed numerical model Flow-3D considered an effective tool for the simulation and predicting of scour depth and flow fields around the bridges pier.
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