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Abstract

In this paper, we propose a novel map for dense crowd counting and people localization. Most crowd counting methods utilize convolution neural networks (CNN) to regress a density map, achieving significant progress recently. However, these regression-based methods are often unable to provide a precise location for each person, attributed to two crucial reasons: 1) the density map consists of a series of blurry Gaussian blobs, 2) severe overlaps exist in the dense region of the density map. To tackle this issue, we propose a novel Reciprocal Distance Transform (R-DT) map for crowd counting. Compared with the density maps, the R-DT maps accurately describe the people’s location, without overlap between nearby heads in dense regions. We simultaneously implement crowd counting and people localization with a simple network by replacing density maps with R-DT maps. Extensive experiments demonstrate that the proposed method outperforms state-of-the-art localization-based methods in both counting and people localization tasks, achieving very competitive performance compared with the regression-based methods in counting tasks. In addition, the proposed method achieves a good generalization performance under cross-dataset validation, which further verifies the effectiveness of the R-DT map. The code and models are available at [https://github.com/dk-liang/RDTM](https://github.com/dk-liang/RDTM).

1. Introduction

Crowd counting is a popular topic in the computer vision community, playing an essential role in video surveillance, public safety, and city management [34]. The task aims to count the number of people appearing in the image or the video sequence, which is quite difficult due to the heavy occlusions, scale variations, and perspective distortions. Moreover, it is even more challenging to simultaneously predict each person’s location and size in a crowd scene.

The deep-learning-based detectors [11, 28] count the crowd by detecting each instance, encountering difficulties under highly congested scenes, as illustrated in Fig. 1. In general, annotating the bounding box for each person in the dense crowd is expensive and laborious, so most current crowd counting datasets [14, 48] only provide point-level annotations, making the detectors [11, 28] untrainable. Current regression-based methods [17, 32, 43, 48] regard the task as regress a density map and output the count by integrating over the density map, achieving remarkable progress. However, these regression-based methods can not provide individual location and size, mainly because the Gaussian blobs of nearby people in dense regions severely overlap each other, making the local maxima unequal to the individual locations. Whereas, the location and size information also play an essential role in many high-level applications, such as dense pedestrian tracking and crowd analysis. To tackle the problem, PSDDN [24] and LSC-CNN [31] utilize similar nearest-neighbor head distances to initialize the pseudo ground truth bounding boxes in a detection-like model. Essentially, both of them use bounding boxes for the training phase, still applying a complex detection framework (e.g., Faster R-CNN) [24] or cumbersome feature fusion module [31] to enhance the detector performance.

Alternatively, some methods focus on designing an appropriate map to cope with counting and localization, such as trimap [1] and distance label map [42]. However, both
Figure 2: The localization advantages of the R-DT map. (a) Input image, which has heavy occlusions and cluttered backgrounds. (b) The image only provides point-level annotations. (c) A series of Gaussian blobs represent the density map and usually accumulate density values in the dense region, making the person location indistinguishable. (d) R-DT map uses the nearest neighbor distance information to represent each person’s location, and nearby heads remain distinguishable even in dense regions.

trimap [1] and distance label map [42] need to set the threshold of distance and number of the label in handcraft, which is empirical. Trimap is divided into positive, negative, and ignore regions by thresholding. The distance label map is obtained by dividing the distance transform map into eleven classes. Besides, trimap and distance label maps are regarded as semantic segmentation task, which is difficult to replace the density map in most current regression-based methods directly.

In view of the issues mentioned above, we propose a new map named Reciprocal Distance Transform (R-DT) map, which provides precise location information for each person. It is well known that the widely used density maps show blur and indistinguishable due to each head annotation filtered with a Gaussian kernel, as shown in Fig. 2(c). However, the proposed R-DT map is discriminative without any overlaps between nearby heads, even in extremely dense crowds, and the head locations correspond to local maxima, as shown in Fig. 2(d). We extract the coordinates of the heads (local maxima) from the predicted R-DT map and generate a bounding box for each head by a K-nearest neighbors strategy, although the real head size is not annotated. Note that PSDNN [24] and LSC-CNN [31] utilize the ground truth dot annotations to generate pseudo bounding boxes, which are used to supervise the model in the training phase. We obtain the bounding boxes through the predicted positions, which means our method is more flexible due to the proposed method without any anchor setting and IoU-based non-maxima suppression (NMS) processing.

To verify the effectiveness of the proposed R-DT map, we utilize a simple yet effective pipeline to regress the R-DT map instead of the widely used density map. Extensive experiments on five challenging datasets show that our method achieves superior performance to the localization-based methods, obtaining comparable performance among the density map regression-based methods. Moreover, the proposed method achieves an impressive generalization performance under cross-dataset validation.

2. Related Works

2.1. Localization-based crowd counting.

Recently, deep-learning-based detectors [22, 27, 28] achieve appealing performance. However, these methods rely on bounding box annotations, which means impractical in the dense crowd due to expensive annotation costs. To solve the bounding box annotation cost problem, PSDNN [24] and LSC-CNN [31] propose an impressive mechanism to generate bounding boxes only using point-level annotations. PSDDN [24] utilizes the nearest neighbor distance to generate the initial pseudo boxes, and the ground truth boxes will be updated during the training phase. LSC-CNN [31] locates, sizes each person of the dense crowd, and counts crowd person since the number of predicted bounding boxes is equal to count. Besides, CL [14] finds the local peaks on of predicted density map with a small Gaussian kernel as the center locations of heads.

2.2. Regression-based crowd counting.

The mainstream of crowd counting is regression-based methods since the use of robust CNN features and density maps. Before that, traditional regression-based [3, 4, 13] methods directly regress a global crowd count. The current regression-based methods regress a density map for the crowd, and the count is obtained by integrating the density map. Some methods focus on multi-layer or multi-scale feature fusion [2, 15, 16, 30, 32, 35, 48]. MBTTBF [35] proposes a multilevel bottom-top and top-bottom fusion mechanism to combine features between low-level and high-level layers. ZoomCount [30] proposes a zoom-in strategy and zoom-out strategy, mapping the sparse region and dense region, respectively. L2SM [43] learn a scale factor for the dense region and rescales all dense regions into a similar density level to reduce pattern shifts. In addition, some methods [21, 46, 47] incorporate the attention mechanism into the framework. To be specific, RANet [46] proposes local self-attention (LSA) and global self-attention (GSA) to capture short-range and long-range information, respectively. ADCrowdnet [21] utilizes a binary classification network to obtain the crowd region. Besides the mentioned methods above, using perspective information to diminish
the scale variations is effective [7, 33, 44, 45]. PACNN [33] proposes a novel generating ground truth perspective maps strategy and predicts both the perspective maps and density maps at the test phase. Yang et al. [45] propose a reverse perspective network to estimate the perspective factor of the input image and then warp the image.

2.3. Distance transform.

Distance transform [29] is a classical image processing operator, which is applied in many deep-learning-based algorithms recently [1, 10, 40, 41]. Specifically, Hayder et al. [10] introduce a novel segment representation based on the distance transform. Wang et al. [40] present the Deep Distance Transform (DDT) for accurate tubular structure segmentation. In the counting area, Arteta et al. [1] and Xu et al. [42] propose the trimap and distance label map, both discretizing a distance transform map by setting distance threshold empirically.

3. Our Method

The overview of our method is shown in Fig. 3. It contains a base network, regression branch, and segmentation branch. The initial estimated R-DT map is given by the base network and regression branch, achieving high localization accuracy in the sparse region. However, it may be highly underestimated or overestimated in dense regions due to a mass of tiny head and diversity density. Inspired by recently progressive methods using zoom and refinement mechanism [18, 25, 30, 42, 43], we utilize a segmentation branch to select the dense region, then zoomed uniformly by 2x to generate a high-quality R-DT map. Each functional part of the proposed method is described in the following sections.

3.1. Reciprocal Distance Transform Map.

Here, we illustrate the formulation of the Euclidean distance transform map first, which is defined as:

\[
P(x, y) = \min_{(x', y') \in B} \sqrt{(x-x')^2 + (y-y')^2}
\]

where \(B\) represents the set of all annotations. For an arbitrary pixel \((x, y)\), Eq. (1) means that the pixel value \(P(x, y)\) represents the distance between the pixel and its nearest head position (annotation). It is difficult to directly regress the distance transform map, mainly due to the large distance variations, so we improve it to suit crowd counting by using the Reciprocal function to refrain the distance variations. Specifically, we propose the R-DT map, as defined below:

\[
I = \frac{1}{P(x, y) + C}
\]

where \(I\) is the R-DT map, and \(C\) is an additional constant to avoid being divided by zero, as the range of distance transform map is \([0, +\infty)\). Compared to the widely used density map, the R-DT map can accurately represent the individual locations, which correspond to the local maxima, as shown in Fig. 2(d).

3.2. The proposed network architecture.

To verify the effectiveness of the proposed R-DT maps, we use a straightforward yet effective pipeline to regress the R-DT maps, which consists of the base network, segmentation branch, and regression branch, the overview of the proposed pipeline shown in Fig. 3. The trained VGG-16 is used as the base network, discarding the fully connected
layers and the max-pooling layer between stage4 and stage5 to preserve sufficient spatial information. We demonstrate the architecture details of the regression branch and segmentation branch in supplemental materials because of the limited space.

The base network with the regression branch provides an initial estimated R-DT map and relatively accurate in the sparse region. However, it is difficult to locate persons of the dense region on account of the heads usually close to each other. To solve this problem, we utilize a segmentation branch to divide the image into the sparse region and dense region, as shown in Fig. 3. The coordinates of the dense region can be obtained by the attention map, rescaling the selected dense region for refining count. To simplicity, the chosen dense region is zoomed uniformly by 2x, following ZoomCount [30] and RAZ Net [18]. We utilize the average nearby distance to measure the patches’ density level, following [42]. It is a more intuitive and clear density indicator. Specifically, we firstly generate a position map, while the value of each head position in the position map is equal to the distance from the nearest head. Secondly, we use a $M \times M$ sliding window to scan the ground truth position map to obtain all local distance counts. Thirdly, we calculate the average distance $D$ for each $M \times M$ local patch, where $D$ smaller means the patch denser. Finally, we use a distance threshold $J$ to divide the local patches into two levels: sparse region and dense region.

We train the segmentation branch to produce the dense region attention map based on the Cross-Entropy loss. As shown in Fig. 4, the segmentation branch segments the crowd into the dense region and sparse region. The corresponding dense region image patch will be zoomed 2x to generate the high-quality R-DT map by the parameter-shared base network with the regression branch for better counting local maxima. The final estimated R-DT map consists of an initial map and a refinement map, containing the sparse region and dense region, respectively.

3.3. From R-DT map to bounding boxes.

Although the real individual sizes are not provided, we can generate pseudo individual sizes from the estimated R-DT map. Once we get the estimated R-DT map, we first extract the coordinates of local maxima, which can be implemented efficiently using a $3 \times 3$ max-pooling operation, the details are listed in Algorithm 1, and the location map is shown in Fig. 3. Then, we calculate the instance size, using the K-nearest neighbors distance, which is defined as:

$$s(x,y) = \min \left\{ \bar{d} = f \times \frac{1}{k} \sum_{k=1}^{k} d^k_{(x,y)}, \min (\text{img}_w, \text{img}_h) \times 0.05 \right\}$$

where $s(x,y)$ means the size of the instance, which locate in $(x,y)$, and $P$ is the set of predicted head position. $\bar{d}$ is the average distance, which is calculated between point $P_{(x,y)}$ and its K-nearest neighbors, and a scalar factor $f$ is used to restrain the size. In very sparse regions, the $\bar{d}$ may be bigger than the real size of people, so we choose a threshold related to image size to restrain the object size, as described in Eq. 3.

**Algorithm 1 Extract the local maxima (head positions)**

1. **Input:** Predicted R-DT map, threshold $\lambda$ (set as 100 for all dataset)
2. **Output:** The count of the crowd and the coordinates of the persons
3. function `EXTRACT_POSITIOS(input, threshold $\lambda$)
4.    pos_ind = maxpooling(input, size = (3, 3))
5.    pos_ind = (pos_ind == input)
6.    matrix = pos_ind * input
7.    matrix[matrix < $\lambda$/255.0 * max(matrix)] = 0
8.    matrix[matrix > 0] = 1
9.    count = sum(matrix)
10.   coordinates = nonzero(matrix)
11. return count, coordinates
12. end function

3.4. Loss function.

We use the Euclidean loss to measure the difference between the estimated R-DT map and ground truth, as defined by:

$$L_E = \frac{1}{N} \|E - G\|_2^2$$

where $N$ is the number of pixels, $E$ and $G$ stand for the estimated map and corresponding ground truth map, respectively. The final training objective $L$ is defined as bellow:

$$L = L_E + L_{CE}$$

where $L_E$ and $L_{CE}$ refer to the Euclidean loss and Cross-Entropy loss, respectively.

4. Experiments

4.1. Implementation details.

We augment the training data by horizontal. The additional constant $C$ is set to 1. The sliding window size $M$
Table 1: Comparison of the counting performance on the NWPU-Crowd. In the ranking strategy, the Overall MAE is the primary key. $S0 \sim S4$ respectively indicate five categories according to the different number range: 0, (0, 100], (100, 500], (500, 5000], > 5000.

Table 2: Results on the JHU-CROWD+ dataset (“Val set” and “Test set”). Low, Medium, and High respectively indicate three categories according to the different range: [0, 50], (50, 500), and > 500.

4.2. Evaluation Metrics.

Counting Metrics. We use the Mean Absolute Error (MAE) and Mean Square Error (MSE) as counting metrics, defined as: $MAE = \frac{1}{N} \sum_{i=1}^{N} |P_i - G_i|$, $MSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_i - G_i)^2}$, where $N$ is the number of testing images, $P_i$ and $G_i$ are the estimated and ground truth count of the $i$-th image, respectively. Besides, we adopt the Grid Average Mean Absolute Error (GAME) [9] as the evaluation metric for vehicle counting, defined as: $GAME(L) = \frac{1}{L} \sum_{i=1}^{L} (|P_i - G_i|)$, which splits an input image into $4^L$ sub-regions.

Localization Metrics. For the localization task, box-level Precision, Recall, and F1-measure are adopted to evaluate the performance on the NWPU-Crowd dataset, defined by [38]. When the distance between the given predicted point $P_f$ and ground truth point $P_g$ is less than a distance threshold $\sigma$, it means the $P_f$ and $P_g$ are successfully matched. The $\sigma$ is related to the real head size. Specifically, Wang et al. [38] give two threshold $\sigma_r = \min(w, h)/2$ and $\sigma_r = \sqrt{w^2 + h^2}/2$, and the former is a stricter criterion than the latter. Besides, for the ShanghaiTech PartB dataset, Mean Localization Error (MLE) and Average precision (AP) are adopted to evaluate the performance, which is proposed by PSDDN [24] and LSC-CNN [31], respectively. MLE is a distance indicator, computing the distance between the predicted head center location to its ground.
truth, averaged over the test set. A one-to-one matching mechanism is used in MLE, and the absent or spurious detections are given a fixed penalty of 16 pixels. AP defines the distance between the true positive head location and its nearest ground truth smaller than a threshold of 20 pixels. The results of other methods are from [38].

4.3. Dataset.

We evaluate our method on five public challenging datasets, each being elaborated below.

NWPU-Crowd [38] consists of 5,109 images, elaborately annotating 2,133,375 instances. The dataset provides 351 negative samples, testing the robustness of the model. The results are obtained by an online evaluation benchmark website.

JHU-CROWD++ [37] contains 2,722 training images, 500 validation images, and 1600 test images, collected from diverse scenarios. The total number of people in each image ranges from 0 to 25,791, which is a large-scale and challenging dataset.

UCF-QNRF [14] contains 1,535 images and about one million annotations. It has a count range of 49 to 12,865, with an average count of 815.4.

ShanghaiTech PartB [48] contains consists of 400 training images and 316 testing images captured from busy streets in Shanghai, which is a sparse dataset.

TRANCOS [9] contains 1,244 images captured in traffic congestion situations with 46,796 annotations, providing a region of interest (ROI) for each image.

5. Results and Analysis

The comparative experiments include crowd counting and people localization.

5.1. Crowd counting.

Table 1, Table 2, and Table 3 show the quantitative results of our method and state-of-the-art methods.

**Compared with the localization-based methods**, which can provide the position information, our method significantly outperforms the state-of-the-art localization-based method LSC-CNN [31] on the two large-scale and challenging datasets (JHU-Crowd++ and UCF-QNRF).

Specifically, on the test set of JHU-Crowd++, our method achieves 71.9 MAE and 297.2 MSE, which is lower than LSC-CNN [31] by a significant margin of 40.8 MAE and 157.2 MSE. Our method also obtains the best performance on ShanghaiTech PartB, which is a sparse dataset. It indicates that the proposed method can cope with both sparse crowd scenes and dense crowd scenes.

**Compared with the regression-based methods**, which only provide the count without position information, it can be observed that the proposed method outperforms all existing methods on NWPU-Crowd and JHU-Crowd++ while obtaining comparable performance on UCF-QNRF and PartB dataset. To intuitionistically demonstrate the difference between R-DT maps and density maps, we choose the UCF-QNRF dataset for estimated R-DT maps and density maps visualization (the density maps are trained with the same network), as shown in Fig. 5. We can see that the estimated density maps lose the position information and show severe overlaps in dense regions. However, the estimated R-DT maps provide an almost accurate location for each individual, even in the extremely dense scene.

5.2. People localization.

Table 4 and Table 5 compare the localization performance of the proposed method against the localization-based methods, which can provide the position information. The results of other methods are from an online benchmark website, making sure to evaluate the localization performance on QNRF dataset.

We evaluate our method on five public challenging datasets, each being elaborated below.

**NWPU-Crowd** [38] consists of 5,109 images, elaborately annotating 2,133,375 instances. The dataset provides 351 negative samples, testing the robustness of the model. The results are obtained by an online evaluation benchmark website.

**JHU-CROWD++** [37] contains 2,722 training images, 500 validation images, and 1600 test images, collected from diverse scenarios. The total number of people in each image ranges from 0 to 25,791, which is a large-scale and challenging dataset.

**UCF-QNRF** [14] contains 1,535 images and about one million annotations. It has a count range of 49 to 12,865, with an average count of 815.4.

**ShanghaiTech PartB** [48] contains 400 training images and 316 testing images captured from busy streets in Shanghai, which is a sparse dataset.

**TRANCOS** [9] contains 1,244 images captured in traffic congestion situations with 46,796 annotations, providing a region of interest (ROI) for each image.

5. Results and Analysis

The comparative experiments include crowd counting and people localization.

5.1. Crowd counting.

Table 1, Table 2, and Table 3 show the quantitative results of our method and state-of-the-art methods.

**Compared with the localization-based methods**, which can provide the position information, our method significantly outperforms the state-of-the-art localization-based method LSC-CNN [31] on the two large-scale and challenging datasets (JHU-Crowd++ and UCF-QNRF).

Specifically, on the test set of JHU-Crowd++, our method achieves 71.9 MAE and 297.2 MSE, which is lower than LSC-CNN [31] by a significant margin of 40.8 MAE and 157.2 MSE. Our method also obtains the best performance on ShanghaiTech PartB, which is a sparse dataset. It indicates that the proposed method can cope with both sparse crowd scenes and dense crowd scenes.

**Compared with the regression-based methods**, which only provide the count without position information, it can be observed that the proposed method outperforms all existing methods on NWPU-Crowd and JHU-Crowd++ while obtaining comparable performance on UCF-QNRF and PartB dataset. To intuitionistically demonstrate the difference between R-DT maps and density maps, we choose the UCF-QNRF dataset for estimated R-DT maps and density maps visualization (the density maps are trained with the same network), as shown in Fig. 5. We can see that the estimated density maps lose the position information and show severe overlaps in dense regions. However, the estimated R-DT maps provide an almost accurate location for each individual, even in the extremely dense scene.

5.2. People localization.

Table 4 and Table 5 compare the localization performance of the proposed method against the localization-based methods, which can provide the position information. The results of other methods are from an online benchmark website, making sure to evaluate the localization performance on QNRF dataset.

The comparative experiments include crowd counting and people localization.

5.1. Crowd counting.

Table 1, Table 2, and Table 3 show the quantitative results of our method and state-of-the-art methods.

**Compared with the localization-based methods**, which can provide the position information, our method significantly outperforms the state-of-the-art localization-based method LSC-CNN [31] on the two large-scale and challenging datasets (JHU-Crowd++ and UCF-QNRF). Specifically, on the test set of JHU-Crowd++, our method achieves 71.9 MAE and 297.2 MSE, which is lower than LSC-CNN [31] by a significant margin of 40.8 MAE and 157.2 MSE. Our method also obtains the best performance on ShanghaiTech PartB, which is a sparse dataset. It indicates that the proposed method can cope with both sparse crowd scenes and dense crowd scenes.

**Compared with the regression-based methods**, which only provide the count without position information, it can be observed that the proposed method outperforms all existing methods on NWPU-Crowd and JHU-Crowd++ while obtaining comparable performance on UCF-QNRF and PartB dataset. To intuitionistically demonstrate the difference between R-DT maps and density maps, we choose the UCF-QNRF dataset for estimated R-DT maps and density maps visualization (the density maps are trained with the same network), as shown in Fig. 5. We can see that the estimated density maps lose the position information and show severe overlaps in dense regions. However, the estimated R-DT maps provide an almost accurate location for each individual, even in the extremely dense scene.
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Figure 5: Examples from the UCF-QNRF dataset. From left to right, there are images, ground truth maps, estimated R-DT maps, and estimated density maps (trained with the same network). It can be seen that the heads of the estimated R-DT maps are distinguishable, and the estimated density maps show severe overlaps.

Figure 6: Qualitative visualization of detected person locations by proposed method. We use the proposed K-nearest neighbors strategy to generate bounding boxes (green boxes), compared with LSC-CNN [31].

fairly. The Faster-RCNN [28] and TinyFaces [11] are trained with box-level (this dataset provides bounding-box annotations), and the rest methods are trained with point-level. Specifically, our method achieves 69.9% F1-measure under $\sigma_I$ and 64.1% F1-measure under $\sigma_s$, a significant margin improvement compared with other methods. Additionally, our method produces superior counting results on the NWPU-Crowd dataset. For the ShanghaiTech PartB dataset, containing mass sparse crowd scenes, we follow PSDDN [24] and LSC-CNN [31] to utilize the MLE and AP as the metric. In particular, our method has a 36.7% MLE and a 17.0% AP improvement compared with the second-best, LSC-CNN [31]. We qualitatively evaluate the proposed method by visualizing the bounding boxes on the various crowd scenes in Fig. 6, which gives competitive bounding boxes compared with LSC-CNN [31].

6. Ablation Study

The ablation studies are conducted on the UCF-QNRF dataset. In the following, we mainly study the annotation transform functions and the cross-domain capability.

6.1. Annotation transform function.

We perform a detailed ablation study on annotation transform function to understand the localization effectiveness of the R-DT map. We conduct four annotation transform maps, including Distance Transform (DT) map, Min-Max Normalization Distance Transform (MM-DT) map, L2 Normalization Distance Transform (L2-DT) map, and Reciprocal Distance Transform (R-DT) map, as shown in Fig. 7. During the testing phase, the count of the R-DT map is equal to the number of local maxima, and the count of rest transform maps is equal to the local minima. The results are shown in Tab 6. As expected, the counting error reaches an unacceptable level based on the DT map,
we present the F1-measure-MAE curve and Recall-MAE curve on the UCF-QNRF dataset, a fixed $\sigma$ adopted to evaluate since the dataset does not provide the real head size. For the density map, the smaller the kernel used, the better the localization performance is. The counting performance achieves best when the Gaussian kernel is set as 8, but it has a bad localization performance. As expected, the proposed R-DT map achieves the ideal trade-off between counting and localization.

### 6.2. Cross-dataset evaluation.

We conduct cross-dataset experiments on the NWPU-Crowd, JHU-Crowd++, UCF-QNRF, and ShanghaiTech PartB datasets to explore the transferability of the proposed method. In the Cross-dataset evaluation, models are trained on the source dataset and tested on the target dataset without further fine-tuning. Quantitative results are shown in Tab 7. Our method outperforms the state-of-the-art methods on all datasets, which shows remarkable transferability. This inspires us that can use the proposed method to annotate the unlabeled data for semi-supervised crowd counting tasks due to the excellent localization and transferring ability in the future.

![Figure 7: The different transform functions.](image)

![Figure 8: F1-measure-MAE curve and Recall-MAE curve under a fixed $\sigma$ (set as 20) on the UCF-QNRF dataset.](image)

Table 7: Experimental results on the transferability of different methods under cross-dataset evaluation. * means the localization-based methods.

### 7. Conclusion

In this paper, we present a novel map named R-DT map, which is designed to cope with both crowd counting and people localization. The proposed method simultaneously implement counting, localization, and size, which only rely on the point-level annotations. Extensive experiments demonstrate that the proposed method achieves state-of-the-art performance compared with the localization-based methods on all metrics. We hope that the community would switch from the density map regression to R-DT map regression for more practical.
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