Development and evaluation of radiotherapy deep learning dose prediction models for breast cancer
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ABSTRACT

Background and purpose: Treatment planning of radiotherapy is a time-consuming and planner dependent process that can be automated by dose prediction models. The purpose of this study was to evaluate the performance of two machine learning models for breast cancer radiotherapy before possible clinical implementation.

Materials and methods: An in-house developed model, based on U-net architecture, and a contextual atlas regression forest (cARF) model integrated in the treatment planning software were trained. Obtained dose distributions were mimicked to create clinically deliverable plans. For training and validation, 90 patients were used, 15 patients were used for testing. Treatment plans were scored on predefined evaluation criteria and percent errors with respect to clinical dose were calculated for doses to planning target volume (PTV) and organs at risk (OARs).

Results: The U-net plans before mimicking met all criteria for all patients, both models failed one evaluation criterion in three patients after mimicking. No significant differences (p<0.05) were found between clinical and predicted U-net plans before mimicking. Doses to OARs in plans of both models differed significantly from clinical plans, but no clinically relevant differences were found. After mimicking, both models had a mean percent error within 1.5% for the average dose to PTV and OARs. The mean errors for maximum doses were higher, within 6.6%.

Conclusions: Differences between predicted doses to OARs of the models were small when compared to clinical plans, and not found to be clinically relevant. Both models show potential in automated treatment planning for breast cancer.

1. Introduction

Breast cancer is the most common type of cancer in women in Europe, with 523,000 new cases diagnosed in 2018 [1]. Depending on the stage of the disease, different treatments are recommended. Breast-conserving surgery (BCS) followed by radiotherapy (RT) to the breast is a widely accepted local treatment for early breast cancer. RT after BCS for node-negative cancer compared to BCS only, halves the risk on recurrence after 10 years, while the breast cancer death rate is reduced by about a sixth [2]. However, this needs to be balanced against the dose delivered to healthy tissue which can lead to different side effects. For major coronary events, Darby et al. found an excess relative risk (ERR) of 7.4% per Gy mean heart dose (MHD) [3], whereas Taylor et al. found an ERR of 4.1% per Gy MHD for cardiac mortality alone and an ERR of 11% per Gy mean lung dose (MLD) for mortality resulting from RT induced lung cancer [4]. In order to minimise side effects as much as possible, low doses to the heart and lung should be pursued.

To create a treatment plan with acceptable doses to organs at risk (OARs) while still achieving adequate coverage of the target tissue, planners go through an iterative plan optimisation process. This process can be time-consuming, and the plan quality is dependent on the experience of the planner [5,6]. Recent years, several studies have been conducted on the development of dose prediction methods to automate this process, by using convolutional neural networks (CNNs) [7–11]. The treatment planning system (TPS) used in this study also implemented machine learning (ML) to offer automated planning. This module was already tested for head and neck RT and showed promising results [12]. However, most of the aforementioned studies on dose prediction focus on the treatment sites prostate or head and neck, and little is known about the performance of these models for breast cancer.
2. Materials and methods

2.1. Patient database

Treatment plans for 105 patients diagnosed with left-sided node-negative breast cancer were included. Ethical approval was granted by the local ethics committee. This research is conducted on anonymised patient data and according to Dutch law this falls under the so-called non-WMO legislation (medical research law waiver). The patients were treated in 15 fractions with a prescribed total dose of 40.05 Gy, with a beam energy of either 6 or 10 MV. A tangential Intensity-modulated radiation therapy (IMRT) technique was used with one open segment for each tangential beam and a maximum of eight total segments, which should be at least 9 cm². On average, 336 monitor units (MU) (range 304–409) were needed to deliver one fraction. Computed Tomography (CT) data and clinical treatment plans were available for all patients. The resolution of the CT data was 2.5 × 2.5 × 2.5 mm³. RayStation TPS was used to create new clinically deliverable plans using the standard approach, described below. Version 9B was used to generate new plans with the ML module. Furthermore, predicted dose distributions resulting from the in-house developed method were loaded into RayStation 9B and dose mimicking was applied to generate clinically deliverable plans. A dose calculation grid spacing of 3 mm was used for all plans.

The breast planning target volume (PTV) was generated by expanding the clinical target volume (CTV) by 5 mm and then cropping it 5 mm under the skin. During optimisation, beam segments were opened outside the skin region to account for setup errors, intra-fraction movements and possible increase of breast volume during treatment. For this study, a distance of 1–2 cm from the skin was used. Opening of the segments was executed in the last part of optimisation. The automatic beam angle function available in the 3D-CRT module of RayStation was used to determine the optimal beam angles.

Predefined clinical goals were used to evaluate the quality of a treatment plan, ensuring an adequate dose coverage of the PTV and sparing of the OARs. These evaluation criteria were based on the Dutch national consensus criteria for breast treatment planning from October 2019 and summarized in Supplementary Table S1.

2.2. Machine learning models and model training

Two ML models were used for dose prediction. The first model was in-house developed, based on the U-net architecture, a widely used method in biomedical image processing [13]. For this study, the adapted U-net architecture of Nguyen et al. [8] was used. See the Supplementary material for a more in depth overview of the model.

The second model was developed and integrated by RaySearch, based on a contextual atlas regression forest (cARF) [12], consisting of two phases. In the atlas-to-image mapping phase, atlas regression forests (ARFs) are trained to model the relationship between image features and the dose distribution. In the atlas-selection phase, density estimation over observed image features is used to train a model to select the most relevant ARF for a new patient. After these phases, a conditional random field model is used to find the most probable dose distribution. The full method was described by McIntosh and Purdie [14,15].

For training of both models, treatment plans of 90 patients were used, with a training set containing plans of 72 patients and a validation set with plans of 18 patients. To independently test the model after training, 15 additional patients were used. The composition of these datasets can be found in Table 1.

The in-house developed U-net model was trained for 800 epochs, and no cross-validation was performed. Each batch contained three patients, of which eight slices were re-selected at each epoch using a sampling scheme. Central slices are more important for dose prediction as they always contain the PTV, so a Gaussian scheme was used with a standard deviation equal to one-third of the distance from the central to the end slice.

2.3. Dose mimicking

The two models both result in a dose prediction per voxel, which are not directly clinical applicable. To obtain clinically deliverable plans, dose mimicking can be used. In this study, mimicking was realized by direct machine parameter optimization to approximate the predicted dose distribution, based on the method of Petersson et al. [16]. Three intermediate collapsed cone convolution dose calculations were performed over the course of multiple dose mimicking iterations, ending with a final collapsed cone convolution dose calculation resulting in the final dose distribution. The beam energy and gantry angles were copied from the clinical plan of the corresponding patient. The same segmentation settings, mentioned in Section 2.1, were used for all plans. In addition, for all patients the same set of objectives and weights was used. After mimicking, created segments were visually inspected. If needed, leaves were opened manually outside the skin region, at similar distances from the skin as the clinical plans.

2.4. Model evaluation

For the U-net model, the predicted dose distributions before and after mimicking were evaluated. Of the cARF model predictions, only mimicked dose distributions were available. To compare the predictions, dose distributions of the clinical, predicted and mimicked plans were scaled such that 98% of the PTV volume receives 95% of the dose (38.05 Gy). The voxel-wise predictions were evaluated with the clinical goals, based on the national consensus aforementioned. As all plans were scaled to have a dose of 38.05 Gy at 98% volume, this goal was not scored. In addition to the average and maximum doses of the regions of interest (ROIs), the differences of the mean average dose and maximum dose to the PTV with respect to the prescribed dose (40.05 Gy) were calculated. The average dose and maximum dose (D2%) to the ROIs were then further investigated.

The performance of the models was further evaluated by a percent error relative to the prescribed dose, calculated as \( \frac{\text{predicted dose} - \text{prescribed dose}}{\text{prescribed dose}} \times 100\% \), with a prescribed dose of 40.05 Gy. Significance between the average and maximum doses of the clinical plan and the predicted and mimicked plans of each of the models were investigated with the Wilcoxon signed rank test. A p-value <0.05 was considered significant.

3. Results

The clinical plans and the U-net predicted plans met all clinical goals

| Table 1 | Characteristics of the patient sets used for training and testing of the two models. |
|--------|---------------------------------|----------------|----------------|---------------|
| Model | Stage | Patient Set | Number of Patients | Beam Energy (number of patients) | PTV Volume (mean and range; cm³) |
|--------|--------|-------------|-------------------|-------------------------------|---------------------------------|
| Training | Training | 72 | 62 | 10 MV | 818 (196–2864) |
| Validation | 18 | 11 | 7 MV | 879 (299–1168) |
| Testing | Test | 15 | 10 | 5 MV | 831 (458–1811) |
Average and maximum doses to the ROIs for the clinical plans, predicted (pred) and mimicked (mim) plans of the U-net model and conditional Atlas Regression Forest (cARF) plans. Numbers printed in italic indicate which goals are not achieved for all patients.

| Clinical Goal   | Clinical Plans | U-net Predicted | U-net Mimicked | cARF Predicted | cARF Mimicked |
|-----------------|---------------|-----------------|----------------|----------------|---------------|
| PTV: $D_{\text{avg}} \geq 40.05\text{ Gy}$ | 15 | 15 | 15 | 14 |
| PTV: $D_{\text{avg}} \leq 42.85\text{ Gy}$ | 15 | 15 | 12 | 15 |
| Heart: $D_{\text{avg}} \leq 3\text{ Gy}$ | 15 | 15 | 15 | 15 |
| Lungs: $D_{\text{avg}} \leq 6\text{ Gy}$ | 15 | 15 | 15 | 15 |
| External - PTV: $V_{10\%} \leq 10.00\text{ cm}^3$ | 15 | 15 | 15 | 15 |
| Heart: $D_{\text{avg}} \leq 2\text{ Gy}$ | 15 | 15 | 15 | 15 |
| Lungs: $D_{\text{avg}} \leq 4\text{ Gy}$ | 15 | 15 | 15 | 15 |

Although, after mimicking, three patient plans exceeded the allowed volume of 2% receiving $>42.85\text{ Gy}$, with volumes of 2.6%, 2.9%, and 3.0%. For the cARF model, three different patient cases also failed to meet all clinical goals. The first patient case failing a clinical goal had an average PTV dose of 39.96 Gy. This dose was still within 1% of the prescribed dose, which is clinical acceptable according to the guidelines of the national consensus. The second case had a volume of 12.6 cm$^3$ of the external receiving $>107\%$ of the prescribed dose. The last case had an average heart dose of 2.15 Gy, thereby exceeding the desired limit of an average dose of 2 Gy, but still achieving an average dose below 3 Gy.

Average and maximum doses of the ROIs in all plans are summarized in Table 3. For the U-net model, both average and maximum doses increased after mimicking for all ROIs, thereby significantly exceeding the clinical doses. The average PTV dose of the cARF was lower than the clinical dose, but both heart and lung doses significantly exceeded the clinical doses.

Furthermore, the average doses for all models fell within 2.0% of the prescribed dose. For the maximum dose, the means of the different plans differed between 5.0% and 6.0% from the prescribed dose.

The percent errors on the average and maximum dose are shown in Fig. 1. The U-net model predicted a dose distribution which did not differ significantly from the clinical dose distribution, but after mimicking it did for all ROIs. The cARF model predicted a significantly different dose for the heart and lungs, compared to the clinical plans. In addition, the differences between the mimicked U-net predictions and cARF predictions were also significant for all ROIs, except for the maximum dose to the heart. cARF predicted lower average and maximum doses to the PTV, while the U-net predicted lower average and maximum doses to the OARs. Overall, the percent error was lower for the average doses compared to the maximum doses. In addition, the spread of the error was decreased after mimicking. Both models tend to over-predict the doses for the OARs, while predicting a lower dose to PTV, although this dose increases after mimicking.

The percent errors on average doses (mean ± SD) to PTV, heart and lungs, were 0.7 ± 0.2%, 0.1 ± 0.1% and 0.2 ± 0.5% for the mimicked U-net model predictions. For the cARF model, these errors were −0.3 ± 0.6%, 0.3 ± 0.3% and 0.5 ± 0.2%. For the maximum doses to PTV, heart and lungs, errors of 0.9 ± 0.5%, 1.2 ± 1.6% and 3.3 ± 2.0% were found for the mimicked U-net predictions. The cARF model resulted in errors to these ROIs of 0.04% ± 1.0%, 3.8% ± 6.0% and 6.6% ± 3.3%.

Table 2 (see Table 2). However, after mimicking, three patient plans exceeded the allowed volume of 2% receiving $>42.85\text{ Gy}$, with volumes of 2.6%, 2.9%, and 3.0%. For the cARF model, three different patient cases also failed to meet all clinical goals. The first patient case failing a clinical goal had an average PTV dose of 39.96 Gy. This dose was still within 1% of the prescribed dose, which is clinical acceptable according to the guidelines of the national consensus. The second case had a volume of 12.6 cm$^3$ of the external receiving $>107\%$ of the prescribed dose. The last case had an average heart dose of 2.15 Gy, thereby exceeding the desired limit of an average dose of 2 Gy, but still achieving an average dose below 3 Gy.

Average and maximum doses of the ROIs in all plans are summarized in Table 3. For the U-net model, both average and maximum doses increased after mimicking for all ROIs, thereby significantly exceeding the clinical doses. The average PTV dose of the cARF was lower than the clinical dose, but both heart and lung doses significantly exceeded the clinical doses.

Furthermore, the average doses for all models fell within 2.0% of the prescribed dose. For the maximum dose, the means of the different plans differed between 5.0% and 6.0% from the prescribed dose.

The percent errors on the average and maximum dose are shown in Fig. 1. The U-net model predicted a dose distribution which did not differ significantly from the clinical dose distribution, but after mimicking it did for all ROIs. The cARF model predicted a significantly different dose for the heart and lungs, compared to the clinical plans. In addition, the differences between the mimicked U-net predictions and cARF predictions were also significant for all ROIs, except for the maximum dose to the heart. cARF predicted lower average and maximum doses to the PTV, while the U-net predicted lower average and maximum doses to the OARs. Overall, the percent error was lower for the average doses compared to the maximum doses. In addition, the spread of the error was decreased after mimicking. Both models tend to over-predict the doses for the OARs, while predicting a lower dose to PTV, although this dose increases after mimicking.

The percent errors on average doses (mean ± SD) to PTV, heart and lungs, were 0.7 ± 0.2%, 0.1 ± 0.1% and 0.2 ± 0.5% for the mimicked U-net model predictions. For the cARF model, these errors were −0.3 ± 0.6%, 0.3 ± 0.3% and 0.5 ± 0.2%. For the maximum doses to PTV, heart and lungs, errors of 0.9 ± 0.5%, 1.2 ± 1.6% and 3.3 ± 2.0% were found for the mimicked U-net predictions. The cARF model resulted in errors to these ROIs of 0.04% ± 1.0%, 3.8% ± 6.0% and 6.6% ± 3.3%.

Fig. 2 shows two axial slices of two typical patient cases. For both patients, the U-net predicted a higher dose for PTV, resulting in more high dose regions than the clinical and cARF plans.

4. Discussion

Two ML models to predict dose distributions were evaluated and compared to clinical plans. Both models resulted in average doses to ROIs within a range of 1.0% to 1.5% deviation compared to clinical plans. Maximum doses to heart and lungs deviated more, with range of 6.6% and 3.3% error. In our opinion, the found differences between the models were not clinically relevant, since the clinical accepted average doses were not exceeded. Furthermore, the plans were also physically acceptable, with similar segment shape and MU per fraction. These results indicate comparable performance of both models, showing the capability of creating clinically acceptable plans.

There are a few studies which used other models than CNN models for dose prediction in breast cancer patients. Fan et al. [17] predicted dose volume histograms (DVHs) using kernel density estimation, which were then transferred to objectives. With these objectives, treatment plans were created with the auto-planning module of the TPS Pinnacle. No significant differences were found when comparing the automatic generated plans with manually generated plans by experienced planners. In another study, van Duren-Kooiman et al. [18] created an automatic workflow, using the RapidPlan knowledge-based planning of the Eclipse TPS to generate treatment plans for breast irradiation, including locoregional lymph nodes. For 14 out of the 15 test patients, the automated plans were preferred or equal to the manually generated plans.

This is to our knowledge the first study focusing on dose prediction for breast cancer, with the use of CNNs. The study of Nguyen et al. [8], where the U-net model architecture was based on, applied it to treatment plans for prostate cancer. They report mean absolute percent errors on average doses of 1.1% for PTV to a maximum of 4.2% for an OAR. The mean absolute percent errors for maximum doses range from 1.8% for PTV to 5.1% for an OAR. The dose distributions in the study of Nguyen et al. were not mimicked, meaning that comparison to the U-net predictions would be more fair. The results in this study showed no significant different errors. So although direct comparison is not possible due to different treatment sites, it can be stated that the model from this study is comparable in performance or even outperforms the model of Nguyen et al. The study of McIntosh et al. [12] is the only one evaluating the cARF model. They predicted head and neck dose distributions, but no predicted average and maximum dose values were reported, so no comparisons can be made.

Furthermore, several studies used a three dimensional (3D) U-net architecture for predicting dose distributions, sometimes combined with
other well-known CNN architectures such as DenseNet [7], or extended with beam configuration information [9, 19]. Both studies that included beam configuration, report an improvement in prediction compared to only using anatomical information. Barragan et al. [9] predicted dose distributions for lung IMRT patients and reported a decrease of the error of the mean dose, averaged over all ROIs, from 2.3% ± 2.0 to 1.4% ± 1.3, for a model without and with beam configuration information, respectively. The error of the maximum dose decreased from 4.0% ± 4.7 to 2.9% ± 3.1. Similar to the 2D U-net study, dose distributions in these studies were not mimicked to clinical deliverable plans. Although direct comparison is again difficult, the prediction errors of the in-house developed 2D U-net were in the same range or even better as the 3D U-net without any beam information. The 3D U-net including beam configuration seemed to outperform the mimicked U-net and cARF predictions with regard to maximum doses.

The patient set used in this study contains patients treated with a beam energy of 6 or 10 MV, where the latter is used for patients with larger target volumes. By using a large dataset with a variety of patient anatomies and target volumes, it was assumed that there would be no difference in the results of 6 or 10 MV predictions. During evaluation, small differences between predictions for 6 and 10 MV plans were observed in the percent errors on the average dose to PTV of 0.23% and 0.12% for the mimicked U-net and cARF models, respectively. However, due to a small test set and no proof of significance, these differences were assumed to be negligible.

For dose mimicking, initial set-up settings were used for the two models. No adjustments to further improve mimicking were made. In addition, the scaling could result in more hot dose regions and could also be prevented by specific mimicking settings. Future research could involve improving these settings.

During mimicking several settings were copied from clinical plans, such as the beam angle. To further automate the planning process and be less planner dependent, a method could be developed to automatically determine beam angles, fitting the predicted dose distribution.

The biggest limitation of the U-net model used in this study was its 2D nature. Due to a lack of computational power and time, a 3D U-net was not feasible in this study. In the 2D U-net, slices were predicted independent of each other, disregarding any spatial information in the slice direction. Nevertheless, this spatial information was restored with dose mimicking, leading to deliverable plans. However, mimicking lead in almost all cases to higher average and maximum doses to the ROIs, while the dose without mimicking did not differ significantly from the clinical dose. Future research could include a 3D U-net to test its ability to predict dose distributions, compared to the 2D U-net.

Resulting plans from both models did not show clinically relevant differences for studied dose parameters. To further investigate potential

---

**Fig. 1.** Percent error of predicted and mimicked dose distributions of the U-net model and mimicked does distribution of the cARF model, when compared to clinical plans, with respect to the prescribed doses. Average (upper row) and maximum (lower row) doses of different ROIs are evaluated. Horizontal lines in boxes are medians, crosses are means, dots are outliers. Statistically significant differences with respect to clinical dose are marked with a red asterisk (p < 0.05). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
of clinical implementation, a new study will be performed which includes scoring by radiation oncologists of plans generated in clinic and by the models.

In this study, a U-net model was tested to predict dose distributions for whole breast RT. These dose predictions were mimicked to create clinical deliverable plans and evaluated together with the predictions of an already existing commercially available cARF model and compared with corresponding clinical plans. Differences between the two models in predicted doses to OARs compared to the clinical plans were small and not found to be clinically relevant. Results of both models are promising for automatic plan generation.
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