Quantum fidelity measures for mixed states

Yeong-Cherng Liang\textsuperscript{1}, Yu-Hao Yeh\textsuperscript{1}, Paulo E. M. F. Mendonça\textsuperscript{2,3}, Run Yan Teh\textsuperscript{4}, Margaret D. Reid\textsuperscript{4,5} and Peter D. Drummond\textsuperscript{1,5}

\textsuperscript{1} Department of Physics, National Cheng Kung University, Tainan 701, Taiwan
E-mail: ycliang@mail.ncku.edu.tw
\textsuperscript{2} Academia da Força Aérea, Caixa Postal 970, 13643-970, Pirassununga, SP, Brazil
E-mail: pmendonca@gmail.com
\textsuperscript{3} Melbourne Graduate School of Education, University of Melbourne, Melbourne, VIC 3010, Australia
\textsuperscript{4} Centre for Quantum and Optical Science, Swinburne University of Technology, Melbourne, VIC 3122, Australia
E-mail: rteh@swin.edu.au, mdreid@swin.edu.au, pdrummond@swin.edu.au
\textsuperscript{5} Institute of Theoretical Atomic, Molecular and Optical Physics (ITAMP), Harvard University, Cambridge, Massachusetts, USA.

Submitted to: Rep. Prog. Phys.

Abstract. Applications of quantum technology often require fidelities to quantify performance. These provide a fundamental yardstick for the comparison of two quantum states. While this is straightforward in the case of pure states, it is much more subtle for the more general case of mixed quantum states often found in practice. A large number of different proposals exist. In this review, we summarize the required properties of a quantum fidelity measure, and compare them, to determine which properties each of the different measures has. We show that there are large classes of measures that satisfy all the required properties of a fidelity measure, just as there are many norms of Hilbert space operators, and many measures of entropy. We compare these fidelities, with detailed proofs of their properties. We also summarize briefly the applications of these measures in teleportation, quantum memories and quantum computers, quantum communications, and quantum phase-space simulations.
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1. Introduction

Fidelity is a central concept to quantum information. It provides a mathematical prescription for the quantification of the degree of similarity of a pair of quantum states. In practice, there are many situations where such a comparison is useful. For example, since any experimental preparation of a quantum state is limited by imperfections and noise, one is generally interested to find how close the state actually produced is to the state whose production was intended. This is a common issue in quantum communications and quantum computing, where one is interested in either generating or sending precisely defined quantum states in the face of noise and other sources of error.

Another common application arises in the context of entanglement quantification [1]: the closer a given quantum state is to the set of separable states, the less entangled it is, and vice-versa (see, however, [2]). Measuring and computing fidelities between quantum states is at the heart of various quantum information tasks. In recent years, fidelity measure has also been applied extensively to study quantum phase transitions. For a review on this subject, see [3] and references therein.

For pure states, fidelity is well-defined. Yet pure states, by their nature, are exactly what one does not expect in a noisy, real-world environment. Moreover, in large quantum systems, one needs to measure exponentially many parameters in order fully determine the quantum states, thus making the task infeasible in practice. Instead, one could hope to obtain some partial information about the produced quantum states, for example, by performing tomography on some (random) subsets of the multipartite quantum states. Importantly, a generic multipartite pure state is highly entangled across any bipartition [1], hence its reduced states on subsets are typically mixed. Thus, more realistically, one must expect to deal with impure or mixed target states that are obtained by examining a subsystem obtained by tracing over a larger environment.

In all real-world experiments, there is also noise or coupling to an environment. This is an essential part of the quantum-classical transition, since it is the coupling to an environment that allows measurements. From the point of view of a quantum technologist or engineer, the environment causes decoherence, and this is the main challenge in many quantum technology applications. Just as relevant is the fact that one often wishes to analyze the performance of one component—for example, a quantum gate—embedded in a larger device, so that the environment is an essential part of the system of interest, as explained above. Thus, one may argue that the fidelity for mixed states is generic, and therefore the most practical type of fidelity. Pure state fidelity represents an idealized case only, which is typically non-scalable. For mixed states, however, fidelity has no clearly unique definition, and a number of different approaches exist.

Here the question is really one of distance: given two density matrices, how close are they to each other in the appropriate Hilbert space? This is an important issue, for example, if one wishes to understand how accurately a given approximate calculation replicates that of some target density matrix. The concept of distance in any vector space is never a uniquely defined concept without further considerations being applied.

There are other situations where mixed state fidelity might seem to be important, but frequently they are more subtle than would appear at first sight. For example, while it is known [5] that one cannot clone quantum states, there is great interest in the idea of optimal cloning [6, 7], in which a state is copied as well as is allowed by quantum theory. This requires one to quantify the fidelity of the clone or copy, in order to decide if a given cloning strategy is really optimal. Similarly, while quantum memories and quantum teleportation are permitted by quantum mechanics, the real world of the laboratory leads to inevitable noise and errors. Again, it is a mixed state fidelity that is important, since the original state that is teleported or stored was typically not a pure state originally. These applications may involve multiple states as well, which requires not just fidelities, but averages over them.

In this review, we analyze these issues by considering measures of fidelity that apply to mixed as well as pure states. In Section II, we review the properties of a fidelity measure as defined by Josza [8], which apply to the mixed state case, and illustrate that these are satisfied by a large number of proposed definitions of fidelity measure. This leads us to compare the different properties of these measures, which is the main purpose of this review. In Sections 3 and 4 we summarize the respective mathematical properties, and make comparisons of the values the different fidelity measures can have. We choose for specific comparison finite-dimensional “qudit” states with varying degrees of purity, and also make comparisons based on randomly generated density operators. Finally in Section 5, we review the application of fidelity measures to quantum information protocols such as teleportation [9], quantum memories [10] and quantum gates [11]. Here, the fidelity measure can indicate a level of security for a quantum state transfer, or indicate the effectiveness of a logic operation. We present a useful tool—phase space fidelity—for evaluating the theoretical prediction of fidelity where systems and theories are complex.
As applications are based on experimental measurements, we conclude the review with a short discussion of the different types of experimental fidelity measurements that have been reported in the literature. These range from measurements on atomic states such as in ion traps, to photonic qubit states that might imply entanglement based on post-selection. The issue of defining the appropriate Hilbert space for the fidelity measurement is also discussed. In the Summary, we present our main conclusion, which is that for some situations different fidelity measures to the commonly used Uhlmann-Josza measure may be advantageous. The Appendix gives detailed proofs of noble results where the proofs are too lengthy for the main part of the review.

2. Fidelity measures for mixed states

2.1. Measured and relevant Hilbert spaces

Given the wide variety of quantum technologies involved, it is not surprising that there are many ways to measure fidelity. These may depend on the applications envisaged, or simply on what is measurable in an experiment. Yet these are quite different issues. What is feasible in an experiment may not be the fidelity measurement that is needed. To understand this point, we must introduce the concept of measured and relevant Hilbert space, which is fundamental to understanding mixed state fidelity.

To motivate this analysis, we note that in certain types of relatively well-structured quantum states, such as the Greenberger-Horne-Zeilinger states, large-dimensional fidelity measurements have been reported, with 10-14 qubit Hilbert spaces being treated in ion-trap, photonic and superconducting quantum circuit environments. Such measurements are especially important in allowing the detection of decoherence and super-decoherence, where the decoherence rates increase with system size.

These experiments are impressive demonstrations, but scaling them to even larger sizes is likely to become increasingly difficult owing to their exponential complexity, leading to exponentially many measurements being required in a general tomographic measurement. For this reason, we expect measurements of mixed state fidelity to become more common in large Hilbert spaces, as explained in the Introduction.

The first difficulty in carrying out a physical fidelity measurement is to identify the relevant Hilbert space. All quantum systems are coupled to other modes of the universe, but the state of Betelgeuse is usually only relevant if one wishes to communicate over a 640 light year distance. Thus, a useful fidelity measurement only measures the relevant fidelity. Suppose the global quantum state is divided into the relevant and irrelevant parts, with an orthogonal basis of pure states $|\psi_i\rangle_{rel}$:

$$|\Psi\rangle = \sum_{ij} C_{ij} |\psi_i\rangle_{rel} |\phi_j\rangle_{irr}$$

(2.1)

Next, the relevant density matrix is obtained by the usual partial trace procedure, so that

$$\rho = \sum_{ijk} C_{ij} C_{kj}^* \langle \psi_i | \rho_{rel} | \psi_k \rangle_{rel}$$

(2.2)

The irrelevant portion, $|\phi\rangle_{irr}$, of the quantum state may change in time. Yet given a large enough separation, and for localized interactions, this will generally not alter the relevant density matrix, owing to the trace over irrelevant parts. However, if the product does not factorize initially, so the relevant and irrelevant parts are entangled, then one does always have a mixed state. This is the generic situation, and one should not assume that a state is pure, without tomographic measurements that verify purity.

While subdivision is necessary, where should the dividing line be? For example, the internal states of all the different ions in an ion trap, and their motional states, may all be relevant to an ion-trap quantum computer. However, the state of motion of the vacuum chamber will not be. Thus, the mixed state fidelity is a relative measure. It depends on the relevant Hilbert spaces. One will get different results depending on how large the relevant Hilbert space is, which is application-dependent.

Yet the relevant space in many cases may still be much larger than the one in which the fidelity is measured. For example, one might only be able to measure the internal states of one or two ions. The total relevant Hilbert space can be larger than this. This means that there is some lost of information which may be important to the application. One is still entitled to claim to have measured a fidelity, but it is clearly not the only relevant fidelity.

This means that the definition and understanding of a mixed state fidelity is very central to quantum technologies. The original idea of fidelity, as first introduced to the quantum information community, is not immediately applicable to an arbitrary pair of density matrices. However, it is implicit in this definition that for a pair of pure states $\rho = |\phi\rangle\langle\phi|$ and $\sigma = |\psi\rangle\langle\psi|$, their fidelity should be defined by the transition probability between the two states, i.e.,

$$F(|\phi\rangle\langle\phi|, |\psi\rangle\langle\psi|) = \langle\psi|\phi\rangle^2.$$  

(2.3)

As pointed out subsequently, this is indeed a natural candidate for a fidelity measure since it corresponds to the closeness of states in the usual geometry of Hilbert space.

When one of the quantum states, say, $\rho$ is mixed, there also exists a generalization of Eq. (2.3) in terms
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of the transition probability between the two states, namely,

$$\mathcal{F}(\rho, |\psi\rangle\langle\psi|) = \langle\psi| \rho |\psi\rangle. \quad (2.4)$$

Note that this was also implicitly defined in the original fidelity measure \[ 19 \]. In \[ 20 \], this expression has also been referred as Schumacher’s fidelity.

2.2. Desirable properties of mixed state fidelities

As one might expect, not every function of two density matrices provides a physically reasonable generalization of Eq. \[ 2.4 \] to a pair of mixed states.

For example, at first glance it may seem that

$$\mathcal{F}(\rho, \sigma) = \text{tr}(\rho \sigma), \quad (2.5)$$

serves as a useful generalization of Eq. \[ 2.4 \] to an arbitrary pair of mixed states. However, the Hilbert-Schmidt inner product leads to an unsatisfactory generalization of fidelity \[ 8 \]. For example, let us denote by \( I_d \) the identity operator acting on a \( d \)-dimensional Hilbert space. Then, adopting Eq. \[ 2.5 \] as the mixed state fidelity would imply that all pairs of density matrices for a two-state or qubit system of the form \( (1/2^2, |\phi\rangle\langle\phi|) \), are just as similar as the identical pair \( (1/2^2, 1/2^2) \).

This problem is soluble through a suitable normalization, as we show below, but it illustrates the need for a suitable definition of a fidelity measure. In order to avoid such difficulties, Jozsa proposed the following list of fidelity axioms \[ 8 \], which should be satisfied by any sensible generalization of Eq. \[ 2.4 \] to a pair of mixed states:

J1a) \( \mathcal{F}(\rho, \sigma) \in [0, 1] \)

J1b) \( \mathcal{F}(\rho, \sigma) = 1 \) if and only if \( \rho = \sigma \)

J2) \( \mathcal{F}(\rho, \sigma) = \mathcal{F}(\sigma, \rho) \)

J3) \( \mathcal{F}(\rho, \sigma) = \text{tr}(\rho \sigma) \) if either \( \rho \) or \( \sigma \) is a pure state

J4) \( \mathcal{F}(U\rho U^\dagger, U\sigma U^\dagger) = \mathcal{F}(\rho, \sigma) \) for all unitary \( U \)

Henceforth, we shall refer to this set of conditions as Jozsa’s axioms.

Apart from these, it is convenient to append to this list the requirement that any fidelity measure should vanish when applied to quantum states of orthogonal support, i.e.,

J1c) \( \mathcal{F}(\rho, \sigma) = 0 \) if and only if \( \rho \sigma = 0 \)

Throughout, the requirements (J1)-(J4) will be taken as the most basic requirements to be satisfied by any generalization of fidelity measure for a pair of mixed states.

One may be interested in further subtleties in determining fidelity, beyond the Jozsa axioms, depending on the application of the measure. For example, in the case of a mixed system, the idea of a state-by-state fidelity could be important. One may wish to investigate a cloning, communication or quantum memory experiment. Suppose, in the experiment, the input state is an unknown qudit state of dimension \( d \), and has maximum entropy. In other words, one has \( \rho = I_d/d \). According to Jozsa’s criterion, the highest fidelity output state \( \sigma \) would be another, identical, maximal entropy state. Yet this would not be a useful criterion on its own – it is a necessary, but not sufficient measure.

Here, one might wish to have the maximum fidelity for every expected input state, pure or mixed, with an appropriate weight given by their relative probability. This requires an understanding of the correlations between the input and output states, given a communication alphabet \( \rho_A, \rho_B, \ldots \), which is related to the conditional information measures found in communication theory \[ 21 \]. Such more general issues cannot be investigated by just using simple fidelity measures of the Jozsa type, and more sophisticated process fidelity measures \[ 22 \] are needed, which we discuss in detail later. However, even in this case, a fidelity measure can be useful provided it is applied relative to every input density matrix in the relevant communication alphabet, and then averaged with its probability of appearance. This is called the average fidelity:

$$\langle \mathcal{F}(\rho, \sigma) \rangle = \sum P_j \mathcal{F}(\rho_j, \sigma_j), \quad (2.6)$$

where the pair \( \rho_j, \sigma_j \) occur with probability \( P_j \). However, the average fidelity may involve averages over mixed state fidelities. Hence this concept is a relative one, and depends on the precise definition of fidelity used.

2.3. Uhlmann-Josza fidelity

The most widely-employed generalization of Schumacher’s fidelity that has been proposed in the literature is the Uhlmann-Jozsa (U-J) fidelity \( \mathcal{F}_1 \) \[ 8, 23 \], as the maximal transition probability between the purification of a pair of density matrices \( \rho \) and \( \sigma \). Our choice of notation for this fidelity will become evident in Section 2.4.

$$\mathcal{F}_1(\rho, \sigma) := \max_{|\psi\rangle \in \rho} |\langle \psi| \varphi \rangle|^2 = \left( \text{tr} \sqrt{\rho \sigma \sqrt{\rho} \sqrt{\sigma}} \right)^2. \quad (2.7)$$

In order to understand this definition, we note that here, \( |\psi\rangle \) is what is called a purification of \( \rho \). A purification is a state in a notional extension of the Hilbert space \( \mathcal{H} \) of \( \rho \) to an enlarged space \( \mathcal{H}' = \mathcal{H} \otimes \mathcal{H}_2 \), such that \( |\psi\rangle \) is a member of this larger space. The limitation on \( |\psi\rangle \) is that when the projector, \( |\psi\rangle \langle \psi| \), is traced over the auxiliary Hilbert space \( \mathcal{H}_2 \), it reduces to \( \rho \), i.e.,

$$\rho = \text{tr}_{\mathcal{H}_2} |\psi\rangle \langle \psi| \ .$$
This fidelity measure is often referred simply as the fidelity. Nevertheless, the reader should beware that some authors (e.g., those of \[3\] [11] [24] [25]) have referred, instead, to the square root of \( \mathcal{F}_1(\rho, \sigma) \) as the fidelity. We show below that this fidelity measure, \( \mathcal{F}_1(\rho, \sigma) \), is one of a large class of similar norm-based measures called \( \mathcal{F}_p(\rho, \sigma) \).

Given the wide use of this definition of \( \mathcal{F}_1(\rho, \sigma) \), one might naturally wonder if there is any need to search further, especially as this definition carries with it a number of desirable properties. There are also some difficulties with this approach, however, and we list them here:

- The U-J fidelity requires one to calculate or measure traces of square roots of matrices. This is not trivial in cases of large or infinite density matrices.
- The conceptual basis of the U-J fidelity is that both the density matrices being compared are derived from an identical enlarged space \( \mathcal{H}' \). This is not always true in many applications of fidelity.
- Since the U-J fidelity is a maximum over purifications, the measured U-J fidelity on a subspace is always greater or equal to the true relevant fidelity for two pure states. This may introduce a bias in estimating pure-state fidelities given a measurement over a reduced Hilbert space.

This leads to an obvious mathematical question:

- **Does the Josza set of requirements lead uniquely to the U-J fidelity, or do other alternatives exist?**

The purpose of this review is to answer this question. We show that, indeed, other alternatives do exist that satisfy the Josza axioms. A similar type of situation exists for the quantum entropy, where it is known that there are many entropy-like measures. Some are more suitable for given applications than others (see, e.g., \[26\] [27] [28] and references therein).

### 2.4. Alternative fidelities

One of the first proposals of a fidelity measure alternative to \( \mathcal{F}_1 \) was that provided by Chen et al. in \[29\]:

\[
\mathcal{F}_C(\rho, \sigma) := \frac{1 - r}{d} + \frac{1 + r}{2} \mathcal{F}_N(\rho, \sigma),
\]

where \( r = \frac{1}{d-1} \), \( d \) is the dimension of the state space, and

\[
\mathcal{F}_N(\rho, \sigma) := \text{tr}(\rho \sigma) + \sqrt{1 - \text{tr}(\rho^2)}\sqrt{1 - \text{tr}(\sigma^2)}.
\]

For two-dimensional quantum states, \( \mathcal{F}_1|_{d=2} = \mathcal{F}_C|_{d=2} = \mathcal{F}_N|_{d=2} \) \[20\]. Moreover, \( \mathcal{F}_C \) admits a hyperbolic geometric interpretation in terms of the generalized Bloch vectors \[30\] [31].

In 2008, \( \mathcal{F}_N \) itself was proposed as an alternative fidelity measure in \[20\]; the same quantity was also independently introduced in \[32\] by the name of super-fidelity, as it provides an upper bound on \( \mathcal{F}_1 \).

At about the same time, the square of the quantum affinity \( A(\rho, \sigma) \) was proposed in \[33\] (see also \[34\]) as a fidelity measure, by the name of \( A \)-fidelity:

\[
\mathcal{F}_A(\rho, \sigma) := \left( \text{tr} \left( \sqrt{\rho \sigma} \right) \right)^2.
\]

It is worth noting that, in contrast to \( \mathcal{F}_N \), the \( A \)-fidelity \( \mathcal{F}_A \) provides a lower bound on \( \mathcal{F}_1 \).

The super-fidelity \( \mathcal{F}_N \) clearly does not satisfy the axiom (J1c). In response to this \[35\], one may introduce the quantity

\[
\mathcal{F}_{GM}(\rho, \sigma) := \frac{\text{tr}(\rho \sigma)}{\sqrt{\text{tr}(\rho^2) \text{tr}(\sigma^2)}},
\]

which is, instead, incompatible with axiom (J3). \( \mathcal{F}_{GM} \) can be seen as the Hilbert-Schmidt inner product between \( \rho \) and \( \sigma \) normalized by the geometric mean (GM) of their purities \( \text{tr}(\rho^2) \) and \( \text{tr}(\sigma^2) \).

Lastly, let us point out another quantity of special interest. The non-logarithmic variety of the quantum Chernoff bound, \( \mathcal{F}_Q \), is defined by Audenaert et al. \[36\] as:

\[
\mathcal{F}_Q(\rho, \sigma) := \min_{0 \leq s \leq 1} \text{tr}(\rho^s \sigma^{1-s}).
\]

This quantity was not originally proposed as a fidelity measure. Instead, it is related to the (asymptotic) probability of error incurred in discriminating between quantum states \( \rho \) and \( \sigma \) when one has access to arbitrarily many copies of them. Nonetheless, we will include \( \mathcal{F}_Q \) in our subsequent discussion as it does have many desirable properties of a fidelity measure.

In fact, amongst all the generalized fidelities formulas proposed so far, only \( \mathcal{F}_Q \) and \( \mathcal{F}_1 \) fully comply with Josza’s axioms (cf. Table 1). These will be our main focus in the review out of these previously known fidelities, although we point out that there is also an infinite class of norm-based fidelities that comply with Josza’s axioms as well as these two. We note however that \( \mathcal{F}_Q \) is also computationally challenging. Not only does it involve fractional powers, but one must optimize over a continuous set of candidate measures, each involving different fractional powers.

| Table 1. Compatibility of existing fidelity measures against Josza’s axioms. |
|---|---|---|---|---|---|---|---|
| \( \mathcal{F}_1 \) | \( \mathcal{F}_Q \) | \( \mathcal{F}_N \) | \( \mathcal{F}_C \) | \( \mathcal{F}_A \) | \( \mathcal{F}_{GM} \) |
| J1a | ✓ | ✓ | ✓ | ✓ | ✓ |
| J1b | ✓ | ✓ | ✓ | ✓ | ✓ |
| J1c | ✓ | ✓ | ✓ | ✓ | ✓ |
| J2 | ✓ | ✓ | ✓ | ✓ | ✓ |
| J3 | ✓ | ✓ | ✓ | ✓ | ✓ |
| J4 | ✓ | ✓ | ✓ | ✓ | ✓ |
2.5. Norm-based fidelities

In addition, there are many norm-based fidelity measures that satisfy these axioms. Consider the operator $A = \sqrt{\rho} \sqrt{\sigma}$ whose properties are closely related to the overlap of two density matrices. There is an infinite class of unitarily invariant norms of linear operators, called the Schatten-von-Neumann norms (or more commonly Schatten norms), which can be used to measure the size of such operators. These are defined, for $p \geq 1$, as

$$\|A\|_p \equiv \left( \text{tr} \left[ (A A^\dagger)^{p/2} \right] \right)^{1/p}. \quad (2.13)$$

These norms all satisfy Hölder and triangle inequalities, so that $\|A_1 A_2\|_p \leq \|A_1\|_{2p} \|A_2\|_{2p}$. This particular inequality can be deduced, for example, from Corollary IV.2.6 of [37]. They are not yet suitable as fidelity measures, as they must be normalized appropriately to satisfy the fidelity axioms. Hence, keeping this in mind, we define a $p$-fidelity as:

$$\mathcal{F}_p(\rho, \sigma) := \frac{\|\sqrt{\rho} \sqrt{\sigma}\|_p^2}{\max \left( \|\sigma\|_1^2, \|\rho\|_1^2 \right)} \quad (2.14)$$

The proof that the axioms are satisfied is given in Appendix A. We note that, for the special case of $p = 1$, $\mathcal{F}_1(\rho, \sigma)$ is exactly the Uhlmann-Josza fidelity. This follows since for any Hermitian density matrix $\sigma$, $\|\sigma\|_1^2 = (\text{tr} \sigma)^2 = 1$, which is the same for all density matrices. Hence, the normalizing term in this case is

$$\max \left( \|\sigma\|_1^2, \|\rho\|_1^2 \right) = \max \{ (\text{tr} \sigma)^2, (\text{tr} \rho)^2 \} = 1. \quad (2.15)$$

In this review, we focus on $\mathcal{F}_1(\rho, \sigma)$ and $\mathcal{F}_2(\rho, \sigma)$, which have especially desirable properties. In particular, $\mathcal{F}_2(\rho, \sigma)$, which is defined as:

$$\mathcal{F}_2(\rho, \sigma) := \frac{\text{tr}(\rho \sigma)}{\text{max} \{ \text{tr}(\rho^2), \text{tr}(\sigma^2) \}}, \quad (2.16)$$

uses the Hilbert-Schmidt operator measure $\|A\|_2$, which is often simpler to calculate than $\|A\|_1$. In fact, all of the even order $p$-fidelities can be easily evaluated, as they reduce to the form:

$$\mathcal{F}_{2p}(\rho, \sigma) := \frac{\{ \text{tr} [ (\rho \sigma)^p ] \}^{1/p}}{\text{max} \{ (\text{tr} (\rho^2p))^{1/p}, (\text{tr}(\sigma^2p))^{1/p} \}}. \quad (2.17)$$

We finally note that a very similar type of circumstance occurs for entropy, which is also sometimes used to calculate distances between two density matrices. The traditional von Neumann entropy measure involves a logarithm, and is often difficult to compute or measure. This can be generalized to the Rényi entropy [38], which is:

$$S_p(\rho) = \frac{p}{1 - p} \ln \|\rho\|_p. \quad (2.18)$$

The Rényi entropy reduces to the usual von Neumann entropy, $S(\rho)$ in the limit of $p \to 1$, just as the generalized fidelity defined above reduces to the Uhlmann-Josza fidelity, in the same limit. Both generalizations have advantages in simplifying computations [39].

2.6. Hilbert-Schmidt fidelities

Although the measure $\mathcal{F}_{GM}$ does not comply with all of Josza’s axioms, its functional form suggests alternatives that are also worth investigating, using the Hilbert-Schmidt norm. An example is the norm-based fidelity $\mathcal{F}_2(\rho, \sigma)$ in the previous subsection, which is a special case of $\mathcal{F}_p(\rho, \sigma)$.

To this end, note that for an arbitrary symmetric, non-vanishing function $f$ that takes the purity of $\rho$ and $\sigma$ as arguments, one can introduce the functional of $f[\text{tr}(\rho^2), \text{tr}(\sigma^2)]$

$$\mathcal{F}_f(\rho, \sigma) = \frac{\text{tr}(\rho \sigma)}{f[\text{tr}(\rho^2), \text{tr}(\sigma^2)]}, \quad (2.19)$$

which are easily seen to satisfy a number of Josza’s axioms. Specifically, the symmetric property of $f$ and the cyclic property of trace guarantees that the axiom (J2) is satisfied by $\mathcal{F}_f$, whereas the non-vanishing nature of $f$ guarantees that (J1c) is fulfilled. In addition, the fact that $f$ only takes the purity of $\rho$ and $\sigma$ as arguments ensures that $\mathcal{F}_f$ complies with (J4).

The advantage of measures like this is that they only involve the use of operator expectation values, in the sense that $\text{tr}(\rho \sigma)$ is the expectation of $\sigma$ given the state $\rho$, or vice-versa. Such measures tend to be readily expressed and accessible using standard quantum mechanical techniques applicable to infinite-dimensional Hilbert spaces. By contrast, measures involving nested square roots of operators as found with $\mathcal{F}_1(\rho, \sigma)$ are not so readily calculated using standard quantum techniques in large Hilbert spaces, which is important when one is treating bosonic cases. Similar issues arise in the large Hilbert spaces that occur in many-body theory [39].

Two classes of functions naturally fit into the above requirements, namely, means (arithmetic, geometric or harmonic) and extrema (minimum or maximum) of the purities of $\rho$ and $\sigma$. Other than the geometric mean and the maximum—which give, respectively $\mathcal{F}_{GM}$ and $\mathcal{F}_2$—the other functions give, explicitly,

$$\mathcal{F}_{AM}(\rho, \sigma) := \frac{2 \text{tr}(\rho \sigma)}{\text{tr}(\rho^2) + \text{tr}(\sigma^2)}, \quad \mathcal{F}_{HM}(\rho, \sigma) := \frac{\text{tr}(\rho \sigma) [\text{tr}(\rho^2) + \text{tr}(\sigma^2)]}{2 \text{tr}(\rho^2) \text{tr}(\sigma^2)}, \quad (2.20)$$

$$\mathcal{F}_{min}(\rho, \sigma) := \frac{\text{tr}(\rho \sigma)}{\text{min} \{ \text{tr}(\rho^2), \text{tr}(\sigma^2) \}}.$$
where AM and HM stand for arithmetic and harmonic mean, respectively. The compatibility of these new measures against Jozsa’s axioms is summarized in Table 2.

| Table 2. Compatibility of $F_2$ and the candidate fidelity measures defined in (2.20) against Jozsa’s axioms. |
|---|
| $F_2$ | $F_{AM}$ | $F_{HM}$ | $F_{min}$ |
| $J_{1a}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $J_{1b}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $J_{1c}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $J_{2}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $J_{3}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $J_{4}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

The (in)consistency of Eq. (2.20) with axiom (J1c), (J2), (J3) and (J4) can be verified easily either by inspection or by the construction of counter-examples. Likewise, the normalization of $F_2$ follows easily from Cauchy-Schwarz inequality whereas the incompatibility of $F_{min}$ and $F_{HM}$ with (J1a) can be verified easily, for example, by considering the following pair of 3 × 3 density matrices:

$$\rho = \Pi_0, \quad \sigma = \frac{3}{4} \Pi_0 + \frac{1}{8} (\Pi_1 + \Pi_2), \quad (2.21)$$

where, for convenience, we denote

$$\Pi_i := |i\rangle\langle i|, \quad (2.22)$$

as the rank-1 projector corresponding to the $i$th computational basis state, labelled $|0\rangle, |1\rangle, \ldots$. Explicitly, one finds that

$$F_{HM}(\rho, \sigma) = \frac{153}{152}, \quad (2.23)$$

and

$$F_{min}(\rho, \sigma) = \frac{24}{19}, \quad (2.24)$$

both greater than 1, thus being incompatible with Jozsa axiom J1a. As for the normalization of $F_{AM}$ (and $F_{GM}$), its proofs can be found in [Appendix A].

In what follows, we will investigate the compatibility of the fidelity measures listed in Table 1 and Table 2 against other desirable properties that have been considered. We will, however, dismiss $F_{HM}$ and $F_{min}$ from our discussion as they do not even meet the basic requirement of normalization. Apart from these we will mainly focus on $F_2$. This meets all the required fidelity axioms, and will be termed the Hilbert-Schmidt fidelity.

The great advantage of $F_2$ in computational terms is that as well as complying with the extended version of Jozsa’s axioms, it is also relatively straightforward to compute and to measure. It only involves expectation values of Hermitian operators, which are computable and measurable with a variety of standard techniques in quantum mechanics.

3. Auxiliary fidelity properties

Let us now look into other auxiliary properties that have been discussed in the literature. We shall focus predominantly in the three measures that satisfy all the Jozsa axioms, namely, $F_1$, $F_2$ and $F_Q$. However, for completeness, we also provide a summary of our understanding of the various properties of those candidate fidelity measures that satisfy J1a, J1b, J2 and J4.

3.1. Concavity properties

A fidelity measure $F(\rho, \sigma)$ is said to be separately concave if it is a concave function of any of its argument. More precisely, $F(\rho, \sigma)$ is concave in its first argument if for arbitrary density matrices $\rho, \sigma_i$ and arbitrary $p_i \geq 0$ such that $\sum_i p_i = 1$,

$$F(\sum_i p_i \rho_i, \sigma) \geq \sum_i p_i F(\rho_i, \sigma). \quad (3.1)$$

By the symmetry of $F$ [Jozsa’s axiom (J2)], i.e., $F(\rho, \sigma) = F(\sigma, \rho)$, a fidelity measure that is concave in its first argument is also concave in its second argument.

A stronger concavity property is also commonly discussed in the literature. Specifically, $F(\rho, \sigma)$ is said to be jointly concave in both of its arguments if:

$$F(\sum_i p_i \rho_i, \sum_j p_j \sigma_j) \geq \sum_i p_i F(\rho_i, \sigma_j). \quad (3.2)$$

This is a stronger concavity property in the sense that if Eq. (3.2) holds, so must Eq. (3.1). This can be seen by setting $\sigma_j = \sigma$ for all $j$ in (3.2). Conversely, if $F(\rho, \sigma)$ is not separately concave, it also cannot be jointly concave. Essentially, concavity property of a fidelity measure tells us how the average state-by-state fidelity compares with the fidelity between the two resulting ensembles of density matrices, a point which we will come back to in Sec. 5.2. A summary of the concavity properties of the various fidelity measures considered can be found in Table 3.

To see that Eq. (3.1) does not hold for $F_2$ (as well as $F_GM$ and $F_{AM}$), it suffices to set $p_1 = p_2 = \frac{1}{2}$ and consider the qubit or 2 × 2 density matrices $\rho_1 = \frac{1}{2}(\Pi_0 + 9\Pi_1), \rho_2 = \frac{1}{2}(\Pi_0 + 4\Pi_1)$ and $\sigma = \frac{1}{5}(3\Pi_0 + 2\Pi_1)$.

On the other hand, to see that $F_1$ and $F_A$ are not jointly concave, it suffices to consider $p_1 = \frac{49}{100}, p_2 = \frac{1}{2}, p_3 = \frac{1}{100}$ together with the qutrit or 3 × 3 density matrices $\rho_1 = \Pi_2, \sigma_1 = \Pi_0, \rho_2 = \sigma_2 = \Pi_1, \rho_3 = \frac{1}{5}(3\Pi_1 + 2\Pi_2), \sigma_3 = \frac{1}{5}(2\Pi_0 + 3\Pi_1)$ in (3.2).
Table 3. Summary of the concavity properties of various fidelity measures. The first column gives a list of the various measures, while the second and third column give the compatibility of each measure against the concavity property. An asterisk * means that the square root of the measure satisfies the property. Throughout, we use the symbol ‡ to indicate that a particular property was—to our knowledge—not discussed in the literature previously. A question mark ? indicates that no counterexample has been found.

| Measure | Separate | Joint |
|---------|----------|-------|
| $F_1$   | √ [20]   | × *   |
| $F_2$   | × ‡      | ×     |
| $F_Q$   | √        | √ [36]|
| $F_N$   | √        | √ [20]|
| $F_C$   | ?        | ?     |
| $F_GM$  | × [35]   | ×     |
| $F_AM$  | × ‡      | ×     |
| $F_A$   | ? [24]   | × ‡ [24]|

3.2. Multiplicativity under tensor products

A fidelity measure $F(\rho, \sigma)$ is said to be multiplicative if for all density matrices $\rho_i, \sigma_i$ and for all integer $n \geq 2$,

$$F\left(\bigotimes_{i=1}^{n} \rho_i, \bigotimes_{j=1}^{n} \sigma_j \right) = \prod_{i=1}^{n} F(\rho_i, \sigma_i); \quad (3.3)$$

likewise $F(\rho, \sigma)$ is said to super-multiplicative if

$$F\left(\bigotimes_{i=1}^{n} \rho_i, \bigotimes_{j=1}^{n} \sigma_j \right) \geq \prod_{i=1}^{n} F(\rho_i, \sigma_i). \quad (3.4)$$

Clearly, if $F(\rho, \sigma)$ is (super)multiplicative for $n = 2$, it is also (super)multiplicative in the general scenario.

Two special instances of multiplicativity under tensor products are worth mentioning. The first of which concerns the comparison of two quantum states when one has access to $n$ copies of each state. In this case, a (super)multiplicative measure $F(\rho, \sigma)$ is also (super)multiplicative in its tensor powers, i.e.,

$$F(\rho^\otimes n, \sigma^\otimes n) = [F(\rho, \sigma)]^n. \quad (3.5)$$

The other special instance concerns the scenario when $\rho$ and $\sigma$ are each appended with an uncorrelated state $\tau$. In this case, multiplicativity demands

$$F(\rho \otimes \tau, \sigma \otimes \tau) = F(\rho, \sigma) F(\tau, \tau) = F(\rho, \sigma). \quad (3.6)$$

Intuitively, if $F(\rho, \sigma)$ is also a measure of the overlap between $\rho$ and $\sigma$, one would expect that multiplicativity is satisfied, at least, in these two special instances. In Table 4 we summarize the multiplicativity properties of the various fidelity measures. For a proof of the (super)multiplicativity of $F_2$, $F_Q$ (and $F_E$), and a counterexample showing that $F_AM$ is in general not multiplicative nor supermultiplicative, we refer the reader to Appendix A.

Table 4. Summary of the multiplicativity of the various fidelity measures. The first column gives the list of candidate measures $F$. From the second to the fourth column, we have, respectively, the multiplicativity of the various measures $F$ under the addition of an uncorrelated ancillary state, under tensor powers and under the general situation of (3.3).

| Measure | Ancilla | Tensor powers | General |
|---------|---------|---------------|---------|
| $F_1$   | √ [20]  | √ [20]        | √ [20]  |
| $F_2$   | √ ‡     | √ ‡           | √ ‡     |
| $F_Q$   | √ [20]  | √ [20]        | √ [20]  |
| $F_N$   | Super   | Super         | Super   |
| $F_C$   | Super   | Super         | Super   |
| $F_GM$  | √ [35]  | √ [35]        | √ [35]  |
| $F_AM$  | √ ‡     | √ ‡           | √ ‡     |
| $F_A$   | √ [24]  | √ [24]        | √ [24]  |

3.3. Monotonicity under quantum operations

The physical operation of appending a given quantum state $\rho$ by a fixed quantum state $\tau$ discussed above is an example of what is known as a completely positive trace preserving (CPTP) map. If we denote a general CPTP map by $\mathcal{E} : \rho \rightarrow \mathcal{E}(\rho)$, it is often of interest to determine, for all density matrices $\rho$ and $\sigma$, if the inequality:

$$F(\mathcal{E}(\rho), \mathcal{E}(\sigma)) \geq F(\rho, \sigma). \quad (3.7)$$

is satisfied for a given candidate fidelity measure $F$. In particular, a fidelity measure that satisfies this inequality is said to be non-contractive (or equivalently, monotonically non-decreasing) under quantum operations.

In this regard, it is worth noting that a measure $F$ that (1) complies with the requirement of unitary invariance (J4), (2) is invariant under the addition of an uncorrelated ancillary state and is either (3a) non-contractive under partial trace operation or is (3b) jointly concave is also non-contractive under general quantum operations. The sufficiency of conditions (1), (2) and (3a) follow directly from the Stinespring representation (see, e.g., [40]) of CPTP maps while that of (1), (2) and (3b) also make use of a specific representation of the partial trace operation as a convex mixture of unitary transformations, see, e.g., Eq. (33) of [41]. For example, since $F_A$ is monotonic [24] under partial trace operation (likewise for $F_1$ and $F_Q$), the above sufficiency condition allows us to conclude that $F_A$ is also monotonic under general quantum operations.

Apart from the partial trace operation and the extension of a quantum state by a fixed ancillary state, the measurement of a quantum state in some fixed extension of a quantum state by a fixed ancillary state, under tensor powers and under the general situation of (3.3).
particular, if each measurement operator (the Kraus operator) is a rank-1 projector, the post-measurement state would be the corresponding eigenstate. In this case, an evaluation of the fidelity between the different outputs of the CPTP map corresponds to an evaluation of the fidelity between the corresponding classical probability distributions.

Table 5. Summary of the behavior of fidelity measures under quantum operations. The first column gives the list of candidate measures $F$. From the second to the fourth column, we have, respectively, the non-decreasing monotonicity of the measures $F$ under partial trace operation, under projective measurements (see text for details) and under general quantum operations. That is, we mark an entry with a tick $\sqrt{1}$ if Eq. \ref{eq:4.1} holds for the corresponding CPTP map.

| $F$  | Partial trace | Projection | General |
|------|---------------|------------|---------|
| $F_1$ | $\sqrt{1}$   | $\sqrt{1}$ | $\sqrt{1}$ |
| $F_2$ | $\times ^\dagger$ | $\times ^\dagger$ | $\times ^\dagger$ |
| $F_\text{G}$ | $\sqrt{24}$ | $\sqrt{24}$ | $\sqrt{25}$ |
| $F_\text{N}$ | $\times ^20$ | ? | $\times ^\dagger$ |
| $F_\text{C}$ | $\times ^\dagger$ | ? | $\times ^\dagger$ |
| $F_\text{GM}$ | $\times ^\dagger$ | $\times ^\dagger$ | $\times ^\dagger$ |
| $F_\text{AM}$ | $\times ^\dagger$ | $\times ^\dagger$ | $\times ^\dagger$ |
| $F_A$ | $\sqrt{24}$ | $\sqrt{24}$ | $\sqrt{25}$ |

The monotonicity of the various candidate fidelity measures for the few different CPTP maps discussed above is summarized in Table 4. That $F_2$ may be contractive under partial trace operation can be seen by considering the two-qubit density matrices $\rho = \Pi_1 \otimes \rho_B$, $\sigma = \frac{1}{2} I_2 \otimes \sigma_B$ where

$$\rho_B = \begin{bmatrix} 0.3 & 0.3 \\ 0.3 & 0.7 \end{bmatrix}, \quad \sigma_B = \begin{bmatrix} 0.06 & 0.2 \\ 0.2 & 0.94 \end{bmatrix}$$

and the partial trace of $\rho$ and $\sigma$ over subsystem B. As for the monotonicity of $F_2$, $F_\text{GM}$ and $F_\text{AM}$ under projective measurements, one may verify that these measures may be indeed contractive by considering the qubit density matrices

$$\rho = \begin{bmatrix} 0.35 & -0.25 - 0.2i \\ -0.25 + 0.2i & 0.65 \end{bmatrix},$$

$$\sigma = \begin{bmatrix} 0.82 & -0.2 - 0.24i \\ -0.2 + 0.24i & 0.18 \end{bmatrix}, \quad (3.8)$$

and a rank-1 projective measurement in the computational basis. For the monotonicity of $F_\text{C}$, $F_\text{GM}$ and $F_\text{AM}$ under the partial trace operation, we refer the reader to Appendix A for counterexamples.

The monotonicity under partial trace obtained in $F_1$ and $F_\text{Q}$ means that a mixed state fidelity measured according to $F_1$ and $F_\text{Q}$ is greater than or equal to the corresponding fidelity when evaluated on a larger Hilbert space. This implies that there is a bias in using these measured fidelities on a smaller Hilbert space as an estimator for the fidelity on an enlarged relevant Hilbert space, when using $F_1$ and $F_\text{Q}$.

This potentially undesirable property is not shared by $F_2$. However, the general question of which fidelity is the best unbiased estimator under partial trace operations from a randomized extension of the measured Hilbert space appears to be an open problem.

3.4. Metrics

Intuitively, one expects that if $F(\rho, \sigma)$ is a measure of the degree of similarity or overlap between $\rho$ and $\sigma$, a proper distance measure, i.e., a metric can be constructed via some functionals of $F(\rho, \sigma)$ which vanishes for $\rho = \sigma$.

In this section, we review what is known about the metric properties of three functionals of $F(\rho, \sigma)$, namely, $\arccos[\sqrt{F(\rho, \sigma)}]$, $\sqrt{1 - \sqrt{F(\rho, \sigma)}}$ and $\sqrt{1 - F(\rho, \sigma)}$ for the various fidelity measures discussed in the previous section. Following the literature, one may want to refer to these functionals, respectively, as the modified Bures angle [11], the modified Bures distance [42] and the modified sine distance [43]. The results are summarized in Table 6 while a proof of the respective metric properties can be found in Appendix B.

Table 6. Metric properties for some functionals of the fidelity measures $F = F(\rho, \sigma)$, as discussed in Sec. 2.

| $F$  | $\arccos[\sqrt{F}]$ | $\sqrt{1 - \sqrt{F}}$ | $\sqrt{1 - F}$ |
|------|---------------------|------------------------|----------------|
| $F_1$ | $\sqrt{[22]}$ | $\sqrt{[22]}$ | $\sqrt{[22]}$ |
| $F_2$ | $\times ^\dagger$ | $\times ^\dagger$ | $\times ^\dagger$ |
| $F_\text{Q}$ | $\times ^\dagger$ | $\times ^\dagger$ | $\times ^\dagger$ |
| $F_\text{N}$ | $\times ^20$ | $\times ^20$ | $\times ^20$ |
| $F_\text{C}$ | ? | ? | $\sqrt{[4]}$ |
| $F_\text{GM}$ | $\times ^\dagger$ | $\times ^\dagger$ | $\times ^\dagger$ |
| $F_\text{AM}$ | $\times ^\dagger$ | $\times ^\dagger$ | ? |
| $F_A$ | ? | $\sqrt{[34]}$ | $\sqrt{[4]}$ |

Somewhat surprisingly, despite the fact that $F_\text{Q}$ shares many nice properties with $F_1$, none of these functionals derived from $F_\text{Q}$ actually behave like a metric for the space of density matrices. This can be verified, for example, by noticing a violation of the triangle inequality for all these functionals of $F_\text{Q}$ under the choice

$$\rho = \frac{1}{10}(3\Pi_0 + 7\Pi_1),$$

$$\sigma = \frac{1}{100}(\Pi_0 + 99\Pi_1),$$

$$\tau = \frac{1}{5}(\Pi_0 + 4\Pi_1). \quad (3.9)$$

As for a violation of the triangle inequality by the other functionals presented in the table, it is sufficient to consider the following qutrit density matrices:

$$\rho = \frac{1}{5}(\Pi_1 + 4\Pi_2)$$
Here, we add to this list by showing that \( F \) was also shown\(^\text{[32]}\) to be an upper bound on \( F \) in Eqs. (2.10) and (2.12). At about the same time, \( F \) from the definition of \( F \), where the second of these inequalities follows directly from the fact that \( F \) provides a lower bound to \( F \), i.e., \( F_1(p, \sigma) \leq F_N(p, \sigma) \).

Here, we add to this list by showing that \( F_2(p, \sigma) \) actually provides a lower bound to \( F_N(p, \sigma) \).

**Theorem 1.** For arbitrary Hermitian matrices \( \rho \) and \( \sigma \) such that \( \text{tr}(\rho^2) \leq 1 \) and \( \text{tr}(\sigma^2) \leq 1 \), \( F_2(p, \sigma) \leq F_N(p, \sigma) \).

**Proof.** First, let us rewrite an arbitrary pair of \( d \)-dimensional density matrices \( \rho, \sigma \) using an orthonormal basis of Hermitian matrices \( \bar{\mathcal{Y}} = (\mathcal{Y}_0, \mathcal{Y}_1, \ldots, \mathcal{Y}_{d^2-1}) \).

\[
\rho = \bar{u} \cdot \bar{\mathcal{Y}} \quad \text{and} \quad \sigma = \bar{v} \cdot \bar{\mathcal{Y}},
\]

where \( \bar{u}, \bar{v} \in \mathbb{R}^{d^2} \) are the expansion coefficients of \( \rho \) and \( \sigma \) in the basis \( \bar{\mathcal{Y}} \). We may now rewrite \( F_2 \) and \( F_N \) as

\[
F_2(p, \sigma) = \frac{\bar{u} \cdot \bar{v}}{\max(u^2, v^2)},
\]

\[
F_N(p, \sigma) = \bar{u} \cdot \bar{v} + \sqrt{1 - u^2} \sqrt{1 - v^2},
\]

where \( u = \|\bar{u}\|_2 \) and \( v = \|\bar{v}\|_2 \).

It is straightforward to check that inequality (4.5) holds true if and only if the following inequality is true:

\[
\frac{\bar{u} \cdot \bar{v}}{\max(u^2, v^2)} \leq \sqrt{1 - \min(u^2, v^2)}.
\]

which obviously holds if \( u = v \). For definiteness, let \( u > v \) and we have

\[
\frac{\bar{u} \cdot \bar{v}}{\sqrt{1 - v^2}} \leq \frac{u^2}{\sqrt{1 - u^2}}.
\]

This is easily seen to hold since, for \( u > v \), the numerator of the l.h.s. is dominated by the numerator of the r.h.s., whereas the denominator of the l.h.s. dominates the denominator of the r.h.s.. The case where \( v > u \) is completely analogous. \( \square \)

**Corollary 1.1.** For arbitrary qubit density matrices \( \rho \) and \( \sigma \),

\[
F_2(p, \sigma) \leq F_1(p, \sigma).
\]

**Proof.** This follows trivially from Theorem 1 and the fact that for qubit density matrices \( F_1(p, \sigma) = F_N(p, \sigma) \), see [20]. \( \square \)

From the inequality of arithmetic and geometric means, as well as the definitions given in Eqs. (2.11), (2.20), and (2.16), it is easy to see that for \( v > u \) the numerator of the l.h.s. is dominated by the numerator of the r.h.s., whereas the denominator of the l.h.s. dominates the denominator of the r.h.s.. The case where \( v > u \) is completely analogous.

Besides, some straightforward calculation starting from the definitions given in Eqs. (2.8) and (2.9) leads to

\[
F_N(p, \sigma) \leq F_C(p, \sigma).
\]

Some remarks are now in order. Given that \( F_N(p, \sigma) = F_1(p, \sigma) \) for qubit states and the fact that \( F_Q(p, \sigma) \) and \( F_N(p, \sigma) \) both provide an upper bound on \( F_1(p, \sigma) \), one may wonder:

1) Could \( F_N(p, \sigma) \) provide a lower bound on \( F_Q(p, \sigma) \), or the other way around?
Since $\mathcal{F}_3(\rho, \sigma)$ and the sub-fidelity introduced in [32], both provide a lower bound on $\mathcal{F}_1(\rho, \sigma)$, could it be that one of these quantities also lower bounds the other?

Could it be that Eq. (4.10) also holds for higher-dimensional density matrices?

Here, let us note that counterexamples to all of the above conjectures can be easily found by considering pairs of qutrit density matrices. However, we leave open the possibility of bounding these quantities using nonlinear (including polynomial) functionals of the other fidelity measures.

4.2. Comparisons: interpolated qubit states

![Figure 1](image)

**Figure 1.** The fidelity between the single-qubit (mixed) states given in Eq. (4.13) as a function of purity for the Uhlmann-Jozsa fidelity $F_1$, Eq. (2.7), the Hilbert-Schmidt fidelity $F_2$, Eq. (2.16) and the non-logarithmic variety of the quantum Chernoff bound $F_Q$, Eq. (2.12). For comparison, cf. Eq. (1.3), we have also included in the plot the square root of $F_1$ (sometimes referred to as the fidelity, see [11]) as a function of the purity $P$.

How large are the differences between these measures? In order to understand this, we first turn to a simple but concrete example. To this end, consider two families of qubit density matrices that interpolate between maximally mixed states—that are necessarily identical—and pure states that are distinct, with an interpolation parameter of $r \in [0, 1]$:

$$\rho(r) = \frac{1}{2} (\mathbf{1}_2 + r \sigma_x), \quad \sigma(r) = \frac{1}{2} (\mathbf{1}_2 + r \sigma_z). \quad (4.13)$$

The purity of a density operator $\rho$ is given by $P = \text{tr} (\rho^2)$. For the two quantum states in this comparison, their purities are set to be equal and are parametrized by $r$, i.e.,

$$P = \frac{1}{2} (1 + r^2), \quad (4.14)$$

where $r = 0$ corresponds to a maximally mixed state while $r = 1$ corresponds to a pure state. Note that although these density matrices might look at first as though they are a sum of two mixed states, they are not. In the limit of $r = 1$, each becomes a distinct pure state, with a non-vanishing inner product.

In Figure 1, we show the result of the fidelities $F_1(\rho, \sigma)$ [cf. Eq. (2.7)], $F_2(\rho, \sigma)$ [cf. Eq. (2.16)] and $F_Q(\rho, \sigma)$ [cf. Eq. (2.12)] as a function of the purity $P$, Eq. (1.14), of the states given in Eq. (4.13). It is worth noting that for these states, the inequalities of Eqs. (4.4), (4.11), and (4.12) are all saturated, thereby giving $F_1(\rho, \sigma) = F_3(\rho, \sigma) = F_Q(\rho, \sigma)$ and $F_2(\rho, \sigma) = F_{\text{AM}}(\rho, \sigma) = F_{\text{GM}}(\rho, \sigma)$. Moreover, for these states, it can also be verified that $\sqrt{F_3}(\rho, \sigma) = F_Q(\rho, \sigma)$, thereby saturating the second inequality in Eq. (4.3).

4.3. Comparisons: random density matrices

As a second type of comparison, we generate two random density matrices and compare them, in a Hilbert space of arbitrary dimension. In general, these are generated by taking a random Gaussian matrix $g$, whose elements $g_{ij}$ are complex random numbers of unit variance. Starting from a complex Gaussian matrix, called a Ginibre ensemble [46], a random, positive-semidefinite density matrix with unit trace is generated [47] by letting:

$$\rho = \frac{gg^\dagger}{\text{tr} (gg^\dagger)}. \quad (4.15)$$

Some investigations of random matrix fidelity have been carried out previously using the $F_1$ fidelity [15], while here we focus on the comparative behavior of the different fidelity measures.

In Figure 2, we compare plots with two qubit random matrices, and give scatter plots of both $F_1 - F_2$ against the maximum purity of the pair, as well as $F_2$ against $F_1$. We note that for this case, as expected from Eq. (4.10), $F_1 \geq F_2$ for $d = 2$. In addition, there is a lower bound on the state purity, since $P \geq 0.5$ for qubit density matrices.

In Figure 3, we compare plots with two qutrit random matrices, again with scatter plots of both $F_1 - F_2$ against the maximum purity of the pair, together with the two fidelities plotted against each other. For this case, with $d = 3$, both $F_1 > F_2$, and $F_1 < F_2$ are possible. As a concrete example of the latter case, one only has to consider a comparison of two diagonal qutrit density matrices, where $p$ is a real coefficient such that $0 < p < 1$:

$$\rho = (1 - p) \Pi_1 + p \Pi_2, \quad \sigma = (1 - p) \Pi_0 + p \Pi_2. \quad (4.16)$$

This has the property that $F_1 < F_2$ for any value of $p$ such that $0 \neq p \neq 1$, since $F_2$ is divided by the
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Figure 2. Scatter plot showing the Uhlmann-Jozsa fidelity $F_1$, Eq. (2.7), and the Hilbert-Schmidt fidelity $F_2$, Eq. (2.16), for $10^4$ random pairs of single-qubit (mixed) density matrices. The black line satisfying $F_1 = F_2$ is a guide for the eye. The inset shows a scatter plot of the difference $F_1 - F_2$ vs the maximum purity $P$ of these pairs of density matrices.

Figure 3. Scatter plot showing the Uhlmann-Jozsa fidelity $F_1$, Eq. (2.7), and the Hilbert-Schmidt fidelity $F_2$, Eq. (2.16), for $10^4$ random pairs of single-qutrit (mixed) density matrices. The black line satisfying $F_1 = F_2$ is a guide for the eye. The inset shows a scatter plot of the difference $F_1 - F_2$ vs the maximum purity $P$ of these pairs of density matrices.

Figure 4. Scatter plot showing the Uhlmann-Jozsa fidelity $F_1$, Eq. (2.7), and the Hilbert-Schmidt fidelity $F_2$, Eq. (2.16), for $10^4$ random pairs of $10 \times 10$ density matrices. The black line satisfying $F_1 = F_2$ is a guide for the eye. The inset shows a scatter plot of the difference $F_1 - F_2$ vs the maximum purity $P$ of these pairs of density matrices.

Figure 5. Scatter plot showing the non-logarithmic variety of the quantum Chernoff bound $F_Q$, Eq. (2.12), and the Hilbert-Schmidt fidelity $F_2$, Eq. (2.16), for $10^4$ random pairs of single-qubit (mixed) density matrices. The black line satisfying $F_Q = F_2$ is a guide for the eye. The inset shows a scatter plot of the difference $F_Q - F_2$ vs the maximum purity $P$ of these pairs of density matrices.

maximum purity, and this is less than unity. However, although extremely simple, this is also atypical. In almost all cases, the two density matrices being compared are not simultaneously diagonal. For the average case, we can see instead that $\langle F_1 \rangle > \langle F_2 \rangle$. This corresponds to the intuitive expectation that, since $F_1$ is a maximum over purifications, it will generally have a bias towards high values.

Finally in the case of two random matrices of larger dimension, we compare two $10 \times 10$ qudit matrices, with the other details as previously. For this case, just as with $d = 3$, both $F_1 > F_2$, and $F_1 < F_2$ are possible, although the fraction of cases with $F_1 > F_2$ has increased substantially. Again, for the average case, $\langle F_1 \rangle > \langle F_2 \rangle$. As expected, there is a lower bound on the state purity, since since $P \geq 1/d$ in a $d$-dimensional density matrix. Here one has $d = 10$, so $P \geq 0.1$ in a 10 dimensional density matrix. The average fidelity is greatly reduced in this case, since the larger Hilbert space dimension reduces the probability that two random matrices will be similar.
5. Applications

5.1. Fidelity in quantum physics

Most current applications of quantum fidelity take place in the context of quantum technology. Since fidelity is a relative measure, the most appropriate fidelity depends on the proposed application. These technologies usually have a well-defined purpose. For example, one may use a quantum technology like squeezing [49, 50] or Einstein-Poldosky-Rosen (EPR) correlation [51] to measure gravitational waves [55, 56] in a more sensitive way. As well as precision metrology, other applications include enhanced communications [21], cryptography [57], quantum computing [58], many-body quantum simulators [59, 60], quantum data processing and storage [61], and the growing area of quantum thermodynamics [62].

Each of these fields has their own criteria for success. However, the components of the technology ultimately depend on the realization of certain quantum states and their processing. Hence, knowledge of fidelity can help to measure how close one is to achieving the required quantum states that are utilized at a given stage in a quantum process [11], see, e.g., [63, 64, 65] and references therein. This concept is also applicable more widely, in fundamental physics problems like quantum phase transitions.

A fidelity measure, as with some other (operational) figures of merit (see, e.g., [66, 67, 68]), is sometimes [65] used to prove that a device is quantum in nature, rather than operating at a simply classical level. More generally, one can analyze quantum operations in terms of process fidelity and average fidelity, as explained below.

5.2. Average fidelity in quantum processes with pure input states

Jozsa’s axioms do not lead to a unique function of two density matrices that generalizes Eq. (2.4) to a pair of mixed states. In this section, we would like to examine a desirable feature of a fidelity measure that arises naturally in a quantum communication scenario [21], although this concept also arises in other types of quantum processes. This also allows us to relate a fidelity measure as a measure of the degree of similarity between two quantum states to the notion of fidelity originally introduced by Schumacher [19]. We focus especially on the three candidate fidelities that satisfy the axioms, and have a physical interpretation: $F_1$, $F_Q$, and $F_2$.

We note that the uniform average fidelity over all possible pure input states is often termed $F_{\text{ave}}$. Like the more complex process fidelity, this can be used as a means of analyzing performance of quantum logic gates [69, 70]. Here we allow $F_{\text{ave}}$ to have non-uniform initial probabilities, and we note that, for pure states, the fidelities being averaged are not dependent on the choice of fidelity measure, since these are unique [by Jozsa’s axiom (J3)] if one of the density matrices being compared is a pure state.
Suppose we attempt to copy, store, perform idealized logic operations or transmit a number of pure states $\rho_j$, each occurring with probability $p_j$. Imagine further that the pure states $\rho_j$ are the desired output of the logic operations (communication protocol). Evidently, this combination of states can also be described by the mixed state $\rho = \sum_j p_j \rho_j$. Now, let us further imagine that during the physical processes of interest, there is a probability of error $\epsilon$, in which case a random error state $\rho_0$ is generated. For simplicity, we shall assume (unless otherwise stated) that $\rho_0$ is orthogonal to $\rho_j$, for all $j \neq 0$.

A physical scenario that matches the above description consists of transmitting photon number states through some quantum channel, but with probability $\epsilon$, the Fock state $\rho_j = |j\rangle\langle j|$ gets transformed to the vacuum state $|0\rangle\langle 0|$, or some other undesirable Fock state that corresponds to an error. However, we do not assume here that the inputs are necessarily orthogonal, as there are applications in cryptography [57] where non-orthogonality serves as an important part of the communication protocol.

Let us denote the output state of the transmission of $\rho_j$ as $\sigma_j = \epsilon \rho_0 + (1-\epsilon) \rho_j$. The overall combination of the output states can also be described by the following mixed state:

$$
\sigma = \sum_j p_j \sigma_j = \epsilon \rho_0 + (1-\epsilon) \rho.
$$

(5.1)

The mixed state fidelity can now be examined from two points of view: the average state-by-state fidelity, and also the fidelity as a mixed state. For a sensible generalization of Schumacher’s fidelity to a pair of mixed states, it seems reasonable to require that the average state-by-state fidelity corresponds exactly to the mixed state fidelity, at least, under some circumstances.

To this end, let us first define the average state-by-state fidelity as a function of the probabilities and states:

$$
F_{\text{ave}} (p, \rho, \sigma) = \sum_j p_j F(\rho_j, \sigma_j). 
$$

(5.2)

Since the inputs are individually pure states, the fidelity is just the state overlap, and one then obtains:

$$
F_{\text{ave}} (p, \rho, \sigma) = \sum_j p_j \text{tr}(\rho_j \sigma_j) = 1 - \epsilon.
$$

(5.3)

In the case of $F_2$, the average fidelity matches the mixed fidelity, so that

$$
F_{\text{ave}} (p, \rho, \sigma) = F(\rho, \sigma).
$$

(5.4)

whenever the average signal state $\rho$ has equal to or larger purity than that of the average output state $\sigma$, i.e., $\text{tr}(\sigma^2) \leq \text{tr}(\rho^2)$. This is a common situation, although not universal.

If all (input) states including the error state are orthogonal to each other, and hence diagonal in the same basis, it is easy to verify that the Uhlmann-Jozsa fidelity $F_1$, the non-logarithmic variety of the quantum Chernoff bound, $F_\text{q}$, as well as the $A$-fidelity $F_A$ comply with the desired requirement of Eq. (5.4), without any additional conditions. For a proof, see Appendix A.

It is also not difficult to check that if $\rho$ is a pure state, $F_\text{q}$ also satisfies the desired requirement; although it is a rare situation that a pure state would be used for communications in this way, owing to the extremely small information content. As for $F_C$, $F_{\text{AM}}$ and $F_{\text{GM}}$, there does not appear to be a generic situation where Eq. (5.4) will hold true for all error probabilities $0 < \epsilon < 1$.

Let us analyze briefly the case where average output state has a greater purity than the signal state. At first this seems unlikely, but in fact it can occur. If the error state $\rho_0$ is a pure state, and this occurs with probability one, then the output is always a pure state. This could be a vacuum state, owing to an extremely serious error condition: the channel being completely absorbing. Under these conditions, one has that $F_{\text{ave}} = 0$, which is expected: every input of the alphabet results in an incorrect output. This is true of any fidelity measure that satisfies our generalized Josza axiom list, due to the orthogonality condition, and hence it is true of $F_1$, $F_\text{q}$ and $F_2$.

Finally, we note that the most general error state $\rho_0$ depends on the input state $\rho_j$, and is neither pure nor orthogonal to all other inputs. Under these circumstances, $F_{\text{ave}} (p, \rho, \sigma)$ is still well-defined but it may not correspond to any of the mixed fidelities defined here.

5.3. Average fidelity in quantum processes with mixed input states

A quantum process with pure input states is an ideal scenario that is unlikely to occur in reality. As well as the outputs, even the inputs are most likely to be mixed states, as they are typically multi-mode and will be subject to timing jitter, losses and spontaneous emission noise, to name just a few possible error conditions.

In this case, we may have a scenario like the one given above, except that all the states are mixed. We again assume for simplicity that errors in the output channel are orthogonal to all inputs, as before. The average state-by-state fidelity is now a function of the probabilities, states and the fidelity measure:

$$
F_{\text{ave}} (p, \rho, \sigma) = \sum_j p_j F(\rho_j, \sigma_j). 
$$

(5.5)

In general, for $F_1$, $F_\text{q}$, and $F_A$, the situation becomes
complex, as there is no guarantee that all the states involved can be diagonalized in the same basis. If they do, we will again end up with Eq. (5.4). This makes an evaluation of the corresponding fidelities generally difficult, since, for example, the products of matrix square roots that occur in $F_1$ are extremely nontrivial in general.

As for $F_2$, a reduction holds if the individual input states $\rho_j$ and the average state $\rho$ has a degraded purity owing to errors [i.e., $\text{tr}(\rho^2_j) \geq \text{tr}(\sigma^2)$] and $\text{tr}(\rho^2) \geq \text{tr}(\sigma^2)$, although, as noted above, this may not be true for an extremely lossy channel. With this simplification the fidelity for each possible input is the same:

$$F_2(\rho_j, \sigma_j) = \frac{\text{tr}(\rho_j \sigma_j)}{\text{tr}(\rho^2_j)} = 1 - \epsilon. \quad (5.6)$$

In such cases, we have the same result for the average fidelity as for pure state inputs, namely:

$$F_{\text{ave}}(\rho, \rho, \sigma) = \sum_j p_j F_2(\rho_j \sigma_j) = 1 - \epsilon = F_2(\rho, \sigma). \quad (5.7)$$

As with the pure state case, we emphasize that the average fidelity is therefore only the same as the mixed state fidelity in rather special circumstances, even when using the simpler $F_2$ measure of fidelity. In general, the assumption that the error state is orthogonal to all inputs is not always valid, and as a result they measure different properties of the quantum process. Note also that the requirement of Eq. (5.4) amounts to demanding that the joint concavity inequality of Eq. (3.2) is saturated in this communication scenario.

### 5.4. Teleportation and cloning fidelity

As a measure of the degree of similarity between two quantum states, fidelity occurs naturally in assessing the quality of a quantum communication channel. A well-known example of such a channel is the so-called teleportation channel [9, 71] where the unknown quantum state of a physical system is transferred from a sender to a receiver via the help of a shared quantum resource between the two ends. If one could transport the system itself directly to the receiver intact, this task is trivial. However, since channels are usually far from ideal—they may be lossy, for example, especially over long distances—the quantum states are readily degraded on transmission. Moreover, an unknown quantum information cannot be cloned [72], or else measured and regenerated, without degradation. Thus, whenever a high-fidelity output state is required at the end-location (for example, a qubit that is to be part of a quantum secure network), a direct transmission of the quantum signal would generally not be the preferred option. Instead, teleportation is likely to serve as an essential component of future quantum communication networks [73].

A protocol for the ideal teleportation of qubit states was first proposed by Bennett et al. [9] and extensively discussed in a very general setting by Horodecki et al. [71]. Suppose Alice has in her possession an arbitrary qudit state $|\psi_i\rangle$ that she wants to teleport to Bob. The protocol involves Alice and Bob sharing an EPR resource, or more precisely a maximally entangled two-qudit state.

Alice makes a joint measurement (in the basis of maximally entangled states) on her half of the entangled qudit and the state to be teleported. She transmits via a classical communication channel those measurement results to Bob, who reconstructs the original state as $|\psi_f\rangle$ by applying a local unitary correction to his half of the maximally entangled two-qudit state.

Fidelity between the initial state and the final state is the standard figure of merit used to measure the effectiveness of the teleportation transfer [74]. Specifically, the quality of the teleportation channel $\Lambda_\rho$ is often quantified via the average fidelity [71]:

$$F_{\text{tele}}(\Lambda_\rho) = \int d\psi_i \langle \psi_i | \Lambda_\rho | \psi_i \rangle^d = \int d\psi_i \langle \psi_i | \Lambda_\rho | \psi_i \rangle^d$$

where $\rho$ is the density matrix of the shared resource and the integral is performed over the Haar measure (i.e., a uniform distribution over all possible pure input states of a fixed Hilbert space dimension). Not surprisingly, $F_{\text{tele}}(\Lambda_\rho)$ depends on the degree of entanglement of $\rho$. For instance, if $\rho$ is maximally-entangled, one has an ideal teleportation channel and thus $F_{\text{tele}} = 1$. In general, for a given resource state $\rho$ of local dimension $d$, the maximal average fidelity achievable was found to be [71]

$$F_{\text{tele}}^{\text{max}}(\Lambda_\rho) = \frac{F_{\text{max}}d + 1}{d + 1} \quad (5.9)$$

where $F_{\text{max}}$ is the singlet fraction (or more appropriately, the fully-entangled fraction) of $\rho$, which is the largest possible overlap (i.e., Schumacher’s fidelity) between $\rho$ and a maximally entangled two-qudit state:

$$F_{\text{max}} = \max_{U_A, U_B} \mathcal{F}(\rho, U_A \otimes U_B | \Phi^\oplus_d | \Phi^\oplus_d | U_A^\dagger \otimes U_B^\dagger). \quad (5.10)$$

Here $U_A$ and $U_B$ are, respectively, local unitary operator acting on the Hilbert space of Alice’s and Bob’s qudit.

#### 5.4.1. Teleportation fidelity and bounds

The problem of establishing the quality of a practical teleportation experimental process then becomes the problem of a fidelity measurement. To this end, it is insightful to compare the fidelity bound of Eq. (5.5) against that arising from employing an optimal cloning machine [75, 76, 77]. For simplicity, we shall restrict our discussion...
to the $d = 2$, i.e., the qubit case. For general fidelity bounds of cloning, we refer the reader to [7]. In the case of an arbitrary qubit, it is known that a classical strategy of teleportation, whereby the state is measured and then regenerated, will incur extra noise (see, e.g., [74, 71, 78, 79]). This limits the fidelity for any classical measure-and-regenerate protocol, to $F_{\text{class}} \leq \frac{2}{3}$ [74, 71, 76]. It is also known that the fidelity $F = \frac{5}{6}$ is the maximum for any symmetric $1 \to 2$ cloning process, i.e., $F > \frac{5}{6}$ ensures that there can be no “copies” $|\psi_i\rangle_{\otimes 2}$ taken of the state $|\psi_i\rangle$ that has a fidelity $F = |\langle \psi_i | \psi_i \rangle|^2 > \frac{5}{6}$ [75, 80, 81]. The ideal teleportation protocol clearly exceeds this bound because the state $|\psi_i\rangle$ at Alice’s location is destroyed by her measurements. The final teleported state at Bob’s location is therefore not a copy of the state $|\psi_i\rangle$, but a unique secure transfer of it. In view of these limits, a fidelity $F_{\text{tele}} > \frac{2}{3}$ is the benchmark figure of merit used to justify quantum teleportation in qubit teleportation experiments [82, 83]. The no-cloning teleportation is achieved when $F_{\text{tele}} > \frac{2}{3}$. For qubit-teleportation experiments carried out photonically, the fidelity estimates were evaluated for a post-selected subensemble, selected conditionally on all photons being detected at Bob’s location [82] (see also [84]). The post-selection was required due to poor detection efficiencies.

5.4.2. Continuous variable teleportation A protocol for continuous variable teleportation was developed by Vaidman [55] and Braunstein and Kimble [56]. Here, the EPR resource was a continuous-variable EPR entangled state [71, 73]. Defining “quantum teleportation” as taking place where there can be no classical measure-and-regenerate strategy that can replicate the teleportation fidelity $F_{\text{tele}}$, it was shown that $F_{\text{tele}} > 1/2$ is the benchmark fidelity bound to demonstrate the quantum teleportation of an unknown coherent state [78]. This fidelity has been achieved experimentally for optical states [88, 89, 90, 91]. The fidelity at which there can be no replica of the state at a location different to Bob’s corresponds to the no-cloning fidelity [92]. For coherent states, the fidelity $F = 2/3$ is the maximum for any cloning process [93], and the fidelity $F_{\text{tele}} > 2/3$ is hence the no-cloning benchmark for the teleportation of a coherent state. The no-cloning teleportation limit has been achieved for coherent states [91]. Although reporting lower teleportation fidelities, the continuous variable experiments did not rely on any post-selection of data.

5.4.3. Connection with other desired properties Fidelity is the figure of merit used to quantify the success and usefulness of the teleportation protocol. For example, no-cloning teleportation allows bounds to be placed on the quality of any unwanted copies of the teleported state. As a consequence, fidelity is also used to determine the constraints on the nature of the entangled resource, so that certain conditions are met. For example, by using the fidelity bounds, it was proved [94] that any entangled two-qubit (mixed) state is useful for quantum teleportation if arbitrary local operations assisted by classical communications (including arbitrary local filtering operations) are allowed prior to the teleportation experiment. Similarly, a connection has been shown, between no-cloning teleportation and the requirement of a steerable resource [95], between the fully-entangled fraction and a steerable [52] resource, as well as a Bell-nonlocal [96] resource, see, e.g., [97] and references therein.

In the context of the papers examined for this review, the teleportation fidelity is most frequently defined with respect to a pure state that Alice wants to transport. Bob’s teleported state will generally be mixed. However, one can see that more generally the fidelity for the teleportation of a mixed state needs also to be considered, given that the state prepared at Alice’s location would not usually be pure.

5.5. Fidelity in phase space In the following, we show how the fidelity can be computed with phase space methods [98]. The symmetrically ordered Wigner function representation [99] was first applied to dynamical problems by Moyal [100]. Although it is is generally non-positive, it is common to use tomography to measure the Wigner function [101], to represent a density matrix. Other schemes using a classical-like phase-space for bosons include the anti-normally ordered, positive $Q$-function distribution [102], and the normally-ordered $P$-function distribution [103], which is non-positive and singular in some cases.

These have been generalized to positive distributions on non-classical phase spaces [104, 105, 106], which are normally-ordered, non-singular, positive representations. These have been employed in many different fields such as quantum optics [107, 108, 109], Bose-Einstein condensates [110, 111, 112] and quantum opto-mechanical systems [113, 114, 115], as well as spin [116, 117, 118] and Fermi [119] systems.

In these methods, a density operator $\hat{\rho}$ is generically represented as

$$\hat{\rho} = \int P(\hat{\alpha}) \hat{A}(\hat{\alpha}) \, d\hat{\alpha},$$

(5.11)

where $\hat{A}(\hat{\alpha})$ is a projection operator that forms the basis in the description of a density operator and $P(\hat{\alpha})$ is the quasi-probability density that corresponds to that operator basis. In the simplest cases, $\hat{\alpha} = \ldots$
\( \alpha = (\alpha_1, ..., \alpha_M) \) is a real or complex vector in the relevant \( M \)-mode phase-space for the first phase-space representations defined using a classical phase-space. This can have increased dimensionality in more recent mappings.

Using Eq. (5.11), we can immediately see how the \( \mathcal{F}_2 \) fidelity can be computed. In particular, we show explicitly how the quantity \( \text{tr} (\rho \sigma) \) is obtained.

\[
\text{tr} (\rho \sigma) = \text{tr} \left[ \int \int P_\rho (\tilde{\alpha}) P_\sigma (\tilde{\beta}) \hat{\Lambda} (\tilde{\alpha}) \hat{\Lambda} (\tilde{\beta}) \ d\tilde{\alpha} \ d\tilde{\beta} \right] = \int \int P_\rho (\tilde{\alpha}) P_\sigma (\tilde{\beta}) D(\tilde{\alpha}, \tilde{\beta}) \ d\tilde{\alpha} \ d\tilde{\beta}. \tag{5.12}
\]

Depending on the particular phase space representation, \( D(\tilde{\alpha}, \tilde{\beta}) \equiv \text{tr} \left[ \hat{\Lambda} (\tilde{\alpha}) \hat{\Lambda} (\tilde{\beta}) \right] \) in Eq. (5.12) takes different forms. An expression for this quantity was calculated by Cahill and Glauber [120], for classical phase-space methods, and it is generally only well-behaved for the Wigner and P-function methods. The Glauber P-function, although often singular, was proposed as an approximate method in fidelity tomography using this approach [121].

Here we focus on two of the most useful representations in a typical phase space numerical simulation: the Wigner and positive P-representations. The first of these is a rather classical-like mapping, although generally not positive-definite, while the second is always probabilistic, although defined on a phase-space that doubles the classical dimensionality. In the Wigner representation, \( \tilde{\alpha} \equiv \alpha \), and

\[
D(\alpha, \beta) = \pi^M \delta^M (\alpha - \beta), \tag{5.13}
\]

where \( M \) is the dimension of the vector \( \alpha \) and the \( M \)-th dimensional Dirac delta function is \( \delta^M (\alpha - \beta) = \delta (\alpha_1 - \beta_1) ... \delta (\alpha_M - \beta_M) \). This leads to [120]

\[
\text{tr} (\rho \sigma) = \pi^M \int P_\rho (\alpha) P_\sigma (\alpha) \ d\alpha. \tag{5.14}
\]

In the positive P representation, a single mode is characterized by two complex numbers, so \( \tilde{\alpha} = (\alpha, \alpha^+) \). The notation \( \alpha^+ \) indicates that this variable represents a conjugate operator, and is stochastically complex conjugate to \( \alpha \) in the mean. This doubles the dimension of the relevant classical phase space. There is an intuitive interpretation that it allows one to map superpositions directly into a phase-space representation. The density operator in positive P representation is then given by Eq. (??), but now the operator bases have the form:

\[
\hat{\Lambda} (\tilde{\alpha}) = \frac{|\alpha \rangle \langle \alpha^+|}{\langle \alpha^+ | \alpha \rangle}, \tag{5.15}
\]

and the product trace is:

\[
D(\tilde{\alpha}, \tilde{\beta}) = \frac{\langle \beta^+ | \alpha \rangle \langle \alpha^+ | \beta \rangle}{\langle \alpha^+ | \alpha \rangle \langle \beta^+ | \beta \rangle}, \tag{5.16}
\]

The quantity \( \text{tr} (\rho \sigma) \) is more complicated in this case but still follows the structure of Eq. (5.12). Fidelity measures of the form given in Eq. (2.16) also involve the purity, \( \text{tr} (\rho^2) \). This can be calculated similarly.

One great advantage of phase space methods is that quasi-probability densities allow numerical simulation to be carried out. Typically, samples are drawn from these probability densities, which are then evolved dynamically. Finally, observables of interest are computed by the Monte Carlo method, which is usually the only practical technique for very large Hilbert spaces. Likewise, fidelity measures can be computed numerically in a typical Monte Carlo scheme. In particular, we consider \( \mathcal{F}_2 \), which, as we will discuss, is the most tractable form of fidelity.

Let \( \rho \) be the initial density operator of the system and we want to compute the fidelity of a quantum state at a later time, which is characterized by the density operator \( \sigma \), with respect to \( \rho \). Suppose that the initial state \( \rho \) and its corresponding phase space distribution are known in a numerical simulation.

For simplicity, suppose that \( \rho \) is a pure state, which is a common but not essential assumption, and implies that \( \text{tr} (\rho^2) = 1 \). Even for cases where \( \text{tr} (\rho^2) < 1 \), the final state after a time evolution will usually be no purer than the initial state. There are exceptions to this rule, since a dissipative time-evolution can evolve a mixed state of many particles to a pure vacuum state, but we first consider the case of non-increasing purity here for definiteness.

In other words, \( \max \left[ \text{tr} (\rho^2), \text{tr} (\sigma^2) \right] = \text{tr} (\rho^2) \). This is convenient as the exact (quasi)-probability distribution for \( \sigma \) is not known and only a set of samples of this distribution is available, which leads to the sampled fidelity we discuss next.

Next, consider the sampled fidelity in the Wigner representation. The quantity \( \text{tr} (\rho \sigma) \) in Eq. (5.14) in the Monte Carlo scheme is given by:

\[
\text{tr} (\rho \sigma) = \pi^M \int P_\rho (\alpha) P_\sigma (\alpha) \ d\alpha \approx \frac{\pi^M}{N_{\text{samples}}} \sum_{i=1}^{N_{\text{samples}}} P_\rho (\alpha_i), \tag{5.17}
\]

where \( N_{\text{samples}} \) is the sample size of the probability distribution \( P_\rho \). We note that there can be issues with the fact that the same random variable occurs in both the distributions, leading to practical problems if both the distributions are sampled. This can be avoided if one of the Wigner functions is known analytically.

The same quantity can be computed in the positive P representation. It is then possible to use two independent sets of random variables, so that both the
distributions can be obtained from random sampling:

\[
\text{tr} \left( \rho \sigma \right) \approx \frac{1}{N_{\text{samples}}^2} \sum_{i,j} D(\vec{\alpha}_i, \vec{\beta}_j). \tag{5.18}
\]

Here, the factor \( N_{\text{samples}}^2 \) comes from the product of \( P_\rho(\vec{\alpha}) P_\sigma(\vec{\beta}) \) in Eq. (5.12) under the usual assumption of equally weighted samples. This shows that it is possible to compute \( F_2 \) from a phase-space simulation. This is useful when trying to predict performance of a quantum technology or memory in an application involving storage of an exotic quantum state. We emphasize that if one of the calculated states is a pure state, then all fidelity measures give the same result.

Admittedly, this quantity is more complicated than Eq. (5.17) in the Wigner representation. In addition, the sampling error can be very large in some cases, as discussed by Rosales-Zarate and Drummond [122]. When this occurs, representations such as the generalized Gaussian representations [123, 124, 119, 125] can be employed, and clearly the purities can be estimated in a similar way if the initial state is not pure.

Overall, \( F_2 \) appears to be the most suitable fidelity measure in a dynamical simulation or measurement using phase-space techniques, where only the initial state with its probability distribution is known. It is the only measure using easily computable Hilbert-Schmidt norms that satisfies all of the Jozsa axioms.

5.6. Techniques of fidelity measurement

As pointed out in Section (2.1), fidelity is a relative measure. The results of fidelity measurements on different Hilbert spaces are not the same. The \( F_1 \) fidelity may improve if the measured Hilbert space has a lower dimensionality, simply because it is defined as a maximum over all possible purifications. Hence, the \( F_2 \) fidelity has the advantage that it is generally less biased towards high values, as shown in the examples of the previous section, and is always true for qubits.

The adage of being cautious in comparing apples to oranges should be remembered. In general terms we will distinguish six different approaches that are described below, as applied to typical physical implementations [11, 126]. The real utility of a given fidelity measure is how well it matches the requirements of a given application. Analyzing quantum logic gates and memories is one of the most widespread and useful applications of fidelity, and hence we will give examples of these applications.

These general considerations about physical implementation apply to all of the various applications listed in this section. The examples referenced here are necessarily incomplete, as this is not a full review of experimental implementations. Nevertheless, some typical experimental measurements are referenced in each of the following application examples.

5.6.1. Atomic tomography fidelity  Atomic or ionic fidelity measurements involve a finite, stationary, closed quantum system, where each state can be accessed and projected [18, 127]. These measurements are usually relatively simple. To obtain the entire density matrix for a calculation of mixed state fidelity involves a tomographic measurement. Thus, for example, in qubit tomography one must measure both the diagonal elements, which are level occupations, as well as off-diagonal elements that are obtained through Rabi rotations that transform off-diagonal elements into level occupations for measurement. This approach is easiest to implement when the Hilbert space has only two or three levels. Typical examples of this technique involve trapped ions, whose level occupations are measured using laser pulses and fluorescence photodetection.

It is not always clear in such measurements how the translational state is measured, or if it is even part of the relevant Hilbert space, which is necessary in order to understand how the fidelity is defined. The problem is that the full quantum state of an isolated ion or atom always has both internal and center-of-mass degrees of freedom, so that a pure state is:

\[
|\Psi\rangle = \sum_{ij} C_{ij} |\psi_i\rangle_{\text{int}} |\phi_j\rangle_{\text{CM}}. \tag{5.19}
\]

Here \( |\psi\rangle_{\text{int}} \) is the internal state defined by the level structure, while \( |\phi\rangle_{\text{CM}} \) defines the center-of-mass degree of freedom. The actual density matrix even for a single ion or atom therefore involves different spatial modes for the center-of-mass, such that:

\[
\rho = \sum_{ijkl} \rho_{ijkl} |\psi_i\rangle_{\text{int}} |\phi_j\rangle_{\text{CM}} \langle \phi_k|_{\text{CM}} \langle \psi_l|_{\text{int}}. \tag{5.20}
\]

Next, we can consider two possible situations:

**Full tomography:** Suppose that the target state is \( |\Psi_0\rangle = |\psi_0\rangle_{\text{int}} |\phi_0\rangle_{\text{CM}} \), so that the center-of-mass position is part of the relevant Hilbert space. Under these conditions, only the measured states with \( k = j = 0 \) are in the same overall quantum state as the target state. This may prevent complete visibility in an interference measurement in which the center-of-mass position is relevant. If this is the case, one should consider the center-of-mass position as part of the relevant Hilbert space. Hence one must consider rather carefully if it is necessary to investigate the translational state fidelity as well in this type of application. This has been investigated in ion-trap quantum computer gate fidelity measurements [128].
Partial tomography: The center-of-mass part of the Hilbert space may not matter if the internal degrees of freedom are decoupled sufficiently from the spatial degrees of freedom, so that only the internal degrees of freedom are relevant over the time-scales that are of interest. In these cases the density matrix can be written as:

$$\rho = \rho_{\text{int}} \otimes \rho_{\text{CM}}.$$  \hspace{1cm} (5.21)

Provided this factorization is maintained throughout the experiment, it may well be enough to only measure the internal degrees of freedom. However, any spin-orbit or similar effective force that couples the internal and translational degrees of freedom will cause entanglement. This will sometimes mean a reduction in fidelity, since the entangled state can become mixed after tracing out the spatial degrees. Relatively high fidelities have been measured with this approach. Depending on the system, this can be viewed as occurring because coupling to phonons is weak \cite{129} or because experiments occur on faster time-scales than the atomic motion \cite{60}.

5.6.2. Photonic fidelity
Photonic measurements are typical of quantum memories \cite{10, 130}, communications or cryptography when photons are used as the information carrier. In the case of a quantum memory, a quantum state is first encoded in a well-defined spatiotemporal mode(s), then dynamically coupled into the memory subsystem, stored for a chosen period, and coupled out into a second well-defined spatiotemporal field mode(s) where it can be measured \cite{131}. We note that temporal mode structure is an essential part of defining a quantum state.

The actual quantum state in these cases is defined as an outer product of photonic states in each possible mode \( |n_k\rangle_k \), where \( n_k \) is the photon number in each mode, so that:

$$|\Psi\rangle = \sum_n C_n |n_1\rangle_1 \otimes \cdots \otimes |n_K\rangle_K.$$  \hspace{1cm} (5.22)

Here each mode has an associated mode function \( u_k \), which is typically localized in space-time, since technology applications are carried out in finite regions of space, over finite time-intervals. We implicitly assume a finite total number of modes \( K \), although there is no physical upper bound except possibly that from quantum gravity.

To obtain the output density matrix, the most rigorous approach is to use pulsed homodyne detection to isolate the mode(s) used, with a variable phase delay or other methods to measure the off-diagonal elements. This gives a projected quadrature expectation value of the relevant single mode operator. By tomographic reconstruction, one can obtain the Wigner function \cite{101}. We show in Section 5.5 that this phase-space technique directly gives the quantum fidelity as an \( F_2 \) measure. Obtaining any other fidelity measure generally requires the reconstructed density matrix. See, however, \cite{32, 132} where the authors discuss a direct measurement of the superfidelity, \( \mathcal{F}_N \), together with a lower bound called the subfidelity for photonic states encoded in the polarization degree of freedom. Since \( \mathcal{F}_N = \mathcal{F}_1 \) for qubit states \cite{20}, their method actually amounts to a direct measurement of \( \mathcal{F}_1 \) for these qubit states without resorting to quantum state tomography.

5.6.3. Conditional fidelity
In some types of photonic fidelity measurement the state may not be found at all in some of the measurements. This is typically the case in photo-detection experiments with low photon number, where a qubit can be encoded into two spatial or polarization modes, as 

$$|\psi\rangle = \frac{1}{\sqrt{|a|^2 + |b|^2}} (a |0\rangle_1 |1\rangle_2 + b |1\rangle_1 |0\rangle_2).$$

Problems arise when no photon is detected at all, either because the photodetector was inefficient, or because the photon was lost during the transmission, thereby making the input a vacuum state, which is in a larger Hilbert space.

As a result, reported measurements are sometimes defined by simply conditioning all results on the presence of a detected photon(s). Unless the target state is itself defined to be the conditioned state, this conditional fidelity is best regarded as an upper bound for the true mixed state fidelity, which includes these loss effects. The potential difficulty with conditional fidelity measured in this way is that it essentially involves an assumption of fair sampling. In other words, photons may be lost through detector inefficiency, but they may also be lost in any number of other ways.

While detector loss can be regarded as simply a measurement issue, unrelated to the state itself, there is also a possibility that the state was already degraded before it reached the detector, and hence the true fidelity is lower than estimated by the conditional measurement. Yet in many applications, like quantum logic gates and computing, one may have to repeat the same quantum memory process many times in succession. In these cases any inefficiency that occurs prior to detection grows exponentially with the number of gates, and can become an important issue. In other quantum information processes however, it might be argued that this effect is not relevant. In quoting fidelity, it is thus important to match the target state with the final intended application.

5.6.4. Inferred fidelity
In a similar way to efficiency problems that lead to conditional fidelity measures, the
spatiotemporal mode may change from measurement to measurement in photonic experiments. This leads to a mixed state. As a result, the increased number of modes present can enlarge the Hilbert space in a way that is not detectable through measurements of photodetection events without using interferometry or local oscillators. This approach is sometimes combined with a conditional measurement.

An example of this approach is a recently reported quantum memory for orbital angular momentum qubits \[133\]. This experiment has many robust and useful features, using spatial mode projection to ensure that the correct transverse mode is matched from input to output. However, the report does not describe how longitudinal or temporal mode structure was determined, leaving this issue as an open question at this stage.

A photon-counting approach cannot usually detect the full mode structure. For example, suppose one has a wide range of longitudinal modes that can be occupied, having distinct frequencies and/or temporal mode structures, and each occurring with a probability \( P_k \ll 1 \), so that:

\[
\rho = \sum_k P_k |0_1 \ldots |1_k \ldots (0_1 \ldots (1_k \ldots (\ldots |1 \ldots (1_k \ldots (\ldots |0 \ldots (1_k \ldots (\ldots (5.23)\]

This is a mixed state in which a single photon could be in any longitudinal mode with a given probability \( P_k \).

Let us now compare this with a desired pure state \( \sigma \), for example:

\[
\sigma = |1_1 \ldots |0_k \ldots (1_k \ldots (0_1 \ldots (\ldots |1 \ldots (1_k \ldots (\ldots (5.24)\]

It is clear that, for any definition of fidelity, \( F = \text{tr} (\sigma \rho) = P_1 \ll 1 \). One could attempt to measure this fidelity with a photon-counting measurement, combined with the assumption that there is only one longitudinal mode present. If all measurements give exactly one count, then this measurement, combined with the single-mode assumption would lead to an inferred state fidelity \( F_{\text{inf}} = 1 \). This does not match the true fidelity in this example.

Fidelity measurements like these generally make the assumption that the mode structure that is measured matches the desired mode structure, even when it is not measured directly. As a result, the inferred fidelity may be higher than the true fidelity, and should be considered as an upper bound. This may cause problems if one must carry out a binary quantum logic operation with input signals derived from two different sources such that the modes should be matched in time and/or frequency. Under these conditions, it is the true fidelity, including the effects of losses and modal infidelity that is important. These questions have been investigated in experiments that carry out full tomographic measurements to reconstruct single-photon Fock states using homodyne measurement techniques \[134\].

5.6.5. Cloned fidelity A fifth type of fidelity measurement is obtained as a variant of a quantum game in which a number of copies of a quantum state may be recorded or stored \[135\]. From subsequent measurements, it is possible to infer, for example, using maximum likelihood measurements, what the original state was. The inferred state can be compared with the original using fidelities. Unfortunately the no-cloning theorem tells us that multiple copies of any single quantum state cannot be obtained reliably. Hence, while one can infer a fidelity from multiple copies of a state, the entire process that includes first generating multiple copies of a quantum state will always involve an initial reduction in fidelity. This is important in some types of application.

5.6.6. Logic and process fidelity Finally, we turn to a different type of fidelity used to analyze quantum processes rather than states or density matrices. Quantum processes are also known \[10\] as quantum channels, or mathematically as completely positive maps or super-operators. For the case of a quantum process, one may wish to analyze the fidelity of an actual quantum operation to an intended quantum operation. This may include any quantum technology from logic gates to memories, or indeed any input-output process. An operation is defined in the general sense of any quantum map \( \mathcal{E} (\rho) \), from an input density matrix \( \rho_{\text{in}} \) to an output density matrix \( \rho_{\text{out}} \). Their fidelity is discussed by Gilchrist et. al. \[22\].

Just as any density matrix has a matrix representation in the Hilbert space of state vectors of dimension \( d \), quantum channels have a matrix representation in terms of a basis set of \( d^2 \) quantum operators \( A_{jk} \), where \( \text{tr} (A^\dagger_j A_k) = \delta_{jk} \). Using this basis, any quantum operation can be written as:

\[
\rho_{\text{out}} = \mathcal{E} (\rho_{\text{in}}) = \sum_{mn} P_{mn} A_m \rho_{\text{in}} A_n^\dagger (5.25)\]

Here \( P_{mn} \) are the elements of the so-called process matrix \( P \), which provides a convenient way of representing the operation \( \mathcal{E} \).

At first, this seems rather different to density matrices, as discussed throughout this review. Yet it is easy to show via the Choi-Jamiolkowski isomorphism \[136\] \[137\], that one can define a new quantum “density matrix” \[22\] on the enlarged Hilbert space of dimension \( d^2 \), such that \( \rho^E = P / d \). Hence any fidelity or distance measure for quantum states can also be applied to processes, by the simple technique of dimension squaring. We will not investigate this in detail here except to remark that all of the different fidelity measures used for density matrices can be applied directly to quantum processes. For process fidelity it is common to impose additional requirements for the fidelity in addition to the axioms used here.
A typical example is the measurement of quantum process fidelity in a CNOT gate [138]. In this early photonic measurement, the counting fidelity was measured using conditional techniques. Thus, as explained above, these results should be regarded as an upper bound to the actual quantum fidelity, once mode-mismatch errors and losses are included. Other, more recent, process fidelity measurements with quantum logic gates have been carried out with ion traps [139, 69], liquid nuclear magnetic resonance [140], solid-state silicon [141] and superconducting Josephson qubits [142].

6. Summary

We have reviewed the requirements for a mixed state fidelity measure [5], and analyzed a number of candidate measures of fidelity for their compliance with these requirements, as well as other considerations. While there are many candidates, most of them do not fully comply with the Josza axioms, although some of these alternatives do have useful properties.

Despite the above observation, there do exist an infinite number of compliant fidelities. Among them, three well-defined measures that fully satisfy the Josza axioms for fidelity measures are of particular interest, due to their physical interpretation and measurement properties: these are the Uhlmann-Josza fidelity $F_1$, the non-logarithmic variety of the quantum Chernoff bound $F_Q$ and the Hilbert–Schmidt fidelity, $F_2$. It is worth noting that both $F_1$ and $F_2$ are particular cases of an infinite family of Josza-compliant fidelity measures $F_p$, each associated with a Schatten-von-Neumann $p$-norm.

In this review, we have focused on two specific cases of these norm based fidelity measures $F_p$, as well as the quantum Chernoff bound $F_Q$. Analyzing the properties of this family of candidate measures for other integer values of $p > 2$ is clearly something that may be of independent interest. On the other hand, despite much effort, the validity of a few desired properties of various candidate fidelity measures remains unknown (see Table 3, Table 5, and Table 6 for details). For each of these conjectured properties, at least 2000 optimizations with different initial starting points have been carried out for each Hilbert space dimension $d = 2, 3, \ldots, 10$. Given the fact that intensive numerical searches have been carried out for counterexamples to these properties for small Hilbert space dimensions, we are inclined to conjecture that these properties are indeed valid.

An intriguing result is that of the $F_p$ fidelities investigated, the $F_1$ fidelity gives the largest average values when random density matrices are compared. While this relationship is only universal for the qubit case—otherwise there are occasional exceptions—it is found on average for higher dimensional Hilbert spaces as well. This is clearly related to the fact that the $F_1$ fidelity is defined as a maximum fidelity over purifications. These purifications represent an unmeasured portion of Hilbert space. Hence, measuring $F_1$ on a subspace could introduce a bias compared to a more complete measurement on a larger relevant space, if there are additional errors in the unmeasured part of the relevant Hilbert space.

To conclude, while the Uhlmann-Josza measure is the most widely known fidelity measure, there are other alternatives which have properties that can make them preferable under some circumstances. They may be either simpler to compute or more relevant to certain applications. For example, the Hilbert–Schmidt fidelity measure $F_2$ is well-defined even for unnormalized density matrices, and appears less biased towards high values. Finding out the full implications of this and other mathematical properties of the candidate measures, however, is too broad a research topic to be considered within the present review.
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Appendix A. Detailed proofs

In this Appendix, detailed proofs are obtained for the fidelity results in the earlier sections, where they are not given already.

Norm based fidelity properties

Theorem 2. All norm-based fidelities, $F_p$, obey the Josza axioms for $p \geq 1$.

Proof.

1. $F_p(\rho, \sigma) \in [0, 1]$. The minimum bound is trivial, since norms are positive semi-definite.

That the maximum bound holds is obtained from the Hölder inequality, since:

$$\|\sqrt{\rho} \sqrt{\sigma}\|_p^2 \leq \|\sqrt{\rho}\|_{2p} \|\sqrt{\sigma}\|_{2p} = \|\rho\|_p \|\sigma\|_p \leq \max \left[\|\rho\|_p^2, \|\sigma\|_p^2\right].$$
J1b) $F_p(\rho, \sigma) = 1$ if and only if $\rho = \sigma$. Clearly, $F_p(\rho, \rho) = 1$ for identical operators, since
\[
\|\sqrt{\rho} \sqrt{\rho}\|_p = \|\rho\|_p^2 = \max \left\{|\|\rho\|_p^2, \|\rho\|_p^2\right\}.
\]
To prove the converse, note from the above proof of J1a that the maximum bound is attained if and only if the Hölder inequality becomes an equality. Taking into account of the normalization of density matrices, we thus see that the maximum bound of $F_p(\rho, \sigma) = 1$ is attained if and only if $\rho = \sigma$.

J1c) $F_p(\rho, \sigma) = 0$ if and only if $\rho \sigma = 0$. This follows since $\rho \sigma = 0 \iff \sqrt{\rho} \sqrt{\sigma} = 0 \iff \|\sqrt{\rho} \sqrt{\sigma}\|_p = 0$.

J2) $F_p(\rho, \sigma) = F_p(\sigma, \rho)$ is clearly true from the symmetry of the matrix norm under transposition.

J3) $F_p(\rho, \sigma) = \text{tr}(\rho \sigma)$ if either $\rho$ or $\sigma$ is a pure state. From the definition, we have $\|\sqrt{\rho} \sqrt{\sigma}\|_p^2 = \left(\text{tr}(\sqrt{\rho} \sqrt{\sigma} \sqrt{\rho} \sqrt{\sigma})\right)^{\frac{1}{2}}$. Let $\rho$ be a pure state, then $\rho = \sqrt{\rho} = |\psi\rangle \langle \psi|$ for some $|\psi\rangle$, the expression thus simplifies to $\left[\langle \psi \right| \sigma |\psi\rangle \frac{1}{2} \text{tr}(\rho \frac{1}{2})\right]^{\frac{1}{2}}$, which reduces to $\langle \psi \right| \sigma |\psi\rangle \text{tr}(\rho)$ since $\text{tr}(\rho \frac{1}{2}) = \text{tr} \rho = 1$. Similarly, the normalizing factor is unity, since $\|\rho\|_p^2 = 1 \geq \|\rho\|_p^2$, and the argument holds if $\rho, \sigma$ are interchanged.

J4) $F_p(U \rho U^\dagger, U \sigma U^\dagger) = F_p(\rho, \sigma)$. This follows from the unitary invariance of the matrix norm.

Normalization

We now show that both $F_{AM}$ and $F_{GM}$ obey axiom (J1a) and (J1b).

**Theorem 3.** $F_{AM}(\rho, \sigma), F_{GM}(\rho, \sigma) \in [0,1]$ with the upper bound attained if and only if $\rho = \sigma$.

**Proof.** The non-negativity of $F_{AM}$ and $F_{GM}$ is obvious. Next, we prove that these quantities are upper bounded by 1. To this end, we recall that the geometric mean between two numbers is always upper bounded by its arithmetic mean, hence, $F_{AM}(\rho, \sigma) \leq F_{GM}(\rho, \sigma) \leq 1$, where the second inequality follows easily from the Cauchy-Schwarz inequality.

Moreover, the Cauchy-Schwarz inequality is saturated if and only if its entries are scalar multiples of each other. Since our entries have unity trace (density matrices), saturation can only occur if $\rho = \sigma$. It is easy to see by inspection that both $F_{AM}(\rho, \rho)$ and $F_{GM}(\rho, \rho)$ indeed equal to unity. Thus $F_{AM}(\rho, \sigma) = F_{GM}(\rho, \sigma) = 1$ if and only if $\rho = \sigma$.

Multiplicativity

**Theorem 4.** The measure $F_2$ is generally supermultiplicative, but is multiplicative when appended by an uncorrelated ancillary state, or when considering tensor powers of the same states.

**Proof.** Let us define $\rho = \rho_1 \otimes \rho_2$ and $\sigma = \sigma_1 \otimes \sigma_2$, then start by noting that
\[
F_2(\rho, \sigma) = \frac{\text{tr}(\rho_1 \sigma_1) \text{tr}(\rho_2 \sigma_2)}{\max \left\{\text{tr}(\rho_1^2), \text{tr}(\sigma_1^2), \text{tr}(\rho_2^2), \text{tr}(\sigma_2^2)\right\}}
\] (A.1)
and
\[
F_2(\rho_1, \sigma_1) F_2(\rho_2, \sigma_2) = \prod_{i=1}^2 \frac{\text{tr}(\rho_i \sigma_i)}{\max \left\{\text{tr}(\rho_i^2), \text{tr}(\sigma_i^2)\right\}}
\] (A.2)
Clearly, saturation of inequality (3.4) is obtained if the denominators of the two equations above coincide, i.e.,
\[
\max \left\{\prod_{i=1}^2 \text{tr}(\rho_i^2), \prod_{j=1}^2 \text{tr}(\sigma_j^2)\right\} = \prod_{i=1}^2 \text{max} \left\{\text{tr}(\rho_i^2), \text{tr}(\sigma_i^2)\right\}.
\] (A.3)
It is easy to check that this equation holds when (at least) one of the following is observed
- $\text{tr}(\rho_i^2) = \text{tr}(\sigma_i^2)$ for some $i = 1, 2$,
- $\text{tr}(\rho_i^2) > \text{tr}(\sigma_i^2)$ for both $i = 1, 2$,
- $\text{tr}(\rho_i^2) < \text{tr}(\sigma_i^2)$ for both $i = 1, 2$.

Note that the first condition is satisfied for the scenario when each quantum state is appended, respectively, by a quantum state with the same purity (e.g., when they are both appended by same ancillary state $\tau$). On the other hand, the second/third condition is satisfied for the scenario of tensor powers, i.e., $\rho_1 = \rho_2$ etc., cf., Eq. (3.5). When none of the above conditions is satisfied, it is easy to see that we must have the r.h.s. of Eq. (A.3) larger than its l.h.s., and hence super-multiplicativity. For example, if $\text{tr}(\rho_i^2) > \text{tr}(\sigma_i^2)$, then the r.h.s. of (A.3) becomes $\text{tr}(\rho_i^2) \text{tr}(\sigma_i^2)$ which has to be larger than both $\text{tr}(\rho_i^2) \text{tr}(\rho_j^2)$ or $\text{tr}(\sigma_i^2) \text{tr}(\sigma_j^2)$ by assumption. The proof for the case when $\text{tr}(\rho_i^2) < \text{tr}(\sigma_i^2)$ and $\text{tr}(\rho_j^2) > \text{tr}(\sigma_j^2)$ proceeds analogously.

**Theorem 5.** The measure $F_C$ is generally supermultiplicative.

**Proof.** Let $d_1 := \dim \rho_1 = \dim \sigma_1$, $d_2 := \dim \rho_2 = \dim \sigma_2$ and, in terms of these, define $r := (d_1 - 1)^{-1}$, $s := (d_2 - 1)^{-1}$ and $t := (d_1 d_2 - 1)^{-1}$ or, equivalently, $t = rs/(1 + r + s)$, in such a way that $r, s \in (0, 1]$. Then, the statements of the supermultiplicativity of $F_C$ (to be proved) and of $F_N$ (proved in [20]) can be expressed, respectively, as

$\square$
2(1 - t) + 2(1 + t) \mathcal{F}_N(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) \geq \\
\left[ (1 - r) + (1 + r) x \right] \left[ (1 - s) + (1 + s) y \right], \quad (A.4)
2(1 - t) + 2(1 + t) \mathcal{F}_N(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) \geq \\
2(1 - t) + 2(1 + t) xy, \quad (A.5)
where, for brevity, we have defined \( x := \mathcal{F}_N(\rho_1, \sigma_1) \in [0, 1] \) and \( y := \mathcal{F}_N(\rho_2, \sigma_2) \in [0, 1] \). In what follows, the validity of inequality inequality (A.4) is established by showing that the r.h.s. of (A.5) dominates the r.h.s. of inequality (A.4); an inequality that can be written as
\[
2(1 - t) - (1 - r)(1 - s) \geq f_{r,s}(x,y) \quad (A.6)
\]
where we have defined the functions
\[
f_{r,s}(x,y) := (1 + r)(1 - s)x + (1 - r)(1 + s)y
\]
- \( 2(1 + t) - (1 + r)(1 + s) xy \) \quad (A.7)

To see that inequality (A.6) holds, it is our interest to find out the maximum of the functions \( f_{r,s}(x,y) \). The extreme point of \( f_{r,s}(x,y) \) is given by respectively setting the partial derivative of \( x \) and \( y \) to zero. It can be verified that, unless \( r, s \in \{0, 1\} \), the extreme points of \( f_{r,s}(x,y) \) lie outside the domain \( x, y \in [0, 1] \). In the former cases, the extreme points lie on the boundaries of the domain. To identify them, note that the functions \( f_{r,s}(x,y) \) are increasing both in \( x \) and \( y \) for all values of parameters \( r, s \in [0, 1] \). This follows, for example, from the observation that their partial derivatives with respect to \( x \) and \( y \) are always linear and assume non-negative values in the extremes of the domain \( x, y \in [0, 1] \). Indeed,
\[
\frac{\partial f_{r,s}(x,y)}{\partial x} \bigg|_{y=0} = (1 + r)(1 - s) \geq 0
\]
\[
\frac{\partial f_{r,s}(x,y)}{\partial x} \bigg|_{y=1} = 2r(1 + r) > 0
\]
\[
\frac{\partial f_{r,s}(x,y)}{\partial y} \bigg|_{x=0} = (1 - r)(1 + s) \geq 0
\]
\[
\frac{\partial f_{r,s}(x,y)}{\partial y} \bigg|_{x=1} = 2s(1 + s) > 0
\] \quad (A.8)

Thanks to that, it suffices to verify the validity of inequality (A.6) for \( x = 1 \) and \( y = 1 \), where \( f_{r,s}(x,y) \) is maximal. In this case, however, a straightforward simplification process shows that the inequality is satisfied with saturation.

**Theorem 6.** The measure \( \mathcal{F}_Q \) is generally super-multiplicative under tensor products, but is multiplicative when appended by an uncorrelated ancillary state, or when considering tensor powers of the same states.

**Proof.** For given density matrices \( \rho_1, \rho_2, \sigma_1 \) and \( \sigma_2 \), we see that
\[
\mathcal{F}_Q(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) = \min_{s} \text{tr} \left[ (\rho_1 \otimes \rho_2)^s (\sigma_1 \otimes \sigma_2)^{1-s} \right]
\]
\[
\geq \min_{s} \text{tr}(\rho_1^s \rho_2^{1-s}) \text{tr}(\sigma_1^s \sigma_2^{1-s})
\]
\[
\geq f_1(s) f_2(s)
\]
\[
= f_1(s^*) f_2(s^*) \quad (A.9)
\]
where \( f_i(s) := \text{tr}(\rho_i^s \sigma_i^{1-s}) \), \( s^* \) is a minimizer of the function \( f_1(s) f_2(s) \), and it is worth reminding that each \( f_i(s) \) is a convex function of \( s \) \[30\].

On the other hand, it also follows from the definition of \( \mathcal{F}_Q \) that
\[
\mathcal{F}_Q(\rho_1, \sigma_1) \mathcal{F}_Q(\rho_2, \sigma_2) = \min_{s_1} f_1(s_1) \min_{s_2} f_2(s_2)
\]
\[
= f_1(s_1^*) f_2(s_2^*), \quad (A.10)
\]
where \( s_i^* \in S_i \) is a minimizer of \( f_i(s_i) \), and \( S_i \subseteq [0, 1] \) is the set of minimizers of \( f_i(s_i) \). Note that the convexity of \( f_i \) guarantees that \( S_i \) is a convex interval in \([0, 1]\).

Evidently, for general density matrices \( \rho_1, \rho_2, \sigma_1 \) and \( \sigma_2 \), the set of minimizers for \( f_1(s) \) and \( f_2(s) \) differ, i.e., \( S_1 \neq S_2 \). Without loss of generality, let us assume that \( \min S_1 \leq \min S_2 \). There are now two cases to consider, if \( \max S_1 \geq \min S_2 \), we must also have \( S_2 \cap S_1 \neq \emptyset \), and hence the minimizer \( s^* \) for \( f_1(s) f_2(s) \) must also minimize \( f_1 \) and \( f_2 \). In this case, we have,
\[
\mathcal{F}_Q(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) = \mathcal{F}_Q(\rho_1, \sigma_1) \mathcal{F}_Q(\rho_2, \sigma_2), \quad (A.11)
\]
meaning that multiplicativity holds true for this set of density matrices.

In the event that \( \max S_1 < \min S_2 \), we have \( S_2 \cap S_1 = \emptyset \), which implies that any minimizer \( s^* \) for \( f_1(s) f_2(s) \) must be such that \( s^* \notin S_1 \) and/or \( s^* \notin S_2 \). As a result, we must have \( f_i(s^*) \geq f_i(s_i^*) \) for all \( i \), and thus
\[
\mathcal{F}_Q(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) = f_1(s^*) f_2(s^*)
\]
\[
\geq f_1(s_1^*) f_2(s_2^*) = \mathcal{F}_Q(\rho_1, \sigma_1) \mathcal{F}_Q(\rho_2, \sigma_2), \quad (A.12)
\]
which demonstrates the super-multiplicativity of \( \mathcal{F}_Q \).

For tensor powers of the same state, cf. Eq. (3.5), the fact that \( \text{tr}(A \otimes B) = (\text{tr} A)(\text{tr} B) \) and the above arguments make it evident that the minimizer for a single copy is also the minimizer for an arbitrary number of copies. Thus, \( \mathcal{F}_Q \) is multiplicative under tensor powers. Similarly, for an uncorrelated ancillary state \( \tau \), the definition of \( \mathcal{F}_Q \), and axiom (J1b) immediately imply that the measure is multiplicative when each quantum state is appended by \( \tau \), i.e.,
\[
\mathcal{F}_Q(\rho \otimes \tau, \sigma \otimes \tau) = \mathcal{F}_Q(\rho, \sigma).
\]
Theorem 7. The measure $F_{AM}$ is multiplicative under uncorrelated ancilla state, that is
\[ F_{AM}(\rho \otimes \tau, \sigma \otimes \tau) = F_{AM}(\rho, \sigma) \quad (A.13) \]

Proof. The proof follows trivially from the application of the tensor product identities
\[ (A \otimes B)(C \otimes D) = AC \otimes BD \quad (A.14) \]
\[ \text{tr}(A \otimes B) = \text{tr}(A) \text{tr}(B) \quad (A.15) \]

Explicitly,
\[ F_{AM}(\rho \otimes \tau, \sigma \otimes \tau) = \frac{2 \text{tr}(\rho \sigma \otimes \tau^2)}{|\text{tr}(\rho^2 \otimes \tau^2) + \text{tr}(\sigma^2 \otimes \tau^2)|} \]
\[ = \frac{2 \text{tr}(\rho \sigma)}{|\text{tr}(\rho^2) + \text{tr}(\sigma^2)|} \]
\[ = F_{AM}(\rho, \sigma), \quad (A.16) \]

where Eq. (A.14) was used to establish the second equality and Eq. (A.15) was used to establish the third equality. \hfill \square

Proofs of average fidelity properties

Here, we give the proofs showing when the respective fidelity measure satisfies Eq. (5.4). Throughout, as mentioned in Section 5.2 and Section 5.3, we will assume that the error state $\rho_0$ is orthogonal to all of the signal state, i.e.,
\[ \rho_i \rho_0 = \rho_0 \rho_i = 0 \quad \forall \, j \neq 0. \quad (A.17) \]

If, in addition to Eq. (A.17), all signal states are orthogonal to each other, i.e.,
\[ \rho_i \rho_k = 0 \quad \forall \, j \neq k, \quad (A.18) \]

then all $\rho_i$ commute pairwise, and hence diagonalizable in the same basis. In this case, we will see that Eq. (5.4) holds for $F_1$, $F_0$, and $F_{AM}$ independent of the purity of the signal state $\rho_j$. 

Proof. Recall from the main text that in the present discussion, the average state-by-state fidelity is
\[ F_{\text{ave}}(p, \rho, \sigma) = \sum_{i \neq 0} p_i F(\rho_i, \sigma_i). \quad (A.19) \]

Note, however, that Eq. (A.18) implies that for all $i \neq 0$,
\[ F_1(\rho_i, \sigma_i) = \left( \frac{\text{tr} \sqrt{\rho_i} \sigma_i \sqrt{\rho_i}}{} \right)^2 \]
\[ = \left( \frac{\text{tr} \sqrt{\rho_i} (\epsilon \rho_0 + (1 - \epsilon) \rho_i) \sqrt{\rho_i}}{} \right)^2 \]
\[ = \left( \sqrt{1 - \epsilon} \text{tr} \sqrt{\rho_i} \mathrm{tr}(\rho_i) \right)^2 \]
\[ = (1 - \epsilon) (\text{tr} \rho_i)^2 = 1 - \epsilon \quad (A.20) \]

while
\[ F_1(\rho_0, \sigma) = \left( \frac{\text{tr} \sqrt{\rho} \sigma \sqrt{\rho}}{} \right)^2 \]
\[ = \left( \frac{\text{tr} \sqrt{\rho} (\epsilon \rho_0 + (1 - \epsilon) \rho) \sqrt{\rho}}{} \right)^2 \]
\[ = \left( \sqrt{1 - \epsilon} \text{tr} \sqrt{\rho} \mathrm{tr}(\rho) \right)^2 \]
\[ = (1 - \epsilon) (\text{tr} \rho)^2 = 1 - \epsilon \quad (A.21) \]

Substituting Eq. (A.20) to Eq. (A.19) and comparing the resulting expression with the above equation then verifies Eq. (5.4) for $F_1$.

Next, we shall prove the equivalence for $F_0$. As with $F_1$, Eq. (A.18) implies that for all $i \neq 0$,
\[ F_0(\rho_i, \sigma_i) = \min_{0 \leq s \leq 1} \text{tr}(\rho_i^s \sigma_i^{1-s}), \]
\[ = \min_{0 \leq s \leq 1} \text{tr}(\rho_i^s (\epsilon \rho_0 + (1 - \epsilon) \rho_i)^{1-s}), \]
\[ = \min_{0 \leq s \leq 1} \text{tr}(\rho_i^s (1-s \rho_0^{1-s} + (1 - \epsilon) (1-s) \rho_i^{1-s})), \]
\[ = \min_{0 \leq s \leq 1} (1 - \epsilon)^{1-s} \text{tr}(\rho_i) = 1 - \epsilon, \quad (A.22) \]

where the last equality follows from the fact that $0 \leq 1 - \epsilon \leq 1$, and thus $(1 - \epsilon)^{1-s} \geq 1 - \epsilon$ for all $0 \leq s \leq 1$.

In a similar manner, the simultaneous diagonalizability of $\rho$ and $\rho_0$ gives
\[ F_0(\rho, \sigma) = \min_{0 \leq s \leq 1} \text{tr}(\rho^s \sigma^{1-s}), \]
\[ = \min_{0 \leq s \leq 1} \text{tr} \left\{ \rho^s (\epsilon \rho_0 + (1 - \epsilon) \rho)^{1-s} \right\}, \]
\[ = \min_{0 \leq s \leq 1} \text{tr} \left\{ \rho^s (1-s \rho_0^{1-s} + (1 - \epsilon) (1-s) \rho^{1-s}) \right\}, \]
\[ = \min_{0 \leq s \leq 1} (1 - \epsilon)^{1-s} \text{tr}(\rho) = 1 - \epsilon. \quad (A.23) \]

Substituting Eq. (A.22) into Eq. (A.19) and comparing with the last equation immediately leads to the verification of Eq. (5.4) for $F_0$ whenever Eq. (A.18) holds.

To prove the equivalence for $F_{AM}$, we note from Eq. (A.18) that for all $i \neq 0$,
\[ F_{AM}(\rho_i, \sigma_i) = \left( \frac{\text{tr} \sqrt{\rho_i} \sigma_i \sqrt{\rho_i}}{} \right)^2 \]
\[ = \left( \frac{\text{tr} \sqrt{\rho_i} (\epsilon \rho_0 + (1 - \epsilon) \rho_i) \sqrt{\rho_i}}{} \right)^2 \]
\[ = \left( \sqrt{1 - \epsilon} \text{tr} \sqrt{\rho_i} \mathrm{tr}(\rho_i) \right)^2 \]
\[ = (1 - \epsilon) (\text{tr} \rho_i)^2 = 1 - \epsilon \quad (A.24) \]

Similarly, Eq. (A.18) implies that
\[ F_{AM}(\rho, \sigma) = \left( \frac{\text{tr} \sqrt{\rho} \sigma \sqrt{\rho}}{} \right)^2 \]
\[ = \left( \frac{\text{tr} \sqrt{\rho} (\epsilon \rho_0 + (1 - \epsilon) \rho) \sqrt{\rho}}{} \right)^2 \]
\[ = \left( \sqrt{1 - \epsilon} \text{tr} \sqrt{\rho} \mathrm{tr}(\rho) \right)^2 \]
\[ = (1 - \epsilon) (\text{tr} \rho)^2 = 1 - \epsilon \quad (A.25) \]
the following pair of two-qubit density matrices under the partial trace operation, it suffices to consider
\[ F = 4\Pi \]
We provide here some counterexamples that have been
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Eq. (A.19) and the last equation above.
Finally, note that if instead we have the premise that \( \text{tr}(\rho^2) = 1 \), then \( \rho = \rho_1, \sigma = \sigma_1, \) and there is only term in the sum of Eq. (A.19). Consequently, we must also have \( F_N(\rho, \sigma) = F_N(\rho_1, \sigma_1) = F_{\text{ave}}(\rho, \sigma) \) in this case.

Counterexamples
We provide here some counterexamples that have been
leak out in the main text for showing certain desired properties of various fidelity measures.
To verify that \( F_{AM} \) is generally not (super)multiplicative, it suffices to consider \( \rho = \frac{1}{2} (\Pi_0 + 4\Pi_1) \) and \( \sigma = \frac{1}{2} \Pi_2 \). An explicit calculation gives \( F_{AM}(\rho \otimes \rho, \sigma \otimes \sigma) \approx 0.702 \) while \( \{ F_{AM}(\rho, \sigma) \}^2 \approx 0.718 > F_{AM}(\rho \otimes \rho, \sigma \otimes \sigma) \), thus showing a violation of the desired (super)multiplicative property.
To see that \( F_C, F_{AM} \) and \( F_{AM} \) can be contractive under the partial trace operation, it suffices to consider the following pair of two-qubit density matrices (written in the product basis):
\[ \rho = \Pi_0 \otimes \Pi_0, \quad \sigma = \frac{1}{8} \begin{pmatrix} 3 & 0 & 0 & \sqrt{3} \\ 0 & 4 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \sqrt{3} & 0 & 0 & 1 \end{pmatrix}, \quad (A.27) \]
and consider the partial trace of \( \rho \) and \( \sigma \) over the first qubit subsystem.

Appendix B. Metric properties
In this Appendix, detailed proofs are obtained for the metric properties of fidelities.

General definitions
For a given fidelity measure \( F(\rho, \sigma) \), let us define the following functionals of \( F \):
\[ A[F(\rho, \sigma)] := \arccos[\sqrt{F(\rho, \sigma)}], \]
\[ B[F(\rho, \sigma)] := \sqrt{2 - 2\sqrt{F(\rho, \sigma)}}, \]
\[ C[F(\rho, \sigma)] := \sqrt{1 - F(\rho, \sigma)}. \] (B.1)
In what follows, we will provide the proofs of the metric properties of these functionals of \( F \) for the various fidelity measures discussed in Sec. 3.3. By a metric, we mean a mapping \( D \) on a set \( S \) such that for every \( a, b, c \in S \), the mapping \( D : S \times S \to \mathbb{R} \) satisfies the following properties:

(M1) \( D(a, b) \geq 0 \) (Nonnegativity),
(M2) \( D(a, b) = 0 \) iff \( a = b \) (Identity of Indiscernibles),
(M3) \( D(a, b) = D(b, a) \) (Symmetry),
(M4) \( D(a, c) \leq D(a, b) + D(b, c) \) (Triangle Inequality).
Our main tool is a simplified version of Schoenberg’s theorem \([143]\), reproduced as follows.

Theorem 8 (Schoenberg). Let \( X \) be a nonempty set and \( K : X \times X \to \mathbb{R} \) a function such that \( K(x, y) = K(y, x) \) and \( K(x, y) \geq 0 \) for all \( x, y \in X \), with saturation iff \( x = y \). If the implication
\[ \sum_{i=1}^{n} c_i = 0 \Rightarrow \sum_{i,j=1}^{n} K(x_i, x_j)c_i c_j \leq 0 \] (B.2)
holds for all \( n \geq 2, \{ x_1, \ldots, x_n \} \subseteq X \) and \( \{ c_1, \ldots, c_n \} \subseteq \mathbb{R}, \) then \( \sqrt{K} \) is a metric.

The theorem has previously been used in \([20]\) to show that \( C[F_N] \) is a metric for the space of density matrices. However, the alternative proof for the metric properties of \( B[F_1(\rho, \sigma)] \) and \( C[F_1(\rho, \sigma)] \) given in \([20]\) is flawed due to an erroneous application of the above theorem.

\( F_2 \) metric properties
Here, we will show that \( C[F_2(\rho, \sigma)] \) is a metric for the space of density matrices. Because \( F_2 \) complies with Jozsa’s axioms (J1) and (J2), it is immediate that \( C[F_2] \) is non-negative (M1), fulfills the indiscernible identity (M2) and is symmetric (M3). Hence, in order to establish \( C[F_2] \) as a genuine metric, we only have to prove that it satisfies the triangle inequality
\[ C[F_2(\rho, \sigma)] \leq C[F_2(\rho, \tau)] + C[F_2(\tau, \sigma)] \] (B.3)
for arbitrary \( d \)-dimensional density matrices \( \rho, \sigma \) and \( \tau \). To this end, we shall first prove the following lemma:

Lemma 9. For any \( \theta, \varphi \in [0, 2\pi] \) and \( p, q \in [0, 1] \)
\[ \sqrt{1 - pq \cos(\theta + \varphi)} \leq \sqrt{1 - p \cos \theta} + \sqrt{1 - q \cos \varphi}, \]
\[ \sqrt{1 - pq \cos(\theta - \varphi)} \geq \sqrt{1 - p \cos \theta} - \sqrt{1 - q \cos \varphi} \] (B.4)
Proof. We start by showing that both inequalities hold in the special case of \( p = q = 1 \). To see this, note that
\[
\sqrt{1 - \cos(\vartheta + \varphi)} = \sqrt{2} \sin \left( \frac{\vartheta}{2} \cos \frac{\varphi}{2} + \sin \frac{\varphi}{2} \cos \frac{\vartheta}{2} \right) \\
\leq \sqrt{2} \left| \sin \frac{\vartheta}{2} \cos \frac{\varphi}{2} + \sqrt{2} \sin \frac{\varphi}{2} \cos \frac{\vartheta}{2} \right| \\
\leq \sqrt{2} \left| \sin \frac{\vartheta}{2} \right| + \sqrt{2} \left| \sin \frac{\varphi}{2} \right| \\
= \sqrt{1 - \cos \vartheta} + \sqrt{1 - \cos \varphi} \quad (B.5)
\]
where we have used the trigonometric identity \( \sqrt{1 - \cos x} = \sqrt{2} \sin \frac{x}{2} \) in the first and last lines, the inequality \( |x + y| \leq |x| + |y| \) in the second line, and the fact that cosines are upper bounded by 1 in the third line.

To see that inequality \( (B.4) \) also holds for \( p = q = 1 \), we rewrite it in the equivalent form
\[
\left| \sin \left( \frac{\vartheta}{2} - \varphi \right) \right| \geq \left| \sin \left( \frac{\vartheta}{2} \right) - \sin \left( \frac{\varphi}{2} \right) \right| , \quad (B.6)
\]
which is clearly valid if \( \sin \frac{\vartheta}{2} \leq \sin \frac{\varphi}{2} \). If instead \( \sin \frac{\vartheta}{2} > \sin \frac{\varphi}{2} \), then both sides of inequality \( (B.6) \) are non-negative and can thus be squared to yield an equivalent inequality that can be simplified to
\[
4 \sin \left( \frac{\vartheta}{2} \right) \sin \left( \frac{\varphi}{2} \right) \geq 0. \quad (B.7)
\]
Since this clearly holds for \( \vartheta, \varphi \in [0, 2\pi] \), inequality \( (B.4) \) for \( p = q = 1 \) must also hold.

In order to show Lemma \( 9 \) for general \( p, q \in [0, 1] \), let us define the angles \( \Theta, \Phi \in [0, \pi] \) as follows
\[
\cos \Theta = p \cos \vartheta, \quad \sin \Theta = \sqrt{1 - p^2 \cos^2 \vartheta}, \\
\cos \Phi = q \cos \varphi, \quad \sin \Phi = \sqrt{1 - q^2 \cos^2 \varphi}. \quad (B.8)
\]
This gives
\[
\pm \cos(\Theta \pm \Phi) = \pm \left( pq \cos \vartheta \cos \varphi \mp \sqrt{1 - p^2 \cos^2 \vartheta} \sqrt{1 - q^2 \cos^2 \varphi} \right) \\
\leq \pm \left( pq \cos \vartheta \cos \varphi \mp pq \sqrt{1 - \cos^2 \vartheta} \sqrt{1 - \cos^2 \varphi} \right) \\
= \pm pq (\cos \vartheta \cos \varphi \mp | \sin \vartheta \sin \varphi |) \\
\leq \pm pq \cos(\vartheta \pm \varphi) . \quad (B.9)
\]
Inequalities \( (B.3) \) can now be obtained from inequality \( (B.9) \) as follows:
\[
\pm \sqrt{1 - pq \cos(\vartheta \pm \varphi)} \leq \pm \sqrt{1 - \cos(\Theta \pm \Phi)} \\
\leq \pm \left( \sqrt{1 - \cos \Theta \pm \sqrt{1 - \cos \Phi} \right) \\
= \pm \left( \sqrt{1 - p \cos \vartheta \pm \sqrt{1 - q \cos \varphi} \right) \\
\]
where the second inequality follows from the already verified inequality of \( (B.4) \) in the case of \( p = q = 1 \).

\[\textbf{Theorem 10.} \] \( C[\mathcal{F}_2(\rho, \sigma)] \) is a metric for the space of density matrices

Proof. Using equations \( (4.6) \) and \( (4.7) \), the triangle inequality of \( (B.3) \) can be rewritten as
\[
\sqrt{1 - \frac{r^* \cdot s}{\mu(r, s)}} \leq \sqrt{1 - \frac{r^* \cdot t}{\mu(r, t)}} + \sqrt{1 - \frac{t^* \cdot s}{\mu(t, s)}} \quad (B.10)
\]
where \( \mu(r, s) = \max(r^2, s^2) \) and the entries of the vectors \( r, s, t \in \mathbb{R}^d \) are the expansion coefficients of \( \rho, \sigma, \) and \( \tau \), respectively, in some basis of Hermitian matrices.

Without loss of generality, we henceforth assume that \( \rho \) and \( \tau \) are, respectively, the density matrices of maximal and minimal purities (i.e., \( r \geq s \geq t \)). Hence, \( (B.3) \) unfolds into three inequalities to be proven, which correspond to \( C[\mathcal{F}_2(\rho, \sigma)] \leq C[\mathcal{F}_2(\rho, \tau)] + C[\mathcal{F}_2(\tau, \sigma)] \), \( C[\mathcal{F}_2(\rho, \tau)] \leq C[\mathcal{F}_2(\rho, \sigma)] + C[\mathcal{F}_2(\sigma, \tau)] \) and \( C[\mathcal{F}_2(\rho, \tau)] \leq C[\mathcal{F}_2(\rho, \sigma)] + C[\mathcal{F}_2(\tau, \sigma)] \) respectively. In terms of the expansion coefficients vectors \( r^*, s^*, t^* \), these be written as:
\[
\sqrt{1 - \frac{s}{r} \cos \theta_{rs}} \leq \sqrt{1 - \frac{t}{r} \cos \theta_{rt}} + \sqrt{1 - \frac{t}{s} \cos \theta_{ts}} , \\
\sqrt{1 - \frac{t}{s} \cos \theta_{ts}} \leq \sqrt{1 - \frac{r}{s} \cos \theta_{rs}} + \sqrt{1 - \frac{r}{t} \cos \theta_{rt}} , \\
\sqrt{1 - \frac{r}{t} \cos \theta_{rt}} \leq \sqrt{1 - \frac{s}{r} \cos \theta_{rs}} + \sqrt{1 - \frac{s}{t} \cos \theta_{ts}} , \quad (B.11)
\]
where the angles \( \theta_{rs}, \theta_{rt}, \) and \( \theta_{ts} \in [0, \pi] \) have been defined (in accordance with the Cauchy-Schwarz inequality) as follows:
\[
\cos \theta_{rs} = \frac{r^* \cdot s}{rs} , \quad \cos \theta_{rt} = \frac{r^* \cdot t}{rt} , \quad \cos \theta_{ts} = \frac{t^* \cdot s}{ts} . \quad (B.12)
\]
Besides, since
\[
\cos(\theta_{rs} + \theta_{ts}) \leq \cos \theta_{rt} \leq \cos(\theta_{rs} - \theta_{ts}) , \quad (B.13)
\]
(a demonstration of which will be given at the end of this proof), the replacement of \( \cos \theta_{rt} \) with either \( \cos(\theta_{rs} - \theta_{ts}) \) or \( \cos(\theta_{rs} + \theta_{ts}) \) in inequality \( (B.11) \), yields the following stronger set of inequalities to be proven, where we define \( \Delta^+ = \theta_{rs} \pm \theta_{ts} \):
\[
\sqrt{1 - \frac{t}{r} \cos \Delta^-} \geq \sqrt{1 - \frac{s}{r} \cos \theta_{rs}} - \sqrt{1 - \frac{t}{s} \cos \theta_{ts}} , \\
\sqrt{1 - \frac{t}{r} \cos \Delta^-} \geq \sqrt{1 - \frac{t}{s} \cos \theta_{ts}} + \sqrt{1 - \frac{s}{r} \cos \theta_{rs}} , \\
\sqrt{1 - \frac{t}{s} \cos \Delta^+} \leq \sqrt{1 - \frac{s}{r} \cos \theta_{rs}} + \sqrt{1 - \frac{t}{s} \cos \theta_{ts}} , \quad (B.14)
\]
Note that \( \frac{t}{r} = \frac{s}{r} = \frac{t}{s} \) and \( \frac{r}{t} = \frac{s}{t} = \frac{r}{s} \in (0, 1) \) by our assumption that \( r \geq s \geq t > 0 \). Thus, through appropriate identifications of these ratios with \( p, q \) and applying Lemma 9 inequalities (B.14), and hence the desired triangle inequalities (B.10) follow.

We complete this proof with a demonstration of inequalities (B.13). Consider, first, the following pair of vectors, each of which being orthogonal to \( \vec{s} \)

\[
\vec{u} = \vec{r} - \frac{r}{s} \cos \theta_{rs} \vec{s} \quad \text{and} \quad \vec{v} = \vec{t} - \frac{t}{s} \cos \theta_{ts} \vec{s}. \tag{B.15}
\]

Using these and the orthogonality of \( \vec{u}, \vec{v} \) to \( \vec{s} \), we may expand the scalar product between \( \vec{r} \) and \( \vec{t} \) as

\[
\vec{r} \cdot \vec{t} = rt \cos \theta_{rt} = \vec{u} \cdot \vec{v} + rt \cos \theta_{rs} \cos \theta_{ts}. \tag{B.16}
\]

Then, using \( \vec{u} \cdot \vec{v} = uv \cos \theta_{uv} \) with \( u = r \sin \theta_{rs}, \quad v = t \sin \theta_{ts}, \) and \( \theta_{uv} \in [0, \pi] \), we arrive at

\[
\cos \theta_{rt} = \sin \theta_{rs} \sin \theta_{ts} \cos \theta_{uv} + \cos \theta_{rs} \cos \theta_{ts}. \tag{B.17}
\]

From here, the trivial inequalities \( \cos \theta_{uv} \geq -1 \) and \( \cos \theta_{uv} \leq 1 \) imply, respectively, the upper and lower bounds on \( \cos \theta_{rs} \) in (B.13).

\( \mathcal{F}_c \) metric properties

**Theorem 11.** \( C[\mathcal{F}_c(\rho, \sigma)] \) is a metric for the space of density matrices of fixed Hilbert space dimension.

**Proof.** For density matrices \( \rho_i \) acting on \( d \)-dimensional complex Hilbert space \( \mathbb{C}^d \), note that \( r = \frac{1}{\sqrt{d}} \) is a constant. Thus, for any \( c_i^j \in \mathbb{R} \) and which are such that \( \sum_i c_i = 0 \), we have

\[
\sum_{i,j} c_ic_j \left[ 1 - \mathcal{F}_c(\rho_i, \rho_j) \right] = - \sum_{i,j} c_ic_j \left[ \frac{1-r}{2} + \frac{1+r}{2} \mathcal{F}_c(\rho_i, \rho_j) \right] = - \sum_{i,j} c_ic_j \mathcal{F}_c(\rho_i, \rho_j). \tag{B.18}
\]

From the proof of the metric property of \( C[\mathcal{F}_c(\rho, \sigma)] \) given in [20], we know that the last expression above must be non-positive. Hence, \( 1 - \mathcal{F}_c(\rho, \sigma) \) is a metric for the space of density matrices of fixed dimension.

\( \mathcal{F}_{GM} \) metric properties

**Theorem 12.** \( C[\mathcal{F}_{GM}(\rho, \sigma)] \) is a metric for the space of density matrices.

**Proof.** For any \( c_i^j \in \mathbb{R} \) and which are such that \( \sum_i c_i = 0 \), note that

\[
\sum_{i,j} c_ic_j \left[ 1 - \mathcal{F}_{GM}(\rho_i, \rho_j) \right] = - \sum_{i,j} c_ic_j \frac{\text{tr}(\rho_i \rho_j)}{\sqrt{\text{tr}(\rho_i^2) \text{tr}(\rho_j^2)}} = - \text{tr} \left[ \left( \sum_{i} c_i\sqrt{\rho_i} \right)^2 \right] \leq 0. \tag{B.19}
\]

Hence, \( C[\mathcal{F}_{GM}(\rho, \sigma)] \) is a metric for the space of density matrices.

\( \mathcal{F}_\Lambda \) metric properties

The metric properties of \( B[\mathcal{F}_\Lambda(\rho, \sigma)] \) were first mentioned in [21], while those of \( A[\mathcal{F}_\Lambda(\rho, \sigma)] \) and \( C[\mathcal{F}_\Lambda(\rho, \sigma)] \) were numerically investigated in [23], suggesting that they may indeed be metrics for the space of density matrices. In Section C.3, [20], it was briefly mentioned that both \( B[\mathcal{F}_\Lambda(\rho, \sigma)] \) and \( C[\mathcal{F}_\Lambda(\rho, \sigma)] \) can be proved to be a metric using Schoenberg’s theorem. Here, we shall provide an explicit proof of these facts. An alternative proof for \( B[\mathcal{F}_\Lambda(\rho, \sigma)] \) can also be found in [144].

**Proof.** For any \( c_i^j \in \mathbb{R} \) and which are such that \( \sum_i c_i = 0 \), note that

\[
\sum_{i,j} c_ic_j \left[ 1 - \sqrt{\mathcal{F}_\Lambda(\rho_i, \rho_j)} \right] = - \sum_{i,j} c_ic_j \text{tr} \left( \sqrt{\rho_i} \sqrt{\rho_j} \right) = - \text{tr} \left[ \left( \sum_{i} c_i\sqrt{\rho_i} \right)^2 \right] \leq 0. \tag{B.20}
\]

Likewise, we can show that:

\[
\sum_{i,j} c_ic_j \left[ 1 - \mathcal{F}_\Lambda(\rho_i, \rho_j) \right] = - \sum_{i,j} c_ic_j \left( \text{tr} \left( \sqrt{\rho_i} \sqrt{\rho_j} \right) \right)^2 = - \sum_{i,j} c_ic_j \text{tr} \left[ (\sqrt{\rho_i} \otimes \sqrt{\rho_j}) \left( \sqrt{\rho_j} \otimes \sqrt{\rho_i} \right) \right] \leq 0. \tag{B.21}
\]

This concludes our proof for the metric properties of \( B[\mathcal{F}_\Lambda(\rho, \sigma)] \) and \( C[\mathcal{F}_\Lambda(\rho, \sigma)] \).
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