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Abstract

In recent years several classes of structured matrices are extended to classes of tensors in the context of tensor complementarity problem. The tensor complementarity problem is a class of nonlinear complementarity problem where the involved functions are special polynomials defined by a tensor. Semipositive and strictly semipositive tensors play an important role in the study of the tensor complementarity problem. The article considers some important properties of semipositive tensor. We establish invariance property of semipositive tensor. We prove necessary and sufficient conditions for a tensor to be semipositive tensor. A relation between even order row diagonal semipositive tensor and its majorization matrix is proposed.
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1 Introduction

A tensor is a multidimensional array which is a natural extension of matrices. A real tensor of order $r$ and dimension $n$, $\mathbb{M} = (m_{i_1...i_r})$ is a multidimensional array of entries $m_{i_1...i_r} \in \mathbb{R}$ where $i_j \in I_n$ with $j \in I_r$. Here $I_n$ denotes the set $I_n = \{1, 2, ..., n\}$. $\mathbb{T}_{r,n}$ denotes the set of real tensors of order $m$ and dimension $n$. Tensors have many application in science and engineering. The common applications are found in electromagnetism, continuum mechanics, quantum mechanics and quantum computing, spectral hypergraph theory, diffusion tensor imaging, image authenticity verification problem, optimization theory and in many other areas. In optimization

$^1$Corresponding author
theory the tensor complementarity problem (TCP) was proposed by Song and Qi [40], which is a natural extension of the linear complementarity problem and a subclass of the nonlinear complementarity problem where the involved functions are defined by a tensor. Given a square matrix $A$ of order $n$ with real entries and an $n$ dimensional vector $q$, the linear complementarity problem [2] is to find $n$ dimensional vectors $w$ and $z$ satisfying
\begin{align*}
z \geq 0, \quad w = Az + q \geq 0, \quad z^T w = 0.
\end{align*}
(1.1)
The problem is denoted by LCP($q, A$) and the solution set of LCP($q, A$) is denoted by SOL($q, A$). Several matrix classes arising in linear complementarity problem are important due to computational point of view. For details see [25], [28], [23], [27], [12], [14], [29], [6]. For details of game theory see [20], [26], [31], [22], [21], [5] and for details of QMOP see [19]. Even several matrix classes arise during the study of Lemke’s algorithm as well as principal pivot transform. For details see [18], [17], [24], [4], [30], [12], [14], [13].

Given a tensor $\mathcal{M} \in \mathbb{T}_{r,n}$ and an $n$ dimensional real vector $q$, the tensor complementarity problem is to find $n$ dimensional vectors $\omega$ and $u$ satisfying
\begin{align*}
u \geq 0, \quad \omega = \mathcal{M} u^{r-1} + q \geq 0, \quad u^T \omega = 0.
\end{align*}
(1.2)
The problem is denoted by TCP($q, \mathcal{M}$). The solution set of TCP($q, \mathcal{M}$) is denoted by SOL($q, \mathcal{M}$). Tensor complementarity problem arises in optimization theory, game theory and in other areas. Many practical problems can be modeled as forms of equivalent tensor complementarity problem like a class of multi-person noncooperative game [3], hypergraph clustering problem and traffic equilibrium problem [10].

Tensor classes play an important role to study the theory of TCP. In recent years many structured tensors are developed and studied in context of TCP. For details see [34, 37, 38, 41, 32, 16]. In linear complementarity problem the class of semimonotone matrices play an important role. Several matrix theoretic properties and properties related to solution of linear complementarity problem involving semimonotone matrices were studied in literature. For details see [15], [33], [7], [3], [12]. Song and Qi [37] extended the class of semimonotone matrices to semipositive tensors in context of tensor complementarity problem. Song and Qi [37] proved that a strictly semipositive tensor is a $Q$ tensor. Song and Qi [39] showed that for a (strictly) semipositive tensor $\mathcal{M}$ the TCP($q, \mathcal{M}$) has a unique solution for every $q > 0$ ($q \geq 0$). Many other tensor theoretic properties as well as properties of solution of TCP with semipositive tensor were discussed. For details see [37], [39], [11], [8], [43].

In this paper, we study some tensor theoretic properties of semipositive tensor as well as strictly semipositive tensor. We discuss some necessary and sufficient condition for (strictly) semipositive tensor. We prove an equivalence in connection with the majorization matrix of an even order row diagonal (strictly) semipositive tensor.

The paper is organised as follows. Section 2 contains some basic notations and results. In Section 3, we investigate some tensor theoretic properties of semipositive tensor. We establish invariance property of semipositive tensor. We propose necessary and sufficient condition for semipositive tensor. We establish connection between an even order row diagonal semipositive tensor and its majorization matrix.
2 Preliminaries

Now we introduce some basic notations used in this paper. We consider vectors, matrices, and tensors with real entries. For any positive integer \( n \), let \( I_n \) denote the set \( \{1, 2, \ldots, n\} \). Let \( \mathbb{R}^n \) denote the \( n \)-dimensional Euclidean space and \( \mathbb{R}_+^n = \{ u \in \mathbb{R}^n : u \geq 0 \} \), \( \mathbb{R}_+^{n \times n} = \{ u \in \mathbb{R}^n : u > 0 \} \). Any vector \( u \in \mathbb{R}^n \) is a column vector and \( u^T \) denotes the row transpose of \( u \). A diagonal matrix \( D = [d_{ij}]_{n \times n} = \text{diag}(d_1, d_2, \ldots, d_n) \) is defined as \( d_{ij} = \begin{cases} d_i & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases} \)

**Definition 2.1:** A matrix \( M \in \mathbb{R}^{n \times n} \) is said to be semimonotone, if for every \( 0 \neq z \geq 0 \), \( \exists \) an index \( k \in I_n \) such that \( z_k > 0 \) and \( (Mz)_k \geq 0 \).

**Definition 2.2:** A matrix \( M \in \mathbb{R}^{n \times n} \) is said to be strictly semimonotone, if for every \( 0 \neq z \geq 0 \), \( \exists \) an index \( k \in I_n \) such that \( z_k > 0 \) and \( (Mz)_k > 0 \).

Let \( r \)-th order \( n \)-dimensional real tensor \( \mathcal{M} = (m_{i_1 \ldots i_r}) \) be a multidimensional array of entries \( m_{i_1 \ldots i_r} \in \mathbb{R} \) where \( i_j \in I_n \) with \( j \in I_r \). \( \mathbb{T}_{r,n} \) denotes the set of real tensors of order \( r \) and dimension \( n \). Any \( \mathcal{M} = (m_{i_1 \ldots i_r}) \in \mathbb{T}_{r,n} \) is called a symmetric tensor, if the entries \( m_{i_1 \ldots i_r} \) are invariant under any permutation of their indices. \( \mathcal{S}_{r,n} \) denotes the collection of all symmetric tensors of order \( r \) and dimension \( n \) where \( r \) and \( n \) are two given positive integers with \( r, n \geq 2 \). An identity tensor of order \( r \), \( \mathcal{I} = (\delta_{i_1 \ldots i_r}) \in \mathbb{T}_{r,n} \) is defined as follows: \( \delta_{i_1 \ldots i_r} = \begin{cases} 1 & \text{if } i_1 = \ldots = i_r \\ 0 & \text{else} \end{cases} \). Let \( \mathcal{O} \) denote the zero tensor where each entry of \( \mathcal{O} \) is zero. For any \( u \in \mathbb{R}^n \) and \( p \in \mathbb{R} \), let \( u^{[p]} \) denote the vector \( (u_1^p, u_2^p, \ldots, u_n^p)^T \). For \( \mathcal{M} \in \mathbb{T}_{r,n} \) and \( u \in \mathbb{R} \), \( \mathcal{M} u^{r-1} \in \mathbb{R}^n \) is a vector defined by

\[
(\mathcal{M} u^{r-1})_i = \sum_{i_2, \ldots, i_r = 1}^{n} m_{i_1 i_2 \ldots i_r} u_{i_2} \cdots u_{i_r}, \text{ for all } i \in I_n
\]

and \( \mathcal{M} u^r \in \mathbb{R} \) is a scalar defined by

\[
u^T \mathcal{M} u^{r-1} = \mathcal{M} u^r = \sum_{i_1, \ldots, i_r = 1}^{n} m_{i_1 \ldots i_r} u_{i_1} \cdots u_{i_r}.
\]

For a tensor \( \mathcal{M} \in \mathbb{T}_{r,n} \), a vector \( u \in \mathbb{R}^n \) is said to be a null vector of \( \mathcal{M} \), if \( \mathcal{M} u^{r-1} = 0 \). The general product of tensors was introduced by Shao [33]. Let \( \mathcal{A} \) and \( \mathcal{B} \) be two \( n \)-dimensional tensors of order \( p \geq 2 \) and \( r \geq 1 \), respectively. The product \( \mathcal{A} \mathcal{B} \) is an \( n \)-dimensional tensor \( \mathcal{C} \) of order \( ((p - 1)(r - 1)) + 1 \) with entries

\[
c_{j_{p-1} \beta_{p-1}} = \sum_{j_{p-2} \ldots j_2 j_1 = 1} a_{j_1 \ldots j_p} b_{j_1 \beta_1} \cdots b_{j_p \beta_{p-1}},
\]

where \( j_{p-1}, \beta_{p-1} \in I_n \).

**Definition 2.3:** Given \( \mathcal{M} = (m_{i_1 \ldots i_r}) \in \mathbb{T}_{r,n} \) and an index set \( J \subseteq I_n \) with \( |J| = l \), \( 1 \leq l \leq n \), a principal subtensor of \( \mathcal{M} \) is denoted by \( \mathcal{M}_J \) and is defined as \( \mathcal{M}_J = (m_{i_1 \ldots i_r}), \forall i_1, i_2, \ldots, i_r \in J \).
DEFINITION 2.4: [41] Given $\mathcal{M} \in \mathbb{T}_{r,n}$ and $q \in \mathbb{R}^n$, a vector $u$ is said to be (strictly) feasible solution of TCP($q, \mathcal{M}$), if $u \geq 0$ ($> 0$) and $\mathcal{M}u^{r-1} + q \geq 0$ ($> 0$).

DEFINITION 2.5: [41] Given $\mathcal{M} \in \mathbb{T}_{r,n}$ and $q \in \mathbb{R}^n$, TCP($q, \mathcal{M}$) is said to be (strictly) feasible if a (strictly) feasible vector exists.

DEFINITION 2.6: [41] Given $\mathcal{M} \in \mathbb{T}_{r,n}$ and $q \in \mathbb{R}^n$, TCP($q, \mathcal{M}$) is said to be solvable if there exists a feasible vector $u$ satisfying $u^T(\mathcal{M}u^{r-1} + q) = 0$ and $u$ is said to be a solution of the TCP($q, \mathcal{M}$).

DEFINITION 2.7: [38] A tensor $\mathcal{M} \in \mathbb{T}_{r,n}$ is said to be a $P_0(P)$-tensor, if for each $u \in \mathbb{R}^n \setminus \{0\}$, there exists an index $i \in I_n$ such that $u_i \neq 0$ and $u_i(\mathcal{M}u^{r-1})_i \geq 0$ ($> 0$).

DEFINITION 2.8: [37, 41] A tensor $\mathcal{M} \in \mathbb{T}_{r,n}$ is said to be a $R_0$-tensor if the TCP($0, \mathcal{M}$) has unique 0 solution.

DEFINITION 2.9: [37, 41] A tensor $\mathcal{M} \in \mathbb{T}_{r,n}$ is said to be a $R$-tensor if it is a $R_0$-tensor and the TCP($e, \mathcal{M}$) has unique solution 0, for $e = (1, 1, ..., 1)^T$.

DEFINITION 2.10: [41] A tensor $\mathcal{M} \in \mathbb{T}_{r,n}$ is said to be a $Q$-tensor if the TCP($q, \mathcal{M}$) is solvable for all $q \in \mathbb{R}^n$.

i.e., $u \geq 0$, $\omega = \mathcal{M}u^{r-1} + q \geq 0$, and $u^T\omega = 0$.

DEFINITION 2.11: [36] The $i$th row subtensor of $\mathcal{M} \in \mathbb{T}_{r,n}$ is denoted by $R_i(\mathcal{M})$ and its entries are given as $(R_i(\mathcal{M}))_{i_2...i_r} = (m_{i_{i_2}...i_r})$, where $i_j \in I_n$ and $2 \leq j \leq r$. $\mathcal{M}$ is said to be a row diagonal tensor if all its row subtensors $R_1(\mathcal{M}), ..., R_n(\mathcal{M})$ are diagonal tensors.

DEFINITION 2.12: [36] Given $\mathcal{M} = (m_{i_1...i_r}) \in \mathbb{T}_{r,n}$, the majorization matrix of $\mathcal{M}$ is a matrix of order $n$, denoted by $\tilde{\mathcal{M}}$ and is defined as $\tilde{\mathcal{M}}_{ij} = (m_{i_{ij}...})$, $\forall i, j \in I_n$.

LEMMA 2.1: [36] Let $\mathcal{M} \in \mathbb{T}_{r,n}$ and $\tilde{\mathcal{M}}$ be the majorization matrix of $\mathcal{M}$. Then $\mathcal{M}$ is row diagonal tensor if and only if $\mathcal{M} = \tilde{\mathcal{M}} \mathcal{I}$, where $\mathcal{I}$ is the identity tensor of order $r$ and dimension $n$.

THEOREM 2.1: [39] Let $\mathcal{M} = (m_{i_1...i_r}) \in \mathbb{T}_{r,n}$. Then each principal subtensor of a (strictly) semipositive tensor is (strictly) semipositive tensor.

THEOREM 2.2: [39] Let $\mathcal{M} = (m_{i_1...i_r}) \in \mathbb{T}_{r,n}$. The following statements are equivalent:
(a) $\mathcal{M}$ is semipositive tensor.
(b) The TCP($q, \mathcal{M}$) has a unique solution for every $q > 0$.
(c) For every index set $J \subseteq I_n$ with $|J| = r$, the system $\mathcal{M}_J^ru_J^{r-1} < 0$, $u_J \geq 0$ has no solution where, $u_J \in \mathbb{R}^r$.

THEOREM 2.3: [39] Let $\mathcal{M} = (m_{i_1...i_r}) \in \mathbb{T}_{r,n}$. The following statements are equivalent:
(a) $\mathcal{M}$ is strictly semipositive tensor.
(b) The TCP($q, \mathcal{M}$) has a unique solution for every $q \geq 0$.
(c) For every index set $J \subseteq I_n$ with $|J| = r$, the system $\mathcal{M}_J^ru_J^{r-1} \leq 0$, $u_J \geq 0$, $u_J \neq 0$ has no solution where, $u_J \in \mathbb{R}^r$. 

4
3 Main results

At the outset, we define semipositive tensor along with an example. Subsequently, we establish the invariance property of semipositive tensor with respect to diagonal matrix as well as permutation matrix.

**Definition 3.13:** A tensor \( \mathcal{M} \in \mathbb{T}_{r,n} \) is said to be (strictly) semipositive tensor if for each \( u \in \mathbb{R}^n_+ \setminus \{0\} \), there exists an index \( l \in I_n \) such that \( u_l > 0 \) and \((\mathcal{M} u^{r-1})_l \geq 0 \ (> 0)\).

Here we give an example of a semipositive tensor.

**Example 3.1:** Let \( \mathcal{M} \in \mathbb{T}_{4,3} \) such that \( m_{1211} = 1, m_{1233} = 2, m_{1332} = -1, m_{1223} = -3, m_{2211} = 1, m_{2223} = -3, m_{2322} = 5, m_{3322} = -1, m_{3313} = -2 \) and all other entries of \( \mathcal{M} \) are zero. For \( u = \begin{pmatrix} u_1 \\ u_2 \\ u_3 \end{pmatrix} \in \mathbb{R}^3 \) we have \( \mathcal{M} u^3 = \begin{pmatrix} u_1^2 u_2 + u_2 u_3^2 + u_3^2 \\ u_1^2 u_2 + 2u_2^2 u_3 \\ -2u_1 u_3^2 - 4u_2^2 u_3 \end{pmatrix} \). Then \( \mathcal{M} \) is a semipositive tensor.

**Theorem 3.1:** Let \( \mathcal{M} \in \mathbb{T}_{r,n} \) and \( D \in \mathbb{R}^{n \times n} \) be a positive diagonal matrix. Then \( \mathcal{M} \) is (strictly) semipositive tensor if and only if \( D \mathcal{M} \) is (strictly) semipositive tensor.

**Proof:** Let \( D = \text{diag}(d_1, \ldots, d_n) \) be a positive diagonal matrix. Then the diagonal entries \( d_i > 0, \forall i \in I_n \). Suppose \( \mathcal{M} \in \mathbb{T}_{r,n} \) is a (strictly) semipositive tensor. Then for \( 0 \neq u \geq 0 \) there exists an index \( l \) such that \( u_l > 0 \) and \((\mathcal{M} u^{r-1})_l \geq 0 \ (> 0)\). We show that \( D \mathcal{M} \) is (strictly) semipositive tensor. Since \( d_l > 0 \) we obtain \((D \mathcal{M} u^{r-1})_l = d_l(\mathcal{M} u^{r-1})_l \geq 0 \ (> 0)\). Thus \( D \mathcal{M} \) is (strictly) semipositive tensor.

Conversely, suppose \( D \mathcal{M} \) is (strictly) semipositive tensor. Now \( D \) is positive diagonal matrix so \( D^{-1} \) exists and \( D^{-1} \) is again a positive diagonal matrix. Therefore \( D^{-1}(D \mathcal{M}) = \mathcal{M} \) is (strictly) semipositive tensor. \( \square \)

**Corollary 3.1:** Let \( \mathcal{M} \in \mathbb{T}_{r,n} \) be a semipositive tensor and \( D \in \mathbb{R}^{n \times n} \) be a nonnegative diagonal matrix. Then \( D \mathcal{M} \) is semipositive tensor.

**Remark 3.1:** The converse of the above corollary is not true in general.

**Example 3.2:** Let \( \mathcal{M} \in \mathbb{T}_{4,2} \) be such that \( m_{1111} = 1, m_{1121} = -1, m_{1112} = -3, m_{1222} = -1, m_{2121} = -3, m_{2222} = 2 \) and all other entries of \( \mathcal{M} \) are zero. Then for \( u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \in \mathbb{R}^2 \) we have \( \mathcal{M} u^3 = \begin{pmatrix} u_1^3 - 3u_1^2 u_2 - u_2^3 \\ -3u_1^2 u_2 + 2u_2^3 \end{pmatrix} \). Clearly for \( u = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \) we obtain \( \mathcal{M} u^3 = \begin{pmatrix} -3 \\ -1 \end{pmatrix} \). This implies \( \mathcal{M} \) is not a semipositive tensor.

Now we consider two nonnegative diagonal matrices \( D_1 = \begin{pmatrix} 0 & 0 \\ 0 & 3 \end{pmatrix} \) and \( D_2 = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} \). Let \( D_1 \mathcal{M} = \mathcal{B} \) and \( D_2 \mathcal{M} = \mathcal{C} \). Then \( \mathcal{B} = (b_{ijkl}) \in \mathbb{T}_{4,2} \) with \( b_{2121} = \)
\(-9, \ b_{2222} = 6\) and all other entries of \(B\) are zero. For \(u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \in \mathbb{R}^2\) we have
\[
B u^3 = \begin{pmatrix} 0 \\ -9u_1^2u_2 + 6u_2^3 \end{pmatrix}.
\]
Clearly \(B\) is a semipositive tensor.

Also \(C = (c_{ijkl}) \in \mathbb{T}_{4,2}\) with \(c_{1111} = 2, \ c_{1121} = -2, \ c_{1112} = -6, \ c_{1222} = -2, \ c_{1211} = 2\) and all other entries of \(C\) are zero. Then for \(u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \in \mathbb{R}^2\) we have
\[
C u^3 = \begin{pmatrix} 2u_1^3 - 6u_1^2u_2 - 2u_2^3 \\ 0 \end{pmatrix}.
\]
Clearly \(C\) is a semipositive tensor.

**Theorem 3.2:** Let \(P \in \mathbb{R}^{n \times n}\) be a permutation matrix also let \(M \in \mathbb{T}_{r,n}\). Then the tensor \(M\) is (strictly) semipositive tensor if and only if \(PMP^T\) is (strictly) semipositive tensor.

**Proof.** Let \(M \in \mathbb{T}_{r,n}\) be a (strictly) semipositive tensor. Let \(P \in \mathbb{R}^{n \times n}\) be a permutation matrix such that for any vector \(v \in \mathbb{R}^n\), \((Pv)_k = v_{\sigma(k)}\) where \(\sigma\) is a permutation on the set of indices \(I_n\). Let \(0 \neq u \geq 0\) where \(u \in \mathbb{R}^n\). Let \(v = P^Tu\). Then \(v \geq 0\). As \(M\) is a (strictly) semipositive tensor \(\exists l\) such that \(v_l > 0\) and \((Mv_l^{-1})_l \geq 0\) (\(> 0\)). Thus \((PMP^T) v_l^{-1})_{\sigma(l)} = (M P^T v_l^{-1})_l = (M v_l^{-1})_l \geq 0\) (\(> 0\)).

Also \(u_{\sigma(l)} = (P^Tu)_l = v_l > 0\). Therefore \(PMP^T\) is (strictly) semipositive tensor.

Conversely, suppose \(PMP^T\) is (strictly) semipositive tensor. We have \(M = P(MP^T)P^T\), since \(P\) is a permutation matrix. Hence by the forward part of the proof \(M\) is (strictly) semipositive tensor. \(\square\)

Now we prove the necessary and sufficient conditions for a tensor to be semipositive tensor.

**Theorem 3.3:** Let \(M, N \in \mathbb{T}_{r,n}\) where \(M\) is a (strictly) semipositive tensor and \(N \geq 0\). Then \(M + N\) is (strictly) semipositive tensor.

**Proof.** Suppose \(M \in \mathbb{T}_{r,n}\) is (strictly) semipositive tensor. Then for \(0 \neq u \geq 0 \exists l \in I_n\) such that \(u_l > 0\) and \((Mu_l^{-1})_l \geq 0\) (\(> 0\)). Let \(N \in \mathbb{T}_{r,n}\) where \(N \geq 0\). Then for \(0 \neq u \in \mathbb{R}^n\) we have \((Nu_l^{-1})_l \geq 0, \ \forall i \in I_n\). Therefore \((M + N) u_l^{-1})_l = (Mu_l^{-1})_l + (Nu_l^{-1})_l \geq 0\) (\(> 0\)). Hence, \(M + N\) is (strictly) semipositive tensor. \(\square\)

Here we discuss a necessary and sufficient condition for (strictly) semipositive tensor.

**Theorem 3.4:** Let \(M \in \mathbb{T}_{r,n}\) be a tensor such that all its proper principal subtensors are (strictly) semipositive tensor. \(M\) is (strictly) semipositive tensor if and only if for all diagonal tensors \(D \in \mathbb{T}_{r,n}\) with \(D \geq 0\) (\(\geq 0\)), the tensor \(M + D\) does not have a positive null vector.

**Proof.** Let there be a diagonal tensor \(D \in \mathbb{T}_{r,n}\) with \(D \geq 0\) (\(\geq 0\)) such that \(M + D\) has a positive null vector. i.e., There exists \(0 < u \in \mathbb{R}^n\) such that
\[
(M + D) u^{-1} = 0 \implies Mu^{-1} + Du^{-1} = 0
\]
\[
\implies Mu^{-1} = -Du^{-1} < 0 \ (\leq 0),
\]
which shows that \( \mathcal{M} \) is not (strictly) semipositive tensor.

Conversely, suppose \( \mathcal{M} \) is not (strictly) semipositive tensor. We show that there exists a diagonal tensor \( \mathcal{D} \in \mathbb{T}_{r,n} \) with \( \mathcal{D} \succ \mathcal{O} \) (\( \succeq \mathcal{O} \)) such that the tensor \( \mathcal{M} + \mathcal{D} \) has a positive null vector. Since \( \mathcal{M} \) is not (strictly) semipositive tensor (but all proper principal subtensors are), \( \exists \ u > 0 \) such that \( \mathcal{M}u^{-1} < 0 \) (\( \leq 0 \)). Now we construct a diagonal tensor \( \mathcal{D} \) with diagonal entries being defined as \( d_{ii} = -\frac{\mathcal{M}u^{-1}}{u_i} \). Then \( \mathcal{D} \succeq \mathcal{O} \) (\( \succeq \mathcal{O} \)) and \( \mathcal{M}u^{-1} = -\mathcal{D}u^{-1} \). Therefore \( \mathcal{M}u^{-1} + \mathcal{D}u^{-1} = (\mathcal{M} + \mathcal{D})u^{-1} = 0 \). Thus \( \mathcal{M} + \mathcal{D} \) has a positive null vector, since \( u > 0 \).

Here we propose a necessary and sufficient condition for a semipositive tensor to be a strictly semipositive tensor.

**Theorem 3.5:** A tensor \( \mathcal{M} \in \mathbb{T}_{r,n} \) is semipositive tensor if and only if for every \( \delta > 0 \), the tensor \( \mathcal{M} + \delta \mathcal{I} \) is strictly semipositive tensor.

**Proof.** Let \( \mathcal{M} \in \mathbb{T}_{r,n} \) be a semipositive tensor. The for every \( 0 \neq u \geq 0 \), \( \exists \) an index \( l \) such that \( u_l > 0 \) and \( (\mathcal{M} + \delta \mathcal{I})u^{-1}_l \geq 0 \). Therefore \( [(\mathcal{M} + \delta \mathcal{I})u^{-1}_l]_l = (\mathcal{M}u^{-1}_l)_l + \delta u^{-1}_l > 0 \). Thus \( M + \delta \mathcal{I} \) is a strictly semipositive tensor.

Conversely, suppose that \( \mathcal{M} + \delta \mathcal{I} \) is a strictly semipositive tensor for each \( \delta > 0 \). For arbitrarily chosen \( 0 \neq u \geq 0 \) consider a sequence \( \{\delta_k\} \), where \( \delta_k > 0 \) and \( \delta_k \) converges to zero. Then for each \( k \), \( \exists \ l_k \in \mathbb{I}_n \) such that \( u_{l_k} > 0 \) and \( [(\mathcal{M} + \delta \mathcal{I})u^{-1}]_{l_k} > 0 \). This implies \( \exists \ l \in \mathbb{I}_n \) such that \( u_l > 0 \) and \( (\mathcal{M}u^{-1})_l + \delta_k u^{-1} = [(\mathcal{M} + \delta_k \mathcal{I})u^{-1}]_l > 0 \) for infinitely many \( \delta_k \). Since \( \delta_k \to 0 \) when \( k \to \infty \) we conclude that \( \mathcal{M}u^{-1}_l \geq 0 \). Hence \( \mathcal{M} \) is semipositive tensor.

Let \( \mathcal{I} \) denote the identity matrix of order \( n \) and \([0, \mathcal{I}]\) denote all \( n \times n \) diagonal matrices whose diagonal entries are in \([0, 1]\). Now we establish a necessary and sufficient condition for strictly semipositive tensor.

**Theorem 3.6:** Let \( \mathcal{M} \in \mathbb{T}_{r,n} \) and \( r \) is even. \( \mathcal{M} \) is strictly semipositive tensor if and only if \( \forall \ G \in [0, \mathcal{I}] \) the tensor \( G \mathcal{I} + (I - G)\mathcal{M} \) has no nonzero nonnegative null vector.

**Proof.** Let \( \mathcal{M} \) be a strictly semipositive tensor and \( \forall \ G \in [0, \mathcal{I}] \), \( \exists \ 0 \neq u \geq 0 \) which is a null vector of the tensor \( G \mathcal{I} + (I - G)\mathcal{M} \), i.e. \( (G \mathcal{I} + (I - G)\mathcal{M})u^{-1} = 0 \). Let \( v = \mathcal{M}u^{-1} \). As \( \mathcal{M} \) is strictly semipositive tensor \( \exists \ l \in \mathbb{I}_n \) such that \( u_l > 0 \) and \( v_l = (\mathcal{M}u^{-1})_l > 0 \). Now

\[
[(G \mathcal{I} + (I - G)\mathcal{M})u^{-1}]_l = 0 \implies gu_l^{-1} + (1 - gu_l)(\mathcal{M}u^{-1})_l = 0
\]

\[
\implies gu_l^{-1} - v_l = -v_l.
\]

Note that if \( u_l^{-1} = v_l \) then \( v_l = 0 \) which contradicts the fact that \( v_l > 0 \). Therefore \( u_l^{-1} - v_l \neq 0 \) and \( gu_l = \frac{v_l}{u_l^{-1} - v_l} \). Now if \( u_l^{-1} - v_l > 0 \) then we have \( -v_l \geq 0 \), since \( gu_l \geq 0 \). Therefore \( v_l \leq 0 \), which is again a contradiction, since \( v_l > 0 \). Let \( u_l^{-1} - v_l < 0 \). Now since \( gu_l \leq 1 \), we have \( \frac{-v_l}{u_l^{-1} - v_l} \leq 1 \implies u_l^{-1} - v_l \leq -v_l \implies u_l \leq 0 \) (since \( r \) is even) which contradicts the fact that \( u_l > 0 \). Hence no nonzero nonnegative null vector exists.
Conversely, let \( \mathcal{M} \) be not a strictly semipositive tensor. Then \( \exists \, 0 \neq u \geq 0 \) such that \( u_i (\mathcal{M} u^{r-1})_i \leq 0 \, \forall \, i \in I_n \). Let \( v = \mathcal{M} u^{r-1} \). Then for \( u_i > 0 \) we have either \( v_l = 0 \) or \( v_l < 0 \). Note that if \( u_l = 0 \) then there are three choices for \( v_l \), they are \( v_l = 0, \ v_l > 0 \) or \( v_l < 0 \). Now we define diagonal a matrix \( G \) with the diagonal elements as \( g_{ii} = \begin{cases} 0 & \text{if } u_i > 0, \ v_l = 0 \\ \frac{-v_i}{u_i^{r-1} - v_l} & \text{if } u_i > 0, \ v_l < 0 \\ 0 & \text{if } u_i = 0, \ v_l = 0 \\ 1 & \text{if } u_i = 0, \ v_l \leq 0 \end{cases} \). Note that if \( u_i > 0 \) and \( v_l < 0 \), then \( 0 \leq \frac{v_i}{u_i^{r-1} - v_l} \leq 1 \). If not, then there are two possibilities either \( \frac{v_i}{u_i^{r-1} - v_l} < 0 \) or \( \frac{v_i}{u_i^{r-1} - v_l} > 1 \). Now \( \frac{v_i}{u_i^{r-1} - v_l} < 0 \) implies \( v_l > 0 \), since \( u_i^{r-1} - v_l > 0 \). This leads to a contradiction. Again if \( \frac{v_i}{u_i^{r-1} - v_l} > 1 \) then we have \( -v_i > u_i^{r-1} - v_l \implies u_i^{r-1} < 0 \), which is again a contradiction. Thus we have \( 0 \leq g_{ii} \leq 1 \) and \( [(I - G)\mathcal{M} u^{r-1}]_i = (1 - g_{ii}) v_i = -g_{ii} u_i^{r-1} = -(G^i \mathcal{F} u^{r-1})_i \). Therefore \([G^i \mathcal{F} + (I - G)\mathcal{M}] u^{r-1} = 0 \). i.e. There exists a diagonal matrix \( G \) with diagonal entries from \([0,1]\) such that the tensor \([G^i \mathcal{F} + (I - G)\mathcal{M}]\) has a nonzero nonnegative null vector.

We establish a relation between an even order row diagonal (strictly) semipositive tensor and its majorization matrix.

**THEOREM 3.7:** Let \( \mathcal{M} \in \mathbb{T}_{r,n} \) be a row diagonal tensor of even order. \( \mathcal{M} \) is (strictly) semipositive tensor if and only if \( \mathcal{M} \in \mathbb{R}^{n \times n} \) is a (strictly) semimonotone matrix.

**Proof.** Let \( \mathcal{M} \in \mathbb{T}_{r,n} \) be an even order row diagonal tensor. i.e., \( r \) is even. Let \( \mathcal{M} \in \mathbb{R}^{n \times n} \) be the majorization matrix of the tensor \( \mathcal{M} \). Then for \( u \in \mathbb{R}^n \) we have \( \mathcal{M} u^{r-1} = \mathcal{M}^i \mathcal{F} u^{r-1} = \mathcal{M} u^{r-1} \). Let \( \mathcal{M} \) be a (strictly) semipositive tensor. We prove that \( \mathcal{M} \) is (strictly) semimonotone matrix. Now for \( 0 \neq v \geq 0 \), \( v_i^{[r-1]} \) exists uniquely with \( 0 \neq v_i^{[r-1]} \geq 0 \), since \( r \) is even. Let \( u = v_i^{[r-1]} \). Since \( \mathcal{M} \) is (strictly) semipositive tensor, for \( 0 \neq u \geq 0 \ \exists \ l \) such that \( u_l > 0 \) and \( (\mathcal{M} u^{r-1})_l = (\mathcal{M} u^{r-1})_l \geq 0 \). This implies \( u_l^{r-1} > 0 \) and \( (\mathcal{M} u^{r-1})_l \geq 0 \). i.e., For \( 0 \neq v \geq 0 \ \exists \ l \) such that \( v_l = u_l^{r-1} > 0 \) and \( (\mathcal{M} v)_l = (\mathcal{M} u^{r-1})_l \geq 0 \). This implies that \( \mathcal{M} \) is (strictly) semimonotone matrix.

Conversely, let \( \mathcal{M} \) be a (strictly) semimonotone matrix. Since \( \mathcal{M} = \mathcal{M} \mathcal{F} \), for \( x \in \mathbb{R}^n \) we have

\[ (\mathcal{M} x^{r-1})_i = (\mathcal{M} \mathcal{F} x^{r-1})_i, \ \forall \ i \in I_n. \] (3.1)

We choose \( x \in \mathbb{R}^n \) such that \( 0 \neq x \geq 0 \) and construct the vector \( y = x^{[r-1]} \). Then \( 0 \neq y \geq 0 \). Since \( \mathcal{M} \) is a (strictly) semimonotone matrix \( \exists \ t \in I_n \) such that \( y_t > 0 \) and \( (\mathcal{M} y)_t \geq 0 \). i.e., For \( 0 \neq x \geq 0 \ \exists \ t \in I_n \) such that \( x_t^{r-1} > 0 \) and \( (\mathcal{M} x^{r-1})_t \geq 0 \) by equation [3.1]. Therefore for \( 0 \neq x \geq 0 \ \exists \ t \in I_n \) such that \( x_t > 0 \) (since \( r \) is even) and \( (\mathcal{M} x^{r-1})_t \geq 0 \). Hence \( \mathcal{M} \) is (strictly) semipositive tensor.

Not all even order semipositive tensors are row diagonal. Here we give an example of a semipositive tensor which is not row diagonal tensor.
example 3.3: Let $\mathcal{M} \in \mathbb{T}_{4,3}$ be such that $m_{1122} = 2$, $m_{1131} = 2$, $m_{2211} = 1$, $m_{2112} = -4$, $m_{2322} = -1$, $m_{3322} = 1$, $m_{3313} = 3$ and all other entries of $\mathcal{M}$ are zero. Then for $u = \begin{pmatrix} u_1 \\ u_2 \\ u_3 \end{pmatrix} \in \mathbb{R}^3$ we have $\mathcal{M} u^3 = \begin{pmatrix} 2u_1 u_2^2 + 2u_2^2 u_3 \\ -3u_1^2 u_2 - u_2^2 u_3 \\ 3u_1 u_2^3 \end{pmatrix}$. The tensor $\mathcal{M}$ is a semipositive tensor of even order but $\mathcal{M}$ is not a row diagonal tensor.

4 Conclusion

In this article, we establish some tensor theoretic properties of semipositive tensor and strictly semipositive tensor. We show invariance property of (strictly) semipositive tensor with respect to diagonal matrix and permutation matrix. We show that $\mathcal{M} \in \mathbb{T}_{r,n}$ is semipositive tensor if and only if for every $\delta > 0$, the tensor $\mathcal{M} + \delta I$ is strictly semipositive tensor. We propose a necessary and sufficient conditions for (strictly) semipositive tensor. Furthermore, we prove that an even order row diagonal tensor is (strictly) semipositive tensor if and only if its majorization matrix is (strictly) semimonotone matrix.
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