Numerical approximation of time-fractional Burgers-type equation
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Abstract
In this work, we analyze and test a local discontinuous Galerkin method for solving the Burgers-type equation. The proposed numerical method, which is high-order accurate, is based on a finite difference scheme in time and local discontinuous Galerkin methods in space. We prove that the scheme is unconditionally stable and convergent. Some numerical tests are provided to illustrate the accuracy and capability of the scheme.
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1 Introduction
Burgers equation, which is used to model turbulent fluid motion, was first introduced by Harry Bateman and later studied by Burgers [1] in 1948. It plays an important role in various areas of applied mathematics, such as traffic flow, fluid mechanics, and nonlinear acoustics. Fractional calculus is a branch of mathematical analysis that studies several different possibilities of defining real number powers or complex number powers of the differentiation operator. Fractional differential equations, also known as extraordinary differential equations, are a generalization of differential equations through the application of fractional calculus. In the past decades, fractional differential equations have been applied in many fields, and, in fact, some physical processes can be modeled more accurately by using fractional derivatives [4, 7–12, 19, 21]. Recently, fractional Burgers-type equation was introduced and studied since the adding effect of the wall friction through the boundary layer can be modeled by fractional derivatives.

Some methods have been introduced to solve fractional Burgers-type equation. Vong and Lyu [13] studied a linearized finite difference scheme for a time-fractional Burgers-type equation and proved that the scheme was unconditionally convergent with second order in maximum-norm. In [3], parametric spline functions were used to solve the time-fractional Burgers equation. Wang [14] studied the Adomian decomposition method for the equation. In [5], Inc presented a variational iteration method for space- and time-fractional Burgers equations and obtained some exact and approximate solutions.
In this paper, we consider the following time-fractional Burgers-type equation:

\[
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} + uu_x - \lambda_1 u_{xx} = f(x,t), \quad (x,t) \in [a,b] \times [0,T],
\]

\[u(x,0) = u_0(x), \quad x \in [a,b],\tag{1.1}\]

where \(0 < \alpha < 1\) is the order of the fractional derivatives, \(f, u_0\) are given smooth functions, \(\lambda_1 \geq 0\) is a real parameter. The solution is considered to be either periodic or compactly supported in this paper.

The Caputo fractional derivative \(\frac{\partial^\alpha u(x,t)}{\partial t^\alpha}\) is defined as follows:

\[
\frac{\partial^\alpha u(x,t)}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x,s)}{\partial s} (t-s)^{\alpha-1} ds, \quad 0 < \alpha < 1,
\]

where \(\Gamma(\cdot)\) is the gamma function.

The paper is organized as follows. In Sect. 2, some notations and auxiliary results are described. In Sect. 3, we present the local discontinuous Galerkin method for fractional equation (1.1) and prove that the scheme is unconditionally stable and the numerical solution is convergent. Some numerical examples, given in Sect. 4, are presented to illustrate the accuracy of the method, and concluding remarks are provided in Sect. 5.

## 2 Notations and auxiliary results

In this section we introduce some notations, projections, and the numerical flux.

### 2.1 Notations and projections

Let \(a = x_{\frac{1}{2}} < x_{\frac{1}{2}} < \cdots < x_{\frac{1}{2}} = b\) be a partition of \(\Omega = [a,b]\), denote \(l_j = [x_{j-\frac{1}{2}},x_{j+\frac{1}{2}}]\) for \(j = 1,\ldots,N\), and \(h_j = x_{j+\frac{1}{2}} - x_{j-\frac{1}{2}}, 1 \leq j \leq N, \quad h = \max_{1 \leq j \leq N} h_j\).

Let us denote \(u^*_{j-\frac{1}{2}} = \lim_{t \to +0} u(x_{j-\frac{1}{2}} + t), \quad u^*_{j+\frac{1}{2}} = \lim_{t \to -0} u(x_{j+\frac{1}{2}} - t), \quad [u]_{j-\frac{1}{2}} = u^*_{j-\frac{1}{2}} - u^*_{j+\frac{1}{2}}.\)

Denote by \(V_h^k\) the space of piecewise discontinuous polynomials of the degree up to \(k\):

\[V_h^k = \{ v : v \in P^k(I_j), x \in I_j, j = 1,2,\ldots,N \}.\]

The following two projections in one dimension \([a,b]\) will be used when proving error estimate: projection \(P^\perp\)

\[
\int_{I_j} (P^\perp \omega(x) - \omega(x)) v(x) = 0, \quad \forall v \in P^k(I_j),
\]

and projection \(P^\pm\)

\[
\int_{I_j} (P^\pm \omega(x) - \omega(x)) v(x) = 0, \quad \forall v \in P^{k-1}(I_j),
\]

\[
P^\pm \omega(x_{j-\frac{1}{2}}) = \omega(x_{j-\frac{1}{2}}),
\]

\[P^\pm \omega(x_{j+\frac{1}{2}}) = \omega(x_{j+\frac{1}{2}}),\tag{2.2}\]
and
\[
\int_I (P^-\omega(x) - \omega(x))v(x) = 0, \quad \forall v \in P^{k-1}(I),
\]
(2.3)

The approximation results for the projections \(P\) and \(P^{\pm}\) hold [2, 15, 18, 20]
\[
\|\vartheta\| + h^{\frac{1}{2}} \|\vartheta\|_{\infty} + h^{\frac{1}{2}} \|\vartheta\|_{\tau h} \leq Ch^{k+1}, \quad (2.4)
\]
where \(\vartheta = P^-\omega - \omega\) or \(\vartheta = P^\pm\omega - \omega\). The positive constant \(C\), solely depending on \(\omega\), is independent of \(h\). Here \(\tau h\) is the union of all element interface points, and the \(L^2\)-norm on \(\tau h\) is defined by
\[
\|\vartheta\|_{\tau h} = \left[ \sum_{1 \leq j \leq N} \left( (\vartheta_{j+\frac{1}{2}}^+)^2 + (\vartheta_{j-\frac{1}{2}}^-)^2 \right) \right]^\frac{1}{2}.
\]

In the present paper the usual notation of norms in Sobolev spaces is used. Let the scalar inner product on \(L^2(\Omega)\) be denoted by \((\cdot, \cdot)_{\Omega}\), and the associated norm by \(\|\cdot\|_{\Omega}\).

2.2 A quantity related to the numerical flux
\(\widehat{g}(w^-, w^+)\) is a given monotone numerical flux which is related to the discontinuous Galerkin discretization in space. It depends on the two values of the function \(g\) at the point \(x_{j+\frac{1}{2}}\), that is, \(w_{j+\frac{1}{2}} = w(x_{j+\frac{1}{2}})\), and satisfies:
(i) locally Lipschitz continuous;
(ii) consistent with the flux \(g(w)\), that is, \(\widehat{g}(w, w) = g(w)\);
(iii) a nondecreasing function of its first argument and a nonincreasing function of its second argument.

3 Fully discrete LDG scheme
Set \(\Delta t = T/M\) to be the time mesh size, \(M\) is a positive integer, \(t_j = j\Delta t\), \(j = 0, 1, \ldots, M\), is a mesh point. First we estimate the time-fractional derivative \(\partial_t^\alpha u(x, t_n)\) at \(t_n\) as follows [6, 17]:
\[
\partial_t^\alpha u(x, t_n) = \frac{(\Delta t)^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{i=0}^{n-1} s_i \frac{u(x, t_{n-i}) - u(x, t_{n-i-1})}{\Delta t} + \gamma^n(x),
\]
(3.1)

where \(s_i = (i + 1)^{1-\alpha} - i^{1-\alpha}\), \(\gamma^n(x)\) is the truncation error
\[
\gamma^n(x) = \frac{1}{\Gamma(1-\alpha)} \sum_{i=0}^{n-1} \int_{t_{n-i-1}}^{t_i} \frac{\partial u(x, s)}{\partial s} \frac{ds}{(t_n - s)^\alpha} - \frac{1}{\Gamma(2-\alpha)} \sum_{i=0}^{n-1} \frac{\partial u(x, t_{n-i-\frac{1}{2}})}{\partial t} \int_{t_{n-i-1}}^{t_i} \frac{ds}{(t_n - s)^\alpha} + \frac{(\Delta t)^{1-\alpha}}{\Gamma(2-\alpha)} \sum_{i=0}^{n-1} s_i \left( \frac{\partial}{\partial t} u(x, t_{n-i-\frac{1}{2}}) - \frac{u(x, t_{n-i-1}) - u(x, t_{n-i})}{\Delta t} \right).
\]
(3.2)

By some analysis, we know [16]
\[
\|\gamma^n(x)\| \leq C(\Delta t)^{2-\alpha},
\]
(3.3)

where \(C\) is a constant depending on \(u, T, \alpha\).
Rewrite Eq. (1.1) as a first-order system:

\[ p = u_x, \quad \frac{\partial u(x,t)}{\partial t} + g(u)_{x} - \lambda_{1} p_{x} = f, \quad (3.4) \]

where \( g(u) = \frac{1}{2} u^2 \).

Let \( u_{h}^{m}, p_{h}^{m} \in V_{h}^{k} \) be the approximation of \( u(\cdot,t_{n}), p(\cdot,t_{n}) \), respectively, \( f^{m}(\cdot) = f(x,t_{n}) \). Then a fully discrete local discontinuous Galerkin method is given: find \( u_{h}^{m}, p_{h}^{m} \in V_{h}^{k} \) such that, for all test functions \( v, w \in V_{h}^{k} \),

\[
\begin{align*}
\int_{\Omega} u_{h}^{m} v_{x} dx & - \chi \left( \int_{\Omega} g(u_{h}^{m}) v_{x} dx - \sum_{j=1}^{N} \left( (\hat{g} v_{x})_{j} h_{j} - (\hat{g} v_{x})_{j-1} h_{j-1} \right) \right) \\
& + \chi \lambda_{1} \left( \int_{\Omega} p_{h}^{m} v_{x} dx - \sum_{j=1}^{N} \left( (\hat{p}^{m} v_{x})_{j} h_{j} - (\hat{p}^{m} v_{x})_{j-1} h_{j-1} \right) \right) \\
& = \sum_{i=1}^{n-1} (s_{i-1} - s_{i}) \int_{\Omega} u_{h}^{m-i} v_{x} dx + s_{n-1} \int_{\Omega} u_{h}^{0} v_{x} dx + \chi \int_{\Omega} f^{m} v_{x} dx, \\
\int_{\Omega} p_{h}^{m} w_{x} dx + \int_{\Omega} u_{h}^{m} w_{x} dx - \sum_{j=1}^{N} \left( (\hat{u} h_{j} v_{x})_{j} h_{j} - (\hat{u} h_{j} v_{x})_{j-1} h_{j-1} \right) &= 0,
\end{align*}
\]

(3.5)

where \( \chi = (\Delta t)^{\alpha} \Gamma(2 - \alpha) \).

The flux \( \hat{g}((u_{h}^{m})^{+},(u_{h}^{m})^{-}) \) is a monotone flux as described in (2.2). In order to simplify the computation, we can choose the flux

\[
\hat{g}^{LF}(w^{-}, w^{+}) = \frac{1}{2} (g(w^{-}) + g(w^{+}) - \lambda_{0} (w^{+} - w^{-})), \quad \lambda_{0} = \max_{w} |g'(w)|,
\]

(3.6)

Remark that the crucial part for flux (3.6) is taking \( \hat{u}_{h}^{m} \) and \( \hat{p}_{h}^{m} \) from opposite sides.

Because the problem is nonlinear, an iterative method should be used when computing:

find \( u_{h}^{m}, p_{h}^{m} \in V_{h}^{k} \) such that, for all test functions \( v, w \in V_{h}^{k} \),

\[
\begin{align*}
\int_{\Omega} u_{h}^{m} v_{x} dx & + \chi \lambda_{1} \left( \int_{\Omega} p_{h}^{m} v_{x} dx - \sum_{j=1}^{N} \left( (\hat{p}^{m} v_{x})_{j} h_{j} - (\hat{p}^{m} v_{x})_{j-1} h_{j-1} \right) \right) \\
& = \sum_{i=1}^{n-1} (s_{i-1} - s_{i}) \int_{\Omega} u_{h}^{m-i} v_{x} dx + s_{n-1} \int_{\Omega} u_{h}^{0} v_{x} dx + \chi \int_{\Omega} f^{m} v_{x} dx \\
& + \chi \left( \int_{\Omega} g(u_{h}^{m-1}) v_{x} dx - \sum_{j=1}^{N} \left( (g(u_{h}^{m-1}) v_{x})_{j} h_{j} - (g(u_{h}^{m-1}) v_{x})_{j-1} h_{j-1} \right) \right), \\
\int_{\Omega} p_{h}^{m} w_{x} dx + \int_{\Omega} u_{h}^{m} w_{x} dx - \sum_{j=1}^{N} \left( (\hat{u} h_{j} w_{x})_{j} h_{j} - (\hat{u} h_{j} w_{x})_{j-1} h_{j-1} \right) &= 0,
\end{align*}
\]

(3.7)

where \( m \) is the iterative step.

Without loss of generality, we consider the case \( f = 0 \) in numerical analysis. For the stability of scheme (3.5), we have the following result.
Theorem 3.1 Suppose that \( u^n_h \) is the solution of numerical scheme (3.5), if the numerical flux (3.6) is used, it will hold that

\[
\| u^n_h \|_{\Omega}^2 + \chi \lambda_1 \| P^n_h \|_{\Omega}^2 \leq \| u^0_h \|_{\Omega}^2, \quad n = 0, 1, \ldots, M. \tag{3.8}
\]

Proof We prove Theorem 3.1 by mathematical induction. First, for notational convenience, we introduce the following notations:

\[
\tilde{G}(u^n_h) = -\left( \int_{\Omega} g(u^n_h) (u^n_h) x \, dx - \sum_{j=1}^{N} (\hat{g}(u^n_h^-)_j, \frac{1}{2} - (\hat{g}(u^n_h)^+)_{j, \frac{1}{2}}) \right),
\]

\[
\Lambda(p^n_h, q^n_h, u^n_h) = (p^n_h)^-(u^n_h^-) - (p^n_h)^+(u^n_h^+) - (u^n_h^-) - (p^n_h^-), \tag{3.9}
\]

\[
\Upsilon(p^n_h, q^n_h, u^n_h) = (p^n_h)^-(u^n_h^-) - (p^n_h)^+(u^n_h^+) - (p^n_h)^+(u^n_h^+) + (p^n_h)^+(u^n_h^+) - (u^n_h^-) - (p^n_h^-) + (u^n_h^-) + (p^n_h^-).
\]

We consider the case \( n = 1 \) in (3.5) and take the test functions \( v = u^n_h, w = \chi \lambda_1 p^n_h \), then we have

\[
\| u^n_h \|_{\Omega}^2 + \chi \lambda_1 \| P^n_h \|_{\Omega}^2 + \chi \tilde{G}(u^n_h) + \sum_{j=1}^{N} \chi \lambda_1 (\Lambda(p^n_h, q^n_h, u^n_h))_{j, \frac{1}{2}}
\]

\[
- \Lambda(p^n_h, q^n_h, u^n_h))_{j, \frac{1}{2}} + \Upsilon(p^n_h, q^n_h, u^n_h))_{j, \frac{1}{2}}
\]

\[
\leq \frac{1}{2} \| u^n_h \|_{\Omega}^2 + \frac{1}{2} \| u^0_h \|_{\Omega}^2.
\tag{3.10}
\]

Next we deal with the term \( \tilde{G}(u^n_h) \). We define

\[
F(u) = \int_{\Omega} g(u) \, du,
\]

then

\[
\int_{\Omega} g(u^n_h) (u^n_h) x \, dx = \sum_{j=1}^{N} (F((u^n_h)^-)_j, \frac{1}{2}) - F((u^n_h)^+)_j, \frac{1}{2})\).
\]

Based on the monotonicity of flux \( \hat{g} \) and the mean value theorem, we have

\[
\tilde{G}(u^n_h) = (F(u) - \hat{g}) [u^n_h] \geq 0. \tag{3.11}
\]

By some manual calculation, we have

\[
\Upsilon(p^n_h, q^n_h, u^n_h))_{j, \frac{1}{2}} = 0, \tag{3.12}
\]

that is,

\[
\| u^n_h \|_{\Omega}^2 + \chi \lambda_1 \| P^n_h \|_{\Omega}^2 \leq \| u^0_h \|_{\Omega}^2. \tag{3.13}
\]
and
\[ \| u_h^1 \|_\Omega \leq \| u_h^0 \|_\Omega. \]  
(3.14)

Suppose that
\[ \| u_h^k \|_\Omega \leq \| u_h^0 \|_\Omega, \quad k = 1, 2, \ldots, P. \]  
(3.15)

Considering the case \( n = P + 1 \) in scheme (3.5) and taking the test functions \( v = u_h^{p+1} \), \( \omega = \chi \lambda_1 p_h^{p+1} \), we have
\[
\int_{\Omega} (u_h^{p+1})^2 \, dx + \chi \lambda_1 (\Lambda(p_h^{p+1}, q_h^{p+1}, u_h^{p+1})_{j, \frac{1}{2}}
- \Lambda(p_h^{p+1}, q_h^{p+1}, u_h^{p+1})_{j, \frac{1}{2}} + \Upsilon(p_h^{p+1}, q_h^{p+1}, u_h^{p+1})_{j, \frac{1}{2}})
\leq \left( \sum_{i=1}^p (s_{i-1} - s_i) + s_p \right) \| u_h^0 \|_\Omega \| u_h^{p+1} \|_\Omega. 
\]  
(3.16)

Analogous to the proofs of inequalities (3.11) and (3.12), we know
\[ \tilde{G}(u_h^{p+1}) \geq 0, \quad \Upsilon_{j, \frac{1}{2}}(p_h^{p+1}, q_h^{p+1}, u_h^{p+1}) = 0. \]

Then the inequality follows
\[ \| u_h^{p+1} \|^2_\Omega + \chi \lambda_1 \| p_h^{p+1} \|^2_\Omega \leq \| u_h^0 \|^2_\Omega. \]  
(3.17)

This finishes the proof of the stability result.

In order to simplify the analysis, the linear case \( g(u) = u \) is studied.

**Theorem 3.2** Suppose that \( u(x, t_n) \) is the exact solution of problem (1.1), which is sufficiently smooth with bounded derivatives, and \( u_h^n \) is the numerical solution of the fully discrete LDG scheme (3.5), it holds that
\[ \| u(x, t_n) - u_h^n \| \leq C(h^{k+1} + (\Delta t)^{2-\alpha}), \]  
(3.18)

where \( C \) is a constant depending on \( u, T, \alpha \).

**Proof** Consider the separation of numerical error in the form
\[
e^n_x = u(x, t_n) - u_h^n = \xi^n_x - \eta^n_x, \quad \xi^n_x = P^n e^n_x, \quad \eta^n_x = P^n u(x, t_n) - u(x, t_n),
\]
\[
e^n_p = p(x, t_n) - p_h^n = \xi^n_p - \eta^n_p, \quad \xi^n_p = P^n e^n_p, \quad \eta^n_p = P^n p(x, t_n) - p(x, t_n). \]  
(3.19)

Here \( \eta^n_x \) and \( \eta^n_p \) have been estimated by inequality (2.4). In what follows we are going to estimate \( \xi^n_x \) and \( \xi^n_p \).
Using (3.19), error equation (3.20) can be written as follows:

\[
\int_{\Omega} e_{n}^{u}v dx - \chi \left( \int_{\Omega} e_{n}^{u}v_{x} dx - \sum_{j=1}^{N} \left( \left( (e_{n}^{u})^{-}\nu \right)_{j,\frac{1}{2}} - \left( (e_{n}^{u})^{+}\nu \right)_{j,\frac{1}{2}} \right) \right) \\
+ \chi \lambda_{1} \left( \int_{\Omega} e_{n}^{u}v_{x} dx - \sum_{j=1}^{N} \left( \left( (e_{n}^{u})^{-}\nu \right)_{j,\frac{1}{2}} - \left( (e_{n}^{u})^{+}\nu \right)_{j,\frac{1}{2}} \right) \right) \\
- \sum_{i=1}^{n-1} (s_{i-1} - s_{i}) \int_{\Omega} e_{n}^{u-i}v dx - s_{n-1} \int_{\Omega} e_{n}^{0}v dx \\
+ \chi \int_{\Omega} \gamma^{n}(x)v dx + \int_{\Omega} e_{n}^{u}w dx + \int_{\Omega} e_{n}^{u}w_{x} dx \\
- \sum_{j=1}^{N} \left( \left( (e_{n}^{u})^{-}w \right)_{j,\frac{1}{2}} - \left( (e_{n}^{u})^{+}w \right)_{j,\frac{1}{2}} \right) = 0. \tag{3.20}
\]

Taking the test functions \( v = \xi_{n}^{u} \), \( w = \chi \lambda_{1} \xi_{n}^{u} \) in (3.21), using properties (2.1) and (2.3), then the following equality holds:

\[
\int_{\Omega} \left( \xi_{n}^{u} \right)^{2} dx + \chi \lambda_{1} \int_{\Omega} \left( \xi_{n}^{u} \right)^{2} dx + \sum_{j=1}^{N} \chi \lambda_{1} \left[ \left( \xi_{n}^{u} \right)_{j,\frac{1}{2}} \right]^{2} \\
= \sum_{i=1}^{n-1} (s_{i-1} - s_{i}) \int_{\Omega} \xi_{n}^{u-i} \xi_{n}^{u} dx + s_{n-1} \int_{\Omega} \xi_{n}^{0} \xi_{n}^{u} dx - \chi \int_{\Omega} \gamma^{n}(x) \xi_{n}^{u} dx
\]


\[ + \int_{\Omega} (\eta_u^n_1) x^n_1 dx - \chi \left( \int_{\Omega} (\eta_u^n_1) x^n_1 dx - \sum_{j=1}^{N} (\left( (\eta_u^n_1)^{-} \right)_1, \frac{j}{2} - \left( (\eta_u^n_1)^{-} \right)_1, \frac{j}{2} \right) \]

\[ + \chi \lambda_1 \left( \int_{\Omega} (\eta_p^n_1) x^n_1 dx - \sum_{j=1}^{N} \left( (\eta_p^n_1)^{-} \left( \lambda_1 \xi_{1,n}^n \right)^{-} \right)_1, \frac{j}{2} - \left( (\eta_p^n_1)^{-} \left( \lambda_1 \xi_{1,n}^n \right)^{-} \right)_1, \frac{j}{2} \right) \]

\[ - \sum_{i=1}^{n-1} (s_{i-1} - s_i) \int_{\Omega} \xi_{i,n}^n dx - s_{n-1} \int_{\Omega} \xi_{i,n}^n dx + \int_{\Omega} (\eta_p^n_1) \chi \lambda_1 \xi_{i,n}^n dx \]

\[ + \int_{\Omega} (\eta_u^n_1) \chi \lambda_1 \xi_{i,n}^n dx - \sum_{j=1}^{N} \left( (\eta_u^n_1)^{-} \left( \chi \lambda_1 \xi_{i,n}^n \right)^{-} \right)_1, \frac{j}{2} - \left( (\eta_u^n_1)^{-} \left( \chi \lambda_1 \xi_{i,n}^n \right)^{-} \right)_1, \frac{j}{2} \right) \]

\[ = \sum_{i=1}^{n-1} (s_{i-1} - s_i) \int_{\Omega} \xi_{i,n}^n dx + s_{n-1} \int_{\Omega} \xi_{i,n}^n dx - \chi \int_{\Omega} \gamma^n(x) \xi_{i,n}^n dx \]

\[ + \int_{\Omega} (\eta_u^n_1) \xi_{i,n}^n dx + \chi \lambda_1 \sum_{j=1}^{N} \left( (\eta_p^n_1)^{-} \left[ \xi_{i,n}^n \right] \right)_1, \frac{j}{2} \]

\[ - \sum_{i=1}^{n-1} (s_{i-1} - s_i) \int_{\Omega} \xi_{i,n}^n dx - s_{n-1} \int_{\Omega} (\eta_u^n_1) \xi_{i,n}^n dx. \quad (3.22) \]

Error estimates (3.18) will be proved by mathematical induction. First, we consider the case \( n = 1 \), that is,

\[ \int_{\Omega} (\xi_{1,n}^1)^2 dx + \chi \lambda_1 \int_{\Omega} (\xi_{1,n}^1)^2 dx + \sum_{j=1}^{N} \frac{\chi}{4} \left[ \xi_{1,n}^1 \right]_1, \frac{j}{2} \]

\[ = \int_{\Omega} \xi_{1,n}^0 \xi_{1,n}^1 dx - \chi \int_{\Omega} \gamma^1(x) \xi_{1,n}^1 dx + \int_{\Omega} (\eta_p^n_1) \xi_{1,n}^1 dx \]

\[ + \chi \lambda_1 \sum_{j=1}^{N} \left( (\eta_p^n_1)^{-} \left[ \xi_{1,n}^1 \right] \right)_1, \frac{j}{2} - \int_{\Omega} (\eta_u^n_1) \xi_{1,n}^1 dx. \quad (3.23) \]

We know

\[ \| \xi_{1,n}^0 \| \leq C h^{k+1}, \quad ab \leq \varepsilon a^2 + \frac{1}{4e} b^2, \]

and based on (2.4), we have

\[ \int_{\Omega} (\xi_{1,n}^1)^2 dx + \chi \lambda_1 \int_{\Omega} (\xi_{1,n}^1)^2 dx + \sum_{j=1}^{N} \frac{\chi}{4} \left[ \xi_{1,n}^1 \right]_1, \frac{j}{2} \]

\[ \leq \left( \| \xi_{1,n}^0 \| + \chi \| \gamma^1(x) \| + \| (\eta_p^n_1) \| + \| (\eta_u^n_1) \| \right) \| \xi_{1,n}^1 \| \]

\[ + \frac{\chi \lambda_1}{4} \sum_{j=1}^{N} \left( (\eta_p^n_1)^{-} \right)_1, \frac{j}{2} + \varepsilon \chi \lambda_1 \sum_{j=1}^{N} \left( \left[ \xi_{1,n}^1 \right] \right)_1, \frac{j}{2} \]

\[ \leq C (\| \xi_{1,n}^1 \| + (\Delta t)^2 h^2 + \varepsilon \| \xi_{1,n}^0 \| + \varepsilon \chi \lambda_2 \sum_{j=1}^{N} \left( \left[ \xi_{1,n}^1 \right] \right)_1, \frac{j}{2} \}. \quad (3.24) \]
Choosing small $\varepsilon$, we know
\[ \| \xi_{u}^{1} \|_{\Omega} \leq C(h^{2} + (\Delta t)^{2-\alpha}). \]

Then suppose that
\[ \| \xi_{u}^{m} \|_{\Omega} \leq C(h^{2} + (\Delta t)^{2-\alpha}), \quad m = 1, 2, \ldots, K. \]

Let $n = K + 1$ in (3.22), we have
\[
\int_{\Omega} (\xi_{u}^{K+1})^{2} \, dx + \chi \lambda_{1} \int_{\Omega} (\xi_{u}^{K+1})^{2} \, dx + \sum_{j=1}^{N} \frac{\chi}{2} \left[ (\xi_{u}^{K+1})^{j-1/2} \right]^{2} \\
= \sum_{i=1}^{K} (s_{i-1} - s_{i}) \int_{\Omega} (\xi_{u}^{K+1})^{2} \, dx + s_{K} \int_{\Omega} (\xi_{u}^{0})^{K+1} \, dx \\
- \chi \int_{\Omega} (\xi_{u}^{K+1}(x))^{2} \, dx + \sum_{j=1}^{N} \left[ (\xi_{u}^{K+1})^{j-1/2} \right]^{2} \\
- \chi \int_{\Omega} (\xi_{u}^{K+1}(x))^{2} \, dx + \chi \lambda_{1} \sum_{j=1}^{N} \left[ (\xi_{u}^{K+1})^{j-1/2} \right]^{2} \\
\leq C(h^{2} + (\Delta t)^{2-\alpha})^{2} + \varepsilon \| \xi_{u}^{K+1} \|_{\Omega}^{2} + \chi \lambda_{1} \sum_{j=1}^{N} \left[ (\xi_{u}^{K+1})^{j-1/2} \right]^{2}, \quad (3.25)
\]

We can obtain
\[ \| \xi_{u}^{K+1} \|_{\Omega} \leq C(h^{2} + (\Delta t)^{2-\alpha}). \]

By using the triangle inequality and the interpolating property (2.4), we have Theorem 3.2. \hfill \square

4 Numerical examples

In this section, we present some numerical experiments for the proposed local discontinuous Galerkin method to illustrate its capability.

Example 4.1 Consider problem (1.1) when $\lambda_{1} = 1$ in $\Omega = [0, 2]$, the forcing term
\[ f(x, t) = \left( \frac{24t^{4-\alpha}}{\Gamma(5-\alpha)} + \pi^{2}(t^{4} + 1) \right) \sin(\pi x) + \pi \sin(\pi x) \cos(\pi x)(t^{4} + 1)^{2}, \quad (4.1) \]

and the exact solution is $u(x, t) = (t^{4} + 1) \sin(\pi x)$. The $L^{2}$ and $L^{\infty}$ errors and the numerical orders of accuracy at time $T = 1$ for several $\alpha$ are contained in Tables 1–2. We can see that the convergence rates are well displayed and justify our theoretical results.

5 Conclusion

In this paper we have presented a fully discrete local discontinuous Galerkin method for solving a class of fractional Burgers-type equations. Numerical experiments show that
Table 1 Numerical accuracy of scheme (3.5) with $M = 1000$, $\alpha = 0.3$

| $N$ | $L^2$-error | Order | $L^\infty$-error | Order |
|-----|-------------|-------|------------------|-------|
| $P^0$ | 5 | 4.743511647465447e–01 | – | 5.230485703724679e–01 | – |
| 10 | 2.453223236385400e–01 | 0.95 | 2.74559943848157e–01 | 0.92 |
| 15 | 1.653406665596814e–01 | 0.97 | 1.80858592039763e–01 | 0.95 |
| 20 | 1.242678198594019e–01 | 0.99 | 1.41570127974094e–01 | 0.95 |
| $P^1$ | 5 | 7.256517536565528e–02 | – | 9.63512347824566e–02 | – |
| 10 | 1.87388491779974e–02 | 1.95 | 2.55282346426505e–02 | 1.91 |
| 15 | 8.43229483466999e–03 | 1.97 | 1.1603981271801e–02 | 1.93 |
| 20 | 4.76610192728803e–03 | 1.98 | 6.3081679127704e–03 | 1.96 |
| $P^2$ | 5 | 1.09753234854286e–02 | – | 2.1644165644341e–02 | – |
| 10 | 1.47731680540677e–02 | 2.89 | 2.9043572823438e–02 | 2.90 |
| 15 | 4.53585735151620e–04 | 2.91 | 8.8639744636347e–04 | 2.92 |
| 20 | 1.95622641594544e–04 | 2.92 | 3.7934870190659e–04 | 2.95 |

Table 2 Numerical accuracy of scheme (3.5) with $M = 1000$, $\alpha = 0.7$

| $N$ | $L^2$-error | Order | $L^\infty$-error | Order |
|-----|-------------|-------|------------------|-------|
| $P^0$ | 5 | 4.348211568435824e–01 | – | 5.04218530172783e–01 | – |
| 10 | 2.424520324538541e–01 | 0.95 | 2.62453214506741e–01 | 0.92 |
| 15 | 1.35240215461305e–01 | 0.97 | 1.5896442186741e–01 | 0.95 |
| 20 | 1.1218776254372e–01 | 0.99 | 1.2894035279764e–01 | 0.95 |
| $P^1$ | 5 | 7.68421654282012e–02 | – | 9.1547178482491e–02 | – |
| 10 | 1.68753462231058e–02 | 1.95 | 2.1647227824641e–02 | 1.91 |
| 15 | 8.53480443631564e–03 | 1.97 | 1.2471067285685e–02 | 1.93 |
| 20 | 4.52140321012794e–03 | 1.98 | 6.503791570494e–03 | 1.96 |
| $P^2$ | 5 | 1.164727942879012e–02 | – | 2.2374840269421e–02 | – |
| 10 | 1.34855421495464e–03 | 2.89 | 2.89924368502348e–03 | 2.90 |
| 15 | 4.0519512345723e–04 | 2.91 | 8.05749448526810e–04 | 2.92 |
| 20 | 1.26475642564213e–04 | 2.92 | 3.75241691562694e–04 | 2.95 |

our scheme is very effective. The advantages of the method are its flexibility in terms of mesh and shape functions, and it can achieve a high order of convergence. In future we would study a local discontinuous Galerkin method and an alternating direction implicit/iterative scheme to solve the two- or higher-dimensional problems.
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