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Abstract  The purpose of this research is to develop structural modeling with metric and nonmetric measurement scales. Also, this study compares the level of efficiency between the first order and second-order models. The application of structural modeling in agriculture is the satisfaction of farmers in East Java. The data used in this study are about perceptions by distributing questionnaires to farmers in East Java Province in 2020. The respondents in this study were 155 districts in East Java Province. Therefore, the sampling technique chosen is probability sampling, which is a proportional area random sampling. The results are obtained that the first-order model is better than the second-order model because it has the lowest MSE value and the highest $R^2$. The results of the path analysis for the first order and second-order models produce the same results that there is a significant positive effect between the gratitude variables on the farmer satisfaction variable. That is, the more gratitude felt by farmers, the satisfaction will be increased by East Java Farmers. On the other hand, the test results showed that demographic variables did not significantly influence gratitude variables.

Keywords  First Order, Mixed Measurement, Second Order, Farmers Satisfaction

1. Introduction

Where the change of one variable is assumed to result in changes in other variables, besides it is also related to the relationship between variables and also the model of indicators using simultaneous [25]. Based on the measurement process, variables can be categorized into manifest variables and latent variables [13]. In general, the variable is determined as a variable that cannot be accessed directly, but the variable must go through indicators that reflect and build it [10].

In a study there is a hierarchy of latent variables that only have indicators as well as items that are often referred to as first-order indicator models. Latent variables that have indicators and items are named second. In a more complex hierarchy, latent variables have dimensions, indicators, and items so they are named third, and so on [5].

Not every variable can be directly explained by indicators, indicators can also still be explained again by items, such a thing is called second-order [8]. Based on the formative and reflective indicator models, which use confirmatory factor analysis solutions and principal component analysis, the cumulative diversity is maintained at around 70%, because each time conducting a factor analysis is possible to lose information about 30%. If there is a second-order, then about 50% diversity is wasted in the process, meaning that when analyzed only about 49% diversity is used to explain latent variables.
Indicator models that construct or construct variables known as formative indicator models are collected through Principal Component Analysis [11]. Different cases of latent variables with non-metric measuring scales use Nonlinear Main Component Analysis [7]. Meanwhile, the indicator model that reflects or reflects variables is called the reflective indicator model, which is used Factor Analysis [9].

Therefore, this research focuses on the innovation of modeling measurement updates, which is currently developing a lot of measurement modeling with metric measurement scale (intervals and ratios), where the measurement scale is less flexible in its use. Research is often confronted with indicators with nonmetric (nominal and ordinal) measurement scales, such as the measuring scale for demographic variables. This innovation through the development of measurement modeling by involving mixed measurement metrics (metric and nonmetric) is what will be used to complement the structural equation modeling method.

In structural modeling involving latent variables, where the data analyzed are generally obtained from the measurement process using a questionnaire, commonly referred to as measurement modeling. In addition, the renewal of this study also compares the efficiency of the first-order model with the second-order model in the process of measuring variables. The applications are used in the humanities social field, especially in the agricultural sector. This study discusses the satisfaction of farmers in East Java, using a non-metric measuring scale consisting of demographic variables and farmer gratitude.

2. Literature Review

Following the conceptual and operational definitions of variables, the hierarchy of latent variables varies. Some only have indicators, as well as items called first-order analysis. Then often referred to as the first-order indicator model. Latent variables that have indicators and items are called second orders. A more complex hierarchy, latent variables that have dimensions, indicators, and items are called third order, and so on. In this study, the measurement model for latent variables uses two model approaches namely first order and second order [10].

2.1. Principal Component Analysis

In the analysis of the main linear component, there is an input matrix, the correlation matrix. The correlation formula can be calculated using the following equation [24]:

\[
\hat{\beta} = \frac{\hat{\delta}_{xy}}{\sqrt{\hat{\delta}_{x} \hat{\delta}_{y}}} = \frac{\Sigma_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\Sigma_{i=1}^{n}(X_i - \bar{X})^2 \Sigma_{i=1}^{n}(Y_i - \bar{Y})^2}}
\]

Correlation matrix to calculate eigenvalues, component weights, and component scores formed:

\[
\mathbf{r} = \begin{bmatrix}
1 & r_{12} & \cdots & r_{1m} \\
& & & \\
& & & \\
r_{21} & 1 & \cdots & r_{2m} \\
& & & \\
& & & \\
& & & \\
r_{m1} & r_{m2} & \cdots & 1
\end{bmatrix}
\]

The formula for calculating eigenvalues is

\[
|\mathbf{r} - \lambda \mathbf{I}| = 0
\]

Whereas component weights can be seen in the following formula [1]:

\[
(X'X - \lambda I)b = 0
\]

The linear equation of the main component is used to calculate the score of the main component:

\[
PC_1 = b_1 X_1 + b_2 X_2 + \ldots + b_p X_p + \epsilon_1
\]

The analysis of nonlinear principal component analysis is the same as linear principal component analysis. The difference in the analysis of nonlinear main components needs to do qualitative data quantification using optimal scaling techniques. Quantification is the giving of numerical values in the category of a variable.

According to [8], the input matrix in the analysis of nonlinear main components is the \( \mathbf{G}_j \) matrix, thus forming the quantification matrix category as follows:

\[
\mathbf{Y}_j = \mathbf{D}_j^{-1} \mathbf{G}_j \mathbf{X} \quad \text{and} \quad \mathbf{X} = m^{-1} \mathbf{G} \mathbf{Y}
\]

The purpose of the analysis of the nonlinear components is to minimize the homogeneity loss function, namely:

\[
\sigma_{xy}(\mathbf{X}, \mathbf{Y}) = \frac{1}{m} \sum_{j=1}^{m} \text{tr}(\mathbf{X} - \mathbf{G}_j \mathbf{Y})' \mathbf{M}_j (\mathbf{X} - \mathbf{G}_j \mathbf{Y})
\]

The formula for calculating eigenvalues is

\[
|m^{-1} \mathbf{R}(\mathbf{Q}) - \lambda \mathbf{I}| = 0
\]

The formula for calculating the weights of the main nonlinear components is

\[
a_{ij} = \left( \mathbf{y}_j' \mathbf{D}_{jj}^j \right) / \left( \mathbf{y}_j' \mathbf{D}_{jj}^{jj} \right)
\]

Where:

\( \mathbf{Y} \): a collection of multiple and single category quantification, the category calculation matrix

\( \mathbf{Y}_j \): count of multiple categories

\( \mathbf{y}_j \): single category count vector for \( h_j \)

\( \mathbf{X} \): the average matrix of transformation data

\( \mathbf{R}(\mathbf{Q}) \): correlation matrix between the combined linear scores of all matrix sets \( \mathbf{Q} \) on all dimensions.

\( \mathbf{Q}_j \): transformation-sized data matrix \( n \times m \) with
column \( q_j = G_j y_j \)

\( q_j \): column vector of the transformation data matrix.

Equation analysis of nonlinear main components:

\[
q_0 = \sum_{i=1}^{p} x_i a_i
\]

2.2. Factor Analysis

Factor analysis also involves equations, like other analytical methods. The equation in factor analysis is different from the regression. In the regression analysis, the equation is in the form of a function, but in the factor analysis, the equation is in the form of decomposition. For example, there are variables \( X_1, X_2, \ldots, X_p \) which is spread normally with the middle-value vector \( \mu \) and var-cov matrix \( \Sigma \) [14].

\[
X \approx N_p(\mu, \Sigma)
\]

In the form of mathematical notes written as follows:

\[
X = cF + \epsilon
\]

When the data input matrix is \( S \), the factor score is calculated using the formula:

\[
S - Fa = c S^{-1} (x - \bar{x})
\]

When the data input matrix is \( R \), the factor score is calculated using the formula:

\[
S - Fa = c R^{-1} Z
\]

An understanding of the characteristics of the reflective indicator model can be based on the basic model of Factor Analysis. Suppose there is a variable \( X_1, X_2, \ldots, X_p \) then the factor model created is:

\[
X_1 = b_{11} F_1 + b_{12} F_2 + \ldots + b_{1p} F_p + \epsilon_1
\]

\[
X_2 = b_{21} F_1 + b_{22} F_2 + \ldots + b_{2p} F_p + \epsilon_2
\]

\[
\vdots
\]

\[
X_p = b_{p1} F_1 + b_{p2} F_2 + \ldots + b_{pp} F_p + \epsilon_p
\]

In terms of measurement models, \( X_i \) is seen as an indicator and \( F_i \) is as a latent variable.

2.3. Path Analysis

In the path analysis, there are two variables, namely endogenous variables and exogenous variables. Exogenous variables are cause variables or that affect other variables and their diversity is determined by causes outside the model, whereas endogenous variables are effect variables or variables that are influenced by exogenous variables so that their diversity is determined by models that can be endogenous in other equations.

Endogenous variables are further divided into two namely endogenous intervening and pure endogenous. Endogenous intervening variables are variables whose diversity is explained by other variables as well as being explanatory to other variables. Meanwhile, pure endogenous variables are variables that only explain the diversity of other variables. In the path analysis, there is at least one exogenous variable \( X \), one endogenous intervening variable \( Y \), and one pure endogenous variable \( Z \) [3]. The following is a classification of the variables in this study.

a. Exogenous variables: Demografi (X1)

b. Endogenous variables

c. Endogenously pure: Farmer Satisfaction (Y1)

d. Mediation: Farmer’s Gratitude (Y2)

The path diagram used in this study is shown in Figure 1.
In this study suspect the path coefficient using OLS

\[
\hat{\beta} = (XX)^{+}X_{y}
\]

There are two indicators of model validity in the path analysis, namely [10].

1) Total Determination Coefficient

\[
R_{n}^{2} = 1 - \frac{\sum_{i=1}^{p} P_{i}^2}{\sum_{i=1}^{p} P_{i}^2}
\]

\[
P_{m} = \sqrt{1 - \frac{1}{R_{m}^{2}}}
\]

Where:

- \(P_{i}^2\): the residual effect on each equation (\(i=1,2,\ldots,p\))
- \(R_{i}^{2}\): coefficient of determination in each equation
- \(R_{m}^{2}\): coefficient of total determination

The greater the value of the total determination coefficient close to 100%, then the model is said to be good.

2) Trimming Theory

If there is an insignificant pathway, then the pathway is removed so that a significant model can be obtained that is following the theory [5].

2.4. Data

Based on its measurement scales, data can be categorized into four types, including nominal, ordinal, interval, and ratio. The nominal and ordinal scales are included in the category of qualitative data (non-metric). The internal and ratio scales are included in the category of quantitative data (metric)[27], as follows:

1. Nominal data comprises of naming elements. The word of nominal derived from Latin nomos which means name. To use nominal data, it is required scores of “1” for men and “0” for women an alternative into numerical form by scoring, thus, it can be analyzed using statistics. An example of this case is that the change of sex category comprises of men and women by giving the scores of “1” for men and “0” for women.

2. Ordinal data is the data that does not only contain naming elements but also order elements. The word ordinal derived from the word ‘order’. For instance, for the data of education that comprises elementary, middle, and high schools, constructed order and level are from the lowest to the highest.

3. Interval data is the data that does not only have naming and order elements but also interval elements. For example, there was research with students as the subject, some variables that can be categorized into interval data are the Grade Point Average (GPA) and height.

4. Ratio data is an interval data wherein the interval has a meaning (the zero is absolute). An example of this data category is the income variable.

3. Method

The data used in this study is about perceptions by distributing questionnaires to farmers in East Java Province in 2020. The number of respondents in this study was 155 districts in East Java Province. In East Java, there are 29 districts that are generally divided into 3 cultural regions, namely “Mataraman culture”, “Arek culture”, and “Madura culture”. At this stage, non-probability sampling is used, namely judgment sampling, where each cultural region is represented by 5 districts which are rice paddy center areas. Samples in the form of sub-districts were taken proportionally from the districts selected in the first stage. Therefore, the sampling technique chosen is probability sampling, which is a proportional area random sampling.

4. Result

4.1. First Order Model

In the first-order analysis, the measurement of latent variables only involves indicators, which are both items as well as indicators.

4.1.1. Measurement Model (Outer Model)

Demographic Variable

Measurement of demographic variables using analysis of nonlinear main components. Before analyzing nonlinear main components, it must conduct category quantifications on the indicators that form. Category quantifications are used to quantify nominal and ordinal data into interval scales. Table 1 is the result of the quantification of demographic variables.

| Indicator       | Code | Name       | Category Quantifications |
|-----------------|------|------------|--------------------------|
| Gender          | 0    | Female     | 0.0674                   |
|                 | 1    | Male       | -0.0013                  |
| Age (Year)      | 1    | 1 ≤ 30     | 0.1392                   |
|                 | 2    | 31 – 40    | 0.0337                   |
|                 | 3    | 41 – 50    | -0.0128                  |
|                 | 4    | ≥ 50       | -0.0136                  |
| Period of Work (Year) | 1   | 1 ≤ 5      | 0.0691                   |
|                 | 2    | 6 – 10     | 0.0205                   |
|                 | 3    | 11 – 20    | -0.0156                  |
|                 | 4    | ≥ 20       | -0.0220                  |
| Origin District | 1    | Arek       | 0.0023                   |
|                 | 2    | Madura     | 0.0141                   |
|                 | 3    | Mataraman  | -0.0191                  |
In the analysis of the main components, an eigenvalue of 0.0484 was also generated. Furthermore, component scores can be calculated through component loading. Table 2. is the result of loading the demographic variable components.

| Indicator      | Component loadings |
|----------------|--------------------|
| Gender (X1.1)  | 0.1179             |
| Age (X1.2)     | -0.4263            |
| Period of Work (X1.3) | -0.4049       |
| Origin District (X1.4) | 0.1663         |

Indicators with the highest component loadings are considered more important and have a dominant role in variables. The most dominant or strongest indicator in measuring Demographic variables (X1) is the Age indicator (X1.2) with a component loading of 0.426 and Length of Work (X1.3) of 0.4049 because it has a higher value than other indicators. The diversity explained by the main nonlinear component of the total diversity is 0.2945 which means that the information that can be explained by the model for demographic variables is 29.45%. So that the demographic variable measurement model can be formed as follows:

\[ Z_{X1} = 0.1179Z_{X1.1} - 0.4263Z_{X1.2} - 0.4049Z_{X1.3} + 0.1663Z_{X1.4} \]

**Gratitude Variable**

Measurement of the variable of gratitude uses factor analysis. This is because the gratitude variable has a reflective indicator, where the variable is reflected by the indicators. In principle, the latent variable data with the reflective indicator model is a factor score. The basic principle of factor analysis is to extract several common factors from a set of variables. To find out which indicator is the most powerful in reflecting/reflecting the gratitude variable, it can be seen through the factor loading value as follows:

\[ Y_1 = -0.5727F_{Y1.1} + 0.7303F_{Y1.2} + 0.3723F_{Y1.3} \]

| Indicator      | Component loadings |
|----------------|--------------------|
| Sense of Appreciation (Y1.1) | -0.5727       |
| Positive Feelings (Y1.2)       | 0.7303          |
| Expression of Gratitude (Y1.3) | 0.3723         |

Based on Table 3. it can be seen that the indicator that has the largest factor loading value is the Positive Feelings indicator (Y1.2) of 0.7303. Thus, it can be said that the strongest or most dominant indicator in reflecting Farmers' Gratitude is Positive Feelings so that the positive feelings that farmers have in receiving harvests are very important for the height of farmers’ gratitude. Furthermore, the diversity explained by factor loading is 0.6694 which means that the information explained by the indicators reflected by the thanksgiving variable for the first order is 66.94%. Based on Table 4, the factor loading value of each indicator can be presented in Figure 2. Figure 2 is the outer model for the first-order model of the gratitude variable. The factor loading value in Figure 2 is a reflection of the gratitude variable for each of the indicators.

**Farmers Satisfaction Variable**

The measurement of satisfaction variables uses principal component analysis (PCA). From the analysis results obtained component weights so that measurement models can be formed to get component scores as input from path analysis. Here is a measurement model for the satisfaction variable. To find out which indicator is the most powerful in reflecting/reflecting the gratitude variable, it can be seen through the factor loading value as follows:

\[ PC_1 = -0.4750Y_{2.1} + 0.3677Y_{2.2} - 0.2352Y_{2.3} + 0.1631Y_{2.4} + 0.7464Y_{2.5} \]

| Indicator                                      | Component Loadings |
|------------------------------------------------|--------------------|
| Product Quality (Y2.1)                        | -0.4750            |
| Product Price (Y2.2)                          | 0.3677             |
| Quality of Service (Y2.3)                     | -0.2352            |
| Emotional Factor (Y2.4)                       | 0.1631             |
| Ease of Getting Operational Materials (Y2.5)   | 0.7464             |

Based on Table 4, it can be seen that the indicator that has the largest component loading (weight) value is the Ease of Getting Operational Materials (Y2.5) indicator of 0.7464. So that the strongest or most dominant indicator in shaping farmer satisfaction is the ease in getting raw materials. The diversity explained by the first major component of the total diversity is 0.5067 which means that the information that can be explained by the indicators arranged for the farmer satisfaction variable at the first-order level is 50.67%.
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Figure 3. First Order of Outer Model Satisfaction Variable

Based on Table 5, the component loading value or the weight of each indicator can be presented in Figure 4. Figure 3 is an external model for the satisfaction variable of the first-order model. The component loading value in Figure 3 is the value that forms the gratitude variable for each indicator.

4.1.2. Path Analysis

Parameter Estimation

Estimation of parameters in the path analysis is done using Ordinary Least Square (OLS). Table 6. is the result of parameter estimation using OLS.

| Variable   | Coefficient | P-value | Effect   |
|------------|-------------|---------|----------|
| \( \beta_{x1y1} \) | 0.00062 | 0.3979 | Insignificant |
| \( \beta_{x1y2} \) | -0.4632 | <0.001 | Significant |
| \( \beta_{y1y2} \) | 0.4357 | <0.001 | Significant |

Based on Table 5, gives the results that, the demographic variable (X1) does not significantly influence the gratitude variable (Y1), where the path coefficient shows the value of 0.00062 and p-value 0.3979, because the p-value is more than the critical value (5 %) then not significant. The results of the subsequent analysis showed that there was a significant influence but the direction of the negative relationship, namely the influence of demographic variables on the variable of farmer satisfaction. The path coefficient shows the value of -0.4632 and the p-value of <0.001. The third test result shows a significant positive relationship between the variables of gratitude and farmer satisfaction variables because it has a p-value of <0.001 and a path coefficient of 0.4357. That is, with the increasing gratitude of farmers will have an impact on high farmer satisfaction. Figure 4 shows the research result model for the first-order model.

Figure 4. First Order of Research Results
Linearity Test

The method used to carry out linearity testing is the Ramsey Reset Test. The results of the linearity test can be summarized in Table 6. With a 5% confidence level, it can be seen that the relationship between variables satisfies the linearity assumption.

| Variable     | P-value | Result  |
|---------------|---------|---------|
| X1 vs Y1      | 1.000   | Linear  |
| X1 vs Y2      | 0.8272  | Linear  |
| Y1 vs Y2      | 0.04612 | Linear  |

Coefficient of Total Determination

The coefficient of total determination (R²) is 0.8714, meaning that the diversity of data (farmer satisfaction) that can be explained by the model in the first-order analysis is 87.1% while the remaining 12.9% is explained by other variables not contained in the model.

Trimming Theory

The trimming method is the validity of the path analysis, namely by removing the path that is not significant. The final model formed after testing the hypothesis with the bootstrap approach can be seen in Figure 5.

\[ Z_{Y_t} = -0.463Z_{X_t} + 0.436Z_{Y_t} \]

4.2. Second-Order Analysis

In this second-order analysis, the measurement of the model involves indicators and items.

4.2.1. Measurement Model (Outer Model)

Gratitude Variable

Measurement of the variable of gratitude uses factor analysis. To find out which indicators and items are the greatest in reflecting the gratitude variable, it can be seen through the factor loading value as follows.

\[ Y_{1,1} = -0.5182F_{Y_{1,1}^{1.1}} + 0.0350F_{Y_{1,2}^{1.1}} + 0.6945F_{Y_{1,3}^{1.1}} - 0.4979F_{Y_{1,4}^{1.1}} \]
\[ Y_{1,2} = -0.4113F_{Y_{1,1}^{1.2}} + 0.4910F_{Y_{1,2}^{1.2}} + 0.1827F_{Y_{1,3}^{1.2}} - 0.7052F_{Y_{1,4}^{1.2}} - 0.2429F_{Y_{1,5}^{1.2}} \]
\[ Y_{1,3} = 0.5990F_{Y_{1,1}^{1.3}} + 0.3318F_{Y_{1,2}^{1.3}} + 0.3520F_{Y_{1,3}^{1.3}} - 0.6381F_{Y_{1,4}^{1.3}} \]

\[ Y_t = -0.4113F_{Y_{1,1}^{1.1}} + 0.4910F_{Y_{1,2}^{1.1}} + 0.1827F_{Y_{1,3}^{1.1}} \]

Table 7. Component loadings of Gratitude Variable

| Indicator                  | Factor Loading | Item                  | Factor Loading |
|----------------------------|----------------|-----------------------|----------------|
| Sense of Appreciation (Y1.1)| -0.4113        | Y1.1.1                | -0.5182        |
|                            |                | Y1.1.2                | 0.0350         |
|                            |                | Y1.1.3                | 0.6945         |
|                            |                | Y1.1.4                | -0.4979        |
| Positive Feelings (Y1.2)   | 0.4910         | Y1.2.1                | -0.4113        |
|                            |                | Y1.2.2                | 0.4910         |
|                            |                | Y1.2.3                | 0.1827         |
|                            |                | Y1.2.4                | -0.7052        |
|                            |                | Y1.2.5                | -0.2429        |
| Expression of Gratitude (Y1.3)| 0.1827       | Y1.3.1                | 0.5990         |
|                            |                | Y1.3.2                | 0.3318         |
|                            |                | Y1.3.3                | 0.3520         |
|                            |                | Y1.3.4                | -0.6381        |

The measurement results show that with the second-order approach the indicator that has the strongest loading factor is positive feelings, thus positive feelings dominate in forming farmers’ gratitude.

Based on Table 7, it can be seen that the indicator of the sense of appreciation has the highest loading factor value, Y1.1.3 (realizing the harvest comes from God). This means that the level of sense of appreciation felt by farmers will look even stronger if farmers are better able to realize the yields obtained are a gift from God and hard work during farming. Furthermore, the positive feelings indicator has the highest loading factor value, Y1.2.4 (feeling happy with the harvest). Then it indicates that the higher the happiness a farmer has in receiving a crop can reflect the level of positive feelings the better. Meanwhile, the item that dominates in the expression of gratitude indicator is Y1.3.4 (appreciating the help of others), so it can be interpreted that the expression of gratitude from farmers will be higher if the farmer can appreciate the assistance of others.

The diversity explained by factor loading on the indicator of the sense of appreciation is 0.3419 which means that the information described by the items reflected by the sense of appreciation indicator is 34.19%. Furthermore, the model can explain the positive feeling indicator by 27.29%, and the rest is explained by other factors. Meanwhile, the expression of gratitude indicator can be explained by the model by 7.72%, the remaining 92.28% is explained by other factors.

Based on Table 7, the factor loading value of each item and indicator can be presented in Figure 6. Figure 6 is the outer model for the second-order model of the gratitude variable. The factor loading value in Figure 6 is a reflection of the gratitude variable for each of the indicators.
**Farmers Satisfaction Variable**

The measurement of satisfaction variables uses principal component analysis (PCA). Furthermore, component weights are obtained so that the main component analysis model can be formed to obtain component scores as input from path analysis. The following are the measurement models for each indicator.

Measurement models of product quality indicator:

\[ PC_1 = 0.5521Y_{2.1.1} + 0.6253Y_{2.1.2} - 0.5515Y_{2.1.3} \]

Measurement models of product price indicator:

\[ PC_1 = 0.640Y_{2.2.1} - 0.4015Y_{2.2.2} + 0.6545Y_{2.2.3} \]

Measurement models of quality of service indicator:

\[ PC_1 = -0.388Y_{2.3.1} + 0.8549Y_{2.3.2} + 0.3442Y_{2.3.3} \]

Measurement models of emotional factor indicator:

\[ PC_1 = -0.4228Y_{2.4.1} - 0.8092Y_{2.4.2} + 0.4080Y_{2.4.3} \]

Measurement models of ease of getting materials indicator:

\[ PC_1 = -0.6988Y_{2.5.1} + 0.0554Y_{2.5.2} + 0.7131Y_{2.5.3} \]

Measurement models of Farmers Satisfaction Variable:

\[ PC_1 = -0.4472Y_{2.1} + 0.8944Y_{2.2} + 0.0001Y_{2.3} + 0.0002Y_{2.4} + 0.0004Y_{2.5} \]

Based on Table 8, it can be seen that the measurement results show with the second-order item approach that has the largest component loading (weight) on the product quality indicator is Y2.1.2 (increased harvest weight). Furthermore, items that have the largest component loading (weight) in the product price indicator are Y2.2.1 (harvest prices are competitive) and Y2.2.3 (no inflation).

**Table 8.** Component loadings of Farmers Satisfaction Variable

| Indicator                        | Component loadings | Item   | Component loadings |
|----------------------------------|--------------------|--------|--------------------|
| Product Quality (Y2.1)           | -0.4472            | Y2.1.1 | 0.5521             |
|                                  |                    | Y2.1.2 | 0.6253             |
|                                  |                    | Y2.1.3 | -0.5515            |
| Product Price (Y2.2)             | 0.8944             | Y2.2.1 | 0.6406             |
|                                  |                    | Y2.2.2 | -0.4015            |
|                                  |                    | Y2.2.3 | 0.6545             |
| Quality of Service (Y2.3)        | 0.0001             | Y2.3.1 | -0.3881            |
|                                  |                    | Y2.3.2 | 0.8549             |
|                                  |                    | Y2.3.3 | 0.3442             |
| Emotional Factor (Y2.4)          | 0.0002             | Y2.4.1 | -0.4228            |
|                                  |                    | Y2.4.2 | -0.8092            |
|                                  |                    | Y2.4.3 | 0.4080             |
| Ease of Getting Operational      | 0.0004             | Y2.5.1 | -0.6988            |
| Materials (Y2.5)                 |                    | Y2.5.2 | 0.0554             |
|                                  |                    | Y2.5.3 | 0.7131             |
The quality of service indicator has the strongest measuring item, Y2.3.2 (good kiosk service). Another result shows that the item that dominates in strengthening the emotional factor indicator is Y2.4.2 (having anxiety). The ease of getting operational materials indicator has the strongest item informing the indicator, namely item Y2.5.3 (a large number of operational materials). With the second-order approach, an indicator that can form a greater farmer satisfaction variable is the product price indicator. This means that the low level of satisfaction of farmers depends on the strength of the product price of the yield obtained by farmers.

The diversity explained by factor loading on the product quality indicator is 0.3879. Furthermore, the model can explain the product price indicator of 41.58%, and the rest is formed by other factors. Meanwhile, the indicator of the quality of service can be formed by the model of 40.54%, the remaining 59.46% is explained by other factors. In addition, the information explained by items formed by emotional factor indicators was 37.03%. The ease of getting an operational indicator can be formed by the model by 39.93%, the rest is explained by other factors.

Based on Table 8, the component loading value or the weight of each item and indicator can be presented in Figure 7. Figure 7 is an external model for the satisfaction variable of the first-order model. The component loading value in Figure 7 is the value that forms the gratitude variable for each item and indicator.

**Figure 7.** Second-Order of Outer Model Satisfaction Variable
4.2.2. Path Analysis

Parameter Estimation

Estimation of parameters in the path analysis is done using Ordinary Least Square (OLS). Table 9 is the result of estimating the parameters in the second-order analysis.

| Variable | Coefficient | P-value | Effect       |
|----------|-------------|---------|--------------|
| \( \beta_{X_1Y_1} \) | 0.0021 | <0.001 | Insignificant |
| \( \beta_{X_1Y_2} \) | -0.8166 | <0.001 | Significant   |
| \( \beta_{Y_1Y_2} \) | 0.2286 | 0.0232 | Significant   |

Based on Table 9, gives the results that, the demographic variable (X1) does not significantly influence the gratitude variable (Y1), where the path coefficient shows the value of 0.0021 and p-value <0.001, because the p-value is more than the critical value (5 %) then not significant. The results of the subsequent analysis showed that there was a significant influence but the direction of the negative relationship, namely the influence of demographic variables on the variable of farmer satisfaction. The path coefficient shows the value of -0.8166 and the p-value of <0.001. The third test result shows a significant positive relationship between the variables of gratitude and farmer satisfaction variables because it has a p-value of 0.023 and a path coefficient of 0.2286. That is, with the increasing gratitude of farmers will have an impact on high farmer satisfaction. Figure 8, shows the research result model for the first-order model.

Linearity Test

| Variable | P-value | Result |
|----------|---------|--------|
| X1 vs Y1 | 1.000   | Linear |
| X1 vs Y2 | 0.8278  | Linear |
| Y1 vs Y2 | 0.0461  | Linear |

The method used to carry out linearity testing is the Ramsey Reset Test. The results of the linearity test can be summarized in Table 10. With a confidence level of 5%, it can be seen that the relationship between variables satisfies the linearity assumption.

Coefficient of Total Determination

The coefficient of total determination (R²) is 0.5495, meaning that the diversity of data (farmer satisfaction) that can be explained by the model in the first-order analysis is 54.95% while the remaining 45.05% is explained by other variables not contained in the model.

Trimming Theory

The trimming method is the validity of the path analysis in the second-order analysis, namely by removing the path that is not significant. The final model formed after testing the hypothesis with the bootstrap approach can be seen in Figure 9.

Comparison of First Order Models with Second Orders

The analysis results that have been displayed in the first-order analysis model and the second-order analysis above can be drawn as follows.

| Model        | Coefficient of Determination (R²) | Mean Squared Error (MSE) |
|--------------|-----------------------------------|--------------------------|
| First Order  | 87.14%                            | 37.882                   |
| Second Order | 54.95%                            | 189.839                  |

Based on Table 11, the results are obtained that the first-order model is better than the second-order model because it has the lowest MSE value and the highest R².
The goodness of the model in each analysis is shown by the coefficient of determination ($R^2$) value of the first-order model and the second-order model. In the first-order model produces a coefficient of determination ($R^2$) of 0.8714, meaning that the demographic and gratitude variables of farmers can explain the farmer satisfaction variable by 87.14%, while the rest is explained by other variables outside the model. Furthermore, the second-order model produced the coefficient of determination ($R^2$) value of 0.5495, this shows that the diversity of farmer satisfaction variables that can be explained by demographic and gratitude variables is 54.95%.

MSE is a measure of the quality of the estimator where the value is always non-negative and a value close to zero is better. MSE is the average squared difference between the estimated value and the actual value. The result of this analysis is the mean squared error (MSE) value of the first order of 37,882. Meanwhile, the mean squared error (MSE) value for the second-order model is higher than the first order that is equal to 189,839, so the first-order model is better. To find out how much efficiency the path analysis model uses first order by calculating the relative efficiency of MSE second order compared to MSE first order.

$$\text{Relative Efficiency (ER)} = \frac{\text{MSE}_{\text{second-order}}}{\text{MSE}_{\text{first-order}}} = \frac{189.83}{37.88} = 5.01$$

Based on the results of the relative efficiency of the second-order model to the first order of 5.01 means that the first-order model is five times more efficient than the second-order model.

5. Discussion

Based on the Mean Squared Error (MSE) and Coefficient of Determination ($R^2$) values of each model, the Farmer Satisfaction modeling in East Java Province is more accurate and efficient using the First Order model than using the Second Order model. In general, the research applies first-order analysis, because based on factor analysis each time conducting a factor analysis it is possible to lose information by around 30%. Then with the second-order application only leaves 49% information, while 51% is wasted or lost due to too much-reduced data diversity. This has the consequence that the relationship between variables is insignificant. The solution that can be done is that the data analysis process can be done with first order, even though the measurement process / structural model involves a second-order [10]. In detail, the analysis process is the data from items averaged so that the indicator data are obtained. The average calculation process does not reduce the information contained in the data. However, having the weaknesses of all items is seen to have the same weight as measuring indicators or variables or not being able to know which items are the most dominant (only able to know the most dominant indicators).

The results of the path analysis for the first order and second-order models produce the same results that there is a significant positive effect between the gratitude variables on the farmer satisfaction variable. That is, the more gratitude felt by farmers, the satisfaction will be increased by East Java Farmers. Things that need to be considered in the high and low levels of farmers' gratitude are positive feelings, especially the happy feelings that farmers have in receiving the harvest. Farmers in East Java Province are thankful that they are widely implemented, and not only concerned with certain aspects, but the aspects of Sense of Appreciation and Expression of Gratitude must also still be considered in shaping Farmers' Gratitude better.

Furthermore, the strongest aspect that reflects the Farmer Satisfaction variable is Product Price and Product Quality. The product quality aspect is related to the quality of the subsidized fertilizer itself and also its benefits for increasing rice production. On the other hand, aspects of Product Price include: (1) High-value and competitive yields, (2) Yields tend to be stable, and (3) No price inflation occurs when selling products. Empirically these aspects are already in good condition, so there is a need for efforts to maintain and at the same time be accompanied by efforts to repair or increase. Bearing in mind, satisfied farmers will increase their participation in development programs. In other words, farmer satisfaction is an important aspect of the development process in Indonesia so that it can run smoothly and successfully.

In the demographic variables, the most dominant indicator or the strongest in measuring the demographic variables is the indicator of age and length of work. So that the demographics of farmers can be more prominent if the age and length of work of farmers in East Java are always the government's attention. On the other hand, the test results showed that demographic variables did not significantly influence gratitude variables. However, demographic variables have a significant effect on the direction of the negative relationship with farmer satisfaction variables.

6. Conclusions

In this study, demographic variables of a mixed scale (nominal, ordinal, interval, and ratio) can be applied to the path analysis by first performing a method of measuring latent variables using principal nonlinear component analysis. Next, the measurement of the variable of gratitude uses factor analysis. This is because the gratitude variable has a reflective indicator. Meanwhile, the measurement of farmer satisfaction variables uses principal component analysis (PCA) because it is a formative model.

The results of Farmer Satisfaction modeling in East Java using the first-order model show more accurate and five
times more efficient than the second-order model because it has a lower MSE value and higher $R^2$. The results of the path analysis for the first order and second-order models produce the same results that there is a significant positive effect between the gratitude variables on the farmer satisfaction variable. That is, the more gratitude felt by farmers, the satisfaction will be increased by East Java Farmers. On the other hand, the test results showed that demographic variables did not significantly influence gratitude variables. However, demographic variables have a significant effect on the direction of the negative relationship with farmer satisfaction variables.
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