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Abstract
Cloud computing services are ubiquitous in society and cloud recommender systems play a crucial role in intelligently selecting services for cloud users. Currently, recommendations are static with low scalability. Only one recommendation list is generated at a time and the recommender strategy in the recommendation cycle is not adjustable. This paper presents a new elastic recommender process (ERP) for cloud users. A Markov model is used to characterize the dynamic relationship between different user states. The ERP generates an elastic recommendation that can be used to dynamically adjust the recommender strategy to meet the user’s needs based on their browsing records in the current service cycle without the recommender system’s involvement. Experimental results show that the ERP improves the effectiveness of the recommender thus increasing the accuracy and diversity of its recommendations.
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1 | INTRODUCTION

Cloud computing provides resources in the form of services (or composite services) whose technical details are transparent to users. There are three service models: infrastructure as a service, platform as a service, and software as a service.1 Currently, a great deal of research is being carried out on cloud services, covering aspects such as the syntax, semantics, and standards of the unified service description language,2-4 service/application architecture,5 service discovery and selection,6-8 service deployment and configuration,9,10 service composition,11,12 service evaluation,13,14 and so on.

Research is also being conducted on cloud service recommenders.15 In this context, it is worth pointing out that one of the challenges faced is to choose an appropriate service (from a staggering number of cloud services) that satisfies the personalized needs of the user. A recommender system (RS) is a collection of software tools and techniques that provide users with useful suggestions.16 Similarly, a cloud recommender system (CRS) can assess the preferences of cloud users and recommend cloud services to them (e.g., application, software, hardware, application programming interface, platform, virtual machine, database, tools).17

The recommendation algorithm is the key component of an RS. There are five general types of CRS algorithm, involving: collaborative filtering (CF),18,19 content-based recommendations,20,21 matrix decomposition,22,23 model combination,24 and deep learning.25,26 Recently, integrated recommender algorithms have been found to improve the accuracy of recommendations (e.g., clustering has been integrated with CF,27 deep learning has been integrated with content-based methods).15
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Cloud service recommendation can be regarded as a multiobjective optimization problem. The optimization goals might be, for example, accuracy, coverage, diversity, novelty and so on, each of which could be used to evaluate the performance of the recommender algorithm. Most current research tends to emphasize the accuracy of the RS. However, progressively more attention is being paid to “scalability.”

Scalability is typically investigated by experimenting with datasets of increasing size and measuring how the speed and amount of resources consumed by the RS behave as the tasks are scaled upwards. As the number of services and need for personalized demands have increased, most traditional RS approaches have necessarily taken more time to provide their recommendations, revealing their lack of scalability. Besides, it has to be expected that such recommendations will not fulfill all the user’s demands. CF-based approaches recalculate the user’s nearest neighbors and use contextual information to provide novel recommendations. On the other hand, deep-learning-based models are designed to update the user’s features to offer recommendations. During the above processes, there is a certain amount of “inertia” associated with the recommendation provided by the RS. It thereby produces a static list that cannot adjust itself to satisfy the user’s demands.

The current problem we wish to address is how to improve the scalability of the RS and solve issues related to the static nature of the recommendations while ensuring their accuracy. This paper proposes using an elastic recommender process (ERP) to enhance the system’s scalability. The ERP can provide recommendations using shorter recommendation cycles, thus taking advantage of the user’s data history and the feedback provided by the user in real-time. Thus, the ERP provides dynamic, not static, recommendations that are adjusted using real-time contextual information collected over a short period of time in order to improve accuracy.

The rest of this paper is organized as follows. Section 2 gives a brief overview of studies related to integrated recommender algorithms. Section 3 presents and formulates the current problem of interest; the ERP is also introduced in brief. Section 4 expounds the ERP-based recommendation generation process in more detail. Section 5 outlines how the elastic adjustment process is achieved using the ERP and discusses the method’s advantages. In Section 6, experiments are carried out using the MovieLens dataset and the results used to verify our methods’ effectiveness. Finally, Section 7 sums up our work and discusses its future outlook.

## 2 RELATED WORK

Many researchers have used clustering techniques to classify cloud users or services and hence generate recommendations according to each clusters’ distinctive requirements. CloudRec is a user-centered framework capable of establishing different communities for users and services. The algorithm uses a multiagent paradigm, the recommender agents grouping together similar services. A three-layered interactive clustering approach was proposed for making personalized citation recommendations. An RS framework combining content-based and behavior-based recommenders was introduced. A K-means clustering algorithm was used to aggregate past invocation data. The community effect formed between users’ trusted friendships has also been used to synthesize the recommender’s features.

The clustering studies mentioned above do not consider the scalability of the recommender. The K-nearest neighbor and support vector regression methods were integrated to predict the repurchases that users would make in the future. That is, the temporal consumption behavior of the users was considered in order to address their future changes in behavior. A time-aware scalable collaborative model was proposed incorporating trust-clustering and scalable factorization. This is important as edge services may vary over time and so a scalable temporal awareness should be considered. A scalable recommendation method (“ScaleRec”) was proposed to provide better and more rapid recommendations based on large-scale data. The technique is based on using the direct and indirect trust that exists between users to partition the social big graph. Taken together, these studies suggest that the scalability issue can be solved by effectively processing the subgraphs (subclusters) using distributed technology.

A number of techniques have been developed to integrate different recommender approaches. One of the best approaches is to combine a traditional algorithm with the CF method in order to generate a recommendation. A framework for a location-aware RS (named “APPLET”) was proposed. The agent paradigm was used to maintain autonomy so that interactions became more intelligent and efficient. That is to say, such an approach allows a cloud service or composite service to be selected wisely. The authors propose using a user-based CF method based on Spearman coefficients to calculate the similarity between different users and thus generate recommendations.

A principal component analysis–scale-invariant feature transformation algorithm was utilized to make book recommendations based on a user-uploaded image of a book or collection of books. By ignoring the task similarity between different users, the authors developed a novel clustering-based and trust-aware approach to achieve personalized quality of service (QoS) predictions and reliable cloud service recommendations. A concept drift-aware temporal recommendation approach was proposed to adapt to drifts in users’ preferences and provide effective recommendations. The singular value decomposition method was adopted in the cloud service application program interface (API). A two-stage CF optimization method has also been proposed to improve the diversity of the recommendations made.
CF-based approaches, however, require a lot of time to run because they involve numerous iterations. Similarly, their efficiency and scalability are low. The performance of an RS can be evaluated using multiple criteria. Therefore, the recommendation problem can be transformed into a multi-objective optimization problem. The result of the optimization procedure is, by definition, the best service for the user or provider in the service selection area. The recommendation service can also be implemented as a multi-objective optimization problem to improve both accuracy and diversity. A dynamic programming algorithm was introduced that accepts the choices of the cloud storage providers and maximizes the survival probability of the data. A near-optimal approach to dynamically selecting composite services can be achieved by using an adaptive service selection method to handle the cross-cloud services. A nondominated sorting genetic algorithm (NSGA), generation-based fitness evaluation strategy, and partition-based knowledge mining are used to optimize the accuracy, recall, diversity, novelty, and coverage of the recommender.

A new model ("RankFromSets") was proposed that uses a stochastic optimization-based negative sampling training procedure to implement scalability. The authors proposed a multiobjective optimization framework based on an NSGA to find tradeoff solutions between its two objective functions: accuracy and diversity. A hybrid recommendation model was proposed that optimizes the weighting coefficients of three basic recommendation algorithms in order to enhance the robustness of the RS. Although such studies have improved the efficiency of the RSs, the scalability problem has not been addressed and other criteria have also not been considered.

Another important approach to RS implementation is to utilize, either partially or entirely, a deep learning model. In order to create a scalable RS and have good coverage, the authors created a convolutional graph-embedding algorithm combined with a document-embedding model. An ensemble of deep neural networks was used to generate cloud service recommendations (more specifically, the approach fuses together models based on neighborhood and neural network methods). A deep neural network framework was used to create an adaptive deep latent factor model capable of adaptively learning the users’ preferences. A "multihead related-unit" was proposed to account for the dynamic changes that occur in viewer’s and anchor’s preferences on live-streaming platforms. The idea is to capture and learn these properties using long short-term memory and multiple-layer perceptron models.

Artificial intelligence has also been used to optimize edge services based on data gathered via an exhaustive survey. However, the training of the model is time consuming. Also, after deploying the trained model online, time is required to update the features (whether in total or in part). Hence, the current recommendation will be very similar to the previous recommendation, that is, the method suffers from inertia.

To date, many methods have been used in RS studies. The CloudRec RS adopts an adaptive QoS management regime to ensure its users experience a high level of service. A brokerage-based architecture is proposed for selecting cloud services and an indexing structure, $G_{cloud}$, is used to manage the information relating to the service providers. High performance cluster and role-based approaches have also been used for context-aware service recommendation. A time-aware RS framework was established in Reference 60. A cross-domain RS has also been proposed to improve recommendation performance by partially overlapping entities.

Discriminative adversarial networks are put forward to address the problem of data sparsity. Diversified and scalable recommenders are proposed to improve the diversity and scalability of the service recommendation. In order to help travelers choose what places to visit in a timely fashion, the authors used social media attributes to make their recommendations (URL count, emotions, followers, friends’ preferences, etc.). To address the growth in the number of APIs and NP-hardness of the problem of combining APIs, the authors proposed an efficient privacy-preserving approach to recommending web APIs using locally sensitive hashing.

Once again, these approaches significantly improve the accuracy of the recommendation, but scalability is ignored.

### 3 Preliminary Introduction to the ERP

In this section, we outline the problem of RS scalability, give a formal description of the method used to solve the problem, and introduce our ERP.

#### 3.1 Motivation and scalability problem

Assume that a user’s current recommendation does not satisfy their requirements. In this case, CF-based and deep learning models need to be updated to provide a more accurate recommendation. However, it is clear that updating the model will be very time consuming as the numbers of users and services increase. Therefore, as the model is updating, the recommendations provided by the RS will suffer from inertia, that is, consecutive recommendations will be very similar and so the accuracy of the new recommendation will remain low.

To overcome this problem, recommendations should update themselves based on contextual information. In this way, the model can provide recommendations more frequently. Also, fewer computer resources will be used by the model which also improves its scalability. As an example, consider a hypothetical user called "Joy". The RS she uses recommends a service to Joy which does not meet her requirements. When the RS gets Joy’s new features, it needs to calculate which users are the new nearest neighbors to Joy in order to supply recommendations. The large amount
of data that must be processed leads to the heavy consumption of computing resources and takes time. Hence, Joy has to wait some time for a new improved recommendation. During the current recommender cycle, then, Joy will continue to obtain similar recommendations that do not meet her requirements. Now assume that the recommendation can adjust itself according to contextual information. In this case, Joy will receive more suitable recommendations in a short period of time during a recommender cycle which improves the scalability of the recommendation process.

The traditional recommendation process is illustrated in Figure 1A. The RS analyzes the past experience and characteristics of the user \((1)\) and generates a recommended service list based on its analysis \((2)\). The recommendation is then sent to the user \((3)\). The user then evaluates the recommendation and gives feedback \((4)\). If the feedback is negative (i.e., the recommendation does not meet the user’s requirements), it is passed back to the RS \((5)\). This restarts the recommender algorithm to generate a new recommendation. When the user’s feedback is received, the RS needs to update the user’s features. Meanwhile, the system restarts the algorithm to provide a new recommendation. However, the RS cannot provide an accurate recommendation during this process as the user’s features have not been updated. As the numbers of cloud users and cloud services have exploded, the RS has to take more time (and computer resources) to update the users’ features and generate a more accurate recommendation. Therefore, the recommender cycle will become longer. That is to say, the scalability of the RS is poor.

In terms of the above example, the RS needs to analyze Joy’s historical data and current contextual information in order to provide more satisfactory recommendations. However, when the amount of data is large, the time taken to process the data is long. Consequently, Joy’s waiting time becomes more prolonged, her satisfaction with the service decreases, and the recommender cycle becomes longer. Moreover, scalability is mainly evaluated according to time; as the recommender cycle becomes longer and satisfaction decreases, the RS becomes less scalable.

### 3.2 Elastic recommendation process

We wish to use an elastic recommendation process to overcome the problem of scalability. Figure 1B gives a brief introduction to this process.

As before, the user’s service history is recorded by the cloud service \((1)\). It is used to generate an initial recommendation and this starts the elastic recommender module \((2)\) which generates a service list \((3)\). This is then sent to the user \((4)\) which generates feedback \((5)\). This determines whether or not another recommendation should be provided \((6)\). Negative feedback restarts the recommender algorithm and elastic recommender module \((7)\). Another recommendation is then provided instantly \((8)\) which is sent to the user \((2)\). The solid green arrows in Figure 1B highlight the elastic contribution to the overall recommender process. The elastic recommender module allows more recommendations to be provided in a short period of time compared to the traditional recommendation process. The advantages of using elastic recommendations will be exhibited in the following sections.

Before we outline how elastic recommendations are generated, we first introduce some important definitions. The cloud service is taken to consist of various elementary units or essential services, as defined below.

**Definition 1** (Essential services). Let \(s_1\) represent a service that cannot be decoupled. Then, the essential service set \(S_e\) is the set of all such elements, that is, \(S_e = \{s_i \mid 1 \leq i \leq m\}\) where \(m\) is the total number of essential services.
As an example, a set of essential services could be: Microsoft Windows Server 2019 Base, WordPress Base Version, Ubuntu 20.04, Python 3.6, TensorFlow 1.8, CUDA 9.0, PyTorch 1.8.1, CPU, memory, storage, network, and so on. Note that different versions represent different essential services. For example, Python is a service name and 3.6 is a version number. Therefore, Python 3.6 and Python 3.8 are different essential services.

In contrast, a composite service is a collection of essential services, as defined below.

**Definition 2** (Composite services). Let $c_{si}$ represent the $i$th composite service which consists of a collection of essential services with additional information. Thus, $c_{si} = \{(s_j, h_j, w_j) | s_j \in S, h_j \in \mathbb{R}^+, 0 < w_j \leq 1, 1 \geq i \geq j \}$, where $h_j$ represents the quantity of $s_j$, $\mathbb{R}^+$ is the set of positive real numbers, and $w_j$ is a weighting factor (such that $\sum_{i=1}^{n} w_j = 1$, $n \leq m$).

If $w_j$ is equal to 1, then the composite service must consist of a single service. Moreover, the larger the value of $w_j$, the greater the effect of $s_j$.

As an example, consider the composite service:

$c_{s1} = \{(\text{TensorFlow 1.8, 1, 0.333)}, (\text{Python 3.6, 1, 0.333}), (\text{CUDA 9.1, 1, 0.333})\}$

This composite service consists of three essential services, namely, TensorFlow 1.8, Python 3.6, and CUDA 9.1. Furthermore, $h_1 = h_2 = h_3 = 1$ and $w_1 = w_2 = w_3 = 0.333$. Another composite service could be:

$c_{s2} = \{(\text{TensorFlow 1.8, 1, 0.333}), (\text{Python 3.6, 1, 0.333}), (\text{CUDA 10.0, 1, 0.333})\}$

As CUDA 10.0 and CUDA 9.1 are different essential services, $c_{s1}$ and $c_{s2}$ are different composite services.

The composite services:

$c_{s3} = \{(\text{PyTorch 0.4.1, 1, 0.333}), (\text{Python 3.6, 1, 0.333}), (\text{CUDA 9.2, 1, 0.333})\}$

$c_{s4} = \{(\text{Python 3.6, 1, 0.333}), (\text{Tensorflow 2.3.1, 1, 0.333}), (\text{Pytorch 1.7, 1, 0.333})\}$

are also different as they consist of different essential services.

Similarly, the service

$c_{s5} = \{(\text{Python 3.8, 1, 0.25}), (\text{Tensorflow 2.3.1, 1, 0.25}), (\text{Pytorch 1.8.1, 1, 0.25}), (\text{CUDA 10.2, 1, 0.25})\}$

is a more up to date composite service compared to $c_{s4}$ as it contains newer versions of the software components. Furthermore, if $c_{s6} = \{(\text{Python 3.8, 1, 0.3}), (\text{Tensorflow 2.3.1, 1, 0.3}), (\text{Pytorch 1.8.1, 1, 0.2}), (\text{CUDA 10.2, 1, 0.2})\}$, then $c_{s5}$ and $c_{s6}$ are also different as their weights are different.

The next step is to define the meaning of an elastic recommendation.

**Definition 3** (Elastic recommendations). Elastic recommendations are represented using five-tuples of the form: $\mathcal{R}_k = (c_{si}, \mathcal{R}, \mathcal{U}(\ast), C(\ast), \mathcal{A}_k)$, where $c_{si}$ is an initial recommendation, $\mathcal{R}$ is the relational expression between $c_{si}$ and the $k$th recommender strategy $\mathcal{R}_k$, $\mathcal{U}(\ast)$ is a discriminant function for the preliminary service utilization (gathered from feedback), $C(\ast)$ is a cost function for $\mathcal{R}_k$, and $\mathcal{A}_k$ is a light-weight decision-making algorithm for making decisions in $\mathcal{R}_k$ ($0 < k \leq n, k, i \in \mathbb{N}, n = |T|, t \neq 0, t \leq T, t$ is an elastic adjustment cycle). $T$ is a recommender cycle).

The recommender provides more recommendations to meet the user's requirements. In addition, $\mathcal{R}_k$ is interpreted as providing dynamic recommendations.

Suppose Joy is a computer science researcher and uses cloud services. Currently, she mainly uses Python 2.7, 3.6, TensorFlow 1.10, 1.5, 1.7, 1.8, and CUDA 9.0, 9.1. She now desires access to more recent versions of Python, TensorFlow, and CUDA and also wants to use PyTorch.

The RS will recommend $c_{s1}$ based on Joy’s historical data. However, when Joy receives $c_{s2}$, she is not completely happy and will continue to search for PyTorch products. At this time, Joy’s new features are being collected by the RS. During the period when Joy’s features are being updated, recommendations are generated and regardless of whether the RS chooses to update their recommendations in real-time in seconds or minutes, the RS can only recommend the service $c_{s2}$ which does not contain PyTorch. If Joy wants a more desirable recommendation, then she must wait until the RS has learned and updated her features. Therefore, Joy may lose interest and select another service provider’s products.

Under the same circumstances, the ERP will initially recommend $c_{s1}$ and $c_{s2}$ which will not satisfy Joy’s requirements. During the period when Joy’s features are being updated and recommendations generated, the ERP’s three-phase process (vide infra) will adjust the recommendation strategy to provide $c_{s3}$ based on Joy’s historical and real-time features. However, Joy may have accessed PyTorch 1.7 during this period and so the elastic adjustment phase will generate $c_{s4}$ in response. After updating the user’s features (in seconds or minutes), the ERP will use its more complex models to generate the more accurate recommendation $c_{s5}$ which will significantly improve Joy’s satisfaction with the service provider.

### 3.3 Implementation of the ERP

Figure 2 presents a schematic diagram illustrating the three major phases contained within the ERP. The first phase—data preparation—contains components involved with data processing and fine-grained state processing. The user’s history data is mined and analyzed to obtain a fine-grained value for the user’s features. The second phase—recommendation initialization—provides an initial recommendation based on the fine-grained
FIGURE 2  The implementation of ERP

value from the previous phase. The final phase—elastic adjustment—mainly involves analyzing the processes and decision-making. During this phase, the recommendation can be dynamically adjusted in real time according to the user’s feedback.

One of the advantages of using elastic recommendations is that it improves the scalability of the RS. The elastic recommender can reconstruct the recommendation strategy (based on the user’s feedback) during a much shorter recommender cycle. Therefore, the elastic recommender can proactively provide more new recommendations in a vertically elastic manner using a shorter recommender cycle. Furthermore, the elastic recommender continuously takes into account the user’s feedback and fine-grained data in an optimal way in order to obtain the best trade-off between the user’s requirements and recommendation.

4 | RECOMMENDATION GENERATION

This section mainly concentrates on the data preparation and recommendation initialization processes.

4.1 | Data processing

4.1.1 | User perception

In this subsection, we present the steps used to measure the service preferences of the cloud users.

As the users use the cloud services, they give feedback on their satisfaction with those services. We let \( r_{ij} \) denote the rating that user \( u_i \) gives to the \( j \)th composite service, \( \text{cs}_j \). The data is first normalized using the expression

\[
\hat{r}_{ij} = \frac{r_{ij} - \bar{r}_i}{r_{i}^{\text{max}} - r_{i}^{\text{min}}}.
\]

(1)

where \( \hat{r}_{ij} \) is the normalized value of the rating, \( \bar{r}_i \) is the mean value of the ratings from user \( u_i \), and \( r_{i}^{\text{max}} \) and \( r_{i}^{\text{min}} \) are their maximum and minimum ratings, respectively. The normalized rating values lie in the range from \(-1\) to \(+1\); if the value is greater than zero, then the user has given that service a positive evaluation. Conversely, if it is less than zero, then their opinion of the service is negative.

The ratings data is time-sensitive. That is, more recent ratings give a better representation of the user’s current preferences. In this paper, we define a numerical parameter, \( a_i \), to account for the impact of time on the user’s ratings. This quantity is referred to as ‘perceptual acceleration’ and is formally defined as follows.

**Definition 4** (Perceptual acceleration). The perceptual acceleration \( a_i \) can be used to give an indication of how the rating data decays with time. It is defined according to the expression

\[
a_i = \int_0^{1/\alpha} \frac{1}{e^t} \, dt.
\]

(2)
where \( f(t) = [(t_0 - t_1)/t_1] + c_0 \) is a decreasing function. The parameter \( c_0 \) is a constant \((\geq 1)\) chosen to ensure that \( f(t) \) is greater than 1. The other terms are time parameters: \( t_0 \) is the current time, \( t_1 \) represents the rating time, and \( t_i \) is the acceleration period \((t_i \geq 1)\).

As an example, suppose Joy provides ratings for services \( cs, \) and \( cs, \) in September 2010 and September 2020, respectively. If we assume that the acceleration period is five years, then the above two ratings are not in the same acceleration period. Therefore, the rating in September 2020 will have a higher perceptual acceleration value, that is, the more recent rating will have a higher acceleration value in the subsequent processing. The idea is that \( c_i \) can strengthen the effect of time on the ratings.

If the rating time and current time are in the same acceleration period, then this rating corresponds to the maximum perceptual acceleration value.

**Proposition 1.** The maximum perceptual acceleration is given by \( \max(a_i) = 1 - e^{-1/c_0} \).

**Proof.** If \( t_i \rightarrow t_0 \), then \( \lim_{t_i \rightarrow t_0} \left[ \frac{t_i - t_1}{t_1} \right] = 0 \) and \( \lim f(t_i) = c_0 \). Let \( f(t) = a_i \), so

\[
F(t) = \int_0^{1/c_0} \frac{1}{e^{t}} dt, \quad F(t) = -\int_0^{1/c_0} d(e^{-t}) \quad \text{and so} \quad F(t) = 1 - e^{-1/c_0}.
\]

The maximum perceptual acceleration represents ratings that are least affected by time. Besides, if \( t_i \) and \( t_0 \) are in the same acceleration period, then the rating at time \( t_i \) has the maximum perceptual acceleration.

The time-accelerated user rating can be derived using the normalized rating value and perceptual acceleration value.

**Definition 5 (Perception degree).** Let \( p_{ij}^{t_1} = r_{ij}^{t_1} \cdot a_i \) represent the perception degree of user \( u_i \) for composite service \( cs_j \) at time \( t_1 \), where \( r_{ij}^{t_1} \) is the normalized rating value, \( a_i \) is the perceptual acceleration.

As can be seen, the perception degree is the perceptual acceleration multiplied by the normalized value of the user’s rating. That is, it converts the rating value into a new perceived value adjusted according to time.

In the following subsection, the rating data is first processed and then utilized to obtain the user’s features.

### 4.1.2 User’s weighted features

One needs to deal with the issue of the nonobjectivity of the users’ cloud service evaluations when deriving the weights of the user’s features. Therefore, we propose the trustful perception set as given in the following definition.

**Definition 6 (Trustful perception set).** Let \( S_i^t \) represent the trustful perception set: \( S_i^t = \{p_{ij}^{t_1} | p_{ij}^{t_1} \geq \overline{p}_i, \overline{p}_i^{t_1} \geq \overline{p}_i, p_{ij}^{t_1} \geq 0\} \), where \( \overline{p}_i \) is the mean degree of perception of user \( u_i \), and \( \overline{p}_i^{t_1} \) is the mean degree of perception for all users.

The set \( S_i^t \) contains objective ratings and can be used to more accurately acquire the user’s features.

Consider the following example. Joy has a group of perception degrees \((0.8, 0.6, 0.5, 0.4, 0.2)\). The mean of these values is 0.5. Any value that is higher than this mean value is considered to correspond to data that is positively correlated. We also suppose that the mean value for all users is 0.55. If the value of a perception degree is higher than the mean of all ratings, then it is assumed that nonobjectivity has been eliminated. The trustful perception set for Joy that satisfies the above conditions is \((0.8, 0.6)\).

Before deriving the values of a user’s features, we generate the essential service set for the user which is used to record the rating data in the way defined below.

**Definition 7 (Essential service set).** Let \( S_{ij} \) represent the jth essential service set for user \( u_i \), where \( S_{ij} = \{(h_k, p_{ij}^{t_1}, w_k) | p_{ij}^{t_1} \in S_i^t\} \) where \( h_k \) and \( w_k \) belong to \( cs \).

As can be seen, the jth essential service set for user \( u_i \) is made up of two-tuples of the form \((h_k, p_{ij}^{t_1}, w_k)\). For example, when computing Joy’s jth dimensional feature, if Joy has used composite service \( cs \) containing the jth essential service (e.g., the jth essential service might be Python 3.6) and \( p_{ij}^{t_1} \) is in \( S_i^t \), then \((1, p_{ij}^{t_1} \cdot 0.333)\) should be put into the set.

After the jth essential service set has been obtained, the jth weighted perception feature defined below can be formed.

**Definition 8 (Weighted perception feature).** Let the three-tuple \( F_{ij} \) represent the jth weighted perception feature of user \( u_i \): \( F_{ij} = (f_{ij}, w_{ij}, S_{ij}) \), where \( f_{ij} \) is the mean value of the jth degree of perception and \( w_{ij} \) is the weight of the jth feature.
The mean value $f_{ij}$ is calculated using the expression

$$f_{ij} = \frac{\sum_{w_i \in S_{ij}} p_i \cdot w_i}{|S_{ij}|},$$

(3)

where $|S_{ij}|$ is the amount of elements for $S_{ij}$. The weight $w_i$ is given by

$$w_i = \frac{|S_{ij}|}{|S_i|},$$

(4)

where $|S_i|$ represents the size of the trustful perception set.

The $j$th weighted perception feature is used to describe the significance and perception degree of the feature. For example, suppose Joy has used composite services that do not have the $k$th essential service WordPress Base Version. So, Joy does not have the $k$th essential service and the value of the $k$th weighted perception feature is equal to 0.

Accordingly, we arrive at the following definition.

**Definition 9** (Weighted features). Let the ordered $m$-tuple $F_i = (F_{i,1}, F_{i,2}, \ldots, F_{i,m})$ represent the weighted features of cloud user $u_i$.

$F_i$ is an $m$-dimensional vector, each dimension being a three-tuple $F_{i,j}$. The weighted features represent the preference data of the user. Furthermore, the weighted features are mutually independent, as expounded in Proposition 2.

**Proposition 2.** Assume that the discrete random variable $F_i$ is the $j$th value of $u_i$, where $p_i$ is the probability of $P \{F_i = f_{ij}\} = p_i \ (0 \leq p_i \leq 1, \sum_{j=1}^{m} p_i = 1)$, then $P \{F_i = f_{ij}, F_i = f_{ij}\} = P \{F_i = f_{ij}\}$, and $P \{F_i = f_{ij}\} \cdot P \{F_i = f_{ij}\}$.

**Proof.** For every $cs$, where the essential services $s$ and $s_j$ are mutually independent ($s_i \in S_i, i, j \in N$), i.e., for arbitrary $cs$, $cs_j$ are mutually independent. The probability of $cs_j$ is $P(cs_j)$. Support that $cs$ contains $s_j$, then the conditional probability $P \{s_j|cs\} = P \{s_j \cdot cs\} / P \{cs\} = p_i$. There exists a set $S_i$, $S_j \in S_j$, and $S_i \subseteq S_j$. Assuming that $P \{s_j|S_j\} = p_i$, and $P \{s_j|S_j\} = p_i \cdot p_j$, then $P \{s_j|S_j\} = p_j \cdot P \{s_j|S_j\}$, hence, the Proposition holds.

4.1.3 | Clustering

To calculate the similarity between any two users ($u_i$ and $u_j$, say), we use the cosine similarity function:

$$\cos(F_i, F_j) = \frac{F_i \cdot F_j}{\|F_i\| \cdot \|F_j\|}$$

(5)

Moreover, $F_i$ is the weighted feature of $u_i$, $F_{ij}$ is a three-tuple, and $f_{ij}$ is used to calculate the similarity. Density-based clustering algorithms are currently the state-of-the-art algorithms used for clustering. In this paper, we use the “effective clustering method for finding density peaks” presented. Thus, the above clustering method could obtain the user’s classification, and let $c_i$ be the $i$th clustering ($1 \leq i \leq n_c, n_c$), where $n_c$ is the total number of classification.

In this subsection, the steps have been put into place to accomplish the processing of the data. In the next subsection, we consider the fine-grained state processing step.

**Remark 1.** If $S_i$ is a set and has $j$ elements ($j \in N$), then $|S_i| = s$, and the notation of $|S_i|$ manifests the size of $S_i$. $\|F_i\|$ presents the $2$ norm of $F_i$. $N$ is natural number, $\mathbb{R}^+$ is a set of positive real numbers.

4.2 | Fine-grained state processing

4.2.1 | Flexible state

It is not accurate to directly represent the value of a user’s dimensional features with a single fixed value (as the fine details contained within the information will be lost). That is to say, some dimensions of the user’s features are multivalued and so different values (within a specific range) may be needed to represent the different states of the feature. Furthermore, the value of the user feature is often a mean value, which may not reflect the users’ preferences with any degree of granularity. Therefore, in this paper, we use discrete data states to describe the users’ features in the elastic adjustment stage. The flexible states are defined as follows.
Definition 10 (Flexible States). Let $s_{jk}$ be the kth flexible state of the jth weighted perception feature for user $u_i$. The quantity $s_{jk}$ means the kth quantity value of the jth feature that is frequently used by the user.

The flexible state refines the features of user $u_i$ to describe the jth weighted feature’s feature. Furthermore, each flexible state has a boundary value which is given by

\[
 b_j = \frac{\max(h_{-}) - \min(h_{+})}{n_i}, \; h_{-}, h_{+} \in S_{kj},
\]

where $\max(h_{-})$ is the maximum value of $h_{-}$ in $S_{kj}$ for the jth essential service, $\min(h_{+})$ is the minimum value, and $n_i$ is the number of initial states. A similar method can be used to handle the states in each cluster $c_i$.

The method used to derive the flexible states is outlined in Algorithm 1. As can be seen, the flexible state of the jth weighted perception feature is obtained, as well as the lower (upper) bound values, and mean of the flexible state.

In lines 1–4, the initial steps include sorting the elements, calculating boundary values, and generating sets. In lines 5–10, each element of $S_{kj}$ is assigned to their nearest sets and $S_{kj}$ is divided into $n_i$ parts. In line 11, if $|S_{kj}|/|S_{kj}| < \rho_{\min}$, then this set should be divided. Moreover, the elements of $S_{kj}$ should push into the most proximal and nonempty sets. The details of the dividing process are given in lines 11–30. The point to underline here is that the 3-tuple constitutes the flexible state of this feature in line 35. The states set is generated in line 36. Furthermore, the sign of $\bar{h}$ manifests the average value, and the entire value range is

\[
[k - 1] \cdot b_j + \min(h_{-}), k \cdot b_j + \min(h_{-}),
\]

The time-cost of the solution procedure for the flexible state is $\Omega(n_i \cdot n_i)$, where $n_i$ is the number of initial states.

As an example, suppose Joy mostly uses software and infrastructure services hosted in eastern US. Furthermore, these hosted services have memory sizes corresponding to 16, 16, 16, 32, 32, 32, 32, 128, and 128 GiB. Using the Equation (6), the boundary value is 11.2, and the above list data can be assigned to three parts. Therefore, Joy has three flexible states for memory size.

This same procedure can be applied to each classification (cluster).

4.2.2 Flexible probability

Having found the flexible states using the procedure given above, the probability of one flexible state migrating to another can be found.

Definition 11 (Flexible probability). Let $p_{i,j}$ represent the ith flexible probability that flexible state $s_{jk}$ migrates to flexible state $s_{jl}$ in the jth weighted perception feature of user $u_i$ ($0 \leq p_{i,j} \leq 1, \sum_{j=0}^{\infty} p_{i,j} = 1, j \in N$).

The flexible probability describes the transition probability between two flexible states; the greater the probability value, the more likely it is that transition will occur between the flexible states.

Algorithm 2 outlines how the flexible probability is calculated in practice. As can be seen, $P_{i,j}$ is a symmetric matrix and so $p_{i,j} = p_{j,i}$ in lines 9–10. In lines 12–14, the distribution of the other states’ flexible probabilities are derived, so the other states’ probabilities are obtained. The time complexity of Algorithm 2 is $O(n_i \cdot n_i)$.

The above analysis has defined the flexible states and probability. The transition sequence between flexible states has also been addressed. Moreover, the probability of the occurrence of $s_{jk}$ does not affect $s_{jl}$ ($l \neq k$). We therefore propose that the state transition sequence is a Markov chain.

Proposition 3. Suppose there are n discrete random states $s_{jk}$ ($1 \leq k \leq n, n \in N$) and assume that there exists a state transition sequence in a certain period of time ($T$) and that $X_0 = s_{j0}$ represents the value of the kth state sequence $s_{jk}$ at time $P\{X_{k+1} = s_{jk}\}$ be the probability value of $X_{k+1}$ at time $t_{k+1}$ and $\{X_k | k \in N \}$ be a finite number of random processes. Then the sequence $\{X_k | k \in N \}$ is a Markov chain.

Proof. For two arbitrary mutually-independent flexible states $X_k = s_{jk}$ and $X_l = s_{jl}$ ($k \neq l$), we have $P\{X_{k+1} = s_{jl} | X_k = s_{jk}, X_{k-1} = s_{jk}, \ldots, X_0 = s_{j0}\} = P\{X_{k+1} = s_{jl} | X_k = s_{jk}\}$. Then the probability of $X_{k+1} = s_{jl}$ occurring only depends on $X_k = s_{jk}$ and each $X_k = s_{jk}$ that has occurred does not modify the probability of occurrence of the other states, that is, the sequence $\{X_k | k \in N \}$ is a Markov chain. \[ \blacksquare \]

$T$ can be split into a number of time slices. The notation used here is that $t_k$ represents the kth time slice ($1 \leq k \leq t_0$). Just one state occurs in time slice $t_k$. The state transition sequence is a Markov chain with Markov properties. In summary, when vectorizing the users’ features, the user’s numerical features are represented using sequences rather than fixed values. The sequence is able to sufficiently accurately represent the actual situation of the users’ features including fluctuation and change. The main idea of the elastic recommendation process is to provide recommendations using different sequence values on the same dimension and current contextual features, thus, providing recommendations in a shorter period of time. In the elastic recommendation process, the features on each dimension depend on the user’s current state, i.e., each sequence of state transition is a
Algorithm 1. The solution of the flexible state

Input: \( S_{ij}, \ (i,j) \in N \).
Output: \( S'_{ij}, \ S^*_{ij} \)
1: \( S = S_{ij} \);
2: Sorting the elements of \( S \);
3: Calculate \( d_j \) from Equation (6);
4: Generate \( n_s \) sets, and \( S_n \) presents the \( n \)th set;
5: for each \( x \in S \) do
6: \( \text{if} \ (n-1) \cdot b_j + \text{Min}(h_i) \leq x < n \cdot b_j + \text{Min}(h_i) \) then
7: \( \text{Push} \ x \text{in} \ S_{n-1}, \ 1 \leq n \leq n_s \);
8: \( \text{Remove} \ x \text{in} \ S \);
9: \( \text{end if} \)
10: end for
11: for \( 1 \leq n \leq n_s \) and \( |S_{n-1}| < \rho_{\min} \) do
12: \( \text{while} \ S_{n-1} \text{ or } S_n \text{ exits do} \)
13: \( \text{if} \ S_{n-1} \text{ exits and } S_n \text{ not exits then} \)
14: \( S_{n-1} = S_{n-1} \cup S_n, \ S_n = \emptyset; \)
15: \( \text{end if} \)
16: \( \text{if} \ S_{n-1} \text{ not exits and } S_{n+1} \text{ exits then} \)
17: \( S_{n+1} = S_{n+1} \cup S_n, \ S_n = \emptyset; \)
18: \( \text{end if} \)
19: \( \text{if} \ S_{n-1} \text{ exits and } S_{n+1} \text{ exits then} \)
20: \( \text{if} \ x - (n-1) \cdot b_j - \text{Min}(h_i) \geq (n+1) \cdot b_j + \text{Min}(h_i) - x \) then
21: \( \text{Push} \ x \text{in} \ S_{n-1}, \ x \in S_n; \)
22: \( \text{else} \)
23: \( \text{Push} \ x \text{in} \ S_{n+1}, \ x \in S_n; \)
24: \( \text{end if} \)
25: \( S_n = \emptyset; \)
26: \( \text{else} \)
27: \( n = n+1; \)
28: \( \text{end if} \)
29: \( \text{end while} \)
30: end for
31: for \( 1 \leq k \leq n_s \) do
32: \( \text{if} \ S_k \neq \emptyset \text{ then} \)
33: \( \text{Give the lower and upper bound values;} \)
34: \( \text{Calculate} \ \bar{h} = S_k; \)
35: \( k = (k, \bar{h}, [(k-1) \cdot b_j + \text{Min}(h_i), k \cdot b_j + \text{Min}(h_i))]; \)
36: \( \text{Set} \ k \text{ in} \ S^*_j; \)
37: \( \text{Set} \ S_k \text{ in} \ S^*_j; \)
38: \( \text{end if} \)
39: end for
40: \( S = \emptyset \)
Algorithm 2. The solution of the flexible probability

Require: $S_{ij}$
Ensure: $P_{ij}$
1: $k = |S_{ij}|$
2: for $0 \leq l < k$ do
3:   for $0 \leq n < k$ do
4:     if $l == n$ then
5:       $n_l = |S_l| (S_l \in S_{ij})$;
6:     end if
7:     $n_s = |S_{ij}|$;
8:     $p_{ln} = n_l/n_s$;
9:   else
10:     if $p_{ln} == 0$ then
11:       $p_{ln} = p_{in}$;
12:     end if
13:     $n_l = |S_l| (S_l \in S_{ij})$;
14:     $n_b = \sum_{l=0}^{k-1} n_l (S_l \in S_{ij})$;
15:     $p_{ln} = (1 - \sum_{l=0}^{k-1} p_{ln}) n_l/n_b$;
16:     end if
17:     end for
18: end for

Markov chain. Furthermore, the value of the current state is utilized for the recommendation. Similarly, the probability of migration between any two flexible states can be applied to each cluster ($c_i$).

4.3 Initializing the recommendation process

4.3.1 Quantitative mapping relationship

To set the amount of each essential service in the initial recommendation we use the relationship

$$h_j = \begin{cases} -\rho_i \cdot \tilde{h}_i(s_j) + (1 + \rho_i) \cdot \tilde{h}_i(s_j), & \rho_i \leq \bar{\rho}, \\ \tilde{h}_i(s_j), & \rho_i > \bar{\rho}, \end{cases}$$

(7)

where $\rho_i = \frac{\Delta}{\Delta u} \log \frac{\Delta u}{\rho}$ is the number of times $u_i$ provides useful feedback, $\rho_m$ is the maximum of all users, $\bar{\rho}$ is the mean value of all users, $\tilde{h}_i(s_j)$ is the mean value of $u_i$, and $\tilde{h}_i(s_j)$ is the mean value of $c_i$.

For example, suppose the maximum number of users feedback is 100, the mean number of feedback is 60, and Joy’s is 50. Assuming the flexible state value of Joy is 0.6 and Joy’s cluster is 0.4, we use Equation (7) to obtain $h_j=0.46$. Therefore, the amount of current essential service is 0.46 in the initial recommendation.

The mapping relationship in Equation (7) gives a quantitative connection between the users’ flexible states and those of the clusters. The mapping relationship thus provides good utilization of the users’ and clusters’ features.

4.3.2 Composite service generation

To generate a composite service one needs to form a combination of essential services. The generation process is based on the following principles: (i) the user’s budget should be considered, (ii) the greater the weight of a certain feature, the larger the contribution it makes in the recommender.
The service cost has great significance. A cost function $C(\ast)$ is used to measure the cost of a recommendation:

$$C(\ast) = \sum_{k=0}^{m} h_k \cdot s_k^\ast,$$

where $C(\ast)$ is the entire cost of $\ast$, $s_k$ is included in $\ast$, $h_k$ is the amount of $s_k$, and $s_k^\ast$ is the cost of essential service $s_k$.

A group of essential services constitutes a composite service. In this work, the greedy memorial method is used to select a flexible state of a particular feature. $s_i$ includes $s_k$, then $s_k$ should satisfy $w_i \geq \theta$ and the user's budget. Furthermore, each feature has more than one flexible state, and therefore each flexible state can be one of the solutions for the elastic recommender.

For example, suppose Joy prefers TensorFlow 1.8, Python 3.6, CUDA 9.1, PyTorch 1.8.1 in descending order. A combination of these essential services should therefore be recommended to the user. However, the first three items cost precisely the user’s maximum consumption. As these items constitute $c_{s_i}$, it is this composite service that should be recommended to the user.

This completes the discussion of how new recommendations are generated. We now need to show how flexible states can be used to achieve elastic adjustment.

## 5 ELASTIC ADJUSTMENT PROCESS

Elastic adjustment involves two processes: analysis and decision-making.

### 5.1 Analysing process

If service $c_s$ does not meet the user's requirements, the elastic recommender will adjust the flexible states to reconstruct the recommendation given to the user. The RS attempts to adjust the essential services by reducing the attention paid to essential services with low utilization and increasing that paid to essential services that are important to the user.

The preliminary utilization ratio of each essential service is calculated using the expression

$$r_i = \frac{h_i^\ast}{h_i},$$

where $h_i$ comes from the $i$th essential service of $c_s$, and $h_i^\ast$ is the amount of the $i$th essential service in the preliminary demand, given by

$$h_i^\ast = \sum_{j \in \omega_j} \frac{\cos(c_s)(c_j)}{\sum_{j \in \omega_j} \cos(c_s)(c_j)},$$

where $\cos(c_s)(c_j)$ is the cosine similarity between $c_s$ and $c_j$. $L_\omega$ is a list of services that the user has clicked ($L_\omega \in L$, where $L$ is the recommendation list).

If $r_i = 0$, then the $i$th essential service is not used, so $S_{r=0} = \{s_i| r_i = 0\}$ is the set of all such services. If $0 < r_i \leq 1$, then the greater the value of $r_i$, the greater the amount of the $i$th essential service in the composite service. The set $S_{r<1} = \{s_i| r_i \leq \alpha\}$ is the set of services with utilization ratios less than $\alpha$.

However, if $r_i \geq 1$, the amount of $i$th cloud service available in the composite service is insufficient. If $h_i = 0$ then the recommendation does not contain the $i$th essential service but it is necessary. The set $S_{r=\alpha} = \{s_i| r_i = \alpha\}$ represents the set of all such services. Meanwhile, the set $S_{r>\alpha} = \{s_i| h_p > 0\}$ is the set of services in which $s_i$ is deficient.

For example, suppose we have recommended a service list to Joy in which the first two services in the recommended list, TensorFlow 1.8 and Python 3.6, are essential services. (Recall that the services at the top of the recommendation list have higher relevance for the user concerned.) Further suppose that the second half of the services on the recommendation list include PyTorch 1.8.1 and Python 3.8, and that PyTorch 1.8.1 is an essential service that Joy has clicked on. Then, the RS should recommend both PyTorch 1.8.1 and Python 3.8 to Joy. Therefore, the elastic adjustment process should add the service PyTorch 1.8.1 to the top of the recommendation list.

The following subsection is used to decide which essential services need to be adjusted.
5.2 Decision-making process

The decision-making process also has two processes. The preliminary decision process chooses the flexible states based on the preliminary utilization of the essential services:

\[
N(d_i) = \begin{cases} 
(1 - \beta)p_{kj} - \beta d_i, & d_i < 0, \\
(1 - \beta)p_{kj} + \beta d_i, & d_i > 0.
\end{cases}
\]  

(11)

where \( N(d_i) \) is also a serial number, \( d_i = 1 - r_i, nd_i, nd \) is the number of decreasing flexible states, \( ne_i \) is the number of increasing flexible states, \( p_{kj} \) is the probability of the flexible state changing from \( k \) to \( j \) and the value of \( p_{kj} \) in \( \mathcal{P}_{kj} \).

Essential services that have low preliminary utilization levels (or have never been used at all) should be reduced and vice versa.

The above process gives a preliminarily set of flexible states that could be alternated between. The next step is to decide which initial elastic states should be increased and which should be decreased. The formal process for deciding which flexible states to choose is expressed in the form of a minimization problem:

The above process gives flexible states that could be alternated preliminarily. Which initial elastic decision states can be increased or decreased? Therefore, the final decision process of choosing the flexible state is formalized as a minimization problem in Equation (12).

\[
\min \left\{ \max \left[ \sum_{\mathcal{q}} C(s_{jk} \rightarrow s_{j1}) + \sum_{\mathcal{q}} C(s_{jk} \rightarrow s_{j1}), \sum_{\mathcal{q}} C(s_{jk} \rightarrow s_{j1}) \right] - \left[ \sum_{\mathcal{q}} C(s_{jk} \rightarrow s_{j1}) + \sum_{\mathcal{q}} C(s_{jk} \rightarrow s_{j1}) \right] \right\},
\]

(12)

s.t. \( C(s_{ki}) \leq C_B, \ U(s_{ki}) > U(s_{ki+1}) \).

In Equation (12), \( C(s_{jk} \rightarrow s_{j1}) = C(s_{jk}) - C(s_{j1}) \), so that \( C(s_{jk} \rightarrow s_{j1}) \) represents the cost change on moving from one flexible state, \( s_{jk} \), to another, \( s_{j1} \). The flexible state \( s_{jk} \) is transformed to \( s_{j1} \) using Equation (11). Equation (12) minimizes the difference between the maximum cost of transforming the low-level flexible states and the increased cost of the new flexible states. The second part contains the constraints on the minimization problem.

The symbol \( C_B \) in Equation (12) represents the user’s budget. The discriminant function \( U(c_{si}) \) evaluates the mean waste rate in the composite service or elastic recommender strategy:

\[
U(c_{si}) = \frac{\sum_{j=1}^{w} |r_i - 1|}{w}.
\]

(13)

\( U(c_{si}) \) is used to calculate each elastic recommender strategy of \( \mathcal{c}_{si} \).

As already stated, the decision-making process is transformed into a minimization problem. Algorithm 3 presents the terminal decision algorithm determining which flexible states should transform. It is based on the application of the memorial greedy algorithm to select the cloud services that are in urgent need of improvement. In lines 3–10, the total of services can release. In lines 11–18, the total of cloud services should improve. Lines 19–29 guarantee that at least one flexible state can make a transition. The priority of the services should be considered, and so, in line 30, the services are sorted according to the user’s service requirements. Line 32 presents the constraint conditions. In lines 31–40, the kth elastic recommendation is generated. As \( w \) is a constant less than \( m \), the time complexity of Algorithm 3 is \( \mathcal{O}(w^3) \).

Figure 3 shows an example illustrating how migration occurs between flexible states. As can be seen, the jth feature has three flexible states: \( s_{j1}, s_{j2}, \) and \( s_{j3} \). In Figure 3A, the blue circle indicates that \( s_{j1} \) makes up the composite service. In Figure 3B, the blue broken circle around \( s_{j1} \) indicates that it has a low selection rate. Therefore, \( s_{j1} \) should be adjusted. There are two alternative flexible states as indicated by the red dotted arrows. Equation (11) is therefore used to select an alternate primary flexible state. A solid red arrow is used to point to a flexible state that can be migrated to (Figure 3C). The above steps choose the flexible states that can migrate.

A decision-making process will also be undertaken to determine which flexible states of the different essential services to determine. In Figure 3D, assuming that the flexible state of the jth essential service can migrate, the continuous blue circle moves to represent the migration of the flexible state from the first state to the second. It is worth reiterating at this point that the migration process outlined above is based on the fine-grained states of each essential service.

5.3 Elastic recommendations

Based on the above statements, this subsection puts forward an important theorem related to the elastic recommendation process.

The elastic recommendation \( \mathcal{c}_{si} \) contains five elements. Therefore, it is not just the result of one recommendation and can generate recommendations dynamically. The composite service \( cs_i \) is an initial recommendation. The preliminary utilization of each essential service can be calculated.
Algorithm 3. The elastic adjustment process

Require: $c_i, \mathcal{C}(\ast), r_j(1 \leq j \leq w)$.
Ensure: $\mathcal{F}_{k+1}$.

1: $d_t = 0, d_e = 0, R_d = \{ \}, R_e = \{ \}$;
2: $t_s = 0, t_c = 0$;
3: for $s_l \in S_{\text{inc}}$ do
4: \hspace{1em} $d_t = d_t + C(s_{jk} \rightarrow s_{jl})$;
5: \hspace{1em} $R_d.append([j][1 \cdot w_j])$;
6: end for
7: for $s_l \in S_{\text{inc}}$ do
8: \hspace{1em} $d_t = d_t + C(s_{jk} \rightarrow s_{jl})$;
9: \hspace{1em} $R_e.append([j][(1-r_j) \cdot w_j])$;
10: end for
11: for $s_l \in S_{\text{dec}}$ do
12: \hspace{1em} $d_e = d_e + C(s_{jk} \rightarrow s_{jl})$;
13: \hspace{1em} $R_e.append([j][(r_j-1) \cdot w_j])$;
14: end for
15: for $s_l \in S_{\text{dec}}$ do
16: \hspace{1em} $d_e = d_e + C(s_{jk} \rightarrow s_{jl})$;
17: \hspace{1em} $R_d.append([j][1 \cdot w_j])$;
18: end for
19: while $d_e = 0$ or $d_e < \min(R_e[[1]])$ do
20: \hspace{1em} for $1 \leq j \leq w$ do
21: \hspace{2em} if $r_j < (\alpha + \Delta \alpha)$ then
22: \hspace{3em} $d_t = d_t + C(s_{jk} \rightarrow s_{jl})$;
23: \hspace{3em} $R_d.append([j][(1-r_j) \cdot w_j])$;
24: \hspace{2em} end if
25: \hspace{2em} if $d_t == d_t + \Delta d_t$ then
26: \hspace{3em} break;
27: \hspace{2em} end if
28: end for
29: end while
30: $R_d = \text{sort} \cdot R_d([1],1), R_e = \text{sort} \cdot R_e([1],1)$;
31: for $t \in R_e$ do
32: \hspace{1em} if $t[1] \leq d_t - t_s$ and $t_c + C(s_{jk} \rightarrow s_{jl}) < C_b$ and $U(k) > U(k + 1)$ then
33: \hspace{2em} $t_e = t_e + t[1]$;
34: \hspace{2em} $t_c = t_c + C(s_{jk} \rightarrow s_{jl})$;
35: \hspace{2em} $\text{FnMU}(U(0))$;
36: \hspace{2em} Push $s_l$ in $\mathcal{F}_{k+1}$;
37: else
38: \hspace{2em} break;
39: end if
40: end for
using Equation (9). In Equation (11), the preliminary decision process is utilized to choose flexible states. Algorithm 3 is a lightweight decision-making algorithm for the migration of the flexible states. The following discusses some of the fundamental properties of the elastic recommendations.

The discriminant function is used to calculate the waste rate of the recommender strategy in $k$, Lemma 1 gives the relationship between the waste rates in adjacent recommender strategies.

Lemma 1. $\mathcal{F}_k$ is rebuilt by $\mathcal{F}$, at the $k$th time slice based on $c_0$ (1 $\leq$ $k$ $\leq$ $|T|/t$) and the discriminant function $U(\mathcal{F}_k)$ is aperiodic.

Proof. When the initial service $c_0$ is generated, and if $t_1 = a(1 \leq i \leq m)$ corresponds to low usage or inadequate service, then $\mathcal{F}_1$ generates $\mathcal{F}_1$ at $t_1$ provided $U(c_0) > U(\mathcal{F}_1)$. $\mathcal{F}_k$ is generated and $U(\mathcal{F}_k) > U(\mathcal{F}_k)$. If $k < s$, then $U(\mathcal{F}_k) > U(\mathcal{F}_k)$ and each $U(\mathcal{F}_k)$ is different, hence, $U(\mathcal{F}_k)$ is aperiodic. Accordingly, the conclusion holds.

Lemma 1 declares that each $U(c_0)$ is different and $U(c_0) > U(\mathcal{F}_k)$. For each $c_0$ and elastic recommendation $\mathcal{F}_k$, $U(\cdot)$ is a decreasing function. Provided that $k < s$, then $U(\mathcal{F}_k) > U(\mathcal{F}_k)$ and $U(c_0) > U(\mathcal{F}_k)$, if $\mathcal{F}_k$ has occurred, then $\mathcal{F}_k$ must have at least one flexible state that has transitioned.

Theorem 1. Suppose $\mathcal{F}_k$ has occurred ($k \geq 1$), then $U(\mathcal{F}_k)$ must have the lower bound.

Proof. Suppose the user has a fixed budget $C_b$. The strategy $\mathcal{F}_k$ transforms $c_0$ and has the properties given in Lemma 1. Supposing $k \rightarrow +\infty$, $C_b \rightarrow +\infty$ and $U(c_0) = a (0 \leq a \leq 1)$. Then, $U(\mathcal{F}_k) > a - \triangle a$ and $U(\mathcal{F}_k) = a - k \cdot \triangle a (0 \leq a - k \cdot \triangle a < 1)$. If $0 \leq a - k \cdot \triangle a$ and $\lim_{k \rightarrow \infty} \triangle a = 0$, then $\triangle a = 0$. Hence, the assumption is incorrect. Furthermore, if $T_i$ is finite and decreases monotonically, then there is a finite minimum value of $U(\mathcal{F}_k)$.

Theorem 1 expounds that $U(\mathcal{F}_k)$ has a lower bound. Meanwhile, it declares that the number of elastic strategies is bounded. The above two sections introduce the details of the ideas and methods used to carry out the ERP. Note that, the elastic RS generates a new $\mathcal{F}_k$ for the user. Thereafter, $\mathcal{F}_k$ can use its five elements to generate a new recommender strategy without restarting the RS. Thus, the principal purpose of the ERP is to improve the scalability of the recommendation system.

6 PERFORMANCE EVALUATIONS

6.1 Experimental details

Dataset: The proposed method was evaluated by performing experiments using the “ml-latest-small” dataset which is an extensive real-world dataset produced by MovieLens since October 2016. This dataset contains information relating to 610 users, 9742 movies, and 100,836 user ratings. Each user has rated at least 20 movies, with ratings ranging from 1 to 5. A method of cross-validation was used to subdivide the dataset into ten mutually-disjoint portions. Of these, eight portions were selected to use as the training set; the other two formed the test set.

Comparative methods: Our proposed ERP method is compared to six baseline algorithms to investigate its performance:

- The random strategy (TRS)—one of the most straightforward and rapid recommendation strategies. A new recommendation is randomly selected from the existing services.
• The most-highly rated strategy (TMRS)—identifies representative users and items based on a matrix factorization method to complete recommendations. It achieves a good balance between coverage and diversity.  

• Personalized cloud service recommendation (P-CSREC)—uses a similarity measure based on multiple meta-paths and FP-growth association rules for personalized service recommendations.  

• Fast recommendation with M-distance (FRMD)—a fast recommendation method based on the M-distance between the average ratings of two items.  

• Diversity balancing for two-stage collaborative filtering (DBTS)—uses a two-stage optimization strategy that uses social relationships with CF to balance accuracy and diversity.  

• Knowledge graph recommendation method (KG2Rec)—uses knowledge graphs to obtain vectors for the users and locally sensitive hashing techniques to rapidly calculate the similarity between them.

The TRS, TMRS, and FRMD approaches provide fast recommendations. P-CSREC is a cluster-based method and DBTS features improved recommendation diversity. TMRS, P-CSREC, and DBTS are CF-based methods. KG2Rec integrates machine learning and also reduces the recommendation time.

Parameter setting: In the experimental dataset, there are 19 different gene categories (e.g., action, adventure, animation). The number of essential services equals the number of gene categories, so $m = 19$.

Suppose the initial utilization rate of an essential service exceeds $\alpha$. In this case, this essential service can satisfy the user’s demands and so it does not need to be adjusted. Therefore, if the value of $\alpha$ is set too high, there will be very few adjustments made. However, if $\alpha$ is low, there will be too many potential solutions generated. Hence, a compromise is made and $\alpha = 0.75$ is chosen.

The elastic adjustment process mainly relies on the user’s historical experience. Overall, the historical data accounts for 60% of the recommendation process (so the current contextual information accounts for 40%). By choosing $\beta = 0.6$, we can make sure the proportion is 40% for the history action.

The weights of the essential services of the users are calculated during the initial recommendation process. A small weight means that the user’s use of that service is negligible. Hence, essential services with weights less than $\theta = 0.2$ are not selected.

The user rating is divided into five categories. The initial number of resilient states is taken to be twice the number of rating categories, so $n_r = 10$, including the above categories and initial refinement. When classifying all the data, the initialization process ensures that each class contains at least 10% of the data (i.e., $\rho_{\text{min}} = 0.1$), ensuring that there are ten classes at most.

Implementation: Python software was used to implement our proposed scheme. More specifically, the IntelliJ IDEA Community Edition v2018.1.1 x64 and Python v3.6.5 packages are used. A computer equipped with two Intel Xeon-X5760s central processing units (2.93 GHz) and 64 GB of memory was employed. The operating system used on the computer was Windows 2008R2 Server Enterprise 64.

6.2 Experiments

Three experimental aspects are used to compare and evaluate our proposed approach: prediction accuracy, average recommendation time, and recommendation diversity.

6.2.1 Prediction accuracy

The accuracy of the predictions can be assessed using two quantitative measures: the mean absolute error (MAE) and root mean square error (RMSE):  

$$\text{MAE} = \frac{\sum_{i \in N} |c_i - \hat{c}_i|}{|N|}.$$  \hspace{1cm} (14)  

$$\text{RMSE} = \sqrt{\frac{\sum_{i \in N} (c_i - \hat{c}_i)^2}{|N|}}.$$  \hspace{1cm} (15)  

where $c_i$ corresponds to the cloud user’s real value and $\hat{c}_i$ to the predicted value. Clearly, lower MAE and RMSE values imply a better (more accurate) recommendation.
The results of the comparison experiments, from the point of view of accuracy, are given in Figure 4A,B. In these diagrams, the results are presented along the abscissae according to the way the dataset is partitioned (for instance, the results labeled “first” correspond to the first way the data was partitioned).

Note that the ERP results are presented in two forms labeled ERP(N) and ERP(Y). The former results (blue dotted lines) correspond to those obtained when the elastic adjustment process is not used; the latter (purple dash–dot lines) to when it is. This separation makes it clear that using the elastic adjustment process can significantly improve the accuracy of the recommender. Furthermore, the ERP(Y) MAE and RMSE values are lower than those achieved using the other algorithms (by 20%).

According to the MAE and RMSE results, our model has improved accuracy compared to the other methods. There are four reasons for this: (i) the trustful perception set filters out untrustworthy data; (ii) the perception acceleration process allocates more weight to more recent data; (iii) by using clusters, users in the same cluster enhance the generation of good recommendations; (iv) the ERP employs flexible states that can provide more recommendations in a short period of time.

6.2.2 Time costs

Time cost is used to measure the efficiency and scalability of the recommendation process. The lower the time cost, the more efficient the recommendation process and the better its scalability.

The time taken to load all the data into memory and complete the last recommendation was statistically analyzed. The mean recommendation time $t^e_r$ is calculated using

$$t^e_r = \frac{T_a}{N}, \quad (16)$$

where $T_a$ is the time cost of the recommendation process and $N$ is the number of recommendations.

Table 1 presents the mean recommender time costs derived using the experimental times recorded for the seven algorithms (values in milliseconds). In Table 1, the first column labeled ERP(N) effectively gives the average time to generate the initial recommendation and the second column labeled ERP(Y) gives the average time when elastic recommendations are made. Considering just the first row of data, it is clear that the time taken to generate an initial elastic recommendation, 562.5 ms, is much longer than the time cost of each elastic recommendation, 2.226 ms. Besides this, the average recommendation time is the recommendation cycle time of each algorithm.

Table 1 indicates that the recommendation time of the elastic recommender algorithm is shorter than those of the other algorithms. Therefore, when the services provided to a user do not satisfy their requirements, the elastic recommendation process has enough time to generate a new recommendation. If the ERP does not meet the user’s requirements, then it can generate a new strategy $\mathcal{S}_i$ in a short period of time. Our statistical analysis reveals that the time cost for the elastic recommendation obtained using our ERP algorithm is less than a traditional recommendation cycle. Hence, the elastic recommender is a feasible basis for a practical RS.

In summary, our statistical results reveal that the time cost for the ERP is less than the recommender cycles of foregoing processes. The flexible states employed permit recommendations to be generated quickly. The ERP generates different recommender strategies during a short recommender cycle in order to improve the performance of the recommender.
| Algorithm (millisecond) | Cross | ERP(N) | ERP(Y) | P-CSREC | FRMD | TRS | TMRS | DBTS | KG2Rec |
|-------------------------|-------|--------|--------|---------|------|-----|------|------|--------|
| First                   | 562.5 | 1.126  | 619.5  | 727.1   | 1.4  | 6.658| 930.1| 305.9|        |
| Second                  | 559.0 | 0.98   | 480.7  | 727.6   | 1.423| 6.639| 935.9| 318.5|        |
| Third                   | 555.7 | 1.049  | 453.9  | 727.9   | 1.44 | 5.976| 945.9| 314.9|        |
| Fourth                  | 567.0 | 0.943  | 438.1  | 721.1   | 1.432| 5.003| 950.2| 331.1|        |
| Fifth                   | 561.4 | 0.973  | 547.6  | 718.8   | 1.422| 5.000| 933.5| 311.8|        |
| Sixth                   | 567.9 | 0.995  | 582.3  | 723.0   | 1.431| 5.164| 936.0| 311.4|        |
| Seventh                 | 566.2 | 0.982  | 498.2  | 724.4   | 1.483| 4.887| 933.2| 316.2|        |
| Eighth                  | 563.8 | 0.995  | 583.1  | 716.4   | 1.448| 4.959| 928.6| 316.9|        |
| Ninth                   | 569.5 | 1.052  | 556.6  | 714.9   | 1.421| 4.948| 917.6| 310.2|        |

6.2.3 Diversity

Experiments were performed to measure the diversity of the essential services recommended. The diversity of a recommendation is measured using the formula

\[ D_i = \frac{|s^i|}{|s|}, \]  

where \( s \) is the set of essential services and \( s^i \) is the number of essential services in the \( i \)th elastic recommendation. The larger the value of \( D_i \), the greater the diversity of the recommendation.

Figure 5A shows the average diversity values calculated for the different recommender algorithms. It is clear that the highest diversity rates (blue and purple columns) are produced using our ERP algorithm. Moreover, regardless of whether the ERP uses the elastic adjustment process or not, the ERP produces results with much higher degrees of diversity than the other algorithms.

It is important to determine if this improved diversity performance comes at a price. Hence, the cost of each recommendation is compared with its diversity value to determine a measure of the average cost per unit diversity, \( C_d \):

\[ C_d = \frac{1}{|L|} \sum_{c_s \in L} C(c_s) \cdot D_i^{-1}, \]  

(A) Average diversity values.  
(B) Average cost per unit diversity for the different algorithms.

FIGURE 5 The average of diversity and average cost of diversity
where \( L \) is the recommendation list. Clearly, the lower the value of \( C_d \), the better the efficiency of the RS.

Figure 5B shows the average \( C_d \) values calculated for the different algorithms. As can be seen, ERP(Y) and ERP(N) produce the lowest values among the various methods. This result is a bit counterintuitive. On the one hand, the elastic recommender process can shut down or reduce the magnitude of essential services, making them unused or underutilized. On the other hand, the use of flexible states gives a much more accurate description of the nature of the cloud users. Moreover, ERP chooses services for a purpose, and so it has a lower \( C_d \) value than the other algorithms.

In general, these results indicate that ERP has a higher accuracy but a lower cost of diversity than the other algorithms. Therefore, the elastic recommender is feasible. To sum up, the elastic recommender process is a solution of elasticity recommendation for service recommendation.

7 CONCLUSIONS

This paper proposes an elastic service recommender process, called ERP, that is capable of making accurate service recommendations with improved scalability. The ERP can construct many recommender strategies in a short period of time in order to improve scalability and generate recommendations in real-time. As a result, there is less inertia in the feature update process.

The elastic recommendations generated are more dynamic and diverse than more conventional approaches which simply generate static recommendation lists when they update their features. Fine-grained features are incorporated into the elastic recommendation reconstruction process. This allows the recommender to offer a broader range of strategies which ensures that the ERP can obtain the best tradeoff between accuracy and diversity. The experimental results show that the ERP reconstructs the recommendation process which makes it much faster (by three orders of magnitude) than baseline algorithms of similar accuracy. Moreover, the average diversity is improved by almost 50%, that is, there is much less inertia in the recommendation process. Finally, the ERP method is much more accurate than the next most accurate baseline algorithm (MAE and RMSE values improved by 18% and 10%, respectively).

The test data used in this study comes from the MovieLens database. This may, of course, not accurately reflect the actual cloud usage data of specific groups of users or customers. To broaden the range of applicability of the new ERP approach, further work is required to establish additional service platforms and collect more data for analysis. Moreover, reinforcement learning can be utilized to obtain relationships between flexible states. The "cold start" problem inherent in the elastic recommender process can then be addressed.
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