Localization of space-inhomogeneous three-state quantum walks
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Abstract
Mathematical analysis on the existence of eigenvalues is essential because it is deeply related to localization, which is an exceptionally crucial property of quantum walks (QWs). We construct the method for the eigenvalue problem via the transfer matrix for space-inhomogeneous three-state QWs in one dimension with a self-loop, which is an extension of the technique in a previous study (Kiumi and Saito 2021 Quantum Inf. Process. 20 171). This method reveals the necessary and sufficient condition for the eigenvalue problem of a two-phase three-state QW with one defect whose time evolution varies in the negative part, positive part, and at the origin.
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1. Introduction

The research on quantum walks (QWs) began in the early 2000s [1, 2], and QWs play important roles in various fields, and a variety of QW models have been analyzed theoretically and numerically. This paper focuses on the mathematical analysis of discrete-time three-state QWs on the integer lattice, studied intensively by [3–9]. Three-state QWs have an interesting property called localization, where the probability of finding the particle around the initial position remains positive in the long-time limit. Localization on multi-state (three or more states) QWs is actively researched by previous studies [10–16]. In the research of multi-state QWs, the Grover walk, whose time evolution is defined by the Grover matrix as a coin matrix, often plays an essential role. The name comes from Grover’s search algorithm [17]. Two-phase two-state QWs with one defect whose time evolution varies in the negative part, positive part, and at the origin are also investigated intensively [18–28]. This model contains one-defect QWs where the walker at the origin behaves differently and two-phase QWs where the walker behaves differently in each negative and non-negative part. Localization on one-defect Grover
walk is applied for quantum search algorithms [29–31], which are expected to generalize Grover’s algorithm and speed up the search algorithms on general graphs. Also, localization on two-phase QW is related to the research of topological insulators [23, 32].

The QW model exhibits localization if and only if there exists an eigenvalue of the time evolution operator, and the amount of localization is deeply related to its corresponding eigenvector and the initial state of the model [33]. Solving the eigenvalue problem via the transfer matrix was constructed for two-phase two-state QWs with one defect in [28] and for more general space-inhomogeneous QWs in [34]. It shows that the transfer matrices can be applied to models that cannot be handled by the Fourier transform method [10, 35], which is a typical method for analyzing QWs. The transfer matrix is also used in [36–38]. In this paper, we extend the transfer matrix method to three-state QWs with a self-loop. Furthermore, we apply the techniques to two-phase three-state QWs with one defect defined by the generalized Grover matrix.

The rest of this paper is organized as follows. In section 2, we define our three-state QWs with a self-loop on the integer lattice. Then, we give the transfer matrix in a general way and construct methods for the eigenvalue problem. Theorem 2.3 is the main theorem, which gives a necessary and sufficient condition for the eigenvalue problem. Section 3 focuses on the concrete calculation of eigenvalues on one-defect and two-phase three-state QWs with generalized Grover coin matrices. We also show some figures indicating eigenvalues of the time evolution operators and their corresponding probability distributions in this section.

2. Definitions and method

2.1. Three-state QWs on the integer lattice

Firstly, we introduce three-state QWs with a self-loop on the integer lattice \( \mathbb{Z} \). Let \( \mathcal{H} \) be a Hilbert space defined by

\[
\mathcal{H} = \ell^2(\mathbb{Z}; \mathbb{C}^3) = \left\{ \Psi : \mathbb{Z} \to \mathbb{C}^3 \mid \sum_{x \in \mathbb{Z}} \|\Psi(x)\|_2^2 < \infty \right\}.
\]

Here, \( \mathbb{C} \) denotes the set of complex numbers. We write three-state quantum state \( \Psi : \mathbb{Z} \to \mathbb{C}^3 \) as below:

\[
\Psi(x) = \begin{bmatrix} \Psi_1(x) \\ \Psi_2(x) \\ \Psi_3(x) \end{bmatrix}.
\]

Let \( \{C_x\}_{x \in \mathbb{Z}} \) be a sequence of \( 3 \times 3 \) unitary matrices, which is written as below:

\[
C_x = e^{i\Delta_x} \begin{bmatrix} a_{1}^{(1,1)} & a_{1}^{(1,2)} & a_{1}^{(1,3)} \\ a_{2}^{(2,1)} & a_{2}^{(2,2)} & a_{2}^{(2,3)} \\ a_{3}^{(3,1)} & a_{3}^{(3,2)} & a_{3}^{(3,3)} \end{bmatrix},
\]

where \( \Delta_x \in [0, 2\pi) \), \( a_{i}^{(j,k)} \in \mathbb{C}, (1 \leq j, k \leq 3) \) and \( |a_{i}^{(2,2)}| \neq 1 \). Here we define \( C_x \) with additional phases \( \Delta_x \) for the simplification of the discussion in subsection 2.2. Then the coin operator \( C \) on \( \mathcal{H} \) is given as

\[
(C\Psi) = C_x \Psi(x).
\]

2
The shift operator $S$ is also an operator on $\mathcal{H}$, which shifts $\Psi_1(x)$ and $\Psi_3(x)$ to $\Psi_1(x - 1)$ and $\Psi_3(x + 1)$, respectively, and does not move $\Psi_2(x)$.

\[
(S\Psi)(x) = \begin{bmatrix}
\Psi_1(x + 1) \\
\Psi_2(x) \\
\Psi_3(x - 1)
\end{bmatrix}.
\]

Then the time evolution operator is given as

\[
U = SC.
\]

We treat the model whose coin matrices satisfy

\[
C_x = \begin{cases}
C_{\infty}, & x \in [x_+, \infty), \\
C_{-\infty}, & x \in (-\infty, x_-],
\end{cases}
\]

where $x_+ > 0, x_- < 0$. For the initial state $\Psi_0 \in \mathcal{H}$ ($\|\Psi_0\|_H^2 = 1$), the finding probability of a walker in position $x$ at time $t \in \mathbb{Z}_{\geq 0}$ is defined by

\[
\mu_t(\Psi_0)(x) = \| (U^t\Psi_0)(x) \|_C^2,
\]

where $\mathbb{Z}_{\geq 0}$ is the set of non-negative integers. The major difference between the three- and two-state QWs is the self-loop of the shift operator. Thus, when the walker starts at the origin, unlike in the two-state case, the probability at the origin does not necessarily become zero at odd times. We say that the QW exhibits localization if and only if there exists a position $x_0 \in \mathbb{Z}$ and an initial state $\Psi_0 \in \mathcal{H}$ satisfying $\limsup_{t \to \infty} \mu_t(\Psi_0)(x_0) > 0$. It is known that the QW exhibits localization if and only if there exists an eigenvalue of $U$ [33], that is, there exists $\lambda \in [0, 2\pi)$ and $\Psi \in \mathcal{H} \setminus \{0\}$ such that

\[
U\Psi = e^{i\lambda}\Psi.
\]

Let $\sigma_p(U)$ denotes the set of eigenvalues of $U$, henceforward.

### 2.2. Eigenvalue problem and transfer matrix

The method to solve the eigenvalue problem of space-inhomogeneous two-state QWs with the transfer matrix was introduced in [28, 34]. This subsection shows that the transfer matrix method can also be applied to three-state QWs with a self-loop. Firstly, $U\Psi = e^{i\lambda}\Psi$ is equivalent that $\Psi \in \mathcal{H}$ satisfies followings for all $x \in \mathbb{Z}$:

\[
e^{i(\lambda - \Delta_x)}\Psi_1(x - 1) = \sum_{i=1}^{3} a_x^{(1, i)} \Psi_i(x), \quad e^{i(\lambda - \Delta_x)}\Psi_3(x + 1) = \sum_{i=1}^{3} a_x^{(3, i)} \Psi_i(x),
\]

and

\[
e^{i(\lambda - \Delta_x)}\Psi_2(x) = \sum_{i=1}^{3} a_x^{(2, i)} \Psi_i(x) \iff \Psi_2(x) = \frac{a_x^{(2, 1)} \Psi_1(x) + a_x^{(2, 3)} \Psi_3(x)}{e^{i(\lambda - \Delta_x)} - a_x^{(2, 2)}}.
\]

where $\iff$ denotes ‘if and only if’. We can eliminate $\Psi_2(x)$ from the above system of equations and convert it to the following equivalent system of equations:
\[ e^{i(\lambda - \Delta_x)} \Psi_1(x - 1) = A_x(\lambda) \Psi_1(x) + B_x(\lambda) \Psi_3(x), \]  
(1)

\[ e^{i(\lambda - \Delta_x)} \Psi_3(x + 1) = C_x(\lambda) \Psi_1(x) + D_x(\lambda) \Psi_3(x), \]  
(2)

\[ \Psi_2(x) = E_x(\lambda) \Psi_1(x) + F_x(\lambda) \Psi_3(x). \]  
(3)

Here,

\[ A_x(\lambda) = a_x^{(1,1)} + \frac{a_x^{(1,2)} a_x^{(2,1)}}{e^{i(\lambda - \Delta_x)} - a_x^{(2,2)}}, \]

\[ B_x(\lambda) = a_x^{(1,3)} + \frac{a_x^{(1,2)} a_x^{(2,3)}}{e^{i(\lambda - \Delta_x)} - a_x^{(2,2)}}, \]

\[ C_x(\lambda) = a_x^{(3,1)} + \frac{a_x^{(3,2)} a_x^{(2,1)}}{e^{i(\lambda - \Delta_x)} - a_x^{(2,2)}}, \]

\[ D_x(\lambda) = a_x^{(3,3)} + \frac{a_x^{(3,2)} a_x^{(2,3)}}{e^{i(\lambda - \Delta_x)} - a_x^{(2,2)}}, \]

\[ E_x(\lambda) = \frac{a_x^{(2,1)}}{e^{i(\lambda - \Delta_x)} - a_x^{(2,2)}}, \]

\[ F_x(\lambda) = \frac{a_x^{(2,3)}}{e^{i(\lambda - \Delta_x)} - a_x^{(2,2)}}. \]

Note that \( \Psi : \mathbb{Z} \to \mathbb{C}^3 \), where \( \Psi \) does not necessarily satisfy \( \| \sum_{x \in \mathbb{Z}} \Psi(x) \|^2 < \infty \) but satisfies (1), (2) and (3) is a generalized eigenvector of \( U \), which is the stationary measure of QWs studied in \([5, 7, 36, 37]\). Also, localization was investigated in \([25, 26]\) for two-state models by directly solving recurrence equations (1) and (2). Here, we define transfer matrices \( T_x(\lambda) \) by

\[ T_x(\lambda) = \frac{1}{A_x(\lambda)} \begin{bmatrix} e^{i(\lambda - \Delta_x)} & -B_x(\lambda) \\ C_x(\lambda) & -e^{-i(\lambda - \Delta_x)}(B_x(\lambda)C_x(\lambda) - A_x(\lambda)D_x(\lambda)) \end{bmatrix}, \]

then equations (1) and (2) can be written as

\[ \begin{bmatrix} \Psi_1(x) \\ \Psi_3(x + 1) \end{bmatrix} = T_x(\lambda) \begin{bmatrix} \Psi_1(x - 1) \\ \Psi_3(x) \end{bmatrix}. \]

Note that, when \( A_x(\lambda) = 0 \), we cannot construct a transfer matrix. Therefore, we have to treat the case \( A_x(\lambda) = 0 \) separately. For simplification, we write \( T_x(\lambda) \) as \( T_x \) henceforward. Let \( \lambda \in [0, 2\pi] \) satisfying \( A_x(\lambda) \neq 0 \) for all \( x \in \mathbb{Z} \) and \( \varphi \in \mathbb{C}^2 \), we define \( \tilde{\Psi} : \mathbb{Z} \to \mathbb{C}^2 \) as follows:

\[ \tilde{\Psi}(x) = \begin{cases} 
T_{x-1} T_{x-2} \ldots T_0 \varphi, & x > 0, \\
\varphi, & x = 0, \\
T_x^{-1} T_{x-1}^{-1} \ldots T_{-2}^{-1} T_{-1}^{-1} \varphi, & x < 0.
\end{cases} \]

\[ \tilde{\Psi}(x) = \begin{cases} 
T_x^{x+} T_+ \varphi, & x_+ \leqslant x, \\
T_x \ldots T_0 \varphi, & 0 < x < x_+, \\
\varphi, & x = 0, \\
T_x^{-1} \ldots T_{-1}^{-1} \varphi, & x_- < x < 0, \\
T_x^{-x-} T_- \varphi, & x \leqslant x_-.
\end{cases} \]  
(4)
where $T_+ = T_{x+1} \cdots T_0$, $T_- = T_{x-1}^{-1} \cdots T_{-1}^{-1}$ and $T_{\pm\infty} = T_{x\pm}$. Let $V_\lambda$ be a set of generalized eigenvectors and $W_\lambda$ be a set of reduced vectors $\hat{\Psi}$ defined by (4):

\[ V_\lambda = \{ \Psi : \mathbb{Z} \to \mathbb{C}^3 \mid \Psi \text{ satisfies (1), (2), (3)} \}, \]

\[ W_\lambda = \{ \hat{\Psi} : \mathbb{Z} \to \mathbb{C}^2 \mid \hat{\Psi}(x) \text{ is given by (4), } \varphi \in \mathbb{C}^2 \}, \]

for $\lambda \in [0, 2\pi)$ satisfying $A_\lambda(x) \neq 0$ for all $x \in \mathbb{Z}$. We define bijective map $\iota : V_\lambda \to W_\lambda$ by

\[ (\iota \Psi)(x) = \begin{bmatrix} \Psi_1(x - 1) \\ \Psi_3(x) \end{bmatrix}. \]

Here, the inverse of $\iota$ is given as

\[ (\iota^{-1} \hat{\Psi})(x) = \begin{bmatrix} \hat{\Psi}_1(x + 1) \\ E_\lambda(\hat{\Psi}_1(x + 1) + F_\lambda \hat{\Psi}_2(x) \end{bmatrix}, \]

for $\hat{\Psi} = \begin{bmatrix} \hat{\Psi}_1(x) \\ \hat{\Psi}_2(x) \end{bmatrix} \in W_\lambda$. Thus, $\Psi \in V_\lambda$ if and only if there exists $\hat{\Psi} \in W_\lambda$ such that $\Psi = \iota^{-1} \hat{\Psi}$. From the definition of $\iota$, we can also say that $\iota^{-1} \hat{\Psi} \in H \setminus \{0\}$ if and only if $\hat{\Psi} \in \ell^2(\mathbb{Z}; \mathbb{C}^2) \setminus \{0\}$. Therefore, we get the following corollary.

**Corollary 2.1.** Let $\lambda \in [0, 2\pi)$ satisfying $A_\lambda(x) \neq 0$ for all $x$, $e^{i\lambda}$ is the eigenvalue of $U$, i.e., $e^{i\lambda} \in \sigma_p(U)$, if and only if there exists $\hat{\Psi} \in W_\lambda \setminus \{0\}$ such that $\hat{\Psi} \in \ell^2(\mathbb{Z}; \mathbb{C}^2)$, and associated eigenvector of $e^{i\lambda}$ becomes $\iota^{-1} \hat{\Psi}$.

In this paper, since we focus on the eigenvalue problem for generalized three-state Grover walks defined by coin matrices (6), we consider the following assumptions:

**Assumption 2.2.** $\lambda \in [0, 2\pi)$ satisfies following conditions:

1. $A_\lambda(x) \neq 0$, for all $x \in \mathbb{Z}$,

2. $\det(T_{\pm\infty}) = \frac{D_{\pm\infty}(\lambda)}{A_{\pm\infty}(\lambda)} = 1$,

3. $\text{tr}(T_{\pm\infty}) \in \mathbb{R}$.

We define sign function for real numbers $r$ as follows:

\[ \text{sgn}(r) = \begin{cases} 
1, & r > 0, \\
0, & r = 0, \\
-1, & r < 0. 
\end{cases} \]

The pair of eigenvalues of $T_{\pm\infty}$ can be written as $\zeta^{\pm}_\infty$, $\zeta^{\pm}_\infty$ defined by

\[ \zeta^{\pm}_\infty = \frac{\text{tr}(T_{\pm\infty}) \pm \text{sgn}(\text{tr}(T_{\pm\infty})) \sqrt{(\text{tr}(T_{\pm\infty}))^2 - 4}}{2}, \]

where $|\zeta^{\pm}_\infty| \geq 1$ and $|\zeta^{\pm}_\infty| \leq 1$ since $|\zeta^{\pm}_\infty||\zeta^{\mp}_\infty| = |\det(T_{\pm\infty})| = 1$ holds. Hence, we have the main theorem.
Theorem 2.3. Under the assumption 2.2, \( e^{i\lambda} \) is the eigenvalue of \( U \), i.e., \( e^{i\lambda} \in \sigma_p(U) \), if and only if following two conditions hold:

1. \( (\text{tr}(T_{\pm\infty}))^2 - 4 > 0 \),
2. \( \ker \left( (T_{\infty} - \zeta_{\infty}^+)^{-1} T_{\infty} \right) \cap \ker \left( (T_{\infty} - \zeta_{\infty}^-)^{-1} T_{\infty} \right) \neq \{0\} \).

Proof. From corollary 2.1, \( e^{i\lambda} \in \sigma_p(U) \) if and only if there exists \( \tilde{\Psi} \in W_{\lambda}\backslash\{0\} \) such that \( \sum_{x\in\mathbb{Z}} \|\tilde{\Psi}(x)\|^2 < \infty \). Firstly, when \( (\text{tr}(T_{\pm\infty}))^2 - 4 \leq 0 \), by direct calculations, we can easily check that both \( \|\tilde{\Psi}\|_{\infty} \) and \( \|\tilde{\Psi}\|_{\infty}^2 \) become 1. Since \( \tilde{\Psi}(x) \) is given as (4), \( \sum_{x\in\mathbb{Z}} \|\tilde{\Psi}(x)\|_{C^2}^2 = \infty \) for all \( \tilde{\Psi} \in W_{\lambda}\backslash\{0\} \). Therefore, \( (\text{tr}(T_{\pm\infty}))^2 - 4 > 0 \) is a necessary condition for \( e^{i\lambda} \in \sigma_p(U) \). Secondly, if \( (\text{tr}(T_{\pm\infty}))^2 - 4 > 0 \), then \( \zeta_{\infty}^+ > 1 \) and \( \zeta_{\infty}^- < 1 \) hold. Since \( \tilde{\Psi} \in W_{\lambda}\backslash\{0\} \) is expressed by \( \varphi \in C^2\backslash\{0\} \) and transfer matrices, there exists \( \tilde{\Psi} \in W_{\lambda}\backslash\{0\} \) such that \( \sum_{x\in\mathbb{Z}} \|\tilde{\Psi}(x)\|_{C^2} < \infty \) if and only if there exists \( \varphi \in C^2\backslash\{0\} \) such that \( T_{\pm\infty} \varphi \in \ker \left( (T_{\infty} - \zeta_{\infty}^+) \right) \), \( T_{\pm\infty} \varphi \in \ker \left( (T_{\infty} - \zeta_{\infty}^-) \right) \), that is, \( \varphi \in \ker \left( (T_{\infty} - \zeta_{\infty}^+) T_{\infty} \right) \cap \ker \left( (T_{\infty} - \zeta_{\infty}^-) T_{\infty} \right) \). From these discussions, we have proved the statement. \( \square \)

From theorem 2.3, when \( e^{i\lambda} \in \sigma_p(U) \), \( \Psi \in \ker(\Psi(U) - e^{i\lambda})\backslash\{0\} \) is given as \( \Psi = e^{-i\lambda} \tilde{\Psi} \) where \( \tilde{\Psi} \in W_{\lambda}\backslash\{0\} \) is expressed as

\[
\tilde{\Psi}(x) = \begin{cases} 
(\zeta_{\infty}^+)^{x-x_+} T_{+} \varphi, & x_+ \leq x, \\
T_{x+1} \ldots T_0 \varphi, & 0 < x < x_+, \\
\varphi, & x = 0, \\
T_{x-1} \ldots T_{-1} \varphi, & x_+ < x < 0, \\
(\zeta_{\infty}^-)^{-x-x_-} T_{-} \varphi, & x \leq x_-, 
\end{cases}
\]

with \( \varphi \in \ker \left( (T_{\infty} - \zeta_{\infty}^+) T_{\infty} \right) \cap \ker \left( (T_{\infty} - \zeta_{\infty}^-) T_{\infty} \right) \). From [28, 34], we can also say that \( \dim \ker(U - e^{i\lambda}) = 1 \) under the assumption 2.2.

3. Eigenvalues of three-state Grover walks

In this section, we focus on the following generalized Grover matrices as the coin matrix, which is the coin matrix studied in [14] with an additional phase \( \Delta_i \).

\[
C_x = e^{i\Delta_i} \begin{bmatrix} 
1 + c_x & s_x & \frac{1 - c_x}{2} \\
\frac{s_x}{\sqrt{2}} & c_x & \frac{s_x}{\sqrt{2}} \\
\frac{1 - c_x}{2} & \frac{s_x}{\sqrt{2}} & 1 + c_x 
\end{bmatrix},
\]

(6)

where \( c_x = \cos \theta_x \), \( s_x = \sin \theta_x \) with \( \theta_x \in [0, 2\pi) \) and \( \theta_x \neq 0, \pi \). Then,

\[
A_x(\lambda) = D_x(\lambda) = \frac{(1 + c_x)}{2} \left( 1 - e^{i(\lambda - \Delta_i)} \right),
\]

\[
B_x(\lambda) = C_x(\lambda) = \frac{(1 - c_x)}{2} \left( 1 + e^{i(\lambda - \Delta_i)} \right).
\]
Transfer matrices become
\[
T_x = \frac{1}{(1 + c_x)} \left( 1 - e^{i(\lambda - \Delta x)} \right) \\
\times \begin{bmatrix} 2e^{i(\lambda - \Delta x)} & - (1 - c_x) \left( 1 + e^{i(\lambda - \Delta x)} \right) \\ (1 - c_x) \left( 1 + e^{i(\lambda - \Delta x)} \right) & - 2e^{-i(\lambda - \Delta x)} \left( 1 - c_x e^{i(\lambda - \Delta x)} \right) \end{bmatrix},
\]
where
\[
\det(T_x) = \frac{D_x(\lambda)}{A_x(\lambda)} = 1,
\]
\[
\text{tr}(T_x) = - \frac{2(2 \cos(\lambda - \Delta x) + 1 - cx)}{1 + cx} \in \mathbb{R}.
\]
Thus, we can say that \( \lambda \in (0, 2\pi] \) where \( \lambda \neq \Delta x \) for all \( x \in \mathbb{Z} \) satisfies assumption 2.2.

**Lemma 3.1.** \( e^{i\Delta_\pm \infty} \in \sigma_p(U) \).

**Proof.** When \( e^{i\lambda} = e^{i\Delta_\pm \infty} \), \( \lambda \) does not satisfies assumption 2.2, thus we consider these cases separately. From the discussion in section 2, \( e^{i\lambda} \in \sigma_p(U) \) is equivalent that there exists \( \Psi \in \mathcal{H} \setminus \{0\} \) satisfying (1), (2) and (3). Considering the case \( A_\infty(\lambda) = 0 \), i.e., \( e^{i\lambda} = e^{i\Delta_\pm} \), \( \Psi : \mathbb{Z} \to \mathbb{C}^3 \) satisfies (1) and (2) if and only if \( \Psi \) satisfies
\[
\begin{align*}
\Psi_1(x - 1) &= \Psi_3(x), & \Psi_1(x) &= \Psi_3(x + 1) \quad \text{if} \; \Delta_x = \Delta_\infty, \\
\begin{bmatrix} \Psi_1(x) \\ \Psi_3(x + 1) \end{bmatrix} &= T_x(\lambda) \begin{bmatrix} \Psi_1(x - 1) \\ \Psi_3(x) \end{bmatrix} \quad \text{if} \; \Delta_x \neq \Delta_\infty.
\end{align*}
\]

Let \( k \in \mathbb{C} \setminus \{0\} \) and \( x_\infty \in (x_+ , \infty) \). We consider \( \Psi : \mathbb{Z} \to \mathbb{C}^3 \) defined by
\[
\Psi(x) = \begin{cases} 
\begin{bmatrix} k \\ E_{2x}(\lambda)k \\ 0 \end{bmatrix}^t, & x = x_\infty, \\
\begin{bmatrix} 0 \\ F_{2x}(\lambda)k \\ k \end{bmatrix}^t, & x = x_\infty + 1, \\
0, & \text{otherwise},
\end{cases}
\]
where \( t \) is a transpose operator. Then, \( \Psi \in \mathcal{H} \setminus \{0\} \) holds, and \( \Psi \) satisfies condition (7), (8) and (3). Therefore, \( e^{i\Delta_\infty} \in \sigma_p(U) \). Considering the case of \( A_{-\infty}(\lambda) = 0 \) in the same way, we have \( e^{i\Delta_\pm \infty} \in \sigma_p(U) \).

**3.1. Two-phase QWs with one defect**

Henceforward, we consider two-phase QWs with one defect \( (x_+ = 1, x_- = -1) \).

\[
C_x = \begin{cases} 
C_m, & x < 0, \\
C_o, & x = 0, \\
C_p, & x > 0.
\end{cases}
\]

We write \( T_x = T_j \), \( \zeta_x^j = \zeta_x^j \), \( \zeta_x^j = \zeta_x^j \), \( A_x(\lambda) = A_j(\lambda) \), where \( j = p \; (x > 0), = o \; (x = 0), = m \; (x < 0) \). In this case, \( T_+ \) and \( T_- \) equal \( T_o \) and \( T_m^{-1} \), respectively. We now apply
Figure 1. Example of proposition 3.2 with parameters $\Delta_o = \Delta = 0$, $\theta_o = \frac{k}{19}$, $\theta = -\frac{13}{19} \pi$. (a) Illustrates the eigenvalue. (b), (c) and (d) Show the probability distributions at time 100, where the walks start from the origin, i.e., $\Psi_0(x) = 0$ for $x \neq 0$. The initial states are given as (b) $\Psi_0(0) = [0 1 0]^t$, (c) $\Psi_0(0) = \left[ \frac{i}{\sqrt{2}} 0 \frac{1}{\sqrt{2}} \right]^t$ and (d) $\Psi_0(0) = \left[ \frac{1}{\sqrt{3}} \frac{i}{\sqrt{3}} \frac{1}{\sqrt{3}} \right]^t$. In this case, the probability around the origin is lower for (b).
Figure 2. Example of proposition 3.2 with parameters $\Delta_\theta = \Delta = 0$, $\theta_\alpha = \frac{\pi}{4}$, $\theta = -\frac{\pi}{4}$. (a) Illustrates the eigenvalues. (b), (c) and (d) Show the probability distributions at time 100, where the walks start from the origin, i.e., $\Psi_0(x) = 0$ for $x \neq 0$. The initial states are given as (b) $\Psi_0(0) = [0 \ 1 \ 0]^T$, (c) $\Psi_0(0) = [\frac{1}{\sqrt{2}} \ 0 \ \frac{1}{\sqrt{2}}]^T$ and (d) $\Psi_0(0) = [\frac{1}{\sqrt{3}} \ \frac{1}{\sqrt{3}} \ \frac{1}{\sqrt{3}}]^T$. A slight change in $\theta$ from the case of figure 1 results in the appearance of eigenvalue $e^{i\lambda}$ and a higher probability around the origin for all cases (b), (c), and (d).

where $t_1 = 1 - \cos(\lambda - \Delta_j), t_2 = \cos(\lambda - \Delta_j) - c_j (j = m, p)$. Also, $\Psi \in \ker(U - e^{i\lambda}) \setminus \{0\}$ becomes $\tilde{\Psi} = \xi^{-1}\Psi$ where

$$
\tilde{\Psi}(x) = \begin{cases} 
T_p^{x-1}T_\theta\varphi, & x > 0, \\
T_m^{x}\varphi, & x \leq 0.
\end{cases}
$$

3.2. One-defect model

Here, we consider the one-defect model, where $\Delta_m = \Delta_p = \Delta$, $c_m = c_p = c$, $\zeta_m = \zeta_p = \zeta$. $T_m = T_p = T$. First, we consider $\lambda$ which does not satisfy assumption 2.2, i.e., $e^{i\lambda} = e^{i\Delta_m}, e^{i\Delta_p}$. From lemma 3.1, we know that $e^{i\Delta} \in \sigma_p(U)$. Although, in the case
Here, we consider the two-phase model, where

3.3. Two-phase model

Proposition 3.2. When

\[ \psi_i \]

satisfy assumption 2.2, i.e., \( \psi_i \)

where \( k_1, k_2 \in \mathbb{C} \). By the similar discussion as theorem 2.3, \( e^{j \Delta_o} \in \sigma_p(U) \) if and only if followings hold:

1. \( \cos(\Delta_o - \Delta) - c > 0 \),

However, from (9) and (10), we know \( [1 \ 1]^t \notin \ker(T - \zeta^-) \), \( [1 \ 1]^t \notin \ker(T - \zeta^+) \) if \( \cos(\Delta_o - \Delta) - c > 0 \), thus \( \Psi \notin \mathcal{H} \setminus \{0\} \) for all \( k_1, k_2 \in \mathbb{C} \) and \( e^{j \Delta_o} \notin \sigma_p(U) \). Under the assumption 2.2, i.e., \( e^{j \lambda} \neq e^{j \Delta_o}, e^{j \Delta_o}, e^{j \Delta_o} \), theorem 2.3 shows that \( e^{j \lambda} \in \sigma_p(U) \) if and only if \( \cos(\lambda - \Delta) - c > 0 \) and one of the followings hold:

1. \( \sin^2(\lambda - \Delta_o)(\cos(\lambda - \Delta) - c) = (1 - \cos(\lambda - \Delta))(\cos(\lambda - \Delta_o) - c_o)^2 \)
   and \( \sin(\lambda - \Delta_o)(\cos(\lambda - \Delta_o) - c_o) < 0 \).

2. \( (1 - \cos(\lambda - \Delta_o))(\cos(\lambda - \Delta) - c) = (1 - \cos(\lambda - \Delta))(1 + \cos(\lambda - \Delta_o)), \)
   and \( \sin(\lambda - \Delta_o)(\cos(\lambda - \Delta_o) + 1 - c_o) < 0 \).

From these discussions, we have the following proposition:

**Proposition 3.2.** When \( \Delta_o = \Delta \)

\[ \sigma_p(U) = \begin{cases} \{ e^{j \Delta}, e^{j \lambda_+}, e^{j \lambda_-} \}, & c < c_o, \\ \{ e^{j \Delta} \}, & c \geq c_o, \end{cases} \]

where

\[ e^{j \lambda_o} = \frac{c + c_o^2 \pm i(1 + c_o)\sqrt{1 - c + 2c_o - (c + c_o^2)}}{1 - c + 2c_o} e^{j \Delta}. \]

The examples of proposition 3.2 are shown in figures 1 and 2.

3.3. Two-phase model

Here, we consider the two-phase model, where \( C_\omega = C_p \). In the case which \( \lambda \) does not satisfy assumption 2.2, i.e., \( e^{j \lambda} = e^{j \Delta_o}, e^{j \Delta_o}, e^{j \Delta_o} \), lemma 3.1 shows \( e^{j \Delta_o}, e^{j \Delta_o} \in \sigma_p(U) \). Next, under the assumption 2.2, i.e., \( e^{j \lambda} \neq e^{j \Delta_o}, e^{j \Delta_o} \), theorem 2.3 shows that \( e^{j \lambda} \in \sigma_p(U) \) if and only if followings hold:

1. \( e^{j \lambda} = \frac{(c_p - c_m) \pm i\sqrt{2(1 - c_p)(1 - c_p)(1 - \cos(\Delta_{\alpha} - \Delta_p))}}{(1 - c_m) e^{-j \Delta_{\alpha}} - (1 - c_p) e^{-j \Delta_{\alpha}}} \)

2. \( \sin(\lambda - \Delta_p) \sin(\lambda - \Delta_m) < 0 \)
Figure 3. Example of proposition 3.4 with parameters $\Delta_m = \frac{3}{12}\pi$, $\Delta_p = -\frac{3}{12}\pi$, $\theta = \frac{9}{12}\pi$. (a) Illustrates the eigenvalues. (b), (c) and (d) Show the probability distributions at time 100, where the walks start from the origin, i.e., $\Psi_0(x) = \mathbf{0}$ for $x \neq 0$. The initial states are given as (b) $\Psi_0(0) = [0 1 0]^T$, (c) $\Psi_0(l) = \left[\frac{1}{\sqrt{2}} 0 \frac{1}{\sqrt{2}}\right]^T$ and (d) $\Psi_0(0) = \left[\frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}}\right]^T$. In this case, the probability around the origin is lower for (b).

3. $\cos(\lambda - \Delta_m) > c_m$.

Note that $\cos(\lambda - \Delta_m) > c_m$ is equivalent to $\cos(\lambda - \Delta_p) > c_p$ in this model.

**Proposition 3.3.** When $\Delta_m = \Delta_p = \Delta$

$$\sigma_p(U) = \{e^{i\Delta}\}.$$ 

**Proposition 3.4.** When $c_m = c_p = c$ and $\Delta_m \neq \Delta_p$, let

- **condition 1:** $\frac{\sin(\Delta_m - \Delta_p)}{\sqrt{2(1 - \cos(\Delta_m - \Delta_p))}} > c$,
- **condition 2:** $\frac{\sin(\Delta_m - \Delta_p)}{\sqrt{2(1 - \cos(\Delta_m - \Delta_p))}} < -c$. 
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Figure 4. Example of proposition 3.4 with parameters $\Delta_m = \frac{1}{12}\pi$, $\Delta_p = -\frac{1}{12}\pi$, $\theta = \frac{1}{12}\pi$. (a) Illustrates the eigenvalues. (b), (c) and (d) Show the probability distributions at time 100, where the walks start from the origin, i.e., $\Psi_0(x) = 0$ for $x \neq 0$. The initial states are given as (b) $\Psi_0(0) = [0 \ 1 \ 0]^T$, (c) $\Psi_0(0) = [\frac{\sqrt{2}}{2} \ 0 \ \frac{\sqrt{2}}{2}]^T$ and (d) $\Psi_0(0) = [\frac{1}{\sqrt{3}} \ \frac{i}{\sqrt{3}} \ \frac{1}{\sqrt{3}}]^T$. A slight change in $\theta$ from the case of figure 3 results in the appearance of eigenvalue $-e^{i\lambda}$ and a higher probability around the origin for all cases (b), (c), and (d).

Then

$$\sigma_p(U) = \begin{cases} 
\{e^{i\Delta_m}, e^{i\Delta_p}\}, & \text{if neither condition 1 nor 2 holds,} \\
\{e^{i\Delta_m}, e^{i\Delta_p}, e^{i\lambda}\}, & \text{if only condition 1 holds,} \\
\{e^{i\Delta_m}, e^{i\Delta_p}, -e^{i\lambda}\}, & \text{if only condition 2 holds,} \\
\{e^{i\Delta_m}, e^{i\Delta_p}, e^{i\lambda}, -e^{i\lambda}\}, & \text{if both conditions 1 and 2 hold,}
\end{cases}$$

where

$$e^{i\lambda} = \frac{i \left(e^{i\Delta_p} - e^{i\Delta_m}\right)}{\sqrt{2(1 - \cos(\Delta_m - \Delta_p))}}$$

The examples of proposition 3.4 are shown in figures 3 and 4.
4. Summary

In this paper, we analyzed eigenvalues of two-phase three-state generalized Grover walks with one defect in one dimension. In section 2, we successfully derived theorem 2.3 via transfer matrices, which is the necessary and sufficient condition for the eigenvalue problem for space-inhomogeneous three-state QWs with a self-loop under the assumption 2.2. Next, we focused on the eigenvalue problem for three-state generalized Grover walks in section 3. Lemma 3.1 revealed that $e^{\lambda \pm i \pi}$ are eigenvalues of $U$, which also indicates that these models always exhibit localization. Subsequently, by applying theorem 2.3, we got the necessary and sufficient condition for the eigenvalue problem and successfully calculated concrete eigenvalues for one-defect model in proposition 3.2, and two-phase models in propositions 3.3 and 3.4.
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