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Abstract

Motivated by a longitudinal study on factors affecting the frequency of clinic visits of older adults, an exploratory time varying lagged regression analysis is proposed to relate a longitudinal response to multiple cross-sectional and longitudinal predictors from time varying lags. Regression relations are allowed to vary with time through smooth varying coefficient functions. The main goal of the proposal is to detect deviations from a concurrent varying coefficient model potentially in a subset of the longitudinal predictors with nonzero estimated lags. The proposed methodology is geared towards irregular and infrequent data where different longitudinal variables may be observed at different frequencies, possibly at unsynchronized time points and contaminated with additive measurement error. Furthermore, to cope with the curse of dimensionality which limits related current modeling approaches, a sequential model building procedure is proposed to explore and select the time varying lags of the longitudinal predictors. The estimation procedure is based on estimation of the moments of the predictor and response trajectories by pooling information from all subjects. The finite sample properties of the proposed estimation algorithm are studied under various lag structures and correlation levels among the predictor processes in simulation studies. Application to the clinic visits data show the effect of cognitive and functional impairment scores from varying lags on the frequency of the clinic visits throughout the study.
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1. Introduction

Consider the standard varying coefficient model (VCM; Cleveland et al., 1991; Hastie and Tibshirani, 1993),

\[ E\{Y(t) - \mu_Y(t)\} = \beta_1(t)\{X(t) - \mu_X(t)\} \] (1)

where the regression function \(\beta_1(t)\) is allowed to vary with time. The VCMs have been widely used in longitudinal data analysis in the past decade (e.g., see Fan and Zhang, 2000; 2008; Huang et al., 2002; Hoover et al., 1998; Wu and Chiang, 2000). When the time index is set to the duration of the longitudinal study, the regression function displays the varying relation between the longitudinal response and the predictor throughout the study. Note that in (1) the regression relation is modeled between only the concurrent/contemporaneous times of the response and the predictor. However, in some applications it is of interest to predict or associate the response at the current time with lagged times of the predictor; e.g., a subset of previous predictor values. For example, Senturk and Mueller (2008) and Koru-Sengul et al. (2007) discovered lagged relations between acute phase protein levels and between a child’s growth index and maternal cigarette smoking and alcohol use, respectively.

We propose a time varying lagged regression model to assess the association between predictors, including cognitive and functional impairment scores, with the frequency of the clinic visits of older adults aged 65 to 93. The approach focuses on exploratory modeling of lagged association between previous cognitive and functional impairment statuses with current clinic visits, by sequential conditional modeling where lags are chosen to optimize a normalized covariation between the response and the predictor processes. Such a modeling approach provides important information potentially useful for individual prognosis assessment as well as formulation of managed care strategies. Informative lagged predictors (e.g., based on routine visit assessments of cognitive and functional impairment) can be used as markers to monitor future activities, such as intervention adherence or health care services utilization, for instance. The data which motivates our model development consists of measurements taken annually on multiple health scores (cognitive and functional impairment scores) as well as the total number of clinic visits every three months for four years on 703 older adults. Challenges with the motivating data requires several modeling innovations; although useful in other contexts, existing methods are not directly applicable. The observations are from infrequent time points, where the response and predictors are not necessarily observed at concurrent times. Existing useful models such as the lagged VCM (Koru-Sengul et al., 2007; Senturk and Mueller, 2008) requires equidistant time grid for estimation. Also, although the recent approach of Mueller and Yang (2010) based on transfer functions, can handle irregular and infrequent data, it is not practical as the number of predictors increase. Therefore, several significant modeling challenges are addressed in the current work, including data sparsity, non-synchronicity of measurement times and the curse of dimensionality.

We first briefly review the aforementioned existing models that explore lagged effects. To study lagged predictor effects, Senturk and Mueller (2008) and Koru-Sengul et al. (2007) proposed lagged varying coefficient models

\[ E\{Y(t) - \mu_Y(t)\} = \sum_{r=1}^{p} \beta_r(t)\{X(t-r) - \mu_X(t-r)\}, \]
where a separate varying coefficient function explains the time dependent effect of the predictor from each lag \( t - r \). In this model, an equidistant grid is assumed for the observation times, where \( r \) denotes size of the lag on this equidistant grid. Koru-Sengul et al. (2007) also proposed an imputation algorithm to fill occasional missing values in the equidistant grid, although this would be impossible for irregular data where subjects are observed at subject specific observation times. Mueller and Yang (2010) proposed the transfer functions

\[
E\{Y(t) - \mu_Y(t)|X(s)\} = \beta(t, s)\{X(s) - \mu_X(s)\}, \quad (2)
\]

for jointly Gaussian processes where the transfer function \( \beta(t, s) \) reflects the effect of a lag \( s < t \) of the predictor process on the value of the response at the current time \( t \). Unlike the prior proposals of lagged varying coefficient models, this general model can be estimated from irregular and infrequent data which may not be observed concurrently. However the dimension of the transfer function will increase with the number of predictors considered, hence the model is only feasible for a single predictor process in many applications.

In this work, we propose an exploratory time varying lagged (EVarlag) regression model that addresses these challenges to analyze the aforementioned data. The main goal of the proposed model is to embed the classical VCM in a larger class of models to detect deviations from the concurrent nature of the classical VCM via estimated time varying lags. The EVarlag model (for a single predictor) is

\[
E\{Y(t) - \mu_Y(t)|X(t - \Delta t), 0 < \Delta t < t\} = \beta(t)\{X(t - \Delta t) - \mu_X(t - \Delta t)\} \quad (3)
\]

which relates the response process to time varying lags \( t - \Delta t \), \( 0 < \Delta t < t \), of the predictor process. Lagged associations are explored in (3) via estimation of the time dependent lag \( t - \Delta t \) by maximizing the absolute value of a normalized covariance criterion between lags of the predictor process and the response from time \( t \). For homoskedastic predictor processes, the lag search corresponds to finding the lag of the predictor with the highest absolute correlation with the response. This also corresponds to choosing the path in the two-dimensional transfer function \( \beta(t, s) \) with the highest absolute value as will be shown in Section 2.1. The classical VCM is a special case of (3) with concurrent relations, i.e. \( \Delta t = 0 \). If a nonzero lagged relation is determined from the EVarlag model, this is informative for further investigation of the nature of the lag detected, including whether it is from a specific slice in time or a lagged time interval. Thus, follow-up analysis, such as functional linear models can be used to model the effects of longitudinal predictors from lagged intervals of time on the response (Senturk and Mueller, 2010; Malfait and Ramsay, 2003; Mueller and Zhang, 2005).

The proposed estimation algorithm is designed for irregular and infrequent data and does not require a common grid, similar to estimation procedure for the transfer functions. Also, it can accommodate the response and predictor processes that may not be measured at the same frequency, hence at concurrent times, as encountered in the clinic visits data that will be analyzed in Section 3. Unlike the transfer function approach which is only feasible for a single longitudinal predictor process, or the lagged varying coefficient models which need to select multiple lags for each predictor, the proposed EVarlag model can be feasibly generalized to multiple longitudinal and cross-sectional predictors, as detailed in Section 2.1, where we describe a practical sequential modeling procedure.

For the remainder of the paper, we present the more general EVarlag model with multiple predictors and propose an estimation algorithm in Section 2. Analysis of the clinic visits data and simulations are given in sections 3 and 4, followed by concluding remarks in Section 5.
2. Conditional Model Formulation and Estimation

The model components, namely the time lags and the varying coefficient functions, are estimated based on the moments of the observed predictor and response processes. For ease of exposition, we first consider the EVarlag model with a single longitudinal predictor in detail and then extend it to multiple predictors, including cross-sectional ones.

2.1. Model with a single longitudinal predictor

The EVarlag model introduced earlier with a single longitudinal predictor is

\[ E\{Y(t) - \mu_Y(t)\} = \beta_1(t)\{X(t - \Delta_t) - \mu_X(t - \Delta_t)\}. \]  \( (4) \)

For the proposed lag search algorithm, we assume that \( \text{var}\{X(t)\} > \text{cov}\{X(t), X(s)\} \) for all \( t \neq s \), which we will refer to as the decaying covariance assumption. This assumption accommodates typical covariance structures in longitudinal data where measurements further apart in time are less correlated. This includes common longitudinal correlation structures such as autoregressive and exponential-type structures (e.g., see Fitzmaurice et al. (2004), chap. 7). The lag \( t - \Delta_t \) is chosen by maximizing the absolute value of the estimator of the two dimensional transfer function \( \beta(t, s) \) of Mueller and Yang (2010) which is equal to the covariance between the response \( Y(t) \) and the predictor \( X(s) \) processes, normalized by the variance of \( X(s) \):

\[ \frac{\text{cov}\{Y(t), X(s)\}}{\text{var}\{X(s)\}} \]  \( (5) \)

with respect to \( s \leq t \). In applications with homoskedastic predictor processes, this can be interpreted as selecting the lag from the predictor’s past trajectory with the highest absolute correlation with the response. Under the EVarlag model \( (4) \) with decaying covariance assumption, the quantity in \( (5) \) is equal to \( \beta_1(t)\text{cov}\{X(s), X(t - \Delta_t)\}/\text{var}\{X(s)\} \), and the maximizer of its absolute value exists and is unique at lag \( s = t - \Delta_t \) with \( \text{cov}\{X(s), X(t - \Delta_t)\}/\text{var}\{X(s)\} = 1 \). Hence the proposed search criterion targets the correct lag under the proposed model.

The goal of the proposed EVarlag model is to embed the classical concurrent VCM in a larger class of models where the proposed exploratory search algorithm is valuable in detecting deviations from a concurrent varying coefficient model, i.e. concurrent relations between the response and the predictors, which is a special case of EVarlag models with \( \Delta_t = 0 \). Note that independent of the underlying EVarlag model, the lag search algorithm proposed is simply selecting the lag from the predictor’s past trajectory with the highest absolute correlation (or conditional correlation in higher dimensions) with the response for homoskedastic predictor processes. We envision the proposed model and estimation algorithms as exploratory tools and acknowledge that more complex models may be sought describing lags from time intervals via functional linear models after detection of potential lagged relations via the use of the EVarlag procedures.

Once the lag \( \Delta_t \) is estimated, the varying coefficient function \( \beta_1(t) \) is estimated based on the following covariance equality

\[ \beta_1(t) = \frac{\text{cov}\{Y(t), X(t - \Delta_t)\}}{\text{var}\{X(t - \Delta_t)\}}. \]  \( (6) \)
Estimation of the moments of the predictor and response processes, leading to an estimator of $\beta_1(t)$ via (6), will be described in Section 2.2.

### 2.2. Model generalization and estimation

The more general EVarlag model with $p$ longitudinal ($X_1, \ldots, X_p$) and $q$ cross-sectional predictors ($Z_1, \ldots, Z_q$) is given as

\[ E\{Y(t) - \mu_Y(t)\} = \sum_{r=1}^{p} \beta_r(t)\{X_r(t - \Delta_{rt}) - \mu_{X_r}(t - \Delta_{rt})\} + \sum_{q=1}^{g} \alpha_q(t)(Z_q - \mu_{Z_q}). \]

In order to estimate the time varying lags without increasing the dimension of the estimation procedure, we consider a sequential approach, where the predictors are added into the model one at a time. Appropriate lags are chosen without an increase in the dimension by maximizing a normalized covariance objective criterion that is conditional on the predictors that are already in the model. For models that include cross-sectional predictors, the maximizations for the lags are conditional on the cross-sectional predictors as well. Thus, under this framework, exploration of the lagged association and the (conditional) time varying effects, through the estimated varying coefficient functions, are feasible in higher dimensions. For estimation in higher dimensions, we still assume decaying covariance for the longitudinal predictors, and the existence and uniqueness of the estimated lags in targeting the underlying ones follow similarly to arguments given in Section 2.1 in the univariate case for uncorrelated predictors, where the conditional maximization criteria given in (10) below reduce to their unconditional counterparts. The properties of the proposed algorithm under small to moderate correlations between predictors are studied in the Monte Carlo simulations of Section 4. Note that the algorithm is not guaranteed to target the underlying lags under high multicollinearity between predictors.

The cross-sectional predictors $Z_{qi}$ observed for $i = 1, \ldots, n$ subjects are assumed to have finite second moments. The underlying longitudinal variables $X_{ri}$ and $Y_i$ for $r = 1, \ldots, p$ and $i = 1, \ldots, n$ are square integrable random realizations of smooth random processes $X_r$ and $Y$, all defined on finite and closed domains. Random processes $X_r$ and $Y$ have smooth mean functions $\mu_{X_r}(t) = E[X_r(t)]$ and $\mu_Y(t) = E[Y(t)]$ and auto-covariance functions $\text{cov}\{X_r(s), X_r(t)\}$ and $\text{cov}\{Y(s), Y(t)\}$, respectively. The observed longitudinal data are noise contaminated versions of the random processes $X_{ri}$ and $Y_i$ observed at possibly different time points

\[ Y_{ij} = Y(t_{ij}) + \varepsilon_{ij}, j = 1, \ldots, n; \text{and} \ X_{rij} = X_r(t_{rij}) + \varepsilon_{rij}, j = 1, \ldots, m_{ri}, \quad (7) \]

where $\varepsilon_{ij}$ and $\varepsilon_{rij}$ denote the mean zero finite variance i.i.d additive measurement errors. Note that in formulation (7), longitudinal variables need not be measured at concurrent times and have subject-specific total number of measurements $n_i$ and $m_{ri}$. Hence, some variables may be measured more frequently than others. For example for the data analyzed in Section 3, total number of clinic visits were measured every three months while the impairment scores were observed yearly. The proposed estimation procedure below utilizes every observation on the longitudinal variables and does not require concurrent measurements. In addition, the proposed estimation procedure, more specifically the estimators of the moments of the random processes proposed in Step 1 below, are consistent even under sparse designs with irregular and infrequent subject specific observation times. Here irregularity means that the longitudinal measurements on each subject do not need to be taken on a common grid and infrequency means that the total repeated measurements on subjects can get low (as low as a single measurement per subject). The moments estimators from Step 1 below, even under these extreme conditions, can be shown to be consistent.
Because the proof follows our previous works (Senturk and Nguyen, 2011) closely, it will not be repeated here.

The estimation procedure involves three main steps, which begins with estimation of the moments of the underlying random processes. In the second step, after estimation of the needed moments, the proposed estimation algorithm chooses the lags of every longitudinal predictor as they enter the model sequentially based on minimization of an expected squared error (ESE) criterion. Once all lags are chosen, the final varying coefficient functions are estimated in the last/third step. We formulate the proposed estimation procedure through the following steps.

**Step 1 – Estimation of the moments of the response/predictor processes.** We first estimate the mean functions for the longitudinal predictors and response via local polynomial smoothing of the aggregated data \( \{(t_{rij}, X_{rij}), i = 1, \ldots, n, j = 1, \ldots, m_{ri}\} \) and \( \{(t_{ij}, Y_{ij}), i = 1, \ldots, n, j = 1, \ldots, n_{i}\} \) yielding \( \mu_{Xr}(t_{rij}) \) and \( \mu_{Y}(t_{ij}) \), respectively. Raw cross- and auto-covariance estimators obtained from observations on the same subject for \( i = 1, \ldots, n \) are given as

\[
G_{Zq_{1}Zq_{2},i} = \{Z_{q_{1},i} - \bar{Z}_{q_{1}}\}\{Z_{q_{2},i} - \bar{Z}_{q_{2}}\},
\]

for \( j = 1, \ldots, m_{ri}; k = 1, \ldots, m_{r2}; r, r_{1}, \) and \( r_{2} = 1, \ldots, p; q, q_{1}, \) and \( q_{2} = 1, \ldots, g \) and \( Z_{q} = (\sum_{i=1}^{n} Z_{qi})/n \). Next, bivariate smoothing of the raw covariances \( G_{YX_{r},i}(t_{ij}, t_{rik}) \) and \( G_{X_{r1}X_{r2},i}(t_{rij}, t_{r2jk}) \) lead to the final smooth covariance surface estimates \( \text{Cov}(Y(t), X_{r}(s)) \) and \( \text{Cov}(X_{r1}(t), X_{r2}(s)) \), respectively. To guarantee positive definiteness of the final autocovariance estimator, we carry out a functional principle component analysis step on the smooth auto-covariance estimator and exclude the negative estimates of the eigenvalues and the corresponding eigenfunctions. The final auto-covariance estimator is constructed with only a truncated number of positive eigenvalue estimates and their corresponding eigenfunctions. We refer the readers to Senturk and Nguyen (2011) for further details. A one dimensional local polynomial smoothing of the raw estimates \( G_{YZq_{1},i}(t_{ij}) \) and \( G_{X_{r1}Zq_{2},i}(t_{rij}) \) lead to the final smooth estimates \( \text{Cov}(Y(t), Z_{q_{1}}) \) and \( \text{Cov}(X_{r1}(t), Z_{q_{2}}) \), respectively. The variance estimator \( \text{Cov}(Z_{q_{1}}, Z_{q_{2}}) \) is equal to \( (\sum_{i=1}^{n} G_{Zq_{1}Zq_{2},i})/n \). In the above smoothing steps we utilize generalized cross-validation (Liu and Mueller, 2008) in choosing the appropriate bandwidths.

**Step 2 – Sequential estimation of lags.** Lags are estimated by fitting sequentially a series of EVarlag models where a longitudinal predictor (with the corresponding lag) or a cross-sectional predictor is chosen sequentially based on the smallest estimated expected squared error (ESE); details of moments-based estimates of ESE are provided in the Appendix. We provide in more detail below the procedure for estimating the lags corresponding to each potentially chosen longitudinal predictor in steps 2.1, 2.2, and 2.3.

**Step 2.1 – Selection of the first predictor and its potential lag.** Fit \( p + g \) univariate models for each cross-sectional and longitudinal predictors with corresponding lags for longitudinal predictors. The first selected predictor is the one with the smallest ESE estimate.
a. Selecting lags for univariate models with longitudinal predictors. For selecting the lag for the longitudinal predictor $X_r^{(1)}(t)$, $r = 1, \ldots, p$, we maximize the absolute value of

$$\frac{\text{cov} \{ Y(t), X_r^{(1)}(s) \}}{\text{var} \{ X_r^{(1)}(s) \}}$$

with respect to $s \leq t$ as described in Section 2.1. Denote the estimated lag by $\hat{\Delta}_{rt}^{(1)}$. In (8) and throughout the description of the algorithm, the superscript $(k)$, $k = 1, \ldots, p + g$, will denote quantities from step 2.1 of the proposed algorithm.

b. Estimating varying coefficient functions from univariate models. The estimator of the varying coefficient function for the univariate model with longitudinal predictor $X_r^{(1)}(t)$ is given as

$$\hat{\beta}_r^{(1)}(t) = \frac{\text{cov} \{ Y(t), X_r^{(1)}(t - \hat{\Delta}_{rt}^{(1)}) \}}{\text{var} \{ X_r^{(1)}(t - \hat{\Delta}_{rt}^{(1)}) \}}.$$ 

Varying coefficient function estimator from the univariate model with cross-sectional predictor $Z_q^{(1)}$, $q = 1, \ldots, g$ is given by

$$\hat{\alpha}_q^{(1)}(t) = \frac{\text{cov} \{ Y(t), Z_q^{(1)}(t) \}}{\text{var} \{ Z_q^{(1)} \}}.$$ 

c. Comparing univariate model fits. To simplify notations, let $W_{\ell}^{(1)}(t)$, $\ell = 1, \ldots, p + g$, denote a generic predictor that can be longitudinal or cross-sectional, i.e.,

$$W_{\ell}^{(1)}(t) = \begin{cases} X_r^{(1)}(t - \hat{\Delta}_{rt}^{(1)}), & \text{for longitudinal predictor} \\ Z_q^{(1)}, & \text{for cross-sectional predictor} \end{cases}$$

with mean $\mu_{W_{\ell}}^{(1)}(t) = \mu_{X_r}^{(1)}(t - \hat{\Delta}_{rt}^{(1)})$ or $\mu_{W_{\ell}}^{(1)}(t) = \mu_{Z_q}^{(1)}$, corresponding to a longitudinal or cross-sectional predictor, respectively. We compare univariate model fits based on the expected squared error criterion

$$\text{ESE}_{\ell}^{(1)}(t) = E \{ Y(t) - \mu_{W_{\ell}}^{(1)}(t) \} - \gamma_{\ell}^{(1)}(t) \{ W_{\ell}^{(1)}(t) - \mu_{W_{\ell}}^{(1)}(t) \}^2$$

for each of the $p + g$ univariate models, where $\gamma_{\ell}^{(1)}(t) \equiv \beta_{r}^{(1)}(t)$ for longitudinal predictors and $\gamma_{\ell}^{(1)}(t) \equiv \alpha_{q}^{(1)}(t)$ for cross-sectional ones. The predictor which minimizes

$$\sum_{t=1}^{T} \text{ESE}_{\ell}^{(1)}(t_v)$$

for a grid of time points $t_1, \ldots, t_T$, denoted by $W_{1}^{*}(t)$ with corresponding mean function $\mu_{W_{1}}^{*}(t)$, is the first selected predictor and its respective lag is denoted by $\hat{\Delta}_{1t}^{*}$ if it is longitudinal.

Step 2.2 – Selection of the second predictor and its potential lag. Next, a series of bivariate models are fitted and compared, where each fitted model includes the selected first predictor, $W_{1}^{*}(t)$, from step 2.1 above; the second predictor in the model is any one of the $p + g - 1$ remaining longitudinal and cross-sectional predictors. For comparing model fits, we begin by selecting lags for the longitudinal predictors entering the model as the second covariate.

a. Selecting lags for bivariate models with longitudinal predictors. Let $p^{(2)} = p$ or $p - 1$ be the number of longitudinal predictors after step 2.1. To select the lag for the
longitudinal predictor \(X_r^{(2)}(\cdot), r = 1, \ldots, \rho^{(2)},\) entering the model, we maximize the absolute value of

\[
\frac{\text{cov} \{ Y(t), X_r^{(2)}(s) | W_r(t) \}}{\text{var} \{ X_r^{(2)}(s) | W_r(t) \}} = \begin{bmatrix} (s) \Xi_2(s) \end{bmatrix}_2
\]

with respect to \(s \leq t.\) In (10), we used \([v]_k\) to denote the \(k\)th element of the vector \(v.\) Denote the estimated lag by \(\hat{\Delta}_{rt}^{(2)}\).

b. Estimating varying coefficient functions from bivariate models. Denote a generic covariate by \(W_{\ell}^{(2)}(t), \ell = 1, \ldots, \rho + q - 1,\) which can be equal to one of the remaining longitudinal or cross-sectional predictors, i.e.

\[
W_{\ell}^{(2)}(t) = \begin{cases} X_{\ell}^{(2)}(t - \hat{\Delta}_{rt}^{(2)}), & \text{for longitudinal predictor} \\ Z_{q}^{(2)}, & \text{for cross-sectional predictor} \end{cases}
\]

with mean \(\mu_{W_{\ell}^{(2)}}(t) = \mu_{X_{\ell}^{(2)}}(t - \hat{\Delta}_{rt}^{(2)})\) or \(\mu_{W_{\ell}^{(2)}}(t) = \mu_{Z_{q}^{(2)}}\), respectively. The estimators of the varying coefficient functions are given by

\[
\begin{bmatrix} \hat{\gamma}_{\ell_1}^{(2)}(t) \\ \hat{\gamma}_{\ell_2}^{(2)}(t) \end{bmatrix} = \Xi_2(s) \Xi_2(s) \begin{bmatrix} \text{var} \{ W_{\ell}^{(2)}(t) \} & \text{cov} \{ W_{\ell}^{(2)}(t), W_r^{(2)}(s) \} \\ \text{cov} \{ W_{\ell}^{(2)}(t), W_r^{(2)}(s) \} & \text{var} \{ W_r^{(2)}(s) \} \end{bmatrix}^{-1} \begin{bmatrix} \text{cov} \{ Y(t), W_{\ell}^{(2)}(t) \} \\ \text{cov} \{ Y(t), W_r^{(2)}(s) \} \end{bmatrix}.
\]

c. Comparing bivariate model fits. Similarly, we compare the series of bivariate model fits by estimating the expected squared error

\[
\text{ESE}_{\ell}^{(2)}(t) = \mathbb{E} \left[ Y(t) - \mu_r(t) \right]^2 - \hat{\gamma}_{\ell_1}^{(2)}(t) \left( W_{\ell}^{(2)}(t) - \mu_{W_{\ell}}(t) \right) - \hat{\gamma}_{\ell_2}^{(2)}(t) \left( W_r^{(2)}(t) - \mu_{W_r}(t) \right)
\]

for \(\ell = 1, \ldots, \rho + g - 1.\) The predictor which minimizes \(\sum_{v=1}^{T} \text{ESE}_{\ell}^{(2)}(t_v)\) denoted by \(W_{\ell}^{(2)}(t)\) with mean function \(\mu_{W_{\ell}}(t)\) is the second selected predictor and its respective lag is denoted by \(\hat{\Delta}_{rt}^{(2)}\) if it is longitudinal.

Step 2. Selecting the \(k\)th predictor and its potential lag. The selected predictors after step 2.\((k - 1)\) are \(W_1^{(2)}(t), \ldots, W_{k-1}^{(2)}(t)\). In this step, we fit and compare the series of models with \(k\) total predictors; \(k - 1\) predictors selected in the previous steps and the \(k\)th predictor is any one of the \(\rho + g - k + 1\) remaining longitudinal and cross-sectional predictors. As in the previous steps, we begin by selecting lags for the longitudinal predictors entering the model as the \(k\)th covariate.

a. Selecting lags for \(k\) dimensional models with longitudinal predictors. To select the lag for a remaining longitudinal predictor \(X_r^{(k)}(\cdot),\) we maximize the absolute value of

\[
\frac{\text{cov} \{ Y(t), X_r^{(k)}(s) | W_r(t) \}}{\text{var} \{ X_r^{(k)}(s) | W_r(t) \}} = \begin{bmatrix} \hat{\Delta}_{rt}^{(2)}(t) \end{bmatrix}_2
\]
with respect to \( s \leq t \), where
\[
\Xi_k(s) = \left[ \text{cov} \{Y(t), W_1^*(t)\}, \ldots, \text{cov} \{Y(t), W_{k-1}^*(t)\}, \text{cov} \{Y(t), X_r^{(k)}(s)\} \right]^T .
\]

\[ \chi_k(s) = \begin{bmatrix} \chi_{k,11}(s) \\ \chi_{k,12}(s) \\ \chi_{k,13}(s) \end{bmatrix} \]

and \( \chi_{k,12}(s) = \left[ \text{cov} \{W_1^*(t), X_r^{(k)}(s)\}, \ldots, \text{cov} \{W_{k-1}^*(t), X_r^{(k)}(s)\} \right]^T . \) Denote this lag by \( \hat{\Delta}_{rt}^{(k)} \).

b. **Estimating varying coefficient functions from models with \( k \) predictors.** Let \( W_r^{(k)}(t), \ell = 1, \ldots, p + q - k + 1, \) be a generic covariate, which can be equal to one of the remaining longitudinal or cross-sectional predictors, i.e.,
\[
W_r^{(k)}(t) = \begin{cases} X_r^{(k)}(t - \hat{\Delta}_{rt}^{(k)}), & \text{for longitudinal predictor} \\ Z_q(t), & \text{for cross-sectional predictor} \end{cases}
\]

with mean \( \mu_{X_r^{(k)}}(t) = \mu_{X_r^{(k)}}(t - \hat{\Delta}_{rt}^{(k)}) \) or \( \mu_{Z_q^{(k)}}(t) = \mu_{Z_q^{(k)}} \), respectively. The estimators of the varying coefficient functions are given by
\[
\tilde{\alpha}_k(t) = \hat{\Delta}_{rt}^{(k)}(s) \tilde{\chi}_k(s),
\]

where \( \tilde{\chi}_k(s) = \left[ \text{cov} \{Y(t), W_1^*(t)\}, \ldots, \text{cov} \{Y(t), W_{k-1}^*(t)\}, \text{cov} \{Y(t), W_r^{(k)}(t)\} \right]^T . \)

\[
\tilde{\chi}_k(s) = \begin{bmatrix} \chi_{k,11}(s) \\ \chi_{k,12}(s) \\ \chi_{k,13}(s) \end{bmatrix}
\]

and \( \chi_{k,12}(s) = \left[ \text{cov} \{W_1^*(t), W_r^{(k)}(t)\}, \ldots, \text{cov} \{W_{k-1}^*(t), W_r^{(k)}(t)\} \right]^T . \)

c. **Comparing \( k \) dimensional model fits.** We compare the fitted models by
\[
ESE_r^{(k)}(t) = E \left[ \{Y(t) - \mu_{Y}(t)\} - \sum_{u=1}^{k-1} \gamma_{ru}^{(k)}(t) \{W_u^*(t) - \mu_{W_u^*}(t)\} - \gamma_{rk}^{(k)}(t) \{W_r^{(k)}(t) - \mu_{W_r^{(k)}}\} \right]^2
\]
for \( \ell = 1, \ldots, p+g-k+1 \). The predictor which minimizes \( \sum_{\ell=1}^{T} ESE_{t}^{(k)}(t_{\ell}) \) denoted by \( W_{k}^{*}(t) \), is the selected \( k \)th predictor and its respective lag is denoted by \( \Delta_{k}^{*} \) if it is longitudinal.

**Step 3 – Estimation of the varying coefficient functions.** Once all the lags of the longitudinal variables are chosen from steps 2.1 to 2.(\( p + g \)), we estimate the final varying coefficient functions for the model with all \( p+q \) covariates with the \( p \) selected lags. Without loss of generality, let \( \{X_{1}(t-\Delta_{1t}), \ldots, X_{p}(t-\Delta_{pt})\} \) and \( \{Z_{1}, \ldots, Z_{g}\} \) be the reordered longitudinal and cross-sectional predictors among \( \{W_{1}^{*}(t), \ldots, W_{p+g}^{*}(t)\} \) with selected lags \( \{\Delta_{1}^{*}, \ldots, \Delta_{pt}^{*}\} \).

The final varying coefficient function estimators are given as
\[
[\hat{\beta}_{1}(t), \ldots, \hat{\beta}_{p}(t), \hat{\alpha}_{1}(t), \ldots, \hat{\alpha}_{g}(t)]^{T} = \chi^{-1} \Xi,
\]
where
\[
\Xi = [\text{cov}\{Y(t), X_{1}(t-\Delta_{1t})\}, \ldots, \text{cov}\{Y(t), X_{p}(t-\Delta_{pt})\}, \text{cov}\{Y(t), Z_{1}\}, \ldots, \text{cov}\{Y(t), Z_{g}\}]^{T},
\]
\[
\chi = \begin{bmatrix}
\chi_{11} & \chi_{12} \\
\chi_{12} & \chi_{22}
\end{bmatrix}, \quad \chi_{11} = \begin{bmatrix}
\hat{\text{var}}_{1} & \ldots & \hat{\text{cov}}_{1,p} \\
\vdots & \ddots & \vdots \\
\hat{\text{cov}}_{p,1} & \ldots & \hat{\text{var}}_{p}
\end{bmatrix},
\]
\[
\chi_{12} = \begin{bmatrix}
\text{cov}\{X_{1}(t-\Delta_{1t}), Z_{1}\} & \ldots & \text{cov}\{X_{1}(t-\Delta_{1t}), Z_{g}\} \\
\vdots & \ddots & \vdots \\
\text{cov}\{X_{p}(t-\Delta_{pt}), Z_{1}\} & \ldots & \text{cov}\{X_{p}(t-\Delta_{pt}), Z_{g}\}
\end{bmatrix},
\]
\[
\hat{\text{cov}}_{r_{1},r_{2}} = \text{cov}\{X_{r_{1}}(t-\Delta_{r_{1}t}), X_{r_{2}}(t-\Delta_{r_{2}t})\}, \quad \hat{\text{var}}_{r_{1}} = \text{var\{X}_{r_{1}}(t-\Delta_{r_{1}t})\} \text{and} \chi_{22} = \text{cov}(Z).
\]

**Remarks:** Properties of the Proposed Estimation Algorithm and Implementation. For the lag choices in step 2, a sequence of regression models is considered that is increasing in the number of predictors. The proposed exploratory conditional regression model starts with one predictor \( \{W_{1}^{*}\} \) in step 2.1 and the final model consists of all predictors \( \{W_{1}^{*}, \ldots, W_{p+g}^{*}\} \) in step 2.(\( p + g \)). The sequential approach allows for exploration of complex lags associated with multiple predictors via optimizations using conditional models to avoid the curse of dimensionality.

Note that while the proposed step-wise algorithm may be similar in spirit to step-wise variable selection procedures, it is not proposed for variable selection in this manuscript. It is only used for dimension reduction in the proposed lag exploration process. We illustrate in Section 4 that when the correlation between the predictors is low to moderate, the lags chosen for the longitudinal variables in the conditional models will be close to the lag choices in the underlying full model and the consistency of the varying coefficient function estimators will follow from consistency of the moments estimators proposed in step 1. Consistency of the proposed moments estimators has been established in Şenturk and Mueller (2010) and Şenturk and Nguyen (2011).

Estimation of the moments of the predictor and response processes in step 1, including the bivariate smoothing and the choice of bandwidths, are carried out with the software package...
3. Data Analysis: Exploration of Lagged Effects Associated with Longitudinal Cognitive and Functional Impairment

The motivating data for the proposed methodology is from an observational cohort study conducted over 4 years on 745 older adults where multiple health scores and the number of clinic visits are recorded. Various subsets of the data have been analyzed to address different clinical hypothesis and more recently Pickett et al. (2011) performed a cross-sectional analysis of only the baseline data to identify factors associated with healthcare utilization. A detailed description of the data collection mechanism and related issues are provided in Seaburn et al. (2005) and Grabovich et al. (2010). In order to model the frequency of the clinic visits as a function of clinical factors observed over time, we analyze here a subset of the data with 703 older adults between ages of 65 and 93 with yearly recorded cognitive (from Mini-Mental State Exam [MMSE]) and physical Karnofsky (KPS) impairment scores > 12 and > 40, respectively. Because our outcome variable of interest is clinic visits, the dataset analyzed excludes individuals who were severely disabled (indicating hospitalization or more severe, e.g., hospitalization required) or with severe cognitive impairment. The response, total number of clinic visits, is originally intended to be recorded every three months but due to frequent missing values even in the baseline measurements, the data is highly irregular and unsynchronized. MMSE and KPS impairment scores and the logarithm of the total clinic visits collected throughout the observation period of four years are displayed in Figure 1. (We add 0.5 to the zero entries of the total number of visits before taking logarithms.) MMSE and KPS scores measure cognitive and physical decline, respectively, as the scores decrease. Cross-sectionally estimated mean trajectories over time are plotted in dark solid, where the estimated mean number of visits has an increasing and the estimated mean physical impairment score has a decreasing trend over the observation period, as expected. On average, cognitive functioning score remains constant over the progression of the study.

Our analysis to explore lagged relations discovers opposing trends in MMSE and KPS scores as they relate to total clinic visits. MMSE scores from baseline and KPS scores from concurrent times have the most pronounced effects on clinic visits throughout the study. Since both predictor processes are close to homoskedasticity in the study period, selected lags can be interpreted as the lags from the predictors’ past that has the highest absolute correlation with the response, clinic visits. The results uncover deviations from concurrent modeling of MMSE which would be informative for further investigation of the nature of the lag detected, potentially studying the predictive power of the entire historical trajectory of MMSE in explaining clinic visits. In addition the direction of the regression relations estimated imply that patients with better physical functioning tend to have fewer clinic visits, while patients with better cognitive status are more likely to attend their clinic visits. In the analysis outlined below we include estimated univariate transfer function regressions, univariate EVarlag models for the two predictors separately, and fits from the bivariate EVarlag model with both predictors in the model.

We first explore the time varying lagged regression of the logarithm of the number of clinic visits on the two impairment scores separately. The estimated two dimensional transfer functions $\beta(t, s)$ from separate regressions of the logarithm of the number of visits at time $t$ on MMSE and KPS score from lagged time $s < t$ are given in Figure 2. The plotted transfer functions have a triangular support, where the diagonal $s = t$ represents the regression relation of the response and the predictor from concurrent times. The lag path that maximizes the absolute value of the transfer function is given in thick solid black in Figure
2. Figures 3 (a)–(b) display the estimated varying coefficient functions (solid) from the EVarlag model of the log visits on MMSE and KPS scores, separately. Paths of maximum absolute value of the transfer function highlighted (thick black) in Figure 2 correspond to the chosen time dependent lags plotted in Figure 3 (d) and (e) (thick solid). Also plotted in Figure 3 are the concurrent varying coefficient model fits (dash-dotted) relating the response to the two predictors separately from concurrent times ignoring lag estimation. These fits correspond to the diagonal values of the transfer functions plotted in Figure 2. ±2 bootstrap error bars for both varying coefficient function fits, from the proposed EVarlag model and the concurrent varying coefficient model are plotted in Figure 3 (dotted). Reported bootstrap error bars are based on 200 bootstrap samples drawn via resampling from subjects, where EVarlag model fits are obtained from the bootstrap data at the particular lags chosen for the original data. In order to study the variation in the lag choice, we also plot (thick dashed) in Figures 3 (d) and (e) the median bootstrap lag choice for MMSE and KPS from the EVarlag fits to bootstrap samples where a different time varying lag is chosen each time.

While the lagged and concurrent model fits agree perfectly (Figure 3 (b)) for the regression of log visits on KPS scores with a chosen lag of \( t - \Delta t = t \), i.e. \( \Delta t = 0 \), the EVarlag fit shows a more pronounced positive effect (Figure 3 (a)) of the baseline MMSE score throughout the study. More specifically, the estimated transfer function in Figure 2 (b) and the varying coefficient function in Figure 3 (b) suggest that there is a negative regression relation between number of clinic visits and KPS, where the association gets more pronounced with the progression of the study and less pronounced for KPS from further lagged times. The estimated median bootstrap lag plotted in Figure 3 (d) suggests that the concurrent relation is selected consistently for KPS, which corresponds to a lag choice of \( t - \Delta t = t \), i.e. \( \Delta t = 0 \). On the other hand, the lagged and concurrent models suggest different fits for MMSE. While the regression fit from concurrent times suggest a decline in the strength of the positive regression relation between MMSE and number of clinic visits with the progression of the study, especially after 1.5 years, the fit from baseline MMSE stays leveled without a decline in the strength of the suggested relation (Figure 3 (a)). This difference is reflected in the ±2 bootstrap error bars. The estimated median bootstrap lag also suggests that the selection of the baseline MMSE is consistent over the bootstrap draws (Figure 3 (e)). Hence, the modeling results suggest that while the decline of the (physical) impairment score has a concurrent effect on the frequency of clinic visits, it is cognitive impairment score from lagged times that have more pronounced effects on clinic visits (compared to those from the current time).

Using the sequential estimation algorithm for fitting the EVarlag model with multiple predictors, proposed in Section 2.2, we next regress the logarithm of the total number of visits on both impairment scores, KPS and MMSE. The physical impairment (KPS score) enters the model first, followed by MMSE. The estimated lags (thick solid) and varying coefficient functions (solid) are given in Figure 4. Also presented are ±2 bootstrap error bars (dotted) and median bootstrap lag choices (thick dotted). The results suggest baseline MMSE has a more pronounced effect in the second half of the study in contrast with the declining positive effect of MMSE from concurrent times towards the end of the study. The varying coefficient function for MMSE from the concurrent fit falls outside of the bootstrap error bars towards the end of the study (Figure 4 (b)). We also explored the EVarlag model with the reverse order of predictors and the results are fairly similar and thus omitted here. Also, the chosen lags and overall conclusions from the multiple EVarlag model above are similar to the models with each predictor examined separately. The consistent results across models would be expected for this data, since the correlation between the longitudinal KPS and MMSE measurements range between 0.04 and 0.09 (with a median of 0.05), implying that the impairment scores are close to uncorrelated. This is expected since the two
4. Simulation Studies

We examine the performance of the proposed estimation algorithm in two simulation set-ups with different lag and correlation structures among the predictor processes. The first set-up mimics the clinic visits data using similar predictor and response observation frequency with two longitudinal predictors. The underlying lag structure involves baseline and concurrent lags as observed in the real data analyzed in Section 3. In the second simulation set-up, we study the proposed EVarlag model more generally with four longitudinal and one cross-sectional predictor. We also study the performance of the varying coefficient function and lag estimates under increasing correlation between predictor processes and compare the proposed varying coefficient function estimates with the (a) benchmark (optimal) estimates that uses the true lags and (b) fits from the concurrent VCM that completely ignores lag effects. In estimation of the moments of the predictor and response processes, we utilize the publicly available software package PACE (http://anson.ucdavis.edu/~ntyang/PACE; Yao et al., 2003; Yao et al., 2005) where generalized cross-validation is used for choosing corresponding bandwidths.

4.1 Modeling clinic visits data: Two longitudinal predictor processes

We first consider an EVarlag model with two longitudinal predictors, similar to the clinic visits data analyzed above. The number of measurements for the predictors was randomly chosen with equal probability from {3, 4, 5} and the response from {1, 2, 3, …, 12} for each of the n = 700 subjects, similar to the clinic visits data. Locations for the predictors and response measurements for the subject i were generated uniformly from [0, 1] separately. This resulted in concurrent measurements among the predictors which were not concurrent with the response measurements. Since the KPS and MMSE measures are nearly uncorrelated with correlations between their longitudinal measurements ranging between 0.04 and 0.09, we generated the two longitudinal variables independently. The predictor vectors $X_{ri} = [X_{r1i}, …, X_{rimi}]^T$, $r = 1, 2$, $m_1i = m_2i = mi$, were generated from multivariate normal distributions with mean vectors $\mu_{X_1}(t_i) = 3 - 2t_i$ and $\mu_{X_2}(t_i) = (1 + t_i)^2$ for $t_i = [t_{i1}, …, t_{imi}]^T$. The $mi$ by $mi$ covariance matrices for the longitudinal predictors had (i, j)th elements equal to $\sigma_{X_1}(t_{ij}, t_{ij}') = 6e^{-3(t_{ij} - t_{ij}')}^2$ and $\sigma_{X_2}(t_{ij}, t_{ij}') = 4e^{-6(t_{ij} - t_{ij}')}^2$ for $X_{1i}$ and $X_{2i}$, respectively. The response trajectories are

$$Y_i(t_{ij}) - \mu_Y(t_{ij}) = \beta_1(t_{ij})\{X_{1i}(0) - \mu_X(0)\} + \beta_2(t_{ij})\{X_{2i}(t_{ij}) - \mu_X(0)\} + V_i(t_{ij}), \tag{11}$$

where $\beta_1(t) = \cos(\pi t)$, $\beta_2(t) = \sin(2\pi t)$ and $\mu_Y(t) = 2\sin(\pi + \pi t) + \beta_1(t)\mu_X(0) + \beta_2(t)\mu_X(t)$. In model (11), the time varying lags are $t - \Delta_{1i} = 0$, i.e. $\Delta_{1i} = t$ and $t - \Delta_{2i} = t$, i.e. $\Delta_{2i} = 0$, where the baseline measurements of one longitudinal predictor and the measurements from concurrent times with the response of the other longitudinal predictor are included in the regression model; thus, the lag structure is similar to the clinic visits data. The functional error $V_i$ in (11) was equal to $\xi_{Y1i}\psi_1(t) + \xi_{Y2i}\psi_2(t)$ constructed from the two basis functions $\psi_1(t) = \sqrt{2}\cos(\pi t)$ and $\psi_2(t) = \sqrt{2}\sin(\pi t)$ and subject specific random components $\xi_{Y1i}$ and $\xi_{Y2i}$ generated independently from zero mean normal distributions with variances 1 and 0.5, respectively. The observed longitudinal predictor and response measurements had time independent mean zero additive measurement errors $\varepsilon_{r_{ij}}$, $r = 1, 2$ and $\varepsilon_{ij}$ according to (7) where the errors were generated from normal distributions with variances 0.5.

The results from the first simulation study are summarized in Figure 5, which displays the median (dash-dotted) and the 5th and 95th percentiles (dotted) of the varying coefficient...
function estimates (in Figure 5 (a) and 5 (b)) along with medians of the estimated lags (thick dotted lines in Figures 5 (c) and 5 (d)) for each longitudinal predictor over 200 Monte Carlo runs. The median of the estimated lags and varying coefficient functions trace the true underlying quantities. We evaluate the performance of the estimators via normalized mean integrated squared error for the varying coefficient functions (ME) and for the time varying lags (ML),

\[
ME = \frac{1}{p+g} \left[ \sum_{r=1}^{p} \int \frac{f_{\beta}(t) - \hat{\beta}_r(t)}{\beta_r(t)} \, dt \int \frac{f_{\alpha}(t) - \hat{\alpha}_q(t)}{\alpha_q(t)} \, dt \right]^{1/3},
\]

where the maximum squared error for the estimated time varying lags is \( \int_0^1 t^2 \, dt = 1/3 \), \( p = 2 \) and \( g = 0 \). The estimated median, 1st quartile and 3rd quartile values from the 200 Monte Carlo runs are (.122, .069, .362) and (.066, .034, .111) for ME and ML, respectively. These values confirm that the proposed estimates are close to the true underlying quantities in this simulation model similar to the clinic visits data, as illustrated in Figure 5.

4.2 Performance of EVarlag under more general simulation settings

In the second simulation set-up, we consider an EVarlag model with four longitudinal and one cross-sectional predictor. The number of repeated measurements for the response and the four longitudinal predictors were chosen with equal probability from 7, 8, 9, 10, for \( n = 700, 1000 \) subjects, at concurrent time points \( (m_{1i} = m_{2i} = m_{3i} = m_{4i} = n_i) \). The locations of the measurements were chosen similarly as in the first simulation study. The combined predictor vector \( X_i = [X_{1i1}, \ldots, X_{1ini}, X_{2i1}, \ldots, X_{2ini}, X_{3i1}, \ldots, X_{3ini}, X_{4i1}, \ldots, X_{4ini}, Z_i]^T \) was generated from a multivariate normal distribution with mean vector \( \mu_{X_1}(t_i), \mu_{X_2}(t_i), \mu_{X_3}(t_i), \mu_{X_4}(t_i), E(Z_i) = [3 - 2t_i, 2 + (t_i - 0.5)^2, t_i, \text{var}(Z_i)] \) and covariance matrix \( \Sigma_i = [\Sigma_{i11}, \Sigma_{i12}, \Sigma_{i21}, \Sigma_{i22}, \text{var}(Z_i)] \), where

\[
\Sigma_{i11} = \begin{bmatrix}
\sigma_i & A & A \\
A & \sigma_i & A \\
A & A & \sigma_i \\
\end{bmatrix},
\]

Here \( A \) is a \( n_i \) by \( n_i \) matrix of contents equal to \( a \), \( \Sigma_{i12} \) is a 4\( n_i \) by 1 matrix of contents equal to \( a \), \( \sigma_i \) is a \( n_i \) by \( n_i \) matrix with \( (j, j') \)th element equal to \( \sigma_j(t_{ij}, t_{ij'}) = 6 \exp(-3|t_{ij} - t_{ij'}|) \) and \( \text{var}(Z_i) = 6 \). We ran simulations with different correlations between the predictor variables by varying the values of \( a; a = (0, 0.5, 1, 2) \) corresponding to correlations of (0, 1/12, 1/6, 1/3), respectively. The response were generated from the EVarlag model.
where $\beta_1(t) = 3 \{ \sin(\pi t/2) + \cos(\pi t) \}$, $\beta_2(t) = 2 \sin(\pi t)$, $\beta_3(t) = 2 \{\sin(\pi t) + \cos(\pi t)\}$, $\beta_4(t) = 3 \cos(\pi t)$, $\alpha(t) = 2 \sin(0.5 \pi t)$ and $\mu(t) = 2 \{ \cos(\pi t) + \sin(\pi t) \} + 3 \{ \sin(\pi t) \} + 2 \{ \cos(\pi t) \}$ in model (12), the time varying lags are $t - \Delta_1 t = t$, i.e. $\Delta_1 t = 0$, $t - \Delta_2 t = 0$, i.e. $\Delta_2 t = t$, $t - \Delta_3 t = (t - 17/29)^1$ and $t - \Delta_4 t = 0$, i.e. $\Delta_4 t = t$. Hence, baseline values of two predictors, concurrent values of one and time varying lagged values of another are included. The functional error $V_i$ in (12) and the additive measurement error on the longitudinal predictor and response trajectories were generated as described above.

We examine the performance of the proposed estimation algorithm under mild to moderate correlation between the predictor variables for $a = (0, 0.5, 1, 2)$. In addition we compare the performance of the proposed varying coefficient function estimators to two alternative estimators: (1) the benchmark estimator using the true lag values and (2) the estimator from the concurrent VCM ignoring lag effects. The benchmark estimator and estimator from the concurrent model are obtained by substituting $\Delta_{rt}$ and 0, respectively, in place of $\hat{\Delta}_{rt}$, $r = 1, \ldots, p$, in step 3 of the proposed estimation algorithm. Table 1 summarizes the estimated median, 1st quartile and 3rd quartile values from 200 Monte Carlo runs for ML from the proposed lag estimators and for ME from the varying coefficient function estimators from all three models. Note that although the mean integrated squared errors for the varying coefficient function and lag estimators are getting larger with increasing predictor correlation, the proposed lag and varying coefficient function estimators are still performing well under moderate correlation levels, especially compared to the benchmark and concurrent models. The benchmark estimators are expected to perform the best since they use the true unknown lag values; and the performance of the proposed estimators are fairly close to the performance of the benchmark estimators. In addition, there is substantial gain in estimating the lag relations, as observed from comparisons of the proposed estimators to those from the concurrent model ignoring lag effects. The estimated median of the ME of the proposed varying coefficient function estimators range roughly between 1/5 to 1/2 of the estimated median of the ME from concurrent model estimators.

Figure 6 displays the median (dash-dotted) and the 5th and 95th percentiles (dotted) of the varying coefficient function estimates (Figure 6 (a), (b), (c), (d) and (e)) along with medians of the estimated lags (thick dotted) for each longitudinal predictor (Figure 6 (f), (g), (h) and (i)) over 200 Monte Carlo runs for $n = 700$ and $a = 1$. Even though there are some deviations from the underlying lags in the estimated lags due to correlated predictors, the medians of the estimated varying coefficient functions trace the underlying quantities closely, indicating that the method performs well with cross-sectional as well as longitudinal predictors in the...
model. Also plotted in thick gray are the medians of the varying coefficient function estimates from the concurrent models; median estimates from the benchmark model are very close to those plotted from the proposed model and hence omitted in the figures. The concurrent fit ignoring lag estimation deviates from the underlying varying coefficient functions considerably especially for those longitudinal predictors that are not related to the response from concurrent times (Figure 6 (b), (c) and (d)). Even for the concurrent longitudinal predictor (Figure 6 (a)) and the cross-sectional covariate (Figure 6 (e)), the estimated varying coefficient functions from the concurrent model visibly deviate from the true values. This is consistent with the larger ME values from the concurrent model estimates reported in Table 1.

5. Discussion

The works described here contain innovations in exploratory modeling of both the varying coefficient functions and the lag effects in the context of challenging longitudinal data conditions (e.g., possibly unsynchronized response-predictor observations, infrequency, and irregularity). The main objective of the proposed exploratory time varying lagged regression model is to detect deviations from the concurrent nature of VCM via the introduction of the time varying lags associated with each longitudinal predictor. In addition to allowing the regression relations to vary over time, the time varying lags enable relating the response to a time varying path from the predictors past. Hence the analysis is not necessarily limited to concurrent relations, instead potentially interesting lagged relationships are explored between the response and predictor processes according to an objective criterion. The flexibility of estimating separate lags for each longitudinal predictor is a strength of the proposal, so that some predictors can be included in the model from concurrent times as the response while others may enter the regression model from lagged times, such as in the analysis of clinic visits data. We note that the proposal is only an exploratory tool and that longitudinal predictors with nonzero estimated lags can be modeled from lagged time intervals or possibly with the entire history of the predictor via functional linear models in follow-up analysis.

A special case of the proposal that may be of interest in particular applications is time invariant lags, i.e. \( t - \Delta t = t - c_r \) for some constant \( c_r \) for the \( r \)th longitudinal predictor. For selecting a fixed lag \( c_r \) for a given longitudinal predictor, the proposed algorithm can be altered to maximize a combined optimization criteria over \( t \) such as \( \int \frac{[\text{cov}(Y(t), X_r(t-c_r))]}{\text{var}[X_r(t-c_r)]} dt \) with respect to the constant \( c_r \). This would be interpreted as maximizing the absolute value of the integrated correlation of the response with the lagged predictor over time for homoskedastic predictor processes.

The proposed estimation procedure addresses new challenges in longitudinal data, specifically data resulting from irregular, infrequent, unsynchronized, and error-prone longitudinal designs. Hence, time varying lags are explored without requiring a common time grid for observations among subjects. The proposed estimation procedure utilizes nonparametric estimation techniques to target the moments of the longitudinal predictor and response processes, which allow for pooling information across subjects. The curse of dimensionality is addressed by taking a conditional modeling approach, which allows for inclusion of multiple longitudinal and cross-sectional predictors. The variance of the proposed estimators are conveyed via bootstrap error bars in Section 3; development of valid inference procedures for the EVarlag model requires further research.
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Appendix

We provide here the moments-based estimates of ESE used in step 2 of the estimation procedure. We estimate (8) in step 2.1 by

$$\hat{\text{ESE}}_k^{(1)}(t) = \text{var}\{Y(t)\} - 2\hat{\gamma}_k^{(1)}(t)\text{cov}\{Y(t), W_k^{(1)}(t)\} + \{\hat{\gamma}_k^{(1)}(t)\}^2 \text{var}\{W_k^{(1)}(t)\}, \quad (13)$$

where $\hat{\gamma}_k^{(1)}(t) = \beta_k^{(1)}(t)$ for longitudinal predictors and $\gamma_k^{(1)}(t) = \alpha_k^{(1)}(t)$ for cross-sectional ones.

Similar to (13), $\hat{\text{ESE}}_k^{(2)}(t)$ in step 2.2 is estimated by

$$\hat{\text{ESE}}_k^{(2)}(t) = \text{var}\{Y(t)\} - 2\hat{\gamma}_k^{(2)}(t)\text{cov}\{Y(t), W_k^{(2)}(t)\} + \{\hat{\gamma}_k^{(2)}(t)\}^2 \text{var}\{W_k^{(2)}(t)\}.$$

At step 2.k, $\hat{\text{ESE}}_k^{(k)}(t)$ is estimated by

$$\hat{\text{ESE}}_k^{(k)}(t) = \text{var}\{Y(t)\} - 2\sum_{u=1}^{k-1} \hat{\gamma}_k^{(u)}(t)\text{cov}\{Y(t), W_k^{(u)}(t)\} - 2\hat{\gamma}_k^{(k)}(t)\text{cov}\{Y(t), W_k^{(k)}(t)\} + 2\sum_{u=1}^{k-1} \hat{\gamma}_k^{(u)}(t)\hat{\gamma}_k^{(k)}(t)\text{cov}\{W_k^{(u)}(t), W_k^{(k)}(t)\} + \{\hat{\gamma}_k^{(k)}(t)\}^2 \text{var}\{W_k^{(k)}(t)\}.$$
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Figure 1.
Observed individual trajectories (dashed) and the smoothed estimate of the cross-sectional mean functions (thick solid) for the (a) cognitive impairment score MMSE, (b) physical impairment score KPS and (c) logarithm of the number of clinic visits.
Figure 2.
Estimated two dimensional transfer functions from the separate regressions of the logarithm of the number of clinic visits at time $t$ (a) on MMSE and (b) on KPS scores from the lagged times $s \leq t$. Plotted in thick solid in black is the path that maximizes the transfer function for each $t$, corresponding to the estimated lags in the proposed exploratory time varying lagged regression.
Figure 3.
Two separate (univariate) EVarlag regression models. Given are the estimated varying coefficient functions from the proposed EVarlag regression (solid) and from the varying coefficient regression (dash-dotted) of the logarithm of number of visits (a) on the cognitive impairment score MMSE and (b) on the physical impairment score KPS. ±2 bootstrap error bars from the EVarlag fits (dotted) are given in (a) and (b) and from the varying coefficient model fit (dash-dotted) are given in (c). Also plotted are the estimated lags \( t \) vs. \( t - \Delta t \) (thick solid) from the two regressions with MMSE and KPS given in (e) and (d), respectively.
Gray line in (e) denotes the no lag case, i.e. $\Delta_t = 0$ for reference, where thick dotted lines in (d) and (e) are the estimated median bootstrap lag choices.
Figure 4.
EVarlag model with multiple predictors (predictor sequence: KPS and MMSE). Plotted are estimated varying coefficient functions from the proposed EVarlag regression (solid) and from the varying coefficient regression (dash-dotted) of the logarithm of number of visits on two predictors, (a) the physical impairment score KPS and (b) the cognitive impairment score MMSE. Also provided are ±2 bootstrap error bars (dotted) for the EVarlag fits. Estimated lags $t$ versus $t - \Delta_t$ (thick solid) for KPS and MMSE are given in (c) and (d), respectively. The gray line in (d) denotes the no lag case, i.e. $\Delta_t = 0$ for reference, where thick dotted lines in (c) and (d) are the estimated median bootstrap lag choices.
Figure 5.
Results from the first simulation study with data set-up similar to the clinic visits data. The median (dash-dotted) and the 5th and 95th percentiles (dotted) of the varying coefficient function estimates of (a) $\beta_1(t)$ and (b) $\beta_2(t)$ (solid) are plotted based on 200 Monte Carlo runs. Given in (c) and (d) are the medians (thick dotted) of the estimated lags $t$ versus $t - \Delta_t$ (solid) for each longitudinal predictor. The gray line in (c) represents the no lag case, i.e. $\Delta_t = 0$ for reference.
Figure 6.
Results from the second simulation study. The median (dash-dotted) and the 5th and 95th percentiles (dotted) of the varying coefficient function estimates ((a), (b), (c), (d) and (e)) are plotted based on 200 Monte Carlo runs (true values in solid). Plotted in thick gray are the medians of the varying coefficient functions estimates from the concurrent model. Also given ((f), (g), (h) and (i)) are the medians (thick dotted) of the estimated lags $t$ versus $t - \Delta_t$ (solid) for longitudinal predictors. Gray lines represent the no lag case for reference.
Table 1

Normalized mean squared integrated error for the varying coefficient functions (ME) from the proposed estimators, benchmark estimators using true unknown lag values and the concurrent estimators ignoring lag estimation. Also reported are the median normalized mean squared integrated error for lag estimators (ML) from the proposed algorithm. Median and 25% and 75% percentiles of the deviation measures are presented based on 200 Monte Carlo runs/data sets. Varying $a$ values refer to differing degrees of correlation between the predictor variables; $a = (0, 0.5, 1, 2)$ corresponds to correlations of (0, 1/12, 1/6, 1/3), respectively.

| n   | $a$ | ME  | ME-benchmark | ME-concurrent | ML  |
|-----|-----|-----|--------------|--------------|-----|
|     |     | Median | 25% | 75% | Median | 25% | 75% | Median | 25% | 75% | Median |
| 700 | 0   | .069 | .040 | .130 | .063 | .042 | .103 | .261 | .245 | .281 | .110 |
| 700 | 0.5 | .064 | .043 | .127 | .067 | .046 | .097 | .273 | .257 | .292 | .106 |
| 700 | 1   | .098 | .057 | .196 | .084 | .058 | .160 | .319 | .302 | .339 | .128 |
| 700 | 2   | .276 | .113 | .809 | .156 | .083 | .385 | .533 | .510 | .567 | .165 |
| 1000| 0   | .043 | .026 | .071 | .043 | .028 | .073 | .258 | .246 | .273 | .081 |
| 1000| 0.5 | .055 | .033 | .086 | .054 | .035 | .084 | .265 | .251 | .279 | .105 |
| 1000| 1   | .056 | .033 | .125 | .056 | .036 | .111 | .313 | .293 | .332 | .115 |
| 1000| 2   | .156 | .085 | .311 | .104 | .065 | .221 | .524 | .500 | .553 | .145 |