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Abstract

We consider a robust state space filtering problem in the case that the transition probability density is unknown and possibly degenerate. The resulting robust filter has a Kalman-like structure and solves a minimax game: the nature selects the least favorable model in a prescribed ambiguity set which also contains non-Gaussian probability densities, while the other player designs the optimum filter for the least favorable model. It turns out that the resulting robust filter is characterized by a Riccati-like iteration evolving on the cone of the positive semidefinite matrices. Moreover, we study the convergence of such iteration in the case that the nominal model is with constant parameters on the basis of the contraction analysis in the same spirit of Bougerol. Finally, some numerical examples show that the proposed filter outperforms the standard Kalman filter.
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I. INTRODUCTION

As a classic estimation algorithm, the standard Kalman filter is extensively used. However, it may perform poorly in the case that the actual model does not coincide with the nominal one. For such a reason, manifold robust versions of the Kalman filter have been considered, see for instance [1]–[5].

In particular, risk sensitive Kalman filters [6]–[10] have been proposed in order to address model uncertainty. The latter consider an exponential quadratic loss function rather than the standard quadratic loss function. This means that large errors are severely penalized according to the so called risk sensitivity parameter. Hereafter, these robust Kalman filters have been proved to be equivalent to solve a minimax problem, [11]–[14]. More precisely, there are two players. One player, say nature, selects the least favorable model in a prescribed ambiguity set which is a ball.
about the nominal model and whose radius reflects the amount of uncertainty in respect to the nominal model. The
other player designs the optimum filter according to the least favorable model.

Recently, instead of concentrating the entire model uncertainty in a single relative entropy constraint, a new
paradigm of risk sensitive filters has been proposed in [15]–[20]. The latter characterizes the uncertainty using
separate constraints to each time increment of the model. In other words, the ambiguity set is specified at each time
step by forming a ball, in the Kullback-Leibler (KL) topology, about the nominal model, [15], [21]. It is worth noting
this ball can be defined by using also the Tau-divergence family, [22], [23]. These filters, however, are well defined
only in the case that the nominal and the actual transition probability density functions are non-degenerate. This
guarantees that the corresponding distorted Riccati iteration evolves on the cone of the positive definite matrices.

Unfortunately, in many practical applications, like weather forecasting and oceanography, the standard Kalman
filter fails to work. More precisely, the Riccati iteration produces numerical covariance matrices which are indefinite
because of their large dimension. This issue is typically addressed by resorting to a low-rank Kalman algorithm
[24].

The contribution of this paper is to extend the robust paradigm in [15] to the case in which the transition probability
density is possibly degenerate. Some preliminary results can be found in [25]. Within our framework, degenerate
Gaussian probability densities could be also involved in the dynamic game. Accordingly, the resulting robust Kalman
filter corresponds to a low-rank risk sensitive Riccati iteration. Although low-rank and distorted Riccati iterations
have been widely studied in the literature, e.g. [26]–[30], our iteration appears to be new. Then, we also derive the
least favorable model over a finite simulation horizon. Last but not least, we study the convergence of the distorted
Riccati iteration in the case that the nominal model has constant parameters by means of the contraction analysis,
[31]. It turns out that the convergence is guaranteed if the nominal model is stabilizable, the reachable subspace is
observable and the ambiguity set is “small”.

The outline of the paper is as follows. Section II discusses the low-rank robust static estimation problem where
the ambiguity set is characterized by a relative entropy constraint and possibly contains degenerate densities. The
robust Kalman filtering problem is presented in Section III. The latter is then reformulated as a static minimax game
in Section IV. In Section V, we derive the corresponding least favorable model. Section VI regards the convergence
of the proposed low-rank robust Kalman filter in the case of constant parameters. In Section VII some numerical
examples are provided. Finally, we draw the conclusions in Section VIII.

Notation: The image, the kernel and the trace of matrix $K$ are denoted by $\text{Im}(K)$, $\ker(K)$ and $\text{tr}(K)$, respectively.
Given a symmetric matrix $K$: $K > 0$ ($K \geq 0$) means that $K$ is positive (semi)definite; $\sigma_{\text{max}}(K)$ is the maximum
eigenvalue of $K$; $K^+$ and $\det^+(K)$ denote the pseudo inverse and the pseudo determinant of $K$, respectively. The
Kronecker product between two matrices $K$ and $V$ is denoted by $K \otimes V$. $x \sim \mathcal{N}(m, K)$ means that $x$ is a Gaussian
random variable with mean $m$ and covariance matrix $K$. $\mathbb{Q}^n$ is the vector space of symmetric matrices of dimension
$n$; $\mathbb{Q}^+_n$ denotes the cone of positive definite symmetric matrices of dimension $n$, while $\overline{\mathbb{Q}^+_n}$ denotes its closure.
The diagonal matrix whose elements in the main diagonal are $a_1, a_2, \ldots, a_n$ is denoted by $\text{diag}(a_1, a_2, \ldots a_n)$;
$\text{T}_p(A_1, A_2, \ldots, A_n)$ denotes the block upper triangular Toeplitz matrix whose first block row is $[A_1 \ A_2 \ldots \ A_n]$. 

II. LOW-RANK ROBUST STATIC ESTIMATION

Consider the problem to estimate a random vector \( x \in \mathbb{R}^n \) from an observation vector \( y \in \mathbb{R}^p \). We assume that the nominal probability density function of \( z := [x^\top \; y^\top]^\top \) is \( f(z) \sim \mathcal{N}(m_z, K_z) \) where the mean vector \( m_z \in \mathbb{R}^{n+p} \) and the covariance matrix \( K_z \in \mathbb{Q}^{n+p}_{+} \) are such that

\[
m_z = \begin{bmatrix} m_x \\ m_y \end{bmatrix}, \quad K_z = \begin{bmatrix} K_x & K_{xy} \\ K_{yx} & K_y \end{bmatrix}.
\]

Moreover, we assume that \( K_z \) is possibly a singular matrix and such that \( \mathrm{rank}(K_z) = r + p \) with \( r \leq n \) and \( K_y > 0 \). Therefore, \( f(z) \) is possibly a degenerate density whose support is the \( r + p \)-dimensional affine subspace

\[
\mathcal{A} = \{m_z + v, \quad v \in \mathrm{Im}(K_z)\}
\]

and

\[
f(z) = \left( (2\pi)^{-r+p} \det^+ (K_z) \right)^{-1/2} \times \exp \left[ -\frac{1}{2} (z - m_z)^\top K_z^+ (z - m_z) \right]. \tag{1}
\]

Let \( \tilde{f}(z) \sim \mathcal{N}(\tilde{m}_z, \tilde{K}_z) \) denote the actual probability density function of \( z \) and we assume that \( \mathrm{rank}(\tilde{K}_z) = r + p \). Accordingly,

\[
\tilde{f}(z) = \left( (2\pi)^{-r+p} \det^+ (\tilde{K}_z) \right)^{-1/2} \times \exp \left[ -\frac{1}{2} (z - \tilde{m}_z)^\top \tilde{K}_z^+ (z - \tilde{m}_z) \right] \tag{2}
\]

with support \( \tilde{\mathcal{A}} = \{\tilde{m}_z + v, \quad v \in \mathrm{Im}(\tilde{K}_z)\} \). We use the KL-divergence to measure the deviation between the nominal probability density function \( f(z) \) and the actual one \( \tilde{f}(z) \). Since the KL-divergence is not able to measure the “deterministic” deviations, we have to assume that the two probability density functions have the same support, i.e. \( \mathcal{A} = \tilde{\mathcal{A}} \). In other words, we have to impose that:

\[
\mathrm{Im}(K_z) = \mathrm{Im}(\tilde{K}_z), \quad \Delta m_z \in \mathrm{Im}(K_z) \tag{3}
\]

where \( \Delta m_z = \tilde{m}_z - m_z \). Hence, under assumption (3), the KL-divergence between \( \tilde{f}(z) \) and \( f(z) \) is defined as

\[
D(\tilde{f}, f) = \int_{\mathcal{A}} \ln \left( \frac{\tilde{f}(z)}{f(z)} \right) \tilde{f}(z) dz. \tag{4}
\]

Then, if we substitute (1) and (2) in (4), we obtain

\[
D(\tilde{f}, f) = \frac{1}{2} \left[ \Delta m_z^\top K_z^+ \Delta m_z + \ln \det^+(K_z) - \ln \det^+(\tilde{K}_z) + \mathrm{tr} \left( K_z^+ \tilde{K}_z \right) - (r + p) \right].
\]

**Lemma 1.** Let \( f(z) \sim \mathcal{N}(m_z, K_z) \) and \( \tilde{f}(z) \sim \mathcal{N}(\tilde{m}_z, \tilde{K}_z) \) be Gaussian and possibly degenerate probability density functions with the same \( r + p \)-dimensional support \( \mathcal{A} \). Let

\[
\mathcal{U} = \{\tilde{m}_z \in \mathbb{R}^{n+p} \; s.t. \; \tilde{m}_z - m_z \in \mathrm{Im}(K_z)\}
\]

\[
\mathcal{V} = \{\tilde{K}_z \in \mathbb{Q}^{n+p} \; s.t. \; \mathrm{Im}(K_z) = \mathrm{Im}(\tilde{K}_z)\}.
\]
Then, \( D(\hat{f}, f) \) is strictly convex with respect to \( \hat{m}_z \in \mathcal{U} \) and \( \hat{K}_z \in \mathcal{V} \cap \overline{Q_+^{n+p}} \). Moreover, \( D(\hat{f}, f) \geq 0 \) and equality holds if and only if \( f = \hat{f} \).

Proof: Let \( U_z^\top \) be a matrix whose columns form an orthonormal basis for \( \text{Im}(K_z) \). Moreover, we define \( K_z^\top = U_z K_z U_z^\top \) and \( \tilde{K}_z = U_z \hat{K}_z U_z^\top \). Since \( f(z) \) and \( \hat{f}(z) \) have the same support, then \( \tilde{K}_z \) and \( \hat{m}_z \) are such that \( \text{Im}(\hat{K}_z) = \text{Im}(K_z) \) and \( \Delta m_z \in \text{Im}(K_z) \). Thus, \( D(\hat{f}, f) \) is strictly convex in \( \hat{K}_z \in \mathcal{V} \cap \overline{Q_+^{n+p}} \) if and only if it is strictly convex in \( \hat{K}_z^\top \in Q_+^{n+p} \).

Then, it is not difficult to see that

\[
D(\hat{f}, f) = \frac{1}{2} \left[ \Delta m_z^\top U_z (K_z^\top)^{-1} U_z \Delta m_z + \text{tr}((K_z^\top)^{-1} \hat{K}_z) \right] - \ln \det((K_z^\top)^{-1} \hat{K}_z) - (r + p)
\]

which is strictly convex in \( K_z^\top \in Q_+^{n+p} \), see [32]. Hence, we proved the strict convexity of \( D(\hat{f}, f) \) in \( \hat{K}_z \in \mathcal{V} \cap \overline{Q_+^{n+p}} \). Using similar reasonings, we can conclude that \( D(\hat{f}, f) \) is strictly convex in \( \hat{m}_z \in \mathcal{U} \). Finally, the unique minimum of \( D(\hat{f}, f) \) with respect to \( \hat{f} \) is given by the stationary conditions \( \hat{m}_z = m_z \) and \( \hat{K}_z = K_z \), i.e. \( \hat{f} = f \). Since \( D(f, f) = 0 \), we conclude that \( D(\hat{f}, f) \geq 0 \) and equality holds if and only if \( \hat{f} = f \). \( \square \)

In what follows, we assume that \( f \) is known while \( \hat{f} \) is not and both have the same support. Then, we assume that \( \hat{f} \) belongs to the ambiguity set, i.e. a “ball”:

\[
\mathcal{B} = \{ \hat{f} \sim \mathcal{N}(\hat{m}_z, \hat{K}_z) \text{ s.t. } D(\hat{f}, f) \leq c \}
\]

where \( c > 0 \), hereafter called tolerance, represents the radius of this ball. It is worth noting that \( f \) is usually estimated from measured data. More precisely, we fix a parametric and Gaussian model class \( \mathcal{M} \), then we select \( f \in \mathcal{M} \) according to the maximum likelihood principle. Thus, when the length of the data is sufficiently large, we have

\[
f \approx \arg\min_{f \in \mathcal{M}} D(\hat{f}, f)
\]

under standard hypotheses. Therefore, the uncertainty on \( f \) is naturally defined by \( \mathcal{B} \), i.e. the actual model \( \hat{f} \) satisfies the constraint \( \hat{f} \in \mathcal{B} \) with \( c = D(\hat{f}, f) \). Finally, an estimate of \( c \) is given by \( \hat{c} = D(\hat{f}, f) \) where \( \hat{f} \) is estimated from measured data using a model class \( \mathcal{M} \) sufficiently “large”, i.e. it contains many candidate models having diverse features.

In view of Lemma 1, \( \mathcal{B} \) is a convex set. We consider the robust estimator \( \hat{x} = g^0(y) \) solving the following minimax problem

\[
(\hat{f}^0, g^0) = \arg\min_{g \in \mathfrak{G}} \max_{f \in \mathcal{B}} J(\hat{f}, g)
\]

where

\[
J(\hat{f}, g) = \frac{1}{2} E_{\hat{f}} \left[ \|x - g(y)\|^2 \right]
\]

\[
= \frac{1}{2} \int_A \|x - g(y)\|^2 \hat{f}(z)dz.
\]

\( \mathfrak{G} \) is the set of estimators for which \( E_{\hat{f}} \left[ \|x - g(y)\|^2 \right] \) is bounded with respect to all the Gaussian densities in \( \mathcal{B} \).
**Theorem 1.** Let $f$ be a Gaussian (possibly degenerate) density defined as in (1) with $K_y > 0$. Then, the least favorable Gaussian density $\tilde{f}_0$ is with mean vector and covariance matrix

$$m_0^z = m_z = \begin{bmatrix} m_x \\ m_y \end{bmatrix}, \quad \tilde{K}_z = \begin{bmatrix} \tilde{K}_x & \tilde{K}_{xy} \\ \tilde{K}_{yx} & \tilde{K}_y \end{bmatrix},$$

so that, only the covariance of $x$ is perturbed. Then, the Bayesian estimator

$$g^0(y) = G_0 (y - m_y) + m_x,$$

with $G_0 = K_{xy}K_y^{-1}$, solves the robust estimation problem. The nominal posterior covariance matrix of $x$ given $y$ is given by

$$P := K_x - K_{xy}K_y^{-1}K_{yx},$$

while the least favorable one is:

$$\tilde{P} = (P^+ - \lambda^{-1}H^TH)^+$$

where $H^T \in \mathbb{R}^{n \times r}$ is a matrix whose columns form an orthonormal basis for $\text{Im}(P)$. Moreover, there exists a unique Lagrange multiplier $\lambda > \sigma_{\text{max}}(P) > 0$ such that $c = D(\tilde{f}_0, f)$.

**Proof:** The saddle point of $J$ must satisfy the conditions

$$J(\tilde{f}, g^0) \leq J(\tilde{f}_0, g^0) \leq J(\tilde{f}_0, g)$$

for all $\tilde{f} \in \mathcal{B}$ and $g \in \mathcal{G}$. The second inequality in (8) is based on the fact that the Bayesian estimator $g^0$ minimizes $J(\tilde{f}_0, \cdot)$. Therefore, it remains to prove the first inequality in (8).

Notice that the minimizer of $J(\tilde{f}, \cdot)$ is

$$g^*(y) = \tilde{K}_{xy}K_y^{-1}(y - m_y) + \tilde{m}_x$$

where

$$\tilde{m}_z := \begin{bmatrix} \tilde{m}_x \\ \tilde{m}_y \end{bmatrix}, \quad \tilde{K}_z := \begin{bmatrix} \tilde{K}_x & \tilde{K}_{xy} \\ \tilde{K}_{yx} & \tilde{K}_y \end{bmatrix}.$$  

Moreover, $J(\tilde{f}, g^*) = 1/2 \text{tr}(\tilde{P})$ where $\tilde{P} := \tilde{K}_x - \tilde{K}_{xy}K_y^{-1}\tilde{K}_{yx}$. Since $\text{Im}(\tilde{K}_z) = \text{Im}(K_z)$, then $\text{Im}(\tilde{P}) = \text{Im}(P) = \text{Im}(H^T)$. Let $\tilde{H}^T \in \mathbb{R}^{n \times (n-r)}$ be a matrix whose columns form an orthonormal basis for the orthogonal complement of $\text{Im}(P)$ in $\mathbb{R}^n$. Then, $\tilde{H}^T \tilde{H} + \tilde{H}^T H = I_n$. Therefore,

$$J(\tilde{f}, g^*) = \frac{1}{2} \text{tr}(\tilde{P}(\tilde{H}^T \tilde{H} + \tilde{H}^T H)) = \frac{1}{2} \text{tr}(\tilde{P}H^TH)$$

$$= \frac{1}{2} \mathbb{E}_f[\|\tilde{H}(x - g(y))\|^2].$$

This means that the maximization problem can be formulated by reducing the dimension of the random vector $z$, i.e. we take

$$z_r := \begin{bmatrix} x_r \\ y \end{bmatrix} = U_r z, \quad U_r := \begin{bmatrix} H & 0 \\ 0 & I \end{bmatrix}.$$
and \( z = U_t^T z_r \). The nominal and actual reduced densities are, respectively, \( f_r \sim \mathcal{N}(m_r^z, K_r^z) \) and \( \tilde{f}_r \sim \mathcal{N}(m_r^z, \tilde{K}_r^z) \) where \( m_r^z = U_t m_z \), \( m_r^z = U_t \tilde{m}_z \), \( K_r^z = U_t K_z U_t^T \), \( \tilde{K}_r^z = U_t \tilde{K}_z U_t^T \). Accordingly, the maximization of \( J(\cdot, g^0) \) is equivalent to the maximization \( J(\tilde{f}_r, g^0_r) = \mathbb{E}_{f_r}[\|x_r - g_r^0(y)\|^2] \) where \( \tilde{f}_r \in \mathcal{B}_c : = \{ \tilde{f}_r \sim \mathcal{N}(m_r^z, \tilde{K}_r^z) \text{ s.t. } D(\tilde{f}_r, f_r) \leq c \}, g^0_r := H g^0 \) and

\[
D(\tilde{f}_r, f_r) = \frac{1}{2} \left( (\Delta m_r^z)^\top (K_r^z)^{-1} \Delta m_r^z + \text{tr}((K_r^z)^{-1} \tilde{K}_r^z) \right) - \ln \det((K_r^z)^{-1} \tilde{K}_r^z) - (r + p)
\]

where \( \Delta m_r^z = \tilde{m}_r^z - m_r^z \). Since \( k_r^z > 0 \) and \( \tilde{k}_r^z > 0 \), by Theorem 1 in [15], [21] (see also [25]), we have that the maximizer \( \tilde{f}_r^0 \) has mean \( m_r^z \) and covariance matrix

\[
\tilde{K}_r^z = \begin{bmatrix}
\tilde{k}_r^x & \tilde{K}_{xy}^z \\
K_{yx}^z & K_y
\end{bmatrix}
\]

where \( \tilde{k}_r^x = \tilde{p} + \tilde{K}_{xy}^z K_y^{-1} K_{yx}^z \)

\[
\tilde{p} = ((p^r)^{-1} - (r^r)^{-1} I_r)^{-1},
\]

\( p^r := H P H^T > 0 \) and \( \lambda > \sigma_{\text{max}}(p^r) > 0 \) is the unique solution to

\[
\frac{1}{2} \{ \ln \det p^r - \ln \det \tilde{p} + \text{tr}((p^r)^{-1} \tilde{p} - I_r) \} = c.
\]

We conclude that the least favorable density \( \tilde{f}_r^0(z) \) has mean and covariance matrix as in (6). Moreover,

\[
\tilde{K}_x = H^T \tilde{K}_{x}^z H = \underbrace{H^T \tilde{p}^r H}_{= \tilde{p}} + \underbrace{H^T \tilde{K}_{xy}^z K_y^{-1} K_{yx}^z H}_{= \tilde{K}_{xy}}
\]

and

\[
\tilde{p} = H^T ((p^r)^{-1} - (r^r)^{-1} I_r)^{-1} H = (p^+ - \lambda^{-1} H^T H)^+. 
\]

Finally, Equation (9) can be written in terms of \( P \) and \( \tilde{P} \):

\[
\frac{1}{2} \{ \ln \det^+ P - \ln \det^+ \tilde{P} + \text{tr}(P^+ \tilde{P} - I_r) \} = c
\]

where \( \lambda > \sigma_{\text{max}}(H P H^T) = \sigma_{\text{max}}(P) \).

\[
\square
\]

**Remark 1.** If \( P > 0 \) then \( f \) is a non-degenerate density. In such a case, Theorem 1 still holds and: the pseudo inverse is replaced by the inverse; moreover, \( H^T H \) becomes the identity matrix. Therefore, we recover the robust static estimation problem proposed in [21].

**Remark 2.** In Problem (5) we could add the constraint \( \text{rank}(G) \leq q \), with \( q < r \), i.e. the estimator \( g(y) \) represents a layered linear feedforward neural network with one low-dimensional hidden layer. Following the reasonings in [33], it is possible to characterize \( g^0 \) in terms of \( \tilde{f}_r \), however, it is not possible to characterize \( \tilde{f}_r^0 \) in terms of \( g^0 \). In plain words, the introduction of such a constraint does not allow to characterize the saddle point for Problem (5). Most importantly, this constraint destroys the convexity of the set \( \mathcal{G} \), so that the saddle point approach to the minimax problem is not applicable.
III. LOW-RANK ROBUST KALMAN FILTER

We consider a nominal Gauss-Markov state space model of the form

\[
\begin{align*}
  x_{t+1} &= A_t x_t + B_t v_t \\
  y_t &= C_t x_t + D_t v_t
\end{align*}
\]  

(10)

where \( x_t \in \mathbb{R}^n \) is the state vector, \( y_t \in \mathbb{R}^p \) is the measurement vector, \( A_t \in \mathbb{R}^{n \times n} \), \( B_t \in \mathbb{R}^{n \times (m+p)} \), \( C_t \in \mathbb{R}^{p \times n} \), \( D_t \in \mathbb{R}^{p \times (n+p)} \), \( v_t \in \mathbb{R}^{m+p} \) is normalized WGN and \( r_t + p := \text{rank}(B_t^\top D_t^\top) \leq n + p \). Without loss of generality we can assume that \( [B_t^\top D_t^\top]^\top \in \mathbb{R}^{(n+p) \times (r_t+p)} \) and it is a full column rank matrix and \( v_t \in \mathbb{R}^{r_t+p} \). Indeed, if this is not the case there always exists a lower dimensional equivalent representation of \( v_t \) for which the previous hypothesis holds. Finally, we make the standard assumption that \( D_t D_t^\top \) is positive definite. We define

\[
  z_t := [x_{t+1}^\top y_t^\top]^\top
\]

Let \( f_0(x_0) \) and \( \tilde{\phi}_t(z_t|x_t) \) denote the probability density of \( x_0 \) and \( z_t \) conditioned on \( x_t \), respectively. An equivalent representation of model (10) in the finite interval \( 0 \leq t \leq T \) is given by the nominal joint probability density

\[
f(X_{T+1}, Y_T) = f_0(x_0) \prod_{t=0}^{T} \phi_t(z_t|x_t)
\]

where

\[
X_{T+1} = \begin{bmatrix} x_0 \\ \vdots \\ x_t \\ \vdots \\ x_{T+1} \end{bmatrix}, \quad Y_T = \begin{bmatrix} y_0 \\ \vdots \\ y_t \\ \vdots \\ y_T \end{bmatrix}
\]

It is worth noting that \( \phi_t(z_t|x_t) \) is a degenerate conditional probability density in the case that \( r_t < n \). Let \( A_t \) denote the support of \( \phi_t \). Notice that \( A_t \) depends on \( x_t \). We assume that the actual model over the interval \( 0 \leq t \leq T \) is described by the joint probability

\[
\tilde{f}(X_{T+1}, Y_T) = \tilde{f}_0(x_0) \prod_{t=0}^{T} \tilde{\phi}_t(z_t|x_t).
\]

Moreover, we assume that the support of \( \tilde{\phi}_t(z_t|x_t) \) is \( A_t \). In this way \( f(X_{T+1}, Y_T) \) and \( \tilde{f}(X_{T+1}, Y_T) \) have the same support, say \( A \). Accordingly, we can measure their mismatch through the KL divergence

\[
D(\tilde{f}, f) = \int_A \tilde{f} \ln \left( \frac{\tilde{f}}{f} \right) dX_{T+1} dY_T.
\]

Following reasonings similar to the ones in [15], it is not difficult to see that

\[
D(\tilde{f}, f) = D(\tilde{f}_0, f_0) + \sum_{t=0}^{T} D(\tilde{\phi}_t, \phi_t)
\]

(11)

where

\[
D(\tilde{\phi}_t, \phi_t) = \mathbb{E} \left[ \ln \left( \frac{\tilde{\phi}_t}{\phi_t} \right) \right]
\]

\[
= \int_{A_t} \int_{A_t} \tilde{f}_t(x_t) \tilde{\phi}_t(z_t|x_t) \ln \left( \frac{\tilde{\phi}_t}{\phi_t} \right) dz_t dx_t,
\]
and $\tilde{f}_t(x_t)$ denotes the actual marginal density of $x_t$ whose support is denoted by $\tilde{A}_t$.

Assume to know the nominal model (10), and thus $f(X_{T+1}, Y_T)$, while the actual one does not. In view of the decomposition in (11) and given $Y_{t-1}$, we can assume that $\tilde{\phi}_t$ belongs to the following convex ambiguity set:

$$B_t := \left\{ \tilde{\phi}_t \text{ s.t. } \mathbb{E} \left[ \ln \left( \frac{\tilde{\phi}_t(z_t|x_t)}{\hat{\phi}_t(z_t|x_t)} \right) \bigg| Y_{t-1} \right] \leq c_t \right\}$$

where

$$\mathbb{E} \left[ \ln \left( \frac{\tilde{\phi}_t(z_t|x_t)}{\hat{\phi}_t(z_t|x_t)} \bigg| Y_{t-1} \right) \right] := \int_{\tilde{A}_t} \int_{A_t} \tilde{\phi}_t(z_t|x_t) \tilde{f}_t(x_t|Y_{t-1}) \ln \left( \frac{\tilde{\phi}_t(z_t|x_t)}{\hat{\phi}_t(z_t|x_t)} \right) dz_t dx_t$$

and $\tilde{A}_t$ denotes the support of $\tilde{f}_t(x_t|Y_{t-1})$. In plain words, the ambiguity set is expressed incrementally by forming a ball, in the KL topology, about the nominal model and placing an upper bound $c_t$ on its radius. Then, we consider the robust estimator of $x_{t+1}$ given $Y_t$ solving the following dynamic minimax game:

$$\hat{x}_{t+1} = \arg\min_{g_t \in G_t} \max_{\tilde{\phi}_t \in B_t} J_t(\tilde{\phi}_t, g_t) \tag{12}$$

where

$$J_t(\tilde{\phi}_t, g_t) = \frac{1}{2} \mathbb{E} \left[ \| x_{t+1} - g_t(y_t) \|^2 \bigg| Y_{t-1} \right]$$

$$= \frac{1}{2} \int_{\tilde{A}_t} \int_{A_t} \| x_{t+1} - g_t(y_t) \|^2 \tilde{\phi}_t(z_t|x_t)$$

$$\times \tilde{f}_t(x_t|Y_{t-1}) dz_t dx_t;$$

$G_t$ denotes the class of estimators with finite second-order moments with respect to all the densities $\tilde{\phi}_t(z_t|x_t) \tilde{f}_t(x_t|Y_{t-1})$ such that $\tilde{\phi}_t \in B_t$. Note that $\tilde{\phi}_t$ must satisfy the constraint:

$$I_t(\tilde{\phi}_t) \triangleq \int_{\tilde{A}_t} \int_{A_t} \tilde{\phi}_t(z_t|x_t) \tilde{f}_t(x_t|Y_{t-1}) dz_t dx_t = 1. \tag{13}$$

**Lemma 2.** For a fixed estimator $g_t \in G_t$, the density $\tilde{\phi}_t(z_t|x_t) \in B_t$ having support $A_t$ that maximizes the objective function

$$J_t(\tilde{\phi}_t, g_t) = \mathbb{E} \left[ \| x_{t+1} - g_t(y_t) \|^2 \bigg| Y_{t-1} \right]$$

under the constraint $\tilde{D}(\tilde{\phi}_t, \phi_t) \leq c_t$ is given by

$$\tilde{\phi}^0_t = \frac{1}{M_t(\lambda_t)} \exp \left( \frac{1}{2\lambda_t} \| x_{t+1} - g_t(y_t) \|^2 \right) \phi_t. \tag{14}$$

Moreover, $M_t(\lambda_t)$ is the normalizing constant such that (13) holds. Finally, for $c_t > 0$ sufficiently small, there exists a unique $\lambda_t > 0$ such that $D(\tilde{\phi}^0_t, \phi_t) = c_t$. 
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Proof: For a given $g_t$, the Lagrangian for the constrained optimization problem takes the form:

$$L_t(\tilde{\phi}_t, \lambda_t, \mu_t) = J_t(\tilde{\phi}_t, g_t) + \lambda_t(c_t - D_t(\tilde{\phi}_t, \phi_t)) + \mu_t(1 - I_t(\tilde{\phi}_t))$$

$$= \frac{1}{2} \int_{A_t} \int_{A_t} \|x_{t+1} - g_t(y_t)\|^2 \delta \tilde{\phi}_t \tilde{f}_t (x_t|Y_{t-1}) \, dz_t \, dx_t$$

$$+ \lambda_t \left( c_t - \int_{A_t} \int_{A_t} \delta \tilde{\phi}_t \tilde{f}_t (x_t|Y_{t-1}) \ln \left( \frac{\tilde{\phi}_t}{\phi_t} \right) \, dz_t \, dx_t \right)$$

$$+ \mu_t \left( 1 - \int_{A_t} \int_{A_t} \delta \tilde{\phi}_t \tilde{f}_t (x_t|Y_{t-1}) \, dz_t \, dx_t \right)$$

where $\lambda_t \geq 0$. In order to maximize $L_t(\tilde{\phi}_t, \lambda_t, \mu_t)$ with respect to $\tilde{\phi}_t$, we need to prove it is concave in $\tilde{\phi}_t$. The first and second variation of $L_t$ with respect to $\tilde{\phi}_t$ along the direction $\delta \tilde{\phi}_t$ are, respectively,

$$\delta L_t(\tilde{\phi}_t, \lambda_t, \mu_t; \delta \tilde{\phi}_t) = \frac{1}{2} \int_{A_t} \int_{A_t} \|x_{t+1} - g_t(y_t)\|^2 \delta \tilde{\phi}_t \tilde{f}_t (x_t|Y_{t-1}) \, dz_t \, dx_t$$

$$+ \lambda_t \left( c_t - \int_{A_t} \int_{A_t} \delta \tilde{\phi}_t \tilde{f}_t (x_t|Y_{t-1}) \ln \left( \frac{\tilde{\phi}_t}{\phi_t} \right) \, dz_t \, dx_t \right)$$

$$- \int_{A_t} \int_{A_t} \tilde{f}_t (x_t|Y_{t-1}) \delta \tilde{\phi}_t \, dz_t \, dx_t$$

$$- \mu_t \int_{A_t} \int_{A_t} \delta \tilde{\phi}_t \tilde{f}_t (x_t|Y_{t-1}) \, dz_t \, dx_t$$

$$\delta L^2(\tilde{\phi}_t, \lambda_t, \mu_t; \delta \tilde{\phi}_t^2) = -\lambda_t \int_{A_t} \int_{A_t} \delta \tilde{\phi}_t^2 \tilde{f}_t (x_t|Y_{t-1}) \frac{1}{\tilde{\phi}_t} \, dz_t \, dx_t.$$

Notice that $\delta \tilde{\phi}_t(x_t)$ is a function whose support is $A_t$. Then, under the assumption that $\phi_t > 0$ in $A_t$ and $\lambda_t > 0$, we have that the second variation is negative for any $\delta \tilde{\phi}_t \neq 0$. So $L_t$ is strictly concave in $\tilde{\phi}_t$. This implies that the point of maximum is given by imposing the stationarity condition $\delta L(\tilde{\phi}_t, \lambda_t, \mu_t; \delta \tilde{\phi}_t) = 0$ for all functions $\delta \tilde{\phi}_t$ (having support $A_t$) which implies

$$\left[ \frac{1}{2} \|x_{t+1} - g_t(y_t)\|^2 - \lambda_t \ln \left( \frac{\tilde{\phi}_t}{\phi_t} \right) - \lambda_t - \mu_t \right] \times \tilde{f}_t (x_t|Y_{t-1}) = 0.$$

Accordingly, for any $x_t \in A_t$, the maximum $\phi_t^0$ is such that

$$\ln \left( \frac{\phi_t^0}{\phi_t} \right) = \frac{1}{2\lambda_t} \|x_{t+1} - g_t(y_t)\|^2 - \ln M_t(\lambda_t)$$

where

$$\ln M_t(\lambda_t) \triangleq 1 + \frac{\mu_t}{\lambda_t}$$

Thus,

$$\tilde{\phi}_t^0 = \frac{1}{M_t(\lambda_t)} \exp \left( \frac{1}{2\lambda_t} \|x_{t+1} - g_t(y_t)\|^2 \right) \phi_t$$
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and \( M_t(\lambda_t) \) must satisfy condition (13):
\[
\int_{A_t} \int_{A_t} \frac{1}{M_t(\lambda_t)} \exp \left( \frac{1}{2\lambda_t} \| x_{t+1} - g_t(y_t) \|^2 \right) \\
\times \phi_t \tilde{f}_t(x_t|Y_{t-1}) d\tilde{z}_t dx_t = 1
\]
so that
\[
M_t(\lambda_t) = \int_{A_t} \int_{A_t} \exp \left( \frac{1}{2\lambda_t} \| x_{t+1} - g_t(y_t) \|^2 \right) \phi_t \\
\times \tilde{f}_t(x_t|Y_{t-1}) d\tilde{z}_t dx_t.
\]
In order to find the unique Lagrange multiplier \( \lambda_t > 0 \) satisfying the inequality constraint, we consider
\[
D(\tilde{\phi}_t^0, \phi_t) = \int_{A_t} \int_{A_t} \tilde{\phi}_t^0 \tilde{f}_t(x_t|Y_{t-1}) \ln \left( \frac{\tilde{\phi}_t^0}{\phi_t} \right) d\tilde{z}_t dx_t
\]
\[
= \int_{A_t} \int_{A_t} \left( \frac{1}{2\lambda_t} \| x_{t+1} - g_t(y_t) \|^2 - \ln M_t(\lambda_t) \right) \\
\times \tilde{\phi}_t^0 \tilde{f}_t(x_t|Y_{t-1}) d\tilde{z}_t dx_t
\]
\[
= \frac{1}{\lambda_t} J_t \left( \tilde{\phi}_t^0, g_t \right) - \ln M_t(\lambda_t).
\]
Notice that
\[
\frac{d}{d\lambda_t} \ln M_t(\lambda_t)
\]
\[
= \frac{-1}{2\lambda_t^2} \int_{A_t} \int_{A_t} \exp \left( \frac{1}{2\lambda_t} \| x_{t+1} - g_t(y_t) \|^2 \right) \\
\times \phi_t \tilde{f}_t(x_t|Y_{t-1}) \| x_{t+1} - g_t(y_t) \|^2 d\tilde{z}_t dx_t
\]
\[
= \frac{-1}{2\lambda_t^2} J_t \left( \tilde{\phi}_t^0, g_t |Y_{t-1} \right)
\]
so that
\[
\kappa_t(\lambda_t) \triangleq D \left( \tilde{\phi}_t^0, \phi_t \right) = -\lambda_t \frac{d}{d\lambda_t} \ln M_t(\lambda_t) - \ln \left( M_t(\lambda_t) \right).
\]
Then, the derivative of \( \kappa_t(\lambda_t) \) is given by:
\[
\frac{d\kappa_t}{d\lambda_t} = -\lambda_t \frac{d^2}{d\lambda_t^2} \ln M_t - 2 \frac{d}{d\lambda_t} \ln M_t
\]
\[
= -\lambda_t \left[ \frac{d}{d\lambda_t} \left( \frac{\lambda_t^2}{d\lambda_t} \ln M_t \right) \right] = \frac{1}{\lambda_t} \frac{d}{d\lambda_t} J_t \left( \tilde{\phi}_t^0, g_t \right)
\]
\[
= \frac{-1}{4\lambda_t^4} \mathbb{E} \left( \| x_{t+1} - g_t(y_t) \|^2 \right)
\]
\[
- \mathbb{E} \left( \| x_{t+1} - g_t(y_t) \|^2 | Y_{t-1} \right) < 0.
\]
Therefore, \( \kappa_t(\lambda_t) \) is a monotone decreasing function. Notice that when \( \lambda_t \to \infty \), we have \( \tilde{\phi}_t^0 \to \phi_t \), so that \( \kappa_t(\infty) = 0 \). Accordingly, if \( c_t \) is sufficiently small, then \( c_t \) is in the range of \( \kappa_t \). Therefore, there exists a unique \( \lambda_t > 0 \) such that \( \kappa_t(\lambda_t) = c_t \).
Once we get the function $\tilde{\phi}_t^0$, the estimator $g_t \in \mathcal{G}_t$ minimizing the objective function $J_t(\tilde{\phi}_t^0, g_t)$ is given by

$$
x_{t+1} = y_t^0(y_t) = \mathbb{E}[x_{t+1} | Y_t]
$$

(15)

where

$$
\tilde{\phi}_t^0(z_t | x_t) = \frac{\int_{\mathcal{A}_t^*} \phi_t^0(z_t | x_t) \tilde{f}_t(x_t | Y_{t-1}) dx_t}{\int_{\mathcal{A}_t^*} \phi_t^0(z_t | x_t) \tilde{f}_t(x_t | Y_{t-1}) dx_{t+1} dx_t},
$$

$\mathcal{A}_t^*$ is the support of $\tilde{f}_t(x_{t+1} | Y_t)$ and $\mathcal{A}_t^*$ is defined as follows: $x_{t+1} \in \mathcal{A}_t^*$ if and only if there exists at least one $y_t$ for which $[x_{t+1}^\top y_t^\top]^\top \in \mathcal{A}_t$.

IV. LOW-RANK ROBUST KALMAN FILTER AS A STATIC GAME

In view of (15), the optimal estimator $\hat{x}_{t+1}$ depends on the least favorable density $\phi_t^0(z_t | x_t)$ while from (14), the least favorable density $\phi_t^0(z_t | x_t)$ depends on the optimal estimator $\hat{x}_{t+1}$. In order to break this endless loop, we assume at time $t$ the a priori conditional density of $x_t$ given $Y_{t-1}$ is

$$
\tilde{f}_t(x_t | Y_{t-1}) \sim \mathcal{N}(\hat{x}_t, \tilde{P}_t)
$$

(16)

and let rank($\tilde{P}_t$) = $r_t$. In addition, we know the nominal conditional transition probability density function of model (10) is $\phi_t(z_t | x_t) \sim \mathcal{N}(m_{z_t | x_t}, K_{z_t | x_t})$ with

$$
m_{z_t | x_t} = \begin{bmatrix} A_t \\ C_t \end{bmatrix} x_t, \quad K_{z_t | x_t} = \begin{bmatrix} B_t B_t^\top & B_t D_t^\top \\ D_t B_t^\top & D_t D_t^\top \end{bmatrix}.
$$

As we already noticed, the latter could be degenerate and thus $K_{z_t | x_t}$ could be singular. We define the Gaussian pseudo nominal density

$$
f_t(z_t | Y_{t-1}) = \int_{\mathcal{A}} \phi_t(z_t | x_t) \tilde{f}_t(x_t | Y_{t-1}) dx_t.
$$

Since both $\phi_t(z_t | x_t)$ and $\tilde{f}_t(x_t | Y_{t-1})$ are Gaussian, we obtain $f_t(z_t | Y_{t-1}) \sim \mathcal{N}(m_{z_t}, K_{z_t})$ with

$$
m_{z_t} = \begin{bmatrix} A_t \\ C_t \end{bmatrix} \hat{x}_t, \quad K_{z_t} = \begin{bmatrix} K_{x_{t+1}} & K_{x_{t+1}; y_t} \\ K_{y_t x_{t+1}} & K_{y_t} \end{bmatrix}.
$$

where the parametric form of $K_{z_t}$ is given by

$$
K_{z_t} = \begin{bmatrix} A_t \\ C_t \end{bmatrix} \tilde{P}_t \left[ \begin{bmatrix} A_t^\top \\ C_t^\top \end{bmatrix} \right] + \begin{bmatrix} B_t \\ D_t \end{bmatrix} \left[ \begin{bmatrix} B_t^\top \\ D_t^\top \end{bmatrix} \right].
$$

(17)

Then, we have

$$
K_{y_t} = C_t \tilde{P}_t C_t^\top + D_t D_t^\top \geq D_t D_t^\top > 0.
$$

Next, we define the actual density

$$
\tilde{f}_t(z_t | Y_{t-1}) = \int_{\mathcal{A}} \tilde{\phi}_t(z_t | x_t) \tilde{f}_t(x_t | Y_{t-1}) dx_t.
$$
which has the same support of $f_t(z_t|Y_{t-1})$, which is denoted by $\tilde{A}_t$. Moreover, on the basis of Equation (14), it is easy to show that if $\phi_t(z_t|x_t)$ is Gaussian, the least favorable density
\[
\tilde{f}_t^0(z_t|Y_{t-1}) = \frac{1}{M(\lambda_t)} \exp \left( \frac{1}{2\lambda_t} \|x_{t+1} - g_t(y_t)\|^2 \right) f_t(z_t|Y_{t-1})
\]
is also Gaussian. Furthermore, it is not difficult to see that $D(\tilde{\phi}_t^0, \phi_t) = D(\tilde{f}_t^0, f_t)$. Hence, the least favorable density of $z_t$ conditioned on $Y_{t-1}$ belongs to the following ambiguity set
\[
\tilde{B}_t = \{ \tilde{f}_t \sim N(\tilde{m}_{zt}, \tilde{K}_{zt}) \ s.t. \ D(\tilde{f}_t, f_t) \leq c_t \}.
\]
Accordingly, the dynamic minimax game in (12) is equivalent to the following static minimax game
\[
\hat{x}_{t+1} = \arg\min_{g_t \in \mathcal{G}_t} \max_{f_t \in \tilde{B}_t} J_t(f_t, g_t)
\]
where the least favorable model is now characterized by the conditional density $\tilde{f}_t(z_t|Y_{t-1})$ and
\[
J_t(f_t, g_t) = \int_{\tilde{A}_t} \|x_{t+1} - g_t(y_t)\|^2 \tilde{f}_t(z_t|Y_{t-1}) \, dz_t.
\]
It is worth noting that the minimizer of $J_t(f_t, \cdot)$ is the Bayesian estimator and the state prediction error $x_{t+1} - g_t(y_t)$ is Gaussian distributed with zero mean and covariance matrix
\[
P_{t+1} := K_{x_{t+1}} - K_{x_{t+1},y_t} K_{y_t}^{-1} K_{y_t,x_{t+1}}
\]
which could be singular. In such a case,
\[
H_t^T H_t(x_{t+1} - g_t(y_t)) = x_{t+1} - g_t(y_t)
\]
where $H_t^T$ is a matrix whose columns form an orthonormal basis for $\text{Im}(P_{t+1})$. On the other hand, the prediction error under the least favorable model is Gaussian with zero mean and covariance matrix $\tilde{P}_{t+1}$ such that $\text{Im}(\tilde{P}_{t+1}) = \text{Im}(P_{t+1})$ because $\text{Im}(\tilde{K}_{zt}) = \text{Im}(K_{zt})$. Therefore, condition (20) still holds and the least favorable probability density of $z_t$ given $x_t$ can be written as
\[
\tilde{\phi}_t^0 = \frac{1}{M_t(\lambda_t)} \exp \left( \frac{1}{2\lambda_t} \|H_t(x_{t+1} - g_t(y_t))\|^2 \right) \phi_t.
\]
\begin{remark}
Condition (16) means that, using the terminology coined by Hansen and Sargent [34], the maximizer in (18) is operating under commitment, i.e. the maximizer is required to commit all the least favorable model components at early stages with the estimating player.
\end{remark}

At this point the solution to (18) is given by Theorem 1: substituting $f, \tilde{f}, g, H$ with $f_t, \tilde{f}_t, g_t, H_t$, respectively, it is not difficult to see that all the assumptions are satisfied. Then, the least favorable density is $\tilde{f}_t^0(z_t|Y_{t-1}) \sim N(\tilde{m}_{zt}, \tilde{K}_{zt})$ where
\[
\tilde{K}_{zt} = \begin{bmatrix}
\tilde{K}_{x_{t+1}} & K_{x_{t+1},y_t} \\
K_{y_t,x_{t+1}} & K_{y_t}
\end{bmatrix}.
\]
The nominal posterior covariance of $x_{t+1}$ given $Y_t$ has been defined in (19). Accordingly, the least favorable posterior covariance of $x_{t+1}$ given $Y_t$ is

$$
\hat{P}_{t+1} = K_{x_{t+1}} - K_{x_{t+1}y_t}K_{y_t}^{-1}K_{y_tx_{t+1}}.
$$

Moreover, in view of Equation (9), we have

$$
\hat{P}_{t+1} = (P_{t+1} + \lambda_t^{-1} H_t^T H_t)^+
$$

where $\lambda_t > \sigma_{\text{max}}(P_{t+1})$ and the Lagrange multiplier $\lambda_t$ is selected by the following equation

$$
\gamma(P_{t+1}, \lambda_t) := \frac{1}{2} \left\{ \text{Indet}^+(P_{t+1}) - \text{Indet}^+(\hat{P}_{t+1}) + \text{tr} \left[ P_{t+1}^+ \hat{P}_{t+1} - I_{r_t+1} \right] \right\} = c_t,
$$

Furthermore, the robust estimator is

$$
\hat{x}_{t+1} = A_t \hat{x}_t + G_t (y_t - C_t \hat{x}_t).
$$

where $G_t = K_{x_{t+1}y_t}K_{y_t}^{-1}$. Then, in view of Equation (17), we know $G_t$ and $P_{t+1}$ take the parametric form

$$
G_t = (A_t \hat{P}_t C_t^T + B_t D_t^T)(C_t \hat{P}_t C_t^T + D_t D_t^T)^{-1}
$$

$$
P_{t+1} = A_t \hat{P}_t A_t^T - G_t(C_t \hat{P}_t C_t^T + D_t D_t^T)G_t^T + B_t B_t^T.
$$

**Algorithm 1** Low-rank robust Kalman filter at time $t$

**Require:** $y_t$, $\hat{x}_t$, $\hat{P}_t$, $c_t$

1. $G_t = (A_t \hat{P}_t C_t^T + B_t D_t^T)(C_t \hat{P}_t C_t^T + D_t D_t^T)^{-1}$
2. $\hat{x}_{t+1} = A_t \hat{x}_t + G_t (y_t - C_t \hat{x}_t)$
3. $P_{t+1} = A_t \hat{P}_t A_t^T - G_t(C_t \hat{P}_t C_t^T + D_t D_t^T)G_t^T + B_t B_t^T$
4. Select $H_t^T H_t$ as projection matrix with image $\text{Im}(P_{t+1})$
5. Find $\lambda_t^{-1}$ s.t. $\gamma(P_{t+1}, \lambda_t) = c_t$
6. $\hat{P}_{t+1} = (P_{t+1}^+ - \lambda_t^{-1} H_t^T H_t)^+$

Algorithm 1 is the summary of the resulting low-rank robust Kalman filter. Note that steps 3-6 correspond to a distorted Riccati iteration involving covariance matrices which are possibly singular. In addition, $\theta_t := \lambda_t^{-1}$ is the time-varying risk sensitivity parameter. It is worth noticing that when $c_t = 0$ the actual model coincides with the nominal one, so that $\theta_t = 0$, and thus $P_t = \hat{P}_t$. Then, step 3 in Algorithm 1 becomes the usual Riccati equation which means we obtain the standard Kalman filter.

**Remark 4.** The computational complexity of Algorithm 1 is now discussed. Steps 1-3 have the same complexity of the standard Kalman filter, that is

$$
O(n^3) + O(n(r + p)p) + O(p^2(r + p)) + O(n^2(r + p)).
$$

Step 4 and Step 6 have complexity $O(n^3)$. In regard to Step 5, the computation of $\lambda_t^{-1} \in (0, \sigma_{\text{max}}(P_{t+1})^{-1})$ is accomplished by a bisection method, see Algorithm 2 in [20]. The complexity to evaluate $\gamma(P_{t+1}, \lambda_t)$ is $O(n^3)$.
thus the complexity of Step 5 is $O(\log_2(\frac{\sigma_{\text{max}}(P_{t+1})^{-1}}{\epsilon})n^3)$ where $\epsilon > 0$ is the selected accuracy, i.e. the solution found satisfies the condition $|\gamma(P_{t+1}, \lambda_t) - c_t| \leq \epsilon$. We conclude that the computational complexity of Algorithm 1 is

$$O(n^3) + O(n(r + p)p) + O(p^2(r + p)) + O(n^2(r + p)) + O(\log_2(\frac{\sigma_{\text{max}}(P_{t+1})^{-1}}{\epsilon})n^3).$$

**Low-rank risk-sensitive filtering:** The minimax problem in (18) can be relaxed by imposing the constraint $\tilde{f}_t \in \tilde{B}_t$ through a penalty term:

$$\hat{x}_{t+1} = \arg\min_{\tilde{g}_t \in \tilde{G}_t} \tilde{J}_t(\tilde{f}_t, \tilde{g}_t) - \theta D(\tilde{f}_t, f_t)$$

where $\theta > 0$ represents the risk sensitivity parameter and it can be understood as a regularization parameter. It is not difficult to see that the solution to (24) is the one in Algorithm 1 where Steps 5-6 are replaced by

$$\tilde{P}_{t+1} = (P_{t+1}^+ - \theta H_t^TH_t)^+. $$

Such an estimator represents the extension to the singular case of the well known risk sensitive filtering problem, [6], [11].

V. THE LEAST FAVORABLE MODEL

In this section, we characterize the least favorable model corresponding to (12). Let $e_{t+1} = x_{t+1} - \hat{x}_{t+1}$ denote the state prediction error. By (10), we have

$$e_{t+1} = (A_t - G_tC_t)e_t + (B_t - G_tD_t)v_t.$$  

It is worth noticing that the driving noise $v_t$ is independent from $e_t$ under the nominal model. In view of (21), we obtain the least favorable density

$$\tilde{\phi}_0^0 = \frac{1}{M_t(\lambda_t)} \exp\left(\frac{1}{2\lambda_t} \|H_t e_t\|^2\right) \phi_t.$$  

The latter is not a normalized density, which means that the hostile player could have the opportunity to change retroactively the least favorable density of $x_t$.

Accordingly, it is possible to find the least favorable density with respect to the driving noise $v_t$. From model (10), it is not difficult to see that

$$\begin{bmatrix}
B_t \\
D_t
\end{bmatrix} v_t = z_t - \begin{bmatrix}
A_t \\
C_t
\end{bmatrix} x_t.$$  

where $z_t$ belongs to the affine space

$$S = \{ [A_t^T C_t^T] x_t + \bar{w}_t, \bar{w}_t \in \text{Im}(\Gamma_t) \}.$$
and $\Gamma_t := [B_t^\top \ D_t^\top]^\top$ is full column rank. Accordingly, there is a one-to-one correspondence between $v_t \in \mathbb{R}^{r_t+p}$ and $z_t \in S$ through the isomorphism

$$\mathbb{R}^{r_t+p} \rightarrow S,$$

$$v_t \mapsto (\Gamma_t^\top \Gamma_t)^{-1} \Gamma_t^\top \left( z_t - \begin{bmatrix} A_t \\ C_t \end{bmatrix} x_t \right).$$

Therefore, instead of characterizing the least favorable density $\tilde{\phi}_t^0(z_t|x_t)$ directly, we characterize it in terms of $v_t$. The nominal density is denoted by $\psi_t(v_t)$ and

$$\psi_t(v_t) \sim \exp \left( -\frac{\|v_t\|^2}{2} \right)$$

where $\sim$ means that the two terms are the same up to constant scale factors. Then, we make the guess that least favorable density of $v_t$ depends on the state prediction error. Hence, the least favorable density is denoted by $\tilde{\psi}_t(v_t|e_t)$. We define it over the interval $[t+1, T]$. Then,

$$\prod_{s=t+1}^T \exp \left( \frac{\|H_t e_{s+1}\|^2}{2\lambda_s} \right) \psi_s(v_s) \sim \exp \left( \frac{\|e_{t+1}\|^2_{\Omega^+_{t+1}}}{2} \right) \prod_{s=t+1}^T \tilde{\psi}_s(v_s|e_s),$$

where the term $\exp(\|e_{t+1}\|^2_{\Omega^+_{t+1}})$ indicates the cumulative error at time $t+1$. Note that $\Omega^+_{t+1}$ could be singular.

Decreasing the time index $t$ by 1 we obtain:

$$\exp \left( \frac{\|H_t e_{t+1}\|^2}{2\lambda_t} \right) \psi_t(v_t) \sim \exp \left( \frac{\|e_t\|^2_{\Omega^+_{t}} - \|e_{t+1}\|^2_{\Omega^+_{t+1}}}{2} \right) \tilde{\psi}_t(v_t|e_t).$$

Hence, we have

$$\tilde{\psi}_t(v_t|e_t) \sim \exp \left( \frac{\|e_{t+1}\|^2_{W_{t+1}} - \|e_t\|^2_{\Omega^+_{t}} - \|v_t\|^2}{2} \right)$$

where $W_{t+1} := \Omega^+_{t+1} + \lambda_t^{-1} H_t^\top H_t$. Then, substituting (25) we obtain

$$\tilde{\psi}_t(v_t|e_t) \sim \exp \left( \frac{1}{2} \left( (A_t - G_t C_t)e_t + (B_t - G_t D_t)v_t \right)^2_{W_{t+1}} \right. \right. \left. \left. - \frac{1}{2} (\|e_t\|^2_{\Omega^+_{t}} - \|v_t\|^2) \right) \right).$$

(28)

Accordingly, the least favorable density is

$$\tilde{\psi}_t(v_t|e_t) \sim N(F_t e_t, K_{v_t})$$

(29)

where

$$K_{v_t} = (I_{r_t} - (B_t - G_t D_t)^\top W_{t+1}(B_t - G_t D_t))^{-1}$$

$$F_t = K_{v_t}(B_t - G_t D_t)^\top W_{t+1}(A_t - G_t C_t).$$
Then, in view of (28) and (29), it is not difficult to see that $\Omega^+_t$ satisfies the backward recursion:

$$\Omega^+_t = (A_t - G_tC_t) W_{t+1} (A_t - G_tC_t) + F_t^\top K_{v_t}^{-1} F_t,$$

where $\Omega^+_{T+1} = 0$.

In view of (29), the least favorable noise admits the following decomposition:

$$\nu_t = F_t \epsilon_t + L_t \epsilon_t$$

where $L_t$ is a square root matrix of $K_{v_t}$ and $\epsilon_t$ is normalized WGN. Therefore, taking the state space vector

$$\xi_t \triangleq \begin{bmatrix} x_t \\ e_t \end{bmatrix},$$

we obtain the corresponding least favorable model as:

$$\xi_{t+1} = \tilde{A}_t \xi_t + \tilde{B}_t \epsilon_t$$

$$y_t = \tilde{C}_t \xi_t + \tilde{D}_t \epsilon_t$$

where

$$\tilde{A}_t := \begin{bmatrix} A_t & B_t F_t \\ 0 & A_t - G_tC_t + (B_t - G_tD_t) F_t \end{bmatrix}$$

$$\tilde{B}_t := \begin{bmatrix} B_t \\ B_t - G_tD_t \end{bmatrix} L_t$$

$$\tilde{C}_t := \begin{bmatrix} C_t \\ D_t F_t \end{bmatrix}, \quad \tilde{D}_t := D_t L_t.$$  

It is worth noting that the least favorable model is generated by a backward recursion implementation.

Finally, it remains to evaluate the performance of the proposed robust Kalman filter and the standard Kalman filter under the least favorable model. Let $G'_t$ be the gain of an arbitrary filter of the form

$$\hat{x}'_{t+1} = A_t \hat{x}'_t + G'_t (y_t - C_t \hat{x}'_t).$$

Then, we define the corresponding prediction error $e'_t = x_t - \hat{x}'_t$. It is not difficult to see that

$$e'_{t+1} = (A_t - G'_t C_t) e'_t$$

$$+ (B_t - G'_tD_t) F_t \epsilon_t + (B_t - G'D_t) L_t \epsilon_t.$$  

Taking into account (25), we obtain

$$\begin{bmatrix} e'_{t+1} \\ e_{t+1} \end{bmatrix} = \begin{bmatrix} \tilde{A}_t - \begin{bmatrix} G'_t \\ 0 \end{bmatrix} \tilde{C}_t \\ \tilde{B}_t - \begin{bmatrix} G'_t \\ 0 \end{bmatrix} \tilde{D}_t \end{bmatrix} \begin{bmatrix} e'_t \\ e_t \end{bmatrix}.$$
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Then, it is not difficult to see that the covariance matrix of the augmented error is given by the Lyapunov equation

\[
\Pi_{t+1} = \begin{pmatrix} \hat{A}_t & G_t' \\
0 & \hat{C}_t \end{pmatrix} \Pi_t \begin{pmatrix} \hat{A}_t & G_t' \\
0 & \hat{C}_t \end{pmatrix}^T + \begin{pmatrix} \hat{B}_t & G_t' \\
0 & \hat{D}_t \end{pmatrix} \begin{pmatrix} \hat{B}_t & G_t' \\
0 & \hat{D}_t \end{pmatrix}^T
\]

where its initial value is given by \( \Pi_0 = \mathbb{I}_2 \otimes \tilde{P}_0 \) and \( \mathbb{I}_2 \) is the \( 2 \times 2 \) matrix whose entries are 1. Accordingly, the least favorable covariance matrix of the estimation error is the submatrix of \( \Pi_t \) in position \((1,1)\).

VI. CONVERGENCE ANALYSIS

In this section we study the convergence of the robust Kalman filter outlined in Algorithm 1 under the assumption that the nominal model (10) has constant parameters, that is \( A_t = A, B_t = B, C_t = C \) and \( D_t = D \), and the tolerance is constant, i.e. \( c_t = c \). Without loss of generality we assume that \( BD^T = 0 \). Otherwise, we can rewrite the filter in Algorithm 1 with \( \tilde{A} = A - BD^T (DD^T)^{-1}C, \tilde{B} \) such that \( \tilde{B} \tilde{B}^T = B(I - D^T (DD^T)^{-1}D)B^T, \tilde{C} = C \) and \( \tilde{D} = D \). In this way \( \tilde{B} \tilde{D}^T = 0 \). The robust filter converges if and only if the least favorable a posteriori covariance matrix \( \tilde{P}_t \) of \( x_t \) given \( Y_{t-1} \) converges as \( t \to \infty \). In view of (22), \( \tilde{P}_t \) converges if and only if \( P_t \) converges. Accordingly, the robust filter converges if and only if the iteration

\[
P_{t+1} = r_c(P_t), \quad P_0 \in \mathcal{Q}_+^n
\]

converges. The mapping \( r_c \) is defined as follows

\[
r_c(P_t) = \tilde{A} \tilde{P}_t A^T - \tilde{A} \tilde{P}_t C^T (C \tilde{P}_t C^T + R)^{-1} C \tilde{P}_t A^T + Q,
\]

where \( R := DD^T, Q := BB^T, \tilde{P}_{t+1} \) has been defined in (22) and \( \theta_t = \lambda_t^{-1} \) is such that \( \gamma(P_{t+1}, \theta_t^{-1}) = c \) holds. Note that, \( r_c(\cdot) \) is a mapping of \( \mathcal{Q}_+^n \).

**Proposition 1.** Let \( \tilde{P}_t, t \geq 0, \) be the sequence generated by the Riccati equation

\[
\tilde{P}_{t+1} = \tilde{A} \tilde{P}_t A^T - \tilde{A} \tilde{P}_t C^T (C \tilde{P}_t C^T + R)^{-1} C \tilde{P}_t A^T + Q
\]

with \( \tilde{P}_0 = P_0 \). Then, the sequence \( P_t, t \geq 0, \) generated by (30) is such that

\[
\text{Im}(P_t) = \text{Im}(\tilde{P}_t).
\]

**Proof:** We prove the first claim by induction. Clearly, condition (32) holds for \( t = 0 \). We assume that \( \text{Im}(P_t) = \text{Im}(\tilde{P}_t) \). Let \( P_t = U_t D_t U_t^T \) and \( \tilde{P}_t = U_t \tilde{D}_t U_t^T \) be the corresponding reduced singular value decompositions with \( D_t, \tilde{D}_t > 0 \) and the columns of \( U_t \) form an orthonormal basis of \( \text{Im}(P_t) \). Substituting such decomposition of \( \tilde{P}_t \) on the right hand side of (31), we obtain

\[
\tilde{P}_{t+1} = \tilde{A}_t \tilde{D}_t \tilde{A}_t^T - \tilde{A}_t \tilde{D}_t \tilde{C}_t^T (\tilde{C}_t \tilde{D}_t \tilde{C}_t^T + R)^{-1} \tilde{C}_t \tilde{D}_t \tilde{A}_t^T + Q
\]

\[
= \tilde{A}_t (\tilde{D}_t^{-1} + \tilde{C}_t^T R^{-1} \tilde{C}_t)^{-1} \tilde{A}_t^T + Q
\]
where \( \hat{A}_t = AU_t \) and \( \hat{C}_t = CU_t \). Since \( \hat{D}_t \) is positive definite, \( v \in \ker(\hat{P}_{t+1}) \) if and only if
\[
v \in \ker(\hat{A}_t) \text{ and } v \in \ker(Q).
\]
(33)

In a similar way, substituting the decomposition of \( P_t \) in (30), we obtain
\[
P_{t+1} = \hat{A}_t(D_t^{-1} - \theta_t I + \hat{C}_t^T R^{-1} \hat{C}_t)^{-1} \hat{A}_t^T + Q
\]
where we exploited the fact that \( H_t^T H_t = U_t U_t^T \). Since \( D_t^{-1} - \theta_t I \) is positive definite, \( v \in \ker(\hat{P}_{t+1}) \) if and only if condition (33) holds. We conclude that \( \Im(P_{t+1}) = \Im(\hat{P}_{t+1}) \).

If the pair \((A, B)\) is stabilizable and the pair \((A, C)\) is detectable, we have that \( \hat{P}_t \) converges to a unique solution, say \( \hat{P}_\infty \), for any arbitrary initial condition \( P_0 \), see [35]. Let \( U \) and \( V \) be two matrices whose columns form an orthonormal basis for \( \Im(P_\infty) \) and its orthogonal complement in \( \mathbb{R}^n \), respectively; from now on we assume both \( U \) and \( V \) are fixed. By Proposition 1 it follows that there exists \( \bar{t} \in \mathbb{N} \) such that
\[
P_t^R := U^T P_t U > 0, \ \forall t \geq \bar{t}.
\]
(34)

Moreover, if \( P_t^R \) converges and \( V^T P_t V \rightarrow 0 \) then \( P_t \) converges. Accordingly, in what follows we prove that the sequence \( P_t^R \) converges and \( V^T P_t V \rightarrow 0 \) for any arbitrary initial condition.

**Lemma 3.** Let \( P_t, t \geq 0 \), be the sequence generated by (30). We assume that \((A, B)\) and \((A, C)\) are stabilizable and detectable, respectively. If \( P_0 \) is such that \( \Im(P_0) \subset \Im(U) \), then \( \Im(P_t) \subset \Im(U) \) for any \( t > 0 \). Moreover, the subsystem \((U^T A U, U^T B, C U, D)\) is reachable.

**Proof:** In view of Proposition 1, we can prove the claim using \( \hat{P}_t \). Let \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) be the reachability standard form of \((A, B, C, D)\) with \( \hat{A} = TAT^{-1}, \hat{B} = TB, \hat{C} = CT^{-1} \) and \( T \) is the transformation matrix. Hence, we have
\[
\begin{align*}
\hat{A} & = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix}, & \hat{B} & = \begin{bmatrix} B_1 \\ 0 \end{bmatrix}, \\
\hat{C} & = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}, & \hat{D} & = D
\end{align*}
\]
(35)

and the pair \((A_{11}, B_1)\) is reachable. Let
\[
\hat{P}_t := T \hat{P}_t T^T,
\]
then it is not difficult to see that \( \hat{P}_t \) obeys the following recursion
\[
\hat{P}_{t+1} = \hat{A} \hat{P}_t \hat{A}^T - \hat{A} \hat{P}_t \hat{C}^T (\hat{C} \hat{P}_t \hat{C}^T + \hat{R})^{-1} \hat{C} \hat{P}_t \hat{A}^T + \hat{Q}
\]
(36)

with \( \hat{R} = R, \hat{Q} = TQT^T \). In plain words, (36) is (31) in the new coordinates. Accordingly, we can prove the claim with respect to the new coordinates. Since the system is stabilizable and detectable, the iteration in (36) converges to a unique solution \( \hat{P}_\infty \) which solves the corresponding algebraic equation. By direct computation it is not difficult to see that
\[
\hat{P}_\infty = \begin{bmatrix} \hat{P}^R_\infty & 0 \\ 0 & 0 \end{bmatrix}
\]
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and $\hat{P}_\infty$ is the solution to the algebraic Riccati equation corresponding to the system $(A_{11}, B_1, C_1, D) = (U^T A U, U^T B, C U, D)$ with $U = [I_l 0]^T$ and $l$ is the dimension of $\hat{P}_\infty$. Since this subsystem is reachable, we have that $\hat{P}_\infty$ is positive definite and thus

$\text{Im}(U) = \text{Im}(\hat{P}_\infty) = \text{Im}
\begin{bmatrix}
I_l & 0 \\
0 & 0
\end{bmatrix}.

Finally, by direct computation it is not difficult to see that

$\hat{P}_t = \begin{bmatrix}
\ast & 0 \\
0 & 0
\end{bmatrix} \subseteq \text{Im}(U) \implies \hat{P}_{t+1} = \begin{bmatrix}
\ast & 0 \\
0 & 0
\end{bmatrix} \subseteq \text{Im}(U)$

which concludes the proof.

**Proposition 2.** Consider the sequence generated by (30) with $\text{Im}(P_0) \subseteq \text{Im}(U)$. Assume that $(A, B)$ is stabilizable and the reachable subsystem is also observable. Then, there always exists $c_{\text{MAX}} > 0$ such that if $0 < c < c_{\text{MAX}}$ then the sequence in (34) converges to a unique point $P_\infty^R$.

**Proof:** By Lemma 3 we have that

$P_t = U P_t^R U^T, \quad t \geq 0$ \hspace{1cm} (37)

and by (34) we have that $\text{Im}(P_t) = \text{Im}(U)$ for $t \geq \bar{t}$. In view of (30) and (37), for $t \geq \bar{t}$ we have

$P_{t+1}^R = U^T r_c(P_t) U = U^T r_c(U P_t^R U^T) U = r_c^R(P_t)$ \hspace{1cm} (38)

where

$r_c^R(P_t) := A_R((P_t^R)^{-1} - \theta_t I + C_R^T R^{-1} C_R)^{-1} A_R + Q_R$

$A_R := U^T A U$

$Q_R := U^T B B^T U$

$C_R := C U$

and we exploited the fact that $\text{Im}(H_t^+) = \text{Im}(P_t) = \text{Im}(U)$, for $t \geq \bar{t}$, and thus

$U^T P_t U = U^T (P_t^+ - \theta_t H_t^+ H_t) + U$

$= ((P_t^R)^{-1} - \theta_t I)^{-1}$.

Next, we consider the subsequence $P_k^R := P_{kN}^R$ with $k \geq \lceil \bar{t}/N \rceil$ and $N \geq n$. Then, from (38) we have that

$P_{k+1}^R = r_c^R(P_k^R)$ \hspace{1cm} (39)

where $r_c^R(\cdot)$ is the $N$-fold composition of $r_c^R(\cdot)$ and it is defined as follows

$r_c^R(P^R) = A_N[(P^R)^{-1} + R_N]^{-1} A_N + Q_N$ \hspace{1cm} (40)
where $A_N \in \mathbb{R}^{l \times l}$ and whose precise definition (not useful here) can be found in [36, 37]; $Q_N \in \mathbb{Q}_+^l$ and $R_N \in \mathbb{Q}_+$ are defined as follows:

$$Q_N := R_N P_N R_N^T$$

$$R_N := \mathcal{O}_N (D_N D_N^T + H_N H_N^T)^{-1} \mathcal{O}_N + J_N S_N^{-1} J_N$$

$$S_N := -\Theta_N^{-1} + L_N (I + H_N (D_N D_N^T)^{-1} H_N)^{-1} L_N^T$$

$$\mathcal{P}_N := [I + \mathcal{H}_N (D_N D_N^T)^{-1} H_N - L_N \Theta_N L_N]^{-1}$$

$$J_N := \mathcal{O}_N^R - L_N \mathcal{H}_N [D_N D_N^T + H_N H_N^T]^{-1} \mathcal{O}_N$$

$$\Theta_N := \text{diag} \left( \bar{\lambda}_N^{-1}, \bar{\lambda}_{N-1}^{-1}, \ldots, \bar{\lambda}_1^{-1} \right) \otimes I_l$$

$$\mathcal{R}_N := \begin{bmatrix} Q_{1/2}^R & A_R Q_{1/2}^R & \ldots & A_R^{N-1} Q_{1/2}^R \\ \end{bmatrix}$$

$$\mathcal{O}_N := \begin{bmatrix} (C_R A_R^{N-1})^T & \ldots & (C_R A_R)^T & C_R^T \\ \end{bmatrix}^T$$

$$\mathcal{O}_N^R := \begin{bmatrix} (A_{1/2}^{-1})^T & \ldots & A_R^T & I \end{bmatrix}^T$$

$$D_N := I_N \otimes D$$

$$\mathcal{H}_N := T_p (0, H_1, H_2, \ldots, H_{N-2}, H_{N-1})$$

$$L_N := T_p (0, L_1, L_2, \ldots, L_{N-2}, L_{N-1})$$

$$H_t := \begin{cases} C_R A_R^{t-1} Q_{1/2}^R & t \geq 1 \\ 0 & \text{otherwise} \end{cases}$$

$$L_t := \begin{cases} A_R^{t-1} Q_{1/2}^R & t \geq 1 \\ 0 & \text{otherwise} \end{cases}$$

where $Q_{1/2}^R$ is a square root matrix of $Q_R$. Then, the parameters $\bar{\lambda}_l$, $l = 1 \ldots N$, are defined as follows. If $P_{k}^{Rd} = P_{k}^{Rd}$, then these parameters are given by

$$\gamma(P_{k+N+l-1}^{Rd}, \bar{\lambda}_l) = c, \ l = 1 \ldots N. \tag{41}$$

Since the system $(A_R, Q_{1/2}^R, C_R, D)$ is reachable, by Lemma 3, and observable, by assumption, then [36, Proposition 5.3] guarantees that there exists $c_{\text{MAX}} > 0$ such that the mapping $r_c^{Rd}(\cdot)$ is a strict contraction for $0 < c < c_{\text{MAX}}$ in the metric space $(\mathbb{Q}_+^l, \delta)$ where $\delta(X, Y)$ is the Thompson part metric, [38]–[40]:

$$\delta(X, Y) := \ln \max \{\sigma_{\text{max}}(Y^{-1}X), \sigma_{\text{max}}(X^{-1}Y)\}. \tag{42}$$

Thus, there exists $0 < \eta_N < 1$ such that

$$\delta(r_c^{Rd}(X), r_c^{Rd}(Y)) \leq \eta_N \delta(X, Y), \ \forall X, Y \in \mathbb{Q}_+^l. \tag{43}$$

It is worth noticing that $Q_N$ and $R_N$ in (40) depend on $P_{k}^{Rd}$; however, $\eta_N$ does not. Since this metric space is complete, we can exploit the Banach fixed point theorem. Therefore, the iteration in (39) converges to a unique point $P_{k}^{R} \in \mathbb{Q}_+^l$ for any $P_0 \geq 0$ such that $\text{Im}(P_0) \subseteq \text{Im}(U)$. Moreover, since $r_c^{R}(\cdot)$ is a mapping in $\mathbb{Q}_+^l$, it follows that (38) converges to $P_{k}^{R}$. 
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The next corollary is a consequence of Lemma 3 and Proposition 2.

**Corollary 1.** Consider the sequence generated by (30) with \( \text{Im}(P_0) \subseteq \text{Im}(U) \). Assume that \((A, B)\) is stabilizable and the reachable subsystem is also observable. Then, there always exists \( c_{\text{MAX}} > 0 \) such that if \( 0 < c < c_{\text{MAX}} \) then the sequence in (30) converges to \( P_\infty := UP_\infty^RU^T \).

**Remark 5.** The upper bound \( c_{\text{MAX}} \) for the tolerance can be computed explicitly. Following the same reasonings in [36], [37] we have \( c_{\text{MAX}} = \gamma(P_{N}^R, \phi_{N}^{-1}) \), if \( \phi_{N} > \sigma_{\text{max}}(P_{N}^R) \); otherwise \( c_{\text{MAX}} = \infty \). Here: \( \hat{P}_N^R \) is the \( q \)-th element of the sequence generated by the standard Riccati iteration for the reachable subsystem \((A_R, Q_{R}^{1/2}, C_R, D)\) with initial condition \( P_0^R = 0; \phi_N \in (0, 1/\sigma_{\text{max}}(\mathcal{L}_N(I + \mathcal{H}_N(\mathcal{D}_N^N)^{-1}\mathcal{H}_N)^{-1}\mathcal{L}_N)) \) is the maximum value for which the matrix

\[
O_N^T(\mathcal{D}_N\mathcal{D}_N^T + \mathcal{H}_N\mathcal{H}_N^T)^{-1}O_N
\]

\[
+ \mathcal{J}_N(-\phi_{N}^{-1}I + \mathcal{L}_N(I + \mathcal{H}_N(\mathcal{D}_N\mathcal{D}_N^T)^{-1}\mathcal{H}_N)^{-1}\mathcal{L}_N)^{-1}\mathcal{J}_N
\]

is positive definite. Clearly, the user has two degrees of freedom for computing \( c_{\text{MAX}} \) that is \( N \) and \( q \). The larger \( q \) is the larger \( c_{\text{MAX}} \) is, while no specific properties in terms of \( N \) have been found.

Proposition 2 hinges on the fact that the image of \( P_t \) is fixed for \( t \geq \bar{t} \) and thus the convergence is proved in the corresponding subspace. However, in the general case, i.e. when \( \text{Im}(P_0) \not\subseteq \text{Im}(U) \), the image of \( P_t \) is not fixed because \( V^T P_t V \) could be different from the null matrix; thus, such a case needs to be addressed carefully.

**Lemma 4.** Consider the sequence generated by (30) with \( P_0 \in \overline{Q_+^R} \). Assume that \((A, B)\) is stabilizable and \((A, C)\) is detectable. Then, there always exists \( c_{\text{MAX}} > 0 \) such that if \( 0 < c < c_{\text{MAX}} \) then

\[
V^T P_t V \to 0.
\]

**Proof:** We prove the claim by performing the same change of basis used in (35). Let \( \tilde{P}_t = TP_tT^T \), then we have

\[
\tilde{P}_{t+1} = \tilde{A}_t \tilde{P}_t \tilde{A}_t^T - \tilde{A}_t \tilde{C}_t \tilde{C}_t^T(\tilde{C}_t \tilde{P}_t \tilde{C}_t^T + \tilde{R})^{-1} \tilde{C}_t \tilde{P}_t \tilde{A}_t^T + \tilde{Q}
\]

\[
\tilde{P}_{t+1} = (\tilde{P}_{t+1} + \theta_i \tilde{H}_t \tilde{H}_t^T)^+
\]

where \( \tilde{H}_t = H_t^T \). We partition \( \tilde{P}_t \) and \( \tilde{P}_{t} \) conformably with (35):

\[
\tilde{P}_t = \begin{bmatrix} \tilde{P}_{11,t} & \tilde{P}_{12,t} \\ \tilde{P}_{12,t}^T & \tilde{P}_{22,t} \end{bmatrix}, \quad \tilde{P}_{t} = \begin{bmatrix} \tilde{P}_{11,t} & \tilde{P}_{12,t} \\ \tilde{P}_{12,t}^T & \tilde{P}_{22,t} \end{bmatrix}.
\]

Taking into account (44), it is not difficult to see that

\[
\tilde{P}_{22,t+1} \leq A_{22} \tilde{P}_{22,t} A_{22}^T.
\]

(45)

Notice that \( \tilde{P}_t \leq \tilde{P}_{t} \) and they have the same eigenvectors corresponding to the nonnull eigenvalues, thus by (23) we have

\[
\frac{1}{2} \sum_t - \ln \left( \frac{\sigma_i(\tilde{P}_t)}{\sigma_i(\tilde{P}_t)} \right) + \frac{\sigma_i(\tilde{P}_t)}{\sigma_i(\tilde{P}_t)} - 1 = c
\]

(46)
where $\sigma_i(\tilde{P}_t)$ and $\sigma_i(\tilde{\tilde{P}}_t)$ denote the $i$-th largest nonnull eigenvalue of $\tilde{P}_t$ and $\tilde{\tilde{P}}_t$, respectively. Since the terms on the left hand side of (46) are nonnegative, it follows that

$$-\ln \left( \frac{\sigma_i(\tilde{P}_t)}{\sigma_i(\tilde{\tilde{P}}_t)} \right) + \frac{\sigma_i(\tilde{P}_t)}{\sigma_i(\tilde{\tilde{P}}_t)} - 1 \leq 2c.$$  

(47)

By (47) it follows that

$$\tilde{P}_t \leq \rho \tilde{\tilde{P}}_t$$

(48)

where $\rho > 1$ is the unique solution to the equation

$$-\ln \rho + \rho - 1 = 2c.$$  

(49)

Substituting (48) in (45), we obtain

$$\tilde{P}_{22,t} \leq \rho A_{22} \tilde{\tilde{P}}_{22,t} A_{22}^T.$$  

Accordingly, if $\sqrt{\rho}\sigma_1(A_{22}) < 1$ then $\tilde{P}_{22,t} \to 0$ which also implies $\tilde{\tilde{P}}_{12,t} \to 0$ because $\tilde{P}_t \geq 0$. Since in these coordinates $V = [0 I_{n-1}]^T$, it follows that $V^T \tilde{P}_t V \to 0$.

The existence of $c_{\text{MAX}} > 0$ such that $\sqrt{\rho}\sigma_1(A_{22}) < 1$ follows form the fact that the left hand side of (49) is monotone increasing for $\rho > 1$ and it approaches zero as $\rho \to 1$.

Theorem 2. Consider the sequence generated by (30) with $P_1 \in \mathbb{Q}^n_+$. Assume that $(A, B)$ is stabilizable and the reachable subsystem is also observable. Then, there always exists $c_{\text{MAX}} > 0$ such that if $0 < c < c_{\text{MAX}}$ then the sequence in (34) converges to $P_{\infty}^R$.

Proof: Consider the fixed point $P_{\infty}^R$ of Proposition 2 and the subsequences $P_{k}^d := P_{kN}$ and $P_{k}^{Rd} := P_{kN}^R$ with $k \geq \lceil \bar{t}/N \rceil$, $N \geq n$ and $\bar{t}$ is such that (34) holds. Accordingly, $P_{\infty}^R$ and $P_{k}^{Rd}$, $k \geq \lceil \bar{t}/N \rceil$, are two elements of the metric space $(\mathbb{Q}_+^n, \delta)$. Moreover, we have

$$P_{k+1}^d = r_c^d(P_{k}^d), \quad P_{k+1}^{Rd} = r_{c}^{Rd}(P_{k}^d)$$

where $r_c^d(\cdot)$, $r_{c}^{Rd}(\cdot)$ are the $N$-fold composition of $r_c(\cdot)$, $r_{c}^{R}(\cdot)$, respectively. Since $r_c(\cdot)$ is a continuous mapping of $\mathbb{Q}_+^n$, then also $r_c^d(\cdot)$ is a continuous mapping of $\mathbb{Q}_+^n$. By Lemma 4 we have that $V^T P_t V \to 0$ which implies $V^T P_{k}^d V \to 0$ and hence

$$r_c^d(P_{k}^d) = r_c^d(UU^T P_{k}^d UU^T) + M_k$$

with $M_k \to 0$. Accordingly,

$$P_{k+1}^{Rd} = U^T r_c^d(P_{k}^d) U = U^T r_c^d(UU^T P_{k}^d UU^T) U + N_k$$

$$= r_{c}^{Rd}(P_{k}^{Rd}) + N_k$$
where $N_k = U^T M_k U \in \mathbb{Q}^l$ and $\|N_k\|$ tends to zero as $k \to \infty$. Since the Thompson part metric is continuous with respect to the arguments, and in view of (43), we have that

$$
\delta(P_{k+1}^{Rd}, P_\infty^R) = \delta(r_c^{Rd}(P_k^{Rd}) + N_k, P_\infty^R)
$$

$$
= \delta(r_c^{Rd}(P_k^{Rd}), P_\infty^R) + \varepsilon_k
$$

$$
= \delta(r_c^{Rd}(P_k^{Rd}), r_c^{Rd}(P_\infty^R)) + \varepsilon_k
$$

$$
\leq \eta_N \delta(P_k^{Rd}, P_\infty^R) + \varepsilon_k
$$

where $\varepsilon_k \to 0$ as $k \to \infty$. Accordingly,

$$
\delta(P_{k+1}^{Rd}, P_\infty^R) \leq \eta_N \delta(P_k^{Rd}, P_\infty^R) + \varepsilon_k
$$

$$
\leq \eta_N^2 \delta(P_{k-1}^{Rd}, P_\infty^R) + \eta_N \varepsilon_{k-1} + \varepsilon_k \leq \ldots
$$

$$
\leq \eta_N^{k+1} \delta(P_0^{Rd}, P_\infty^R) + \sum_{l=0}^{k} \eta_N^{k-l} \varepsilon_l
$$

$$
= \eta_N^{k+1} \delta(P_0^{Rd}, P_\infty^R) + h * \varepsilon(k)
$$

where $h * \varepsilon(k)$ denotes the convolution in $k$ between the sequences $h_k = \eta_N^k$ and $\varepsilon_k$ with $k \geq 0$. Accordingly, $h * \varepsilon(k)$ can be understood as the output at time $k$ of a stable first order filter fed by a signal which tends to zero in the steady state. As a consequence $h * \varepsilon(k) \to 0$ as $k \to \infty$. Accordingly, we conclude that

$$
\delta(P_{k+1}^{Rd}, P_\infty^R) \to 0
$$

as $k \to \infty$ and thus $P_k^{Rd} \to P_\infty^R$. It is not difficult to see that the same conclusion holds in the case that $P_k^{Rd} := P_{kN+1}^{Rd}$ with $l = 1 \ldots N - 1$. Accordingly, we have that $P_t^R \to P_\infty^R$ as $t \to \infty$. \hfill \Box

Finally, in view of the fact that $V^T P_t V \to 0$ we have the following corollary.

**Corollary 2.** Assume that $(A, B)$ is stabilizable and the reachable subsystem is also observable. Then, there always exists $c_{M\text{AX}} > 0$ such that if $0 < c < c_{M\text{AX}}$ then the sequence in (30) converges to $P_\infty = U P_\infty^R U^T$ for any initial condition $P_0 \in \mathbb{Q}^n_+.$

**VII. Simulation results**

To evaluate the effectiveness of the robust Kalman filter proposed in Algorithm 1, we consider the nominal model:

$$
x_{t+1} = Ax_t + Bv_t
$$

$$
y_t = Cx_t + Dv_t
$$

where

$$
A = \begin{bmatrix} 2 & 0.1 & 0.1 \\ 0 & 0.8407 & -0.3482 \\ 0 & 0.3482 & 0.8407 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix},
$$

$$
C = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}, \quad D = \begin{bmatrix} 0 & 1 \end{bmatrix},
$$
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and \( x_0 \sim \mathcal{N}(0, \hat{P}_0) \) with

\[
\hat{P}_0 = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

The pairs \((A, B)\) and \((A, C)\) are stabilizable and observable, respectively. However, it is worth noticing that the model is not reachable.

In what follows, we consider the following three filters over a time interval of length \( T = 100 \): the standard Kalman filter (KF), the robust Kalman filter (RKF) proposed in Algorithm 1 with tolerance \( c_1 = 10^{-1} \) (RKF1) and with tolerance \( c_2 = 2 \cdot 10^{-1} \) (RKF2). In Fig. 1 we show the trace of \( P_t \) generated by these three filters: it converges to a constant value in all the three cases. It is worth noting that \( \text{rank}(P_t) = 2 \) for all the algorithms.
Fig. 3. Trace of $\tilde{P}_t$ for KF, RKF1 with $c = 10^{-1}$, and RKF2 with $c = 2 \cdot 10^{-1}$. Recall that $\tilde{P}_t = P_t$ for KF.

Fig. 4. Minimum nonnull eigenvalue of $\tilde{P}_t$ as a function of $t$ for KF, RKF1 with $c = 10^{-1}$, and RKF2 with $c = 2 \cdot 10^{-1}$.

Fig. 2 shows the minimum nonnull eigenvalue of $P_t$ as a function of the time: as time increases, its eigenvalue decreases exponentially which means that $P_t$ has numerical rank equal to 1 as time takes large values. Hence, the corresponding algebraic Riccati equation converges to a unique solution with rank equal to 1, which is in line with our expectations. It is interesting to note that the convergence rate of KF is higher than that of RKF. More precisely, the smaller $c$ is, the higher the convergence rate is. The trace of $\tilde{P}_t$ for KF, RKF1 and RKF2 is shown in Fig. 3. Clearly $\tilde{P}_t = P_t$ for KF. Also in this case $\text{rank}(\tilde{P}_t) = 2$ and its numerical rank is equal to 1 for large values of $t$ in all the algorithms, see the minimum nonnull eigenvalue of $\tilde{P}_t$ depicted in Fig. 4. Finally, as shown in Fig. 5, the risk sensitivity parameter $\theta_t$ converges to a constant value for both RKFs. Moreover, the smaller $c$ is, the smaller $\theta_t$ is.

Fig. 6 shows the variance of the prediction error in the case that the actual model corresponds to the nominal model. In this case, KF performs better than RKF’s. On the other hand, when the actual model is the least favorable
Fig. 5. Risk sensitivity parameter $\theta_t$ as a function of $t$ for RKF1 with $c = 10^{-1}$, and RKF2 with $c = 2 \cdot 10^{-1}$.

Fig. 6. Scalar variance of the prediction error for KF, RKF1 with $c = 10^{-1}$ and RKF2 with $c = 2 \cdot 10^{-1}$ under the assumption that the actual model coincides with the nominal model.

model solution to the corresponding minimax problem, KF is worse than RKF’s. Fig. 7 shows the variance of the prediction error for KF and RKF1 in the case that the actual model corresponds to the least favorable model solution to (12) with $c = 10^{-1}$. A similar scenario occurs in the case that we compare KF, RKF2 and the actual model is the least favorable one solution to (12) with $c = 2 \cdot 10^{-1}$, see Fig. 8. The latter figure shows also the performance of the robust Kalman filters with tolerance $c = 1$ (RKF3) and $c = 10^{-2}$ (RKF4). As expected, RKF3 and RKF4 are worse than RKF2, however, the former outperform KF. This means that, even though the ambiguity set is chosen slightly large (case with RKF3) or small (case with RKF4) as compared to the actual model, RKF still outperforms KF. Finally, it is worth noting that the least favorable model depends on tolerance $c$, and thus least favorable performance of KF depends $c$ as well, see Fig. 7 and Fig. 8.
VIII. CONCLUSIONS

In this paper, we have considered a robust static estimation problem in the case that the nominal density and the actual density could be possibly degenerate. This approach is characterized by a minimax game: one player selects the least favorable density in a prescribed ambiguity set, while the estimator is designed according to this least favorable density. Then, we have extended this framework to the dynamic case where we have a state space model whose transition probability density is possibly degenerate. The solution is a Kalman-like filter whose gain is updated according to a Riccati-like iteration which evolves on the cone of the positive semidefinite matrices. We have proved that the resulting robust filter converges in the case that the nominal state space model has constant parameters and the ambiguity set has a radius $c$ sufficiently small. Moreover, we have characterized the least
favorable model over a finite horizon. Finally, some numerical experiments have been presented in order to show the effectiveness of the proposed robust filter.
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