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Abstract This paper analyzes the impact of macroeconomic variables such as real exchange rate, exchange-rate volatility, and economic growth of the UK and Norway on Norway’s bilateral trade flow to the UK via maritime and other transport modes. The first two models considered trade volume (import and export) via only maritime transport, while the third and fourth models considered trade volume via modes other than maritime transport. The empirical validity of the Marshall-Lerner condition is tested to see whether a devaluation of the real exchange rate improves the trade balance in the long term. In addition to the long-term relationship among variables, short-term effects are also evaluated. The results show that the real income of Norway and its trading partner (the UK) is the main determinant of bilateral trade flow via maritime and other transport modes. Moreover, the results indicate that in the long run, the Marshall-Lerner condition is satisfied only for bilateral trade via modes other than maritime transport.
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1. Introduction

Norway is one of the richest countries in the world, as measured by gross domestic product (GDP) per capita. It has the 34th largest export economy in the world and the 17th most complex economy, according to the economic complexity index (ECI)1. According to the International Monetary Fund’s world economic outlook database, Norway’s total GDP was $398 billion in 2017. Norway exported $106B and imported $84.8B and achieved a positive trade balance of $21.2B2.

Norway’s major trading partners are European countries, which receive 80.1 percent of Norwegian exports by value, while 10.2 percent is sold to Asian importers. Norway ships another 5.4 percent to North America, while just 2.3 percent goes to Africa3. The United Kingdom is the top export destination of Norway4. As for bilateral trade with the UK, the value of Norwegian exports was $588,538 million and imports $407,329 million in 2016, according to Statistics Norway5. Figure 1 shows the total exports and imports of Norway to and from the UK from the first quarter of 1993 until the 3rd quarter of 2017.

Since Norway’s economy depends heavily on oil, the Norwegian krone (NOK) is a vulnerable currency that fluctuates wildly. The exchange-rate fluctuations also affect the competitive positions of different countries. For example, the krone exchange rate influences the demand for Norwegian goods and services, the return on Norwegian financial investments compared to investments in other countries, and domestic inflation via the prices of imports. Since the Norwegian economy is small and very open, the exchange-rate fluctuation is very important for economic development6. In this study, the data for a real exchange

1http://atlas.media.mit.edu/en/profile/country/nor/. Accessed September 5, 2017.
2https://atlas.media.mit.edu/en/profile/country/nor/. Accessed September 5, 2018.
3http://www.worldstopexports.com/norways-top-10-exports/. Accessed September 5, 2017.
4https://oec.world/en/profile/country/nor/. Accessed September 5, 2018.
5http://www.ssb.no/319702/value-of-external-trade-selected-countries-among-norways-most-important-trade-partners-and-figures-for-norway.usd-million-sy-317. Accessed September 2017.
6http://www.norges-bank.no/Upload/import/english/publications/economic_bulletin/2000-04/factorsthat.pdf. Accessed January 5, 2017.
rate and other variables was collected from January 1993 until the third quarter of 2017. The reason for selecting the first quarter of 1993 is that in December 1992, the Central Bank of Norway abandoned the fixed exchange rate in favor of a floating exchange rate, and in January 1993, a royal decree confirmed the floating exchange rate regime (Alstadheim 2016).

This paper analyzes the impact of macroeconomic variables such as real exchange rate, exchange-rate volatility, and the economic growth of the UK and Norway on Norway’s bilateral trade flow via maritime and other modes of transport. For international trade, maritime transportation plays a crucial role in Norway. The majority of Norway’s foreign trade still passes through seaports (Benito et al. 2003), which is why this study considers two modes of transportation in the analysis. The first model considers trade volume (import and export) via only maritime transport, while the second model includes trade volume via modes other than maritime transport. The empirical validity of the Marshall-Lerner (M-L) condition is tested to see whether a devaluation of the real exchange rate improves the trade balance in the long term. In addition to the long-term relationship among variables, short-term effects are also evaluated. This study applies the autoregressive distributed lag (ARDL) approach (Pesaran et al. 2001).

Several previous studies analyzed the determinants of international trade: see Bahmani-Oskooee and Ardalani (2006), Bahmani-Oskooee and Bolhassani (2014), Barkoulas et al. (2002), Chou (2000), Kavoussi (1984), Klein and Shambaugh (2006), Onafowora (2003), Rose (1991), Srivastava and Green (1986), and Shirvani and Wilbratte (1997). In these studies, to analyze the determinant of international trade, researchers selected a number of variables such as real exchange rate, exchange-rate uncertainty, distance, product category, political instability, cultural similarity, colonial past, membership in an economic union, GDP, population, and producer price index. However, except few studies (see for example, Chi 2014, 2016; Coto-Millán et al. 2005, 2011; Lubulwa et al. 2008), these studies did not consider any specific mode of transportation.

Furthermore, very few studies have specifically investigated the effect of macroeconomic variables on demand for maritime transport. Coto-Millán et al. (2005, 2011) showed that income has a positive, significant effect on Spain’s maritime exports and imports for all types of cargo. Similarly, Lubulwa et al. (2008) found that income has a significant, positive impact on Australia’s maritime exports and imports, while the effect of the exchange rate is statistically insignificant. In a recent study, Chi and Cheng (2016) analyzed the short- and long-term impacts of three major macroeconomic variables (real income, bilateral exchange rate, and exchange-rate volatility) on Australia’s maritime export flow to its major Asian trading partners. The results showed that Australia’s trading partners’ real income is the main determinant of maritime export volume, in both the short and long terms. Exchange-rate volatility also appeared to have a significant, long-term effect in the majority of cases.

This study considered four models: export of Norway via maritime and via all other transport modes (including road, rail, and air) in the first and second models, and import of Norway via maritime and other transport modes in the third and fourth models. We then compared macroeconomic variables’ effect on maritime trade flow versus trade flow via other modes of transportation. To the best of our knowledge, this paper is the first to examine the effects of three economic variables on the trade flows of Norway to the UK, by two different categories of transport mode. And the main novelty over other work in this area, for example, Chi and Cheng (2016), Coto-Millán et al. (2005, 2011), and Lubulwa et al. (2008), lies in the testing of the
empirical validity of the M-L condition to see whether devaluation of the real exchange rate improves the trade balance in the long term via maritime and other transport modes.

The rest of the paper is organized as follows. The next section presents data collection, methodology, and results. Conclusions and discussion are in the subsequent section.

2. Data collection and methodology

2.1 Data collection

Quarterly data (1993 Q1 to 2017 Q3) for Norway’s export and import volumes to and from the UK was collected from the website of Statistics Norway\(^7\). Quarterly data for the real GDP of Norway and the UK (2010 = 100) and consumer price index (CPI) was obtained from the Monthly Monetary and Financial Statistics at the Organization for Economic Cooperation and Development (OECD) website. Data for the nominal exchange rate was collected from the website of Norges Bank\(^8\). The real exchange rates for trading partners were calculated by multiplying the nominal exchange rate by the ratio of the CPI of both countries.

Table 1 presents the descriptive statistics of all the variables used in this study. The exchange-rate volatility is measured by the exponential GARCH (EGARCH). EGARCH extends the classical Generalized Autoregressive Conditional Heteroskedasticity model (GARCH) by correcting the non-negativity constraint and allowing for asymmetries (Brooks 2014).

2.2 Model

This study considers the following four models and equations to determine the impact of macroeconomic variables on Norway’s trade flow to the UK:

Model 1
\[
\ln X_{(mar)} = \alpha_0 + \alpha_1 \ln Y_{(UK)} + \alpha_2 \ln ER_t + \alpha_3 \ln V_t + \varepsilon_t
\]  
Model 2
\[
\ln X_{(rest)} = \alpha_0 + \alpha_4 \ln Y_{(UK)} + \alpha_5 \ln ER_t + \alpha_6 \ln V_t + \varepsilon_t
\]

Table 1. Summary statistics for all variables; source: author’s compilation

| Variables                  | Unit                  | Mean   | Standard deviation | Minimum | Maximum |
|----------------------------|-----------------------|--------|--------------------|---------|---------|
| GDP (Norway)               | Index (2010=100)      | 92.19  | 13.23              | 63      | 113     |
| GDP (UK)                   | Index (2010=100)      | 93.39  | 13.41              | 68      | 115     |
| ER NOK against British     |                       |        |                    |         |         |
| pound                      | Volatility estimate   | 1.35   | 0.97               | 0.09    | 3.88    |
| Import via maritime        | Tons (in 100 thousand)| 6,592.18 | 2,209.31 | 2,595.06 | 11,395.15 |
| Export via maritime        | Tons (in 100 thousand)| 67,723.05 | 28,636.42 | 43,117.34 | 330,991.60 |
| Export via other modes     | Tons (in 100 thousand)| 79,185.71 | 25,548.28 | 44,090.78 | 264,002    |

GDP, gross domestic product; ER, exchange rate; NOK, Norwegian krone; Vol, volatility; EGARCH, exponential generalized autoregressive conditional heteroskedasticity.

\(^7\)https://www.ssb.no/statistikkbanken/SelectVarVal/Define.asp?MainTable=UhKvTransportLand&KortNavnWeb=muh&PLanguage=1&checked=true. Accessed October 5, 2017.

\(^8\)http://www.norges-bank.no/en/Statistics/exchange_rates/currency/EUR/. Accessed October 5, 2017.
Model 3
\[ \ln M_{\text{mar}}(t) = \alpha_0 + \alpha_1 \ln Y_{\text{Nor}}(t) + \alpha_2 \ln E_R(t) + \alpha_3 \ln V_t + \epsilon_t \]  

Model 4
\[ \ln M_{\text{rest}}(t) = \alpha_0 + \alpha_4 \ln Y_{\text{Nor}}(t) + \alpha_5 \ln E_R(t) + \alpha_6 \ln V_t + \epsilon_t \]  

where 
\[ X_{\text{mar}}(t) \] = the amount of cargo (in tons) shipped via maritime transport from Norway to the UK (exports of Norway) at time period \( t \), 
\[ X_{\text{rest}}(t) \] = the amount of cargo (in tons) shipped via other modes from Norway to the UK (exports of Norway) at time period \( t \), 
\[ M_{\text{mar}}(t) \] = the amount of cargo (in tons) shipped via maritime transport from the UK to Norway (imports of Norway) at time period \( t \), 
\[ M_{\text{rest}}(t) \] = the amount of cargo (in tons) shipped via other modes from the UK to Norway (imports of Norway) at time period \( t \), 
\[ Y_{\text{Nor}}(t) \] = the real GDP of Norway, 
\[ Y_{\text{UK}}(t) \] = the real GDP of the UK, 
\[ E_R(t) \] = the real bilateral exchange rate between Norway and the UK, and  
\[ V_t \] = exchange-rate volatility measured by EGARCH.

Regarding the expected signs of coefficients, it is assumed that, \( \alpha_1 \), \( \alpha_4 \), \( \alpha_5 \), and \( \alpha_{10} > 0 \), because economic growth in Norway increases the demand for imported goods from the UK (Norwegian imports). Similarly, economic growth in the UK increases the demand for imported goods from Norway (Norwegian exports).

For the bilateral real exchange rate, depreciation of Norwegian currency (a decrease in the value of NOK against the British pound) results in a lower price of imported Norwegian goods in the UK. This lower price causes an increase in demand for Norwegian exports, so the expected signs of \( \alpha_4 \) and \( \alpha_5 \) are positive. A devaluation of Norwegian currency makes the imported products expensive for Norwegian customers, so it is expected that \( \alpha_6 \) and \( \alpha_{11} \) are negative. However, the effect of the exchange rate on the trade balance is ambiguous; that is, it could be positive or negative. The positive impact of the exchange rate on the trade balance is because of the “volume effect”: with a devaluation of the domestic currency, the increased competitiveness in prices for the domestic country should result in more exports and fewer imports. The negative effect is because of the “import value effect”: with a devaluation of the domestic currency, the value of each unit of import also increases, which tends to deteriorate the trade balance (Onafowora 2003). Previous studies showed a mixed effect of the real exchange rate on bilateral trade. For instance, a study conducted by Rose (1991) revealed that the exchange rate did not significantly affect the trade balance, while other studies (see for example, Bahmani-Oskooee and Bolhassani 2014; Klein and Shambaugh 2006; Onafowora 2003; Shirvani and Wilbratte 1997) showed a positive and significant effect of the real exchange rate on bilateral trade. On the other hand, some studies (see for example, Chiu and Ren 2018) identify a negative effect of the depreciation of the real exchange rate on the trade balance. On the basis of this evidence, we expect that \( \alpha_2 \), \( \alpha_5 \), \( \alpha_8 \), and \( \alpha_{11} \) could be positive or negative.

Exchange-rate volatility can have a positive or negative effect on bilateral trade flow. The negative effect is because of the risk-averse traders who, after witnessing wild swings in the exchange rate, might prefer to decrease trading in the short term until the stability of the exchange rate is restored (Hooper and Kohlhagen 1978). On the other hand, high exchange-rate volatility can also positively affect the export volume, because movements in exchange rates do not just represent a risk, but also create opportunities for economic manufacturers to make profits by utilizing financial innovation tools to effectively avoid exchange-rate risk (De Grauwe 1988; Yuan and Jianxiang 2011). Empirical analysis conducted by previous studies also shows a mixed effect of exchange-rate volatility on bilateral trade. The negative influence on bilateral trade is indicated by the studies conducted by Clark (1973), Clark et al. (2004), Cushman (1986), Ethier (1973), and Perée and Steinherr (1989), while other studies (Broll and Eckwert 1999; Franke 1991; Sercu and Upal 2003; Sercu and Vanhulle 1992) argue that exchange-rate volatility positively influences the trade balance. Therefore, it is difficult to predict in detail the direction of the effect of exchange-rate volatility on bilateral trade. A number of factors such as the degree of risk aversion of the importers and exporters, the volume of trade, and the availability and depth of hedging mechanisms might affect the actual outcome (Aftab et al. 2017). On the basis of this evidence, we assume that \( \alpha_3 \), \( \alpha_6 \), \( \alpha_9 \), and \( \alpha_{12} \) could be positive or negative.

2.2.1 Autoregressive distributed lag model

When time-series data is used for analysis, the usual properties of the ordinary least-squares estimator (OLS) in a regression
depend on the assumption that the time-series variables are stationary stochastic processes. A stochastic process (time series) $Y_t$ is stationary if its mean and variance are constant over time and the covariance between two values from the series only depends on the length of time separating the two values, rather than on the actual time at which the variables are observed (Hill et al. 1997, p. 335). Before applying an OLS regression, we must check if the data is stationary. If nonstationary data will be used to run an OLS regression, it is possible to obtain apparently significant results from unrelated data. Such regressions are said to be spurious (Hill et al. 1997). To avoid spurious regressions, methods other than OLS must be considered. One such approach is an ARDL method (Pesaran et al. 2001).

The ARDL co-integration technique is preferable in the following situations:
1. When dealing with variables that are integrated of a different order: I(0), I(1), or a combination of both
2. When there is a single, long-term relationship between the underlying variables in a small sample size
3. When none of the variables is I(2) or higher (Nkoro and Uko 2016; Pesaran and Pesaran 1997)

Equations 1–4 show the long-term relationships among the variables. However, as Bahmani-Oskooee and Ardalani (2006) mentioned, in estimating the long-term relationship, we must consider the short-term dynamics in the estimation procedure. This is achieved by reformulating Equations 1–4 in an error-correction modeling format. Thus, to investigate the short-term and long-term effects of macroeconomic variables on bilateral trade flow via maritime and other modes, we apply ARDL as proposed by Pesaran et al. (2001) and reformulate Equations 1–4 in an error-correction format as follows:

$$\Delta \ln X_{(mar)}t = a_0 + a_1 \ln X_{(mar)}t-1 + a_2 \ln Y_{UK(t-1)} + a_3 \ln ERT_{t-1} + a_4 \ln V_{t-1} + \sum_{k=1}^{n} \delta_k \Delta \ln X_{(mar)}t-k$$
$$+ \sum_{k=1}^{n} \rho_k \Delta \ln Y_{UK(t-k)} + \sum_{k=1}^{n} \lambda_k \Delta \ln ERT_{t-k} + \sum_{k=1}^{n} \zeta_k \Delta \ln V_{t-k} + u_t$$

$$\Delta \ln X_{(rest)}t = a_0 + a_5 \ln X_{(rest)}t-1 + a_6 \ln Y_{UK(t-1)} + a_7 \ln ERT_{t-1} + a_8 \ln V_{t-1} + \sum_{k=1}^{n} \phi_k \Delta \ln X_{(rest)}t-k$$
$$+ \sum_{k=1}^{n} \delta_k \Delta \ln Y_{UK(t-k)} + \sum_{k=1}^{n} \varphi_k \Delta \ln ERT_{t-k} + \sum_{k=1}^{n} \sigma_k \Delta \ln V_{t-k} + \epsilon_t$$

$$\Delta \ln M_{(mar)}t = a_0 + a_9 \ln M_{(mar)}t-1 + a_{10} \ln Y_{Nor(t-1)} + a_{11} \ln ERT_{t-1} + a_{12} \ln V_{t-1} + \sum_{k=1}^{n} \omega_k \Delta \ln X_{(mar)}t-k$$
$$+ \sum_{k=1}^{n} \gamma_k \Delta \ln Y_{Nor(t-k)} + \sum_{k=1}^{n} \vartheta_k \Delta \ln ERT_{t-k} + \sum_{k=1}^{n} \tau_k \Delta \ln V_{t-k} + \xi_t$$

$$\Delta \ln M_{(rest)}t = a_0 + a_{13} \ln M_{(rest)}t-1 + a_{14} \ln Y_{Nor(t-1)} + a_{15} \ln ERT_{t-1} + a_{16} \ln V_{t-1} + \sum_{k=1}^{n} \beta_k \Delta \ln X_{(rest)}t-k$$
$$+ \sum_{k=1}^{n} \pi_k \Delta \ln Y_{UK(t-k)} + \sum_{k=1}^{n} \theta_k \Delta \ln ERT_{t-k} + \sum_{k=1}^{n} \eta_k \Delta \ln V_{t-k} + \xi_t$$

where $\Delta$ represents the difference operator; the lag order is expressed as $n$; and $u_t, \epsilon_t, \eta_t$, and $\xi_t$ are error terms. The short-term relationship among the variables is represented by the coefficients following the summation sign $\Sigma$ in Equations 5–8. A long-term co-integration relationship among the variables is expressed by the coefficients $a_1 - a_{16}$.

### 3. Empirical results

#### 3.1 Stationary tests

Since the main assumption of the ARDL approach is that none of the regressor is integrated to order two, I(2), we need to
conduct a test to check a unit root. The two widely applied unit root tests are the augmented Dickey-Fuller (ADF) test and the Phillips-Perron (PP) test (Dickey and Fuller, 1979; Phillips, 1987; Phillips and Perron, 1988). The main difference between the PP unit root test and the ADF test is in how they deal with serial correlation and heteroskedasticity in the errors. The ADF test uses a parametric autoregression to approximate the autoregressive-moving-average ARMA structure of the errors in the test regression, whereas the PP test ignores any serial correlation in the test regression. The PP test has some advantages over the ADF test. One advantage is that the PP test is robust to general forms of heteroskedasticity in the error term $\epsilon_t$. The second advantage is that the user does not have to specify a lag length for the test regression. In this test, the null hypothesis of a unit root (nonstationary) is tested against the alternative hypothesis of a stationary process. The graphical presentation of all variables is presented in the figures in the appendix (Figures A1—A8). Since the two variables, the GDPs of the UK and Norway, exhibit a trend, the option “include trend term” is selected while running the PP test. The graph of the variable “exchange-rate volatility” fluctuates (upward and downward) around the zero value, so we selected the option “suppress constant” in the PP test. For all other variables, the constant term is included in the PP test.

Table 2 shows the results of the PP test for all variables. The results indicate that some variables (that is, import via maritime, export via maritime, export via other modes, and exchange-rate volatility) are stationary at level I(0), while the rest of the variables are integrated at the first difference. In other words, the null hypothesis is not rejected for the level of variables I(0) but is rejected for the first difference.

Although PP has some advantages over ADF, both tests have a common problem: they do not allow for the possibility of a structural break (Waheed et al. 2006). Ignoring a structural break in a unit root test can result in a biased result. For instance, by considering the time of the break as an exogenous phenomenon, Perron (1989) proved that the power to reject a unit root decreases when the stationary alternative is true, and a structural break is ignored. Zivot and Andrews (1992) suggested an alternative of Perron’s original test in which they considered that the exact time of the break-point is unknown. The Zivot and Andrews method regards every point as a potential break-date and runs a regression for every possible break-date sequentially (Waheed et al. 2006).

To consider the structural break, in addition to the PP test, we applied the Zivot and Andrews test. The results of the Zivot and Andrews unit root test allowing for a structural break in both intercept and trend are presented in Table 3. The Zivot and Andrews test gives different results than the PP test. According to the Zivot and Andrews test, only two variables (import via maritime transport and income of the UK) are stationary at level, while all other variables are stationary at the first difference. According to both the PP test and the Zivot and Andrews test, none of the variables is integrated at the second difference, I(2). Therefore, all variables can be used to apply the ARDL approach.

Table 2. Phillips-Perron test for unit root

| Variables                  | Level I(0) | First level I(1) | Decision |
|----------------------------|------------|-----------------|----------|
|                            | Z(rho)    | Z(t)            | Z(rho)  | Z(t)  |        |
| In(Mmar) \(_t\) (with constant term) | -15.685** | -2.892**        | -120.562*** | -13.780*** | I(0)  |
| In(Mrest) \(_t\) (with constant term) | -6.394    | -1.971          |         |       | I(1)  |
| In(Xmar) \(_t\) (with constant term) | -22.924*** | -3.648***       |         |       | I(0)  |
| In(Xrest) \(_t\) (with constant term) | -28.653*** | -4.324***       |         |       | I(0)  |
| In(YUK) \(_t\) (with trend) | -3.493    | -1.555          | -100.556*** | -9.066*** | I(1)  |
| In(YNorway) \(_t\) (with trend) | -7.471    | -3.357          | -131.873*** | -15.810*** | I(1)  |
| In(ER) \(_t\) (with constant term) | -8.458    | -2.073          | -86.257*** | -8.375***  | I(1)  |
| In(Vol) \(_t\) (constant suppressed) | -14.027*** | -2.733***       |         |       | I(0)  |

**Denotes rejection of the null hypothesis of a unit root at the 5 percent level of significance. ***Denotes rejection of the null hypothesis of a unit root at the 1 percent level of significance.

9https://faculty.washington.edu/ezivot/econ584/notes/unitroot.pdf. Accessed March 2, 2018.
To check the structural stability in the given model, Pesaran and Pesaran (1997) recommend applying the cumulative sum of recursive residuals (CUSUM) and the CUSUM of squared residuals (CUSUMSQ) proposed by Brown et al. (1975). We apply CUSUM and present the results in Figures A9–A12 (see appendix). The structural stability is confirmed if the plot is confined well within the 5 percent bounds. However, our results (Figures A9–A12) indicate that the plot of CUSUM is not confined within the 5 percent bounds. These results suggest that there is structural instability in all four of our models.

To identify the structural break, we applied a test for a structural break. The results are presented in Table 4 and confirm the following significant structural breaks in each model: in the third quarter of 2012 (Model 1), in the fourth quarter of 1996 (Model 2), in the second quarter of 1997 (Model 3), and in the fourth quarter of 2005 (Model 4). To overcome this problem, we added a dummy variable in each model as an independent variable to balance the residuals.

### 3.3 Co-integration

The next step in the ARDL model is to check the long-term co-integration relationship among the variables. If the results indicate the absence of co-integration, then no long-term stable relationship exists between variables. If the results show co-integration, then a one-way or two-way Granger causality exists in at least the stationary series, and a dynamic specification of the error correction mechanism is appropriate (Engle and Granger 2000).

The null hypothesis of no co-integration is tested against the alternative hypothesis of the presence of a co-integration relationship between the variables. To check the existence of co-integration, we applied a bound test and error-correction term (ECt-1). The null hypothesis of no co-integration relationship is rejected if the values of F-statistics and t-test in the bound test are greater than the critical values and if ECt-1 is negative and statistically significant in ARDL. The results are presented in Table 5. The results of the bound test show that for all the four models the value of F-statistics is higher than the critical values. However, the results of the t-test indicate that for model 2, the value of the t-test is lower than the critical value, while for the rest of the three models, the values of the t-test are greater than the critical value. Since the values of ECt-1 are negative and statistically significant for the four models, we conclude that there is a long-term stable relationship among the variables. Critical values for Bounds testing are presented in the appendix (Table A1).

### 3.3.1 Diagnostic tests

To confirm the validity of the ARDL approach, diagnostic tests were conducted (Table 6). The Durbin Watson statistic

---

**Table 3. Zivot and Andrews unit root test allowing for structural break in both intercept and trend**

| Variables | Level I(0) t-statistic | First level I(1) t-statistic | Decision |
|-----------|------------------------|-------------------------------|----------|
| ln(Mmar)t | –7.113***              | –7.710***                    | I(0)     |
| ln(Mrest)t| –4.113                 | –10.418***                   | I(1)     |
| ln(Xmar)t | –3.978                 | –14.133                      | I(1)     |
| ln(Xrest)t| –3.555                 | –8.927***                    | I(1)     |
| ln(YUK)t  | –6.742***              | –8.775***                    | I(1)     |
| ln(YNorway)t| –3.792                 | –10.560***                   | I(1)     |
| ln(ER)t   | –3.448                 | –8.775***                    | I(1)     |
| ln(Vol)t  | –3.526                 | –8.775***                    | I(1)     |

***Denotes rejection of the null hypothesis of a unit root at the 1 percent level of significance.

| t-critical values: 1%, –5.57; 5%, –5.08; 10%, –4.82. |

**Table 4. Test for a structural break**

| Statistic | Model 1 Estimated break time | Model 2 Estimated break time | Model 3 Estimated break time | Model 4 Estimated break time |
|-----------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 124.44*** | 2012 Q3                       | 91.781***                    | 1996 Q4                      | 99.658***                    |
| 92.9283***| 2005 Q4                       | 99.658***                    | 1997 Q2                      | 72.9283***                   |

***Denotes rejection of the null hypothesis of a unit root at the 1 percent level of significance.
(Durbin and Watson, 1950; 1951; 1971) is conducted to test for 1st order autocorrelation in the residuals. The results presented in Table 6 show that for Models 1, 2, and 3 the value of the Durbin Watson statistic is slightly greater than 2, while for Model 4 the value is close to 2. The results confirm that there is no autocorrelation in four models.

The second test is the Breusch Godfrey (BG) Lagrange multiplier (LM) test to check the presence of higher order autocorrelation. The null hypothesis of no higher order autocorrelation is tested against the alternative hypothesis that the residuals are autocorrelated at a higher order. The results indicate that the p-value for all four models is greater than 0.05. Thus, we accept the null hypothesis of no higher order autocorrelation. The LM test for autoregressive conditional heteroskedasticity (ARCH) proposed by Engle (1982) is commonly applied as a specification test in univariate time series models. The test is conducted to check the null hypothesis of no conditional heteroskedasticity against the alternative hypothesis of an ARCH model. The results of this test show that the p-values in all four models are greater than 0.05, indicating that heteroskedasticity is not a problem in these models. Finally, the Ramsey Regression Equation Specification Error Test (RESET) test was conducted to test the null hypothesis that the models have no omitted variables. The results show that for all four models the p-value is greater than 0.05, indicating that there is no omitted variable in the models.

### 3.3.2 Long-term estimates

The following are the long-term estimated equations for the four models:

**Model 1**

\[
\ln X_{\text{mar}}(t) = 4.00^{***} + 0.904^{***}\ln Y_{UK}(t) + 0.216\ln ER_t + 0.010\ln V_t + D_1
\]

where \( D_1 = 0 \) for \( t < 2012\text{Q3}, \) and \( D_1 = 1 \) for \( t > 2012\text{Q2}, \)

\( \text{Eqn 9} \)

**Model 2**

\[
\ln X_{\text{ret}}(t) = 3.294^{**} + 1.049^{***}\ln Y_{UK}(t) - 0.872^{**}\ln ER_t - 0.112^{***}\ln V_t
\]

where \( D_1 = 0 \) for \( t < 1996\text{Q4}, \) and \( D_1 = 1 \) for \( t > 1996\text{Q3}, \)

\( \text{Eqn 10} \)

\(^{10}\)The value of the Durbin Watson statistic is always between 0 and 4. A value near 2 means that there is no autocorrelation in the sample. Values close to 0 show positive autocorrelation, and values approaching 4 indicate negative autocorrelation.
Model 3
\[ \ln M_{(mar)}(t) = 14.543^{***} - 2.697^{***}\ln Y_{Norway(t)} - 0.102\ln ER_t - 0.002\ln V_t \]
where \( D_1 = 0 \) for \( t < 1997Q2 \), and \( D_1 = 1 \) for \( t > 1997Q1 \).

Model 4
\[ \ln M_{(rest)}(t) = 0.922 + 1.513^{**}\ln Y_{Norway(t)} - 1.809^{***}\ln ER_t - 0.106\ln V_t \]
where \( D_1 = 0 \) for \( t < 2005Q4 \), and \( D_1 = 1 \) for \( t > 2005Q3 \).

In this study, we take the log of all variables (dependent and independent variables). Such a model is known as a log-log model\(^{11}\). The results indicate that the most influential variable of Norway’s bilateral trade with the UK is the real income. In Models 1 and 2, the GDP of the UK has a positive and significant effect on Norway’s exports via maritime and other modes of transport. By comparing Models 1 and 2, the results show that the UK long-term income elasticity for exports of Norway via the other modes of transport is higher than for exports via maritime transport. A 1 percent increase in income in the UK increases Norwegian exports via maritime transport by 90.4 percent and via other modes of transport by 104.9 percent. Similarly, in Models 3 and 4, Norway’s real income has a significant impact on Norway’s imports from the UK. However, Norway’s income has a negative effect on imports via maritime transport while it has a positive effect on imports via other modes.

The results indicate that a 1 percent increase in Norway’s income decreases imports via maritime transport by 269.7 percent. One explanation of this unexpected negative sign might be that with the increase in income, consumers in Norway prefer to import products from the UK via transportation modes that are expensive compared to maritime transport but are more flexible and fast, like trucks or air transport. The positive sign of the income elasticity of Norway for import via other modes confirms this explanation. The results show that a 1 percent increase in Norway’s income increases Norwegian imports via other modes by 151.3 percent.

The real exchange rate has a negative and significant effect in two models: Model 2 (export via other modes) and Model 4 (import via other modes). However, the results can be used to check the M-L condition. The result of Model 2 shows that with the devaluation of the NOK, that is, when Norwegian products become cheaper for customers in the UK, the demand for Norwegian exports will decrease. The long-term elasticity of the real exchange rate for export via other modes indicates that a 1 percent devaluation in a real exchange rate decreases Norwegian exports by 87.2 percent. One possible explanation of this unexpected sign of the real exchange rate, as explained by Chi (2014), is that with the depreciation of Norwegian currency, Norwegian products become cheap for domestic consumers compared to the same products imported from other countries. As a result, the domestic demand for these products increases, resulting in less export of these products. The result of Model 4 shows that as expected, the devaluation of the NOK (that is when imported products become expensive for Norwegian customers) reduces the demand for imported goods from the UK. However, the long-term elasticity of the real exchange rate for imports via other modes is higher compared to that of export via other modes. A devaluation in the real exchange rate by 1 percent decreases imports by 180.9 percent.

The M-L condition requires that a devaluation of the currency will improve a country’s trade balance if the sum of the absolute values of a country’s import and export price elasticities are greater than one (Bahmani et al. 2013). In this study, the sum of absolute values of export and import price elasticities is \((0.872 + 1.809) = 2.681\). Although export decreases in response to the devaluation of Norwegian currency, but a decrease in imports is greater than a decrease in export. Thus, we may conclude that the M-L condition is satisfied for bilateral trade via modes other than maritime transport.

The exchange-rate volatility does not have a significant effect on exports and imports via maritime transportation. However, the long-term elasticity of exchange-rate volatility for Norwegian exports and imports via the other modes is negative and significant. Its value is \(-0.112\), indicating that a 1 percent increase in exchange-rate volatility reduces exports via other modes by 11.2 percent. Similarly, a 1% increase in exchange-rate volatility decreases imports via other modes by 10.6 percent.

3.3.3 Short-term estimates

The following are the short-term estimated equations for the four models:

\(^{11}\)A real characteristic of a log-log model is that the coefficients of the independent variables measure the elasticity of the dependent variable with respect to the independent variable; that is, the percentage change in the dependent variable for a given (small) percentage change in the independent variable. The double log transformation gives the estimate of elasticity (Gujarati, 1988).
Model 1
\[ \Delta \ln X_{(mar)} = 3.482^{**} \Delta \ln Y_{UK(t)} - 0.571^{**} \Delta \ln ER_t + 0.006 \Delta \ln V_t \]  
(13)

Model 2
\[ \Delta \ln X_{(rest)} = 3.274^{**} \Delta \ln Y_{UK(t)} - 0.331^{**} \Delta \ln ER_t - 0.042^{***} \Delta \ln V_t \]  
(14)

Model 3
\[ \Delta \ln M_{(mar)} = -1.875^{***} \Delta \ln Y_{Norway(t)} - 0.071 \Delta \ln ER_t - 0.001 \Delta \ln V_t \]  
(15)

Model 4
\[ \Delta \ln M_{(rest)} = 2.434^{**} \Delta \ln Y_{Norway(t)} - 0.041 \Delta \ln ER_t - 0.036^{**} \Delta \ln V_t \]  
(16)

The short-term results are consistent with the long-term results. For instance, the estimated equations indicate that even in the short term the main determinant of bilateral international trade between Norway and the UK is the real income of both countries. It has a positive and significant effect in three models: export via maritime and other modes and import via other modes. For imports via maritime transport, like in the long term, even in the short term, it has a negative effect. The real exchange rate has a negative and significant effect only in Models 1 and 2, indicating that a devaluation of the Norwegian currency reduces Norwegian exports to the UK via maritime and other modes of transport. The exchange-rate volatility has a negative and significant effect in Models 2 and 4, showing that an increase in exchange-rate volatility reduces Norwegian exports and imports to and from the UK via non-maritime modes of transport. Table 7 describes the summary of key determining factors for Norwegian trade to and from the UK.

4. Conclusion

This study discusses the effect of three macroeconomic variables – real exchange rate, exchange-rate volatility, and real income – of Norway and the UK on the bilateral trade volume between the countries. It is important to consider the effect of the real exchange rate and exchange-rate volatility on bilateral trade, especially for a small economy like Norway that heavily depends on oil, which makes the NOK a vulnerable currency that wildly fluctuates. The conventional wisdom suggests that the devaluation of the real exchange rate positively affects international trade (M-L condition), while exchange-rate volatility negatively affects it (Hooper and Kohlhagen 1978). However, the empirical analyses conducted by previous studies show mixed results of the effect of these two variables.

The results of this study indicate that in the long run, the devaluation of Norwegian currency against the British pound has a negative and significant effect on Norwegian exports and imports to and from the UK via non-maritime modes of transport. The real exchange rate has insignificant effects on Norwegian exports and imports via maritime transport in the long term; however, in the short term, it has a significant and negative effect on Norwegian exports via maritime and other modes of transport. Thus, we conclude that the traditional version of the M-L condition is sustained in the case of bilateral trade via non-maritime modes of transport but not in the case of bilateral trade via maritime transport. It is not an excellent policy to devalue the real exchange rate to improve the trade surplus because of the mixed results for different modes of transport. Some previous studies also showed either no support or mixed results for the M-L condition. For instance, Andersen (1993) studied 16...
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countries, and the results showed either an insignificant coefficient or one of the unexpected signs for most of the countries. Rose (1991) examined five industrial countries and found a lack of evidence for the M-L condition. Prawoto (2007) analyzed four Asian countries to test the M-L condition. The results revealed that out of the four countries studied, the M-L condition is met for Malaysia and Thailand, but not for Indonesia and Singapore.

In the short and long terms, the real exchange-rate volatility has a negative and significant effect on bilateral trade flow via non-maritime transport modes, supporting the arguments of Clark (1973), Clark et al. (2004), Cushman (1986), Ethier (1973), Hooper and Kohlhagen (1978), and Perée and Steinherr (1989).

This research shows the main determinant of Norway’s bilateral trade with the UK is real income, which has a significant effect in all four cases in both the short and long terms. The real income of the UK has a positive and significant effect on Norway’s exports via maritime and other modes of transport. Similarly, the real income of Norway has a positive and significant effect on imports via other modes. These results are consistent with the results obtained by Chi and Cheng (2016), Coto-Millán et al. (2005 and 2011), and Lubulwa et al. (2008). However, the results indicate that the real income of Norway has a negative and significant effect on Norwegian imports via maritime transportation. One possible reason for this unexpected negative sign is that with the increase in real income, consumers in Norway prefer to switch to importing via other modes of transport, such as truck or air transport, that, although expensive compared to maritime transport, are flexible and fast. This explanation is confirmed by the positive sign of the income elasticity of Norway for import via the other modes. The limitation of this study is that we have considered only one trading partner of Norway, the UK, for the analysis. In future research, more countries should be included to check whether the real exchange rate’s devaluation positively affects the international trade of Norway with the rest of the world.
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Appendix

Figure A1. Imports of Norway via other transport modes.

Figure A2. Imports of Norway via maritime transport.

Figure A3. Real income of the UK.

Figure A4. Real income of Norway.

Figure A5. Real exchange rate.

Figure A6. Exports of Norway via maritime transport.
Figure A7. Exports of Norway via other modes.

Figure A8. Exchange-rate volatility.

Figure A9. Plot of CUSUM (Model 1). The straight lines represent critical bounds at a 5 percent significance level.

Figure A10. Plot of CUSUM (Model 2).

Figure A11. Plot of CUSUM (Model 3).

Figure A12. Plot of CUSUM (Model 4).
Table A1. Critical values for bounds testing

| Model  | F-test |          |          | t-test |          |          |
|--------|--------|----------|----------|--------|----------|----------|
|        | Lower bound | Upper bound | Lower bound | Upper bound | Lower bound | Upper bound | Lower bound | Upper bound | Lower bound | Upper bound |
| Model 1| 2.45   | 3.52     | 2.86     | 4.01   | 3.74     | 5.06     | -2.57     | -3.66     | -2.86     | -3.99     | -3.43     | -4.60     |
| Model 2| 2.45   | 3.52     | 2.86     | 4.01   | 3.74     | 5.06     | -2.57     | -3.66     | -2.86     | -3.99     | -3.43     | -4.60     |
| Model 3| 2.45   | 3.52     | 2.86     | 4.01   | 3.74     | 5.06     | -2.57     | -3.66     | -2.86     | -3.99     | -3.43     | -4.60     |
| Model 4| 2.45   | 3.52     | 2.86     | 4.01   | 3.74     | 5.06     | -2.57     | -3.66     | -2.86     | -3.99     | -3.42     | -4.60     |

Note: Critical values from Pesaran et al. (2001).