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ABSTRACT
In this work we revisit five different point sources within or behind galaxy clusters in order to constrain the coupling constant between axion-like particles (ALPs) and photons. We use three distinct machine learning (ML) techniques and compare our results with a standard $\chi^2$ analysis. For the first time we apply approximate Bayesian computation to searches for ALPs and find consistently good performance across ML classifiers. Further, we apply more realistic 3D magnetic field simulations of galaxy clusters and compare our results with previously used 1D simulations. We find constraints on the ALP-photon coupling at the level of state-of-the-art bounds with $g_{\gamma\gamma} \lesssim 6 \times 10^{-12}$ GeV$^{-1}$, hence improving on previous constraints obtained from the same observations.
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1 INTRODUCTION

Axion-like particles (ALPs) arise within various high-energy physics extensions of the Standard Model of particle physics. In particular, they are guaranteed to appear in supersymmetric extensions with field-dependent couplings, which includes supersymmetric string compactifications (cf. for example Conlon (2006); Svreck & Witten (2006); Cicolì et al. (2012)). Thus, they provide a well-motivated extension to the Standard Model of particle physics. They couple to photons via the following Lagrangian:

$$L = \frac{1}{2} \partial_{\mu} a \partial^{\mu} a - \frac{1}{2} m_{a}^2 a^2 + g_{\gamma\gamma} a \mathbf{E} \cdot \mathbf{B}, \quad (1)$$

where $a$ denotes the ALP field, $m_{a}$ the ALP mass, $g_{\gamma\gamma}$ the coupling constant of ALPs and photons and $\mathbf{E}/\mathbf{B}$ the electric/magnetic field. In a background magnetic field ALPs and photons can interconvert into each other (Raffelt & Stodolsky 1988). This is the basis of most ALP searches across different ALP masses and couplings (Zyla & et al. 2020). X-ray observations of bright point sources in or behind galaxy clusters have proven to be very useful environments to constrain ALPs (Wouters & Brun 2013; Berg et al. 2017; Conlon et al. 2017; Marsh et al. 2017; Reynolds et al. 2019; Mukherjee et al. 2019, 2020). The main reason for this sensitivity is that galaxy clusters are usually entirely permeated by a magnetic field. Thus, the spectra of point sources, such as active galactic nuclei (AGN) or quasars shining through the cluster would be altered if ALPs exist. As reviewed below, these spectral changes correspond to modulations in the X-ray and $\gamma$-ray regime (cf. Figure 1 for an example visualisation) and hence render X-ray observations of such point sources a very valuable observational window for ALP searches.

Concretely, spectral modulations arise from photons which are converted to ALPs in the magnetic field of a galaxy cluster which

$$P_{\gamma\gamma} = 1 - \frac{\Theta^2}{1 + \Theta^2} \sin^2(\Delta \sqrt{1 + \Theta^2}), \quad (2)$$

in a first approximation can be modelled as a series of domains, each with a different constant magnetic field and electron density (cf. Section 2 for a detailed discussion of the magnetic field models). In such a domain we can calculate the photon survival probability, i.e. that a photon remains in a photon state, analytically (Raffelt & Stodolsky 1988):

$$P_{\gamma\gamma} = 1 - \frac{\Theta^2}{1 + \Theta^2} \sin^2(\Delta \sqrt{1 + \Theta^2}), \quad (2)$$

where $\Theta = 2B_{\theta n} g_{\gamma\gamma} \omega / m_{\text{eff}}$, $\Delta = m_{\text{eff}}^2 L / (4 \omega)$ and $m_{\text{eff}}^2 = m_{a}^2 - \omega_{\text{pl}}^2$. In this work we are interested in constraining ALPs with a mass smaller than the effective photon mass in astrophysical plasmas, i.e. $m_{a} \lesssim 10^{-12}$ eV which allows us to treat ALPs as massless. $B_{\theta n}$ is the magnetic field perpendicular to the direction of travel of the photon, $\omega$ the photon frequency, $\omega_{\text{pl}} = \sqrt{4 \pi n_{e} e / m_{e}}$ the plasma frequency, $\alpha$ the fine-structure constant, $n_{e}$ the electron density, $m_{e}$ the electron mass and $L$ the length of the domain.

As our knowledge about the cluster magnetic field is limited, it is approximated by a statistical turbulent magnetic field model which
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can be constrained by Faraday rotation measures (Bonafede et al. 2010) (cf. Section 2). To obtain information about the expected spectral modulations due to ALPs, a large sample of magnetic fields drawn from the relevant statistical distribution is used. For such a random magnetic field sample, we calculate the survival probability where the initial state of a domain is given by the final state of the previous one. An illustrative example of a photon survival probability is given in Figure 1 for one of the sources we discuss in this article, the type I Seyfert galaxy 2E3140 within A1795. The overall amplitude of the oscillations depends on the strength of the coupling and on the magnetic field $B_{0,n}$. Larger values of $g_{\gamma\gamma}$ and $B_{0,n}$ lead to larger oscillations. The position of the oscillations differs among magnetic field configurations.

As this estimate of the ALP signal depends on how realistic the magnetic field of the galaxy cluster is, we consider extensively for the first time more realistic 3D magnetic field simulations in order to constrain ALPs with X-rays. Although they are computationally more involved than 1D magnetic field models, they are more realistic and theoretically better motivated as the underlying magnetic field is divergence free. In order to compare the differences between the two models we apply the 3D model to five sources that have already been investigated with 1D simulations (Conlon et al. 2017; Day & Krippendorf 2020). We also introduce a re-scaled 1D model which resembles more features of the 3D model (e.g. the mean strength of the magnetic field).

In particular, we use observations of these sources with the Chandra X-ray telescope (ACIS instrument). These point source spectra can be well fitted with a power-law and absorption from neutral hydrogen. For instance, the fit of the spectrum of the Sy1 2E3140 galaxy within A1795 is shown on the left of Figure 2. In order to constrain ALPs, we need to generate fake spectra including the effects of ALPs. These are generated from the product of this fitted point source spectrum and a sampled photon survival probability for a certain value of $g_{\gamma\gamma}$. We then obtain fake spectra using Sherpa (version 4.12) (Freeman et al. 2001), which adds Poisson noise and instrumental effects such as the detector energy resolution. An example of such a fake spectrum for the Sy1 2E3140 galaxy within A1795 is plotted on the right of Figure 2 where we have used the photon survival probability of Figure 1. Overall, fake spectra with ALPs show three distinct features with respect to spectra without ALPs. The former have an overall lower flux and oscillations which increase in their wavelength and intensity with increasing energy.

From such fake spectra with ALPs constraints on the coupling to photons $g_{\gamma\gamma}$ can be obtained by comparing the fits of multiple fake spectra – accounting for the intrinsic Poisson noise and our uncertainty of the cluster magnetic field – using a $\chi^2$ statistic (Wouters & Brun 2013; Marsh et al. 2017; Conlon et al. 2017). This procedure does not directly take into account the intrinsic oscillatory features of the ALP signals. Different data representations such as analysing spectra in Fourier space and machine learning (ML) techniques have been shown to increase sensitivity to ALPs (Conlon & Rummel 2019; Day & Krippendorf 2020; Marsh et al. 2022).

In this work we improve these ML methods with a more detailed hyperparameter search and apply approximate Bayesian computation (ApBC) (Rubin 1984; Beaumont et al. 2002) for the first time on ALP searches. We find that the latter leads to more stable bounds across ML approaches.

This paper is organised as follows. Section 2 discusses our models of magnetic fields in galaxy clusters. Section 3 provides an overview of the astrophysical sources which we use in this article. In Section 4 we present our different bounds methods and in Section 5 we present their results. Finally, we conclude and give an outlook in Section 6.

2 MAGNETIC FIELD MODELS OF GALAXY CLUSTERS

In the presence of ALPs, the survival probability of a photon is highly dependent on the magnetic field through which it propagates (cf. Eq. 2). The most thorough analysis for magnetic field determination has been performed for the Coma cluster where numerical simulations were compared to Faraday Rotation Measure images (Bonafede et al. 2010). These simulations assumed a turbulent, three-dimensional magnetic field model which is initialized randomly in Fourier space (Murgia et al. 2004). As these 3D simulations are computationally more expensive and time consuming than 1D approximations, in most previous works simpler 1D magnetic field models along the line of sight have been used to constrain ALPs.

After outlining the 3D model, we compare both approaches and discuss characteristic differences between both approaches. We also introduce an appropriately re-scaled 1D model which can mimic some of the characteristics of the 3D model.

2.1 3D model

We are interested in simulating a magnetic field following an inverse power-law power spectrum with a radial profile following the gas distribution. Our simulation follows the approach presented in Murgia et al. (2004) which proceeds as follows: We first simulate our 3D magnetic field on a lattice with size 2000$^3$ which corresponds to a resolution of 1 kpc when the cluster has a radius of 1 Mpc. To generate a divergence-free magnetic field (i.e. $\nabla \cdot \mathbf{B} = 0$) with an appropriate power spectrum we start in Fourier space by randomly generating a vector potential with the following power spectrum:

$$|\hat{A}_k|^2 \sim k^{-(n+2)} ,$$

where $k$ is only non-zero within a range of $k_{\text{min}} = 2\pi/\Lambda_{\text{max}}$ and $k_{\text{max}} = 2\pi/\Lambda_{\text{min}}$. $\Lambda_{\text{min}}$, $\Lambda_{\text{max}}$ denote the scales over which the magnetic field fluctuates, i.e. it defines the length scale on which it completely changes its direction. The amplitude of each component of $\hat{A}$ is drawn from a Rayleigh distribution, which leads to a Gaussian distribution in real space, and its phase $\phi$ is randomly chosen from a uniform distribution in the interval $[0, 2\pi]$. The scales $\Lambda_{\text{min}}$, $\Lambda_{\text{max}}$ and the power-law scaling $n$ are determined empirically by comparing magnetic field simulations to the observed Faraday rotation measures of radio sources located in or behind the cluster (Bonafede et al. 2010). We discuss our numerical choices for these parameters below. We then obtain the magnetic field in Fourier space by

$$\mathbf{B}(k) = i \mathbf{k} \times \hat{A}(k)$$

where its components are described by a power spectrum:

$$|\hat{B}_k|^2 \sim k^{-n} .$$

Applying a Fourier transform we get the magnetic field in real space. The radial profile of the magnetic field follows the gas distribution in the cluster and is added as a multiplicative factor on top of the previous randomly generated magnetic field $\mathbf{B}_{\text{gen}}$:

$$\mathbf{B}(r) = C B_0 \left( \frac{n_e(r)}{n_e,0} \right) \eta \mathbf{B}_{\text{gen}} ,$$

For ALP searches in $\gamma$-ray spectra, 3D magnetic field models have been used previously in Fermi-Lat Collaboration et al. (2016).
where the exponent $\eta$ is a parameter of order-one (specific values are discussed later) which has to be fit to the data and $B_0$ is the magnetic field strength at the centre of the cluster. The radial profile of the electron density is described with a $\beta$-model (Cavaliere & Fusco-Femiano 1976):

$$n_e(r) = n_{e,0} \left(1 + \frac{r^2}{r_c^2}\right)^{-\frac{3}{2}\beta},$$

where $n_{e,0}$ denotes the electron density in the cluster centre, $r$ the radial distance from the centre and $r_c$ the core radius of the cluster. The normalization factor $C$ ensures that the average magnetic field strength within the cluster core is equal to $B_0$ and is defined as (Angus et al. 2014):

$$C = \frac{N_{r<r_c} B_{\text{gen}}}{\sum_{r<r_c} n_e(r) \eta} n_{e,0},$$

where $N_{r<r_c}$ is the number of lattice points within the cluster core region.

Since the Coma cluster magnetic field is the most accurately studied one, we adopt the values found for Coma $\Lambda_{\text{min}} = 2 \, \text{kpc}$, $\Lambda_{\text{max}} = 34 \, \text{kpc}$ and $n = 11/3$ for all sources (Bonafede et al. 2010). For $\eta$ we use the same value of 0.7 as in Conlon et al. (2017) in order to compare our 3D results with the previously used 1D model. This value $\eta = 0.7$ is in between the values of Coma $\eta = 0.5$ and Hydra A $\eta = 1.0$ (Wouters & Brun 2013). Since a larger $\eta$ means a faster drop in magnetic field strength with increasing radius, $\eta = 0.7$ is a more conservative estimate than the $\eta$ derived from the Coma cluster.

In order to obtain enough samples of magnetic fields (especially for the ML methods) within a reasonable amount of time, we make use of the radial symmetry of the magnetic field and the fact that we are only interested in the field along the line of sight where the X-ray source is located. This means that we can take multiple lines of sight from each simulation. To reduce the correlation between these we require a distance of 3 kpc (for training data) and 40 kpc (for test data) between the lines of sight we consider. The value for the test data was chosen because of the value of $\Lambda_{\text{max}} = 34 \, \text{kpc}$ which is the maximal length over which the magnetic field reverses its direction and hence, for lines of sight with a larger distance the correlation between the magnetic fields should be minimal. This was however not possible to adopt also for the training data because the computation time would be too long which is the reason for the significantly smaller distance.

It is not necessary for magnetic fields used to generate training data to be completely uncorrelated since these are not used to obtain the final bounds. Furthermore, we utilize lines of sight from all three directions of the lattice. For sources which are located within the cluster we split the lines of sight in half and use both. In all cases the Pearson correlation coefficient does not show any significant correlations.

### 2.2 Comparison with the 1D model

Instead of simulating the whole cluster magnetic field as for the 3D model, the 1D approach used in previous work emulates the magnetic field only along the line of sight to the source considered. This line of sight field is approximated by cells in which the magnetic field is constant and randomly orientated. Their lengths are drawn from a power-law distribution which is limited by $L_{\text{min}} = \Lambda_{\text{min}}/2$ and $L_{\text{max}} = \Lambda_{\text{max}}/2$. The number of cells is chosen such that it corresponds to the total propagation length of the source through the cluster. The radial profile again follows the gas distribution defined by Equation (6) as for the 3D model. It must be mentioned that in contrast to the 3D model the 1D model does not generate a divergence-free magnetic field. Further, we want to emphasize that even though we are only interested in the magnetic field along the line of sight, the 3D magnetic field model is qualitatively different from the 1D model. The former does not contain discontinuities and, hence, represents a more realistic model of the real magnetic field. See Galanti & Roncadelli (2018), for an analysis of ALP conversion in smooth magnetized magnetic fields. An extensive analysis of the effect of different magnetic fields on ALP bounds from the AGN NGC1275 is also presented in Matthews et al. (2022) (which appeared after this work).

The main difference lies within the normalization of the magnetic fields. For the 3D model we normalize it such that the mean value within the core region of the cluster equals $B_0$ as given by Equation (7). For the 1D model this is not possible because the magnetic field only gets simulated along the line of sight. In this case it gets normalized such that at the centre of the cluster the maximum value of the magnetic field is $B_0$. This is a more conservative estimate than for the 3D model, emerging from their different simulation methods.
Table 1. Comparison of mean maximum values and mean variance of the magnetic field strength for the 1D, 3D and upscaled 1D models.

| Model       | Max $B$ [$\mu$G] | Var $B$ [$\mu$G] |
|-------------|------------------|------------------|
| 1D          | 2.9              | 1.1              |
| 3D          | 7.4              | 2.7              |
| Upscaled 1D | 4.2              | 2.3              |

Therefore, we also expect the constraints from the 1D model to be more conservative than those arising from the 3D model. This can be seen in Figure 3 where we have plotted examples for the magnetic fields (absolute values) along the line of sight as well as the mean of all generated magnetic fields for the quasar B1256+281 which is located behind the Coma cluster. In the two top plots this has been done for the 3D (left) and 1D model (right) where we can directly see that the different normalizations lead to larger magnetic field strengths in the 3D model.

In order to check later whether there are inherent differences between the 1D and 3D model apart from the different magnetic field strengths, we introduce an upscaled 1D model. For the latter we locate the features of the 3D model. As the examples in Figure 3 already indicate, the fluctuations of the 3D model are still larger than those of the upscaled 1D model. By larger fluctuations we mean that the magnetic field strength reaches larger values. In order to demonstrate this, we have calculated the mean of the maximum values of the magnetic fields as well as their mean variance across all 20,000 samples that we have generated. The results given in Table 1 show the discrepancy in the amplitude of the fluctuations.

3 ASTROPHYSICAL SOURCES

For comparability with previous work (Conlon et al. 2017; Day & Krippendorf 2020), we use the same five point sources which are either located in or behind galaxy clusters:

(i) The Sy1 galaxy 2E3140 within A1795 (A1795Sy1).
(ii) The AGN NGC3862 within A1367 (A1367).
(iii) The quasar CXOU J134905.8+263752 behind A1795 (A1795Quasar).
(iv) The quasar B1256+281 behind Coma (Coma1).
(v) The quasar SDSS J130001.48+275120.6 behind Coma (Coma2).

We use the same Chandra ACIS observations as in Conlon et al. (2017); Day & Krippendorf (2020) and the corresponding observation IDs are listed in Appendix A. In brackets we denote the abbreviations by which they are mentioned throughout this article. The observations of the sources have been processed with CIAO 4.8.1 (Fruscione & et al. 2006). Multiple observations of the same source have been stacked and the background of the galaxy cluster subtracted. All these sources have already been studied using 1D magnetic field simulations with conventional statistical methods in Conlon et al. (2017) and with ML methods in Day & Krippendorf (2020) which we compare later in Section 5 with our new results.

For the first three sources we scan over a coupling range of $(0.1 - 2.0) \times 10^{-12}$ GeV$^{-1}$ as in Day & Krippendorf (2020), whereas for the sources behind Coma we consider a range of $(1.1 - 3.0) \times 10^{-12}$ GeV$^{-1}$. We use the increased range of couplings in these latter sources to be able to still obtain bounds. Even though the corresponding bounds will not be as tight as for the other sources, we still were interested in them due to the well constrained magnetic field of the Coma cluster.

In all situations, these ranges were chosen such that for couplings at the lower end the ALP-induced oscillations are indistinguishable from the Poisson noise, whereas for couplings at the upper end the oscillations are large enough such that they would be easily detected. For A1795Sy1 and A1367 we considered an energy range of $(1 - 5)$ keV and for the other sources $(0.5 - 7)$ keV. A1795Sy1, A1367 and A1795Quasar have been fitted with a power law with additional absorption from neutral hydrogen, Coma1 only with a power law and Coma2 with a power law and a Fe Kα-line ($E = 6.4$ keV). The parameters for the electron density and the magnetic field are the same as in Conlon et al. (2017) which have been taken from Bonafe et al. (2010); Vauc et al. (2012); Govoni & et al. (2017); Kuchar & Enßlin (2011); Ge & Owen (1993); Dennis & Chandran (2005); Ettori (2000); Klapdor-Kleingrothaus & Krivosheina (2009); Enßlin et al. (1998). For sources which are located behind the cluster we assume a total propagation length of 2 Mpc whereas for sources within its host cluster we set $L_{\text{tot}} = 1$ Mpc. These numbers are based on the typical size of a galaxy cluster. The exact position of the Sy1 galaxy 2E3140 within A1795 is not exactly known. We assume a midway position, but if the galaxy was actually towards the front of the cluster, the bounds would be reduced, see Conlon et al. (2017) for a detailed discussion.

In Table 2 we have listed all parameters that have been used for all astrophysical systems where the redshifts have been taken from SIMBAD (Wenger & et al. 2000).

4 METHODS

Below we describe the four different methods used in this paper to constrain the ALP-photon coupling. The basic idea of all methods is to compare the response of the real spectrum as observed by Chandra to fake spectra with or without ALPs. These fake spectra can be produced with Chandra’s software package Sherpa. Sherpa’s function fake_pha generates spectra with a certain source model and random Poisson noise that is determined by the exposure time which we set equal to the observation time of the real spectrum. fake_pha also simulates instrumental effects such as the detector’s finite energy resolution ($\sim 150$ eV). As source model for spectra without ALPs we use the function with which the real spectra have been fitted:

$$F_0(E) = AE^{-\gamma} \left(1 + e^{-mH/E} \sigma(E(1+z))\right) (\text{Fe K}_\alpha).$$

The first part corresponds to the power law model (free parameters are the amplitude $A$ as well as the exponent $\gamma$) with which every source is fitted. The second part denotes the absorption from neutral hydrogen (free parameter column density $n_H$), whereas the last part indicates the Fe Kα line (given in brackets since these are not applied for all sources, see Section 3 for details). For spectra with ALPs we multiply model $F_0$ with the simulated photon survival probability:

$$F_1(E, B, g_{\text{alp}}) = F_0(E) \times P_{\gamma \rightarrow \gamma}(E(1+z), B, g_{\text{alp}}).$$

4.1 Bounds from a $\chi^2$ statistic

We follow the exact procedure from Conlon et al. (2017). We start by generating 1,000 fake spectra for each coupling. We then fit each
Figure 3. Examples of the magnetic fields (absolute values) along the line of sight as well as the means of all generated fields of the quasar B1256+281 behind the Coma cluster for the 3D (top left), 1D (top right) and upscaled 1D model (bottom left). The means of all models are shown in the bottom right.

Table 2. Summary of the parameters for all sources.

| Source          | 2E3140 | NGC3862 | CXOU J134905.8 +263752 | B1256+281 | SDSS J130001.47 +275120.6 |
|-----------------|--------|---------|------------------------|----------|---------------------------|
| Cluster         | A1795  | A1367   | A1795                  | Coma     | Coma                      |
| $z_{source}$    | 0.059  | 0.0216  | 1.30                   | 0.38     | 0.975                     |
| $z_{cluster}$   | 0.063  | 0.0225  | 0.063                  | 0.023    | 0.023                     |
| Offset (kpc)    | 456    | 186     | 194                    | 232      | 215                       |
| $L_{tot}$ (Mpc) | 1      | 1       | 2                      | 2        | 2                         |
| $\Lambda_{min}$ (kpc) | 2      | 2       | 2                      | 2        | 2                         |
| $\Lambda_{max}$ (kpc) | 34     | 34      | 34                     | 34       | 34                        |
| $\eta$ (kpc)    | 0.7    | 0.7     | 0.7                    | 0.7      | 0.7                       |
| $n$             | 11/3   | 11/3    | 11/3                   | 11/3     | 11/3                      |
| $B_0$ ($\mu$G)  | 20     | 3.25    | 20                     | 4.7      | 4.7                       |
| $n_{e,0}$ ($10^{-3}$ cm$^{-3}$) | 50     | 1.15    | 50                     | 3.44     | 3.44                      |
| $r_c$ (kpc)     | 146    | 308     | 146                    | 291      | 291                       |
| $\beta$         | 0.631  | 0.52    | 0.631                  | 0.75     | 0.75                      |
spectrum with the model $F_0$ and compute the reduced $\chi^2$-statistic. Finally, we compare it with the $\chi^2_{\text{red}}$ of the real spectrum and if 95% of the fake spectra lead to a worse fit (i.e. a larger $\chi^2_{\text{red}}$) than the real data, we can exclude $g_{a\gamma\gamma}$ at a 95% confidence level. For sources where $\chi^2_{\text{red}}$ is smaller than 1, we only consider spectra with $\chi^2_{\text{red}} > 1$ as a worse fit.

4.2 Single coupling ML method

This method refers to the procedure presented in Day & Krippendorf (2020). Its main idea is to train a ML classifier to distinguish between fake spectra without ALPs and spectra with ALPs of a certain coupling strength. For all upcoming three ML methods we use training sets with 8,000 and test sets with 2,000 samples. In order to generate these we have simulated the photon survival probability for each source 800 and 200 times respectively where we have always used a different magnetic field configuration. From each survival probability we have generated 10 fake spectra which differ in their Poisson noise.

Since the photon survival probability is always smaller or equal to 1, the fake spectra with ALPs have an overall lower flux than spectra without ALPs, a difference that would be readily picked up by the classifiers. Hence, we cannot take these spectra as input data. Hence, we perform no additional grid search for the up-resid case, we simply assume a uniform prior across the couplings.

ApBC is an inference method used when the likelihood either cannot be calculated or would be computationally too expensive. Therefore, it has to be simulated based on the prior probability distribution. For more details and a good overview see Sisson et al. (2018). In our case, we simply assume a uniform prior across the couplings $g_{a\gamma\gamma}$ considered (cf. Section 3) and use the classifiers and the test statistic of the previous method. We then perform the following three steps:

(i) Feed all test sets into all classifiers.

(ii) Calculate the test statistic.

(iii) If the test statistic of the test data is the same as for the real data, we accept the coupling $g_{a\gamma\gamma}$ of the test data.

As output we obtain a set of $g_{a\gamma\gamma}$ sampled from the posterior distribution $\pi(g_{a\gamma\gamma}|y_{\text{real}})$ which can be used to approximate the posterior. Values for $g_{a\gamma\gamma}$ larger than the 95th percentile of the approximated posterior distribution can then be excluded at a 95% confidence level. In Figure 5 we plot an example of an ApBC-approximated posterior distribution can then be excluded at a 95% confidence level.

4.3 Approximate Bayesian computation

4.4 Multiclass classification method
use this multiclass classifier to place bounds on ALPs by applying the following procedure where we use the predicted couplings as a test statistic:

(i) Predict the coupling of the real data $g_{\text{pred,real}}$.
(ii) Predict the couplings for the test data of all couplings $g_{\text{pred,D'}}$.
(iii) If 95% of the $g_{\text{pred,D'}}$ are larger than $g_{\text{pred,real}}$, the coupling of the corresponding test data is excluded at a 95% confidence level.

The right of Figure 6 shows these results for the same example as the plot on the left. As for the single coupling ML method the bound on $g_{\text{cancel}}$ (at a 95% C.L.) is represented by the value on the $x$-axis where the red dots cross the blue line.

With this method we use the Quadratic Discriminant Analysis (QDA) from scikit-learn as well as a deep neural network (DNN) implemented within Keras (Chollet et al. 2015). The architecture of our neural network is shown in Table 3.

5 RESULTS

We apply the methods presented in the previous section to the five different sources presented in Section 3. We have listed the constraints on $g_{\text{cancel}}$ in tables 5 to 9 which can be found at the end of this paper. All reported constraints are at a 95% confidence level unless otherwise stated. Here, we discuss the results from different perspectives:

(i) 1D vs. 3D magnetic field model: In order to compare the bounds arising from a 1D and 3D magnetic field model, we use the bounds from the $\chi^2$ statistic. In Table 4 we list the constraints from all sources where those for the 1D model are taken from Conlon et al. (2017). As we can see the 3D model returns tighter bounds throughout all sources. This improvement is not surprising as we have seen in Section 2 that the 1D model uses a different normalization of the magnetic field which leads to an overall weaker field. In order to check whether the better bounds arise from the differences in the strength of the magnetic field, we derive the constraint using the upscaled 1D model presented in Section 2 for the source A1795Sy1. For that we obtain $g_{\text{cancel}} \cdot 10^{-13}$ GeV which is already closer to the constraint from the 3D model but still not as tight. In Section 2 we have seen that even though the mean of the upscaled 1D and the 3D model match perfectly the amplitude in the magnetic field strength of the 3D model is still larger. Therefore, we argue that probably these larger amplitudes are responsible for the tighter constraints.

(ii) Source comparison: The bounds from the different sources depend on two things: The quality of the spectrum and the amplitude of the potential ALP-induced oscillations. The former relies on the observation time, the redshift and the source luminosity. The larger the observation time and luminosity and the smaller the redshift the better the quality of the spectrum. Thus, the Poisson noise becomes less which makes the ALP-induced oscillations easier to detect.

From Equation 2 we know that the amplitude of the oscillations depends on the magnetic field which relies on its strength in the center of the galaxy cluster $B_0^2$, and the cluster electron density $n_e$. The larger the central magnetic field, the larger the ALP-induced oscillations easier to detect.
Figure 6. Left: The distribution of predicted values of the resid data for A1795Sy1 where the true coupling constant is $g_{\mathrm{e\gamma\gamma}} = 10^{-12}$ GeV$^{-1}$. The QDA classifier is used. Right: The 5th and 95th percentiles of the distribution of $g_{\mathrm{pred}}$ as well as $g_{\mathrm{pred,real}}$ and the predicted couplings of the no-ALP data (mean and 5th percentile).

Table 3. Architecture of the deep neural network that we apply for the multiclass classification method. We use categorical cross-entropy as loss function, a batch size of 32 and the Adam optimizer with a learning rate of 0.0001.

| Type of Layer | Dimension | Activation | Initializer |
|---------------|-----------|------------|-------------|
| Input         | Number of energy bins (source dependent) | SELU | lecun_initializer |
| Dense         | 80        | SELU       | lecun_initializer |
| Dense         | 70        | SELU       | lecun_initializer |
| Dense         | 60        | SELU       | lecun_initializer |
| Dense         | 50        | SELU       | lecun_initializer |
| Dense         | 40        | SELU       | lecun_initializer |
| Dense         | 21        | softmax    |             |

Table 4. Constraints on the ALP-photon coupling in units of $10^{-12}$ GeV$^{-1}$ for a 1D and 3D magnetic field model from the $\chi^2$ statistic.

| Sources       | 1D model | 3D model |
|---------------|----------|----------|
| A1795Sy1      | 1.5      | 0.9      |
| A1367         | 2.4      | 2.0      |
| A1795Quasar   | 10.0 (75% C.L.) | 1.3 (87% C.L.) |
| Coma1         | 6.0      | 2.5      |
| Coma2         | 10.0 (87% C.L.) | 3.0 (90% C.L.) |

oscillations. On the other hand, a larger electron density suppresses the interconversion of ALPs and photons. From Equation 6 we can see that the electron density depends on three parameters: A smaller $n_e$, a smaller $\beta$ and a larger $r_c$ lead to a smaller electron density and thus, to larger ALP-induced oscillations.

Another influence is the position of the source: If it lies behind the galaxy cluster it has twice the propagation length in comparison to sources which are located within the cluster. Furthermore, the distance of the source with respect to the cluster centre impacts the size of the oscillations. A source with a position further away from the centre experiences a smaller magnetic field and therefore, smaller ALP-induced oscillations.

Out of the five sources, the two within/behind A1795 gave the best constraints (at least for the ML methods). The main reason for that is the strong magnetic field of A1795 which is larger by a factor of 6 compared to that of A1367 and 4 compared to the Coma cluster.

(iii) Data product comparison: For the source A1795Sy1 the constraints are homogeneous across different data products. For A1367 the bounds from the up-resid and up data are significantly better than for the resid data. For all quasars behind A1795 and Coma we do not obtain any constraints for the up data. This happens due to the large test statistic of the real data, i.e. all classifiers trained on the up data of these three sources classified the real spectrum as maximally 'axiony'. In the case of the multiclass method, the real data gets classified as data with the largest possible coupling.

(iv) Classifier comparison: In order to compare the classifiers, we count how many times the respective classifier provides the best constraint across different data products and sources using the single coupling ML method: 1. DTC (5x); 2. SVM (3x); 3. RFC (2x); 4. ABC, QDA (1x). For the approximate Bayesian computation method we find: 1. QDA, RFC, ABC (4x); 4. SVM (3x); 5. GNB (2x); 6. DTC (1x).

Interestingly, for the single coupling ML method the DTC gives more often better constraints than the RFC or the ABC. This is surprising since the RFC and ABC are improved algorithms which are based on the DTC and hence, should perform better.

In order to understand why this happens we show in Figure 7 the comparison of the performance and bounds plots for the DTC and the RFC trained on the resid data of A1795Sy1. From the two performance plots we can see that the RFC actually performs slightly
better than the DTC. This leads to a different behaviour of the five-percentiles of the test statistic for the ALP data: For $g_{\gamma \gamma} > 1.3 \times 10^{-12}$ GeV$^{-1}$ of the test data, the five-percentiles of the RFC are larger than the corresponding ones of the DTC since the former predicts the test set to be more ‘axiony’ (mean predictions are larger) than the DTC. For smaller couplings however, the five-percentiles of the test statistic of the DTC are larger than the corresponding ones of the RFC because for those couplings the DTC is not as good as the RFC in classifying them as no-ALP data. Theoretically, the real data should then also have a larger test statistic for the DTC when we assume that it follows the no-ALP data, i.e. one would expect that it should be close to the mean of the no-ALP data (plotted as the green line in the two middle plots of Figure 7). However, we can see that it is much lower than that. Therefore, the DTC delivers a better bound on ALPs because the five-percentiles of the test data cross the test statistic of the real data at a much smaller coupling of the test data. Admittedly, this is problematic because it only comes up due to the weaker performance of the DTC on low couplings. This is also the case for the other sources or data products where the DTC gives surprisingly good constraints. Fortunately, the ApBC method is able to circumvent this problem. The two bottom plots in Figure 7 show the ApBC distributions of the DTC and RFC. The difference is that for the DTC more test sets of intermediate couplings have the same test statistic as the real data than for the RFC. This happens due to the worse performance of the DTC on test sets with those couplings. An example we consider the curve for $g_{\gamma \gamma} = 10 \times 10^{-13}$ GeV$^{-1}$ in the two top plots of Figure 7. For the DTC this curve is below that of the RFC. Hence, the probability that the test statistic is equal to $4 \times 10^{-13}$ GeV$^{-1}$ (the test statistic of the real data for the DTC) is larger. This leads to more samples with higher couplings that have the same small test statistic as the real data and in the end to worse constraints on ALPs for the DTC than the RFC. 

(v) Method comparison: We find that the ML methods return tighter constraints than those from the $\chi^2$ statistic. In particular, for sources where only a small number of counts is available (e.g. the quasar behind A1795 and the quasar SDSS J130001.48+275120.6 behind Coma) the advantage of the ML methods is significant. For those sources the $\chi^2$ statistic does not return bounds at a 95% C.L., whereas the ML methods are able to constrain ALPs very well at that confidence level. Out of the three ML methods, the single coupling method provides the best constraints. However, these best bounds often arise from initially worse performing classifiers as discussed previously. We find that the ApBC method is able to resolve that problem and gives more consistent bounds across different classifiers and data products. Furthermore, in cases where the test statistic of the real data is very large (e.g. for the resid data of A1367) and the single coupling method does not return bounds, we are able to report bounds with the ApBC method. This however is only true if the test statistic of the real data is large but not maximal. Therefore, the ApBC method cannot return constraints for the up data from all quasars either. Nevertheless we argue that due to these advantages the ApBC method should be used preferably. The multiclass classification method gave very good constraints ($g_{\gamma \gamma} \leq 0.6 \times 10^{-12}$ GeV$^{-1}$) for the deep neural network.

### 5.1 Bounds with restricted energy range

A natural question is how important individual spectral feature are for the ML bounds. Here we are interested in analysing the effect a restriction of the energy range has on our results. Beyond the standard data analysis question of feature importance, this feature restriction is relevant for the on-going all-sky survey eROSITA (Predehl & et al. 2010). Here the energy range of the expected point-source spectra will be restricted as effective area x field of view is largest for energies smaller than 2.5 keV.

To estimate how our ALP bounds are affected by this restricted energy range we have checked whether it is still possible to constrain ALPs when we restrict our analysis to this energy range below 2.5 keV. We list the bounds for all sources and data products using spectra with this energy range in Table 10. Even though the resulting bounds are not as tight as when using the complete spectrum, they demonstrate that we can obtain good bounds on the ALP-photon coupling in that energy range.

| Method | Classifier | Data product | Constraint |
|--------|------------|--------------|------------|
| A1795Sy1 | $\chi^2$-statistic | 0.9 |
| Single ML | DTC | resid | 0.5 |
| | RFC | up-resid | 0.5 |
| | DTC | up | 0.5 |
| | DTC | up-resid | 0.6 |
| | SVM | resid | 0.8 |
| | QDA | up-resid | 0.8 |
| | GNB | up-resid | 0.8 |
| | ABC | up-resid | 0.8 |
| | GNB | up | 0.8 |
| | RFC | up | 0.8 |
| | ABC | up | 0.8 |
| | QDA | up-resid | 0.9 |
| | ABC | up-resid | 0.8 |
| | QDA | up | 0.8 |
| | GNB | up-rel-resid | 0.8 |
| | RFC | up-resid | 0.8 |
| | ABC | up-resid | 0.8 |
| | QDA | up-resid | 0.9 |
| | ABC | up | 0.9 |
| | QDA | up-resid | 0.9 |
| | DTC | up-resid | 0.9 |
| | RFC | up-resid | 0.9 |
| | DTC | up | 0.9 |
| | SVM | up | 0.9 |
| | SVM | up-resid | 1.0 |
| | DTC | residen | 1.1 |
| | SVM | resid | 1.4 |
| Multiclass | DNN | up-resid | 0.6 |
| | DNN | up | 0.6 |
| | DNN | resid | 0.8 |
| | QDA | up-resid | 0.8 |
| | QDA | up | 0.9 |
| | QDA | resid | 1.0 |
6 CONCLUSION AND OUTLOOK

In this work we were able to constrain the coupling constant between ALPs and photons to $g_{\alpha\gamma\gamma} \leq 0.6 \times 10^{-12}$ GeV$^{-1}$ (95\% C.L.). These are the best bounds on ALPs for the observations that we have used and at the same level as current state-of-the-art bounds (Reynolds et al. 2020).

We have applied for the first time 3D magnetic field simulations of galaxy clusters in order to place bounds in the X-ray regime. Throughout all sources the 3D model gave tighter bounds than previously used 1D simulations. As we have seen, this is due to a more precise (less conservative) normalization of the magnetic field. However, even the upscaled 1D model did not match the bounds from the 3D model. We suspect that this is due to an inherent difference in the models where the 3D one leads to bigger amplitudes in the magnetic field strength. A confirmation of this is left for the future.

Furthermore, we present three different ML methods which are...
Table 6. Constraints on the ALP-photon coupling in units of $10^{-12}$ GeV$^{-1}$ for various methods, classifiers and data products from the source A1367.

| Method | Classifier | Data product | Constraint |
|--------|------------|--------------|------------|
| $\chi^2$-statistic | 2.0 |
| Single ML |
| RFC | up-resid | 1.2 |
| SVM | up-resid | 1.2 |
| QDA | up-resid | 1.2 |
| DTC | up | 1.6 |
| RFC | up | 1.6 |
| SVM | up | 1.6 |
| GNB | up-resid | 1.6 |
| ApBC |
| QDA | up | 1.4 |
| GNB | up | 1.6 |
| RFC | up | 1.6 |
| SVM | up | 1.6 |
| RFC | up-resid | 1.7 |
| GNB | up-resid | 1.8 |
| ABC | up-resid | 1.8 |
| SVM | up-resid | 1.8 |
| DTC | up | 1.8 |
| QDA | resid | 1.9 |
| RFC | resid | 1.9 |
| ABC | resid | 1.9 |
| QDA | up-resid | 1.9 |
| ABC | up | 1.9 |
| Multiclass |
| QDA | up | 1.2 |
| DNN | up | 1.4 |

Table 7. Constraints on the ALP-photon coupling in units of $10^{-12}$ GeV$^{-1}$ for various methods, classifiers and data products from the source A1795Quasar.

| Method | Classifier | Data product | Constraint |
|--------|------------|--------------|------------|
| $\chi^2$-statistic | 1.0 (84% C.L.) |
| Single ML |
| SVM | resid | 0.4 |
| DTC | up-resid | 0.5 |
| GNB | up-resid | 0.7 |
| QDA | resid | 0.9 |
| RFC | resid | 1.0 |
| ApBC |
| SVM | resid | 0.6 |
| QDA | resid | 1.6 |
| DTC | up-resid | 1.8 |
| RFC | resid | 1.9 |
| GNB | up-resid | 1.9 |
| Multiclass |
| DNN | resid | 0.6 |
| QDA | up-resid | 0.8 |
| QDA | resid | 1.0 |

Table 8. Constraints on the ALP-photon coupling in units of $10^{-12}$ GeV$^{-1}$ for various methods, classifiers and data products from the source Coma1.

| Method | Classifier | Data product | Constraint |
|--------|------------|--------------|------------|
| $\chi^2$-statistic | 2.5 |
| Single ML |
| SVM | resid | 1.5 |
| DTC | up-resid | 1.7 |
| RFC | up-resid | 1.9 |
| ABC | up-resid | 2.2 |
| SVM | up-resid | 2.5 |
| GNB | up-resid | 2.7 |
| ApBC |
| SVM | resid | 2.1 |
| RFC | up-resid | 2.8 |
| GNB | up-resid | 2.9 |
| ABC | up-resid | 2.9 |
| SVM | up-resid | 2.9 |
| Multiclass |
| QDA | up-resid | 1.7 |
| DNN | resid | 1.8 |
| DNN | up-resid | 2.0 |
| QDA | resid | 2.2 |

Table 9. Constraints on the ALP-photon coupling in units of $10^{-12}$ GeV$^{-1}$ for various methods, classifiers and data products from the source Coma2.

| Method | Classifier | Data product | Constraint |
|--------|------------|--------------|------------|
| $\chi^2$-statistic | 3.0 (90% C.L.) |
| Single ML |
| ABC | resid | 1.3 |
| DTC | up-resid | 1.7 |
| QDA | resid | 1.8 |
| SVM | resid | 1.9 |
| QDA | up-resid | 2.9 |
| ABC | up-resid | 3.0 |
| ApBC |
| QDA | resid | 2.8 |
| ABC | resid | 2.8 |
| GNB | resid | 2.9 |
| RFC | resid | 2.9 |
| SVM | resid | 2.9 |
| QDA | up-resid | 2.9 |
| Multiclass |
| QDA | resid | 1.8 |
| DNN | resid | 2.0 |
| QDA | up-resid | 2.9 |

work and in the approximate Bayesian computation method when using a support vector machine.

We also find that restricting the energy range of our spectra only results in slightly worse bounds which is of high relevance for the on-going eROSITA mission.

Given this improvement when using ML-based methods to search for ALPs it would be of great interest to revisit the expected bounds for the future X-ray mission ATHENA which will have an outstanding energy resolution combined with longer observations times (Conlon ...
et al. 2018). Also, X-ray polarimeters such as IXPE may provide
tighter bounds (Day & Krippendorf 2018).

Additionally, given the sensitivity to the magnetic field model we
find, an improvement in the modelling and the observational con-
straints on magnetic fields in galaxy clusters seems very relevant for
ALP searches. We hope that future radio observations such as with 
the Square Kilometre Array will improve upon these uncertainties in 
the magnetic fields and vitally provide magnetic field information for 
a large number of clusters (Braun et al. 2015). In conclusion, mag-
netic field estimates as well as the resolution of the spectra of point 
sources in the X-ray regime will significantly improve in the future.
To optimally utilize this new data for constraining ALPs, developing 
sophisticated techniques such as machine learning is important.
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APPENDIX A: OBSERVATION IDS

| Data product | A1795Sy1 | A1367 | A1795Quasar | Coma1 | Coma2 |
|--------------|---------|-------|-------------|------|------|
| resid        | 1.3     | 1.8   | 2.0         | -    | 2.9  |
| up-resid     | 1.1     | 1.8   | -           | 2.9  | 3.0  |
| up           | 1.1     | 1.3   | -           | -    | -    |

APPENDIX B: HYPERPARAMETERS

This appendix summarizes the best hyperparameters which we found 
in the grid search and used to train the classifiers for the single 
coupling ML and ApBC method. Here, we only mention hyperparameters 
that have been optimized in the grid search, i.e. for all other 
hyperparameters we have used the default values of scikit-learn (ver-

...
Updated Bounds on ALPs

Table A1. Chandra observation IDs of the galaxy clusters.

| Cluster | IDs                                                                 |
|---------|----------------------------------------------------------------------|
| A1795   | 493, 494, 3666, 5286, 5287, 5288, 5289, 5290, 6159, 6160, 6161, 6162, 6163, 10898, 10900, 12026, 12027, 12028, 12029, 13106, 13107, 13108, 13109, 13110, 13111, 13112, 13142, 13143, 13144, 13145, 13416, 13417, 14268, 14269, 14270, 14271, 14272, 14273, 14274, 14275, 15485, 15486, 15487, 15488, 15491, 15492, 16433, 16434, 16436, 16437, 16438, 16439, 16465, 16467, 16468, 16469, 16471, 16472, 17397, 17398, 17399, 17401, 17402, 17403, 17404, 17405, 17406, 17407, 17408, 17409, 17410, 17411, 17683, 17684, 17685, 17686, 18423, 18424, 18425, 18426, 18427, 18429, 18430, 18431, 18432, 18433, 18434, 18435, 18436, 18438, 18439 |
| A1367   | 514, 4916                                                            |
| Coma    | 555, 556, 1086, 1112, 1113, 1114, 9714, 10672, 13993, 13994, 13995, 13996, 14406, 14410, 14411, 14415 |

**A1795Sy1**

Coupling used for the grid search: $g_{\alpha\gamma\gamma} = 10^{-12}$ GeV$^{-1}$. We find the following best hyperparameters:

(i) resid:

- DTC(max_depth=100, min_samples_split=100, min_samples_leaf=1)
- RFC(n_estimators=500, max_depth=100, min_samples_split=10, min_samples_leaf=1)
- ABC(n_estimators=500, learning_rate=1.0)
- SVM(C=100.0)

(ii) up:

- DTC(max_depth=100, min_samples_split=100, min_samples_leaf=1)
- RFC(n_estimators=500, max_depth=100, min_samples_split=5, min_samples_leaf=1)
- ABC(n_estimators=500, learning_rate=1.0)
- SVM(C=100.0)

**A1795Quasar**

We use the coupling $g_{\alpha\gamma\gamma} = 1.5 \times 10^{-12}$ GeV$^{-1}$ for the grid search. Below we list the best hyperparameters:

(i) resid:

- DTC(max_depth=None, min_samples_split=100, min_samples_leaf=10)
- RFC(n_estimators=150, max_depth=None, min_samples_split=2, min_samples_leaf=2)
- ABC(n_estimators=150, learning_rate=0.9)
- SVM(C=100.0)

(ii) up:

- DTC(max_depth=None, min_samples_split=2, min_samples_leaf=500)
- RFC(n_estimators=100, max_depth=100, min_samples_split=2, min_samples_leaf=2)
- ABC(n_estimators=150, learning_rate=0.8)
- SVM(C=100.0)

**A1367**

We use the coupling $g_{\alpha\gamma\gamma} = 1.5 \times 10^{-12}$ GeV$^{-1}$ for the grid search. Below we list the best hyperparameters:

(i) resid:

- DTC(max_depth=800, min_samples_split=100, min_samples_leaf=35)
- RFC(n_estimators=150, max_depth=100, min_samples_split=10, min_samples_leaf=2)
- ABC(n_estimators=150, learning_rate=1.0)
- SVM(C=1.0)

(ii) up:

- DTC(max_depth=550, min_samples_split=150, min_samples_leaf=80)
- RFC(n_estimators=150, max_depth=100, min_samples_split=2, min_samples_leaf=1)
- ABC(n_estimators=150, learning_rate=0.5)
- SVM(C=100.0)

**Coma1**

We use the coupling $g_{\alpha\gamma\gamma} = 2 \times 10^{-12}$ GeV$^{-1}$ for the grid search. Below we list the best hyperparameters:

(i) resid:

- DTC(max_depth=None, min_samples_split=500, min_samples_leaf=10)
- RFC(n_estimators=150, max_depth=None, min_samples_split=5, min_samples_leaf=10)
- ABC(n_estimators=150, learning_rate=0.9)
- SVM(C=100.0)

(ii) up:

- DTC(max_depth=10, min_samples_split=100, min_samples_leaf=5)
- RFC(n_estimators=150, max_depth=500, min_samples_split=10, min_samples_leaf=2)
- ABC(n_estimators=150, learning_rate=0.7)
- SVM(C=100.0)
Coma2

We use the coupling $g_{\gamma \gamma} = 2.7 \times 10^{-12} \text{GeV}^{-1}$ for the grid search. Below we list the best hyperparameters:

(i) resid:

- DTC(max_depth=10, min_samples_split=500, min_samples_leaf=1)
- RFC(n_estimators=150, max_depth=None, min_samples_split=100, min_samples_leaf=2)
- ABC(n_estimators=150, learning_rate=0.9)
- SVM(C=100.0)

(ii) up:

- DTC(max_depth=None, min_samples_split=500, min_samples_leaf=1)
- RFC(n_estimators=150, max_depth=100, min_samples_split=2, min_samples_leaf=5)
- ABC(n_estimators=150, learning_rate=0.9)
- SVM(C=100.0)
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