Author's Proof

Carefully read the entire proof and mark all corrections in the appropriate place, using the Adobe Reader commenting tools (Adobe Help). We do not accept corrections in the form of edited manuscripts. Also, we do not accept corrections communicated via email. We encourage you to upload or post all your corrections directly in the Production forum, to avoid any comments being missed.

In order to ensure the timely publication of your article, please submit the corrections within 48 hours. If you have any questions, contact psychology.production.office@frontiersin.org.

Before you submit your corrections, please make sure that you have checked your proof carefully as once you approve it, you won't be able to make any further corrections.

Quick Check-List

- **Author names** - Complete, accurate and consistent with your previous publications.
- **Affiliations** - Complete and accurate. Follow this style when applicable: Department, Institute, University, City, Country.
- **Tables** - Make sure our formatting style did not change the meaning/alignment of your Tables.
- **Figures** - Make sure we are using the latest versions.
- **Funding and Acknowledgments** - List all relevant funders and acknowledgments.
- **Conflict of Interest** - Ensure any relevant conflicts are declared.
- **Supplementary files** - Ensure the latest files are published and that no line numbers and tracked changes are visible. Also, the supplementary files should be cited in the article body text.
- **Queries** - Reply to all typesetters queries below.
- **Content** - Read all content carefully and ensure any necessary corrections are made.

Author Queries Form

| Query No. | Details required | Author’s Response |
|-----------|------------------|-------------------|
| Q1        | Ensure that all the figures, tables and captions are correct, and that all figures are of the highest quality/resolution. | |
| Q2        | Verify that all the equations and special characters are displayed correctly. | |
| Q3        | Kindly check with the edit made in lines 768 & 1271 are fine. | |
Faster Visual Information Processing in Video Gamers Is Associated With EEG Alpha Amplitude Modulation
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Video gaming, specifically action video gaming, seems to improve a range of cognitive functions. The basis for these improvements may be attentional control in conjunction with reward-related learning to amplify the execution of goal-relevant actions while suppressing goal-irrelevant actions. Given that EEG alpha power reflects inhibitory processing, a core component of attentional control, it might represent the electrophysiological substrate of cognitive improvement in video gaming. The aim of this study was to test whether non-video gamers (NVGs), non-action video gamers (NAVGs) and action video gamers (AVGs) exhibit differences in EEG alpha power, and whether this might account for differences in visual information processing as operationalized by the theory of visual attention (TVA).

INTRODUCTION

There is convincing evidence that playing commercially available video games, in particular action video games, such as Battlefield V (EA DICE; Stockholm), may improve cognitive functions ranging from perception (Dye et al., 2009; Li et al., 2009, 2010; Bejjanki et al., 2014), over memory (Blacker and Curby, 2013; Blacker et al., 2014; McDermott et al., 2014; Pavan et al., 2019), probabilistic inference (Green et al., 2010; Schenk et al., 2017), and executive control (Colzato et al., 2010; Cain et al., 2012; Green et al., 2012; Strobach et al., 2012) to attentional deployment...
(Greenfield et al., 1994; Green and Bavelier, 2003; Chisholm and Kingstone, 2012; Cain et al., 2014; Wu and Spence, 2013).

Thus, video gaming might represent a promising tool both for investigating human learning and therapeutic use in clinical populations (e.g., in patients with ambiopedia, see Gambacorta et al., 2018). In this sense, for instance, EndeavorRx™ (Akili Interactive Labs, Boston, MA, United States), a racing video game customized to treat children with ADHD (Kollins et al., 2020), was approved by the Food and Drug Administration (FDA), recently.

However, in order to apply commercially available video games (e.g., Battlefield V) for such purposes, the mechanisms underlying their effects need to be understood more in detail: one prominent attempt to explain how in particular action video games may improve cognitive processing is the idea that they affect one specific cognitive domain which several cognitive functions have in common – also known as learning to learn (Bavelier et al., 2012b; Green and Bavelier, 2012).

According to this approach (Bavelier et al., 2012b; Green and Bavelier, 2012), playing action video games may improve video gamers’ probabilistic inference, which may enhance additional cognitive processes that rely on probabilistic inference, e.g., perception (Deroy et al., 2016) and attention (Rao, 2005). Thus, action video gamers (AVGs) might not outperform non-video gamers (NVGs) in a paradigm right from the start but after a time course of learning. Recently this approach has been developed further as a significant body of research indicated that foremost cognitive functions related to top–down attentional deployment were affected by video gaming (Bediou et al., 2018; Bavelier and Green, 2019). Hereby, Bavelier and Green (2019) suggested that the conjunction between reward-related learning and attentional control might be a core mechanism underlying improvements in cognitive processing related to video gaming. The idea here was that video gaming might train video gamers to select goal-relevant actions over goal-irrelevant actions which, in turn, might lead to more efficient cognitive processing. The basis for this was supposed to be an increase in dopaminergic transmission as video games seem to elicit learning mechanisms similar to operant conditioning, and an enhanced suppression of irrelevant information processing while relevant information processing may be facilitated – which is considered as attentional control in this context (Bavelier and Green, 2019).

In support of this, Koepp et al. (1998) showed that dopaminergic transmission of the left striatum increased during action video gaming; and Kühn et al. (2011) found that adolescents who frequently played video games exhibited larger gray matter volumes and stronger blood oxygenation level dependent signals in the left ventral striatum compared to adolescents with irregular gaming behavior while performing the Monetary Incentive Delay Task. Furthermore, Tanaka et al. (2013) elaborated that AVGs showed larger gray matter volumes in the right posterior parietal cortex than NVGs, and Bavelier et al. (2012a) as well as Föcker et al. (2018) demonstrated that AVGs exhibited different blood oxygenation level dependent signals in brain areas of a dorsal fronto-parietal top–down attention network (Corbetta et al., 2008) compared to NVGs, while performing attention demanding paradigms. Moreover, AVGs were shown to suppress distractors more efficiently than NVGs and NAVGs as reflected by stronger modulations of steady-state visual evoked potentials in the electroencephalogram (EEG) (Mishra et al., 2011; Krishnan et al., 2013); and they showed stronger attention related amplitude responses in event-related potentials in the EEG compared to NVGs, for instance, in the anterior N1, P2, and P3 (Wu et al., 2012; Föcker et al., 2019).

However, these neural signatures were mostly (if at all) associated with modulations of attentional deployment, but rarely with modulations in additional cognitive functions (but see also, Tanaka et al., 2013). Thus, these data do not really allow any conclusions as to whether inter-individual differences in these neural substrates may also functionally apply to other cognitive processes. One promising candidate to fill this gap and relate inter-individual differences in neural signatures of attentional control with modulations in additional cognitive functions may be brain oscillatory activity in the frequency range from 8 to 14 Hz – also known as alpha oscillations. According to the inhibition-timing hypothesis (Klimesch et al., 2007b), amplitude modulation of EEG alpha oscillations represent a neural substrate of top–down inhibitory processing (for a validation of and new vistas on the inhibition-timing hypothesis, see also Jensen and Mazaheri, 2010; Fries, 2015). More specifically, the inhibition-timing hypothesis suggests that an increase in EEG alpha power after processing sensory information [also known as event-related synchronization (ERS)] goes along with an increase in inhibitory processing; while a decrease in EEG alpha power after processing sensory information [also known as event-related desynchronization (ERD)] may go along with disinhibition (see also Pfurtscheller and Lopes da Silva, 1999). Inhibitory processing, in turn, is a core property of attention (Chun et al., 2011). Therefore, modulations in EEG alpha power are assumed to represent a neural substrate of attentional control (Klimesch, 2012). Crucially, such modulations were shown to play a considerable role in cognitive functions associated with attentional control – for instance, in perception (Klimesch et al., 2011), (visual short-term) memory (Sauseng et al., 2009; Nenert et al., 2012), executive control (Sauseng et al., 2006), and probabilistic inference (Spaak et al., 2016). Hence EEG alpha power modulations represent a promising candidate for investigating neural mechanism of cognitive improvement related to video gaming. However, in this regard, it needs to be considered that alpha oscillatory activity is highly task-dependent (Klimesch et al., 2011): for instance, while EEG alpha power seems to decrease in anticipation of the time point (Nobre and von Ede, 2018), spatial position (Spaak et al., 2016) or identity (Capotosto et al., 2009) of an upcoming target in visual detection paradigms; it tends to increase in anticipation of stimuli in visual short-term memory paradigms and decrease after stimulus processing later on (e.g., Nenert et al., 2012). Moreover, in line with the inhibition-timing hypothesis, alpha activity tends toward increasing in response to distractors (Worden et al., 2000; Sauseng et al., 2009). Furthermore, EEG alpha oscillations can be sub-divided into lower alpha frequency bands (e.g., from 6.42 to 9.75 Hz, see Freunberger et al., 2008) that seem to be related merely to attentional processing, and medium or upper alpha frequency bands (e.g., from 9.17 to 13 Hz, see
Freunberger et al., 2008) that appear to be correlated with higher level cognitive processing, e.g., when attention is deployed in concert with perception and memory (Klimesch, 1997, 2012; Klimesch et al., 2011). But, the frequency range of lower, medium and upper alpha bands may drastically vary depending on data recording and analysis protocols. Hazarika et al. (2018) and Hazarika and Dasgupta (2020) have already provided some evidence that AVGs might exhibit differences in EEG alpha oscillatory activity as they found that AVGs showed larger relative EEG alpha power values than NVGs while performing a Corsi block-tapping task and the Bivalent Shape Task. But their results should be considered with caution as their procedures to estimate participant’s relative EEG alpha power values was problematic. One of the main issues here may be that each participant’s relative EEG alpha power value was estimated based on trials of different lengths, while performing the Corsi block-tapping task since the length of a trial depended on the individual performance of a participant (Hazarika and Dasgupta, 2020). Thus, the estimates are hardly comparable between subjects and groups. On top of that, it appeared that Hazarika et al. (2018) and Hazarika and Dasgupta (2020) did not control for potential contaminations by stimulus exposure duration, time on task or task requirements, though EEG alpha power was shown to decay over time, to be modulated by time on task and to be highly task-specific (Klimesch et al., 2011; Benwell et al., 2019). Furthermore, they reported relative EEG alpha power estimates that were quite broad (7.8–15.6 Hz). Thus, the estimates might reflect the impact of not only alpha oscillatory activity but also other frequency bands. In conclusion, further research on the functional role of EEG alpha oscillatory activity in inter-individual differences in cognitive processing between video gamers and control participants is required to understand neural mechanisms underlying cognitive improvements due to video gaming.

In this regard, the aim of this study was to investigate whether habitual gaming behavior might modulate EEG alpha power while processing stimuli in a visual–short-term memory paradigm, and whether such modulations might be relatable to inter-individual differences in visual attentional information processing. For this, we applied a computational modeling approach based on the theory of visual attention (TVA; Bundesen, 1990; Bundesen et al., 2015) because it allows the computation of several parameter values associated with visual attentional processing, such as speed of information processing (C) or the maximum capacity of the visual short-term memory store (K) (Kyllingbaek, 2006; Dyreholm et al., 2011). For this, participants’ accuracy data are fit to exponential graphs using TVA-algorithms to determine their TVA C and K parameter values based on the assumptions (1) that the capacity of the visual short-term memory store is limited, (2) but that all visual information is processed in parallel and (3) hence needs to be filtered according to subjectively relevant criteria using attentional deployment. Hereby, the y-asymptotic levels of the exponential graphs represent K parameter values and slope lines that intersect the exponential graph on the x-axis C parameter values. We decided on investigating TVA C and K parameter values in particular since they were likely related with EEG alpha activity as they have been associated with the posterior N1 and the contralateral delay activity (CDA), respectively (Wiegand et al., 2014b) – two event-related potentials that have been discussed to be linked to EEG alpha activity (Klimesch et al., 2004; Gruber et al., 2005; Klimesch et al., 2007a; van Dijk et al., 2010); and because ERD in the medium or upper alpha frequency band is considered a crucial neural signature in visual short-term memory (Klimesch, 1997, 2012; Sauseng et al., 2009; Nenert et al., 2012). An additional reason was that video gamers were shown to exhibit larger TVA C parameter values than NVGs (Wilms et al., 2013) – an effect already replicated (Schubert et al., 2015). Hence, the effect was considered suitable to investigate whether inter-individual differences in event-related EEG alpha power modulations between video gamers and NVGs might predict differences in TVA C parameter values – but not in TVA K parameter values since video gamers and NVGs did not seem to differ in the capacity of visual short-term memory as operationalized by the TVA K parameter (Wilms et al., 2013; Schubert et al., 2015).

Therefore, we hypothesized (1) that the extent of participants’ ERD in the medium or upper alpha frequency band after processing stimuli presented in a visual–short-term memory paradigm may be correlated with TVA C and K parameter values, respectively; (2) that habitual video gaming might modulate EEG alpha power as video gaming seems to impact on attentional control; and (3) that inter-individual differences in ERD in the medium or upper alpha frequency bands between video gamers and non-video gamers might go along with inter-individual differences in TVA C parameter values. On top of that, we expected (4) that different lengths of exposure durations used to compute TVA parameter values and time on task as operationalized by experimental blocks in our paradigm might contaminate our EEG alpha power estimates – which is why we controlled for these factors in our statistical analyses (Klimesch et al., 2011; Benwell et al., 2019).

MATERIALS AND METHODS

Participants

We recruited participants via flyers published on mailing lists and internet platforms, stating that we were looking for male volunteers to participate in an EEG study on perceptual processing. Thus, we did not explicitly recruit video gamers, but we used a cover story to prevent selection bias and expectation effects from confounding the data (Boot et al., 2011; Schubert and Strobach, 2012).

A screening was conducted to control whether prospective volunteers were suitable for participating in the study. Only male individuals between 18 and 40 years of age with normal or corrected-to-normal vision and no history of neurological or psychiatric disorders were eligible. We recruited only male participants as their representation among video gamers was likely larger than that of females (Entertainment Software Association, 2019) – a procedure which is quite common in gaming research (e.g., Green and Bavelier, 2007). In total 40 healthy male German- or English-speaking volunteers with...
normal or corrected-to-normal vision participated in our study. Fifteen were classified as NVGs, 15 as NAVGs and 10 as AVGs. The data of two participants were excluded due to poor EEG data quality. Thus, data of 14 NVGs (Mage = 24.93 years, age range = 22–30 years), 15 NAVGs (Mage = 22.73 years, age range = 19–32 years) and 9 AVGs (Mage = 24.89 years, age range = 21–31 years) were used for statistical analyses. Our sample size was comparable to sample sizes reported in studies that followed a similar methodological approach (Wilms et al., 2013; Schubert et al., 2015), and in studies investigating other gaming effects (Li et al., 2009, 2011; Wu et al., 2012). The three groups did not differ in mean age, F(2,35) = 2.43, p = 0.103, and were similar in educational status (High School graduation vs. Bachelor’s Degree vs. Master’s Degree vs. German Diploma, Fisher’s exact test, p = 0.128). The study was approved by the local ethics review board. All volunteers gave written informed consent in accordance with the Declaration of Helsinki before their participation, and they were compensated with 3 Euros for participating in the screening and 10 Euros per hour spent on the EEG study, or participants received student lab tokens.

Procedures and Materials

Video Gaming Questionnaire

Prior to testing, we asked participants to provide the names of a maximum of 10 video games they had played regularly and most often in the previous 12–24 months. In addition to that, we asked how many hours per week they had played the respective games on average in the previous 12–24 months. Each video game’s genre was determined based on the producers’ description. With regard to the classification scheme of Green et al. (2017), subjects were then, classified as NVGs if in the previous 12–24 months, they had played first/third person shooter, action role play/adventure, sports/driving, real-time strategy/multi-player online platform video games each for a maximum of 1 h and non-action turn-based role play/fantasy, turn-based strategy/life simulation/puzzle, music or other video games each for a maximum of 3 h, but in total not more than 5 h per week on average. Participants were classified as AVGs if in the previous 12–24 months, they had played first/third person shooter, action role play/adventure games for at least 5 h per week on average. All remaining individuals were classified as NAVGs.

Visual Short-Term Memory Paradigm

Our paradigm was run on a computer with an AMD Athlon™ II X2 B24 processor (AMD, Sunnyvale, CA, United States) and a 64-Bit Windows 7 operating system (Microsoft, Redmond, WA, United States). The paradigm was developed using Python’s (Version 3.7.3; Python Software Foundation) Tkinter library and run in Spyder (Version 3.3.3). Stimuli were presented on a 17”/43 cm monitor (Acer Group, Taiwan) with a refresh rate of 60 Hz. Triggers were sent to the EEG computer using the dportio.dll in-script plug-in. Responses were given on a regular keyboard (KB212-B; Dell Technologies Inc., Round Rock, United States).

We developed our own TVA paradigm based on Vangkilde et al. (2011) with shape stimuli instead of letter stimuli to control for language confounds. Participants sat in a comfortable chair, approximately 80 cm from the screen, in a dimly lit room. Each trial started with the presentation of a gray blank screen. After 1002 ms, a white fixation cross was depicted in the center of the screen (0.72° × 0.72° of visual angle). After an additional 1002 ms, a stimulus display comprising 6 out of 10 white geometrical shapes (circle, ellipse, hexagon, diamond, pentagon, rhombus, square, star, trapezoid, triangle) was presented. Those shapes were displayed on an invisible circle at 30°, 90°, 150°, 210°, 270° and 330° around the fixation cross. The radius of the circle was 2.72° of visual angle. Each shape was located within an area of 2.29° × 2.29° of visual angle and could reach a maximum size of 2.08° × 2.08° of visual angle (e.g., square). Stimulus displays were presented at one of six different exposure durations (16.7, 33.4, 50.1, 83.5, 150.3, and 200.4 ms). Directly after the stimulus display, a mask display consisting of white squares of 2.29° × 2.29° of visual angle with random black polygons based on 8 random points was presented to interrupt processing of stimulus displays exactly at the end of the exposure duration. This mask display lasted for 501 ms. Thereafter, an instruction written in white letters was displayed in the center of the screen. Participants were asked to retrieve as many shapes as possible and to indicate which ones had been presented by pressing corresponding buttons on the keyboard (D: circle, F: ellipse, G: hexagon, H: diamond, J: pentagon, K: rhombus, C: square, V: star, B: trapezoid, N: triangle). Each key was marked with a glow-in-the-dark sticker of the corresponding shape. Participants were asked not to guess. Every new trial was initiated by pressing the space bar. Participants started the paradigm with a training block consisting of 24 trials. During this training, participants received feedback. If at least one response was incorrect within a trial, a black “X” covering 0.93° × 0.93° of visual angle was presented in the center of the screen for 501 ms. There were 210 stimulus displays, see equation (1) for details:

\[
\frac{(10 - 6)! \cdot 6!}{10!} = 210
\]

Each stimulus display was presented once in an experimental block and 24 out of those 210 stimulus displays were randomly chosen for the training block. Thus, each participant performed one training block and two experimental blocks, which makes a total of 444 trials. During the training, each exposure duration was used four times and during each experimental block, each exposure duration was used 35 times. The sequence of trials was always random. The association between a stimulus display and an exposure duration was random. Participants were allowed to take a break between blocks and after each trial. For a scheme of an exemplary trial, see Figure 1.

Computation of TVA C and K Parameter Values

Estimating TVA C and K parameter values requires the manipulation of the exposure duration and the application of masks. Manipulating the exposure duration is necessary
Participants performed a visual short-term memory paradigm where they had to memorize white shape stimuli depicted on an invisible circle in the center of the screen at six different exposure durations. Mask displays were used to prevent further processing. At the end of each trial, participants indicated which shapes they could memorize by pressing corresponding buttons on a keyboard.

---

**FIGURE 1** | Paradigm. Participants performed a visual short-term memory paradigm where they had to memorize white shape stimuli depicted on an invisible circle in the center of the screen at six different exposure durations. Mask displays were used to prevent further processing. At the end of each trial, participants indicated which shapes they could memorize by pressing corresponding buttons on a keyboard.

---

because TVA-algorithms estimate each participant’s TVA C and K parameter value by fitting their accuracy data at each exposure duration to an exponential distribution by using maximum-likelihood method. Hereby, the slope line that intersects the exponential graph on the -axis reflects the value of the C parameter, and the y-asymptotic level of the exponential graph reflects the K parameter value (Bundesen, 1990; Kyllingsbaek, 2006; Dyrholm et al., 2011; Bundesen et al., 2015). The application of masks was necessary to prevent visual aftereffects that may otherwise have influenced stimulus processing (see Kyllingsbaek, 2006). As the exposure durations were such an essential element in the computation of TVA C and K parameter values, we inspected the temporal dynamics of the stimuli by using the `default_timer()` function of the `timeit` library⁴. Specifically, we recorded the time points when in-script commands to visualize stimuli (fixation cross, stimulus displays, mask displays and instruction texts) were given (with a resolution of at least 1 ms) and computed the time differences between them. This, however, revealed that there had been minor imprecisions in the presentation times of the stimuli. Such imprecisions are unfortunately inevitable when using non-real time operating systems and working with a refresh-rate of 60 Hz. We corrected for those flaws by adding the mode value (rounded to the first decimal place) of each exposure duration’s deviation distribution to the expected exposure duration value. Thus, we changed the original exposure durations from 16.7, 33.4, 50.1, 83.5, 150.3, and 200.4 ms to 17.8, 35.6, 53.4, 89, 144.6, and 198 ms, respectively.

We decided to add the mode value because it represents the most common realization of a distribution and therefore, arguably covers the most frequent exposure durations participants were confronted with while performing the paradigm. We then estimated each participant’s TVA C and K parameter value based on their accuracy data of the experimental trials by using the `LIBTVA toolbox` (Dyrholm et al., 2011) run in Matlab R2015a (Math Works, Natick, MA, United States). Finke et al. (2005) established that a minimum of 192 trials in a visual short-term memory paradigm would be sufficient to reliably estimate TVA C and K parameter values in 35 participants. Our visual short-term memory paradigm was comparable to the experimental design used in Finke et al.’s (2005) study and our participants performed 420 experimental trials. Therefore, we were confident that our TVA C and K parameter estimates were reliable.

**EEG Data Recording**

EEG recordings were stored on a computer with an AMD Athlon™ 64 × 2 Dual Core Processor 5000 + processor (AMD, Sunnyvale, CA, United States) and a 64-Bit Windows 7 operating system (Microsoft, Redmond, WA, United States). EEGs were recorded by using a 64-channel BrainAmp DC amplifier and `Brain Vision Recorder Software` (Brain Products GmbH, Gilching, Germany). Sixty two Ag/AgCl electrodes mounted in a cap (EASYCAP, Herrsching, Germany) were arranged according to the 10–10 international EEG system. During recording, EEGs were referenced against the tip of the nose. Vertical and horizontal EOGs were mounted above the left eyebrow and on the left canthus of the left eye, respectively. EEGs were digitized with a sampling rate of 1000 Hz and filtered with a band-pass filter between 0.016 and 250 Hz. Impedances were kept below 10 kOhm.

**Computation of EEG Alpha Power**

EEG data were analyzed using `Brain Vision Analyzer 2` (BVA, Brain Products GmbH, Gilching, Germany). At first, raw data were inspected for large scale artifacts such as movement artifacts and artifacts caused by cable movements. Those artifacts were then manually excluded from further analysis using BVA’s `Raw...`
Data Inspection tool. Subsequently, a bandpass filter between 0.1 and 120 Hz and a notch filter of 50 Hz were applied to reduce slow voltage drifts, muscle artifacts and line noise. If necessary, bad channels were interpolated using the Topographic Interpolation tool. Afterward, the EEG was re-referenced to averaged common reference. Then, an Ocular Correction ICA was applied using the Infomax Restricted Algorithm to correct eye movement artifacts, such as blinks and saccades. After that, a second data inspection was conducted to exclude remaining muscle artifacts, uncorrected EOG artifacts and unspecific spikes. Data were resampled to 1024 Hz to prepare the data for an upcoming Fast Fourier Transformation with a resolution of 2 Hz. Data were segmented into segments of 500 ms before the presentation of stimulus displays and after the presentation of the mask display. Subsequently, Fast Fourier Transformation was applied to segments. Trials were then averaged into power spectra for each time window (pre-stimulus and post-mask) and each participant, separately. Then, EEG power ratios were computed by dividing average power spectra before stimulus presentation by average power spectra after mask presentation, see equation (2):

\[
\text{EEG power ratio} = \frac{\text{average EEG Power Spectra}_{\text{pre-stimulus}}}{\text{average EEG Power Spectra}_{\text{post-mask}}} \tag{2}
\]

Afterward, we achieved medium and upper alpha ratios by exporting ratios averaged over occipital, parietal and occipitoparietal channels (O1, O2, Oz, P1, P2, P3, P4, P5, P6, P7, P8, PO3, PO4, PO7, PO8, POz, Pz) of frequency bands ranging from 10–12 to 12–14 Hz. At last, we log-transformed these medium and upper alpha ratios using \(\log_{10}\) to prepare the data for statistical analyses based on general linear models. Ratio values > 0 indicated ERD, ratio values < 0 ERS.

We did not include segments ranging from the onset of stimulus displays to the onset of mask displays since we assumed that differences in the exposure durations might contaminate the EEG as they cause different on- and offset evoked potentials. In previous research, this issue was circumvented by combining data of two paradigms – one where masks had been applied but no EEG was recorded and one where masks were not applied but EEGs were recorded (Wiegand et al., 2014a,b, 2016). This procedure certainly allowed for a valid estimation of both TVA parameter values and event-related potentials. However, the shortcoming here may be that an association between the two components might be problematic because of both the temporal distinct recording times and the different task requirements. In contrast, to circumvent this issue, but with the shortcoming of having to neglect data ranging from the presentation of the stimulus display to the presentation of the mask display, we compared alpha power before stimulus processing with alpha power after mask processing. Note also that Hanslmayr et al. (2009) showed that estimates of alpha power modulations were quite stable at the rate of 15 trials and more using a simulation approach (see supplements of Hanslmayr et al., 2009). We used 35 trials to compute alpha power ratios for each exposure duration per block. Therefore, we were confident that our alpha ratios were reliable.

Statistical Analyses
We used \(R\) (R Core Team, 2018) to conduct statistical analyses and visualize results. Specifically, we used the \texttt{apaTables package} to generate tables (Standley, 2018); the \texttt{BayesFactor package} to compute Bayes factors (Moray and Rouder, 2018); the \texttt{cowplot}, the \texttt{ggplot2}, and the \texttt{RColorBrewer packages} to visualize data with colorblind-friendly color palettes (Neuwirth, 2014; Wickham, 2016; Wilke, 2019); the \texttt{dplyr package} (Wickham et al., 2019) to process data; the \texttt{ez package} to compute variance analytical procedures (Lawrence, 2016); the \texttt{performance package} to control model assumptions of regression and correlation models (Lüdecke et al., 2020); the \texttt{rstatix package} to control model assumptions of variance analytical procedures (Kassambara, 2020); and the \texttt{stats package} to conduct Pearson’s moment correlation tests. For variance analytical methods with between-subjects factors, we used \texttt{Shapiro–Wilk test} (Shapiro and Wilk, 1965) and \texttt{Levene’s test} (Levene, 1960) to control for assumptions of normality and variance homogeneity, respectively. In case of violations of normality, we, nevertheless, computed variance analytical methods since they were shown to be robust against such violations (Schmider et al., 2010). The assumption of homogeneity was met in all variance analytical models with between-subjects factors. For variance analytical methods with an additional within-subject factor, Mauchly’s tests were used to test the assumption of sphericity. In case of a violation of the assumption of sphericity, the \texttt{Greenhouse–Geisser correction} was applied (Abdi, 2010). In general, we computed variance analytical procedures based on type II sums of squares since our group sample sizes were unbalanced (Langsrud, 2003). To quantify significant variance analytical results, we reported \texttt{generalized eta squared} (\(\eta^2\); Olejnik and Algina, 2003). For regression and correlation models, we first screened for outliers using \texttt{Cook’s distance} (Cook, 1977), then the assumptions of normality and of homoscedasticity were controlled. All our regression and correlation models met the assumptions of normality and homoscedasticity. To quantify the strengths of significant associations, we reported Pearson’s correlation coefficient \(r\) and to quantify model fits of regression models, we reported the determination coefficient \(R^2\). Besides, we computed and reported Bayes factors. These indicate how likely the data occur either under the assumption of \(H_1\) or \(H_0\). For instance, a Bayes factor \(BF_{10} = 4\) indicates the data are four times more in support of the \(H_1\) than the \(H_0\). In contrast, a Bayes factor \(BF_{01} = 3\) indicates the data are three times more in support of the \(H_0\) than the \(H_1\). We only computed Bayes factors for significant results. We corrected for multiple comparisons using \texttt{Bonferroni method} (Bland and Altman, 1995).

At first, we computed 4 one-tailed Pearson’s moment correlation tests with average medium or upper alpha ratios and TVA C or K parameter values as variables. We expected positive correlation coefficients as we hypothesized that each participant’s ERD in the medium or upper alpha frequency band may be correlated with their TVA C and K parameter values, respectively. For this, we had to average each participant’s medium and upper alpha ratio over each level of exposure duration across all blocks to achieve one average medium and upper alpha ratio that could be matched with each participant’s individual TVA C and
K parameter value. Note, however, that this was problematic since EEG alpha power might decay over time (Klimesch et al., 2011) – thus, average medium or upper alpha ratios might be contaminated by different lengths of exposure durations; and, EEG alpha power is modulated by time on task (Benwell et al., 2019) – thus, average medium or upper alpha ratios might differ at least between blocks. Afterward, we computed two three-way ANOVAs with GROUP (NVGs vs. NAVGs vs. AVGs) as between-subjects factor, EXPOSURE DURATION (17.8, 35.6, 53.4, 89, 144.6, and 198 ms) and TIME ON TASK (Block 1 vs. Block 2) as within-subject factors and medium and upper alpha ratios as dependent variables, respectively. In doing so, we investigated the influence of the factor GROUP on medium and upper alpha ratios as we expected that video gamers exhibit different event-related EEG alpha modulations than NVGs. In addition to that, we investigated the influence of EXPOSURE DURATION and TIME ON TASK on medium and upper alpha ratios to control for modulations by different lengths of exposure durations (Klimesch et al., 2011) and time on task (Benwell et al., 2019). Afterward, we conducted two two-way ANOVAs with GROUP (NVGs vs. NAVGs vs. AVGs) as between-subjects factor, TIME ON TASK (Block 1 vs. Block 2) as within-subject factor and TVA C and K parameter values as dependent variables, respectively. We expected inter-individual differences in ERD in medium or upper alpha frequency bands between video gamers and NVGs to go along with inter-individual differences in TVA C parameter values, but not in K parameter values. However, if this was the case because EEG alpha power modulations and TVA C and K parameter values were associated, TVA C and K parameter values may also be modulated by time on task – and probably by different lengths of exposure durations. Therefore, we had to estimate TVA C and K parameter values for each block separately by estimating each participant’s TVA C and K parameter value based on their 210 experimental trials of each block – which is still a sufficient trial number to estimate reliable values (see Finke et al., 2005). However, we could not control for potential influences of exposure durations since TVA C and K parameter values are estimated based on accuracy data of all exposure durations, and hence it is not possible to compute them for one individual exposure duration (see above).

Finally, we conducted regression analyses with each participant’s TVA parameter difference value as criterion variable (see equation (3)), each participant’s alpha ratio difference value as predictor variable (see equation (4)), and GROUP as dummy variable (NVGs vs. NAVGs vs. AVGs) where NVGs were used as reference to put the results of significant ANOVAs for alpha ratios and for TVA parameter values in relation to each other.

\[
Y_i = \alpha + \beta_1 X_{i1} + \beta_2 D_{\text{NAVGs}} + \beta_3 D_{\text{AVGs}} + \beta_4 (X_i D_{\text{NAVGs}}) + \beta_5 (X_i D_{\text{AVGs}}) + \epsilon_i
\]

The regression model was built as described in equation (5), where \(Y\) indicates TVA parameter difference values, \(X\) alpha difference values, \(i\) the index corresponding to a participant, \(\alpha\) the intercept of the reference model (NVGs), \(D_i\) the dummy variable of group \(j\), \(\beta_2\) the difference in intercepts in between NAVGs and NVGs, \(\beta_3\) the difference in intercepts between AVGs and NVGs, \(\beta_4\) the difference in slopes between NAVGs and NVGs, \(\beta_5\) the difference in slopes between AVGs and NVGs and \(\epsilon\), the residual term. We tested the significance of the whole model but not of the individual \(\beta_j\) parameter values. This is because \(\beta_j\) values may be potentially biased because of small group sample sizes yielding significant results without enough statistical power.

\[
\text{TVA parameter difference value} \quad = \text{TVA parameter value}_{\text{Block 2}} - \text{TVA parameter value}_{\text{Block 1}}
\]

\[
\text{alpha ratio difference value} \quad = \text{average alpha ratio}_{\text{Block 2}} - \text{average alpha ratio}_{\text{Block 1}}
\]

RESULTS

There was a marginally significant positive correlation between average medium alpha ratios and C parameter values, \(r^2 = 0.11, r = 0.33\), \(t(36) = 2.06, p_{\text{uncorrected}} = 0.023\), \(p_{\text{corrected}} = 0.093\), \(BF_{10} = 3.96\). But none of the other correlations reached significance (for a more detailed description, see Table 1). This correlation indicates that an increase in alpha power attenuation in a frequency band from 10 to 12 Hz after processing stimulus displays (i.e., ERD) goes along with an increase in speed of information processing. For a visualization of the association, see Figure 2.

However, as expected, the ANOVA with GROUP (NVGs vs. NAVGs vs. AVGs) as between-subjects factor, EXPOSURE DURATION and TIME ON TASK on medium and upper alpha ratios were log-transformed using \(\log_{10}\) to prepare them for statistical analyses based on linear models.

---

**TABLE 1** | One-tailed Pearson’s moment correlation tests with average medium or average upper alpha ratios and theory of visual attention speed of information processing parameter values (C parameter values) or visual short-term memory capacity parameter values (K parameter values) as variables.

| Model | \(r\) | \(R^2\) | \(df\) | \(t\) | \(p\) | \(P_{\text{Bonferroni}}\) | \(BF_{10}\) |
|-------|-------|--------|-------|-------|------|----------------|--------|
| K parameter values and average medium alpha ratios | 0.08 | 0.01 | 36 | 0.51 | 0.307 | 1.000 |       |
| K parameter values and average upper alpha ratios | 0.20 | 0.04 | 36 | 1.23 | 0.114 | 0.454 |       |
| C parameter values and average medium alpha ratios | 0.33 | 0.11 | 36 | 2.06 | 0.023 | 0.093 | 3.96 |
| C parameter values and average upper alpha ratios | 0.12 | 0.01 | 36 | 0.70 | 0.244 | 0.977 |       |

\(r\) indicates Pearson’s correlation coefficients, \(R^2\) indicates determination coefficients, \(df\) indicates degrees of freedom, \(p\) indicates uncorrected \(p\)-values, \(P_{\text{Bonferroni}}\) indicates \(p\)-values corrected by means of Bonferroni method, \(BF_{10}\) indicates Bayes factors in favor of the \(H_1\). \(BF_{10}\) was only reported for (marginally) significant results after application of the Bonferroni method. Raw medium and upper alpha ratios were log-transformed using \(\log_{10}\) to prepare them for statistical analyses based on linear models.
interaction GROUP for a visualization). Thus, this result is partially
in line with our hypotheses since we expected inter-individual
differences in alpha oscillatory activity between video gamers
and control participants and intra-individual differences between
experimental blocks, but we did not expect the effects to interact
with each other. None of the other main or interaction effects
for medium or upper alpha ratios reached significance (see
Tables 2, 3 for a more detailed inspection of the ANOVAs for
medium or upper alpha ratios, respectively).

On top of that, the ANOVA with GROUP (NVGs vs. NAVGs
vs. AVGs) as between-subjects factor and TIME ON TASK
(Block 1 vs. Block 2) as within-subject factor for C parameter
ratios revealed a significant interaction GROUP × TIME ON TASK,
$F(2,35) = 3.99$, $p = 0.027$, $\eta^2_p = 0.05$, $BF_{10} = 0.22$. This
indicates that there were differential intra-individual differences
in C parameter values between experimental blocks between
video gamers and control participants. In detail, NVGs showed
larger C values than video gamers in Block 1. In contrast,
video gamers exhibited larger C values than NVGs in Block 2
with AVGs showing the largest increase (see Figure 4B). Thus,
partially in line with our hypothesis, the temporal dynamics
of TVA C parameter ratios were nicely paralleled by medium alpha
correlations in video gamers but not in NVGs. None of the other
main or interaction effects for C or K parameter values reached
significance (for a detailed description of the ANOVAs for TVA
C and K parameter values see Tables 4, 5, respectively).

At last, we analyzed whether there was an association between
the interaction effect for C and the interaction effect for medium
alpha ratios by means of a regression analysis with C parameter
difference values as predictor variable and GROUP as dummy
variable (NVGs vs. NAVGs vs. AVGs) where NVGs were used
as reference. One non-video gamer and one action video gamer
had to be excluded from the analysis because they were identified
as outliers. The regression analysis indicated that the model was
significant, $R^2 = 0.41$, $F(5,30) = 4.10$, $p = 0.006$, $BF_{10} = 8.29$.
The estimated linear models for NVGs, NAVGs and AVGs can
be inferred from equation (6), (7), and (8), respectively, where $Y$
indicates C parameter difference values, $X$ medium alpha ratio
difference values, $i$ the index corresponding to a participant and
$i$ the residual term:

\[ NVGs : Y_i = -1.64 - 34.22 \times X_i + \varepsilon_i \]  
\[ NAVGs : Y_i = 2.76 - 6.47 \times X_i + \varepsilon_i \]  
\[ AVGs : Y_i = -4.94 + 162.74 \times X_i + \varepsilon_i \]

By comparing the slope values between equations (6), (7),
and (8), two differences between NVGs and NAVGs on the
one side, and AVGs on the other side are observable: firstly,
FIGURE 3 | Impact of different exposure durations on average medium alpha ratios (10–12 Hz) and average upper alpha ratios (12–14 Hz) after processing stimulus displays. Averages were computed based on log-transformed medium and upper alpha ratios using log_{10}. Average alpha ratios > 0 indicate event-related desynchronization (ERD); average alpha ratios < 0 event-related synchronization (ERS). N indicates the number of participants, \( \eta^2 \) generalized eta-squared, \( BF_{10} \) the evidence in support of the \( H_1 \), and the dotted horizontal line indicates the absence of any modulation of alpha activity (alpha ratio = 0). Participants' individual average medium or upper alpha ratios for each exposure duration are indicated by different colors (17.8 ms: green, 35.6 ms: orange, 53.4 ms: purple, 89 ms: pink, 144.6 ms: light green, 198 ms: yellow) and shapes (17.8 ms: circle, 35.6 ms: square, 53.4 ms: diamond, 89 ms: triangle, 144.6 ms: triangle upside down, 198 ms: empty square). Total averages over all participants of each exposure duration are indicated by black dots. Error bars indicate standard errors. The main effect \( \text{EXPOSURE DURATION} \) was significant for medium alpha ratios after processing stimulus indicating that the extent of alpha power attenuation in a frequency band from 10 to 12 Hz after stimulus processing increased in relation to increasing exposure durations up to 144.6 ms (i.e., ERD) but started to decrease with even longer exposure duration again (i.e., ERS) (A). A similar effect was found for upper alpha ratios (B).

in NVGs and NAVGs there seems to be a negative relation between C parameter difference values and medium alpha ratio difference values, indicating that if NAVGs and NVGs showed an increase in alpha power attenuation in a frequency band from 10 to 12 Hz in the second experimental block relative to the first one, their speed of information processing capacity might decrease. In contrast, in AVGs, there was a positive association, suggesting that if AVGs showed such an increase, their speed of information processing might increase. Secondly, the sizes of the slope values in NVGs and NAVGs were relatively smaller than those of AVGs. For a visualization of the linear models of each group, see Figure 5. This was in line with our previous results for NVGs and AVGs but not NAVGs – though one should not pay too much attention to the slope value of the NAVGs’ model as it was quite small and hence not significant. Thus, our regression analysis seems to support our previous observation that intra-individual differences in alpha power attenuation (10–12 Hz) and C parameter values between experimental blocks may be differentially associated depending on gaming behavior; and judging by the size of the slope value, this seems to apply especially to AVGs. However, these results should be considered with caution as the slope estimates in the AVGs model were heavily biased by a rather small sample of participants. For a more detailed description of the regression analysis, see Table 6.

DISCUSSION

Given that EEG alpha power modulations represent a neural substrate of attentional control, our results may support the idea that the conjunction between reward-related learning and attentional control represents a core mechanism in cognitive improvement in video gamers (Bavelier and Green, 2019). This
Significant interactions GROUP (non-video gamers (NVGs) vs. non-action video gamers (NAVGs) vs. action video gamers (AVGs)) × TIME ON TASK (Block 1 vs. Block 2) for average medium alpha ratios (10–12 Hz) after processing stimulus displays and theory of visual attention speed of information processing parameter values (C parameter values). Average medium alpha ratios were computed based on log-transformed medium alpha ratios using log_{10}. Average alpha ratios > 0 indicate event-related desynchronization (ERD); average alpha ratios < 0 event-related synchronization (ERS). N indicates the number of participants, $\eta^2_G$ generalized eta-squared, BF_{10} the evidence in support of the $H_1$, and the dotted horizontal line indicates the absence of any modulation of alpha activity (alpha ratio = 0). Group affiliation is indicated by different colors (NVGs: green, NAVGs: orange, AVGs: purple) and shapes (NVGs: circle, NAVGs: triangle, AVGs: square). Total averages over all participants of each level combination of GROUP and TIME ON TASK are indicated by black dots. Error bars indicate standard errors. The interaction for average medium alpha ratios indicates that participants in each group exhibited a larger alpha power attenuation in a frequency band from 10 to 12 Hz (i.e., ERD) in the second experimental block relative to the first one, but that AVGs showed the largest increase (in ERD) (A). The interaction for C parameter values indicates that NVGs exhibited larger C parameter values than video gamers in the first experimental block, but that video gamers showed larger C parameter values in the second experimental block with AVGs displaying the largest increase (B). Thus, the temporal dynamics of C parameter values were nicely paralleled by average medium alpha ratios in video gamers but not in NVGs.

**TABLE 2 | ANOVA with GROUP (non-video gamers (NVGs) vs. non-action video gamers (NAVGs) vs. action video gamers (AVGs)) as between-subjects factor, TIME ON TASK (Block 1 vs. Block 2) and EXPOSURE DURATION (17.8, 35.6, 53.4, 89, 144.6, and 198 ms) as within-subject factors and medium alpha ratios (10–12 Hz) as dependent variable.**

| Predictor | $df_{num}$ | $df_{den}$ | Epsilon | $F$ | $p$ | $\eta^2_G$ | $BF_{10}$ |
|-----------|------------|------------|----------|-----|-----|-----------|-----------|
| Group     | 2.00       | 35.00      | 0.47     | 0.626 | 0.02 | $>100$    |
| Time on task | 1.00      | 35.00      | 0.65     | 0.004 | 0.02 | $>100$    |
| Group x Time on task | 2.00      | 35.00      | 0.48     | 0.014 | 0.01 | $>100$    |
| Exposure duration | 3.72      | 130.37     | 0.74     | 16.80 | 0.005 | $>100$    |
| Group x Exposure duration | 7.45      | 130.37     | 0.74     | 0.90  | 0.510 | 0.01      |
| Time on task x Exposure duration | 4.14      | 144.77     | 0.83     | 0.61  | 0.662 | 0.00      |
| Group x Time on task x Exposure duration | 8.27      | 144.77     | 0.83     | 0.64  | 0.749 | 0.00      |

$df_{num}$ indicates degrees of freedom numerator. $df_{den}$ indicates degrees of freedom denominator. Epsilon indicates Greenhouse–Geisser multiplier for degrees of freedom, $p$-values and degrees of freedom in the table incorporate this correction, $\eta^2_G$ indicates generalized eta-squared, $BF_{10}$ indicates Bayes factors in favor of the $H_1$. $BF_{10}$ was only reported for significant main or interaction effects. Raw medium alpha ratios were log-transformed using log_{10} to prepare them for statistical analyses based on linear models.
TABLE 3 | ANOVA with GROUP [non-video gamers (NVGs) vs. non-action video gamers (NAVGs) vs. action video gamers (AVGs)] as between-subjects factor, TIME ON TASK (Block 1 vs. Block 2) and EXPOSURE DURATION (17.8, 35.6, 53.4, 89, 144.6, and 198 ms) as within-subject factors and upper alpha ratios (12–14 Hz) as dependent variable.

| Predictor                          | \(df_{\text{Num}}\) | \(df_{\text{Den}}\) | Epsilon  | \(F\)   | \(p\)   | \(\eta^{2}_{G}\) | BF\(_{10}\) |
|-----------------------------------|----------------------|----------------------|----------|---------|---------|-----------------|------------|
| Group                             | 2.00                 | 35.00                |          | 2.69    | 0.082   | 0.11            |            |
| Time on task                      | 1.00                 | 35.00                |          | 2.27    | 0.141   | 0.00            |            |
| Group \(\times\) Time on task    | 2.00                 | 35.00                | 0.67     | 0.516   | 0.00    |                 |            |
| Exposure duration                 | 3.63                 | 127.05               | 0.73     | 5.41    | 0.001   | 0.02            | >100       |
| Group \(\times\) Exposure duration| 7.26                 | 127.05               | 0.73     | 0.96    | 0.467   | 0.01            |            |
| Time on task \(\times\) Exposure duration | 4.59             | 160.63               | 0.92     | 0.77    | 0.564   | 0.00            |            |
| Group \(\times\) Time on task \(\times\) Exposure duration | 9.18                 | 160.63               | 0.92     | 1.17    | 0.315   | 0.00            |            |

\(df_{\text{Num}}\) indicates degrees of freedom numerator, \(df_{\text{Den}}\) indicates degrees of freedom denominator. Epsilon indicates Greenhouse-Geisser multiplier for degrees of freedom, \(p\)-values and degrees of freedom in the table incorporate this correction. \(\eta^{2}_{G}\) indicates generalized eta-squared. BF\(_{10}\) indicates Bayes factors in favor of the \(H_1\). BF\(_{10}\) was only reported for significant main or interaction effects. Raw upper alpha ratios were log-transformed using \(\log_{10}\) to prepare them for statistical analyses based on linear models.

TABLE 4 | ANOVA with GROUP [non-video gamers (NVGs) vs. non-action video gamers (NAVGs) vs. action video gamers (AVGs)] as between-subjects factor, TIME ON TASK (Block 1 vs. Block 2) as within-subject factor and theory of visual attention speed of information processing parameter values (C parameter values) as dependent variable.

| Predictor                          | \(df_{\text{Num}}\) | \(df_{\text{Den}}\) | \(F\)   | \(p\)   | \(\eta^{2}_{G}\) | BF\(_{10}\) |
|-----------------------------------|----------------------|----------------------|---------|---------|-----------------|------------|
| Group                             | 2.00                 | 35.00                | 0.720   | 0.01    |                 |            |
| Time on task                      | 1.00                 | 35.00                | 0.418   | 0.00    |                 |            |
| Group \(\times\) Time on task    | 2.00                 | 35.00                | 0.027   | 0.05    | 0.22            |            |

\(df_{\text{Num}}\) indicates degrees of freedom numerator, \(df_{\text{Den}}\) indicates degrees of freedom denominator. \(\eta^{2}_{G}\) indicates generalized eta-squared. BF\(_{10}\) indicates Bayes factors in favor of the \(H_1\). BF\(_{10}\) was only reported for significant main or interaction effects. Note that the low BF\(_{10}\) value for the GROUP \(\times\) TIME ON TASK interaction was to be expected as neither the main effect GROUP nor the main effect TIME ON TASK were significant.

TABLE 5 | ANOVA with GROUP [non-video gamers (NVGs) vs. non-action video gamers (NAVGs) vs. action video gamers (AVGs)] as between-subjects factor, TIME ON TASK (Block 1 vs. Block 2) as within-subject factor and theory of visual attention visual short-term memory capacity parameter values (K parameter values) as dependent variable.

| Predictor                          | \(df_{\text{Num}}\) | \(df_{\text{Den}}\) | \(F\)   | \(p\)   | \(\eta^{2}_{G}\) |
|-----------------------------------|----------------------|----------------------|---------|---------|-----------------|
| Group                             | 2.00                 | 35.00                | 0.94    | 0.400   | 0.04            |
| Time on task                      | 1.00                 | 35.00                | 0.16    | 0.694   | 0.00            |
| Group \(\times\) Time on task    | 2.00                 | 35.00                | 1.82    | 0.178   | 0.01            |

\(df_{\text{Num}}\) indicates degrees of freedom numerator, \(df_{\text{Den}}\) indicates degrees of freedom denominator. \(\eta^{2}_{G}\) indicates generalized eta-squared.

is because, we found that inter-individual differences in speed of information processing as operationalized by TVA between video gamers and NVGs were associated with inter-individual differences in post-stimulus EEG alpha power attenuation from 10 to 12 Hz. Hereby, it was particularly interesting that video gamers did not outperform NVGs right from the start but in the course of performing the paradigm and that this was paralleled by an increase in alpha ERD in video gamers but not in NVGs – which is well in line with the learning to learn approach (Bavelier et al., 2012b; Green and Bavelier, 2012). Moreover, it was quite interesting that our regression analysis indicated that foremost AVGs might benefit from this increase in alpha ERD as they showed the strongest positive relation between TVA C parameter and medium alpha ratio difference values – which supports the idea that gamers might benefit specifically from playing.
TABLE 6 | Regression analysis with C parameter difference values as criterion variable, medium alpha ratio difference values as predictor variable and GROUP as dummy variable (non-video gamers (NVGs) vs. non-action video gamers (NAVGs) vs. action video gamers (AVGs)) where NVGs were used as reference.

| Predictor | $b$ | 95% CI [LL, UL] | Fit |
|-----------|-----|-----------------|-----|
| Intercept | -3.84 | [-6.09, 1.21] | |
| Medium alpha ratio difference values | -34.22 | [-66.63, 8.19] | |
| NAVGs | 4.40 | [-1.62, 10.41] | |
| AVGs | -3.30 | [-12.28, 5.68] | |
| Medium alpha ratio difference values $\times$ NAVGs | 27.76 | [-109.95, 165.47] | |
| Medium alpha ratio difference values $\times$ AVGs | 196.96 | [53.72, 340.20] | |

$b$ represents unstandardized regression weights. LL and UL indicate the lower and upper limits of a confidence interval without corrections for multiple comparisons, respectively. $R^2$ indicates the determination coefficient. BF10 indicates the Bayes factor in favor of the model fit.

We show that alpha ERD in a frequency range from 10 to 12 Hz may represent a neural substrate of speed of information processing as operationalized by TVA. Considering that the extent of ERD in a similar alpha frequency band after stimulus processing had already been related to reaction times (Nenert et al., 2012), this result was not surprising, but it might play a considerable role for new vistas on TVA. This is because, according to TVA (Bundesen, 1990; Kyllingsbaek, 2006; Dyhrholm et al., 2011; Bundesen et al., 2015), visual information is processed by means of two core attentional processing components, i.e., filtering and pigeonholing, where filtering allows the selection of specific visual features, e.g., colors, while pigeonholing allows for the selection of visual categories, e.g., letters (Broadbent, 1970). Based on the assumption that all visual information is processed in parallel and that there is a limited capacity of the visual short-term memory store, filtering and pigeonholing represent mechanisms to determine the processing rate or probability for a visual stimulus to be encoded into the visual short-term memory store as described by the rate equation (9)

$$v_x(i) = \eta(x, j) \beta_i \frac{w_x}{\sum_{z \in S} w_z}$$

where $v_x(i)$ indicates the processing rate that $x$ is an element of category $i$, $\eta(x, i)$ the sensory evidence that $x$ is an element of category $i$, $\beta_i$ the perceptual decision bias to favor category $i$ over other categories, and $w_x$ the relative attentional weight in favor of an object $x$ – which is divided by the sum of attentional weights of all remaining objects in the visual field $S$. The attentional weight term $w_x$ can be described further by equation (10)

$$w_x = \sum_{j \in G} \eta(x, j) \pi_j$$

where $j$ indicates a visual category aka visual feature, $G$ the set of all features that may be associated with a pertinence value, $\eta(x, j)$ the sensory evidence that $x$ belongs to feature $j$, and $\pi_j$ the pertinence or weight in favor of a feature $j$ (Dyhrholm et al., 2011). Thus, $\beta_i$ and $w_x$ represent pigeonholing and filtering, respectively. On top of that, based on the assumption that the rate equation is dependent on the exposure duration of visual stimuli and the number of visual stimuli in the visual field, and that the attentional capacities of healthy humans are equally spread across the visual field, $v_x(i)$ may also be considered as a fraction of the total processing capacity at a given time point in a multi-stimulus setting where the processing capacity is spread across the whole visual field. Thus, the processing rate of a stimulus can also be described according to equation (11)

$$v_x = C \frac{w_x}{\sum_{z \in S} w_z}$$

where $v_x$ indicates the processing rate of an object $x$, $C$ the fixed limited processing capacity measured in Hz or the number of elements that can be encoded per second (aka TVAs speed of information processing parameter) and $w_x$ the relative attentional weight in favor of object $x$ (Dyhrholm et al., 2011). Thus, according to TVA, visual speed of information processing is moderated by the attentional weighting term – or by an individual's filtering capacity.

Based on Klimesch (1997, 2012) and Klimesch et al. (2011), one might expect that oscillatory activity in the lower alpha frequency band was associated with TVAs rate equation. But in contrast, our data suggest that higher-level cognitive processing might be a mechanism either of the C parameter or the conjunction between the C and the attentional weight parameters as C parameter values were associated with alpha power attenuation in a frequency band from 10 to 12 Hz after stimulus processing. A potential explanation here might be that the two parameters may represent the retrieval of specific knowledge systems to semantically encode sensory information (Klimesch et al., 2011; Klimesch, 2012). According to Klimesch et al. (2011) and Klimesch (2012), a knowledge system refers to a neural network that is associated with implicit and explicit aspects of long-term memory. Hereby, alpha phase alignments in the medium or upper alpha frequency bands are assumed to represent the onset of retrieving from a knowledge system, while alpha power modulations in the medium or upper alpha frequency band may modulate the amplification of the retrieval of relevant and the suppression of the retrieval of irrelevant information from a knowledge system (Klimesch et al., 2011; Klimesch, 2012). But further research investigating the role of lower alpha oscillations and the conjunction between lower and medium or upper alpha oscillations and TVA C as well as $w_x$ parameter values would be necessary to gain more insights on the role of knowledge systems in TVA.
Furthermore, we would like to discuss potential implications of our results at the intersection of computer sciences, health care and the gaming industry. Considering that there are already customized video games that are used for clinical purposes (Kollins et al., 2020); and video games where on-screen characters may even be controlled by means of brain oscillatory activity or event-related potentials using brain–computer interfaces (Bayliss, 2003; Nijholt et al., 2009), which may enable people with a physical disability to enjoy video gaming and feel more inclusive (see, Bos et al., 2010, for a more detailed review), one might question the significance of gaming effects associated with commercially available video games. One of the largest shortcomings of the latter is the lack of standardization. The issue here is that if we compare markers of neural activity and cognitive processing between participants who differ in their gaming behavior, or even if we compare changes in such markers associated with video gaming training regimes, we can hardly tell what differential characteristics between the groups or between the training regimes caused the inter-individual differences in neural activity and cognitive processing. On the other hand, research on gaming effects related to commercially available video games lays the foundation for the development of customized video games for clinical treatment, for fostering learning abilities, or for making commercially available video games even more entertaining. This is because, these frequent observations that inter-individual differences in neural and cognitive processing may be related to inter-individual differences in gaming behavior tell us that there may be aspects of commercially available video games that play a considerable role for human learning.

Understanding the mechanisms underlying these phenomena, in turn, may then be the key for more significant or fruitful applications. For instance, if EEG alpha power modulations specifically in the medium and upper frequency bands turn out to be a robust neural substrate of cognitive improvements associated with playing commercially available video games, they could be used as a parameter for adjusting the complexity of the gameplay of video games in brain–computer interfaces.

With this being said, we would like to discuss some of the shortcomings in our experimental design as well. For instance, our individual group samples sizes were rather small which indicates a low statistical power. But considering that most of our statistical analyses (Pearson’s moment correlation tests, ANOVAs and regression analysis) were based on our total sample size (outliers not included), our statistical power should be acceptable. On top of that, we used type II sums of squares to compensate for unbalanced group samples (Langsrud, 2003); and in addition to that, our samples were similar to sample sizes of previous research on gaming effects (Li et al., 2009, 2011; Wu et al., 2012; Wilms et al., 2013; Schubert et al., 2015). Thus, we acknowledge that statistical power might be considered an issue in our study, but we argue that we used statistical methods that were less prone to individual group sample sizes and therefore, sufficient to identify reliable gaming effects. Furthermore, we did not find correlations between K parameter values and alpha ratios. We suggest that a reason for this may be that we analyzed a rather early time window where the CDA may not yet have been fully observable: Wiegand et al. (2014b), for instance, observed the onset of this event-related potential approximately 300 ms after stimulus processing and it persisted until a response was provided. By combining TVA data and EEG data from two different paradigms where no mask displays were used in the EEG paradigm but a blank screen of 900 ms, it was possible to investigate the CDA (Wiegand et al., 2014a,b, 2016). In contrast, based on our experimental design, it was more difficult to study this time window as we used mask displays and ratios based on 500 ms segments.

Besides, we did not exactly replicate previous findings where video gamers exhibited larger C parameter values than NVGs (Wilms et al., 2013; Schubert et al., 2015). We believe that one plausible reason for this might be that we used different classification criteria for participants than Wilms et al. (2013) and Schubert et al. (2015), Wilms et al. (2013), for instance, classified participants as experienced players if they had played action video games for more than 15 h a month, as casual players if they had played 4–8 h per month and as non-players if they played less than 2 h per months. In contrast, Schubert et al. (2015) classified participants as video game experts if they had played action video games at least 10 h a week in the last 6–12 months or as non-experts if they had played action video games less than 1 h a week in the last 6–12 months. In comparison, we also considered additional gaming habits to action video gaming, and we used different time constraints (Green et al., 2017). Thus, and in consideration that the classification of participants according to their gaming behavior may be in any case somehow arbitrary given that, for instance, action video games can be understood as video games where “under the most basic definition the player’s on-screen character can run, jump, roll, shoot, or fly, but the defining characteristic is that enemies and obstacles are overcome by physical means, rather than involved intellectual problem solving” (Next Generation, 1996, p. 29) (which is a rather unspecific description), we argue that differences in classification criteria are likely associated with slightly different gaming effects. Recruiting more specified and, hence, more differentiable groups might be a solution for this. For instance, Qiu et al. (2018) subdivided participants in AVGs and control participants based on their reported skill score in the video game League of Legends. Alternatively, in an attempt to increase effects between groups, a gaming group of professional e-sportsmen/sportswomen could be recruited.

Another limitation might be that despite our efforts to properly process the data, either our EEG power values, or our TVA estimates might not have been perfectly accurate because e.g., the factor exposure duration might have contaminated our procedures. Such contaminations are, unfortunately, inevitable using TVA-algorithms. Moreover, we need to point out that our data only show a correlational and not a causal relation between faster visual information processing and EEG alpha power modulations in gamers. To show a causal relation, one might need to apply an experimental design comprising a video gaming training regime.

Nevertheless, our data indicate that there may be inter-individual differences in event-related EEG alpha power
modulations related to inter-individual differences in habitual gaming behavior, and that these modulations might go along with inter-individual differences in speed of visual information processing as operationalized by TVA. We conclude from this, that EEG alpha power modulations may be a promising neural substrate of alterations in visual cognitive processing in video gamers.
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