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Abstract

We present two lower bounds on sub-packetization level \( \alpha \) of MSR codes with parameters \((n, k, d = n - 1, \alpha)\) where \( n \) is the block length, \( k \) dimension, \( d \) number of helper nodes contacted during single node repair and \( \alpha \) the sub-packetization level. The first bound we present is for any MSR code and is given by \( \alpha \geq e^{\frac{(k-1)(r-1)}{2r^2}} \). The second bound we present is for the case of optimal-access MSR codes and the bound is given by \( \alpha \geq \min\{\frac{n-1}{r}, \frac{k-1}{r}\} \).

There exist optimal-access MSR constructions that achieve the second sub-packetization level bound with an equality making this bound tight.

We also prove that for an optimal-access MSR codes to have optimal sub-packetization level under the constraint that the indices of helper symbols are dependant only on the failed node, it is needed that the support of the parity check matrix is same as the support structure of constructions shown in [2]–[6].
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I. INTRODUCTION

Erasure codes are of strong interest in distributed storage systems as they offer reliability at lower values of storage overhead in comparison with replication. In the setting of distributed storage, each code symbol is stored on a distinct storage unit, such as a hard disk. Among the class of erasure codes, Maximum Distance Separable (MDS) codes are of particular interest as they offer reliability at lowest possible value of storage overhead. An \([n, k]\) MDS code with block-length \( n \) and dimension \( k \) can recover from any \((n - k)\) erasures.

Apart from reliability and storage overhead a third important concern in a distributed storage system is that of efficient node repair. Efficient node repair could either call for the amount of data download needed to repair a failed node to be kept to a low level or else, the number of helper nodes contacted for repair to be kept small. Here the focus in on the first criterion, i.e., the amount of data download, which is also termed the repair bandwidth.

A. Minimum Storage Regenerating (MSR) Codes

Regenerating codes are erasure codes that offer node repair with least possible repair bandwidth for a fixed code alphabet and number of symbols encoded and block length and number of nodes contacted for repair. Within the class of regenerating codes, the subclass of Minimum Storage Regenerating (MSR) codes are of particular interest, as the rate of an MSR code can be made as close to 1 as possible. In addition, MSR codes fall within the class of MDS codes and hence offer the best possible rate given their ability to recover from a fixed number of symbol erasures. An \([n, k]\) MSR code is an \([n, k]\) MDS code over the vector alphabet \( \mathbb{F}_q^B \) satisfying the additional constraint that a failed node can be repaired by contacting \( d \) helper nodes, while downloading \( \beta \) symbol over \( \mathbb{F}_q \) from each helper node. We use \( B \) to denote the number \( B = k\alpha \) of message symbols over \( \mathbb{F}_q \) encoded by an MSR code. Thus, MSR codes are characterized by the parameter set

\[
\{(n, k, d), (\alpha, \beta), B, \mathbb{F}_q\},
\]

- \( \mathbb{F}_q \) is the underlying finite field,
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• $n$ is the number of code symbols $\{c_i\}_{i=1}^n$ each stored on a distinct node or storage unit and
• each code symbol $c_i$ is an element of $\mathbb{F}_q^\alpha$.

It turns out that the number $\beta$ of symbols downloaded from each helper node in an MSR code is given by

$$\beta = \frac{\alpha}{d - k + 1}.$$ 

This is obtained by deriving minimum repair bandwidth $d\beta$ for the repair of a failed node in an MDS code over $\mathbb{F}_q^\alpha$ for a fixed $n, k, d, \alpha$. In a distributed storage system, each code symbol $c_i$ is typically stored on a distinct node. Thus the index $i$ of a code symbol is synonymous with the index of the node upon which that code symbol is stored. Throughout this paper, we will focus on a linear MSR code i.e., the encoding is done by: $[\mathbf{c}_1^T, \ldots, \mathbf{c}_n^T]^T = G\mathbf{m}$ where $G$ is an $(n\alpha \times k\alpha)$ generator matrix over $\mathbb{F}_q$ and $\mathbf{m}$ is a $(k\alpha \times 1)$ message vector over $\mathbb{F}_q$ comprising of $B$ message symbols encoded by the MSR code.

### B. Desirable Properties of an MSR Code

While MSR codes are MDS codes with smallest repair bandwidth possible in an MDS code, there is still scope for optimization with the class of MSR codes. The additional features of interest are listed below.

- **Optimal-Access**: Optimal-access MSR codes [7] are a subclass of MSR codes having the property that during repair, the $\beta$ symbols that are transmitted by a helper node during repair, are simply a subset of the $\alpha$ symbols contained in the node. This has two important and desirable, practical consequences. Firstly, the number of symbols accessed in the node is, as small as possible and secondly, no computations are required to generate the transmitted repair symbols.

- **Low Values of Sub-Packetization**: When the MSR codes are implemented in systems, the finite field operations are done over an collection of a codewords. Let $J$ be the number of such codewords. Let $F$ be the size of file that is being stored, then: $J = F/k\alpha$. During repair $\beta J$ symbols are requested out of the $\alpha J$ symbols. However, they are not always stored sequentially. The minimum number of repaired symbols that are available sequentially is hence $J$ and may result in fragmented reads if $J$ is very small [8]. Therefore, larger the $J$, better is the access speed for these repaired symbols. This in turn results in need for lower value of sub-packetization level $\alpha$.

- **Low Field Size**: The need for a low field size is clear since the smaller the size of the finite field, the lesser is the implementation complexity.

### C. Linear Repair of MSR Codes

Throughout this paper, we will assume linear repair of the failed node. By linear repair, we mean that the $\beta$ symbols passed on from a helper node $i$ to the replacement of a failed node $j$ are obtained through a linear transformation:

$$c_i \rightarrow S_{i \rightarrow j}c_i,$$

where $S_{i \rightarrow j}$ is an $(\beta \times \alpha)$ matrix over $\mathbb{F}_q$. While the matrix $S_{i \rightarrow j}$ could potentially be a function of which nodes are participating in the repair of failed node $j$, our paper is mostly concerned with the case $d = (n - 1)$, in which case, all the remaining $(n - 1)$ nodes participate as helper nodes.

As a result, when $d = n - 1$, the input to the replacement of failed node $j$ is the set:

$$\{S_{i \rightarrow j}c_i \mid i \in [n], i \neq j\}.$$

By linear repair of a node $j$ we also mean: the code symbol $c_j = f_j(\{S_{i \rightarrow j}c_i \mid i \in [n], i \neq j\})$ where $f_j : \mathbb{F}_q^{d\beta} \rightarrow \mathbb{F}_q^\alpha$ is a deterministic linear function. We refer to an MSR code as an optimal access MSR code if the matrix $S_{i \rightarrow j}$ has rows picked from the standard basis $\{e_1, \ldots, e_\alpha\}$ for $\mathbb{F}_q^\alpha$, i.e., the symbols over $\mathbb{F}_q$ downloaded for the repair of a failed node from node $i$ are simply a subset of size $\beta$, of the $\alpha$ components of the vector $c_i$. This property of repair is also termed as optimal-access repair as the number of symbols communicated for repair are exactly the symbols that are accessed.

Since an $[n, k]$ MSR code is an MDS code, it can recover from the failure of any $r = (n - k)$ node failures or erasures. Equivalently, the $B$ underlying data symbols encoded by the MSR code can be recovered form the
contents of any subset of \( k \) nodes. In the terminology of MSR codes, this is called the data reconstruction property. Apart from data reconstruction, an MSR code is required to be able to repair the \( j \) node, by making use of the \( d\beta \) symbols \( \{ S_{i\rightarrow j}\alpha : j \neq i, i \in [n] \} \) for some \((\beta \times \alpha)\) repair matrices \( \{ S_{i\rightarrow j}\} \).

When \( S_{i\rightarrow j} = S_j \), \( \forall i \in [n] \setminus \{ j \} \), we say repair matrices are independent of helper-node index \( i \) (or constant repair matrix case). Now let's consider the MSR code for any \( d(\leq n - 1) \). Let, \( S_{i\rightarrow j}^D \) be \((\beta \times \alpha)\) the repair matrix where \( S_{i\rightarrow j}^D \) is downloaded for the repair of the node \( j \) when the helper nodes (\( d \) nodes from which data is downloaded for the repair of node \( j \)) belong to the set \( D \). As a result, the input to the replacement of failed node \( j \) is the set:

\[
\{ S_{i\rightarrow j}^D : i \in D \},
\]

for helper nodes in the set \( D \subseteq [n] \setminus \{ j \} \) such that \( |D| = d \). Here also, the code symbol

\[
\xi_j = f_{D,j} \left( \{ S_{i\rightarrow j}^D : i \in [n], i \neq j \} \right)
\]

where \( f_{D,j} : \mathbb{F}_q^{d\beta} \rightarrow \mathbb{F}_q^{n\alpha} \) is a deterministic linear function. When \( S_{i\rightarrow j}^D = S_{i\rightarrow j} \), we say that repair matrices are independent of identity of remaining helper nodes. Similar to \( d = n - 1 \) case, the term optimal access MSR code for any \( d \) means that the rows of \( S_{i\rightarrow j}^D \) are picked from standard basis \( \{ e_1, \ldots, e_\alpha \} \) of \( \mathbb{F}_q^n \). We drop the superscript \( D \) in \( S_{i\rightarrow j}^D \) when \( d = n - 1 \).

### D. Optimal-Access MDS Codes

The present paper also includes results which are extended to a \([n, k]\) MDS code over the vector alphabet \( \mathbb{F}_q^\alpha \), having the property that it can repair the failure of any node in a subset of \( w(\leq n - 1) \) nodes where failure of each particular node, can be carried out using linear operations, by uniformly downloading \( \beta \) symbols from a collection of \( d \) helper nodes. Linear repair of any node among the \( w \) nodes is defined as in MSR code using repair matrices. It can be shown that even here, the minimum amount \( d\beta \) of data downloaded needed for repair of a single failed node, is given by \( d\beta = d(n - k + 1) \) (minimum repair bandwidth). Our objective here as well, is on lower bounds on the sub-packetization level \( \alpha \) of an MDS code that can carry out repair of any node in a subset of \( w \) nodes, \( 1 \leq w \leq (n - 1) \) where each node is repaired (linear repair) by optimal access with minimum repair bandwidth. We prove a lower bound on \( \alpha \) for the case of \( d = (n - 1) \). This bound holds for any \( w(\leq n - 1) \) and is shown to be tight, again by comparing with recent code constructions in the literature. Also provided, are bounds for the case \( d < (n - 1) \). The \( w = n \) case correspond to the MSR code case which is described before. The lower bound on \( \alpha \) for \( w = n \) case is derived separately as mentioned before and the bound is shown to be tight by comparing with recent code constructions when \( (n - k) \nmid (n - 1) \). Although the bound is tight when \( (n - k) \nmid (n - 1) \), the bound is valid for all the parameters (with \( d = n - 1 \)).

### E. Prior Work on MSR Codes

Several constructions of MSR code can be found in the literature. In addition, there are constructions of systematic MDS codes in the literature where it is only the systematic nodes that can be recovered with minimal repair bandwidth, i.e., repaired by downloading \( d\alpha / (d - k + 1) \) symbols. We will refer to this latter class of codes as systematic MSR codes. A detailed survey on the MSR constructions and sub-packetization level bounds can be found in [9]. The product matrix construction in [10] for any \( 2k - 2 \leq d \leq n - 1 \) is one of the first constructions of an MSR code. In [11], the authors provide a high-rate MSR construction using Hadamard designs for any \((n, k = n - 2, d = n - 1)\) parameters. In [12], high-rate systematic node repair MSR codes called Zigzag codes were constructed for \( d = n - 1 \). These codes however had large field size and sub-packetization that is exponential in \( k \). This construction was extended in [13] to enable the repair of parity nodes. The existence of MSR codes for any value of \((n, k, d)\) as \( \alpha \) tends to infinity is shown in [14]. The authors of [15], introduced an optimal access systematic MSR construction for the case \( d = n - 1 \) with \( \alpha = r^{\frac{k}{2}} \). This was followed by [3], where the authors come up with optimal access MSR for the case \( d = n - 1 \) with \( \alpha = r^{\frac{k}{2}} \). The construction in [3] was extended to any \( d \leq n - 1 \) in [6] with \( \alpha = s^{\lfloor \frac{k}{2} \rfloor} \). The constructions in [3], [6], [15] are not explicit and need larger field size. In [16] explicit MSR constructions for any \((n, k, d)\) with field size \( O(n) \) and \( \alpha = s^n \) are proposed. Later in [4], [3], [17] there were three independent discoveries of the Coupled Layer (Clay) MSR code for parameters \((n, k, d = n - 1)\) with sub-packetization \( \alpha = r^{\lfloor \frac{k}{2} \rfloor} \).
An open problem in the literature on regenerating codes is that of determining the smallest value of sub-packetization level $\alpha$ of an MSR code, given the parameters $\{(n, k, d = (n - 1))\}$. This question is addressed in [18], where a lower bound on $\alpha$ for MSR codes is presented by showing that $k \leq \alpha \left(\frac{n}{\alpha} - k\right)$. The authors of [18] have also shown that for the special case of optimal-access MSR codes, the sub-packetization level is lower bounded as

$$\alpha \geq r \frac{k - 1}{k - 1}.$$ 

In [19] it is established that:

$$k \leq 2 \log_2(\alpha)(\lceil \log_r \frac{1}{\alpha} \rceil + 1),$$

while more recently, in [20] the authors prove that:

$$k \leq 2 \log_r(\alpha)(\lceil \log_r \frac{1}{\alpha} \rceil + 1)$$

for MSR codes. Recently, in [21] the authors prove that $\alpha \geq e^{\frac{k}{r}}$ for an MSR code.

F. Our Contributions

1) Improved Lower Bound on Sub-packetization Level for MSR codes: We present an improved lower bound on the sub-packetization level, $\alpha$ of an $(n, k, d = n - 1)$ MSR code given by:

$$\alpha \geq e^{\frac{(k-1)(r-1)}{2r^2}},$$

by improving upon the lower bound $\alpha \geq e^{\frac{k-1}{r}}$ presented by the authors in [21]. The bound we present improves the constant 4 to $\frac{2r}{r-1} \leq 4$. We generalise the lemma’s presented in [21] by using the property that dimension of repair subspace intersections reduces $r$-fold by each added intersection. This property was first shown for the constant repair subspace case in [12]. We extend it for any repair subspace case in this paper in Lemma II.1.

2) Improved Lower Bound on Sub-packetization Level for Optimal Access MSR codes: We also present an improved lower bound for subpacketization level $\alpha$ of an $(n, k, d = n - 1)$ optimal-access MSR code given by:

$$\alpha \geq \min\{r^{\frac{n-1}{r}}, r^{k-1}\}$$

where $r = n - k$. (2)

This is an improvement over the lower bound presented in [7] given by $\alpha \geq r^{\frac{k-1}{r}}$.

1) The approach we follow to derive the bound for the optimal access MSR codes is along the lines of that adopted in [7] but with the difference that here we consider non-constant repair subspaces and consider all-node repair. We first derive the bound for the case $d = n - 1$ as shown in [2] and extend it to general $d$. We then extend the bounds to optimal MDS code where, given the failed node belongs to a fixed set of $w$ nodes, optimal access repair is possible.

2) A tabular summary of the new lower bounds on sub-packetization-level $\alpha$ derived here for the optimal access case appears in Table I.

Comparison of our lower bound on $\alpha$ for optimal-access MSR codes with existing code constructions:

1) When $r \nmid n - 1$, our bound on $\alpha$ (Theorem III.1) for optimal access MSR code with $d = n - 1$ becomes:

$$\alpha \geq \min\{r^{\frac{r-1}{r}}, r^{k-1}\}$$

For $k \geq 5$, this reduces to $\alpha \geq r^{\frac{r-1}{r}}$. The latter lower bound on $\alpha$ is achievable by the constructions in [3]–[5], [17]. Hence our lower bound on $\alpha$ is tight. Although our bound on $\alpha$ is shown to be tight only for $(n - 1)$ not a multiple of $(n - k)$, the lower bound is valid for all parameters (with $d = n - 1$) and when $r$ divides $(n - 1)$.

2) Our bound on $\alpha$ (Corollary III.2) for MDS code with optimal access repair (repair with minimum repair bandwidth and help-by-transfer repair) for a failed node when it belongs to a fixed set of $w(\leq n - 1)$ nodes
TABLE I
A TABULAR SUMMARY OF THE NEW LOWER BOUNDS ON SUB-PACKETIZATION-LEVEL $\alpha$ CONTAINED IN THE PRESENT PAPER. IN THE TABLE, THE NUMBER OF NODES REPAIRED IS A REFERENCE TO THE NUMBER OF NODES REPAIRED WITH MINIMUM POSSIBLE REPAIR BANDWIDTH $d\beta$ AND MOREOVER, IN HELP-BY-TRANSFER FASHION. AN * IN THE FIRST COLUMN INDICATES THAT THE BOUND IS TIGHT, I.E., THAT THERE IS A MATCHING CONSTRUCTION IN THE LITERATURE. WITH RESPECT TO THE FIRST ENTRY IN THE TOP ROW, WE NOTE THAT ALL MSR CODES ARE MDS CODES.

| MSR or MDS Code | $d$ | No. of Nodes Repaired | Assumption on Repair Matrices $S_{(i,j)}$ | Lower Bound on $\alpha$ and Constructions achieving our lower bound on $\alpha$ | Reference in this paper | Previous Known Bound |
|-----------------|-----|-----------------------|---------------------------------------------|-----------------------------------------------|------------------------|-----------------------|
| MSR*            | $n-1$ | $n$                   | none                                        | $\alpha \geq \min\{r^{\lceil \frac{w-1}{\delta} \rceil}, r^{k-1}\}$ Constructions (when $r \nmid (n-1)$): [4], [5] | Theorem III.1           | $\alpha \geq \frac{n-1}{r}$ |
| MSR*            | $n-1$ | $n$                   | independent of helper-node index $i$        | $\alpha \geq \min\{r^{\lceil \frac{w}{\delta} \rceil}, r^{k-1}\}$ Constructions: [4], [5] | Corollary III.3        | $\alpha \geq \frac{r}{\beta}$ |
| MSR             | any $d$ | $n$                   | independent of identity of remaining helper nodes | $s = d - k + 1$ $\alpha \geq \min\{s^{\lceil \frac{w}{\delta} \rceil}, s^{k-1}\}$ | Corollary III.5        | none |
| MDS*            | $n-1$ | $w$ ($\leq n-1$)     | none                                        | $\alpha \geq \left\{ \begin{array}{ll} \min\{r^{\lceil \frac{w}{\delta} \rceil}, r^{k-1}\}, & w > (k-1) \\ r^{\lceil \frac{w}{\delta} \rceil}, & w \leq (k-1). \end{array} \right.$ Construction: [17] | Corollary III.2        | for $w = k$ $\alpha \geq \frac{r}{\min(\beta_1, \beta_2)}$ |
| MDS             | any $d$ | $w$ ($\leq d$)       | none                                        | $\alpha \geq \left\{ \begin{array}{ll} \min\{s^{\lceil \frac{w}{\delta} \rceil}, s^{k-1}\}, & w > (k-1) \\ s^{\lceil \frac{w}{\delta} \rceil}, & w \leq (k-1). \end{array} \right.$ | Corollary III.4        | none |

is:

$$\alpha \geq \left\{ \begin{array}{ll} \min\{r^{\lceil \frac{w}{\delta} \rceil}, r^{k-1}\}, & w > (k-1) \\ r^{\lceil \frac{w}{\delta} \rceil}, & w \leq (k-1). \end{array} \right.$$

The above bound for $k \geq 5$ becomes $\alpha \geq r^{\lceil \frac{w}{\delta} \rceil}$. This lower bound is achieved by the construction given in [17]. Hence our lower bound on $\alpha$ for the repair of $w$ nodes is tight.

3) The constructions in [3]–[5] have repair matrices that are independent of the helper node index $i$, i.e., $S_{i \rightarrow j} = S_j$ and has sub-packetization $\alpha = r^{\lceil \frac{w}{\delta} \rceil}$ which achieves our lower bound on $\alpha$ (Corollary III.3) under the assumption that $S_{i \rightarrow j} = S_j$ for an optimal access MSR code with $d = n-1$.

4) Our bound given in Corollary III.5 is achieved by construction in [6] when $(d - k + 1)$ does not divide $n - 1$ under the assumption $S_{i \rightarrow j} = S_{i \rightarrow j}$.

Hence our lower bound on $\alpha$ is tight for four cases.

3) Structure Theorems on Repair Subspaces and Parity Check Matrix: We deduce the parity check matrix support structure of an MDS code that allows for optimal-access repair of any single node within a subset of $w$ nodes for the case when $w \leq k$ under the conditions that

(a) it has optimal sub-packetization level and,
(b) has constant repair subspaces.

The support structure we characterise here is in fact the exact support structure of the MDS codes presented in [17] where repair of a single node from a subset of $w \leq k$ nodes is possible through optimal-access.
G. Outline

In Section III we present the improved sub-packetization level bound for a general MSR code. We follow this up with an improved bound on \( \alpha \) for the optimal access MSR case in Section III. In Section III we also present lower bounds on \( \alpha \) for MDS codes that can repair any node from the set of \( w < n \) nodes optimally. In Section IV we present theorems that would determine the parity check matrix support structure of an optimal-access MSR code that achieves optimal sub-packetization level. In Section V we show how the resultant support structure is same as the support structure of MDS codes presented in [17] that can repair by optimal-access any single node from a subset of \( w \leq k \) nodes. We briefly explain how the support structure of Clay code constructed in [4], [5], [17] is similar to the structure presented for the case when \( w \leq k \) in Section V-C.

H. Notation

We adopt the following notation throughout the paper.

1) Given a matrix \( A \), we use \( \langle A \rangle \) to refer to the row space of the matrix \( A \).
2) Given a subspace \( V \) and a matrix \( A \), by \( VA \) we will mean the subspace \( \{ vA \mid v \in V \} \) obtained through transformation of \( V \) by \( A \).
   - Thus for example, \( \langle \bigcap_{i} < S_i > \rangle A \) will indicate the subspace obtained by transforming the intersection subspace \( \langle \bigcap_{i} < S_i > \rangle \) through right multiplication by \( A \).
3) Let \( \mathbf{z} = (z_0, z_1, \ldots, z_{l-1}) \in \mathbb{Z}_2^l \) then for \( x \in [0 : s - 1] \) and \( y \in [0 : t - 1] \):
   \[
   z(x \rightarrow y) = (z_0, \ldots, z_{y-1}, x, z_{y+1}, \ldots, z_{l-1})
   \]

II. IMPROVED LOWER BOUND ON THE SUB-PACKETIZATION LEVEL FOR MSR CODES

In this section we will present an improved lower bound on the sub-packetization level of MSR codes. We begin with some helpful notation. We will use the indices (two disjoint subsets of \([n]\)):

\[
\{u_1, u_2, \ldots, u_k\}, \{p_1, p_2, \ldots, p_r\}
\]

to denote the \( n \) nodes in the network over which the code symbols are stored (Note that the code symbol \( z_i \) is stored in node \( i \).). Let \( \ell, \ 2 \leq \ell \leq (k - 1) \), be an integer and set

\[
U = \{u_1, u_2, \ldots, u_{\ell}\},
\]

\[
V = \{u_{\ell+1}, u_{\ell+2}, \ldots, u_k\},
\]

\[
P = \{p_1, p_2, \ldots, p_r\}.
\]

Note that our choice of \( \ell \) ensures that neither \( U \) nor \( V \) is empty. We will now present the Lemma II.1 on the dimension of intersection of repair subspaces. This property will be used in coming up with improved lower bounds for general MSR codes and optimal-access MSR codes later. The proof of this lemma uses the ideas presented in [7] where they present similar bound for dimension of intersection of repair subspaces but for the specific case of constant repair subspaces.

**Lemma II.1. (Repair Subspace Intersection):** \( \dim \left( \bigcap_{u \in U} < S_{p \rightarrow u} > \right) \) is the same for all \( p \in P \) and

\[
\sum_{p' \in P} \dim \left( \bigcap_{u \in U} < S_{p' \rightarrow u} > \right) \leq \dim \left( \bigcap_{u \in U \setminus \{u_i\}} < S_{p \rightarrow u} > \right),
\]

where \( p \) is an arbitrary node in \( P \).

**Proof:**

a) Invariance of \( \ell \)-fold Intersection of Repair Subspaces Contributed by a Parity Node: Let us consider the nodes in \( U \cup V \) as systematic nodes and nodes in \( P \) as parity nodes. Note that the sets \( U, V, P \) are pairwise disjoint and are arbitrary subsets of \([n]\), under the size restrictions \( 2 \leq |U| = \ell \leq k - 1, |P| = r \) and \( U \cup V \cup P = [n] \).

First we prove that \( \dim \left( \bigcap_{u \in U} < S_{p \rightarrow u} > \right) \) is the same for all \( p \in P \). Note that \( < S_{p \rightarrow u} > \) is the row space of the repair matrix carrying repair information from helper (parity) node \( p \) to the replacement of the failed node \( u \).
Fig. 1. The general setting considered here where helper data flows from the parity-nodes $\{p_i\}_{i=1}$ forming set $P$ to a failed node $u_j \in U$.

Thus we are seeking to prove that the $\ell$-fold intersection of the $\ell$ subspaces $\langle S_{p \rightarrow u_j} \rangle_{u \in U}$ obtained by varying the failed node $u \in U$ is the same, regardless of the parity node $p \in P$ from which the helper data originates.

To show this, consider a generator matrix $G$ for the code $C$ in which the nodes of $P$ are the parity nodes and the nodes in $U \cup V = \{u_1, u_2, \ldots, u_k\}$ are the systematic nodes. Then $G$ will take on the form:

$$
G = \begin{bmatrix}
I_{\alpha} & 0 & \cdots & 0 \\
0 & I_{\alpha} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_{\alpha} \\
A_{p_1, u_1} & A_{p_1, u_2} & \cdots & A_{p_1, u_k} \\
A_{p_2, u_1} & A_{p_2, u_2} & \cdots & A_{p_2, u_k} \\
\vdots & \vdots & \ddots & \vdots \\
A_{p_r, u_1} & A_{p_r, u_2} & \cdots & A_{p_r, u_k}
\end{bmatrix}.
$$

(Wolog the generator matrix assumes an ordering of the nodes in which the first $k$ nodes in $G$ (node $i$ in $G$ correspond to rows $[(i-1)\alpha + 1, i\alpha]$) correspond respectively to $\{u_i | 1 \leq i \leq k\}$ and the remaining $r$ nodes in $G$ to $\{p_1, \cdots, p_r\}$ in the same order. A codeword is formed by $Gm$ where $m$ is the vector of $k\alpha$ message symbols over $F_q$ encoded by the MSR code and the index of code symbols in the codeword is according to the nodes in $U, V, P$ i.e., the codeword will be of the form $[c^T_{u_1}, \cdots, c^T_{u_k}, c^T_{p_1}, \cdots, c^T_{p_r}]^T = Gm$.

By the interference-alignment conditions [22], [7] applied to the repair of a systematic node $u_j \in U$, we obtain (see Lemma B.1 in the appendix, for a more complete discussion on interference alignment equations given below):

$$
\langle S_{p \rightarrow u_j} A_{p, u_{i+1}} \rangle = \langle S_{p' \rightarrow u_j} A_{p', u_{i+1}} \rangle, \text{ for every pair } p, p' \in P.
$$

Equation (5) and Lemma A.1 implies (as $A_{i,j}$ are invertible for all $i, j$):

$$
\left(\bigcap_{j=1}^\ell \langle S_{p \rightarrow u_j} \rangle\right) A_{p, u_{i+1}} = \left(\bigcap_{j=1}^\ell \langle S_{p' \rightarrow u_j} \rangle\right) A_{p', u_{i+1}}, \text{ for every pair } p, p' \in P.
$$

It follows then from the non-singularity of the matrices $A_{i,j}$ and equation (6), that $\dim(\bigcap_{u \in U} \langle S_{(p, u)} \rangle)$ is the same for all $p \in P$. It remains to prove the main inequality (3).
b) \((\ell-1)\)-fold Intersection of Repair Subspaces: We proceed similarly in the case of an \((\ell-1)\)-fold intersection, replacing \(\ell\) by \(\ell-1\) in (6). We will then obtain:
\[
\left( \bigcap_{j=1}^{\ell-1} < S_{p_{j-u}} > \right) A_{p,u_{\ell+1}} = \left( \bigcap_{j=1}^{\ell-1} < S_{p'_{j-u}} > \right) A_{p',u_{\ell+1}}, \text{ for every pair } p, p' \in P. \tag{7}
\]

As a consequence of (8) it follows that:
\[
\bigoplus_{i=1}^{r} \left( \bigcap_{u \in U} < S_{p_{i-u}} > \right) A_{p_{i,u}} \subseteq \left( \bigcap_{j=1}^{\ell-1} < S_{p_{j-u}} > \right) A_{p_{\ell,u}} \text{ for any } p \in P. \tag{9}
\]

From the full-rank condition of node repair, (see Lemma II.1), we must have that
\[
\text{rank} \begin{bmatrix}
S_{p_{1-u}A_{p,1}} \\
S_{p_{2-u}A_{p,2}} \\
\vdots \\
S_{p_{r-u}A_{p,r}}
\end{bmatrix} = \alpha. \tag{10}
\]

It follows as a consequence, that
\[
\bigoplus_{i=1}^{r} < S_{p_{i-u}} A_{p,1} > = \mathbb{F}_{q}^{\alpha}, \tag{11}
\]
and hence, for every \(p \in P\), we must have that
\[
< S_{p_{\ell-u}} A_{p,1} > \bigcap \bigoplus_{p' \in [P], p' \neq p} < S_{p'_{\ell-u}} A_{p',u} > = \{0\}. \tag{12}
\]

Since the \(A_{i,j}\)'s are nonsingular, from equations (9) and (12) we can conclude that:
\[
\sum_{i=1}^{r} \dim \left( \bigcap_{u \in U} < S_{p_{i-u}} > \right) \leq \dim \left( \bigcap_{u \in U \setminus \{u_{\ell}\}} < S_{p_{u}} > \right), \tag{13}
\]
for any \(p \in P\), which is precisely the desired equation (3).

Corollary II.2.
\[
\dim \left( \bigcap_{u \in U} < S_{p_{\ell-u}} > \right) \leq \frac{1}{r} \dim \left( \bigcap_{u \in U \setminus \{u_{\ell}\}} < S_{p'_{\ell-u}} > \right), \tag{14}
\]
where \(p, p'\) are arbitrary nodes in \(P\).

**Proof:** The proof follows from Lemma II.1 as \(\dim \left( \bigcap_{u \in U} < S_{p_{u}} > \right) = \dim \left( \bigcap_{u \in U} < S_{p'_{u}} > \right)\) for any \(p, p' \in P\). □
Theorem II.3. (Subpacketization Bound): Let $C$ be a linear MSR code having parameter set
\[\{(n, k, d), (\alpha, \beta), B, \mathbb{F}_q\}\],
with \(d = (n - 1)\) and linear repair for all \(n\) nodes. Then we must have:
\[\alpha \geq \frac{1}{\binom{r-1}{d-1}} \left(\frac{n}{r}\right)^{d-1}.\] (15)

Before presenting the proof of this Theorem, we introduce some notation and lemmas presented in [21] that will help us prove the improved bound. We start by restating the definition of MSR subspace family introduced in [21] and restate the Lemma II.5 presented in [21] that states that for every MSR code there exists an MSR subspace family.

Definition 1 (MSR Subspace Family). The set of subspaces \(\{H_1, H_2, \ldots, H_t\}\) is called an \((\alpha, r)_{\mathbb{F}_q}\) subspace family if \(\dim(H_i) = \frac{\alpha}{r}\) for all \(i \in [t]\) and if there exist invertible linear maps \(\phi_{i,j}\) on \(\mathbb{F}_q^\alpha\) for \(i \in [t]\) and \(j \in [r - 1]\) such that:
\[H_i \oplus \oplus_{j=1}^{r-1} \phi_{i,j}(H_i) = \mathbb{F}_q^\alpha \text{ for all } i \in [t],\]
\[\phi_{i',j}(H_i) = H_i \text{ for all } i \neq i' \in [t], j \in [r - 1].\]

Lemma II.4 (Theorem 2 in [18]). If there exists an MSR code with parameters \((n, k, d = n - 1, \alpha)\) and repair matrices \(S_{i \rightarrow u_j}\) for \(j \in [k], i \in [n] \setminus \{u_j\}\) then there exists an MSR code that has constant repair matrices (\(S_{u_j} = S_{p \rightarrow u_j}\) for \(j \in [k - 1]\)) with parameters \((n - 1, k - 1, d = n - 2, \alpha)\).

Lemma II.5 (Proposition 2 in [21]). Suppose there exists an MSR code with parameters \((n, k, d = n - 1, \alpha)\) over \(\mathbb{F}_q\) with repair matrices \(S_{i \rightarrow u_j}\) for \(j \in [k], i \in [n] \setminus \{u_j\}\). Then there exists an \((\alpha, r)_{\mathbb{F}_q}\) MSR subspace family with \((k - 1)\) subspaces \(H_1, \ldots, H_{k-1}\) given by \(H_i = <S_{p \rightarrow u_i}>\).

Corollary II.6. Let \(\{H_1, \ldots, H_{k-1}\}\) be an \((\alpha, r)_{\mathbb{F}_q}\) MSR subspace family defined from an \((n, k, d = n - 1, \alpha)\) MSR code as in Lemma II.3. Then:
\[\dim(\cap_{i \in S} H_i) \leq \frac{\alpha}{r|S|} \text{ where } S \subseteq [k - 1].\]

Proof: By Lemma II.5 \(H_i = <S_{p \rightarrow u_i}>\) for all \(i \in [k - 1]\). Therefore by repeated application of Corollary II.2 it follows that:
\[\dim(\cap_{i \in S} H_i) \leq \frac{\alpha}{r|S|},\]
as \(\dim(H_i) = \frac{\alpha}{r}\) for any \(i \in [k - 1]\). \(\square\)

In order to prove the lower bound on sub-packetization level the authors of [21] look at the dimension of a vector space of linear functions that satisfy certain properties and come up with upper bound for it. In this paper we improve the upper bound by using the upper bound on the dimension of intersection of repair subspaces derived in Corollary II.6. We will now start by introducing the notation for subspace of linear functions whose dimension we would like to upper bound.

Let \(\mathcal{L}(\mathbb{F}_q^\alpha, \mathbb{F}_q^\alpha)\) be the vector space of all linear maps from \(\mathbb{F}_q^\alpha\) to \(\mathbb{F}_q^\alpha\); then the subspace:
\[\mathcal{F}(A_1 \rightarrow B_1, A_2 \rightarrow B_2, \ldots, A_n \rightarrow B_n) = \{\psi \in \mathcal{L}(\mathbb{F}_q^\alpha, \mathbb{F}_q^\alpha) \mid \psi(A_i) \subseteq B_i, \forall i \in [n]\}\]
\[I(A_1 \rightarrow B_1, A_2 \rightarrow B_2, \ldots, A_n \rightarrow B_n) = \dim(\mathcal{F}(A_1 \rightarrow B_1, A_2 \rightarrow B_2, \ldots, A_n \rightarrow B_n)),\]
and \(I(A_1, \ldots, A_n) = I(A_1 \rightarrow A_1, A_2 \rightarrow A_2, \ldots, A_n \rightarrow A_n)\). The lower bound on the sub-packetization level \(\alpha\) is presented by coming up with an upper bound on \(I(H_1, \ldots, H_{k-1})\) where \(\{H_1, \ldots, H_{k-1}\}\) is an \((r, \alpha)_{\mathbb{F}_q}\) subspace family in Lemma II.9. We will first present an upper bound on sum of dimension of sub-spaces in Lemma II.7. This bound generalizes Lemma 4 presented in [21] where the subspaces \(A_1, \ldots, A_n\) were considered to satisfy \(\bigcap_{i=1}^{n} A_i = \phi\). The generalization of this bound will help in coming up with an improved lower bound on the sub-packetization level presented in Theorem II.3.
Lemma II.7. Let $A_1, \cdots, A_n$ be $n$ subspaces of $\mathbb{F}_q^n$ then:

$$\sum_{i=1}^n \dim(A_i) \leq (n-1)\dim\left(\sum_{i=1}^n A_i \right) + \dim(\bigcap_{i=1}^n A_i)$$

Proof: For $n = 2$, this statement follows as

$$\dim(A_1) + \dim(A_2) = \dim(A_1 + A_2) + \dim(A_1 \cap A_2).$$

We will show by induction that it is true for any $n \geq 2$. Let us assume that equation (16) is true for $n = k$, then we will show that it is true for $n = k + 1$.

$$\dim(A_1) + \dim(A_2) + \sum_{i=3}^{k+1} \dim(A_i) = \dim(A_1 + A_2) + \sum_{i=3}^{k+1} \dim(A_i) + \dim(A_1 \cap A_2)$$

$$\leq \dim(A_1 + A_2) + (k - 1)\dim\left(\sum_{i=3}^{k+1} A_i \right) + \dim(\bigcap_{i=1}^{k+1} A_i)$$

$$\leq k\dim\left(\sum_{i=1}^{k+1} A_i \right) + \dim(\bigcap_{i=1}^{k+1} A_i).$$

We will now use Lemma II.7 to come up with a recursive upper bound on $I(H_1, \cdots, H_t)$ in the following Lemma.

Lemma II.8. Let $H_1, H_2, \cdots, H_k$ be an $(\alpha, r)\mathbb{F}_q$ MSR subspace family, then for any $1 \leq t \leq k$ and $1 \leq p \leq k-t+1$:

$$rI(H_1, H_2, \cdots, H_t) = \sum_{i=0}^{r-1} I(H_1, H_2, \cdots, \phi_{t,i}(H_t) \rightarrow H_t)$$

$$\leq (r - 1)I(H_1, H_2, \cdots, H_t) + I(H_1, H_2, \cdots, H_t, \phi_{t,0}(H_t) \rightarrow H_t) + I(H_1, H_2, \cdots, H_t, H_{t-1} \rightarrow H_t)$$

Proof: Let $\phi_{t,0}$ be an invertible linear map such that $\phi_{t,0}(H_t) = H_t$. We prove this lemma by using the bijection between linear maps in $\mathcal{F}_t = \mathcal{F}(H_1 \rightarrow H_1, \cdots, H_t \rightarrow H_t)$ and linear maps in $\mathcal{F} \neq \mathcal{F}(H_1 \rightarrow H_1, \cdots, H_t \rightarrow H_t, H_{t-1} \rightarrow H_t)$. For a linear map in any $\psi \in \mathcal{F}$, it can be verified that $\psi \circ \phi_{t,j} \in \mathcal{F}'$ and for any $\psi' \in \mathcal{F}'$, $\psi' \circ \phi_{t,j}^{-1} \in \mathcal{F}_t$. Therefore $I(H_1, H_2, \cdots, H_t) = I(H_1, \cdots, H_{t-1}, \phi_{t,j}(H_t) \rightarrow H_t)$.

$$\leq (r - 1)I(H_1, \cdots, H_t) + I(H_1, \cdots, H_{t-1}, \phi_{t,j}(H_t) \rightarrow H_t).$$

The equation (16) above follows as $\bigoplus_{j=0}^{r-1} \phi_{t,j}(H_t) = \mathbb{F}_q^\alpha$. Similarly,

$$rI(H_1, \cdots, H_{t-2}, H_{t-1}, \mathbb{F}_q^\alpha \rightarrow \bigcap_{i=1}^{p} H_{t-1+i}) = \sum_{j=0}^{r-1} I(H_1, \cdots, H_{t-2}, \phi_{t-1,j}(H_{t-1}) \rightarrow H_{t-1}, \mathbb{F}_q^\alpha \rightarrow \bigcap_{i=1}^{p} H_{t-1+i})$$

$$\leq (r - 1)I(H_1, \cdots, H_{t-2}, \mathbb{F}_q^\alpha \rightarrow \bigcap_{i=1}^{p} H_{t-1+i})$$

$$+ I(H_1, \cdots, H_{t-2}, \mathbb{F}_q^\alpha \rightarrow H_{t-1} \cap \bigcap_{i=1}^{p} H_{t-1+i}).$$
Lemma II.9. Let \( H_1, H_2, \ldots, H_k \) be an \((\alpha, r)_{\mathbb{F}_q}\) MSR subspace family, then for any \( 1 \leq t \leq k \) and \( 1 \leq p \leq k - t \):

\[
I(H_1, \ldots, H_t) \leq \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^t \alpha^2 \tag{17}
\]

\[
I(H_1, \ldots, H_t, \mathbb{F}_q^\alpha \rightarrow \cap_{i=1}^p H_{t+i}) \leq \frac{1}{rp} \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^t \alpha^2 \tag{18}
\]

Proof: We will prove this by induction. We will first show that equations (17) and (18) hold for \( t = 1 \). From Lemma II.8 it follows that:

\[
r I(H_1) \leq (r - 1)\alpha^2 + I(\mathbb{F}_q^\alpha \rightarrow H_1)
\]

\[
I(H_1) \leq \left(1 - \frac{1}{r} + \frac{1}{r^2} \right) \alpha^2,
\]

as the space of all linear maps in \( \mathbb{F}_q^\alpha \) has dimension \( \alpha^2 \) and \( I(\mathbb{F}_q^\alpha \rightarrow H_1) \leq \frac{\alpha^2}{r} \). Similarly:

\[
I \left( H_1, \mathbb{F}_q^\alpha \rightarrow \cap_{i=1}^p H_{t+i+1} \right) \leq \frac{r - 1}{r} I(\mathbb{F}_q^\alpha \rightarrow \cap_{i=1}^p H_{t+1}) + \frac{1}{r} I(\mathbb{F}_q^\alpha \rightarrow \cap_{i=0}^p H_{t+1}) \text{ due to Lemma II.8}
\]

\[
\leq \frac{r - 1}{r} \left( \frac{\alpha^2}{rp} \right) + \frac{1}{r} \left( \frac{\alpha^2}{rp+1} \right) = \frac{1}{rp} \left(1 - \frac{1}{r} + \frac{1}{r^2} \right) \alpha^2,
\]

as \( \text{dim}(\cap_{i=1}^p H_{t+i}) \leq \frac{\alpha^2}{rp} \) it follows that \( I(\mathbb{F}_q^\alpha \rightarrow \cap_{i=1}^p H_{t+1}) \leq \frac{\alpha^2}{r} \). Let us assume that equation (17), (18) hold for \( t = m - 1 \), we will first show that (17) holds for \( t = m \) and then show that (18) holds for \( t = m \). By Lemma II.8 we get:

\[
I(H_1, \ldots, H_m) \leq \left(1 - \frac{1}{r} \right) I(H_1, \ldots, H_{m-1}) + \frac{1}{r} I(H_1, \ldots, H_{m-1}, \mathbb{F}_q^\alpha \rightarrow H_m)
\]

\[
\leq \left(1 - \frac{1}{r} \right) \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^{m-1} \alpha^2 + \frac{1}{r^2} \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^{m-1} \alpha^2
\]

\[
= \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^m \alpha^2.
\]

Similarly:

\[
I \left( H_1, \ldots, H_m, \mathbb{F}_q^\alpha \rightarrow \cap_{i=1}^p H_{m+i} \right) \leq \left(1 - \frac{1}{r} \right) I \left( H_1, \ldots, H_{m-1}, \mathbb{F}_q^\alpha \rightarrow \cap_{i=1}^p H_{m+i} \right)
\]

\[
+ \frac{1}{r} I \left( H_1, \ldots, H_{m-1}, \mathbb{F}_q^\alpha \rightarrow \cap_{i=0}^p H_{m+i} \right)
\]

\[
\leq \frac{1}{rp} \left(1 - \frac{1}{r} \right) \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^{m-1} \alpha^2 + \frac{1}{rp+1} \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^{m-1} \alpha^2
\]

\[
= \frac{1}{rp} \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^m \alpha^2.
\]

\[\square\]

Proof of Theorem II.3. From Lemma II.9 it follows that if there is an \((\alpha, r)_{\mathbb{F}_q}\) MSR subspace family \( \{H_1, \ldots, H_{k-1}\} \) of size \((k-1)\) then:

\[
I(H_1, \ldots, H_{k-1}) \leq \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^{k-1} \alpha^2
\]

Identity map is an element in \( \mathcal{F}(H_1 \rightarrow H_1, \ldots, H_{k-1} \rightarrow H_{k-1}) \). Therefore:

\[
1 \leq I(H_1, \ldots, H_{k-1}) \leq \left(1 - \frac{1}{r} + \frac{1}{r^2} \right)^{k-1} \alpha^2
\]

\[
\alpha \geq e^{2 \log \left( \frac{(k-1)^2}{2^{2k-1}} \right)} \geq e^{\frac{(k-1)(r-1)}{2^{k+1}}} \text{ as } \log(1 + x) \geq \frac{x}{1 + x}.
\]
III. IMPROVED LOWER BOUND ON SUBPACKETIZATION LEVEL FOR OPTIMAL ACCESS MSR CODES

In this section we first start by presenting an improved lower bound for the sub-packetization level of optimal-access MSR codes. We then present lower bounds for the case of MDS codes where single node repair of \( w \leq k \) nodes can be done optimally. We also present lower bounds for the case \( d < n - 1 \).

**Theorem III.1. (Subpacketization Bound for Optimal Access case):** Let \( C \) be a linear optimal access MSR code having parameter set

\[
\{(n, k, d), (\alpha, \beta), B, \mathbb{F}_q\},
\]

with \( d = (n-1) \) and linear repair for all \( n \) nodes. Then we must have:

\[
\alpha \geq \min\{r^\left\lceil \frac{n-1}{r} \right\rceil, r^{k-1}\}.
\]

**Proof.**

1) **Invariance of Repair Matrices to Choice of Generator Matrix**

We first observe that the repair matrices can be kept constant, even if the generator matrix of the code changes. This is because the repair matrices only depend upon relationships that hold among code symbols of any codeword in the code and are independent of the particular generator matrix used in encoding. In particular, the repair matrices are insensitive to the characterization of a particular node as being either a systematic or parity-check node.

2) **Implications for the Dimension of the Repair Subspace**

From Lemma II.1, we have that

\[
\sum_{i=1}^{r} \dim \left( \bigcap_{u \in U} < S_{p_i \rightarrow u} > \right) \leq \dim \left( \bigcap_{u \in U \setminus \{u_i\}} < S_{p \rightarrow u} > \right),
\]

and moreover that \( \dim \left( \bigcap_{u \in U} < S_{(p, u)} > \right) \) is the same for all \( p \in P \). It follows that

\[
r \times \dim \left( \bigcap_{u \in U} < S_{p \rightarrow u} > \right) \leq \dim \left( \bigcap_{u \in U \setminus \{u_i\}} < S_{p \rightarrow u} > \right),
\]

i.e.,

\[
\dim \left( \bigcap_{u \in U} < S_{p \rightarrow u} > \right) \leq \frac{\dim \left( \bigcap_{u \in U \setminus \{u_i\}} < S_{p \rightarrow u} > \right)}{r} \leq \frac{\dim \left( \bigcap_{u \in U \setminus \{u_i, u_{i-1}\}} < S_{p \rightarrow u} > \right)}{r^2} \leq \frac{\dim \left( < S_{p \rightarrow u_1} > \right)}{r^{k-1}} = \frac{\alpha}{r^{k-1}} = \frac{\alpha}{r^{|U|}}.
\]

Lemma II.1 and its proof holds true for any set \( U \subseteq [n] \) of size \( 2 \leq |U| \leq (k-1) \). As a result, equation (21), also holds for any set \( U \subseteq [n] \) of size \( 2 \leq |U| \leq (k-1) \).

We would like to extend the above inequality to hold even for the case when \( U \) is of size \( k \leq |U| \leq (n-1) \). We get around the restriction on \( U \) as follows. It will be convenient in the argument, to assume that \( U \) does not contain the \( n \)th node, i.e., \( U \subseteq [n-1] \) and \( n \in P \). Let us next suppose that \( \alpha < r^{k-1} \) and that \( U \) is of size \( (k-1) \). We would then have:

\[
\dim \left( \bigcap_{u \in U} < S_{n \rightarrow u} > \right) \leq \frac{\alpha}{r^{k-1}} < 1,
\]
which is possible iff
\[
\dim \left( \bigcap_{u \in U} <S_{n\rightarrow u}> \right) = 0.
\]

But this would imply that
\[
\dim \left( \bigcap_{u \in F} <S_{n\rightarrow u}> \right) = 0.
\]

for any subset \( F \subseteq [n - 1] \) of nodes of size \(|F|\) satisfying \((k - 1) \leq |F| \leq (n - 1)\). We are therefore justified in extending the inequality in (21) to the case when \( U \) is replaced by a subset \( F \) whose size now ranges from 2 to \((n - 1)\), i.e., we are justified in writing:
\[
\dim \left( \bigcap_{u \in F} <S_{n\rightarrow u}> \right) \leq \frac{\alpha}{r|F|} \quad (23)
\]

for any \( F \subseteq [n - 1] \), of size \( 2 \leq |F| \leq (n - 1) \). A consequence of the inequality (23) is that
\[
\dim \left( \bigcap_{u \in F} <S_{n\rightarrow u}> \right) \geq 1,
\]

implies that \(|F| \leq \lfloor \log_r(\alpha) \rfloor\). In other words, a given non-zero vector can belong to at most \( \lfloor \log_r(\alpha) \rfloor \) repair subspaces among the repair subspaces: \(<S_{n\rightarrow 1}>, \ldots, <S_{n\rightarrow n-1}>\).

3) **Counting in a Bipartite Graph** The remainder of the proof then follows the steps outlined in Tamo et. al [7]. We form a bipartite graph with \( \{e_1, ..., e_\alpha\} \) (standard basis) as left nodes and \( S_{n\rightarrow 1}, ..., S_{n\rightarrow n-1} \) as right nodes as shown in Fig. 3. We declare that edge \((e_i, S_{n\rightarrow j})\) belongs to the edge set of this bipartite graph iff \( e_i \in <S_{n\rightarrow j}> \). Now since the MSR code is an optimal access code, the rows of each repair matrix \( S_{n\rightarrow j} \) must all be drawn from the set \( \{e_1, ..., e_\alpha\} \).

Counting the number of edges of this bipartite graph in terms of node degrees on the left and the right, we
As before, we next extend the validity of the above inequality for any \( \alpha \). Proof. Following the same steps as in the proof of Theorem III.1, with the difference that the number of nodes on the right equals \( w \) and we will obtain that for any \( \alpha \), let \( U \subseteq [n] \) be a second subset disjoint from \( U \) (i.e., \( U \cap P = \emptyset \)), of size \( |P| = r \). In this setting, the proof of Lemma [III.1] will go through for the pair of subsets \( U, P \), and we will obtain that for any \( p \in P \):

\[
\dim \left( \bigcap_{u \in U} < S_{u \rightarrow a} > \right) = \dim \left( \bigcap_{u \in U} < S_{p \rightarrow a} > \right) \leq \frac{\alpha}{r|U|}.
\]

As before, we next extend the validity of the above inequality for any \( U \subseteq [n] \) by assuming that \( \alpha < r^{k-1} \) and following the same steps as in the proof of Theorem [III.1]. Following this, we repeat the bipartite-graph construction.

A. Sub-Packetization Bound for MDS Codes with Optimal, Help-By-Transfer Repair of a Node Subset

Corollary III.2. Let \( C \) be a linear \([n, k]\) MDS code over the vector alphabet \( \mathbb{F}_q^\alpha \) containing a distinguished set \( W \) of \( |W| = w \leq (n - 1) \) nodes. Each node in \( W \) can be repaired, through linear repair, by accessing and downloading, precisely \( \beta = \frac{\alpha}{r} \) symbols over \( \mathbb{F}_q \) from each of the remaining \( d = (n - 1) \) nodes. In other words, the repair of each node in \( W \) can be carried out through help-by-transfer with minimum repair bandwidth with only linear operations. Then we must have

\[
\alpha \geq \min \{r^{\frac{k}{r}}, r^{k-1}\}.
\]

Proof. We remark that even in this setting, it is known that \( d\beta = d\frac{\alpha}{r} \) is the minimum repair bandwidth needed to repair the nodes in \( W \), hence the nodes in \( W \) are those for which the repair is optimal. To prove the corollary, consider a subset \( U \subseteq W \) and \( |U| \leq k - 1 \) and repeat the steps used to prove Lemma [II.1] with this set \( U \). Since in the proof of Lemma [II.1], we only consider equations regarding repair of nodes in \( U \), the proof of Lemma [II.1] will go through. Assuming wolog that \( n \notin W \), we will arrive at the following analogue of (21):

\[
\dim \left( \bigcap_{u \in U} < S_{n \rightarrow u} > \right) \leq \frac{\alpha}{r|U|}.
\]

For the case when \( |W| > (k - 1) \), we again extend the range of validity of this inequality to the case when \( U \) is any subset of \( W \), by first assuming that \( \alpha < r^{k-1} \) and proceeding as in the proof of Theorem [III.1] above. For the case when \( |W| \leq (k - 1) \), no such extension is needed. We then repeat the bipartite-graph-counting argument used in the proof of Theorem [III.1] with the difference that the number of nodes on the right equals \( w \) with \( \{S_{(n,j)} : j \in W\} \) as nodes in the right. This will then give us the desired result. 

B. Subpacketization Bound for All-Node Repair and Constant Repair Subspaces

Corollary III.3. Given a linear optimal access \( (\alpha, \beta) \) MSR code \( C \) with \( d = n - 1 \) and linear repair for all \( n \) nodes with \( S_{i \rightarrow j} = S_j \forall i, j \in [n], i \neq j \) (thus the repair matrix \( S_{i \rightarrow j} \) is independent of \( i \)), we must have:

\[
\alpha \geq \min \{r^{\frac{k}{r}}, r^{k-1}\}.
\]

Proof. For a given subset \( U \subseteq [n] \) of nodes, of size \( 2 \leq |U| \leq k - 1 \), let \( P \subseteq [n] \) be a second subset disjoint from \( U \) (i.e., \( U \cap P = \emptyset \)), of size \( |P| = r \). In this setting, the proof of Lemma [II.1] will go through for the pair of subsets \( U, P \) and we will obtain that for any \( p \in P \):

\[
\dim \left( \bigcap_{u \in U} < S_{u} > \right) = \dim \left( \bigcap_{u \in U} < S_{p \rightarrow u} > \right) \leq \frac{\alpha}{r|U|}.
\]

As before, we next extend the validity of the above inequality for any \( U \subseteq [n] \) by assuming that \( \alpha < r^{k-1} \) and following the same steps as in the proof of Theorem [III.1]. Following this, we repeat the bipartite-graph construction.
and subsequent counting argument as in the proof of Theorem III.1 with one important difference. In the bipartite graph constructed here, there are $n$ nodes on the right (as opposed to $(n-1)$), with $\{S_1, \ldots, S_n\}$ as nodes in the right. The result then follows.

\[\square\]

C. Sub-packetization Bound for an Arbitrary Number $d$ of Helper Nodes

\textbf{Corollary III.4.} Let $C$ be a linear $[n, k]$ MDS code over the vector alphabet $\mathbb{F}_q^n$ containing a distinguished set $W$ of $|W| = w \leq d$ nodes. Each node $j$ in $W$ can be repaired, through linear repair, by accessing and downloading, precisely $\beta = \frac{\alpha}{s}$ symbols over $\mathbb{F}_q$ from each of the $d$ helper nodes where $s = d - k + 1$, the $d$ helper nodes are any set of $d$ nodes apart from the failed node $j$. In other words, the repair of each node in $W$ can be carried through help by transfer with minimum repair bandwidth with only linear operations. Then we must have

\[
\alpha \geq \begin{cases} 
\min\{s^{\frac{n-1}{s}}, s^{k-1}\}, & w > (k-1) \\
\frac{1}{s^{\frac{n-1}{s}}}, & w \leq (k-1).
\end{cases}
\tag{24}
\]

\textbf{Proof.} To prove this, we simply restrict our attention to the punctured code obtained by selecting a subset of nodes of size $n' = (d+1)$ that includes the subset $W$ for which optimal repair is possible. Applying the results of Corollary III.2 then gives us the desired result. \[\square\]

D. Subpacketization Bound for Arbitrary $d$ and Repair Subspaces that are Independent of the Choice of Helper Nodes

\textbf{Corollary III.5.} Let $C$ be a linear optimal-access $\{(n, k, d)\}$ MSR code for some $d$, $k \leq d \leq n - 1$, and linear repair for all $n$ nodes. We assume in addition, that every node $j \in [n]$ can be repaired by contacting a subset $D \subseteq [n] \setminus \{j\}$, $|D| = d$ of helper nodes in such a way that the repair matrix $S_{i \rightarrow j}^D$ is independent of the choice of the remaining $(d - 1)$ helper nodes, i.e., $S_{i \rightarrow j}^D = S_{i \rightarrow j}$, $\forall j \in [n]$ and $i \in D$, $\forall D \subseteq [n] \setminus \{j\}, |D| = d$. Then we must have:

\[
\alpha \geq \min\{s^{\frac{n-2}{s}}, s^{k-1}\}.
\]

\textbf{Proof.} Given a set $U, U \subseteq [n-1]$, of nodes of size $|U|$, $2 \leq |U| \leq k-1$, let us form a set $P$ of size $|P| = d - k + 1$, such that $P \subseteq [n]$, with $n \in P$, $U \cap P = \emptyset$. Let $V$ be any subset of $[n] \setminus \{U \cup P\}$ such that $|U \cup V \cup P| = d + 1$. Next, consider the punctured code obtained by restricting attention to the node subset $\{U \cup V \cup P\}$. The proof of Lemma II.1 applied to the subset $\{U \cup V \cup P\}$ of nodes will then go through and we will obtain:

\[
\dim \left( \bigcap_{u \in U} < S_{n \rightarrow u} > \right) \leq \frac{\alpha}{s^{\frac{|U|}{s}}}.
\]

We then repeat the process of extending the above inequality for any $U \subseteq [n-1]$ by assuming $\alpha < s^{k-1}$ and following the proof of Theorem III.1. Following this, we construct the bipartite graph as always and repeat the counting argument employed in the proof of Theorem III.1 with one difference. On the right side of the bipartite graph, we now have the $(n-1)$ repair matrices $S_{n \rightarrow 1}, \ldots, S_{n \rightarrow n-1}$ as the right nodes of the bipartite graph. This will give us the desired result. We omit the details. \[\square\]

IV. STRUCTURE OF MDS CODES WITH OPTIMAL ACCESS REPAIR OF A SUBSET OF NODES, OPTIMAL SUB-PACKETIZATION

In this subsection, we are going to deduce the structure of linear MDS code that allows for optimal-access single-node repair for any node in a subset of $w \leq k$ nodes with optimal sub-packetization level (i.e., achieving our lower bound on $\alpha$ shown in equation (24)). While deducing the structure we also assume that these codes have constant repair matrices that are independent of the helper node set i.e., $S_{i \rightarrow j}^D = S_j$ where $D$ is helper node set with cardinality $d$. Also, since the codes are optimal access, the rows of $(\beta \times \alpha)$ repair matrices $S_j$’s are comprised of standard basis vectors from $\mathbb{F}_q^n$. Note that the condition $S_{i \rightarrow j}^D = S_j$ is satisfied by a lot of constructions in literature.

Theorem IV.1 completely describes the structure of repair matrices of the code whereas Theorem IV.2 describes the support of the generator matrix of the code in terms of these repair matrices. We present the statements of the Theorems first. Before proving them we present some Lemma’s that prove some properties on the repair matrices.
Theorem IV.1 (Repair Matrix Structure). Let, \( C \) be an \((n, k, d = k + s - 1)\) MDS code with sub-packetization level \( \alpha = s^p \) such that any single node within the set of \([1 : w]\) nodes can be repaired by optimal-access by downloading \( \beta = s^{p-1} \) symbols from any \( d \) helper nodes, where \( w = sp \leq k \), then the repair subspaces are forced to be:

\[
< S_{ys+x+1} > = \text{span}\{e_z \mid z \in [sp], z_y = x\} \text{ for all } x \in [0, s-1], y \in [0, p-1]
\]  

upto a permutation over \([\alpha]\), where, \((z_0, \ldots, z_{p-1})\) is an \( s \)-array representation of \( z - 1 \) for \( z \in [sp] \) and \( \{e_z \mid z \in [sp]\} \) is the set of standard basis vectors of \( \mathbb{F}_q^\alpha \).

Theorem IV.2 (Generator Matrix Support). Let \( s = d - k + 1 \leq r, r = n - k, p \) be positive integers. Consider an \([n, k]\) MDS code over the vector alphabet \( \mathbb{F}_q^\alpha \) where \( \alpha = s^p \). Let, \([1 : w]\) be a set of \( w = sp \) nodes such that any node in that set can be repaired, through linear repair, by accessing and downloading, precisely \( \beta = s^p \) symbols over \( \mathbb{F}_q \) from each of the set of \( d \) helper nodes. The set of \( d \) helper nodes \( D \) is such that , \(|D| = d \) and \( D \subseteq [n] \setminus \{u\} \). Let \( d \geq k + 1, k \geq 3 \) and the generator matrix be of the form,

\[
G = \begin{bmatrix}
I_\alpha & 0 & \cdots & 0 \\
0 & I_\alpha & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_\alpha \\
A_{1,1} & A_{1,2} & \cdots & A_{1,k} \\
A_{2,1} & A_{2,2} & \cdots & A_{2,k} \\
\vdots & \vdots & \ddots & \vdots \\
A_{r,1} & A_{r,2} & \cdots & A_{r,k}
\end{bmatrix}
\]

where \( A_{i,j} = \begin{bmatrix}
v_{i,j}(1)^T \\
v_{i,j}(2)^T \\
\vdots \\
v_{i,j}(\alpha)^T
\end{bmatrix} \)  

and \( v_{i,j}(z) \) for all \( z \in [\alpha] \) are vectors in \( \mathbb{F}_q^\alpha \).

We define two sets:

\[
N_j = \{ z \in [sp] \mid e_z \in < S_j > \}, \quad L_z = \{ j \in [sp] \mid e_z \in < S_j > \} \text{ for all } j \in [sp] \text{ and } z \in [sp],
\]

where \( S_1, \ldots, S_{sp} \) are the repair matrices corresponding to repair of nodes \( 1, \ldots, sp \) respectively. It is clear to see that \( j \in L_z \) iff \( z \in N_j \).

1) For \( i \in [r], j \in [sp + 1, k] \), the matrices \( A_{i,j} \) are diagonal i.e., for all \( z \in [\alpha] \), the \( z \)-th row,

\[
v_{i,j}(z) = a_{i,j,z} e_z,
\]

where \( a_{i,j,z} \) is an element in \( \mathbb{F}_q^* \).

2) For \( i \in [r], j \in [sp] \), the rows of matrices \( A_{i,j} \), satisfy following properties:

a) For all \( z \notin N_j \)

\[
v_{i,j}(z) = a_{i,j,z} e_z,
\]

where \( a_{i,j,z} \) is an element in \( \mathbb{F}_q^* \).

b) For any \( z \in N_j, i \in [r]:\)

\[
\text{Support}(v_{i,j}(z)) \subseteq \bigcap_{j \in L_z \setminus \{j\}} N_{j'}, \quad \bigcup_{i \in D'} \text{Support}(v_{i,j}(z)) = \bigcap_{j \in L_z \setminus \{j\}} N_{j'} \text{ for any } D' \subseteq [r] \text{ such that } |D'| = s
\]

\[
\bigcup_{i=1}^r \text{Support}(v_{i,j}(z)) = N_{j'} \quad | \bigcup_{i=1}^r \text{Support}(v_{i,j}(z)) | = s
\]

c) For any \( z \neq z' \in N_j \)

\[
(\bigcup_{i=1}^r \text{Support}(v_{i,j}(z)) \cap \bigcup_{i=1}^r \text{Support}(v_{i,j}(z'))) = \phi
\]

Before presenting the proofs for Theorems IV.1 and IV.2, we present the following lemma that shows that the dimension of repair sub-spaces either reduces by a factor of \( s = d - k + 1 \) or it is zero.
Lemma IV.3. Let $s = d - k + 1, p$ be positive integers. Consider an $[n, k]$ MDS code over the vector alphabet $\mathbb{F}_q^n$ where $\alpha = s^p$. Let, $[1 : w]$ be a set of $w = sp \leq (n - 1)$ nodes such that any node $u \in W$ can be repaired, through linear repair, by accessing and downloading, precisely $\beta = \frac{\alpha}{s}$ symbols over $\mathbb{F}_q$ from each of the set of $d$ helper nodes. Then,

$$
\dim (\cap_{j \in J} < S_j >) = \begin{cases} 
    s^{p-|J|} & \text{or } 0 \\
    \alpha & \text{if } |J| \leq p \\
    0 & \text{if } |J| > p 
\end{cases}
$$

where $S_j, j \in [w]$ are the constant repair matrices.

Proof: Let us recall the counting argument on the bipartite graph used in the proof of Theorem III.1. Assume nodes $e_1, \ldots, e_\alpha$ on the left and $S_1, \ldots, S_w$ on the right as shown in Figure 3. The right degree of this bipartite graph is $\beta$ resulting in $w/\beta$ edges. Let the average left degree be $d_{avg}$. Then: $d_{avg} = \beta w = sp\beta$, therefore $d_{avg} = p$.

We define the neighbors of left nodes $e_z$ for $z \in [\alpha]$ in the graph as below:

$$
L_z = \{ j \in [sp] \mid e_z \in < S_j > \}.
$$

From the proof of Corollary III.5 for any set $J \subseteq [w]$:

$$
\dim (\cap_{j \in J} < S_j >) \leq \frac{\alpha}{s^{|J|}}.
$$

(31)

By setting $J = L_z$ in the above equation where $z$ is a left node with maximum degree $d_{\max} = |L_z|$ in the bipartite graph, we get that $d_{\max} \leq \log_s \alpha = p$. Hence we know that the degree of each left node is upper bounded by $p$. But since, the average left degree is $p$, it follows that the graph is regular with left degree $p$ and right degree $\beta$.

Using (31) for any set $J \subseteq [w]$:

$$
\dim (\cap_{j \in J} < S_j >) \leq \frac{\alpha}{s^{|J|}} = s^{p-|J|} \quad \text{(as } \alpha = s^p) \\
\implies \dim (\cap_{j \in J} < S_j >) = 0 \quad \text{for } J \text{ such that } |J| > p
$$

(32)

Let, $|J| \leq p$, $\cap_{j \in J} < S_j > \neq \emptyset$, then there exists $z \in [\alpha]$ such that $e_z \in \cap_{j \in J} < S_j >$. Consider the neighbors $L_z$ of $e_z$ in bipartite graph. It is clear to see that $J \subseteq L_z$. We also have that:

$$
\dim (\cap_{j \in L_z} < S_j >) \leq \frac{\alpha}{s^{|L_z|}} = \frac{s^p}{s^{|L_z|}} = 1 \quad \text{(as } \alpha = s^p, |L_z| = p).
$$

But, $e_z \in \cap_{j \in L_z} S_j$ implying that:

$$
\dim (\cap_{j \in L_z} < S_j >) = 1 \text{ and } \cap_{j \in L_z} < S_j > \supseteq e_z.
$$

Applying Lemma II.1 with $\ell = p \leq w$ for $d$ helper nodes i.e., essentially replacing $r$ with $s$ in the proof of the
lemma, it follows that:

\[
1 = \dim(\cap_{j \in L_s} < S_j >) \leq \frac{1}{sp-|J|} \dim(\cap_{j \in J} < S_j >)
\]

\[
\implies \dim(\cap_{j \in J} < S_j >) \geq \frac{1}{sp-|J|} \quad (33)
\]

\[
\implies \dim(\cap_{j \in J} < S_j >) = \frac{1}{sp-|J|} \quad (due \ to \ equations \ (32) \ and \ (33)).
\]

\[\square\]

A. Proof of Theorem [IV.2] The Generator Matrix Support

We will first show the matrices \(A_{i,j}\) for \(i \in [r], j \in [sp + 1 : k]\) are diagonal matrices. We show this by proving that the support of \(z\)-th row is \(\text{Support}(\mathbf{v}_{i,j}(z)) = \{z\}\). Firstly, from Lemma [IV.3] it is clear to see that:

\[
\dim(\cap_{j \in L_s} < S_j >) = \frac{\alpha}{s|L_z|} = 1 \quad (as \ |L_z| = p, \mathbf{e}_z \in \cap_{j \in L_s} < S_j >).
\]

It also follows that \(\cap_{j \in L_s} < S_j > = \mathbf{e}_z\). From interference alignment conditions (see Lemma [B.1]) we have:

\[
< S_j A_{i,j} > = < S_{j'} > \quad \text{for all } i \in [r], \ j \in [k], j' \in [sp], j \neq j'.
\]

For \(j \in [sp + 1, k]\) and \(z \in [\alpha]\):

\[
\cap_{j' \in L_s} < S_{j'} A_{i,j} > = \cap_{j' \in L_s} < S_{j'} > = < \mathbf{e}_z > \quad \text{as } \cap_{j \in L_z} \subseteq [1, sp], \ j \notin L_z
\]

\[
< (\cap_{j' \in L_s} S_{j'}) A_{i,j} > = < \mathbf{v}_{i,j}(z) > = < \mathbf{e}_z > \quad \implies \mathbf{v}_{i,j}(z) = a_{i,j, z} \mathbf{e}_z \text{ for all } i \in [r], j \in [sp + 1, k], z \in [\alpha]
\]

This implies that \(A_{i,j}\) is diagonal for \(i \in [r], j \in [sp + 1 : k]\). We will now show the support of rows of matrices \(A_{i,j}\) for \(i \in [r] \text{ and } j \in [sp]\). Let us consider the \(z\)-th row such that \(z \in [\alpha] \setminus N_j\), then again from the interference alignment condition we have:

\[
\cap_{j' \in L_z} < S_{j'} A_{i,j} > = \cap_{j' \in L_z} < S_{j'} > = < \mathbf{e}_z > \quad (as \ j \notin L_z)
\]

\[
< (\cap_{j' \in L_z} S_{j'}) A_{i,j} > = < \mathbf{v}_{i,j}(z) > = < \mathbf{e}_z > \quad \implies \mathbf{v}_{i,j}(z) = a_{i,j, z} \mathbf{e}_z \text{ for all } i \in [r], j \in [sp], z \notin N_j.
\]

We therefore know the support of \(\alpha - |N_j| = \alpha - \beta\) rows of \(A_{i,j}\). We will now show the support structure for the remaining \(\beta\) rows indexed by set \(N_j\). For \(j \in [sp], z \in N_j\), it is clear that \(j \in L_z\). By interference alignment condition (see Lemma [B.1]):

\[
\cap_{j' \in L_z \setminus \{j\}} < S_{j'} A_{i,j} > = \cap_{j' \in L_z \setminus \{j\}} < S_{j'} > \quad \text{for all } i \in [r].
\]

From Lemma [IV.3]

\[
\dim(\cap_{j' \in L_z \setminus \{j\}} < S_{j'} >) = \frac{\alpha}{s|L_z|-1} = s
\]

as we know \(e_z\) is an element in \(\cap_{j' \in L_z \setminus \{j\}} < S_{j'} >\) by definition of \(L_z\). Using interference alignment conditions again we get:

\[
(\cap_{j' \in L_z \setminus \{j\}} < S_{j'} >) A_{i,j} = (\cap_{j' \in L_z \setminus \{j\}} < S_{j'} >) \quad \implies \mathbf{v}_{i,j}(z) \in (\cap_{j' \in L_z \setminus \{j\}} < S_{j'} >)
\]

Let us consider repair of node \(j\), where all the remaining systematic nodes \([k] \setminus \{j\}\) are part of helper node set and the rest \(s\) nodes are picked from the set \(P = \{k+1, \cdots, k+r\}\), then by the full rank condition from Lemma [B.1] we have:

\[
\bigoplus_{i \in D'} < S_j A_{i,j} > = F_q^\alpha
\]
We know that:
\[
\bigoplus_{i\in D'} < \{ v_{i,j}(z) \mid z \in N_j \} > = \mathbb{F}_q^\alpha
\]
\[
\Rightarrow \cup_{i\in D', z\in N_j} \text{Support}(v_{i,j}(z)) = [\alpha]
\]
This implies that:
\[
v_{i,j}(z) \in \cap_{j'\in L_z \setminus \{j\}} < S_{j'} >
\]
\[
\cup_{i\in D} \text{Support}(v_{i,j}(z)) \subseteq \cap_{j'\in L_z \setminus \{j\}} N_{j'} \text{ for any } D' \subseteq [r], |D'| = s,
\]
\[
\cup_{z\in N_j} \cup_{i\in D'} \text{Support}(v_{i,j}(z)) \subseteq \cup_{z\in N_j} \left( \cap_{j'\in L_z \setminus \{j\}} N_{j'} \right)
\]
\[
\alpha = | \cup_{i\in D', z\in N_j} \text{Support}(v_{i,j}(z)) | \leq |N_j|s = \alpha.
\]

This implies that:
\[
\cup_{i\in D'} \text{Support}(v_{i,j}(z)) = \cap_{j'\in L_z \setminus \{j\}} N_{j'} \text{ for any } D' \subseteq [r], |D'| = s
\]
\[
\text{Support}(v_{i,j}(z)) \subseteq \cap_{j'\in L_z \setminus \{j\}} N_{j'} \text{ for all } i \in [r]
\]
and that,
\[
\text{Support}(v_{i,j}(z)) \cap \text{Support}(v_{i,j}(z')) = \phi \text{ for any } z, z' \in N_j, z \neq z', i \in [r].
\]

In this Lemma we look at some necessary conditions on the generator matrix coefficients. One of these conditions follow due to the MDS property of the code.

**Lemma IV.4.** Let us consider the setting of Theorem IV.2. The following properties are also necessary along with the support structure presented in Theorem IV.2.

1) \( a_{i,j,z} \) is diagonal element of the matrix \( A_{i,j} \) for \( i \in [r] \) and \( j \in [sp + 1 : k] \). For every \( z \in [\alpha] \), the matrix
\[
Q_z = \begin{bmatrix}
    a_{1,sp+1,z} & a_{1,sp+2,z} & \cdots & a_{1,k,z} \\
    a_{2,sp+1,z} & a_{2,sp+2,z} & \cdots & a_{2,k,z} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{r,sp+1,z} & a_{r,sp+2,z} & \cdots & a_{r,k,z}
\end{bmatrix}
\]
is of dimension \( r \times (k - sp) \) and has the property that every square sub-matrix is invertible.

2) For any \( z \in N_j \), the following matrix:
\[
[ v_{1,j}(z) \ v_{2,j}(z) \ \ldots \ v_{r,j}(z) ]
\]
when restricted to non-zero rows results in the generator matrix of an \([r,s]\) MDS code over \( \mathbb{F}_q \).

**Proof:** Let us assume that \( E \) is a set of \( |E| = r \) erasures such that \( E \cap [sp] = \phi \), ie., all the erasures seen in the first \( k \) nodes belong to the set \([sp + 1 : k]\). Let \( E \cap [sp + 1 : k] = \{ j_1, \ldots, j_\ell \} \) and \([k + 1 : n] \setminus E = \{ i_1, \ldots, i_{\ell} \} \) where \( \ell \leq \min\{r, k - sp\} \). Then to be able to recover from these \( E \) erasures it is necessary that the \( \ell \alpha \times \ell \alpha \) submatrix is invertible:
\[
\begin{bmatrix}
    A_{i_1 - k,j_1} & \cdots & A_{i_1 - k,j_\ell} \\
    \vdots & \ddots & \vdots \\
    A_{i_\ell - k,j_1} & \cdots & A_{i_\ell - k,j_\ell}
\end{bmatrix}
\]
needs to be invertible for the MDS property to hold. The block matrices above are all diagonal, therefore the above matrix is invertible if and only if for every \( z \in [\alpha] \) the matrix:
\[
\begin{bmatrix}
    a_{i_1 - k,j_1,z} & \cdots & a_{i_1 - k,j_\ell,z} \\
    \vdots & \ddots & \vdots \\
    a_{i_\ell - k,j_1,z} & \cdots & a_{i_\ell - k,j_\ell,z}
\end{bmatrix}
\]
is invertible,
implying that any square submatrix of \((r \times (k - sp))\) matrix \(Q_z\) shown in equation (34) is invertible. \(\square\)

B. Proof of Theorem [IV.1] The Repair Matrix Structure

In the following lemma we will show that the \(w = sp\) repair subspaces can be grouped in to \(p\) sets with each set containing \(s\) repair subspaces. Within each group any two repair subspaces are disjoint and the direct sum of \(s\) repair subspaces within a any group is equal to \(\mathbb{F}_q^{sp}\).

**Lemma IV.5.** Let \(s = d - k + 1 \leq r, r = n - k, p\) be positive integers. Consider an \([n, k]\) MDS code over the vector alphabet \(\mathbb{F}_q^a\) where \(\alpha = s^p\). Let, \([1 : w]\) be a set of \(w = sp \leq k\) nodes such that any node in this set can be repaired, through linear repair, by accessing and downloading, precisely \(\beta = \frac{n}{s}\) symbols over \(\mathbb{F}_q\) from each of the set of \(d\) helper nodes. The dimension of intersection of \(j\) repair sub-spaces with each picked from a different group is given by \(sp - j\).

Let, \(S_j, j \in [w]\) be the repair matrices corresponding to the \(w\) nodes that can be repaired optimally, then there exists a partitioning \(P_1, \ldots, P_p\) of the set \([sp]\) such that \(|P_m| = s\) for all \(m \in [p]\) and,

\[
\oplus_{j \in P_m} < S_j > = \mathbb{F}_q^a \text{ for any } m \in [p],
\]

\[
\dim(\cap_{j \in J} < S_j >) = sp - |J| \text{ for any } J \subseteq [sp] \text{ such that } |J| \leq p, |J \cap P_m| \leq 1 \text{ for all } m \in [p].
\]

In order to prove this lemma we will now introduce some definitions.

**Definition 2** (Partitioning of \(R\)). We say that the collection of repair matrices \(S_1, \ldots, S_s\) partition a subspace \(R\) if the following condition holds:

\[
\oplus_{i=1}^s (< S_i > \cap R) = R.
\]

**Proof of Lemma IV.5**

Let us consider an arbitrary \([z \in \alpha]\) and let

\[L_z = \{j \in [sp] \mid e_z < S_j > = \{j_1, \ldots, j_p\}\},\]

as from Lemma IV.3, it follows that \(|L_z| = p\). We now define subspace \(R_y\) for any \(y \in [p]\) as shown below:

\[
R_y = \begin{cases} 
\cap_{i=1}^{p-y} < S_{j_i} > & y < p \\
\mathbb{F}_q^a & \text{otherwise.}
\end{cases}
\]

We will now come up with a set \(P_1\) containing \(s\) elements and show that \(\{S_i \mid i \in P_1\}\) partition the space \(\mathbb{F}_q^a\). We do this inductively by first showing that \(\{S_i \mid i \in P_1\}\) partitions \(R_1\) and then by showing that partitioning \(R_y\) implies partitioning of \(R_{y+1}\) for any \(y \in [p-1]\). Since \(R_y = \mathbb{F}_q^a\) this gives the desired result. We will later show that we can get \(s\) element sets \(P_2, \ldots, P_p\) that satisfy this property as well.

We will now proceed to identify \(P_1\) and show that \(\{S_i \mid i \in P_1\}\) partitions \(R_1\). Looking at the bipartite graph (see Fig. 4) whose left nodes are \(\{e_{z'} \mid z' \in R_1\}\) and the right nodes are

\[
\{S_i \mid i \in P_1\}, \text{ where } P_1 = \{i \in [sp] \setminus \{j_1, \ldots, j_{p-1}\} \mid < S_i > \cap R_1 \neq \phi\}.
\]

It is clear that the number of left nodes is equal to \(s\) as \(e_{z'} \in R_1\) from Lemma IV.3. The left degree of node \(z' \in R_1\) is given by \(|L_{z'} \cap P_1|\). By the definition of \(R_1\), \(\{j_1, \ldots, j_{p-1}\} \subseteq L_{z'}\) but \(\{j_1, \ldots, j_{p-1}\} \cap P_1 = \phi\). Therefore the left degree is equal to \(|L_{z'}| - (p - 1) = 1\) by Lemma IV.3. The right degree for any \(i \in P_1\) is given by:

\[
\dim(< S_i > \cap R_1) = 1 \text{ by Lemma IV.3}
\]

Therefore the number of right nodes is equal to \(|P_1| = |R_1| = s\). It now follows that:

\[
\oplus_{i \in P_1} (< S_i > \cap R_1) = R_1
\]

Therefore \(\{S_i \mid i \in P_1\}\) partitions the space \(R_1\). We will now show that if \(\{S_i \mid i \in P_1\}\) partitions the space \(R_y\) for any \(y \in [p - 1]\), it partitions the larger space \(R_{y+1}\). By that assumption, we have that:

\[
\oplus_{i \in P_1} (< S_i > \cap R_1) = R_y.
\]
Let us define

\[ N_i = \{ z \in [\alpha] \mid e_z \in S_i \} \text{ for all } i \in [sp] \]

\[ I_y = \{ z \in [\alpha] \mid e_z \in R_y \} \text{ for all } y \in [p]. \]

From the definition of \( R_y \) it is clear to see that:

\[ I_y = \begin{cases} \bigcap_{i=1}^{p-y} N_j, & y < p \\ \alpha, & y = p, \end{cases} \]

and \( |I_y| = s^y \). From (30) in Theorem IV.2 we have that:

\[ \bigcup_{i=1}^{p-y} \text{Support}(v_{i_{j_{p-y}}} (z)) = \bigcap_{j \in L_z \setminus \{j_{p-y}\}} N_j \text{ for any } z \in N_{j_{p-y}}. \]

Notice that \( I_y \subseteq N_{j_{p-y}} \). Therefore, for any \( i \in P_1 \) from the above equation it follows that:

\[
\begin{align*}
\bigcup_{i=1}^{p-y} \text{Support}(v_{i_{j_{p-y}}} (z)) & = \bigcup_{z \in N_i \cap I_y} \left( \bigcap_{j \in L_z \setminus \{j_{p-y}\}} N_j \right) \\
& \subseteq N_i \cap \left( \bigcap_{i=1}^{p-y} N_j \right) = N_i \cap I_{y+1},
\end{align*}
\]

as \( \{i\} \cup \{j_1, \cdots, j_{p-y}\} \subseteq L_z \) for \( z \in N_i \cap I_y \). But we know that cardinality of the LHS is \( |N_i \cap I_y| * s = s * s^{y-1} = s^y \) as the sets \( \bigcup_{i=1}^{p-y} \text{Support}(v_{i_{j_{p-y}}} (z)) \) are disjoint across different \( z \in N_{j_{p-y}} \) from Theorem IV.2. This is same as the cardinality of RHS from Lemma IV.3. Therefore from equation (37) we have,

\[
\begin{align*}
\bigcup_{z \in N_i \cap I_y} \bigcup_{i=1}^{p-y} \text{Support}(v_{i_{j_{p-y}}} (z)) & = N_i \cap I_{y+1} \text{ for all } i \in P_1. \\
\bigcup_{i \in P_1, \bigcup_{z \in N_i \cap I_y} \bigcup_{i=1}^{p-y} \text{Support}(v_{i_{j_{p-y}}} (z)) & = \bigcup_{i \in P_1} N_i \cap I_{y+1} \\
& \subseteq I_{y+1}.
\end{align*}
\]

By the induction assumption the set \( \{S_i \mid i \in P_1\} \) partitions \( R_y \). Therefore for any \( i, i' \in P_1 \),

\(< S_i \cap R_y \cap < S_{i'} \cap R_y > = \phi\\)

\( (N_i \cap I_y) \cap (N_{i'} \cap I_y) = \phi. \)

Therefore the cardinality of LHS in equation (38) is \( |P_1| * |N_i \cap I_y| * s = s^{y+1} \) due to Theorem IV.2. This is equal to the cardinality of \( I_{y+1} \) in the RHS from Lemma IV.3. Therefore from equation (38) we have that,

\[
\bigcup_{i \in P_1} (N_i \cap I_{y+1}) = I_{y+1}
\]

\( \oplus_{i \in P_1} (< S_i > \cap R_{y+1}) = R_{y+1}. \)
It is therefore clear that, the collection \( \{ S_i \mid i \in P_1 \} \) partitions the set \( \mathbb{F}_q^\alpha \) by setting \( y = p - 1 \). We will now prove that there exist \( p \) such sets by induction. Let us assume that we have \( y \) such sets \( P_1, P_2, \ldots, P_y \) such that for any \( y' \in [y] \)
\[
\bigoplus_{i \in P_{y'}} S_i > = \mathbb{F}_q^\alpha
\]
then we will show that there is a set \( P_{y+1} \) such that \( \{ S_i \mid i \in P_{y+1} \} \) partitions \( \mathbb{F}_q^\alpha \).

We will first show that if one element each is picked from each partition they have a non-zero intersection i.e.,
\[
\bigcap_{y'=1}^{y} < S_i > \neq \emptyset \text{ for any } i_{y'} \in P_{y'}.
\]
For \( y = 1 \), there trivially holds true. Assume that it is true for \( y = t - 1 \):
\[
\bigcap_{y'=1}^{t-1} N_{i_{y'}} \neq \emptyset \text{ for any } i_{y'} \in P_{y'}
\]

\[
\implies |\bigcap_{y'=1}^{t-1} N_{i_{y'}}| = s^{p-t+1} \text{ (by Lemma [IV.3])}
\]
Looking at the bipartite graph with left nodes as elements in \( \{ e_x \mid x' \in \bigcap_{y'=1}^{t-1} N_{i_{y'}} \} \) and right nodes as elements in
\[
\left\{ S_j \mid S_j < S_j > \cap \left( \bigcap_{y'=1}^{t-1} < S_{i_{y'}} > \right) \neq \emptyset, j \in [sp] \setminus \{ i_1, i_2, \ldots, i_{t-1} \} \right\}
\]
Number of left nodes is equal to \( s^{p-t+1} \). The left degree of this graph is \( p - t + 1 \) and the right degree is \( s^{p-t} \). Therefore the number of right nodes is given by:
\[
\frac{1}{s^{p-t}}(p-t+1)s^{p-t+1} = s(p-t+1).
\]
It is clear to see that
\[
< S_i > \cap \left( \bigcap_{y'=1}^{t-1} < S_{i_{y'}} > \right) = \emptyset \text{ for any } i \in P_1 \cup P_2 \cup \cdots \cup P_{t-1} \setminus \{ i_1, \ldots, i_{t-1} \}.
\]
Therefore we have \( (s-1)(t-1) \) repair matrices that are disjoint with \( \bigcap_{y'=1}^{t-1} < S_{i_{y'}} > \) and none of them can be part of the right nodes of the bipartite graph. Therefore all the remaining nodes \( sp - (t-1) - (s-1)(t-1) = s(p-t+1) \) that are not part of the \( t-1 \) disjoint sets \( P_1, \ldots, P_{t-1} \) have non zero intersection. Given we have any \( s \) element set \( P_t \) disjoint with \( P_1, \ldots, P_{t-1} \), it follows that:
\[
\bigcap_{y'=1}^{t} < S_{i_{y'}} > \neq \emptyset \text{ for any } i_{y'} \in P_{y'}
\]
implies the equation (36) in the lemma statement. We will use this to construct the set \( P_{y+1} \) given there are sets \( P_1, \ldots, P_y \) such that for any \( y' \in [y] \), \( \{ S_i \mid i \in P_{y'} \} \) partitions \( \mathbb{F}_q^\alpha \). Let \( e_{x} \in \bigcap_{y'=1}^{y} S_{i_{y'}} \) such that \( i_{y'} \in P_{y'} \) and \( L_z = \{ j_1, j_2, \ldots, j_p \} \) where \( j_{y'} = i_{y'} \) for all \( i \in [y] \). Looking at the bipartite graph with left nodes as elements from \( R_1 = \bigcap_{i=1}^{t-1} < S_j > \) and right nodes as elements in
\[
\{ S_i \mid i \in P_{y+1} \}, \text{ where } P_{y+1} = \{ j \in [sp] \setminus \{ j_1, \ldots, j_{p-1} \} \mid < S_j > \cap R_1 \neq \emptyset \}.
\]
Following a similar argument that shows that \( \{ S_i \mid i \in P_1 \} \) partitions \( \mathbb{F}_q^\alpha \) it can be shown that \( \{ S_i \mid i \in P_{y+1} \} \) partitions \( \mathbb{F}_q^\alpha \). It can be verified that the \( P_{y+1} \) that is picked is disjoint from the sets \( P_1, \ldots, P_y \). By setting \( y = p - 1 \), we have \( p \) sets \( P_1, \ldots, P_p \) that satisfy the properties stated in the theorem.

**Proof** of Theorem [IV.1] We can assume without loss of generality that the \( p \) partitions are defined by \( P_y = \{ y x + x + 1 \mid x \in [0 : s - 1] \} \) \( \{ S_{y x + x + 1} \mid x \in [0 : s - 1] \} \) form a partition \( P_y \). By varying \( y \in [0, p - 1] \), there are \( p \) partitions. From Lemma [IV.5] it follows that:
\[
< S_{y x + x + 1} > \cap < S_{y x + x' + 1} > = \emptyset \text{ for any } x \neq x' \in [0 : s - 1] \text{ from equation (35)}
\]
Let \( z, z' \in [sp] \) such that \( z \neq z' \) where \( (z_0, \ldots, z_{p-1}) \) and \( (z'_0, \ldots, z'_{p-1}) \) are \( s \)-array representations of \( z - 1 \),
Let $N_s = \{ z \mid e_z \in < S_j > \}$. We can define a permutation $\pi : [\alpha] \to [\alpha]$ as follows:

$$\pi(\cap_{y=0}^{p-1} N_{y_s+z_y+1}) = z$$

for any $z \in [s^p]$. Applying this permutation over the elements seen in the repair matrices, we get the repair subspace assignment shown in (25).

\[ \square \]

V. DEDUCED STRUCTURE FROM THEOREMS [IV.2] AND [IV.1]

In this section we describe how Theorems [IV.2] and [IV.1] determine the support structure of parity-check equations that define the optimal access MDS codes with optimal sub-packetization level. We first describe the structure for an example and then provide a general description.

A. Deduced structure of MDS code with optimal-access repair of $w = s$ nodes, where $\alpha = s$

We restrict our attention to the case when, $d = n - 1$, $w = r = s$ and $s \leq k$. From Theorem [IV.2] we get the general form of $\{ A_{p,u} \}$. Since the generator matrix is systematic, we can directly write down the parity-check matrix. In the following, we show that this parity-check matrix can be written such that the construction can be viewed to have a coupled-layer structure, that is present in the [5], [4], [17]. We do note however, that we are only considering the case where $w$ nodes are repaired, not all the nodes as in the case of [4], [5]. For simplicity we illustrate the connection via an example. A general description of the support structure for $w = sp$ case where $p \leq \lfloor \frac{k}{2} \rfloor$ is explained in next sub-section. Let $w = s = 3$, $r = 3$, $k = 3$, so that $\alpha = s = 3$. Let $U = [1,k]$ and $P = [k+1,n]$.

From Theorem [IV.1] it follows that:

$$S_j = < e_j > \text{ for all } j \in [3].$$

Now from Theorem [IV.2] we obtain that for any $i, j, z \in [3]$:

$$v_{i,j}(z) = \begin{cases} [v_{i,j,1}, v_{i,j,2}, v_{i,j,3}]^T & z = j \\ a_{i,j,z}e_z & z \neq j \end{cases}$$

Therefore for any $i \in [3]$:

$$A_{i,1} = \begin{bmatrix} v_{i,1,1} & v_{i,1,2} & v_{i,1,3} \\ 0 & a_{i,1,2} & 0 \\ 0 & 0 & a_{i,1,3} \end{bmatrix}, \quad A_{i,2} = \begin{bmatrix} a_{i,2,1} & 0 & 0 \\ v_{i,2,1} & v_{i,2,2} & v_{i,2,3} \\ 0 & 0 & a_{i,2,3} \end{bmatrix}, \quad A_{i,3} = \begin{bmatrix} a_{i,3,1} & 0 & 0 \\ 0 & a_{i,3,2} & 0 \\ v_{i,3,1} & v_{i,3,2} & v_{i,3,3} \end{bmatrix}. \quad (39)$$

The parity check matrix is given by:

$$H = \begin{bmatrix} A_{1,1} & A_{1,2} & A_{1,3} & -I_3 \\ A_{2,1} & A_{2,2} & A_{2,3} & -I_3 \\ A_{3,1} & A_{3,2} & A_{3,3} & -I_3 \end{bmatrix}. \quad (40)$$
Upon substituting for the $A_{i,j}$ for $i \in [3], j \in [3]$, we obtain:

$$H = \begin{bmatrix} v_{1,1,1} & a_{1,2,1} & a_{1,3,1} & a_{1,3,2} & -I_3 \\ v_{1,1,2} & v_{1,2,2} & v_{1,3,2} & v_{1,3,3} & I_3 \\ v_{2,1,1} & a_{2,2,1} & a_{2,3,1} & a_{2,3,2} & -I_3 \\ v_{2,1,2} & v_{2,2,2} & v_{2,3,2} & v_{2,3,3} & I_3 \\ v_{3,1,1} & a_{3,2,1} & a_{3,3,1} & a_{3,3,2} & -I_3 \\ v_{3,1,2} & v_{3,2,2} & v_{3,3,2} & v_{3,3,3} \end{bmatrix}$$

$H$ is an $r \times n \alpha$ matrix with $r$ thick rows and $n$ thick columns, where each thick row has $\alpha$ rows and each thick column has $\alpha$ columns. The rows and columns of $H$ can be permuted to obtain $H_{\text{perm}}$ where the elements that appear in the first block of $H_{\text{perm}}$ are obtained from the elements at first row, first column within each block of $H$. $H_{\text{perm}}$ has $\alpha$ thick rows and thick columns, where each thick row has $r$ rows and each thick column has $n$ columns.

$$H_{\text{perm}} = \begin{bmatrix} v_{1,1,1} & a_{1,2,1} & a_{1,3,1} & -I_3 \\ v_{2,1,1} & a_{2,2,1} & a_{2,3,1} & v_{2,1,2} \\ v_{3,1,1} & a_{3,2,1} & a_{3,3,1} & v_{3,1,2} \\ v_{1,1,2} & v_{1,2,2} & v_{1,3,2} & v_{3,1,2} \\ v_{2,1,2} & v_{2,2,2} & v_{2,3,2} & v_{3,2,2} \\ v_{3,1,2} & v_{3,2,2} & v_{3,3,2} & v_{3,3,2} \end{bmatrix}$$

This structure was first observed in the MSR constructions in [15] and [3]. The construction in [15], allowed optimal access repair of systematic nodes and had optimal sub-packetization $\alpha = r^\frac{s}{d}$, whereas the construction in [3] allowed optimal access repair of all the nodes with a sub-packetization of $\alpha = r^\leftfloor\frac{s}{d}\rightfloor$. However, both the constructions were not explicit and were defined over large field size and limited to the case $d = n - 1$. In [6], the authors extended the construction from [3] to support any $d < n - 1$, with sub-packetization $\alpha = s^\frac{d}{s}$. This construction is not explicit as well, but it is the first one to have the structure of an optimal sub-packetization MSR code for any $(n, k, d)$. This is followed by an explicit MSR code called coupled layer code construction that was independently discovered in [5], [4], [17].

1) Selecting coefficients for the coupled layer code: Let $P = \begin{bmatrix} p_1 & \cdots & p_k \end{bmatrix}$ be an $r \times k$ matrix such that $P = I_r$ forms the parity check matrix of an $[n, k]$ MDS code, $p_{i,j}$ be the element at $i$-th row and $j$-th column in $P$. By letting $a_{i,j} = p_{i,j}$ and $v_{i,j,j'} = p_{i,j'}$, $v_{i,j,j'}(z) = \gamma p_{i,j'}$ when $j \neq j'$, we get:

$$H_{\text{perm}} = \begin{bmatrix} p_1 & p_2 & p_3 & I_3 \\ \gamma p_1 & p_1 & p_2 & I_3 \\ p_1 & \gamma p_2 & p_1 & I_3 \end{bmatrix}$$

The coupled nature of the construction is now apparent. Columns with same color correspond to coupled symbols. In this case, there are three pairs of coupled symbols. This construction will be elaborated in detail in the following section.

B. Deduced structure of MDS code with optimal-access repair of $w = sp$ nodes, where $\alpha = sp$ for $p \leq \leftfloor\frac{k}{s}\rightfloor$

Let the parameters of MDS code be $(n = st, k = s(t - 1), d = n - 1)$ with optimal sub-packetization $\alpha = sp$ as the MDS code can repair any single node within the set of $w = sp$ nodes by optimal access, where $p \in [t - 1]$. In this section, we will use the two-tuple $(x, y)$ to represent a node with index $ys + x + 1$ for $x \in [0 : s - 1]$ and $y \in [0 : t - 1]$. We will now use the support structure of parity matrix derived in Theorem [17,2] along with the repair matrix structure forced due to Theorem [16,1] to show that the resultant parity structure is same as that of the construction presented in [17]. Let $(C(0, 0), \cdots, C(s - 1, t - 1))$ be a codeword where $C(x, y) \in F_q^\alpha$ and $C(x, y) =$
(C(x, y; z) \mid z \in \mathbb{Z}_p^s). The \( s \times \alpha \) parity symbols are defined by the generator matrix:

\[
\begin{bmatrix}
C(0, t-1) \\
C(1, t-1) \\
\vdots \\
C(s-1, t-1)
\end{bmatrix}
= \begin{bmatrix}
A_{1,1} & A_{1,2} & \cdots & A_{1,k} \\
A_{2,1} & A_{1,2} & \cdots & A_{1,k} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n-k,1} & A_{n-k,2} & \cdots & A_{n-k,k}
\end{bmatrix}
\begin{bmatrix}
C(0,0) \\
C(1,0) \\
\vdots \\
C(s-1, t-2)
\end{bmatrix}
\]

Let \( v_{i,j}(\tilde{z}) \) be the \( i \)-th row of matrix \( A_{i,j} \) and \( \tilde{z}(x \to z_y) = (z_0, \ldots, z_{y-1}, x, z_{y+1}, \ldots, z_{p-1}) \). For all \( \ell \in [0 : s - 1] \) and \( z \in \mathbb{Z}_p^s \):

\[
C(\ell, t-1; \tilde{z}) = \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y)
= \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y) + \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y)
= \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y) + \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y)
= \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y) + \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} v^T_{\ell,ys+x+1}(\tilde{z}) C(x, y)
\]

In (41), \( X \) represents placement for a coefficient, and this equation as we will see, follows due to Theorem IV.2. Firstly, from the Theorem [V.1] the structure of repair matrices of MDS codes that allow for optimal-access repair of single node within set of \( w = sp \) nodes, [1 : w] and have optimal sub-packetization level is given by:

\[
<s_{ys+x+1} = \text{span}\{e_z \mid z \in \mathbb{Z}_p^s, z_y = x\}, \forall y \in [0 : p - 1], \forall x \in [0 : s - 1].
\]

Let,

\[
N_j = \{z \in \mathbb{Z}_p^s \mid e_z \in S_j\} \text{ for all } j \in [sp]
\]

Therefore, \( N_{ys+x+1} = \{z \in \mathbb{Z}_p^s \mid z_y = x\} \) for any \( x \in [0 : s - 1], y \in [0 : p - 1]. \)

Secondly, from Theorem IV.2 it follows that:

1) For \( y \in [0 : p - 1] \), when \( x \neq z_y \) it is clear that \( z \notin N_{ys+x+1} \), therefore from equation 28

\[
\text{Support}(v_{\ell,ys+x+1}(\tilde{z})) = \{z\} \text{ for all } \ell \in [0 : s - 1].
\]

2) For \( y \in [0 : p - 1] \), when \( x = z_y \) it is clear that \( z \in N_{ys+x+1} \), therefore from equation 29

\[
\text{Support}(v_{\ell,ys+x+1}(\tilde{z})) = \cap_{j \in [s]} \{y \in [0 : p - 1] \mid y' \in [0 : p - 1] \}
= \{z \in [0 : s - 1] \mid y \in [0 : p - 1] \}
\]

3) For \( y \in [p : t - 2] \), the nodes \( y = [sp + 1 : k] \) for some \( x \in [0 : s - 1] \), therefore from equation 27.

\[
\text{Support}(v_{\ell,ys+x+1}(\tilde{z})) = \{z\} \text{ for all } \ell \in [0 : s - 1].
\]

This explains how the equation (41) is obtained.
Coefficient Assignment for Explicit Optimal-Access MDS Code from [17]:

For all $\ell \in [0 : s - 1]$, $z \in \mathbb{Z}_s^p$, let us the $r = s * s^p$ parity check equations be defined as follows:

$$C(\ell, t - 1; z) = \sum_{y=0}^{t-2} \sum_{x=0}^{s-1} \theta(x,y),tC(x, y; z) + \sum_{y=0}^{p-1} \sum_{x\neq z_y} \gamma \theta(x,y),tC(z_y, y; \bar{z}(x \rightarrow z_y)), \quad (42)$$

where $\gamma \in \mathbb{F}_q^*$ and $\gamma^2 \neq 1$ and $\theta(x,y),t$ are chosen such that

$$\Theta = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & \theta(0,0),0 & \theta(0,0),1 & \cdots & \theta(0,0),s-1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \theta(s-1,t-2),0 & \theta(s-1,t-2),1 & \cdots & \theta(s-1,t-2),s-1
\end{bmatrix} \quad (43)$$

forms the generator matrix of $[n = st, k = s(t-1)]$ MDS code over $\mathbb{F}_q$ with $q \geq n - 1$.

Optimal-Access Repair Property Let $(x_0, y_0)$ be the node to be repaired for some $x_0 \in [0 : s - 1]$ and $y_0 \in [0 : p-1]$, then the helper information sent by the the helper node $(x, y) \neq (x_0, y_0)$ where $x \in [0 : s - 1]$, $y \in [0 : t - 1]$ is given by:

$$\{ C(x, y; \bar{z}) \mid z \in \mathbb{Z}_s^p, z_{y_0} = x_0 \}$$

For $\ell \in [0 : s - 1]$, $z \in \mathbb{Z}_s^p$ such that $z_{y_0} = x_0$:

$$\sum_{y=0}^{t-2} \sum_{x=0}^{s-1} \theta(x,y),tC(x, y; z) + \sum_{y=0}^{p-1} \sum_{x \neq z_y} \gamma \theta(x,y),tC(z_y, y; \bar{z}(x \rightarrow z_y)) = C(\ell, t - 1; z)$$

$$\theta(x_0,y_0),tC(x_0, y_0; z) + \sum_{x \in [0 : s - 1], x \neq x_0} \gamma \theta(x_0,y_0),tC(x_0, y_0; \bar{z}(x \rightarrow z_{y_0})) = \kappa^*, \quad (44)$$

where $\kappa^*$ can be computed from known repair symbols. This is clear because $C(x, y; \bar{z})$ is known for all $(x, y) \neq (x_0, y_0)$. Let us consider all $y \neq y_0$ and for any $y \neq y_0$ the symbols $\{ C(z_y, y; \bar{z}(x \rightarrow z_{y_0})) \mid x \in [0 : s - 1] \setminus \{z_y\} \}$ are also known as they are part of the helper information. From (44), it is clear to see that by varying $\ell \in [0 : s - 1]$ we get:

$$\begin{bmatrix}
\gamma \theta(0,0),0 & \cdots & \gamma \theta(x_0+1,0),0 & \theta(x_0,y_0),0 & \cdots & \gamma \theta(s-1,0),0 \\
\gamma \theta(0,0),1 & \cdots & \gamma \theta(x_0+1,0),1 & \theta(x_0,y_0),1 & \cdots & \gamma \theta(s-1,0),1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\gamma \theta(0,y_0),s-1 & \cdots & \gamma \theta(x_0+1,y_0),s-1 & \theta(x_0,y_0),s-1 & \cdots & \gamma \theta(s-1,y_0),s-1
\end{bmatrix} \begin{bmatrix} C(x_0, y_0; z(0 \rightarrow z_{y_0})) \\ C(x_0, y_0; z(1 \rightarrow z_{y_0})) \\ \vdots \\ C(x_0, y_0; z(s-1 \rightarrow z_{y_0})) \end{bmatrix} = \kappa^*. \quad (45)$$

Therefore we can recover symbols $\{ C(x_0, y_0; z(x \rightarrow z_{y_0})) \mid \forall x \in [0 : s - 1] \}$. By varying $z \in \mathbb{Z}_s^p$ such that $z_{y_0} = x_0$ we can recover all the symbols of node $(x_0, y_0)$.

MDS property: In order to prove the MDS property it is enough to show that the code can recover from any $n-k$ erasures. Let $E$ be any erasure pattern corresponding to erasure of $n-k = s$ nodes, we will show that they can be recovered. If $E = \{(x, t-1) \mid x \in [0 : s - 1]\}$, then the lost symbols are parity symbols, therefore they can be clearly recovered from the generator matrix. Let $P$ be the set of erased parity nodes and $E \setminus P$ be the remaining nodes. Let $|P| = (s - \mu)$ then $|E \setminus P| = \mu$ and let $\ell \in \{x \in [0 : s - 1] \mid (x, t-1) \notin P\}$ then

$$\sum_{y=0}^{t-2} \sum_{x=0}^{s-1} \theta(x,y),tC(x, y; z) + \sum_{y=0}^{p-1} \sum_{x \neq z_y} \gamma \theta(x,y),tC(z_y, y; \bar{z}(x \rightarrow z_y)) = C(\ell, t - 1; z)$$

$$\sum_{(x,y) \in E \setminus P} \theta(x,y),tC(x, y; z) + \sum_{y\in[0:p-1]} \sum_{(z_y,y) \in E \setminus P} \gamma \theta(x,y),tC(z_y, y; \bar{z}(x \rightarrow z_y)) = \kappa^* \quad (46)$$

where $\kappa^*$ can be computed from unerased symbols. It is clear to see that if $|\{y \in [0, p-1] : (z_y, y) \in E\}| = 0,$
then the $\mu$ symbols $\{C(x, y; z) \mid (x, y) \in E \setminus P\}$ are the only unknowns in equation (46) and they can be recovered by using $\mu$ equations corresponding to $\ell \in \{x \in [0 : s - 1] \mid (x, t - 1) \notin P\}$. Let us define intersection score of an index $z \in \mathbb{Z}_p^s$ as:

$$\sigma(E, z) = |\{y \in [0 : p - 1] : (z_y, y) \in E\}|$$

It is clear that the symbols $\{C(x, y; z) \mid (x, y) \in E \setminus P, z \in \mathbb{Z}_p^s, \sigma(E, z) = 0\}$ can be recovered. We will now show a sequential decoding algorithm where in the $j$-th step the symbols $\{C(x, y; z) \mid z \in \mathbb{Z}_p^s, \sigma(E, z) = j\}$ are recovered. Let us assume that at the $j$-th step the erased symbols shown below are recovered:

$$\{C(x, y; z) \mid z \in \mathbb{Z}_p^s, \sigma(E, z) < j\},$$

we will now show that we can recover the following erased symbols:

$$\{C(x, y; z) \mid z \in \mathbb{Z}_p^s, \sigma(E, z) = j\}.$$

Let $\sigma(E, z) = j$, $(z_{y_0}, y_0) \in E$ and let $w = z(x \rightarrow z_{y_0})$, where $x \neq z_{y_0}$, then:

$$\sigma(E, w) = \sum_{y=0}^{p-1} 1_{(w_y, y) \in E} = \sum_{y=0}^{p-1} 1_{(z_y, y) \in E} - 1 + 1_{(x, y_0) \in E} \leq \sigma(E, z) = j$$

Therefore the equation (46), for $(z_y, y) \in E$, $C(z_y, y; z(x \rightarrow z_y))$ is already recovered iff $(x, y_0) \notin E$. Therefore this equation simplifies to:

$$\sum_{(x, y) \in E \setminus P} \theta(x, y), \ell C(x, y; z) + \sum_{y \in [0 : p - 1], y \notin \{z_y, y \in E \setminus E(z)\}} \gamma \theta(x, y), \ell C(z_y, y; z(x \rightarrow z_y)) = \kappa^*.$$

Let $E_2(z) = \{(x, y) \in E \mid y \in [0 : p - 1], x \neq z_y, (z_y, y) \in E\}$, then the equation above further simplifies to:

$$\sum_{(x, y) \in E_2(z)} \theta(x, y), \ell (C(x, y; z) + \gamma C(z_y, y; z(x \rightarrow z_y))) + \sum_{(x, y) \in E \setminus (P \cup E_2(z))} \theta(x, y), \ell C(x, y; z) = \kappa^*.$$

By using $\mu$ equations corresponding to $\ell \in [0 : s - 1]$ such that $(\ell, t - 1) \notin P$ we can recover $\mu$ symbols given below:

$$\{C(x, y; z) \mid (x, y) \in E \setminus (P \cup E_2(z))\} \cup \{C(x, y; z) + \gamma C(z_y, y; z(x \rightarrow z_y)) \mid (x, y) \in E_2(z)\}$$

At the end of step $j$, for any $z$ such that $\sigma(E, z) = j$ and $(x, y) \in E_2(z)$, we have access to $C(x, y; z) + \gamma C(z_y, y; z(x \rightarrow z_y))$ and $C(z_y, y; z(x \rightarrow z_y)) + \gamma C(x, y; z)$ as $(z_y, y) \in E_2(z(x \rightarrow z_y))$ and $\sigma(E, z(x \rightarrow z_y)) = j$. We can therefore recover the symbols $C(x, y; z), C(z_y, y; z(x \rightarrow z_y))$ for $(x, y) \in E_2(z)$. Therefore at the end of step $j$, we have recovered:

$$\{C(x, y; z) \mid (x, y) \in E \setminus P, z \in \mathbb{Z}_p^s, \sigma(E, z) = j\}.$$

Therefore, by induction we have proved that the symbols:

$$\{C(x, y; z) \mid (x, y) \in E \setminus P, z \in \mathbb{Z}_p^s\}$$

are recovered. The erased parity symbols in $P$ can be recovered from the remaining symbols.

**Remark 1.** Note that when $p = t - 1$, this results in optimal access systematic MSR code with parameters $(n = st, k = s(t - 1), d = n - 1)$ that has optimal sub-packetization level $\alpha = s^{t-1}$.

**C. Support of Optimal Sub-Packetization Level MSR Construction**

The optimal-access MDS code defined by the parity check equations in equation (42) can be extended to optimal access MSR construction with parameters $(n = st, k = s(t - 1), d = n - 1, \alpha = s^t)$ presented in [4], [5], [17]
using the parity-checks shown below:

\[
\sum_{y=0}^{t-1} \sum_{x=0}^{s} \theta(x,y) \ell(C(x,y;\bar{z}) + 1_{x \neq z} \gamma C(z,y;\bar{z}(x \rightarrow z_y))) = 0 \text{ for all } \ell \in [0:s-1], \bar{z} \in \mathbb{Z}_s^{t}
\]

where

\[
\begin{bmatrix}
\theta(0,0) & \theta(1,0) & \cdots & \theta(s-1,t-1) \\
\theta(0,1) & \theta(1,1) & \cdots & \theta(s-1,t-1) \\
\vdots & \vdots & \ddots & \vdots \\
\theta(0,s-1) & \theta(1,s-1) & \cdots & \theta(s-1,t-1)
\end{bmatrix}
\]

is a \((s \times st)\) parity-check matrix of \([n = st, k = s(t - 1)]\) MDS code.
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APPENDIX A
ROW SPACES

Lemma A.1. Let \(A, B\) be nonsingular \((\alpha \times \alpha)\) matrices and \(\{P_1, P_2, Q_1, Q_2\}\) be matrices of size \((m \times \alpha)\). Then if
\[
\langle P_1 A \rangle = \langle P_2 B \rangle, \quad \langle Q_1 A \rangle = \langle Q_2 B \rangle,
\]
we have
\[
\left( \langle P_1 \rangle \cap \langle Q_1 \rangle \right) A = \left( \langle P_2 \rangle \cap \langle Q_2 \rangle \right) B.
\]

Proof. For the case when \(A\) is nonsingular, we have that:
\[
\left( \langle P_1 \rangle \cap \langle Q_1 \rangle \right) \left( \langle P_1 A \rangle \right) = \left( \langle P_1 A \rangle \right) \left( \langle Q_1 A \rangle \right).
\]
The result then follows from noting that:
\[
\left( \langle P_1 \rangle \cap \langle Q_1 \rangle \right) A = \left( \langle P_1 \rangle \cap \langle Q_1 \rangle \right) = \left( \langle P_2 \rangle \cap \langle Q_2 \rangle \right) B.
\]

APPENDIX B
CONDITION FOR REPAIR OF A SYSTEMATIC NODE

Lemma B.1. Let the linear \(\{(n, k, d = n - 1), (\alpha, \beta), B, \mathbb{F}_q\}\) MSR code \(C\) be encoded in systematic form, where nodes \(\{u_1, \cdots, u_k\}\) are the systematic nodes and nodes \(\{p_1, \cdots, p_r\}\) are the parity nodes. Let the corresponding generator matrix \(G\) be given by:
\[
G = \begin{bmatrix}
I_\alpha & 0 & \cdots & 0 \\
0 & I_\alpha & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_\alpha \\
A_{p_1, u_1} & A_{p_1, u_2} & \cdots & A_{p_1, u_k} \\
A_{p_2, u_1} & A_{p_2, u_2} & \cdots & A_{p_2, u_k} \\
\vdots & \vdots & \ddots & \vdots \\
A_{p_r, u_1} & A_{p_r, u_2} & \cdots & A_{p_r, u_k}
\end{bmatrix},
\] (47)

Let \(\{S_{(i, u_1)} \mid i \in [n] - \{u_1\}\}\) be the repair matrices associated to the repair of the systematic node \(u_1\). Then we must have that for \(j \in [k], j \neq 1\):
\[
\langle S_{(u_j, u_1)} \rangle = \langle S_{(p_1, u_1)} A_{p_1, u_1} \rangle = \cdots = \langle S_{(p_r, u_1)} A_{p_r, u_1} \rangle
\] (48)

and
\[
\text{rank} \begin{bmatrix}
S_{(p_1, u_1)} A_{p_1, u_1} \\
\vdots \\
S_{(p_r, u_1)} A_{p_r, u_1}
\end{bmatrix} = \alpha.
\] (49)

Proof. Let \([m_1, \ldots, m_k]\) be the \(k\) message symbols (each message symbol \(m_j\) being a \((1 \times \alpha)\) row vector) encoded by the MSR code i.e., the resultant codeword is given by \(G[m_1, \ldots, m_k]^T\). For the repair of systematic node \(u_1\),
the data collected by the replacement node is given by:

\[
\begin{bmatrix}
S(u_2, u_1)^T \\
\vdots \\
S(u_k, u_1)^T \\
S(p_1, u_1)^T \\
\vdots \\
S(p_r, u_1)^T
\end{bmatrix}
= \begin{bmatrix}
S(u_2, u_1)m_2^T \\
\vdots \\
S(u_k, u_1)m_k^T \\
S(p_1, u_1)\left(\sum_{j=1}^k A_{p_1, u_j}m_j^T\right) \\
\vdots \\
S(p_r, u_1)\left(\sum_{j=1}^k A_{p_r, u_j}m_j^T\right)
\end{bmatrix}.
\]

Let

\[T_{u_1} = \begin{bmatrix} T(u_2, u_1), \cdots, T(u_k, u_1), T(p_1, u_1), \cdots, T(p_r, u_1) \end{bmatrix}\]

be the \((\alpha \times (n-1)\beta)\) matrix used to derive the contents of the replacement node \(u_1\), with each \(T(i,j)\) being an \((\alpha \times \beta)\) submatrix. Then we must have that

\[\begin{bmatrix} T(u_2, u_1), \cdots, T(u_k, u_1), T(p_1, u_1), \cdots, T(p_r, u_1) \end{bmatrix}
= \begin{bmatrix}
S(u_2, u_1)m_2^T, \\
\vdots \\
S(u_k, u_1)m_k^T \\
S(p_1, u_1)\left(\sum_{j=1}^k A_{p_1, u_j}m_j^T\right) \\
\vdots \\
S(p_r, u_1)\left(\sum_{j=1}^k A_{p_r, u_j}m_j^T\right)
\end{bmatrix} = m_1^T.
\]

Since this must hold for all data vectors \(m_j^T\), we can equate the matrices that premultiply \(m_j^T\) on the left, on both sides. If we carry this out for \(j = 1\), we will obtain that:

\[
\sum_{i=1}^r T(p_i, u_1)S(p_i, u_1)A_{p_i, u_1} = I,
\]

which implies:

\[
\begin{bmatrix} T(p_1, u_1) \cdots T(p_r, u_1) \end{bmatrix}
= \begin{bmatrix}
S(p_1, u_1)A_{p_1, u_1} \\
\vdots \\
S(p_r, u_1)A_{p_r, u_1}
\end{bmatrix} = I,
\]

which in turn, forces:

\[
\text{rank}\left(\begin{bmatrix}
S(p_1, u_1)A_{p_1, u_1} \\
\vdots \\
S(p_r, u_1)A_{p_r, u_1}
\end{bmatrix}\right) = \alpha, \quad (50)
\]

and

\[
\text{rank}\left(\begin{bmatrix} T(p_1, u_1) \cdots T(p_r, u_1) \end{bmatrix}\right) = \alpha. \quad (51)
\]

The above equation proves (49). For the case \(j \neq 1\):

\[
T(u_j, u_1)S(u_j, u_1) + \sum_{i=1}^r T(p_i, u_1)S(p_i, u_1)A_{p_i, u_j} = 0,
\]
and

$$\begin{bmatrix} T(u_j,u_1), & T(p_1,u_1), & \cdots & T(p_r,u_1) \end{bmatrix} \begin{bmatrix} S(u_j,u_1) \\ S(p_1,u_1)A_{p_1,u_j} \\ \vdots \\ S(p_r,u_1)A_{p_r,u_j} \end{bmatrix} = 0. \tag{52}$$

Equations (52) and (51) imply:

$$\text{rank} \left( \begin{bmatrix} S(u_j,u_1) \\ S(p_1,u_1)A_{p_1,u_j} \\ \vdots \\ S(p_r,u_1)A_{p_r,u_j} \end{bmatrix} \right) \leq \beta. \tag{53}$$

Given that rank($S(p_i,u_1)A_{p_i,u_j}$) = $\beta$ for all $i \in [r]$ and rank($S(u_j,u_1)$) = $\beta$, this implies

$$< S(u_1,u_1) >= < S(p_1,u_1)A_{p_1,u_j} >= \ldots = < S(p_r,u_1)A_{p_r,u_j} >. \tag{54}$$

The above equation proves (48). \qed