Impact of recording length and other arrhythmias on atrial fibrillation detection from wrist photoplethysmogram using smartwatches
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This study aimed to evaluate whether quantitative analysis of wrist photoplethysmography (PPG) could detect atrial fibrillation (AF). Continuous electrocardiograms recorded using an electrophysiology recording system and PPG obtained using a wrist‑worn smartwatch were simultaneously collected from patients undergoing catheter ablation or electrical cardioversion. PPG features were extracted from 10, 25, 40, and 80 heartbeats of the split segments. Machine learning with a support vector machine and random forest approach were used to detect AF. A total of 116 patients were evaluated. We annotated > 117 h of PPG. A total of 6475 and 3957 segments of 25‑beat pulse‑to‑pulse intervals (PPIs) were annotated as AF and sinus rhythm, respectively. The accuracy of the 25 PPIs yielded a test area under the receiver operating characteristic curve (AUC) of 0.9676, which was significantly better than the AUC for the 10 PPIs (0.9453; P < .001). PPGs obtained from another 38 patients with frequent premature ventricular/atrial complexes (PVCs/PACs) were used to evaluate the impact of other arrhythmias on diagnostic accuracy. The new AF detection algorithm achieved an AUC of 0.9680. The appropriate data length of PPG for optimizing the PPG analytics program was 25 heartbeats. Algorithm modification using a machine learning approach shows robustness to PVCs/PACs.

Atrial fibrillation (AF) is currently the most common type of arrhythmia, with a lifetime incidence of approximately 20–25% among Caucasian and Oriental populations1–3. AF is associated with an increased long‑term risk of stroke, heart failure, and all‑cause mortality4. The diagnosis of AF relies mainly on clinical symptoms and a short‑period electrocardiogram (ECG) examination5. AF is defined as paroxysmal if it lasts < 7 days and persistent if it lasts ≥ 7 days5. Although both paroxysmal and persistent AF are associated with a similar risk of stroke, paroxysmal AF is more difficult to detect using a short‑period ECG because of its paroxysmal nature6. Furthermore, approximately one‑third of the patients with AF are asymptomatic7. Therefore, continuous monitoring and frequent ECG recordings can increase the AF detection rate. However, ECG‑based screening strategies for AF may yield great heterogeneity among studies due to various monitoring durations and frequencies8. Although implantable cardiac monitoring can effectively increase the diagnostic rate of AF8, the high cost and invasive nature of the procedure limits its use to a relatively healthy population.

Photoplethysmography (PPG) is an optical technology that can detect changes in blood flow. The PPG principle was first proposed in 1937 by Hertzman9. When the skin is irradiated with light, it absorbs a part of the light's intensity. The intensity of the reflected light can then be measured, and it correlates with the volume of blood supplied to the tissue. Cyclic changes in systolic and diastolic blood pressures cause similar cyclic changes in the blood volume. Therefore, the cycle length of the heartbeat can be determined based on the reflected light intensity. The PPG signal waveform indicates a change in the blood volume produced by each heartbeat. PPG
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is used in AF detection algorithms, and it allows passive and continuous monitoring using modern wearable devices. PPG has emerged as a low-cost and non-intrusive modality for continuous heart rate monitoring. Thus, PPG may be an attractive alternative to the existing ECG-based solutions for AF detection. Currently, algorithms exist for automatic AF detection using PPG technology. If such technology can be translated into smartwatch devices, it could become increasingly affordable and accessible to the general public. To be useful, a PPG-based AF detection algorithm for smartwatches should have low computational cost and low memory requirements. A validated PPG-based AF detection algorithm with a high degree of accuracy using only PPG and accelerometer data from a wrist-worn smartwatch would ensure superiority in AF diagnosis.

In this study, we prospectively obtained continuous ECG waveforms (using intracardiac electrogram recordings in the majority of cases) recorded using an electrophysiology recording system and PPG signals recorded using a wrist-worn smartwatch simultaneously in patients undergoing AF catheter ablation, either by radiofrequency or cryotherapy or electrical cardioversion for AF. Both AF and sinus rhythm (SR) were recorded during the procedure. PPGs from patients with frequent premature ventricular/atrial complexes (PVCs/PACs) who underwent catheter ablation were also used to evaluate the impact of other arrhythmias on the accuracy of the AF detection algorithm.

Results
Study population. Our study sample included 116 patients, 38 women (33%), with a mean age of 59.6 ± 11.4 years and an average CHA2DS2-VASC score of 1.9 ± 1.5. Of the 116 patients, 76 were diagnosed with paroxysmal AF, and 40 with persistent AF. Baseline characteristics of the study groups are presented in Table 1.

Extracted PPG features. Of the recorded PPG signals, 18% were labeled as unreliable due to the following conditions: (1) If the observed heartbeat was > 200 bpm at PPG sample rate 512 Hz (depending on device), the observed PPI was calculated by 60/200*512. This study excluded PPIs that were less than 60/200*512; (2) the smoothed PPG signal with a wide range FFT spectrum was excluded because it was noise. A ratio was obtained by dividing the sum of the FFT spectrum at > 30 Hz (depending on the device) by the total sum of the FFT spectrum. A smoothed PPG signal was removed if this ratio was > 0.5; and (3) the smoothed PPG signal with an extremely sharp peak was excluded. A smoothed PPG signal with a sharp peak is defined as max_peak_height/median_peak_height ≥ 4.5, IQR_peak_height/median_peak_height ≥ 2.15, and mean_peak_height/median_peak_height ≥ 1.3. These thresholds were selected via k-means clustering using the above ratios. After deleting these signals, 6475 and 3957 of the 25-beat PPG segments were labeled AF and SR, respectively. In the univariate analysis, most PPG features were significantly different between the AF and SR signals, including the time domain and frequency domain analyses of PPI, peak height analysis of PPG, and ACF features of PPI (Table 2).

Within-patient differences in the PPG features were also examined (Table 3). The time and frequency-domain analyses of PPIs and peak height analyses of the PPG features were significantly different between AF and SR. Although MaxFFT is an estimate of heart rate, the SD of MaxFFT within the three PPI segments is advantageous as it provides a measure of heart rate variability.

Optimal heartbeats and ROC curves for AF detection. The ROC curves of our PPG analytics program, which included eight features—PPI SD, RMSSD, Shannon entropy (SE10, SE100, and SE1000), rolling SD3, RMSSD3, and MaxFFTSD3 for AF discrimination—constructed using the 10, 25, 40, and 80 heartbeat data are shown in Fig. 1. The accuracy of all eight PPG features determined from the 25-beat PPI (AUC, 0.9676; 95% confidence interval (CI) 0.9656–0.9697) was better than that of the 10-beat PPI (AUC, 0.9453; 95% CI 0.9437–0.9469; P < 0.001). After the first analysis, we decreased the sampling rate of the PPI to 128 Hz, which is acceptable for commercial use, and found that the 95% CI for the 25-beat PPI intersected the 95% CI for the 25-beat PPI recorded at a sampling rate of 512 Hz. Therefore, the accuracy of the parameters obtained from the signals sampled at 512 Hz was not significantly different from those at 128 Hz (AUC, 0.9676 versus 0.9643, respectively). Finally, the sensitivity, specificity, positive predictive value, negative predictive value, and accuracy of AF discrimination of the 25-beat PPG analytics program were 96%, 92.5%, 95.6%, 94.7%, and 95.2%, respectively (Table 4). Although the 40- and 80-beat programs have larger AUC values (0.9719 and 0.9794, respectively), the longer recording duration and increased sensitivity to movement artifacts would attenuate their application in ambulatory clinical settings.

Optimal heartbeats and AUC for within-subject AF detection. To determine if the patient-specific algorithm could be improved, we collected earlier data points for both AF and SR of each patient to run the model training procedure and feature extraction as previously described. The remaining data points with a late timestamp were used to validate the accuracy of the model. The accuracy of all eight PPG features determined from the 25-beat program was better than those obtained from other beat programs. The AUC was 0.9716 (95% CI 0.9663–0.9770) for the 25-beat program versus 0.9518 (95% CI 0.9480–0.9557) for the 10-beat program (P < 0.001), while the AUC of the 40- and 80-beat programs decreased to 0.9652 and 0.9336, respectively. This decrease may have resulted from fewer PPI segments (corrupted by motion artifacts and noise signals) available to train the 40- and 80-beat SVM programs. The sensitivity, specificity, positive predictive value, negative predictive value, and accuracy of AF discrimination for the 25-beat PPG analytic program were 97%, 94%, 96%, 95.4%, and 95.8%, respectively (Table 5). Based on these results, we determined that the 25-beat program was optimal in an ambulatory clinical environment.

Premature ventricular and atrial complexes for further analysis. We included the PVC/PAC data recorded by 24-h Holter ECG from 36 patients [mean age = 56.0 ± 15.3 years] with frequent PVCs, and a mean
PVC burden of 22.2 ± 13.6% and two patients [mean age = 54 years] with frequent PACs and a mean PAC burden of 12.7%. We prospectively collected continuous waveforms of ECG and PPG signals simultaneously in patients undergoing radiofrequency treatment for frequent PVCs or PACs. A total of 3210 segments of 25-beat PPIs of PPG were labeled as PVCs, and a total of 111 segments of 25-beat PPIs of PPG were labeled as PACs. We labeled the previous 3957 segments of the SR, 3210 segments of the PVCs, and 111 segments of the PACs as non-AF. All segments, including 6475 segments of 25-beat PPIs of AF and 7278 segments of 25-beat PPIs of non-AF, were tested in our AF detection model.

The accuracy of the original method was an AUC of 0.9263 (95% CI 0.9213–0.9312) for the 25-beat program when PPG segments with PVC/PAC were included. The presence of PVCs/PACs compromised AF detection accuracy. After radial basis function (rbf) kernel adjustment, the AUC increased to 0.9610 (95% CI 0.9577–0.9642). When we added three additional features (Lag1ACF and Lag2ACF, the p-value of the unimodality test, even and odd PPI SDs) to the rbf kernel, the AUC increased to 0.9629 (95% CI 0.9597–0.9660). Furthermore, when the model was changed to a random forest model, the AUC increased to 0.9680 (95% CI 0.9651–0.9710). Finally, the sensitivity, specificity, positive predictive value, negative predictive value, and accuracy of AF discrimination for the 25-beat PPG analytic final program was 94.1%, 93.4%, 93%, 93.9%, and 93.7%, respectively (Table 6).

| Clinical characteristics     | n = 116 |
|-----------------------------|---------|
| Age, years                  | 59.6 ± 11.4 |
| Male                        | 78 (67.2) |
| BW, kg                      | 72.3 ± 13.3 |
| BH, cm                      | 165.4 ± 9.2 |
| BMI, kg/m²                  | 26.3 ± 3.6 |
| Smoking                     | 34 (29.3) |
| CHADS2-Vasc score           | 1.9 ± 1.5 |
| Congestive heart failure    | 15 (12.9) |
| NYHA Fc                     |         |
| I                           | 6 (5.2)  |
| II                          | 6 (5.2)  |
| III                         | 3 (2.6)  |
| IV                          | 0        |
| Hypertension                | 60 (51.7) |
| Diabetes mellitus           | 29 (25.0) |
| Cerebral vascular accident/TIA | 11 (9.5) |
| Coronary artery disease     | 8 (6.9)  |
| Peripheral artery disease   | 0        |
| Chronic kidney disease      | 12 (10.3) |
| End stage renal disease     | 3 (2.6)  |

**Table 1.** Baseline characteristics of study participants.
### Discussion

The main findings of this study were as follows: (1) quantitative analysis of PPG waveforms recorded using a consumer wrist-worn smartwatch can clearly discriminate signals of AF from the background SR with a within-subject AUC of 0.972 and between-subject AUC of 0.968; (2) the appropriate data length of PPG to optimize the PPG analytics program was 25 heartbeats; (3) frequent PVCs/PACs reduced the accuracy of the AF detection algorithm, and algorithm optimization could achieve an AUC of 0.9680; and (4) the combination

---

#### Table 2. Univariate analysis of PPG features of 25-beat PPI segments between AF and SR PPI.

| Features                        | AF PPI (N=6475) | SR PPI (N=3957) | P value |
|---------------------------------|-----------------|-----------------|---------|
| **Time domain**                 |                 |                 |         |
| PPI SD                          | 0.2039 ± 0.0891 | 0.0910 ± 0.1082 | <.001   |
| PPI RMSSD                       | 0.2881 ± 0.1267 | 0.1244 ± 0.1446 | <.001   |
| PPI Entropy (bins = 10)         | 1.8340 ± 0.2590 | 1.5594 ± 0.6206 | <.001   |
| PPI Entropy (bins = 100)        | 2.9338 ± 0.1522 | 2.5852 ± 0.3570 | <.001   |
| PPI Entropy (bins = 1000)       | 3.1070 ± 0.0889 | 2.8164 ± 0.2097 | <.001   |
| Rolling PPI SD                  | 0.2092 ± 0.0725 | 0.0889 ± 0.0766 | <.001   |
| Rolling PPI RMSSD               | 0.0691 ± 0.0554 | 0.0857 ± 0.0835 | <.001   |
| **Frequency domain of PPI**     |                 |                 |         |
| Max FFT                         | 1.2431 ± 0.3512 | 1.2457 ± 0.2998 | 0.6867  |
| Rolling Max FFT SD              | 0.2021 ± 0.1602 | 0.0345 ± 0.0832 | <.001   |
| **Peak height**                 |                 |                 |         |
| Peak height SD                  | 0.3287 ± 0.1111 | 0.1975 ± 0.1562 | <.001   |
| Peak height RMSSD               | 0.4745 ± 0.1618 | 0.2651 ± 0.2520 | <.001   |
| Peak height IQR                 | 0.4086 ± 0.1685 | 0.2342 ± 0.2496 | <.001   |
| **ACF Feature of PPI**         |                 |                 |         |
| ACF peak height SD              | 0.1458 ± 0.1019 | 0.1752 ± 0.1347 | <.001   |
| ACF peak height RMSSD           | 0.1935 ± 0.1494 | 0.2143 ± 0.2093 | <.001   |
| ACF peak height IQR             | 0.1658 ± 0.1230 | 0.2122 ± 0.1721 | <.001   |
| ACF peak height Diff SD         | 0.1926 ± 0.1569 | 0.2178 ± 0.2370 | <.001   |

---

#### Table 3. Univariate analysis of the within-subject mean difference between the average of PPG features of 25-beat PPI segments for AF and SR.

| Features                        | AF-SR (N=74) | 95% CI | P value |
|---------------------------------|--------------|--------|---------|
| **Time domain**                 |              |        |         |
| PPI SD                          | 0.1017 ± 0.0864 | (0.0817, 0.1218) | <.001   |
| PPI RMSSD                       | 0.1416 ± 0.1179 | (0.1143, 0.1690) | <.001   |
| PPI Entropy (bins = 10)         | 0.2633 ± 0.3112 | (0.1912, 0.3354) | <.001   |
| PPI Entropy (bins = 100)        | 0.3032 ± 0.2250 | (0.2511, 0.3553) | <.001   |
| PPI Entropy (bins = 1000)       | 0.2389 ± 0.1469 | (0.2049, 0.2730) | <.001   |
| Rolling PPI SD                  | 0.1064 ± 0.0911 | (0.0848, 0.1280) | <.001   |
| Rolling PPI RMSSD               | 0.0226 ± 0.0468 | (−0.0336, −0.01148) | <.001   |
| **Frequency domain of PPI**     |              |        |         |
| Max FFT freq                    | 0.0724 ± 0.2925 | (0.0047, 0.1402) | 0.036   |
| Rolling max FFT Freq SD         | 0.1858 ± 0.1363 | (0.1535, 0.2180) | <.001   |
| **Peak height**                 |              |        |         |
| Peak height SD                  | 0.1244 ± 0.1328 | (0.0936, 0.1551) | <.001   |
| Peak height RMSSD               | 0.1985 ± 0.1954 | (0.1533, 0.2438) | <.001   |
| Peak height IQR                 | 0.1716 ± 0.2136 | (0.1221, 0.2211) | <.001   |
| **ACF feature of PPI**         |              |        |         |
| ACF peak height SD              | −0.0181 ± 0.0914 | (−0.0393, 0.0031) | 0.09287 |
| ACF peak height RMSSD           | −0.0168 ± 0.1431 | (−0.0449, 0.0163) | 0.3157  |
| ACF peak height IQR             | −0.0332 ± 0.1150 | (−0.0598, −0.0065) | 0.01535 |
| ACF peak height Diff SD         | −0.0329 ± 0.1744 | (−0.0733, 0.0075) | 0.1089  |
Figure 1. Receiver operator characteristic (ROC) curves of photoplethysmogram (PPG) models including the six independent PPG features extracted from the 10, 25, 40, and 80-beats of the pulse-to-pulse interval to detect AF.

Table 4. Sensitivity, specificity, positive predictive value, negative predictive value, and accuracy among different patients between the 10-beat, 25-beat, 40-beat, and 80-beat analytic programs.

| PPIs | AUC    | AUC 95% CI | Accuracy (%) | Sensitivity (%) | Specificity (%) | PPV (%) | NPV (%) |
|------|--------|------------|--------------|-----------------|------------------|---------|---------|
| 10   | 0.9453 | 0.9437–0.9469 | 93.65        | 93.05           | 95.44            | 94.06   | 93.05   |
| 25   | 0.9676 | 0.9656–0.9697 | 95.29        | 96.05           | 92.50            | 95.63   | 94.73   |
| 40   | 0.9719 | 0.9695–0.9743 | 95.22        | 96.57           | 92.90            | 95.93   | 94.14   |
| 80   | 0.9794 | 0.9761–0.9826 | 95.93        | 97.03           | 93.81            | 96.82   | 94.37   |

Table 5. Sensitivity, specificity, positive predictive value, negative predictive value, and accuracy in each patient between 10-beat, 25-beat, 40-beat, and 80-beat analytic programs.

| PPIs | AUC    | AUC 95% CI | Accuracy (%) | Sensitivity (%) | Specificity (%) | PPV (%) | NPV (%) |
|------|--------|------------|--------------|-----------------|------------------|---------|---------|
| 10   | 0.9518 | 0.9480–0.9557 | 92.72        | 93.22           | 91.95            | 94.57   | 90.02   |
| 25   | 0.9716 | 0.9663–0.9770 | 95.85        | 97.03           | 94.07            | 96.09   | 95.47   |
| 40   | 0.9652 | 0.9575–0.9730 | 95.67        | 97.17           | 93.44            | 95.65   | 95.70   |
| 80   | 0.9336 | 0.9161–0.9510 | 91.72        | 93.71           | 88.79            | 92.44   | 90.62   |

Table 6. Sensitivity, specificity, positive predictive value, negative predictive value, and accuracy between (A) original model, (B) original model with rbs kernel adjustment, (C) model B with three additional features, and (D) features in model C with a random forests approach.

| PPIs | AUC    | AUC 95% CI | Accuracy (%) | Sensitivity (%) | Specificity (%) | PPV (%) | NPV (%) |
|------|--------|------------|--------------|-----------------|------------------|---------|---------|
| A    | 0.9263 | 0.9213–0.9312 | 90.63        | 93.03           | 88.50            | 87.81   | 92.86   |
| B    | 0.9610 | 0.9577–0.9642 | 92.17        | 92.89           | 91.44            | 90.88   | 92.96   |
| C    | 0.9629 | 0.9597–0.9660 | 92.24        | 92.17           | 92.30            | 91.70   | 92.32   |
| D    | 0.9680 | 0.9651–0.9710 | 93.76        | 94.11           | 93.46            | 93.09   | 93.99   |
of a noise reduction algorithm with triaxial ACC data and short-duration PPG analysis (< 15 s) could lead to the development of ambulatory diagnostic tools for early detection of AF in the general public who are at risk of developing AF.

PPGs can be collected on most modern wearable devices and are often monitored both passively and continuously. Hence, a PPG-based AF algorithm requires less active effort from the participant, increasing the ease of adoption and potential for AF diagnosis among individuals with paroxysmal AF and asymptomatic individuals. Several recent studies have utilized PPG readings measured via smartphones, and algorithms tailored to existing wrist-worn devices have been developed; however, this technology remains limited. This is due to the highly variable signal quality of the PPG on many wearable devices, which is caused by background noise, the variable quality of sensor technologies in the devices, and motion artifacts that result from individual user activity.

For these reasons, no algorithm has been developed that can be deployed to existing consumer wearable technologies while maintaining performance levels on par with ECG–based approaches. PPG triggered on-demand wearable ECGs can be used for long-term AF surveillance and management. Wearable PPG is more suitable for large-scale screening of AF in asymptomatic participants at risk for stroke, as well as monitoring of AF burden, which is associated with the symptoms of AF patients, whereas wearable ECG is more specific for the confirmation of AF diagnosis.

The quality of PPG signals is a major challenge in the development of arrhythmia detection methods. In general, PPG signals recorded from a wrist-worn device have a lower signal/noise ratio than those recorded from fingertip devices. Several studies have addressed the PPG signal quality for AF detection. Solosenko et al. reported a sensitivity of 72% and specificity of 99.7% when 89.2% of the database was available for analysis and a sensitivity of 97.2% and specificity of 99.6% when the demand for signal quality was increased, such that only 50% of the data were available for analysis. This research illustrated the impact of PPG signal quality on the accuracy of the AF detection method.

Deep learning approaches for PPG signal quality assessment have been proposed to achieve higher performance for AF detection by increasing the robustness to noise ratio and motion artifacts inherent to PPG signals. However, the intensive requirement of computational power may limit its use as consumer wearable devices. In this study, we added ACC function. We noted that if the motion intensity is too high, the accuracy of AF detection will be markedly reduced owing to the noise and unstable baseline of the PPG signals. Our results showed that with the addition of ACC function and confirmation of a quiet patient state, a 25-beat program was ideal for detecting AF. This two-step method has also been used in previous studies, which can effectively remove the interference caused by motion artifacts, thereby providing high-quality PPG signals.

This study investigated whether a validated PPG-based AF detection algorithm with a high degree of accuracy using only PPG and ACC data from a wrist-worn smartwatch could ensure superiority in AF diagnosis. PPG obtained using a smartwatch offers the added benefit of long-term continuous monitoring and potentially increases the sensitivity of AF detection. However, wearable devices have limited energy and constraints on battery size and heat dissipation. Owing to these limitations, PPG-based AF algorithms can be combined with smartphone applications. Although some computation-intensive algorithms, such as deep learning models, can work on a remote server with powerful processors, they may not be suitable for a smartphone's microprocessor. In this study, we used a machine learning-based SVM approach for AF detection. The computational requirements for the algorithm that we used can be embedded in consumer smartphones, providing a short-latency output for real-time reliability.

The current European guidelines for the management of AF suggest opportunistic screening in patients older than 65 years using pulse checks or single-lead portable ECG devices (Class I recommendation). In contrast, a subsequent finding suggested that ECG-based screening does not improve the detection rate of asymptomatic AF compared with the pulse palpation-based approach, and there is currently no evidence to support the benefits of ECG-based screening. The CRYSTAL-AF trial randomized 441 patients with cryptogenic stroke without a history of AF and used an implantable cardiac monitor (ICM) versus standard care to monitor the occurrence of AF. The control and ICM groups included 220 and 221 patients respectively, and the AF detection rate was significantly higher in the ICM group, both at 6 and 12 months (hazard ratio [HR] 6.4, 95% CI 1.9–21.7; HR 7.3, 95% CI 2.6–20.8, respectively). With the extension of monitoring time in the ICM group, the rate of diagnosis continued to increase through 1, 6, 12, and 36 months (3.7%, 8.9%, 12.4%, and 30%, respectively). This study revealed that the longer the duration of monitoring, the higher the detection rate of AF. However, implanting an ICM is an invasive and expensive procedure, thereby limiting the utilization of this technology for the general public. Therefore, finding a low-cost and non-intrusive modality is necessary for AF screening. The newest generation of smartwatches provide continuous heart rate monitoring via PPG, and there are some automated algorithms for atrial fibrillation detection in the literature that use similar technologies.

Our study identified the distinguishing PPG features of AF and investigated the optimal heartbeat program for PPG data collection. Four different heartbeat programs for PPG (10, 25, 40, and 80 heartbeats) were investigated. Several AF detection methods collect PPG data for a fixed duration. A disadvantage of these methods is that the sample size of PPI in a fixed duration depends on the heart rate, and differences in the sample size influence the value of the features. Consideration of a fixed sample size of PPI for AF detection results in a dynamic data collection duration: shorter data collection time for a higher heart rate. In this study, we showed that a longer PPI length in one segment improved the accuracy of AF detection. However, in clinical applications, a shorter duration of signal sampling for AF detection is preferable. In this regard, we note that single-segment features with N heartbeats (SD, RMSSD, and Shannon entropy) were useful in estimating the population distribution f(x) and variance $\sigma^2$. For example, SD is an unbiased estimator of $\sigma^2$, with a larger N, improving the estimation of the real parameters. Our problem was how large of an N is sufficient to ensure that these statistics can distinguish between AF and SR. We determined that ten PPIs provided insufficient data to reliably estimate the distribution parameter, resulting in a low AUC. In contrast, the inclusion of 25 heartbeats optimized the output.
of the PPG analytics program. Meanwhile, a longer PPI segment was more sensitive to motion artifacts, limiting the data available for analysis based on our method. The 25-beat segment provides a balance between diagnostic accuracy and recording duration.

Instead of PPG duration, the number of PPIs was considered the variable of interest because we treated PPI as a random variable with a probability distribution. We assumed a PPI distribution f(x) with μ and σ^2, satisfying the condition that σ^2 is not a function of μ. As such, SD, RMSSD, and Shannon entropy are heart-rate-robust features. SD, RMSSD, and Shannon entropy are also “sufficient” to retain information about variance. Instead of collecting 3 N PPI samples continuously, we extracted features from each segment with sample size N and used the average of the three-segment features. This method shortened the data collection time and aggregated more data to maintain accuracy. Thus, all eight features extracted to distinguish AF from SR in our study were heart-rate-robust features and required a shorter recording time for AF detection when the heart rate was higher during AF.

Many studies have been conducted on AF detection using wrist PPG sensors; however, the data collected for algorithm development were relatively pure AF and SR data. In the general population, many other arrhythmias cause irregular pulses, such as multifocal atrial tachycardia, ectopic atrial rhythm, and PVCs. The presence of other arrhythmias within a recording poses a challenge for AF detection, as other arrhythmias may show mixed characteristics from the distributions of both AF and SR. Bashar et al. used a two-step detection method with PAC/PVC pattern recognition to reduce the false-positive rate of AF detection. In our study, after adding PVC and PAC data, the AUC of the original AF detection algorithm reduced from 0.9676 to 0.9263. Therefore, we analyzed the addition of features and changed the SVM to an AF model. Our results showed that algorithm modification using a machine-learning approach achieved an AUC of 0.9680 and showed robustness in PVCs/PACs. This new algorithm is expected to be better at discriminating between AF and AF-mimicking rhythms, leading to higher clinical-grade performance.

In clinical settings, if such a PPG algorithm can be validated and integrated into a smartwatch device, it may become an important tool for clinical screening for AF in the general population as well as a more convenient and cheaper method for prolonged monitoring of AF in patients with a high cardiovascular risk. In this study, we investigated the best analytical PPG algorithm and the most appropriate PPG data recording duration for AF detection. Our results may further the development of smartwatch software for ambulatory patients. Ultimately, improved detection of silent subclinical AF may have clinical significance in terms of stroke prevention using prophylactic anticoagulants.

Recently, a large-scale study including more than 40,000 participants demonstrated a low probability of receiving an irregular pulse notification, with 84% of the notifications concordant with AF. Therefore, a prediagnosis notification should be triggered by a validated PPG-based AF detection algorithm, and the subsequent single-lead ECG recording can be used as a confirmation tool.

A continuous wearable PPG monitor can be used to estimate the AF burden. A higher AF burden is associated with a higher risk of stroke, prevalence and incidence of heart failure, and risk of mortality. Developments in monitoring technologies will likely change the landscape of long-term AF management and could better define the clinical significance of alterations in the AF burden over time.

There may be some false notifications when monitoring healthy individuals using a PPG algorithm because the pre-test probability of AF in such individuals is lower than that of high-risk patients. Our findings have shown that an ideal PPG analytics program can still give rise to misclassification as motion artifacts, and environmental noise may not be completely removed. This may cause misjudgment during signal processing. The PPI obtained may differ from the actual PPI. However, some PVCs/PACs, sinus arrhythmia, and short atrial runs under the baseline SR can produce relatively irregular PPIs, which causes the program to misjudge the SR as AF. In contrast, if the PPI of AF is relatively regular with fewer variations, it may cause the program to misjudge AF as SR. Therefore, the optimization of the program should be investigated.

This study had some limitations. First, this study only included patients who underwent AF catheter ablation or cardioversion. Therefore, the generalizability of these findings to relatively low-risk patients requires further research. However, the data represents the ECG and PPG of AF and SR in the same patients. The detected PPG and ECG signals were simultaneously obtained, which may be feasible for the general population. Second, despite our results showing a better analysis method for discriminating AF from non-AF, including SR, PVCs, and PACs using a machine learning approach, larger training databases are needed to develop an algorithm to discriminate between SR, AF, and other arrhythmias. Third, our ROC curves were created using only the data remaining after excluding 18% of unreliable signals. PPG signals from patients with moving wrists are undoubtedly noisy. It is challenging to analyze low-quality PPG signals. Therefore, our research focuses on high-quality PPG signals with an accurate discrimination ability. Finally, we did not analyze whether other patient-specific clinical parameters, such as age and sex, affected the accuracy of interpretation. However, the purpose of our study was to apply the PPG analytics program to detect the occurrence of AF without considering various clinical parameters.

To conclude, quantitative analysis of PPG waveforms recorded using a wristwatch can clearly discriminate AF signals from those of the SR. The appropriate data length of the PPG for optimizing the PPG analytics program was 25 heartbeats.

Methods
Study design and population. This study was conducted at the electrophysiology laboratory of the National Taiwan University Hospital. Patients who were admitted to our institution for AF catheter ablation either by radiofrequency or cryotherapy, or electrical cardioversion for the treatment of symptomatic AF refractory to antiarrhythmic drugs between January 2018 and January 2020 were prospectively enrolled. To evaluate the impact of other arrhythmias on AF detection, patients admitted to our institution for PVC/PAC catheter...
ablation between September 2018 and January 2021 were prospectively enrolled. Written informed consent was obtained from all patients, and the study was approved by the Institutional Review Board of the National Taiwan University Hospital (approved protocol codes 201804006RIPB, 20180507 and 20190904ARPIC, 20191101). All methods were performed in accordance with the relevant guidelines and regulations. The indications for catheter ablation were based on the latest guidelines. The inclusion criteria were as follows: (1) indications for AF/PVC/PAC catheter ablation or AF cardioversion, (2) age ≥ 18 years, and (3) capacity and willingness to provide informed consent for participation in the study. The exclusion criteria were as follows: (1) enrolment in other clinical studies, (2) pregnancy, and (3) mental disorders. After patients consented to participate in the study, their demographic data were prospectively collected.

**ECG and PPG data.** Continuous ECG waveforms obtained using an electrophysiology recording system (LabSystem PRO; Boston Scientific, Boston, MA, USA) and PPG signals using a wrist-worn smartwatch were simultaneously collected from patients undergoing radiofrequency or cryotherapy ablation for AF. Both AF and SR were recorded during the AF ablation or cardioversion procedures. Wrist-worn smartwatches (Leap Ware Smartwatch; Acer Inc., Taiwan) with green-light PPG sensors and triaxial accelerometers were used to record PPG and accelerometer (ACC) signals, respectively. The sampling rates were 100 Hz for the ACC signals and 512 Hz for the PPG signals. A higher sampling rate of 512 Hz for PPG was initially used to determine if the morphological features of the PPG signal were helpful in distinguishing AF from SR. Data for both AF and SR were continuously measured for at least 20 min. Two authors of this study, who are electrophysiologists, reviewed and noted the start and end times of AF and SR. AF was defined as an irregular rhythm if > 30 s in duration, without a clearly fixed P-wave before the QRS complex.

**Proposed detection framework.** We proposed an AF detection framework (Fig. 2A) based on the green-light PPG signal recorded by a wrist-worn smartwatch (Fig. 2B). The details of this method have been published in our previous studies. Artifacts of the PPG signal caused by wrist movements are obstacles, as they make the measurement of the change in blood volume unreliable. Signal preprocessing, which included baseline wandering reduction, denoising, and motion artifact detection, was applied to the PPG signal before PPG feature extraction (Fig. 2C). After signal preprocessing, PPG features, including temporal, spectral, and morphological features, were extracted from 10, 25, 40, or 80 heartbeats of the split segments. The extracted PPG features were used as inputs in a support vector machine (SVM) for classification as AF or SR.

**Signal preprocessing.** Triaxial ACC and PPG signals were simultaneously recorded. The PPG signal was excluded if it reached the saturation value or if the proportion of missing data was > 5% (for example, a loss of 256 sample points in a 10-s segment for a sampling rate of 512 Hz). The ACC signal showed significant changes, indicating the detection of active wrist movements as accelerations at the wrist. The duration between two peaks of a PPG signal was defined as the pulse-to-pulse interval (PPI). A PPI segment was excluded if the corresponding x-axis, y-axis, and z-axis of the ACC signal satisfied the following condition: sd(accX) × 0.57 + sd(accY) × 0.58 + sd(accZ) × 0.57 > 23.12, where sd (x) is the standard deviation of the ACC signal over a 1-s period. Baseline wandering reduction and denoising were applied to the PPG signal using R package, R: smooth.spline function. We eliminated PPG baseline wandering using the smooth.spline function with degrees of freedom set at 10 and filtered the high-frequency noise using the smooth.spline function with degrees of freedom set at 100. Finally, the peak detection algorithm was applied to the processed PPG signal to extract PPI.

**Feature extraction.** We detected the peak of the processed PPG signal using the R package, R:pracma: findpeaks function with the mini peak distance set at 50 and obtained the PPI sequence. The PPI sequence was then split into K segments such that each segment contained N (10, 25, 40, or 80) heartbeats. In this study, PPI was treated as a time-dependent random variable with a probability distribution f(x) and mean μ and variance σ² as parameters. The proposed framework contained two types of features: the first calculated from one PPI segment with N heartbeats and the other from three PPI segments. The features extracted from one PPI segment included standard deviation (SD), root mean squared successive differences (RMSSD), Shannon entropy with bins of 10, 100, and 1000 (SE10, SE100, and SE1000, respectively), and maximum fast Fourier transform (FFT) frequency (MaxFFT). The features calculated from the three PPI segments were: average SD (SD3), SD of the RMSSD (RMSSD3), and SD of the maximum FFT frequency (MaxFFTS3). For example, SD3 was calculated using the SD of the current PPI segment and two of the closest subsequent PPI segments. SD, RMSSD, and Shannon entropy were used to measure the variation in a PPI segment. Higher SD and RMSSD values indicated higher variations in PPI. A continuous regular heartbeat with low variation must be present in PPI.

Shannon entropy is a quantity of uncertainty in a probability distribution. In this study, it represented the uncertainty in the PPI distribution. For N heartbeats in a PPI segment, the PPI distribution pdf(x) was estimated using bins B and then calculated as − ∑ b∈B p(x)log(P_b), where P_b is the histogram of the PPI in bin B. Generally, inclusion of a greater number of heartbeats allowed a more accurate estimation of the PPI distribution. The optimal number of bins required for PPI distribution estimation differed for the AF and SR cases. We used different numbers of bins to calculate Shannon entropy as features of the SVM to maintain the difference in uncertainty between the AF and SR cases.

In addition to the PPI-derived PPG features, we also extracted the morphological features of each PPI segment with N heartbeats. In this case, the peak height of the signal was treated as a random variable. Features including SD, RMSSD, and interquartile range (IQR), were calculated from the peak height and autocorrelation function (ACF) of the peak height of each PPI segment. The SD of the first difference was extracted from the
ACF peak height for each PPI segment (Diff SD). The ACF measures time-dependent correlation of the peak height from N heartbeats.

To extract the features for other arrhythmias, the ACF of PPI, unimodality test p-value of a single segment, PPI SD, and odds PPI SD were considered. The following features were considered to extract the 'regular abnormal' heartbeat, for example, bigeminy heartbeat, from the VPCs or APCs: The N PPIs in one segment were used to calculate the lag 1 ACF function (Lag1ACF) and lag 2 ACF function (Lag2ACF). The unimodality test was performed to test the PPI frequency with a unique mode. The even (odd) PPI SD was calculated using the even (odd) numbers of PPIs in one segment.

Figure 2. (A) Proposed framework of the photoplethysmogram (PPG) to detect atrial fibrillation (AF). (B) The wrist-worn smartwatch. (C) Signal preprocessing that includes baseline wandering reduction, denoising, and motion artifact detection.
**Classification and feature selection.** Data collected from 116 patients included in our study group were used to train the SVM classification model and for feature selection. A PPI segment with N heartbeats was labeled as AF or SR, and the features from its own segment and two closest PPI segments were extracted. We used a five-fold cross-validation process for the training and feature selection. Specifically, signals from 116 patients were randomly split into five, and the model training procedure was then performed. The hyperparameters of the linear kernel for SVM and the features were selected with respect to the best-fit receiver operating characteristic (ROC) curve. The feature selection procedure excluded MaxFPT, but retained MaxFPTSD3. The hyperparameter cost of the linear kernel in the SVM was searched from 0 to 1.5, with a cost of 0.1 selected.

**Statistical analysis.** Continuous variables are expressed as mean ± SD or median (IQR), as appropriate, for the data distribution. Categorical data are expressed as frequencies (percentages). In the univariate analysis of AF and SR data, chi-squared and Fisher’s exact tests were used to analyze categorical data. Student’s t-test was used to analyze continuous variables between the two sets of data. We used a univariate logistic regression model to estimate independent PPG features to differentiate between AF and SR. ROC curves were calculated to evaluate the diagnostic ability of the selected parameters. All statistical analyses were performed using R Statistics version 3.6.2 for Windows (R Foundation for Statistical Computing, Vienna, Austria).

**Data availability**

All data pertinent to this study is available within the article. Additional data not available due to ethical and legal restriction.

Received: 15 July 2021; Accepted: 10 March 2022

**References**

1. Chiang, C. E. et al. 2016 guidelines of the Taiwan Heart Rhythm Society and the Taiwan Society of Cardiology for the management of atrial fibrillation. J. Formos. Med. Assoc. 115, 1096–1102. https://doi.org/10.1016/j.jfma.2016.02.005 (2016).
2. January, C. T. et al. 2019 AHA/ACC/HRS focused update of the 2014 AHA/ACC/HRS guideline for the management of patients with atrial fibrillation: A report of the American College of Cardiology/American Heart Association task force on clinical practice guidelines and the heart rhythm society in collaboration with the society of thoracic surgeons. Circulation 140, e125–e151. https://doi.org/10.1161/CIR.0000000000006665 (2019).
3. Kirchhof, P. et al. 2016 ESC Guidelines for the management of atrial fibrillation developed in collaboration with EACTS. Europace 18, 1609–1678. https://doi.org/10.1093/eurheartj/eur329 (2016).
4. Petrenas, A., Sörnmo, L., Lukosevičius, A. & Marozas, V. Detection of occult paroxysmal atrial fibrillation. Med. Biol. Eng. Comput. 53, 287–297. https://doi.org/10.1007/s11517-014-1234-y (2015).
5. Healey, J. S. et al. Subclinical atrial fibrillation and the risk of stroke. N. Engl. J. Med. 366, 120–129. https://doi.org/10.1056/NEJMoa1105575 (2012).
6. Ramkumar, S. et al. Atrial fibrillation detection using single lead portable electrocardiographic monitoring: A systematic review and meta-analysis. BMJ Open 8, e024178. https://doi.org/10.1136/bmjopen-2018-024178 (2018).
7. Tsvigoulis, G. et al. Duration of implantable cardiac monitoring and detection of atrial fibrillation in ischemic stroke patients: A systematic review and meta-analysis. J. Stroke 21, 302–311. https://doi.org/10.5853/jso.2019.01067 (2019).
8. Hertzman, A. B. Photoelectric plethysmography of the nasal septum in man. Proc. Soc. Exp. Biol. Med. 37, 290–292. https://doi.org/10.1016/S0033-7594(19)30432-3 (1937).
9. Elgendi, M., Liang, Y. & Ward, R. Toward generating more diagnostic features from photoplethysmogram waveforms. Diseases 2018, 366 (2018).
10. Hochstadt, A. et al. Continuous heart rate monitoring for automatic detection of atrial fibrillation with novel bio-sensing technology. J. Electrocardiol. 52, 23–27. https://doi.org/10.1016/j.jelectrocard.2018.09.096 (2019).
11. Pereira, T. et al. Photoplethysmography based atrial fibrillation detection: A review. NPJ Digit. Med. 3, 3. https://doi.org/10.1038/s41746-019-0207-9 (2020).
12. Schack, T., Saii Habr, Y., Muma, M. & Zoubir, A. M. Computationally efficient algorithm for photoplethysmography-based atrial fibrillation detection using smartphones. Conference proceedings. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. Annual Conference 2017, 104–108 (2017). https://doi.org/10.1109/EMBC.2017.8036773.
13. Dekker, F. A. G. B. F. S. L. M. Atrial fibrillation detection using photo-plethysmography and acceleration data at the wrist. Computing in Cardiology Conference (CinC), Vancouver, BC. Eur. J. Med. Res. 4, 4. S. 1–4. https://doi.org/10.1109/CINIC.2019.01067 (2019).
14. Yang, C. et al. Using PPG signals and wearable devices for atrial fibrillation screening. IEEE Trans. Ind. Electron. 66, 8832–8842. https://doi.org/10.1109/TIE.2018.2889614 (2019).
15. Válihoš, E. S. et al. Wristband photoplethysmography in detection of individual pulses in atrial fibrillation and algorithm-based detection of atrial fibrillation. Euro. J. Med. Res. 21, 1031–1038. https://doi.org/10.1002/2050-6119.20190609 (2018).
16. McMANUS, D. D. et al. PULSE-SMART: Pulse-based arrhythmia discrimination using a novel smartphone application. J. Cardiovasc. Electrophysiol. 27, 51–57. https://doi.org/10.1111/jce.12842 (2016).
17. Nemati, S. et al. Monitoring and detecting atrial fibrillation using wearable technology. Conference proceedings. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. Annual Conference 2016, 3394–3397 (2016). https://doi.org/10.1109/EMBC.2016.7591456.
18. Wasserauf, J. et al. Smartwatch performance for the detection and quantification of atrial fibrillation. Circ. Arrhythm. Electrophysiol. 12, e006834. https://doi.org/10.1161/CIRCEPH.118.006834 (2019).
19. Avram, R. et al. Validation of an algorithm for continuous monitoring of atrial fibrillation using a consumer smartwatch. Heart Rhythm 18, 1482–1490. https://doi.org/10.1016/j.hrthm.2021.03.044 (2021).
20. Solosenko, A., Petrenas, A., Paliakaitė, B., Sörnmo, L. & Marozas, V. Detection of atrial fibrillation using a wrist-worn device. Physiol. Meas. 40, 025003. https://doi.org/10.1088/1361-6579/ab028c (2019).
21. Pereira, T. et al. Deep learning approaches for plethysmography signal quality assessment in the presence of atrial fibrillation. Physiol. Meas. 40, 125002. https://doi.org/10.1088/1361-6579/ab9b54 (2019).
22. Shashikumar, S. P., A. J. I., Li, Q., Clifford, G. D. & Nemati, S. (2017). A deep learning approach to monitoring and detecting atrial fibrillation using wearable technology IEEE EMBS International Conference on Biomedical & Health Informatics (BHI), Orlando, FL. 141–144.
23. Shen, A. A. a. Y. (2018). Deep learning based atrial fibrillation detection using wearable photoplethysmography sensor IEEE EMBS International Conference on Biomedical & Health Informatics (BHI), Las Vegas, NV. 442–445.
24. Jonas, D. E. et al. Screening for atrial fibrillation With electrocardiography: Evidence report and systematic review for the US preventive services task force. JAMA 320, 485–498. https://doi.org/10.1001/jama.2018.4190 (2018).

25. Brachmann, J. et al. Uncovering atrial fibrillation Beyond short-term monitoring in cryptogenic stroke patients: Three-year results From the cryptogenic stroke and underlying atrial fibrillation trial. Circ. Arrhythm. Electrophysiol. 9, e003333. https://doi.org/10.1161/CIRCEP.115.003333 (2016).

26. Perez, M. V. et al. Large-scale assessment of a Smartwatch to identify atrial fibrillation. N. Engl. J. Med. 381, 1909–1917. https://doi.org/10.1056/NEJMoa1901183 (2019).

27. Guo, Y. et al. Mobile photoplethysmographic technology to detect atrial fibrillation. J. Am. Coll. Cardiol. 74, 2365–2375. https://doi.org/10.1016/j.jacc.2019.08.019 (2019).

28. Bashar, S. K. et al. Atrial fibrillation detection from wrist photoplethysmography signals using smartwatches. Sci. Rep. 9, 15054. https://doi.org/10.1038/s41598-019-49092-2 (2019).

29. Chen, L. Y. et al. Atrial fibrillation burden: Moving beyond atrial fibrillation as a binary entity: A scientific statement from the American heart association. Circulation 137, e623–e644. https://doi.org/10.1161/CIR.0000000000000568 (2018).

30. Calkins, H. et al. 2017 HRS/EHRA/ECAS/APHRS/SOLAECE expert consensus statement on catheter and surgical ablation of atrial fibrillation. Heart Rhythm 14, e275–e444. https://doi.org/10.1016/j.hjrthm.2017.05.012 (2017).

31. Shan, S. M. et al. (Andy) Wu. Reliable PPG-based algorithm in atrial fibrillation detection (2016). IEEE Biomedical Circuits and Systems Conference (BioCAS), Shanghai 340–343.

32. Tang, S. C. et al. Identification of atrial fibrillation by quantitative analyses of fingertip photoplethysmogram. Sci. Rep. 7, 45644. https://doi.org/10.1038/srep45644 (2017).

33. Sri Purwani, J. N. Analyzing bin-width effect on the computed entropy. AIP Conf. Proc. 1868, 40008 (2017).

34. Hartigan, J. A. & Hartigan, P. M. The dip test of Unimodality. Ann. Statist. 13, 70–84. https://doi.org/10.1214/aos/117634577 (1985).

Acknowledgements
This work was supported by the Spring Foundation of the National Chiao Tung University [grant 20181101_41]. The funder had no role in the study design, data collection and analysis, decision to publish, or manuscript preparation process.

Author contributions
Conceptualization, Y.B.L.; methodology, Y.C.W. and Y.B.L.; software, K.H.P. and T.H.T.; validation, M.T.L., T.H.T., and Y.C.W.; formal analysis, T.H.T.; investigation, M.T.L. and Y.B.L.; resources, Y.B.L., C.C.Y., and L.Y.L.; data curation, M.T.L., C.C.Y., and L.Y.L.; writing—original draft preparation, M.T.L.; writing—review and editing, Y.C.W. and Y.B.L.; visualization, C.C.Y. and L.Y.L.; supervision, Y.C.W. and Y.B.L.; project administration, Y.B.L.; funding acquisition, Y.B.L. All authors have read and agreed to the published version of the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to Y.-B.L.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022