Estimation of the equilibrium free energy for glasses using the Jarzynski equality

H. A. Vinutha\textsuperscript{1,2,3, a}) and Daan Frenkel\textsuperscript{3, b})

\textsuperscript{1) Department of Physics, Institute for Soft Matter Synthesis and Metrology, Georgetown University, Washington, DC, USA}
\textsuperscript{2) Institute of Physics, Chinese Academy of Sciences, Beijing, China}
\textsuperscript{3) Yusuf Hamied Department of Chemistry, University of Cambridge, Cambridge, UK}

The free energy of glasses cannot be estimated using thermodynamic integration, as glasses are intrinsically not in equilibrium. We present numerical simulations showing that, in contrast, plausible free-energy estimates of a Kob-Andersen glass can be obtained using the Jarzynski relation. Using the Jarzynski relation, we also compute the chemical potential difference of the two components of this system, and find that, in the glassy regime, the Jarzynski estimate matches well with the extrapolated value of the supercooled liquid.

Our findings are of broader interest as they show that the Jarzynski method can be used under conditions where the thermodynamic integration approach, which is normally more accurate, breaks down completely. Systems where such an approach might be useful are gels and jammed, glassy structures formed by compression.

The Helmholtz free energy is one of the most widely used thermodynamic state functions because, for a system of $N$ particles in a fixed volume $V$ at a temperature $T$, the Helmholtz free energy $F$ must be at a minimum when the system has reached equilibrium.

Computing free energies is therefore important: it allows us to predict the relative stabilities of different states (e.g., phases) of a system. In thermodynamics, the free-energy difference between two states of a system is related to the reversible work required to bring the system from one state (say $A$) to the other ($B$). The work expended during an irreversible transformation from $A$ to $B$ is larger than the reversible work, and is therefore not a good measure for the free-energy change.

It was therefore a great surprise when Jarzynski\textsuperscript{1,2} showed that the free-energy difference between two systems can be related to the non-equilibrium work ($W$) required to transform one system into the other in an arbitrarily short time

$$\exp(-\beta \Delta F) = \frac{\exp(-\beta W(t_a))}{\exp(-\beta W(t_b))}, \quad (1)$$

where $\beta = \frac{1}{k_B T}$, and the bar over $\exp(-\beta W(t_s))$ denotes averaging over a “sufficiently large” number of independent simulations: the term “sufficiently large” is necessarily vague because we do not know a priori how much averaging will be needed for eqn. 1 to hold.

Jarzynski’s result stimulated much theoretical work, in particular by Crooks\textsuperscript{3–5}, who generalized Jarzynski’s approach. Moreover, many experiments and simulations have been reported that validated Eqn. 1\textsuperscript{6–8}.

However, in spite of its great conceptual value, it seems that Jarzynski method is not a more accurate or more efficient method to compute free-energy differences than the standard, reversible thermodynamic integration methods\textsuperscript{9–12}, in situations where such methods can be used.

Here we focus on a problem where thermodynamic integration cannot be used, namely estimating the free energy of a glass. Glasses are non-equilibrium systems that do not relax on experimentally accessible time-scales (see e.g.\textsuperscript{13,14}). It is for this reason that the free energy of a glass cannot be determined by thermodynamic integration: one might even argue that the equilibrium free energy of a glass is an oxymoron. However, as has been demonstrated for instance in simulations of polydisperse glasses, it is sometimes possible to equilibrate glassy structures numerically, using so-called “swap” moves\textsuperscript{15}. Such an approach will only work for systems where the acceptance of such moves is sufficiently high\textsuperscript{16}. Here we consider the free energy of a glass for which swap moves are inefficient and the approach of ref 15 will not work.

In this Communication, we show that for glasses where the approach of ref.\textsuperscript{15} will not work, the Jarzynski method yields much lower estimates for the free energy of a glass than the thermodynamic integration method, and thereby provides an interesting method for estimating the free energy of systems that cannot relax to equilibrium.

Knowledge of the equilibrium free energy of a glass can be of practical use, for instance for estimating a lower bound to the solubility of a glass.

There is, however, a problem: validating our approach against exact free energies is not possible for the widely used Kob-Andersen glass model system that we study\textsuperscript{17}. Hence, as a proxy, we will test which approach yields the lower free-energy estimate, and we will also compare our results with a naive extrapolation of the free energy of a supercooled liquid.

For equilibrium systems, the free-energy change of a system upon cooling from a temperature ($T_H$) to a lower temperature $T_L$ can be obtained by thermodynamic in-
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tegration (TI):

\[ \beta_L F(T_L) - \beta_H F(T_H) = \int_{\beta_H}^{\beta_L} d\beta \langle U(\beta) \rangle \]

We prepare glassy structures by quenching equilibrium liquid configurations from a temperature \( T_H \) with cooling rate \( C_r \). We obtain the free energy of glasses by computing the average work done during the process. The relation between cooling and work is discussed in the Supplementary Material (SM). We can then rewrite the Eqn. 2 as follows:

\[ \beta_L f^n(T_L) - \beta_H f^n(T_H) = \int_{\beta_H}^{\beta_L} d\beta \langle E^n(\beta) \rangle \]

The difference

\[ \beta_L f^n(T_L) - \beta_H f^n(T_H) \equiv \Delta \left( \frac{f^n}{T} \right) \]

denotes the non-equilibrium work required to change the state of the system within a finite switching time or, equivalently, cooling rate, in a single cooling run. In Eq. 4, \( n \) stands for the \( n^{th} \) cooling run. \( \Delta \left( \frac{f^n}{T} \right) \) is evaluated by computing the potential energy \( E^n \) as a function of the inverse temperature \( \beta \):

\[ \beta_L f^n(T_L) = \beta_H f^n(T_H) + \int_{\beta_H}^{\beta_L} d\beta E^n(\beta) \]

As explained in the SM, we can recast Eq. 3 as the effect of scaling the potential energy \( U \) rather than the effect of changing the temperature. That is, \( \beta F(T) \) for the original temperature but with potential energy function \( \lambda U \) has the same value as \( \beta' F(T') \) for the original potential energy function, but temperature \( T' = T/\lambda \). In our calculations, we compute the variation of \( \beta F \), as we change the potential energy at constant \( \beta \) for \( U \rightarrow \lambda U \). To estimate the free energy difference for the Jarzynsky Relation (JR), we compute

\[ \beta [F(T; \lambda U) - F(T; U)] = -\ln \langle e^{-\beta \int d\lambda' \lambda' U_{\lambda'}} \rangle, \]

where \( \langle ... \rangle \) denotes averaging over all independent slow-cooling runs, whereas \( U_{\lambda'} \) denotes the average of \( U_{\lambda'} \) during a single cooling run. For our free-energy calculations, we use a well-studied glassy system that can be prepared by slow cooling\(^{18}\), namely the Kob-Andersen (KA) binary Lennard-Jones model glass former\(^{17,19,20}\).

We simulated \( N = 256 \) \((N_A = 204, N_B = 52)\) bi-disperse spheres, 80-20 (A-B) mixture, interacting via \( V(r) = 4\epsilon_{AB} \left[ \left( \frac{\sigma_{AB}}{r} \right)^{12} - \left( \frac{\sigma_{AB}}{r} \right)^{6} \right] + 4\epsilon_{AA} \left[ c_0 + c_2 \left( \frac{r}{\sigma_{AA}} \right)^2 \right] \), for \( r_{\alpha\beta} < r_c \), and zero otherwise. \( r \) denotes the distance between the two particles within in the cutoff distance\(^{20}\). We used the standard KA parameter values \( \sigma_{AA} = 1.0, \sigma_{AB} = 0.8, \sigma_{BB} = 0.88, \sigma_{AB} = 2.5 \times \sigma_{\alpha\beta}, \epsilon_{AA} = 1.0, \epsilon_{AB} = 1.5, \epsilon_{BB} = 0.5 \). \( r \) denotes the distance between the two particles within in the cutoff distance\(^{20}\). \( c_0 = 0.01626656, c_2 = -0.001949974 \) are fixed by the condition that the potential and force go to zero continuously at the cutoff-distance \( r_c \).

In what follows, all the thermodynamic quantities are expressed in reduced units: \( \sigma_{AA} \) is our unit of length, the unit of energy is \( \epsilon_{AA} \), \( m_A = m_B = 1 \) is defined as the unit of mass, and the reduced temperature is expressed in units \( \frac{\epsilon_{\alpha\beta}}{k_B T_0} \), where \( k_B \) is Boltzmann’s constant. Below, we report the excess free energy of the system, as the ideal gas part can be computed analytically.

We performed NVT MC simulations at different cooling rates. Starting with the equilibrium liquid configurations at \( T = 0.5 \) for \( N = 256 \), we performed a stepwise cooling runs to a final temperature of \( T = 0.1 \), in steps of \( \Delta T = 0.1 \). The “duration” of a single cooling step \( \Delta \tau \) is the number of Monte-Carlo cycles that the system spends at any given temperature. We define the cooling rate \( C_r \) as \( \Delta T/\Delta \tau \). For instance, for \( C_r = 10^{-6} \) we perform \( \Delta T = 10^5 \) MC cycles at a given temperature. Each MC cycle comprises \( N \) trial displacement moves. To obtain good statistics, we performed 1000 independent simulation runs for \( N = 256 \) and used a cooling rate \( C_r = 10^{-6} \).

For each cooling run, we use a quadratic fit form \( (U = a_0 + a_1 T + a_2 T^2) \) to fit the \( T \)- dependence of the values of \( a_0, a_1 \) and \( a_2 \) are different for all cooling runs. We then use the TI expression, Eq. 5, to compute the difference \( \Delta \left( \frac{f^n}{T} \right) \) for each run and, using Eq. 3 and averaging over different runs, we obtain the JR estimates of \( F_{\text{JR}} \), the free energy of the low-temperature glass, down to a temperature \( T = 0.1 \). For the sake of comparison, we also use the TI method (Eq. 2) to estimate the free energies of the glasses \( (F_{\text{TI}}) \) at temperatures down to \( T = 0.1 \). Note that we use exactly the same simulation data for the JR and TI estimates (see the SM for more details). In Fig. 1, we show the difference in the free energy per particle in units of \( k_B T \) obtained using TI and JR, for glasses, starting at \( T_H = 0.5 \). We note that, as the system is cooled slowly, a cooling run that is started at a higher temperature will traverse all lower temperatures and will therefore, if anything, equilibrate better than a cooling run started at a lower temperature. We observe that at \( T = 0.1 \), the TI estimate of the free energy per particle is about 0.5 \( k_B T \) higher than the estimate obtained using the Jarzynski relation (see Fig. 1a). Both free-energy estimates are based on the same raw data: the only difference is how we analyse the data. At low temperatures, the thermodynamic properties of the system are dominated by low-energy inherent structures. If we perform many TI runs some runs will sample lower-energy glassy states than others. The result of the TI procedure is unweighted average over all these runs, but in the Jarzynski approach, the results are strongly dominated by those runs that, upon cooling, end up in low energy inherent structures. Fig. 1b shows the difference between the work done for different cooling runs.
and the average work done in the TI runs. Of course, as the sampling of low energy states is not exhaustive, in particular at lower temperatures than considered in our study, it is to be expected that even the Jarzynski relation will eventually (at sufficiently low temperatures) yield an overestimate of the free energy of the glass. In a non-glassy system, all TI runs will give the same result (apart from statistical fluctuations), and the JR and TI estimates should agree. In section 3 of the SM, we also show that the Jarzynski methods yield lower estimates of the free energy than the so-called basin volume method of ref. 21.

As a separate test of the method, we also compute the chemical potential difference between the components of the KA glass, using the Jarzynski relation. In the case of dense KA liquids, computational techniques to probe the chemical potential, such as the Widom particle-insertion method or even the Widom particle-swap method22 will not work in practice. Rather, we used a method where we gradually transform the interaction potential of a particle from type B to type A23 and performed thermodynamic integration to estimate the chemical potential difference $\Delta \mu$24. For a system in equilibrium, this method can be used at any density and temperature. In our case, below $T < 0.5$, the system no longer relaxes, even during the longest simulation runs. In the range $T = 0.1 - 0.4$, we use the Jarzynski relation to estimate $\Delta \mu$. For the low-$T$ glasses, we performed NVT MC simulations starting with the initial configurations in one of the basins which are obtained by quenching liquid configuration at $T_H = 0.6$. We obtain the non-equilibrium work $W(t_s)$ needed to transform a B-type particle to an A-type particle from the thermodynamic integration of interaction parameters24. For a glassy configuration, we pick different B-type particles and transform them to an A-type particle to obtain the average amount of work done. We can average over different low-T glass configurations and compute $\exp(-\beta W(t_s))$. Then, from Eq. 1, we obtain an estimate of $\Delta F$ for the glass configurations. The number of samples is 97, 67, 66, 68 for temperatures 0.1, 0.2, 0.3, 0.4, respectively. Again, Fig. 2 shows that the chemical potential differences estimated using the thermodynamic integration method show a wide scatter with an average value well above the extrapolated value of the supercooled liquid24. In contrast, the Jarzynski method matches well with the extrapolated value of the supercooled liquid25. We also computed the average $\Delta \mu$ for glasses at $T = 0.1$ starting with $T_H = 1.0$. Preliminary results suggested that the average $\Delta \mu$ obtained using JR is independent of $T_H$. Additional simulations are required to systematically study the dependence of $F_{JR}$ on the cooling protocol to obtain low-$T$ glasses.
We have shown that the Jarzynski method offers a powerful tool to estimate the equilibrium properties of glasses. We illustrate this by using the non-equilibrium free energy expression due to Jarzynski to compute equilibrium free energies for glassy structures obtained using different cooling rates and the chemical potential difference between the components of the Kob-Andersen glass. The present results are of broader interest because, to our knowledge, there are no earlier examples where the Jarzynski method massively outperforms conventional free-energy calculation methods.

We expect that our work will provide a new tool to probe the physics of amorphous solids, such as gels, glasses and jammed packings, prepared using different non-equilibrium protocols.

SUPPLEMENTARY MATERIAL

In the supplementary material (SM), we present supporting data and discussion. In SM section 1, The cooling protocol as work; section 2, work distributions; section 3, comparison between the Jarzynski and basin volume protocol.
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Supplementary material: Estimation of the equilibrium free energy for glasses using the Jarzynski equality

H A Vinutha and Daan Frenkel

1 Cooling as work

In the main text, we apply the Jarzynski relation to estimate the free energy change upon cooling. This may seem strange, because changing the temperature is achieved by heat transfer, rather than by work. Here we show that the free energy change upon cooling may be interpreted in terms of work.

Consider a system with a potential energy function $U(x)$, where $x$ denotes the set of $dN$ coordinates. Then the configurational part of the free energy is:

$$F(T) = -k_B T \ln \int dx \, e^{-\beta U(x)}$$

We wish to estimate $F(T')$ with $T' = T/\lambda$. Clearly,

$$F(T') = -k_B T' \ln \int dx \, e^{-(\beta \lambda) U(x)}$$

We write this as

$$\beta' F(T'; U) = -\ln \int dx \, e^{-\beta \lambda U(x)} = -\ln \int dx \, e^{-\beta (\lambda U(x))} = \beta F(T; \lambda U)$$

In other words, the scaled free energy of a system at the original temperature but with potential energy function $\lambda U(x)$ has the same value as the scaled free energy $\beta' F(T')$ for the original potential energy function, but at temperature $T' = T/\lambda$. For the calculation, we compute the variation of $\beta F$, as we change the potential energy at constant $\beta$ from $U(x)$ to $\lambda U(x)$. This transformation can be viewed as mechanical work.

In practice, we compute

$$\beta[F(T; \lambda U) - F(T; U)] = -\ln \langle e^{-\beta \int d\lambda' U_{\lambda'}} \rangle,$$

where $\langle ... \rangle$ denotes averaging over all independent cooling runs, and $U_{\lambda'}$ denotes the average of $U_{\lambda'}$ during a single cooling run.

2 Work distributions

In Fig. 1, we show the cumulative work distributions for the cooling runs at different temperatures and the $\Delta\mu$ calculations. In Fig. 1(a), we show the difference between the work done for different cooling runs and the average work done value $\int d\beta U$. In Fig. 1(b), we show the work needed to transform different B-type particles to A-type particles for different low-T glass configurations. We observe that the distribution becomes broader as the temperature decreases. We know that the low-energy inherent structures are dominant at low temperatures. The exponential weighting in Eq. 2 biases the average towards the lower energy states. Therefore, we obtain the lower free energy estimates from JR compared to TI. However, it is surprising that even at $T = 0.1$, which is well below the glass transition temperature $T_g \approx 0.34$ [16], with the limited sampling we can obtain reasonable estimates of the equilibrium free energies for glasses and the average $\Delta\mu$ that matches the extrapolated supercooled value.

3 Comparison between the Jarzynski and basin volume method

Here, we discuss the comparison between the Jarzynski method (JR) and the recently developed basin volume (BV) technique to estimate the equilibrium free energy of glassy materials [22]. In Fig. 2 (a), we compare the free energies computed using different methods for low-T glasses. We see in Fig. 2(b) that the basin volume method performs
Figure 1: (a) Cumulative work distributions shown for different temperatures, for the cooling runs data. (b) Cumulative distribution of $\Delta \mu$ as a function of $T$. Each data point corresponds to the work done to transform a B-type particle to an A-type particle at that temperature.

Figure 2: (a) Comparison between the low-T free energy obtained using TI, the basin volume (BV) method and JR. We can see the difference clearly in b. We observe that the estimates from JR are accurate than the BV method. (c) Cumulative distribution of the inherent structure energies ($e_{IS}$), shown for $T_H = 0.5$ and from the cooling runs at $T = 0.1$.

better than TI but the Jarzynski method beats the BV and TI methods. In the BV method, we perform more than 900 instantaneous quenches from the liquid configurations at $T_H = 0.5$ using the conjugate gradient minimization method. The initial liquid configurations of the quenches are obtained by Monte Carlo sampling and are therefore Boltzmann weighted. Now, we know the free energy at high temperature $F(T_H)$, we can obtain configurational free energy for low-temperature ($T_L$) glasses, by performing a large number of thermodynamic integrations where we cool the system confined to a given basin from $T_H$ to $T_L$, see Ref. 22 for more details. For the cooling runs, we use the same state of initial configuration $T_H$. To understand the difference in the free energy estimates from the two methods we looked at the cumulative distribution of the inherent structure energies. In Fig. 2(c), for $T = 0.1, C_r = 10^{-6}$, we see that the system samples lower energy inherent structures compared to the distribution at $T_H = 0.5$. The reason is that, whereas in the basin volume method, the system is constrained to remain in a single basin during cooling, transitions to lower energy basins are possible during the Jarzynski cooling protocol. As a consequence, the Jarzynski method achieves better sampling of the low-energy inherent structures of the system. But, of course, the Jarzynski method is also approximate. Hence, we should expect the true equilibrium free energy of the glassy system to be even lower than the Jarzynski estimate.

This observation also suggests that with the Jarzynski approach, it is better to carry out many simulations on a small system, rather than fewer on a large system: for TI we would not see much difference in accuracy. However, the smaller the number of runs, the smaller the chances of sampling the relevant low-energy structures. Indeed, we found that, for the same computational effort, the Jarzynski method yielded significantly higher free energies estimates for a system of N=1000 particles than for N=256. Presumably, with sufficient sampling, the free energy estimates for larger systems would match the $N = 256$ results. In view of the high computational costs, we did not attempt long simulations of the $N=1000$-system.