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Abstract: Nowadays, electricity market paradigms are constantly changing. On the one hand, the deployment of non-dispatchable renewable energy sources is bringing out the necessity of representing hourly dynamics in medium-term fundamental models. On the other, the promotion of new interconnection capacity and the integration of markets (as is the case of the European market) makes necessary the simultaneous modeling of multiple electricity systems. Thus, the large size of power markets, together with the consideration of uncertainty in some inputs, make it computationally intractable to work rigorously on an hourly detailed time span. Temporal aggregation, integer programming relaxation or less accurate generation modeling are usually employed to obtain reasonable computation times. However, the application of these techniques often leads to infeasible or suboptimal operational outputs. This paper proposes a new soft-linking methodology to meet reliable results from medium-term models, such as hourly prices or aggregated productions, with a feasible and detailed representation of the thermal generation, considering technical constraints and risk aversion. The results of a fundamental model that represents the competitive behavior between market players in a multi-area power system are used as the starting point for the methodology. Then, a post-processing method is applied to optimize and make feasible the thermal portfolio of a market agent. The final output is a feasible hourly scheduling and an ample space for optimization, where the introduction of a strategic term represents the rational behavior of a player who tries to maximize its profit.
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1. Introduction

The liberalization of electricity markets over the last decades has highlighted the importance for generation companies to optimize the production of their thermal units in order to maximize profits and be competitive. Power market models have traditionally been used as a supporting tool for this purpose and have proven their effectiveness. However, the accurate representation of current market trends in real size systems has become a great challenge. In particular, there are four main sources of the increasing complexity in electricity market modeling.

First, the maturity status of the onshore and offshore wind generation, together with the recent drop in the price of photovoltaic facilities, are leading to major changes in traditional power mixes. The variability of electricity supply will be accentuated in the near future with an increasing penetration of these renewable energy sources. This trend brings out the need to consider a more detailed time granularity in the horizons of energy models, as well as detailing the flexibility of thermal units [1].
This is especially crucial when trying to represent and assess the behavior of storage (pumping, batteries, etc.) facilities, which are highly influenced by time chronology.

Second, the current market paradigms do not only demand great modeling detail. The energy integration policies adopted in many regions have promoted a notable increase in the interconnection capacities between countries. Additionally, the diversification strategies in markets embraced by some players to cover risks have also contributed to enlarging the simulation dimensions, making it necessary to represent multi-area power systems in order to analyze an electricity market [2]. In particular, the European electricity market is becoming more and more integrated and is now cleared on a multi-country basis.

Third, the mentioned increase in intermittent renewable generation makes it necessary to properly address the technical constraints, costs, and flexibility of thermal units. The fast-ramping ability of gas-fired power plants makes them the best medium-term option to assure a reliable electricity service, covering demand peaks, plant falls and drastic variations in the renewable generation. This fact points out the importance of an accurate representation of the operation of flexible thermal units like combined cycle gas turbines (CCGTs) [3].

Finally, the competitive behavior of generation companies should also be included in energy models. This is relevant both regarding profit maximization and risk aversion. The continuous evolving of energy regulation, the ongoing generation switching, as well as the increasing deployment of intermittent energy resources, bring out the increasing importance of the uncertainty consideration [4]. This means that models have to be run using a number of scenarios of the different risk variables.

These changing market conditions can be represented accurately through the application of short-term methodologies, which allow a rigorous representation of large power systems using a short and detailed time horizon. However, generators, retailers and large consumers also need medium-term tools to optimize the operation of their assets and support the decision-making process, like fuel purchases, hydro-thermal management, emissions allowances trading or financial contracting [5]. In particular, the role of natural gas as a vector in the energy transition towards a renewable mix makes it essential for generation companies to know how to obtain the maximum return on these assets [6].

Despite the continuous computational improvements, the extension of the accurate short-term techniques to longer horizons is computationally intractable. For this reason, modeling simplification is necessary, and some assumptions are carried out in the literature in order to reduce the size of the considered problems. Nevertheless, the combination of high-detail modeling, multiple areas, hourly granularity, and uncertainty consideration at once, is increasingly desired. These aspects are analyzed in depth in Section 2.

This paper proposes a new soft-linking methodology to fill this gap, meeting reliable results from medium-term models, such as hourly prices or aggregated productions, with a feasible and detailed representation of the thermal generation, considering technical constraints and risk aversion.

2. Literature Review

The operation of power systems is a subject widely studied in the literature. The representation and optimization of the hydro-thermal generation has been deeply addressed in order to increase its profitability. For this purpose, several modeling techniques have been developed to reach an accurate performance of the simulation tools.

A suitable example for the rigorous representation of large power systems is the unit commitment (UC) problem. It provides the optimal dispatch of thermal units according to price and demand forecasts. Technical constraints, operating costs, and profit maximization can be easily modelled with this methodology and useful results are obtained in reasonable running times. In most cases of the literature, e.g., [7–13], UC considers one day to one week time spans in an hourly basis, performing a precise simulation of thermal generation that cannot be extended to longer time horizons.

The representation of the strategic behavior between players in competitive electricity markets is also a problem widely discussed in the literature. A great variety of methodologies have been proposed
to address the Nash’s game theory [14] applied to electricity markets [15]. Diverse models, based on the mixed complementary problem [16,17], heuristic techniques [18] or dynamic programming [19] have successfully described competitive behavior in the medium term.

However, market equilibrium tends to be represented as an optimization problem. With this aim, behavior assumptions are made, such as perfect competition [20] or Cournot competition [21]. Both competitions are encompassed by conjectural-variation (CV) models, as well as a wide range of intermediate situations between these two extreme behaviors. Quite accurate simulations of oligopolistic markets can be performed through these models. In [22], a medium-term CV-based model is proposed, where the equivalence of this optimization problem to a market equilibrium problem is also mathematically demonstrated.

Medium-term equilibrium models experience a tight trade-off between modeling detail and run time. Despite the improvements in computational techniques, a completely hourly detail in real size cases with uncertainty consideration is still intractable. Nevertheless, renewable penetration and market integration developments bring out the necessity of a multi-area medium-term modeling in an hourly basis, in order to achieve an adequate representation of the importance of the greater supply variability and the interconnection capacity increase.

Generic formulations are frequently employed in many academic and commercial models for the medium- and long-term representation of energy systems [23–37]. These open presentations increase their flexibility and brings custom options to the users. Nonetheless, these formulations are not always followed by a case study to show the real scope of the model. Temporal horizons, thermal unit details or multi-area limitations are not usually fenced when a new model is presented.

Many of these methodologies offer a wide modeling catalogue to perform a meticulous simulation. High granularity in temporal representation, long-term horizons, multi-area representation, integer programming, even the inclusion of uncertainty, are often available in the same model. Nevertheless, it is computationally intractable to consider every technique at a once in a medium- or long-term representation of a real power system.

As an example, Table 1 shows the particularities for each model formulated in [23–37], where the difficulties of considering every single accurate modeling technique at once are exposed. It is demonstrated that simplifications are necessary when the time span exceeds short-term horizons.

The uncertainty representation in a detailed medium-term horizon frequently implies to renounce to integer programming and its accurate modeling of the power system operation [38,39]. In fact, integer variables are also relaxed if a high granularity along the whole time span is desired [40–42]. Otherwise, if a MIP performance is necessary, time aggregation techniques are usually implemented [30,35], either temporal decoupling [43] or a drastic reduction in the problem size [31]. Other representative examples of the trade-off between modeling detail and computational resolution of medium-term models are illustrated in [29,44,45].

As an example, energy market representations in the long term require the same modeling simplifications. The combination of integer programming with a complete hourly resolution can be hardly afforded even if a tiny power system is considered [46]. Integer variable relaxation and temporal aggregation techniques [37] or a low time granularity [32], are needed if the representation of real size electricity markets is desired. In conclusion, medium- and long-term models cannot afford the whole modeling details at once in an hourly basis.

These cases highlight the need to use temporal aggregation techniques for the representation of large electricity markets in the medium term if a high temporal granularity is desired. Load blocks [47] have been traditionally employed as clustering technique to reduce the consumption of computational resources in hourly time spans. These clusters represents the system through demand levels.

The variability introduced by the penetration of non-dispatchable renewable technologies can be modelled with a load duration curve that characterizes the net demand [48]. This formulation was overcome by the system states [49,50], which ushered the inclusion of multiple system features and introduced cluster-transition concepts to increase the accuracy of the model.
Table 1. Modeling simplifications of each case study. IP: Integer Programming.

| Ref | Model          | Case Study       | IP   | Resolution                          | Detail                                           |
|-----|----------------|------------------|------|-------------------------------------|--------------------------------------------------|
| [23]| Backbone       | Multi-area - [38]| No   | Clusters                            | Cluster moving window                             |
|     |                |                   |      |                                     | Aggregation per technology                        |
|     |                |                   |      |                                     | Stochastic programming                            |
|     |                |                   |      |                                     | 8760 time steps per year                         |
|     |                |                   |      |                                     | Only RES generation                               |
|     |                |                   |      |                                     | 550 time steps per year                          |
|     |                |                   |      |                                     | Aggregation per technology                        |
|     |                |                   |      |                                     | 12 time steps per year                           |
|     |                |                   |      |                                     | Detailed thermal units + RES                     |
|     |                |                   |      |                                     | 8760 time steps per year                         |
|     |                |                   |      |                                     | 8760 time steps per year                         |
|     |                |                   |      |                                     | Monte Carlo simulation                           |
|     |                |                   |      |                                     | 288 hourly steps per year                        |
|     |                |                   |      |                                     | Aggregation per technology                        |
|     |                |                   |      |                                     | 12 time steps per year                           |
|     |                |                   |      |                                     | 1722 thermal units + RES                         |
|     |                |                   |      |                                     | 35040 time steps per year                        |
|     |                |                   |      |                                     | 1 single factory                                  |
|     |                |                   |      |                                     | 1 time step per 10 years                         |
|     |                |                   |      |                                     | Aggregation per technology                        |
|     |                |                   |      |                                     | 12 time steps per year                           |
|     |                |                   |      |                                     | 144 hourly steps per year                        |
|     |                |                   |      |                                     | 578 thermal units + RES                           |
|     |                |                   |      |                                     | 288 hourly steps per year                        |
|     |                |                   |      |                                     | 6 generation units (RES incl.)                    |
|     |                |                   |      |                                     | 1008 hourly steps per year                       |
|     |                |                   |      |                                     | Aggregation per technology                        |
|     |                |                   |      |                                     | 10 years                                         |
|     |                |                   |      |                                     | 578 thermal units + RES                           |
|     |                |                   |      |                                     | 6 generation units (RES incl.)                    |

* Integer variables are relaxed when the time span exceeds one year.

 Nonetheless, the chronology between clusters was not taken into account until [51,52], where new constraints were formulated to keep the technical information in the transitions between clusters. In this way, chronological relationships are maintained using system states or enhanced representative periods. Regardless, as every single temporal aggregation method, they sacrifice some detail to gain in resolution time.

The application of these techniques to optimization models often leads to suitable results in the medium-term forecasting of power systems. The methodology proposed in [53] for a medium-term fundamental model based on conjectural variations represents uncertainty in risk variables such as demand, water incomes, wind generation, fuel costs, CO$_2$ prices and unavailability of thermal units, reaching a great characterization of the hourly prices obtained for the Spanish electricity market as a case study. Nevertheless, it does not offer a feasible hourly scheduling.

The application of integer programming to cases of such a large size and detail as the previously mentioned is computationally intractable in hourly horizon representations. The inclusion of clustering techniques in the unit commitment problem [54–56], open the door to extend the time spans of models that work with integer variables, allowing to represent in detail the operation of large energy markets in the medium term.

Moreover, the use of temporary aggregation techniques complicates the representation of the start-ups, since its cost depends on the number of hours that the thermal unit has been offline. The representation of this cost as a single step [56] does not provide a great detail. However,
the formulation of [54] seems to overcome this problem, but the representation by centroids will always result in a loss of the real variability existing between the elements that integrate the cluster.

In [57], a new methodology is proposed in order to preserve the variability between hours in the performance of a medium-term model that considers system states. The use of statistical techniques results in a notable improvement in the representation of the hourly prices of the electricity market. Nevertheless, their use cannot be extrapolated to the production outputs. In turn, it would not solve the problem of the hourly infeasibilities either, which appears when the problem size or the uncertainty consideration obliges to use relaxed variables if reasonable run times are sought.

Integer programming relaxation is widespread in medium-term models. The use of continuous variables provides differentiability, exploited by powerful current solvers to solve large LP and QC problems without the consuming too much time or computing resources. However, its utilization means a loss of fidelity of results because of its acceptance of fractional values as levels of decision variables like the commitment status or the start-ups and shut-downs of thermal units. For this reason, some outputs are far from the real behavior of the power system.

Continuous variables allow partial commitment status for thermal units, as well as non-integer internalization of the costs of start-ups and shut-down processes. This means that production results and hourly costs cannot always be extrapolated to reality. However, since a minor detail perspective such as a monthly vision, some outputs of these models like productions, incomes and costs are quite close to the real values for each player, being a useful information for generation companies.

According to the high usefulness of these results for companies and their approximation to real values, a novel post-processing method is proposed in this paper in order to obtain a feasible hourly scheduling for the thermal generation portfolio of a market player. The scope of this methodology is to overcome the mentioned gaps of the existing models in the literature, being flexible to be applied to several medium- or long-term simulation tools. The main contributions of this paper are:

- A new soft-linking methodology to meet the advantages of the accurate market representation of medium-term models, with the detailed and feasible schedules of the short-term modeling, is proposed. The market equilibrium of real-size multi-area power systems, where players have a competitive behavior, is represented under the consideration of uncertainty. In turn, the infeasible outputs from simplification techniques are rectified and hourly dynamics are properly captured.
- This methodology is opened to probabilistic considerations and risk management. The inclusion of these assumptions in the method returns valuable results for a market player, identifying the most profitable hours to place its production according to the technical constraints of its thermal units and the margins in which its sales are framed.
- The proposed methodology is flexible and allows the combination of the detailing considerations that the medium-term models cannot assume at once. In agreement with economic and technical constraints, this method can group low productions into thermal units with higher operation levels, beyond obtaining a feasible scheduling. This flexible processing scheme can reach the integrated optimization of an entire thermal portfolio if desired.

3. Methodology

3.1. Overview

As previously discussed, modeling simplifications are usually assumed in medium- and long-term models. Temporal aggregation, integer programming relaxation or less accurate modeling are used to achieve computational feasibility. Furthermore, risk representation notably increases the complexity of the problem. Considering uncertainty is more difficult the longer the horizon is, either by stochastic programming or Monte Carlo simulations.

This section proposes a methodology to harmonize the performance of a medium-term model, subject to modeling simplifications, with short-term techniques which bring a detailed representation of power markets operation.
3.1.1. Medium-Term Fundamental Model

The methodology takes as inputs the high-reliable outputs from a medium-term market model. To this end, a medium-term fundamental market model will be solved. This model looks for a detailed representation of the operation of an electricity market, considering its regulation framework and technical constraints. The main features of this kind of models are described below:

- As mentioned above, this paper considers a market based on a multi-area system. The model should include every single thermal unit, hydro reservoirs and non-dispatchable generation technologies, as well as energy storages.
- It is also desirable a property representation of the interconnection facilities, both between the considered areas, and with the external regions adjacent to the studied systems.
- Furthermore, market agents must be considered, since it is necessary to simulate the competitive behavior of the players to reach an accurate performance of the operation in the power system.
- This rigorous modeling should be complemented with uncertainty representation to capture the risks associated with some generation technologies or supply contract compliance.
- Given the changing current market trends, where non-intermittent generation is rapidly increasing, a time representation as closely to hourly modeling would be desirable.

Generally, some simplifications are needed in order to make these models tractable from a computational point of view. First, integer programming relaxation is typically needed, and this relaxation collaborate in getting good price signals, since the use of integer programming only reflects the variable costs of the units that are committed, when the dual variables which represent the prices are obtained. Secondly, the application of time aggregation or selection techniques is also required, either by aggregating similar hours in time blocks (and consequently losing the chronology), or with the selection of prototypical days or weeks. Either simplification is able to obtain accurate aggregated results (such as weekly or monthly productions) but will fail obtaining feasible and realistic hourly operations. Finally, some simplifications are needed regarding thermal units, as detailed start-up costs depending on the time that the unit has been offline.

The proposed methodology will be tested with a particular medium-term model, but the formulation is open to the consideration of any medium- or long-term model, whose operation results are desired to be made feasible and optimal on an hourly basis.

3.1.2. Post-Processing Methodology

Once the results of the medium-term model are obtained, they are used as an input data by the post-processing method, which provides a detailed, accurate, and feasible thermal schedule. The methodology will be stated from the point of view of a thermal agent trying to obtain a feasible operation of its thermal portfolio. This feasibility process is formulated as an optimization problem, which responds to the rational behavior of a player that wishes to maximize its profit considering risk aversion. The methodology uses as input data the expected hourly prices and the expected productions of the thermal portfolio through a considered time span. It is important to note that these results respond to a rational infrastructure management, like hydro reservoirs, fuel storage, maximum number of start-ups, minimum annual operation hours etc. These expected productions are the aggregated values of each thermal unit included in the portfolio. The compliance of the production goals has a certain flexibility degree, according to a strategic term that could be adjusted by the market agent. Hence, the optimization process can only consider some clearance to the production targets to avoid infeasibilities, or it can have a more flexible character, in which a redistribution of productions between units is allowed. It will depend on the strategic term, that can be easily determined by the market player according to extra operational cost, logistics, opportunity costs and any other desired consideration.

The next section describes the mathematical formulation of the methodology. Its nomenclature is included in a glossary at the end of the document. Upper-case letters are used for denoting parameters.
and sets, while lower-case letters denote variables and indexes. Hourly intervals are considered for unit consistency.

3.2. Mathematical Formulation

The post-processing method is presented as an optimization problem in which a player wishes to maximize its profits, adjusting a given production of its thermal units. In addition to this input, an hourly price market forecast throughout the considered time span is also taken as an input. This time horizon is flexible, being able to cover days, weeks, or even months.

The objective function of the maximize optimization problem is shown below. It is subject to the restrictions formulated along this section:

$$\max \sum_{g \in G} \sum_{t \in T} \left( p_{g,t} L_t - c_{g,t}^{PROD} - c_{g,t}^{SD} - c_{g,t}^{SU} \right) - \sum_{g \in G} c_{g,t}^{DIV}$$  \hspace{1cm} (1)

3.2.1. Production Costs

The production cost of the thermal units are modelled as a quadratic function of the power output:

$$c_{g,t}^{PROD} = u_{g,t} C_{NL}^{C} + p_{g,t} C_{LV}^{C} + p_{g,t}^2 C_{QC}^{C} \quad \forall g, t$$  \hspace{1cm} (2)

This formulation is more accurate than the simplified linear production costs which are taken in \cite{9,12,56}. However, it is less detailed than the piecewise approximation of \cite{7}, where the use of binary variables allows the non-convex and non-differentiable variables costs of the thermal units to be segmented and adjusted with high accuracy.

The choice of a quadratic function is based in the power of the current solvers to work with MIQCPs and prevent the MILP problem from slowing down with a big number of binary variables, whose resolution requires a long run time. Besides, it constitutes a high-accurate approximation to the actual cost function.

3.2.2. Start-Up and Shut-Down Costs

The exponential nature of the start-up cost function, where cost increases with the amount of hours that the unit has been offline, is usually represented by a stairwise approximation, as Figure 1 illustrate, or simplified to a single step cost \cite{9,56}.

![Figure 1. Stairwise approximation of the non-linear start-up cost function.](image)

According to the advantages of the formulation of \cite{12} over those of \cite{10}, the equations of \cite{12} are chosen to represent the behavior of the start-ups, consuming less computational resources:
\[ c_{g,t}^{SU} = \sum_{s \in S} \delta_{g,s,t} c_{g,s}^{SU} \quad \forall g, t \]  
\[ \delta_{g,s,t} \leq \sum_{i=T_{g,s}^0}^{T_{g,s}^{T+1}-1} w_{g,t-i} \quad \forall g,s \in [1,S_g], t \in [T_{g,s}^{T}+1, T] \]  
\[ v_{g,t} = \sum_{s \in S_g} \delta_{g,s,t} \quad \forall g, t \]  
\[ \delta_{g,s,t} = 0 \quad \forall g, s \in [1,S_g], t \in (T_{g,s}^{SU} - T_{g,s}^0, T_{g,s}^{SU} + 1) \]  

Regarding shut-downs costs, its modeling is widely extended as a fixed cost:
\[ c_{g,t}^{SD} = w_{g,t} c_{g}^{SD} \quad \forall g, t \]  

### 3.2.3. Diverting Target Production Costs

Diverting costs are not a real cost, but the way to model the possible transfer of production targets between the thermal groups, as a result of making the problem feasible (moving production targets that are below the minimum power outputs) or optimizing profits (moving productions targets from a group that would start for a few hours to one that is committed).

\[ c_{g}^{DIV} = (f_A^g + f_B^g) \frac{C_F}{2} \quad \forall g \]  

Note that the definition of the diverting strategic term \( C_F \) will affect the optimization behavior, from a high \( C_F \) where the production targets of each unit are respected, to a \( C_F \) equal to zero where only the total production target \( A_T \) is respected. These events are detailed in Section 3.2.4 and analyzed in the case study proposed in Section 4.2.

### 3.2.4. Production adjustment equations

The post-processing method implements two balance equations in order to represent the strategic management of the expected production targets:

\[ A_T = \sum_{g \in G} \sum_{t \in T} p_{g,t} \]  
\[ A_g = \sum_{t \in T} p_{g,t} + f_A^g - f_B^g \quad \forall g \]  
\[ 0 \leq f_A^g \quad \forall g \]  
\[ 0 \leq f_B^g \quad \forall g \]  

Equation (9) always respects the total aggregated production target, \( A_T \), of the set of thermal units considered in the post-processing problem.

Additionally, Equation (10) make it possible to overcome unfeasible data for the production targets of each thermal unit, \( A_g \), like production targets which are below the minimum power output as the result of using relaxed variables in the medium-term fundamental model. In turn, this equation also gives versatility to the profit optimization. The considered time span will depend on the reliability of the productions obtained with the medium-term model, frequently achieving solid values when the aggregation exceeds one week.

Variables \( f_A^g \) and \( f_B^g \) distribute production targets among the set of thermal units, to a greater or lesser extent depending on the value of \( C_F \), which penalizes transfers in the objective function. If high values are assigned to \( C_F \), the model will always try to respect the objective production of each unit.
A_g, relocating productions with the sole purpose of avoiding infeasibilities. On the other hand, if C^F is set to zero, transfers are free and the operation of the portfolio increases its flexibility. In this case, A_g is ignored and the greatest possible profit, considering A_t^F, is obtained after the optimization.

This parameter opens the door to the analysis of different situations and strategic behaviors in the management of a thermal portfolio belonging to a generation company. The allocation of moderate values would allow from transfer few MWh to avoid that a thermal unit stretches its production at some hours that are not so profitable, to the possibility of preventing a unit from starting to be working for only one hour or similar.

The introduction of this strategic term refers to the internalization of some operation, logistic and opportunity costs that can not be considered otherwise. In that way, the post-processing method will naturally avoid the inefficiencies mentioned above, as well as return a feasible thermal scheduling. All of these events are analyzed in the case studies proposed in Section 4.

3.2.5. Basic Operating Constraints

These equations determine the chronological relationship between the hourly periods, defining the logic between commitments and startups/shutdowns throughout the time span:

\[ v_{g,t} - w_{g,t} = u_{g,t} - u_{g,t-1} \quad \forall g, t \in [2, T] \]  
(13)

\[ v_{g,t} - w_{g,t} = u_{g,t} - U_{g}^0 \quad \forall g, t \in [1, 2) \]  
(14)

\[ u_{g,t} \in \{0, 1\} \]  
(15)

\[ v_{g,t} \in \{0, 1\} \]  
(16)

\[ w_{g,t} \in \{0, 1\} \]  
(17)

Note that it is not necessary to formulate \( w_{g,t} \) as binary variable. Its behavior is defined by differences between binaries and the only values that can be taken are 0 or 1.

Finally, the operating constraints of the thermal units are included, limiting their hourly production between its minimum and maximum power outputs when they are committed.

\[ u_{g,t} P_{g}^{MIN} \leq p_{g,t} \leq u_{g,t} P_{g}^{MAX} \quad \forall g, t \]  
(18)

\[ p_{g,t} \]  
(19)

4. Case Study and Results

In order to show the usefulness of the methodology presented in this paper, a real size case study of an agent that wishes to make a feasible scheduling and optimize the production of four CCGTs in a medium-term horizon is analyzed. Section 4.1 describes the case study, as well as the origin of the inputs needed in the post-processing method. Section 4.2 shows the results of the application of this methodology. This section also presents three cases where the value of the diverting penalty is analyzed, representing a combined profit optimization and feasible scheduling post-processing.

4.1. Presentation of the case study and its medium-term fundamental model

In this case study, the production of four CCGTs belonging to a generation company operating in the Iberian electricity market (MIBEL) will be made feasible and optimized. In the first phase of the methodology, a medium-term model is run. This model follows the mathematical formulation proposed in [22], representing the equilibrium between markets players through conjectural variations. Its validity to determine the market equilibrium as an optimization problem is also proved in [22], where it is demonstrated that if the cost function is convex and there are non-negative conjectures, the optimization problem is equivalent to an equilibrium problem.

This formulation was summarized in [53] as follows. The competitive behavior in the market is represented as an oligopoly, where the conjectured-price, \( \theta_{i,a,p} \), of each market player \( i \) is considered as
known. The function that relate the production cost for each player and area \( a \), \( C_{i,a} \), with its electricity generation, \( q_{i,a,p} \) during the period \( p \), is linear or quadratic. The electricity price, \( \lambda_{a,p} \), is determined as the dual variable of the power balance constraint, which matches the total energy output with the demand, \( D_{a,p} \). Finally, technical constraints, \( \mathcal{H} \), are shorten in a generic formulation:

\[
\min_{q_{i,a,p}} \sum_{i,a,p} \left( C_{i,a} q_{i,a,p} + \theta_{i,a,p} \frac{q_{i,a,p}^2}{2} \right)
\]

subject to:

\[
\sum_i q_{i,a,p} = D_{a,p} : \lambda_{a,p} \quad \forall a, p
\]

\[
\mathcal{H}(q_{i,a,p}) \geq 0 \quad \forall i, a, p
\]

The main technical constraints applied to the thermal units are those related to the commitment status, maximum and minimum power outputs, operational costs, start-up and shut-down costs, maximum number of start-ups within a period, unplanned unavailability and maintenance schedules. Regarding river basins, the turbine and pumping capacities are modelled, as well as efficiency, storage capacity, inflows, topology and the upper and lower water bounds to guarantee a safety operation.

This model is used in an accurate representation of the Spanish, Portuguese and French electricity markets and its interconnections. Every single thermal unit is considered, as well as hydro reservoirs and the non-dispatchable renewable energy sources. The horizon comprises three years on an hourly basis. After the market clearing determination, the model also checks technical issues (such as network constraints), affairs as the Transmission System Operator does, committing some thermal units to guarantee the stability of the grid, if required.

In order to obtain reasonable run times, integer programming relaxation is applied and the time aggregation technique of system states [49] is used. This clustering process take into account different conditions of the power system and aggregates hours according to its corresponding thermal gap. The transition between clusters is considered with this method, but the equations to keep chronology are not included. In this way, 940 time steps represent the whole time span of three years.

The combination of these modeling techniques leads to very acceptable run times. On the other hand, it presents the drawback of being possible to obtain technically infeasible results. Besides, the representation of detailed thermal costs (as it is the case of start-up costs) is simplified with respect to the proposed post-processing methodology. Table 2 shows a comparison between a three-year case of the described fundamental model, with the post-processing method proposed in Section 3, applied to a four thermal-unit case through a 31-day time span on an hourly basis. The cases analyzed in this paper have been run in a computer Intel Xeon CPU E5-2660 v3 @2.60 GHz with 40 logical processors and 144 GB of installed RAM memory running 64-bit Windows Server 2012 R2, solved with the commercial solver CPLEX 12.10 [58] under GAMS [59].

Regarding the representation of uncertainty, a Monte Carlo simulation has been carried out. A total of 300 cases have been considered to represent different scenarios for the following risk factors: Power demand, hydro conditions, wind generation, solar generation, coal prices, natural gas prices, \( \text{CO}_2 \) emissions allowance prices and unplanned unavailability of thermal units.

Given the great variety of risk variables considered in the simulation, the spatial interpolation technique proposed in [60] has been applied, making it possible to obtain a high accuracy in the results with only 300 cases evaluated. Furthermore, the determination of correlations between variables and the scenario creation has been carried out in collaboration with a major utility present in the Spanish electricity market.

This Monte Carlo simulation, carried out with the medium-term model described above, has been used to obtain the necessary input data for the proposed methodology. The corresponding results needed in the post-processing method are shown in Table 3 and Figure 2, which gather the expected
thermal productions and the electricity prices, respectively, for the four CCGTs considered in this case study along the 31 day-hourly time span. However, the real scope of this Monte Carlo simulation is longer.

Table 2. Problem sizes after the performance of CPLEX presolve.

| Problem Size        | Medium-Term Model | Post-Processing Case Study |
|---------------------|-------------------|----------------------------|
| # of constraints    | 718,949           | 17,195                     |
| # of cont. variables| 1,123,672         | 11,246                     |
| # of binary variables| -                | 8928                       |
| # of non-zero elements| 3,110,273       | 327,674                    |
| Run time (s)        | ~2000             | ~20                        |

It is also important to mention that these outputs correspond to the mean value of the distribution function. Nevertheless, either mean values or those results that belong to any of the contemplated centiles (P10, P50, P90, etc.) can be easily handled with the post-processing methodology proposed in this paper.

Table 3. Expected production of the thermal units considered in the post-processing case study.

| Thermal Unit | Productions (MWh) |
|--------------|-------------------|
| Unit A       | 95,358            |
| Unit B       | 130,635           |
| Unit C       | 414,360           |
| Unit D       | 190               |

Technical data of the thermal units considered in the post-processing are shown in Tables 4 and 5. Start-up costs of the thermal units are modelled with three steps, as mentioned in [1, 3]. This representation improves the unique start-up cost of the medium-term model. In turn, the formulation described in Section 3.2.2, easily allows an increment of steps if a more accurate simulation is desired.

Table 4. Technical data of the thermal units and status in the first hour of the considered time span.

| Thermal Unit | $C^N_{NLg}$ ($/h$) | $C^L_{Lg}$ ($/MWh$) | $C^{QC}_{Lg}$ ($$/MWh$$^2$) | $C^SD_{Lg}$ ($) | $P^{MAX}_{Lg}$ (MW) | $P^{MIN}_{Lg}$ (MW) | $T^0_{Lg}$ (h) | $U^0_{Lg}$ (h) |
|--------------|---------------------|----------------------|-------------------------------|----------------|---------------------|---------------------|----------------|----------------|
| Unit A       | 1500                | 33                   | 0.00050                       | 5500           | 412                 | 157                 | 1              | 0              |
| Unit B       | 2300                | 31                   | 0.00056                       | 5500           | 390                 | 135                 | 1              | 0              |
| Unit C       | 4100                | 27                   | 0.00027                       | 9500           | 856                 | 285                 | 1              | 0              |
| Unit D       | 1600                | 32                   | 0.00053                       | 5500           | 402                 | 112                 | 1              | 0              |

Table 5. Start-up parameters of the thermal units.

| Thermal Unit | $C^{SU}_{Lg, hot}$ ($) | $C^{SU}_{Lg, warm}$ ($) | $C^{SU}_{Lg, cold}$ ($) | $T^SD_{Lg, hot}$ (h) | $T^{SU}_{Lg, warm}$ (h) | $T^{SU}_{Lg, cold}$ (h) |
|--------------|------------------------|-------------------------|------------------------|----------------------|-------------------------|------------------------|
| Unit A       | 15,000                 | 23,000                  | 24,500                 | 1                    | 6                       | 32                     |
| Unit B       | 11,500                 | 25,000                  | 28,000                 | 1                    | 53                      | 245                   |
| Unit C       | 28,000                 | 37,000                  | 43,500                 | 1                    | 21                      | 75                    |
| Unit D       | 12,000                 | 16,000                  | 18,000                 | 1                    | 23                      | 120                   |

4.2. Analysis of Feasible Schedules Obtained With the Post-Processing Methodology

The application of the post-processing method after the performance of a medium-term model, like the one described in Section 4.1, offers many advantages. It achieves a feasible thermal scheduling, keeping reliable and quite valuable medium-term information, such as the hydraulic generation. In turn, it also improves the representation of the technical operational constraints, since the medium-term model only uses a single-step start-up cost. This phase is more computationally
flexible, being possible to approach the start-up cost to a multi-step function, which provides a much more accurate modeling.

Additionally, it is possible to introduce a strategic term to consider hidden operation preferences, allowing a more realistic management of these assets by a market player. These operational priorities can be easily quantified in economic terms and give the chance of transferring some production targets between the thermal units of the portfolio. In this section, three case studies will be considered to analyze the impact of the strategic term, $C^F$, on the thermal scheduling:

- The first case assigns a value of 500 $/MWh to $C^F$. In this case, this number is high enough to avoid diversion of production targets between thermal units. Table 3 is respected without any flexibility. This situation would only allow non-zero values of $f^A$ and $f^B$ when there are infeasible production targets, like operations below the minimum power output.

- The second case applies a value of 100 $/MWh to $C^F$. In this case, the strategic term avoids non-expected operational behaviors, such as the commitment of a thermal unit for operating during a single hour.

- The third case shows a global optimization of the total production target of the portfolio. The assignment of 0 $/MWh to $C^F$ allows the optimal distribution of $A^T$ in order to maximize the profit.

It is important to keep in mind that the strategic divertion term behavior will depend on the hourly price forecast, because its higher or lower levels would promote or damp the transfers in the objective function. This strategic term can be easily assigned by generation companies, which know in depth its operation, logistic, and opportunity costs. In turn, the company can also play with this value to analyze different situations and risk scenarios.

Table 6 shows the outputs of the performance of the three cases. The comparison is carried through the obtained profits. As expected, the post-processing method reaches a greater profit when there is a higher availability to transfer productions between units, moving them to the most profitable hours and avoiding useless start-ups and the imposition of quantities that are far from the optimum values for this case. The gap established for the three cases is 1%. This value is accurate enough, but it is important to note that there is a trade-off between the desired accuracy and the run time and computational resources. Thus, the higher the number of thermal units involved in the post-processing methodology is, the higher the run time to reach an integer solution will be.

| Output        | Case 1  | Case 2  | Case 3  |
|---------------|---------|---------|---------|
| Unit A (MWh)  | 95,358  | 95,548  | 101,228 |
| Unit B (MWh)  | 130,635 | 130,635 | 51,440  |
| Unit C (MWh)  | 414,360 | 414,360 | 370,102 |
| Unit D (MWh)  | 190     | 0       | 117,733 |
| Run time (s)  | 17.8    | 19.7    | 9.4     |
| Profits ($)   | 8,896,632 | 8,913,115 | 9,163,300 |

In Case 1, every single production target is respected according to the high value assigned to $C^F$. On the contrary, the reduced production target of Unit D is quickly transferred to other units when $C^F$ is relaxed in Case 2. The optimum value is reached moving 190 MWh from Unit D to Unit A. Finally, the total optimization of Case 3 shows that the optimal solution of the problem is to use each thermal unit along its most profitable hours. In this case, 79,155 MWh and 44,258 MWh are yielded by Unit B and Unit C, being 5870 MWh assumed by Unit A and 117,543 MWh by Unit D.

All of these cases provide a real picture of the detailed operation of the thermal portfolio. As it was expected, its production responds to the electricity price peaks dynamics, considering an optimal management of start-ups and shut-downs to maximize profit. Figure 2 shows an example of feasible
scheduling, where Unit A maximizes its benefit according to the expected production gathered in Table 3. The thermal schedule represented in this figure corresponds to the results of Case 1, where the strategic term $C_F$ is high enough to avoid transfers of production targets.

![Figure 2](image.png)

**Figure 2.** Hourly matching prices of the Spanish market obtained with the fundamental model of Section 4.1 and response of Unit A to its production target with a strategic term of 500 $/MWh as used in Case 1.

For the sake of simplicity, only one thermal unit has been included in Figure 2, allowing an easier interpretation of the operational behavior. Unit A, as well as the other thermal units, sets its production at its maximum power output during the most profitable hours. In addition, it usually reduces its production to the minimum output when prices drop, incurring in shut-downs if electricity peaks are too separated in time.

5. Conclusions

The changing reality of current electricity markets highlights the importance of a proper representation of power systems. The increasing variability of generation, due to the deployment of non-dispatchable RES, and the interconnection promotions between areas as a result of integration policies, points out the necessity of simulating multi-area power system on an hourly basis. Nowadays, electricity market models require a high level of detail and time granularity not only in the short term, but also in the medium term, especially in order to represent a real management of energy storage facilities. This fact, together with the uncertainty consideration in some input data, makes it imperative to simplify medium-term models to increase their computational tractability. However, these simplifications lead to infeasible and/or suboptimal operational outputs for thermal units. A new soft-linking methodology to overcome these problems has been proposed in this paper. This method combines the advantages of medium-term models, selecting high reliable results from these tools, and using them in a post-processing phase. This step provides a feasible thermal scheduling for a well-detailed generation portfolio. In this way, the infeasible outputs obtained with the medium-term model as a consequence of the implemented simplifications, such as time aggregation, integer programming relaxation or less accurate modeling, are corrected.

In addition, the methodology allows the use of a strategic term, providing an alternative to jointly optimize the thermal generation portfolio of a market agent. This term improves the single representation of technical constraints, allowing the assignment of logistic and opportunity costs, as well as the inclusion of hidden flexibility possibilities in the operation of thermal units. The formulation of the post-processing phase as an optimization problem also contributes to recreating
the competition in power markets, where each player tries to maximize its profit. The whole methodology has been tested with a realistic case study, showing its validity.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- CCGT: Combined Cycle Gas Turbine
- CV: Conjectural Variation
- IP: Integer Programming
- MIBEL: Iberian Electricity Market
- MILP: Mixed Integer Linear Programming
- MIQCP: Mixed Integer Quadratically Constrained Programming
- RES: Renewable Energy Sources
- UC: Unit Commitment

**Nomenclature**

**Indexes & Sets**

- \( g \in G \): Set of indexes of generating units
- \( s \in S \): Set of indexes of start-up segments
- \( t \in T \): Set of indexes of hourly periods of the time span

**Parameters**

- \( A_g \): Target production of an individual unit \( g \) throughout the time span \( T \) (MWh)
- \( A^T \): Total target production of the portfolio \( G \) throughout the time span \( T \) (MWh)
- \( C^F \): Strategic term for diverting target production between thermal units ($/MWh)
- \( C_{LV} \): Linear variable cost of unit \( g \) ($/MWh)
- \( C_{NL} \): Fixed cost of unit \( g \) ($/h)
- \( C_{QC} \): Quadratic variable cost of unit \( g \) ($/MWh^2$)
- \( C_{SD} \): Shut-down cost of unit \( g \) ($)
- \( C_{SU} \): Start-up cost for the start-up type \( s \) of unit \( g \) ($)
- \( L_t \): Price of energy in period \( t \) ($/MWh$)
- \( P_{MAX}^g \): Maximum power output of unit \( g \) (MW)
- \( P_{MIN}^g \): Minimum power output of unit \( g \) (MW)
- \( T_{SU}^g \): Minimum time period that unit \( g \) must be offline for the start-up type \( s \) (h)
- \( T_0^g \): Hourly periods that unit \( g \) has been offline in the first period \( t \) of the time span \( T \) (h)
- \( u_g \): Commitment status of unit \( g \) in the first period \( t \) of the time span \( T \)

**Variables**

- \( e_{DIV}^g \): Diverting target production cost of unit \( g \) along the time span \( T \) ($)
- \( e_{PROD}^g \): Production cost of unit \( g \) in period \( t \) ($)
- \( e_{SD}^g \): Shut-down cost of unit \( g \) in period \( t \) ($)
- \( e_{SU}^g \): Start-up cost of unit \( g \) in period \( t \) ($)
- \( e_{SU}^{g,s} \): Start-up type \( s \) of unit \( g \) in period \( t \)
- \( f_x^g \): Increase in target production of unit \( g \) due to divertions along the time span \( T \) (MWh)
- \( f_x^B \): Decrease in target production of unit \( g \) due to divertions along the time span \( T \) (MWh)
- \( P_{MJ}^g \): Power output above the minimum output of unit \( g \) in period \( t \) (MW)
- \( u_{g,t} \): Commitment decision of unit \( g \) in period \( t \)
- \( v_{g,t} \): Start-up decision of unit \( g \) in period \( t \)
- \( w_{g,t} \): Shut-down decision of unit \( g \) in period \( t \)
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