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Abstract: Salt caverns are accepted as an ideal solution for high-pressure hydrogen storage. As well as considering the numerous benefits of the realization of underground hydrogen storage (UHS), such as high energy densities, low leakage rates and big storage volumes, risk analysis of UHS is a required step for assessing the suitability of this technology. In this work, a preliminary quantitative risk assessment (QRA) was performed by starting from the worst-case scenario: rupture at the ground of the riser pipe from the salt cavern to the ground. The influence of hydrogen contamination by bacterial metabolism was studied, considering the composition of the gas contained in the salt caverns as time variable. A bow-tie analysis was used to highlight all the possible causes (basic events) as well as the outcomes (jet fire, unconfined vapor cloud explosion (UVCE), toxic chemical release), and then, consequence and risk analyses were performed. The results showed that a UVCE is the most frequent outcome, but its effect zone decreases with time due to the hydrogen contamination and the higher contents of methane and hydrogen sulfide.
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1. Introduction

Large-scale hydrogen storage plays a crucial role in the potential future clean hydrogen economy. Indeed, both the production of hydrogen from processes with a low or zero carbon footprint [1–5] and the research of cost-effective and high-capacity storage methods are at the core of developing the hydrogen economy. This could aid climate goals because hydrogen only emits water when burned and can be made without releasing CO$_2$. However, its production currently emits 830 million tons of CO$_2$ each year [6].

Once produced, hydrogen has to be transported, distributed and stored. The storage of hydrogen is very challenging due to its very low density (0.08988 g/L at standard temperature and pressure) [7]. Thus, to reduce both the capital (CAPEX) and operational expenditure (OPEX), the hydrogen storage density must be increased. All of the methods to store hydrogen at an increased density require some input of energy in the form of work (e.g., for its compression), heat or, in some cases, hydrogen-binding materials [7]. As regards gas storage, depending on the volume to be stored and the local conditions, it can either be on the surface, such as tube storage, or underground, preferably in salt caverns [8]. Salt caverns at depths of several hundreds of meters offer many benefits for the realization of underground hydrogen storage (UHS), including high energy densities, low construction costs and specific investment costs per megawatt-hour of storage, low leakage rates (considering the amount of stored hydrogen), big storage volumes (about 500,000 m$^3$ for several thousand tons of hydrogen) and minimal risks of hydrogen contamination [9]. Indeed, the high operational pressure of the caverns (60–180 bar) allows high energy densities. More precisely, for a low-pressure vessel, it is 30 kWhel/m$^3$ at 20 bar; for pipe storage, it is 120 kWhel/m$^3$ at 80 bar; and for salt caverns, it can be as high as 300 kWhel/m$^3$ at 200 bar [8].
Four types of underground hydrogen storage can be distinguished depending on the \( \text{H}_2 \) purity and its final destination:

- **Underground pure hydrogen storage**: the destination of this hydrogen is for use in fuel cells;
- **Underground storage of natural gas and hydrogen (6–15%)**: the mixture is used as fuel;
- **Underground storage of rich hydrogen mixture with CO, CH\(_4\) and CO\(_2\) (syngas or town gas)**: the mixture is used as electricity (through thermo-mechanical conversion in gas turbines) and/or as fuel;
- **Underground methanation reactor (UMR)**: the objective of such storage is to enrich the energy potential of the gas by transforming the mixture of H\(_2\) and CO\(_2\) into methane through the action of methanogenic bacteria [10].

Unfortunately, the distribution of salt deposits overall is not equal (mainly located in the UK and USA). However, for many years, a small number of salt caverns have also been used to store hydrogen. For instance, hydrogen storage facilities of this kind are in Teesside, Great Britain (three caverns, 70,000 m\(^3\) each, depth 370 m); Clemens Dome, Texas (one cavern, 580,000 m\(^3\), depth 1000–1300 m); and Moss Bluff, Texas (one cavern, 566,000 m\(^3\), depth 335–1400 m).

Several papers and reports have focused on the scientific aspects of hydrogen storage in geological structures, and they all conclude that hydrogen storage poses issues comparable to those of the storage of natural gas [11–14], with the exception of the negligible losses of hydrogen by diffusion through salt walls in caverns [15]. Starting from the first in situ analysis of the gases in underground gas storage in Lobodice, the unusual behavior of hydrogen was shown [16]. The mechanisms of gas pollution in salt caverns are mainly caused by the presence of bacteria. They live in the sump at the bottom (up to 30% of the total cavern volume) and, in the presence of sulfates and carbonates, consume hydrogen, producing H\(_2\)S and/or methane [10]. In particular, in situ generation of methane from hydrogen and CO\(_2\) or CO, according to the Sabatier reaction, can occur at high temperatures (800 \(^\circ\)C) in the presence of a catalyst (nickel) or at low temperatures (30–40 \(^\circ\)C) in the presence of microorganisms (Methanogenic Archaea) [10]. Moreover, acetogenic bacteria convert hydrogen and CO\(_2\) into acetate. The CO\(_2\) needed for these reactions in UHS is frequently present in the injected gas (in the case of town gas), found in carbonaceous reservoir rocks and/or generated through the decomposition of acetate produced by hydrogenotrophic bacteria. The optimal pressure and temperature for the growth of methanogenic and acetogenic bacteria are 90 bar and 30–40 \(^\circ\)C, respectively, but they are capable of growing even at 97 \(^\circ\)C [10] and 750 bar [17,18]. Moreover, the abiotic redox reactions induced by hydrogen are significant at temperatures below 100 \(^\circ\)C without special catalysts. For instance, the reaction rate of the reduction of pyrite rocks (FeS\(_2\)) into pyrrhotite (FeS\(_{1+x}\)) and hydrogen sulfide remains significant even at 50 \(^\circ\)C [19]. H\(_2\)S is also produced by sulfate (from rocks) reduction promoted by archaeoglobus bacteria. The reduction is favored by high temperatures (higher than 92 \(^\circ\)C) [10]. Due to the critical influence of bacterial metabolism on hydrogen stored purity, the general recommendation is to analyze the relevant microbiological characteristics of each underground site (salt caverns, deep aquifers, oil and gas reservoirs) to establish a good monitoring system of potential microbial side effects [20].

Every different hydrogen storage method shows peculiar safety problems. Generally, hydrogen has a low ignition temperature and a wide flammability range, making leaks a significant hazard for fire and explosion, especially in confined spaces. Moreover, in the case of UHS in salt caverns, due to the phenomenon of hydrogen contamination by bacterial metabolism, the hazards associated with the presence of methane and hydrogen sulfide must also be considered. Consequently, risk analysis of H\(_2\) underground storage is a required step for assessing the suitability of this technology.

To the best of our knowledge, although quantitative risk assessment of underground hydrocarbon storage has been widely performed [21,22], no previous work has been
published on the risk analysis of salt caverns used for hydrogen storage. Indeed, in recent studies [23–26], all of the potential, limits and risks of underground storage have been highlighted. Particularly, the key issues addressed in these papers are the change in capacity and efficiency of UGS associated with the blending of hydrogen in the stored natural gas, the geological integrity of the reservoir and cap rocks, the technical integrity of gas storage wells, the durability of the materials used for well completion, corrosion, leakage and environmental risks associated with the products of microbial metabolism [23–26]. None of these works contain a risk assessment for the case of leakage or any other accidental scenario. In this work, a risk analysis of UHS was carried out by starting from the worst-case scenario: rupture at the ground of the riser pipe from the salt cavern to the ground. The risk analysis was performed by assuming the release of hydrogen, methane and hydrogen sulfide with different compositions and as a function of time. In this way, this work can be considered a preliminary tool for understanding the risk associated with large-scale storage of hydrogen through the exploitation of natural salt caverns.

2. Materials and Methods

The properties of the involved chemical species are summarized in Table 1. As can be seen, the properties of sulfur dioxide are listed, as SO\(_2\) can be produced through H\(_2\)S complete combustion (e.g., in the case of jet fire), causing a toxic chemical release.

Table 1. Properties of the involved agents by NIST database [27].

| Properties                  | H\(_2\) | CH\(_4\) | H\(_2\)S | SO\(_2\) |
|-----------------------------|---------|---------|---------|---------|
| Heat of combustion ΔH\(_c\) (kJ/kg) | 141,584 | 55,514  | 15,264  | -       |
| LFL (ppm)                  | 40,000  | 50,000  | 40,000  | -       |
| UFL (ppm)                  | 750,000 | 150,000 | 440,000 | -       |
| TLV- STEL (ppm)            | -       | -       | 5       | 5       |
| TLV- TWA (ppm)             | -       | -       | 1       | 2       |
| AEGL-1 (60 min) (ppm)      | -       | -       | 0.51    | 0.2     |

The composition of the gas contained in the salt caverns was considered as time variable. In particular, the data obtained by Hemme and van Berk [28] at 2.5, 21 and 30 years were considered. They developed a model of the hydrogeochemical mechanisms of underground hydrogen stored at 160 atm and 80 °C, involving the reactions of bacterial metabolism, the interactions with reservoir and cap rocks and the loss of aqueous H\(_2\)(aq) by diffusion through the cap rocks. It is worth underlining that there are several studies on the effect of bacterial activity on the composition of underground stored gas [16,25,29–31]. Unfortunately, no other studies have detailed the composition of stored gas as reported in Hemme and van Berk work [28], nor are there any data that vary over time.

Figure 1 shows the hydrogen, methane and hydrogen sulfide molar fractions as a function of time [28]. The molar compositions at 2.5, 21 and 30 years are given in Table 2. These times were chosen in order to have three different scenarios. At the earlier time, a higher hydrogen content is present in the stored gas. At 21 years, the hydrogen content is equal to that of methane, while at 30 years, the maximum contents of methane and, above all, hydrogen sulfide are present. H\(_2\)S introduces toxic chemical release problems, both as it is and also when oxidized to SO\(_2\).
Figure 1. Hydrogen (black), methane (red) and hydrogen sulfide (blue) molar fractions as a function of time (years) [28].

Table 2. Composition of the gas stored in the salt cavern at 2.5, 21 and 30 years as computed by Hemme and van Berk [28].

| Components | 2.5 Years | 21 Years | 30 Years |
|------------|-----------|----------|----------|
| H₂         | 74.37%    | 50.72%   | 24.18%   |
| CH₄        | 24.69%    | 46.37%   | 70.59%   |
| H₂S        | 0.94%     | 2.8%     | 5.23%    |

In the calculations, a riser pipe from the salt cavern to the ground, 820 m long (e.g., in the case of the salt cavern of Bad Lauchstadt, 500,000 m³), with an internal diameter equal to 250 mm, was considered. Such a diameter is used to reduce the mass flow rate in case of incidents [22]. Modern plant designs include a subsurface valve, which should prevent complete loss of pressure in a cavern from any event at the surface. The duration of any jet flame and gas release depends on the time taken for automatic closure of the valves in the system [22]. If the valve operates correctly, any jet flame or gas release should last only a few minutes [22]. Consequently, in this work, a duration of 1 min was used.

To calculate the mass flow rate, adiabatic expansion of the gas, which is the worst scenario (highest mass flow rate), was assumed [32]. In this condition, for long pipes and large pressure differences across the pipe, the velocity of the gas approaches the sonic velocity (choked flow). The consequence of a serious failure at the wellhead is a high-velocity gas jet. The possible outcomes (and their frequencies [33]) as well as the main possible causes (basic events) [33] are reported in the bow-tie diagram shown in Figure 2. The incident frequency as well as the immediate/delayed ignition probabilities were reported in the literature [33,34]. According to the event tree analysis, by implementing logical and arithmetic computation methods, the possible outcomes are jet fire with toxic SO₂ release, unconfined vapor cloud explosion (UVCE) with the highest frequency and toxic H₂S release.
Figure 2. Bow-tie diagram with “Rupture of vertical riser pipe at the ground” as initiating event/top event.

The gas jet can be immediately ignited producing a jet flame. To calculate the height of the flame, the method by Mudan and Croce (1988) (Equation (1)) was used [35].

\[
\frac{L}{d_j} = \frac{5.3}{C_T} \left( \frac{T_f}{T} \left( C_T + \frac{(1 - C_T)M_a}{M_f} \right) \right)
\]

where:
- \( L \) is the length of the visible turbulent flame measured from the break point (m);
- \( d_j \) is the diameter of the jet—that is, the physical diameter of the nozzle (m);
- \( C_T \) is the fuel mole fraction concentration in a stoichiometric \( \text{H}_2/\text{CH}_4/\text{H}_2\text{S} \)-air mixture (-);
- \( T_f \) and \( T \) are the adiabatic flame temperature and jet fluid temperature, respectively (K);
- \( a_T \) is the moles of reactant per mole of product for a stoichiometric fuel–air mixture (-);
- \( M_a \) is the molecular weight of the air (g/mol);
- \( M_f \) is the molecular weight of the fuel (g/mol).

The radiative flux received by a source was calculated by using a procedure similar to the point source method. The radiant flux at the receiver at a distance \( x \) is determined from Equation (2) [36]:

\[
E_r = \tau_a \eta G \Delta H_c F_p
\]

where:
- \( E_r \) is the radiant flux at the receiver (kW/m²);
- \( \tau_a \) is the atmospheric transmissivity (-);
- \( F_p \) is the point source view factor (m²);
- \( \eta \) is the fraction of total energy converted to radiation (-);
- \( G \) is the mass flow rate of the fuel (kg/s);
- \( \Delta H_c \) is the heat of combustion of the fuel (kJ/kg).

In addition to the effects related to thermal radiation, the combustion of \( \text{H}_2\text{S} \) forms sulfur dioxide (SO₂), which is mildly toxic and can be hazardous at high concentrations. Long-term exposure to low concentrations is also problematic [37]. For this reason, the dispersion of SO₂ was also taken into account.

In the case of non-immediate ignition, the vapor cloud disperses into the environment. Then, it can be ignited, resulting in an unconfined vapor cloud explosion (flammable species: \( \text{H}_2, \text{CH}_4 \) and \( \text{H}_2\text{S} \)). In the case of no ignition, the outcome is a toxic chemical release due to the presence of \( \text{H}_2\text{S} \). Thus, considering neutrally buoyant models as a good approximation of the behavior of any vapor cloud at some distance downwind from its release, a Gaussian dispersion model (in particular, the Pasquill–Gifford plume model) was used [36]. Moreover, through the use of the dimensionless downwind distance and area,
the total isopleth area $A$ ($m^2$) at the target concentration (i.e., the low flammable limit of the mixture) was calculated [36]. The obtained trend of the average concentration was used for the UVCE calculation effect.

The explosion effects were modeled through the TNT equivalency model [36], where the flammable amount in the cloud $M_e$ (kg) is quantified through van Buijtenen’s model for continuous release [38]. Several techniques are available for predicting the strength of the blast wave produced by an unconfined vapor cloud explosion as a function of the distance from the vapor cloud. In recent works, the TNT model, TNO model, Baker–Strehlow–Tang (BST) model and Dorofeev model have been used to predict the strength of hydrogen unconfined cloud explosions. The results indicate that the TNT model predicts higher explosion overpressures at the same distance compared to the others [39–42].

Regarding van Buijtenen’s model, it was derived through a three-dimensional integration of the Gaussian plume model equation [38]. Given the derivation of the formula for the calculation of the flammable mass in a cloud, this can be used for any species for which the Gaussian dispersion model is suitable, or, as in our case, at long distance from the source, where the passive dispersion prevails over the buoyancy. Moreover, there are applications of this model in the case of hydrogen in risk analysis manuals [43,44].

For the toxic release of $H_2S$ and $SO_2$ (obtained from complete combustion of $H_2S$), the Britter–McQuaid model for dense gas dispersion was used [45]. Detailed comparisons of dense gas dispersion model predictions with field test data have been performed over the years, and the Britter–McQuaid model produces remarkably good results with predictions outperforming many more complex models for many chemicals (also for $H_2S$ and $SO_2$) [46,47]. Given the simplicity of the model, the Britter–McQuaid model is widely used for the preliminary assessment of the risk of dispersal of these agents in several technical reports [48,49].

Table 3 summarizes the data used for all calculations.

| Value                      | Value                      |
|----------------------------|----------------------------|
| Pipe length (m)            | Ambient pressure (atm)     |
| 820                        | 1                          |
| Pipe diameter (m)          | Relative humidity (%)      |
| 0.25                       | 50                         |
| Pipe roughness (m)         | Explosion efficiency (-)   |
| 0.000015                   | 0.02                       |
| Storage pressure (atm)     | Discharge coefficient $C_0$|
| 160                        | 1                          |
| Storage temperature (°C)   | Wind speed (m/s)           |
| 80                         | 2                          |
| Leak height (m)            | Ground roughness          |
| 0                          | Open country               |
| Leak diameter (m)          | Cloud cover                |
| 0.25                       | 10/10                      |
| Ambient temperature (°C)   | Stability class            |
| 25                         | F                          |

3. Results
3.1. Source Model Results

The results of the mass flow rate calculations are given in Table 4. It is shown that the release conditions (i.e., temperature and pressure) are comparable in all of the investigated cases. However, the mass flow rate increases with time as the hydrogen content (lighter component) decreases, while the contents of the heavier components (CH$_4$ and H$_2S$) increase.

| Value                      | Value                      | 2.5 Years | 21 Years | 30 Years |
|----------------------------|----------------------------|-----------|----------|----------|
| $M_a$ (-) $^1$             | 0.13                       | 0.14      | 0.14     |
| $G_{choked}$ (kg/s) $^2$   | 174.38                     | 223.01    | 267.41   |
| $P_{choked}$ (bar) $^3$    | 19.81                      | 20.03     | 20.28    |
| $T_{choked}$ (°C) $^4$     | 340.40                     | 340.95    | 341.60   |

$^1$ Upstream Mach number. $^2$ Downstream mass flow rate for adiabatic choked flow. $^3$ Downstream choked pressure. $^4$ Downstream choked temperature.
3.2. Jet Fire Results

The results of the jet fire calculations are given in Table 5. In the case of a jet fire, there are a few differences between the three examined cases. In the long term (30 years), the size of the jet fire increases, resulting in a greater exposed radiative surface and in greater level of concern (LOC) iso-level areas than in the other two cases.

Table 5. Jet fire calculation results, thermal radiation level of concern (LOC) [50] and relative distance downwind at 2.5, 21 and 30 years.

|             | 2.5 Years | 21 Years | 30 Years |
|-------------|-----------|----------|----------|
| ΔHc (kJ/kg) | 75,526.93 | 60,572.31 | 53,306.28 |
| Tf (K)      | 2767.33   | 2668.06  | 2605     |
| Tj (K)      | 340.40    | 340.95   | 341.60   |
| η (-)       | 0.2       | 0.2      | 0.2      |
| Ms (g/mol)  | 29        | 29       | 29       |
| Mf (g/mol)  | 5.76      | 9.42     | 13.56    |
| Ct (-)      | 1.08      | 1.04     | 1.01     |
| αT (-)      | 1.08      | 1.04     | 1.01     |
| L (m)       | 39        | 41       | 44       |
| Pw (Pa)     | 14,643    | 15,023   | 15,467   |
| ↓LOC\Distance→ |          |          |          |
| 37.5 kW/m²  | 54 m      | 55 m     | 56 m     |
| 12.5 kW/m²  | 95 m      | 97 m     | 99 m     |
| 5 kW/m²     | 150 m     | 150 m    | 155 m    |
| 2 kW/m²     | 230 m     | 235 m    | 240 m    |

1 Mass fraction averaged heat of combustion. 2 Water vapor partial pressure for the transmissivity calculation.

3.3. Gaussian Dispersion Results

The results of the Gaussian dispersion calculations are given in Table 6. Among the species considered, hydrogen has the widest flammability range (40,000–750,000 ppm). At 2.5 years, given the higher hydrogen content, the flammability range is the widest (and consequently, also the isopleth area and the distance downwind between the lower flammability limit (LFL) and the upper flammability limit (UFL) and decreases with time.

Table 6. Results of the Gaussian dispersion calculations, target concentration and relative distance downwind at 2.5, 21 and 30 years.

|             | 2.5 Years | 21 Years | 30 Years |
|-------------|-----------|----------|----------|
| LFLmix (ppm) | 42,077    | 44,089   | 46,575   |
| UFLmix (ppm) | 376,108   | 260,824  | 194,281  |
| A (m²)      | 426,421   | 293,567  | 217,647  |
| ↓Target\Distance downwind→ |          |          |          |
| LFLmix (ppm) | 3100 m    | 2540 m   | 2166 m   |
| UFLmix (ppm) | 794 m     | 854 m    | 906 m    |

1 Calculated through Le Chatelier’s principle [51].

3.4. UVCF Calculations

The flammable amount in the cloud was quantified using van Buijtenen’s model for continuous release [38]. The results are reported in Table 7. As seen in Section 3.3, as the time progresses, the extension of the zone in which the cloud concentration is within the flammability limits decreases. Consequently, the mass of fuel contained in the cloud decreases with time. The calculated mass of fuel was used in the TNT equivalency model to calculate the generated overpressure. Figure 3 shows the overpressure (kPa) as a function of the distance downwind. Due to the high hydrogen content, in the case at 2.5 years, the overpressure is always greater than in the other two cases.
Table 7. Flammable amount in the cloud at 2.5, 21 and 30 years.

|            | 2.5 Years | 21 Years | 30 Years |
|------------|-----------|----------|----------|
| $M_e$ (kg) | 119,602   | 94,279   | 53,024   |

UFLmix (ppm) at 2.5, 21 and 30 years: 1, 794 m, 854 m, 906 m.

1 Calculated through Le Chatelier’s principle [51].

3.4. UVCE Calculations

The flammable amount in the cloud was quantified using van Buijtenen’s model for continuous release [38]. The results are reported in Table 7. As seen in Section 3.3, as the time progresses, the extension of the zone in which the cloud concentration is within the flammability limits decreases. Consequently, the mass of fuel contained in the cloud decreases with time. The calculated mass of fuel was used in the TNT equivalency model to calculate the generated overpressure. Figure 3 shows the overpressure (kPa) as a function of the distance downwind (m) at 2.5, 21 and 30 years. Due to the high hydrogen content, in the case at 2.5 years, the overpressure is always greater than in the other two cases.

3.5. H$_2$S and SO$_2$ Toxic Release Calculations

To complete the consequence analysis, calculations of H$_2$S and SO$_2$ dispersion were performed using the dense gas dispersion model (namely, the Britter–McQuaid model). Here, H$_2$S is contained in the underground stored gas due to the reaction of bacteria, and its content increases with time. On the other hand, SO$_2$ is not contained in the stored gas but is produced in the case of H$_2$S combustion. To quantify the SO$_2$ mass flow rate, the complete fuel combustion was considered. Therefore, in this case, the formation of products from the fuel’s partial combustion that could also give rise to toxicity problems (e.g., carbon monoxide) was neglected. Tables 8 and 9 show the results of the calculations. In the later years, the iso-level zones are larger due to the higher content of H$_2$S in the gas and the greater mass flow rates of SO$_2$ that can be produced by complete H$_2$S combustion.

Table 8. H$_2$S dispersion calculations using the Britter–McQuaid model.

|            | 2.5 Years | 21 Years | 30 Years |
|------------|-----------|----------|----------|
| $G$ (kg/s) | 9.66      | 23.33    | 35.07    |
| TLV-STEL  (ppm) | 3.9 km  | 7.4 km   | 8.3 km   |
| TLV-TWA   (ppm) | 5.8 km  | >10 km   | >10 km   |
| AEGL-1 (60 min) (ppm) | >10 km | >10 km   | >10 km   |

Table 9. SO$_2$ dispersion calculations using the Britter–McQuaid model.

|            | 2.5 Years | 21 Years | 30 Years |
|------------|-----------|----------|----------|
| $G$ (kg/s) | 18.18     | 43.91    | 66.01    |
| TLV-STEL  (ppm) | 3.9 km  | 5.3 km   | 6.1 km   |
| TLV-TWA   (ppm) | 5.8 km  | 7.8 km   | 8.9 km   |
| AEGL-1 (60 min) (ppm) | >10 km | >10 km   | >10 km   |
3.6. Individual Risk and Effect Zones Calculations

In order to identify the risk of high-pressure H\textsubscript{2} underground storage, the individual risk was calculated and the effect zones at a 50\% fatality level were built. The individual risk is defined as the product of the frequency of the incident outcome (Figure 2) and the probability that the incident outcome will result in a fatality [36]. For a more conservative assessment, each incident outcome case was considered with an equal impact (probability of fatality = 1) throughout its geographical effect zone: within the impact zone, the individual risk is equal to the frequency of that incident outcome case, and outside is equal to 0 [36].

To quantify the dimension of the jet fire effect zone, the fatality levels for different exposure durations and heat fluxes at receptor were used, calculated using the probit model of Eisenberg et al. (1975) [52]. For an exposure duration of 60 s, the thermal flux to have 50\% fatalities is equal to 20 kW/m\textsuperscript{2}. The effect zone is always centered in the release point.

To quantify the dimension of the UVCE effect zone, an overpressure of 20 kPa (3 psi) was used to calculate the extent of fatal effects at the 50\% level. The effect zone is always centered in the LFL.

To quantify the dimension of the H\textsubscript{2}S effect zone, the probit correlation for hydrogen sulfide release deaths (K\textsubscript{1} = −31.42, K\textsubscript{2} = 3) was used and the value was set at 5.00 [36]. The effect zone is always pie-shaped and centered in the release point.

To quantify the dimension of the SO\textsubscript{2} effect zone, the probit function for sulfur dioxide release deaths (K\textsubscript{1} = −15.67, K\textsubscript{2} = 2.1) was used and the value was set at 5.00 [36]. The effect zone is always pie-shaped and centered in the release point.

The dimensions of the effect zones for each outcome and time are reported in Table 10. Figure 4 shows an exemplary representation of the effect zones. The dimensions as well as the positions change with time, as reported in Table 10. For the outcomes with an enclosed angle <360°, only the confidence lines are reported in Figure 4. In Table 11, the total individual risks are reported for each effect zone (numbered as reported in Figure 4). Moreover, all of the outcomes included in a specific effect zone are listed.

Table 10. Effect zone characteristics (center, radius and angle) for each incident outcome and time.

|                      | 2.5 years | 21 years | 30 years | 2.5 years | 21 years | 30 years | 2.5 years | 21 years | 30 years |
|----------------------|-----------|----------|----------|-----------|----------|----------|-----------|----------|----------|
| **Center (m)**       |           |          |          |           |          |          |           |          |          |
| Jet Fire             | 0         | 0        | 0        | 0         | 0        | 0        | 0         | 0        | 0        |
| SO\textsubscript{2}  | 0         | 0        | 0        | 200       | 190      | 164      | 360       | 360      | 360      |
| UVCE                 | 3100      | 2540     | 2170     | 20        | 22       | 32       | 20        | 12       | 10       |
| H\textsubscript{2}S  | 0         | 0        | 0        | 0         | 0        | 0        | 0         | 0        | 0        |
| **Radius (m)**       |           |          |          |           |          |          |           |          |          |
| Jet Fire             | 75        | 76       | 78       | 200       | 190      | 164      | 360       | 360      | 360      |
| SO\textsubscript{2}  | 128       | 199      | 241      | 20        | 22       | 32       | 20        | 12       | 10       |
| UVCE                 | 0         | 0        | 0        | 0         | 0        | 0        | 0         | 0        | 0        |
| H\textsubscript{2}S  | 0         | 0        | 0        | 0         | 0        | 0        | 0         | 0        | 0        |
| **Angle (°)**        |           |          |          |           |          |          |           |          |          |
| Jet Fire             | 360       | 360      | 360      | 360       | 360      | 360      | 360       | 360      | 360      |
| SO\textsubscript{2}  | 40        | 39       | 20       | 40        | 39       | 20       | 40        | 39       | 20       |
| UVCE                 | 360       | 360      | 360      | 360       | 360      | 360      | 360       | 360      | 360      |
| H\textsubscript{2}S  | 20        | 12       | 10       | 20        | 12       | 10       | 20        | 12       | 10       |

Figure 4. Example of the effect zones. The boundaries of the effect zones are named with numbers (1–4).
Table 11. Total individual risk (IR) for each effect zone. The outcomes included in each effect zone are listed in the 2nd column.

| Effect Zones | Outcomes                                      | IR            |
|--------------|-----------------------------------------------|---------------|
| 1            | $\text{H}_2\text{S}$ toxic release            | $5.85 \times 10^{-6}$/yr |
| 2            | $\text{H}_2\text{S}$ toxic release + Jet fire | $1.24 \times 10^{-5}$/yr |
| 3            | $\text{H}_2\text{S}$ toxic release + Jet fire + $\text{SO}_2$ toxic release | $1.24 \times 10^{-5}$/yr |
| 4            | UVCE                                          | $5.27 \times 10^{-5}$/yr |

4. Conclusions

Underground storage of $\text{H}_2$ in salt caverns poses safety issues in terms of fires, explosions and toxic chemical release and dispersion. Due to bacterial metabolism, $\text{H}_2$ is converted to $\text{CH}_4$. In addition, biotic and abiotic reactions of $\text{H}_2$ with sulfates and rocks form $\text{H}_2\text{S}$. Therefore, the composition of the gas contained in the salt caverns varies with time. A quantitative risk assessment was performed, starting from the bow-tie analysis, which shows all the possible causes (basic events) as well as the outcomes (jet fire, UVCE and toxic chemical release). The consequence and risk analyses allowed the quantification of the risk indexes and effect zones, identifying UVCE as the outcome with the highest risk index value. The UVCE effect zone decreases with time due to the hydrogen contamination and the higher contents of methane and hydrogen sulfide. This work can be considered a preliminary tool based on simple models for understanding the risk associated with large-scale hydrogen storage, which is strongly influenced by time and the microbiological composition of the specific salt cavern. This risk assessment, though based on simple models, can, in the future, be applied to specific salt caverns once the microbiological characteristics and the initial composition of the gas to be stored are known. In this way, it will be possible to predict the most suitable storage strategy and establish a good monitoring system to follow and counter potential microbial side effects, especially in the case of leakage.
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