Null Controllability for a Degenerate Population Equation with Memory

Brahim Allal\textsuperscript{1} · Genni Fragnelli\textsuperscript{2} · Jawad Salhi\textsuperscript{3}

Accepted: 8 August 2022 / Published online: 14 September 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
In this paper we consider the null controllability for a population model depending on time, on space and on age. Moreover, the diffusion coefficient degenerate at the boundary of the space domain. The novelty of this paper is that for the first time we consider the presence of a memory term, which makes the computations more difficult. However, under a suitable condition on the kernel we deduce a null controllability result for the original problem via new Carleman estimates for the adjoint problem associated to a suitable nonhomogeneous parabolic equation.

Keywords Population equation · Degenerate equations · null controllability · memory term

Brahim Allal: The author thanks the MAECI (Ministry of Foreign Affairs and International Cooperation, Italy) for funding that greatly facilitated scientific collaboration between Université Hassan 1er (Morocco) and Università di Bari Aldo Moro (Italy). Genni Fragnelli: The author is a member of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM). She is partially supported by the FFABR Fondo per il finanziamento delle attività base di ricerca 2017, by PRIN 2017–2019 “Qualitative and quantitative aspects of nonlinear PDEs” and by the “COPS project of the University of Tuscia”.

Genni Fragnelli
genni.fragnelli@unitus.it
Brahim Allal
b.allal@uhp.ac.ma
Jawad Salhi
sj.salhi@gmail.com

\textsuperscript{1} Faculty of Applied Sciences, Ibn Zohr University, 86153 Aït-Melloul, Morocco
\textsuperscript{2} Department of Ecology and Biology, Tuscia University, Largo dell’Università, 01100 Viterbo, Italy
\textsuperscript{3} FST Errachidia, MAIS Laboratory, MAMCS Group, Moulay Ismail University of Meknes, P.O. Box 509, 52000 Boutalamine, Errachidia, Morocco
1 Introduction

In this work we are concerned with the null controllability result for a degenerate parabolic population equation with memory by a distributed control force. More precisely, we consider the following controlled system:

\[
\begin{aligned}
y_t + y_a - (k(x)y_x)_x + \mu(t, a, x)y &= \int_0^t b(t, s, a, x)y(s, a, x)ds + f(t, a, x)\chi_\omega \quad \text{in } Q, \\
By(1) = By(0) = 0, \\
y(0, a, x) &= y_0(a, x), \\
y(t, 0, x) &= \int_0^A \beta(a) y(t, a, x)da, \\
\end{aligned}
\]

where \( Q := (0, T) \times (0, A) \times (0, 1), \ Q_{T,A} := (0, T) \times (0, A), \ Q_{A,1} := (0, A) \times (0, 1) \) and \( Q_{T,1} := (0, T) \times (0, 1) \). Moreover, \( y(t, a, x) \) is the distribution of certain individuals at location \( x \in (0, 1) \), at time \( t \in (0, T) \), where \( T \) is fixed, and of age \( a \in (0, A) \). \( A \) is the maximal age of life, while \( \beta \) and \( \mu \) are the natural fertility and the natural death rates, respectively. Thus, the formula \( \int_0^A \beta yda \) denotes the distribution of newborn individuals at time \( t \) and location \( x \); while the function \( b = b(t, s, a, x) \in L^\infty((0, T) \times Q) \) is a memory kernel. In the model \( \chi_\omega \) is the characteristic function of the control region \( \omega \subset (0, 1) \) and \( f \) is the control. Furthermore, \( k \) is the dispersion coefficient and we assume that it depends on the space variable \( x \) and degenerates at the boundary of the state space. In particular, we say that the function \( k \) is

**Definition 1.1** Weakly degenerate (WD) at 0 and at 1 if \( k \in W^{1,1}(0, 1) \),

\[ k > 0 \text{ in } (0, 1) \text{ and } k(0) = k(1) = 0, \]

and there exist \( M_1, M_2 \in (0, 1) \) such that \( xk'(x) \leq M_1 k(x) \) and \( (x - 1)k'(x) \leq M_2 k(x) \) for a.e. \( x \in [0, 1] \).

or

**Definition 1.2** Strongly degenerate (SD) at 0 and at 1 if \( k \in W^{1,\infty}(0, 1) \),

\[ k > 0 \text{ in } (0, 1) \text{ and } k(0) = k(1) = 0, \]

and there exist \( M_1, M_2 \in [1, 2) \) such that \( xk'(x) \leq M_1 k(x) \) and \( (x - 1)k'(x) \leq M_2 k(x) \) for a.e. \( x \in [0, 1] \).

For example, as \( k \) one can consider \( k(x) = x^{M_1}(1 - x)^{M_2} \), with \( M_1, M_2 > 0 \). Clearly, we say that \( k \) is weakly or strongly degenerate only at 0 if Definition 1.1 or Definition 1.2 is satisfied only at 0, i.e. \( k \in W^{1,1}(0, 1) \) or \( k \in W^{1,\infty}(0, 1) \), \( k > 0 \) in \( (0, 1) \), \( k(0) = 0 \) and there exists \( M_1 \in (0, 1) \) or \( M_1 \in [1, 2) \) such that \( xk'(x) \leq M_1 k(x) \) for a.e. \( x \in [0, 1] \); analogously at 1. Finally, \( By \) is such that

\[ By(x) = \begin{cases} 
y(t, a, x), & \text{in the (WD) case or if } k(x) \neq 0, \\
(k(x)y_x)(t, a, x), & \text{in the (SD) case}. 
\end{cases} \]
Recently, population models have been widely investigated by many authors from many points of view. Mostly in the last period it is clear how the so-called net reproduction rate $R_0$ affects the asymptotic behavior of the solution of the population. In particular, if $R_0 > 1$, the solution grows exponentially; if $R_0 < 1$, the solution decays exponentially; if $R_0 = 1$, the solution tends to the steady state solution. Clearly, if $R_0 > 1$ and the system represents the distribution of a damaging insect population or of a pest population, it is very worrying. It is enough to think what is happening in this period with the pandemic; this fact explains the reason why the governments try to keep the net reproduction rate below 1. For this reason, even before the pandemic, great attention has been given to null controllability of damage population.

In the case that the dispersion coefficient $k$ is a constant or a positive function and the memory kernel is zero, null controllability for (1.1) is studied, for example, in [2] (see [36] for the well-posedness). If $k$ degenerates at the boundary or at an interior point of the domain and again $b \equiv 0$ we refer, for example, to [3, 18, 19] and, if $\mu$ is singular at the same point of $k$, to [20–22] and recently to [23]. In particular, in [23], (1.1) depends also on the size $\tau \in (\tau_1, \tau_2)$ and on a function $g(\tau)$, which is the growth modulus (i.e. $\int_{\tau_1}^{\tau_2} \frac{1}{g(\tau)} d\tau$ is a spending time to grow the individual from size $\tau_1$ to size $\tau_2$). We refer also to [10, 13] and to [14] where the authors consider both general Robin boundary conditions (more general than Dirichlet boundary conditions) in the (WD) case, and only weighted Neumann boundary conditions in the (SD) case.

To our best knowledge, [1] is the first paper where the dispersion coefficient can degenerate at the boundary of the domain (for example $k(x) = x^\alpha$, being $x \in (0, 1)$ and $\alpha > 0$). Using Carleman estimates for the adjoint problem, the authors prove null controllability for (1.1) under the condition $T \geq A$. The case $T < A$ is considered in [8, 11, 16] and [17]. In particular, in [11] the problem is in divergence form, the function $k$ degenerates only at a point of the boundary and the birth rate $\beta$ belongs to $C^2(Q)$ (necessary requirement in the proof of [11, Proposition 4.2]). A more general result is obtained in [17] where $\beta$ is only a continuous function, but $k$ can degenerate at both extremal points. In [8] the problem is always in divergence form and $k$ degenerates at an interior point $x_0$ and it belongs to $C[0, 1] \cap C^1([0, 1] \setminus \{x_0\})$; see also the recent paper [15], where the functions are less regular and both cases $T < A$ and $T > A$ are considered. The non divergence form is considered in [16], where $k$ can degenerate at a one point of the boundary domain or in an interior point (for a cascade system we refer to [9]). We underline again that in all the previous papers, the memory kernel is zero.

The first results on null controllability when $k = b = 1$ and $y$ is independent of $a$ can be found in [26]. In particular, S. Guerrero and O. Imanuvilov prove that (1.1) fails to be null controllable with a boundary control. Indeed, there exists a set of initial states that cannot be driven to 0 in any positive final time; see also [38] for a similar result if $b$ is a non-trivial constant. In [39] these results are then extended to the context of one dimensional degenerate parabolic equation where $k(x) = x^\alpha$, with $x \in (0, 1)$ and $0 \leq \alpha < 1$, and it is proved that the null controllability of (1.1) fails whereas the approximate property holds in a suitable state space with a boundary control acting at the extremity $x = 0$ or $x = 1$. In [27, 33] the authors consider a nonlinear and non degenerate version of (1.1) in the case that $y$ is independent of $a$ and proved that the problem is null controllable assuming that the memory kernel is sufficiently smooth.
and vanishes at the neighborhood of initial and final times. This assumption has been relaxed by Q. Tao and H. Gao in [35]; for related results on this subject, we refer to [30] for wave equation, to [6] for viscoelasticity equation, to [32] for thermoelastic system and to [37] in the case of heat equation with hyperbolic memory kernel (see also the bibliography therein).

To our knowledge, the first results on null controllability for a degenerate equation similar to (1.1) with \( b \) different from zero and \( y \) independent of \( a \) can be found in [4] (see also [5] for a singular equation). In particular, in [4] assuming that the kernel \( b \) decays at the final time \( T \), the authors prove that the system is null controllable.

The purpose of this paper is to give a suitable condition on the memory kernel \( b \) similar to the previous one in such a way that the degenerate parabolic equation with memory (1.1) is null controllable. We underline that this is the first paper where the diffusion function \( k \) is degenerate, the memory \( b \) is a general nontrivial function and \( y \) depends, not only on \( t \) and \( x \), but also on the age \( a \). Due to the presence of \( a \), the method used in [4] cannot be applied directly, but some modifications are required, so the result is not a simple adaptation of the previous results. Indeed, due to the dependence of \( y \) on the function \( a \), also the weight functions needed for the Carleman estimates depend on the age and blow up to \(+\infty\) as \( a \to 0^+ \). Thus the Carleman estimates that we obtain are not the same given in [4] or in [5]. For example in Proposition 3.1 there is the addional term \( \int_0^T \int_0^1 e^{2s\Phi(0)}v^2(t, 0, x)dxdt \), where \( v \) solves the associated adjoint problem, and we have to estimate it. This is done in Proposition 3.2, via the method of characteristic lines. Anyway, this method leads to consider an additional term which takes into account the dependence of the problem on the age, not considered in [4] or in [5].

We include here a brief description of the proof strategy: in a first step, we focus on the following nonhomogeneous degenerate parabolic system

\[
\begin{aligned}
&y_t + y_a - (k(x)y_x)_x + \mu(t, a, x)y = h + \chi_{\omega}f, \quad (t, x) \in Q, \\
&By(1) = By(0) = 0, \quad \text{in } Q_{T,A}, \\
&y(0, a, x) = y_0(a, x), \quad \text{in } Q_{A,1}, \\
&y(t, 0, x) = \int_0^A \beta(a, x)y(t, a, x)da, \quad \text{in } Q_{T,1},
\end{aligned}
\]

(1.3)

for a given function \( h \in L^2(Q) \).

In particular, we establish suitable Carleman estimates for the associated adjoint problem using some classical weight time functions that blow up to \(+\infty\) as \( t \to 0^+ \), \( T^- \). Then, using a weight time function not exploding in the neighborhood of \( t = 0 \), we derive a new modified Carleman estimate that would allow us to show null controllability of the underlying parabolic equation. As a consequence, we deduce a null controllability result for the following problem
\[
\begin{aligned}
\left\{
\begin{array}{l}
\displaystyle y_t + y_a - (k(x)y_x)_x + \mu(t,a,x)y = \int_0^t b(t,s,a,x)w(s,a,x)
ds + f(t,a,x)\chi_{\omega} \quad \text{in } Q,
\end{array}
\right.
\end{aligned}
\]
\[\begin{aligned}
By(1) = By(0) = 0, \\
y(0,a,x) = \gamma_0(a,x), \\
y(t,0,x) = \int_0^A \beta(a,x)y(t,a,x)\,da,
\end{aligned}\]
in \(Q_{T,A}\), in \(Q_{A,1}\), in \(Q_{T,1}\).

(1.4)

for a fixed \(w \in L^2(Q)\). Finally, this controllability result combined with an appropriate application of Kakutani’s fixed point Theorem allows us to obtain the null controllability result for the original system (1.1) under a suitable condition on the kernel \(b\).

Observe that in this paper, as in [16] or in [17], we do not consider the positivity of the solution, even if it is clearly interesting. This will be the subject of a forthcoming paper.

The paper is organized in the following way: in Sect. 2 we consider the well-posedness of systems (1.1) and (1.3) in suitable weighted spaces. In Sect. 3, we develop a new Carleman estimate for the adjoint problem associated to the nonhomogeneous parabolic equation (1.3). In Sect. 4, we apply such an estimate to deduce null controllability for (1.4) and, as a consequence, the null controllability result for (1.1) using the Kakutani’s fixed point Theorem. Finally, in Sect. 5, we give the proofs of some results given in Sects. 2 and 3 for the reader’s convenience.

2 Well-Posedness Results

The goal of this section is to study the well-posedness results for (1.1) and (1.3). To this aim we add an additional assumption on \(k\) in the (SD) case.

**Hypothesis 2.1**

1. If \(k\) is (SD) only at 0, we assume that \(\exists \theta_1 \in (0, M_1]\) such that

\[
x \mapsto \frac{k(x)}{x^{\theta_1}} \text{ is nondecreasing near } 0.
\]

(2.1)

2. If \(k\) is (SD) only at 1, we assume that \(\exists \theta_2 \in (0, M_2]\) such that

\[
x \mapsto \frac{k(x)}{|1-x|^{\theta_2}} \text{ is nonincreasing near } 1.
\]

(2.2)

3. If \(k\) is (SD) at 0 and at 1, we assume that \(\exists \theta_i \in (0, M_i]\) such that (2.1) and (2.2) hold.

Moreover, we consider the following weighted Sobolev spaces: If \(k\) is (WD) at 0 and at 1, we define the Hilbert space \(H^1_k(0, 1)\) as

\[
H^1_k(0, 1) := \{ y \in L^2(0, 1) \mid y \text{ absolutely continuous in } [0, 1], \sqrt{k}y_x \in L^2(0, 1) \text{ and } y(1) = y(0) = 0 \}
\]

(2.3)
\[ H^2_k(0, 1) := \{ y \in H^1_k(0, 1) \mid ky_x \in H^1(0, 1) \}, \quad (2.4) \]

equipped with the norms
\[
\| y \|_{H^2_k(0, 1)}^2 := \| y \|_{L^2(0, 1)}^2 + \| \sqrt{k}y_x \|_{L^2(0, 1)}^2 \quad \text{and} \quad \| y \|_{H^1_k(0, 1)}^2 := \| y \|_{H^1(0, 1)}^2 + \| (ky_x)_x \|_{L^2(0, 1)}^2.
\]

Notice that \( y \in H^1_k(0, 1) \) satisfies the Dirichlet boundary conditions \( y(0) = 0 = y(1) \) at both extremities.

If \( k \) is (SD) at 0 and at 1, the Hilbert space \( H^1_k(0, 1) \) is defined as:
\[
H^1_k(0, 1) := \{ y \in L^2(0, 1) \mid y \text{ l.a.c in (0, 1), } \sqrt{k}y_x \in L^2(0, 1) \}, \quad (2.5)
\]

where l.a.c. means locally absolutely continuous, while \( H^2_k(0, 1) \) is defined as in (2.4). As explained in [31], notice that \( y \in H^2_k(0, 1) \) satisfies the Neumann boundary conditions \((ky_x)(0) = 0 = (ky_x)(1)\) at both extremities.

If \( k \) is (WD) only at 0 or at 1 then we define \( H^1_k(0, 1) \) and \( H^2_k(0, 1) \) as in (2.3) and (2.4), respectively.

If \( k \) is (SD) only at 0, then
\[
H^1_k(0, 1) := \{ y \in L^2(0, 1) \mid y \text{ l.a.c in (0, 1), } \sqrt{k}y_x \in L^2(0, 1), y(1) = 0 \};
\]

while, if \( k \) is (SD) only at 1, then
\[
H^1_k(0, 1) := \{ y \in L^2(0, 1) \mid y \text{ l.a.c in [0, 1), } \sqrt{k}y_x \in L^2(0, 1), y(0) = 0 \}.
\]

In the last two cases \( H^2_k(0, 1) \) is defined as in (2.4).

As in [3, 19] or [31], we have that the operator
\[
A_0 u := (ku_x)_x, \quad D(A_0) := H^2_k(0, 1)
\]
is self–adjoint, nonpositive and generates a strongly continuous semigroup on the space \( L^2(0, 1) \).

Now, setting \( A_a u := \frac{\partial u}{\partial a} \), we have that
\[
A u := A_a u - A_0 u,
\]
for
\[ u \in D(A) = \left\{ u \in L^2(0, A; D(A_0)) : \frac{\partial u}{\partial a} \in L^2(0, A; H^1_k(0, 1)), u(0, x) \right\}, \]

generates a strongly continuous semigroup on \( L^2(Q_{A,1}) := L^2(0, A; L^2(0, 1)) \) (see also [7]). Therefore, \((A + B(t), D(A))\) generates a strongly continuous semigroup. Here \(B(t)\) is defined as
\[ B(t)u := \mu(t, a, x)u, \]
for \(u \in D(A)\), thus it can be seen as a bounded perturbation of \(A\) (see, for example, [3]).

Setting \(L^2(Q) := L^2(0, T; L^2(Q_{A,1}))\) and assuming the next hypothesis:

**Hypothesis 2.2** The functions \(b, \mu\) and \(\beta\) are such that
\[ \begin{align*}
&\bullet b = b(t, s, a, x) \in L^\infty((0, T) \times Q), \\
&\bullet \beta \in C(\bar{Q}_{A,1}) \text{ and } \beta \geq 0 \text{ in } Q_{A,1}, \\
&\bullet \mu \in C(\bar{Q}) \text{ and } \mu \geq 0 \text{ in } Q,
\end{align*} \tag{2.6} \]

the following well posedness result holds:

**Theorem 2.1** Assume that \(b, \mu\) and \(\beta\) satisfy Hypothesis 2.2 and suppose that \(k\) is weakly or strongly degenerate at 0 and/or at 1 and Hypothesis 2.1 is satisfied. For all \(f, h \in L^2(Q)\) and \(y_0 \in L^2(Q_{A,1})\), the system (1.3) admits a unique solution
\[ y \in W_T := C([0, T]; L^2(Q_{A,1}))) \cap L^2(0, T; L^2(0, A; H^1_k(0, 1))) \]
and
\[ \sup_{t \in [0, T]} \|y(t)\|^2_{L^2(Q_{A,1})} + \int_0^T \int_0^A \|\sqrt{k}y_x\|^2_{L^2(0, 1)} \, da \, dt \leq C \left( \|y_0\|^2_{L^2(Q_{A,1})} + \|f\chi_\omega\|^2_{L^2(Q)} + \|h\|^2_{L^2(Q)} \right), \tag{2.7} \]
where \(C\) is a positive constant independent of \(b, k, y_0, h\) and \(f\). In addition, if \(f \equiv h \equiv 0\), then \(y \in C^1([0, T]; L^2(Q_{A,1})).\) Moreover, if \(y_0 \in L^2(0, A; H^1_k(0, 1))\), then
\[ y \in Z_T := L^2(0, T; L^2(0, A; H^1_k(0, 1))) \cap H^1(0, T; L^2(Q_{A,1})) \]
and (2.7) holds.
For the reader’s convenience, we postpone the proof of the previous theorem to the Appendix.

The following result establishes existence and uniqueness of solution for system (1.1).

**Theorem 2.2** Assume Hypothesis 2.2 and suppose that \( k \) is weakly or strongly degenerate at 0 and/or at 1 and Hypothesis 2.1 is satisfied. If \( y_0 \in L^2(Q_{A,1}) \) and \( f \in L^2(Q) \). Then, system (1.1) admits a unique solution \( y \in W_T \).

**Proof** First of all, we transform (1.1) into the following Cauchy problem
\[
\begin{aligned}
y'(t) + (A + B(t))y(t) &= \int_0^t h(t, s, y(s)) \, ds + g(t), \quad t \in (0, T), \\
y(0) &= y_0,
\end{aligned}
\] (2.8)
where \( A \) and \( B(\cdot) \) are defined as before, \( g(t) := 1_\omega f(t) \), for a.e. \( t \in (0, T) \), and
\[
h(t, s, y(s)) := b(t, s, \cdot)y(s), \quad \text{for a.e.} \ (t, s) \in (0, T) \times (0, T).
\]
Proceeding as in [4], the thesis follows by [25, Theorem 1.1]. \( \square \)

We emphasis that, in order to prove the main null controllability result for (1.1) it is not necessary to require more regularity for the initial data. Indeed, we only need existence and uniqueness in the case \( y_0 \in L^2(Q_{A,1}) \).

### 3 Carleman Estimates

The goal of this section is to establish suitable Carleman estimates for the following adjoint parabolic system
\[
\begin{aligned}
\frac{\partial v}{\partial t} + \frac{\partial v}{\partial a} + (k(x)v_x)_x - \mu(t, a, x)v + \beta(a, x)v(t, 0, x) &= g, \quad (t, x, a) \in Q, \\
Bv(1) = Bv(0) &= 0, \quad (t, a) \in Q_{T,A}, \\
v(t, A, x) &= 0, \quad (t, x) \in Q_{T,1}.
\end{aligned}
\] (3.1)

where \( g \in L^2(Q) \) and the rates \( \mu \) and \( \beta \) satisfy Hypothesis 2.2.

Moreover, from now on, we assume that the control set \( \omega \) is such that
\[
\omega = (\alpha, \rho) \subset\subset (0, 1).
\] (3.2)

#### 3.1 The Case \( k(0) = 0 \)

In this subsection we will consider the case when \( k \) degenerates only at \( x = 0 \). In particular, we make the following assumptions:
The function $k \in C^0[0, 1] \cap C^4(0, 1)$ is such that $k(0) = 0$, $k > 0$ on $(0, 1)$ and there exists $M_1 \in (0, 2)$ such that $xk'(x) \leq M_1k(x)$ for a.e. $x \in [0, 1]$. Moreover, if $M_1 \geq 1$ one has to require that there exists $\theta_1 \in (0, M_1]$, such that the function $x \mapsto \frac{k(x)}{x^{\theta_1}}$ is nondecreasing near 0.

Now, we consider, as in [17], the following weight functions

$$\varphi(t, a, x) := \Theta(t, a)\psi(x),$$

where

$$\Theta(t, a) = \frac{1}{t^4(T - t)^4a^4},$$

$$\psi(x) := p(x) - 2\|p\|_{L^\infty(0, 1)}$$

and $p(x) := \int_0^x \frac{y}{k(y)}dy$. Observe that $\psi$ is increasing; in particular, $\psi(0) = -2\|p\|_{L^\infty(0, 1)}$ and $\psi(1) = \int_0^1 \frac{x}{k(x)}dx - 2\|p\|_{L^\infty(0, 1)} = -\|p\|_{L^\infty(0, 1)}$. Clearly $\psi < 0$, thus $\varphi(t, a, x) < 0$ for all $(t, a, x) \in Q$ and $\varphi(t, a, x) \to -\infty$ as $t \to 0^+, T^-$ or $a \to 0^+$.

We also define

$$\eta(t, a, x) = \Theta(t, a)\Psi(x), \quad \Psi(x) = e^{\kappa\rho(x)} - e^{2\kappa\|\rho\|_\infty},$$

$(t, a, x) \in Q$, $\kappa > 0$ and $\rho(x) := \vartheta \int_x^1 \frac{1}{k(t)}dt$, where $\vartheta = \|k'\|_{L^\infty(0, 1)}$. By taking the parameter $\kappa$ such that

$$\kappa \leq \frac{\ln \left( \|p\|_{L^\infty(0, 1)} + 1 \right)}{2\|\rho\|_\infty}$$

we have $\max_{x \in [0, 1]} \psi(x) \leq \min_{x \in [0, 1]} \Psi(x)$, thus

$$\varphi(t, a, x) \leq \eta(t, a, x), \text{ for all } (t, a, x) \in Q.$$ (3.8)

The following Carleman estimate holds.

**Theorem 3.1** Assume Hypotheses 2.2 and 3.1. Then, there exist two strictly positive constants $C$ and $s_0$ such that every solution $z \in Z_T$ of

$$\begin{cases}
\frac{\partial z}{\partial t} + \frac{\partial z}{\partial a} + (k(x)z_x)_x - \mu(t, a, x)z = g, \quad (t, a, x) \in Q, \\
Bz(0) = z(t, a, 1) = 0, \quad (t, a) \in Q_T, A, \\
z(t, A, x) = 0, \quad (t, x) \in Q_T, 1
\end{cases}$$

$$\square$$ Springer
satisfies, for all \( s \geq s_0 \),

\[
\int_Q \left( s \Theta k \frac{x^2}{k} + s^3 \Theta^3 \frac{x^2}{k} \right) e^{2s\psi} \, dx \, dt \\
\leq C \left( \int_Q g^2 e^{2s\eta} \, dx \, dt + \int_0^T \int_0^A \int_\omega \Theta^2 \frac{x^2}{k} e^{2s\eta} \, dx \, dt \right).
\]

**Proof** The proof of this theorem mainly follows the same ideas of [17, Theorem 4.2]. The only difference to point out is the following: instead of applying Caccioppoli’s inequality given in [17, Proposition 4.2], we apply the following Lemma (whose proof is postponed to the Appendix).

\[
\text{Lemma 3.1} \quad \text{Let } \omega' \text{ and } \omega \text{ two open subintervals of } (0,1) \text{ such that } \omega' \subseteq \omega \subseteq (0,1). \text{ Let } \psi(t,a,x) := \Theta(t,a)\phi(x), \text{ where } \Theta \text{ is defined in (3.4) and } \phi \in C^2(0,1) \text{ is a strictly negative function. Then, there exist two strictly positive constants } C \text{ and } s_0 \text{ such that, for all } s \geq s_0, \text{ every solution } z \text{ of (3.9) satisfies}
\]

\[
\int_0^T \int_0^A \int_\omega \Theta^2 \frac{x^2}{k} e^{2s\eta} \, dx \, dt \\
\leq C \left( \int_Q \Theta^2 \frac{x^2}{k} e^{2s\eta} \, dx \, dt + \int_0^T \int_0^A \int_\omega \Theta^2 \frac{x^2}{k} e^{2s\eta} \, dx \, dt \right).
\]

Hence, one can easily deduce the desired estimate given in Theorem 3.1.

As a consequence of the previous theorem, one has the next result.

**Corollary 3.1** Assume Hypotheses 2.2 and 3.1. Then, there exist two strictly positive constants \( C \text{ and } s_0 \) such that every solution \( v \in Z_T \) of (3.1) satisfies, for all \( s \geq s_0 \),

\[
\int_Q \left( s \Theta kv_x^2 + s^3 \Theta^3 \frac{x^2}{k} v^2 \right) e^{2s\psi} \, dx \, dt \\
\leq C \left( \int_Q g^2 e^{2s\eta} \, dx \, dt + \int_0^T \int_0^A \int_\omega \Theta^2 \frac{x^2}{k} e^{2s\eta} \, dx \, dt \right) + C \int_0^T \int_0^A \int_\omega \Theta^2 \frac{x^2}{k} e^{2s\eta} \, dx \, dt.
\]

**Proof** Rewrite the equation of (3.1) as \( \frac{\partial v}{\partial t} + \frac{\partial v}{\partial a} + (k(x)v_x)_x - \mu(t,a,x)v = \bar{g} \), where \( \bar{g} := g - \beta(a,x)v(t,0,x) \). Then, applying Theorem 3.1, there exists two
positive constants $C$ and $s_0 > 0$, such that

$$
\int_Q \left( s \Theta k v_x^2 + s^3 \Theta^3 \frac{x^2}{k} v^2 \right) e^{2s\eta} \, dx \, dt \leq C \int_Q g^2 e^{2s\eta} \, dx \, dt \\
+ C \int_0^T \int_0^A \int_\omega s^2 \Theta^2 v^2 e^{2s\eta} \, dx \, dt \\
\leq C \int_Q g^2 e^{2s\eta} \, dx \, dt + C \int_Q v^2(t, 0, x) e^{2s\eta} \, dx \, dt \\
+ C \int_0^T \int_0^A \int_\omega s^2 \Theta^2 v^2 e^{2s\eta} \, dx \, dt
$$

for all $s \geq s_0$. \hfill \Box

Observe that, if the problem is considered in $(T_1, T_2) \times (a_0, A) \times (0, 1)$ with $T_1, T_2, a_0 > 0$, the previous result still holds considering $\Theta(t, a) := \frac{1}{[t-T_1)(T_2-t)]^{4(a-a_0)}}$ for all $(t, a) \in (T_1, T_2) \times (a_0, A)$.

Following [4], by (3.11) we will derive a new modified Carleman inequality with a weight time function exploding only at the final time $t = T$. This new weight allows us to derive a null controllability result for system (1.1) imposing a restriction on the kernel $b$ only at the final time $t = T$. To this end, let us introduce the following weight functions:

$$
\gamma(t, a) := \begin{cases}
\Theta(t, a) = (\frac{4}{T^2})^4 \frac{1}{a^4}, & \text{for } t \in [0, \frac{T}{2}], \\
\Theta(t, a), & \text{for } t \in [\frac{T}{2}, T],
\end{cases} \quad \forall a \in (0, A),
$$

$$
\Phi(t, a, x) := \gamma(t, a) \psi(x), \quad \sigma(t, a, x) := \gamma(t, a) \Psi(x), \quad \forall (t, a, x) \in Q, \quad (3.12)
$$

$$
\hat{\Phi}(t) := \min_{a \in (0, A)} \max_{x \in [0, 1]} \Phi(t, a, x) = \gamma(t, A) \psi(1), \quad \forall t \in (0, T),
$$

$$
\Phi^*(t, a) := \min_{x \in [0, 1]} \Phi(t, a, x) = \gamma(t, a) \psi(0), \quad \forall (t, a) \in Q_{T, A}.
$$

Now, we are ready to state the following modified Carleman estimate, which reveals to be a major tool to obtain the null controllability result of the memory system (1.1).

**Proposition 3.1** Assume Hypotheses 2.2, 3.1 and let $T_0 \in [T/2, T)$. Then, for all $\delta \in (0, A)$, there exist two positive constants $s_0$ and $C = C(s, T_0, \delta)$ such that every solution $v \in Z_T$ of (3.1) satisfies

$$
\|e^{s\hat{\Phi}(0)} v(0)\|_{L^2(Q_{T, A}, 1)}^2 + \int_Q e^{2s\Phi} v^2 \, dx \, dt \leq C \left( \int_Q e^{2s\hat{\Phi}(0)} g^2 \, dx \, dt + \int_0^T \int_0^A \int_\omega s^2 \psi^2 e^{2s\sigma} \, dx \, dt \right) (3.13)
$$
for all \( s \geq s_0 \).

**Proof** Fix \( T^* \in (T_0, T) \) and \( \xi \in C^\infty[0, T] \) be a smooth cut-off function such that

\[
\begin{cases}
0 \leq \xi(t) \leq 1, & \text{for } t \in [0, T], \\
\xi(t) = 1, & t \in [0, T_0], \\
\xi(t) = 0, & t \in [T^*, T]
\end{cases}
\]  

(3.14)

and define \( w = \tilde{\xi} v \), where \( \tilde{\xi} = \xi e^{s\hat{\Phi}(0)} \), where \( v \) solves (3.1).

Hence \( w \) satisfies

\[
\begin{aligned}
\frac{\partial w}{\partial t} + \frac{\partial w}{\partial a} + (k(x) w_x)_x - \mu(t, a, x) w &= \hat{g}, & (t, x, a) &\in Q,
Bw(0) = w(t, a, 1) = 0, & (t, a) &\in Q_{T, A},
w(T, a, x) = 0, & (a, x) &\in Q_{A, 1},
w(t, a, x) = 0, & (t, x) &\in Q_{T, 1}
\end{aligned}
\]  

(3.15)

where \( \hat{g} := \tilde{\xi}_t v + \tilde{\xi} g - \beta(a, x) \xi e^{s\hat{\Phi}(0)} v(t, 0, x) \).

By (2.7) applied to the above system, there exists a positive constant \( C \) such that

\[
\sup_{t \in [0, T]} \|w(t)\|^2_{L^2(Q_{A, 1})} \leq C \int_Q \hat{g}^2 \, dx \, da \, dt,
\]

which yields

\[
\|w(0)\|^2_{L^2(Q_{A, 1})} + \|w\|^2_{L^2(Q)} \leq C \int_Q \left( \tilde{\xi}_t v + \tilde{\xi} g - \beta(a, x) \xi e^{s\hat{\Phi}(0)} v(t, 0, x) \right)^2 \, dx \, da \, dt.
\]  

(3.16)

Moreover, one can see that

\[
\|w(0)\|^2_{L^2(Q_{A, 1})} = \|e^{s\hat{\Phi}(0)} v(0)\|^2_{L^2(Q_{A, 1})}
\]  

(3.17)

and

\[
\|w\|^2_{L^2(Q)} = \int_0^{T^*} \int_0^A \int_0^1 \xi^2 e^{2s\hat{\Phi}(0)} v^2 \, dx \, da \, dt \\
\geq \int_0^{T_0} \int_0^A \int_0^1 v^2 e^{2s\Phi} \, dx \, da \, dt
\]  

(3.18)

since \( \Phi \leq \hat{\Phi}(0) \) in \( Q \).
We also have
\[
\int_Q \left( \tilde{\xi}_t v + \tilde{\xi} g - \beta(a, x) \xi e^{2s\hat{\Phi}(0)} v(t, 0, x) \right)^2 \, dx \, dt \leq C \left( \int_{T_0}^{T_*} A \int_{0}^{A} \int_{0}^{1} e^{2s\hat{\Phi}(0)} \xi^2 \, dx \, dt \, dx \, da \right) + \|\beta\|_\infty^2 \int_{T_0}^{T_*} A \int_{0}^{A} \int_{0}^{1} e^{2s\hat{\Phi}(0)} \xi^2 \, dx \, dt \, dx \, da.
\]

Observing that \(\text{supp} \xi_t \subset [T_0, T_*]\), we deduce
\[
\int_Q (\xi_t)^2 e^{2s\hat{\Phi}(0)} v^2 \, dx \, dt \leq C \int_{T_0}^{T_*} A \int_{0}^{A} \int_{0}^{1} e^{2s\hat{\Phi}(0)} v^2 \, dx \, dt \, dx \, da. \tag{3.19}
\]

Hence, by the estimates (3.16)–(3.19) and the fact that \(\text{supp} \xi \subset [0, T_*]\), we find that
\[
\|
\Phi^*(0) v(0)\|_{L^2(Q_{A,1})}^2 + \int_{T_0}^{T_*} A \int_{0}^{A} \int_{0}^{1} v^2 e^{2s\Phi} \, dx \, dt \, dx \, da \leq C \left( \int_{T_0}^{T_*} A \int_{0}^{A} \int_{0}^{1} e^{2s\Phi} \, dx \, dt \, dx \, da \right) + \|\beta\|_\infty^2 \int_{T_0}^{T_*} A \int_{0}^{A} \int_{0}^{1} e^{2s\Phi} \, dx \, dt \, dx \, da. \tag{3.20}
\]

Now, we estimate the first term in the right-hand side of (3.20). To this purpose, fixed \(\delta \in (0, A)\), observe that
\[
- \varphi(t, a, x) \leq -\Phi^*(T_*, \delta) \tag{3.21}
\]
for all \(t \in [T_0, T_*]\), for all \(a \in [\delta, A]\) and for all \(x \in [0, 1]\) and
\[
\Phi = \varphi \text{ in } (T_0, T) \times Q_{A,1}, \tag{3.22}
\]

(Springer)
since $\gamma(t, a) = \Theta(t, a)$ in $(T_0, T) \times (0, A)$. Thus, by (3.21) and (3.22), we have

$$
\int_{T_0}^{T} \int_{0}^{A} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt = \int_{T_0}^{T} \left( \int_{0}^{A} + \int_{\delta}^{A} \right) \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt
$$

$$
= \int_{T_0}^{T} \int_{0}^{\delta} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt + \int_{T_0}^{T} \int_{\delta}^{A} \int_{0}^{1} v^2 e^{2s\Phi(0) - \Phi(\tau, \beta)} \, dx \, dt
$$

$$
\leq \int_{T_0}^{T} \int_{0}^{\delta} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt + e^{2s\Phi(0) - \Phi(\tau, \beta)} \int_{T_0}^{T} \int_{\delta}^{A} \int_{0}^{1} v^2 e^{2s\Phi} \, dx \, dt
$$

$$
\leq \int_{T_0}^{T} \int_{0}^{\delta} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt + e^{2s\Phi(0) - \Phi(\tau, \beta)} \int_{T_0}^{T} \int_{\delta}^{A} \int_{0}^{1} v^2 e^{2s\Phi} \, dx \, dt.
$$

(3.23)

Now, using the monotonicity of the function $x \mapsto \frac{x^2}{k(x)}$ and the Hardy-Poincaré inequality given in [3, Proposition 2.1], we have

$$
\int_{0}^{1} v^2 e^{2s\Phi} \, dx \leq \frac{1}{k(1)} \int_{0}^{1} k(x)(ve^{s\Phi})^2 \, dx
$$

$$
\leq C \int_{0}^{1} k(x)(ve^{s\Phi})^2 \, dx.
$$

(3.24)

Hence, since $\varphi_\tau(t, a, x) = \Theta(t, a)\frac{x}{k(x)}$, it follows that

$$
\int_{0}^{1} v^2 e^{2s\Phi} \, dx \leq C \int_{0}^{1} \left( k(x)\frac{v^2}{k^2} + s^2 \Theta^2 \frac{x^2}{k(x) v^2} \right) e^{2s\Phi} \, dx.
$$

(3.25)

By the previous inequality, (3.11) and (3.23), one has for $s$ large enough and for a positive constant $C$,

$$
\int_{T_0}^{T} \int_{0}^{A} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt
$$

$$
\leq \int_{T_0}^{T} \int_{0}^{\delta} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt + e^{2s\Phi(0) - \Phi(\tau, \beta)} \int_{T_0}^{T} \int_{\delta}^{A} \int_{0}^{1} v^2 e^{2s\Phi} \, dx \, dt
$$

$$
\leq \int_{T_0}^{T} \int_{0}^{\delta} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt + Ce^{2s\Phi(0) - \Phi(\tau, \beta)} \int_{T_0}^{T} \int_{\delta}^{A} \int_{0}^{1} \left( sk(x) v^2 + s^3 \Theta^2 \frac{x^2}{k(x) v^2} \right) e^{2s\Phi} \, dx \, dt
$$

$$
\leq \int_{T_0}^{T} \int_{0}^{\delta} \int_{0}^{1} v^2 e^{2s\Phi(0)} \, dx \, dt + Ce^{-2s\Phi^*(\tau, \beta)} \int_{Q} e^{2s\Phi(0)} g^2 \, dx \, dt
$$

$$
+ Ce^{-2s\Phi^*(\tau, \beta)} \left( \int_{Q} e^{2s\Phi(0)} v^2(t, 0, x) \, dx \, dt + \int_{0}^{T} \int_{0}^{A} \int_{0}^{1} s^2 \Theta^2 v^2 e^{2s\Phi} \, dx \, dt \right).
$$

(3.26)
Now, since the function \( s \rightarrow s^h e^{cs} \), with \( h \geq 0 \) and \( c < 0 \), is nonincreasing for larger values of \( s \), then, from the fact that \( \gamma \leq \Theta \) in \((0, T) \times (0, A)\) we get that,

\[
(s \Theta)^h e^{2s\eta} \leq (s \gamma)^h e^{2s\sigma}, \quad \text{in } Q,
\]

(3.27)

for \( s \) large enough. Hence,

\[
\int_0^T \int_0^A \int_0^{\Theta t} s^2 \Theta e^{2s\eta} dx \, dt \leq \int_0^T \int_0^A \int_0^{\gamma t} s^2 \gamma e^{2s\sigma} dx \, dt.
\]

Thus, (3.26) becomes

\[
\int_{T_0}^{T_*} \int_0^A \int_0^1 v^2 e^{2s\Phi(0)} dx \, dt \\
\leq \int_{T_0}^{T_*} \int_0^\delta \int_0^1 v^2 e^{2s\Phi(0)} dx \, dt + C e^{-2s\Phi(0)} \left( \int_Q e^{2s\Phi(0)} v^2(t, 0, x) dx \, dt \right) + \int_0^T \int_0^A \int_0^{\gamma t} s^2 \gamma e^{2s\sigma} dx \, dt \, dt.
\]

(3.28)

This, together with the estimates (3.20) and (3.28) implies that

\[
\|e^{s\Phi(0)} v(0)\|_{L^2(Q_{\lambda,1})}^2 + \int_Q v^2 e^{2s\Phi} dx \, dt = \frac{1}{2} \int_0^T \int_0^A \int_0^{1} v^2 e^{2s\Phi} dx \, dt + \int_0^T \int_0^A \int_0^{1} v^2 e^{2s\Phi} dx \, dt
\]

(proceeding as in (3.26))

\[
\leq C(s, T^*, \delta) \left( \int_Q e^{2s\Phi(0)} g^2 dx \, dt + \int_0^T \int_0^1 e^{2s\Phi(0)} v^2(t, 0, x) dx \, dt + \int_0^T \int_0^A \int_0^{1} s^2 \gamma e^{2s\sigma} dx \, dt \right).
\]

Thus the thesis follows. \( \square \)

From now on we make the following hypothesis

**Hypothesis 3.2** There exists \( \tilde{a} < A \) such that

\[
\beta(a, x) = 0 \quad \text{for all } (a, x) \in [0, \tilde{a}] \times [0, 1].
\]

(3.29)

Thanks to this assumption, we can prove the next estimate.

**Proposition 3.2** Assume Hypotheses 2.2, 3.1, 3.2, \( \tilde{a} \leq T \) and fix \( T_0 \in [T - \tilde{a}, T] \). Then, for all \( \zeta \in (0, A) \) there exist two positive constants \( C = C(s, \zeta, T_0, \tilde{a}) \) and \( s_0 \)
such that every solution \( v \in Z_T \) of (3.1) satisfies

\[
\int_0^T \int_0^1 v^2(t, 0, x)dxdt \leq C \int_{T-a}^T \int_0^1 g^2(t + \tau, \tau, x)d\tau dxdt
\]
\[
+ C \left( \int_Q g^2 dxdadt + \int_{T-a}^A \int_0^\omega s^2 v^2 e^{2\sigma} dxdadt \right)
\]
\[
+ C \left( \int_0^\tilde{a} \int_0^1 v^2 dxda + \int_T^{T-a} \int_0^\zeta \int_0^1 v^2 dxdadt \right).
\]

for all \( s \geq s_0 \).

**Proof** Let \( (S(t))_{t \geq 0} \) be the semigroup generated by the operator \( A_0 - \mu I d \) for all \( u \in D(A_0) \) (\( I d \) is the identity operator). Observe that, since the semigroup generated by \( A_0 \) is a contraction semigroup and thanks to the hypothesis on \( \mu \), we have that also the semigroup generated by \( A_0 - \mu I d \) is bounded. Now, set \( \tilde{T} := T - \tilde{a} \) and

\[
\Gamma := \min\{\tilde{a}, \Gamma_{A, T}\},
\]

where \( \Gamma_{A, T} := A - a + t - \tilde{T} \). Then, as in [16] and using the method of characteristic lines, one can prove the following implicit formula for \( v \) solution of (4.2): here it should be (3.1)

if \( t \geq \tilde{T} + a \)

\[
v(t, a, \cdot) = S(T - t)v_T(T + a - t, \cdot) - \int_a^{T-t+a} S(s - a)g(t - a + s, s)ds;
\]

(3.31)

if \( t < \tilde{T} + a \) and \( \Gamma = \tilde{a} \)

\[
v(t, a, \cdot) = S(T - t)v_T(T + a - t, \cdot) + \int_a^{T+a-t} S(s - a)[\beta(s, \cdot)v(s + t - a, 0, \cdot)
\]
\[\quad - g(s + t - a, s)]ds;
\]

(3.32)

finally if \( t < \tilde{T} + a \) and \( \Gamma = \Gamma_{A, T} \)

\[
v(t, a, \cdot) = \int_a^A S(s - a)[\beta(s, \cdot)v(s + t - a, 0, \cdot) - g(s + t - a, s)]ds. \quad (3.33)
\]

In particular, it results

\[
v(t, 0, \cdot) := S(T - t)v_T(T - t, \cdot) - \int_0^{T-t} S(s)g(t + s, s)ds.
\]

(3.34)
if \( t \geq T - \bar{a} \). Obviously,

\[
\int_0^T \int_0^1 v^2(t, 0, x) dx dt = \left( \int_0^{\tilde{T}} + \int_{\tilde{T}}^T \right) \int_0^1 v^2(t, 0, x) dx dt. \tag{3.35}
\]

Now, we estimate \( \int_{\tilde{T}}^T \int_0^1 v^2(t, 0, x) dx dt \). By (3.34), we have

\[
\int_{\tilde{T}}^T \int_0^1 v^2(t, 0, x) dx dt \leq C \int_0^{\tilde{a}} \int_0^1 v^2_T(a, x) dx da + C \int_{\tilde{T}}^T \int_0^1 \left( \int_0^{T-t} g^2(t + \tau, \tau, x) d\tau \right) dx dt. \tag{3.36}
\]

In order to estimate \( \int_{\tilde{T}}^T \int_0^1 v^2(t, 0, x) dx dt \), we define, for \( \varsigma > 0 \), the function \( w = e^{\varsigma a} v \).

Then \( w \) satisfies

\[
\begin{cases}
\frac{\partial w}{\partial t} + \frac{\partial w}{\partial a} + (k(x)w_x)_x - (\mu(t, a, x) + \varsigma) w = -\beta(a, x) w(t, 0, x) + e^{\varsigma a} g, & (t, x, a) \in Q, \\
Bw(0) = w(t, a, 1) = 0, & (t, a) \in Q_{T,A}, \\
w(T, a, x) = e^{\varsigma a} v_T(a, x), & (a, x) \in Q_{A,1}, \\
w(t, A, x) = 0, & (t, x) \in Q_{T,1}, \\
w(t, 0, x) = v(t, 0, x), & (t, x) \in Q_{T,1}.
\end{cases} \tag{3.37}
\]

Hence, multiplying the equation of (3.37) by \(-w\) and integrating by parts on \( \tilde{Q} := (0, \tilde{T}) \times (0, A) \times (0, 1) \), it results

\[
\begin{align*}
&- \frac{1}{2} \int_{Q_{A,1}} w^2(\tilde{T}, a, x) dx da + \frac{1}{2} \int_0^{\tilde{T}} \int_0^1 w^2(\tau, 0, x) dx d\tau \\
&+ \varsigma \int_{\tilde{Q}} w^2(\tau, a, x) dx da d\tau \\
&\leq \|\beta\|_{L^\infty(Q)} \frac{1}{\epsilon} \int_{\tilde{Q}} w^2 dx da d\tau + \epsilon A \|\beta\|_{L^\infty(Q)} \int_0^{\tilde{T}} \int_0^1 w^2(\tau, 0, x) dx d\tau \\
&+ \epsilon \int_{\tilde{Q}} g^2 dx da d\tau + \frac{e^{2\varsigma A}}{\epsilon} \int_{\tilde{Q}} w^2 dx da d\tau
\end{align*}
\]
for $\epsilon > 0$. Hence,

$$\frac{1}{2} \int_0^T \int_0^1 w^2(\tau, 0, x)dx d\tau + \epsilon \int_{\hat{Q}} w^2(\tau, a, x)dx d\tau$$

$$\leq \frac{\|\beta\|_{L^\infty(\hat{Q})} + e^{2\xi A}}{\epsilon} \int_0^T \int_0^1 w^2 dx d\tau + \epsilon A \|\beta\|_{L^\infty(\hat{Q})} \int_0^T \int_0^1 w^2(\tau, 0, x)dx d\tau$$

$$+ \frac{1}{2} \int_{Q_{A,1}} w^2(\tilde{T}, a, x)dx da + \epsilon \int_{\hat{Q}} g^2 dx d\tau.$$

Choosing $\epsilon = \frac{1}{4\|\beta\|_{L^\infty(\hat{Q})} A}$, $\xi = \frac{\|\beta\|_{L^\infty(\hat{Q})} + e^{2\xi A}}{\epsilon}$ and recalling that $w = e^{\xi a}v$,

we have

$$\frac{1}{4} \int_0^T \int_0^1 v^2(\tau, 0, x)dx d\tau$$

$$\leq C(A, \|\beta\|_{L^\infty(\hat{Q})}) \left( \int_{Q_{A,1}} v^2(\tilde{T}, a, x)dx da + \int_{\hat{Q}} g^2 dx d\tau \right). \tag{3.38}$$

Now, we will estimate $\int_{Q_{A,1}} v^2(\tilde{T}, a, x)dx da$. To this purpose, define, for $\nu > 0$, the function $z = e^{\nu T}v$.

Then $z$ satisfies

$$\frac{\partial z}{\partial t} + \frac{\partial z}{\partial a} + (k(x)z_x)_x - (\mu(t, a, x) + \nu)z = -\beta(a, x)z(t, 0, x) + e^{\nu T}g, \quad (t, x, a) \in \hat{Q},$$

$$Bz(0) = z(t, a, 1) = 0, \quad (t, a) \in \hat{Q}_{T,A},$$

$$z(T, a, x) = e^{\nu T}v_T(a, x), \quad (a, x) \in Q_{A,1},$$

$$z(t, a, x) = 0, \quad (t, x) \in \hat{Q}_{T,1},$$

where $\hat{Q} := (\tilde{T}, T) \times Q_{A,1}$, $\hat{Q}_{T,A} := (\tilde{T}, T) \times (0, A)$ and $\hat{Q}_{T,1} := (\tilde{T}, T) \times (0, 1)$. Multiplying the equation of (3.39) by $-z$ and integrating by parts on $Q_t := (\tilde{T}, t) \times (0, A) \times (0, 1)$, it results

$$-\frac{1}{2} \int_{Q_{A,1}} z^2(t, a, x)dx da + e^{\nu T} \int_{Q_{A,1}} v^2(\tilde{T}, a, x)dx da + \frac{1}{2} \int_{\tilde{T}} \int_0^1 z^2(\tau, 0, x)dx d\tau$$

$$+ \nu \int_{Q_t} z^2(\tau, a, x)dx d\tau \leq \int_{Q_t} \beta z(\tau, 0, x)z dx d\tau - \int_{Q_t} e^{\nu T} g z dx d\tau$$

$$\leq \frac{\|\beta\|_{L^\infty(\hat{Q})} + e^{2\nu T}}{\epsilon} \int_{Q_t} z^2 dx d\tau + \epsilon A \|\beta\|_{L^\infty(\hat{Q})} \int_{\tilde{T}} \int_0^1 z^2(\tau, 0, x)dx d\tau$$

$$+ \epsilon \int_{Q_t} g^2 dx d\tau. \tag{3.40}$$
for $\epsilon > 0$. Choosing $\epsilon = \frac{1}{2\|\beta\|_{L^\infty(Q)}}$ and $v = \frac{\|\beta\|_{L^\infty(Q)} + e^{2v_T}}{\epsilon}$, we have

$$\int_{Q_{T^*}} v^2(\tilde{T}, a, x)dxda \leq C \int_{Q_{T^*}} \tilde{z}^2(t, a, x)dxda + \epsilon \int_{Q_T} g^2dxdt$$

$$\leq C \left( \int_{Q_{T^*}} v^2(t, a, x)dxda + \int_{Q_T} g^2dxdt \right). \quad (3.41)$$

Now, take $\zeta \in (0, A)$ and fix $T^* \in (T_0, T)$. Then, proceeding as in [16] or in [17] and integrating the previous inequality over $[T_0, T^*]$, one has

$$\int_{Q_{T^*}} v^2(\tilde{T}, a, x)dxda$$

$$\leq C \int_{T_0}^{T^*} \int_{Q_{T^*}} v^2(t, a, x)dxdt + \epsilon C \int_{T_0}^{T^*} \int_{Q_{T^*}} g^2dxdt \quad (3.42)$$

$$= C \int_{T_0}^{T^*} \left( \int_0^{A} + \int_0^{A} \right) \int_0^1 v^2(t, a, x)dxdt + C \int_{Q_T} g^2dxdt.$$
Now, since the semigroup \((S(t))_{t\geq 0}\) is bounded and \(T - \tilde{a} < T_0 < t\), one has, as in (3.36):

\[
\int_{T-\tilde{a}}^{T} \int_{0}^{1} v^2(t, 0, x) dx dt \leq C \int_{0}^{\tilde{a}} \int_{0}^{1} v^2_x dx da \\
+ C \int_{T}^{\tilde{T}} \int_{0}^{1} \int_{0}^{T-t} g^2(t + \tau, \tau, x) d\tau dx dt.
\]

Hence, from (3.43) and (3.44), we get

\[
\int_{T}^{\tilde{T}} \int_{A}^{1} \int_{0}^{1} v^2 dx da dt \leq C e^{-2s\Phi^{*}(T,\zeta)} \left( \int_{Q} g^2 dx da dt \\
+ \int_{T-\tilde{a}}^{T} \int_{0}^{1} \int_{0}^{T-t} g^2(t + \tau, \tau, x) d\tau dx dt \right) \\
+ C e^{-2s\Phi^{*}(T,\zeta)} \left( \int_{T}^{\tilde{T}} \int_{A}^{1} \int_{0}^{A} s^2 \gamma^2 v^2 e^{2s\sigma} dx da dt \\
+ \int_{0}^{T} \int_{0}^{1} v^2_T dx da + \int_{T-\tilde{a}}^{T} \int_{0}^{A} \int_{0}^{A} s^2 \gamma^2 v^2 e^{2s\sigma} dx da dt \right).
\]

Adding (3.42) and (3.45), we infer that

\[
\int_{\tilde{T}}^{T} \int_{A}^{1} \int_{0}^{1} v^2 (\tilde{T}, a, x) dx da dt \leq C \left( \int_{T}^{\tilde{T}} \int_{A}^{1} \int_{0}^{1} v^2 dx da dt + \int_{Q} g^2 dx da dt \right) \\
+ C e^{-2s\Phi^{*}(T,\zeta)} \left( \int_{T}^{\tilde{T}} \int_{A}^{1} \int_{0}^{A} s^2 \gamma^2 v^2 e^{2s\sigma} dx da dt \\
+ \int_{0}^{T} \int_{0}^{1} v^2_T dx da + \int_{T-\tilde{a}}^{T} \int_{0}^{A} \int_{0}^{A} s^2 \gamma^2 v^2 e^{2s\sigma} dx da dt \right).
\]

Thus, by (3.38) and (3.46)

\[
\int_{0}^{\tilde{T}} \int_{0}^{1} v^2(t, 0, x) dx dt \leq C \left( \int_{\tilde{T}}^{T} \int_{A}^{1} \int_{0}^{1} v^2 (\tilde{T}, a, x) dx da + \int_{Q} g^2 dx da dt \right) \\
\leq C \left( \int_{T}^{\tilde{T}} \int_{A}^{1} \int_{0}^{1} v^2 dx da dt + \int_{Q} g^2 dx da dt \right) \\
+ C e^{-2s\Phi^{*}(T,\zeta)} \left( \int_{T}^{\tilde{T}} \int_{A}^{1} \int_{0}^{A} s^2 \gamma^2 v^2 e^{2s\sigma} dx da dt \\
+ \int_{0}^{T} \int_{0}^{1} v^2_T dx da + \int_{T-\tilde{a}}^{T} \int_{0}^{A} \int_{0}^{A} s^2 \gamma^2 v^2 e^{2s\sigma} dx da dt \right).
\]

By the previous inequality, (3.35) and (3.36), the thesis follows. \qed
As a consequence of Propositions 3.1 and 3.2, taking $T_0 \in \left[ \max \left\{ T - \bar{\alpha}, \frac{T}{2} \right\}, T \right)$ (observe that $\max \left\{ T - \bar{\alpha}, \frac{T}{2} \right\} = T - \bar{\alpha}$ if $\bar{\alpha} < \frac{T}{2}$) and $\zeta = \delta$, we have the next result.

**Proposition 3.3** Assume Hypotheses 2.2, 3.1, 3.2, $\bar{\alpha} \leq T$ and fix $T_0 \in \left[ \max \left\{ T - \bar{\alpha}, \frac{T}{2} \right\}, T \right)$ with $T_0 < T^*$. Then, for all $\zeta \in (0, A)$, there exist two positive constants $C = C(s, T_0, T^*, T, \bar{\alpha}, \zeta)$ and $s_0$ such that every solution $v \in \mathcal{Z}_T$ of (3.1) satisfies

$$
\|e^{s\hat{\Phi}(0)}v(0)\|^2_{L^2(Q_{A,1})} + \int_Q e^{2s\Phi}v^2 \, dx \, dt \\
\leq C \left( \int_Q e^{2s\hat{\Phi}(0)}g^2 \, dx \, dt + \int_{T-\bar{\alpha}}^T \int_0^1 \int_0^{T-t} e^{2s\hat{\Phi}(0)}g^2(t + \tau, \tau, x) \, d\tau \, dx \, dt \\
+ \int_0^\bar{\alpha} \int_0^1 e^{2s\hat{\Phi}(0)}v_T^2 \, dx \, da \\
+ \int_0^T \int_0^A \int_\omega s^2 \gamma^2 v^2 e^{2s\sigma} \, dx \, dt + \int_{T_0}^T \int_0^\zeta \int_0^1 e^{2s\hat{\Phi}(0)}v_T^2 \, dx \, dt \right) \\
(3.47)
$$

for all $s \geq s_0$.

As a consequence of the previous result, we have:

**Proposition 3.4** Assume Hypotheses 2.2, 3.1, 3.2 and $\bar{\alpha} \leq T$. Then, there exists two positive constants $C = C(s, T, \bar{\alpha})$ and $s_0$ such that every solution $v \in \mathcal{Z}_T$ of (3.1) satisfies

$$
\|e^{s\hat{\Phi}(0)}v(0)\|^2_{L^2(Q_{A,1})} + \int_Q e^{2s\Phi}v^2 \, dx \, dt \\
\leq C \left( \int_Q e^{2s\hat{\Phi}(0)}g^2 \, dx \, dt + \int_0^\bar{\alpha} \int_0^1 e^{2s\hat{\Phi}(0)}v_T^2 \, dx \, da \\
+ \int_0^T \int_0^A \int_\omega s^2 \gamma^2 v^2 e^{2s\sigma} \, dx \, dt \right) \\
(3.48)
$$

for all $s \geq s_0$.

**Proof** The thesis follows by Proposition 3.3 taking $T_0 = T - \frac{\bar{\alpha}}{2}$, and $\zeta \leq \frac{\bar{\alpha}}{2}$; indeed, it is sufficient to estimate

$$
\int_{T-\frac{\bar{\alpha}}{2}}^T \int_0^\zeta \int_0^1 v^2 \, dx \, dt.
$$
In particular, we will prove that there exists $C > 0$ such that

$$
\int_{T-\hat{a}}^{T} \int_{0}^{\frac{\zeta}{2}} \int_{\bar{a}}^{1} v^2(t, a, x)dxdadt \leq C \int_{\bar{a}}^{1} \int_{0}^{v_T^2(a, x)dxda}
$$

(3.49)

In order to prove (3.49), we use (3.31); indeed

$$
t \geq T - \frac{\hat{a}}{2} = T - \bar{a} + \frac{\hat{a}}{2} \geq T - \bar{a} + \zeta \geq T - \bar{a} + a = \tilde{T} + a.
$$

Taking into account these considerations, using the assumption on $\beta$, the boundedness of $(S(t))_{t \geq 0}$ and (3.21), one has:

$$
\int_{T-\hat{a}}^{T} \int_{0}^{\frac{\zeta}{2}} \int_{\bar{a}}^{1} v^2(t, a, x)dxdadt \leq C \int_{\bar{a}}^{1} \int_{0}^{v_T^2(T + a - t, x)dxdadt}
$$

$$
+ C \int_{T-\hat{a}}^{T} \int_{0}^{\frac{\zeta}{2}} \int_{\bar{a}}^{1} \int_{0}^{T-t+a} g^2(t - a + \tau, \tau, x)d\tau dxdadt
$$

$$
\leq C \int_{0}^{\frac{\bar{a}}{2}} \int_{0}^{\frac{\zeta}{2}} \int_{\bar{a}}^{1} v_T^2(a + z, x)dxdadz + C \int_{T-\hat{a}}^{T} \int_{0}^{\frac{\bar{a}}{2}} \int_{0}^{1} g^2(z, \tau, x)d\tau dxdz
$$

$$
\leq C \int_{0}^{\frac{\bar{a}}{2}} \int_{0}^{1} v_T^2(a, x)dxda + C \int_{T-\hat{a}}^{T} \int_{0}^{\frac{\bar{a}}{2}} \int_{0}^{1} g^2(z, \tau, x)d\tau dxdz.
$$

Hence, we obtain (3.49). Analogously, one can prove that

$$
\int_{T-\hat{a}}^{T} \int_{0}^{1} \int_{0}^{T-t} g^2(t + \tau, \tau, x)d\tau dxdzt \leq \int_{T-\hat{a}}^{T} \int_{0}^{\frac{\bar{a}}{2}} \int_{0}^{1} g^2(z, \tau, x)d\tau dxdz.
$$

(3.50)

and the thesis follows multiplying (3.49) and (3.50) by the term $e^{2x\phi(0)}$. \hfill \Box

### 3.2 The Case $k(1) = 0$

In this subsection we will consider the case when $k$ degenerates only at $x = 1$ and as before assume that $b$, $\mu$ and $\beta$ satisfy (2.6). Therefore, on $k$ we make the following assumptions:

**Hypothesis 3.3** The function $k \in C^0[0, 1] \cap C^1[0, 1]$ is such that $k(1) = 0$, $k > 0$ on $[0, 1)$ and there exists $M_2 \in (0, 2)$ such that $(x - 1)k'(x) \leq M_2 k(x)$ for a.e. $x \in [0, 1]$ for all $x \in [0, 1]$. Moreover, if $M_2 \geq 1$ one has to require that there exists $\theta_2 \in (0, M_2]$, such that the function $x \mapsto \frac{k(x)}{|1 - x|^{\theta_2}}$ is nonincreasing near 1.
Now, we consider, as in [17], the following weight functions

\[
\tilde{\varphi}(t, a, x) := \Theta(t, a)\tilde{\psi}(x),
\]

where \(\Theta\) is defined as in (3.4),

\[
\tilde{\psi}(x) := \tilde{p}(x) - 2\|\tilde{p}\|_{L^\infty(0, 1)}
\]

and \(\tilde{p}(x) := \int_0^x \frac{y - 1}{k(y)} dy\). As before, \(\tilde{\varphi}(t, a, x) < 0\) for all \((t, a, x) \in Q\) and \(\tilde{\varphi}(t, a, x) \to -\infty\) as \(t \to 0^+, T^-\) or \(a \to 0^+\). We also define

\[
\tilde{\eta}(t, a, x) = \Theta(t, a)\tilde{\psi}(x), \quad \tilde{\Psi}(x) = e^{k\tilde{\eta}(x)} - e^{2x\|\tilde{p}\|_{L^\infty}}
\]

\((t, a, x) \in Q, \quad \kappa > 0\) and \(\tilde{\rho}(x) := \partial \int_0^x \frac{1}{k(t)} dt\), where \(\partial = \|k'\|_{L^\infty(0, 1)}\). By taking the parameter \(\kappa\) as in (3.7), we have \(\max_{x \in [0, 1]} \tilde{\psi}(x) \leq \min_{x \in [0, 1]} \tilde{\Psi}(x)\), thus

\[
\tilde{\varphi}(t, a, x) \leq \tilde{\eta}(t, a, x), \quad \text{for all } (t, a, x) \in Q.
\]

Moreover, in this case \(\tilde{\psi}\) is nonincreasing and \(\tilde{\Psi}\) is increasing. As weight time functions blowing up only at the final time \(t = T\), we consider

\[
\tilde{\Phi}(t, a, x) := \gamma(t, a)\tilde{\psi}(x), \quad \tilde{\sigma}(t, a, x) := \gamma(t, a)\tilde{\psi}(x), \quad \forall (t, a, x) \in Q,
\]

\[
\tilde{\Phi}(t) := \min_{a \in (0, A]} \max_{x \in [0, 1]} \tilde{\Phi}(t, a, x) = \gamma(t, A)\tilde{\psi}(0), \quad \forall t \in (0, T),
\]

\[
\tilde{\Phi}^\ast(t, a) := \min_{x \in [0, 1]} \tilde{\Phi}(t, a, x) = \gamma(t, a)\tilde{\psi}(1), \quad \forall (t, a) \in Q_{T, A}.
\]

Here \(\gamma\) is defined as in (3.12). As in the previous subsection, one can prove the following results.

**Corollary 3.2** Assume Hypotheses 2.2 and 3.3. Then, there exist two strictly positive constants \(C\) and \(s_0\) such that every solution \(z \in Z_T\) of (3.1) satisfies, for all \(s \geq s_0\),

\[
\int_Q \left( s\Theta k v_x^2 + s^3 \Theta^3 \frac{(x - 1)^2}{k} v^2 \right) e^{2s \tilde{\psi}} dxdadt \\
\leq C \left( \int_Q g^2 e^{2s \tilde{\eta}} dxdadt + \int_Q v^2(t, 0, x) e^{2s \tilde{\eta}} dxdadt \right) \\
+ C \int_0^T \int_0^A s^2 \Theta^2 v^2 e^{2s \tilde{\eta}} dxdadt.
\]

Proceeding as in Proposition 3.1, one can prove the following result.
Proposition 3.5 Assume Hypotheses 2.2, 3.3, and let $T_0 \in \{ T / 2, T \}$. Then, for all $\delta \in (0, A)$, there exist two positive constants $s_0$ and $C = C(s, T_0, \delta)$ such that every solution $v \in Z_T$ of (3.1) satisfies

\[ \|e^{s\hat{\Phi}(0)}v(0)\|_{L^2(Q_{A,1})}^2 + \int_Q v^2 e^{2s\hat{\Phi}} \, dx \, dt \]
\[ \leq C \left( \int_Q e^{2s\hat{\Phi}(0)}g^2 \, dx \, dt + \int_0^T \int_0^1 e^{2s\hat{\Phi}(0)}v^2(t, 0, x) \, dx \, dt \right. \]
\[ \left. + \int_0^T \int_0^A \int_0^\omega s^2 \gamma^2 v^2 e^{2s\hat{\Phi}} \, dx \, da \, dt \right) \]
\[ (3.57) \]

for all $s \geq s_0$.

We underline that in the proof of the previous Proposition, in place of (3.21), one has to use the following estimate

\[ -\bar{\varphi}(t, a, x) \leq -\hat{\Phi}^*(\tau, \delta) \]

for all $(t, a) \in (T_0, \tau) \times (\delta, A)$ with $\tau \in (T_0, T)$ and $\delta \in (0, A)$.

As in the previous subsection, one can estimate the two integrals $\int_0^T \int_0^1 v^2(t, 0, x) \, dx \, dt$ and $\int_0^T \int_0^\delta \int_0^1 v^2 \, dx \, da \, dt$ improving the previous result in the following sense:

Proposition 3.6 Assume Hypotheses 2.2, 3.2, 3.3 and $\bar{a} \leq T$. Then, there exist two positive constants $C = C(s, T, \bar{a})$ and $s_0$ such that every solution $v \in Z_T$ of (3.1) satisfies

\[ \|e^{s\hat{\Phi}(0)}v(0)\|_{L^2(Q_{A,1})}^2 + \int_Q v^2 e^{2s\hat{\Phi}} \, dx \, dt \]
\[ \leq C \left( \int_Q e^{2s\hat{\Phi}(0)}g^2 \, dx \, dt + \int_0^\bar{a} \int_0^1 e^{2s\hat{\Phi}(0)}v^2_\tau \, dx \, da + \int_0^T \int_0^A \int_0^\omega s^2 \gamma^2 v^2 e^{2s\hat{\Phi}} \, dx \, da \, dt \right) \]
\[ (3.58) \]

for all $s \geq s_0$.

4 Null Controllability for the Initial Problem

In this section we will prove the main result of this paper via a fixed point method. First of all we will prove a null controllability result for the following problem

\[
\begin{aligned}
\frac{\partial y}{\partial t} + \gamma a - (k(x)y_x)_x + \mu(t, a, x)y \\
= \int_0^t b(t, s, a, x)w(s, a, x) \, ds + f(t, a, x)\chi_{\omega} & \quad \text{in } Q, \\
By(1) = By(0) = 0, & \quad \text{in } QT_A, \\
y(0, a, x) = y_0(a, x), & \quad \text{in } Q_{A,1}, \\
y(t, 0, x) = \int_0^A \beta(a, x)y(t, a, x) \, da, & \quad \text{in } QT_{1,1},
\end{aligned}
\]

(4.1)
where $w \in L^2(Q)$ is fixed, then we extend this result to the initial problem. For this reason we divide this section into two subsections.

### 4.1 Null Controllability for (4.1)

As a consequence of Proposition 3.4 or Proposition 3.6, we will obtain the null controllability for (1.3) with more regular initial data. Such result will play a fundamental role in obtaining null controllability for the initial problem (1.1). To this aim, following the arguments developed in [4, 5, 24, 35], we denote by $s_0$ the parameter given in Proposition 3.4 or in Proposition 3.6. Now, we are ready to state the null controllability result for (1.3) under an additional assumption on the function $b$.

**Hypothesis 4.1** Assume that there exists a positive constant $\gamma_0$ such that

$$
2^{4s}\|p\|_{L^\infty((0, 1))} e^{\frac{4s}{T^4(T-t)^2}} b \in L^\infty((0, T) \times Q),
$$

for all $s \geq \gamma_0$. Here $p$ is the same function of (3.5).

**Remark 1** Observe that

- in the additional condition on $b$, $s$ should be fixed; note also that we only need to prove Theorem 4.1 for a fixed $s$ and not for all $s \geq \max\{\gamma_0, s_0\}$;
- thanks to the additional assumption on $b$, Propositions 3.4 and 3.6 can be applied in particular to the following system:

\[
\begin{align*}
\frac{\partial v}{\partial t} + \frac{\partial v}{\partial a} + (k(x)v_x)_x - \mu(t, a, x)v & = -\beta(a, x)v(t, 0, x) + g, \quad (t, a, x) \in Q, \\
Bv(1) = Bv(0) & = 0, \\
v(t, A, x) & = 0, \\
v(T, a, x) & = v_T(a, x) = 0, \\
\end{align*}
\]

where

$$
g(t, a, x) = -\int_t^T b(\tau, t, a, x)w(\tau, a, x)d\tau, \quad (4.3)
$$

and $w \in L^2(Q)$.

**Theorem 4.1** Assume Hypotheses 2.2, 3.1, 3.2, 4.1, $\tilde{a} \leq T$ and fix $w \in L^2(Q)$. Then, for any $\gamma_0 \in L^2(0, A; H^1(0, 1))$, there exists a control function $f \in L^2(Q)$, such that the associated solution $y \in Z_T$ of (4.1) satisfies

$$
y(T, a, x) = 0, \quad \forall \ (a, x) \in (\tilde{a}, A) \times (0, 1).
$$

\(\Box\) Springer
Moreover, there exists a positive constant C such that the couple \((y, f)\) satisfies

\[
\int_Q y^2 e^{-2s\Phi(0)} \, dx \, dt + \int_0^T \int_0^A s^{-2} y^2 f^2 e^{-2s\sigma(t, x)} \, dx \, da \\
+ \int_0^\alpha \int_0^1 e^{-2s\Phi(0)} y^2 (T, a, x) \, dx da \\
\leq C \left( \|he^{-s\Phi}\|_{L^2(Q)}^2 + \|y_0 e^{-s\Phi(0)}\|_{L^2(Q_A, 1)}^2 \right),
\]

for all \(s \geq \max\{\gamma_0, s_0\}\), where \(h\) is defined as

\[
h(t, a, x) := \int_0^t b(t, s, a, x) w(s, a, x) ds.
\]

The same conclusions hold if Hypothesis 3.1 is substituted by Hypothesis 3.3.

**Proof** Following the ideas in [12, 35], fixed \(s \geq s_0\), let us consider the functional

\[
J(y, f) = \left( \int_Q y^2 e^{-2s\Phi(0)} \, dx \, dt + \int_0^T \int_0^A s^{-2} y^2 f^2 e^{-2s\sigma} \, dx \, da \right. \\
\left. + \int_0^\alpha \int_0^1 e^{-2s\Phi(0)} y^2 (T) \, dx da \right),
\]

with \(f \in L^2(Q)\), where \((y, f)\) satisfies

\[
\begin{aligned}
y_t + y_a - (k(x)y_x)_x + \mu(t, a, x) y &= \int_0^t b(t, s, a, x) w(s, a, x) \, ds + f(t, a, x) \chi_\omega \text{ in } Q, \\
By(0) &= By(1) = 0, \quad \text{in } Q_{T, A}, \\
y(0, a, x) &= y_0(a, x), \quad \text{in } Q_{A, 1}, \\
y(t, 0, x) &= \int_0^A \beta(a, x) y(t, a, x) da, \quad \text{in } Q_{T, 1}, \\
y(T, a, x) &= 0, \quad \text{in } (\bar{a}, A) \times (0, 1).
\end{aligned}
\]

The functional \(J\) attains its minimizer at a unique point denoted as \((\bar{y}, \bar{f})\) (see [28, 29]). Setting

\[
L_k y := y_t + y_a - (k(x)y_x)_x + \mu(t, a, x) y \quad \text{in } Q
\]
and $L^*_k$ the (formally) adjoint operator of $L_k$, we will first prove that there exists a dual variable $\tilde{z}$ such that

\[
\begin{aligned}
\tilde{y} &= e^{2s\Phi(0)}L^*_k\tilde{z}, & \text{in } Q, \\
\tilde{y}(T) &= e^{2s\Phi(0)}\tilde{z}(T), & \text{in } (0, \bar{a}) \times (0, 1), \\
\tilde{f} &= -s^2\gamma^2 e^{2s\sigma}\tilde{z}, & \text{in } Q, \\
\tilde{z} &= 0, & \text{on } (0, T) \times (0, A) \times \{0\} \cup (0, T) \times \{A\} \times (0, 1).
\end{aligned}
\]  

(4.8)

First of all, let us start by introducing the following linear space

$$\mathcal{P}_0 = \{ z \in C^\infty(\overline{Q}) : z \text{ satisfies } (4.2) \}.$$  

Clearly, $\mathcal{P}_0$ is a vector space. Now, introduce on it the bilinear form $\Gamma$:

$$\Gamma(z_1, z_2) = \int_Q e^{2s\Phi(0)}L^*_kz_1 L^*_kz_2 \, dx \, da + \int_0^T \int_0^A \int_0^{\omega} s^2\gamma^2 e^{2s\sigma}z_1 z_2 \, dx \, da \, dt$$

$$+ \int_0^{\bar{a}} \int_0^1 e^{2s\Phi(0)}z_1(T, a, x)z_2(T, a, x) \, dx \, da.$$

In particular

$$\Gamma(z, z) = \int_Q e^{2s\Phi(0)}(L^*_k z)^2 \, dx \, da + \int_0^T \int_0^A \int_0^{\omega} s^2\gamma^2 e^{2s\sigma} z^2 \, dx \, da \, dt$$

$$+ \int_0^{\bar{a}} \int_0^1 e^{2s\Phi(0)}z^2(T, a, x) \, dx \, da.$$

Observe that if $\tilde{y}$, $\tilde{f}$ defined in (4.8) satisfy (4.7) then we must have

$$\Gamma(\tilde{z}, z) = \int_Q h z \, dx \, da + \int_0^T \int_0^{\bar{a}} y_0 z(0) \, dx \, da, \quad \forall z \in \mathcal{P}_0.$$  

(4.9)

The key idea in this proof is to show that there exists exactly one $\tilde{z}$ satisfying (4.9) in an appropriate class. We will then define $\tilde{y}$ and $\tilde{f}$ using (4.8) and we will check that the couple $(\tilde{y}, \tilde{f})$ satisfies the desired properties.

Observe that the modified Carleman inequality (3.48) holds for all $z \in \mathcal{P}_0$. Consequently,

$$\| e^{s\Phi(0)}z(0) \|_{L^2(\Omega, A_1)}^2 + \int_Q z^2 e^{2s\Phi} \, dx \, da$$

$$\leq C \left( \int_Q e^{2s\Phi(0)}g^2 \, dx \, da + \int_0^{\bar{a}} \int_0^1 e^{2s\Phi(0)}z^2(T, a, x) \, dx \, da \right. $$

$$+ \left. \int_0^T \int_0^A \int_0^{\omega} s^2\gamma^2 z^2 e^{2s\sigma} \, dx \, da \right)$$

$$= CG(z, z).$$  

(4.10)
In particular, $\Gamma(\cdot, \cdot)$ is a strictly positive and symmetric bilinear form, that is, $\Gamma(\cdot, \cdot)$ is a scalar product in $P_0$.

Denote by $\mathcal{P}$ the Hilbert space which is the completion of $P_0$ with respect to the norm associated to $\Gamma(\cdot, \cdot)$ (which we denote by $\| \cdot \|_\mathcal{P}$). Let us now consider the linear form $l$, given by

$$l(z) = \int_Q h z \, dx \, dt + \int_0^A \int_0^1 y_0 z(0) \, dx \, da, \quad \forall \ z \in \mathcal{P}.$$  

Now, observe that $he^{-s\Phi} \in L^2(Q)$. Indeed, setting $C_0 := 2 \frac{4^4}{T^4} \| p \|_{L^\infty(0,1)}$, by Hypothesis 4.1 and the estimate $e^{-s\Phi} \leq e^{(T-t)^a s^a}$, we get that

$$\int_Q e^{-2s\Phi} \left( \int_0^t b(t, \tau, a, x) w(\tau, a, x) \, d\tau \right)^2 \, dx \, dt \leq C_T \int_Q e^{-2s\Phi} \left( \int_0^t b(t, \tau, a, x) w^2(\tau, a, x) \, d\tau \right) \, dx \, dt \leq C_T \int_Q e^{-2s\Phi(0)} w^2(\tau, a, x) \, dx \, d\tau < +\infty. \tag{4.11}$$

Thus, by the Cauchy-Schwarz inequality and in view of (4.10), we have that

$$|l(z)| \leq \| he^{-s\Phi} \|_{L^2(Q)} \| ze^{s\Phi} \|_{L^2(Q)} + \| y_0 e^{-s\Phi(0)} \|_{L^2(Q_{A,1})} \| z(0) e^{s\Phi(0)} \|_{L^2(Q_{A,1})} \leq C \left( \| he^{-s\Phi} \|_{L^2(Q)} + \| y_0 e^{-s\Phi(0)} \|_{L^2(Q_{A,1})} \right) \| z \|_\mathcal{P}. \tag{4.12}$$

Hence $l$ is a linear continuous form on $\mathcal{P}$ and, in view of Lax-Milgram’s Lemma, there exists one and only one $\bar{z} \in \mathcal{P}$ satisfying

$$\Gamma(\bar{z}, z) = l(z), \quad \forall \ z \in \mathcal{P}, \tag{4.13}$$

i.e. (4.9). Moreover, we have

$$\| \bar{z} \|_\mathcal{P} \leq C \left( \| he^{-s\Phi} \|_{L^2(Q)} + \| y_0 e^{-s\Phi(0)} \|_{L^2(Q_{A,1})} \right). \tag{4.13}$$
Now, define $\tilde{y}$ and $\tilde{f}$ as in (4.8); thus by (4.13), it is easy to check that

$$
\|\tilde{z}\|^2_{L^2} = \int_Q e^{2s\Phi(0)}(L_k^*\tilde{z})^2 dx da dt + \int_0^T \int_0^A \int_\omega s^2 \gamma^2 e^{2s\sigma} \tilde{z}^2 dx da dt
$$

$$
+ \int_0^1 \int_0^1 e^{2s\Phi(0)}\tilde{z}^2(T, a, x) dx da
$$

$$
= \int_Q e^{-2s\Phi(0)}\tilde{y}^2 dx da dt + \int_0^T \int_0^A \int_\omega s^{-2} \gamma^{-2} \tilde{f}^2 e^{-2s\sigma} dx da dt
$$

$$
+ \int_0^1 \int_0^1 e^{-2s\Phi(0)}\tilde{y}^2(T, a, x) dx da.
$$

Thus,

$$
\int_Q e^{-2s\Phi(0)}\tilde{y}^2 dx da dt + \int_0^T \int_0^A \int_\omega s^{-2} \gamma^{-2} \tilde{f}^2 e^{-2s\sigma} dx da dt
$$

$$
+ \int_0^1 \int_0^1 e^{-2s\Phi(0)}\tilde{y}^2(T, a, x) dx da \leq C \left( \|h e^{-s\Phi}\|^2_{L^2(Q)} + \|y_0 e^{-s\Phi(0)}\|^2_{L^2(Q, A, 1)} \right). \tag{4.14}
$$

which implies (4.4).

It remains to check that $\tilde{y}$ is the solution of (4.7) corresponding to $\tilde{f}$. First of all, it is immediate that $\tilde{y}$ and $\tilde{f}$ belong to $L^2(Q)$. Denote by $\tilde{y}$ the (weak) solution of (1.3) associated to the control function $f = \tilde{f}$, where $h$ is defined as in (4.5), then $\tilde{y}$ is also the unique solution of (1.3) defined by transposition. In other words, $\tilde{y}$ is the unique function in $L^2(Q)$ satisfying

$$
\int_Q \tilde{y} g dx da dt + \int_0^1 \int_0^1 \tilde{y}(T) z(T) dx da
$$

$$
= \int_0^T \int_0^A \tilde{f} z dx da dt + \int_Q h z dx da dt + \int_0^1 y_0 z(0) dx da, \tag{4.15}
$$

where $g$ is defined in (4.3) and $z$ is the solution of

$$
\begin{align*}
\frac{\partial z}{\partial t} + \frac{\partial z}{\partial a} + (k(x)z_x)_x - \mu(t, a, x) z + \beta(a, x) z(t, 0, x) = g(t, a, x), & \quad (t, a, x) \in Q, \\
Bz(0) = Bz(1) = 0, & \quad (t, a) \in QT, A, \\
z(t, A, x) = 0, & \quad (t, x) \in QT, 1, \\
z(T, a, x) = 0, & \quad (a, x) \in (0, a) \times (0, 1).
\end{align*}
$$

According to (4.8) and (4.9), we see that $\tilde{y}$ also satisfies (4.15). Therefore, $\tilde{y} = \tilde{y}$. Consequently, the control $\tilde{f} \in L^2(Q)$ drives the state $\tilde{y} \in Z_T$ exactly to zero at time $T$ for all $(a, x) \in (\tilde{a}, A) \times (0, 1)$. \qed
4.2 Null Controllability for (1.1)

As a consequence of Theorem 4.1, we will obtain the null controllability for the initial problem with more regular initial data.

**Theorem 4.2** Assume Hypotheses 2.2, 3.1, 3.2, 4.1 and \( \bar{a} \leq T \). Then, for any \( y_0 \in L^2(0; A; H^1_0(0, 1)) \), there exists a control function \( f \in L^2(Q) \), such that the associated solution \( y \in Z_T \) of (1.1) satisfies

\[
y(T, a, x) = 0, \quad \forall (a, x) \in (\bar{a}, A) \times (0, 1).
\]

The same conclusion holds if Hypothesis 3.1 is substituted by Hypothesis 3.3.

**Proof** Let \( A(w) \) the family of all controls \( f \in L^2(Q) \) which satisfy the estimate (4.4) and drive the solution of (4.1) to zero at time \( T \) for every \( (a, x) \in (\bar{a}, A) \times (0, 1) \). In view of Theorem 4.1, this set is not empty. Now, fix \( R > 0 \), let us now introduce, for every \( w \in B_R := \{ y \in Z_T : \| ye^{-s\Phi(0)} \|_{L^2(Q)} \leq R \} \), the multivalued map

\[
\Lambda : B_R \subset Z_T \rightarrow 2^{Z_T}
\]

with

\[
\Lambda(w) = \left\{ y \in Z_T : (y, f) \text{ solves (4.1) with } f \in A(w) \right\}.
\]

Observe that if \( y \in \Lambda(w) \), then \( y(T, a, x) = 0 \) for all \( (a, x) \in (\bar{a}, A) \times (0, 1) \) and \( f \) satisfies

\[
\int_0^T \int_0^A \int_\omega s^{-2} e^{-2s} f^2 e^{-2s\sigma(t, x)} dx \, da \, dt \leq C \left( R^2 + \int_0^A \int_0^1 e^{-2s\Phi(0)} y_0^2 dx \, da \right)
\]

thanks to Theorem 4.1. Recall that \( w \in B_R \).

To achieve our goal, it will suffice to show that \( \Lambda \) possesses at least one fixed point. To this purpose, we shall apply Kakutani’s fixed point Theorem (see [12, Theorem 2.3]).

First of all, it is readily seen that \( \Lambda(w) \) is a nonempty, closed and convex subset of \( L^2(Q) \) for every \( w \in B_R \). Then, we prove that \( \Lambda(B_R) \subset B_R \) with sufficiently large \( R > 0 \). By (4.4) and (4.11), we have

\[
\int_Q y^2 e^{-2s\Phi(0)} dx \, da + \int_0^T \int_0^A \int_\omega s^{-2} e^{-2s\sigma(t, x)} y_0^2 dx \, da \, dt
\]

\[
+ \int_0^{\bar{a}} \int_0^1 e^{-2s\Phi(0)} y_0^2(y_0, a, x) dx \, da
\]

\[
\leq C \left( \| he^{-s\Phi} \|_{L^2(Q)}^2 + \| ye^{-s\Phi(0)} \|_{L^2(Q, A, 1)}^2 \right)
\]

\[
\leq C \left( e^{2s\Phi(0)} R^2 + \int_0^A \int_0^1 e^{-2s\Phi(0)} y_0^2 dx \, da \right) \leq R^2
\]
for $R$ large enough, we obtain

$$\int_Q e^{-2s\Phi(0)} y^2 dx dt \leq R^2.$$ 

It follows that $\Lambda(B_R) \subset B_R$. Furthermore, let $\{w_n\}$ be a sequence of $B_R$. The regularity assumption on $y_0$ and Theorem 2.1, imply that the associated solutions $\{y_n\}$ are bounded in $Z_T$. Therefore, $\Lambda(B_R)$ is a relatively compact subset of $L^2(Q)$ by the Aubin-Lions Theorem [34].

In order to conclude, we have to prove that $\Lambda$ is upper-semicontinuous under the $L^2(Q)$-topology. First, observe that for any $w \in B_R$, we have at least $f \in L^2(Q)$ such that the corresponding solution $y \in B_R$. Hence, taking $\{w_n\}$ a sequence in $B_R$, we can find a sequence of controls $\{f_n\}$ such that the corresponding solutions $\{y_n\}$ is in $L^2(Q)$. Thus, let $\{w_n\}$ be a sequence satisfying $w_n \rightarrow w$ in $B_R$ and $y_n \in \Lambda(w_n)$ such that $y_n \rightarrow y$ in $L^2(Q)$. We must prove that $y \in \Lambda(w)$. For every $n$, we have a control $f_n \in L^2(Q)$ such that the system

$$\begin{aligned}
y_{n,t} + y_{n,a} - (k(x)y_{n,x})_x + \mu(t, a, x) y_n \\
&= \int_0^1 b(t, s, a, x) w_n(s, a, x) ds + f_n(t, a, x) \chi_\omega \text{ in } Q, \\
B y_n(0) &= B y_n(1) = 0, \quad \text{in } Q T, A, \\
y_n(0, a, x) &= y_0(a, x), \quad \text{in } Q A, 1, \\
y_n(t, 0, x) &= \int_0^1 \beta(a, x) y_n(t, a, x) da, \quad \text{in } Q T, 1,
\end{aligned}$$

(4.18)

has at least one solution $y_n \in L^2(Q)$ that satisfies

$$y_n(T, a, x) = 0 \quad \forall \ (a, x) \in (\bar{a}, A) \times (0, 1).$$

From Theorem 2.1 and (4.17), it follows (at least for a subsequence) that

$$f_n \rightarrow f \quad \text{weakly in } L^2(Q),$$

$$y_n \rightarrow y \quad \text{weakly in } Z_T,$$

$$\text{strongly in } C(0, T; L^2(Q A, 1)).$$

Passing to the limit in (4.18), we obtain a control $f \in L^2(Q)$ such that the corresponding solution $y$ to (4.1) satisfies (4.16). This shows that $y \in \Lambda(w)$ and, therefore, the map $\Lambda$ is upper-semicontinuous.

Hence, the multivalued map $\Lambda$ possesses at least one fixed point, i.e., there exists $y \in Z_T$ such that $y \in \Lambda(y)$. By the definition of $\Lambda$, this implies that there exists at least one pair $(y, f)$ satisfying the conditions of the theorem. The uniqueness of $y$ follows by Theorem 2.1. Thus the proof is complete.

Clearly, Theorem 4.2 holds also in a general domain $(t^*, T) \times (0, 1)$ with suitable changes. Thanks to this fact, the following null controllability result holds for memory system (1.1).
Theorem 4.3 Assume Hypotheses 2.2, 3.1, 3.2, 4.1 and $\bar{a} \leq T$. Then, for any $y_0 \in L^2(Q_{A,1})$, there exists a control function $f \in L^2(Q)$, such that the associated solution $y \in \mathcal{W}_T$ of (1.1) satisfies (4.16). The same conclusion holds if Hypothesis 3.1 is substituted by Hypothesis 3.3.

The proof is similar to the one of [4, Theorem 5] or of [5, Theorem 3.2], so we omit it.

4.3 Null Controllability in the Case $k(0) = k(1) = 0$

As a consequence of of Theorem 4.3, one can prove the null controllability for the initial problem when $k$ vanishes at both extremities of the interval $(0, 1)$ in all cases. In particular the following theorem holds

Theorem 4.4 Assume Hypotheses 2.2, 3.2, 4.1 and $\bar{a} \leq T$. Moreover, suppose that $k(0) = k(1) = 0$ and $k$ degenerates in a weak and/or in a strong way. Then, for any $y_0 \in L^2(Q_{A,1})$, there exists a control function $f \in L^2(Q)$, such that the associated solution $y \in \mathcal{W}_T$ of (1.1) satisfies (4.16).

The proof is similar to the one given in [4], so we omit it.
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5 Appendix

5.1 Proof of Theorem 2.1

Since $A$ is the infinitesimal generator of a strongly continuous semigroup on $L^2(Q_{A,1})$, it follows that if $y_0 \in L^2(Q_{A,1})$, then (1.3) has a unique solution $y \in C([0, T]; L^2(Q_{A,1}))$. Moreover, if $y_0 \in L^2(0, A; H^1_k(0, 1))$, then $y \in L^2(0, T; L^2(0, A; H^1_k(0, 1))) \cap H^1(0, T; L^2(Q_{A,1}))$. Multiplying the equation of (1.3) by $y$ and integrating over $(0, A) \times (0, 1)$, we obtain

$$\frac{1}{2} \frac{d}{dt} \|y(t)\|^2_{L^2(Q_{A,1})} + \frac{1}{2} \int_0^1 y^2(t, A, x)dx - \frac{1}{2} \int_0^1 y^2(t, 0, x)dx + \int_0^A \int_0^1 ky^2 ydx da$$

$$= - \int_0^A \int_0^1 \mu y^2 ydx da + \int_0^A \int_0^1 fy ydx da + \int_0^A \int_0^1 hy ydx da.$$

Hence, using the initial condition $y(t, 0, x) = \int_0^A \beta(a, x) y(t, a, x) da$, the assumptions on $\beta$ and $\mu$ and the Jensen’s inequality, one has
\[ \frac{1}{2} \frac{d}{dt} \| y(t) \|^2_{L^2(Q, A, 1)} + \frac{1}{2} \int_0^1 y^2(t, A, x) dx + \int_0^A \int_0^1 k y^2_x dx da \]
\[ \leq \frac{C}{2} \int_0^A \int_0^1 y^2(t, A, x) dx da + \frac{1}{2} \int_0^A \int_0^1 \chi_\omega f^2 dx da + \frac{1}{2} \int_0^A \int_0^1 h^2 dx da, \tag{5.1} \]

where \( C \) is a positive constant. Since \( \int_0^1 y^2(t, A, x) dx \) and \( \int_0^A \int_0^1 k y^2_x dx da \) are positive, we deduce
\[ \frac{d}{dt} \| y(t) \|^2_{L^2(Q, A, 1)} \leq C \| y(t) \|^2_{L^2(Q, A, 1)} + \| \chi_\omega f(t) \|^2_{L^2(Q, A, 1)} + \| h(t) \|^2_{L^2(Q, A, 1)}. \]

Setting \( F(t) := \| y(t) \|^2_{L^2(Q, A, 1)} \) and multiplying the previous inequality by \( e^{-Ct} \), one has
\[ \frac{d}{dt} (e^{-Ct} F(t)) \leq e^{-Ct} (\| \chi_\omega f(t) \|^2_{L^2(Q, A, 1)} + \| h(t) \|^2_{L^2(Q, A, 1)}). \tag{5.2} \]

Integrating (5.2) over \((0, t)\), for all \( t \in [0, T]\) it follows
\[ e^{-Ct} F(t) \leq F(0) + \int_0^t e^{-C\tau} (\| \chi_\omega f(\tau) \|^2_{L^2(Q, A, 1)} + \| h(\tau) \|^2_{L^2(Q, A, 1)}) d\tau. \]

Hence, for all \( t \in [0, T]\),
\[ F(t) \leq e^{CT} \left( F(0) + \int_0^T (\| \chi_\omega f(\tau) \|^2_{L^2(Q, A, 1)} + \| h(\tau) \|^2_{L^2(Q, A, 1)}) d\tau \right) \]
and
\[ \sup_{t \in [0, T]} \| y(t) \|^2_{L^2(Q, A, 1)} \leq C \left( \| y_0 \|^2_{L^2(Q, A, 1)} + \| f \chi_\omega \|^2_{L^2(Q)} + \| h \|^2_{L^2(Q)} \right). \tag{5.3} \]

Therefore, by (5.1), it follows
\[ \frac{1}{2} \frac{d}{dt} \| y(t) \|^2_{L^2(Q, A, 1)} + \int_0^A \int_0^1 k y^2_x dx da \]
\[ \leq \frac{C}{2} \int_0^A \int_0^1 y^2(t, A, x) dx da + \frac{1}{2} \int_0^A \int_0^1 \chi_\omega f^2 dx da \]
\[ + \frac{1}{2} \int_0^A \int_0^1 h^2 dx da. \]
Integrating over \((0, T)\), we have

\[
\frac{1}{2} \|y(T)\|^2_{L^2(Q.A,1)} + \int_0^T \int_0^A \int_0^1 k y_x^2 dx \, da \, dt \leq \frac{1}{2} \|y_0\|^2_{L^2(Q.A,1)} + C \int_0^T \int_0^A \int_0^1 y^2(t, a, x) dx \, da \, dt
\]

(5.4)

Hence, by (5.4),

\[
\int_0^T \int_0^A \|\sqrt{k} y_x\|^2_{L^2(0,1)} \, da \, dt \leq \|y_0\|^2_{L^2(Q.A,1)} + C \int_0^T \|y(t)\|^2_{L^2(Q.A,1)} \, dt + \|\chi\omega f\|^2_{L^2(Q)} + \|h\|^2_{L^2(Q)}
\]

(5.5)

and (2.7) follows by (5.3) and (5.5) if \(y_0 \in L^2(0, A; H^1_k(0, 1))\).

Using the density of \(L^2(0, A; H^1_k(0, 1))\) in \(L^2(Q.A,1)\), one can prove that (2.7) holds also if \(y_0 \in L^2(Q.A,1)\).

### 5.2 Proof of Lemma 3.1

This section is devoted to the proof of Caccioppoli’s inequality (3.10).

Let us consider a smooth function \(\xi : [0, 1] \to \mathbb{R}\) defined as follows

\[
\begin{cases}
0 \leq \xi(x) \leq 1, & \text{for all } x \in [0, 1] \\
\xi(x) = 1, & x \in \omega' \\
\xi(x) = 0, & x \in (0, 1) \setminus \omega
\end{cases}
\]

Since \(z\) solves (3.9), then integrating by parts we obtain

\[
0 = \int_0^T \frac{d}{dt} \left( \int_0^A \int_0^1 (\xi e^{\psi})^2 z^2 \, dx \, da \right) \, dt = \int_Q 2s \psi_t (\xi e^{\psi})^2 z^2 + 2(\xi e^{\psi})^2 z \left(-z_a - (kz_x)_x + \mu z + g\right) \, dx \, da \, dt
\]

\[
= 2s \int_Q \psi_t (\xi e^{\psi})^2 z^2 \, dx \, da \, dt + 2s \int_Q \psi_a (\xi e^{\psi})^2 z^2 \, dx \, da \, dt
\]

\[
- \int_Q (k(\xi^2 e^{2s\psi})_x) x z^2 \, dx \, da \, dt + 2 \int_Q (\xi^2 e^{2s\psi}) k \, z_x^2 \, dx \, da \, dt + 2 \int_Q \xi^2 e^{2s\psi} \mu z^2 \, dx \, da \, dt + 2 \int_Q \xi^2 e^{2s\psi} g z \, dx \, da \, dt.
\]
Therefore,

\[
2 \int_Q \xi^2 e^{2x \psi} k z_x^2 dx dt = -2s \int_Q \psi_t \left( \xi e^{x \psi} \right)^2 z^2 dx dt - 2s \int_Q \psi_a \left( \xi e^{x \psi} \right)^2 z^2 dx dt \\
+ \int_Q \left( k \left( \xi e^{2x \psi} \right)_x \right) z^2 dx dt - 2 \int_Q \xi^2 e^{2x \psi} \mu z^2 dx dt \\
- 2 \int_Q \xi^2 e^{2x \psi} g z dx dt.
\]

Hence, taking into account the definition of \( \xi \) and the fact that \( |\Theta_a| \leq C \Theta^2, |\Theta_t| \leq C \Theta^2, k \in C^1(\bar{\omega}), \inf_{x \in \bar{\omega}} k(x) > 0 \) and \( \phi \in C^2(\bar{\omega}) \), and applying Young's inequality, we infer that

\[
\inf_{\omega'} \left\{ k \right\} \int_0^A \int_0^{A'} e^{2x \psi} z_x^2 dx dt \leq C s \int_0^A \int_0^{A'} \Theta^2 e^{2x \psi} z_x^2 dx dt \\
+ C \int_0^A \int_0^{A'} s^2 \Theta e^{2x \psi} z_x^2 dx dt + \int_0^A \int_0^{A'} e^{2x \psi} z_x^2 dx dt \\
+ \| \mu \|_{L^\infty(Q)} \int_0^A \int_0^{A'} e^{2x \psi} z_x^2 dx dt + \int_0^A \int_0^{A'} e^{2x \psi} g^2 dx dt \\
\leq C \int_0^A \int_0^{A'} \left( g^2 + s^2 \Theta^2 z_x^2 \right) e^{2x \psi} dx dt,
\]

from which the conclusion follows.
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