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Abstract. The theme of this article is a “reciprocity” between bounded up-down paths and bounded alternating sequences. Roughly speaking, this “reciprocity” manifests itself by the fact that the extension of the sequence of numbers of paths of length \( n \), consisting of diagonal up- and down-steps and being confined to a strip of bounded width, to negative \( n \) produces numbers of alternating sequences of integers that are bounded from below and from above. We show that this reciprocity extends to families of non-intersecting bounded up-down paths and certain arrays of alternating sequences which we call alternating tableaux. We provide as well weighted versions of these results. Our proofs are based on Viennot’s theory of heaps of pieces and on the combinatorics of non-intersecting lattice paths. An unexpected application leads to a refinement of a result of Bousquet-Mélou and Viennot on the width-height-area generating function of parallelogram polyominoes. Finally, we exhibit the relation of the arising alternating tableaux to plane partitions of strip shapes.

1. Introduction. Reciprocity is a much used term in mathematics. The immediate association is with the quadratic reciprocity law of number theory and its numerous generalisations and variations. In combinatorics, however, “reciprocity” has a different meaning. The term “reciprocity law” was introduced by Richard Stanley in [29]. It refers to a situation where we encounter numbers \( a_n \), for \( n \geq 0 \), with \( a_n \) being the number of certain combinatorial objects of “size” \( n \). If these numbers \( a_n \) satisfy a linear recurrence with constant coefficients then we may extend the sequence \( (a_n)_{n \geq 0} \) to negative integers \( n \) by applying the recurrence “backwards”. If it should happen that \( |a_n| \), for \( n < 0 \), has a combinatorial meaning as well, then we speak of a (combinatorial) “reciprocity law”. The simplest case of such a (combinatorial) “reciprocity law” occurs when one considers the binomial coefficients \( \binom{n}{k} \) (for fixed \( k \)), giving the number of subsets of cardinality \( k \) of
\{1, 2, \ldots, n\} on the one hand, and \(|\binom{n}{k}| = \binom{n+k-1}{k}\), giving the number of submultisets (i.e., “sets” where repeated elements are allowed) of cardinality \(k\) of \{1, 2, \ldots, n\}, on the other hand. The most well-known non-trivial instance of this phenomenon is Ehrhart–Macdonald reciprocity for counting integer points in polytopes, generalised by Stanley in [29] (see also [32, Theorem 4.5.14]). As a matter of fact, a whole book has been devoted to this kind of “reciprocity”, see [3]. For further instances of combinatorial reciprocity laws see [1, 9, 25, 27, 28, 31].

The subject of this article is a reciprocity relation that seemingly has not been noticed earlier. It is a reciprocity between up-down paths whose height is bounded from below and from above and alternating sequences whose elements are bounded from below and from above. More precisely, let \(C^{(k)}_{2n}\) denote the number of paths with steps \((1, 1)\) and \((1, -1)\) starting at \((0, 0)\) and ending at \((2n, 0)\) never passing below the x-axis and never passing above the horizontal line \(y = k\). (These paths are also known as bounded Dyck paths.) It is not difficult to see — and well-known — that, for fixed \(k\), the numbers \(C^{(k)}_{2n}\) satisfy a linear recurrence with constant coefficients in \(n\).\(^1\) With this notation, the first author observed that

\[
\det \left( C^{(2k+1)}_{2n+2i+2j+2} \right)_{0 \leq i,j \leq k-1} = C^{(2k+1)}_{-2n}.
\]

He posted this conjecture on MathOverflow. In response, Stanley identified the number \(C^{(2k+1)}_{-2n}\) as the number of sequences \(a_1 \leq a_2 \geq a_3 \leq a_4 \geq \cdots \geq a_{2n-1}\) of integers with \(1 \leq a_i \leq k+1\) for all \(i\). (See Corollary 13 with \(k\) replaced by \(k+1\) for a formal proof; in his posting, Stanley referred to [33, Ex. 3.66] and [30, Ex. 3.2].) With this observation, and the observation that the determinant on the left-hand side of (1.1) can be interpreted as the number of families of non-intersecting bounded Dyck paths, it is then rather simple to confirm the above reciprocity law, see the proof of Theorem 15 with \(m = 1\).

As it turned out, the relation (1.1) is just the peak of an iceberg. In this article — so-to-speak — we “unearth” the iceberg (or rather: “lift the iceberg out of the sea”).

The first manifestation of this “iceberg” arises if we lift the upper bound \(2k+1\) on the height of the paths to \(2k+2m-1\), where \(m\) is a positive integer. Then there is still a reciprocity relation, where on the right-hand side a determinant of numbers of paths “with negative length” has to be placed; see Theorem 15 in Section 5. For the proof, a bijection is set up between families of non-intersecting Dyck paths and certain arrays of integers of trapezoidal shape in which each row is an alternating sequence of odd length, see Proposition 16. Due to their resemblance to semistandard tableaux (cf. e.g. [32, Sec. 7.10] for their definition), we call these arrays alternating tableaux. The key for the proof of Theorem 15 is to show that these alternating tableaux of trapezoidal shape are counted by the determinant on the right-hand side of (5.1), which is done in Theorem 17.

Section 6 presents a second manifestation of the mentioned “iceberg”, with many parallels to the first manifestation: it is a reciprocity between bounded up-down paths starting at height 0 and ending at the maximally allowed height and bounded alternating sequences of even length. The main theorem of Section 6 is Theorem 18, which is analogous to

\(^1\)Equivalently, the generating function \(\sum_{n \geq 0} C^{(k)}_{2n} x^{2n}\) is rational. Theorem 1 with \(r = s = 0\) shows that this is indeed the case.
Theorem 15. It is based on a bijection between families of non-intersecting up-down paths of the described kind and alternating tableaux of rhomboidal shape in which each row has even length, see Proposition 19, and the proof in Theorem 20 that these rhomboidal alternating tableaux are counted by the determinant on the right-hand side of (6.1).

However, the reciprocity between bounded up-down paths and alternating sequences occurs even at a finer level. It is known that generating functions for the numbers of bounded up-down paths with specified starting and ending height can be expressed as fractions involving Chebyshev polynomials of the second kind, see Theorem 1 in Section 2. In Section 3, we show that the same is true for generating functions for bounded alternating sequences with specified first and last element, see Theorem 4. Although both theorems could be proved using recurrence relations and matrix algebra, here we present proofs that use Viennot’s [35] theory of heaps of pieces. A comparison of the two results then entails further reciprocity relations, see Section 4.

This finer reciprocity relation leads to a third manifestation of the “iceberg”, which is the subject of Section 7. The main results of this section are Theorems 21 and 24 presenting equalities between a determinant of numbers of bounded up-down paths with positive lengths with specified starting and ending heights and a similar determinant where however the path lengths are negative. Here the proof is based on a bijection between families of non-intersecting paths with given starting and ending points and flagged alternating tableaux of rectangular shape, “flagged” meaning that the first and last entry in each row is specified, see Propositions 22 and 25. Theorems 23 and 26 then show that these alternating tableaux of rectangular shape are counted by the determinants on the right-hand sides of (7.1) and (7.5), respectively.

Sections 8–11 are complements to the material in Sections 2–7. First, the reader may wonder whether weights could be introduced in the enumeration results in Sections 2–7. Sections 8–10 are devoted to the derivation of the weighted generalisations of these results. Here, the Chebyshev polynomials are replaced by more general orthogonal polynomials $P_n(x)$ that are even for even $n$ and odd for odd $n$. Section 8 addresses the weighted enumeration of bounded up-down paths and bounded alternating sequences, the main results being Theorems 27 and 28. In Section 9, we extend the enumeration results of Section 4 for paths “with negative length” to the weighted setting. Section 10 then compiles the weighted versions of the reciprocity laws from Sections 5–7, see Theorems 34, 37, 40, and 43.

Second, the enumeration of alternating tableaux plays an important role in Sections 5–7. The purpose of Section 11 is to show that these enumeration results are actually special cases of two fundamental theorems for alternating tableaux, see Theorems 46 and 47. In the second part of that section, we explain that alternating tableaux are plane partitions in disguise, and we discuss some insights and consequences resulting from this observation. In particular, it turns out that our determinantal formulae for generating functions for alternating tableaux are closely related to (but not equivalent to) the ribbon determinantal formulae for Schur functions due to Lascoux and Pragacz [23].

We close our article in Section 12 by a discussion and a presentation of some questions raised by the material presented in this article. In particular, we discuss what happens for even upper bounds on the up-down paths, we discuss the possibility of a further extension
to Motzkin paths, including a precise conjecture (see Conjecture 53) perhaps hinting at another iceberg, a “coincidental” application of Theorem 4 to the enumeration of parallelogram polyominoes which produces a seemingly new result (see Theorem 55), the link being the heaps of segments that we use in the proof of our enumeration results for bounded alternating sequences in Section 3, and several curious Hankel determinant evaluations involving numbers of bounded up-down paths respectively of bounded alternating sequences (see Theorems 51 and 56 and Corollaries 60 and 61).

2. Enumeration of bounded up-down paths. In this section, we discuss the enumeration of bounded up-down paths. The main result is Theorem 1, in which the generating function for bounded up-down paths with given starting and ending height is computed. Although this is a known result, we present a proof that makes use of Viennot’s [35] theory of heaps of pieces because it has not been recorded anywhere before, and since it constitutes the inspiration for the proof of Theorem 4 in the next section.

To start with, we fix notation. We write \( C_n^{(k)}(r \rightarrow s) \) for the number of up-down paths from \((0, r)\) to \((n, s)\) that do not pass below the x-axis and do not pass above the horizontal line \( y = k \).

If \( r = s = 0 \), i.e., if we are talking of Dyck paths, then, instead of \( C_n^{(k)}(0 \rightarrow 0) \), we frequently write \( C_n^{(k)} \) for short (as we have done in the introduction). There is another special case where we use an abridged notation: we write \( D_{2n}^{(k)} \) instead of \( C_{2n+k}^{(k)}(0 \rightarrow k) \) for short.

In the results of this section and later sections, the Chebyshev polynomials of the second kind are ubiquitous. As usual, we write \( U_n(x) \) for the \( n \)-th Chebyshev polynomial of the second kind, which is explicitly given by

\[
U_n(x) = \sum_{j \geq 0} (-1)^j \binom{n-j}{j} (2x)^{n-2j}. 
\]

(2.1)

It is well-known that these Chebyshev polynomials satisfy the two-term recurrence

\[
2x U_n(x) = U_{n+1}(x) + U_{n-1}(x),
\]

(2.2)

with initial conditions \( U_0(x) = 1 \) and \( U_1(x) = 2x \).

With the above notations, we are now ready to state the announced theorem, giving closed form expressions for the generating function for bounded up-down paths with given starting and ending height.

**Theorem 1.** For all non-negative integers \( r, s, k \) with \( 0 \leq r, s \leq k \), we have

\[
\sum_{n \geq 0} C_n^{(k)}(r \rightarrow s) x^n = \begin{cases} 
U_r(1/2x) U_{k-s}(1/2x), & \text{if } r \leq s, \\
\frac{x U_{k+1}(1/2x)}{x U_{k-r}(1/2x)}, & \text{if } r \geq s.
\end{cases}
\]

(2.3)

\(^2\)It should be noted that, due to the geometry of the paths, we need the condition \( r + s \equiv n \pmod{2} \) for this number to be non-zero.
As already mentioned, this is a known theorem, however not “as known” as it should be. The oldest source that we are aware of is [34, Ch. V, Eq. (27)], where a combinatorial proof, based on the combinatorial theory developed in [34], is sketched. The simplest proof is one that uses the transfer matrix method, see [17, proof of Theorem A2] or [20, proof of Theorem 10.11.1]. (As a matter of fact, these three sources discuss a weighted generalisation for Motzkin paths. See Section 12.(3).) In our opinion, the most illuminating proof is one that is based on Viennot’s theory of heaps of pieces [35], the latter being a geometric realisation of the “monoïde partiellement commutatif” of Cartier and Foata [5], now known as the Cartier–Foata monoid (see also [18]). This is the proof that we are going to present here since it cannot be found anywhere else in the literature. It is inspired by ideas that one finds in [10, Ch. 4]. Moreover, it prepares for the — slightly more complicated — proof of Theorem 4 on generating functions for alternating sequences.

The heaps that we need here are heaps of dimers that are contained in the interval $[0,k]$. Here, a dimer is a vertical segment connecting the points $(x, y)$ and $(x, y+1)$, for some positive integer $x$ and non-negative integer $y$. We write $d_y$ for such a dimer. It is intentional that we ignore the abscissa $x$ in this notation since we allow to move dimers horizontally, thus modifying $x$. The “rule of the game” is that two dimers $d_i$ and $d_j$ can be (horizontally) moved past one another if and only if they do not block each other “physically”, that is, if and only if either $i > j + 1$ or $j > i + 1$. In our picture, gravity pulls dimers (horizontally) to the left. A heap of dimers on $[0,k]$ is then what the name suggests: one piles dimers $d_i$ with $0 \leq i < k$ on each other, and gravity pulls them to their left-most possible position according to the “rule of the game”. An example of such a heap on $[0,k]$ is shown in Figure 1.b. We denote the set of all possible dimers on $[0,k]$ by $D_k$, that is, $D_k = \{d_0, d_1, \ldots, d_{k-1}\}$. It should be noted that a heap may contain several copies of a dimer $d_i$. For example, the heap in Figure 1.b contains three copies of the dimer $d_1$.

We define a weight function $w$ on dimers by $w(d_i) = x^2$, and, given a heap $H$, we extend the weight function to $H$ by declaring that $w(H)$ equals the product of the weights of all dimers of $H$.

A maximal dimer of a heap is a dimer that can be moved to the far right without being blocked by any other dimer. Analogously, a minimal dimer of a heap is a dimer that can be moved to the far left without being blocked by any other dimer. In our example in Figure 1.b, the maximal dimers of the heap shown there are the right-most dimer $d_{r-1}$, the right-most dimer $d_{r+1}$, and the dimer $d_s$, while the minimal dimers are the dimer $d_0$, the left-most dimer $d_{r+1}$, and the dimer $d_{s+1}$. Finally, a trivial heap is one in which all its dimers are maximal.

With these definitions, the main theorem in the theory of heaps [35, Prop. 5.3] (see also [18, Theorem 4.1]) implies that the generating function $\sum_H w(H)$ for all heaps $H$ whose maximal dimers are contained in a given subset $\mathcal{M}$ of $D_k$ is given by

$$\sum_{H \text{ heap of dimers on } [0,k]} w(H) = \frac{\sum_{T \text{ trivial dimers } \subseteq D_k \setminus \mathcal{M}} (-1)^{|T|} w(T)}{\sum_{T \text{ trivial dimers } \subseteq D_k} (-1)^{|T|} w(T)} = \frac{\sum_{T \text{ trivial dimers } \subseteq D_k \setminus \mathcal{M}} (-1)^{|T|} w(T)}{\sum_{T \text{ trivial dimers } \subseteq D_k} (-1)^{|T|} w(T)},$$

(2.4)
where $|T|$ denotes the number of dimers of $T$.

The purpose of the next lemma is to transfer the problem of enumeration of bounded up-down paths to a problem of enumeration of heaps of dimers.

**Lemma 2.** Let $n, k, r, s$ be non-negative integers with $0 \leq r \leq s \leq k$ and $n \equiv r + s \pmod{2}$. There is a bijection between up-down paths from $(0, r)$ to $(n, s)$ that do not pass below the $x$-axis and do not pass above the horizontal line $y = k$ and heaps $H$ of $n - (s - r)/2$ dimers on $[0, k]$ whose maximal dimers are contained in $[r - 1, s + 1]$.

**Proof.** Let $P$ be an up-down path $P$ as in the statement of the lemma. See Figure 1.a for an example. Out of $P$, we are going to, step-by-step, build a heap $H$ of dimers. In the beginning, $H$ is empty.

![Figure 1](image)

a. An up-down path from height $r$ to height $s$

![Figure 1](image)

b. The corresponding heap of dimers

We cut $P$ into path portions at the touching points with the horizontal line $y = r$. In the figure, these touching points are marked by circles. We now scan $P$ from left to right.
Path portions between touching points with \( y = r \) are treated differently depending on whether they stay above or below the \( x \)-axis. We call the path portions which stay above positive, and those which stay below negative.

We now scan the path from left to right. While scanning a positive path portion, we ignore up-steps, and for each down-step from height \( h + 1 \) to \( h \) we put a dimer \( \text{d}_h \) on \( H \), in the order we encounter the down-steps. On the other hand, while scanning a negative path portion, we ignore down-steps, and for each up-step from height \( h \) to \( h + 1 \) we put a dimer \( \text{d}_h \) on \( H \), in the order we encounter the up-steps. So, for instance, our example path in Figure 1.a starts with a positive portion \( UUDD \) (here, \( U \) stands for an up-step and \( D \) for a down-step). The first down-step in this portion is from height \( r + 2 \) to \( r + 1 \), therefore we put the dimer \( \text{d}_{r+1} \) on the (at this point empty) heap \( H \). The second down-step is from height \( r + 1 \) to height \( r \), therefore we next put a dimer \( \text{d}_r \) on \( H \). On the other hand, the second path portion, \( DDDUUU \) is negative. We ignore the down-steps, and the up-steps, read from left to right, correspond to the dimers \( \text{d}_0, \text{d}_1, \text{d}_2 \), in this order. They are put on \( H \), in this order.

This process is continued until all steps of \( P \) have been taken into account.

It is not difficult to see that a heap obtained in this way has indeed the property that its maximal dimers are contained in \([r - 1, s + 1]\).

In order to see that this is a bijection, we have to describe the inverse mapping. Given a heap \( H \) as in the statement of the lemma, we have to construct an up-down path \( P \). Again, we do this step-by-step, but from the “back to the front”. We start with the path portion that just consists of the point \((n, s)\). We look for the top-most maximal dimer of \( H \), say \( \text{d}_i \). By the condition on maximal dimers in the lemma, we must have \( i \leq s \). If also \( i \geq r \), then we prepend a down-step from height \( i + 1 \) to height \( i \) followed by the appropriate number of up-steps to connect to the previously constructed path portion. Subsequently, we remove this dimer \( \text{d}_i \) from \( H \).

We repeat this procedure until we encounter a top-most maximal dimer \( \text{d}_i \) with \( i = r - 1 \). (Because of the condition on maximal dimers, \( i \) cannot be smaller than that.) Let us illustrate the process described so far by considering our example heap in Figure 1.b. There, the top-most maximal dimer is \( \text{d}_s \). Hence the last step of the up-down path to be determined is a down-step from height \( s + 1 \) to height \( s \) (with zero up-steps to be inserted in order to connect with \((n, s)\)). See Figure 1.a. We remove \( \text{d}_s \) from the heap. Now the top-most maximal dimer is \( \text{d}_{k-1} \). Hence, we prepend a down-step from height \( k \) to height \( k - 1 \) to the path portion constructed so far. See again Figure 1.a. We remove \( \text{d}_{k-1} \) from the heap. Now the top-most maximal dimer is \( \text{d}_{r+1} \). Consequently, we prepend a down-step from height \( r + 2 \) to height \( r + 1 \) followed by five up-steps to the already constructed path portion. After removal of \( \text{d}_{r+1} \), the top-most maximal dimer is \( \text{d}_{r+2} \). We prepend a down-step from height \( r + 3 \) to height \( r + 2 \) to our path portion, and we remove \( \text{d}_{r+2} \) from the heap. Now the top-most maximal dimer is a dimer \( \text{d}_{r-1} \).

We now continue the description of the general case. If, during the process, we encounter a dimer \( \text{d}_{r-1} \), then we push this dimer to the left. Thereby, due to the “rule of the game” that dimers cannot be moved past one another if they “physically” touch each other, other dimers may also be moved to the left. We are only interested into those which lie strictly below the horizontal line \( y = r \) and do not have another dimer \( \text{d}_{r-1} \) “in between”.
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that way, a subheap is determined. In our example in Figure 1.b, subheaps arising in this way are surrounded by dotted paths. The subheap that we would encounter next is the subheap labelled $H_1$.

Such a subheap is now treated in the following way: in the beginning, the top-most maximal dimer is $d_{r-1}$. We prepend an up-step (!) from height $r-1$ to height $r$ followed by the appropriate number of up-steps to connect to the previously constructed path portion. Subsequently, we remove $d_{r-1}$ from the subheap. Next we consider the — now — top-most maximal dimer in the subheap, $d_j$ say. We prepend an up-step (!) from height $j$ to height $j+1$ followed by the appropriate number of down-steps (!) to connect to the so far constructed path portion, and we remove $d_j$ from the subheap. We repeat this latter procedure until the subheap is emptied.

This process is iterated, that is, again the maximal dimer is determined and it is treated as above depending on whether it is a dimer $d_i$ with $i \geq r$ or with $i = r - 1$.

It is not too difficult to see that this algorithm is the inverse of the map from up-down paths to heaps that we described in the first part of this proof. □

Remark. The obvious extension of the above bijection between up-down paths and heaps of dimers to a bijection between paths with allowed steps being $(1, 1)$, $(1, 0)$, $(1, -1)$ and heaps of dimers and monomers also proves the earlier mentioned more general result in [34, Ch. V, Eq. (27)], [17, Theorem A2], and [20, Theorem 10.11.1].

If we combine Lemma 2 with (2.4), then we see that, for the proof of Theorem 1, we need to compute the generating function $\sum_T (-1)^{|T|} w(T)$ for all trivial heaps with dimers in $D_k$, that is, all trivial heaps on $[0, k]$, and the analogous generating function for trivial heaps whose dimers are in $[0, r - 1] \cup [s + 1, k]$. The former is accomplished in the lemma below. The computation of the latter is then an easy consequence, as due to the shift-invariance of our weight $w$, it decomposes into the product of the generating function for trivial heaps on $[0, s - 1]$ and the generating function for trivial heaps on $[0, k - s - 1]$.

**Lemma 3.** Let $k$ be a non-negative integer. The generating function $\sum_T (-1)^{|T|} w(T)$, where the sum is over all trivial heaps $T$ of dimers on $[0, k]$, is given by $x^{k+1} U_{k+1}(1/2x)$.

**Proof.** We prove the claim by induction on $k$. The claim is certainly true for $k = 0$ — in this case there is only the empty heap with weight 1; indeed, $x^1 U_1(1/2x) = 1$ —, and for $k = 1$ — in this case there exist two heaps: the empty heap with weight 1, and the heap consisting of the dimer $d_0$ that has weight $x^2$; indeed, $x^2 U_2(1/2x) = 1 - x^2$.

For the induction step, consider trivial heaps of dimers on $[0, k+1]$. There are two possibilities:

(a) the heap contains the dimer $d_k$;
(b) the heap has all its dimers in $[0, k]$.

By induction hypothesis, the contribution to the generating function of the heaps in Case (a) is $(-x^2) x^{k-1} U_{k-1}(1/2x)$. Similarly, the contribution of the heaps in Case (b) is $x^k U_k(1/2x)$. Hence, in total we obtain

$$(-x^2) x^{k-1} U_{k-1}(1/2x) + x^k U_k(1/2x) = x^{k+1} U_{k+1}(1/2x),$$

the equality following from the two-term recurrence (2.2) for Chebyshev polynomials. □
We are now ready for the proof of Theorem 1.

**Proof of Theorem 1.** We treat the case \( r \leq s \). The other case follows by a reflection of paths in a vertical line which implies a switch of the roles of \( r \) and \( s \).

We use Lemma 2 to see that the up-down paths that we are interested in are in bijection with heaps that are described in the statement of the lemma. Thus, by (2.4) with \( \mathcal{M} \) the set of dimers contained in \([r - 1, s + 1]\), we see that

\[
\sum_{n \geq 0} C_n^{(k)}(r \rightarrow s) x^n = x^{s-r} \frac{\sum_{\text{T trivial on } [0,k]} (-1)^{|T|} w(T)}{\sum_{\text{T trivial on } [0,k]} (-1)^{|T|} w(T)}.
\]

Here, the factor \( x^{s-r} \) must be inserted since an up-down path from height \( r \) to height \( s \) has \( s - r \) more up-steps than down steps. The claimed expression in the first line on the right-hand side of (2.3) now follows from Lemma 3. \( \square \)

3. Enumeration of bounded alternating sequences. In this section, we discuss the enumeration of bounded alternating sequences. The main result is Theorem 4, in which we compute the generating function for bounded alternating sequences with given first and last element. Also here, we present a proof that makes use of Viennot’s [35] theory of heaps of pieces. Specialisations of Theorem 4 can be used to find the generating functions for the numbers of alternating sequences in which first and last element are not specified. These are recorded here in Corollaries 9–11. In particular, the final result in this section, Corollary 11, sets up the connection to Stanley’s observation mentioned in the introduction.

We start again by fixing notation. We let \( \mathcal{A}_n^{(k)}(r \rightarrow s) \) denote the set of alternating sequences

\[
r \leq a_2 \geq a_3 \leq a_4 \geq \cdots \circ a_{n-1} \square s,
\]

where \( \circ = \geq \) and \( \square = \leq \) if \( n \) is even and \( \circ = \leq \) and \( \square = \geq \) if \( n \) is odd, in which all \( a_i \)'s are integers between 1 and \( k \). If we do not want to specify the first and last element of an alternating sequence then we omit the corresponding indication. More precisely, we write \( \mathcal{A}_n^{(k)} \) for the union of the sets \( \mathcal{A}_n^{(k)}(r \rightarrow s) \) over all \( r \) and \( s \).

The theorem below gives closed form expressions for the generating function for bounded alternating sequences with given first and last element. The reader should note the similarities with the result in Theorem 1. These will be subsequently exploited in Section 4.

\(^3\)The reader should be aware that the meaning of the shorthand in the abridged notations \( C_n^{(k)} \) from Section 2 and \( \mathcal{A}_n^{(k)} \) is not the same: while in \( C_n^{(k)} \) the omission of “(r \rightarrow s)” means \( r = s = 0 \), the omission of “(r \rightarrow s)” in \( \mathcal{A}_n^{(k)} \) means that we allow all possible \( r \) and \( s \).
Theorem 4. For all positive integers \( r, s, k \) with \( 1 \leq r, s \leq k \), we have

\[
\sum_{n \geq 0} |A_{2n+1}^{(k)}(r \rightarrow s)| x^{2n} = \begin{cases} 
(-1)^{r+s+1} \frac{xU_{2r-2}(x/2)U_{2k+1-2s}(x/2)}{U_{2k}(x/2)}, & \text{if } r < s, \\
1 - \frac{xU_{2r-2}(x/2)U_{2k+1-2r}(x/2)}{U_{2k}(x/2)}, & \text{if } r = s, \\
(-1)^{r+s+1} \frac{xU_{2s-2}(x/2)U_{2k+1-2r}(x/2)}{U_{2k}(x/2)}, & \text{if } r > s, 
\end{cases}
\] 

(3.1)

and

\[
\sum_{n \geq 0} |A_{2n+2}^{(k)}(r \rightarrow s)| x^{2n+1} = \begin{cases} 
(-1)^{r+s+1} \frac{xU_{2r-2}(x/2)U_{2k-2s}(x/2)}{U_{2k}(x/2)}, & \text{if } r \leq s, \\
(-1)^{r+s+1} \frac{xU_{2s-1}(x/2)U_{2k-2r+1}(x/2)}{U_{2k}(x/2)}, & \text{if } r > s. 
\end{cases}
\] 

(3.2)

As already announced, for the proof of Theorem 4 we use again Viennot’s theory of heaps of pieces [35]. The heaps that we need here are heaps of segments that are contained in the interval \([1, k]\). Here, a segment \( j-i \), with \( 1 \leq i \leq j \leq k \), is a vertical segment connecting the points \((x, i)\) and \((x, j)\), for some positive integer \(x\). The “rule of the game” is that two segments \( j_1-i_1 \) and \( j_2-i_2 \) can be (horizontally) moved past one another if and only if they do not block each other “physically”, that is, if and only if either \( i_1 > j_2 \) or \( i_2 > j_1 \). As in Section 2, in our picture, gravity pulls segments (horizontally) to the left. An example of such a heap of segments on \([1, k]\) is shown in the bottom of Figure 2. We denote the set of all possible segments in \([1, k]\) by \( S_k \). Also here it should be noted that a heap can contain several copies of a segment \( j-i \). For example, the heap in Figure 2 contains two copies of the segment 3–2. We point out that this kind of heaps of segments (without the upper bound imposed by \(k\)) appeared earlier in [4] in the context of enumeration of directed convex polyominoes, see Section 12.(5) for more details on this coincidence, including an implied generating function result for parallelogram polyominoes that seems to be new.

We define a weight function \(w\) on the segments by \(w(j-i) = x^2\), and, given a heap \(H\), we extend the weight function to \(H\) by declaring that \(w(H)\) equals the product of the weights of all segments of \(H\).

We define maximal and minimal segments of a heap in the same way as in Section 2. In our example in Figure 2, the maximal segments of the heap shown there are the segments 1–1, 2–2 and 8–6, while the minimal segments are 4–3 and 6–6. Finally, a trivial heap is one in which all its segments are maximal.

With these definitions, the main theorem in the theory of heaps [35, Prop. 5.3] (see also [18, Theorem 4.1]) implies that the generating function \(\sum_H w(H)\) for all heaps \(H\) whose maximal segments are contained in a given subset \(M\) of \(S_k\) is given by

\[
\sum_{\text{heap of segments on } [1, k] \atop \text{maximal segments } \subseteq M} w(H) = \frac{\sum_{\text{T trivial segments } \subseteq S_k \setminus M} (-1)^{|T|}w(T)}{\sum_{\text{T trivial segments } \subseteq S_k} (-1)^{|T|}w(T)},
\] 

(3.3)
where, as before, $|T|$ denotes the number of segments of $T$.

The next lemma says that an alternating sequence can be converted into a heap of segments in a rather straightforward way, and that this conversion is actually a bijection. However, the obtained heaps do not form a set of heaps to which we could apply (3.3). We need to modify this construction. This is what we do in the proof of Lemma 6. The construction in the proof of Lemma 5 will however be a part of it.

**Lemma 5.** Let $n, k, r, s$ be non-negative integers with $1 \leq r \leq s \leq k$. There is a bijection between $\mathcal{A}_{2n+1}^{(k)}(r \to s)$ and heaps $H$ of $n$ segments on $[1, k]$ with the following three properties:

1. $H$ has a maximal segment of the form $j-s$ with $j \geq s$.
2. $H$ does not have any maximal segments that are contained in $[s + 1, k]$.
3. $H$ does not have any minimal segments that are contained in $[1, r - 1]$.

**Proof.** Given an alternating sequence $r \leq a_2 \geq a_3 \leq a_4 \geq \ldots \leq a_{2n} \geq s$, we build a heap by piling the segments $a_2-a_3, a_4-a_5, \ldots, a_{2n}-s$ on each other, in this order. See Figure 2 for an example in which $n = 14, k = 8, r = 4, s = 6$. We also mark the point $(0, r)$ and the lower point of the segment $a_{2n}-s$ in order to transfer the information about the first and last entry in the alternating sequence to the heap picture. Thus, in Figure 2 the points $(0, 4)$ and $(8, 6)$ are marked.

\[
4 \leq 4 \geq 3 \leq 3 \geq 1 \leq 1 \geq 1 \leq 3 \geq 2 \leq 6 \geq 6 \leq 8 \geq 4 \leq 7 \geq 4 \geq 4 \geq 2 \\
\leq 3 \geq 2 \leq 2 \geq 2 \leq 5 \geq 5 \leq 6 \geq 3 \leq 6 \geq 5 \leq 8 \geq 6
\]

![Illustration of the bijection of Lemma 5](image-url)
It is not difficult to see that a heap obtained in this way satisfies the properties (1)–(3).

In order to see that this is indeed a bijection we describe the inverse mapping. Again, we work from the “back to the front”. Given a heap as described in the statement of the lemma, we look for the top-most maximal segment, say \( j-i \). Then \( j \geq i \) are the last two entries in the corresponding alternating sequence. Subsequently, we remove this segment from the heap and proceed iteratively to reconstruct the remaining entries of the alternating sequence. □

As announced earlier, the heaps in the statement of Lemma 5 are not suited for application of (3.3) since Condition (3) above is one on minimal segments. In order to achieve our goal — the proof of Theorem 4— we need to modify the above bijection.

**Lemma 6.** Let \( n, k, r, s \) be non-negative integers with \( 1 \leq r \leq s \leq k \). There is a bijection between the heaps described in the statement of Lemma 5 and heaps \( H' \) of \( n \) segments on \([1, k]\) with the following two properties:

(1') \( H' \) has a maximal segment of the form \( j-s \).

(2') \( H' \) does not have any maximal segments that are contained in \([1, r-1]\) or \([s+1, k]\).

**Proof.** Given an alternating sequence \( r \leq a_2 \geq a_3 \leq a_4 \geq \cdots \leq a_{2n} \geq s \), we again group the entries in pairs: \( a_2 - a_3 \), \( a_4 - a_5 \), \ldots, \( a_{2n} - s \). However, before piling them on each other, we first modify the order of these pairs (which will become segments in the heap picture).

The reordering is accomplished by the following algorithm, in which we construct a sequence, \( S \) say, of pairs. Initialise \( \ell := 1 \) and \( S := \emptyset \), the empty sequence.

**Procedure.** If \( \ell = n+1 \) then the algorithm terminates and its output is \( S \).

Otherwise, consider the pair \( a_{2\ell} - a_{2\ell+1} \). From the construction, whenever we arrive at this point, we have \( a_{2\ell} \geq r \). For \( \ell = 1 \), this is true since the first element of our alternating sequence is \( r \). If also \( a_{2\ell+1} \geq r \), then we let \( S := S, a_{2\ell} - a_{2\ell+1} \) and \( \ell := \ell + 1 \), and we repeat the Procedure.

If, on the other hand, \( a_{2\ell+1} < r \), then we continue reading the pairs \( a_{2i} - a_{2i+1} \), for \( i = \ell + 1, \ell + 2, \ldots \), until we meet again a pair \( a_{2j} - a_{2j+1} \) in which \( a_{2j} \geq r \).

In the alternating sequence in Figure 3, we have \( a_2 - a_3 = 4-3 \), \( a_4 - a_5 = 3-1 \), \( a_6 - a_7 = 1-1 \), \( a_8 - a_9 = 3-2 \), \( a_{10} - a_{11} = 6-6 \), that is, \( j = 5 \). We reverse the order of the pairs \( a_{2\ell} - a_{2\ell+1} \), \ldots, \( a_{2j-2} - a_{2j-1} \) and append this reversed sequence to \( S \), that is, we let \( S := S, a_{2j-2} - a_{2j-1}, \ldots, a_{2\ell} - a_{2\ell+1} \).

Next we let \( \ell := j \) and we repeat the Procedure.

In the centre of Figure 3, the sequence of pairs that is produced by the above algorithm when applied to the alternating sequence on the top of Figure 3 is displayed. The bars indicate when a new loop in the Procedure was started.

Finally, these pairs are interpreted as segments as in the proof of Lemma 5, and they are piled on each other as described in that proof. The bottom of Figure 3 shows the resulting heap in our example.
It is clear from the construction that a heap constructed in the above manner will satisfy Conditions (1') and (2'). The question is how one goes back from the heap to the corresponding alternating sequence. In order to get an idea that this is non-trivial, one should observe that the inverse mapping of the proof of Lemma 5 applied to the heap in Figure 3 *does not* produce the sequence of pairs in the centre of the figure.

Instead, given a heap $H'$ as described in the statement of the lemma, we consider the top-most *minimal* segment, $\alpha$ say. If it should not be contained in $[1, r-1]$, then we consider it as a subheap (consisting of a single segment), remove it from $H'$, and put it on a heap $H''$ that we are going to build up. On the other hand, if it is contained in $[1, r-1]$, then we push it to the right. Thereby, due to the “rule of the game” that segments cannot be moved past one another if they “physically” touch each other, other segments may also be moved to the right. We collect all segments that are between $\alpha$ and the left-most moved segment not contained in $[1, r-1]$, $\omega$ say, into a subheap which we denote by $G$. We illustrate the construction in Figure 4. In the left part of the figure, the heap
This is contained in \([1, r\]) and subsequently removed, and it is put on a new heap \(H\) to the right, then also 1

The minimal segment is found that does not move

Figure 4. We continue in this manner until there are no minimal segments left, or until a

The next-to-the-top-most minimal segment is 1

\(\omega\) minimal segment is found that does not move

Figure 4. (At this point, the reader should ignore the subheads that surround it, and labelled by \(H_1\) in the left part of Figure 4. As a subheap, it is subsequently removed, and it is put on a new heap \(H''\), which we show in the right part of Figure 4. (At this point, the reader should ignore the subheaps \(H_2, \ldots, H_5\); by now, \(H''\) just consists of \(H_1\).) After removal of 6–6, the top-most minimal segment of \(H'\) is 3–2. This is contained in \([1, r - 1] = [1, 3]\). If we push it to the right then also the segments 3–1 and 4–3 are moved to the right, where 4–3 is the left-most moved segment that is not contained in \([1, r - 1] = [1, 3]\), that is, \(\omega = 4–3\) in the example. Thus, the subheap \(G\) consists of the segments 3–2, 3–1, and 4–3 at this point. (It is true that also the segment 2–2 is moved to the right when 3–2 is pushed to the right. However, 2–2 is not between \(\alpha = 3–2\) and \(\omega = 4–3\) since 4–3 stays put when 2–2 is pushed to the right.) For the moment, we leave \(G\) at its place.

We now consider the next-to-the-top-most minimal element, \(\beta\) say, and push it to the right. If the left-most moved segment not contained in \([1, r - 1]\) is again \(\omega\), then we put all moved elements between \(\beta\) and \(\omega\) also into the subheap \(G\). In our running example, the next-to-the-top-most minimal segment is 1–1, that is, we have \(\beta = 1–1\). If we move it to the right, then also 1–1, 3–1, 4–3 are moved to the right. Since \(\omega = 4–3\) is among these elements, we augment our subheap \(G\) to 3–2, 1–1, 3–1, 4–3. See the left part of Figure 4, where the subheap \(G\) that we found so far is the subheap labelled by \(H_2\) on the left of Figure 4. We continue in this manner until there are no minimal segments left, or until a minimal segment is found that does not move \(\omega\). We then remove the subheap \(G\) that we built up to this point from \(H'\), reflect it into a vertical line, and put it in this reflected order on \(H''\). In our example, there are no more minimal segments to be considered, therefore
$G = H_2$ is removed from the heap $H'$ on the left of Figure 4, it is reflected, and then put in this reflected order on the heap $H''$ (at this point just consisting of the segment 6–6), see the right part of Figure 4.

This process is repeated until $H'$ is emptied and a modified heap $H''$ has been built up. In Figure 4, the subheaps that were found during the construction and moved from $H'$ (on the left) to $H''$ (on the right) are surrounded by closed dotted paths and labelled $H_1, H_2, \ldots, H_9$.

The final step then consists in applying the inverse mapping from the proof of Lemma 5 to $H''$ in order to obtain an alternating sequence with $2n+1$ elements, all of which between 1 and $k$, and which starts with $r$ and ends with $s$. It can be seen that this yields the inverse mapping of the map from alternating sequences to heaps that was described at the beginning of this proof and illustrated in Figure 3. □

If we combine Lemma 6 with (3.3), then we see that, for the proof of Theorem 4, we need to compute the generating function $\sum_{T} (-1)^{|T|} w(T)$ for all trivial heaps with segments in $S_k$, that is, all trivial heaps on $[1,k]$, and the analogous generating function for trivial heaps whose segments are in $[1, r-1] \cup [j+1, k]$ for some $j \geq s$. The former is accomplished in the lemma below, while the latter is done in Lemma 8.

**Lemma 7.** Let $k$ be a non-negative integer. The generating function $\sum_{T} (-1)^{|T|} w(T)$, where the sum is over all trivial heaps $T$ of segments on $[1,k]$, is given by $(-1)^k U_{2k}(x/2)$.

**Proof.** We prove the claim by induction on $k$. The claim is certainly true for $k = 0$ — in this case there is only the empty heap — and for $k = 1$ — in this case there exist two heaps: the empty heap with weight 1, and the heap consisting of the segment 1–1 contributing $-x^2$ to the signed sum of weights; indeed, $(-1)^1 U_2(x/2) = 1 - x^2$.

For the induction step, consider trivial heaps on $[1,k+1]$. There are three possibilities:

(a) the heap contains the segment $(k+1) - (k+1);

(b) the heap contains a segment $(k+1) - j$ with $j < k + 1$;

(c) the heap does not contain a segment $(k+1) - j$ for any $j$.

By induction hypothesis, the contribution to the generating function of the heaps in Case (a) is $(-x^2)(-1)^k U_{2k}(x/2)$. Similarly, the contribution of the heaps in Case (c) is $(-1)^k U_{2k}(x/2)$. Finally, if we have a heap in Case (b), then we may replace the segment $(k+1) - j$ by the segment $k - j$. Thus, we obtain a heap on $[1, k]$, and the correspondence is a bijection between heaps in Case (b) and heaps on $[1, k]$ with one segment of the form $k - j$. Again by induction, the contribution of these heaps to the generating function is $(-1)^k U_{2k}(x/2) - (-1)^{k-1} U_{2k-2}(x/2)$. Hence, in total we obtain

\[
(-x^2)(-1)^k U_{2k}(x/2) + 2(-1)^k U_{2k}(x/2) + (-1)^k U_{2k-2}(x/2)
\]

\[
= (-1)^{k+1} \left( x^2 U_{2k}(x/2) - 2 U_{2k}(x/2) - U_{2k-2}(x/2) \right)
\]

\[
= (-1)^{k+1} U_{2k+2}(x/2),
\]

where in the last line we used the recurrence formula (2.2) for Chebyshev polynomials iteratively. □
Lemma 8. Let $r, s, k$ be positive integers with $1 \leq r \leq s \leq k$. The sum of generating functions

$$
\sum_{j=s}^{k} x^2 \sum_{T \text{ trivial}} (-1)^{|T|} w(T) \quad \text{ (3.4)}
$$

is given by

$$
(-1)^{k+r+s+1} x U_{2r-2}(x/2) U_{2k+1-2s}(x/2).
$$

Proof. We may rewrite the sum in (3.4) as

$$
- \sum_{T \text{ trivial}} (-1)^{|T|} w(T), \quad \text{ (3.5)}
$$

that is, we sum over all trivial heaps on $[1, r-1] \cup [s, k]$ that contain a segment $j-s$ for some $j$ with $j \geq s$.

The parts of the trivial heap $T$ on $[1, r-1]$ and on $[s, k]$ are independent. Therefore the generating function is the product of the corresponding generating functions. Thus, by Lemma 7, we obtain

$$
- (-1)^{r-1} U_{2r-2}(x/2) \left( (-1)^{k-s+1} U_{2k-2s+2}(x/2) - (-1)^{k-s} U_{2k-2s}(x/2) \right)
= -(-1)^{r-1} U_{2r-2}(x/2) (-1)^{k-s+1} x U_{2k-2s+1}(x/2), \quad \text{ (3.6)}
$$

which implies the claimed expression. \(\square\)

We have now collected all ingredients in order to establish Theorem 4.

Proof of Theorem 4. We start with the proof of (3.1) in the case where $r \leq s$.

As we already announced before Lemma 7, we use Lemma 6 to see that the alternating sequences that we are interested in are in bijection with the heaps that are described in the statement of Lemma 6. If we give an alternating sequence with $2n+1$ elements the weight $x^{2n}$, then this bijection is weight-preserving.

Let us now consider heaps as described in Lemma 6 with a maximal segment $j-s$. By Condition (2') in Lemma 6, there is no maximal segment in $[1, r-1] \cup [j+1, k]$. Obviously, the same applies when we remove the segment $j-s$, which has weight $x^2$, from the top of this heap. Consequently, by (3.3), the generating function for these heaps is equal to

$$
x^2 \sum_{T \text{ trivial on } [1,k]} (-1)^{|T|} w(T).
$$

In the end, we have to sum these expressions over $j = s, s+1, \ldots, k$. Lemma 7 provides a closed form expression for the denominator in the above fraction, while in Lemma 8 the
sum of the numerators is computed. This yields the first expression on the right-hand side of (3.1). In the case where \( r = s \) one needs to add 1, the weight of the empty heap. Symmetry in \( r \) and \( s \) then also proves the third expression on the right-hand side of (3.1).

The proof of (3.2) amounts to an exercise in summing Chebyshev polynomials. We start with the case where \( r > s \). By straightforward reasoning, we have

\[
|\mathcal{A}^{(k)}_{2n+2}(r \to s)| = \sum_{j=1}^{s} |\mathcal{A}^{(k)}_{2n+1}(r \to j)|, \tag{3.7}
\]

and therefore

\[
\sum_{n \geq 0} |\mathcal{A}^{(k)}_{2n+2}(r \to s)| x^{2n+1} = \sum_{j=1}^{s} \sum_{n \geq 0} |\mathcal{A}^{(k)}_{2n+1}(r \to j)| x^{2n+1}.
\]

By the third case of (3.1), we obtain

\[
\sum_{n \geq 0} |\mathcal{A}^{(k)}_{2n+2}(r \to s)| x^{2n+1} = \sum_{j=1}^{s} x(-1)^{r+j+1} \frac{xU_{2j-2}(x/2)U_{2k+1-2r}(x/2)}{U_{2k}(x/2)}
\]
\[
= (-1)^r \frac{xU_{2k+1-2r}(x/2)}{U_{2k}(x/2)} \sum_{j=1}^{s} (-1)^{j-1} xU_{2j-2}(x/2)
\]
\[
= (-1)^r \frac{xU_{2k+1-2r}(x/2)}{U_{2k}(x/2)} \sum_{j=1}^{s} (-1)^{j-1} (U_{2j-1}(x/2) + U_{2j-3}(x/2))
\]
\[
= (-1)^r \frac{xU_{2k+1-2r}(x/2)}{U_{2k}(x/2)} (-1)^{s-1} U_{2s-1}(x/2).
\]

Here we used the recurrence (2.2) to obtain the next-to-last line, and a telescoping argument to arrive at the last line. Thus, we obtain exactly the second expression on the right-hand side of (3.2).

In the case where \( r \leq s \), we could do an analogous (but more complicated) computation. However, there is a simpler argument, using again heaps of segments. Namely, given a sequence \( r \leq a_2 \geq a_3 \geq a_4 \geq \cdots \geq a_{2n+1} \leq s \), we apply the bijections from the proofs of Lemmas 5 and 6 to map the sequence to a heap of \( n \) segments (ignoring the last element \( s \) of the sequence). As is easy to see, this sets up a bijection between \( \mathcal{A}^{(k)}_{2n+2}(r \to s) \) and heaps of \( n \) segments on \([1, k]\) whose maximal segments are not contained in \([1, r-1] \cup [s+1, k]\). Hence, according to (3.3), the generating function on the left-hand side of (3.2) equals

\[
\sum_{T \text{ trivial on } [1, k]} \sum_{\text{segments}} \frac{(-1)^{|T|} w(T)}{}.
\]
Now application of Lemma 7 immediately yields the first expression on the right-hand side of (3.2).

This completes the proof of the theorem. □

Next we show that specialisations of Theorem 4 may be used to find the generating functions for the numbers of alternating sequences in which first and last element are not specified.

**Corollary 9.** For all positive integers $k$, we have

$$\sum_{n \geq 1} |A_{2n-1}^{(k)}| x^{2n} = -\frac{xU_{2k-1}(x/2)}{U_{2k}(x/2)}. \quad (3.9)$$

**Proof.** The special case $r = s = 1$ of (3.1) is equivalent with (3.9). Indeed, in any sequence

$$1 \leq a_2 \geq a_3 \leq a_4 \geq \cdots \leq a_{2n} \geq 1$$

with entries between 1 and $k$, we may skip the 1’s at the beginning and at the end, and then replace every $a_i$ by $k + 1 - a_i$ in order to obtain

$$k + 1 - a_2 \leq k + 1 - a_3 \geq k + 1 - a_4 \leq \cdots \geq k + 1 - a_{2n},$$

which is an element of $A_{2n-1}^{(k)}$.

Alternatively, by using that $U_{2k-2}(x/2) = xU_{2k-1}(x/2) - U_{2k}(x/2)$ (cf. (2.2)), it can also be seen that the special case $r = s = k$ of (3.2) is also equivalent with (3.9). □

**Corollary 10.** For all positive integers $k$, we have

$$\sum_{n \geq 0} |A_{2n}^{(k)}| x^{2n+1} = (-1)^k \frac{x}{U_{2k}(x/2)}. \quad (3.10)$$

**Proof.** The special case $r = 1$ and $s = k$ of (3.2) is equivalent with (3.10). Indeed, similarly to the first proof of Corollary 9, this is seen by skipping the 1 at the beginning and the $k$ at the end of a sequence in $A_{2n+2}^{(k)}(1 \to k)$ and then replacing each element $a_i$ in the sequence by $k + 1 - a_i$.

Alternatively, with some additional work one can see that the special case $r = k$ and $s = 1$ of (3.1) is also equivalent with (3.10). □

In Exercise 3.66 of [33], Stanley considers the cumulative generating function

$$G_k(x) = 1 + \sum_{n \geq 0} |A_n^{(k)}| x^{n+1}$$

for all bounded alternating sequences, regardless whether they have odd or even length. In the solution section in [33], it is shown how to derive a recursion formula for $G_k(x)$. Furthermore, it is pointed out that [30, Ex. 3.2] gives an explicit formula for $G_k(x)$. This formula is not very illuminating. Only specialists may notice that, in the background, there lurk Chebyshev polynomials of the second kind, which the corollary below reveals. Our proof is independent of the above mentioned results as it is based on our findings in Corollaries 9 and 10.
Corollary 11. For $k \geq 1$, we have

$$G_k(x) = -\frac{U_{k-2}(x/2) + (-1)^k U_{k-3}(x/2)}{U_k(x/2) + (-1)^k U_{k-1}(x/2)}. \quad (3.11)$$

Proof. According to Corollaries 9 and 10, we have

$$G_k(x) = 1 + (-1)^k \frac{x}{U_{2k}(x/2)} - \frac{xU_{2k-1}(x/2)}{U_{2k}(x/2)}. \quad (3.12)$$

Let first $k$ be even. We remember that, according to the definition (2.1) of Chebyshev polynomials of the second kind, we have

$$U_n(X) = \frac{z^{n+1} - z^{-n-1}}{z - z^{-1}},$$

where $z = e^{it}$ and $X = \cos t = \frac{1}{2}(z + z^{-1})$. We substitute these alternative expressions in $z$ in the right-hand side of (3.12) and simplify (using a computer). The result is

$$G_k(x) = -\frac{z^{2k} - z^3}{z(z^{2k+1} - 1)}.$$ 

If one does the same substitutions on the right-hand side of (3.11) (with $k$ even), then one obtains the same result.

The case of odd $k$ can be treated similarly. \hfill \Box

4. Numbers of bounded up-down paths “with negative length” and bounded alternating sequences. The strong similarity between the expressions in Theorems 1 and 4 has interesting consequences, which we reveal in this section. It leads to first reciprocity relations of the kind that numbers of certain bounded up-down paths “of negative length” give numbers of certain bounded alternating sequences; see Corollaries 12–14.

The reader should recall that, given a rational power series

$$f(x) = \frac{p(x)}{q(x)} = \sum_{n \geq 0} f_n x^n,$$

where the degree in $x$ of $p(x)$ is less than the degree of $q(x)$, we have (cf. \cite[Prop. 4.2.3]{33})

$$\sum_{n \geq 1} f_{-n} x^n = -f(1/x). \quad (4.1)$$
Corollary 12. Let \( n, k, r, s \) be positive integers with \( 1 \leq r, s \leq k \). The number
\((-1)^{r+s}C_{2n}(2k-1)(2r-2 \to 2s-2)\) equals the number of sequences \( r \leq a_2 \geq a_3 \leq a_4 \geq \cdots \geq a_{2n} \geq s \), in which all \( a_i \)'s are integers between 1 and \( k \). Furthermore, the number
\((-1)^{r+s}C_{2n+1}(2k-1)(2r-2 \to 2s-1)\) equals the number of sequences \( r \leq a_2 \geq a_3 \leq a_4 \geq \cdots \geq a_{2n-1} \leq s \), in which all \( a_i \)'s are integers between 1 and \( k \).

**Proof.** By (2.3) and (4.1), we have
\[
\sum_{n \geq 1} C_{2n}(2k-1)(2r-2 \to 2s-2) x^{2n} = \left\{ \begin{array}{ll}
-x U_{2r-2}(x/2) U_{2k+1-2s}(x/2) \over U_{2k}(x/2), & \text{if } r \leq s, \\
-x U_{2s-2}(x/2) U_{2k+1-2r}(x/2) \over U_{2k}(x/2), & \text{if } r \geq s.
\end{array} \right.
\]
Comparison with Theorem 4 completes the proof of the first claim.
The second claim is established completely analogously, here using (3.2) instead of (3.1).

By comparison with appropriate special cases of Theorem 1, we obtain more “reciprocity relations”.

Corollary 13. For positive integers \( n \) and \( k \), the number \( C_{2n}(2k-1) \) equals the number of sequences \( a_1 \leq a_2 \geq a_3 \leq a_4 \geq \cdots \geq a_{2n-1} \) of positive integers with \( a_i \leq k \) for all \( i \).

**Proof.** This follows from applying (4.1) to Theorem 1 with \( r = s = 0 \) and \( k \) replaced by \( 2k-1 \), and comparing the result with Corollary 9.

Corollary 14. For integers \( n \) and \( k \) with \( n \geq 0 \) and \( k \geq 1 \), the number \((-1)^{k+1}D_{2n-2k}(2k-1)\) equals the number of sequences \( a_1 \leq a_2 \geq a_3 \leq a_4 \geq \cdots \leq a_{2n} \) of positive integers with \( a_i \leq k \) for all \( i \).

**Proof.** By Theorem 1 with \( k \) replaced by \( 2k-1 \), \( r = 0 \), and \( s = 2k-1 \), we have
\[
\sum_{n \geq 0} D_{2n}^{(2k-1)} x^{2n+2k-1} = \sum_{n \geq 0} C_n^{(2k-1)}(0 \to 2k-1) x^n = \frac{1}{x U_{2k}(1/2x)},
\]
or, equivalently,
\[
\sum_{n \geq 0} D_{2n}^{(2k-1)} x^{2n} = \frac{1}{x^{2k} U_{2k}(1/2x)}.
\]
We now apply (4.1) to get
\[
\sum_{n \geq 1} D_{-2n}^{(2k-1)} x^{2n} = -\frac{x^{2k}}{U_{2k}(x/2)}.
\]
Comparison with Corollary 10 completes the proof.
5. A first reciprocity theorem. The main result in this section is a reciprocity law for Hankel determinants of numbers of bounded Dyck paths, see Theorem 15. As we show in Proposition 16 and Theorem 17, in combinatorial terms this reciprocity sets up a correspondence between families of non-intersecting bounded Dyck paths and alternating tableaux (see Section 11 for their formal definition) of trapezoidal shape.

Theorem 15. For all non-negative integers \( n, k, m \), we have

\[
\det \left( C_{2n+2i+2j+4m-2}^{2k+2m-1} \right)_{0 \leq i, j \leq k-1} = \det \left( C_{-2n-2i-2j}^{2k+2m-1} \right)_{0 \leq i, j \leq m-1}.
\] (5.1)

**Remark.** Equation (1.1) is the special case \( m = 1 \) of this theorem.

By the Lindström–Gessel–Viennot theorem [24, Lemma 1] (see also [12, 13]), the determinant on the left-hand side of (5.1) equals the number of families \((P_0, P_1, \ldots, P_{k-1})\) of non-intersecting Dyck paths of height at most \( 2k + 2m - 1 \), where \( P_i \) runs from \((-2i, 0)\) to \((2n + 4m + 2i - 2, 0)\), \( i = 0, 1, \ldots, k - 1 \). An example of such a family of non-intersecting Dyck paths for \( k = 4, m = 3, \) and \( n = 3 \) is shown in Figure 5. (At this point, circled points and attached labels, as well as dotted lines should be ignored.)

![A family of non-intersecting bounded Dyck paths](image)

**Figure 5**

Hence, we see that Theorem 15 will follow by combining the above observation with Proposition 16, Corollary 13 with \( k \) replaced by \( k + m \), and Theorem 17.

**Proposition 16.** Let \( n \) be a non-negative integer and \( k, m \) be positive integers. There is a bijection between families \((P_0, P_1, \ldots, P_{k-1})\) of non-intersecting Dyck paths of height
at most \(2k+2m-1\), where \(P_i\) runs from \((-2i,0)\) to \((2n+4m+2i-2,0)\), \(i = 0, 1, \ldots, k-1\), and trapezoidal arrays of integers of the form

\[
\begin{array}{ccccccc}
& a_{i,2m-1} & \cdots & a_{i,2m+2m-3} & \\
& \vdots & & \vdots & \\
a_{m-2,1} & a_{m-1,2} & a_{m-1,3} & \cdots & a_{m-M-5} & \\
a_{m-2,1} & a_{m-1,2} & a_{m-1,3} & \cdots & a_{m-M-5} & \\
\end{array}
\]

where \(M = 2n + 4m - 4\), in which each row is alternating, that is,

\[
a_{i,2m-2i+1} \leq a_{i,2m-2i+2} \geq a_{i,2m-2i+3} \leq a_{i,2m-2i+4} \geq \cdots \geq a_{i,2n+2m+2i-5}
\]

for all \(i\), and in which we have

\[
1 \leq a_{i,j} \leq k + m
\]

and

\[
a_{i+1,2j} < a_{i,2j+1} > a_{i+1,2j+2}
\]

for all \(i\) and \(j\). In the particular case where \(n = 0\), the above must be additionally complemented by the following interpretation: row 1 is empty and all three entries in row 2 are bounded above by \(k + m - 1\).

**Proof.** The reader should consult Figure 5 while reading the following explanations. As mentioned earlier, the figure shows an example of a family of non-intersecting Dyck paths as described in the statement of the proposition for \(k = 4\), \(m = 3\), and \(n = 3\).

Since the Dyck paths are non-intersecting, the path \(P_i\) has to start with \(2i+1\) up-steps, and it has to end with \(2i+1\) down-steps, for \(i = 0, 1, \ldots, k-1\). In other words, everything is uniquely determined left of the abscissa \(x = 1\) and right of the abscissa \(x = 2n+4m-3\). (These abscissa are marked by dotted lines in the figure.) Only “in between” there is (some) “freedom”.

Now, for all \(i\) and \(j\), we mark all lattice points \((2i-1,2j-1)\) and all lattice points \((2i,2j)\) in the region

\[
\{(x,y) : 0 \leq y \leq 2k+2m-1, 2 \leq x \leq 2n+4m-4, y \leq x+2k-2, x+y \leq 2n+4m+2k-4\}
\]

that are not occupied by any of the Dyck paths. (This region is the trapezoidal region bounded below by the \(x\)-axis, bounded above by the horizontal line \(y = 2k+2m-1\), bounded on the left by the abscissa \(x = 2\) and the diagonal line starting in the left-most starting point of the Dyck paths, and bounded on the right by the abscissa \(2n+2m-4\) and the anti-diagonal line ending in the right-most end point of the Dyck paths.) In the figure, these lattice points are marked by circles.

Each marked point \(X\) acquires a label. The label is equal to 1 plus the number of paths and marked points that are below \(X\) and have the same abscissa as \(X\). Equivalently, the label of a marked point \(X = (x,y)\) equals \(\lfloor (y+1)/2 \rfloor\). The figure also shows the labels of the marked points.
Finally, for $i = 2, 3, \ldots, 2n + 4m - 4$, we read the labels of the marked points with abscissa $i$ and put them into a column, and then we concatenate the columns into a bottom-justified array of trapezoidal shape as in (5.2). In this way, for the example in Figure 5, we obtain the array

\[
\begin{array}{cccccccc}
7 & 7 & 6 & 7 & 7 \\
6 & 6 & 5 & 5 & 5 & 5 & 6 & 5 \\
4 & 5 & 2 & 3 & 1 & 4 & 4 & 3 & 4 & 1 \\
\end{array}
\]

(5.7)

It is not difficult to see that (in general) the obtained array satisfies the constraints in (5.3)–(5.5). Moreover, in the case where $n = 0$, the obtained array satisfies the additional properties that are described at the end of the statement of the proposition.

Conversely, given an array of the form (5.2) which satisfies (5.3)–(5.5), if one reverses the previously described construction then one sees that this array determines a unique family of non-intersecting Dyck paths as described in the statement of the proposition.

To complete the proof, it should be noted that, if $n = 0$, then the construction described here indeed goes with the additional restrictions mentioned at the end of the statement of the proposition. □

**Theorem 17.** Let $n$ be a non-negative integer and $k, m$ be positive integers. The number of trapezoidal arrays of integers of the form (5.2) that satisfy (5.3)–(5.5), and the additional restrictions mentioned in the statement of Proposition 16 in the case where $n = 0$, is equal to

\[
\det \left( C_{2n-2i-2j}^{(2k+2m-1)} \right)_{0 \leq i, j \leq m-1}.
\]

(5.8)

**Proof.** It should be noted that, by Corollary 13, the determinant in (5.8) can be alternatively written as

\[
\det \left( |A_{2n+2i+2j-1}|^{(k+m)} \right)_{0 \leq i, j \leq m-1}.
\]

(5.9)

To be in line with $C_0^{(2k+2m-1)} = 1$, we have to define that $A_{-1}^{(k+m)}$ consists of just one element, namely the empty sequence.

We shall interpret the determinant in (5.9) in terms of non-intersecting lattice paths. The underlying directed graph for these paths is the graph $G_{k+m}$, which by definition is the graph with vertices being the integer lattice points $(x, y)$, where $x \geq 0$ and $1 \leq y \leq k + m$, and with directed edges in the set

\[
\{(2i, j + 1) \to (2i, j) : i \geq 0 \text{ and } 1 \leq j \leq k + m - 1\}
\]

\[
\cup \{(2i + 1, j) \to (2i + 1, j + 1) : i \geq 0 \text{ and } 1 \leq j \leq k + m - 1\}
\]

\[
\cup \{(i, j) \to (i + 1, j) : i \geq 0 \text{ and } 1 \leq j \leq k + m\}.
\]

See Figure 6 for a portion of the directed graph $G_{k+m}$ for $k = 4$ and $m = 3$.

Now let first $n \geq 1$. We claim that the determinant in (5.9) equals the number of families $(P_0, P_1, \ldots, P_{m-1})$ of non-intersecting lattice paths in the directed graph $G_{k+m}$, where $P_i$ runs from $(2m - 2i - 2, k + m)$ to $(2n + 2m + 2i - 3, k + m)$. Figure 7 shows
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A family of non-intersecting paths in the directed graph $G_7$

Figure 7

an example of such a path family for $k = 4$, $m = 3$, and $n = 3$. (The numbers should be ignored at this point.)

By the Lindström–Gessel–Viennot theorem [24, Lemma 1], to verify the claim it suffices to show that the number of paths from $(2x, k + m)$ to $(2x + 2s - 1, k + m)$ in the graph $G_{k+m}$ is equal to $|A_{2s-1}|$, the number of alternating sequences of integers $a_1 \leq a_2 \geq a_3 \leq \cdots \geq a_{2s-1}$ with $1 \leq a_i \leq k + m$ for all $i$. This is indeed easy to see if one labels each horizontal step from $(i, j) \to (i + 1, j)$ by $j$, for all $i$ and $j$. See Figure 7 for these labels. If one then reads labels along a path from left to right, then one reads an alternating sequence, and this correspondence sets up a bijection between paths from $(2x, k + m)$ to $(2x + 2s - 1, k + m)$ in the graph $G_{k+m}$ and alternating sequences in $A_{2s-1}^{(k+m)}$. For example, the path $P_2$ in Figure 7 corresponds to the alternating sequence $4 \leq 5 \geq 2 \leq 3 \geq 1 \leq 4 \geq 4 \leq 3 \geq 4 \geq 3 \leq 4 \geq 1$.

In view of the above considerations, the proof would be complete if there is a bijection between families $(P_0, P_1, \ldots, P_{m-1})$ of non-intersecting lattice paths in $G_{k+m}$, where $P_i$ runs from $(2m-2i-2, k+m)$ to $(2n+2m+2i-3, k+m)$, and arrays of integers as described.
in Proposition 16. This bijection is easily set up: the \(i\)-th row in an array of the form (5.2) is translated into a path \(P_{i-1}\) in \(\mathcal{G}_{k+m}\), \(i = 1, 2, \ldots, m\); more precisely, for \(i = 1, 2, \ldots, m\), the entry \(a_{i,j}\) (if it exists) is translated into the horizontal step \((j - 1, a_{i,j}) \to (j, a_{i,j})\), for all \(j \geq 1\), and these horizontal steps are then connected by vertical up- and down-steps to form a path in \(\mathcal{G}_{k+m}\). This correspondence is illustrated in Figure 7, which shows in fact the family of non-intersecting paths corresponding to the array in (5.7).

Finally we address the special case where \(n = 0\). In that case, when we attempt to carry through the same programme, we face the problem that there is no family \((P_0, P_1, \ldots, P_{m-1})\) of non-intersecting lattice paths in \(\mathcal{G}_{k+m}\), where \(P_i\) runs from \((2m - 2i - 2, k + m)\) to \((2m + 2j - 3, k + m)\), because \(P_0\) would have to run from \((2m - 2, k + m)\) to \((2m - 3, k + m)\). We remedy the situation by extending \(\mathcal{G}_{k+m}\) by the additional “artificial” (backwards) edge \((2m - 2, k + m) \to (2m - 3, k + m)\). It is not difficult to see that, with this modified graph, the earlier arguments now also apply to this case.

This completes the proof of the theorem. \(\square\)

6. A second reciprocity theorem. In this section, the main result is a reciprocity law for Toeplitz determinants of numbers of bounded up-down paths connecting the \(x\)-axis with the upper boundary, see Theorem 18. As we show in Proposition 19 and Theorem 20, in combinatorial terms this reciprocity sets up a correspondence between families of non-intersecting bounded up-down paths connecting the \(x\)-axis with the upper boundary and alternating tableaux (see Section 11 for their formal definition) of rhomboidal shape.

**Theorem 18.** For all non-negative integers \(n\) and positive integers \(k, m\), we have

\[
\det \left( D_{2n+2j-2i}^{(2k+2m-1)} \right)_{0 \leq i, j \leq k-1} = (-1)^{km} \det \left( D_{-2n-2j+2i-2k-2m}^{(2k+2m-1)} \right)_{0 \leq i, j \leq m-1}. \tag{6.1}
\]

By the Lindström–Gessel–Viennot theorem [24, Lemma 1], the determinant on the left-hand side of (6.1) equals the number of families \((P_0, P_1, \ldots, P_{k-1})\) of non-intersecting up-down paths of height at most \(2k + 2m - 1\) that do not pass below the \(x\)-axis, where \(P_i\) runs from \((2i, 0)\) to \((2n + 2m + 2k + 2i - 2k + 2m - 1)\), \(i = 0, 1, \ldots, k - 1\). An example of such a family of non-intersecting up-down paths for \(k = 4, m = 3\), and \(n = 5\) is shown in Figure 8. (At this point, circled points and attached labels, as well as dotted lines should be ignored.)

Hence, we see that Theorem 18 will follow by combining the above observation with Proposition 19, Corollary 14 with \(k\) replaced by \(k + m\), and Theorem 20.

**Proposition 19.** Let \(n\) be a non-negative integer and \(k, m\) be positive integers. There is a bijection between families \((P_0, P_1, \ldots, P_{k-1})\) of non-intersecting up-down paths of height at most \(2k + 2m - 1\) that do not pass below the \(x\)-axis, where \(P_i\) runs from \((2i, 0)\) to \((2n + 2m + 2k + 2i - 2k + 2m - 1)\), \(i = 0, 1, \ldots, k - 1\), and rhomboidal arrays of integers of the form

\[
\begin{array}{cccccccc}
  a_{1,2m-1} & \cdots & a_{1,2m+2n-4} & a_{1,2m+2n-3} & a_{1,2m+2n-2} \\
  a_{2,2m-3} & \cdots & a_{2,2m+2n-6} & a_{2,2m+2n-5} & a_{2,2m+2n-4} \\
  a_{3,2m-5} & \cdots & a_{3,2m+2n-8} & a_{3,2m+2n-7} & a_{3,2m+2n-6} \\
  \vdots & \vdots & \vdots & \vdots & \vdots \\
  a_{m,1} & a_{m,2} & a_{m,3} & \cdots & a_{m,2n}
\end{array}
\]

(6.2)
in which each row is alternating, that is,

\[ a_{i,2m-2i+1} \leq a_{i,2m-2i+2} \geq a_{i,2m-2i+3} \leq a_{i,2m-2i+4} \geq \cdots \leq a_{i,2n+2m-2i} \quad (6.3) \]

for all \( i \), and in which we have

\[ 1 \leq a_{i,j} \leq k + m \quad (6.4) \]

and

\[ a_{i+1,2j} < a_{i,2j+1} > a_{i+1,2j+2} \quad (6.5) \]

for all \( i \) and \( j \). In the case where \( n = 0 \), the array in (6.2) as to be interpreted as the empty array.

**Proof.** The reader should consult Figure 8 while reading the following explanations. As mentioned earlier, the figure shows an example of a family of non-intersecting up-down paths as described in the statement of the proposition for \( k = 4, m = 3 \), and \( n = 5 \).

Since the paths are non-intersecting, the path \( P_i \) has to start with \( 2k - 2i - 1 \) up-steps, and it has to end with \( 2i + 1 \) up-steps, for \( i = 0, 1, \ldots, k - 1 \). In other words, everything is uniquely determined left of the abscissa \( x = 2k - 1 \) and right of the abscissa \( x = 2n + 2m + 2k - 2 \). (These abscissa are marked by dotted vertical lines in the figure.) Only “in between” there is (some) “freedom”.

Now, for all \( i \) and \( j \), we mark all lattice points \((2i - 1, 2j - 1)\) and all lattice points \((2i, 2j)\) in the region

\[ \{(x, y) : 0 \leq y \leq 2k + 2m - 1, \, 2k \leq x \leq 2n + 2m + 2k - 3, \, y \leq x \leq y + 2n + 2k - 2\} \]
that are not occupied by any of the paths. (This region is the rhomboidal region bounded below by the $x$-axis, bounded above by the horizontal line $y = 2k + 2m - 1$, bounded on the left by the abscissa $x = 2k$ and the diagonal line starting in the left-most starting point of the paths, and bounded on the right by the abscissa $x = 2n + 2m + 2k - 3$ and the diagonal line ending in the right-most end point of the paths.) In the figure, these lattice points are marked by circles.

As before, each marked point $X$ acquires a label, given by 1 plus the number of paths and marked points that are below $X$ and have the same abscissa as $X$. Again, equivalently, the label of a marked point $X = (x, y)$ equals $\lceil \frac{(y+1)}{2} \rceil$. The figure shows the labels of these marked points.

Finally, for $i = 2k, 2k+1, \ldots, 2n+2m+2k-3$, we read the labels of the marked points with abscissa $i$ and put them into a column, and then we concatenate the columns into an array of rhomboidal shape as in (6.2). In this way, for the example in Figure 8, we obtain the array

$$
\begin{array}{cccccccc}
7 & 7 & 6 & 7 & 7 & 7 & 7 & 5 & 6 \\
6 & 6 & 5 & 5 & 5 & 5 & 5 & 3 & 3 \\
4 & 5 & 2 & 3 & 1 & 4 & 4 & 4 & 1 & 1
\end{array} 
$$

(6.6)

It is not difficult to see that (in general) the obtained array satisfies the constraints in (6.3)–(6.5).

Conversely, given an array of the form (6.2) which satisfies (6.3)–(6.5), if one reverses the previously described construction then one sees that this array determines a unique family of non-intersecting up-down paths as described in the statement of the proposition. □

**Theorem 20.** Let $n$ be a non-negative integer and $k, m$ be positive integers. The number of rhomboidal arrays of integers of the form (6.2) that satisfy (6.3)–(6.5) is equal to

$$
(-1)^{km} \det \left( D^{(2k+2m-1)}_{-2n-2i+2j-2k-2m} \right)_{0 \leq i,j \leq m-1}
$$

$$
= (-1)^{km+(\frac{m}{2})} \det \left( D^{(2k+2m-1)}_{-2n-2i+2j-2k-2} \right)_{0 \leq i,j \leq m-1}
$$

$$
= (-1)^{km} \det \left( D^{(2k+2m-1)}_{-2n-2j+2i-2k-2m} \right)_{0 \leq i,j \leq m-1}.
$$

(6.7)

**Sketch of proof of Theorem 20.** Obviously, the equality between the above three determinants results from reversing the order of rows and/or columns.

Next, it should be observed that, by Corollary 14, the first determinant in (6.7) can be alternatively written as

$$
\det \left( |A^{(k+m)}_{-2n+2i-2j}| \right)_{0 \leq i,j \leq m-1}.
$$

We claim that this determinant equals the number of families $(P_0, P_1, \ldots, P_{m-1})$ of non-intersecting lattice paths in the directed graph $G_{k+m}$ (see the proof of Theorem 17 and in particular Figure 6), where $P_i$ runs from $(2i, k+m)$ to $(2n+2i, 0)$. Figure 9 shows
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an example of such a path family for $k = 4$, $m = 3$, and $n = 5$. (The numbers should be ignored at this point.)

From here on, everything just works completely analogously to the corresponding arguments in the proof of Theorem 17. In particular, under the correspondence between families of non-intersecting paths and arrays of alternating sequences described there, the path family in Figure 9 corresponds to the array in (6.6). We leave the details to the reader. □

7. **A third and fourth reciprocity theorem.** The main results in this section are reciprocity laws for determinants of numbers of bounded up-down paths with specified starting and ending heights, see Theorems 21 and 24. As we show in Propositions 22, 25 and Theorems 23, 26, in combinatorial terms these reciprocity laws set up correspondences between families of non-intersecting bounded up-down paths with specified starting and ending heights and flagged alternating tableaux (see Section 11 for their formal definition) of rectangular shape.

The first set of results in this section concerns determinants of numbers of paths of even length and flagged alternating tableaux of rectangular shape with an odd number of columns.

**Theorem 21.** Let $n$ be a non-negative integer and $k, m$ be positive integers, and let $r_0 < r_1 < \cdots < r_{k-1}$ and $s_0 < s_1 < \cdots < s_{k-1}$ be sequences of positive integers with $1 \leq r_i, s_i \leq k + m$ for all $i$. Then

\[
\det \left( C_{2n}^{(2k+2m-1)}(2r_i - 2 \rightarrow 2s_j - 2) \right)_{0 \leq i, j \leq k-1} = (-1)^{\sum_{i=0}^{m-1}(r_i + s_i)} \det \left( C_{2n}^{(2k+2m-1)}(2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 2) \right)_{0 \leq i, j \leq m-1},
\]

(7.1)

where

\[
\begin{align*}
\{\bar{r}_0, \bar{r}_1, \ldots, \bar{r}_{m-1}\} &= \{1, 2, \ldots, k + m\} \setminus \{r_0, r_1, \ldots, r_{k-1}\}, \\
\{\bar{s}_0, \bar{s}_1, \ldots, \bar{s}_{m-1}\} &= \{1, 2, \ldots, k + m\} \setminus \{s_0, s_1, \ldots, s_{k-1}\},
\end{align*}
\]

28
and where we assume that \( \tilde{r}_0 < \tilde{r}_1 < \cdots < \tilde{r}_{m-1} \) and \( \tilde{s}_0 < \tilde{s}_1 < \cdots < \tilde{s}_{m-1} \).

By the Lindström–Gessel–Viennot theorem [24, Lemma 1], the determinant on the left-hand side of (7.1) equals the number of families \( (P_0, P_1, \ldots, P_{k-1}) \) of non-intersecting up-down paths of height at most \( 2k + 2m - 1 \) that do not pass below the x-axis, where \( P_i \) runs from \((0, 2r_i - 2)\) to \((2n, 2s_i - 2)\), \( i = 0, 1, \ldots, k - 1 \). An example of such a family of non-intersecting up-down paths for \( k = 4, m = 3, n = 10, r_0 = 1, r_1 = 4, r_2 = 5, r_3 = 7, s_0 = 2, s_1 = 3, s_2 = 5, \) and \( s_3 = 7 \) is shown in Figure 10. (At this point, circled points and attached labels should be ignored.)

A family of non-intersecting bounded up-down paths with arbitrary starting and ending points

Figure 10

Hence, we see that Theorem 21 will follow by combining the above observation with Proposition 22, Corollary 12 with \( k \) replaced by \( k + m \), and Theorem 23.

**Proposition 22.** With the assumptions and notation of Theorem 21, there is a bijection between families \( (P_0, P_1, \ldots, P_{k-1}) \) of non-intersecting up-down paths of height at most \( 2k + 2m - 1 \) that do not pass below the x-axis, where \( P_i \) runs from \((0, 2r_i - 2)\) to \((2n, 2s_i - 2)\) and rectangular arrays of integers of the form

\[
\begin{array}{cccc}
  a_{1,1} & a_{1,2} & \cdots & a_{1,2n+1} \\
  a_{2,1} & a_{2,2} & \cdots & a_{2,2n+1} \\
  \cdots & \cdots & \cdots & \cdots \\
  a_{m,1} & a_{m,2} & \cdots & a_{m,2n+1}
\end{array}
\]

(7.2)

where \( a_{i,1} = \tilde{r}_{m-i} \) and \( a_{i,2n+1} = \tilde{s}_{m-i} \) for all \( i \), in which each row is alternating, that is,

\[
    a_{i,1} \leq a_{i,2} \geq a_{i,3} \leq a_{i,4} \geq \cdots \geq a_{i,2n+1}
\]
for all $i$, and in which we have

$$1 \leq a_{i,j} \leq k + m$$

and

$$a_{i+1,2j} < a_{i,2j+1} > a_{i+1,2j+2}$$

for all $i$ and $j$.

**Proof.** The reader should consult Figure 10 while reading the following explanations. As mentioned earlier, the figure shows an example of a family of non-intersecting up-down paths as described in the statement of the proposition for $k = 4$, $m = 3$, $n = 10$, $r_0 = 1$, $r_1 = 4$, $r_2 = 5$, $r_3 = 7$, $s_0 = 2$, $s_1 = 3$, $s_2 = 5$, and $s_3 = 7$.

Analogously to the proofs of Propositions 16 and 19, for all $i$ and $j$, we mark all lattice points $(2i - 1, 2j - 1)$ and all lattice points $(2i, 2j)$ in the rectangular region

$$\{(x, y) : 0 \leq y \leq 2k + 2m - 1, \ 0 \leq x \leq 2n\}$$

that are not occupied by any of the paths. In the figure, these lattice points are marked by circles.

Also here, each marked point acquires a label. As earlier, the label is equal to 1 plus the number of paths and marked points that are below $X$ and have the same abscissa as $X$. Equivalently, the label of a marked point $X = (x, y)$ equals $\lceil (y + 1)/2 \rceil$. The figure shows the labels of these marked points.

Finally, for $i = 0, 1, \ldots, 2n$, we read the labels of the marked points with abscissa $i$ and put them into a column, and then we concatenate the columns into an array of rectangular shape as in (7.2). In this way, for the example in Figure 10, we obtain the array

$$\begin{bmatrix}
6 & 7 & 6 & 7 & 6 & 6 & 6 & 7 & 7 & 7 & 7 & 7 & 6 & 7 & 7 & 7 & 7 & 6 & 7 & 6 \\
3 & 5 & 4 & 4 & 3 & 4 & 4 & 5 & 4 & 6 & 5 & 5 & 5 & 5 & 6 & 5 & 4 & 5 & 5 & 5 \\
2 & 2 & 1 & 1 & 1 & 2 & 1 & 3 & 3 & 3 & 2 & 3 & 1 & 4 & 4 & 4 & 3 & 3 & 1 & 1
\end{bmatrix} \quad (7.3)$$

It is not difficult to see that (in general) the obtained array satisfies the constraints in the statement of the proposition.

Conversely, given an array of the form (7.2) as in the statement of the proposition, if one reverses the previously described construction then one sees that this array determines a unique family of non-intersecting up-down paths as described in the statement of the proposition. □

**Theorem 23.** With the assumptions and notation of Theorem 21, the number of rectangular arrays of integers of the form (7.2) that satisfy the constraints given in the statement of Proposition 22 is equal to

$$(-1)^{\sum_{i=0}^{m-1} (r_i + s_i)} \det \left(C_{-2n}^{2k+2m-1} \left(2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 2\right)\right)_{0 \leq i, j \leq m-1}. \quad (7.4)$$

**Sketch of proof of Theorem 23.** We observe that, by Corollary 12, the determinant in (7.4) can be alternatively written as

$$\det \left(\mathcal{A}_{2n+1}^{(k+m)} \left(\bar{r}_i \rightarrow \bar{s}_j\right)\right)_{0 \leq i, j \leq m-1}.$$
We claim that this determinant equals the number of families \((P_0, P_1, \ldots, P_{n-1})\) of non-intersecting lattice paths in the directed graph \(G_{k+m}\) (see the proof of Theorem 17 and in particular Figure 6), where \(P_i\) runs from \((0, \bar{r}_i)\) to \((2n + 1, \bar{s}_i)\), and starts and ends with a horizontal step. Figure 11 shows an example of such a path family for \(k = 4, m = 3, n = 10, r_0 = 1, r_1 = 4, r_2 = 5, r_3 = 7, s_0 = 2, s_1 = 3, s_2 = 5,\) and \(s_3 = 7\), so that \(\bar{r}_0 = 2, \bar{r}_1 = 3, \bar{r}_2 = 6, \bar{s}_0 = 1, \bar{s}_1 = 4,\) and \(\bar{s}_2 = 6\). (The numbers should be ignored at this point.)

![Diagram of non-intersecting paths](image)

A family of non-intersecting paths in the directed graph \(G_7\)

Figure 11

From here on, everything just works completely analogously to the corresponding arguments in the proof of Theorem 17. In particular, under the correspondence between families of non-intersecting paths and arrays of alternating sequences described there, the path family in Figure 11 corresponds to the array in (7.3). We leave the details to the reader. □

The second set of results in this section concerns determinants of numbers of paths of odd length and flagged alternating tableaux of rectangular shape with an even number of columns. Since the proofs are completely analogous to the previous proofs in this section, we skip them here entirely for the sake of brevity and leave them to the reader.

**Theorem 24.** Let \(n, k, m\) be positive integers, and let \(r_0 < r_1 < \cdots < r_{k-1}\) and \(s_0 < s_1 < \cdots < s_{k-1}\) be sequences of positive integers with \(1 \leq r_i, s_i \leq k + m\) for all \(i\). Then

\[
\det \left( C_{2n-1}^{(2k+2m-1)}(2r_i - 2 \rightarrow 2s_j - 1) \right)_{0 \leq i, j \leq k-1} = (-1)^{\sum_{i=0}^{m-1}(\bar{r}_i + \bar{s}_i)} \det \left( C_{2n+1}^{(2k+2m-1)}(2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 1) \right)_{0 \leq i, j \leq m-1},
\]

(7.5)

where

\[
\{\bar{r}_0, \bar{r}_1, \ldots, \bar{r}_{m-1}\} = \{1, 2, \ldots, k + m\} \setminus \{r_0, r_1, \ldots, r_{k-1}\},
\]

\[
\{\bar{s}_0, \bar{s}_1, \ldots, \bar{s}_{m-1}\} = \{1, 2, \ldots, k + m\} \setminus \{s_0, s_1, \ldots, s_{k-1}\},
\]
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and where we assume that $\bar{r}_0 < \bar{r}_1 < \cdots < \bar{r}_{m-1}$ and $\bar{s}_0 < \bar{s}_1 < \cdots < \bar{s}_{m-1}$.

By the Lindström–Gessel–Viennot theorem [24, Lemma 1], the determinant on the left-hand side of (7.1) equals the number of families $(P_0, P_1, \ldots, P_{k-1})$ of non-intersecting up-down paths of height at most $2k + 2m - 1$ that do not pass below the $x$-axis, where $P_i$ runs from $(0, 2r_i - 2)$ to $(2n - 1, 2s_i - 1)$, $i = 0, 1, \ldots, k - 1$.

Hence, we see that Theorem 24 will follow by combining the above observation with Proposition 25, Corollary 12 with $k$ replaced by $k + m$, and Theorem 26.

**Proposition 25.** With the assumptions and notation of Theorem 24, there is a bijection between families $(P_0, P_1, \ldots, P_{k-1})$ of non-intersecting up-down paths of height at most $2k + 2m - 1$ that do not pass below the $x$-axis, where $P_i$ runs from $(0, 2r_i - 2)$ to $(2n - 1, 2s_i - 1)$ and rectangular arrays of integers of the form

$$
\begin{array}{cccc}
  a_{1,1} & a_{1,2} & \cdots & a_{1,2n} \\
  a_{2,1} & a_{2,2} & \cdots & a_{2,2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{m,1} & a_{m,2} & \cdots & a_{m,2n}
\end{array}
$$

(7.6)

where $a_{i,1} = \bar{r}_{m-i}$ and $a_{i,2n} = \bar{s}_{m-i}$ for all $i$, in which each row is alternating, that is,

$$
a_{i,1} \leq a_{i,2} \geq a_{i,3} \leq a_{i,4} \geq \cdots \leq a_{i,2n}
$$

for all $i$, and in which we have

$$
1 \leq a_{i,j} \leq k + m
$$

and

$$
a_{i+1,2j} < a_{i,2j+1} > a_{i+1,2j+2}
$$

for all $i$ and $j$.

**Theorem 26.** With the assumptions and notation of Theorem 24, the number of rectangular arrays of integers of the form (7.6) that satisfy the constraints given in the statement of Proposition 25 is equal to

$$
(-1)^{\sum_{i=0}^{m-1} (r_i + s_i)} \det \left( C_{-2n+1}^{(2k+2m-1)} (2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 1) \right)_{0 \leq i, j \leq m-1}.
$$

(7.7)

**8. Weighted enumeration.** We now embark on the extension of the results from Sections 2–7 to a weighted setting. In this section we begin with the extensions of the enumeration results for paths and alternating sequences in Sections 2 and 3. In doing so, the Chebyshev polynomials of the second kind get replaced by two more general sequences of orthogonal polynomials. We define the sequence $(P_n(x))_{n \geq 0}$ of polynomials by the two-term recurrence

$$
P_{n+1}(x) = xP_n(x) - B_nP_{n-1}(x), \quad \text{for } n \geq 1,
$$

(8.1)

with initial conditions $P_0(x) = 1$ and $P_1(x) = x$. Here, the $B_i$’s are indeterminates. The sequence $(P_n(x))_{n \geq 0}$ is a sequence of orthogonal polynomials (in the formal sense) due
to Favard’s theorem (cf. [7] and [34, Cor. 19 on p. I-15]). Comparison with (2.2) shows that \( P_n(x) = U_n(x/2) \) if all \( B_i \)'s are equal to 1. Later we shall use two \( q \)-analogues of the Chebyshev polynomials (2.1) (with \( x \) replaced by \( x/2 \)), namely

\[
P_n(x) \bigg|_{B_i=q^{-i}} = \sum_{j \geq 0} (-1)^j q^{j(j-1)} \binom{n-j}{j}_q x^{n-2j} \quad (8.2)
\]

and

\[
P_n(x) \bigg|_{B_i=q} = \sum_{j \geq 0} (-1)^j q^{j^2} \binom{n-j}{j}_q x^{n-2j}, \quad (8.3)
\]

where the \( q \)-binomial coefficient is defined by

\[
\binom{N}{j}_q = \frac{(1-q^N)(1-q^{N-1}) \cdots (1-q^{N-j+1})}{(1-q^j)(1-q^{j-1}) \cdots (1-q)}. \quad (8.4)
\]

The validity of (8.2) and (8.3) is easily verified by induction on \( n \), using the recurrence (8.1).

In our formulae, we will need the operator \( T_B \) which, when applied to a polynomial in the \( B_i \)'s, replaces each \( B_i \) by \( B_{i+1} \), for all \( i \).

Our second sequence, \((Q_n(x))_{n \geq 0}\) is defined by

\[
Q_{n+1}(x) = \begin{cases} 
V_{(n+2)/2} Q_n(x) - Q_{n-1}(x), & \text{if } n \text{ is even,} \\
A_{(n+1)/2} Q_n(x) - Q_{n-1}(x), & \text{if } n \text{ is odd,}
\end{cases} \quad (8.5)
\]

with initial conditions \( Q_0(x) = 1 \) and \( Q_1(x) = V_1 x \). Here, the \( A_i \)'s and \( V_i \)'s are indeterminates. The sequence \((Q_n(x))_{n \geq 0}\) is also a sequence of orthogonal polynomials (in the formal sense), for the same reason as above. If all \( A_i \)'s and \( V_i \)'s equal 1, then \( Q_n(x) \) reduces to \( U_n(x/2) \). Otherwise, however, the polynomials \( Q_n(x) \) are not monic, as opposed to the polynomials \( P_n(x) \). Namely, the leading coefficient of \( Q_{2n}(x) \) is \( A_1 A_2 \cdots A_n V_1 V_2 \cdots V_n \), while the leading coefficient of \( Q_{2n+1}(x) \) is \( A_1 A_2 \cdots A_n V_1 V_2 \cdots V_{n+1} \). Let \( Q^*_n(x) \) denote the monic form of \( Q_n(x) \), that is, \( Q_n(x) \) divided by its leading coefficient. Then, rewriting (8.5), we have

\[
Q^*_{2n}(x) = x Q^*_{2n-1}(x) - \frac{1}{A_n V_n} Q^*_{2n-2}(x),
\]

\[
Q^*_{2n+1}(x) = x Q^*_{2n}(x) - \frac{1}{A_n V_{n+1}} Q^*_{2n-1}(x).
\]

If we compare these relations with (8.1), then we see how the polynomials \( Q_n(x) \) are related to the polynomials \( P_n(x) \): we have

\[
P_n(x) \bigg|_{B_{2n-1}=A_i^{-1} V_i^{-1}, B_2=A_i^{-1} V_{i+1}^{-1}} = Q^*_n(x), \quad \text{for } n \geq 0. \quad (8.6)
\]
Similarly as for the first sequence of polynomials, here we will need the operator $T_{AV}$ which, when applied to a polynomial in the $A_i$’s and $V_i$’s, replaces each $A_i$ by $A_{i+1}$ and each $V_i$ by $V_{i+1}$, for all $i$.

We are now going to extend Theorem 1 to a weighted setting. We introduce the following weight for up-down paths, which we are going to denote by $w_B$. To all up-steps we assign a weight of 1, while to a down-step from height $h$ to height $h - 1$ we assign a weight of $B_h$. The weight $w_B(P)$ of an up-down path $P$ is defined to be the product of the weights of all its steps. Thus, the weight of the second path from top in Figure 5 (the path from $(-4,0)$ to $(18,0)$) is $B_5B_7B_6B_5B_6B_6B_5B_4B_3B_2B_1 = B_1B_2B_3B_4B_5B_6B_7$.

Here, and in the following, given a set $O$ of combinatorial objects, we write $GF(O; w)$ for the generating function $\sum_{t \in O} w(t)$.

With the above notations and definitions, the weighted extension of Theorem 1 is the following. (As indicated earlier, a further generalisation to Motzkin paths is possible, see [34, Ch. V, Eq. (27)], [17, proof of Theorem A2], [20, proof of Theorem 10.11.1]. While it is not relevant here, we shall come back to it in Section 12.(3).)

**Theorem 27.** For all non-negative integers $r, s, k$ with $0 \leq r, s \leq k$, we have

\[
\sum_{n \geq 0} GF\left(C_{n}^{(k)}(r \to s); w_B\right) x^n = \begin{cases} 
\frac{P_r(1/x)T_{r-1}^sP_{s-r}(1/x)}{xP_{k+1}(1/x)}, & \text{if } r \leq s, \\
B_{s+1}B_{s+2} \cdots B_r \frac{P_s(1/x)T_{r-1}^sP_{s-r}(1/x)}{xP_{k+1}(1/x)}, & \text{if } r \geq s,
\end{cases}
\]

where $C_{n}^{(k)}(r \to s)$ stands for the set of all up-down paths from $(0,r)$ to $(n,s)$ of height at most $k$ that do not pass below the $x$-axis.

**Sketch of proof.** The proof of Theorem 1 using the theory of heaps also proves the present theorem. The only thing that has to be done is to extend Lemma 3 to our weighted setting. Indeed, we claim that

\[
\sum_{T} (-1)^{|T|} w_B(T) x^{2|T|} = x^{k+1}P_{k+1}(1/x),
\]

where the sum is over all trivial heaps $T$ of dimers on $[0,k]$, and in which $w_B(T)$ is the obvious transfer of the weight $w_B$ to heaps of dimers where the weight of a dimer $d_i$ is $B_{i+1}$. The proof of the claim works in exactly the same way as the proof of Lemma 3. In particular, the extension of the computation (2.5) is

\[
(-B_kx^2)x^{k-1}P_{k-1}(1/x) + x^kP_k(1/x) = x^{k+1}P_{k+1}(1/x),
\]

here following from the two-term recurrence (8.1).

The appearance of the shift $T_{r-1}^s$ in the first case of (8.7) is explained by the fact that the second factor in the numerator represents the contribution of trivial heaps of dimers on $[s+1,k]$, that is, in comparison to heaps on $[0,k-s-1]$ there is a shift of $s+1$ in the $B_i$’s that appears in the weights of heaps. There is an analogous explanation for the
appearance of $T_B^{r+1}$ in the second case of (8.7). In that case, we also have to insert the factor $B_{s+1}B_{s+2}\cdots B_r$ because the reflection argument used in the proof of Theorem 1 maps down-steps to up-steps and vice versa, which is weight-preserving only for pairs consisting of an up- and a matching down-step; indeed, if $r > s$ then there are unmatched down-steps from height $r$ to height $r-1$, from height $r-1$ to height $r-2$, \ldots, from height $s+1$ to height $s$, which altogether contribute a weight of $B_rB_{r-1}\cdots B_{s+1}$. \qed

If we specialise $B_i$ to $q_i^{i-1}$ then the weight $w_B(P)$ of a Dyck path $P$ reduces to the classical area weight $q^{a(P)}$ of $P$, with $a(P)$ denoting the number of full squares that fit between the path and the zigzag lower bound on the Dyck path caused by the $x$-axis. This is illustrated in Figure 12. The full squares between path and $x$-axis are indicated by the dotted line segments. Thus, for the path $P_0$ in the figure we have $a(P_0) = 11$.

![Area below a Dyck path](image)

Figure 12

Theorem 27 with $r = s = 0$ and $B_i = q_i^{i-1}$ for all $i$ together with (8.2) and (8.3) then implies that the area generating function for Dyck paths is given by (cf. [26, Cor. 2])

\[
\sum_{n\geq 0} \text{GF} \left( C_n^{(k)}, q^{a(\cdot)} \right) x^n = \frac{\sum_{j\geq 0} (-1)^j q^{j^2} \left[ k - \frac{j}{j} \right]_q x^{2j}}{\sum_{j\geq 0} (-1)^j q^{j(j-1)} \left[ k + 1 - \frac{j}{j} \right]_q x^{2j}}. \tag{8.8}
\]

Next we turn to alternating sequences. We define the weight $w_{AV}(S)$ of an alternating sequence $S = a_1 \leq a_2 \geq a_3 \leq a_4 \geq \cdots \lor a_{n-1} \lhd a_n$, where $(\lor, \lhd) = (\geq, \leq)$ if $n$ is even and $(\lor, \lhd) = (\leq, \geq)$ if $n$ is odd, by $\left( \prod_{i=1}^{\lfloor n/2 \rfloor} A_{a_i} \right) \left( \prod_{i=1}^{\lfloor n/2 \rfloor} V_{a_{n-i}} \right)$. In colloquial terms, the “top entries” in the alternating sequence are assigned the $A$-variables as weights, and the

---

4“Matching” up- and down-steps in up-down paths refers to the following procedure: for an up-step look to the right; if there is a down-step on the same height as the up-step then this is the “matching” down-step. Conversely, for a down-step look to the left; if there is an up-step on the same height as the down-step then this is the “matching” down-step.
Lemma 7, we claim that

\[ V_1 A_1 A_3 V_1 A_1 V_1 A_1 V_1 A_3 V_2 A_5 V_4 A_7 V_4 A_4 V_2 A_2 V_2 A_5 V_5 A_6 V_3 A_6 V_5 A_8 V_6 = A_1 A_2 A_3 A_4 A_5 A_6 A_7 A_8 V_1^2 V_3^2 V_4^2 V_5^2 V_6^2. \]

The weighted extension of Theorem 4 then reads as follows. For the proof, an auxiliary identity is needed that we state and prove separately in Lemma 29.

**Theorem 28.** For all positive integers \( r, s, k \) with \( 1 \leq r, s \leq k \), we have

\[
\sum_{n \geq 0} \text{GF} \left( A_{2n+1}^{(k)}(r \to s); w_{AV} \right) x^{2n} = \begin{cases} (-1)^{r+s+1} V_r V_s x Q_{2r-2}(x) T_{AV}^{s-1} R_{AV}^{(k-s+1)} Q_{2k+1-2s}(x), & \text{if } r < s, \\ V_r - V_s x Q_{2r-2}(x) T_{AV}^{r-1} R_{AV}^{(k-r+1)} Q_{2k+1-2r}(x), & \text{if } r = s, \\ (-1)^{r+s+1} V_r V_s x Q_{2s-2}(x) T_{AV}^{r-1} R_{AV}^{(k-r+1)} Q_{2k+1-2r}(x), & \text{if } r > s, \end{cases} \tag{8.9}
\]

and

\[
\sum_{n \geq 0} \text{GF} \left( A_{2n+2}^{(k)}(r \to s); w_{AV} \right) x^{2n+1} = \begin{cases} (-1)^{r+s+1} V_r A_s x Q_{2r-2}(x) T_{AV}^{r} Q_{2k-2s}(x), & \text{if } r \leq s, \\ (-1)^{r+s+1} V_r A_s x Q_{2s-1}(x) T_{AV}^{r-1} R_{AV}^{(k-r+1)} Q_{2k+1-2r}(x), & \text{if } r > s, \end{cases} \tag{8.10}
\]

where the operator \( R_{AV}^{(j)} \) replaces \( A_i \) by \( V_{j+1-i} \) and \( V_i \) by \( A_{j+1-i} \) for all \( i \).

**Sketch of Proof.** The proof of Theorem 4 via the bijection of Lemma 6 between alternating sequences and heaps of segments also works here. In particular, this bijection will be weight-preserving with respect to \( w_{AV} \) if we declare the weight of a segment \( j-i \) to be \( w_{AV}(j-i) := V_i A_j \), and the weight \( w_{AV}(H) \) of a heap \( H \) with marked vertex \((0, r)\) (corresponding to the first element \( r \) of the associated alternating sequence; see Figure 3) to be \( V_r \) times the product of all the weights \( w_{AV}(s) \) of segments \( s \) of \( H \).

Here we have to extend Lemmas 7 and 8 to our weighted setting. In generalisation of Lemma 7, we claim that

\[
\sum_{T \text{ trivial on } [1,k]} (-1)^{|T|} w_{AV}(T) x^{2|T|} = (-1)^k Q_{2k}(x). \tag{8.11}
\]
Proceeding again by induction, and recalling the three possibilities (a)–(c) in the proof of Lemma 7, the sum of the contributions of these three possible sets of trivial heaps is

\[ V_{k+1}A_{k+1}(-x^2)(-1)^k Q_{2k}(x) + (-1)^k Q_{2k}(x) + \frac{A_{k+1}}{A_k} \left( (-1)^k Q_{2k}(x) - (-1)^{k-1} Q_{2k-2}(x) \right) \]

\[ = (-1)^{k+1} \left( V_{k+1}A_{k+1}x^2 Q_{2k}(x) - Q_{2k}(x) - A_{k+1}x Q_{2k-1}(x) \right) \]

\[ = (-1)^{k+1} \left( A_{k+1}x Q_{2k+1}(x) - Q_{2k}(x) \right) \]

\[ = (-1)^{k+1} Q_{2k+2}(x), \]

where, during the computation, we applied (8.5) for \( n = 2k - 1, 2k, 2k + 1 \), in that order. This establishes the induction step.

In order to extend Lemma 8 to our weighted setting, we start with the observation that

\[ R^{(j)}_{AV} Q_{2j}(x) = Q_{2j}(x), \quad \text{for } j \geq 0. \]  \hspace{1cm} (8.12)

This is not obvious at all from the definition (8.5) of the polynomials \( Q_n(x) \), but it is obvious from (8.11). The same reasoning yields

\[ R^{(j+1)}_{AV} T_{AV} Q_{2j}(x) = Q_{2j}(x), \quad \text{for } j \geq 0. \]  \hspace{1cm} (8.13)

Recalling (3.5), we have to compute the sum

\[ \sum_{T \text{ trivial}} \left( (-1)^{|T|} w_{AV}(T) x^2 |T| \right). \]

\[ - \sum_{|T| \geq 1, T \subset [1, r-1] \cup [s, k]} \left( (-1)^{|T|} w_{AV}(T) x^2 |T| \right) \]

By the analogue of the computation (3.6) in the weighted setting, this sum is equal to

\[ (-1)^{r-1} Q_{2r-2}(x) \left( (-1)^{k-s+1} T_{AV}^{-1} Q_{2k-2s+2}(x) - (-1)^{k-s} T_{AV} Q_{2k-2s}(x) \right) \]

\[ = (-1)^{k+r+s+1} Q_{2r-2}(x) T_{AV}^{-1} \left( Q_{2k-2s+2}(x) + T_{AV} Q_{2k-2s}(x) \right) \]

\[ = (-1)^{k+r+s+1} Q_{2r-2}(x) \times T_{AV}^{-1} R_{AV}^{(k-s+1)} \left( R_{AV}^{(k-s+1)} Q_{2k-2s+2}(x) + R_{AV}^{(k-s+1)} T_{AV} Q_{2k-2s}(x) \right) \]

\[ = (-1)^{k+r+s+1} Q_{2r-2}(x) \times T_{AV}^{-1} A_{k-s+1} x Q_{2k-2s+1}(x) \]

\[ = (-1)^{k+r+s+1} V_s x Q_{2r-2}(x) T_{AV}^{-1} R_{AV}^{(k-s+1)} Q_{2k-2s+1}(x). \]  \hspace{1cm} (8.14)

Here we used (8.12) and (8.13) to obtain the third equality and the defining two-term recurrence (8.5) to obtain the fourth equality.

These arguments prove (8.9).
For the proof of the first case in (8.10), we use the weighted version of the recurrence (3.7),

\[ \text{GF}(A_{2n+2}^{(k)}(r \to s); w_{AV}) = \sum_{j=1}^{s} A_{s} \text{GF}(A_{2n+1}^{(k)}(r \to j); w_{AV}). \]

The recurrence implies

\[ \sum_{n \geq 0} \text{GF}(A_{2n+2}^{(k)}(r \to s); w_{AV}) x^{2n+1} = A_{s} \sum_{j=1}^{s} \sum_{n \geq 0} \text{GF}(A_{2n+1}^{(k)}(r \to j); w_{AV}) x^{2n+1}. \]

Let \( r > s \). By the second and third case of (8.9), we obtain

\[ \sum_{n \geq 0} \text{GF}(A_{2n+2}^{(k)}(r \to s); w_{AV}) x^{2n+1} = A_{s} \sum_{j=1}^{s} \sum_{n \geq 0} \text{GF}(A_{2n+1}^{(k)}(r \to j); w_{AV}) x^{2n+1}. \]

Now let \( r \leq s \). We proceed as in the proof of Theorem 4, where we mapped the alternating sequences \( S \) in \( A_{2n+2}^{(k)}(r \to s) \) bijectively to heaps \( H \) of \( n \) segments on \([1, k]\) whose maximal segments are not contained in \([1, r-1] \cup [s+1, k]\). This bijection is weight-preserving in the sense that \( w_{AV}(S) = V_{r} A_{s} w_{AV}(H) \). Then, by (3.8), with the weight \( w \) being defined by \( w_{AV}(T) x^{2|T|} \), and by (8.11), we obtain the first expression on the right-hand side of (8.10) straightforwardly.

This completes the proof of the theorem. \( \square \)

As consequences of the above theorem, we can now give the weighted generalisations of Corollaries 9 and 10. We omit the proofs since they are identical with those of these corollaries, except that they use Theorem 28 instead of Theorem 4.

**Corollary 29.** For all positive integers \( k \), we have

\[ \sum_{n \geq 1} \text{GF}(A_{2n-1}^{(k)}; w_{AV}) x^{2n} = -\frac{xQ_{2k-1}(x)}{Q_{2k}(x)}. \] (8.15)
Corollary 30. For all positive integers $k$, we have

\[
\sum_{n \geq 0} \text{GF} \left( A_{2n}^{(k)}; w_{AV} \right) x^{2n+1} = (-1)^k \frac{x}{Q_{2k}(x)}. \tag{8.16}
\]

For later use, we work out one more special case of Theorem 28. Namely, in Section 12.(5) we shall need the special case of (8.9) in which $r = s = 1$,

\[
\sum_{n \geq 0} \text{GF} \left( A_{2n+1}^{(k)}(1 \rightarrow 1); w_{AV} \right) x^{2n} = -V_1^2 x R_{AV}^{(k)} \frac{Q_{2k-1}(x)}{Q_{2k}(x)}, \tag{8.17}
\]

in which $A_i = (yq)^i$ and $V_i = y^{-i}$ for $i \geq 1$. We claim that we have

\[
Q_{2k}(x) \bigg|_{A_i=(yq)^i, V_i=y^{-i}} = 1 + \sum_{j=1}^{k} (-1)^{k-j} x^{2j} q^{(j+1)} \sum_{i=0}^{k-j} (yq)^i \left[ k - i \right]_q \left[ i + j - 1 \right]_q, \tag{8.18}
\]

and

\[
Q_{2k-1}(x) \bigg|_{A_i=(yq)^i, V_i=y^{-i}} = \sum_{j=1}^{k} (-1)^{k-j} x^{2j-1} q^{(j)} \sum_{i=0}^{k-j} y^{-k+i} \left[ k - i - 1 \right]_q \left[ i + j - 1 \right]_q. \tag{8.19}
\]

This is easily verified by induction on $k$ using the defining recurrence (8.5). However, what we need in (8.17) is not the above specialisation of $Q_{2k-1}(x)$, but rather that specialisation of $R_{AV}^{(k)} Q_{2k-1}(x)$. The key to obtain the latter specialisation is the identity

\[
V_1 x R_{AV}^{(k)} Q_{2k-1}(x) = Q_{2k}(x) + T_{AV} Q_{2k-2}(x)
\]

that we (implicitly) established in (8.14) (choose $r = s = 1$ there). Since the total degree in the $A_i$’s in the coefficient of $x^{2j}$ in $Q_{2k}(x)$ is $j$ for all $j$, and the same is true for the total degree in the $V_i$’s, the specialisation

\[
T_{AV} Q_{2k-2}(x) \bigg|_{A_i=(yq)^i, V_i=y^{-i}} = Q_{2k-2}(x) \bigg|_{A_i=(yq)^{i+1}, V_i=y^{-i+1}}
\]

can be easily obtained from (8.18) by replacing $x$ by $xq^{1/2}$. After simplification, we obtain

\[
R_{AV}^{(k)} Q_{2k-1}(x) \bigg|_{A_i=(yq)^i, V_i=y^{-i}} = \frac{y}{x} \sum_{j=1}^{k} (-1)^{k-j} x^{2j-1} q^{(j)} \sum_{i=0}^{k-j} (yq)^i \left[ k - i - 1 \right]_q \left[ i + j - 1 \right]_q. \tag{8.19}
\]
9. Generating functions for bounded paths “with negative length” and bounded alternating sequences. Our next goal is to find the weighted generalisations of Corollaries 12–14 on “numbers of paths with negative length”. We shall abuse notation here: when, for a positive integer \( n \) we write

\[
 GF \left( C_n^k (r \to s); w_B \right),
\]

then we mean the value of the corresponding term in the continuation of the sequence

\[
 \left( GF \left( C_n^k (r \to s); w_B \right) \right)_{n \geq 0},
\]

to negative integers, using the linear recurrence that it satisfies in the backward direction. (The above sequence satisfies indeed a linear recurrence since its generating function is rational; cf. Theorem 27.)

In view of (8.6), we introduce the weight \( w_{BAV} \) on up-down paths by what we get from \( w_B \) when we do the replacements \( B_{2i-1} = A_{i-1}V_{i-1}^{-1} \) and \( B_{2i} = A_{i-1}V_{i+1}^{-1} \) for all \( i \). Explicitly, all up-steps are assigned a weight of 1, while a down-step from height \( 2i-1 \) to height \( 2i-2 \) is assigned a weight of \( A_{i-1}V_{i-1}^{-1} \), and a down-step from height \( 2i \) to height \( 2i-1 \) is assigned a weight of \( A_{i-1}V_{i+1}^{-1} \).

We then have the following weighted extension of Corollary 12.

**Corollary 31.** Let \( n, k, r, s \) be positive integers with \( 1 \leq r, s \leq k \). We have

\[
 (-1)^{r+s} \left( \prod_{i=r}^{s-1} A_i^{-1} \right) \left( \prod_{i=r+1}^{s} V_i^{-1} \right) GF \left( C_{-2n}^{(k)} (2r - 2 \to 2s - 2); w_{BAV} \right) = GF \left( A_{2n+1}^{(k)} (r \to s); w_{AV} \right). \tag{9.2}
\]

Furthermore, we have

\[
 (-1)^{r+s} \left( \prod_{i=r}^{s-1} A_i^{-1} \right) \left( \prod_{i=r+1}^{s} V_i^{-1} \right) GF \left( C_{-2n+1}^{(k-1)} (2r - 2 \to 2s - 1); w_{BAV} \right) = GF \left( A_{2n}^{(k)} (r \to s); w_{AV} \right). \tag{9.3}
\]

Here and in the sequel, the products have to be interpreted in an extended sense by

\[
 \prod_{k=R}^{S-1} \text{Expr}(k) = \begin{cases} 
 \prod_{k=R}^{S-1} \text{Expr}(k), & R < S, \\
 1, & R = S, \\
 \prod_{k=S}^{R-1} \left( \text{Expr}(k) \right)^{-1}, & R > S. 
\end{cases} \tag{9.4}
\]

**Proof.** We do the replacements \( k \to 2k-1, r \to 2r-2, s \to 2s-2 \), and we set \( B_{2i-1} = A_{i-1}V_{i-1}^{-1} \) and \( B_{2i} = A_{i-1}V_{i+1}^{-1} \) for all \( i \) in Theorem 27. Subsequently, in order to
obtain the generating function for the quantities \((9.1)\), we apply \((4.1)\). By \((8.6)\) and the easily verified relations

\[
(T^2_B P_n(x))_{B_{2n-1} = A_i^{-1} V_i^{-1}, B_2 = A_1^{-1} V_1^{-1}} = T_{AV} \left( P_n(x) \right)_{B_{2n-1} = A_i^{-1} V_i^{-1}, B_2 = A_1^{-1} V_1^{-1}} \quad (9.5)
\]

and

\[
T_B P_{2n+1}(x)_{B_{2n-1} = A_i^{-1} V_i^{-1}, B_2 = A_1^{-1} V_1^{-1}} = R^{(n+1)}_{AV} \left( P_{2n+1}(x) \right)_{B_{2n-1} = A_i^{-1} V_i^{-1}, B_2 = A_1^{-1} V_1^{-1}}, \quad (9.6)
\]

we obtain after some simplification

\[
\sum_{n \geq 1} GF \left( C^{(2k-1)}_{-2n} (2r - 2 \rightarrow 2s - 2); w_{BAV} \right) x^{2n}
\]

\[
= \left\{ \begin{array}{ll}
-A_r \cdots A_{s-1} V_r \cdots V_{s} x Q_{2r-2}(x) T_{AV}^{s-1} R_{AV}^{(k-s+1)} Q_{2k-2s+1}(x), & \text{if } r \leq s, \\
-x Q_{2s-2}(x) T_{AV}^{r-1} R_{AV}^{(k-r+1)} Q_{2k-2r+1}(x), & \text{if } r \geq s,
\end{array} \right.
\]

\[
= (-1)^{r+s} \left( \prod_{i=r}^{s-1} A_i \right) \left( \prod_{i=r+1}^{s} V_i \right) \sum_{n \geq 1} GF \left( A^{(k)}_{2n+1} (r \rightarrow s); w_{AV} \right) x^{2n},
\]

where we appealed to Theorem 28 to get the last line. Comparison of coefficients of \(x^{2n}\) then establishes the relation \((9.2)\).

For proving \((9.3)\), we proceed in the same way. Here, we do the replacements \(k \rightarrow 2k-1, r \rightarrow 2r-2, s \rightarrow 2s-1\), and we set \(B_{2i-1} = A_i^{-2}\) and \(B_{2i} = A_i^{-1} A_i^{-1}\) for all \(i\) in Theorem 27. The generating function identity that we obtain here is

\[
\sum_{n \geq 1} GF \left( C^{(2k-1)}_{-2n+1} (2r - 2 \rightarrow 2s - 1); w_{BAV} \right) x^{2n-1}
\]

\[
= \left\{ \begin{array}{ll}
-A_r \cdots A_{s} V_r \cdots V_{s} x Q_{2r-2}(x) T_{AV}^{s} Q_{2k-2s}(x), & \text{if } r \leq s, \\
-x Q_{2s-1}(x) T_{AV}^{r-1} R_{AV}^{(k-r+1)} Q_{2k-2r+1}(x), & \text{if } r \geq s,
\end{array} \right.
\]

\[
= (-1)^{r+s} \left( \prod_{i=r}^{s-1} A_i \right) \left( \prod_{i=r+1}^{s} V_i \right) \sum_{n \geq 1} GF \left( A^{(k)}_{2n} (r \rightarrow s); w_{AV} \right) x^{2n-1},
\]

from which \((9.3)\) follows immediately upon comparison of coefficients of \(x^{2n-1}\). \(\square\)

By specialising the above corollary appropriately, we obtain the weighted extensions of Corollaries 13 and 14.
Corollary 32. For positive integers \( n \) and \( k \), we have
\[
A_k^{-1} R_{AV}^{(k)} \, GF \left( C_{2n}^{(2k-1)}; w_{BAV} \right) = GF \left( A_{2n-1}^{(k)}; w_{AV} \right). \tag{9.7}
\]

Proof. We put \( r = s = 1 \) in (9.2). Then, on the right-hand side, we have the generating function for sequences \( 1 \leq a_2 \geq a_3 \geq a_4 \geq \cdots \leq a_{2n} \geq 1 \). By skipping the 1’s at the beginning and at the end, and replacing each \( a_i \) by \( a_{k+1-i} \), we obtain a sequence in \( A_{2n-1}^{(k)} \). However, in terms of the weight \( w_{AV} \), this replacement amounts to an application of the operator \( R_{AV}^{(k)} \). \( \square \)

Corollary 33. Let \( n \) and \( k \) be positive integers. Furthermore, denote the set of up-down paths from \((0,0)\) to \((2n + 2k - 1, 2k - 1)\) of height at most \( 2k - 1 \) that do not pass below the \( x \)-axis by \( D_{2n}^{(2k-1)} \). Then we have
\[
(-1)^{k+1} \left( \prod_{i=1}^{k} A_{i-1} \right) R_{AV}^{(k)} \, GF \left( D_{2n-2k}^{(2k-1)}; w_{BAV} \right) = GF \left( A_{2n}^{(k)}; w_{AV} \right). \tag{9.8}
\]

Proof. This follows in the same way as the previous corollary by putting \( r = 1 \) and \( s = k \) in (9.3). \( \square \)

10. Weighted reciprocity theorems. We now turn to the weighted versions of the reciprocity laws in Sections 5–7. We begin with the weighted generalisation of Theorem 15.

Theorem 34. For all non-negative integers \( n, k, m \), we have
\[
\det \left( GF \left( C_{2n+2i+2j+4m-2}^{(2k+2m-1)}; w_{BAV} \right) \right)_{0 \leq i,j \leq k-1} = \left( V_1^k A_{k+m}^{m} \prod_{i=1}^{k+m} A_{i}^{-((n+2m+2k-2i-1))} V_{i}^{-(n+2m+2k-2i)} \right) \times \det \left( R_{AV}^{(k+m)} \, GF \left( C_{2n-2i-2j}^{(2k+2m-1)}; w_{BAV} \right) \right)_{0 \leq i,j \leq m-1}. \tag{10.1}
\]

Remark. A notable special case arises if we choose \( A_i = V_i = q^{-i+1}, i \geq 1 \). The reader should recall that the weight \( w_{BAV} \) resulted from the weight \( w_B \) under the substitutions \( B_{2i-1} = A_{i}^{-1} V_{i}^{-1} \) and \( B_{2i} = A_{i}^{-1} V_{i}^{-1} \), \( i \geq 1 \). Thus, the above choice of the \( A_i \)’s and \( V_i \)’s implies the choice \( B_i = q^{i-1}, i \geq 1 \). Now we should remember that for this choice of the \( B_i \)’s the weight \( w_B \) reduces to the area weight \( q^{a(\cdot)} \), with the corresponding generating function for the terms \( GF \left( C_{n}^{(k)}; q^{a(\cdot)} \right) \) given in (8.8). After considerable simplification, we obtain the reciprocity law
\[
\det \left( GF \left( C_{2n+2i+2j+4m-2}^{(2k+2m-1)}; q^{a(\cdot)} \right) \right)_{0 \leq i,j \leq k-1} = q^{2C(n)} \left( \frac{w_{-1}}{w_{-1}} + n + 2m - 2 \right) - 2 \left( \frac{n-1}{2} \right) \det \left( GF \left( C_{2n-2i-2j}^{(2k+2m-1)}; q^{-a(\cdot)} \right) \right)_{0 \leq i,j \leq m-1}. \tag{10.2}
\]
For the proof of Theorem 34, we follow the arguments of the proof of Theorem 15. Namely, the Lindström–Gessel–Viennot theorem [24, Lemma 1] shows that the determinant on the left-hand side of (10.1) is the generating function for families $\mathcal{P} = (P_0, P_1, \ldots, P_{k-1})$ of non-intersecting Dyck paths of height at most $2k+2m-1$, where $P_i$ runs from $(-2i, 0)$ to $(2n+4m+2i-2, 0)$, $i = 0, 1, \ldots, k-1$, with respect to the weight $w_{BAV}$. Here, the weight $w_{BAV}(\mathcal{P})$ is defined as $\prod_{i=0}^{k-1} w_{BAV}(P_i)$. By the bijection in Proposition 16, the families $\mathcal{P}$ of non-intersecting Dyck paths are related to trapezoidal arrays of alternating sequences. How the weights are related under this bijection is spelled out in Lemma 35 below. The weight $w_{BAV}$ for families of Dyck paths has been just explained, while the weight $w_{AV}$ of non-intersecting Dyck paths of height at most 2 is the generating function for these trapezoidal arrays of alternating sequences. Namely, the Lindström–Gessel–Viennot theorem [24, Lemma 1] shows that the determinant $\prod_{i=1}^{k+m} A_i^{-n+2m+2k-2i-1} V_i^{n+2m+2k-2i} w_{BAV}(\mathcal{P}) = w_{AV}(\mathcal{A}).$ (10.3)

\textbf{Lemma 35.} Let $n$ be a non-negative integer and $k, m$ be positive integers. Furthermore, let $\mathcal{P} = (P_0, P_1, \ldots, P_{k-1})$ be a family of non-intersecting Dyck paths of height at most $2k+2m-1$, where $P_i$ runs from $(-2i, 0)$ to $(2n+4m+2i-2, 0)$, $i = 0, 1, \ldots, k-1$, and $\mathcal{A}$ the trapezoidal array of integers of the form (5.2) that corresponds to $\mathcal{P}$ under the bijection of Proposition 16. Then

\begin{equation}
\left( V_1^{k+m} \prod_{i=1}^{k+m} A_i^{-n+2m+2k-2i-1} V_i^{n+2m+2k-2i} \right) w_{BAV}(\mathcal{P}) = w_{AV}(\mathcal{A}).
\end{equation}

\textbf{Sketch of proof.} The reader should recall that the bijection of Proposition 16 worked as follows: in the region (5.6) all the lattice points $(x, y)$ with $x$ and $y$ of the same parity, which are not occupied by any of the Dyck paths of $\mathcal{P}$, contribute an entry to the trapezoidal array $\mathcal{A}$; more precisely, such a lattice point contributes the entry $\left\lceil \frac{1}{2} \right\rceil$ to $w_{AV}(\mathcal{A})$ if $y$ is even, while it contributes $A_{n+1}$ if $y$ is odd.

In order to see how the weights $w_{BAV}(\mathcal{P})$ and $w_{AV}(\mathcal{A})$ are related, we change $w_{BAV}$ to the equivalent weight $\tilde{w}_{BAV}$. This weight $\tilde{w}_{BAV}$ is defined by assigning a weight of $A^{-1}_y$ to up-steps from height $2y-2$ to height $2y-1$ and down-steps from height $2y$ to height $2y-1$, and assigning a weight of $V_{y+1}^{-1}$ to up-steps from height $2y-1$ to height $2y$ and down-steps from height $2y+1$ to height $2y$. For a Dyck path $P$ we have indeed $w_{BAV}(P) = \tilde{w}_{BAV}(P)$ since up- and down-steps in Dyck paths can be paired up (cf. Footnote 4), and a matching pair of steps $(x_1, y-1) \mapsto (x_1+1, y)$ and $(x_2, y) \mapsto (x_2+1, y-1)$ contributes a weight of $A^{-1}_{\left\lceil \frac{1}{2} \right\rceil} V_{\left\lceil \frac{1}{2} \right\rceil}^{-1}$ to $\tilde{w}_{BAV}(P)$ as well as to $w_{BAV}(P)$.

We should think of the weight $A^{-1}_{\left\lceil \frac{1}{2} \right\rceil}$, respectively $V_{\left\lceil \frac{1}{2} \right\rceil}^{-1}$, as attached to the end point $(x, y)$ of a step (up or down). More precisely, due to the fact that $x$ and $y$ must have the same parity, the weight $A^{-1}_{\left\lceil \frac{1}{2} \right\rceil}$ is attached to $(x, y)$ if $x$ and $y$ are odd, and if $x$ and $y$ are even then it is $V_{\left\lceil \frac{1}{2} \right\rceil}^{-1}$ which is attached to it. It then becomes apparent...
that the weighting \( \bar{w}_{BAV} \) is chosen so as to "kill" the contribution of \((x, y)\) to the array weight \( w_{AV} \). Hence, to verify the relation (10.3), all that remains is to determine the total contribution of lattice points \((x, y)\) with \( x \) and \( y \) of the same parity in the region (5.6). A small detail is that, in this count, we have to leave out the points \((-2i, 0), i = 0, \ldots, k - 1\), since all these points are occupied by paths (being actually the starting points of the paths) but are not end points of steps. □

**Theorem 36.** Let \( n \) be a non-negative integer and \( k, m \) be positive integers. The generating function \( \sum_A w_{AV}(A) \), where the sum is over all trapezoidal arrays of integers of the form (5.2) that satisfy (5.3)–(5.5), and the additional restrictions mentioned in the statement of Proposition 16 in the case where \( n = 0 \), is equal to

\[
A_{k+m}^{-m} \det \left( R^{(k+m)}_{AV} \left( C^{(2k+2m-1)}_{-2n-2i-2j}; w_{BAV} \right) \right)_{0 \leq i, j \leq m-1}.
\]  

(10.4)

**Proof.** It should be noted that, by Corollary 32, the determinant in (5.8) can be alternatively written as

\[
\det \left( GF \left( A_{2n+2i+2j-1}^{(k+m)}; w_{AV} \right) \right)_{0 \leq i, j \leq m-1}.
\]

The proof of Theorem 17 can then be used verbatim, the only difference being that here the paths in the application of the Lindström–Gessel–Viennot theorem carry weights. □

Following the same line of argument, we obtain the following weighted generalisation of Theorem 18. We content ourselves with stating the result together with the auxiliary result addressing the weight property that the bijection in Proposition 19 satisfies and the relevant generating function result for arrays of alternating sequences, see Lemma 38 and Theorem 39 below. We point out a subtlety in the proof of Lemma 38 though: since the paths are not Dyck paths but rather paths starting at height \( 0 \) and ending at height \( 2k+2m-1 \), not every up-step has a matching down-step, and therefore the weights \( w_{BAV} \) and \( \bar{w}_{BAV} \) do not agree on these paths. More precisely, for such a path \( P \) we have

\[
w_{BAV}(P) = V_i^{-1} \left( A_i^{k+m} \prod_{i=1}^{k+m} A_i V_i \right) \bar{w}_{BAV}(P).
\]

(10.5)

We leave the remaining details of the proofs to the reader.

**Theorem 37.** With the sets \( D^{(2k+2m-1)}_{2n} \) explained in Corollary 33, for all non-negative integers \( n \) and positive integers \( k, m \), we have

\[
\det \left( GF \left( D^{(2k+2m-1)}_{2n+2j-2i}; w_{BAV} \right) \right)_{0 \leq i, j \leq k-1} = (-1)^{km} \left( \prod_{i=1}^{k+m} A_i^{-n-m} V_i^{-n-m} \right) \\
\times \det \left( R^{(k+m)}_{AV} \left( D^{(2k+2m-1)}_{-2n-2j+2i-2k-2m}; w_{BAV} \right) \right)_{0 \leq i, j \leq m-1}.
\]

(10.6)
Lemma 38. Let \( n \) be a non-negative integer and \( k, m \) be positive integers. Furthermore, let \( \mathcal{P} = (P_0, P_1, \ldots, P_{k-1}) \) be a family of non-intersecting up-down paths of height at most \( 2k + 2m - 1 \) that do not pass below the \( x \)-axis, where \( P_i \) runs from \((2i,0)\) to \((2n + 2m + 2k + 2i - 1, 2k + 2m - 1)\), \( i = 0, 1, \ldots, k - 1 \), and \( \mathcal{A} \) the rhomboidal array of integers of the form (6.2) that corresponds to \( \mathcal{P} \) under the bijection of Proposition 19. Then
\[
\left( \prod_{i=1}^{k+m} A_i^n V_i^m \right) w_{BAV}(\mathcal{P}) = w_{AV}(\mathcal{A}). \tag{10.7}
\]

Theorem 39. Let \( n \) be a non-negative integer and \( k, m \) be positive integers. The generating function \( \sum_{\mathcal{A}} w_{AV}(\mathcal{A}) \), where the sum is over all rhomboidal arrays of integers of the form (6.2) that satisfy (6.3)–(6.5) is equal to
\[
(-1)^{km} \left( \prod_{i=1}^{k+m} A_i^{-m} V_i^{-m} \right) \det \left( R_{AV}^{(k+m)} \right) \left( \prod_{j=0}^{k-1} V_{s_j}^{-1} \prod_{i=r_j}^{s_j} A_i^2 V_i^2 \right) \prod_{0 \leq i,j \leq m-1} \left( \prod_{i=0}^{k-1} \prod_{j=0}^{m-1} \prod_{i=r_j}^{s_j} A_i^{-m} V_i^{-m} \right)^{0 \leq i,j \leq m-1}. \tag{10.8}
\]

Finally, we present the weighted generalisations of the reciprocity laws in Theorems 21 and 24, see Theorems 40 and 43 below, together with the relevant facts that are needed in their proofs. Since the arguments for their proofs are completely analogous to previous ones, we leave it to the reader to fill in the details.

Theorem 40. Let \( n \) be a non-negative integer and \( k, m \) be positive integers, and let \( r_0 < r_1 < \cdots < r_{k-1} \) and \( s_0 < s_1 < \cdots < s_{k-1} \) be sequences of positive integers with \( 1 \leq r_i, s_i \leq k + m \) for all \( i \). Then
\[
\det \left( \text{GF} \left( C_{2n}^{(2k+2m-1)}(2r_i - 2 \to 2s_j - 2); w_{BAV} \right) \right)_{0 \leq i,j \leq k-1} = (-1)^{m-\sum_{i=0}^{k-1}(r_i+s_i)} \left( \prod_{i=1}^{k+m} A_i^{-n} V_i^{-n} \right) \left( \prod_{j=0}^{k-1} V_{s_j}^{-1} \prod_{i=r_j}^{s_j} A_i^2 V_i^2 \right) \times \det \left( \text{GF} \left( C_{-2n}^{(2k+2m-1)}(2\bar{r}_i - 2 \to 2\bar{s}_j - 2); w_{BAV} \right) \right)_{0 \leq i,j \leq m-1} \tag{10.9}
\]
where
\[
\{\bar{r}_0, \bar{r}_1, \ldots, \bar{r}_{m-1}\} = \{1, 2, \ldots, k + m\} \setminus \{r_0, r_1, \ldots, r_{k-1}\},
\{\bar{s}_0, \bar{s}_1, \ldots, \bar{s}_{m-1}\} = \{1, 2, \ldots, k + m\} \setminus \{s_0, s_1, \ldots, s_{k-1}\},
\]
and where we assume that \( \bar{r}_0 < \bar{r}_1 < \cdots < \bar{r}_{m-1} \) and \( \bar{s}_0 < \bar{s}_1 < \cdots < \bar{s}_{m-1} \). As earlier, the products have to be interpreted according to (9.4).
Lemma 41. Let \( n \) be a non-negative integer and \( k, m \) be positive integers. Furthermore, let \( \mathcal{P} = \{P_0, P_1, \ldots, P_{k-1}\} \) be a family of non-intersecting up-down paths of height at most \( 2k + 2m - 1 \) that do not pass below the \( x \)-axis, where \( P_i \) runs from \((0, 2r_i - 2)\) to \((2n, 2s_i - 2)\), \( i = 0, 1, \ldots, k - 1 \), and \( \mathcal{A} \) the rectangular array of integers of the form (7.2) that corresponds to \( \mathcal{P} \) under the bijection of Proposition 22. Then

\[
\left( \prod_{i=1}^{k+m} A_i^n V_i^{n+1} \right) \left( \prod_{j=0}^{k-1} s_j^{-1} \prod_{i=r_j}^{s_j-1} A_i^{-1} V_i^{-1} \right) w_{BAV}(\mathcal{P}) = w_{AV}(\mathcal{A}).
\]

(10.10)

Given an up-down path \( P \) from height \( 2r - 2 \) to height \( 2s - 2 \), the weighted analogue of (10.5) that is relevant here is

\[
w_{BAV}(P) = \left( \prod_{i=r+1}^{s} A_{i-1} V_i \right) \tilde{w}_{BAV}(P),
\]

(10.11)

where, again, the product has to be understood as explained in (9.4).

Theorem 42. Let \( n \) be a non-negative integer and \( k, m \) be positive integers, and let \( r_0 < r_1 < \cdots < r_{k-1} \) and \( s_0 < s_1 < \cdots < s_{k-1} \) be sequences of positive integers with \( 1 \leq r_i, s_i \leq k + m \) for all \( i \). The generating function \( \sum_{\mathcal{A}} w_{AV}(\mathcal{A}) \), where the sum is over all rectangular arrays of integers of the form (7.2) that satisfy the constraints given in the statement of Proposition 22 is equal to

\[
(-1)^{\sum_{i=1}^{m-1} (r_i + s_i)} \left( \prod_{j=0}^{s_j-1} A_i^{-1} V_i^{-1} \right) \prod_{i=r_j}^{s_j} A_i^{-1} V_i^{-1} \prod_{i=1}^{m-1} V_{r_j} \prod_{i=1}^{s_j} A_i^{-1} V_i^{-1} \prod_{j=0}^{k-1} \det \left( \text{GF} \left( C_{2n}^{(2k+2m-1)}(2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 2); w_{BAV} \right) \right)_{0 \leq i, j \leq m-1}.
\]

(10.12)

Theorem 43. Let \( n, k, m \) be positive integers, and let \( r_0 < r_1 < \cdots < r_{k-1} \) and \( s_0 < s_1 < \cdots < s_{k-1} \) be sequences of positive integers with \( 1 \leq r_i, s_i \leq k + m \) for all \( i \). Then

\[
\det \left( \text{GF} \left( C_{2n+1}^{(2k+2m-1)}(2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 1); w_{BAV} \right) \right)_{0 \leq i, j \leq k-1} = (-1)^{\sum_{i=0}^{m-1} (r_i + s_i)} \left( \prod_{i=1}^{k+m} A_i^{-n} V_i^{-n} \right) \prod_{j=0}^{k-1} A_i^{r_j} V_i A_i^{s_j} \prod_{i=r_j+1}^{s_j} A_i^{2} V_i^{2} \det \left( \text{GF} \left( C_{2n+1}^{(2k+2m-1)}(2\bar{r}_i - 2 \rightarrow 2\bar{s}_j - 1); w_{BAV} \right) \right)_{0 \leq i, j \leq m-1}.
\]

(10.13)
where
\[
\{r_0, r_1, \ldots, r_{m-1}\} = \{1, 2, \ldots, k + m\} \setminus \{r_0, r_1, \ldots, r_{k-1}\},
\]
\[
\{s_0, s_1, \ldots, s_{m-1}\} = \{1, 2, \ldots, k + m\} \setminus \{s_0, s_1, \ldots, r_{k-1}\},
\]
and where we assume that \(r_0 < r_1 < \cdots < r_{m-1}\) and \(s_0 < s_1 < \cdots < s_{m-1}\). Once more, the products have to be interpreted according to (9.4).

**Lemma 44.** Let \(n, k, m\) be positive integers. Furthermore, let \(\mathcal{P} = (P_0, P_1, \ldots, P_{k-1})\) be a family of non-intersecting up-down paths of height at most \(2k + 2m - 1\) that do not pass below the x-axis, where \(P_i\) runs from \((0, 2r_i - 2)\) to \((2n - 1, 2s_i - 1)\), \(i = 0, 1, \ldots, k - 1\), and \(\mathcal{A}\) the rectangular array of integers of the form (7.6) that corresponds to \(\mathcal{P}\) under the bijection of Proposition 25. Then
\[
\left(\prod_{i=1}^{k+m} A_i^n V_i^n\right) \left(\prod_{j=0}^{k-1} \prod_{i=r_j}^{s_j} A_i^{-1} V_i^{-1}\right) w_{BAV}(\mathcal{P}) = w_{AV}(\mathcal{A}). \tag{10.14}
\]

Given an up-down path \(P\) from height \(2r - 2\) to height \(2s - 1\), the weighted generalisation of (10.5) that is relevant here is
\[
w_{BAV}(P) = \left(\prod_{i=r+1}^s A_i V_i\right) \bar{w}_{BAV}(P), \tag{10.15}
\]
where, again, the product has to be understood as explained in (9.4).

**Theorem 45.** Let \(n, k, m\) be positive integers, and let \(r_0 < r_1 < \cdots < r_{k-1}\) and \(s_0 < s_1 < \cdots < s_{k-1}\) be sequences of positive integers with \(1 \leq r_i, s_i \leq k + m\) for all \(i\). The generating function \(\sum_{\mathcal{A}} w_{AV}(\mathcal{A})\), where the sum is over all rectangular arrays of integers of the form (7.6) that satisfy the constraints given in the statement of Proposition 25 is equal to
\[
(-1)^{\sum_{i=0}^{m-1} (r_i + s_i)} \left(\prod_{j=0}^{m-1} \prod_{i=r_j+1}^{s_j} A_i^{-1} V_i^{-1}\right) \times \det \left(\text{GF} \left(C_{2n+1}^{2k+2m-1}(2r_i - 2 \rightarrow 2s_j - 1); w_{BAV}\right)\right)_{0 \leq i,j \leq m-1}. \tag{10.16}
\]

11. Enumeration of alternating tableaux. The key for proving our reciprocity laws in Sections 5–7 and 10 has been the observation from Sections 4 and 9 that numbers (respectively generating functions) of bounded up-down paths “of negative length” are combinatorially modelled by numbers (respectively generating functions) of bounded alternating sequences and to prove enumeration results for certain arrays of alternating sequences, see Theorems 17, 20, 23, 26, 36, 39, 42, and 45. In the present section, we present two more general theorems, of which the above theorems turn out to be special cases.
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To begin with, we now officially define alternating tableaux. Given \( m \)-tuples \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \) and \( \mu = (\mu_1, \mu_2, \ldots, \mu_m) \), where all elements of \( \mu \) are even and \( \mu_i \leq \lambda_i \) for all \( i \), we call an array of integers of the form
\[
\begin{array}{cccc}
  a_{1,\mu_1+1} & \cdots & a_{1,\lambda_i} \\
  a_{2,\mu_2+1} & \cdots & a_{2,\lambda_j} \\
  \vdots & & \vdots \\
  a_{m,\mu_m+1} & \cdots & a_{m,\lambda_k}
\end{array}
\]
(11.1)
an alternating tableau of shape \( \lambda/\mu \) if the entries along each row are alternating in the sense that
\[
a_{i,2j-1} \leq a_{i,2j} \quad \text{and} \quad a_{i,2j} \geq a_{i,2j+1},
\]
(11.2)
for all \( i \) and \( j \), and if
\[
a_{i+1,2j} < a_{i,2j+1} > a_{i+1,2j+2}
\]
(11.3)
for all \( i \) and \( j \), whenever the respective entries are defined. Examples of such arrays can be found in (5.7), (6.6), and (7.3). As earlier, we define the weight \( w_{AV} \) of such an array \( A \) by \( w_{AV}(A) = \prod_{i,j} A_{a_{i,j}} V_{a_{i,j+1}} \). Then we have the following generating function results.

**Theorem 46.** Let \( k \) be a positive integer or \( k = \infty \), and let \( m \) be a positive integer. Furthermore, let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \) and \( \mu = (\mu_1, \mu_2, \ldots, \mu_m) \) be sequences of integers with \( \mu_i \leq \lambda_i \) for all \( i \), where \( \mu \) is decreasing and all \( \mu_i \)'s are even.

If \( \lambda \) is increasing and all \( \lambda_i \)'s are odd, then the generating function \( \sum_A w_{AV}(A) \), where the sum is over all alternating tableaux of shape \( \lambda/\mu \) whose entries are at least 1 and at most \( k \), is equal to
\[
\det \left( \text{GF} \left( A_{(k)}^{(\lambda_i - \mu_j)}; w_{AV} \right) \right)_{1 \leq i,j \leq m}.
\]
(11.4)
If \( \lambda \) is decreasing and all \( \lambda_i \)'s are even, then the generating function \( \sum_A w_{AV}(A) \), where the sum is over all alternating tableaux of shape \( \lambda/\mu \) whose entries are between 1 and \( k \), is also given by (11.4).

**Remarks.** (1) If \( k = \infty \), then the generating functions \( \sum_A w_{AV}(A) \) and \( \text{GF} \left( A_{(\infty)}^{(\lambda_i - \mu_j)}; w_{AV} \right) \) are not polynomials anymore, but instead formal power series in the \( A_i \)'s and \( V_i \)'s.

If \( A_i = V_i \) for all \( i \), then it is known that \( \text{GF} \left( A_{(\infty)}^{(\lambda_i)}; w_{AV} \right) \) is a quasi-symmetric function (cf. [32, paragraph containing Eq. (7.92)], where the underlying poset \( P \) is the zigzag poset \( Z_s \) from [33, Ex. 3.66]). If we leave the variables \( A_i \) and \( V_i \) unrelated, then the functions \( \text{GF} \left( A_{(\infty)}^{(\lambda_i)}; w_{AV} \right) \) may stand at the beginning of a theory of quasi-symmetric functions in two sets of variables that would have to be developed.

(2) The special case of this theorem where \( \lambda_i = 2n + 2m + 2i - 5 \) and \( \mu_i = 2m - 2i \), \( i = 1, 2, \ldots, m \), and \( k \) is replaced by \( k + m \) is at the heart of the proofs of Theorems 17 and 36, while the special where \( \lambda_i = 2n + 2m - 2i \) and \( \mu_i = 2m - 2i \), \( i = 1, 2, \ldots, m \), and \( k \) is replaced by \( k + m \) is at the heart of the proofs of Theorems 20 and 39.

**Sketch of proof of Theorem 46.** The theorem can be proved in the same way as Theorem 17. Here, in the first case the alternating tableaux under consideration are
in bijection with families \((P_1, P_2, \ldots, P_m)\) of non-intersecting lattice paths in the directed graph \(G_k\), where \(P_i\) runs from \((\mu_i, k)\) to \((\lambda_i, k)\), \(i = 1, 2, \ldots, m\). In the second case, the alternating tableaux under consideration are in bijection with families \((P_1, P_2, \ldots, P_m)\) of non-intersecting lattice paths in the directed graph \(G_k\), where \(P_i\) runs from \((\mu_i, k)\) to \((\lambda_i, 0)\), \(i = 1, 2, \ldots, m\). We leave it to the reader to fill in the details. \(\square\)

The finer “flagged” version of Theorem 46 is the following.

**Theorem 47.** Let \(k\) be a positive integer or \(k = \infty\), let \(m\) be a positive integer, and let \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)\) and \(\mu = (\mu_1, \mu_2, \ldots, \mu_m)\) be sequences of integers with \(\mu_i \leq \lambda_i\) for all \(i\), where \(\mu\) is non-increasing and all \(\mu_i\)’s are even. Furthermore, let \(r_1 > r_2 > \cdots > r_m\) and \(s_1 > s_2 > \cdots > s_k\) be sequences of positive integers with \(1 \leq r_i, s_i \leq k\) for all \(i\).

If \(\lambda\) is non-decreasing and all \(\lambda_i\)’s are even, then the generating function \(\sum_A w_{AV}(A)\), where the sum is over all alternating tableaux of shape \(\lambda/\mu\) whose entries are between 1 and \(k\), and in which the first entry in row \(i\) is \(r_i\) and the last entry is \(s_i\), is equal to

\[
\det \left( GF \left( A^{(k)}_{\lambda_\mu}(r_i \to s_j); w_{AV} \right) \right)_{1 \leq i, j \leq m}.
\]  

(11.5)

If \(\lambda\) is non-increasing and all \(\lambda_i\)’s are odd, then the generating function \(\sum_A w_{AV}(A)\), where the sum is over all alternating tableaux of shape \(\lambda/\mu\) whose entries are between 1 and \(k\), and in which the first entry in row \(i\) is \(r_i\) and the last entry is \(s_i\), is also given by (11.5).

**Remark.** The special case of this theorem where \(\lambda_i = 2n(\pm 1)\), \(\mu_i = 0\), \(r_i = \tilde{r}_{m-i}\), and \(s_i = \hat{s}_{m-i}\), \(i = 1, 2, \ldots, m\), and \(k\) is replaced by \(k + m\) is at the heart of the proofs of Theorems 23, 26, 42, and 45.

**Sketch of Proof of Theorem 47.** The theorem can be proved in the same way as Theorem 23. Here, the alternating tableaux under consideration are in bijection with families \((P_1, P_2, \ldots, P_m)\) of non-intersecting lattice paths in the directed graph \(G_k\), where \(P_i\) runs from \((\mu_i, r_i)\) to \((\lambda_i, s_i)\), \(i = 1, 2, \ldots, m\). We leave it to the reader to fill in the details. \(\square\)

We close this section by pointing out that our alternating tableaux are plane partitions in disguise. A plane partition is an array of integers of the form (11.1) such that entries along rows and columns are non-increasing (cf. e.g. [21] or [32, Sec. 7.20]).

Instead of a formal description of the correspondence between alternating tableaux and plane partitions in full generality, we content ourselves with illustrating the correspondence by considering the array in (5.7). If one subtracts \(i\) from row \(i\) (counted from bottom), then one obtains

\[
\begin{array}{cccccccc}
4 & 4 & 3 & 4 & 4 & 4 & 4 & 4 \\
4 & 4 & 3 & 3 & 3 & 3 & 4 & 3 \\
3 & 4 & 1 & 2 & 0 & 3 & 3 & 2 & 3 & 2 & 3 & 0
\end{array}
\]

We now rearrange this array, so that each row above becomes a zigzag “strip”, see the array on the left of Figure 13.

On the right, we have erased the line segments separating the zigzag strips. This new array has the property that entries along rows and columns are non-increasing. In other words, we have obtained a plane partition.
From an alternating tableau of trapezoidal shape to a plane partition

Figure 13

From an alternating tableau of rhomboidal shape to a plane partition

Figure 14

If one applies the same transformation to the rhomboidal array in (6.6), then one obtains the plane partition shown in Figure 14.

By examining in more depth the mapping from alternating tableaux to plane partitions that we indicated above, we see that it sets up a bijection between alternating tableaux of shape \((2n + 2m - 3, 2n + 2m - 1, \ldots, 2n + 4m - 5)/(2m - 2, 2m - 4, \ldots, 0)\) with entries at least 1 and at most \(k + m\) (see Proposition 16) and plane partitions of shape \((n + 2m - 2, n + 2m - 3, \ldots, 1)/(n - 2, n - 3, \ldots, 1, 0, \ldots, 0)\) with entries at least 0 and at most \(k\). (Here, the inner shape has 2\(m\) occurrences of 0.) Likewise — referring to the alternating tableaux in Proposition 19 —, this mapping sets up a bijection between alternating tableaux of shape \((2n + 2m - 2, 2n + 2m - 4, \ldots, 2n)/(2m - 2, 2m - 4, \ldots, 0)\) with entries at least 1 and at most \(k + m\) and plane partitions of shape \((n, \ldots, n, n - 1, \ldots, 1)/(n - 1, n - 2, \ldots, 1, 0, \ldots, 0)\) with entries at least 0 and at most \(k\). Here, the outer shape has 2\(m\) occurrences of \(n\), and the inner shape has 2\(m\) occurrences of 0.

Using the known determinant formula [16, Theorem 6.1] for the number of plane
partitions of a given shape and subject to separate bounds on the entries in each row with \( x = 1, \alpha = \beta = 0, r = n + 2m - 2, \lambda = (n + 2m - 2, n + 2m - 3, \ldots, 1), \mu = (n - 2, n - 3, \ldots, 1, 0, \ldots, 0), a_i = k \) and \( b_i = 0 \) for all \( i \), we get the following alternative determinantal formula for the determinants in Theorems 15 and 17.

**Proposition 48.** The determinants in (5.1) and (5.8) are equal to

\[
\det\left(\left(\begin{array}{c}
(n + 2m - 1 - i - \max\{0, n - 1 - j\} + k) \\
k + i - j
\end{array}\right)\right)_{1 \leq i, j \leq n + 2m - 2}.
\]

Here, the binomial coefficient has to be interpreted as 0 if its upper or lower parameter is negative.

Likewise, using [16, Theorem 6.1] with \( x = 1, \alpha = \beta = 0, r = n + 2m - 1, \lambda = (n, \ldots, n, n-1, \ldots, 1) \) (with \( 2m \) occurrences of \( n \)), \( \mu = (n-1, n-2, \ldots, 1, 0, \ldots, 0) \) (with \( 2m \) occurrences of \( 0 \)), \( a_i = k \) and \( b_i = 0 \) for all \( i \), we get the following alternative determinantal formula for the determinants in Theorems 18 and 20.

**Proposition 49.** The determinants in (6.1) and (6.7) are equal to

\[
\det\left(\left(\begin{array}{c}
\min\{n, n + 2m - i\} - \max\{0, n - j\} + k) \\
k + i - j
\end{array}\right)\right)_{1 \leq i, j \leq n + 2m - 1}.
\]

Again, the binomial coefficient has to be interpreted as 0 if its upper or lower parameter is negative.

The “strip shapes” of the plane partitions that we obtain here (see Figures 13 and 14) have been considered in [2] and in [15], however not for plane partitions but rather for standard Young tableaux respectively for semistandard tableaux. More precisely, in the terminology of [2] our shapes are \( 2m \)-strip shapes, the width \( 2m \) referring to the maximal length of the columns in the “body” of the shape. In this sense, Figures 13 and 14 contain 6-strip shapes.

A comparison with the considerations in [23, 14] reveals that our formulae in Theorems 46 and 47 have the flavour of the ribbon determinant formulae of Lascoux and Pragacz [23] and their generalisation by Hamel and Goulden [14]. However, our weight \( w_{AV} \) is incompatible with the monomial weight assigned to semistandard tableaux in order to obtain Schur functions. Hence, while our results overlap with those of [23, 14] in the case of plain counting (that is, if all weights are equal to 1), they do not follow from those of [23, 14], nor do our results imply those of [23, 14].

12. Some comments, and questions. In this concluding section, we discuss some points of interest and questions that are posed by the results (and non-results) in the present article.

(1) It will not have escaped the attention of the reader that, although Theorems 1 and 27 hold for odd and even upper bounds \( k \) for the up-down paths under consideration, all our reciprocity results require this upper bound to be odd. The obvious question therefore is:

*What happens for even upper bounds?*
The short answer is: there is no reciprocity law in that case.

A more elaborate answer is three-fold: first, it is a simple matter of fact that, in a straightforward manner, the sequence \( (C_{n}^{(2k)})_{n \geq 0} \) cannot be extended to negative indices \( n \) since it already does not satisfy its linear recurrence with constant coefficients in the beginning. What we mean by this is best illustrated with the special case \( k = 1 \): here we have

\[
(C_{n}^{(2)})_{n \geq 0} = (1, 0, 1, 0, 2, 0, 4, 0, 8, \ldots).
\]

Clearly, it satisfies the linear recurrence \( C_{n+2}^{(2)} = 2C_{n}^{(2)} \) for \( n \geq 1 \), but not for \( n = 0 \). The technical explanation for this phenomenon is hidden in the generating function for these numbers, given in (2.3). Namely, recalling that \( C_{n}^{(2k)} = C_{n}^{(2k)}(0 \rightarrow 0) \), we have

\[
\sum_{n \geq 0} C_{n}^{(2k)}x^{n} = \frac{U_{2k}(1/2x)}{x U_{2k+1}(1/2x)}.
\]

The degree of \( U_{m}(x) \) is equal to \( m \), but at the same time it is an even polynomial for even \( m \) and an odd polynomial for odd \( m \). Thus, if we rewrite the above right-hand side as a reduced rational fraction, then we see that numerator degree and denominator degree are the same. The implication is that the constant term in the series expansion is “special” in that it does not fit into the linear recurrence the coefficients \( C_{n}^{(2k)} \) satisfy otherwise.

We could remedy this by “correcting” \( C_{0}^{(2k)} \) to \( \frac{k}{k+1} \). Then the linear recurrence is satisfied from the very beginning, and thus the sequence can be extended to negative indices. The drawback here is that this extension to negative indices does not produce integers. For example, for \( k = 1 \) we would obtain \( C_{-2n}^{(2)} = 2^{-n-1} \), or for \( k = 2 \) we would obtain \( C_{-2n}^{(4)} = \frac{1}{2}(1 + 3^{-n-1}) \). In particular, we cannot expect combinatorial reciprocity laws in this setting.

The second part of the more elaborate answer to the above question mentions that, at least, there is an even analogue of the identity (1.1) (the \( m = 1 \) case of Theorem 15), even if it is not a reciprocity law. Namely, for \( n \geq 1 \) we have

\[
\det \begin{pmatrix} C_{n}^{(2k)} \end{pmatrix}_{0 \leq i, j \leq k-1} = (k + 1)^{n-1}.
\] (12.1)

Indeed, this cannot be interpreted as a reciprocity law (in whatever sense) since the sequence \( (C_{n}^{(2k)})_{n \geq 0} \) satisfies a linear recurrence that is fundamentally different from the (obvious) one that the right-hand side of (12.1) satisfies.

Why does (12.1) hold? This is (again) best explained by a picture. As before, the determinant on the left-hand side of (12.1) equals the number of families of non-intersecting up-down paths in a strip, here families \( (P_{0}, P_{1}, \ldots, P_{k-1}) \) of non-intersecting Dyck paths of height at most \( 2k \), where \( P_{i} \) runs from \((-2i, 0)\) to \((2n + 2i, 0)\), \( i = 0, 1, \ldots, k-1 \). Figure 15 provides an example for \( k = 4 \) and \( n = 8 \). It illustrates a bijection between these families of non-intersecting Dyck paths and sequences \((a_{1}, a_{2}, \ldots, a_{n-1})\) with \( 1 \leq a_{i} \leq k + 1 \) for all \( i \), by reading the heights of the “even” lattice points that are not occupied by any of the paths, and finally dividing these heights by 2 and adding 1 to the result. In the
figure, these non-occupied points are indicated by circles, and the value that is assigned to them according to the above recipe is put as a label. Thus, for our example in Figure 15 we obtain the sequence $(4, 2, 1, 5, 2, 3, 1)$. It should be emphasised that here, because of the “tighter” upper bound on the paths, there are non-occupied points only above even abscissa, and hence the elements $a_i$ of these sequences are independent of each other. In particular, there is no condition of being alternating in this context.

Another family of non-intersecting bounded Dyck paths

Figure 15

This bijection immediately proves (12.1), and more generally

$$\det \left( GF \left( C_{2n+2i+2j}^{(2k)}(w_B) \right) \right)_{0 \leq i, j \leq k-1}$$

$$= \prod_{i=1}^{2k} B_i^{k-[i/2]} (B_1 B_3 \cdots B_{2k-1} + B_1 B_3 \cdots B_{2k-3} B_{2k}$$

$$+ B_1 B_3 \cdots B_{2k-5} B_{2k-2} B_{2k} + \cdots + B_2 B_4 \cdots B_{2k})^{n-1}. \quad (12.2)$$

Third, we should address the question of what happens if the bound on the paths is lifted. Phrased differently, if we consider the determinants

$$\det \left( C_{2n+2i+2j+4m}^{(2k+2m)} \right)_{0 \leq i, j \leq k-1},$$

what replaces the right-hand side of (5.1) in this “even case”? We may follow the line of argument in Section 5 of interpreting the determinant in terms of families of non-intersecting bounded Dyck paths and then mapping them to alternating tableaux (see Proposition 16). Figure 16 shows an example of a family of Dyck paths for $k = 4$, $m = 2$, and $n = 4$. The array of integers that one obtains using the idea of the proof of Proposition 16 is

$$\begin{array}{ccccccccc}
7 & 6 & 7 \\
6 & 6 & 5 & 5 & 5 & 6 & 5 \\
4 & 5 & 2 & 3 & 1 & 4 & 4 & 3 & 4 & 1
\end{array}$$
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Yet another family of non-intersecting bounded Dyck paths

Figure 16

From an alternating tableau of a shape with gaps to a plane partition

Figure 17

One observes that, here, the top-most row has a gap at every second position. The corresponding plane partition according to the translation described at the end of Section 11 is shown in Figure 17.

So, here we obtain a 5-strip shape, that is, a strip shape of *odd* width 5. Obviously, the determinant formula [16, Theorem 6.1] also applies here. However, if one wishes to find a determinant formula that is analogous to the one in (5.9), then one would have to adapt Jin’s [15] extension of the ribbon determinant formulae of Lascoux and Pragacz [23] and of Hamel and Goulden [14] to thickened ribbons to the present situation. Although this is certainly feasible, it would again not produce reciprocity laws.

(2) Another question that may have occurred to the reader is whether it is possible to “mix alternating sequences of even and odd length”? The background is that all our results (with the exception of Corollary 11) involve either alternating sequences of even
length (such as, for example, the second statement in Theorem 4 or the results in Section 6) or of odd length (such as, for example, the first statement in Theorem 4 or the results in Section 5), but not both together. Here we report a conjectural identity where the two are “mixed”. As it turns out, on the side of the up-down paths one must sum over all possible ending heights.

**Conjecture 50.** For all non-negative integers \( n, k, m \), we have

\[
\det \left( \sum_{s=0}^{2k+2m-1} C_{n+i+j+2m-1}^{(2k+2m-1)} (0 \rightarrow s) \right)_{0 \leq i, j \leq k-1} = (-1)^{\binom{2k+2m-1}{2} + \binom{k}{2}} \det \left( |A_{n+i+j}^{(k+m)}| \right)_{0 \leq i, j \leq m-1}. \tag{12.3}
\]

There are closed-form evaluations for the “even cases” of the determinants on the left-hand side of (12.3) if the up-down paths are restricted to “very tight” strips.

**Theorem 51.** Let \( n \) be a non-negative integer and \( k \) be a positive integer. Then we have

\[
\det \left( \sum_{s=0}^{4k} C_{n+i+j+1}^{(2k)} (0 \rightarrow s) \right)_{0 \leq i, j \leq 2k-1} = (-1)^{k(n-1)} (2k + 1)^n \tag{12.4}
\]

and

\[
\det \left( \sum_{s=0}^{4k-2} C_{n+i+j}^{(2k-2)} (0 \rightarrow s) \right)_{0 \leq i, j \leq 2k-1} = (-1)^{kn} 2^n. \tag{12.5}
\]

**Proof.** We start with (12.4). Write \( a(n, k) \) for \( \sum_{s=0}^{k} C_{n+i+j}^{(k)} (0 \rightarrow s) \). We claim that we have

\[
\sum_{n \geq 0} a(n, k)x^n = \frac{U_{\lfloor k/2 \rfloor} (1/2x) (U_{\lfloor (k+1)/2 \rfloor} (1/2x) + U_{\lfloor (k-1)/2 \rfloor} (1/2x))}{xU_{k+1} (1/2x)}.
\]

The claim can be easily verified by using (2.3) and the substitution trick explained in the proof of Corollary 11. Alternatively, one may consult [6, Eq. (1.27)].

Now let \( A_k(n) \) be the matrix \( (a(n + i + j, 4k))_{0 \leq i, j \leq 2k-1} \). Then we claim that

\[
A_k(n + 1) = A_k(n)
\]

\[
\begin{pmatrix}
0 & 0 & \ldots & -\alpha_{2k} \\
1 & 0 & \ldots & -\alpha_{2k-1} \\
0 & 1 & \ldots & -\alpha_{2k-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & -\alpha_2 \\
0 & 0 & \ldots & 1 & -\alpha_1
\end{pmatrix}, \quad \text{for } n \geq 1, \tag{12.7}
\]

where

\[
\sum_{i=0}^{2k} \alpha_i x^i = \frac{x^{2k+1} U_{4k+1} (1/2x)}{U_{2k} (1/2x)} = 2x^{2k+1} T_{2k+1} (1/2x). \tag{12.8}
\]
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Here, $T_n(x)$ denotes the $n$-th Chebyshev polynomial of the first kind, given by

$$T_n(x) = \sum_{j \geq 0} (-1)^j \frac{n}{2(n-j)} \binom{n-j}{j} (2x)^{n-2j}. \quad (12.9)$$

The equality in (12.8) can again be checked using the aforementioned substitution trick. It should be noted that the last expression in (12.8) is visibly a polynomial of degree $2k$ with constant term 1. By multiplication of the right-hand sides of (12.6) with $k$ replaced by $4k$ and of (12.8), we obtain

$$\sum_{n \geq 0} x^n \sum_{i=0}^{2k} \alpha_i a(n-i, 4k) = 2x^{2k} \left( U_{2k}(1/2x) + U_{2k-1}(1/2x) \right).$$

The right-hand side is a polynomial of degree $2k$. Hence,

$$\sum_{i=0}^{2k} \alpha_i a(n-i, 4k) = 0, \quad \text{for } n > 2k,$$

or, equivalently,

$$a(n, 4k) = -\sum_{i=1}^{2k} \alpha_i a(n-i, 4k), \quad \text{for } n > 2k.$$

This establishes the claim in (12.7).

Taking determinants on both sides of (12.7), we arrive at the recurrence

$$\det A_k(n+1) = \alpha_{2k} \det A_k(n), \quad \text{for } n \geq 1.$$

By the explicit form (12.9) of the Chebyshev polynomials of the first kind and (12.8), we see that $\alpha_{2k} = (-1)^k (2k+1)$.

We have everything built up for an inductive proof of (12.4), except for the start of the induction, the evaluation of $\det A_k(1)$. The $(i, j)$-entry of $A_k(1)$ is $a(1+i+j, 4k)$, $0 \leq i, j \leq 2k-1$, the number of up-down paths starting at $(0, 0)$ not passing below the $x$-axis and not passing above height $4k$. However, the paths take at most $1 + (2k - 1) + (2k - 1) = 4k - 1$ steps so that the upper restriction is without relevance. The number of up-down paths taking $n$ steps starting at $(0, 0)$ and never passing below the $x$-axis is well known to be $\binom{n}{\lfloor n/2 \rfloor}$. Therefore we have

$$\det A_k(1) = \det \left( \binom{i+j+1}{\lfloor (i+j+1)/2 \rfloor} \right) = (-1)^k,$$

where the last equality follows for instance from [22, Eq. (6.3)]. This completes the proof of (12.4).
Equation (12.5) can be proved in a similar manner. Let \( B_k(n) \) be the matrix \((a(n + i + j, 4k - 2))_{0 \leq i,j \leq 2k-1} \). Then we claim that

\[
B_k(n + 1) = B_k(n) \begin{pmatrix}
0 & 0 & \ldots & -\beta_{2k} \\
1 & 0 & \ldots & -\beta_{2k-1} \\
0 & 1 & \ldots & -\beta_{2k-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & -\beta_2 \\
0 & 0 & \ldots & 1 & -\beta_1
\end{pmatrix}, \quad \text{for } n \geq 1,
\]

for \( n \geq 1 \), \( \beta_{2k} = \sum_{i=0}^{2k} \beta_i x^i = \frac{x^{2k}U_{4k-1}(1/2x)}{U_{2k-1}(1/2x)} = 2x^{2k}T_{2k}(1/2x). \) (12.10)

Here we obtain

\[
\sum_{n \geq 0} x^n \sum_{i=0}^{2k} \beta_i a(n - i, 4k - 2) = 2x^{2k-1}(U_{2k-1}(1/2x) + U_{2k-2}(1/2x)),
\]

and consequently

\[
a(n, 4k - 2) = -\sum_{i=1}^{2k} \beta_i a(n - i, 4k - 2), \quad \text{for } n \geq 2k.
\]

This establishes the claim in (12.10).

Taking determinants on both sides of (12.10), we arrive at the recurrence

\[
\det B_k(n + 1) = \beta_{2k} \det B_k(n), \quad \text{for } n \geq 0.
\]

By the explicit form (12.9) of the Chebyshev polynomials of the first kind and (12.11), we see that \( \beta_{2k} = 2(-1)^k \).

Finally, we have to evaluate the determinant of

\[
B_k(0) = (a(i + j, 4k - 2))_{0 \leq i,j \leq 2k-1} = \left( \frac{i + j}{[(i + j)/2]} \right)_{0 \leq i,j \leq 2k-1}.
\]

This determinant turns out to equal 1 (cf. e.g. [22, Eq. (6.2)]). This completes the proof of (12.4) and, thus, of the theorem. \( \square \)

We refer the reader to Corollary 61 for the extension of Theorem 51 to negative integers.

(3) It was pointed out earlier that the generating function formulae in Theorems 1 and 27 can actually be extended to the “Motzkin case”. To make this precise, we define a three-step path to be a path consisting of up-steps \((1, 1)\), level steps \((1, 0)\), and down-steps \((1, -1)\). We denote the set of all three-step paths from \((0, r)\) to \((n, s)\) of height at most \(k\)
that never pass below the $x$-axis by $\mathcal{M}^{(k)}_n(r \to s)$. Strictly speaking, Motzkin paths are the paths in $\bigcup_{n \geq 0} \mathcal{M}^{(\infty)}_n(0 \to 0)$, that is, those three-step paths that start and end on the $x$-axis, and never pass below the $x$-axis.

Assign weights to the steps by defining the weight of an up-step to be 1, the weight of a down-step from height $h$ to height $h-1$ to be $\lambda_h$, and extend this weight, $w$ say, to three-step paths $P$ by defining $w(P)$ to be the product of all weights of the steps of $P$.

For the statement of the formula, we need to introduce the (orthogonal) polynomials $(p_n(x))_{n \geq 0}$ satisfying the three-term recurrence

$$xp_n(x) = p_{n+1}(x) + b_n p_n(x) + \lambda_n p_{n-1}(x), \quad \text{for } n \geq 1,$$

with initial conditions $p_0(x) = 1$ and $p_1(x) = x - b_0$. Finally, we introduce the operator $T$, which, when applied to a polynomial in the $b_i$’s and $\lambda_i$’s, replaces each $b_i$ by $b_{i+1}$ and each $\lambda_i$ by $\lambda_{i+1}$ for all $i$.

With these notations, the aforementioned formula from [34, Ch. V, Eq. (27)] (see also [20, Theorem 10.11.1]) is the following.

**Theorem 52.** Let $k, r, s$ be non-negative integers with $r, s \leq k$. Then

$$\sum_{n \geq 0} \text{GF} \left( \mathcal{M}^{(k)}_n(r \to s); w \right) x^n = \begin{cases} 
\frac{p_r(1/x)T^{r+1}p_{k-s}(1/x)}{xp_{k+1}(1/x)}, & \text{if } r \leq s, \\
\lambda_r \cdots \lambda_{s+1} \frac{p_s(1/x)T^{r+1}p_{k-r}(1/x)}{xp_{k+1}(1/x)}, & \text{if } r \geq s.
\end{cases}$$

In particular, the generating function for bounded three-step paths from height $r$ to height $s$ is again a rational function, and therefore we may think of extending the sequence $(\text{GF} \left( \mathcal{M}^{(k)}_n(r \to s); w \right))_{n \geq 0}$ to negative $n$.

We report here a conjecture hinting at the possibility of reciprocity laws in the Motzkin path context.

Let us write $M^{(k)}_n$ for $|\mathcal{M}^{(k)}_n(0 \to 0)|$. If we choose $r = s = 0$ and $b_i = \lambda_i = 1$ for all $i$, then we obtain

$$\sum_{n \geq 0} M^{(k)}_n x^n = \frac{U_{k}(\frac{1-x}{2x})}{xU_{k+1}(\frac{1-x}{2x})}, \quad (12.12)$$

as is not too difficult to see. It turns out that the sequence $(M^{(k)}_n)_{n \geq 0}$ can be extended to negative indices $n$ if and only if $k \not\equiv 1 \pmod{3}$. This is similar to the sequence $(c^{(k)}_n)_{n \geq 0}$, which could be extended to negative indices $n$ if and only if $k \not\equiv 0 \pmod{2}$. The reason is the same as in Item (1): for $k \equiv 1 \pmod{3}$, numerator and denominator of the rational fraction on the right-hand side of (12.12) have the same degree. Also here, we could remedy this by “correcting” $M^{(3k+1)}_0$ to $(2k+1)/(2k+2)$, again at the expense of obtaining non-integer values for negative indices $n$.

At any rate, computer experiments suggest the following conjecture.
Conjecture 53. For all positive integers $n, k, m$, we have

$$\det \left( M_{n+i+j+2m-2}^{(k+m-1)} \right)_{0 \leq i, j \leq k-1} = (-1)^{n[(k+m)/3]} \det \left( M_{-n-i-j}^{(k+m-1)} \right)_{0 \leq i, j \leq m-1}, \text{ for } k + m \not\equiv 2 \text{ (mod 3)}. \quad (12.13)$$

Equation (12.13) must be seen as the “Motzkin analogue” of (5.1). There is also a “Motzkin analogue” of the “even” evaluation in (12.1). Since it can be proved by following the idea of the proof of Theorem 51, we omit its proof.

Theorem 54. For all positive integers $n$ and $k$, we have

$$\det \left( M_{n+i+j}^{(k)} \right)_{0 \leq i, j \leq k-1} = (-1)^{n[(k+1)/3]} \left( \frac{2k+4}{3} \right)^{n-1}, \text{ for } k \equiv 1 \text{ (mod 3)}. \quad (12.14)$$

It may be that there are also weighted versions of (12.13) and (12.14), as well as there may be “Motzkin analogues” of our reciprocity laws in Sections 6, 7, and 10.

At present, we do not know how to prove Conjecture 53. It is nevertheless tempting to approach a proof of (12.13), say, in the same way as we proved Theorems 15 and 34. Namely, by the Lindström–Gessel–Viennot theorem [24, Lemma 1], the determinant on the left-hand side of (12.13) equals $\sum_{\mathcal{P}} \text{sgn} \mathcal{P}$, where the sum runs over all families $(P_0, P_1, \ldots, P_{k-1})$ of Motzkin paths of height at most $k+m-1$, where $P_i$ runs from $(-i, 0)$ to $(n+2m+\sigma(i)-2, 0)$, $i = 0, 1, \ldots, k-1$, for some permutation $\sigma \in S_k$, with $S_k$ denoting the set of permutations of $\{0, 1, \ldots, k-1\}$; the sign $\text{sgn} \mathcal{P}$ is by definition equal to $\text{sgn} \sigma$.

An example of such a family of non-intersecting Motzkin paths for $k = 4$, $m = 3$, $n = 7$, and the permutation $\sigma$ is given by $\sigma(0) = 3$, $\sigma(1) = 2$, $\sigma(2) = 0$, $\sigma(3) = 1$, is shown in Figure 18. (At this point, circled points and attached labels, as well as dotted lines should be ignored.)

A family of non-intersecting Motzkin paths

Figure 18
Again, we may now use the non-occupied lattice points to map the family of Motzkin paths to certain arrays of numbers. In Figure 18, we have indicated the (relevant) non-occupied lattice points by circles, and the labels given equal the heights of the points plus 1. These labels are then assembled in an array, similar to what we did in the proof of Proposition 16. The array which corresponds to the path family in Figure 18 is

\[
\begin{array}{ccccccc}
7 & 6 & 5 & 5 & 6 & 7 \\
5 & 5 & 3 & 3 & 4 & 2 & 2 & 3 \\
2 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & 1 & 2
\end{array}
\]

There are two important differences to the situation in the proof of Proposition 16: first, the arrays that we obtain have the property that entries along columns are decreasing (from top to bottom), but there is no condition for the entries along rows. Second, the map from path families to arrays is not a bijection, but rather a many-to-one mapping. Namely, if in a path family we replace a crossing of two paths by two parallel horizontal edges, or vice versa, then the corresponding array remains the same. Thus, these arrays have to be given weights taking into account all contributions of path families that map to the same array. While, given an array, it is not difficult to compute the corresponding weight in an ad hoc fashion, at present we do not know how to do this systematically (except for the case \( m = 1 \)).

(4) One may think of variations and generalisations of the enumeration results for alternating tableaux in Section 11. We mention two such possibilities only, but will not develop them here.

In [13, Section 7], Gessel and Viennot describe a generalisation of the Jacobi–Trudi formula for skew Schur functions, the latter being the generating function for semistandard tableaux of a given skew shape, where the relation \( \leq \) that holds between entries along rows in the semistandard tableaux gets replaced by a semitransitive relation \( R \), and the strict relation \( < \) along columns gets replaced by the “reflection” \( \bar{R} \) of the negation of \( R \), \( \bar{R} = \{(a, b) : b \not{R} a\} \). We could generalise the results in Section 11 to this setting.

A variation that one may think of is to consider “weak/strict” alternating sequences, that is, sequences \( a_1 \leq a_2 > a_3 \leq a_4 > a_5 \leq \cdots \). Analogues of Theorems 4 and 28 would be easy to obtain by modifying the corresponding proofs. In the mapping from alternating sequences to heaps in the proof of Theorem 4, the only difference that arises is that one forbids segments \( i \rightarrow \overline{i}, i \geq 1 \). Everything else carries through. There are also versions of the results in Section 11 in this setting.

(5) When we introduced heaps of segments in Section 3 (see the paragraphs after Theorem 4), we mentioned that these already appeared earlier in [4] in a completely different context. To be precise, in Proposition 3.4 of [4], Bousquet-Mélou and Viennot prove (phrased in our terminology) that there is a bijection between heaps of segments with a unique

\[\text{It is important to note that a crossing of an up-step } (x, y) \rightarrow (x+1, y+1) \text{ and a down-step } (x, y+1) \rightarrow (x+1, y) \text{ is not a violation of the condition of being non-intersecting; according to [24, 12, 13], “non-intersecting” means that no two paths of a family of paths meet in a vertex of the underlying graph. In the present context, the vertices of the underlying graph are the lattice points, that is, the points with integer coordinates, in the plane.}\]
maximal segment of the form $j−1$ for some $j ≥ 1$ and (so-called) parallelogram polyominoes. (We refer the reader to [4] for the definition of those.) Via this bijection, the number of segments of a heap corresponds to the width $w(P)$ of the corresponding polyomino $P$ (the number of columns of the polyomino), the height $h(P)$ of $P$ corresponds to the sum of the lengths of the segments plus 1, and the area $a(P)$ of $P$ corresponds to the sum of the $y$-coordinates of the segments. Moreover, if the heap is restricted to the interval $[1, k]$ then all columns of the corresponding polyomino have a length of at most $k$. Our weights allow to keep track of all these statistics. This has the following consequence.

**Corollary 55.** For a positive integer $k$ and a non-negative integer $n$, we have

$$\sum_{P \text{ polyomino} \text{ column lengths } \leq k} q^{a(P)} y^{h(P)} x^{2w(P)}$$

$$= \frac{y}{k+1} \sum_{j=0}^{k} (-1)^{j} x^{2j} q^{(j+1)} \sum_{i=0}^{k-j} (yq)^i \left[ \begin{array}{c} k - i - 1 \\ j - 1 \end{array} \right]_q \left[ \begin{array}{c} i + j - 1 \\ j - 1 \end{array} \right]_q.$$  \hspace{1cm} (12.15)

**Proof.** Heaps of segments on $[1, k]$ with a unique maximal segment $j−1$ for some $j ≥ 1$ are the heaps of segments that, via the bijection in the proof of Lemma 5, correspond to alternating sequences in $A_{2n+1}^{(k)}(1 \rightarrow 1)$. The corresponding generating function is given by (8.7) with $r = s = 1$, see (8.17). In our context the term $V_2$ can be ignored. The specialisation of the variables $A_i$ and $V_i$ which emulates the various statistics is $A_i = (yq)^i$ and $V_i = y^{-i}$ for $i ≥ 1$. This specialisation of denominator and numerator in (8.17) has been computed in (8.18) and (8.19), respectively. \hspace{1cm} $\Box$

Bousquet-Mélou and Viennot [4, Prop. 4.1] derive a formula for the limiting case $k = \infty$. Their formula is easy to obtain from (12.15) by letting $k \to \infty$ and then applying the $q$-binomial theorem (cf. [11, Sec. 1.3])

$$\sum_{i=0}^{\infty} \left[ \begin{array}{c} i + m - 1 \\ m - 1 \end{array} \right]_q z^i = \frac{1}{(z; q)_m},$$
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where \((z;q)_m := \prod_{i=1}^{m} (1 - zq^i)\) is the standard \(q\)-shifted factorial. Indeed, we have

\[
\sum_{P \text{ polyomino}} q^{a(P)} y^{h(P)} x^{2w(P)} = -y \sum_{j=1}^{\infty} (-1)^j x^{2j} q^{\binom{j+1}{2}} \sum_{i=0}^{\infty} (yq)^i \frac{1}{(q;q)_j} \left[ \frac{i+j-1}{j-1} \right]_q
\]

\[
= -\sum_{j=0}^{\infty} (-1)^j x^{2j} q^{\binom{j+1}{2}} \sum_{i=0}^{\infty} (yq)^i \frac{1}{(q;q)_j} \left[ \frac{i+j-1}{j-1} \right]_q
\]

\[
= -\sum_{j=0}^{\infty} \frac{(-1)^j x^{2j} q^{\binom{j+1}{2}}}{(q;q)_j (yq;q)_j}.
\]

We refer the reader to [4] and [8] for more material and references on generating functions for parallelogram polyominoes (and other classes of polyominoes).

(6) Next we report a curious fact for Hankel determinants of numbers of up-down paths in “very tight” strips, implying analogous results for Hankel determinants of numbers of bounded alternating sequences.

**Theorem 56.** Let \(n, k, r, s\) be non-negative integers with \(0 \leq r, s \leq 2k - 1\). Then

\[
\det \left( C_{2n+2i+2j+r+s}^{(2k-1)} (r \to s) \right)_{0 \leq i, j \leq k-1}
\]

\[
= \begin{cases} 
0, & \text{if } \gcd(r+1, 2k+1) \neq 1 \text{ or } \gcd(s+1, 2k+1) \neq 1, \\
(-1)^\sum_{i=0}^{k-1} (\lfloor \frac{i+1}{2} \rfloor + \lfloor \frac{i+1}{2} \rfloor) & \text{if } \gcd(r+1, 2k+1) = \gcd(s+1, 2k+1) = 1.
\end{cases} \tag{12.16}
\]

**Proof.** This follows by combining Propositions 57 and 58. \(\square\)

**Proposition 57.** With the assumptions of Theorem 56, we have

\[
\det \left( C_{2n+2i+2j+r+s}^{(2k-1)} (r \to s) \right)_{0 \leq i, j \leq k-1}
\]

\[
= \det \left( C_{2i}^{(2k-1)} (r \to 2j + \chi(r \text{ odd})) \right)_{0 \leq i, j \leq k-1}
\]

\[
\times \det \left( C_{2j}^{(2k-1)} (2i + \chi(s \text{ odd}) \to s) \right)_{0 \leq i, j \leq k-1}. \tag{12.17}
\]

Here, \(\chi(A) = 1 \text{ if } A \text{ is true and } \chi(A) = 0 \text{ otherwise.}\)

**Proof.** We show the assertion by using again non-intersecting lattice paths. By the Lindström–Gessel–Viennot theorem [24, Lemma 1], the determinant on the left-hand side
of (12.17) equals $\sum P \sigma$, where the sum is over all families $P = (P_0, P_1, \ldots, P_{k-1})$ of non-intersecting up-down paths of height at most $2k - 1$ that do not pass below the $x$-axis, where $P_i$ runs from $(-2i, r)$ to $(2n + 2\sigma(i) + r + s, s)$, $i = 0, 1, \ldots, k - 1$, for some permutation $\sigma \in \mathfrak{S}_k$; again, the sign $\sigma$ is by definition equal to $\sigma$. Figure 19 shows an example for $n = 2, k = 4, r = 2, s = 3$, and the permutation $\sigma$ is given by $\sigma(0) = 0, \sigma(1) = 1, \sigma(2) = 3, \sigma(3) = 2$.

\[
\begin{align*}
\text{Figure 19}
\end{align*}
\]

Because of the upper bound on the height of the paths, they are uniquely determined in the region between the abscissa $x = 0$ and $x = 2n + r + s$. In the figure, this is the region between the $y$-axis and the dotted vertical line. If we cut these path portions, then to the left of the $y$-axis there remains a family $Q = (Q_0, Q_1, \ldots, Q_{k-1})$ of non-intersecting up-down paths of height at most $2k - 1$ that do not pass below the $x$-axis, where $Q_i$ runs from $(-2i, r)$ to $(0, 2\tau(i) + \chi(r \text{ odd}))$, $i = 0, 1, \ldots, k - 1$, for some permutation $\tau \in \mathfrak{S}_k$, and to the right of the vertical line $x = 2n + r + s$ there remains a family $R = (R_0, R_1, \ldots, R_{k-1})$ of non-intersecting up-down paths of height at most $2k - 1$ that do not pass below the $x$-axis, where $R_i$ runs from $(2n + r + s, 2i + \chi(s \text{ odd}))$ to $(2n + r + s + 2\rho(i), s)$, $i = 0, 1, \ldots, k - 1$, for some permutation $\rho \in \mathfrak{S}_k$. By the Lindström–Gessel–Viennot theorem, the sum $\sum_Q \sigma_Q$ is given by the first determinant on the right-hand side of (12.17), and the sum $\sum_R \sigma_R$ is given by the second determinant on the right-hand side of (12.17).

**Proposition 58.** Let $k$ and $s$ be non-negative integers with $0 \leq s \leq 2k - 1$. Then

\[
\det \left( c^{(2k-1)}_{2j}(2i + \chi(s \text{ odd}) \to s) \right)_{0 \leq i, j \leq k-1} = \begin{cases} 
0, & \text{if } \gcd(s + 1, 2k + 1) \neq 1, \\
(-1)^\sum_{i=1}^{s} \frac{(i+1)!}{i+1}, & \text{if } \gcd(s + 1, 2k + 1) = 1.
\end{cases}
\]  

(12.18)
Proof. It would be desirable to find a combinatorial proof of this assertion. Since we failed to find such proof, we base our arguments on a formula for bounded up-down paths that goes back to Laplace, followed by determinant manipulations.

We write \( D_k(s) \) for the determinant on the left-hand side of (12.18). We first treat the case where \( s \) is odd, say \( s = 2S + 1 \). We use the well-known formula (see e.g. [20, Eq. (10.13)])

\[
\frac{2}{K + 2} \sum_{k=1}^{K+1} \left( \frac{2 \cos \frac{\pi k}{K + 2}}{K + 2} \right) ^\ell \sin \frac{\pi k(r + 1)}{K + 2} \sin \frac{\pi k(s + 1)}{K + 2}
\]

for the number of up-down paths of height at most \( K \) from \((0, r)\) to \((\ell, s)\) that do not pass below the \( x \)-axis. The entry \( C^{(2k-1)}_{2j}(2i + 1 \rightarrow 2S + 1) \) in the determinant in (12.18) (where \( s \) was replaced by \( 2S + 1 \)) is the number of up-down paths of height at most \( 2k-1 \) from \((0, 2i+1)\) to \((2j, 2S + 1)\) that do not pass below the \( x \)-axis. Therefore we have

\[
D_k(2S + 1) = \det \left( \sum_{i=0}^{2k} \frac{2 \cos \frac{\pi \ell}{2k + 1}}{2k + 1} \sin \frac{\pi \ell(2i + 2)}{2k + 1} \sin \frac{\pi \ell(2S + 2)}{2k + 1} \right)_{0 \leq i,j \leq k-1}
\]

\[
= \frac{2^k}{(2k + 1)^k} \sum_{1 \leq \ell_0, \ldots, \ell_{k-1} \leq 2k} \left( \prod_{i=0}^{k-1} \sin \frac{\pi \ell_i(2i + 2)}{2k + 1} \sin \frac{\pi \ell_i(2S + 2)}{2k + 1} \right)
\]

\[
\cdot \det \left( \frac{2 \cos \frac{\pi \ell_i}{2k + 1}}{2k + 1} \right)_{0 \leq i,j \leq k-1}.
\]

We take the average of the last expression over all permutations of the \( \ell_i \)'s and obtain

\[
D_k(2S + 1) = \frac{2^k}{(2k + 1)^k} \cdot \frac{1}{k!} \sum_{\sigma \in S_k} \sum_{1 \leq \ell_0, \ldots, \ell_{k-1} \leq 2k} \left( \prod_{i=0}^{k-1} \sin \frac{\pi \ell_{\sigma(i)}(2i + 2)}{2k + 1} \sin \frac{\pi \ell_{\sigma(i)}(2S + 2)}{2k + 1} \right)
\]

\[
\cdot \operatorname{sgn} \sigma \cdot \det \left( \frac{2 \cos \frac{\pi \ell_i}{2k + 1}}{2k + 1} \right)_{0 \leq i,j \leq k-1}
\]

\[
= \frac{2^k}{(2k + 1)^k} \sum_{1 \leq \ell_0 < \ldots < \ell_{k-1} \leq 2k} \left( \prod_{i=0}^{k-1} \sin \frac{2\pi \ell_i(S + 1)}{2k + 1} \right)
\]

\[
\cdot \det \left( \frac{2 \pi \ell_i(i + 1)}{2k + 1} \right)_{0 \leq i,j \leq k-1} \cdot \det \left( \frac{2 \cos \frac{\pi \ell_i}{2k + 1}}{2k + 1} \right)_{0 \leq i,j \leq k-1}.
\]

The last determinant in (12.19), a Vandermonde determinant, will vanish whenever \( \ell_{i_1} = \ell_{i_2} \) for \( i_1 \neq i_2 \), but also whenever \( \ell_{i_1} = 2k + 1 - \ell_{i_2} \) since \( \cos(\pi - x) = -\cos x \). Hence, non-zero
contributions to the multiple sum in (12.19) arise only if for the set \( \{ \ell_0, \ell_1, \ldots, \ell_{k-1} \} \) of indices we choose exactly one element out of \( \{1, 2k\} \), exactly one element out of \( \{2, 2k-1\} \), \ldots, and exactly one element out of \( \{k, k+1\} \). Moreover, each such choice produces the same summand as is not difficult to see using the relations \( \cos(\pi - x) = -\cos x \), \( \sin(2\pi + x) = \sin x \), and \( \sin(-x) = -\sin x \). These arguments imply that the sum equals \( 2^k \) times the summand for the choice \( \ell_i = i + 1, i = 0, 1, \ldots, k-1 \). Thus, we have

\[
D_k(2S + 1) = \frac{2^{2k}}{(2k + 1)^k} \left( \prod_{i=1}^{k} \sin \frac{2\pi i(S + 1)}{2k + 1} \right) \\
\cdot \det \left( \sin \frac{2\pi(j + 1)(i + 1)}{2k + 1} \right)_{0 \leq i, j \leq k-1} \cdot \det \left( 2\cos \frac{\pi(i + 1)}{2k + 1} \right)_{0 \leq i, j \leq k-1}.
\]

Both these determinants can be evaluated in closed form. Namely, we have (cf. [19, Eq. (5.4)])

\[
\det \left( \sin \frac{\pi(i + 1)\lambda_j}{m} \right)_{0 \leq i, j \leq k-1} = 2^{k^2-k} \prod_{0 \leq i < j \leq k-1} \sin \frac{\pi\lambda_i - \lambda_j}{2m} \prod_{0 \leq i \leq j \leq k-1} \sin \frac{\pi\lambda_i + \lambda_j}{2m},
\]

and in regard of the Vandermonde determinant we have

\[
\det \left( \left( 2\cos \frac{\pi\lambda_i}{m} \right)^{2j} \right)_{0 \leq i, j \leq k-1} = 2^{k^2-k} \prod_{0 \leq i < j \leq k-1} \sin \frac{\pi\lambda_i - \lambda_j}{m} \sin \frac{\pi\lambda_i + \lambda_j}{m}.
\]

Substituting this back in the last expression that we obtained in our computation, we get

\[
D_k(2S + 1) = \frac{2^{2k}}{(2k + 1)^k} \left( \prod_{i=1}^{k} \sin \frac{2\pi i(S + 1)}{2k + 1} \right) \\
\cdot 2^{k^2-k} \left( \prod_{1 \leq i < j \leq k} \sin \frac{\pi(i - j)}{2k + 1} \prod_{1 \leq i \leq j \leq k} \sin \frac{\pi(i + j)}{2k + 1} \right) \\
\cdot 2^{k^2-k} \left( \prod_{1 \leq i < j \leq k} \sin \frac{\pi(i - j)}{2k + 1} \sin \frac{\pi(i + j)}{2k + 1} \right) \\
= \frac{2^{2k^2}}{(2k + 1)^k} \left( \prod_{i=1}^{k} \sin \frac{2\pi i(S + 1)}{2k + 1} \right) \\
\cdot \left( \prod_{i=1}^{k} \sin \frac{\pi i}{2k + 1} \right)^{2k^2-2} \left( \prod_{i=1}^{k} \sin \frac{2\pi i}{2k + 1} \right).
\]
By Lemma 59, we have \[ \prod_{i=1}^{k} \sin \frac{2\pi i}{2k+1} = 2^{-k} \sqrt{2k+1}. \] However, we also have

\[ \prod_{i=1}^{k} \sin \frac{2\pi i}{2k+1} = \prod_{i=1}^{k} \sin \frac{\pi i}{2k+1} = 2^{-k} \sqrt{2k+1} \]

since \[ \sin \frac{2\pi i}{2k+1} = \sin \frac{\pi(2k+1-2i)}{2k+1} \] for all \( i = \left\lceil \frac{k+1}{2} \right\rceil, \ldots, k-1, k \). Putting these observations together, we see that

\[ D_k(2S + 1) = \frac{2^k}{\sqrt{2k+1}} \prod_{i=1}^{k} \sin \frac{2\pi i(S+1)}{2k+1}. \quad (12.20) \]

If \( \gcd(2S+2, 2k+1) \neq 1 \), then for \( i = (2k+1)/\gcd(2S+2, 2k+1) \) we have \( \sin \frac{2\pi i(S+1)}{2k+1} = 0 \), and consequently \( D_k(2S + 1) = 0 \).

On the other hand, if \( \gcd(2S+2, 2k+1) = 1 \), then we claim that, up to a sign, the product on the right-hand side of (12.20) is also equal to \( \prod_{i=1}^{k} \sin \frac{\pi i}{2k+1} = 2^{-k} \sqrt{2k+1} \). Indeed, for \( 1 \leq i \neq j \leq k \), we have \( 2i(S+1) \equiv \pm 2j(S+1) \pmod{2k+1} \), and therefore the set

\[ \{2i(S+1) \mod (2k+1) : i = 1, 2, \ldots, k\} \]

contains exactly one element of the pair \( \{j, 2k+1-j\} \), for \( j = 1, 2, \ldots, k \), proving our claim since \( \sin(-x) = -\sin x \) and \( \sin(\pi-x) = \sin x \). The sign of \( \sin \frac{2\pi i(S+1)}{2k+1} \) depends on the “location” of \( 2i(S+1) \); more precisely, if \( 2i(S+1) \in [m\pi, (m+1)\pi) \), then this sign is positive if \( m \) is even and this sign is negative otherwise. If these considerations are used in (12.20), then we arrive at

\[ D_k(2S + 1) = (-1)^{\sum_{i=1}^{k} [2i(S+1)/(2k+1)]}, \]

provided \( \gcd(2S+2, 2k+1) = 1 \). This is equivalent to the assertion of the proposition for \( s = 2S + 1 \).

Now we turn to the case where \( s \) is even, say \( s = 2S \). The reader should recall that the determinant on the left-hand side of (12.18) provides the signed enumeration of certain non-intersecting up-down paths. Hence, by a reflection in the horizontal line \( y = (2k-1)/2 \), this case is transformed into the odd case, where the ending height of the paths is now \( 2k-1-2S \). If we substitute this in the formula on the right-hand side of (12.18) and take into account that the reflection reversed the order of the starting points, creating a sign of \((-1)^{\binom{k}{2}}\), then after some manipulation we see that formula (12.18) also holds in the even case.

This finishes the proof of the proposition. \( \Box \)

**Lemma 59.** For non-negative integers \( n \), we have

\[ \prod_{j=1}^{n-1} 2 \sin \frac{j\pi}{n} = n. \]
PROOF. Let \( \omega = e^{\pi i/n} \), where \( i = \sqrt{-1} \). Then we have
\[
\prod_{j=1}^{n-1} 2 \sin \frac{j\pi}{n} = (-i)^{n-1} \prod_{j=1}^{n-1} (\omega^j - \omega^{-j}) = i^{n-1} \omega^{\binom{n}{2}} \prod_{j=1}^{n-1} (1 - \omega^{2j}) = n,
\]
since \( \omega^2 \) is a primitive \( n \)-th root of unity. \( \square \)

(7) It should be noted that all results of this article where this makes sense also hold for negative values of the parameter \( n \). In order to illustrate this: let us consider Theorem 15. Our claim is that Equation (5.1) also holds for negative values of \( n \). The reason is simple: since the sequence \( (C_{2n}^{2k+2m-1})_{n \geq 0} \) satisfies a linear recurrence with constant coefficients (dictated by the denominator of the rational function on the right-hand side of (2.3) with \( r = s = 0 \) and \( k \) replaced by \( 2k + 2m - 1 \)), this implies a linear recurrence with constant coefficients for the left-hand side of (5.1) as well as for the right-hand side. Since (5.1) holds for all non-negative integers \( n \), these recurrences for the left-hand side and for the right-hand side must be the same. Consequently, Equation (5.1) continues to hold also for negative values of \( n \).

In this case, however, this is not very exciting since it turns out that, in this way, one obtains again the same identity. Namely, let us replace \( n \) by \( -n \) in (5.1), to get
\[
\det \left( C_{(-2n+2i+2j+4m-2)}^{(2k+2m-1)} \right)_{0 \leq i,j \leq k-1} = \det \left( C_{(2n-2i-2j)}^{(2k+2m-1)} \right)_{0 \leq i,j \leq m-1}.
\]
Next we reverse the order of rows and columns in both determinants. This yields
\[
\det \left( C_{(-2n+2i+2j+4m-4)}^{(2k+2m-1)} \right)_{0 \leq i,j \leq k-1} = \det \left( C_{(2n-4m+2i+2j+2)}^{(2k+2m-1)} \right)_{0 \leq i,j \leq m-1}.
\]
Finally we replace \( n \) by \( n + 2k + 2m - 2 \). Thus, we arrive at
\[
\det \left( C_{(-2n-2i-2j)}^{(2k+2m-1)} \right)_{0 \leq i,j \leq k-1} = \det \left( C_{(2n+2i+2j+4k-2)}^{(2k+2m-1)} \right)_{0 \leq i,j \leq m-1}.
\]
Clearly, this is (5.1) in which \( k \) and \( m \) are interchanged.

It is more interesting to apply this argument in, say, Theorem 56. Let us replace \( n \) by \(-n\) in (12.16). The determinant on the left-hand side then becomes
\[
\det \left( C_{(-2n+2i+2j+r+s)}^{(2k-1)} \right)_{0 \leq i,j \leq k-1}.
\]
In view of Corollary 12, this determinant can be rewritten as a determinant of numbers of bounded alternating sequences. More precisely, we have
\[
\det \left( C_{(-2n+2i+2j+2r+2s-4)}^{(2k-1)} (2r - 2 \to 2s - 2) \right)_{0 \leq i,j \leq k-1} = (-1)^{k+r+s} \det \left( A_{(2n-2i-2j-2r-2s+5)}^{(k)} (r \to s) \right)_{0 \leq i,j \leq k-1}
\]
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we obtain the following corollary from Theorem 51. A sequence can be extended to negative indices. Then, using the same reasoning as above, and then recall that, by Proposition 57, all these determinants are independent of $n$. This leads to

$$
\text{det} \left( C_{-2n+2i+2j+2r+2s}^{(2k-1)}(2r - 2 \to 2s - 2) \right)_{0 \leq i, j \leq k-1} = (-1)^{k(r+s)} \text{det} \left( |A_{2n-2i-2j-2r-2s+4}^{(k)}(r \to s)| \right)_{0 \leq i, j \leq k-1}.
$$

In both determinants on the right-hand sides we reverse the order of rows and columns and then recall that, by Proposition 57, all these determinants are independent of $n$. This leads to

$$
\text{det} \left( C_{-2n+2i+2j+2r+2s-4}^{(2k-1)}(2r - 2 \to 2s - 2) \right)_{0 \leq i, j \leq k-1} = (-1)^{k(r+s)} \text{det} \left( |A_{2n+2i+2j+1}^{(k)}(r \to s)| \right)_{0 \leq i, j \leq k-1}
$$
and

$$
\text{det} \left( C_{-2n+2i+2j+2r+2s-3}^{(2k-1)}(2r - 2 \to 2s - 1) \right)_{0 \leq i, j \leq k-1} = (-1)^{k(r+s)} \text{det} \left( |A_{2n+2i+2j}^{(k)}(r \to s)| \right)_{0 \leq i, j \leq k-1}.
$$

In combination with Theorem 56, this proves the following result.

**Corollary 60.** Let $n, k, r, s$ be non-negative integers with $0 \leq r, s \leq 2k - 1$. Then

$$
\text{det} \left( |A_{2n+2i+2j+1}^{(k)}(r \to s)| \right)_{0 \leq i, j \leq k-1} = \begin{cases} 
0, & \text{if } \gcd(2r - 1, 2k + 1) \neq 1 \text{ or } \gcd(2s - 1, 2k + 1) \neq 1, \\
(-1)^{k(r+s) + \sum_{i=1}^{k} \left( |\frac{n+1}{2n+1}| + |\frac{i+1}{2n+1}| \right)}, & \text{if } \gcd(2r - 1, 2k + 1) = \gcd(2s - 1, 2k + 1) = 1. 
\end{cases}
$$

(12.21)

and

$$
\text{det} \left( |A_{2n+2i+2j}^{(k)}(r \to s)| \right)_{0 \leq i, j \leq k-1} = \begin{cases} 
0, & \text{if } \gcd(2r - 1, 2k + 1) \neq 1 \text{ or } \gcd(2s, 2k + 1) \neq 1, \\
(-1)^{k(r+s) + \sum_{i=1}^{k} \left( |\frac{n+1}{2n+1}| + |\frac{i+1}{2n+1}| \right)}, & \text{if } \gcd(2r - 1, 2k + 1) = \gcd(2s, 2k + 1) = 1. 
\end{cases}
$$

(12.22)

We present one more application of this extension idea. It concerns the identities (12.4) and (12.5). Let us again write $a(n, k)$ for $\sum_{s=0}^{k} C_{n}^{(k)}(0 \to s)$. Inspection of numerator and denominator degrees in (12.6) with $k$ replaced by $4k - 2$ shows that the sequence $(a(n, 4k - 2))_{n \geq 0}$ can be extended to negative integers $n$ by using the linear recurrence with constant coefficients that the sequence satisfies. This is not quite so for the sequence $(a(n, 4k))_{n \geq 0}$ since numerator and denominator degrees in (12.6) with $k$ replaced by $4k$ are the same, causing the constant term to violate the linear recurrence with constant coefficients that the sequence satisfies otherwise. To “repair” this, we define the modified sequence $(\tilde{a}(n, 4k))_{n \geq 0}$ by $\tilde{a}(n, 4k) = a(n, 4k)$ for $n \geq 1$, and $\tilde{a}(0, 4k) = \frac{2k}{2k+1}$. This sequence can be extended to negative indices. Then, using the same reasoning as above, we obtain the following corollary from Theorem 51.
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Corollary 61. Let $n$ be a non-negative integer and $k$ be a positive integer. Then we have

$$\det \left(\tilde{a}(-n-i-j,4k)\right)_{0\leq i,j\leq 2k-1} = (-1)^{k(n-1)}(2k+1)^{-n-4k} \quad (12.23)$$

and

$$\det \left(a(-n-i-j,4k-2)\right)_{0\leq i,j\leq 2k-1} = (-1)^{kn}2^{-n-4k+2}. \quad (12.24)$$

Proof. In (12.4) and (12.5), we replace $n$ by $-n$. Furthermore, we reverse the order of rows and columns of the matrices, that is, we replace $i$ by $2k-1-i$ and $j$ by $2k-1-j$. To complete the proof, $n$ has to be shifted by $4k$ to obtain (12.23), and by $4k-2$ to obtain (12.24). □
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