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We theoretically investigate asymmetric two-junction SQUIDs with different current-phase relations in the two Josephson junctions, involving higher Josephson harmonics. Our main focus is on the “minimal model” with one junction in the SQUID loop possessing the sinusoidal current-phase relation and the other one featuring additional second harmonic. The current-voltage characteristic (CVC) turns out to be asymmetric, \(I(-V) \neq -I(V)\). The asymmetry is due to the presence of the second harmonic and depends on the magnetic flux through the interferometer loop, vanishing only at special values of the flux such as integer or half-integer in the units of the flux quantum. The system thus demonstrates the flux-tunable Josephson diode effect (JDE), the simplest manifestations of which is the direction dependence of the critical current. We analyze asymmetry of the overall \(I(V)\) shape both in the absence and in the presence of external ac irradiation. In the voltage-source case of external signal, the CVC demonstrates the Shapiro spikes. The integer spikes are asymmetric (manifestation of the JDE) while the half-integer spikes remain symmetric. In the current-source case, the CVC demonstrates the Shapiro steps. The JDE manifests itself in asymmetry of the overall CVC shape, including integer and half-integer steps.
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I. INTRODUCTION

The diode effect in electronic charge transport is fundamentally important from the scientific point of view, and finds numerous applications in devices like rectifiers, filters, and current converters [1]. At present, its superconducting version, the superconducting diode effect (SDE) is being actively studied both theoretically and experimentally. This topic is particularly interesting because the SDE (nonreciprocity of supercurrent) can arise in various physical systems due to different mechanisms. First, the SDE can arise in bulk (extended) superconducting systems [2–10]. The necessary ingredients are
usually broken time-reversal and inversion symmetries, which can be realized, e.g., due to magnetic field (or exchange field in ferromagnets) and spin-orbit coupling. Topological materials and materials without a center of inversion can be advantageous for achieving the necessary requirements: breaking of the inversion symmetry can also be achieved due to artificial structuring [11, 12]. The SDE can also be realized due to vortices pinned or controlled by various types of asymmetric forces (asymmetric configurations of magnetic field, asymmetric traps, or asymmetric surface barriers) [13–18]: in the context of vortex motion the SDE is often referred to as the ratchet effect. (At the same time, to avoid misunderstanding, we note that the physics we are discussing now is different from the stochastic ratchet effect that arises in nonequilibrium dynamics of nonlinear systems with asymmetric potential [19, 20]. In those systems, a directed transport can arise due to noise even in the absence of a bias. We do not consider noise effects in this paper.)

Second, similar physical mechanisms [21–28] or certain charging effects [29–31] can lead to the SDE in Josephson junctions (JJs); in this context it can be called the Josephson diode effect (JDE). This brings the rich physics of the Josephson effect [32, 33] into play. Asymmetry of the Josephson effect with respect to the current direction implies realization of the JDE.

Additional versatility arises in SQUIDs, the Josephson systems of interferometer type [32, 33]. A system of this type is shown in Fig. 1(a); the interferometer loop contains two JJs and is threaded by magnetic flux $\Phi$. The up-down asymmetry of such a system (asymmetry between junctions $a$ and $b$ in the presence of magnetic flux may lead to the left-right asymmetry for the current (the JDE). This is exemplified by SQUIDs with asymmetry of effective inductances included into the two interferometer arms [32, 34, 35] or with an additional JJ included into one of the arms [36].

Alternatively, the up-down asymmetry of the SQUID may be caused by higher Josephson harmonics in the (super)current-phase relation (CPR) of the JJs constituting the SQUID [37–39]. In this paper, we develop analytical methods allowing us to describe the current-voltage characteristic (CVC) of asymmetric SQUIDs both in the absence and in the presence of external irradiation. We analytically prove and characterize the JDE in asymmetric SQUIDs with higher Josephson harmonics, supporting our analytical results by numerical calculations.

The higher Josephson harmonics (contributions to the supercurrent of the form $\sin n \varphi$ with $n > 1$, where $\varphi$ is the superconducting phase difference across a JJ) naturally arise in various types of JJs with not too low transparencies of their weak-link regions [33, 40]. Even if the two JJs in a SQUID are of the same type, they can have different CPRs due to variations of parameters if the weak link is represented by, e.g., a constriction (point contact) or a normal metal. Additional versatility is provided by JJs with ferromagnetic weak links, in which the first harmonic can be suppressed due to vicinity of the $0$–$\pi$ transition [41–45]. Recently, SQUIDs with high-transparency JJs have been realized and the presence of higher harmonics in their CPR has been experimentally demonstrated [46]. This certifies that the system that we study can be realized in experiment. Importantly, realization of asymmetric higher-harmonic SQUIDs does not require exotic materials. At the same time, alternatively, such SQUIDs can effectively be realized with the help of topological materials due to asymmetry between the current-carrying edge states [22]. In this case, the role of the two JJs in the SQUID is played by the two edge channels.

The paper is organized as follows: In Sec. II, we formulate general equations of the RSJ model suitable for describing the SQUIDs with higher Josephson harmonics. In Sec. III, we formulate the minimal model of an asymmetric higher-harmonic SQUID demonstrating the JDE. The model is characterized by sinusoidal contributions to the CPRs in both the JJs and, additionally, the second-harmonic contribution in one of them. In Sec. IV, we analyze the CVC of our minimal model in the limit of large current. In Sec. V, we analyze the CVC in the limit of small second harmonic. In Secs. VI and VII, we consider the Shapiro spikes and Shapiro steps, respectively, in the presence of external irradiation. In Sec. VIII, we discuss the obtained results. In Sec. IX, we present our
conclusions. Finally, some details of calculations are presented in the Appendices.

II. GENERAL EQUATIONS

A. RSJ model, single sinusoidal junction

In order to establish the reference point for our further calculations and to set up notation, we start by reviewing the standard resistively-shunted junction (RSJ) model [32, 33, 47]. In its simplest form, this model represents a realistic Josephson junction (JJ) as the ideal JJ with the critical current $I_1$ shunted by the resistor with resistance $R$, and the CPR of the ideal JJ is assumed to be sinusoidal, $I_s(\varphi) = I_1 \sin \varphi$. The time dependence is assumed to enter only through $\varphi(t)$, which implies adiabatic approximation [48].

The natural unit of frequency in this model is

$$\omega_0 = 2e I_1 R / \hbar,$$

and we define dimensionless time, total current, and voltage bias as

$$\tau = \omega_0 t, \quad j = I / I_1, \quad v = V / I_1 R,$$

respectively.

The second Josephson relation (between voltage and phase) and the RSJ equation (for the phase) then take the form

$$v = \dot{\varphi},$$

$$\varphi + \sin \varphi = j$$  \hspace{1cm} (4)

(dot here stands for $d/d\tau$). In the regime of fixed current, at $|j| < 1$, we have the stationary Josephson effect, with time-independent phase determined from relation $\sin \varphi = j$. At $|j| > 1$, the Josephson effect is nonstationary (corresponding to the time-dependent $\varphi$), and Eq. (4) can be integrated, which results in [49]

$$\varphi(\tau) = 2 \arctan \left[ \frac{1 + \nu \tan(\nu \tau / 2)}{\sqrt{\nu^2 + 1}} \right] + 2 \pi n,$$

$$v(\tau) = \frac{j^2 - 1}{\nu \cot(\nu \tau - \alpha)},$$

where

$$\nu = \sqrt{j^2 - 1}, \quad \cos \alpha = 1/j, \quad \sin \alpha = \sqrt{j^2 - 1} / j.$$  \hspace{1cm} (7)

Here, we have used our freedom to choose the integration constant, fixing the initial time (or, equivalently, fixing the phase of the Josephson oscillations). In Eq. (7), we have used notation

$$\sqrt{\ldots} \equiv \text{sgn}(j) \sqrt{j^2 - 1},$$

where $\sqrt{\ldots}$ is a positive quantity. This sign convention allows us to consider the CVC [49–51]

$$\overline{v} = \nu$$  \hspace{1cm} (9)

[where the overline stands for time-averaging of $v(\tau)$] as an odd function defined both at positive and negative $j$.

Note that while Eq. (9) can be obtained directly as a result of time averaging of Eq. (6), this relation is actually a general relation for periodic processes. Indeed, if we have a periodic variation of $v$ with period $T$ and frequency $\nu = 2\pi / T$ (so that after time $T$ the bias $v$ returns to its initial value, while $\varphi$ changes by $2\pi$), then from the general Josephson relation (3) we find

$$\overline{v} = \frac{1}{T} \int_0^T v d\tau = \frac{1}{T} \left. v(\varphi) \right|_0^T = \nu.$$  \hspace{1cm} (10)

In Eq. (5), the arctangent is $2\pi / \nu$-periodic while the overall growth of $\varphi(\tau)$ with time is described by the staircase function

$$n(\tau) = \left[ \nu \tau / 2\pi \right],$$

where $[\ldots]$ denotes rounding to the nearest integer.

B. Higher harmonics

In many physical situations, due to the presence of high-transmission conducting channels in the weak link, the CPR of a JJ can deviate from sinusoidal due to higher Josephson harmonics [33, 40]:

$$I_s(\varphi) = \sum_{n=1}^{\infty} I_n \sin n \varphi.$$  \hspace{1cm} (12)

This is actually so even in the case of the standard tunneling junction if higher orders with respect to the interface transparency are taken into account [52–54].

In the presence of higher Josephson harmonics, if we still normalize the current to the amplitude of the first harmonic, Eq. (4) should be substituted by

$$\dot{\varphi} + J(\varphi) = j, \quad J(\varphi) = I_s(\varphi) / I_1.$$  \hspace{1cm} (13)

At the same time, Eqs. (1)–(3), (9), and (10) are left intact.

C. SQUID

A two-junction dc SQUID is a parallel connection of two JJs (indexed below as $a$ and $b$) [47], see Fig. 1(a). This type of interferometer is sensitive to the magnetic flux $\Phi$ threading the superconducting loop. The flux leads to the difference between the phase jumps at the two JJs:

$$\varphi_a - \varphi_b = \phi, \quad \phi = 2 \pi \Phi / \Phi_0.$$  \hspace{1cm} (14)

Defining $\varphi$ as the average of the two phase jumps, we can write the CPR of the SQUID as

$$I_s(\varphi, \phi) = I_a(\varphi_a) + I_b(\varphi_b) = I_a(\varphi + \phi / 2) + I_b(\varphi - \phi / 2).$$  \hspace{1cm} (15)
The CPR of each individual JJ is generally a sum of the Josephson harmonics,
\[ I_{a(b)}(\varphi) = \sum_{n=1}^{\infty} I_{a(b)n} \sin n\varphi. \] (16)

In the simplest case of sinusoidal JJs, only the first harmonics are retained. Then
\[ I_a(\varphi, \phi) = I_{a1} \sin (\varphi + \phi/2) + I_{b1} \sin (\varphi - \phi/2) = I_1(\phi) \sin(\varphi + \gamma), \] (17)
where the critical current of the SQUID (the amplitude of the first harmonic) and the phase shift are determined by the following relations:
\[ I_1(\phi) = \sqrt{I_{a1}^2 + I_{b1}^2 + 2I_{a1}I_{b1} \cos \phi}, \] (18)
\[ \tan \gamma = \frac{I_{a1} - I_{b1}}{I_{a1} + I_{b1}} \tan \frac{\phi}{2}. \] (19)

The effective CPR (17) is still sinusoidal (while the phase can be shifted in order to eliminate \( \gamma \)). Therefore, the RSJ formulas of Sec. II A are valid with the only remark that the first-harmonic amplitude is now flux-dependent according to Eq. (18).

### III. MODEL: ASYMMETRIC HIGHER-HARMONIC SQUID AS A JOSEPHSON DIODE

In any JJ, one can define the critical currents \( I_+ \) and \( I_- \) corresponding to the two opposite directions of the current flow. In a single JJ, \( I_+ = I_- \). At the same time, in a SQUID, at \( \phi \neq 0 \mod \pi \), the two critical currents are different in the general case. A system with \( I_+ \neq I_- \) can be called a superconducting Josephson diode as this implies nonreciprocal properties of the supercurrent.

Actually, in a SQUID, \( I_+ = I_- \) only in certain special cases, e.g., (a) in a symmetric SQUID with \( I_a(\varphi) = I_b(\varphi) \) (at arbitrary number and amplitudes of the harmonics), (b) in the case when \( I_a(\varphi) \) and \( I_b(\varphi) \) are both described by the same single harmonic (with arbitrary amplitudes in the two junctions).

The most practical example of case (b) is when \( I_a(\varphi) \) and \( I_b(\varphi) \) are both sinusoidal. The SQUID can then be asymmetric, so that the critical currents of the two JJ are different; the SQUID is anyway characterized by \( I_+ = I_- \) in this case. In order to consider nonreciprocal effect with direction-dependent critical current, we consider the simplest asymmetric higher-harmonic SQUID with
\[ I_a(\varphi) = I_{a1} \sin \varphi, \quad I_b(\varphi) = I_{b1} \sin \varphi + I_{b2} \sin 2\varphi. \] (20)

Different harmonic content of the two CPRs is already sufficient for the JDE. So, inclusion of the higher (second) harmonic in addition to the first one in only one of the junctions can be considered as a “minimal model” of the SQUID diode [37–39], see Fig. 1.

### FIG. 2. CVC of the “minimal model”, see Eq. (21), of the asymmetric higher-harmonic SQUID at \( \tilde{\phi} = \pi/2 \) and at different amplitudes \( A \) of the second harmonic. The dashed line corresponds to the ohmic law \( j = \pi \). The asymmetry of the CVC curves, \( j(\pi) \neq j(\pi) \), is a manifestation of the JDE.

We normalize the CPR of the SQUID, Eq. (15), by the amplitude of the first harmonic, Eq. (18). We also shift the phase \( \varphi \) by \( \gamma \), so that the sum of the first harmonics produces \( \sin \varphi \) after normalization, see Eq. (17) (the shift can be considered as a redefinition of the phase, which is anyway not important in a dynamical problem in the presence of voltage bias). As a result, we obtain the RSJ equation in the form of Eq. (13) with
\[ J(\varphi) = \sin \varphi + A \sin(2\varphi - \tilde{\phi}), \] (21)
where
\[ A(\phi) = I_{b2}/I_{a1}(\phi), \quad \tilde{\phi} = \phi + 2\gamma(\phi). \] (22)

Here, \( \tilde{\phi} \) plays the role of effective phase shift between the two Josephson harmonics. The diode effect is present if \( \phi \neq 0 \mod \pi \), i.e., if \( \phi \) is not an integer multiple of \( \pi \), see Fig. 1(c). In particular, this implies \( \phi \neq 0 \mod \pi \). In the case of equal first harmonics, \( I_{a1} = I_{b1} \), the effective phase shift coincides with the normalized flux, \( \tilde{\phi} = \phi \). Our model thus requires solving Eqs. (3), (9), (13), and (21). Various quantities entering those equations are, in turn, defined in Eqs. (1), (2), (14), (18), (19), and (22).

Interestingly, the same form of the CPR, Eq. (21), effectively arises in different physical systems such as combined 0-\( \pi \) JJs in magnetic field [55], JJs between exotic superconductors with broken time-reversal symmetry [56], and SQUIDs with three sinusoidal JJs in the loop [36]. The asymmetry between \( I_+ \) and \( I_- \), and also asymmetry of the magnetic diffraction pattern have been discussed in those contexts.

The CVC of our minimal model can be calculated numerically, see Fig. 2. In the next two sections, we develop analytical theory that provides results in the limits cases of either large \( j \) or small \( A \).
IV. CVC: HARMONIC PERTURBATION THEORY IN THE LIMIT OF LARGE CURRENT, $|j| \gg 1$

When the CPR is nonsinusoidal, the RSJ equations cannot be explicitly integrated. In this case, we can search for approximate solutions in certain limiting cases. One important limiting case is when the current is large, $|j| \gg 1$.

In order to formulate the method capable of treating this limiting case, we first consider the sinusoidal-junction case, and then switch to the general case. Of course, in the sinusoidal case, the exact solution is known at any $j$ [see Eqs. (5)–(8)], so we consider this case simply as a testing ground for our method.

Note that our model of asymmetric higher-harmonic SQUID, see Eq. (21), reduces to the sinusoidal case of Eq. (4) at $A = 0$. Straightforward perturbation theories often do not work for this type of equations. The problem is that besides oscillations, the solution contains a contribution linearly growing with time; this contribution corresponds to the average voltage bias, see Eq. (3). Any inaccuracy in finding the slope of this linear part immediately leads to linear growth of corrections (calculation corresponds to the average voltage bias, see Eq. (3)).

In order to illustrate the JDE, below we consider the particular case of the asymmetric higher-harmonic SQUID defined by Eq. (21), the phase equation (13) takes the form

$$\varphi + \sin \varphi + A \sin(2\varphi - \hat{\theta}) = j. \quad (25)$$

Considering three orders of the perturbation theory (see Appendix B for detail), we find

$$\bar{\varphi} = \nu = j - (1 + A^2)/2j - 3A \sin(\hat{\theta})/4j^2. \quad (26)$$

The last term in Eq. (26) yields asymmetry of the CVC: due to nonzero $A$, the CVC $\nu(j)$ is not an odd function any more, and the even contribution depends on the effective phase shift (hence, it is flux-dependent). This feature is a manifestation of the JDE at $|j| \gg 1$ (note that the amplitude $A$ of the second Josephson harmonic can be arbitrary).

V. CVC: PERTURBATION THEORY WITH RESPECT TO SMALL SECOND JOSEPHSON HARMONIC (|A| ≪ 1)

Now we concentrate on finding the correction to the CVC (9) due to small second harmonic ($|A| \ll 1$) at arbitrary current $j$. In this case, we can employ a modification of the method proposed by Thompson [59] in the framework of the Shapiro steps problem. We can treat the second-harmonic perturbation (in the absence of external irradiation) in the same manner as the perturbation due to the external irradiation, applying the general idea of perturbation theory with feedback [59]. Technically, the feedback solves the problem of corrections which grow with time.

In order to illustrate the JDE, below we consider the first-order perturbation with respect to $A$. An alternative technique capable of achieving the same goal is described in Appendix C. This technique can also be useful for treating higher orders of the perturbation theory.

A. Perturbation theory with feedback

In order to solve Eq. (25), we represent $\varphi(\tau)$ and $j$ as series with respect to small $A$:

$$\varphi(\tau) = f_0(\tau) + A f_1(\tau) + A^2 f_2(\tau) + \ldots, \quad (27)$$

$$j = i_0 + A i_1 + A^2 i_2 + \ldots. \quad (28)$$

This reproduces the expansion of the exact result $\nu = \sqrt{j^2 - 1}$, as it should.
Order by order, Eq. (25) yields
\[ f_0 + \sin f_0 = i_0, \]  
\[ f_n + f_n \cos f_0 = D_n, \quad n = 1, 2, \ldots, \]  
with the driving function \( D_n = i_n + F_n, \) where
\[ F_1 = -\sin(2f_0 - \phi), \]  
\[ F_2 = (f_1^2/2) \sin f_0 - 2f_1 \cos(2f_0 - \phi), \quad \ldots \]  
It is important that \( F_n \) and hence \( D_n \) contain only those \( f_k \) that have \( k < n, \) which are already known from previous orders of the perturbation theory.

The zeroth-order equation, Eq. (29), can obviously be obtained from Eq. (4) as a result of substitution \( \varphi \rightarrow f_0, \) \( j \rightarrow i_0. \) Its solution is given by Eqs. (5) and (11) with the corresponding modifications to \( \nu \) and \( \alpha, \) which now acquire the 0 subscript and take the form \( \nu_0 = \sqrt{\nu_0^2 - 1} \) and \( \cos \alpha_0 = 1/i_0 \) instead of Eq. (7).

Our expansion assumes that \( f_n(\tau) \) with \( n = 1, 2, \ldots \) are limited functions. Since \( f_n(\tau) \) with \( n = 1, 2, \ldots \) do not grow with time, time averaging of Eq. (3) yields
\[ \tau = \frac{f_0}{\nu_0} = \sqrt{i_0^2 - 1}. \]  
We are interested in finding \( j \) vs \( \tau, \) which becomes \((i_0 + A\tau_1 + A^2\tau_2 + \ldots) \) vs \( \sqrt{i_0^2 - 1}. \)

Since Eq. (30) is a first-order linear differential equation, it can be integrated as follows:
\[ f_n(\tau) = \frac{1}{K(\tau)} \int_{\tau_n}^{\tau} D_n(t) K(t) dt, \]  
\[ K(\tau) = \exp \int_{0}^{\tau} \cos f_0(t) dt, \]  
where \( \tau_n \) are arbitrary integration constants. The last integration can be performed with the help of relation \( \cos f_0(\tau) = -f_0/f_0, \) which follows from Eq. (29). The result is
\[ K(\tau) = \frac{1 + \cos \alpha_0 \cos \theta(\tau)}{1 + \cos^2 \alpha_0}, \quad \theta(\tau) = \nu_0 \tau - \alpha_0. \]  
The consistency of our perturbative procedure requires that \( f_n(\tau) \) does not grow with time, which implies \( D_n(\tau) K(\tau) = 0. \) In the case of \( n = 1, \) this yields
\[ [i_1 - \sin(2f_0(\tau) - \phi)] [1 + \cos \alpha_0 \cos \theta(\tau)] = 0, \]  
which results in
\[ i_1 = \left[ 1 - 2(i_0^2 - 1) - \sqrt{i_0^2 - 1/i_0} \right] \sin \phi. \]  
As a result, in the first order with respect to \( A, \) we have parametric dependence \( \tau(i_0) = \sqrt{i_0^2 - 1}, \) \( j(i_0) = i_0 + A\tau_1(i_0). \) In this order, the physically measurable direct \( \tau(j) \) dependence takes the form
\[ \tau = \sqrt{j^2 - 1 - A^2 \sqrt{j^2 - 1}^2 - 2j^3 + 3j \sin \phi}. \]  
In the limit \(|j| \gg 1, \) this result reproduces the leading \( A \) term in Eq. (26).

At \( \phi \not\equiv 0 \mod \pi, \) the CVC given by Eq. (39) is asymmetric. While the first (main) term is an odd function of \( j, \) the second term (the \( A \) correction) is even. This is a manifestation of the JDE.

Later, we will also need the explicit result for \( f_1(\tau), \) which can be written as
\[ f_1(\tau) = f_{1s}(\tau) + f_{1c}(\tau) + f_{\tau_1}(\tau), \]  
where
\[ f_{1s}(\tau) = \frac{2g_s(\tau) \sin \phi}{1 + \cos \alpha_0 \cos \theta(\tau)}, \]  
\[ f_{1c}(\tau) = \frac{2g_c(\tau) \cos \phi}{1 + \cos \alpha_0 \cos \theta(\tau)}, \]  
\[ f_{\tau_1}(\tau) = -2g_s(\tau_1) \sin \phi + g_c(\tau_1) \cos \phi, \]  
and
\[ g_s(\tau) = -2(2 - \sin \alpha_0) \sin \alpha_0 \sin \theta(\tau) \]  
\[ + \frac{\sin^2 \alpha_0}{\cos \alpha_0} \left[ \theta(\tau) - 2\pi n_0 - 2 \arctan \left( \frac{\tan \theta(\tau)}{2} \right) \right], \]  
\[ g_c(\tau) = \sin \alpha_0 \tan \alpha_0 \ln \left[ 1 + \cos \alpha_0 \cos \theta(\tau) \right] - \cos \theta(\tau), \]  
with \( n_0 = |\theta(\tau)/2\pi|. \) Both \( g_s \) and \( g_c \) functions are \( 2\pi \) periodic with respect to \( \theta. \)

VI. SHAPIRO SPIKES

In the presence of external irradiation of frequency \( \omega, \) the JJ (rf-driven JJ) demonstrates peculiarities of the CVC at certain voltages at which the internal Josephson oscillations are synchronized with external irradiation (so-called phase locking). The simplest example of this kind is represented by the voltage-driven junction: \( V(t) = V_{dc} + V_{ac} \cos \omega t \) \cite{32, 60}. In dimensionless units of Eq. (2), we have
\[ v(\tau) = v_{dc} + v_{ac} \cos \Omega \tau, \]  
where \( \Omega = \omega/\omega_0. \) Direct integration of Eq. (3) then yields
\[ \varphi(\tau) = \varphi_0 + v_{dc} \tau + (v_{ac}/\Omega) \sin \Omega \tau. \]

In the most general case of the normalized CPR of the form
\[ J(\varphi) = \sum_{k=1}^{\infty} A_k \sin(k \varphi + \Phi_k), \]  
the time dependence of the supercurrent can then be written as
\[ J(\tau) = \sum_{k=1}^{\infty} \sum_{n=-\infty}^{\infty} (-1)^n A_k J_n \left( \frac{kv_{ac}}{\Omega} \right) \times \sin \left[ k \varphi_0 + \Phi_k + (kv_{ac} - n\Omega) \tau \right] \]
The time-averaged total current of the RSJ model is then given by
\[
\bar{J} = v_{dc} + J = v_{dc} + \left\{ \begin{array}{ll}
\sum_{k,n} (-1)^n A_k J_n \left( \frac{k v_{ac}}{\Omega} \right) \sin(k \phi_0 + \Phi_k), & \text{if } v_{dc} = \frac{n}{k} \Omega, \\
0, & \text{else}.
\end{array} \right.
\]
\[ (49) \]

The prime sign implies that the double sum is taken only over such pairs of \( k \) and \( n \) that correspond to relation \( v_{dc} = (n/k)\Omega \) (at given \( v_{dc} \)). The \( \phi_0 \) phase can be arbitrary, so plotting the CVC \( \bar{J}(v_{dc}) \), we obtain the linear Ohm’s law with superimposed vertical spikes at those \( v_{dc} \) — the Shapiro spikes.

In the simplest case of the sinusoidal CPR (with \( A_k = \delta_{1k} \) and \( \Phi_k = 0 \)), only the integer Shapiro spikes (corresponding to \( k = 1 \)) are present. Their height is \( 2J_{01}(v_{ac}/\Omega) \), and the spikes are symmetric (their centers lie on the ohmic line \( \bar{J} = v_{dc} \)).

In the general case, due to the \( \Phi_k \) phase shifts, the spikes become asymmetric (their centers are shifted from the ohmic line). Moreover, asymmetry of the pairs of spikes corresponding to \( \pm v_{ac} \) appears, which implies that the overall \( \bar{J}(v_{dc}) \) plot (with Shapiro spikes) is not an odd function, which is a manifestation of the JDE.

The above consideration is general and does not require smallness of the higher Josephson harmonics. In order to illustrate it in a simpler case, we consider the case of Eq. (21) corresponding to two harmonics (the amplitude \( A \) of the second harmonic can be arbitrary). Due to the presence of the second harmonic, the fractional half-integer Shapiro spikes (with \( k = 2 \)) appear. They are symmetric with respect to the ohmic line, and the maximum and minimum points for the spike at \( v_{dc} = (n/2)\Omega \) (with odd \( n \)) are given by
\[
J_{\max(\min)} = v_{dc} \pm |A J_n(2v_{ac}/\Omega)|. \tag{50}
\]

Note that this result does not depend on the effective phase shift \( \phi \) and, hence, on the magnetic flux \( \phi \).

At the same time, the integer Shapiro spikes at \( v_{dc} = n\Omega \) are contributed to by two pairs of \((k, n)\) corresponding to the two harmonics, \((1, n)\) and \((2, 2n)\):
\[
J_{\max(\min)} = v_{dc} + \max(\min) \left[ J_{1n}(v_{ac}/\Omega) \sin \phi_0 \right. \\
+ A J_{2n}(2v_{ac}/\Omega) \sin(2\phi_0 - \tilde{\phi})]. \tag{51}
\]

At \( \tilde{\phi} \neq 0 \mod \pi \), the absolute values of the maximum and minimum operation in the right-hand side (rhs) of this expression do not coincide, which implies asymmetric vertical shift of the integer spikes (with respect to the ohmic line). At the same time, inversion of \( v_{dc} \) (corresponding to inversion of \( n \)) does not change the values of the maximum and minimum, so the vertical shift does not change (i.e., it is not inverted). This is a manifestation of the JDE since the overall \( \bar{J}(v_{dc}) \) plot (with Shapiro spikes) is not an odd function.

The vertical shift takes place, in particular, in the case of the zeroth Shapiro spike corresponding to the supercurrent at \( v_{dc} = 0 \), implying that the absolute value of the critical current in the case of \( \tilde{\phi} \neq 0 \mod \pi \) is direction-dependent.

The above results are illustrated by Fig. 3.

VII. SHAPIRO STEPS

A different kind of CVC peculiarities, the Shapiro steps [32, 61], arise in the case of a more experimentally relevant current-driven JJ with \( I(t) = I_{dc} + I_{ac} \cos(\omega t + \beta) \) (it turns out to be illustrative to keep the arbitrary phase \( \beta \) of the external drive). In dimensionless units of Eq. (2), we need to consider the following equation:
\[
\dot{\phi} + J(\phi) = J_{dc} + J_{ac} \cos(\Omega \tau + \beta). \tag{52}
\]

As pointed out in Ref. [57], straightforward perturbation theory with respect to \( j_{ac} \) fails for this equation due to resonances (at \( \Omega \) corresponding to the Shapiro steps).

In the limit \( j_{dc} \gg 1 \), the authors of Ref. [57] proposed a nonperturbative method for finding the form of the CVC near the Shapiro steps. It was shown that the CVC near the Shapiro step had the same form as the CVC at \( V = 0 \) in the absence of irradiation.

A perturbative approach capable of treating the resonances was proposed by Thompson [59] in the case of the
sinusoidal JJ with $J(\varphi) = \sin \varphi$. At the same time, the method is actually rather general and can be applied to any CPR $J(\varphi)$. Below, we describe such generalization.

A. Perturbation theory with feedback to treat resonances

In Sec. V A, we have already applied the ideas of Thompson [59] to construct a divergence-free perturbation theory in the equation without external driving. Now we apply the same ideas in the situation very close to the original formulation, i.e., in the presence of external driving, see Eq. (52). The difference from the work by Thompson [59] is that we assume arbitrary CPR $J(\varphi)$ instead of the sinusoidal one.

We represent $\varphi(\tau)$ and $J_{\text{ac}}$ as series with respect to small $J_{\text{ac}}$:

$$\varphi(\tau) = \varphi_0(\tau) + \varphi_1(\tau) + \varphi_2(\tau) + \ldots,$$

$$J_{\text{ac}} = j_0 + j_1 + j_2 + \ldots$$

Order by order, Eq. (52) yields

$$\dot{\varphi}_0 + J_{\text{ac}}(\varphi_0) = j_0,$$

$$\ddot{\varphi}_n + \left[\frac{\partial J(\varphi_0)}{\partial \varphi_0}\right] \varphi_n = D_n, \quad n = 1, 2, \ldots,$$

with the driving function $D_n = j_n + F_n$, where

$$F_1 = J_{\text{ac}} \cos(\Omega \tau + \beta),$$

$$F_2 = -\left[\frac{\partial^2 J(\varphi_0)}{\partial \varphi_0^2}\right] \varphi_1^2/2, \quad \ldots$$

It is important that $F_n$ and hence $D_n$ contain only those $\varphi_k$ that have $k < n$, which are already known from previous orders of the perturbation theory.

Our expansion assumes that $\varphi_n(\tau)$ with $n = 1, 2, \ldots$ are small. Since $\varphi_n$ with $n = 1, 2, \ldots$ do not grow with time, time averaging of Eq. (3) yields

$$\bar{\varphi} = \bar{\varphi}_0$$

—the latter quantity must be found from the solution of Eq. (55). We are interested in finding $j_{\text{ac}}$ vs $\bar{\varphi}$, which becomes $(j_0 + j_1 + j_2 + \ldots)$ vs $\bar{\varphi}_0$.

Since Eq. (56) is a first-order linear differential equation, it can be integrated as follows:

$$\varphi_n(\tau) = \frac{1}{K(\tau)} \int_{\tau_n}^{\tau} D_n(t)K(t)dt,$$

$$K(\tau) = \exp \left[\int_{\tau_0}^{\tau} \frac{\partial J(\varphi_0)}{\partial \varphi_0}(t)dt\right],$$

where $\tau_n$ are arbitrary constants. Differentiating Eq. (55) with respect to $\tau$, we find

$$\frac{\partial J(\varphi_0)}{\partial \varphi_0}(\tau) = -\frac{\dot{\varphi}_0(\tau)}{\dot{\varphi}_0(\tau)},$$

hence

$$K(\tau) = \frac{\varphi_0(0)}{\varphi_0(\tau)}.$$

The consistency of our perturbative procedure requires that $\varphi_n(\tau)$ does not grow with time, which implies

$$D_n(\tau)/\dot{\varphi}_0(\tau) = 0.$$

The algorithm is then as follows: We need to find the zeroth-order solution from Eq. (55). After that, we take $n = 1$, find $j_1$ from Eq. (64) and then find $\varphi_1(\tau)$ from Eq. (60). Then we do the same in the case of $n = 2$, etc.

B. The first Shapiro steps

In Sec. VII A, we have developed the perturbation theory with respect to the ac external field ($j_{\text{ac}}$). In Eq. (64), $\varphi_0(\tau)$ is the zeroth order of this perturbation theory (i.e., the solution in the absence of external field). In the case of our asymmetric SQUID model, $\varphi_0(\tau)$ itself has been studied in Sec. V A by the perturbation theory with respect to small second harmonic ($A$). Now we combine the two perturbation theories, writing $\varphi_0(\tau)$ in the first order with respect to $A$ as a sum of the sinusoidal-case solution and the correction of Eq. (40):

$$\varphi_0(\tau) = f_0(\tau) + Af_1(\tau).$$

In this order with respect to $A$, Eq. (64) in the case of $n = 1$ takes the form

$$\frac{j_1 + J_{\text{ac}} \cos(\Omega \tau + \beta)}{f_0(\tau)} \left[1 - \frac{f_1(\tau)}{f_0(\tau)}\right] = 0.$$

The average voltage bias given by Eq. (59) is expressed in notation of Sec. V A as $\bar{\tau} = \nu_0 = \sqrt{i_0^2 - 1}$. Considering the sinusoidal-junction case ($A = 0$) as a reference point, we obtain

$$\left|\frac{j_1 + J_{\text{ac}} \cos(\Omega \tau + \beta)}{f_0(\tau)}[i_0 + \cos(\nu_0 \tau - \alpha_0)]\right| = 0.$$

Except for the constant part $j_{10}$, nonzero contributions to the left-hand side (lhs) arise only at $\nu_0 = \pm \Omega$ (phase locking of the oscillating cosines), which corresponds to the first Shapiro steps (positive and negative). In these cases, we obtain

$$j_1 = -(j_{\text{ac}}/2i_0)\cos(\alpha_0 \pm \beta).$$

The argument of the cosine is the phase difference between the internal Josephson oscillations and the external field. Since this relative phase can be arbitrary, the obtained result corresponds to the vertical segment of the $j_{\text{ac}}(\bar{\tau})$ curve of total height $j_{\text{step}} = j_{\text{ac}}/\sqrt{\Omega^2 + 1}$. This first Shapiro step originates from the first order ($n = 1$) of the perturbation theory of Sec. VII A.

Next, we take into account the $A$ correction (the second Josephson harmonic) in Eq. (66). The corresponding contribution originates from the $f_1$ function given by Eq. (40). It turns out that for our discussion of the first Shapiro steps in the first order with respect to $A$,
only the $f_{1s}$ term of $f_1$ is essential [see Eqs. (40)–(44)]. It produces two contributions to Eq. (68) with the order of magnitude $A_j j_1$ and $A_{jac} \cos(\alpha_0 \pm \beta)$, while the $f_{1c}$ and $f_{1r}$ terms produce contributions of the order of $A_{jac} \sin(\alpha_0 \pm \beta)$. Determining the height of the Shapiro step, we take $\cos(\alpha_0 \pm \beta) = \pm 1$ in the main order with respect to $A$, see Eq. (68). The $A_{jac} \sin(\alpha_0 \pm \beta)$ corrections in the rhs of Eq. (68) slightly shift the extremal points [such that $\sin(\alpha_0 \pm \beta) \sim A$] but this only gives a $A^2$ correction to the height of the Shapiro step. Since we work in the first order with respect to $A$, we disregard this correction. So, the first-order correction is only produced by the $f_{1s}$ term of $f_1$. Performing the corresponding calculation, we obtain Eq. (68) with corrections of the order of $A_j j_1$ and $A_{jac} \cos(\alpha_0 \pm \beta)$. Determining $j_1$ in the first order with respect to $A$ from the resulting equation, we find

$$j_1 = -\left(\frac{A_{jac}}{2\nu_0}\right) \cos(\alpha_0 \pm \beta) \times \left\{1 + A \sin \tilde{\phi} \left[(2\nu_0^2 - 1 + 2i_0^2)^\frac{1}{2} - 1 - 2i_0(i_0^2 - 1)\right]\right\}. \tag{69}$$

Finally, the height of the first Shapiro steps in the $j_{dc}(\nu)$ dependence at $\nu = \pm \Omega$ is

$$j_{step}^{(\pm 1)} = \frac{A_{jac}}{\sqrt{\Omega^2 + 1}} \times \left(1 + A\Omega \frac{2\Omega^2 + 3(\Omega^2 + 1) - 2(\Omega^2 + 1)^{3/2}}{\Omega^2 + 1} \sin \tilde{\phi}\right). \tag{70}$$

The heights of the two first Shapiro steps (positive and negative) are different, $j_{step}^{(+1)} \neq j_{step}^{(-1)}$. This is a manifestation of the JDE. The asymmetry appears due to the second harmonic of the CPR ($A \neq 0$) and nontrivial phase shift ($\sin \tilde{\phi} \neq 0$). Due to the $\pm$ sign in Eq. (70), one of the steps is higher while the other one is lower than in the absence of the second Josephson harmonic.

C. The 1/2 Shapiro steps

Due to the presence of the second harmonic in the CPR, fractional half-integer Shapiro steps [32, 60, 62, 63] should appear in the CVC (note that fractional Shapiro steps can also arise in the case of purely sinusoidal CPR due to chaotic regimes [64]; we do not consider such effects here). The approach of Sec. VII B can be applied for calculating the first of them, the 1/2 Shapiro steps at $\nu_0 = \pm \Omega/2$. This calculation takes into account the first orders with respect to $j_{ac}$ and $A$, so Eqs. (65) and (66) are still applicable.

The main Josephson harmonic does not produce phase locking in the case of fractional steps, so averaging in Eq. (67) now only yields the trivial contribution $j_1 \nu_0$. Next, we take into account the $A$ correction (the second Josephson harmonic) in Eq. (66). The corresponding contribution originates from the $f_1$ function given by Eq. (40). In the case of subharmonic locking that we now discuss, the $f_{1s}$ and $f_{1c}$ terms of $f_1$ [see Eqs. (40)–(44)] are essential while the contribution from $f_{1r}$ vanishes as a result of averaging. The $f_{1s}$ term produces two contributions to Eq. (66) with the order of magnitude $A_j j_1$ and $A_{jac} \cos(2\alpha_0 \pm \beta)$, while the $f_{1c}$ term only produces a contribution of the order of $A_{jac} \sin(2\alpha_0 \pm \beta)$. Determining $j_1$ in the first order with respect to $A$ from the resulting equation, we find

$$j_1 = \frac{2A_{jac}}{3} \left(2\nu_0^2 - 3\right) \sqrt{\frac{1}{\nu_0^2 - 1} - \frac{2(\nu_0^2 - 1)^2}{\nu_0}} \times \sin(\tilde{\phi} + 2\alpha_0 \pm \beta). \tag{71}$$

Finally, the height of the 1/2 Shapiro steps in the $j_{dc}(\nu)$ dependence at $\nu = \pm \Omega/2$ is

$$j_{step}^{(\pm 1/2)} = \frac{2A_{jac}}{3} \Omega \left[1 - \frac{\Omega^2}{2} + \frac{\Omega^4}{2\sqrt{\Omega^2 + 4}}\right]. \tag{72}$$

In the main approximation we thus find steps of equal height, $j_{step}^{(+1/2)} = j_{step}^{(-1/2)}$, which does not depend on $\phi$ (this resembles the symmetry and flux-independence of the half-integer Shapiro spikes, see Sec. VI). However, since the underlying CVC (in the absence of the ac drive, i.e., at $j_{ac} = 0$) is asymmetric (see Sec. V), it is natural to expect that the Shapiro steps are also generally asymmetric. This effect should take place in higher orders of the perturbation theory.

D. Numerical results

Figure 4 demonstrates asymmetry of both integer and half-integer Shapiro steps [taking place at $\nu = (n/k)\Omega$ with integer and half-integer $(n/k)$] at values of $A$ beyond the perturbation theory applicability region. In the case of the chosen parameters set, positive half-integer Shapiro steps at finite $j_{ac}$ are very small, while the negative ones are clearly visible (and even larger than some of the neighboring integer steps).

Careful inspection of the obtained curves also evidences presence of fractional Shapiro steps with $(n/k)$ being rational fractions which are not half-integer, such as 1/3, 2/3, 1/4, 3/4, etc. However, they are usually smaller and less visible than the integer and half-integer steps.

VIII. DISCUSSION

As evidenced by our results given by Eqs. (26), (39), (51), and (70), the strength of the diode effect (and its polarity) is governed by the amplitude of the second Josephson harmonic multiplied by sin $\phi$. In its turn, the effective phase shift $\phi$ between the Josephson harmonics is a function of the experimentally controllable (normalized)
The case of $I_{b1}/I_{a1} > 1$ is therefore less favorable from the point of view of observability of the diode effect. Experimentally, SQUIDs with $I_{b1}/I_{a1} \lesssim 1$ are preferable. Then why do we take into account the second Josephson harmonic $I_{b2}$ if $I_{b1}$ is not large? This may be justified if $I_{b1}$ is suppressed not due to interface transparency but due to additional physical mechanisms, e.g., near the $0-\pi$ transition [41–45]. Note that the $0-\pi$ transition itself (sign change of $I_{b1}$) only gradually changes the $\phi(\phi)$ dependence, and so does not lead to qualitative changes in the diode effect.

**IX. CONCLUSIONS**

In the framework of the RSJ model, we have theoretically investigated asymmetric two-junction SQUIDs with different CPRs in the two JJs, involving higher Josephson harmonics ($\sin n\phi$ with $n > 1$). We focused on the “minimal model” with one junction in the SQUID loop possessing purely sinusoidal current-phase relation (with $n = 1$) and the other one featuring additional second harmonic (with $n = 2$), see Eq. (20). The (normalized) CPR of the SQUID then takes the form of Eq. (21). The effective phase shift $\bar{\phi}$ between the Josephson harmonics depends on the magnetic flux through the interferometer loop.

Due to the presence of the second Josephson harmonic ($A \neq 0$), the CVC turns out to be asymmetric, $I(-V) \neq -I(V)$, in the cases when $\sin \phi \neq 0$. The system thus demonstrates the JDE, the simplest manifestations of which is the direction dependence of the critical current, $I^+ \neq I^-$. We employ a combination of perturbative methods to analytically describe asymmetry of the CVC, and then confirm our findings by numerical calculations in more general cases. Efficiency of the JDE and its polarity are determined by $\phi$ and thus depend on the external magnetic flux.

We analytically demonstrate asymmetry of the overall $I(V)$ dependence in the limit of large current or small second harmonic in the absence of external ac irradiation. In the presence of external irradiation of frequency $\omega$, phase locking of the external signal and the internal Josephson oscillations leads to peculiarities of the CVC at $V = (n/k)\hbar\omega/2\pi$.

In the voltage-source case of external signal, the CVC demonstrates the Shapiro spikes [on the background of the linear ohmic $I(V)$ dependence]. The integer spikes (with integer $n/k$) are asymmetric, which is a manifestation of the JDE. The half-integer spikes (with half-integer $n/k$) remain symmetric.

In the current-source case, the CVC demonstrates the Shapiro steps. This case is more complicated for analytical consideration, and we consider it perturbatively with respect to the amplitude of the ac drive and of the second Josephson harmonic, and also numerically. Both integer and half-integer Shapiro steps are asymmetric, which is a manifestation of the JDE.
At present, systems of the considered type can be experimentally realized. We hope that our results will stimulate experimental research in this direction.
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Appendix A: Sinusoidal junction: details of the harmonic perturbation theory

To formalize our perturbation theory, it is convenient to rescale time and frequency,

\[ \tau' = j \tau, \quad \nu' = \nu/j. \]  

(A1)

For brevity, we also introduce notations

\[ C_n \equiv \cos n \nu' \tau', \quad S_n \equiv \sin n \nu' \tau'. \]  

(A2)

Instead of Eq. (4), we then have

\[ d\varphi /d\tau' = 1 - \sin(\varphi)/j, \]  

(A3)

and the form of solution is

\[ \varphi(\tau') = \nu' \tau' + \sigma(\tau'), \]  

(A4)

where

\[ \sigma(\tau') = \sum_{n=1}^{\infty} (a_n C_n + b_n S_n). \]  

(A5)

The frequency and the coefficients in this expression are series with respect to $1/j$:

\[ \nu' = \sum_{n=0}^{\infty} \nu'(n), \quad \nu'(n) \sim 1/j^n, \]  

(A6)

\[ a_n = \sum_{k=0}^{\infty} a_n(k), \quad a_n(k) \sim 1/j^{n+k}, \]  

(A7)

\[ b_n = \sum_{n=0}^{\infty} b_n(k), \quad b_n(k) \sim 1/j^{n+k} \]  

(A8)

(some contributions may be zero, so the order-of-magnitude estimates refer only to those which are nonzero). In each order of the perturbation theory, the sum of the indices of these quantities must be the same. In the arguments of the cosines and sines, we write $\nu'$ as it is but as soon as it comes out to prefactors (due to taking the time derivative), we expand it to the relevant order.

The zeroth order is trivial: in Eq. (A4), we leave only $\varphi = \nu'^{(0)} \tau'$, and Eq. (A3) then gives $\nu'^{(0)} = 1$.

1. First order

In the first order (with respect to $1/j$), we take into account the first harmonic from Eq. (A4):

\[ \varphi(\tau') = \nu' \tau' + a_1^{(0)} C_1 + b_1^{(0)} S_1, \]  

(A9)

and the rhs of Eq. (A3) in this order takes the form

\[ d\varphi /d\tau' = \nu^{(1)} - a_1^{(0)} \nu^{(0)} S_1 + b_1^{(0)} \nu^{(0)} C_1. \]  

(A10)

In the rhs of Eq. (A3), we must keep the terms of the first order:

\[ \text{rhs}^{(1)} = -S_1/j. \]  

(A11)

Comparing the coefficients in front of $S_n$ and $C_n$ in Eqs. (A10) and (A11), we find

\[ \nu^{(1)} = 0, \quad a_1^{(0)} = 1/j, \quad b_1^{(0)} = 0. \]  

(A12)

2. Second order

In the second order, we also take into account the second harmonic from Eq. (A4):

\[ \varphi(\tau') = \nu' \tau' + (a_1^{(0)} + a_1^{(1)}) C_1 + (b_1^{(0)} + b_1^{(1)}) S_1 + a_2^{(0)} C_2 + b_2^{(0)} S_2, \]  

(A13)

and the rhs of Eq. (A3) in this order takes the form

\[ d\varphi /d\tau' = \nu^{(2)} - (a_1^{(0)} \nu^{(1)} + a_1^{(1)} \nu^{(0)}) S_1 + (b_1^{(0)} \nu^{(1)} + b_1^{(1)} \nu^{(0)}) C_1 - 2a_2^{(0)} \nu^{(0)} S_2 + 2b_2^{(0)} \nu^{(0)} C_2. \]  

(A14)

Now, for treating the second and higher orders, it is convenient to represent the rhs of Eq. (A3) as

\[ \text{rhs} = 1 - \sin(\nu' \tau' + \sigma)/j = 1 - (S_1 \cos \sigma + C_1 \sin \sigma)/j. \]  

(A15)
Below, we will expand \( \cos \sigma \) and \( \sin \sigma \) in Eq. (A15) with respect to \( \sigma \) (which is a small quantity) and then with respect to \( a_n \) and \( b_n \) in the required order of smallness. 

The largest contribution to \( \sigma \) is given by \( a_1^{(0)} \) and \( b_1^{(0)} \) which are of the order of \( 1/j \). Therefore, in the second order we represent Eq. (A15) as

\[
\text{rhs}^{(2)} = -\sigma^{(1)} C_1/j = -(a_1^{(0)} C_1 + b_1^{(0)} S_1)C_1/j = -[a_1^{(0)} (1 + C_2) + b_1^{(0)} S_2]/2j.
\]  

(A16)

Comparing the coefficients in front of \( S_n \) and \( C_n \) in Eqs. (A14) and (A16), we find

\[
\nu^{(2)} = -1/2j^2, \quad b_2^{(0)} = -1/4j^2, \quad a_1^{(1)} = b_1^{(1)} = a_2^{(0)} = 0.
\]  

(A17)

3. Third order

In the third order, taking into account that some lower-order coefficients are already found to be zero, we can write

\[
\sigma = (a_1^{(0)} + a_1^{(2)}) C_1 + b_1^{(2)} S_1 + a_2^{(1)} C_2 + (b_2^{(0)} + b_2^{(1)} S_2 + a_3^{(0)} C_3 + b_3^{(0)} S_3,
\]  

(A18)

and the lhs of Eq. (A3) in this order takes the form

\[
d\varphi^{(3)}/d\tau' = \nu^{(3)} + (1/2j^3 - a_1^{(2)}) S_1 + b_1^{(2)} C_1 - 2a_2^{(1)} S_2 + 2b_2^{(1)} S_2 - 3a_3^{(0)} S_3 + 3b_3^{(0)} C_3.
\]  

(A19)

Now, in Eq. (A15), in \( \cos \sigma \) and \( \sin \sigma \) we must retain only the second-order contributions:

\[
\begin{align*}
\cos \sigma^{(2)} &= - (\sigma^2)^{(2)}/2 = -(a_1^{(0)} C_1)^2/2, \\
\sin \sigma^{(2)} &= \sigma^{(2)} = b_2^{(0)} S_2.
\end{align*}
\]  

(A20)

(A21)

From Eq. (A15) we then obtain

\[
\text{rhs}^{(3)} = (S_1 + S_3)/4j^3.
\]  

(A22)

Comparing the coefficients in front of \( S_n \) and \( C_n \) in Eqs. (A19) and (A22), we find

\[
\nu^{(3)} = 0, \quad a_1^{(2)} = 1/4j^3, \quad a_3^{(0)} = -1/12j^3, \quad b_1^{(2)} = a_2^{(1)} = b_2^{(1)} = b_3^{(0)} = 0.
\]  

(A23)

4. Fourth order

In the fourth order, taking into account that some lower-order coefficients are already found to be zero, we can write

\[
\sigma = (a_1^{(0)} + a_1^{(2)} + a_1^{(3)}) C_1 + b_1^{(3)} S_1 + (a_2^{(2)} + a_2^{(3)}) C_2 + (b_2^{(0)} + b_2^{(2)} + b_2^{(3)}) S_2 + (a_3^{(0)} + a_3^{(1)} + a_3^{(2)}) C_3 + b_3^{(1)} S_3 + b_3^{(0)} C_4 + b_3^{(0)} S_4,
\]  

(A24)

and the lhs of Eq. (A3) in this order takes the form

\[
d\varphi^{(4)}/d\tau' = \nu^{(4)} - a_1^{(3)} S_1 + b_1^{(3)} C_1 - 2a_2^{(2)} S_2 + 2(1/8j^4 + b_2^{(2)}) C_2 - 3a_3^{(1)} S_3 + 3b_3^{(1)} S_3 - 4a_4^{(0)} S_4 + 4b_4^{(0)} C_4.
\]  

(A25)

Now, in Eq. (A15), in \( \cos \sigma \) and \( \sin \sigma \) we must retain only the third-order contributions:

\[
\begin{align*}
\cos \sigma^{(3)} &= - (\sigma^2)^{(3)}/2 = -a_1^{(0)} b_2^{(0)} C_1 S_2, \\
\sin \sigma^{(3)} &= -(\sigma - \sigma^3/6)^{(3)} = a_1^{(2)} C_1 + a_3^{(0)} C_3 - (a_1^{(0)} C_1)^3/6.
\end{align*}
\]  

(A26)

(A27)

From Eq. (A15) we then obtain

\[
\text{rhs}^{(4)} = -(1 - C_4)/8j^4.
\]  

(A28)

Comparing the coefficients in front of \( S_n \) and \( C_n \) in Eqs. (A25) and (A28), we find

\[
\nu^{(4)} = -1/8j^4, \quad b_2^{(0)} = -1/8j^4, \quad b_4^{(0)} = 1/32j^4, \quad a_1^{(3)} = b_1^{(3)} = a_2^{(2)} = a_3^{(1)} = b_3^{(1)} = a_4^{(0)} = 0.
\]  

(A29)
5. Summary

The algorithm formulated above can be continued up to any order. What we have obtained considering the four orders, may be summarized in terms of frequency $\nu = \nu^{(0)} + \nu^{(2)} + \nu^{(4)}$. Rescaling back to the dimensionless frequency $\nu$ [see Eq. (A1)], we obtain Eq. (24).

Appendix B: Asymmetric higher-harmonic SQUID: details of the harmonic perturbation theory

The CPR for our model of asymmetric higher-harmonic SQUID is given by Eq. (21). The RSJ equation (13) then takes the form

$$\dot{\varphi} = j - \sin \varphi - A \sin(2\varphi - \tilde{\varphi}). \quad \text{(B1)}$$

We rescale time and frequency according to Eq. (A1), so that

$$d\varphi(\tau')/d\tau' = 1 - [\sin \varphi + A \sin(2\varphi - \tilde{\varphi})]/j. \quad \text{(B2)}$$

We consider $|j| \gg 1$ and do not make any assumptions about $A$. In the case of Eq. (B2), the first and second harmonics in Eq. (A5) should then be considered as being of the same order with respect to $1/j$ (since the second harmonics of solution are directly generated by the second Josephson harmonic in the CPR). The zeroth order is $\nu^{(0)} = 1$.

1. First order

In the first order (with respect to $1/j$), we have

$$\varphi(\tau') = \nu(1)\tau' + \sigma^{(1)}, \quad \sigma^{(1)} = a_1^{(0)}C_1 + b_1^{(0)}S_1 + a_2^{(-1)}C_2 + b_2^{(-1)}S_2, \quad \text{(B3)}$$

where negative indices in the coefficients of the second harmonic are introduced in order to comply with the order-counting rules (A7)–(A8).

The lhs of Eq. (B2) in this order takes the form

$$d\varphi(1)/d\tau' = \nu^{(1)} - a_1^{(0)}S_1 + b_1^{(0)}C_1 - 2a_2^{(-1)}S_2 + 2b_2^{(-1)}C_2. \quad \text{(B4)}$$

Writing the rhs of Eq. (B2) in the same order, we obtain simply

$$\text{rhs}^{(1)} = -[\sin \nu(1)\tau' + A \sin(2\nu(1)\tau' - \tilde{\varphi})]/j = -(S_1 + AS_2 \cos \tilde{\varphi} - AC_2 \sin \tilde{\varphi})/j. \quad \text{(B5)}$$

Comparing the coefficients in front of $S_n$ and $C_n$ in Eqs. (B4) and (B5), we find

$$\nu^{(1)} = 0, \quad a_1^{(0)} = 1/j, \quad b_1^{(0)} = 0, \quad a_2^{(-1)} = A \cos(\tilde{\varphi})/2j, \quad b_2^{(-1)} = A \sin(\tilde{\varphi})/2j. \quad \text{(B6)}$$

2. Second order

Now we consider the second order taking into account the third and the fourth harmonics in Eq. (A5) as well as contributions of the same order to the coefficients of the first and the second harmonics:

$$\varphi(\tau') = \nu(2)\tau' + \sigma^{(1)} + \sigma^{(2)}, \quad \sigma^{(2)} = a_1^{(1)}C_1 + b_1^{(1)}S_1 + a_2^{(0)}C_2 + b_2^{(0)}S_2 + a_3^{(-1)}C_3 + b_3^{(-1)}S_3 + a_4^{(-2)}C_4 + b_4^{(-2)}S_4, \quad \text{(B7)}$$

$$d\varphi(2)/d\tau' = \nu^{(2)} - a_1^{(1)}S_1 + b_1^{(1)}C_1 - 2a_2^{(0)}S_2 + 2b_2^{(0)}C_2 - 3a_3^{(-1)}S_3 + 3b_3^{(-1)}C_3 - 4a_4^{(-2)}S_4 + 4b_4^{(-2)}C_4. \quad \text{(B8)}$$

Writing the rhs of Eq. (B2) in the same order, we obtain

$$\text{rhs}^{(2)} = -[\sigma^{(1)} \cos \nu(2)\tau' + 2A\sigma^{(1)} \cos(2\nu(2)\tau' - \tilde{\varphi})]/j$$

$$= - \left[ (1 + A^2)C_2 + (5A/2)(C_1 \cos \tilde{\varphi} + S_1 \sin \tilde{\varphi} + C_3 \cos \tilde{\varphi} + S_3 \sin \tilde{\varphi}) + A^2(C_4 \cos 2\tilde{\varphi} + S_4 \sin 2\tilde{\varphi}) \right]/2j^2. \quad \text{(B9)}$$

Comparing the coefficients in front of $S_n$ and $C_n$ in Eqs. (B8) and (B9), we find

$$\nu^{(2)} = -(1 + A^2)/2j^2, \quad a_1^{(1)} = 5A \sin(\tilde{\varphi})/4j^2, \quad b_1^{(1)} = -5A \cos(\tilde{\varphi})/4j^2, \quad a_2^{(0)} = 0, \quad b_2^{(0)} = -1/4j^2,$$

$$a_3^{(-1)} = 5A \sin(\tilde{\varphi})/12j^2, \quad b_3^{(-1)} = -5A \cos(\tilde{\varphi})/12j^2, \quad a_4^{(-2)} = A^2 \sin(2\tilde{\varphi})/8j^2, \quad b_4^{(-2)} = -A^2 \cos(2\tilde{\varphi})/8j^2. \quad \text{(B10)}$$
The constant (not containing $S_n$ and $C_n$) part of rhs$^{(3)}$ is then easily found from this expression, and the result is $\nu^{(3)} = -3A\sin(\tilde{\phi})/4j^3$.

4. Summary

So, up to the third order we find

$$\nu' = 1 - (1 + A^2)/2j^2 - 3A\sin(\tilde{\phi})/4j^3.$$  \hfill (B12)

Rolling back the rescaling of Eq. (A1), we find Eq. (26).

Appendix C: Direct integration method

Alternatively to the method of Sec. VA, the perturbation theory with respect to the amplitude of the second Josephson harmonic can be constructed with the help of direct integration. Equation (25) immediately yields

$$\tau - \tau_0 = \int \frac{d\varphi}{j - \sin \varphi - A \sin(2\varphi - \phi)}.$$  \hfill (C1)

and the integral in the rhs can, in principle, be calculated with the help of the universal trigonometric substitution $x = \tan(\varphi/2)$. In order to implement this, we need to decompose the fraction in the rhs of Eq. (C1). At small $A$, the roots of the denominator can be found approximately.

In order to illustrate this method, below we consider the case of $\tilde{\phi} = 0$. For brevity, we put the integration constant $\tau_0$ equal to zero (which implies a shift of time origin).

1. $\tau(\varphi)$ and the CVC

In the case of zero effective phase shift ($\tilde{\phi} = 0$), we rewrite Eq. (C1) as

$$\tau = 2L/j, \quad L = \int \frac{x^2 + 1}{P(x)} dx,$$  \hfill (C2)

$$P(x) = (x^2 + 1)(x^2 + 1 - 2x/j) + 4Ax(x^2 - 1)/j.$$  \hfill (C3)

The fourth-order polynomial $P(x)$ has two pairs of complex-conjugate roots: $a, a^{*}, b, b^{*}$. At $A = 0$, the two upper-half-plane roots are

$$a_0 = i, \quad b_0 = (1 + i \sqrt{j^2 - 1})/j.$$  \hfill (C4)

3. Third order

The third order leads to longer expressions, but we will be interested in finding $\nu^{(3)}$ only. This quantity originates from the rhs of Eq. (B2), while in the rhs of Eq. (B2) it is sufficient to keep $\sigma^{(1)}$ and $\sigma^{(2)}$ only. Indeed,

$$\text{rhs}^{(3)} = \left[(\sigma^{(1)})^2 \sin \nu' \tau' - 2\sigma^{(2)} \cos \nu' \tau' + 4A(\sigma^{(1)})^2 \sin(2\nu' \tau' - \tilde{\phi}) - 4A\sigma^{(2)} \cos(2\nu' \tau' - \tilde{\phi})\right]/2j.$$  \hfill (B11)

So, $a$ in the limit $A \to 0$ becomes a “trivial” root, it is actually eliminated in this limit [due to the numerator under the integral in Eq. (C2)], and the behavior of the sinusoidal junction is fully governed by the nontrivial $b$ root.

At nonzero $A$, we have

$$L = \int \frac{x^2 + 1}{(x - a)(x - a^{*})(x - b)(x - b^{*})} dx.$$  \hfill (C4)

Expanding the integrand into elementary fractions, we find $L = L_{ab} + L_{ba}$, where

$$L_{ab} = \frac{1}{\text{Im} a} \text{Im} \left[ \frac{(a^2 + 1)\ln(x - a)}{(a - b)(a - b^{*})} \right],$$  \hfill (C5)

and $L_{ba}$ is obtained from $L_{ab}$ after interchanging $a \leftrightarrow b$.

Our variable $x = \tan(\varphi/2)$ sweeps the whole real axis when $\varphi$ changes from $-\pi$ to $\pi$. Further increase of $\varphi$ must be accompanied by a branch switching of the logarithm [that enters Eq. (C5)], so that the $L(\varphi)$ function grows on average.

In order to establish the correct branch choice, we can make a step back to the purely sinusoidal case ($A = 0$). In this case, $L_{ab}$ (which corresponds to the $a_0$ poles) vanishes, and only the $L_{ba}$ contributes to $L$, which then takes the form

$$L_0 = \text{Im} \left[ \ln(x - b_0) \right]/\text{Im} b_0.$$  \hfill (C6)

Considering the logarithm in the complex plane with the $(-\infty, 0]$ cut, so that

$$\arg z = -\arctan(\text{Re} z/\text{Im} z) + (\pi/2) \text{sgn}(\text{Im} z),$$  \hfill (C7)

we find

$$L_0 = \frac{1}{\text{Im} b_0} \left( \arctan \frac{x - \text{Re} b_0}{\text{Im} b_0} - \frac{\pi}{2} \right),$$  \hfill (C8)

which finally yields

$$\tau = \frac{2}{\sqrt{j^2 - 1}} \left( \pi n_{\varphi} + \arctan \frac{j \tan \varphi/2 - 1}{\sqrt{j^2 - 1}} \right),$$  \hfill (C9)

with $n_{\varphi} = [\varphi/2\pi]$ [note that we have eliminated the last $\pi/2$ term in Eq. (C8) since it can be absorbed into the integration constant $\tau_0$]. Of course, this result reproduces Eq. (5).
Returning to the case of nonzero $A$, we calculate $L$ taking into account the branch switching of the arg function. As a result, instead of Eq. (C9) we now find
\[
\tau = A_{ab} \left( \pi n - \frac{\tan \varphi / 2 - a}{\Im b} \right) + A_{ba} \left( 2 \theta - \tan \varphi / 2 - a \right) + B \ln \left| \frac{\tan \varphi / 2 - a}{\tan \varphi / 2 - b} \right|,
\]
(C10)
where
\[
A_{ab} = \Re C, \quad B = \Im C, \quad C = \frac{2(a^2 + 1)}{j \Im(a)(a - b)(a - b')},
\]
and $A_{ba}$ is obtained from $A_{ab}$ after interchanging $a \leftrightarrow b$.

At $n \to \infty$, we thus have the asymptotic behavior $\varphi \simeq 2\pi n$ (by definition of $n$) and $\tau \simeq (A_{ab} + A_{ba})\pi n$ [from Eq. (C10)], hence we find the average voltage bias
\[
\overline{v} = \lim_{\tau \to \infty} \varphi(\tau)/\tau = 2/(A_{ab} + A_{ba}).
\]
(C12)

The results of Eqs. (C10) and (C12) are general in the sense that the second-harmonic amplitude $A$ can be arbitrary. We have expressed the result in terms of the roots of the $P(x)$ polynomial.

Now, we consider the case of small $A$. Up to the second order with respect to $A$, the roots of $P(x)$ are
\[
a = i + 2i A + A^2(2i - 4j), \quad b = (1 - 2A)(1 + i \sqrt{j^2 - 1})/j + A^2j + 2/\sqrt{j^2 - 1}.
\]
(C13)

hence
\[
A_{ab} = 24jA^2, \quad B = -4A, \quad A_{ba} = 2/\sqrt{j^2 - 1} - 4(6j^4 - 9j^2 + 2)A^2/\sqrt{j^2 - 1}.
\]
(C14)
Equation (C12) then yields
\[
\overline{v} = \sqrt{j^2 - 1} - 2A^2 \left[ 6j(j^2 - 1) - \frac{6j^4 - 9j^2 + 2}{\sqrt{j^2 - 1}} \right].
\]
(C15)
To test this result, we can consider the limit $|j| \gg 1$, in which case Eq. (C15) reproduces the $\phi = 0$ limit of Eq. (26) in the order $1/j^2$ (up to which the comparison is possible).

2. $\varphi(\tau)$

As we have seen in the previous subsection, knowledge of the (inverse) $\tau(\varphi)$ dependence is sufficient for studying the CVC in the case of fixed current. At the same time, inverting the dependence given by Eq. (C10) in order to obtain the direct $\varphi(\tau)$ function (which is required, e.g., for calculating the Shapiro steps) cannot be performed in the general case.

Nevertheless, this inverting can be done perturbatively in the case of small $A$. Below we illustrate this procedure in the first order with respect to $A$. We write Eq. (C10) as an expansion with respect to $A$:
\[
\tau = g_0(\varphi) + A g_1(\varphi).
\]
(C16)
We want to invert Eq. (C16) as
\[
\varphi = f_0(\tau) + A f_1(\tau).
\]
(C17)
In the zeroth order, $g_0(\varphi)$ is given by Eq. (C9), and its inverse $f_0(\tau)$ is given by Eq. (5). Substituting Eq. (C17) into Eq. (C16) and expanding up to the first order, we obtain
\[
\tau = g_0(f_0(\tau)) + g_0'(f_0(\tau))A f_1(\tau) + A g_1(f_0(\tau)).
\]
(C18)
Considering the terms of the first order, we find
\[
f_1(\tau) = -g_1/g_0',
\]
(C19)
where the derivative is taken with respect to $\varphi$, and finally $f_0(\tau)$ is substituted as the argument in the rhs. Since $g_0(\varphi) = 1/(j - \sin \varphi)$, we find
\[
g_0'(f_0(\tau)) = (1 + \cos \alpha \cos \theta(\tau)) \cos \alpha / \sin^2 \alpha,
\]
where $\theta(\tau) = \nu \tau - \alpha$.
From Eq. (C10), we find
\[
g_1(\varphi) = -2 \left[ \ln(jg_0') + 1 - jg_0' \right],
\]
(C20)
and Eq. (C19) finally leads to the following explicit result of the inversion procedure:
\[
f_1(\tau) = \frac{2}{1 + \cos \alpha \cos \theta(\tau)} \left[ - \cos \alpha - \cos \theta(\tau) \right. \\
+ \left. \sin^2 \alpha \ln \left( 1 + \cos \alpha \cos \theta(\tau) \right) \sin^2 \alpha \right].
\]
(C21)
Note that this result reproduces Eq. (40) in the case of $\phi = 0$ if we choose the free constant $\tau_1$ in Eq. (40) according to $\cos \theta(\tau_1) = -\cos \alpha$.

Appendix D: Shapiro spikes: details of derivation

Derivation of equations describing the Shapiro spikes (see Sec. VI) is based on the following relation:
\[
e^{i z \sin \varphi} = \sum_{n=-\infty}^{\infty} J_n(z)e^{i n \varphi},
\]
(D1)
where $J_n(z)$ are the Bessel functions of the first kind. A useful property of these functions is $J_{-n}(z) = (-1)^n J_n(z)$. Multiplying both sides of Eq. (D1) by $e^{i \alpha}$
and taking the imaginary part (in the case of real $a$ and $z$), we find

$$\sin(a + z \sin \phi) = \sum_{n=-\infty}^{\infty} J_n(z) \sin(a + n \phi)$$
$$= \sum_{n=-\infty}^{\infty} (-1)^n J_n(z) \sin(a - n \phi). \quad (D2)$$

This leads to Eq. (48).
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