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ABSTRACT

The underspecification of most machine learning pipelines (D’Amour et al., 2020) means that we cannot rely solely on validation performance to assess the robustness of deep learning systems to naturally occurring distribution shifts. Instead, making sure that a neural network can generalize across a large number of different situations requires to understand the specific way in which it solves a task. In this work, we propose to study this problem from a geometric perspective with the aim to understand two key characteristics of neural network solutions in underspecified settings: how is the geometry of the learned function related to the data representation? And, are deep networks always biased towards simpler solutions, as conjectured in recent literature? We show that the way neural networks handle the underspecification of these problems is highly dependent on the data representation, affecting both the geometry and the complexity of the learned predictors. Our results highlight that understanding the architectural inductive bias in deep learning is fundamental to address the fairness, robustness, and generalization of these systems.

1 INTRODUCTION

Modern neural networks are brittle. Not only in the adversarially robust sense, but also when tested under slightly different conditions than the ones used to validate their original performance (Geirhos et al., 2019; Hendrycks & Dietterich, 2019; Taori et al., 2020). In fact, despite great advances in the validation performance of neural networks, their lack of robustness to semantically meaningless distribution shifts remains, to this date, one of the greatest challenges in deep learning.

Arguably, the main reason for this slow progress lies in the fact that we do not know how to handle the underspecification of most machine learning pipelines, i.e., it is often possible to achieve the same performance in a held-out validation set using radically different predictors (D’Amour et al., 2020). For this reason, relying only on validation accuracy as sole design metric cannot inform of the robustness of a model to naturally occurring distribution shifts. Instead, making sure that a neural network can generalize under different testing conditions requires to understand the specific way in which it solves the task.
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Figure 1: Diagram of the generation of the underspecified datasets. The samples from two datasets are concatenated along the channel dimension by stacking samples with the same label together.

We propose to study the problem of underspecification from a geometric perspective with the aim to understand two key characteristics of the solutions found by neural networks in underspecified tasks. First, how is the geometric margin (i.e., distance to the decision boundary) of deep models related to the data representation? Understanding this property is fundamental to address the adversarial robustness of deep learning (Ortiz-Jiménez et al., 2021). And second, are deep networks always biased towards simpler solutions? This property has been conjectured to mediate in generalization both in- and out-of-distribution (Rahaman et al., 2019; Nakkiran et al., 2019; Shah et al., 2020), but our results challenge the validity of this assumption.

Answering these questions, though, requires a deeper understanding of the inductive bias of deep neural networks, as it determines which features a neural network preferably picks to solve a task. Recently, it has been shown that, at least in the context of linearly separable tasks, the properties of the input gradients can partly characterize the inductive bias induced by the architecture (Ortiz-Jiménez et al., 2020). In this work, we further show that these properties can also reveal new insights on the behaviour of neural networks in underspecified settings. Our results show that the way neural networks handle underspecification highly depends on the data representation, affecting both their geometric margin and the predictor complexity. We also show that under certain conditions, standard vision architectures can consistently solve underspecified tasks using complex and non-linear predictors, despite the existence of linear separators that can perfectly fit the training and test data. As far as we know, this is the first time that this type of behaviour is reported in the literature.

We see our work as a preliminary contribution to the understanding of how the architectural inductive bias deals with underspecification in deep learning. In particular, it highlights that addressing important challenges in fairness, robustness, and out-of-distribution generalization requires deeper insights into the inductive biases of these systems. Not only those sourcing from the data and learning algorithm, but also those driven by the preferences of the model, as well.

2 Preliminaries

Surprisingly, modern neural network architectures cannot generalize uniformly well on all linearly separable tasks (Ortiz-Jiménez et al., 2020). Formally, one can construct the following families of linearly separable data distributions \( D(v) \) with a single discriminative direction \( v \in \mathbb{S}^{d-1} \) with margin \( \epsilon > 0 \), such that for \((x, y) \sim D(v)\),

\[
    x = \epsilon y v + w \quad \text{with} \quad w \sim \mathcal{N}(0, \sigma^2(I - vv^\top)) \quad \text{and} \quad y \sim \mathcal{U}([-1, 1]).
\]

The performance of a network \( f_\theta \), parameterized by a set of weights \( \theta \), on \( D(v) \) is a monotonically increasing function of the alignment of \( v \) with the input gradient covariance at initialization, i.e.,

\[
    \alpha(v) = v^\top \left( \mathbb{E}_{\theta} \nabla_x f_\theta(x) \nabla_x^\top f_\theta(x) \right) v.
\]

This means that a neural network can only generalize well on linearly separable tasks whose discriminative direction is aligned with the largest eigenvectors of the gradient covariance. These eigenvectors are generally referred to as neural anisotropic directions (NADs) of a network, ordered in terms of their associated eigenvalues, i.e., lower/first NAD indices correspond to higher eigenvalues.

In this work, we use the concept of NADs to create different underspecified datasets consisting of the concatenation of data from two different distributions, \( D_1 \) and \( D_2 \), with the same number of classes.
That is, we construct distributions of the form \( D = D_1 \oplus D_2 \), such that for every \((x, y) \sim D\), we have \( x = x_1 \oplus x_2 \) with \((x_1, y) \sim D_1\) and \((x_2, y) \sim D_2\). Here, \( \oplus \) indicates the direct sum, or concatenation along the channel dimension, of two images (see Figure 1). To control the alignment with the inductive bias of the network, we always set \( D_1 = \mathcal{D}(v) \) and choose \( v \) to be one of the NADs of the network.

Note that this dataset construction is fully underspecified as the network can achieve optimal accuracy by using any of the channels, independently. Nevertheless, we expect that the trained model will use the information present in \( \mathcal{D}(v) \) only when \( v \) is aligned with the first NADs. In our experiments we test this hypothesis and use it to evaluate how the network behaves when trained on data that can be solved in more than one way.

3 Neural anisotropies modulate input margin in deep networks

We first analyze the behaviour of a neural network when trained on a linearly separable, although underspecified, data distribution. Specifically, we generate data from \( \mathcal{D}(v_1) \oplus \mathcal{D}(v_2) \) with \( \epsilon_1 = 1 \) and \( \epsilon_2 = 0.5 \), respectively. This dataset is underspecified as it can be perfectly separated using infinite linear separators in the span of \( v_1 \) and \( v_2 \). Nevertheless, even if all these solutions achieve the same validation performance, they can exhibit very different behaviours under distribution shifts.

Figure 2 summarizes the behaviour of a ResNet-18 trained on different versions of the underspecified linearly separable dataset with varying degrees of alignment of \( v_1 \) and \( v_2 \) with the NAD basis. We observe that the overall performance of the network is poorer when both discriminative directions are aligned with the last NADs, in line with the results obtained when training on a single \( \mathcal{D}(v) \) (Ortiz-Jiménez et al., 2020). On the other hand, we also see that, for many combinations of NAD indices, the network tends to use only the information of a single channel and completely neglects the information in the channel with the higher NAD index. This effect is also apparent when inspecting the tilt of the decision boundary in the plane spanned by \( v_1 \oplus 0 \) and \( 0 \oplus v_2 \), which ranges from being completely parallel to \( v_1 \oplus 0 \), to being parallel to \( 0 \oplus v_2 \).

The results of this experiment put forward the hardness of predicting the robustness properties of a neural network even in this very simple setup. Indeed, by changing the alignment of \( v_1 \) and \( v_2 \) with the NADs (amounting to a linear rotation of the input space) we see a whole array of different behaviours of the network in terms of margin: from behaving like a maximum input margin classifier when \( v_1 \) and \( v_2 \) are both aligned with the first NADs, to behaving almost like a decision stump in the NAD basis when either \( v_1 \) or \( v_2 \) are aligned with the last NADs (see Figure 2b). Understanding how this phenomenon affects the robustness of deep networks and using it to boost their performance in standard settings seems, therefore, an important research direction for the future.

4 Deep learning is not always biased towards simpler solutions

We now test a common conjecture about the inductive bias of neural networks, which postulates that deep networks tend to prefer to solve tasks with simpler solutions (Rahaman et al., 2019). In these terms the simplicity bias mostly refers to geometric simplicity of the decision boundary, e.g., it is suggested that neural networks will always prefer to separate a dataset linearly rather than non-linearly (Nakkiran et al., 2019). This property is generally regarded as positive for generalization, however, it has also been shown to be possibly harmful for the robustness of these systems (Shah et al., 2020). Contrary to this common assumption, however, we provide a counterexample in which neural networks do not abide by this supposed simplicity bias.

We construct this problem by expanding a binary version of CIFAR-10 (Krizhevsky, 2009) – with one label for the first five CIFAR-10 classes, and another one for the rest – with an extra channel distributed according to \( \mathcal{D}(v) \). If the simplicity bias fully explained the inductive bias of deep learning, then any neural network would prefer to solve this dataset by constructing only a linear boundary to separate the information in the linearly separable channel. This seems to be the case for a multi-layer perceptron (MLP) (see Figure 3) which always prefers to solve this task using the linearly rather than the non-linearly separable channel. However, this is not the case for the two

\footnote{Results with other networks can be seen in the Appendix.}
CNNs in our experiments. Instead, there seems to exist a more nuanced behaviour of the simplicity bias for these models. Indeed, whenever $v$ is aligned with the first few NADs, these networks only fit the information in the $D(v)$ channel – as predicted by the simplicity bias. However, whenever $v$ is aligned with the higher NADs, the networks prefer to use only the CIFAR-10 data, despite this solution having worse test accuracy and, arguably, a much higher complexity than solving $D(v)$.

On the other hand, even if one could always solve this dataset by fitting the information in all channels simultaneously, it seems that CNNs cannot do so. Instead, they seem to be able to either solve the task using the information in the linearly separable channel, or in the CIFAR-10 channels, exclusively. This again depends on the alignment of $v$ with the NADs. We, therefore, believe that understanding why this sudden change happens, and how the architectural inductive bias mediates the choice of features of the network, is another important avenue for future studies in the fairness and robustness of these systems.
5 CONCLUSIONS

We have shown that the way that neural networks handle underspecification in deep learning is heavily influenced by their architectural inductive bias. In particular, we have shown two simple examples in which the out-of-distribution generalization properties of a neural network are strongly determined by the input representation. In this sense, our results challenge certain common assumptions about the inductive bias of these systems, which tend to presume that the solutions found by neural networks are governed by basic geometric rules, e.g., simplicity bias. Instead, we have clearly shown that this mental picture, which might be true when dealing with fully connected architectures, is not fully representative of the type of biases present in modern architectures.

We see our work as an important first step towards understanding how the architectural inductive bias of deep networks breaks underspecification in deep learning: It shows that the geometric inductive bias of deep networks is very nuanced, and that the coupling between input representation and model choice can significantly alter key properties of these systems. We believe that research in this directions will be, therefore, of paramount importance to address future challenges in fairness, robustness, and in and out of distribution generalization of deep networks.
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A EXPERIMENT DETAILS

A.1 CONCATENATION OF LINEARLY SEPARABLE DISTRIBUTIONS

For the experiments of Sec. 3, we use linearly separable distributions of the form of $D(v)$ to create the synthetic datasets. The datasets consist of 10,000 samples for training and 10,000 samples for test, each sample shaped in the form of a $32 \times 32 \times 2$ image, with each channel distributed according to different NADs. We use $\sigma = 1$ for all our experiments, and set $\epsilon_1 = 1$ and $\epsilon_2 = 0.5$, respectively.

We train the ResNet-18 for 30 epochs on batches of size 128, optimizing a standard cross-entropy loss function, using SGD with a triangular (cyclic) learning rate with maximum value 0.1, fixed momentum of 0.9, and fixed weight decay of $10^{-5}$. We also train an MLP with 2 hidden layers with 100 and 20 neurons respectively, and a LeNet. These networks are trained similarly to ResNet-18 but for 50 epochs, with a maximum learning rate of 0.2 and no regularization. In every case, the networks achieve close-to-zero training loss.

A.2 LINEARLY SEPARABLE DISTRIBUTION APPENDED TO CIFAR-10 DATA

For the experiments of Sec. 4, we first convert the 10-class CIFAR-10 dataset into a binary classification task. If $c \in \{0, \ldots, 9\}$ denotes the CIFAR-10 classes, the labels $y \in \{-1, +1\}$ of the binarized version are obtained as

$$y = \begin{cases} -1, & \text{if } c < 5 \\ +1, & \text{if } c \geq 5. \end{cases}$$

The dimension of the CIFAR-10 RGB images is $32 \times 32 \times 3$, while the dataset consists of 50,000 training and 10,000 test images, equally distributed along the 10 labels. Hence, 25,000 training images are assigned the label $y = -1$ and 25,000 the label $y = +1$. Similarly, for the test data, 5,000 images are assigned the label $y = -1$ and 5,000 the label $y = +1$. Second, based on the setup of Sec. 3, we use linearly separable distributions of the form $D(v)$ to create synthetic grayscale images of dimension $32 \times 32$. Again, these distributions are parameterized by a unit vector $v$ chosen from the NAD basis. Same as the CIFAR-10 binarization, the synthetic dataset consists of 50,000 training and 10,000 test images, where half of them are assigned the label $y = -1$ and the other half the label $y = +1$. Finally, we concatenate the binarized CIFAR-10 dataset with the synthetically generated one, in order to create a 4-channel dataset.

We train on this 4-channel dataset an MLP (60 epochs) with 2 hidden layers of 200 and 50 neurons wide respectively, a LeNet (40 epochs), and a ResNet-18 (40 epochs) on batches of 128. For every network, the discriminative feature size of the synthetic dataset is $\epsilon = 1$, while the noise variance for the MLP and ResNet-18 is $\sigma = 3.0$, and $\sigma = 1.0$ for LeNet. The values of these parameters are set to obtain a clear phase transition between the two behaviours in our experiments. We optimize the standard cross-entropy loss, using SGD with a triangular (cyclic) learning rate with maximum value 0.15, fixed momentum of 0.9, and fixed weight decay of $10^{-5}$. In every case, the networks achieve close-to-zero training loss.

B ADDITIONAL RESULTS ON UNDERSPECIFIED LINEARLY SEPARABLE DATASETS

We now show additional results on the underspecified linearly separable datasets with other networks. Figure 4 shows in and out-of-distribution generalization results for MLP. Note that MLP...
always achieves 100% test accuracy, which drops uniformly when we only use one channel. Although the accuracy drop is smaller when we only use the first channel, probably due to the fact that the margin in this channel is bigger (\( \epsilon = 1.0 \)) and the network prefers to use this direction. This seems to be true when we inspect some cross-sections (see Figure 5) of the decision boundary. Here, we see that the decision boundary in the plane spanned by the discriminative directions of the channels has a tilt mostly aligned with the first channel direction. We also see that these boundaries do not appear to change for any combination of NADs. All these behaviours contrast with LeNet and ResNet-18 networks.

Figures 6 and 7 show results for LeNet. In this case, as in ResNet-18, we observe how the overall performance of the network is poorer when the discriminative directions are aligned with the last NADs. As mentioned in Sec. 3, there seems to be a preference to use channels with discriminative directions aligned with first NADs even when their margins are smaller than those aligned with last NADs. Figure 7 contains cross-sections for LeNet under different NAD pairs (see Figure 8 for ResNet-18). We can see how the decision boundary tilt changes from being completely parallel to the discriminative direction in the first channel, to being parallel to the discriminative direction used in the second channel and that this change is modulated by NADs.
Figure 5: Cross-sections of the decision boundary at a plane spanned by the first and second channel’s discriminative directions for MLP.

Figure 6: In and out-of-distribution generalization for LeNet: (Left) Test accuracy on the original distribution with both channels on, (center) only the first channel on and second channel zeroed out, and (right) only the second channel on and first channel zeroed out.
Figure 7: Cross-sections of the decision boundary at a plane spanned by the first and second channel’s discriminative directions for LeNet.
Figure 8: Cross-sections of the decision boundary at a plane spanned by the first and second channel’s discriminative directions for ResNet-18