EFFECTS OF TOP-QUARK DECAY MODELING IN $t\bar{t}\gamma$ PRODUCTION AT THE LHC *
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We present a systematic comparison of different approaches for the modeling of $t\bar{t}\gamma$ final states with leptonic decays at the LHC. On the one hand, we consider a complete calculation at NLO QCD accuracy which includes all resonant and non-resonant diagrams. On the other hand, we consider predictions in the narrow-width approximation with top quark decays modeled at various accuracies. In this way we quantify the impact of the off-shell effects in $t\bar{t}\gamma$ production. We also discuss the relative importance of double-, single- and non-resonant contributions in the complete calculation. Finally we investigate the fraction of isolated photons from decays of top quarks, which represent a background for measurements of anomalous $t\gamma$ couplings.
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1. Introduction

Precision measurements of processes involving top quark pair production provide a unique opportunity for testing the Standard Model (SM) at the LHC. Using the full luminosity collected at Run II, associated production channels such as $t\bar{t}H$ or $t\bar{t}V$ ($V = \gamma, Z, W^\pm$) can be studied with some detail. Even though the latter have cross sections that are orders of magnitude smaller than the inclusive $t\bar{t}$ production, they add significantly to the study of top quark properties at the LHC. Particularly interesting is the analysis of $t\bar{t}\gamma$ production in connection with precision measurements of properties such as top quark electric charge [1] or charge asymmetries [2,3]. Being a natural probe of the $t\gamma$ vertex, this process can contribute to shed light on
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possible effects of physics beyond the SM (see e.g. \cite{4,5}). Clearly, precise SM predictions are a prerequisite to achieve all these goals.

The present state-of-the-art description of $t\bar{t}\gamma$ is NLO. Both QCD and EW corrections have been calculated in the picture of stable top quarks \cite{6-9}. Predictions based on the narrow-width approximation are available at NLO QCD accuracy, including radiative effects in top quark decays \cite{10}. Results matched to parton showers are also available for on-shell top quarks \cite{11}. More recently, predictions for the dilepton channel based on a complete NLO QCD calculation have started to appear \cite{12}. Different approaches of modeling $t\bar{t}\gamma$ events are currently being analysed for the measurement of inclusive and differential cross sections in the $e\mu$ channel at 13 TeV by the ATLAS collaboration \cite{13}.

The approach of a complete calculation provides the most realistic description for a wide range of observables and, without any doubt, should be used when possible. On the other hand, it is well known that such approach is often demanding computationally and results based on the narrow-width approximation are sufficiently accurate under certain conditions. The only way to critically assess the accuracy of approximate results is to perform systematic comparisons at the differential level. With this motivation at hand, we have performed a comparative study of various approaches for the modeling of $t\bar{t}\gamma$ from the viewpoint of a fixed-order calculation, focusing on the dilepton channel. We report on the results of this work, as presented in \cite{14}.

2. Details of the calculation

We study the process $pp \to e^+\nu_e\mu^-\bar{\nu}_\mu b\bar{b}\gamma + X$ at NLO QCD accuracy, considering the LHC Run II energy of 13 TeV. The top quark mass is set to $m_t = 173.2$ GeV while all other fermions are treated as massless. We consider two different functional forms for the renormalization and factorization scales: $\mu_R = \mu_F = m_t/2$ and $\mu_R = \mu_F = H_T/4$, where

$$H_T = p_T(e^+) + p_T(\mu^-) + p_T(b_1) + p_T(b_2) + p_T(\gamma) + p_T^{miss},$$

and $b_1, b_2$ denote $b$-jets. The first scale prescription is a common choice in various phenomenological studies while the second one, phase-space dependent, is our recommendation based on earlier studies \cite{12}. Scale uncertainties are estimated by varying the default values of the renormalization and factorization scales independently by a factor of 2 and taking the envelope of the resulting predictions. We consider the CT14 \cite{15}, MMHT14 \cite{16}, and NNPDF3.0 \cite{17} parton distribution functions (PDF) in accordance with the PDF4LHC recommendations for LHC Run II \cite{18}. For further details of the computational setup we refer to our published work \cite{12,14}.
On the technical side, our results have been obtained with the help of the package Helac-Nlo \[19\]. Real-emission contributions are calculated with the Nagy-Soper scheme \[20\] and cross-checked with the Catani-Seymour scheme \[21, 22\]. In both cases we adopt a formulation valid for arbitrary helicity eigenstates of the external partons \[23\]. Phase-space integration is performed with Kaleu \[24\]. Our results are available in the form of events in Les Houches Event File format \[25\] or ROOT Ntuples \[26\] that might be directly used for experimental studies. Each event is stored with additional matrix-element and PDF information which allows on-the-fly reweighting for different scales and PDFs \[27\]. A newly developed tool, Heplot, can be used to obtain predictions for arbitrary infrared-safe observables and kinematical cuts from the Ntuples, together with full theoretical uncertainties stemming from scale and PDF variations.

As already mentioned, a comprehensive analysis of various approaches for the modeling of \( t\bar{t}\gamma \) final states is the main focus of this work. We will compare results from a full calculation against those based on the narrow-width approximation for top quarks and \( W \) bosons. For ease of notation, we will denote the two approaches "full off-shell" and "NWA". In the former, all resonant and non-resonant Feynman diagrams, interferences and finite-width effects at the perturbative order \( \mathcal{O}(\alpha_5 \alpha_3) \) are taken into account. In the latter only double-resonant contributions are retained, where top quarks and \( W \) bosons are produced on-shell and decayed with full spin correlations. In order to facilitate more systematic comparisons we have extended the Helac-Nlo framework with the capability to perform calculations in full NWA. We summarize in the next section the main features of our implementation in comparison with other standard approaches.

3. Narrow Width Approximation in Helac-Nlo

The NWA offers a conceptually easy and powerful framework for computing processes characterized by the production of unstable resonances when the width (\( \Gamma \)) of such particles is small compared to their mass (\( m \)). The factorization of the cross section into production times decay is driven by the limit

\[
\frac{1}{(p^2 - m^2)^2 + m^2 \Gamma^2} \xrightarrow{\Gamma/m \to 0} \frac{\pi}{m\Gamma} \delta(p^2 - m^2) + \mathcal{O} \left( \frac{\Gamma}{m} \right). \tag{3.1}
\]

Non-resonant contributions are systematically removed from the computation of scattering amplitudes in NWA. Such contributions are suppressed by the ratio \( \Gamma/m \) for sufficiently inclusive observables \[35\], although they are well known to have a more prominent role in certain regions of phase space (see e.g. \[36, 37\]). In standard implementations of NWA, the amplitudes
of the various production and decay subprocesses are computed separately and combined later. In order to preserve spin correlations, bookkeeping of matrix elements for different polarizations of decaying particles is required. The combinatorial burden increases with the number of unstable particles and with the number of sequential decays. We will name this approach bottom-up by virtue of its feature of combining simpler building blocks.

In our work we adopt a top-bottom approach. Instead of computing the various subprocesses separately, we take the viewpoint of the fully decayed final state. Amplitudes are calculated using standard recursive algorithms, with simple modifications which restrict the computation to resonant contributions. These modifications shall be accompanied by some change in the propagators. For resonant fermionic propagators, according to formula (3.1), the change reads

\[ \frac{\psi_f + m_f}{(p_f^2 - m_f^2) + i m_f \Gamma_f} \rightarrow (\psi_f + m_f) \sqrt{\frac{\pi}{m_f \Gamma_f}}, \]  

(3.2)

while for non-resonant propagators we have

\[ \frac{\psi_f + m_f}{(p_f^2 - m_f^2) + i m_f \Gamma_f} \rightarrow \frac{\psi_f + m_f}{(p_f^2 - m_f^2)}. \]  

(3.3)

We note that the numerator in Eq. (3.2) can be left unchanged because

\[ (\psi_f + m_f) = \sum_{s=\pm} u(p_f, s) \bar{u}(p_f, s) \]  

in the on-shell limit. The treatment of heavy-boson propagators is analogue. The top-down approach has the advantage of avoiding bookkeeping issues, which sounds appealing for processes featuring multiple sequential decays. Let us remark, at this point, that the two approaches are completely equivalent. We prefer the top-down approach because it minimizes structural changes in the framework of Helac-Nlo while being rather simple to implement. We can use highly optimized algorithms, as developed for the computation of processes such as off-shell \( t\bar{t} + X \) (\( X = \gamma, Z, j \)) [12, 31–34], for the efficient selection of resonant contributions.

Further subtleties appear when dealing with NLO calculations. From the point of view of the virtual corrections, our approach does not set additional complications other than the efficient selection of loop topologies corresponding to factorizable corrections. From the point of view of the real corrections, the subtraction of infrared divergences requires some attention. Indeed the radiation of an unresolved gluon from resonant, on-shell propagators generates additional divergencies which are absent in the off-shell case. To treat such divergences, a few modifications are required in

\[ \text{the Dirac delta appearing in Eq. (3.1) is absorbed in the phase space.} \]
the organization of the subtraction. The gluon radiation mentioned above can be part either of the production process (when the gluon is radiated by a top quark that gets on-shell after radiation and decays) or of the decay process (as initial-state radiation). In the first case, the problem can be treated using standard Catani-Seymour dipoles. It is sufficient to include the resonant top quarks in the list of final-state emitters and compute the corresponding dipoles for the cases of final-state and initial-state spectators. The phase space mapping is applied to the momentum of the top quark, as reconstructed from its decay products. The mapping is propagated afterwards to the daughter particles (see Ref. [14] for more details). Because the resonant propagator implicitly sums over the polarizations of the top quark, it is not possible to use the polarized formulae of Ref. [23]. Crucially, the divergence is of pure soft nature and as such it is independent of the gluon polarization. Thus the required subtraction term can be simply set equal to the standard, non-polarized Catani-Seymour dipole with an additional factor 1/2 to avoid double counting in polarization sums. Let us now consider the second case, namely gluon radiation from top quark decays. In this case we use the prescription introduced in [30] and generalized in [10] to the case of radiative top quark decays. The formula available in the literature refers to the unpolarized case. We devised a simple extension of it to the case of polarized partons which, for massless $b$-quarks, reads

$$D \left( (p_t + p_g)^2, (p_b + p_g)^2, m_t^2, M_W^2 \right)_{\lambda \lambda', \lambda b} =$$

$$g^2 \mu^{2\epsilon} C_F \left[ \frac{1}{p_b \cdot p_g} \left( \frac{z^2}{(1 - z)} + \delta_{\lambda b} \lambda_g (1 + z) \right) - \frac{1}{2} \frac{m_t^2}{(p_t \cdot p_g)^2} \right] \delta_{\lambda \lambda'} \delta_{\lambda b} \delta_{\lambda b'} .$$

(3.4)

Here $\lambda_b, \lambda_g$ are the helicity eigenstates of the external $b$-quark and gluon respectively and $\lambda, \lambda'$ are the helicity eigenstates that enter the Born matrix element. To conclude this part, we observe that the changes described above do not affect the analytical structure of the integrated dipoles. We used the formulae already available in the literature without need of any change.

4. Numerical results

In this section we present selected results from our study at the LHC with 13 TeV. Events with exactly two $b$-jets, two charged leptons, one hard photon and missing $p_T$ in the final state are selected. The photon is required to be isolated according to the prescription of Ref. [28]. The following
kinematical cuts are imposed:

\[
\begin{align*}
  p_T, \ell &> 30 \text{ GeV} & p_T, b &> 40 \text{ GeV} & p_T^{\text{miss}} &> 20 \text{ GeV} \\
  \Delta R_{\ell b} &> 0.4 & \Delta R_{bb} &> 0.4 & \Delta R_{\ell \ell} &> 0.4 \\
  |y_\gamma| &< 2.5 & |y_\ell| &< 2.5 & |y_b| &< 2.5 \\
\end{align*}
\]

where $b, \ell$ denote respectively any $b$-jet and charged lepton. Furthermore, we require for the photon $p_T, \gamma > 25 \text{ GeV}$, $|y_\gamma| < 2.5$ and $\Delta R_{\ell \gamma} > 0.4$. Jets are defined using the anti-$k_T$ clustering algorithm \([29]\), setting $R = 0.4$ as resolution parameter. No restriction is imposed on the extra jet other than the condition that it must be separated from the isolated photon.

Let us begin the discussion with an analysis of the impact of different modeling approaches on the integrated cross sections. In Table 1 we report our findings as obtained for the two scale prescriptions and using CT14 PDFs. We compare the full off-shell result against NWA with different levels of accuracy, namely: (i) decays at NLO and photon radiation in both production and decays (full NWA); (ii) decays at NLO and photon radiation in production only (NWA$_{\gamma-\text{prod}}$); (iii) decays at NLO and photon radiation in decays only (NWA$_{\gamma-\text{decay}}$); (iv) decays at LO and photon radiation in production only (NWA$_{\text{LOdecay}}$). From Table 1 we evince that, at NLO, contributions of photon radiation from production and from decays are quite balanced as they amount respectively to 57\% and 43\%, independently on the scale choice. An important fraction of isolated photons is thus radiated off the top quark decay products. This finding is consistent with earlier published studies based on full NWA \([10]\), which focused on different decay channels and collider energies. Thus, including radiative effects in the modeling of top quark decays is mandatory for reliable estimates of fiducial cross sections. Even more so, we observe that the NWA$_{\text{LOdecay}}$ prediction badly underestimates the full NLO QCD result. From Table 1 one can also see that the off-shell effects change the NLO cross section by less than 3\% independently of the scale choice. This is consistent with expectations driven by the ratio $\Gamma_t^\gamma/m_t \approx 0.8\%$ and confirms once more that the full NWA does an excellent job for sufficiently inclusive observables.

Let us now take a more exclusive point of view and check some differential cross sections. Figure 1 shows four distributions of phenomenological interest: the transverse momentum of the photon ($p_T(\gamma)$), the $\Delta R$ separation between the photon and the softest $b$-jet ($\Delta R(\gamma b_2)$), the average $p_T$ of the $b$-jets ($p_T(b_{\text{avg}})$) and finally the minimum invariant mass between the positively charged lepton and the $b$-jets ($M(b\ell^+)_{\text{min}}$). The first two observables are well known for being sensitive to physics beyond the SM, while the latter has been widely investigated for top quark mass measurements in the $t\bar{t}(j)$ channel. The plots show results for the off-shell, full NWA and
NWA_{\text{LOdecay}} cases. The uncertainty band refers to the most accurate prediction, \textit{i.e.} the off-shell calculation. The accuracy of NWA is questionable where the NWA curves do not fit well within the uncertainty bands. As shown in Figure 1, different observables have different behaviors: for $p_T(\gamma)$ and $\Delta R(\gamma/b_2)$ the full NWA approach is accurate in the whole observed range, on the other hand for $p_T(b_{\text{avg}})$ and $M(b^{+})_{\text{min}}$ there are visible discrepancies in tails. We note again that predictions based on NWA_{\text{LOdecay}} do not adequately describe the process.

To understand better why some observables are more sensitive to off-shell effects than others, it is helpful to investigate the relative importance of double-, single- and non-resonant contributions (denoted DR, SR and NR for brevity) in the full calculation. These are extracted with a selection procedure over the fiducial phase space which generalizes the method introduced in Ref. \cite{36}. The procedure can be sketched as follows: for any event, (i) we identify the most likely set of daughter particles from top quark decays and reconstruct $t$ and $\bar{t}$ invariant masses, then (ii) we check how much the reconstructed invariant masses differ from the nominal mass, $m_t$. If the difference lies within a predefined window, the $t(\bar{t})$ quark is considered resonant, otherwise it is tagged as non-resonant. Further details on this procedure can be found in Ref. \cite{14}. It is clear that the partition into DR, SR and NR contributions is somewhat arbitrary in that it depends on the size of the window (we set it to be $15 \Gamma_t \approx 20 \text{ GeV}$). Yet, it is helpful to get an idea of the relative importance of the various contributions in different phase space regions. Our findings are reported in Figure 2, where we consider the same observables of Figure 1. For the observables which proved to be less sensitive to the off-shell effects, DR contributions are nearly constant and dominant everywhere. In the other cases, we observe a correspondence between enhanced sensitivity to off-shell effects and increasing importance of SR contributions. NR contributions are extremely small in size everywhere.

We conclude the discussion with a differential analysis of the fraction of events where the photon is radiated either in production or in decays. The distinction between these contributions is well defined in NWA, where there is no cross talk between production and decay subprocesses. In the picture of a full calculation, non-factorizable and interference effects make such a net distinction impossible. One can suppress either contribution by use of suitable kinematical cuts, the design of which gets important feedback from NWA \cite{10}. Figure 3 shows four distributions, namely the $p_T$ of the hardest $b$-jet ($p_T(b_1)$), the average invariant mass of the reconstructed top quarks ($M(t_{\text{avg}})$) as well as the already introduced $M(b^{+})_{\text{min}}$ and $H_T$. They represent interesting cases of dimensionful observables with variable behaviours. In the case of $M(t_{\text{avg}})$, the relative contributions of NWA$_{\gamma_{\text{prod}}}$ and NWA$_{\gamma_{\text{decay}}}$ are rather constant and the first one dominates over the
whole range, while for \( M(b^{+})_{\text{min}} \) the two contributions have comparable size in some range. Finally, \( p_T(b) \) and \( H_T \) exhibit more distinct regions of influence, with photons from production (decay) dominating the hard (soft) part of the spectrum. These findings can be used to further develop selection criteria to reduce the contribution of hard photons from top quark decays, which constitute a background for measurements of anomalous couplings in the \( t\gamma \) vertex.

| Modeling Approach         | \( \sigma^{\text{LO}} \) [fb] | \( \sigma^{\text{NLO}} \) [fb] |
|---------------------------|-------------------------------|-------------------------------|
| full off-shell (\( \mu_0 = m_t/2 \)) | \( 8.28^{+2.92}_{-2.01} \) (35\%) | \( 7.44^{+0.07}_{-1.04} \) (14\%) |
| full off-shell (\( \mu_0 = H_T/4 \)) | \( 7.32^{+2.45}_{-1.71} \) (25\%) | \( 7.50^{+0.11}_{-0.45} \) (6\%) |
| NWA (\( \mu_0 = m_t/2 \)) | \( 8.08^{+2.84}_{-1.96} \) (35\%) | \( 7.28^{+0.99}_{-0.03} \) (13\%) |
| NWA (\( \mu_0 = H_T/4 \)) | \( 7.18^{+2.39}_{-1.68} \) (33\%) | \( 7.33^{+0.43}_{-0.24} \) (3\%) |
| NWA\(_{\gamma\text{-prod}}\) (\( \mu_0 = m_t/2 \)) | \( 4.52^{+1.63}_{-1.11} \) (36\%) | \( 4.13^{+0.53}_{-0.05} \) (13\%) |
| NWA\(_{\gamma\text{-prod}}\) (\( \mu_0 = H_T/4 \)) | \( 3.85^{+1.29}_{-0.90} \) (23\%) | \( 4.15^{+0.12}_{-0.21} \) (5\%) |
| NWA\(_{\gamma\text{-decay}}\) (\( \mu_0 = m_t/2 \)) | \( 3.56^{+1.20}_{-0.85} \) (24\%) | \( 3.15^{+0.46}_{-0.03} \) (15\%) |
| NWA\(_{\gamma\text{-decay}}\) (\( \mu_0 = H_T/4 \)) | \( 3.33^{+1.10}_{-0.77} \) (23\%) | \( 3.18^{+0.31}_{-0.03} \) (9\%) |
| NWA\(_{\text{LO decay}}\) (\( \mu_0 = m_t/2 \)) | \( 4.85^{+0.26}_{-0.48} \) (5\%) | 
| NWA\(_{\text{LO decay}}\) (\( \mu_0 = H_T/4 \)) | \( 4.63^{+0.44}_{-0.48} \) (11\%) |

Table 1. Integrated cross sections for \( pp \to e^{+}\nu_{e}\mu^{-}\bar{\nu}_{\mu} b \bar{b} \gamma + X \) at \( \sqrt{s} = 13\) TeV. Results of the off-shell calculation as well as of various approaches for the modelling of top quark decays in NWA are shown. The reported errors refer to uncertainties stemming from scale variation. All results refer to the CT14 PDF set.
Fig. 1. Differential cross sections for $pp \rightarrow e^+\nu_e\mu^-\bar{\nu}_\mu\bar{b}b\gamma + X$ as a function of $p_T(\gamma)$, $\Delta R(\gamma b_2)$, $p_T(b_{avg})$ and $M(b^{+}\nu_{b})_{\text{min}}$ (defined in the text). Upper panels: absolute NLO QCD predictions. Middle panels: ratio between full NWA and off-shell. Lower panels: ratio between NWA$_{\text{LO decay}}$ and off-shell. The off-shell prediction is based on the scale choice $\mu_R = \mu_F = HT/4$. All results are based on CT14 PDFs. The uncertainty bands refer to the off-shell calculation with default scale $HT/4$. 
Fig. 2. Differential cross sections for $pp \to e^+\nu_e\mu^-\bar{\nu}_\mu b\bar{b}\gamma + X$ as a function of $p_T(\gamma)$, $\Delta R(\gamma b)$, $p_T(b_{avg})$ and $M(b^{+}\mu)^{\text{min}}$ (defined in the text). Upper panels: absolute NLO QCD predictions for full off-shell as well as for double-, single- and non-resonant contributions (respectively DR, SR, NR). Lower panels: ratio between DR/SR/NR and off-shell predictions. Results are based on the scale choice $\mu_R = \mu_F = HT/4$ and on CT14 PDFs.

5. Conclusions

We have presented a comparative study of various approaches of modeling $t\bar{t}\gamma$ production in the dilepton channel at the LHC. Comparing the fully realistic description as given by a complete calculation with the one provided by the NWA, we have quantified for the first time at NLO QCD the size of the off-shell effects. We discussed examples of differential cross sections that are relatively insensitive to off-shell effects and can be safely described
Fig. 3. Differential cross sections for $pp \rightarrow e^+ \nu_e \mu^- \bar{\nu}_\mu b \bar{b} \gamma + X$ as a function of $p_T(b_1)$, $H_T$, $M(b\ell^+)_{\text{min}}$ and $M(t_{\text{avg}})$ (defined in the text). Upper panels: absolute NLO QCD predictions for full NWA as well as for NWA with photon radiation from production and from decays (respectively NWA$_{\gamma \text{prod}}$ and NWA$_{\gamma \text{decay}}$). Lower panels: ratio between NWA$_{\gamma \text{prod/decay}}$ and full NWA predictions. Results are based on the scale choice $\mu_R = \mu_F = HT/4$ and on CT14 PDFs.

by use of full NWA. At the same time we presented cases where the latter effects are visibly enhanced and a complete calculation should be used instead. Furthermore, we have shown that without including radiative effects in top quark decays (QCD corrections and photon radiation), the NWA does not adequately describe the process at hand. On the technical side, all the results presented in this study have been computed with HELAC-NLO. The code has been extended to perform automated calculations in full NWA.
Such automation will open the road to achieve predictions in full NWA for even more complex processes, such as $t\bar{t}b$, $t\bar{t}jj$ and $t\bar{t}t$ production.
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