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Abstract—It is often necessary to disclose training data to the public domain, while protecting privacy of certain sensitive labels. We use information theoretic measures to develop such privacy preserving data disclosure mechanisms. Our mechanism involves perturbing the data vectors in a manner that strikes a balance in the privacy-utility trade-off. We use maximal information leakage between the output data vector and the confidential label as our privacy metric. We first study the theoretical Bernoulli-Gaussian model and study the privacy-utility trade-off when only the mean of the Gaussian distributions can be perturbed. We show that the optimal solution is the same as the case when the utility is measured using probability of error at the adversary. We then consider an application of this framework to a data driven setting and provide an empirical approximation to the Sibson mutual information. By performing experiments on the MNIST and FERG data-sets, we show that our proposed framework achieves equivalent or better privacy for a given reconstruction loss function to capture the trade-off between information leakage and reconstruction error. We show that our framework also recovers mutual information privacy. The log-loss in their model was shown to approach the game-theoretic optimal mechanisms under a MAP adversary, and it also recovers mutual information privacy.

Maximal information leakage is motivated by a guessing adversary to characterize the amount of information the public variable Z leaks about a confidential variable C. Leakage is defined as the logarithm of the ratio of an adversary’s probability of a correct guess of a (randomized) function of C denoted as $\hat{U}(C)$ when $Z$ is observed, to the probability of a correct blind guess. The maximal information leakage then is defined as the maximum leakage over all possible functions. Since the leakage is maximized over the random variable $U$ with the Markov chain $U \rightarrow C \rightarrow Z$, it represents the worst case of possible functions of $U$. In [4] the maximization is proven to admit a closed-form solution and is proven to be equal to the Sibson mutual information of order infinity. We note that prior works on maximal information leakage also include [5], [6], [7].

The present paper considers the use of maximal information leakage for measuring privacy in a data disclosure application. We first study the theoretical privacy-utility trade-off for a Bernoulli-Gaussian model. We consider a setting where the privatizer is allowed to shift the mean of the Gaussian distributions, subject to a distortion constraint, while minimizing the information leakage between the private label and the output. We show that the optimal solution is identical to the case when the privacy is measured using error probability at the adversary. We also study performance over real data sets using a data-driven technique. We approximate information leakage using empirical Sibson mutual information and formulate our loss function to capture the trade-off between information leakage and reconstruction error. We show that our framework leads to equivalent or better privacy for a given reconstruction error than previous approaches.

In the broader literature, privacy preserving data disclosure is a widely explored area motivated by highly publicized data breaches which resulted from inadequate anonymization techniques [8], [9]. Many methods have been proposed to statistically quantify and measure privacy, including k-anonymity, t-closeness, and more recently mutual information [10], [11]. Work has been done in the area of differential privacy [12] utilizing data-driven frameworks developed in deep learning [11], in particular private machine learning.
through noisy stochastic gradient descent (SGD) or private aggregation of teacher ensembles (PATE) ([12], [13], [14], [15]). Prior work also borrow from the information theory literature to design machine learning models to achieve domain-specific goals such as exploration in reinforcement learning [16]. Numerous adversarial learning techniques have been proposed in recent years, spearheaded by the development of generative adversarial networks (GAN) and subsequent variants ([17], [18]). Under the GAN framework, the model is composed of a discriminator and a generator, where the discriminator’s objective is to classify whether or not input samples are real or generated, and the generator’s objective is to produce samples that fool the discriminator. There have been different variations on conditioning for the input in order to learn more flexible spaces and provide interpretation of the input space for the generator, as well as learning representations for specific types of data ([19], [20], [21]).

II. PRELIMINARIES: SIBSON MUTUAL INFORMATION AND INFORMATION LEAKAGE

Here we formally introduce the concepts of Sibson mutual information and maximal information leakage. Rényi introduced generalized definitions of Shannon entropy and KL divergence in Rényi entropy and Rényi divergence (equation (2)) which later was used in lossless data compression [22] and hypothesis testing [23]. However, he did not generalize mutual information, and several approaches have been proposed in the literature [24]. Sibson mutual information is an information theoretic measure based on a generalization of mutual information, defined in equation (1) for random variables \( X \in \mathcal{X}, Y \in \mathcal{Y} \) distributed as \( P(X, Y) \).

\[
I_\alpha(X; Y) = \min_{Q_Y} D_\alpha(P_Y | X || Q_Y | P_X) \tag{1}
\]

\[
D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \left( \sum_{a} P^\alpha(a) Q^{1-\alpha}(a) \right) \tag{2}
\]

For discrete variables, the Sibson mutual information is

\[
I_\alpha(X; Y) = \frac{\alpha}{\alpha - 1} \log \sum_{y \in \mathcal{Y}} \left( \sum_{x \in \mathcal{X}} P_X(x) P_Y^\alpha | X=x(y) \right)^{1/\alpha} \tag{3}
\]

This definition of Sibson mutual information in the limit as \( \alpha \to \infty \) is shown to be equal to the maximal information leakage [25].

\[
\mathcal{L}(X \to Y) = \sup_{U - X \to Y \to \tilde{U}} \log \frac{Pr(U = \tilde{U})}{\max_{u \in \mathcal{U}} P_{\tilde{U}}(u)} \tag{4}
\]

\[
= \log \sum_{y \in \mathcal{Y}} \max_{x \in \mathcal{X}, P_X(x) > 0} P_Y | X(y|x) = I_\infty(X; Y) \tag{5}
\]

Operationally, the information leakage is considered as the logarithm of the multiplicative increase in an adversary’s ability to predict \( U \), a (randomized) function of \( X \) in \( \tilde{U} \), having observed \( Y \) compared to a blind guess ([4], [25]). The maximal information leakage, then, is the maximization of the leakage over all such randomized functions \( U \). This is a conservative measure, and it has certain desirable properties that are demonstrated in ([25], [4], [24]).

While mutual information is widely used (as exemplified in related work [11], [3]), there are many scenarios where it is unable to capture the performance of a MAP adversary for a given mapping, as the example below demonstrates. Consider a \( C \) variable as a 2k-bit integer distributed as a uniform distribution over the possible \( 2^{2k} \) values (\( k \geq 2 \)), and the following two mappings:

\[
Z_1 = \begin{cases} C, & C \text{ mod } 2 = 0 \\ 1, & \text{else} \end{cases}
\]

\[
Z_2 = C \& (0^{k-1}1^{k+1})
\]

where \( Z_1 \) is preserved to be \( C \) if the last bit in \( C \) is 0, and \( Z_2 \) is the mapping which preserves the last \( k + 1 \) bits of \( C \) as the logical AND operator zeros out the first \( k - 1 \) bits. Under these mappings, one can easily compute the mutual information as follows:

\[
I(C; Z_1) = \frac{1}{2} \log(2) + 2^{k-1} \cdot 2^{-2k} \log(2^{2k}) = k + \frac{1}{2}
\]

\[
I(C; Z_2) = k + 1
\]

Note that the mutual information in the two mapping is nearly identical. In terms of an adversary’s performance, a MAP adversary can correctly guess \( C, 1/2 \) of the time in the first mapping, whereas the second mapping has an MAP adversary accuracy of \( 2^{-k} \). When calculating the maximal information leakage for these two mappings (c.f. example 3 of [4]) yields:

\[
I_\infty(C; Z_1) = \log(\{z; P_Z(z) > 0\}) \tag{6}
\]

\[
= \log(2^{2k-1} + 1) \approx 2k - 1
\]

\[
I_\infty(C; Z_2) = \log(2^{k+1}) = k + 1 \tag{7}
\]

Then it is clear that the maximal leakage in the first mapping is nearly twice that of the second mapping, which is consistent with the fact that an adversary can guess \( C \) based on \( Z_1 \) better than based on \( Z_2 \).

III. CONTRIBUTIONS

Previous approaches ([1], [3]) used conventional mutual information as a metric to derive privatizer-adversary models for theoretical Gaussian data and the MNIST data set. We study the utility of using maximal information leakage as a privacy measure in this paper.

In section [V], we introduce an optimization problem for affine transformations on Gaussian data, and show solutions for this optimization problem, which are extended based on the work in [3]. We then consider three different objectives as our privacy metric (1) the MAP adversary accuracy (2) Maximal information leakage and (3) an approximation of Sibson mutual information; Interestingly all three metrics are then shown to result in the same optimization problem and thus identical affine transformation can be used regardless of the metric. We also briefly consider an extension of the transformation with noise, and show that global optimum are not known analytically.

In section [V] we adapt our setup to be used in models where we have access to data samples drawn from the distribution without knowing the parameters of the distribution. Section
demonstrates results from synthetic Gaussian data where we can compare with theoretical MAP adversary accuracies, the MNIST data set, and FERG data set, and we conclude in section VII. We propose to use an GAN-like setup where we simultaneously train two models: (1) an adversarial classification model which has access to the training set along with private labels and (2) an auto-encoder to implement a randomized privatizer that is subjected to a distortion constraint and a privacy constraint using Sibson mutual information. By carefully training both the models in tandem we show that significant improvements can be attained in the privacy-utility trade-off. For the FERG data set, we design a variant of the auto-encoding model to measure the utility based on the adversary’s ability to infer a related public variable rather than just the reconstruction.

IV. AFFINE TRANSFORMATIONS OF GAUSSIAN DATA

In this section we use a Gaussian data setting and affine transformations with a distortion budget identical to the setup used in [3] to define an optimization problem (equation (16)) that is aimed to preserve privacy. This data setting is chosen since the Gaussian distribution is ubiquitous in many applications [26]. Affine transformations preserve Gaussianity of the data, allowing the problem to be more tractable, and in a later extension we consider a noisy transformation. We then show that there are two solutions conditional on the distortion budget, one of which is same as the result given by [3] in their game-theoretic solution to the optimization when using MAP adversary accuracy as the optimization objective. Starting from MAP adversary accuracy as the objective function, we demonstrate that it is equivalent to the optimization problem of equation (16), and hence there are two solutions instead of the one proposed in [3]. We then consider the maximal information leakage as the objective, and reduce the optimization to that of equation (16), thus demonstrating that its solutions are identical to that of equation (16). We also consider Sibson mutual information as an objective, and demonstrate that with a numerical approximation, its optimization is again equal to the optimization in equation (16), yielding the same solutions. We finally consider a noisy transformation and demonstrate that the optimization of Sibson mutual information for this transformation does not guarantee an analytic global solution, same as prior work [3] did with MAP adversary accuracy as the metric for the same class of transformations.

A. Gaussian data definitions

This is a theoretical data setting where the privatizer controlling the transform and the adversary inferring a private variable both have access to the joint distributions of the public variable $X$ and the private variable $C$ as $P(X, C)$. $X$ follows a mixture of Gaussian distribution:

$$p(X|C = 0) \sim \mathcal{N}(\mu_0, \sigma^2), \quad p(X|C = 1) \sim \mathcal{N}(\mu_1, \sigma^2)$$

with conditional probabilities

$$P(C = 0) = \tilde{p}, \quad P(C = 1) = 1 - \tilde{p}$$

W.L.O.G. we may let $\mu_0 \leq \mu_1$. The Gaussian distributions have equal covariance for tractability purposes.

B. Affine transformation

We define the following data-dependent affine transformation:

$$Z = X + (1 - C)\beta_0 - C\beta_1$$

This transformation is dependent on the parameters $\beta_0, \beta_1$, and can be seen in Figure 1.

$$p(Z|C = 0) \sim \mathcal{N}(\mu_0 + \beta_0, \sigma^2) = \mathcal{N}(\mu'_0, \sigma^2),$$

$$p(Z|C = 1) \sim \mathcal{N}(\mu_1 - \beta_1, \sigma^2) = \mathcal{N}(\mu'_1, \sigma^2)$$

$$\beta_0, \beta_1 \geq 0$$

$$\mu'_0 \leq \mu'_1$$

The $Z$ distribution conditioned on the class $C$ are defined by its means $\mu'_0, \mu'_1$ and variance $\sigma^2$. The adversary knows the distribution of $Z$ and therefore only needs to compute its guess via the MAP decision rule given $Z$.

C. Optimization problem and solutions

With the affine transformation, we define an additional distortion constraint based on a distortion budget denoted as $D$ as a measure of utility:

$$D = \{(\beta_0, \beta_1) | (1 - \tilde{p})\beta_0^2 + \tilde{p}\beta_1^2 \leq D, \beta_0 \geq 0, \beta_1 \geq 0\}$$

Under the aforementioned transformations we consider the following optimization problem:

$$\max_{(\beta_0, \beta_1) \in D} \frac{\mu'_0 - \mu'_1}{2\sigma}.$$  

The solution to this optimization problem is

$$\beta_0^* = \sqrt{\frac{\tilde{p}}{1-\tilde{p}}} D,$$  

$$\beta_1^* = \sqrt{\frac{1-\tilde{p}}{\tilde{p}}} D$$

if $D$ satisfies

$$D \leq \tilde{p}(1 - \tilde{p})(\mu_1 - \mu_0)^2$$

and

$$\beta_0^* = (\mu_1 - \mu_0)(1 - \tilde{p}),$$  

$$\beta_1^* = (\mu_1 - \mu_0)\tilde{p}$$

otherwise. Refer to Appendix 1 Section A for detailed solutions.

In the following subsections we will consider optimizing over the transformation specified in [IV-B] with three different privacy metrics as the objective function: MAP adversary accuracy, maximal information leakage, and Sibson mutual information.
information. Interestingly we will show that all three optimization problems are related to \(16\) and the solution in this section gives the parameters of the optimal transformation.

D. MAP accuracy as a metric

In this section we consider the optimization for the transformations in section [IV-B] with the MAP adversary’s accuracy as the privacy metric, as prior work \([3]\) has done. Their theorem provides the solution in equation \((17)\) but not the solution in equation \((20)\) when condition \((18)\) is not satisfied. The optimization problem is

\[
\min_{(\beta_0, \beta_1) \in \mathcal{D}} \Pr(\hat{C} = C) \tag{20}
\]

where \(\Pr(\hat{C} = C)\) is the MAP adversary’s accuracy. We can characterize the adversary’s accuracy in terms of the distortion constraint and the optimal transformation with the following theorem:

**Theorem IV.1.** Under the binary Gaussian data scenario with affine transformations of the data described in the set of equations and inequalities \([8] - [14]\) over the set \(\mathcal{D}\), the adversary’s accuracy after solving the optimization for the optimal parameters \((\beta_0^*, \beta_1^*)\)

\[
(\beta_0^*, \beta_1^*) = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \Pr(\hat{C} = C) \tag{21}
\]

is

\[
Pr^*(\hat{C} = C) = \tilde{p}Q\left(\frac{\sigma}{\mu_0 - \mu_1} \log\left(\frac{1 - \tilde{p}}{\tilde{p}}\right) - \frac{\mu_0 - \mu_1}{2\sigma}\right) +
\]

\[
(1 - \tilde{p})Q\left(- \frac{\sigma}{\mu_0 - \mu_1} \log\left(\frac{1 - \tilde{p}}{\tilde{p}}\right) - \frac{\mu_0 - \mu_1}{2\sigma}\right) \tag{22}
\]

where the \(Q(\cdot)\) function is

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-u^2/2} du \tag{24}
\]

and the solutions \(\beta_0^*, \beta_1^*\) are given by equations \((17), (20)\).

**Proof:** Refer to Appendix I Section B.

Note that the above solution is under the assumption that \(\mu_0 \leq \mu_1\) and \(\mu_0' \leq \mu_1'\), since the MAP decision rule would be reversed if the means are shifted over each other. In \([3]\), their game theoretic solutions are the same as ours for optimization over the MAP adversary accuracy in equation \((17)\), but we specify a constraint on the distortion budget \(D\) (equation \((18)\)) that gives another solution (equation \((20)\)) when the condition is not satisfied.

E. Maximal Information Leakage as a metric

Now we propose using maximal information leakage as an optimization metric, and investigate the induced optimization problem based on the same synthetic data distributions and affine transformation as the previous section. The optimization solution is now given by:

\[
(\beta_0^*, \beta_1^*) = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} I_\infty(C; Z) \tag{25}
\]

The following theorem relates the optimization problem to the optimization in equation \((16)\), and characterizes the solutions of the optimization.

**Theorem IV.2.** Under binary mixture of Gaussians data described in equations \((8) - (14)\) over the set \(\mathcal{D}\), assuming \(\mu_0 < \mu_1\), the solution to minimization of maximal information leakage is equal to

\[
(\beta_0^*, \beta_1^*) = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \left(2Q\left(\frac{\mu_0 - \mu_1}{2\sigma}\right)\right) = \arg \max_{(\beta_0, \beta_1) \in \mathcal{D}} \left(\frac{\mu_0 - \mu_1}{2\sigma}\right) \tag{26}
\]

and the solutions \(\beta_0^*, \beta_1^*\) are given by equations \((17), (20)\).

**Proof:** Under the mixture of Gaussians distribution and assuming that \(\mu_0 < \mu_1\), we have:

\[
I_\infty(C; Z) = \log\left(\int_{-\infty}^{z_0} p_{Z|C=0} + \int_{z_0}^{\infty} p_{Z|C=1}\right) \tag{28}
\]

The intersection point can be found in this scenario as

\[
z_0 = \frac{\mu_0^2 - \mu_0'^2}{2(\mu_0 - \mu_0')} = \frac{\mu_1 + \mu_1'}{2} \tag{29}
\]

Hence solving the optimization objective of minimizing the maximal information leakage subject to a distortion constraint is equivalent to:

\[
\arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \left(1 - Q\left(\frac{z_0 - \mu_0}{\sigma}\right) + Q\left(\frac{z_0 - \mu_1}{\sigma}\right)\right) \tag{30}
\]

\[
= \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \left(1 - Q\left(\frac{\mu_0 - \mu_0'}{2\sigma}\right) + Q\left(\frac{\mu_0 - \mu_1'}{2\sigma}\right)\right) \tag{31}
\]

\[
= \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \left(2Q\left(\frac{\mu_0 - \mu_1}{2\sigma}\right)\right) = \arg \max_{(\beta_0, \beta_1) \in \mathcal{D}} \left(\frac{\mu_0 - \mu_1}{2\sigma}\right) \tag{32}
\]

The optimization is the same as the one proposed in equation \((16)\), subject to the constraints specified in equation \((17)\) and \((15)\), and yields the same results for \(\beta_0^*, \beta_1^*\). \(\square\)

Therefore when optimizing the maximal information leakage for the defined data distribution and transformation, it is equivalent to minimizing an adversary’s theoretical performance, and both reduce to minimizing the normalized distance between the means of the transformed Gaussian distributions.

F. Sibson mutual information as a metric

Here we consider affine transformations of data distributed as a mixture of Gaussians conditioned on their class specified in equations \((8), (14)\), with Sibson mutual information as the privacy metric in the optimization. Since the maximal information leakage is equal to the Sibson mutual information of order \(\infty\) \([4]\), we will approximate it with Sibson mutual information of order \(\alpha\). The goal is to solve the following optimization problem with respect to the parameters \(\beta_0, \beta_1\):

\[
(\beta_0^*, \beta_1^*) = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} I_\alpha(C; Z) \tag{16}
\]

The following theorem relates the optimization of Sibson mutual information to the optimization in equation \((16)\), and characterizes the solutions.
Theorem IV.3. Under binary mixture of Gaussians data described by equations (8) - (14) over the set $\mathcal{D}$, the solution to the minimization of Sibson mutual information is equal to

$$ (\beta_0^*, \beta_1^*) = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} I_\alpha(C; Z) \approx \arg \max_{(\beta_0, \beta_1) \in \mathcal{D}} \frac{\mu_0 - \mu_1}{\sigma} $$

and the approximate solutions $\beta_0^*, \beta_1^*$ are given by equations (17) - (20).

Proof: Based on the definition of Sibson mutual information we have:

$$ I_\alpha(C; Z) = \frac{\alpha}{\alpha - 1} \log \left( \int (P_{Z|C=0}P_{C=0} + P_{Z|C=1}(1 - P_{C=0}))^{1/\alpha} dz \right) $$

$$ = \frac{\alpha}{\alpha - 1} \log \left( \int P_{Z|C=0}P_{C=0}^{\alpha} + \frac{1}{P_{C=0}} P_{Z|C=1}^{\alpha} dz \right) $$

$$ \approx \frac{\alpha}{\alpha - 1} \log \left( \int P_{Z|C=0}^{\alpha} \max(1, (1 - \frac{1}{\bar{p}})^{1/\alpha}) dz \right) $$

$$ = \frac{\alpha}{\alpha - 1} \log \left( \int_{-\infty}^{\infty} \bar{p}^{1/\alpha} P_{Z|C=0} + \int_{z_0}^{\infty} (1 - \frac{1}{\bar{p}})^{1/\alpha} P_{Z|C=1} dz \right) $$

$$ z_0 = \frac{2\sigma^2 \log(1 - \frac{1}{\bar{p}}) + \mu_0^2 - \mu_1^2}{2(\mu_0 - \mu_1)} $$

We approximate the inner term with a max function, allowing us to express the integral in a piece-wise fashion. This approximation in numerical simulations was sufficiently close (99.8%) to the true value of the Sibson mutual information of the same order for the case of binary Gaussian data on orders of 20) or greater. The $z_0$ derived under this metric is equivalent to the one derived from maximal information leakage for high orders of $\alpha$, and the resulting optimization is cast as

$$ (\beta_0^*, \beta_1^*) = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \frac{\alpha}{\alpha - 1} \log (\bar{p}^{1/\alpha} Q(\frac{\mu_0 - \mu_1}{\sigma})) $$

$$ (1 - \bar{p})^{1/\alpha} Q(\frac{2\sigma^2 \log(1 - \frac{1}{\bar{p}}) + \mu_0^2 - \mu_1^2}{2(\mu_0 - \mu_1)}) $$

$$ = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \frac{\alpha}{\alpha - 1} \log (\bar{p}^{1/\alpha} Q(\frac{2\sigma^2 \log(1 - \frac{1}{\bar{p}}) + \mu_0^2 - \mu_1^2}{2(\mu_0 - \mu_1)})) $$

$$ = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \frac{\alpha}{\alpha - 1} \log (\bar{p}^{1/\alpha} Q(\frac{1}{da} \log(1 - \frac{1}{\bar{p}}) - \frac{d}{2})) $$

$$ = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} d = \arg \max_{(\beta_0, \beta_1) \in \mathcal{D}} \frac{\mu_0 - \mu_1}{\sigma} $$

Equation (43) is derived in the same way as Appendix 1.B and is shown in Appendix 1.C. Note that this is the same optimization as equation (10) with the same constraints specified in equation (14) and (15), so the optimization will recover the same solution.

Under the approximation for Sibson mutual information, we show that in the limit as $\alpha$ approaches $\infty$, the approximation approaches the definition for maximal information leakage.

$$ z_0 = \frac{2\sigma^2 \log(1 - \frac{1}{\bar{p}}) + \mu_0^2 - \mu_1^2}{2(\mu_0 - \mu_1)}, \quad \mu_0 \leq \mu_1 $$

$$ \lim_{\alpha \to \infty} I_\alpha(C; Z) \approx \lim_{\alpha \to \infty} \frac{\alpha}{\alpha - 1} \log \left( \int_{z_0}^{\infty} \bar{p}^{1/\alpha} P_{Z|C=1} dz \right) $$

$$ + \int_{-\infty}^{z_0} (1 - \bar{p})^{1/\alpha} P_{Z|C=0} dz $$

$$ = \log \left( \int_{z_0}^{\infty} P_{Z|C=0} + \int_{z_0}^{\infty} P_{Z|C=1} dz \right) $$

$$ z_0' = \frac{\mu_0^2 - \mu_1^2}{2(\mu_0 - \mu_1)}, \quad \mu_0' \leq \mu_1' $$

From theorem IV.1, IV.3. we can infer the following corollary:

Corollary IV.3.1. Under the binary mixture of Gaussian data and affine transformations given by equations (8) - (14), the solutions to optimization over the adversary performance, maximal information leakage, and Sibson mutual information approximation are the same.

$$ \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} I_\alpha(C; Z) \approx \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} I_{\infty}(C; Z) $$

$$ = \arg \min_{(\beta_0, \beta_1) \in \mathcal{D}} \Pr(\hat{C} = C) $$

G. Extension to transformations with class-independent noise

We now consider a class of transformations with the same initial binary mixture of Gaussian data described in equations (8) - (9), but with the following transformation:

$$ Z = X + (1 - C)\beta_0 - C\beta_1 + \gamma N $$

$$ N \sim N(0, 1) $$

This is an affine transformation with added Gaussian noise, which preserves Gaussianity of the Z distribution, and still maintains tractability for analyzing the optimization problem. Our distortion constraint is adjusted to account for the independent noise and is defined as

$$ (1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 + \gamma^2 \leq D $$

$$ \beta_0, \beta_1, \gamma \geq 0 $$

Thus our optimization problem is

$$ \min I_\alpha(C; Z) $$

$$ s.t. \quad (1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 + \gamma^2 \leq D, \quad \beta_0, \beta_1, \gamma \geq 0 $$

Theorem IV.4. For the data over X, C described in equations (8) - (9), and the data transformation in equation (50), the
optimal parameters $\beta_0^*, \beta_1^*, \gamma^*$ are given as the solution to
\[
\begin{aligned}
\min_{\beta_0, \beta_1, \gamma} & \quad (\mu_1 - \beta_1) - (\mu_0 + \beta_0) \\
\text{s.t.} & \quad (1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 + \gamma^2 \leq D, \\
& \quad \beta_0, \beta_1, \gamma \geq 0
\end{aligned}
\] (57)
\[
\begin{aligned}
\text{Proof:} & \quad \text{For the same approximation of the Sibson mutual information we made in equation (37), we can calculate the corresponding } z_0 \text{ when}
\end{aligned}
\]
\[
\begin{aligned}
\left(\frac{\bar{p}}{1 - \bar{p}}\right)^{\frac{1}{2}} &= \exp\left(-\frac{1}{2} \left(\frac{z - \mu_0'}{\sigma^2 + \gamma^2}\right)^2\right) \\
& \exp\left(-\frac{1}{2} \left(\frac{z - \mu_0'}{\sigma^2 + \gamma^2}\right)^2\right)
\end{aligned}
\] (60)
Solving the above for $z_0$ gives
\[
\begin{aligned}
z_0 &= \frac{(\sigma^2 + \gamma^2)^{\frac{1}{2}} \log\left(\frac{\bar{p}}{1 - \bar{p}}\right)}{\mu_1 - \mu_0} + \frac{\mu_1' + \mu_0'}{2}
\end{aligned}
\] (61)
Therefore the optimization of $I_\alpha(C; Z)$ is monotonically increasing in $\frac{\mu_1' - \mu_0'}{\sqrt{\sigma^2 + \gamma^2}}$. Then
\[
\begin{aligned}
(\beta_0^*, \beta_1^*, \gamma^*) &= \arg \min_{\beta_0, \beta_1, \gamma} \frac{\mu_1' - \mu_0'}{\sqrt{\sigma^2 + \gamma^2}} \\
&= \arg \min_{\beta_0, \beta_1, \gamma} \frac{(\mu_1 - \beta_1) - (\mu_0 + \beta_0)}{\sqrt{\sigma^2 + \gamma^2}} \\
&= \arg \min_{\beta, \gamma} \frac{(\mu_1 - \mu_0 - \beta)}{\sqrt{\sigma^2 + \gamma^2}}, \beta = \beta_0 + \beta_1
\end{aligned}
\] (62)
(63)
(64)
The Hessian of (64) may be computed as
\[
\begin{aligned}
f(\beta, \gamma) &= \frac{(\mu_1 - \mu_0 - \beta)}{\sqrt{\sigma^2 + \gamma^2}}, \quad \nabla^2 f = \begin{bmatrix}
\frac{\partial^2 f}{\partial \beta^2} & \frac{\partial^2 f}{\partial \beta \partial \gamma} \\
\frac{\partial^2 f}{\partial \beta \partial \gamma} & \frac{\partial^2 f}{\partial \gamma^2}
\end{bmatrix}
\end{aligned}
\] (65)
\[
\begin{aligned}
\frac{\partial^2 f}{\partial \beta^2} &= 0 \\
\frac{\partial^2 f}{\partial \beta \partial \gamma} &= \frac{\partial^2 f}{\partial \gamma^2} = \frac{\gamma}{(\sigma^2 + \gamma^2)^\frac{3}{2}} \\
\frac{\partial^2 f}{\partial \gamma^2} &= (\mu_1 - \mu_0 - \beta)(-\frac{1}{2})(\sigma^2 + \gamma^2)^{-\frac{3}{2}}\left[\frac{4\gamma^2}{2\sigma^2 + \gamma^2} + 2\right]
\end{aligned}
\] (66)
(67)
(68)
The determinant of the Hessian of (64) is always non-positive, thus the optimization problem is non-convex in $\beta, \gamma$, and global optimum are not known.

\section{Data driven approach for maximal information leakage}

\subsection{Model overview}
Given a data set consisting of $N$ pairs of $(X, C)$ in $\{(X^{(n)}, C^{(n)})\}_{n=1}^N$, the problem is to find some (randomized) mapping $(X, C) \rightarrow Z$ such that the privatized representation $Z$ leaks as little information as possible with regards to the private variable $C$. The data $X$ is assumed to be continuous, and the private variable $C$ is a discrete variable correlated with $X$ with $G$ different possible values, often the class which $X$ belongs to. We use Sibson mutual information of order 20 in our experiments. This approximation is sufficiently close to the Sibson mutual information at order $\infty$ and do not result in numerical over/underflow during the optimization. In order to learn the mapping, we use neural networks to parameterize the adversary $g$ and privatizer $f$ in an auto-encoding model shown in Fig. 3.

The presence of an adversary is to emulate an environment where the released data is gathered by an adversary, so the privatizer is encouraged to learn mappings based on a privacy metric to prevent the adversary from inferring with high accuracy. Having a trained adversary also implies that the adversary’s posterior estimates $P(C|Z)$ are close to the true posterior, allowing us to make an approximation in the calculation of empirical Sibson mutual information.

The adversary is trained to make inferences on the private variable, and the privatizer is trained to minimize the privacy metric and adhere to a distortion budget. For neural network privatizers, the privatizer $f(x, c) = (f_\mu(x, c), f_\sigma(x, c))$ takes data pairs $(x, c)$ as input, and outputs the parameters of the conditional $Z$ distribution $P(Z|X, C)$. We’ve chosen the conditional $Z$ to be Gaussian because we believe it is a flexible distribution and allows for sampling with the method in [27]. $S$ samples of $Z$ are generated as inputs to the adversary using the reparameterization trick from [27]. Another approach to modeling the conditional latent distribution released by the privatizer is demonstrated in [21]. The privatizer also reconstructs $X$ from the samples of $Z$ to let us compute the reconstruction error component in its loss function. The adversary $g(z)$ outputs predictions for $C$ in the vector $P(C|Z)$ given the average over the $S$ samples of $Z$.

For synthetic data, we also conduct experiments with (noisy) affine encoders, but the adversary is still represented by a neural network. When we are using neural networks to parameterize the encoder in experiments, we measure distortion as the average reconstruction error by default
\[
\mathbb{E}[d(X, \hat{X})] = \frac{1}{N} \sum_{n=1}^{N} d(x^{(n)}, \hat{x}^{(n)}) \leq D
\] (69)
\[
d(x, \hat{x}) = ||x - \hat{x}||_2^2
\] (70)
When using (noisy) affine transformations in the encoder, we measure the distortion as
\[
(1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 \leq D
\] (71)
where the parameters of the encoder are $\beta_0, \beta_1$ and the transform is from equation (10), or
\[
(1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 + \gamma^2 \leq D
\] (72)
where the parameters of the encoder are $\beta_0, \beta_1, \gamma$ and the transform is from equation (50).

For experiments with the synthetic Gaussian data and (noisy) affine transformations, measuring the expected L2 distance from the reconstruction $\hat{X} = Z$ to the original $X$ is equivalent to measuring $(1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2$ up to a scaling factor in $D$. This is due to the fact that on average, the expected
For noisy affine transformations, it is optimal posterior probability vectors to classify the private equation (70). Thus we use the distortion metric in equations (71)(72).

Distortion for affine transformations from equation (70) is

$$\frac{1}{N} \sum_{n}^{N} d(x^{(n)} - \hat{x}^{(n)})_2 = \frac{1}{N} \sum_{n}^{N} \|x^{(n)} - \hat{x}^{(n)}\|_2^2$$

(73)

$$= \frac{1}{N} \sum_{n}^{N} \|x^{(n)} - \hat{z}^{(n)}\|_2^2 = (1 - \hat{p})\beta_d^2 + \hat{p}\beta_d^2 + \gamma^2$$

(74)

For noisy affine transformations, it is

$$\frac{1}{N} \sum_{n}^{N} \|x^{(n)} - \hat{x}^{(n)}\|_2^2 = \frac{1}{N} \sum_{n}^{N} \|x^{(n)} - \hat{z}^{(n)}\|_2^2$$

(75)

$$= (1 - \hat{p})\beta_d^2 + \hat{p}\beta_d^2 + \gamma^2$$

(76)

Thus we use the distortion metric in equations (71)(72). However, for neural networks learning non-linear mappings of the private representation, it is more appropriate to measure the distortion in terms of the average reconstruction error from equation (70).

In the data set we have $N$ pairs of data, and throughout training we assume the adversary is trained and generates near-optimal posterior probability vectors to classify the private label. The posterior probability is used as part of the empirical loss function discussed below. Both the adversary $f$ and the privatizer $g$ are neural networks each parameterized by $\theta_p$ and $\theta_a$.

The goal in the data-driven approach is to learn a mapping for data pairs such that the Sibson mutual information is low, subject to a distortion constraint. The optimal parameters for $\theta_p$, $\theta_a$ are found through an iterative alternating training algorithm to keep the adversary optimal for each iteration of optimization for the privatizer over the empirical approximation of the Sibson mutual information, which are further discussed.

### B. Empirical loss

In this section we will discuss our approximation of the maximal information leakage as a metric for a data-driven privatization model, and compare it with mutual information. Calculating the Sibson mutual information requires knowledge of the posterior distribution $P(C|Z)$ which is not easily accessible, but due to the presence of a trained adversary, we have access to the MAP adversary’s posterior estimate of $\hat{C}$ after the observation of $Z$. Along with a predetermined prior probability of $C$ which the MAP adversary also has access to, we may approximate the Sibson mutual information by using the empirical estimate of the posterior on $\hat{C}$.

$$I_o(C; Z) = \frac{\alpha}{\alpha - 1} \log \left( \int \left( \sum_c^{G} P_{\hat{C}|Z}(c|z) P_C(c) \right)^{1/\alpha} dz \right)$$

(77)

$$= \frac{\alpha}{\alpha - 1} \log \left( \int \left( \sum_c^{G} P_{\hat{C}|Z}(c|z) P_C(c) \right)^{1/\alpha} P_Z(z) dz \right)$$

(78)

$$= \frac{\alpha}{\alpha - 1} \log \left( \int \left( \sum_c^{G} P_{\hat{C}|Z}(c|z) P_C^{1-\alpha}(c) \right)^{1/\alpha} P_Z(z) dz \right)$$

(79)

$$= \frac{\alpha}{\alpha - 1} \log \left( \int \left( \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha} P_Z(z) dz \right)$$

(80)

$$\approx \frac{\alpha}{\alpha - 1} \log \left( \sum_n^{N} \frac{1}{S} \sum_i^{S} \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z; \theta_a, \theta_p) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha} P_Z(z) dz$$

(81)

$$\approx \frac{\alpha}{\alpha - 1} \log \left( \sum_n^{N} \frac{1}{S} \sum_i^{S} \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z; \theta_a, \theta_p) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha}$$

(82)

$$\approx \frac{\alpha}{\alpha - 1} \log \left( \sum_n^{N} \frac{1}{S} \sum_i^{S} \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z; \theta_a, \theta_p) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha}$$

(83)

$$\approx \frac{\alpha}{\alpha - 1} \log \left( \sum_n^{N} \frac{1}{S} \sum_i^{S} \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z; \theta_a, \theta_p) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha}$$

(84)

$$\approx \frac{\alpha}{\alpha - 1} \log \left( \sum_n^{N} \frac{1}{S} \sum_i^{S} \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z; \theta_a, \theta_p) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha}$$

(85)

$$\approx j(\hat{C}, Z; \theta_a, \theta_p)$$

(86)

Starting with the definition of the Sibson mutual information for a continuous $Z$ and discrete $C$ summed over its $G$ classes, we use Bayes’ rule and then expand $P(Z)$ into $\sum_x P(Z|x)P(X)$. The summation over $P(X)$ is approximated by the sum over the $N$ data points. Instead of integration over the support of $Z$, we average over samples of the conditional $Z$ distribution due to the fact that outputting and summing over the classes $C$ is only available through the adversary, and the adversary takes discrete points of $Z$ as input. We use the estimated posterior on $C$ in the approximation because for every iteration of optimization over the privatizer, the adversary is trained and can produce an estimate $P(C|Z)$ that is close to the true distribution. In comparison, with mutual information, we have:

$$I(C; Z) = \sum_c^{G} P_{Z,C}(c|z) \log \left( \frac{P_{C|Z}(c|z)}{P_C(c)} \right) dz$$

(87)

$$= \sum_n^{N} \frac{1}{N} \sum_x^{G} P_{Z,C}(c|z) P_Z(z|x_n) \log \left( \frac{P_{C|Z}(c|z)}{P_C(c)} \right) dz$$

(88)

$$\approx \sum_n^{N} \frac{1}{N} \sum_i^{S} \sum_c^{G} P_{C|Z}(c|z; \theta_a, \theta_p) \approx \sum_n^{N} \sum_i^{S} \sum_c^{G} \hat{P}_{\hat{C}|Z}(c|z; \theta_a, \theta_p) \hat{P}_C^{1-\alpha}(c) \right)^{1/\alpha}$$

(89)
\[
\log \left( \frac{P_{\mathcal{C} \mid z}(\hat{c}_n \mid z_{i,n}, \theta_a, \theta_p)}{P_C(c_n)} \right)
\] (90)

We can interpret the mutual information as the Kullback-Leibler divergence between the posterior estimate of \( C \) given \( Z \) and the prior estimate of \( C \), and use it as a comparative metric denoted as “MI” in experiments with MNIST and FERG data. The Sibson mutual information estimate allows us to design an adversarial model to minimize it as an objective function when learning the privacy mapping. Our model consists of encoder and decoders parameterized by neural networks (represented in Fig 2), and the training procedure are discussed in the following section.

C. Alternating training algorithm

The encoder acts as a privatizer operating under the assumption that an optimal adversary is available, and optimizes to minimize the Sibson mutual information \( \text{I}(C;Z) \) subject to the distortion budget \( D \). They are each parameterized by \( \theta_p \) and \( \theta_a \) respectively. The models are trained for 2000 epochs for synthetic data, 400 epochs for MNIST data set, and 400 for FERG data using the Adam optimizer [28]. Each epoch consists of a pass over all data points in the training set divided in mini-batches of size \( M \) for a total of \( N/M \) iterations, and the empirical Sibson mutual information/cross-entropy is computed below for each mini-batch. The adversary is trained with its objective equation (93) for \( k = 20 \) iterations for each iteration of training for the privatizer. The objective functions for each component for each mini-batch of size \( M \) at iteration \( t \):

\[
\begin{align*}
L_a(\theta_p^t, \theta_a^t) = & \\
\frac{1}{M} \sum_{i} \sum_{n} \sum_{c} (1(C^{(n)} = c)[ \log(P(C^{(n)} = c \mid z^{(n)}; \theta_a^t \mid \theta_p^t)])
\end{align*}
\] (91)

\[
\sum_{n=1}^{M} \sum_{c} \mathcal{R}(\hat{c}_n^{(n)}; \theta_a^t) \mid \theta_p^t)
\] (92)

\[
+ \rho_t \max \left\{ 0, \frac{1}{M} \sum_{n=1}^{M} \sum_{c} d(\hat{x}_n, x_n) - D \right\}
\] (93)

The adversary’s loss is dependent on the posterior estimate \( P(C \mid z; \theta_a^t \mid \theta_p^t) \), conditioned on the privatizer network’s generated representation of \( Z \); the privatizer’s loss depends on the posterior estimate \( P(C \mid z; \theta_p^t \mid \theta_a^t) \), conditioned on the adversary network’s prediction of \( C \). The empirical estimate of the Sibson mutual information is derived from equation (86) for a mini-batch of size \( M \).

For synthetic data, the distortion measure is the distortion budget

\[
\mathbb{E}_x[d(X, \hat{X})] = (1 - \hat{p}) \beta_1^2 + \hat{p} \beta_1^2
\] (94)

for an affine privatizer, and

\[
\mathbb{E}_x[d(X, \hat{X})] = (1 - \hat{p}) \beta_1^2 + \hat{p} \beta_1^2 + \gamma^2
\] (95)

for a noisy affine privatizer. For synthetic data using a neural network privatizer and for real-world data, we use the L2 distance specified in equation (70), and the penalty coefficient \( \rho_t \) increases with the number of iterations \( t \). The algorithm is given in Algorithm 1.

**Algorithm 1** Alternate training for privacy-preserving adversarial model

**Input:** \( M, S, N, k, D, \{c_i\}, \{x_i\} \)

**Output:** \( \theta_p^T, \theta_a^T \)

\[
\theta_p^0 \leftarrow \mathcal{N}(0, I), \theta_a^0 \leftarrow \mathcal{N}(0, I), t = 0
\]

while \( t \leq T \)

\[
\rho_t \leftarrow \frac{10t}{T} + 1
\]

\[
\theta_a^{t,0} \leftarrow \theta_a^t
\]

for \( (j = 0; j < k; j++) \)

\[
\theta_a^{t,j+1} \leftarrow f_{Adam}(\nabla_{\theta_a} L_a(\theta_p^t, \theta_a^{t,j}, \rho_t)) \{ f_{Adam} \text{ is the output from one update of the Adam optimizer on the adversary’s loss component} \}
\]

end for

\[
\theta_p^{t+1} \leftarrow \theta_p^{t,k-1}
\]

\[
\theta_a^{t+1} \leftarrow g_{Adam}(\nabla_{\theta_a} L_p(\theta_p^{t+1}, \theta_a^{t+1}, \rho_t)) \{ g_{Adam} \text{ is the output from one update of the Adam optimizer on the privatizer’s loss component} \}
\]

end while

return \( \theta_p^T, \theta_a^T \)

The reason for iterating over the training of the adversary \( k \) times for each iteration of the privatizer training is to ensure that the adversary is sufficiently trained, and produces the posterior probabilities of the private labels that are able to classify them well. The inner loop updates the parameters of the adversary network \( k \) times according to the adversary loss \( L_a \) to maintain a trained adversary for every time the privatizer’s parameters are updated. Therefore the privatizer can operate under the assumption that a trained adversary is present, as specified in the design of this model. In practice we used \( k = 20 \) for training for synthetic data and \( k = 10 \) for MNIST and FERG data. The following section demonstrates the use of Sibson mutual information as the privacy metric in an adversarial model with synthetic and real-world data and our experimental results.

VI. EXPERIMENTS

We conduct experiments with 1-D synthetic data drawn from a Bernoulli-Gaussian distribution, the MNIST data set and the FERG data set, where the private variable is the class of the data point, and this section reports the results which show that Sibson mutual information offers equivalent or favorable performance in comparison with mutual information. All of the models below are trained with stochastic gradient descent of the loss function with mini-batches of data using the Adam optimizer [28] on default hyper-parameter settings with Algorithm 1.

A. Synthetic data

Synthetic data is generated by drawing from a Bernoulli-Gaussian distribution, the MNIST data set, from a Bernoulli-Gaussian distribution, the MNIST data set, and the FERG data set, where the private variable is the class of the data point, and this section reports the results which show that Sibson mutual information offers equivalent or favorable performance in comparison with mutual information.
for both metrics are plotted in Fig 3 labeled as "(NN)". We see that Sibson mutual information offers greater privacy than mutual information for the same distortion, as measured by the lower adversary accuracy and both are lower than the (noisy) affine transformations due to the fact that the mapping learned by a neural network encoder is more complex.

The actual values of the distortion and adversary accuracy can be seen in Table I. Due to the non-linearity of our data-driven model with a neural network encoder, we conduct further experiments to illustrate the viability of using maximal information leakage as the privacy metric.

**Table I**

| Distortion Budget | GAP accuracy | Experimental Distortion | Sibson MI accuracy (Affine) | Experimental Distortion | Sibson MI accuracy (Affine + noise) |
|-------------------|--------------|-------------------------|----------------------------|-------------------------|-----------------------------------|
| 1                 | 0.9742       | 0.738                   | 0.980                      | 0.936                   | 0.973                             |
| 2                 | 0.9309       | 1.380                   | 0.965                      | 1.96                    | 0.951                             |
| 3                 | 0.9253       | 2.004                   | 0.954                      | 2.61                    | 0.926                             |
| 4                 | 0.8123       | 3.174                   | 0.882                      | 3.08                    | 0.855                             |
| 5                 | 0.7454       | 4.370                   | 0.850                      | 4.80                    | 0.748                             |
| 6                 | 0.7224       | 5.801                   | 0.830                      | 5.38                    | 0.714                             |

We implement a wide range of encoders using both Sibson mutual information and mutual information as the privacy metric for the synthetic data set described previously. With affine transformations, we show the theoretical MAP adversary accuracy based on the solutions of optimizing for maximal information leakage (equation (23)(17)(20)), which we demonstrated was equal to the solutions with MAP adversary accuracy and Sibson mutual information (Corollary IV.3.1). This is the theoretical baseline that data-driven approaches aim to approximate. We then implement a data-driven model with an affine encoder and a neural network adversary with two layers of (4, 2) hidden units with ReLU activations and show the MAP adversary’s accuracy over various distortion budgets as measured by equation (71). This model follows Algorithm 1 and uses equations (91)(92) as the losses. As a comparison we include the MAP adversary accuracy for the data-driven GAP framework [3] which minimizes the mutual information for the same affine transformation. We also implement a noisy affine encoder described by the transform (50) that optimizes the Sibson mutual information, and plot the adversary accuracy over the distortion budget. This model variant is trained with Algorithm 1, the adversary uses the loss in equation (91), and the privatizer uses equation (92) but with equation (75) in its distortion budget term. From Fig 3 we can see that the data-driven models with Sibson mutual information achieve adversary accuracies that closely approximate the theoretical accuracy, and the discrepancy between the GAP framework’s accuracy and the theoretical one may be due to their approach not training the adversary sufficiently.

Finally, we implement a simple neural network encoder and adversary with Sibson mutual information as the privacy metric. The encoder takes in \((X, C)\) pairs as input and has two layers of (4, 2) hidden units with ReLU activations, while the decoder has two branches of (4, 2) hidden units with ReLU activations in each branch, and outputs \((\hat{X}, P(\hat{C}|Z))\). This is again trained with Algorithm 1 and uses the losses in equation (91)(92). We compare this with the mutual information metric using the same model, but the empirical mutual information from equation (90) instead of Sibson mutual information leakage as the privacy metric.

**B. MNIST data**

The MNIST data consists of 60000 gray-scale images of pen-written digits and their corresponding digit label, where the images are \(28 \times 28\) binary arrays, and the digit label is a one-hot vector of length 10. 50000 data points are used for training, and 10000 are used for validation. For the MNIST data, we implemented a 3-layer convolutional neural network for the encoder, a 4-layer deconvolutional network for the decoder’s reconstruction branch, and a fully connected network with two layers of (512, 256) hidden units with ReLU activation for the decoder’s inference branch, as can be seen in Fig 4. The convolutional layers in the encoder consist of (32, 64, 128) filters of length 5, one dropout layer and two fully connected neural network layers of (4, 2) hidden units with ReLU activations, while the decoder has two branches of (4, 2) hidden units in the reconstruction and inference branch respectively. The outputs of the decoder are \(\hat{X}\) and \(P(\hat{C}|Z)\), where the adversary aims to minimize the cross-entropy loss, the encoder aims to minimize the privacy metric, subject to a reconstruction constraint. For optimization, we use the Adam optimizer[28] on our algorithm with a learning rate of \(10^{-3}\) and a mini-batch size of \(M = 500\) over 1000 epochs.

We implement a range of encoders using both Sibson mutual information and mutual information as the privacy metric for the synthetic data set described previously. With affine transformations, we show the theoretical MAP adversary accuracy based on the solutions of optimizing for maximal information leakage (equation (23)(17)(20)), which we demonstrated was equal to the solutions with MAP adversary accuracy and Sibson mutual information (Corollary IV.3.1). This is the theoretical baseline that data-driven approaches aim to approximate. We then implement a data-driven model with an affine encoder and a neural network adversary with two layers of (4, 2) hidden units with ReLU activations and show the MAP adversary’s accuracy over various distortion budgets as measured by equation (71). This model follows Algorithm 1 and uses equations (91)(92) as the losses. As a comparison we include the MAP adversary accuracy for the data-driven GAP framework [3] which minimizes the mutual information for the same affine transformation. We also implement a noisy affine encoder described by the transform (50) that optimizes the Sibson mutual information, and plot the adversary accuracy over the distortion budget. This model variant is trained with Algorithm 1, the adversary uses the loss in equation (91), and the privatizer uses equation (92) but with equation (75) in its distortion budget term. From Fig 3 we can see that the data-driven models with Sibson mutual information achieve adversary accuracies that closely approximate the theoretical accuracy, and the discrepancy between the GAP framework’s accuracy and the theoretical one may be due to their approach not training the adversary sufficiently.
connected layers to output the dimensions for the parameters of $Z$. The privatized representation $Z$ is a 128 dimensional isotropic Gaussian whose parameters $(\mu_z, \Sigma_z)$ are generated by the encoder.

The deconvolutional network branch for the decoder consists of $(128, 64, 32, 1)$ deconvolutional filters of length $(3, 5, 5, 5)$, and the inference branch of the decoder has fully connected layers of $(512, 256)$ hidden units with ReLU activations. The inference metric for the adversary is cross-entropy as in equation (91) and the privacy metrics are Sibson mutual information (equation (86)) and mutual information (equation (90)) as comparison. For optimization, we use the Adam optimizer [28] on our algorithm with a learning rate of $10^{-3}$ and a mini-batch size of $M = 500$ over 200 epochs and $k = 20$.

As the distortion budget is increased, we can achieve various points along the privacy-utility trade-off curve, as measured by the adversary accuracy against distortion seen in Fig 5. With a distortion budget that was enforced by an increasing penalty coefficient in equation (92), we were able to obtain adversary performances varying between random guessing ($\sim 10\%$) and a trained classifier ($> 90\%$), as seen in Fig 5 and Sibson mutual information consistently outperforms mutual information at almost all distortion levels. We also conduct further experiments to show that as the order of the Sibson mutual information increases, we obtain better privacy and lower adversary accuracies from Fig 5. Visualizations of the reconstructed digits can be seen in the Appendix at section VIII-D.

C. FERG data

For the FERG data [29] which consists of computer-generated faces of varying facial expressions, we pre-process the images into $50 \times 50$ gray-scale images and use them as inputs. We use two output labels, one for the regular task of predicting the expression, and the other for identifying the person’s name. There are 7 different expressions, and 6 identities, thus our model’s decoder component consists of two branches, one for the regular variable $Y$ and one for the private variable $C$. The distortion budget is the cross-entropy of the regular task label $Y$ with the output $\hat{Y}$, and subject to this budget the privatizer minimizes the Sibson mutual information its parameters $\theta_p$. The decoder inference branch acts as an adversary that minimizes its cross-entropy for the private task over its parameters $\theta_a$. The distortion budget portion of the loss function is enforced as a penalty coefficient that increases with the number of iterations, same as equation (92).

The encoder consists of a neural network with 5 layers of 1024 hidden units with ReLU activations and 10% dropout rate that maps the input gray-scale image into the parameters for a 512 dimensional isotropic Gaussian $Z$ distribution which is then averaged over a sample of 12 points. This is used as input to the decoder which outputs predictions for the two tasks via two branches, each consisting of fully connected neural networks of 3 layers of the same configuration of $(1024, 1024, 512)$ hidden units with 10% dropout rate. The decoder outputs predicted probability vectors, one over the regular labels and one over the private labels. The optimization of the privatizer is subject to a budget on the cross-entropy loss for the regular task as a measure of the utility while the adversary’s objective is to minimize the cross-entropy of
the private task with respect to the private branch parameters. Experiments for both Sibson mutual information and mutual information were conducted for distortion budgets ranging from 0.2 to 1.8, and the range was selected based on preliminary experiments. The adversary is trained for \( k = 20 \) iterations for every iteration of training for the privatizer, and the entire model is trained over 200 epochs with the Adam optimizer with a learning rate of \( 1e^{-3} \) and a mini-batch size of 1000.

The accuracy for regular and private tasks are plotted for both metrics over the experimental distortion budget calculated from the validation set. From Fig. 7 we can see that with different distortion budgets the model may leak little or substantial information with respect to the private variable, ranging from random guessing (\(~ 25\%)\) for the private task and little utility for the regular task (\(~ 45\%)\), to high probability (\(> 90\%)\) of correctly guessing the regular label and (\(~ 30\%)\) for the private task. When using mutual information as the comparison metric, we find that the adversary performs on par in the public task but better in the private task across multiple distortion budgets, indicating worse privatization. We also plot the regular task versus private task accuracy for both metrics in Figure 8 showing that Sibson mutual information provides more privacy than mutual information when holding the regular task accuracy fixed.

We also consider one variant of this model that reconstructs the input, reducing it to the same as the previous experiment with MNIST data set. It uses a deconvolutional network using the same configuration as the MNIST data model with an extra fully connected layer to output the same dimensions as the input image. Then the privatizer is minimizing the Sibson mutual information subject to the reconstruction distortion budget from equation (70) while the adversary is trained to infer the private task. With this variant, the model was able to achieve various degrees of privacy-utility trade-off (23% to 77% adversary accuracy) based on a preset range of distortions as seen in Fig 9. It offers comparable or better privatization performance compared to mutual information again, as demonstrated by the lower adversary accuracy. Since this model variant aims to reconstruct \( X \), we visualize the results as shown in Fig. 10 for the original images. As the distortion budget increases, the model’s reconstruction becomes increasingly blurry in Fig. 11. Another variant which is under development combines the reconstruction of the input with a regular task, and the overall distortion loss is a combination which the privatizer and adversary are trained to minimize within a budget. This model variant incentivizes the overall model to maintain a faithful reconstruction up to a degree and retain information useful towards accuracy in the regular task, while still minimizing the Sibson mutual information between the privatized representation and the private variable.

**Fig. 7.** FERG model variant: accuracy rate vs distortion budget, when distortion is measured by log-loss of regular task

**Fig. 8.** FERG model variant: regular task accuracy vs private task accuracy, when distortion is measured by log-loss of regular task

**Fig. 9.** FERG data adversary accuracy rate vs distortion budget on \( X \) (lower is better)

**VII. FUTURE WORK AND CONCLUSION**

For a theoretical data distribution scenario using affine transformations, we show that using maximal information leakage and Sibson mutual information as an optimization objective results in the same optimization problem as that of optimizing the MAP adversary accuracy, thus the optimal privatization mechanisms are equivalent. The experiments we conduct demonstrate that Sibson mutual information as a numerical proxy to maximal information leakage is an effective privacy...
metric for data-driven models to learn privacy mappings in order to reduce adversary performance. A possible future direction is to incorporate the decoded reconstruction as a generator for “natural” privatized data samples as determined by a discriminating network instead of measuring the reconstruction error by a set distortion metric. If the reconstruction from the privatizer can be used as a generated sample fed to a separate discriminator network, the discriminator can be trained to distinguish between real data samples and privatized data. The goal then, for the privatizer, is to learn a mapping that minimizes Sibson mutual information and has 50% probability of being classified as a real data sample. We hope that this work will lead to wider usage of maximal information leakage in data disclosure systems and lead to stronger anonymization of user data.

VIII. APPENDIX 1

A. Solution to optimization problem in section 4

From the data setup and the optimization problem

$$
\max_{(\beta_0, \beta_1) \in D} \frac{\mu_0 - \mu_1}{2\sigma}
$$

we can rewrite as optimization over the parameters directly

$$
\max_{(\beta_0, \beta_1) \in D} \beta_0 + \beta_1 \quad \text{s.t.} \quad (1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 \leq D,
$$

$$
\beta_0 + \beta_1 \leq \mu_1 - \mu_0, \beta_0 \geq 0, \beta_1 \geq 0
$$

The feasible region is defined by

$$
(1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 \leq D,
$$

$$
\beta_0 \geq 0, \beta_1 \geq 0
$$

when the equations $\beta_0 + \beta_1 = \mu_1 - \mu_0$ and $(1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 = D$ has no more than one solution, or

$$
D \leq \bar{p}(1 - \bar{p})(\mu_1 - \mu_0)^2
$$

Under this situation, the distortion constraint is active, by applying the Karuhn-Kush-Tucker (KKT) conditions to

$$
\max_{(\beta_0, \beta_1) \in D} (\beta_0 + \beta_1) + \gamma[(1 - \bar{p})\beta_0^2 + \bar{p}\beta_1^2 - D]
$$

we have the following equations to solve for:

$$
1 + 2\gamma(1 - \bar{p})\beta_0^* = 0
$$

$$
1 + 2\gamma\bar{p}\beta_1^* = 0
$$

$$
(1 - \bar{p})\beta_0^{*2} + \bar{p}\beta_1^{*2} - D = 0
$$
Solving this set of equations for the variables \( \beta_0^*, \beta_1^*, \gamma^* \) gives the optimal transformation parameters:

\[
\beta_0^2 = \frac{\hat{\rho}}{1 - \hat{\rho}} D, \quad \beta_1^2 = \frac{1 - \hat{\rho}}{\hat{\rho}} D \quad (106)
\]

Otherwise the distortion budget constraint is not active and we may find a specific solution by setting the maximum distortion to

\[
D = \hat{\rho}(1 - \hat{\rho})(\mu_1 - \mu_0)^2 \quad (107)
\]

then our expressions for the optimal parameters are:

\[
\beta_0^* = \sqrt{\frac{\hat{\rho}}{1 - \hat{\rho}}} D = (\mu_1 - \mu_0)(1 - \hat{\rho}) \quad (108)
\]

\[
\beta_1^* = \sqrt{\frac{1 - \hat{\rho}}{\hat{\rho}}} D = (\mu_1 - \mu_0)\hat{\rho} \quad (109)
\]

A general expression can be found by solving for the intersection of the distortion constraint \((1 - \hat{\rho})\beta_0^2 + \hat{\rho}\beta_1^2 - D = 0\) and \(\hat{\rho}(1 - \hat{\rho})(\mu_1 - \mu_0)^2 = D\) which in this case yields two solutions:

\[
\beta_0^* = \hat{\rho}(\mu_1 - \mu_0) \pm \sqrt{D + \hat{\rho}(1 - \hat{\rho})(\mu_1 - \mu_0)^2} \quad (110)
\]

\[
\beta_1^* = \mu_1 - \mu_0 - \beta_0 \quad (111)
\]

All the points along the line segment with the endpoints of the two solutions for \((\beta_0^*, \beta_1^*)\) are optimal.

**B. Proof of Theorem 4**

**Proof:** Under the assumption that \(\mu_0' \leq \mu_1'\) we may compute the adversary’s theoretical performance via a MAP decision rule:

\[
Pr(\hat{C} = C) = \hat{\rho} \int_{-\infty}^{z_0} P(Z|C = 0) dz + (1 - \hat{\rho}) \int_{z_0}^\infty P(Z|C = 1) dz \quad (112)
\]

\[
z_0 = \frac{\sigma^2}{\mu_0 - \mu_1} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) + \frac{\mu_0' - \mu_1'}{2} \quad (113)
\]

where \(z_0\) is derived by solving for \(\hat{\rho}P(Z|C = 0) = (1 - \hat{\rho})P(Z|C = 1)\) under the MAP rule.

\[
Pr(\hat{C} = C) = \hat{\rho}(1 - Q \left( \frac{z_0 - \mu_0'}{\sigma} \right)) + (1 - \hat{\rho})Q \left( \frac{z_0 - \mu_1'}{\sigma} \right) \quad (114)
\]

\[
= \hat{\rho}Q \left( - \frac{z_0 - \mu_0'}{\sigma} \right) + (1 - \hat{\rho})Q \left( \frac{z_0 - \mu_1'}{\sigma} \right) \quad (115)
\]

\[
= \hat{\rho}Q \left( - \frac{\sigma}{\mu_0 - \mu_1} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) + \frac{\mu_0 - \mu_1}{2} \right) \quad (116)
\]

\[
+ (1 - \hat{\rho})Q \left( \frac{\sigma}{\mu_0 - \mu_1} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) + \frac{\mu_0' - \mu_1'}{2} \right) \quad (117)
\]

\[
= \hat{\rho}Q \left( \frac{1}{d} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) - \frac{d}{2} \right) + (1 - \hat{\rho})Q \left( - \frac{1}{d} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) - \frac{d}{2} \right) \quad (118)
\]

\[
d = \frac{\mu_1' - \mu_0'}{\sigma} = \frac{\mu_1 - \mu_0 - (\beta_0 + \beta_1)}{\sigma} \quad (119)
\]

We note that from

\[
\frac{\partial(1 - Q(x))}{\partial x} = -\frac{\partial Q(x)}{\partial x} \quad (120)
\]

\[
= \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right) \quad (121)
\]

it is possible to compute the partial derivative w.r.t. \(d\)

\[
\frac{\partial Pr(C = C)}{\partial d} = -\hat{\rho} \frac{1}{\sqrt{2\pi}} \exp\left(-\left( -\frac{d}{2} + \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right)^{\frac{3}{2}}\right) \left( -\frac{1}{2} - \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right) \quad (122)
\]

\[
- (1 - \hat{\rho}) \frac{1}{\sqrt{2\pi}} \exp\left(-\left( \frac{d}{2} + \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right)^{\frac{3}{2}}\right) \left( -\frac{1}{2} + \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right) \quad (123)
\]

\[
= -\hat{\rho} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{d^2}{8} - \frac{\log\left(\frac{2 - \hat{\rho}}{\hat{\rho}}\right)}{2d^2}\right) \left( -\frac{1}{2} + \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right) \quad (124)
\]

\[
- (1 - \hat{\rho}) \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{d^2}{8} - \frac{\log\left(\frac{2 - \hat{\rho}}{\hat{\rho}}\right)}{2d^2}\right) \left( -\frac{1}{2} - \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right) \quad (125)
\]

\[
= -\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{d^2}{8} - \frac{\log\left(\frac{2 - \hat{\rho}}{\hat{\rho}}\right)}{2d^2}\right) \left[ \hat{\rho} \sqrt{\frac{1 - \hat{\rho}}{\hat{\rho}}} \left( -\frac{1}{2} + \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right) \right. \quad (126)
\]

\[
+ (1 - \hat{\rho}) \sqrt{\frac{\hat{\rho}}{1 - \hat{\rho}}} \left( -\frac{1}{2} + \frac{\log\left(\frac{1 - \hat{\rho}}{\hat{\rho}}\right)}{d^2}\right) \right] \quad (127)
\]

\[
= -\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{d^2}{8} - \frac{\log\left(\frac{2 - \hat{\rho}}{\hat{\rho}}\right)}{2d^2}\right) \left[ \sqrt{\hat{\rho}(1 - \hat{\rho})} \left( -\frac{1}{2} \right) > 0 \right. \quad (128)
\]

Note that the objective is monotonically increasing in \(d\), so directly minimizing the adversary’s performance is equivalent to the optimization problem specified in subsection [IV-C]. The solution of this optimization is therefore the same as the solution in section A of Appendix 1. □

**C. Derivation of monotonicity in Equation (43)**

**Proof:** With our approximation of Sibson mutual information, we have the optimization

\[
\arg \min_{(\beta_0, \beta_1) \in D} \frac{\alpha}{\alpha - 1} \log(\hat{\rho})^{1/\alpha} Q \left( \frac{1}{d\alpha} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) - \frac{d}{2} \right) + \left(1 - \hat{\rho}\right)Q\left( - \frac{1}{d\alpha} \log \left( \frac{1 - \hat{\rho}}{\hat{\rho}} \right) - \frac{d}{2} \right) \quad (129)
\]

\[
= \arg \min_{(\beta_0, \beta_1) \in D} \frac{\alpha}{\alpha - 1} \log f(d, \alpha, \hat{\rho}) \quad d = \frac{\mu_1' - \mu_0'}{\sigma} \quad (130)
\]
Much like the previous section, here we will prove that optimization of the objective function above is also equivalent to equation (43) by computing the derivative w.r.t. $d$:

$$\frac{\partial f(d, \alpha, \tilde{p})}{\partial d}$$

$$= -\tilde{p}^{-1/\alpha} \frac{1}{\sqrt{2\pi}} \exp\left( - \left( \frac{d}{2} + \frac{\log(1-\tilde{p})}{d\alpha} \right)^2 / 2 \right)$$

$$\left( -\frac{1}{2} - \frac{\log(1-\tilde{p})}{d^2\alpha} \right)$$

$$- (1 - \tilde{p})^{1/\alpha} \frac{1}{\sqrt{2\pi}} \exp\left( - \left( \frac{d}{2} + \frac{\log(1-\tilde{p})}{d\alpha} \right)^2 / 2 \right)$$

$$\left( -\frac{1}{2} + \frac{\log(1-\tilde{p})}{d^2\alpha} \right)$$

$$= -\frac{1}{\sqrt{2\pi}} \exp\left( - \frac{d^2}{8} - \frac{\log(2\tilde{p})}{2d^2\alpha^2} \right)$$

$$\left( \tilde{p}^{1/\alpha} \exp\left( - \frac{\log(1-\tilde{p})}{2\alpha} \right) \left( -\frac{1}{2} - \frac{\log(1-\tilde{p})}{d^2\alpha} \right) \right)$$

$$+ (1 - \tilde{p})^{1/\alpha} \exp\left( - \frac{\log(1-\tilde{p})}{2\alpha} \right) \left( \frac{1}{2} + \frac{\log(1-\tilde{p})}{d^2\alpha} \right)$$

$$= -\frac{1}{\sqrt{2\pi}} \exp\left( - \frac{d^2}{8} - \frac{\log(2\tilde{p}^2)}{2d^2\alpha^2} \right)$$

$$\left( \tilde{p}^{1/\alpha} \left( \frac{1 - \tilde{p}}{\tilde{p}} \right)^{1/\alpha} \left( -\frac{1}{2} + \frac{\log(1-\tilde{p})}{d^2\alpha} \right) \right)$$

$$+ (1 - \tilde{p})^{1/\alpha} \frac{\tilde{p}}{1 - \tilde{p}} \left( -\frac{1}{2} + \frac{\log(1-\tilde{p})}{d^2\alpha} \right)$$

$$= -\frac{1}{\sqrt{2\pi}} \exp\left( - \frac{d^2}{8} - \frac{\log(2\tilde{p}^2)}{2d^2\alpha^2} \right) \left[ \tilde{p}(1 - \tilde{p}) \right]^{1/\alpha}$$

$$\left( -\frac{1}{2} - \frac{\log(1-\tilde{p})}{d^2\alpha} + \frac{1}{2} + \frac{\log(1-\tilde{p})}{d^2\alpha} \right) > 0$$

Thus the optimization objective is monotonically increasing in $d$, and is equivalent to equation (43).

D. Visualizations of MNIST data reconstructions

Below in Figures 13-17 are shown visualizations of the MNIST digits, from the original image to reconstructions with increasing distortion budgets. They are outputs from the model under Sibson mutual information as the private metric.
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