Efficiency of quantum versus classical annealing in non-convex learning problems
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Quantum annealers aim at solving non-convex optimization problems by exploiting cooperative tunneling effects to escape local minima. The underlying idea consists in designing a classical energy function whose ground states are the sought optimal solutions of the original optimization problem and add a controllable quantum transverse field to generate tunneling processes. A key challenge is to identify classes of non-convex optimization problems for which quantum annealing remains efficient while thermal annealing fails. We show that this happens for a wide class of problems which are central to machine learning. Their energy landscapes is dominated by local minima that cause exponential slow down of classical thermal annealers while simulated quantum annealing converges efficiently to rare dense regions of optimal solutions.
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I. INTRODUCTION

Quantum tunneling and quantum correlations govern the behavior of very complex collective phenomena in quantum physics at low temperature. Since the discovery of the factoring quantum algorithms in the 90s [1], a lot of efforts have been devoted to the understanding of how quantum fluctuations could be exploited to find low-energy configurations of energy functions which encode the solutions of non-convex optimization problems in their ground states. This has led to the notion of controlled quantum adiabatic evolution, where a time dependent many-body quantum system is evolved towards its ground states so as to escape local minima through multiple tunneling events [2–6]. When finite temperature effects have to be taken into account, the computational process is called Quantum Annealing (QA). Classical Simulated Annealing (SA) uses thermal fluctuations for the same computational purpose, and Markov Chains based on this principle are among the most widespread optimization techniques across science [7]. Quantum fluctuations are qualitatively different from thermal fluctuations and in principle quantum annealing algorithms could lead to extremely powerful alternative computational devices.

In the quantum annealing approach, a time dependent quantum transverse field is added to the classical energy function leading to an interpolating Hamiltonian that may take advantage of correlated fluctuations mediated by tunneling. Starting with a high transverse field, the quantum model system can be initialized in its ground state, e.g. all spins aligned in the direction of the field. The adiabatic theorem then ensures that by slowly reducing the transverse field the system remains in the ground state of the interpolating Hamiltonian. At the end of the process the transverse field vanishes and the systems ends up in the sought ground state of the classical energy function. The original optimization problem would then be solved if the overall process could take place in a time bounded by some low degree polynomial in the size of the problem. Unfortunately, the adiabatic process can become extremely slow. The adiabatic theorem requires the rate of change of the Hamiltonian to be smaller than the square of the gap between the ground state and the first excited state [8–10]. For small gaps the process can thus become inefficient. Exponentially

Figure 1. Topology of the Suzuki-Trotter vs Robust Ensemble representations. a: the classical objective function we wish to optimize which depends on \( N \) discrete variables \( \{\sigma_j\} (N = 5 \text{ in the picture}) \). b: Suzuki-Trotter interaction topology: \( y \) replicas of the classical system (\( y = 7 \text{ in the picture} \)) are coupled by periodic 1 dimensional chains, one for each classical spin. c: Robust Ensemble interaction topology: \( y \) replicas are coupled through a centroid configuration. In the limit of large \( N \) and large \( y \) (quantum limit) and for strong interaction couplings all replicas are forced to be close, and the behavior of the two effective models is expected to be similar.
small gaps are not only possible in worst case scenarios but have also been found to exist in typical random systems where comparative studies between quantum and classical annealing have so far failed in displaying quantum exponential speed up, e.g. at first order phase transition in quantum spin glasses [11, 12] or 2D spin glass systems [13–15]. More positive results have been found for ad hoc energy functions in which global minima are planted in such a way that tunneling cascades can become more efficient than thermal fluctuations [5, 16]. As far as the physical implementations of quantum annealers is concerned, studies have been focused on discriminating the presence of quantum effects rather than on their computational effectiveness [17–19].

Consequently, a key open question is to identify classes of relevant optimization problems for which quantum annealing can be shown to be exponentially faster than its classical thermal counterpart.

Here we give an answer to this question by providing analytic and simulation evidence of exponential speed up of quantum versus classical simulated annealing for a representative class of random non-convex optimization problems of basic interest in machine learning. The simplest example of this class is the problem of training binary neural networks (described in detail below): very schematically, the variables of the problem are the (binary) connection weights, while the energy measures the training error over a given dataset.

These problems have been very recently found to possess a rather distinctive geometrical structure of ground states [20–23]: the free energy landscape has been shown to be characterized by the existence of an exponentially large number metastable states and isolated ground states, and a few regions where the ground states are dense. These dense regions, which had previously escaped the equilibrium statistical physics analysis [24, 25], are exponentially rare, but still possess a very high local internal entropy: they are composed of ground states that are surrounded, at extensive but relatively small distances, by exponentially many other ground states. Under these circumstances, classical SA (as any Markov Chain satisfying detailed balance) gets trapped in the metastable states, suffering ergodicity breaking and exponential slowing down toward the low energy configurations. These problems have been considered to be intractable for decades and display deep similarities with disordered spin glass models which are known to never reach equilibrium.

The large deviation analysis that has unveiled the existence of the rare dense regions has led to several novel algorithms, including a Monte Carlo scheme defined over an appropriate objective function [21] that bears close similarities with a Quantum Monte Carlo (QMC) technique based on the Suzuki-Trotter transformation [6]. Motivated by this analytical mapping and by the geometrical structure of the dense and degenerate ground states which is expected to favor zero temperature kinetic processes [26, 27], we have conducted a full analytical and numerical statistical physics study of the quantum annealing problem, reaching the conclusion that in the quantum limit the QMC process, i.e. Simulated Quantum Annealing (SQA), can equilibrate efficiently while the classical SA gets stuck in high energy metastable states. These results generalize to multi layered networks.

While it is known that other quasi-optimal classical algorithms for the same problems exist [21, 28, 29], here we focus on the physical speed up that a quantum annealing approach could provide in finding rare regions of ground states. We provide physical arguments and numerical results supporting the conjecture that the real time quantum annealing dynamics behaves similarly to SQA.

As far as machine learning is concerned, dense regions of low energy configurations (i.e. quasi-flat minima over macroscopic length scales) are of fundamental interest, as they are particularly well-suited for making predictions given the learned data: on the one hand, these regions are by definition robust with respect to fluctuations in a sizable fraction of the weight configurations and as such are less prone to fit the noise. On the other hand, an optimal Bayesian estimate, resulting from a weighted consensus vote on all configurations, would receive a major contribution from one
of such regions, compared to a narrow minimum; the centroid of the region (computed according to any reasonable metric which correlates the distance between configurations with the network outcomes) would act as a representative of the region as a whole [30]. In this respect, it is worth mentioning that in deep learning [31] all the learning algorithms which lead to good prediction performance always include effects of a systematically injected noise in the learning phase, a fact that makes the equilibrium Gibbs measure not the stationary measure of the learning protocols and drive the systems towards wide minima. We expect that these results can be generalized to many other classes of non convex optimization problems where local entropy plays a role, ranging from robust optimization to physical disordered systems.

Quantum gate based algorithms for machine learning exist, however the possibility of a physical implementation remains a critical issue [32].

II. ENERGY FUNCTIONS

As a working example, we first consider the problem of learning random patterns in single layer neural network with binary weights, the so called binary perceptron problem [24]. This network maps vectors of \( N \) inputs \( \xi \in \{-1, +1\}^N \) to binary outputs \( \tau = \pm 1 \) through the non linear function \( \tau = \text{sgn} (\sigma \cdot \xi) \), where \( \sigma \in \{-1, +1\}^N \) is the vector of synaptic weights. Given \( \alpha N \) input patterns \( \{\xi^\mu\}_{\mu=1}^{\alpha N} \) with \( \mu = 1, \ldots, \alpha N \) and their corresponding desired outputs \( \{\tau^\mu\}_{\mu=1}^{\alpha N} \), the learning problem consists in finding \( \sigma \) such that all input patterns are simultaneously classified correctly, i.e. \( \text{sgn} (\sigma \cdot \xi^\mu) = \tau^\mu \) for all \( \mu \). Both the components of the input vectors \( \xi^\mu \) and the outputs \( \tau^\mu \) are independent identically distributed unbiased random variables \( P(x) = \frac{1}{2} \delta(x-1) + \frac{1}{2} \delta(x+1) \). In the binary framework, the procedure for writing a spin Hamiltonian whose ground states are the sought optimal solutions of the original optimization problem is well known [33]. The energy \( E \) of the binary perceptron is proportional to the number of classification errors and can be written as

\[
E(\{\sigma_j\}) = \sum_{\mu=1}^{\alpha N} \Delta_\mu^\mu \Theta(-\Delta_\mu), \quad \Delta_\mu \equiv \frac{\tau^\mu}{\sqrt{N}} \sum_{j=1}^{N} \xi^\mu_j \sigma_j
\]  

(1)

where \( \Theta(x) \) is the Heaviside step function: \( \Theta(x) = 1 \) if \( x > 0 \), \( \Theta(x) = 0 \) otherwise. When the argument of the \( \Theta \) function is positive, the perceptron is implementing the wrong input-output mapping. The exponent \( n \in \{0, 1\} \) defines two different forms of the energy functions which have the same zero energy ground states and different structures of local minima. The equilibrium analysis of the binary perceptron problem shows that in the large size limit and for \( \alpha < \alpha_c \approx 0.83 \) [24], the energy landscape is dominated by an exponential number of local minima and of zero energy ground states that are typically geometrically isolated [34], i.e. they have extensive mutual Hamming distances. For both choices of \( n \) the problem is computationally hard for SA processes [35]: in the large \( N \) limit, a detailed balanced stochastic search process gets stuck in metastable states at energy levels of order \( O(N) \) above the ground states.

Following the standard SQA approach, we identify the binary variables \( \sigma \) with one of the components of physical quantum spins, say \( \sigma_z \), and we introduce the Hamiltonian operator of a model of \( N \) quantum spins with the perceptron term of Eq. (1) acting in the longitudinal direction \( z \) and a magnetic field \( \Gamma \) acting in the transverse direction \( x \). The interpolating Hamiltonian reads:

\[
\hat{H} = E(\{\hat{\sigma}_j^z\}) - \Gamma \sum_{j=1}^{N} \hat{\sigma}_j^x
\]

(2)
where \( \hat{\sigma}_j^z \) and \( \hat{\sigma}_j^x \) are the spin operators (Pauli matrices) in the \( z \) and \( x \) directions. For \( \Gamma = 0 \) one recovers the classical optimization problem. The QA procedure consists in initializing the system at large \( \beta \) and \( \Gamma \), and slowly decreasing \( \Gamma \) to 0. To analyze the low temperature phase diagram of the model we need to study the average of the logarithm of the partition function \( Z = \text{Tr} \left( e^{-\beta \hat{H}} \right) \).

This can be done using the Suzuki-Trotter transformation which leads to the study of a classical effective Hamiltonian acting on a system of \( y \) interacting Trotter replicas of the original classical system coupled in an extra dimension:

\[
H_{\text{eff}} \left( \{ \sigma^a_j \} \right) = \frac{1}{\beta} \sum_{a=1}^{y} \sum_{j=1}^{N} \sigma^a_j \sigma^{a+1}_j - \frac{NK}{\beta} \]

where the \( \sigma^a_j = \pm 1 \) are Ising spins, \( a \in \{1, \ldots, y\} \) is a replica index with periodic boundary conditions \( \sigma^{y+1}_j \equiv \sigma^1_j \), \( \gamma = \frac{1}{2} \log \coth \left( \frac{2\Gamma}{\beta} \right) \) and \( K = \frac{1}{2} y \log \left( \frac{1}{2} \sinh \left( \frac{2\beta \Gamma}{\beta} \right) \right) \).

The replicated system needs to be studied in the limit \( y \to \infty \) to recover the so called path integral continuous quantum limit and to make the connection with the behavior of quantum devices [15]. The SQA dynamical process samples configurations from an equilibrium distribution and it is not necessarily equivalent to the real time Schrödinger equation evolution of the system. A particularly dangerous situation occurs if the ground states of the system encounter first order phase transitions which are associated to exponentially small gaps [11, 36, 37] at finite \( N \). As discussed below, this appears not to be the case for the class of models we are considering.

### III. CONNECTION WITH THE LOCAL ENTROPY MEASURE

The effective Hamiltonian Eq. (3) can be interpreted as many replicas of the original systems coupled through one dimensional periodic chains, one for each original spin, see Fig. 1b. Note that the interaction term \( \gamma \) diverges as the transverse field \( \Gamma \) goes to 0. This geometrical structure is very similar to that of the Robust Ensemble (RE) formalism [21], where a probability measure that gives higher weight to rare dense regions of low energy states is introduced. There, the main idea is to maximize \( \Phi (\sigma^*) = \log \sum_{\sigma} e^{-\beta E(\sigma) - \lambda \sum_{j=1}^{N} \sigma^1_j \sigma^2_j} \), i.e. a “local free entropy” where \( \lambda \) is a Lagrange parameter that controls the extensive size of the region around a reference configuration \( \sigma^* \). One can then build a new Gibbs distribution \( P (\sigma^*) \propto e^{\Phi (\sigma^*)} \), where \( -\Phi \) has the role of an energy and \( y \) of an inverse temperature: in the limit of large \( y \), this distribution concentrates on the maxima of \( \Phi \). Upon restricting the values of \( y \) to be integer (and large), \( P (\sigma^*) \) takes a factorized form yielding a replicated probability measure \( P_{\text{RE}} (\sigma^*, \sigma^1, \ldots, \sigma^y) \propto e^{-\beta H_{\text{eff}}^R (\sigma^*, \{ \sigma^a \})} \) where the effective energy is given by

\[
H_{\text{eff}}^R (\sigma^*, \{ \sigma^a_j \}) = y \sum_{a=1}^{y} \sum_{j=1}^{N} \lambda \sigma^a_j \sigma^*_j - \frac{NK}{\beta} \]

As in the Suzuki-Trotter formalism, \( H_{\text{eff}}^R (\sigma^*, \{ \sigma^a_j \}) \) corresponds to a system with an overall energy given by the sum of \( y \) individual “real replica energies” plus a geometric coupling term; in this case however the replicas interact with the “reference” configurations \( \sigma^* \) rather than among themselves, see Fig. 1c.

The Suzuki-Trotter representation and the RE formalism differ in the topology of the interactions between replicas and in the scaling of the interactions, but for both cases there is a classical limit,
Γ → 0 and λ → ∞ respectively, in which the replicated systems are forced to correlate and eventually coalesce in identical configurations. For non convex problems, these will not in general correspond to configuration dominating the original classical Gibbs measure.

For the sake of clarity we should remind that in the classical limit and for \( \alpha < \alpha_c \), our model presents an exponential number of far apart isolated ground states which dominate the Gibbs measure. At the same time, there exist rare clusters of ground states with a density close to its maximum possible value (high local entropy) for small but still macroscopic cluster sizes \([20]\). This fact has several consequences: no further subdivision of the clusters into states is possible, the ground states are typically \( O(1) \) spin flip connected \([20]\) and a tradeoff between tunneling events and exponential number of destination states within the cluster is possible.

**IV. PHASE DIAGRAM: ANALYTICAL AND NUMERICAL RESULTS**

Thanks to the mean field nature of the energetic part of the system, Eq. (3), we can resort to the replica method for calculating analytically the phase diagram. As discussed in the Appendix Sec. A, this can be done under the so called static approximation, which consists in using a single parameter \( q_1 \) to represent the overlaps along the Trotter dimension, \( q_{ab}^1 = \left\langle \frac{1}{N} \sum_{j=1}^{N} \sigma_a^j \sigma_b^j \right\rangle \approx q_1 \).

Although this approximation crudely neglects the dependency of \( q_{ab}^1 \) from \( |a - b| \), the resulting predictions show a remarkable agreement with numerical simulations.

In the main panel of Fig. 2, we report the analytical predictions for the average classical component of the energy of the quantum model as a function of the transverse field \( \Gamma \). We compare the results with the outcome of extensive simulations performed with the reduced-rejection-rate Monte Carlo method \([38]\), in which \( \Gamma \) is initialized at 2.5 and gradually brought down to 0 in regular small steps, at constant temperature, and fixing the total simulation time to \( \tau N y \cdot 10^4 \) (as to keep constant the number of Monte Carlo sweeps when varying \( N \) and \( y \)). The details are reported in the Appendix Sec. C. The size of the systems, the number of samples and the number of Trotter replicas are scaled up to large values so that both finite size effects and the quantum limit are kept under control. A key point is to observe that the results do not degrade with the number of Trotter replicas: the average ground state energy approaches a limiting value, close to the theoretical prediction, in the large \( y \) quantum limit. The results appear to be rather insensitive to both \( N \) and the simulation time scaling parameter \( \tau \). This indicates that Monte Carlo appears to be able to equilibrate efficiently, in a constant (or almost constant) number of sweeps, at each \( \Gamma \). The analytical prediction for the classical energy only appears to display a relatively small systematic offset (due to the static approximation) at intermediate values of \( \Gamma \), while it is very precise at both large and small \( \Gamma \); the expectation of the total Hamiltonian on the other hand is in excellent agreement with the simulations (see Appendix Sec. C).

In the same plot we display the behavior of classical SA simulated with a standard Metropolis-Hastings scheme, under an annealing protocol in \( \beta \) that would follow the same theoretical curve as SQA if the system were able to equilibrate (see Appendix Sec. C): as expected \([35]\), SA gets trapped at very high energies (increasing with problem size; in the thermodynamic limit it is expected that SA would remain stuck at the initial value \( 0.5 N \) of the energy for times which scale exponentially with \( N \)). Alternative annealing protocols yield analogous results; the exponential scaling with \( N \) of SA on binary perceptron models had also been observed experimentally in previous results, e.g. in refs. \([22, 39]\).

In the inset of Fig. 2 we report the analytical prediction for the transverse overlap parameter \( q_1 \), which quite remarkably reproduces fairly well the average overlap as measured from simulations.
Figure 2. Classical energy density (i.e. longitudinal component of the energy, divided by \( N \)) as a function of the transverse field \( \Gamma \) (single layer problems with \( \alpha = 0.4 \) and \( n = 0, 15 \) independent samples per curve). The QA simulations at \( \beta = 20 \) approach the theoretical prediction as \( y \) increases (cf. black arrow). The results do not change significantly when varying \( N \) or the simulation time (the curves with \( N = 1001 \) or \( N = 2001 \) are indistinguishable from the ones displayed at this level of detail). All SA simulations instead got stuck and failed to equilibrate at low enough temperatures (small equivalent \( \Gamma \)). The results are noticeably worse for larger \( N \), and doubling or quadrupling the simulation time doesn’t help much (cf. purple arrows). Inset: Trotter replicas overlaps \( q_{ab}^1 \) (same data as for the main figure). The theoretical prediction is in remarkably good agreement with the average value measured from the simulations (the \( y = 128 \) curve is barely visible under the \( y = 256 \) one). The gray curves show the overlaps at varying distances along the Trotter dimension: the topmost one is the overlap between neighboring replicas \( q_{1}^{(\alpha+1)} \), then there is the overlap between second-neighbors \( q_{1}^{(\alpha+2)} \) and so on (cf. Fig. 1). The \( y = 128 \) curves are essentially hidden under the \( y = 256 \) ones and can only be seen from their darker shade, following an alternating pattern.
Figure 3. Panels a and b: energetic profiles (in terms of the classical energy $E$, Eq. (1)) around the configurations reached during the annealing process, comparing QA (orange lower curves) with SA (gray top curves). The profiles represent the most probable value of the energy density shift $\Delta E/N$ with respect to the reference point when moving away from the reference at a given normalized Hamming distance $d$. The curves refer to the data shown in Fig. 2, using two different times in the annealing process, marked with the symbols $\triangle$ and $\ast$ in both figures. For QA, we show the results for 15 instances with $N = 4001$, $y = 256$, $\tau = 4$, using the mode of the replicas $\sigma_j^* = \text{sgn} \left( \sum_{a=1}^{y} \sigma_a^j \right)$ as the reference point; for SA, we show 15 samples for $N = 4001$ and $\tau = 16$. These results show a marked qualitative difference in the type of landscape that is typically explored by the two algorithms: the local landscape of QA is generally much wider, while SA is typically working inside narrow regions of the landscape which tend to trap the algorithm eventually. Panel c: local entropy, i.e. the logarithm of the number of solutions surrounding the reference point at a given distance $d$ for the same configurations of panel a. The QA configurations (orange curves at the top) are located in regions with exponentially many solutions surrounding them (although these regions are not maximally dense, as can be seen from the comparison with the dashed curve representing the overall number of surrounding configurations at that distance). The SA configurations (gray curves at the bottom) are far away from these exponentially dense regions (the local entropy has a gap around $d = 0$).

In Fig. 3 we provide the profiles of the the classical energy minima found for different values of $\Gamma$ in the case of SQA and different temperatures for SA. These results are computed analytically by the cavity method (see Materials and Methods and SI for details) by evaluating which is the most probable energy found at a normalized Hamming distance $d$ from a given configuration. As it turns out, throughout the annealing process, SQA follows a path corresponding to wide valleys while SA gets stuck in steep metastable states. The quantum fluctuations reproduced by the SQA process drive the system to converge toward wide flat regions, in spite of the fact that they are exponentially rare compared to the narrow minima.

The physical interpretation of these results is that quantum fluctuations lower the energy of a cluster proportionally to its size or, in other words, that quantum fluctuations allow the system to lower its kinetic energy by delocalizing, see Refs. [26, 27, 40] for related results. Along the process of reduction of the transverse field we do not observe any phase transition which could induce a critical slowing down of the quantum annealing process and we expect SQA and QA to behave similarly [12, 37].

This is in agreement with the results of a direct comparison between the real time quantum
dynamics and the SQA on small systems ($N = 21$): as reported in the Appendix Sec. E, we have performed extensive numerical studies of properly selected small instances of the binary perceptron problem, comparing the results of SQA and QA and analyzing the results of the QA process and the properties of the Hamiltonian. To reproduce the conditions that are known to exist at large values of $N$, we have selected instances for which a fast annealing schedule SA gets trapped at some positive fraction of violated constraints, and yet the problems display a sufficiently high number of solutions. We found that the agreement between SQA and QA on each sample is excellent. The measurements on the final configurations reached by QA qualitatively confirm the scenario described above, that QA is attracted towards dense low-energy regions without getting stuck during the annealing process. Finally, the analysis of the gap between the ground state of the system and the first excited state as $\Gamma$ decreases shows no signs of the kind of phenomena which would typically hamper the performance of QA in other models: there are no vanishingly small gaps at finite $\Gamma$ (cf. the discussion in the introduction). We benchmarked all these results with “randomized” versions of the same samples, in which we randomly permuted the classical energies associated to each spin configuration, so as to keep the distribution of the classical energy levels while destroying the geometric structure of the states. Indeed, for these randomized samples, we found that the gaps nearly close at finite $\Gamma \approx 0.4$, and that correspondingly the QA process fails to track the ground state of the system, resulting in a much reduced probability of finding a solution to the problem.

To reproduce the conditions that are known to exist at large values of $N$ we have selected instances for which a fast annealing schedule SA gets trapped at some positive fraction of violated constraints and yet the problems display a sufficiently high number of solutions. We have then compared the behavior of SQA and the real time quantum dynamics studied by the Lanczos method as discussed in [41]. The agreement between SQA and QA is ... almost perfect.

As concluding remarks we report that the models with $n = 0$ and $n = 1$ have phase diagrams which are qualitatively very similar (for the sake of simplicity, here we reported the $n = 0$ case only). The former presents at very small positive values of $\Gamma$ a collapse of the density matrix onto the classical one whereas the latter ends up in the classical state only at $\Gamma = 0$.

For the sake of completeness, we have checked that the performance of SQA in the $y \to \infty$ quantum limit extends to more complex architectures which include hidden layers; the details are reported in the Appendix Sec. D2.

V. CONCLUSIONS

We conclude by noticing that, at variance with other studies on spin glass models in which the evidence for QA outperforming classical annealing was limited to finite values of $y$, thereby just defining a different type of classical SA algorithms, in our case the quantum limit coincides with the optimal behavior of the algorithm itself. We believe that these results could play a role in many optimization problems in which optimality of the cost function needs to also meet robustness conditions (i.e. wide minima). As far as learning problems are concerned, it is worth mentioning that for the best performing artificial neural networks, the so called deep networks [31], there is numerical evidence for the existence of rare flat minima [42], and that all the effective algorithms always include effects of systematic injected noise in the learning phase [43], which implies that the equilibrium Gibbs measure is not the stationary measure of the learning protocols. For the sake of clarity we should remark that our results are aimed to suggest that QA can equilibrate efficiently whereas SA cannot, i.e. our notion of quantum speed up is relative to the same algorithmic scheme that runs on classical hardware. Other classical algorithms for the same class of problems, besides
the above-mentioned ones based on the RE and the SQA itself, have been discovered [28, 39, 44–46]; however, all of these algorithms are qualitatively different from QA, which can provide a huge speed up by manipulating single bits in parallel. Thus, the overall solving time in a physical QA implementation (neglecting any other technological considerations) would have, at worst, only a mild dependence on $N$.

Our results provide further evidence that learning can be achieved through different types of correlated fluctuations, among which quantum tunneling could be a relevant example for physical devices.
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**Appendix A: Theoretical analysis by the replica method**

We present here the analytical calculations performed to derive all the theoretical results mentioned in the main text. For completeness, we report all the relevant formulas and definitions here, even those that were already introduced in the main text.

The Hamiltonian operator of a model of $N$ quantum spins with an energy term acting in the longitudinal direction $z$ and a magnetic field $\Gamma$ acting in the transverse direction $x$ is written as:

$$\hat{H} = E \left\{ \hat{\sigma}_j^z \right\}_j - \Gamma \sum_{j=1}^{N} \hat{\sigma}_j^x$$  \hspace{1cm} (A1)

where $\hat{\sigma}_j^z$ and $\hat{\sigma}_j^x$ are the spin operators (Pauli matrices) in the $z$ and $x$ directions. We want to study the partition function:

$$Z = \text{Tr} \left( e^{-\beta \hat{H}} \right).$$  \hspace{1cm} (A2)

By using the Suzuki-Trotter transformation, we end up with a classical effective Hamiltonian acting on a system of $y$ interacting Trotter replicas, to be studied in the limit $y \to \infty$:

$$H_{\text{eff}} \left( \{ \sigma^a \}_{j,a} \right) = \frac{1}{y} \sum_a E \left( \{ \sigma^a \}_{j} \right) - \frac{\gamma}{\beta} \sum_{a,j} \sigma^a_j \sigma^{a+1}_j - \frac{NK}{\beta}$$  \hspace{1cm} (A3)

where the $\sigma^a_j = \pm 1$ are Ising spins, $a \in \{1, \ldots, y\}$ is a replica index with periodic boundary conditions $\sigma^{y+1}_j \equiv \sigma^1_j$, and we have defined:

$$\gamma = \frac{1}{2} \log \coth \left( \frac{\beta \Gamma}{y} \right),$$  \hspace{1cm} (A4)

$$K = \frac{1}{2} y \log \left( \frac{1}{2} \sinh \left( \frac{2 \beta \Gamma}{y} \right) \right).$$  \hspace{1cm} (A5)

In the following, we will just use $\sigma^a$ to denote the configuration of one Trotter replica, $\{ \sigma^a \}_j$; we will always use the indices $a$ or $b$ for the Trotter replicas and assume that they range in $1, \ldots, y$; we will also use $j$ for the site index and assume that it ranges in $1, \ldots, N$. 

The effective partition function for a given \( y \) reads:

\[
Z_{\text{eff}} = \sum_{\{\sigma^a\}} e^{-\frac{y}{2} \sum_a E(\sigma^a) + \gamma \sum_{a,j} \sigma_a^j \sigma_a^{j+1} + NK}.
\]  

(A6)

Here, we first study the binary perceptron case in which the longitudinal energy \( E \) is defined in terms of a set of \( \alpha N \) patterns \( \{\xi^\mu\}_\mu \) with \( \mu \in \{1, \ldots, \alpha N\} \), where each pattern is a binary vector of length \( N \), \( \xi^\mu_j = \pm 1 \):

\[
E(\sigma) = \sum_{\mu=1}^{\alpha N} \Theta \left( -\frac{1}{\sqrt{N}} \sum_j \xi^\mu_j \sigma^j \right)
\]  

(A7)

where \( \Theta(x) \) is the Heaviside step function: \( \Theta(x) = 1 \) if \( x > 0 \), \( \Theta(x) = 0 \) otherwise. The energy thus simply counts the number of classification errors of the perceptron, assuming that the desired output for each pattern in the set is \( 1 \) (this choice can always be made without loss of generality for this model when the input patterns are random i.i.d. as described below). A different form for the energy function is treated in sec. A1.

We consider the case in which the patterns entries are extracted randomly and independently from an unbiased distribution, \( P(\xi^\mu_j) = \frac{1}{2} \delta(\xi^\mu_j - 1) + \frac{1}{2} \delta(\xi^\mu_j + 1) \), and we want to study the typical properties of this system by averaging over the quenched disorder introduced by the patterns. We use the replica method, which exploits the transformation:

\[
\langle\log Z\rangle_\xi = \lim_{n \to 0} \frac{\langle Z^n \rangle_\xi - 1}{n} = \lim_{n \to 0} \frac{\langle \prod_{c=1}^n Z \rangle_\xi - 1}{n}
\]  

(A8)

where \( \langle \cdot \rangle_\xi \) denotes the average over the disorder. We thus need to replicate the whole system \( n \) times, and therefore we have two replica indices for each spin. We will use indices \( c,d = 1, \ldots, n \) for the “virtual” replicas introduced by the replica method,\(^1\) to distinguish them from the indices \( a \) and \( b \) used for the Trotter replicas. The average replicated partition function of eq. (A6) is thus written as:

\[
\langle Z_{\text{eff}}^n \rangle_\xi = e^{NK} \left\langle \prod_{caj} d\mu(\sigma^a_j) \prod_{caj} e^{\gamma \sum_j \sigma^a_j \sigma^{a+1}_j} \prod_{\mu,ca} \left( \Theta \left( \frac{1}{\sqrt{N}} \sum_j \xi^\mu_j \sigma^a_j \right) \left( 1 - e^{-\frac{y}{2}} \right) + e^{-\frac{y}{2}} \right) \right\rangle_\xi
\]  

(A9)

where we changed the sum over all configurations into an \( (n \times y \times N) \)-dimensional integral, using the customary notation \( d\mu(\sigma) = \delta(\sigma - 1) + \delta(\sigma + 1) \) with \( \delta(\cdot) \) denoting the Dirac-delta distribution. Here and in the following, all integrals will be assumed to range over the whole \( \mathbb{R} \) unless otherwise specified.

We introduce new auxiliary variables \( \lambda^\mu_{ca} = \frac{1}{\sqrt{N}} \sum_j \xi^\mu_j \sigma^a_j \) via additional Dirac-deltas:

\(^1\) Note that the parameter \( n \) has a different meaning in main text, cf. sec. A1.
\[ \langle Z_{\text{eff}} \rangle_\xi = e^{nNK} \int \prod_{ca,j} d\mu (\sigma_j^{ca}) \prod_{ca,j} e^{-\frac{1}{2} (\sigma_j^{ca})^2} \int \prod_{\mu ca} d\lambda^{ca}_\mu \prod_{\mu ca} \left( \Theta [\lambda^{ca}_\mu] \left( 1 - e^{-\frac{a}{N}} \right) + e^{-\frac{a}{N}} \right) \times \]
\[ \times \left\langle \prod_{\mu ca} \delta \left( \lambda^{ca}_\mu - \frac{1}{\sqrt{N}} \sum_j \xi^{\mu}_j \sigma_j^{ca} \right) \right\rangle_\xi \] (A10)

We then use the integral representation of the delta \( \delta (x) = \int \frac{dz}{2\pi} e^{izx} \), and perform the average over the disorder, to the leading order in \( N \):

\[ \left\langle \prod_{\mu ca} \delta \left( \lambda^{ca}_\mu - \frac{1}{\sqrt{N}} \sum_j \xi^{\mu}_j \sigma_j^{ca} \right) \right\rangle = \]
\[ \int \prod_{\mu ca} \frac{d\lambda^{ca}_\mu}{2\pi} \prod_{\mu ca} e^{i\lambda^{ca}_\mu} \lambda^{\mu}_\mu \prod_{\mu} \exp \left( -\frac{1}{2} \sum_{cdab} \lambda^{ca}_\mu \lambda^{db}_\mu \left( \frac{1}{N} \sum_j \sigma_j^{ca} \sigma_j^{db} \right) \right) \] (A11)

Next, we introduce the overlaps \( q^{ca,db} = \frac{1}{N} \sum_j \sigma_j^{ca} \sigma_j^{db} \) via Dirac-deltas (note that due to symmetries and the fact that the self-overlaps are always 1 we have \( n_y (n_y - 1) / 2 \) overlaps overall), expand those deltas introducing conjugate parameters \( \hat{q}^{ca,db} \) (as usual for these parameters in these models, we absorb away a factor \( i \) and integrate them along the imaginary axis, without explicitly noting this), and finally factorize over the site and pattern indices:

\[ \langle Z_{\text{eff}} \rangle_\xi = e^{nNK} \int \prod_{c,a>b} \frac{dq^{ca,cb} dq^{ca,cb} N}{2\pi} \prod_{c>d,ab} \frac{dq^{ca,db} dq^{ca,db} N}{2\pi} \times \]
\[ \times e^{-\frac{1}{2} \sum_{c,a>b} q^{ca,cb} q^{ca,cb} - \frac{1}{N} \sum_{c>d,ab} q^{ca,db} q^{ca,db}} \times G_S^N \times G_E^N \] (A12)

\[ G_S = \int \prod_{ca} d\mu (\sigma^{ca}) e^{\sum_{c,a>b} q^{ca,cb} \sigma^{ca,cb} + \sum_{c>d,ab} q^{ca,db} \sigma^{ca,db} + \gamma \sum_{ca} \sigma^{ca} \sigma^{ca(+1)}} \] (A13)

\[ G_E = \int \prod_{ca} \frac{d\lambda^{ca}}{2\pi} \prod_{ca} \Theta \left( \lambda^{ca} \right) \left( 1 - e^{-\frac{a}{N}} \right) + e^{-\frac{a}{N}} \times \]
\[ \times e^{-\frac{1}{2} \sum_{ca} (\lambda^{ca})^2 + \frac{1}{N} \sum_{ca} \lambda^{ca} \hat{\lambda}^{ca} - \frac{1}{2} \sum_{c,a>b} \lambda^{ca} \hat{\lambda}^{ca} q^{ca,cb} - \frac{1}{2} \sum_{c>d,ab} \lambda^{ca} \hat{\lambda}^{ca} q^{ca,db}} \] (A14)

We now introduce the replica-symmetric (RS) ansatz for the overlaps:

\[ q^{ca,db} = \begin{cases} q_1 & \text{if } c = d \\ q_0 & \text{if } c \neq d \end{cases} \] (A15)

and analogous for the conjugate parameters \( \hat{q}^{ca,db} \).

Note that this is the so-called "static approximation" since we neglect the dependency of the overlap from the distance along the Trotter dimension; however, we have kept the interaction term \( \gamma \sum_{ca} \sigma^{ca} \sigma^{ca(+1)} \) and inserted it in the \( G_S \) term (rather than writing it in terms of the overlap \( q^{ca,c(a+1)} \) and inserting it in the \( G_E \) term where it would have been rewritten as \( \gamma q_1 \)). This difference,
despite its inconsistency, is the standard procedure when performing the static approximation, and is justified a posteriori from the comparison with the numerical simulation results. We obtain:

\[
\langle Z_{\text{eff}}^n \rangle_{\xi} = e^{n NK} \int \prod_{c,a \geq b} \frac{dq_{ca,cb} dq_{ca,db}}{2\pi} \prod_{c,d \geq ab} \frac{dq_{ca,db} dq_{ca,db}}{2\pi} \times e^{-Nn} \frac{(y-1)}{y} q_i \tilde{q}_i - N \frac{n(n-1)}{2} \gamma q_0 \tilde{q}_0 \times G_S^N \times G_E^N
\]

(A16)

\[
G_S = \int \prod_{ca} d\mu(\sigma^{ca}) e^{\frac{1}{4} \tilde{q}_i \sum_c \left( (\Sigma_{a \sigma^a})^2 - \Sigma_c (\sigma^a)^2 \right) + \frac{1}{2} \hat{q}_0 \left( (\Sigma_{ca \sigma^c a})^2 - \Sigma_{\sigma^a} (\Sigma_{c a \sigma^c a})^2 \right) + \frac{1}{2} \hat{q}_0 \sum_{c,a \sigma^c a} \lambda^a \lambda^c - \hat{q}_0 \sum_{c,a \sigma^c a} \lambda^a \gamma^a \lambda^c}
\]

(A17)

\[
G_E = \int \prod_{ca} d\mu(\sigma^{ca}) \frac{d\lambda^{ca}}{2\pi} \prod_{ca} \left( \Theta [\lambda^{ca}] \left( 1 - e^{-\frac{\beta}{T}} \right) + e^{-\frac{\beta}{T}} \right) \times \times e^{-\frac{1}{2} \sum_{ca} (\lambda^{ca})^2 + \frac{1}{2} \sum_{c,a \sigma^c a} \lambda^a \lambda^c - \hat{q}_0 \sum_{c,a \sigma^c a} \lambda^a \gamma^a \lambda^c}
\]

(A18)

The entropic term \(G_S\) can be explicitly computed as

\[
G_S = \int \prod_{ca} d\mu(\sigma^{ca}) e^{\frac{1}{4} \tilde{q}_i \sum_c \left( (\Sigma_{a \sigma^a})^2 - \Sigma_c (\sigma^a)^2 \right) + \frac{1}{2} \hat{q}_0 \left( (\Sigma_{ca \sigma^c a})^2 - \Sigma_{\sigma^a} (\Sigma_{c a \sigma^c a})^2 \right) + \frac{1}{2} \hat{q}_0 \sum_{c,a \sigma^c a} \lambda^a \lambda^c - \hat{q}_0 \sum_{c,a \sigma^c a} \lambda^a \gamma^a \lambda^c}
\]

\[
\times e^{\frac{1}{2} \sum_{ca} (\lambda^{ca})^2 + \frac{1}{2} \sum_{c,a \sigma^c a} \lambda^a \lambda^c - \hat{q}_0 \sum_{c,a \sigma^c a} \lambda^a \gamma^a \lambda^c}
\]

(A19)

where the notation \(Dz = dz \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}}\) is a shorthand for a Gaussian integral, and we used twice the Hubbard-Stratonovich transformation \(e^{\frac{1}{2} \tilde{q}_b} = \int Dz e^{z \tilde{q}_b}\). The expression between square brackets in the last line is the partition function of a 1-dimensional Ising model of size \(y\) with uniform interactions \(J = \gamma\) and uniform fields \(h = z_1 \sqrt{\tilde{q}_0 - \tilde{q}_0} + z_0 \sqrt{\tilde{q}_0}\) and can be computed by the well-known transfer matrix method. Note however that while usually in the analysis of the 1D Ising spin model it is sufficient to keep the largest eigenvalue of the transfer matrix in the thermodynamic limit \(y \to \infty\), in this case instead we need to keep both eigenvalues, since the interaction term scales with the size of the system. The result is:

\[
G_S = \int Dz_0 e^{-\frac{1}{2} \tilde{q}_i y} \left[ \int Dz_1 e^{\gamma y} \sum_{w = \pm 1} g(z_0, z_1, w)^y \right]^n
\]

(A20)

\[
g(z_0, z_1, w) = \cosh (h(z_0, z_1)) + w \sqrt{\sinh (h(z_0, z_1))^2 + e^{-4\gamma}}
\]

(A21)

\[
h(z_0, z_1) = z_1 \sqrt{\tilde{q}_0 - \tilde{q}_0} + z_0 \sqrt{\tilde{q}_0}
\]

(A22)
In the limit of small $n$ we obtain:

$$G_S \doteq \frac{1}{n} \log G_S + \frac{1}{2} \hat{q}_1 y - \gamma y$$

$$= \int Dz_0 \log \left[ \int Dz_1 \sum_{w=\pm 1} \left( \cosh (h (z_0, z_1)) + w \sqrt{\sinh (h (z_0, z_1))^2 + e^{-4\gamma}} \right) \right]$$

(A23)

Note that in the limit of large $y$ the term $\gamma y$ tends to $-K$ up to terms of order $y^{-1}$.

The energetic term $G_E$ is computed similarly, by first performing two Hubbard-Stratonovich transformations which allow to factorize the indices $c$ and $a$, and then explicitly performing the inner integrals:

$$G_E = \int \prod_{ca} d\lambda^c d\hat{\lambda}^c \prod_{ca} \left( \Theta [\lambda^c] \left( 1 - e^{-\frac{\beta}{2}} + e^{-\frac{\beta}{2}} \right) \right) \times$$

$$\times e^{-\frac{1}{2} \sum_{ca} (\hat{\lambda}^c)^2 + \sum_{ca} \lambda^c \hat{\lambda}^c - \frac{1}{2} q_1 \sum_c \left( \sum_{a} (\hat{\lambda}^c)^2 - \sum_{a} (\lambda^c)^2 \right) - \frac{1}{2} q_0 \left( \sum_{a} (\hat{\lambda}^c)^2 - \sum_{a} (\lambda^c)^2 \right) }$$

$$= \int Dz_0 \left[ \int Dz_1 \left[ \int d\lambda d\hat{\lambda} \left( \Theta [\lambda] \left( 1 - e^{-\frac{\beta}{2}} + e^{-\frac{\beta}{2}} \right) e^{-\frac{1}{2} \sum (\lambda^2 + \lambda (\lambda - z_1 \sqrt{q_1} - \bar{q}_0 \sqrt{q_0}) )} \right)^y \right] \right] \right]$$

$$= \int Dz_0 \left[ \int Dz_1 \left[ 1 - \left( 1 - e^{-\frac{\beta}{2}} \right) H \left( \frac{z_1 \sqrt{q_1} - \bar{q}_0 + z_0 \sqrt{q_0}}{\sqrt{1 - q_1}} \right) \right) \right] \right]$$

(A24)

where $H (x) = \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{\pi}} \right)$. In the limit of small $n$ and of large $y$ we finally obtain:

$$G_E \doteq \frac{1}{n} \log G_E = \int Dz_0 \log \int Dz_1 \exp \left( -\beta H \left( \frac{z_1 \sqrt{q_1} - \bar{q}_0 + z_0 \sqrt{q_0}}{\sqrt{1 - q_1}} \right) \right)$$

(A25)

Using equations (A23) and (A25), we obtain the expression for the action:

$$\phi \doteq \frac{1}{N} (\log \text{eff}) = \text{extr}_{q_0, q_1, \bar{q}_0, \bar{q}_1} \left\{ \frac{1}{2} y^2 \hat{q}_0 \hat{q}_0 - \frac{1}{2} y (y - 1) q_1 \hat{q}_1 - \frac{1}{2} \hat{q}_1 y + G_S + \alpha G_E \right\}$$

(A26)

In order to obtain a finite result in the limit of $y \to \infty$, we assume the following scalings for the conjugated order parameters:

$$\hat{q}_0 = \frac{\bar{q}_0}{y^2}$$

(A27)

$$\hat{q}_1 = \frac{\bar{q}_1}{y^2}$$

(A28)

With these, we find the following final expressions:

$$\phi = \text{extr}_{q_0, q_1, \bar{q}_0, \bar{q}_1} \left\{ \frac{1}{2} q_0 \bar{q}_0 - \frac{1}{2} q_1 \bar{q}_1 + G_S + \alpha G_E \right\}$$

(A29)

$$G_S = \int Dz_0 \log \left[ \int Dz_1 2 \cosh \left( \sqrt{\hat{k} (z_0, z_1)^2 + \beta^2 \Gamma^2} \right) \right]$$

(A30)

$$\hat{k} (z_0, z_1) = z_1 \sqrt{\bar{q}_1} - \bar{q}_1 + z_0 \sqrt{\bar{q}_0}$$

(A31)

$$G_E = \int Dz_0 \log \int Dz_1 \exp \left( -\beta H \left( k (z_0, z_1) \right) \right)$$

(A32)

$$k (z_0, z_1) = \frac{z_1 \sqrt{q_1} - \bar{q}_0 + z_0 \sqrt{q_0}}{\sqrt{1 - q_1}}$$

(A33)
The parameters \( q_0, q_1, \hat{p}_0 \) and \( \hat{p}_1 \) are found by solving the system of equations obtained by setting the partial derivatives of \( \phi \) with respect to those parameters to 0:

\[
\hat{p}_0 = \frac{\alpha \beta}{\sqrt{1 - q_1}} \int Dz_0 \frac{\int Dz_1 e^{-\beta \mathcal{H}(k(z_0, z_1))} G(k(z_0, z_1)) (\frac{z_1}{\sqrt{q_1 - q_0}} - \frac{z_0}{\sqrt{q_0}})}{\int Dz_1 e^{-\beta \mathcal{H}(k(z_0, z_1))}}
\]

(A34)

\[
\hat{p}_1 = \frac{\alpha \beta}{\sqrt{(1 - q_1)^3 (q_1 - q_0)}} \times \int Dz_0 \frac{\int Dz_1 e^{-\beta \mathcal{H}(k(z_0, z_1))} G(k(z_0, z_1)) (z_0 \sqrt{q_0 (q_1 - q_0)} + z_1 (1 - q_0))}{\int Dz_1 e^{-\beta \mathcal{H}(k(z_0, z_1))}}
\]

(A35)

\[
q_0 = \frac{1}{\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2}} \times \int Dz_0 \frac{\int Dz_1 \sinh(\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2}) \hat{k}(z_0, z_1) (\frac{z_1}{\sqrt{p_3 - p_0}} - \frac{z_0}{\sqrt{p_0}})}{\int Dz_1 \cosh(\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2})}
\]

(A36)

\[
q_1 = \frac{1}{\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2}} \times \int Dz_0 \frac{\int Dz_1 \sinh(\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2}) \hat{k}(z_0, z_1) (\frac{z_1}{\sqrt{p_3 - p_0}})}{\int Dz_1 \cosh(\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2})}
\]

(A37)

Once these are found, we can use them to compute the action \( \phi \) and the average values of the longitudinal energy and the transverse fields, and finally of the Hamiltonian:

\[
\langle \hat{H} \rangle_\xi = N (\langle \hat{E} \rangle - \Gamma \langle \hat{T} \rangle)
\]

(A38)

\[
\hat{E} = \frac{1}{N} \langle \hat{E}(\hat{\sigma}^z) \rangle_\xi = -\frac{\partial \phi}{\partial \beta} = \alpha \int Dz_0 \frac{\int Dz_1 e^{-\beta \mathcal{H}(k(z_0, z_1))} H(k(z_0, z_1))}{\int Dz_1 e^{-\beta \mathcal{H}(k(z_0, z_1))}}
\]

(A39)

\[
\hat{T} = \frac{1}{N} \langle \hat{\sigma}_x^x \rangle = \frac{\partial \phi}{\partial (\beta \Gamma)} = \int Dz_0 \frac{\int Dz_1 \beta \Gamma \sinh(\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2})}{\int Dz_1 \cosh(\sqrt{k(z_0, z_1)^2 + \beta^2 \Gamma^2})}
\]

(A40)

where the notation \( \langle \cdots \rangle_\xi \) denotes the fact that we performed both the average over the quenched disorder and the thermal average.
It can be verified that in the limit $\Gamma \to 0$ the equations (A29)-(A33) reduce to the classical case, in the RS description. In this limit, $q_1 \to 1$ (i.e., the Trotter replicas collapse), which leads to:

$$G_E = \int Dz_0 \log \left( 1 - e^{-\beta} \right) H \left( z_0 \sqrt{\frac{q_0}{1 - q_0}} + e^{-\beta} \right).$$

(A41)

For $\Gamma = 0$ and $q_1 = 1$ we also have the identity:

$$-\frac{1}{2} \hat{p}_1 q_1 + G_S = -\frac{1}{2} \hat{p}_0 + \int Dz_0 \log 2 \cosh \left( z_0 \sqrt{\frac{p_0}{1 - q_0}} \right).$$

(A42)

Putting these two expressions back in eq. (A29) we recover the classical expression where $\hat{p}_0$ assumes the role of the usual conjugate parameter $\hat{q}$ in the RS analysis of ref. [24].

In order to study in detail how this classical limit is reached, however, we need to expand the saddle point equations around this limit. To to this, we define $\epsilon = 1 - q_1 \ll 1$. From equation (A35), expanding to the leading order, we obtain the scaling $\hat{c}_1 = \epsilon^{1/4} \epsilon^{1/2}$, with

$$\hat{c}_1 = \left[ \frac{1}{\sqrt{1 - q_0}} \int Dz_0 \frac{G \left( z_0 \sqrt{\frac{q_0}{1 - q_0}} \right)}{e^{-\beta} + (1 - e^{-\beta}) H \left( z_0 \sqrt{\frac{q_0}{1 - q_0}} \right)} \left[ \int Dz_1 \exp \left( -\beta H (z_1) \right) z_1 \right] \right].$$

(A43)

Then, we use this scaling in equation (A37) and we expand it, first using $\beta \Gamma \ll 1$ and then $\epsilon \ll 1$. We obtain the approximate expression:

$$\epsilon = \frac{\beta^2 \Gamma^2}{2} - \sqrt{\hat{c}_1} \epsilon + \sqrt{2} \left( \hat{c}_1 + \sqrt{\epsilon} \right) e^{1/4} F \left( \frac{1}{\sqrt{2}} \sqrt{\frac{\hat{c}_1}{\epsilon}} \right),$$

(A44)

where $F(x) = \frac{\sqrt{\pi}}{2} e^{-x^2} \text{erfi}(x)$ is the Dawson’s function. For a given $\beta$ (from which we obtain $\hat{c}_1$ via eq. (A43)), this equation can be solved numerically to obtain $\epsilon$ (and thus $q_1$ and $\hat{p}_1$) as a function of $\Gamma$. This expression has always the solution $\epsilon = 0$, which correspond to the purely classical case. There is a critical $\Gamma$ below which $\epsilon = 0$ is also the only solution; above that, two additional solutions appear at $\epsilon > 0$, of which the largest is the physical one. Therefore, the classical limit is not achieved continuously, but rather with a first-order transition (although the step is tiny).

1. Energy function with stability

We can generalize the energy function eq. (A7) to take into account, for those patterns that are misclassified, by how much the classification is wrong:

$$E (\sigma) = \sum_{\mu=1}^{\alpha N} \Theta \left( -\frac{1}{\sqrt{N}} \sum_j \xi_j^\mu \sigma_j \right) \left( -\frac{1}{\sqrt{N}} \sum_j \xi_j^\nu \sigma_j \right)^r.$$ 

(A45)
The previous case is recovered by setting \( r = 0 \). Here, we study the case \( r = 1 \). Note that this parameter is called \( n \) in the main text: that notation was borrowed from ref. [35], but here we change it in order to avoid confusion with the number of replicas. While the ground states in the SAT phase of the classical model are unaffected, the system can have different properties for finite \( \beta \).

This change only affects the \( G_E \) term. Equation (A24) becomes (with the definition of eq. (A33)):  
\[
G_E = \int Dz_0 \left[ \int Dz_1 \left[ e^{\frac{\beta}{y} \sqrt{1-q_1} (z_0, z_1) + \frac{1}{2} \beta \sqrt{1-q_1} H \left( k (z_0, z_1) + \frac{\beta}{y} \sqrt{1-q_1} + H (-k (z_0, z_1)) \right) \right] \right]^{y/2} \right].
\]  
(A46)

In the limit of large \( y \) we have the modified version of eq. (A25):  
\[
G_E = \frac{1}{n} \log G_E = \int Dz_0 \log \int Dz_1 \exp \left( -\beta \sqrt{1-q_1} [G (k (z_0, z_1)) - k (z_0, z_1) H (k (z_0, z_1))] \right)
\]  
\] (A47)

The saddle point equations (A34) and (A35) become:
\[
\begin{align*}
\dot{\hat{p}}_0 &= -\alpha \beta \int Dz_0 \int Dz_1 \exp \left( -\beta \sqrt{1-q_1} A (z_0, z_1) \right) H (k (z_0, z_1)) \left( \frac{z_1}{\sqrt{q_1-q_0}} - \frac{z_0}{\sqrt{q_0}} \right) \\
\dot{\hat{p}}_1 &= \alpha \beta^2 \int Dz_0 \int Dz_1 \exp \left( -\beta \sqrt{1-q_1} A (z_0, z_1) \right) H (k (z_0, z_1))^2 \\
&\quad \int Dz_1 \exp \left( \beta \sqrt{1-q_1} A (z_0, z_1) \right)
\end{align*}
\]  
(A48)  
(A49)

where  
\[
A (z_0, z_1) = G (k (z_0, z_1)) - k (z_0, z_1) H (k (z_0, z_1)).
\]

\[ a. \] **Small \( \Gamma \) limit

As in the previous case, it can be checked that for \( \Gamma \to 0 \), we have \( q_1 \to 1 \) and eq. (A47) becomes the expression for the classical model under the RS ansatz:
\[
G_E = \int Dz_0 \log \left( e^{\beta \sqrt{1-q_1} (k_0 (z_0) + \frac{1}{2} \beta \sqrt{1-q_1}) H \left( k_0 (z_0) + \beta \sqrt{1-q_1} + H (-k_0 (z_0)) \right) \right)
\]  
(A50)

where \( k_0 (z_0) = z_0 \sqrt{\frac{q_0}{1-q_0}} \). Also, eq. (A42) still holds, and \( \hat{p}_0 \) takes the role of the usual parameter \( \hat{q} \) in the classical RS analysis. In this case, however, we no longer have \( \hat{p}_1 \to \infty \); rather, it tends to a finite value:
\[
\hat{p}_1 = \alpha \beta^2 \int Dz_0 \left( 1 - e^{\beta \sqrt{1-q_1} (k_0 (z_0) + \frac{1}{2} \beta \sqrt{1-q_1}) H \left( k_0 (z_0) + \beta \sqrt{1-q_1} + H (-k_0 (z_0)) \right) \right)
\]  
(A51)

Therefore, the scaling of \( \epsilon = 1 - q_1 \) is different in this case. We find (using the definition of eq. (A31)):
\[
1 - q_1 = \beta^2 \Gamma^2 \int Dz_0 \frac{e^{-\beta \sqrt{1-q_1}}}{\cosh \left( z_0 \sqrt{\hat{p}_0} \right)} \int Dz_1 \frac{1}{k (z_0, z_1)^2} \left( \cosh \left( k (z_0, z_1) \right) - \sinh \left( \frac{k (z_0, z_1)}{k (z_0, z_1)} \right) \right)
\]  
(A52)
Therefore, the convergence to the classical case is smooth.

Appendix B: Estimation of the local energy and entropy landscapes with the cavity method

In order to compute the local landscapes of the energy and the entropy around a reference configuration (Fig. 3), we used the Belief Propagation (BP) algorithm, a cavity method message-passing algorithm that has been successfully employed numerous times for the study of disordered systems [47]. In the case of single-layer binary perceptrons trained on random unbiased i.i.d. patterns, it is believed that the results of this algorithm are exact in the limit of \( N \to \infty \), at least up to the critical value \( \alpha_c \approx 0.83 \) [48].

For a full explanation of the BP equations for binary perceptrons, we refer the interested reader to the Appendix of ref. [22]. Here, we provide only a summary. The BP equations involve two sets of quantities (called “messages”), representing cavity marginal probabilities associated with each edge in a factor graph representation of the (classical) Boltzmann distribution induced by the energy function (A7). To each edge in the graph linking the variable node \( i \) with the factor node \( \mu \), are associated two messages, \( m_{i\to\mu} \) and \( \hat{m}_{\mu\to i} \). These are determined by solving iteratively the following system of equations:

\[
m_{i\to\mu} = \tanh \left( \sum_{\nu \neq \mu} \tanh^{-1} (\hat{m}_{\nu\to i}) \right) \quad (B1)
\]

\[
\hat{m}_{\mu\to i} = \xi_i \, g(a_{\mu\to i}, b_{\mu\to i}) \quad (B2)
\]

where:

\[
g(a, b) = \frac{H \left( \frac{a-1}{b} \right) - H \left( \frac{a+1}{b} \right)}{H \left( \frac{a-1}{b} \right) + H \left( \frac{a+1}{b} \right)} \quad (B3)
\]

\[
a_{\mu\to i} = \sum_{j \neq i} \xi_j m_{j\to\mu} \quad (B4)
\]

\[
b_{\mu\to i} = \sum_{j \neq i} \left( 1 - m^2_{j\to\mu} \right) \quad (B5)
\]

(as for the previous section, we used the definition \( H(x) = \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{2}} \right) \).)

Once a self-consistent solution is found, these quantities can be used to compute, using standard formulas, all thermodynamic quantities of interest, in particular the typical (equilibrium) energy and the entropy of the system. A numerically accurate implementation of these equations is available at ref. [49].

It is also possible to compute those same thermodynamic quantities in a neighborhood of some arbitrary reference configuration \( w = \{w_i\}_i \). This is achieved by adding an external field in the direction of that configuration, which amounts at this simple modification of eq. (B1):

\[
m_{i\to\mu} = \tanh \left( \sum_{\nu \neq \mu} \tanh^{-1} (\hat{m}_{\nu\to i}) + \lambda w_i \right) \quad (B6)
\]

By varying the auxiliary parameter \( \lambda \), we can control the size of the neighborhood under consideration (the larger \( \lambda \), the narrower the neighborhood); the typical normalized Hamming distance from
the reference of the configurations that are considered by this modified measure can be obtained from the fixed-point BP messages for any given \( \lambda \) by this formula:

\[
d = \frac{1}{2} \left( 1 - \frac{1}{N} \sum_i m_i w_i \right)
\]  

(B7)

where the \( m_i \) are the total magnetizations:

\[
m_i = \tanh \left( \sum_{\nu} \tanh^{-1} (\hat{m}_{\nu \rightarrow i}) + \lambda w_i \right)
\]  

(B8)

In order to produce the energy landscape plots of Figs. 3a and 3b, we simply ran this algorithm at infinite temperature, varying \( \lambda \) and plotting the energy density shift from the center as a function of \( d \). This gives us an estimate of the most probable energy density shift which would be obtained by moving in a random point at distance \( d \) from the reference.

The plot in Fig. 3c was similarly obtained by setting the temperature to 0 and computing the entropy density instead, which in this context is then simply the natural logarithm of the number of solutions in the given neighborhood, divided by \( N \).

Appendix C: Numerical simulations details of the annealing protocols

1. Quantum annealing protocol

In this section we provide the details of the QA results presented in Fig. 2. The simulations were performed using the RRR Monte Carlo method \[38\]. We fixed the total number of spin flip attempts at \( \tau N \gamma \cdot 10^4 \) and followed a linear protocol for the annealing of \( \Gamma \), starting from \( \Gamma_0 = 2.5 \) and reaching down \( \Gamma_1 = 0 \). We actually divided the annealing in 30 \( \tau \) steps, where during each step \( \Gamma \) was kept constant and decreased by \( \Delta \Gamma = \frac{\Gamma_0 - \Gamma_1}{30\tau} \) after each step. In the figure, we have shown the results for \( N = 4001 \) and \( \tau = 4 \); the results for \( N = 1001, 2001 \) and for \( \tau = 1, 2 \) were essentially indistinguishable at that level of detail.

2. Classical simulated annealing protocol

The results for SA presented in Fig. 2 used an annealing protocol in \( \beta \) designed to make a direct comparison to QA: we found analytically a curve \( \beta_{\text{equiv}}(\Gamma) \) such that the classical equilibrium energy would be equal to the longitudinal component of the quantum system energy, eq. (A39). The classical equilibrium energy was computed from the equations in ref. \[24\]. The result is shown in Fig. 4. The vertical jump to \( \beta = 20 \) is due to the transition mentioned in sec. A 0a; as shown in Fig. 2, the SA protocol in the regime we tested gets stuck well before this transition.

The SA annealing protocol thus consisted in setting \( \beta = \beta_{\text{equiv}}(\Gamma) \) and decreasing linearly \( \Gamma \) from 2.5 to 0, like for the QA case. We fixed the total number of spin flip attempts at \( \tau N \cdot 10^4 \) and used \( \tau = 4, 8, 16 \); as for the QA case, the annealing process was divided in 30\( \tau \) steps.

Other more standard annealing protocols (e.g. linear or exponential or logarithmic) yielded very similar qualitative results, as expected from the analysis of ref. \[35\].
Figure 4. The curve $\beta_{\text{equiv}}(\Gamma)$ for $\alpha = 0.4$ corresponding to a quantum system at $\beta = 20$.

Figure 5. Comparison between theory and simulations for the average classical energy density at different values of $y$. The three simulations curves (depicted in shades of blue) are the same shown in Fig. 2. At large $\Gamma$, each of them is in good agreement with its corresponding analytical curve (depicted in shades of red/orange). All the curves basically coalesce at small $\Gamma$. In the intermediate regime, the theory and the simulations exhibit a discrepancy, due to the static approximation used in computing the analytical curves.

Appendix D: Additional numerical results on the annealing processes

1. Additional comparisons between theory and simulations

Fig. 2 compares the result of Monte Carlo simulations with the theoretical predictions for the classical component of the energy, eq. (A39), and the transverse overlap, eq. (A37). Fig. 5 compares the same simulation results with the analytical curves at finite $y$ instead. This shows a relatively small systematic offset (due to the static approximation) at intermediate values of $\Gamma$, while the agreement is good at both large and small $\Gamma$.

Fig. 6 shows the comparison with the $y \to \infty$ curve for the expectation of the full quantum Hamiltonian, eq. (A38), using the same data. The agreement is remarkable, and a close inspection
reveals that the curves from the simulation tend towards the theoretical one as \( y \) increases, i.e. in the quantum limit.

2. Experiments with two-layer networks

We performed additional experiments using two-layer fully-connected binary networks, the so-called committee machines. Previous results obtained with the robust-ensemble measure [21] showed that this case is quite similar to that of single layer networks. In particular, standard Simulated Annealing suffers from an exponential slow-down as the system size increases even moderately, while algorithms that are able to target the dense states do not suffer from the trapping in meta-stable states. Indeed, we found the latter feature to be true in the quantum annealing scenario.

The model in this case is defined by a modified energy function (cf. eq. (A7)):

\[
E(\sigma) = \sum_{\mu=1}^{\alpha N} \Theta \left( -\sum_{k=1}^{K} \text{sgn} \sum_{j=1}^{N/K} \xi_{\mu j}^{\nu} \sigma_{kj} \right)
\]

(D1)

where now the \( N \) spin variables are divided in groups of \( K \) hidden units, and consequently the spin variables \( \sigma_{kj} \) have two indices, \( k = 1, \ldots, K \) for the hidden unit and \( j = 1, \ldots, N/K \) for the input. Notice that the input size is reduced \( K \)-fold with respect to the previous case. The output of these machines is simply decided by the majority of the outputs of the individual units, and the energy still counts the number of errors. The Suzuki-Trotter transformation proceeds in exactly the same way as for the previous cases.

Like for the single-layer case, we tested the case of \( \alpha = 0.4 \) at \( \beta = 20 \), and we used \( K = 5 \) units. We tested different values of \( N = 1005, 2005, 4005 \) with different values of the Trotter replicas \( y = 32, 64, 128 \) (only \( y = 32 \) for \( N = 4005 \)) at a fixed overall running time of \( yN\tau \cdot 10^4 \) spin flip attempts, with \( \tau = 4 \) (cf. Fig. 2). The MC algorithm and the annealing protocols were
Figure 7. Energy density eq. (D1) as a function of the transverse field $\Gamma$ for the two-layer binary committee machine model with $K = 5$ at $\alpha = 0.4$ and $\beta = 20$, with different values of $N$ and $y$, and using $\tau = 4$ in the overall running time (number of spin flip attempts) set as $yN\tau \cdot 10^4$. Each curve is averaged over 15 samples.

also unchanged. The results are shown in Fig. 7: all these tests produce curves which are almost indistinguishable at this level of detail for different $N$, and that seemingly tend to converge to some limit curve for increasing $y$ (while being almost overlapping at small transverse field $\Gamma$), consistently with the single-layer scenario.

Appendix E: Real-time Quantum Annealing on small samples

1. Numerical methods

Computing the evolution of the system under Quantum Annealing amounts at solving the time-dependent Schrödinger equation for the system

$$\frac{\partial}{\partial t} |\psi(t)\rangle = -i\hat{H}(t)|\psi(t)\rangle$$

where we set $\hbar = 1$ for simplicity. In our case, the time dependence of the Hamiltonian $H$ comes in through the varying transverse magnetic field $\Gamma(t)$. We assume that $\Gamma$ varies linearly with time between some starting value $\Gamma_0$ and $0$, in a total time $t_{\text{max}}$. Therefore, the final Hamiltonian is reduced to the purely classical case, $\hat{H}(t_{\text{max}}) = E$.

In the following, we will always work in the basis of the final Hamiltonian, in which every eigenvector $|\sigma\rangle$ corresponds to a configuration $\sigma \in \{-1, +1\}^N$ of the spins in the $z$ direction. Therefore, we represent $|\psi(t)\rangle$ with a complex-valued vector of length $2^N$ with entries $\langle \sigma |\psi(t)\rangle$; similarly, the $\hat{H}(t)$ operator is represented by a matrix of size $2^N \times 2^N$, $H(\sigma, \sigma') = \langle \sigma |\hat{H}|\sigma'\rangle$. The structure of this matrix is very sparse: the diagonal elements $H(\sigma, \sigma)$ correspond to the classical energies $E(\sigma)$, while the only non-zero diagonal elements are those elements $H(\sigma, \sigma')$ such that $\sigma$ and $\sigma'$ are related by a single spin flip, in which case the value is $-\Gamma$. 

In our simulations, the initial state $|\psi(0)\rangle$ was set to the ground state of the system at $\Gamma \to \infty$, i.e. with all the spins aligned in the $x$ direction; in our basis, this corresponds to a uniform vector, $\langle \sigma | \psi(0) \rangle = N^{-1/2}$ for all $\sigma$. We simulated the evolution of the system by the short iterative Lanczos (SIL) method [41]: we compute the evolution at fixed $\Gamma$ for a short time interval $\Delta t$, then lower $\Gamma$ by a small fixed amount $\Delta \Gamma$, and iterate. The total evolution time is thus $t_{\text{max}} = \frac{\Gamma_0}{\Delta \Gamma} \Delta t$. Numerical accuracy can be verified by scaling both these steps by a fixed amount and observing no significant difference in the outcome. The evolution is computed by the Lanczos algorithm with enough iterative steps to ensure sufficient accuracy, as determined by observing that increasing the number of steps does not change the outcomes significantly. In the simulations presented here, we set $\Gamma_0 = 5$, $\Delta \Gamma = 10^{-3}$ and $\Delta t = 0.2$, and we used 10 steps in the Lanczos iterations.

At the end of the annealing process, we could retrieve the final probability distribution for each configuration of the spins as $p(\sigma) = |\langle \sigma | \psi(t_{\text{max}}) \rangle|^2$.

2. Sample selection

Given the exponential scaling with $N$ of the SIL algorithm, simulations are necessarily restricted to small values of $N$. We used $N = 21$. At these system sizes, there is a very large sample-to-sample variability. Furthermore, the energy barriers are generally small enough for the classical Simulated Annealing to perform well.

In order to obtain small but challenging samples, in which we could also study the structure of the solutions, we proceeded as follows: we extracted at random 450 samples with $P = 17$ patterns each (corresponding to $\alpha \simeq 0.81$, close to the critical value of 0.83 which is valid for large systems), and selected those which had at least a certain minimum number of solutions (note that in such small systems we can easily enumerate all of the $2^{21} \simeq 2 \cdot 10^6$ configurations and check their energy). We arbitrarily chose 21 solutions as the threshold. We then ran both Simulated Annealing with a fast schedule (with $\tau = 1$) and Simulated Quantum Annealing with $\tau = 1$ and a large number of Trotter replicas ($y = 512$), and selected those samples in which SA failed while SQA succeeded. This left us with 20 samples, which we then analyzed in detail and over which we performed the real-time QA simulations.

a. Randomized samples

For each of the selected samples, we generated a corresponding randomized version by permuting randomly the values of the energy associated to each configuration. This procedure maintains unaltered the spectrum of the energies (so that for example the classical Boltzmann distribution at thermodynamic equilibrium remains unchanged), but completely destroys the geometric features of the energy landscape. We used these randomized samples as a benchmark against the measurements performed in our analysis.

3. Analysis

a. QA vs SQA

We compared the results of real-time QA with the SQA Monte Carlo results, analyzing each of the 20 selected samples individually. In particular, we compared the values of the average
longitudinal energy as a function of $\Gamma$ for the two algorithms. As shown in Fig. 8, the agreement is excellent, and the system always gets very close to zero energy. In the same figure, we show that the same annealing protocol however gives substantially different (and rather worse) results on the randomized samples, reflecting the fact that the geometrical features of the landscape are crucial (we verified on a few cases that the results on the randomized samples could be improved by slowing down the annealing process, but we could not get to the same results as for the original systems even with a 100-fold increase in total time). Note that the sample-to-sample variability in these curves appears to be fairly small due to our sample filtering process; we verified in a preliminary analysis that the agreement is generally excellent also without the filtering conditions, e.g. on instances that have no solutions at all.

b. Other measurements

We also performed a number of measurements on the final configuration reached by the QA algorithm (both for the original samples and the randomized ones) and studied the properties of the final probability distribution $p(\sigma)$. These are the quantities that we computed, reported in table I:

- The average value of the energy $\langle E \rangle = \sum_\sigma E(\sigma) p(\sigma)$.
- The probability of finding a solution $P_{\text{SOL}} = \sum_{\sigma : E(\sigma) = 0} p(\sigma)$.
- The probability and the energy of the most probable configuration, $p(\sigma^*)$ and $E(\sigma^*)$, where $\sigma^* = \arg \max_\sigma p(\sigma)$.
- The inverse participation ratio $\text{IPR} = \sum_\sigma p(\sigma)^2$, to assess the concentration of the final distribution. (Qualitatively analogous results are obtained using the Shannon entropy.) This measure however does not take into account the geometric structure of the distribution: for instance, if $p(\sigma)$ were non-zero on just to configurations $\sigma^1$ and $\sigma^2$, the IPR would be very high, but it would not be able to discriminate between the cases in which $\sigma^1$ and $\sigma^2$ are close to each other or far apart in Hamming distance.

- The mean distance between configurations, defined as $\bar{d} = \sum_{\sigma, \sigma'} p(\sigma) p(\sigma') d(\sigma, \sigma')$, where $d(\sigma, \sigma')$ is the normalized Hamming distance between configurations. This measure is useful since it reflects the geometric features of the final measure: it can only be low if the mass of the probability is concentrated spatially (in particular, it is zero if and only if $p(\sigma)$ is a delta function).

As can be seen from the table, the results are generally in agreement with the qualitative picture described in the main text, especially when compared to the randomized benchmark: the system is able to reach very low energies $\langle E \rangle$, the probability of solving the problem $P_{\text{SOL}}$ is very high, the measure is rather concentrated on a few good configurations and those configurations are close to each other (high IPR, low $\bar{d}$).

For the original samples only, we also looked at the final configuration from the Monte Carlo SQA process, $\sigma_{\text{SQA}}$, and computed its ranking according to $p(\sigma)$, which we denoted as $r_{\text{SQA}}$. A ranking of 1 implies $\sigma_{\text{SQA}} = \sigma^*$. All rankings are very small, the largest ones generally corresponding to samples with the largest number of solutions and the less concentrated distributions. This further attests to the good agreement between the QA and SQA processes.
Figure 8. Comparison between real-time QA and Monte Carlo SQA for 20 small samples with \( N = 21 \). The figures show the mean value of the longitudinal energy density \( \langle E \rangle / N \) as a function of the transverse field \( \Gamma \). The agreement between the two algorithms is quite remarkable. The QA curves (shown in gray) display some oscillatory behavior (not visible at this level of zoom because the oscillations are fast) which however always tends to die out as \( \Gamma \) goes to 0. The dotted blue curves show a smoothing of these oscillations. The red curves show the results of the same annealing process on a randomized version of the corresponding sample (see text for details).
Table I. Results for the 20 small samples (original an randomized) at the end of the QA process. The samples are the same as for Figg. 8 and 9, where they are arranged in row-major order. The second column shows the number of solutions; the other columns are described in the text.
c. Local entropies

In order to assess whether the denser ground states were favored in the final configuration with respect to more isolated solutions we compared the mean local entropy curves weighted according to \( p(\sigma) \) with those averaged over all the solutions. More precisely, we define \( C(n) \) as the set of the \( n \) configurations with highest probability, and \( n_w \) as the number of configurations required to achieve a cumulative probability of \( t \), i.e. the lowest \( n \) such that \( \sum_{\sigma \in C(n)} p(\sigma) \geq w \). We also define \( K(\sigma, d) \) as the number of solutions at normalized Hamming distance from \( \sigma \) lower or equal to \( d \).

Then the mean local entropy curve weighted with \( p \) is then defined as:

\[
\phi_w(d) = \frac{1}{N} \frac{\sum_{\sigma \in C(n_w)} p(\sigma) \log K(\sigma, d)}{\sum_{\sigma \in C(n_w)} p(\sigma)}.
\] (E2)

Denoting by \( S = \{\sigma | E(\sigma) = 0\} \) the set of all the solutions, we also compute the flat average of the local entropies over \( S \):

\[
\phi_{\text{SOL}}(d) = \frac{1}{N|S|} \sum_{\sigma \in S} \log K(\sigma, d).
\]

If \( p \) concentrates on denser solutions, we expect that the \( \phi_w \) curves should be generally higher than the \( \phi_{\text{SOL}} \) curves. Indeed, the results confirm this scenario, as shown in Fig. 9, where we used \( w = 0.9 \). (This value ensured that \( C(n_w) \subseteq S \) for all samples and thus that all the local entropies are finite; apart from this, the results are quite insensitive to the choice of \( w \).) Note that, in the limit of large system sizes, the \( \phi_{\text{SOL}} \) curves would be dominated by isolated solutions and display a gap around zero distances; the fact that this is not visible in Fig. 9 is purely a finite size effect; the \( \phi_w \) curves on the other hand should be roughly comparable to those shown in Fig. 3.

d. Energy gaps

As mentioned in the introduction of the main text, it is well known that, according to the adiabatic theorem, the effectiveness of the QA process depends on the relation between the rate of change of the Hamiltonian and the size of the gap between the ground state of the system \( H_0 \) and the first excited state \( H_1 \): smaller gaps require a slower annealing process. Therefore, we performed a static analysis of the energy spectrum of each of the 20 samples at varying \( \Gamma \), and computed the gap \( H_1 - H_0 \), comparing the results with those for the randomized versions of the samples. The results are shown in Fig. 10. For the original samples, the gap only vanishes in the limit of \( \Gamma \to 0 \) (which is expected since the ground state at \( \Gamma = 0 \) is degenerate). For the randomized samples, on the other hand, the gap nearly closes at non-zero \( \Gamma \), displaying the characteristics of an “avoided crossing” (see the figure upper inset), which is the type of phenomenon that is known to hamper the performance of QA algorithms. Indeed, the values of \( \Gamma \) where these avoided crossings occur are precisely those at which the mean value of \( H \) found by the QA algorithm deviates from the ground state \( H_0 \), thereby getting stuck as shown in Fig. 8.
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