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Abstract: Data mining is a method by which valuable information can be obtained from large databases. A supervised method of classification assigns data samples to target groups. In this system, it uses various classification algorithms namely decision trees, SVM, random forest and neural network. This system will classify and analyses the best suited algorithm which gives maximum accuracy among the other algorithms. The accuracy in these algorithms has been calculated by sensitivity and specificity. Evaluation of these models has been calculated by the error rate with respect to the classes. It uses census dataset and finds whether the income above 50k or below 50k. Matrix of error consists of true positive, neutral, true negative and false negative values. Based on true positive and false negative values, specificity is determined. Based on true negative and false positive values, sensitivity is determined. The algorithm analysis which finds the better algorithm with respect to the accuracy, error rate and efficiency.
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I. INTRODUCTION

The dataset of the census includes different attributes such as age, place of job, gender, final weight, marital status, occupation, marriage, sex, capital gain and capital loss. The various models has been used are SVM, random forest, decision tree and neural network. Random forests uses supervised learning method used for classification. Random forest model allows to construction of many decision trees with respect to the variables. Decision tree is used to solve the problem using both regression and classification. Each internal node is an attribute and a class label for each leaf node. SVM is a supervised learning process that uses the hyper plane to sort two groups. SVM is a supervised learning process that uses the hyper plane to sort two groups. SVM is a supervised learning process that uses the hyper plane to sort two groups.

II. OBJECTIVE

The project’s main objective is to find the performance efficiency and accuracy of the algorithms and to figure out which ones are best suited among those algorithms. The prediction over these algorithms has been calculated with respect to specificity, sensitivity and accuracy. The various models has been considered such as random forest, decision tree, SVM and neural network.
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iii) Specificity

Specificity by the maximum number of negative asssessments is determined from the number of true negative asssesses. Specificity from true negative and false positive values[1 ] is determined.

\[\text{Specificity} = \frac{TN}{TN + FP}\]

where TN is True Negative and FP is False Positive.

IV. METHODOLOGIES

The dataset of the census was chosen for data analysis. It is taken from the database of UCI machine learning [7]. The census dataset’s attributes are age, class of job, occupation, capital gain, loss of capital, employment, marital status, gender, sex, marriage, number of school, hours of work and country of origin. Age, capital gain, loss of capital, working hours are continuously valued attributes, while age, occupation, employment, marital status, race, sexuality, relationship are attributes that are categorically valued. The classes of census dataset is above 50k or below 50k [2]. There are 14 attributes in the census dataset. Dataset has been executed in dataset which can be target variable, risk variable, ident variable and it can be ignored. Ignore is chosen when that attribute is not needed to execute the models. If dataset contains more categorical variables then random forest model will not be able to support the model. There are about 32563 records in this dataset.

4.1 DECISION TREE

Decision tree model allows to classify the root nodes and leaf nodes. Root node will classify the nodes and allow to target the nodes.

III. PERFORMANCE MEASURE

i) Accuracy

Accuracy is defined by the total number of evaluations as the number of correct evaluations. The specificity and sensitivity values are used to quantify it [1].

\[\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}\]

where TP is True Positive, TN is True Negative and FN is False Negative.

ii) Sensitivity

It is determined by sum of all negative evaluations from the number of true positive values. The proposition of positive values separated by the no of observation observes tolerance. True positive and false negatives calculate it[1].

\[\text{Sensitivity} = \frac{TP}{TP + FN}\]

where TP is True Positive, FN is False Negative.

iii) Specificity

Specificity by the maximum number of negative asessments is determined from the number of true negative asssesses. Specificity from true negative and false positive values[1 ] is determined.

\[\text{Specificity} = \frac{TN}{TN + FP}\]

where TN is True Negative and FP is False Positive.
The leaf nodes are internal nodes which are attributes of the dataset. The root nodes are the classes which target either 0 or 1. The conditional probability will be checked with respect to the nodes. This model gives the tree representation with respect to the attributes. It is used to represent the root nodes as final classes and other internal nodes are attributes of classes. The relative error and standard error are noted and it will identify the root node. It allows to identify the root node and root node error. Rattle allows to execute the model and time taken to execute the model is noted. Relationship is considered as root node in this dataset [3].

4.2 RANDOM FOREST

Random algorithm forest is a mixture of multiple decision trees. It is a supervised learning technique that allows a maximum number of decision trees to create. The implementation over the decision tree is used in random forests. The decision tree implementation is simple when compared to the random forest. It builds the model and indicates the error and time taken to execute the model. It will not allow categorical variables more than 32 levels. In our dataset, the attribute country has more than 32 categorical values [3].

4.3 SVM

SVM is linear regression used to classify the classes using hyperplane. This model uses line or hyperplane for classification of two sets using training dataset. It is a supervised learning technique that separate the two classes by the hyperplane. It considers some parameters for tuning. They are kernel, gamma, regularization and margin. Misclassification can be avoided by the tuning parameters in SVM. Smaller margin will be optimized easily by the regularization. Kernel allows to solve the equation by the support vector machine. The error of the model is given as relative error. This also allows to know the time taken to complete the execution the model [5].

4.4 NEURAL NETWORK MODEL

Neural Network architecture is a three-layer model. Information is initially given to the layer of information, then to the hidden layer, then to the layer of output. From the secret layer is drawn output layer. It is a bit complex when comparing with other models. Neural network model is derived from biology i.e. neurons in our brain. It process the information in parallel and is done with how neurons will work in brain. It is easy for humans to process information in brain. But it is difficult to formulate the information in the brain. One application of neural network is optical character recognition to object detection. It allows the brain that transform the information [5].

V. EVALUATION

5.1 ERROR MATRIX CALCULATION

It should calculate the accuracy, specificity and sensitivity of the models by error matrix

i) Decision tree:

Decision tree's total error rate is 16.3% and the average class error rate is 27.5%

| Error matrix for the Decision Tree model on adult1.csv [test] (counts): |
|---|
| Predicted | Actual | <=50K | >50K |
| <=50K | 3602 | 217 | 5.8 |
| >50K | 579 | 587 | 49.7 |

| Error matrix for the Decision Tree model on adult1.csv [test] (proportions) |
|---|
| Predicted | Actual | <=50K | >50K |
| <=50K | 71.7 | 4.4 | 5.8 |
| >50K | 11.9 | 12.0 | 49.7 |

Overall error: 16.3%, Averaged class error: 27.75%
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Figure.1 decision tree error matrix

ii) Random forest

The overall rate of random forest error is 14.1% and the average rate of error in the class is 21.5%
Figure. 2 Random forest error matrix

iii) SVM

SVM total error rate is 15.7% and the average class error rate is 24.9%

Figure. 3 SVM error matrix

iv) Neural network model

The overall error rate for the neural net is 22.8% and the average error rate for the class is 45.65%

Figure. 4 Neural network error matrix
5.2 SENSITIVITY AND SPECIFICITY

Sensitivity is observed by the proposition of positive values divided by the no of observation. It is calculated by true positive and false negative.

\[
\text{Sensitivity} = \frac{\text{No of true positive assessments}}{\text{No of all positive assessments}}
\]

Specificity is calculated from true negative and false positive. It is predictive values of the system compared to the reference results.

\[
\text{Specificity} = \frac{\text{No of true negative assessments}}{\text{No of all negative assessments}}
\]

5.3 ACCURACY

Accuracy is calculated by the specificity and sensitivity values. The accuracy among those algorithms has been calculated by error matrix or confusion matrix. True negative, false positive and false negative values are given by the error matrix.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where TP is True Positive, TN is True Negative and FN is False Negative

Table 5.1 Specificity, Sensitivity and Accuracy Calculation

| Models | Positive | False Positive | Negative | False Negative | Sensitivity | Specificity | Accuracy |
|--------|----------|----------------|----------|----------------|-------------|-------------|----------|
| Decision tree | 3473 | 521 | 651 | 657 | 85.02 | 76.07 | 89.54 |
| random forest | 3228 | 228 | 441 | 656 | 87.96 | 75.30 | 85.41 |
| SVM | 3230 | 226 | 494 | 646 | 86.80 | 74.08 | 84.39 |
| neural net | 3444 | 12 | 1012 | 115 | 77.12 | 90.55 | 77.49 |

VI. RESULT

In terms of accuracy, specificity and sensitivity the comparison is made with the different models such as decision tree, random forest, SVM and neural network. The accuracy and sensitivity of random forest is higher when comparing other three algorithms. It need not be same for all the datasets. The specificity of neural net is higher than other models. The values which are shown red in color are the higher accuracy, specificity and sensitivity values. The true positive, true negative, false positive and false negative are the values drawn from the error matrix which is used to calculate the accuracy, specificity and sensitivity

Table 6.1 Comparision of various models with respect to accuracy, specificity and sensitivity

| Models/Performance | Accuracy | Specificity | Sensitivity |
|--------------------|----------|-------------|-------------|
| Decision tree      | 83.54    | 76.07       | 85.00       |
| Random forest      | 85.41    | 75.30       | 87.96       |
| SVM                | 84.39    | 74.08       | 86.80       |
| Neural network     | 77.49    | 90.55       | 77.12       |

VII. CONCLUSIONS

This compares different models such as decision tree, random forest, SVM and neural models in this project in order to achieve better accuracy and efficiency results. The analysis of the different models shows the accuracy, specificity and sensitivity performance. The accuracy of the error rate, sensitivity and specificity are measured. Error rate is calculated by a confusion matrix with respect to the values. The accuracy and sensitivity of random forest is higher when comparing other three algorithms. The specificity is higher in neural network model than other algorithms. In future work, the sensitive features are identified and the selected features are preserved by altering their original values with some statistical methods and the performances are analysed with state-of-the-art methods.
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