NON–CONVEX MULTIPARTITE FERROMAGNETS
GIUSEPPE GENOVESE AND DANIELE TANTARI

Abstract. We investigate a multipartite ferromagnetic model without self-interactions between spins of the same party, so that the Hamiltonian is not a definite quadratic form of the magnetisations. We find the free energy and study the phase transition for all zero external fields. Moreover in the bipartite case we analyse the fluctuations of the rescaled magnetisations, below and at the critical point, and we study the phase transitions with non-zero magnetic fields.

1. Introduction

The mean field ferromagnet, or Curie-Weiss model (CW henceforth), is a paradigm in statistical physics, as a very simple model exhibiting the elemental phenomenon of spontaneous symmetry breaking. For this reason it has been intensively studied and used as a toy model to test many methods in equilibrium statistical mechanics.

We are concerned here with a variation of the usual ferromagnets, namely the CW models defined on a multipartite graph. Such systems model quite naturally any situation in which there are (finitely) many different agents involved, positively correlated. It is noteworthy that the bipartite ferromagnet provides a good mean field approximation for Neél ferrimagnetism, as shown in [6].

Therefore, albeit the main motivation of our investigation comes from the attention given recently to multipartite spin glasses [5, 2, 23], multipartite ferromagnets are by themselves of a certain interest and, mostly in the bipartite case, they have been already studied in [10, 19, 5, 14, 15, 13, 4].

In this paper we deal with Hamiltonians which, as quadratic forms in the magnetisations, are not of definite sign. This feature brings some new issues in the investigation of multipartite systems, no matter if disordered or ferromagnetic. Therefore, many of the ideas used in this paper can find a suitable analogue in the analysis of the (much more complicate) disordered models.

We consider $\nu \geq 2$ sets of $N_a$, $a = 1, \ldots, \nu$ spin variables. We denote by $\sigma^a_i$, $i = 1, \ldots, N_a$ the variables in the $a$–th subset. Throughout the paper we will always make the following assumptions: all the spins are i.i.d r.vs, with symmetric probability distribution fulfilling

\[
\begin{align*}
\text{Var}_a[\sigma] &= \mathbb{E}_a[\sigma^2] = 1, \\
\mathbb{E}_a[\sigma^4] - 3 &< 0, \\
n_a(t) := \mathbb{E}_a[e^{t\sigma^2}] &< \infty, \quad \forall t > 0.
\end{align*}
\]

(1.1)

In principle the distributions could be different: we allow different statistics for each party. We also define the cumulant generating function as

\[
\phi_a(t) := \log \mathbb{E}_a[e^{t\sigma^a}].
\]

(1.2)

It is immediate to check that $\phi_a(t)$ is an even, analytic and uniformly convex function and

\[
\phi_a(t) = \frac{t^2}{2} + \sum_{k \geq 2} \frac{P_{2k}^a}{(2k)!} t^{2k},
\]

(1.3)

where $P_{2k}^a$ is the $2k$-th cumulant for the distribution of $\sigma^a$. We notice $P_4^a < 0$, $a = 1, \ldots, \nu$.

Let $N := \sum_{a=1}^\nu N_a$ to be the total number of spin. We set (with a little abuse of notation) the relative size of the subset to be $N_a/N = \alpha_a \in (0, 1)$. More precisely, to avoid a trivial behaviour of the model, we perform the thermodynamic limit $N \to \infty$ with the prescription $\lim_N \frac{N_a}{N} := \alpha_a$. 
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For each party labeled by $a = 1, \cdots, \nu$ we can define the partial magnetisation $m_a$ as

$$m_a := \frac{1}{N} \sum_{i=1}^{N_a} \sigma_i^a. \quad (1.4)$$

We let the spins interact via the Hamiltonian $H_N(\sigma^1, \cdots, \sigma^\nu)$:

$$H_N(\sigma^1, \cdots, \sigma^\nu) := -N \sum_{(a,b)} \alpha_a \alpha_b m_a m_b - N \sum_{a=1}^{\nu} h_a \alpha_a m_a. \quad (1.5)$$

Spins in each subsystem interact only with spins in the other one, but not among themselves. The Hamiltonian (1.5) (with all zero external fields) can be written as a quadratic form in the magnetisation vector as

$$H_N = -N(m, Jm), \quad (1.6)$$

where the interaction matrix is

$$J_{ab} := \begin{cases} 0 & a = b; \\ \alpha_a \alpha_b & a \neq b. \end{cases} \quad (1.7)$$

This is not a definite quadratic form, that reflects the non-convex nature of the model.

Partition function, pressure and free energy per site of the model are defined as usual by

$$Z_N(\beta, h_1, \cdots, h_\nu) := \mathbb{E}_{\sigma^1} \cdots \mathbb{E}_{\sigma^\nu} e^{-\beta H_N(\sigma^1, \cdots, \sigma^\nu)}, \quad (1.8)$$

$$A_N(\beta, h_1, \cdots, h_\nu) := \frac{1}{N} \log Z_N(\beta, h_1, \cdots, h_\nu), \quad (1.9)$$

$$f_N(\beta, h_1, \cdots, h_\nu) := -\frac{1}{\beta} A_N(\beta, h_1, \cdots, h_\nu). \quad (1.10)$$

Moreover we put

$$A(\beta, \alpha, h) := \lim_{N} A_N(\beta, h_1, \cdots, h_\nu). \quad (1.11)$$

The Gibbs measure associated to this system is $Z_N^{-1} e^{-\beta H_N}$. For any observable $O$ we denote with $(O)_N$ its mean value and with $\langle O \rangle$ the same in the thermodynamic limit $N \to \infty$. A special role will be played by the partial magnetisations, which can be arranged in a vectorial form (in $\mathbb{R}^\nu$): we put $m := (m_1, \cdots, m_\nu)$ and analogously $\langle m \rangle := (\langle m_1 \rangle, \cdots, \langle m_\nu \rangle)$.

Our main achievements are listed as follows:

i) We find the pressure of the model in terms of a variational principle (Proposition 1). This is a minimum principle and so it is reversed with respect of the usual ferromagnets. It can be formulated w.r.t. the real magnetisations (see (2.11)) or w.r.t. tilted order parameters (see (2.5)) and in the bipartite case it is equivalent to the min max of [19, 5).

ii) We study the spontaneous symmetry breaking for zero external fields, finding a multidimensional generalisation of the CW phase transition (see Propositions 2 and 3).

iii) We find the fluctuations of the rescaled magnetisations in the bipartite model both in the paramagnetic phase (Proposition 4) and at the critical point (Proposition 5).

iv) We study with the aid of numerical simulations the phase diagram of the bipartite model as $h_1 h_2 < 0$. We see the appearance of non trivial stable, unstable and metastable states as we tune the magnitude of the external fields (see Section 3).

The core of this paper is Section 2. There we compute the free energy of the model using the mapping into a Hamilton–Jacobi equation, combined with an appropriate comparison argument. The Hamilton–Jacobi method is quite powerful for this kind of models and it has a singular history, as it was discovered independently by several authors through the last thirty years: Brankov and Zagrebnov [7], Newman [22], Choquard and Wagner [9] and Genovese and Barra [18]. Moreover the work of Guerra [20], which however deals with the replica symmetric solution of the Sherrington Kirkpatrick model rather than ferromagnetic models, definitely deserves to be mentioned (in the same direction, see also [3]).

In our context however this technique cannot be applied tout-court. We need a suitable interpolation between the $\nu$-partite system and $\nu$ CW models at different temperatures. In this way we can make the
interaction to be positive definite and thereby map the problem into a viscous Hamilton-Jacobi equation with convex (quadratic) Hamiltonian. The idea is already in [5]. The study of the phase transition is entirely analytical at zero external fields, as we face it as a bifurcation problem. However this is not the sole situation in which a phase transition can occur. We discuss further this delicate point in Section 4.

In Section 3 we focus on the properties of the bipartite model. This section relies very much on Appendix A. The key idea is to use the equivalence between the bipartite models and some generalised ferromagnetic models. This comes from the correspondence between sub-Gaussian probability measures and smooth convex functions, which stems from Bernstein’s theory of completely monotonic functions (see [16]).

In this way we find again the results of Section 2 for $\nu = 2$. Furthermore we establish ferromagnetic fluctuations of the rescaled magnetisations (as found for the CW model in [25][12]) for the bipartite model in the paramagnetic phase and at the critical point, by the analysis of those of the generalised ferromagnets. These results extend the achievements of [14][13] to the non convex case.

In the second part of Section 3 we analyse the bipartite model with both parties made of Bernoulli ±1 and non zero external fields such that $h_1 h_2 < 0$. By the self-consistent equations for the magnetisations, we can readily deduce two critical lines (Fig. 2), and we study the behaviour of the system when varying the fields along those lines. We find four different regimes (and three critical values for the field magnitudes), corresponding to different energy landscapes (Fig. 3, 4 and 5). We investigate numerically the stability of the equilibrium states and the nature of the associated phase transitions.

Since the generalisation of the CW model to other convex interactions is not so immediate (albeit we find anything striking from the physical viewpoint), we give an account of it in Appendix A.

Finally some questions left open by our analysis are discussed in Section 4.

2. The Free Energy and Critical Behaviour

We have already emphasised that the Hamiltonian is not a definite quadratic form, that is the main difficulty of these models. Nonetheless we can make it so, by adding a suitably strong counterterm. Let $c > 0$ and

$$J^c := c \text{diag}(\alpha_1^2, \ldots, \alpha_\nu^2) - J.$$  \hfill (2.1)

We have

**Lemma 1.** The quadratic form (2.1) is positive definite iff $c \geq \nu - 1$. We have $J^c = P^T P$, where the rows of $P$ are the linearly independent vectors

$$v^1 = \frac{\sqrt{c+1 - \nu}}{\sqrt{\nu}} (\alpha_1, \ldots, \alpha_\nu)$$

$$v^2 = \frac{\sqrt{c+1}}{\sqrt{2}} (\alpha_1, -\alpha_2, 0, \ldots, 0)$$

$$\vdots$$

$$v^a = \frac{\sqrt{c+1}}{\sqrt{a(a-1)}} (\alpha_1, \ldots, \alpha_{a-1}, \alpha_a - a\alpha_a, 0, \ldots, 0)$$

$$\vdots$$

$$v^\nu = \frac{\sqrt{c+1}}{\sqrt{\nu(\nu-1)}} (\alpha_1, \ldots, \alpha_{\nu-1}, \alpha_\nu - \nu\alpha_\nu).$$ \hfill (2.2)

**Proof.** Let $A := \text{diag}(\alpha_1, \ldots, \alpha_\nu)$. We see immediately that $J^c = AT^cA$ with the matrix $T^c$ defined by

$$T^c_{ab} := \begin{cases} c & a = b; \\ -1 & a \neq b. \end{cases}$$ \hfill (2.3)

Therefore we must look at $T^c$. The secular equation reads

$$(c+1 - \lambda)w - \sum_a w_a = 0.$$  

If $\sum_a w_a \neq 0$ then $w^1 = \nu^{-1/2}(1, \ldots, 1)$ is constant and $\lambda = c + 1 - \nu$. We need to choose $c \geq \nu - 1$ if we want $T$ to be positive defined. The other $\nu - 1$ eigenvectors lie in the subspace $\sum_a w_a = 0$ and they
all correspond to the eigenvalue \( \lambda = c + 1 \). We see by a straightforward computation that the vectors

\[
\begin{align*}
w^2 &= \frac{\sqrt{c+1}}{\sqrt{2}}(1, -1, 0, \ldots, 0) \\
\vdots \quad \vdots \\
w^a &= \frac{\sqrt{c+1}}{\sqrt{a(a-1)}}(1, \ldots, 1 - a, 0, \ldots, 0) \\
\vdots \quad \vdots \\
w^\nu &= \frac{\sqrt{c+1}}{\sqrt{\nu(\nu-1)}}(1, \ldots, 1 - \nu)
\end{align*}
\]

(2.4)

form a basis of the subspace orthogonal to \( w^1 \). Let \( P' \) the \( \nu \times \nu \) matrix with \( a \)-th rows \( w_a \). Then \( T^c = P'^t P' \) and setting \( P = P'A \) we finish the proof. \( \square \)

2.1. **Free energy.** We give the variational formula for the pressure of the model:

**Proposition 1.** Let \( c \geq \nu - 1 \). It holds

\[
A(\beta, \alpha, h) = \min_{m \in \mathbb{R}^v} \left( \frac{\beta \langle m^2 \rangle}{2} + \sum_a \alpha_a A_{CW} \left( \beta \alpha a, \beta h_a - \beta(A^{-1}P^t m')_a \right) \right).
\]

(2.5)

**Remark 1.** As \( c = \nu - 1 \) the matrix \( P \) has rank \( \nu - 1 \) and the functional in (2.5) is independent on the first coordinate. This corresponds to a 1-parameter family of equivalent minima, and the minimisers are determined modulo a 1-parameter transformation. We can select a particular minimiser by taking any \( c > \nu - 1 \) and then sending \( c \to \nu - 1 \) (i.e. requiring continuity in \( c \)).

**Proof.** Let \( c \geq \nu - 1 \). We put \( m' := Pm \) (that is \( m' = (v_1 \cdot m, \ldots, v_\nu \cdot m) \)) and introduce the interpolating function

\[
\Phi(s, t) = \frac{1}{N} \log \sum_{\sigma} \exp \left\{ N \left( \sum_{a,b} \alpha_a \alpha_b m_a m_b + \frac{(\beta - t)c}{2} \sum_a \alpha_a^2 m_a^2 + \sum_a s_a m'_a \right) \right\}.
\]

(2.6)

\( \Phi(s, t = 0) \) reduces to the convex sum of the pressures of Curie Weiss models, each at inverse temperature \( \beta \alpha a \) and external field \( s'_a := (A^{-1}P^t s)_a \). For \( t = \beta \) and \( s(h) : P^t s(h) = \beta A h \), we recover our original model (\( A \) was defined in the proof of the previous lemma). Because of Lemma 1, differentiating in \( t \) the interpolating function we get

\[
\partial_t \Phi(s, t) = \frac{1}{2} \left( 2 \sum_{a,b} \alpha_a \alpha_b m_a m_b - c \sum_a \alpha_a^2 m_a^2 \right) - \frac{\langle (m, Tm) \rangle}{2} = - \frac{1}{2} \sum_a \langle m'_a \rangle^2.
\]

(2.7)

In addition we have

\[
\begin{align*}
\partial_s \Phi(s, t) &= \langle m'_a \rangle, \\
\Delta \Phi(s, t) &= N \sum_a (\langle m'_a \rangle^2 - \langle m'_a \rangle^2).
\end{align*}
\]

Since

\[
\Phi(s, 0) = \sum_a \alpha_a A_{CW} (\beta \alpha a, s'_a),
\]

\( \Phi \) satisfies a viscous Hamilton-Jacobi equation in \( \mathbb{R}^v \)

\[
\left\{ \begin{array}{c}
\partial_t \Phi(s, t) + \frac{1}{2} |\nabla \Phi(s, t)|^2 + \frac{1}{2N} \Delta \Phi(s, t) = 0 \\
\Phi(s, 0) = \sum_a \alpha_a A_{CW} (\beta \alpha a, s'_a).
\end{array} \right.
\]

(2.8)

As \( N \to \infty \), the solution of this PDE can be shown to approach the unique viscosity solution of the free Hamilton-Jacobi equation, given by the Hopf-Lax formula (see for instance [8])

\[
\Phi(s, t) = \min_{z \in \mathbb{R}^v} \left( \frac{(s - z)^2}{2t} + \Phi(z, 0) \right).
\]

(2.9)

Let us introduce \( z = s - m't \), so that we can rewrite the variational principle as

\[
\Phi(s, t) = \min_{m' \in \mathbb{R}^v} \left( \frac{t(m')^2}{2} + \Phi(s - m't, 0) \right).
\]

(2.10)
Remark 2. For $c > \nu - 1$ we can express the pressure in terms of the physical magnetisation and of the energy tensor $\mathbf{J}^c = \mathbf{P}^{T} \mathbf{P}$ as

$$A(\beta, \alpha) = \Phi(s(h), \beta) = \min_{m \in \mathbb{R}^c} \left( \frac{\beta(m')^2}{2} + \sum_a \alpha_a A_{CW} \left( \beta c a, \beta h_a - \beta (\mathbf{A}^{-1} \mathbf{P}^{T} m')_a \right) \right).$$

□

Remark 3. This variational principle is not separating the entropic and energetic contribution. This mirrors the fact that $(m, \mathbf{J}^c m)$ is not precisely the quadratic form associated to the energy (whence the min instead of a more familiar max). There are two ways to pick out these two components, introducing the ancillary variable $M := (M_1, \ldots, M_v) \in \mathbb{R}^v$. One is to use the convexity principle of the CW pressure

$$A_{CW}(\beta, h) = \max_M \left[ -\beta M^2 + \phi(\beta M + h) \right]$$

for each $a = 1, \ldots, \nu$ and get

$$A(\beta, \alpha) = \min_{m \in \mathbb{R}^c} \max_{M \in \mathbb{R}^v} \left( \frac{\beta c}{2} \sum_a \alpha_a^2 (m_a^2 - M_a^2) - \beta \sum_{(a, b)} \alpha_a \alpha_b m_a m_b \right.$$

$$+ \sum_a \alpha_a \phi_a \left( \beta c a (M_a - m_a) + \beta h_a + \beta \sum_{b \neq a} \alpha_b m_b \right) \right).$$

Optimisation leads to $m_a = M_a$ given by the self consistency relations (2.19) below. Thus

$$A(\beta, \alpha) = -\beta \sum_{(a, b)} \alpha_a \alpha_b m_a m_b + \sum_a \alpha_a \phi_a \left( \beta \sum_{b \neq a} \alpha_b m_b + \beta h_a \right).$$

(2.13)

This is not settled in a variational form, but for $\nu = 2$ one can verify that (2.13) corresponds to the min max principle of [3][19].

Alternatively, we can recover the entropic maximum principle from the one of the CW model (see the general framework presented in [21]). We introduce the entropy of each party as

$$\mathcal{S}_a(M) := \lim_{N} \frac{1}{N} \log P(m_a \geq M)$$

(2.14)

and use the following formula [21]

$$A_{CW}(\beta, h) = \max_M \left( \frac{\beta M^2}{2} + h M + \mathcal{S}(M) \right).$$

(2.15)

We plug (2.15) in (2.11) for each $a = 1, \ldots, \nu$ and obtain (after some manipulations)

$$A(\beta, \alpha) = \min_{m \in \mathbb{R}^c} \max_{M \in \mathbb{R}^v} \left( \frac{\beta c}{2} \sum_a \alpha_a^2 (m_a^2 - M_a^2) - \beta \sum_{(a, b)} \alpha_a \alpha_b m_a (m_b - M_b) \right.$$

$$+ \beta \sum_{(a, b)} \alpha_a \alpha_b m_a M_b + \beta \sum_a \alpha_a h_a M_a + \alpha_a \mathcal{S}_a(M_a) \right).$$

As it can be directly checked, we can change the order of the max and the min in this expression. Therefore optimisation on $m$ yields again $m_a = M_a$. Thus we are left with

$$A(\beta, \alpha) = \max_{M \in \mathbb{R}^v} \left( \beta \left( \sum_{(a, b)} \alpha_a \alpha_b M_b + \sum_{a=1}^{\nu} \alpha_a h_a M_a \right) + \alpha_a \mathcal{S}_a(M_a) \right).$$

(2.16)

This is the entropic principle for our model in the usual maximum formulation.
2.2. Magnetisations. The minimisers of (2.5) are

\[ m'_i(s, t) = -1/t \partial_n m'_i(\Phi(s - m't, 0)) = \partial_n \Phi(s - m't, 0) = \langle m'_i \rangle_{s, t}, \]

i.e. the thermal average of the rotated order parameter. Differentiating equation (2.11) w.r.t. \( m \) we obtain

\[ J^c(m - \tilde{m}^{CW}) = 0, \quad \tilde{m}^{CW} = \partial_x A^{CW}(\beta \alpha_a, x)|_{x = \beta h_a - \beta(A^{-1}J^c m)_a}. \]  

(2.17)

Since \( J^c \) is positive definite, we get \( \nu \) self-consistent equations \( m = \tilde{m}^{CW} \), where \( \tilde{m}^{CW} \) satisfy

\[ \tilde{m}^{CW}_a = \phi'_a \left( \beta \alpha_a \tilde{m}^{CW}_a + \beta h_a - \beta(A^{-1}J^c m)_a \right) = \phi'_a \left( \beta \alpha_a \tilde{m}^{CW}_a + \beta h_a - \beta \alpha_a m_a - \beta \sum_{b \neq a} \alpha_b m_b \right). \]  

(2.18)

Thus, the term depending on \( c \) is canceled and we obtain

\[ F_{\alpha}(m, \beta) := m_a - \phi'_a \left( \beta h_a + \beta \sum_{b \neq a} \alpha_b m_b \right) = 0. \]  

(2.19)

Consider now the matrix

\[ M_{ab} := \partial m_a \phi'_a \left( \beta \sum_{c \neq a} \alpha_c m_c \right). \]  

(2.20)

Of course \( I - \beta M \) is the Jacobian matrix associated to the system (2.19). It is convenient to put

\[ M^0_{ab}(\beta) := M_{ab}|_{m_1 = \cdots = m_n = 0} = \begin{cases} \beta \alpha_b & a \neq b, \\ 0 & \text{otherwise} \end{cases}. \]

We are now ready to state the following

**Proposition 2.** There is a \( \beta_c = \beta_c(\alpha_1, \ldots, \alpha_n) > 0 \) such that the equation

\[ \det(I - M^0(\beta)) = 0 \]  

(2.21)

has a unique positive solution, and for \( \beta < \beta_c, \; h_1 = \cdots = h_n = 0 \) we have \( \langle m \rangle = (0, \ldots, 0) \).

Moreover we can show that the critical temperature introduced in Proposition 2 represents not only a bound for the paramagnetic phase, but it is actually a bifurcation point: a second order phase transition with the usual ferromagnetic critical exponent \( \frac{1}{2} \) occurs and the system magnetises. This is precisely stated in the subseuent

**Proposition 3.** Let \( \beta > \beta_c \) and \( w \in \text{Ker}(I - M^0(\beta_c)), \| w \| = 1 \). Then there is a \( m^*(\beta, \alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n \) and a number \( \kappa \), depending only on \( \alpha_1, \ldots, \alpha_n, P'_1, \ldots, P'_n \) and \( w \), such that

\[ m^* = w \sqrt{\frac{\beta - \beta_c}{\beta^2 \kappa}} + O(\beta - \beta_c) \]  

(2.22)

and

\[ \lim_{(h_1, \ldots, h_n) \to (0, \ldots, 0)} \langle m \rangle = \mp m^*, \quad \lim_{(h_1, \ldots, h_n) \to (0, \ldots, 0)} \langle m \rangle = 0. \]  

(2.23)

**Proof of Proposition 2.** Since \( \phi'(0) = 0 \) (2.19) has always the trivial solution. According to the Gale-Nikaido theorem [17], the set of equations (2.19) has a global unique solution in the origin if all the principal minors of the Jacobian matrix are positive. Since \( 0 \leq M_{ab} \leq M^0_{ab} \) and both matrices have all zero diagonal entries, it suffices to show that \( I - M^0(\beta) \) is positive definite.

Let \( 2 \leq \nu' \leq \nu \) and \( I^\nu' \subseteq \{1, \ldots, \nu\} \) with \( |I^\nu'| = \nu' \). We define \( \mathcal{A}^\nu(I^\nu') \) the set of ordered \( k \)-ples in \( I^\nu' \), i.e. \( a \in \mathcal{A}^\nu(I^\nu') \) is a multi-index \( a = (a_1, \ldots, a_k) \) with \( a_i \in I^\nu' \subseteq \{1, \ldots, \nu\} \), and we denote by \( \alpha_{a} := \alpha_{a_1} \ldots \alpha_{a_k} \). We will use the formula

\[ \det(A) = \sum_{\pi} \text{sgn}(\pi) a_{1_{\pi(1)}} \ldots a_{n_{\pi(n)}} \]  

for each principal minor of \( I - \beta M^0 \) with rank \( \nu' \) identified by \( I^\nu' \), reads

\[ 1 + \sum_{k=1}^{\nu'} D(k)(-1)^k \beta^k \sum_{a \in \mathcal{A}^k(I^\nu')} \alpha_a, \]

where

\[ D(k) = \begin{cases} 0 & k = \nu' \leq \nu, \\ 1 & 1 \leq k < \nu'. \end{cases} \]  

This concludes the proof.
where we group terms in the determinant according to the power of $\beta$, i.e. to the number of fixed points in the permutation. $\mathcal{D}(k)$ is the sum (weighted with the relative sign) of all the permutation of the set \(\{1, \ldots, k\}\) with no fixed points, that can be computed as

\[
(-1)^k \mathcal{D}(k) = \det \begin{bmatrix}
0 & -1 & \cdots & -1 \\
-1 & 0 & \cdots & -1 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & -1 & \cdots & 0
\end{bmatrix} = \det(T^{c=0}) = 1 - k,
\]

since $T^{c=0}$, already defined in the proof of Lemma 1, has eigenvalues 1 with multiplicity $k - 1$ and 1 - $k$ with multiplicity one. Thus $\beta$ must satisfy the set of inequalities

\[
1 - \sum_{k=2}^{\nu} \beta^k (k - 1) \sum_{a \in A^\nu(I^{\nu})} \alpha_a > 0, \quad \forall I^{\nu} \subseteq \{1, \ldots, \nu\}. \tag{2.24}
\]

Since for each $I^{\nu}$ the r.h.s. of (2.24) defines a continuous and decreasing function of $\beta \geq 0$, there is a unique $\beta_c(I^{\nu}) > 0$ such that it is positive for $\beta < \beta_c(I^{\nu})$ and negative otherwise. Therefore for

\[
\beta < \min_{I^{\nu} \subseteq \{1, \ldots, \nu\}} \beta_c(I^{\nu}) \tag{2.25}
\]

the system of equations (2.19) has a unique solution in $(0, \ldots, 0)$. Finally, since all the terms in (2.24) are negative, the condition on the determinant suffices to determine the critical value of $\beta$. \qed

**Remark 4.** The Gale-Nikaido theorem used in the last proof can be interpreted in our context as follows: the $\nu$-partite model has no phase transition if for any $2 \leq \nu' \leq \nu$, none of the $\nu'$-partite subsystems undergoes a phase transition (at zero fields).

**Proof of Proposition 3.** From the analysis in the proof of Proposition 2 we can infer that there exists a $w \in \mathbb{R}^\nu$ such that $\text{Ker}(I - \mathcal{M}^0(\beta_c)) = \{tw \in \mathbb{R}^\nu, t \in \mathbb{R}\}$. Moreover, looking at the second Fréchet derivative of the map $F(\beta, m)$ defined in (2.19) we get for any $a, b, c \in \{1, \ldots, \nu\}$

\[
\partial_{m_a m_b} F_4|_{(\beta, m) = (\beta_c, 0)} = -\beta_c^2 \alpha_a \alpha_c (1 - \delta_{a b})(1 - \delta_{a c}) \phi(3)(0) = 0.
\]

Therefore, since $P_4^a < 0$, $a = 1, \ldots, \nu$, $\beta_c(0)$ is a supercritical (or pitchfork) bifurcation point for $F(\beta, m)$ and the statement follows from standard results in bifurcation theory (for which we refer to [1]). \qed

**2.3. The bipartite and tripartite models.** We give concrete examples for $\nu = 2, 3$. In the bipartite model condition (2.24) reduces to

\[
1 - \beta^2 \alpha_1 \alpha_2 > 0, \tag{2.27}
\]

and so $\beta_c = 1/\sqrt{\alpha_1 \alpha_2}$. We can characterise quite precisely the spontaneous symmetry breaking for zero fields. It follows from a direct computation that the kernel of $I - \mathcal{M}^0(\beta_c)$ is spanned by the unitary vector

\[
w := \left( \frac{\sqrt{\alpha_2}}{\sqrt{\alpha_1}} \right),
\]

thus we have spontaneous symmetry breaking along the direction $w$ as

\[
m^* \sim \left( \sqrt{\alpha_2} / \sqrt{\alpha_1} \right) \beta_c = O(\beta_c).
\]

Heuristically, the proofs of Propositions 2, 3 in this case are achieved by expanding (2.19) around $m = 0$:

\[
m_1 - \phi_1'(\beta \alpha_2 m_2) = m_1 - \beta \alpha_2 m_2 - \frac{P_4^1(0)}{3!} \beta^3 \alpha_2^3 m_2^3 = O(m_2^5),
\]

\[
m_2 - \phi_2'(\beta \alpha_1 m_1) = m_2 - \beta \alpha_1 m_1 - \frac{P_4^2(0)}{3!} \beta^3 \alpha_1^3 m_1^3 = O(m_1^5).
\]

Solving w.r.t. $m_1$ the first equation and plugging the result in the second one, we get for $\beta \sim \beta_c$

\[
(1 - \beta^2 \alpha_1 \alpha_2) m_2 = \frac{\beta^3 \alpha_2}{3!} (\alpha_1 P_4^1(0) + \alpha_2 P_4^2(0)) m_2^3 + O(m_1^5).
\]

This equation, solved for $m_2 \neq 0$, gives (repeating the same argument for $m_1$) the scaling (2.29), with the proportionality constant in the form of Proposition 3. The role of $w$ is even clearer if we diagonalise
the scaling of the spontaneous magnetisation by linearising. Furthermore, from the Cramer decomposition, it is easy to see that the vector $\mathbf{m}$.

Since

we have

the first two equations into the third one, we obtain

we find the expected scaling

As for the tripartite model, the (three) principal minors of order two are

we have

Note that for $\alpha_i \to 0$, $i \in \{1, 2, 3\}$, condition (2.31) reduces to (2.27). Again we can compute directly

the magnetisation

zero, they are all positive. If one of the minors becomes negative, the same happens for the determinant.

Thus (2.31) alone is a sufficient (and necessary) condition for the definition of the critical temperature (see Fig. 1) as

(2.30), $I - M^0(\beta_c)m = O(m^3, (\beta - \beta_c))$, with the transformation $m = O m'$, with $O = (w, w^\perp)$ such that

In the diagonalised system $m'_1 = O(m_1^3) \sim 0$, that is $m \sim w$ and along the direction $w^\perp$ the magnetisation is weaker, according to the statement of Proposition 3.

As for the tripartite model, the (three) principal minors of order two are $1 - \beta^2 \alpha_1 \alpha_2$, $1 - \beta^2 \alpha_1 \alpha_3$, $1 - \beta^2 \alpha_2 \alpha_3$, while the determinant $1 - \beta^2 (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) - 2 \beta^3 \alpha_1 \alpha_2 \alpha_3 = 0$. For $\beta$ approaching zero, they are all positive. If one of the minors becomes negative, the same happens for the determinant. Thus (2.31) alone is a sufficient (and necessary) condition for the definition of the critical temperature (see Fig. 1) as

$$1 - \beta^2 (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) - 2 \beta^3 \alpha_1 \alpha_2 \alpha_3 = 0.$$  
(2.31)

Plugging the first equation in the second one, as soon as the minor of order two is different from zero, we have

$$m_1 = \frac{\beta \alpha_1 + \beta^2 \alpha_2 \alpha_3}{1 - \beta^2 \alpha_1 \alpha_2} m_3 + O(m^3),$$

$$m_2 = \frac{\beta \alpha_1 + \beta^2 \alpha_1 \alpha_3}{1 - \beta^2 \alpha_1 \alpha_2} m_3 + O(m^3),$$

where $(I - M^0)_{ij}$ denotes the minor obtained removing the $i$-th row and the $j$-th column. Hence, putting the first two equations into the third one, we obtain

$$- \beta \alpha_1 (I - M^0)_{\alpha_1 \alpha_2} m_3 + \beta \alpha_2 (I - M^0)_{\alpha_2 \alpha_3} m_3 - (I - M^0)_{\alpha_2 \alpha_3} m_3 = \det (I - M^0) m_3 = O(m^3).$$

Since $\det (I - M^0(\beta)) = (\beta - \beta_c) P(\beta)$ we find the expected scaling $m_3 \sim \sqrt{\beta - \beta_c}$ (and so for $m_1$ and $m_2$).

Furthermore, from the Cramer decomposition, it is easy to see that the vector $m = ((I - M^0)_{\alpha_1 \alpha_2}, (I - M^0)_{\alpha_2 \alpha_3}, (I - M^0)_{\alpha_3 \alpha_3})$ spans the kernel of $I - M^0(\beta)$.

Figure 1. Critical surface of the tripartite model as a function of $\alpha_1$ and $\alpha_2$.

3. Phase Diagram of the Bipartite Ferromagnet ($\nu = 2$)

There is a precise equivalence between the bipartite models and a generalised ferromagnets studied in Appendix A, which we will often refer to. To see this duality, let us first introduce

$$u_1(x) := \phi_2(x) = \log E_x e^{xT},$$

$$u_2(x) := \phi_1(x) = \log E_x e^{x\sigma}.$$  
(3.1)

(3.2)
It can be verified at once that \( u_2(\cdot) \) and \( u_2(\cdot) \) are symmetric, non-negative \( C^2 \) functions, uniformly convex, vanishing in the origin. Furthermore it is \( u_2''(0) = E[\tau^2] = 1 \) and \( u_2'(0) = E[\sigma^2] = 1 \). Moreover, in virtue of our assumptions on the spin distribution (1.1), \( u(x) - \frac{V'(\beta) x}{2} \) is negative and convex.

Now we write the partition function of the bipartite model in terms of \( u_1 \) or \( u_2 \) marginalising over one party. Since \( \alpha_2 = 1 - \alpha_1 \), here we rename \( \alpha_1 = \alpha \); moreover, with a little abuse of notations, we indicate as \( E_\sigma \) both expectations w.r.t. the spin configurations and the single spin variable. We have

\[
Z_N(\beta, h_1, h_2) = E_{\alpha_1} e^{\beta N_1 h_1 m_1} \left[ E_{\alpha_2} e^{(\beta m_1 + \beta h_2) \sigma^2} \right]^{N_2} 
= E_{\alpha_1} e^{N(1-\alpha) \log E_{\alpha_2} e^{(\beta m_1 + \beta h_2) \sigma^2} + \beta N_1 h_1 m_1} 
= E_{\alpha_1} e^{N_1 [u(\alpha \beta M_1 + \beta h_2) + \beta N_1 h_1 m_1]}.
\]

Analogously one can write

\[
Z_N(\beta, h_1, h_2) = E_{\alpha_2} e^{N_2 [u(\beta (1-\alpha) M_1 + \beta h_1) + \beta N_2 h_2 m_2]}.
\]

Therefore we can regard the bipartite model as a generalised mono-partite ferromagnet with energy function given by \( u_1 \) (respectively \( u_2 \)) and spin \( \eta = \alpha \beta \sigma^1 + h_2 \) (respectively \( \eta^2 = \beta (1-\alpha) \sigma^2 + h_1 \)) at inverse temperature \((1-\alpha)/\alpha\) (respectively \( \alpha/(1-\alpha) \)). Let us consider the representation (3.3). Using Proposition 6 the pressure of the model reads

\[
A(\beta, h_1, h_2) = A_1(M_1; \beta, h_1, h_2) = \frac{1-\alpha}{\alpha} [u_1(\alpha \beta M_1 + \beta h_2) - \alpha \beta M_1 u_1'(\alpha \beta M_1 + \beta h_2)] + u_2(\beta (1-\alpha) u_1'(\alpha \beta M_1 + \beta h_2) + \beta h_1)
\]

with \( M_1 \) satisfying

\[
M_1 = u_2'(\beta (1-\alpha) u_1'(\alpha \beta M_1 + \beta h_2) + \beta h_1).
\]

A useful check consist in defining \( M_2 = u_1'(\alpha \beta M_1 + \beta h_2) \), in order to rewrite (3.6) as in (2.19):

\[
M_1 = u_2'(\beta (1-\alpha) M_2 + \beta h_1) \\
M_2 = u_1'(\alpha \beta M_1 + \beta h_2).
\]

Clearly the auxiliary variable \( M_2 \) is just the second order parameter, as we can see by marginalising on the first party at first. When \( h_1 = h_2 = 0 \), checking the derivative of both sides of equation (3.6) in \( M_1 = 0 \) we get the condition for the critical point

\[
1 = \beta^2 \alpha (1-\alpha) u_2'(\beta (1-\alpha) u_1'(0)) u_1''(0) = \beta^2 \alpha (1-\alpha),
\]

since \( u_1''(0) = 0 \). Putting \( \beta_c := (\alpha (1-\alpha))^{-1/2} \), we find \( M_1 = 0 \) for \( \beta < \beta_c \), while two other solutions \( \pm M^*_1 \neq 0 \) appear for \( \beta > \beta_c \). In the same way, marginalising on the first party, we have \( M_2 = 0 \) for \( \beta < \beta_c \) and spontaneous magnetisation \( \pm M^*_2 \neq 0 \) for \( \beta > \beta_c \), i.e. the two partial magnetisations are synchronised. The mapping within the generalised ferromagnet and the use of Proposition 7 allows also to characterise the fluctuations of the magnetisations around the mean values. Below the critical temperature we have the following

**Proposition 4.** Let \( \beta \in [0, \beta_c) \), \( h = 0 \) and a random vector \( X_{\beta} \sim N(0, \chi(\beta)) \) with

\[
\chi(\beta) = \left( \begin{array}{ccc}
\beta^2 & \beta & \beta \\
\beta & \beta^2 & \beta \\
\beta & \beta & \beta^2
\end{array} \right).
\]

Then

\[
(\sqrt{N_1 m_1, \sqrt{N_2 m_2}} \overset{d}{\rightarrow} X_{\beta}).
\]

**Proof.** From (3.3) (with \( h = 0 \)) we can compute directly the moment generating function

\[
\psi(M_1, M_2) = Z^{-1} E_{\sigma_1, \sigma^2} \left[ e^{M_1 \frac{\sum N_1 \sigma_1}{\sqrt{N_1}} + M_2 \frac{\sum N_2 \sigma_2}{\sqrt{N_2}} - \beta H_N (\sigma_1, \sigma^2)} \right] \\
= Z^{-1} E_{\sigma_1} \left[ e^{M_1 \frac{\sum N_1 \sigma_1}{\sqrt{N_1}} + M_2 \frac{\sum N_2 \sigma_2}{\sqrt{N_2}} - \beta \eta \frac{\sum N_1 \sigma_1 + \sqrt{N_2} m_2}{\sqrt{\eta \beta \sigma^2}}} \right].
\]

(3.11)
Following the proof of Proposition 7 on the fluctuations of a generalised ferromagnets at inverse temperature $\frac{1-\alpha}{\alpha}$ and energy $u(x) = u_{1}(\alpha \beta x)$, we get (A.18), i.e.

$$\psi(M_{1}, M_{2}) \to Z^{-1} e^{\frac{1}{2} \left( \frac{1}{1-\beta/\beta_{c}} \right) (M_{1}^{2}+M_{2}^{2}) + \left( \frac{(\beta/\beta_{c})^{2}}{1-\beta/\beta_{c}} \right) M_{1} M_{2}},$$

which gives (3.10). \hfill \square

As in the CW model, we see a different behaviour at the critical point. It is convenient to recall the definition of the magnetisation direction $w$ in (2.28) and to denote the orthonormal vector as $w^\perp$.

**Proposition 5.** Set $\beta = \beta_{c}$ and $h = 0$. Moreover let us define the random vector $X_c$ with

$$P(X_c \in A) := Z^{-1} \int_{A} dv_{1}dv_{2}e^{\left( \int_{A} \frac{1}{2} \left( \frac{1}{1-\beta/\beta_{c}} \right) (v_{1}^{2}+v_{2}^{2}) \right) / \sqrt{\alpha}} \delta(v \cdot w^\perp),$$

(3.12)

for any $A$, Borel set in $\mathbb{R}^2$, and $Z$ is a normalisation constant. It holds

$$N^{1/4} \to \mathcal{X}_c,$$

(3.13)

**Proof.** First we notice

$$\int \nu_{1}^{-\alpha} \left( dy \right) e^{xy} = \left( E_{x} \left[ e^{x\sigma^{2}} \right] \right)^{\frac{1-\alpha}{\alpha}},$$

thereby $P_{4}^{\alpha} = \frac{1-\alpha}{\alpha} P_{4}^{\alpha}$. Then we follow the main steps of the proofs of Proposition 4 and 8. As $\beta = \beta_{c}$ we compute the joint moment generating function ($Z$ gives the proper normalisation in each step):

$$\psi(M_{1}, M_{2}) = Z^{-1} \mathcal{E}_{\sigma_{1}, \sigma_{2}} \left[ e^{N^{1/4} M_{1} m_{1} + N^{1/4} M_{2} m_{2} + N \alpha(1-\alpha) N_{1} N_{2}} \right]$$

$$= Z^{-1} \mathcal{E}_{\sigma_{1}} \left[ e^{N^{1/4} M_{1} m_{1} + \frac{1-\alpha}{\alpha} u_{1} \left( \frac{1}{2} M_{1}^{2} + \frac{3/4}{\sqrt{\alpha}} M_{2} N_{1} \right) \right]$$

$$= Z^{-1} \int \frac{1}{\mu_{N_{1}}} \left( dz \right) \mathcal{E}_{\sigma_{1}} \left[ e^{\sum_{i=1}^{4} \phi_{i} \left( \frac{1}{2} M_{1}^{2} + \frac{3/4}{\sqrt{\alpha}} M_{2} N_{1} \right) \right] e^{M_{2} \frac{1}{\sqrt{\alpha}} N_{1} \lambda}$$

$$= Z^{-1} \int \frac{1}{\mu_{N_{1}}} \left( dz \right) \mathcal{E}_{\sigma_{1}} \left[ e^{\sum_{i=1}^{4} \phi_{i} \left( \frac{1}{2} M_{1}^{2} + \frac{3/4}{\sqrt{\alpha}} M_{2} N_{1} \right) \right] e^{M_{2} \frac{1}{\sqrt{\alpha}} N_{1} \lambda}$$

$$= Z^{-1} \int d\lambda \mathcal{E}_{\sigma_{1}} \left[ e^{\sum_{i=1}^{4} \phi_{i} \left( \frac{1}{2} M_{1}^{2} + \frac{3/4}{\sqrt{\alpha}} M_{2} N_{1} \right) \right] e^{M_{2} \frac{1}{\sqrt{\alpha}} N_{1} \lambda}$$

which is the moment generating function of the density in (3.12). \hfill \square

Switching on the external fields, we find different types of solutions to the equation (3.6), arising from a more varied landscape for $A_{1}(m_{1}; \beta, h_{1}, h_{2})$ and $A_{2}(m_{2}; \beta, h_{1}, h_{2})$ in (3.5). As usual the global maxima represent thermodynamically stable states, while the local ones are related to meta-stable states.

First we notice that $M_{1} = 0$ is a solution of (3.6) only if

$$h_{1} + (1-\alpha) u_{1}(\beta h_{2}) = 0.$$  \hspace{1cm} (3.14)

This line separates the regions with positive and negative $M_{1}$ magnetisation in the plane $(h_{1}, h_{2})$. Analogously, we get for the other party the line

$$h_{2} + \alpha u_{2}^{*}(\beta h_{1}) = 0$$  \hspace{1cm} (3.15)

to divide regions of positive and negative $M_{2}$, see Fig. (2). Note that for $\beta < \beta_{c}$ the two lines intersect only in $(h_{1}, h_{2}) = (0, 0)$, while for $\beta > \beta_{c}$ other two intersection points appear, such that $h_{1}h_{2} < 0$.

It is interesting to understand what happens along the critical lines. At any fixed $\beta$, we stay for example on the first critical line, parametrising it by $h_{2}$. First we can look for the existence of non zero solutions by checking the derivative in zero of both sides of (3.6), that yields

$$1 < \beta^{2}(1-\alpha) u_{1}(\beta h_{2}).$$  \hspace{1cm} (3.16)
Figure 2. Phase diagram in the plane \((h_1, h_2)\) for different values of \(\beta\): the two critical lines \(h_1 = -(1 - \alpha)u'_1(\beta h_2)\) and \(h_2 = -\alpha u'_2(\beta h_1)\) separates regions with positive and negative magnetisation \(M_1\) (respectively \(M_2\)). Right panel: \(\beta = 1 < \beta_c\) the only intersection is in the origin. Left panel: \(\beta = 4 > \beta_c\), two non trivial intersection points appear at \(h_2 = \pm h_2^c\).

\[\text{Figure 3. On the first critical line } h_1 = -(1 - \alpha)u'_1(\beta h_2). \text{ Upper panel: representation of solutions of equation (3.6) for } M_1 \text{ at } \beta = 4 > \beta_c \text{ and different values of the field } h_2. \text{ Bottom panels: pressure } A_1(m_1; \beta, h_1, h_2) \text{ for different values of the field } h_2 \text{ and } \beta = 4 \text{ (left), } \beta = 1 \text{ (right). For } \beta > \beta_c \text{ a first order phase transition at } m_1 < 0 \text{ occurs for } h_2 \text{ small enough, while for } \beta < \beta_c \text{ or high field } h_2 \text{ the state } M_1 = 0 \text{ is the only, thus stable, minimum.}\]

Condition (3.16) defines a critical field \(h_2 = h_2^c(\beta)\). This ensures the existence of two non-zero solutions of (3.6) starting continuously from \(M_1 = 0\) for \(h_2 < h_2^c\). It does not exclude the existence of such solutions for \(h_2 > h_2^c\), resulting from a first order phase transition, see Fig. 3.

We have studied numerically the balanced \((\alpha = 1/2)\) bipartite model, with both parties made of Bernoulli \(\pm 1\) spins. Fig. 3 shows the pressure \(A_1(m_1; \beta, h_1, h_2)\), whose extremal points are solutions
Figure 4. Stable, metastable and unstable states as \( \beta = 4 > \beta_c \). Left panel: solutions of equation (3.6) for \( M_1 \) as a function of \( h_2 \). The black continuous line indicates the global, stable, solution as can be checked comparing the value of the corresponding pressure (right panel). The vertical lines in the left panel mark the emergence of the phase transitions defined by the critical values \( h_2 = h_{1c}, h_{2c}, h_{3c} \).

of (3.6), for two different values of \( \beta \). For \( \beta < \beta_c \), \(-A_1(m_1)\) has only one minimum in zero for each \((h_1, h_2)\) on the first critical line: note that, in this regime we only have the trivial intersection of the two critical lines, and equation (3.16) has no solution. For \( \beta > \beta_c \) the landscape becomes richer by varying \((h_1, h_2)\) along the first transition line: high positive values of \( h_2 \) correspond to a single global minimum \( M_1 = 0 \); lowering \( h_2 \) a local minimum appears at \( M_1 < 0 \), and lowering it further the minimum becomes global; finally a third local minimum \( M_1 \geq 0 \) emerges continuously from zero. The situation is symmetric for negative field \( h_2 \). In Fig. 4 all these minima are plotted as a function of \( h_2 \), distinguishing between local (metastable) and global (stable) states. It is possible to recognise three different critical values for the field \( h_2 \in \mathbb{R}^+ \), \( h_{1c} < h_{2c} < h_{3c} \), such that

- if \( h_2 > h_{3c} \) the only (global) minimum is at \( M_1 = 0 \);
- if \( h_2 \in (h_{2c}, h_{3c}) \) \( M_1 = 0 \) is the global minimum, but a local minimum \( M_1 = M_- < 0 \) appears as a first order phase transition;
- if \( h_2 \in (h_{1c}, h_{2c}) \) the minimum \( M_1 = 0 \) becomes local while \( M_- \) global;
- if \( h_2 \in (0, h_{1c}) \) a second order phase transition occurs with the emergence of a local minimum \( M_1 = M_+ > 0 \); \( M_- \) is still the global minimum while \( M_1 = 0 \) becomes unstable (a maximum).

The second order phase transition at \( h_2 = h_{3c} \) coincides with the bifurcation related to equation (3.16), although it corresponds always to a local minimum of the free energy, i.e. a metastable state.

Conversely, the first order phase transition related to \( h_2 = h_{2c} \) can be better understood by checking the behaviour of the other party. In fact it corresponds to the (non trivial) intersection point of the two critical lines of Fig. 3

\[
\begin{align*}
&h_1 + (1 - \alpha)u_1'(\beta h_2) = 0 \\
&h_2 + \alpha u_2'(\beta h_1) = 0.
\end{align*}
\]

Crossing \( h_{2c} \), the second party leaves the positive magnetisation region for the negative one, undergoing a first order phase transition in \( M_2 \) that reflects on the first party as well, see Fig 5.

4. Discussion

Finally we point out some interesting problems not covered by our analysis. These mainly concern the phase transitions at \( h_1, h_2 \neq 0 \) that we have observed numerically for the bipartite model. We can ideally separate the problem of characterisation of these transitions from the study of the fluctuations of the magnetisations around them.

One possibility to study the phase transitions could be to look at the regularity of solutions of the Hamilton Jacobi equation (2.8). It has been shown in [22] (see also [7][9][18]) that in the CW model the phase transition corresponds to the formation of a shock wave in \((x = 0, t > 1)\) for the velocity
magnetisations $M_1$ and $M_2$ on the first critical line $h_1 = -(1 - \alpha)u'_1(\beta h_2)$ and $\beta = 4 > \beta_c$ as a function of $h_2$. As soon as $M_2$ leaves the positive magnetisation region for the negative one, at $h_2 = h_2^c$, a first order phase transition occurs, involving also $M_1$.

field associated to (2.8). Note that we have skipped this approach since we could use the equivalence of bipartite and generalised ferromagnets, but it would be interesting to interpret the conditions (3.14) and (3.15) as shock lines. On the other hand the duality is at least not evident for multipartite ferromagnets, so definitely another approach would be helpful.

Moreover, the same argument was used for finding the fluctuations of the bipartite model at zero external fields. Again some other ideas are needed to study the fluctuations in the case $\nu \geq 3$, generalising the results of [14] to the non-convex models.

In closing, here is a list of open questions we single out: first to prove mathematically the numerical results of Section 3 and possibly study the fluctuations of the magnetisations around these transitions; secondly, a further investigation of the multipartite models $\nu \geq 3$ should include the fluctuations of the magnetisations at zero external fields; lastly it would be interesting to see the phase diagram for non zero external fields as $\nu \geq 3$.
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Appendix A. Generalised Ferromagnets

We study here a generalisation of the CW model. Related results can be found in [11], in more general settings. The achievements of this appendix are used in Section 3.

The system in our interest is made by \( N \) i.i.d. spin r.v.s \( \sigma_i, i = 1, \ldots, N \), with symmetric distribution satisfying (1.1). In addition let \( u(x) \) be a symmetric, non negative, uniformly convex and smooth function with \( u(0) = 0 \) and \( \frac{u''(x)x^2}{2} \geq u(x) \). The Hamiltonian of the system in terms of the magnetisation reads

\[
H_N[u] := -Nu(m)
\]

and the associate partition function and pressure are respectively

\[
Z_N(\beta, h) := \mathbb{E}_\sigma e^{N\beta u(m) + Nh m}, \\
A_N(\beta, h) := \frac{1}{N} \log Z_N(\beta, h).
\]

As usual when we drop the subscript \( N \) is to indicate the thermodynamic limit.

A.1. Free Energy. The limit form for the pressure is given by the following

**Proposition 6.** It holds

\[
A(\beta, h) = \inf_N A_N(\beta, h) = \max_{M \in \mathbb{R}} [\beta(u(M) - u'(M)M) + \phi(\beta u'(M) + h)].
\]

The proof is done by using the equivalence of ensembles (that is a standard strategy). We report it for completeness.

**Proof.** Let \( N_1 + N_2 = N \). The convexity of the interaction yields

\[
Z_N(\beta, h) \leq Z_{N_1}(\beta, h)Z_{N_2}(\beta, h),
\]

whence the first equality in (A.2) follows. Now we introduce the trial partition function

\[
Z_N(\beta, h; M) := \mathbb{E}_\sigma \exp \left[ N(\beta u(M) - \beta u'(M)M + m(\beta u'(M) + h)) \right].
\]

We have \( u(m) \geq u(M) + u'(M)(m - M) \), and so for any \( M \)

\[
Z_N(\beta, h) \geq Z_N(\beta, h; M).
\]

Thus we put

\[
A(\beta, h; M) := \lim_N \frac{1}{N} \log Z_N(\beta, h; M) = -\beta u(M) - u'(M)M + \phi(\beta u'(M) + h)
\]

and since \( A(\beta, h; M) \) is concave in \( M \), we find the bound

\[
A(\beta, h) \geq \max_M A(\beta, h; M).
\]

Assume now for simplicity that \( h \geq 0 \), so that the magnetisation must be non negative. Let us fix a \( M > 0 \). For \( 0 = M_0 < M_1 < \cdots < M_N = M \) we use the partition \( I_i := [M_i, M_{i+1}] \) to write

\[
Z_N(\beta, h) = \mathbb{E} \left[ \sum_{i=0}^{N-1} \chi(m \in I_i) e^{N\beta u(m) + Nh m} \right] + \mathbb{E} \left[ \chi(m > M) e^{N\beta u(m) + Nh m} \right].
\]

Using \( u(x) - \frac{u''(0)x^2}{2} \leq 0 \) and \( m^2 + h^2 \geq \frac{m^2}{2} + hm \), we can estimate the tail term as

\[
\mathbb{E} \left[ \chi(m > M) e^{N\beta u(m) + Nh m} \right] \leq e^{N\frac{\lambda^2}{2}} \mathbb{E} \left[ \chi(m > M) e^{\beta u''(0) N m^2} \right] \leq e^{\beta u''(0) N} e^{N\frac{\lambda^2}{2}} \mathbb{E} \left[ e^{(\beta u''(0) + 1) N m^2} \right] |\beta N| \int_{\mathbb{R}^2} d\lambda e^{-N\lambda} \leq e^{\beta u''(0) N} \left( r(\beta u''(0) + 1) e^{\frac{\lambda^2}{2} - M^2} \right)^N,
\]

where we have also exploited Markov inequality, \( Nm^2 \leq \sum_i \sigma_i^2 \) and (1.1).

On the other hand in each \( I_i \) we can pick a point \( M_i^* \) so that up to a small error \( e^{M_i^*/N} \) we have

\[
\mathbb{E} \left[ \sum_{i=0}^{N-1} \chi(m \in I_i) e^{N\beta u(m) + Nh m} \right] \approx \mathbb{E}_\sigma \sum_{i=0}^{N-1} \delta_{m_i, M_i^*} \exp \left[ N(\beta u(M_i^*) - \beta u'(M_i^*) M_i^* + m(\beta u'(M_i^*) + h)) \right] \leq M \max_{M \in [0, M]} Z_N(\beta, h; M).
\]
These two bounds holds for any $\bar{M}$. Now let $\delta > 0$ and choose $\bar{M} = N^\delta$. We get
\[
A_N(\beta, h) \leq \delta \frac{\log N}{N} + \frac{1}{N} \log \left( \max_{M \in [0,N^\delta]} Z(\beta, h; M) + O \left( e^{-N^{1+2\delta}} \right) \right),
\]
which, as $N \to \infty$, leads to
\[
A_N(\beta, h) \leq \max_{M \in \mathbb{R}} A(\beta, h; M),
\]
that completes the proof. □

Remark 5. The assumption $u(x) \leq u''(0)x^2/2$ is used only in the estimate of the tail term of (A.6). Therefore it turns out to be immaterial if we consider only compactly supported spin distributions (as $\pm 1$ spin), for which formula (A.2) remains valid also without this hypothesis (this corresponds somehow to allow p-spin interactions). For general spin distributions with fast enough decay at infinity, one needs some further assumption on the energy: for instance, we know that quadratic energy balances well spin distributions as in (1.1) [12]. We are not interested here in identifying precisely this relation for generic $u(x)$, since $u(x) \leq u''(0)x^2/2$ is enough to study bipartite models (see Section 3).

A.2. Phase Transition and Fluctuations. Optimising (A.2) we find
\[
\beta u''(M)(M - \phi'(\beta u'(M) + h)) = 0,
\]
that immediately implies
\[
M = \phi'(\beta u'(M) + h).
\]
This is the standard self consistent equation for ferromagnets. For $h \neq 0$ we have always a sole solution; as $h = 0$, $M = 0$ still is a solution, but we find other two symmetric solutions if
\[
\partial M \left[ \frac{\mathbb{E}_\sigma \sigma \sigma \sigma e^{\beta u'(M) + h}}{\mathbb{E}_\sigma e^{\beta u(M) + h}} \right]_{M=0} = \beta u''(0) > 1.
\]
Thus the critical point is
\[
\beta_c = \frac{1}{u''(0)}.
\]
As a last step of our analysis, we study the fluctuations around the transition point. We introduce the magnetic susceptibility
\[
\chi(\beta, h) := \partial_h M(\beta, h) = \lim_{N \to \infty} N \langle (m - M(\beta, h))^2 \rangle.
\]
Setting
\[
V(\beta, h) := \frac{\mathbb{E}_\sigma \sigma \sigma \sigma e^{\beta u'(M) + h}}{\mathbb{E}_\sigma e^{\beta u(M) + h}} - \left( \frac{\mathbb{E}_\sigma \sigma \sigma \sigma e^{\beta u'(M) + h}}{\mathbb{E}_\sigma e^{\beta u(M) + h}} \right)^2
\]
on one sees immediately that
\[
\chi(\beta, h) = \frac{V(\beta, h)}{1 - \beta u''(M)V(\beta, h)}.
\]
We shorten $\chi(\beta, 0) := \chi(\beta)$, and we notice $\chi(0) = \mathbb{E}[\sigma^2]$. Thus, as long as $M(\beta, h) = 0$ it must be
\[
\chi(\beta) = \frac{1}{1 - \beta u''(0)},
\]
i.e. the susceptibility is divergent at $\beta_c$ where spontaneous magnetisation occurs. We have the following

Proposition 7. Let $\beta \in [0, \beta_c)$ and $h = 0$. Then
\[
\sqrt{N} m_N(\sigma) \overset{d}{\to} \mathcal{N}(0, \chi(\beta))
\]
The proof of Proposition 7 and 8 (below) is based on the following representation. For any such $u$ there is a probability measure $\nu_0^u$ which is conjugate to $u$ by Laplace transform
\[
\nu_0^u(dx) = \int \nu_0^u(dy)e^{y x}.
\]
This correspondence is one to one. One sense is obvious. To see that for any convex function there is a probability measure such that (A.15) holds is much less direct. It is a consequence of Bernstein’s theory of completely monotonic functions, as $e^{\beta u(x)}$ turns out to be (see [16], XIII.4). Now, consider $\xi_1, \ldots, \xi_N$
By the central limit theorem

\[ X_N \xrightarrow{d} N(0, \beta u''(0)), \quad \text{or} \quad \mu_{u,N}^\beta \xrightarrow{w} \frac{e^{-\frac{\beta u''(0)}{2}}}{{\sqrt{2\pi \beta u''(0)}}}. \] (A.16)

Note that \( \mu_{u,N}^\beta \) approaches the standard Gaussian as \( N \to \infty \). Thus we have

\[ e^{\beta N u'(\frac{x}{\sqrt{N}})} = \left( E_x e^{\frac{x^2}{2N}} \right)^N = E_{\xi_1} \cdots E_{\xi_N} e^{\frac{\xi_1^2 + \cdots + \xi_N^2}{2N}} = \int \mu_{u,N}^\beta(dy)e^{yx}, \] (A.17)

whence we can also see that \( e^{\beta N u'(\frac{x}{\sqrt{N}})} \to e^{eta u''(0)x^2/2} \) as \( N \to \infty \).

**Proof of Proposition 7.** Using (A.17) we can compute the moment generating function of \( \sqrt{N}m(\sigma) \). For a more general result we consider

\[
\psi_{u,N}(M_1, M_2) = \mathbb{E}_\sigma \left[ Z^{-1}e^{\beta N u'(\frac{\sum_{i=1}^N \xi_i}{N})(\frac{\sqrt{N}M_1}{\sigma})} e^{M_1 \frac{\xi_1}{\sqrt{N}}} \right]
\]

\[
= Z^{-1} \int \mu_{u,N}^\beta(s)e^{\frac{\sigma M_1}{\beta u''(0)}}d\mathbb{E}_\sigma \left[ e^{s \frac{\sum_{i=1}^N \xi_i}{N}} \right]
\]

\[
= Z^{-1} \int \mu_{u,N}^\beta(s)e^{\frac{\sigma M_1}{\beta u''(0)}} d\mathbb{N} \left( \frac{M_1}{\sqrt{N}} \right) = Z^{-1} \int \mu_{u,N}^\beta(s)e^{\frac{\sigma M_1}{\beta u''(0)}} d\mathbb{N} \left( \frac{M_1}{\sqrt{N}} \right) + O(1/N).
\]

As soon as \( \int \mu_{u,N}^\beta(s)e^{x^2/2} < \infty \) holds, i.e., from (A.17), for \( \beta \in [0, \beta_c) \), and using (A.16)

\[
\psi_{u,N}(M_1, M_2) \xrightarrow{N \to \infty} \frac{M_1^2}{2} Z^{-1} \int ds e^{\frac{1}{2} \beta u''(0)} e^{s \left( M_1 + \frac{M_2}{\sqrt{N}} \right)} = Z^{-1}e^{\frac{1}{2} \beta u''(0)} \left( M_1 + \frac{M_2}{\sqrt{N}} \right). \] (A.18)

Thus \( \psi_{u,N}(M_1, M_2) \) is the moment generating function of a bivariate Gaussian random variable. For \( M_2 = 0 \) we get the generating function of \( \sqrt{N}m(\sigma) \), whence we conclude that its distribution must be a centred Gaussian with variance \( \chi(\beta) \).

Lastly, at the critical point we have

**Proposition 8.** Let \( \beta = \beta_c, h = 0 \), and

\[ P_4^u := \left[ \frac{d^4}{dx^4} \log \left( \int \nu_\beta^u(dy) e^{xy} \right) \right]_{x=0}. \]

Moreover let \( X_c \) a r.v. with probability density given by

\[ \frac{1}{Z} e^{(P_3 + P_5)u^4}. \]

\( Z \) is a normalisation coefficient. It holds

\[ N^{1/4} m_N(\sigma) \xrightarrow{d} X_c. \] (A.19)

**Remark 6.** The condition \( u(x) \leq u''(0)x^2/2 \) yields \( P_4^u < 0 \), while \( P_4 < 0 \) by our initial assumptions.

**Proof.** As in the proof of Proposition 7, we compute the moment generating function of \( N^{1/4} m_N(\sigma) \)

\[
\psi_u(M) = \mathbb{E}_\sigma \left[ Z^{-1}e^{\beta u'(\frac{\sum_{i=1}^N \xi_i}{N})(\frac{\sqrt{N}M_1}{\sigma})} e^{M \frac{\sum_{i=1}^N \xi_i}{N}} \right] = Z^{-1} \int \mu_{u,N}^\beta(dz) \mathbb{E}_\sigma \left[ e^{\frac{z}{\sqrt{N}} + \frac{M}{\beta u''(0)}} \sum_{i=1}^N \xi_i \right]
\]

\[
= Z^{-1} \int \mu_{u,N}^\beta(dz) e^{\frac{N}{\beta u''(0)}(\frac{z}{\sqrt{N}} + \frac{M}{\beta u''(0)})} = Z^{-1} \int \mu_{u,N}^\beta(dz N^{1/4}) e^{\frac{N}{\beta u''(0)}(\frac{z}{\sqrt{N}} + \frac{M}{\beta u''(0)})}
\]

\[
= Z^{-1} \int \mu_{u,N}^\beta(dz N^{1/4}) e^{\sqrt{N} \frac{z}{\beta u''(0)}} e^{\frac{P_3 + P_5}{\beta u''(0)}} z^4 + o(1)
\]

\[ \xrightarrow{N \to \infty} Z^{-1} \int dz z^{4} e^{\frac{P_3 + P_5}{\beta u''(0)}} z^4. \] (A.20)

In the last line the crucial observation is that \( \mu_{u,N}^\beta(ds) e^{\sqrt{N} \frac{s}{\beta u''(0)}} \) tends weakly to the Lebesgue measure times \( e^{\frac{P_3 + P_5}{\beta u''(0)}} z^{4} \), as a consequence of the moderate deviations from central limit theorem (see [24], VIII.2). □
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