Differences in brain activity between fast and slow responses on psychomotor vigilance task: an fNIRS study
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Abstract

Attention is a basic human function underlying every other cognitive process. It is demonstrated in the functional Magnetic Resonance Imaging literature that frontoparietal networks are involved with attentive performance while default mode networks are involved with inattentive performance. Yet, it is still not clear whether similar results would be found with functional Near-Infrared Spectroscopy. The goal of our study was to investigate differences in hemodynamic activity measured by functional Near-Infrared Spectroscopy between fast and slow responses on a simple sustained attention task both before and after stimulus onset. Thirty healthy adults took part in the study. Our results have shown differences between fast and slow responses only on channels over medial frontal cortex and inferior parietal cortex (p < 0.05). These differences were observed both before and after stimulus presentation. It is discussed that functional Near-Infrared Spectroscopy is a good tool to investigate the frontoparietal network and its relationship with performance in attention tasks; it could be used to further investigate other approaches on attention, such as the dual network model of cognitive control and brain states views based on complex systems analysis; and finally, it could be used to investigate attention in naturalistic settings.
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Sustained attention (SA) refers to the maintenance of engagement in a specific task for long periods of time (Fortenbaugh et al., 2017). It requires prolonged conscious effort of cognitive processing for at least ten seconds (Langner & Eickhoff, 2013). Because of its monotonous characteristics, simple tasks such as detection or discrimination tasks impose more demand on SA than tasks that require complex stimulus processing or high order executive function (Langner & Eickhoff, 2013). Both vigilance and tonic alertness can be considered synonyms for SA. The importance of SA lies in the proposition that it might be one of the earliest and simplest forms of “self-regulatory and endogenous control over one’s attention and cognitive system” (Yu & Smith, 2016).

The psychomotor vigilance task (PVT) is an example of a simple detection task that is used to assess SA. It was originally proposed by (Dinges & Powell, 1985) as a tool to investigate the effects of sleep deprivation on performance during sustained operation. During this task, participants are asked to respond to a stimulus every time it occurs, and their reaction times (RT) are tracked. The task allows for quantitative measures such as RT means, RT variability, and RT decrement. Currently, adaptations for computers or hand devices have been made (Arsintescu et al., 2017; Khitrov et al., 2014), which allows the PVT to be employed in a variety of contexts. For example, researchers have employed functional magnetic resonance imaging (fMRI) during PVT to investigate brain patterns associated with autism and obsessive-compulsive disorder (Carlisi et al., 2017), post traumatic brain injury fatigue (Nordin et al., 2016), and neuropsychology evaluation on workers during night shifts (Jaipurkar et al., 2019; McHill & Wright, 2019).

In one of the first studies applying fMRI to assess neural correlates of performance variation during PVT, Drummond et al. compared the hemodynamic activity related to fast and slow RT responses (Drummond et al., 2005) of healthy
adults. Fast responses were considered those responses with a short RT, while slow responses were considered those with a long reaction time. In quantitative terms, the authors defined fast responses as the shortest 10% RT and slow responses as the longest 10% RT. They also investigated the effects of sleep deprivation on brain activation during PVT, but these results will not be discussed since the focus of the present article is on healthy subjects in regular situations. One of the main findings was that fast RT was related to higher activity on right middle frontal gyrus, right inferior parietal lobe, premotor area (dorsal, and ventral – supplementary motor area), and subcortical regions (like putamen, caudate nucleus and globus pallidus). On the other hand, slow RT was related to activity on medial frontal cortices and the ventral anterior cingulate cortex. The results demonstrated involvement of the Frontoparietal Network (FPAN) (Lawrence et al., 2003; Sturm & Willmes, 2001) during fast responses, and of the Default Mode Network (DMN) (Raichle & Snyder, 2007) during slow responses.

The neural mechanisms of PVT-like tasks were further explored by Langner and Eickhoff in an extensive metanalysis that only included studies using simple detection and RT tasks (Langner & Eickhoff, 2013). The authors found involvement of the same areas above mentioned, pointing to a right lateralized frontoparietal network for vigilance or sustained attention. They argue that each component of this network might have different functions that could be disentangled in bottom up and top-down processes, resulting in subtypes of attentional processing.

The phenomena of engaging in a task and sustaining this engagement was also discussed by Dosenbach et al. (2008). The authors employed a mixed blocked/event related fMRI design across a large number of tasks in order to identify the core top-down processing areas involved in any cognitively demanding situation. Based on their findings (Dosenbach et al., 2006; Dosenbach et al., 2007), the authors argue that any goal-directed cognitive task involves two brain networks that allow for different brain functions and, consequently, for different patterns of brain activation. This view is called the Dual Network Approach under which the frontoparietal network consists of dorsolateral prefrontal cortex (dLPFC), inferior parietal lobe (IPL), dorsal frontal cortex (dFC), inferior parietal sulcus (IPS), precuneus and middle cingulate cortex (mCC). This network presents activity related to task cues, generally related to trial initiation and feedback to participants’ responses. Such functions are similar to those called as phasic alertness. The second network is the cingulo-opercular network composed of anterior prefrontal cortex (aPFC), anterior insula/frontal operculum (aI/fO), dorsal anterior cingulate cortex/medial superior frontal cortex (dACC/msFC) and thalamus. The cingulo-opercular network “carries set-maintenance activity that extends across the performance of many trials of a task” (Dosenbach et al., 2008), which can be compared to tonic alertness.

The dual-network approach points to the need of a broader view when analyzing the hemodynamics associated to cognitive tasks. First, it indicates that, when studying performance in cognitive tasks, one should look not only for the hemodynamic response and sustained block activities, but also to pre-stimulus activity. Indeed, it has been demonstrated that ongoing brain activity before stimulus presentation could predict participants’ performance in an adapted Stroop task (Coste et al., 2011; Nozawa et al., 2014). Second, it is suggested that hemodynamic activity may present different characteristics depending on performance and on brain area (an example can be found on (Hinds et al., 2013).

The vast majority of evidence on the hemodynamics correlates of PVT comes from a single method, namely, functional magnetic resonance (fMRI). An alternative is found in functional Near-Infrared Spectroscopy (fNIRS), a neuroimaging modality that can measure cortical hemodynamics by the emission and detection of near-infrared light (~700–900 nm) (Len-Carrin & Len-Domniguez, 2012). From a physiological perspective, fNIRS is analogous to fMRI since it measures hemodynamic changes, putatively proxying neural activity through neurovascular coupling mechanisms. In comparison with fMRI, fNIRS is less costly, easily handled and less sensitive to motion artifacts; it also allows for measurements in natural settings (i.e., outside a lab or a scanner). These advantageous features allow for higher applicability and for investigation in less artificial conditions, which have fostered the use of fNIRS in several studies on cognition. Examples of application of fNIRS on attention research can be found in (Harrivel et al., 2013), which employed fNIRS to discriminate between rest and attention tasks; and in (Bogler et al., 2014), which demonstrated that oxyhemoglobin changes measured by fNIRS correlate with RT variation in a Stroop task.

Regarding the use of fNIRS on investigation of brain correlates of PVT, only a few studies can be found. Hall et al. used PVT to investigate attentional deficits in adolescents that were born preterm (Hall et al., 2008); although differences on attention measures were found, no differences on fNIRS data were observed. Hiroyasu et al. demonstrated that there are hemodynamic differences between sensory modality (auditory or visual) of PVT and that there are also differences between PVT and a GO/NOGO sustained attention task (Hiroyasu et al., 2012). Borragán et al. applied PVT to study prefrontal connectivity and sleep deprivation in healthy young adults, and found that decreased brain connectivity mediates sleep impairment and sustained attention depletion (Borragán et al., 2019). Yet, no study directly compared differences in hemodynamic activity associated with good and poor performance on PVT.
Considering the relevance of PVT for the neuropsychology field and the possibility to investigate its neurophysiological correlates with a more accessible and flexible tool, in this work we aimed to first replicate (Drummond et al., 2005) findings using fNIRS, and then to further explore the advantages of fNIRS to test (Dosenbach et al., 2007) dual network model for sustained attention. Specifically, our objectives were to assess: (a) which areas, if any, present differences in the hemodynamic response between fast and slow RTs; (b) which areas, if any, present differences on variation of oxy- and deoxy-hemoglobin levels before stimulus onset between fast and slow RTs, and; (c) potential differences in the shape of the hemodynamic curve between areas and between fast and slow responses. We hypothesized that there would be differences in both hemodynamic activity and pre-stimulus hemodynamic variation between fast and slow RTs, and that these differences would be observed primarily in frontoparietal areas. We also hypothesized that it would be possible to observe different shapes of the hemodynamic curve that resembles the different brain/cognitive functions proposed by Dosebanch et al. (2007).

Materials and methods

Participants

Thirty healthy graduate and undergraduate students took part in the study. All participants were between 18 and 35 years old, right-handed, and with no history of mental illness, drug abuse, or use of psychoactive medications that could affect the hemodynamic signals. Participants were recruited through announcements on social media, their participation was voluntary and they received no gratifications for taking part in the study. Five participants were excluded from the study due to bad quality signals on more than 20% of fNIRS channels. Therefore, twenty-five participants were included in data analysis (26 years old, SD = 6), 11 females and 14 males.

Experimental procedures

Psychomotor vigilance task (PVT)

We used a computer version of the PVT, as proposed by Khitrov et al. (Khitrov et al., 2014) with some adaptations. Participants comfortably seated in front of a computer screen presenting a black background, occasionally a red millisecond counter was presented (Fig. 1). As soon as the counter appeared, the participant should click in the mouse, the counter would show and register the participants’ reaction time (RT) and then would disappear. The timer appeared with an interstimulus interval (ISI) ranging from 10 to 20 s, randomly assigned from a uniform distribution. We established a long ISI in order to prevent mixing hemodynamic responses of two or more consecutive trials. Since it is pointed that the canonical hemodynamic response takes about ten seconds to return to baseline levels after reaching a
peak (Gratzer and Kolla as cited in Xu et al., 2016), we decided that there should be 10 s or more between each trial. The task lasted 15 min with a total of approximately 60 trials.

fNIRS acquisition

While performing the PVT, participants had their heads scanned with an fNIRS device (NIRScout, NIRx Medical Technologies, Glenn Head, NY). The sources emitted light on two wavelengths, 760 nm and 850 nm, at a sampling rate of 7.8 Hz. A montage with 16 sources and 16 detectors was used, summing up 49 channels, with source-detection separation of three centimeters. The optodes were placed on a cap following the 10–20 EEG international system (Fig. 2) (Klem et al., 1999). Since previous studies have shown that sustained attention is mainly a right lateralized function (Langner & Eickhoff, 2013), optodes were only distributed on the right side of the scalp (See Supplementary Material 1 for illustration). fNIRS channels were grouped into eight regions of interest (ROIs) identified as (1) medial prefrontal cortex, (2) dorsolateral pre-frontal cortex, (3) lateral pre-frontal cortex, (4) pre-central gyrus, (5) post-central gyrus, (6) superior parietal cortex, (7) inferior parietal cortex, (8) occipital cortex (see Supplementary Material 2 for detailed information on channels and its corresponding ROIs). The software fOLD (Morais et al., 2018) was used to make sure that the ROIs were properly covered by the optodes.

Data analysis

Behavioral data

For all subjects, the RTs were measured in each trial. Participants’ responses were classified according to Khitrov & Laxminarayan (2014) proposition: RTs shorter than 100 ms were classified as anticipation, RTs longer than 500 ms were considered minor lapses, RTs longer than 1000 ms were denominated major lapses, and RTs longer than 3000 ms were considered no responses. Responses presenting RTs between 100 and 500 ms were considered regular responses. For each participant’s regular responses, we calculated the longest and shortest RT deciles. The responses on the lowest decile were considered fast responses and those on the highest decile were considered slow responses.

fNIRS data

Initially, we checked the raw signal quality using the software NirsLab version 2017.06 (NIRx Medical Technologies, Glenn Head, NY). Briefly, the coefficient of variation (CV) was calculated for each channel. Channels that presented CV higher than 15% were considered bad channels and were excluded from the analysis. Data from participants that presented more than 20% of bad channels were also excluded.

Raw light intensity data from the remaining channels were transformed into oxy-hemoglobin (HbO) and deoxy-hemoglobin (Hb) concentration changes by applying the modified Beer-Lambert law (Cope & Delpy, 1988). A pre-whitening filter was applied to remove data temporal autocorrelation. A band-pass filter from 0.01 to 0.2 was applied in order to decrease physiological artifacts. A General Linear Model (GLM) was performed for both HbO and Hb time series of each channel. In the GLM, variations of Hb and HbO concentration levels at each channel were modeled by a canonical Hemodynamic Response Function (HRF) convolved with a binary time series containing the stimulus timings. The beta regression coefficients were obtained as an indicator of brain activity for each channel. Beta values were then compared between conditions for each individual using a t-test with a significance level of 0.05. For data visualization, t-test results were plotted in statistical parametric mappings (SPM) comparing data relative to fast responses versus baseline (baseline is considered the entire measurement time length), slow responses versus baseline and fast versus slow responses. To assess the correlation between brain activity and behavior, Spearman correlation tests were conducted between beta values and RT measures.

Pre-stimulus activity and time course visualization

Besides the standard SPM analysis, an alternative analysis was conducted on the same data set in R (R Core Team, 2018). Briefly, raw data from light intensity collected by fNIRS channels were converted to optical densities on Homer2 v.2.3 (Huppert et al., 2009) following the pipeline from (de Souza Rodrigues et al., 2019). It was then converted to concentration variation of HbO or Hb. A bandpass filter from 0.01 to 0.08 Hz was applied over the optical densities obtained after data collection, it was used in order to maintain only low frequency signals for analysis. These frequencies are shown to be more representative of spontaneous
fluctuations in brain activity (Hosomi et al., 2019). Measures of optical densities were then converted to oxyhemoglobin (HbO) and deoxyhemoglobin (Hb) concentration changes using a modified Beer-Lambert Law. A principal component analysis (PCA) was computed and then the two main components were removed in order to remove the hemispheric signal, an approximation of the global signal removal.

For purposes of data visualization, the time series of oxyhemoglobin variation levels were averaged across participants for each channel and each condition. Since stimulus duration varied in a time frame of milliseconds, we considered that the stimulus presentation and its following response lasted for 1 s. A window of 6 s before and 10 s after stimulus presentation were plotted on graphs for visual inspection. For purposes of pre-stimulus data analysis, we considered only the signals related to three seconds before and two seconds after stimulus presentation for statistical analyses. Since hemodynamic response is slow, we considered that data around two seconds after stimulus presentation still referred to events occurring before it. Mean oxyhemoglobin concentration was calculated in this period for each ROI in each condition for each participant. Wilcoxon signed rank tests were conducted to check the differences between conditions on each ROI. A corrected significance threshold of 0.05 was considered. Supplementary materials include the results of statistical tests per channel instead of ROIs (S2).

Results

Behavioral results

Participants have not presented any major lapses, anticipations nor no responses. They presented a total RT mean of 251.97 ms (±59.73 ms). Fast responses RT (Mean = 210.1 ms SD = 3.4 ms) and slow responses RT (Mean = 385.4 ms, SD = 13.8 ms) was significantly different from one another (t = −15.3, p < 0.001).

fNIRS results

We lost 16.7% of participants (5 out 30) and 15.7% of all channels, due to bad quality signals. Approximately, we have lost 8.7 channels per participant.

SPM

For purposes of data description, we considered only channels that presented significant results for both HbO and Hb measures. We found differences between fast responses and baseline mainly on a large portion of the parietal cortex, in the motor and premotor area, inferior frontal and medial frontal cortex (Fig. 2). Regarding comparisons between slow responses and baseline, we found differences only in the inferior frontal cortex (Fig. 2). Comparisons between fast and slow responses showed that fast responses present more activation in the parietal areas (channels 41 and 43, P4-CP4 and P4-P6, respectively) (Fig. 1).

The functional activation of the brain was found to be correlated with behavior (as measured by mean RT) only for HbO in a portion of the inferior parietal cortex. Table 1 shows the correlation coefficients between mean RT and HbO beta values for two channels.

Pre stimulus activity

We found that HbO concentration changes increased during fast responses and decreased during slow responses on both mPFC and inferior parietal cortex (Table 2). At the same time no significant differences were found on Hb measures between the two conditions in any ROI (Table 2), although there is a trend in the same direction of HbO results.

| Table 1 Correlations between behavioral and physiological data |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                              | HbO fast        | HbO slow        | Hb fast         | Hb slow         |                 |                 |
|                              | c41 c43         | c41 c43         | c41 c43         | c41 c43         |                 |                 |
| Mean RT                      | R –0.048 0.004  | –0.479* –0.216  | –0.167 0.116   | –0.315 –0.155   |                 |                 |
| Sig. (2 tailed)              | 0.821 0.985     | 0.015 0.299     | 0.425 0.580    | 0.126 0.458     |                 |                 |
| RT SD                        | R –0.155 –0.040 | –0.235 –0.162  | 0.007 0.008    | –0.118 –0.110   |                 |                 |
| Sig. (2 tailed)              | 0.461 0.849     | 0.257 0.438     | 0.974 0.968    | 0.573 0.601     |                 |                 |
| Mean attentive RT            | R 0.140 0.151   |                 | –0.160 0.212   |                 |                 |                 |
| Sig. (2 tailed)              | 0.503 0.471     |                 | 0.446 0.308    |                 |                 |                 |
| Mean inattentive RT          | R –0.301 –0.025 |                 | –0.195 –0.179  |                 |                 |                 |
| Sig. (2 tailed)              | 0.144 0.907     |                 | 0.351 0.391    |                 |                 |                 |

Correlation between some behavioral data and beta values extracted after SPM analyses. *R Spearman correlation, Sig. Significance, RT Reaction Time, HbO oxyhemoglobin, Hb deoxyhemoglobin, C channel, SD standard deviation
Considering the data from each channel separately, it was found that channel 2 (FPz-AFz, on mPFC ROI) presented higher HbO and lower Hb in fast responses when compared to slow responses. Channel 42 (P2-P4, on Inferior parietal ROI) presented higher levels of HbO concentration changes only during fast responses (p < 0.05 and W value = 238, see Supplementary material 3 and 4).

Data time course visualization

Figure 3 presents the time course of HbO concentration changes around stimulus presentation. Fast responses presented an increase in the levels of HbO changes on mPFC and Inferior Parietal area when compared to slow responses. The Inferior Frontal Gyrus indicated a trend in the opposite direction; although not statistically significant, in this region, HbO concentration changes appeared to decrease during fast responses.

Regarding the temporal dynamics of the concentration changes it is observed in Inferior Parietal ROI (Fig. 3) differentiation between conditions some seconds before the stimulus presentation and a tendency to return to similar levels some seconds after the stimulus, possibly indicating that ongoing hemodynamic activity might alter the response to stimulus presentation. The pattern of activity presented in Inferior Parietal ROI can also be observed in channel 42 individually (Fig. 4). Channel 2, on the other hand, presents a rather sustained difference between conditions both before and after stimulus presentation. Additionally, it can also be observed a pattern of activity similar to a hemodynamic response in channel 3 (Fig. 4) in which there is a raise on HbO levels only some seconds after stimulus presentation. Supplementary Material 5 presents time courses for HbO together with Hb.

Discussion

The present work aimed to investigate (a) whether there are differences in the hemodynamic response between fast and slow RT; (b) differences on variation of HbO and Hb levels before stimulus onset between fast and slow RT; and (c) whether there were differences in the shape of the hemodynamic curve between fast and slow responses in different brain areas. We found differences between fast and slow RT both in the location of the hemodynamic response and in the pre stimulus activity. It was also found that different

### Table 2  Statistics for Hb and HbO concentration changes

| ROI   | Area            | Mean Hbo± sd (μM mm) | Mean HbO± sd (μM mm) | W statistic | p value |
|-------|-----------------|----------------------|-----------------------|-------------|---------|
| 1     | mPFC            | 8.7 (±17.5)          | −4.67 (±20)           | 240         | 0.037*  |
| 2     | dPFC            | 0.92 (±27)           | −6.62 (±20.7)         | 205         | 0.263   |
| 3     | iPFC            | −6.4 (±34)           | 7.4 (±41.0)           | 113         | 0.191   |
| 4     | Precentral      | 5.0 x 10^-4 (±14)    | −3.4 (±20.0)          | 180         | 0.653   |
| 5     | Postcentral     | −2.8 (±17)           | 1.7 (±23)             | 139         | 0.542   |
| 6     | Sup. Parietal   | 1.9 (±23)            | −0.88 (±17)           | 181         | 0.634   |
| 7     | Inf. Parietal   | 9.9 (±27.6)          | −6.6 (±17)            | 248         | 0.020*  |
| 8     | Occipital       | −0.87 (±28)          | −0.54 (±32)           | 157         | 0.895   |

Descriptive statistics and statistical analyses for oxyhemoglobin concentration changes on each ROI for each condition

ROI Region of Interest, Hbo Oxyhemoglobin, Hb Desoxhemoglobin, mM-mm millimolar millimeter, sd standard deviation, mPFC medial Prefrontal Cortex, dPFC dorsolateral Prefrontal Cortex, iPFC inferior Prefrontal Cortex, Sup. superior, Inf. Inferior

*statistical significance (p < 0.05) on Wilcoxon test
shapes of the time course of the hemodynamics could possibly reflect different activity patterns.

We have presented two sets of analysis. In the first of them, we conducted a GLM-based SPM. This analysis brings information on the hemodynamic response to a stimulus. Data pointed that, when compared to slow responses, fast responses present more involvement of inferior parietal areas, medial prefrontal and motor regions. These findings are analogous to (Drummond et al., 2005). Both studies found that fast responses on PVT show more activity in some right medial frontal regions, right inferior parietal lobe, and motor areas. These areas are part of a frontoparietal sustained attention network, involved in allocation of attentional resources and sustainment of attention (references).

In order to further investigate the relationship between neurophysiological and behavioral data we conducted an exploratory analysis of the correlation between RT and beta variations extracted from GLM. Even though we could not find any robust correlations, our data suggests that a portion of the inferior parietal cortex (P4 and CP4 of the 10–20 International EEG System) might be related to RT variations which is in accordance with our initial location hypothesis. Similar results were found by (Bogler et al., 2014) who have demonstrated correlations between hemodynamic activity assessed by fNIRS on frontoparietal areas and RT.

In the second set of analyses, we focused on ongoing brain activity. Thus, we conducted a second set of analysis investigating differences on mean Hb variations before stimulus presentation. Again, there were differences in Hb variations between fast and slow responses in inferior parietal cortex and medial prefrontal cortex. These findings are in agreement with two fMRI studies (Bogler et al., 2014; Coste et al., 2011; Nozawa et al., 2014) showing that previous hemodynamic activity can inform further reaction time in Stroop tasks. Yet, one fNIRS study (Bogler et al., 2014) indicated negative results when attempting to predict RT through hemodynamic measures.

We have found differences between fast and slow responses both before and after stimulus onset in frontoparietal areas. These temporal characteristics, together with the localization in which they presented themselves, are analogous to Dosenbach and colleagues’ data (Dosenbach et al., 2007). The authors demonstrate that there are two main brain networks interplaying during cognitive tasks: a preparatory, set-maintenance activity sustained across the whole task and a responsive, adaptive activity, involved in self-monitoring and adjusting. Although our data does not bring robust evidence for the dual-network approach it is an indicative that our experimental paradigm might be a simple, less costly and effective way to test it.

Our data on pre-stimulus activity might also be in accordance with a brain state approach, as presented by (Deco et al., 2019) and (Deco et al., 2019; Ponce-Alvarez et al., n.d.). Deco et al. discuss that our brain fluctuates between different mental states while attention fluctuates. Ponce-Alvarez et al. present data showing that our brain responds

---

**Fig. 3** HbO time courses. Note. Averaged time course across all participants of HbO concentration changes between fast and slow conditions. The count of 50 frames on x axis corresponds to approximately 6 s. Black vertical line represents stimulus presentation; gray vertical lines circumscribe the period from which data was considered for statistical tests. *ROIs that presented statistically significant differences between conditions on Wilcoxon test (p value <0.05).
differently depending on which brain state is ongoing at the moment a stimulus is presented. A similar situation might have happened in our study. We hypothesize that there were two different brain states, one during which stimulus presentation could have had high probability of being followed by slower RT and another in which stimulus presentation could have had high probability of being followed by faster RT. In this case, good performance would not be associated by a preparatory brain activity, but to different states the brain would be found in when stimuli were presented. Yet, further research is needed to better investigate the use of fNIRS to test Deco and Ponce-Alvarez brain state approach.

When it comes to data analysis, it is possible to argue that we should have used a p-corrected value in order to prevent type 1 errors after running 8 Wilcoxon tests. But, considering that our study is an exploratory study, that neurophysiological data is highly variable, and that correcting for repeated measures could induce type 2 errors, no correction was conducted. Indeed, our effect size might look small and bigger sample size is advised. Yet, the fact that two very different data analysis methods, SPM and simple statistics, pointed practically to the same conclusions, we argue that our results are not mere false positives.

Our results are tightly dependable on some experimental characteristics that should be highlighted. We used a uniform randomization of the interstimulus interval which allows for some level of anticipation and preparation that might have affected behavioral performance, and consequently its neural correlates. This type of randomization allows for discrimination of interstimulus interval, since the more time had passed, the more likely it was for the stimulus to appear. A randomization with an exponential distribution could lead to less predictability and possibly lead to different neurophysiological results. Another important experimental characteristic is the fact that participants received feedback in each trial, since their reaction times were shown on the screen right after each response. This fact might have led to less expressive slow responses, since they tended to improve their performance after the presentation of a high reaction time. It also might also have influenced fNIRS data, an experimental task that does not provide feedback might lead to different results.
Thus, one limitation of our study is that it does not allow for differentiation between vigilance, motor readiness and time estimation components of the physiological response. Although they might sound like very similar processes, it is said that they are independent components and might have different neural correlates (Brown et al., 2011; Brunia, 1993; Hsu, 2005; Oken et al., 2006). Other disadvantages are related to fNIRS spatial and temporal specificities. In our study we have covered only the right side of the scalp, leaving aside important structures in the other hemisphere that play a role in attention. Beyond that, fNIRS is able to collect data of only superficial cortical structures and it has a spatial resolution of about two centimeters (León-Carrión & Len-Domínguez, 2012). This leaves out deep structures and might not differentiate different segments of proximate brain areas. It is considered an important disadvantage, since it hinders the investigation of important areas of the DMN, of the dACC/msFC network and of the aI/fO network. Also, fNIRS collects data on hemodynamic activity which is too slow – happens in the time frame of seconds – when it comes to studying cognitive processes that happen in the time frame of milliseconds.

On the other hand, the fact that the hemodynamic activity is slow and that differences in performance were found both before and after the time point of interest might be an interesting solution to a different kind of problem. Since fNIRS is more tolerant to movement artifacts it has been applied on neuroscience studies in naturalistic settings (Balardin et al., 2017; Brockington et al., 2018). Yet, one challenge naturalistic studies face is the precise determination of moments in time from which to consider brain activity (Pinti et al., 2020) - in other terms, how to precisely time triggers for data analysis. Our data indicates that the differences in brain activity related to attention states can be found in two different time windows both before and after the moment of interest. This evidence might allow some flexibility in timing moments of interest when conducting naturalistic studies of attention.

Conclusion

In summary, our study shows that there are differences of cortical hemodynamic activity in frontoparietal areas between fast and slow responses. It also shows that the data time course of this activity might reflect different brain and cognitive functions.
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