Hidden symmetries, spin and charge of artificial magnetic monopoles
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We discuss the non-Abelian artificial magnetic monopoles associated with \( n \)-level energy crossing in quantum systems. We found that hidden symmetries reveal themselves as observables such as spin, charge and other physical degrees of freedom. We illustrated our results on concrete examples of two and three energy-level crossing. Our results can be useful for modeling of various phenomena in physical and biological systems.
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I. INTRODUCTION

Recent experimental results provide evidence for the emergence of artificial magnetic monopoles in the crystal-momentum space, noncommutative quantum mechanics, the anomalous Hall effect of ferromagnetic materials, and magnetic superconductors, trapped \( \Lambda \)-type atoms, anisotropic spin systems, in a Bose-Einstein condensate and magnetic superconductors, trapped \( \Lambda \)-type atoms, the anomalous Hall effect of ferromagnetic materials, and magnetic superconductors, trapped \( \Lambda \)-type atom interacting with two laser beams, the \( SU(3) \) monopole emerges. We show that in this case, the hidden symmetry reveals itself not as the spin of the monopole but as a rather complicated mixture of spin and charge degrees of freedom.

The structure of the paper is as follows. In Sec. II, we describe the Dirac magnetic monopole’s general properties and discuss its spin. In Sec. III, we discuss the relationship between artificial magnetic monopoles and geometric phases. We show how the isospin of the artificial magnetic monopole turns into the monopole’s spin. In Sec. IV, we discuss the properties of quasienergies and geometric phases for time-periodic quantum systems. In particular, we consider superconducting qubit interacting with two laser beams, the \( SU(3) \) monopole emerges. We demonstrate that in this case, a non-Abelian single fictitious magnetic monopole with a matrix-valued charge occurs. In Conclusion, we discuss our results and possible applications. Through the paper, unless stated otherwise, we use the natural units, \( \hbar = c = 1 \).

II. MATHEMATICAL PRELIMINARIES

A magnetic monopole, introduced by Dirac in 1931 [20], yields a magnetic field of pointlike particle,

\[
B = \frac{q}{r^3},
\]

where \( q \) is a charge of monopole. From the second pair of Maxwell equations it follows,

\[
\nabla \cdot B = 4\pi q \delta^3(r).
\]
However, the definition $\mathbf{B} = \nabla \times \mathbf{A}$ implies that $\nabla \cdot \mathbf{B} = 0$, that is in a contradiction with Eq. [2]. This contradiction can be resolved by using a singular vector potential,

$$\mathbf{A}_n = q \frac{\mathbf{r} \times \mathbf{n}}{r(r - \mathbf{r} \cdot \mathbf{n})}.$$  

Here the unit vector, $\mathbf{n}$, determines the direction of a singular string passing from the origin of coordinates to infinity. It is easy to verify now that $\mathbf{B} = \text{rot}\mathbf{A} + \mathbf{h}$, where

$$\mathbf{h} = 4\pi q n \int_0^\infty \delta(\mathbf{r} - n\mathbf{r}) d\tau$$  

is the contribution of the singular string.

The choice of the vector potential [3] is unique up to a gauge transformation. For instance, the Schwinger’s choice is [27]

$$\mathbf{A}^{SW} = \mathbf{A}_n + \nabla\chi_n,$$  

where

$$\nabla\chi_n = q \frac{n \times \mathbf{r}}{r^2 - (\mathbf{n} \cdot \mathbf{r})^2},$$

with $\chi_n$ being polar angle in the plane orthogonal to $\mathbf{n}$. The Dirac and Schwinger vector-potentials are related as follows:

$$\mathbf{A}^{SW} = \frac{1}{2}(\mathbf{A}_n + \mathbf{A}_{-n}).$$

From rotational symmetry of the theory, it follows immediately that an arbitrary gauge transformation $\mathbf{A}_n \to \mathbf{A}_n'$ can be undone by rotation $\mathbf{r} \to g\mathbf{r}$, $g \in SO(3)$. Using this fact and adapting the results of [30-32], one can show that the compensating gauge transformation $U_g$ is defined by a nonintegrable phase factor,

$$U_g \Psi(\mathbf{r}) = \exp(i\alpha(\mathbf{r}, \mathbf{n}; g))\Psi(\mathbf{r}),$$

where $\alpha(\mathbf{r}, \mathbf{n}; g) = e \int R \mathbf{A}_n(\xi) \cdot d\xi$, $\mathbf{r}' = g\mathbf{r}$,

where the integral is taken along the geodesic $\mathbf{r}' \subset S^2$.

The equation of motion of a non-relativistic particle of a charge $e$ and mass $m$, moving in the field of a magnetic monopole, reads

$$m\ddot{\mathbf{r}} = \frac{\mu}{r^3} \mathbf{r} \times \dot{\mathbf{r}},$$

where $\mu = eq$. From Eq. [12] one can deduce that

$$\frac{d}{dt}\mathbf{J} = 0, \quad \frac{d}{dt}(\mathbf{J} \cdot \mathbf{S}) = 0 \quad \text{and} \quad \frac{d}{dt}(\mathbf{J} \cdot \mathbf{L}) = 0.$$  

Here $\mathbf{L}^g = \mathbf{r} \times (\mathbf{p} - e\mathbf{A})$ is a gauge invariant angular momentum, and

$$\mathbf{J} = \mathbf{L}^g + \mathbf{S},$$

is a total angular momentum, $\mathbf{S} = -\mu\dot{\mathbf{r}}$ with $\mathbf{r}$ being a unit vector from $q$ to $e$.

One can show, by making use of Eqs. [12], [14], that the motion of the charged particle is confined to a cone with axis $\mathbf{J}$ and angle $2\theta_0$ (see Fig. 1). From Eq. (12) one can deduce that

$$\cos \theta_0 = \frac{\mu}{J}.$$  

The unit vector $\mathbf{r}$ precesses around $\mathbf{J}$ with the angular velocity

$$\omega = \frac{J}{mr^2}.$$  

The motion of the charged particle in the field of the magnetic monopole is unbounded (Fig. 1), and taking into account the conservation of the energy, one can write

$$r = \sqrt{v^2t^2 + b^2},$$

where $b$ is the minimal distance between the particle and monopole located at the origin of coordinates. The equation of orbit can be written as,

$$\frac{b}{r} = \cos \left(\frac{L^g}{J}\varphi\right), \quad -(J/L^g)\pi/2 < \varphi < (J/L^g)\pi/2,$$

where $L^g = |L^g|$.

In the framework of the quantum mechanics, a motion of charged massive non-relativistic particle in the field of a magnetic monopole is described by the Schrödinger equation

$$i\frac{\partial}{\partial t}\Psi = H\Psi,$$

where the Hamiltonian is given by

$$H = \frac{1}{2m}(\mathbf{p} - e\mathbf{A})^2.$$  

Dirac showed that quantum mechanics is consistent with the existence of magnetic monopoles, if the quantization condition $2\mu = n$, with $n$ being integer, holds [26].

Writing the wavefunction as $|\Psi\rangle = e^{-iE_t}|\psi\rangle$ and employing the spherical coordinates, we obtain for eigenvalue problem, $H|\psi\rangle = E|\psi\rangle$, the following equation,

$$-\frac{1}{2m}\frac{\partial^2}{\partial r^2} + \left(\frac{J^2 - \mu^2}{2mr^2}\right)|\psi\rangle = E|\psi\rangle.$$
In a classical approach the last term in Eq. (14) usually is interpreted as a contribution of the electromagnetic field, which carries an angular momentum [37–39],

\[ L_{em} = \frac{1}{8\pi} \int \mathbf{r}' \times (\mathbf{E} \times \mathbf{B}) d^3\mathbf{r}' = -\mu \hat{r}. \]  

A quantum-mechanical description leads to the generalization of this picture and interpretation of \( \mathbf{S} \) as a spin of the composed charge-monopole particle [7].

Classical total angular momentum [14] can be recast as

\[ \mathbf{J} = m\mathbf{r} \times \mathbf{v} - \mu \hat{r}. \]  

Motivated by this classical expression, one could introduce the spin by defining the momentum operator \( \mathbf{p} \) as [40],

\[ m\mathbf{v} = \mathbf{p} + \mathbf{S} \times \hat{r}/r, \]  

which yields

\[ \mathbf{J} = \mathbf{r} \times \mathbf{p} + \mathbf{S} = \mathbf{L} + \mathbf{S}. \]  

Here \( \mathbf{L} = -i\mathbf{r} \times \nabla \) is a standard angular momentum operator, and \( \mathbf{S} \) obeys usual spin commutation relations:

\[ [S_i, S_j] = i\varepsilon_{ijk}S_k, \quad [L_i, S_j] = 0. \]  

Then one can see that the gauge invariant operator \( \mathbf{L}^g \) leads to the following commutation relations:

\[ [L_i^g, L_j^g] = i\varepsilon_{ijk}(L_k^g + S_k), \]  

and, thus, it is not acceptable as the angular momentum for a charged particle moving in the field of a magnetic monopole. The correct commutation relations are obtained for the total angular momentum:

\[ [J_i, J_j] = i\varepsilon_{ijk}J_k, \quad [J^2, J_i] = 0. \]  

Computation of the kinetic energy, \( T = mv^2/2 \), yields

\[ H = \frac{1}{2m}p_r^2 + \frac{1}{2mr^2}(J^2 - (\mathbf{S} \cdot \hat{r})^2), \]  

where

\[ p_r^2 = \frac{1}{r^2}(\mathbf{r} \cdot \mathbf{p})^2 - ir \cdot \mathbf{p}. \]  

From (29) it follows

\[ [H, \mathbf{S} \cdot \hat{r}] = 0. \]  

Using (31), one can look for a solution of Eq. (21) obeying

\[ (\mathbf{S} \cdot \hat{r})|\psi\rangle = -\mu|\psi\rangle, \quad \mu = eq, \]  

\[ J^2|\psi\rangle = j(j+1)|\psi\rangle. \]  

Making use of these relations in Eq. (21) we obtain the radial Schrödinger equation.

Spin formulation of the theory, given by (29), leads to the non-Abelian vector potential [48]

\[ e\mathbf{A} = -\frac{\mathbf{S} \times \mathbf{r}}{r^2}. \]  

The magnetic field strength now is determined by

\[ \mathbf{B} = \nabla \times \mathbf{A} = -i\mathbf{e} \times \mathbf{A} = -\frac{(\mathbf{S} \cdot \hat{r}) \hat{r}}{e \cdot \hat{r}^2}. \]  

The Abelian approach is recovered employing the unitary transformation [48],

\[ U = \exp(-i\varphi S_3) \exp(i\theta S_2) \exp(i\varphi S_3). \]  

Under this transformation, (34) takes the form

\[ e\mathbf{A} = -S_3\left(1 - \cos \theta \right)\frac{\mathbf{e}_\varphi}{r \sin \theta}. \]  

For the eigenvalue \(-eq\) of the spin operator, this yields the Dirac vector potential [3] with \( \mathbf{n} = (0,0,-1) \).

III. GEOMETRIC PHASES AND ARTIFICIAL MAGNETIC MONOPOLES

Let \( \mathcal{H} \cong \mathbb{C}^{n+1} \) be the \((n+1)\)-dimensional Hilbert space and a set \( \{|e_\alpha\rangle\}, (\alpha = 0,1,\ldots,n) \) forms the orthonormal basis in \( \mathcal{H} \). Using the Einstein summation convention, a given quantum state \(|\psi\rangle \in \mathcal{H} \) may be written as

\[ |\psi\rangle = Z^n|e_\alpha\rangle, \]  

where the repeated index \( \alpha = 0,\ldots,n \). The space of rays is defined as an equivalence class of...
states $|\psi\rangle \simeq |\psi\rangle$, if $|\psi\rangle = c|\psi\rangle$, where $c \in \mathbb{C}$ is the complex constant. Thus, the space of rays being the projective Hilbert space is isomorphic to the complex projective space $\mathbb{C}P^n \cong S^{2n+1}/U(1)$. The normalized states belong to the unit sphere $S^{2n+1} \subset \mathbb{C}^{n+1}$. Indeed, the normalization condition $\langle \psi|\psi\rangle = 1$ implies $\bar{Z}_\alpha Z^n = 1$, where $\bar{Z}_\alpha = \delta_{\alpha 3} Z^3$, and $\delta_{\alpha 3} = \text{diag}(1,\ldots,1)$. The complex projective space may be parametrized as follows: Let us assume that $Z^n \neq 0$, then one can introduce the coordinates in $\mathbb{C}P^n$ as $w^i = Z^i/Z^n$ ($i = 1, 2, \ldots, n$).

For an arbitrary quantum evolution $t \rightarrow |\psi(t)\rangle \in \mathcal{H}$, the geometric phase $\gamma$ gained by the system on the time interval $(0,T)$ can be written as $\gamma = \gamma_t - \gamma_d$, where the total phase is $\gamma_t = \text{arg} \langle \psi(0)|\psi(T)\rangle$, the dynamical phase being $\gamma_d = -i \int_0^T \langle \psi(t)|\dot{\psi}(t)\rangle dt$. If the trajectory is closed curve $\mathcal{C}$ in the complex projective space $\mathbb{C}P^n$, then the initial normalized state returns to itself up to a phase factor: $|\psi(T)\rangle = e^{i\delta(T)}|\psi(0)\rangle$. Then the geometric phase is given by the integral over the $\mathcal{C} \in \mathbb{C}P^n$ in the complex projective space $\mathbb{C}P^n$:

$$\gamma = \oint_{\mathcal{C}} A \mod 2\pi, \quad \text{(38)}$$

where

$$A = \frac{i}{2} \left( \frac{\bar{w}_i dw^i - w_i d\bar{w}^i}{1 + \bar{w}_i w^i} \right), \quad \text{(39)}$$

is the connection one-form.

Applying the Stokes’s theorem, one can obtain

$$\gamma = \int_{\Sigma} F, \quad \text{(40)}$$

where the integration is performed over the surface $\Sigma$ subtended by the circuit $\mathcal{C}$, and $F = dA$ is the curvature two-form

$$F = i \bar{w}_i w_j - (1 + \bar{w}_k w^k) \delta_{ij} dw^i \wedge d\bar{w}^j \quad \text{(41)}$$

From the geometric point of view, the geometric phase $\gamma$ generates the holonomy element $\Gamma(\mathcal{C}) = \mathcal{P} \exp(i \oint_{\mathcal{C}} A)$, where $\mathcal{P}$ denotes path ordering, with respect to the natural connection in a principal $U(1)$-bundle $\mathbb{C}P^n$. The simplest illustrative example of geometric phase is a two-level system. In this case, the ray space is the Poincare sphere $S^2$; and the geometric phase space brings out to be one-half of the solid angle subtended by the closed curve in ray space.

The Aharonov-Anandan (AA) phase $\gamma_d \quad \text{(48)}$, is a particular case of the geometric phase $\gamma$, when the evolution of the quantum system is defined by the Schrödinger equation,

$$i \frac{\partial}{\partial t} |\Psi(t)\rangle = H(t)|\Psi(t)\rangle. \quad \text{(42)}$$

Suppose that the wavefunction $|\Psi(t)\rangle$, being a solution of Eq. (42), satisfies the following condition

$$|\Psi(T)\rangle = \exp(i\varphi)|\Psi(0)\rangle. \quad \text{(43)}$$

Let us consider a modified wavefunction

$$|\chi(t)\rangle = \exp(if(t))|\Psi(t)\rangle, \quad \text{(44)}$$

where $f(t)$ is any function satisfying $f(t + T) - f(t) = \varphi(t)$. Then, the total phase $\varphi$ calculated for the time interval $(0,T)$ may be written as $\varphi = \gamma + \delta$, where the “dynamical phase” is given by

$$\delta = -\int_0^T \langle \chi(t)|H(t)|\chi(t)\rangle dt, \quad \text{(45)}$$

and for the geometric AA phase $\gamma$ one has $\gamma_d \quad \text{(46)}$:

$$\gamma = \gamma_t - \gamma_d, \quad \text{(48)}$$

where $\gamma_t = \text{arg} \langle \Psi(0)|\Psi(t)\rangle$, and

$$\gamma_d = -i \int_0^T \langle \Psi(t)|\frac{d}{dt}|\Psi(t)\rangle dt. \quad \text{(49)}$$

For the adiabatic evolution with the periodic Hamiltonian, $H(t + T) = H(t)$, the AA geometric phase reduces to the Berry phase as follows. Let $|\psi_n(X)\rangle$ be eigenstate corresponding to the eigenvalue $E_n$. Then in the adiabatic approximation the geometric phase is given by

$$\gamma_n = i \int_C \langle \psi_n(X)|d\psi_n(X)\rangle. \quad \text{(50)}$$

Here we assume that the instantaneous eigenvectors form the orthonormal basis, $\langle \psi_m|\psi_n\rangle = \delta_{mn}$.

Validity of the adiabatic approximation is defined by the following condition:

$$\sum_{m \neq n} \left| \frac{\langle \psi_m|\partial H/\partial t|\psi_n\rangle}{(E_m - E_n)^2} \right| \ll 1 \quad \text{(51)}$$

This restriction is violated nearby the degeneracies, where the eigenvalues coalesce.

Inserting in the expression $F^n = dA_n$ the complete basis system condition $\sum_m |\psi_m\rangle \langle \psi_m| = 1$, and employing the Schrödinger equation, $H|\psi_n\rangle = E_n|\psi_n\rangle$, we obtain

$$F^n = -i \sum_{m \neq n} \frac{\langle \psi_n|\nabla_a H|\psi_m\rangle \langle \psi_m|\nabla_b H|\psi_n\rangle d\lambda^a \wedge d\lambda^b}{(E_m - E_n)^2} \quad \text{(52)}$$

It follows herefrom that the curvature $F^{(n)}$ diverges at the degeneracy points $\lambda^*$, where the energy levels, say $E_n$ and $E_{n+1}$, are crossing, $E_n(\lambda^*) = E_{n+1}(\lambda^*)$. For further it is of importance the following result: $\sum_n F^n = 0 \quad \text{(51)}$. 


A. Diabolical points and “magnetic” monopoles

In the typical case of double degeneracy with two linearly independent eigenvectors, the energy surfaces form the sheets of a double cone (see Fig. 2). The apex of the cone is called a “diabolical point” (DP) [18, 59]. For a generic Hermitian Hamiltonian, the co-dimension of the DP is three, and therefore, it can be characterized by three parameters: $R = (X, Y, Z)$ [18]. The eigenstates, $|n, R\rangle$, give rise to the Berry’s connection defined as $A_n(R) = i\langle n, R|\nabla_R|n, R\rangle$, and the curvature, $B_n = \nabla_R \times A_n$, associated with $A_n$ is the field strength of ‘magnetic’ monopole located at the DP [16, 19, 20]. The Berry phase, $\gamma_n = \oint_C A_n \cdot dR$, is interpreted as a holonomy associated with parallel transport along a circuit $C$ [50].

In what follows, we consider in detail the Berry phase associated with a generic Hamiltonian of two-level system:

$$H = \frac{1}{2} \left( \begin{array}{cc} \lambda_0 + Z & X - iY \\ X + iY & \lambda_0 - Z \end{array} \right), \quad X, Y, Z \in \mathbb{R}. \quad (54)$$

The solution of the eigenvalue problem, $H|u\rangle = E|u\rangle$, is given by $E_\pm = \lambda_0/2 \pm R/2$, where $R = (X^2 + Y^2 + Z^2)^{1/2}$. We choose the eigenvectors as,

$$|u_+\rangle = \left( \begin{array}{c} \cos \theta \frac{e^{i\varphi}}{2} \\ \sin \theta \end{array} \right), \quad |u_-\rangle = \left( \begin{array}{c} -e^{-i\varphi} \sin \frac{\theta}{2} \\ \cos \frac{\theta}{2} \end{array} \right), \quad (55, 56)$$

where $(R, \theta, \varphi)$ are the spherical coordinates in the parameter space. In the basis of the eigenstates $|u_\pm\rangle$ the Hamiltonian (54) reads

$$H = \frac{\lambda_0}{2} 1 + RS_3, \quad (57)$$

where $S_3 = \sigma_3/2$.

As one can see, the coupling of eigenvalues $E_+$ and $E_-$ occurs at the DP, determined by the equation

$$X^2 + Y^2 + Z^2 = 0. \quad (58)$$

Thus, the DP is located at the origin of coordinates in 3-dimensional parameter space, $\mathbb{R}^3$. At the DP we obtain

$$|u_+\rangle = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \quad |u_-\rangle = \left( \begin{array}{c} 0 \\ 1 \end{array} \right). \quad (59)$$

Inserting formulæ (55) and (56) into Eq. (47), we obtain the connection one-form as,

$$A_\pm = q_\pm (1 - \cos \theta) d\varphi, \quad (60)$$

where $q_\pm = \mp 1/2$, and upper/lower sign corresponds to $|u_\pm\rangle$, respectively. The related curvature two-form reads

$$F_\pm = dA_\pm = q_\pm \sin \theta (d\theta \wedge d\varphi, \quad \theta, \varphi \in \mathbb{C}, \quad (61)$$

and computation of the geometric phase yields

$$\gamma_\pm = \oint_C A_\pm, \quad (62)$$

where integration is performed over the contour $C$ on the sphere $S^2$. Applying the Stokes theorem we obtain

$$\gamma_\pm = \int_\Sigma F_\pm = q_\pm \Omega(C), \quad (63)$$

where $\Sigma$ is a closed surface with the boundary $C = \partial \Sigma$, and $\Omega(C)$ is the solid angle subtended by the contour $C$.

In the Cartesian coordinates the connection one-form and the curvature two-form can be written as,

$$A_\pm = \frac{q_\pm (X dY - Y dX)}{R(R + Z)}, \quad (64)$$

$$F_\pm = \frac{q_\pm}{R^2} \epsilon_{ijk} X^k dX^i \wedge dX^j. \quad (65)$$

FIG. 2. Dependence of the energy $E_\pm$ on $(X, Y)$ for fixed values of $Z$ ($\lambda_0 = 0$). Energy surfaces avoiding crossing ($Z = 5$). Energy surfaces crossing occurs at the DP ($X = Y = Z = 0$).

Since in the vicinity of each DP only terms related to the invariant subspace formed by the two-dimensional Jordan block make substantial contributions, the $N$-dimensional problem becomes effectively two-dimensional (for details see [18, 59]). This implies that there exists the map $\varphi : \mathbb{R}^N \mapsto S^2$ such that in the vicinity of the DP the quantum system can be described by the effective two-dimensional Hamiltonian, $H_\varphi = (1/2)\lambda_0 1 + (1/2)\mathbf{R} \cdot \mathbf{\sigma}$, where $\mathbf{R} = |E_{n+1} - E_n|$. This yields $\gamma_n \approx \oint_{\Sigma'} F^n$, where $\Sigma' = \varphi(\Sigma) \subset S^2$ and

$$F^n = q_\pm \frac{\mathbf{R} \cdot dS}{R^3}. \quad (53)$$

Thus, the geometric phase is independent of peculiarities of a quantum-mechanical system.
The obtained formulae describe two artificial ‘magnetic’ monopoles with the charges $q_+$ and $q_-$. One can write the field strength of these monopoles as

$$B = \frac{q}{R^3} \mathbf{R},$$

where $q = q_+$ and $\mathbf{R} = (X, Y, Z)$.

In general case, the vector potential involved in Eq. (64) can be recast as,

$$\mathbf{A} = q \frac{\mathbf{R} \times \mathbf{n}}{R(R - \mathbf{n} \cdot \mathbf{R})},$$

where the unit vector $\mathbf{n}$ determines the direction of a singular string passing from the origin of coordinates to infinity. For particular choice of $\mathbf{n} = (0, 0, -1)$ we obtain the vector potential (64).

### B. Spin of artificial monopole from isospin

The phenomenon of conversion of isospin degrees of freedom into the spin degrees of freedom was discovered in the SU(2) quantum gauge field theory, with the spontaneously broken isospin symmetry, in the field of magnetic monopole [63][62]. It was demonstrated that the similar phenomenon can arise in some quantum-mechanical systems with induced non-Abelian gauge fields, when there exists isotopic-spin-degenerate energy levels [63][64].

For the monopole (66) we introduce an isospin assuming that the internal (isotopic) degrees of freedom are related with the energy levels crossing at the DP. Below we show that isospin contributes to the total angular momentum and acts as a spin, confirming that the monopole spin comes out from isospin.

Consider a non-Abelian gauge field with internal (isotopic) degrees of freedom: $\mathbf{A} \rightarrow \mathbf{A} = \mathbf{A}_n I_a$, where $I_a = \tau_a/2$ are the generators of isospin, $\tau_a$ being the Pauli matrices. Assuming $\mathbf{A}^a = \mathbf{A}_D \sigma^a_3$, where $\mathbf{A}_D$ is taking from Eq. (60),

$$A_D^\nu = 0, \quad A_D^\rho = 0, \quad A_D^\varphi = \frac{1 - \cos \theta}{R \sin \theta},$$

we obtain $\mathbf{A} = -\mathbf{A}_D I_3$. The associated field strength is the “magnetic” field of the monopole,

$$\mathbf{B} = -I_3 \frac{\mathbf{R}}{R^2},$$

where $\mathbf{R} = \mathbf{R}/R$. Thus, the different charges of the monopole [65], being associated with $E_\pm$ energy surfaces crossing at the DP, can be described as the monopole with isotopic degrees of freedom.

The total angular momentum, $\mathbf{J} = \mathbf{R} \times (-i \nabla - \mathbf{A}) + \mathbf{R} I_3$, yields the following commutation relations:

$$[J_i, J_j] = \epsilon_{ijk} J_k.$$  

One can show that $J$ commutes with the Hamiltonian (57), and, thus, $J$ is conserved.

While explicitly the vector potential $\mathbf{A}$ does not manifest itself as a rotational invariant field, it is rotationally symmetric in the sense that there exists a gauge transformation $\mathbf{A} \rightarrow U^{-1} \mathbf{A} U + i U^{-1} \nabla U$ that compensates the rotational noninvariance of $\mathbf{A}$ [65].

Consider the following gauge transformations rotating the unit vector $\mathbf{R}$ on the sphere $S^2$:

$$U(\theta, \varphi) = \left( \begin{array}{cc} \cos \frac{\theta}{2} e^{i\varphi/2} & \sin \frac{\theta}{2} e^{-i\varphi/2} \\ -\sin \frac{\theta}{2} e^{i\varphi/2} & \cos \frac{\theta}{2} e^{-i\varphi/2} \end{array} \right).$$  

As one can see, $U(\theta, \varphi)$ brings the Hamiltonian (57) to its initial form [65]:

$$H = \frac{\lambda_0}{2} \mathbf{1} + \mathbf{R} \cdot \mathbf{S}. \quad \text{(72)}$$

Here $\mathbf{S} = \sigma/2$ comprises the Pauli matrices. In a new gauge, after some work one obtains [65][65]

$$\mathbf{A} = \frac{\mathbf{R} \times \mathbf{S}}{R^2}, \quad \text{(73)}$$

$$\mathbf{B} = -\frac{\mathbf{S} \cdot \mathbf{R}}{R^2} \mathbf{R}, \quad \text{(74)}$$

$$\mathbf{J} = \mathbf{R} \times (-i \nabla - \mathbf{A}) + \mathbf{R} (\mathbf{S} \cdot \mathbf{R}). \quad \text{(75)}$$

The curvature associated with the gauge field $\mathbf{A}$ is:

$$F_{ij} = \partial_i A_j - \partial_j A_i - i[A_i, A_j], \quad B_i = (1/2) \epsilon_{ijk} F_{jk}. \quad \text{(76)}$$

Next, inserting (73) into Eq. (25), we obtain $\mathbf{J} = \mathbf{L} + \mathbf{S}$, where $\mathbf{L} = \mathbf{R} \times \mathbf{P}$ is a standard operator of the angular momentum. Thus, we find that the total angular momentum $\mathbf{J}$ and projection of spin on direction $\mathbf{R}$ are conserved. Quantization is performed in the unitary gauge, where $\mathbf{R}$ is pointed in the third isospin direction:

$$\hat{\mathbf{S}} = i[H, \mathbf{S}], \quad \text{(79)}$$

For the Hamiltonian (72) we obtain

$$\hat{\mathbf{S}} = \mathbf{S} \times \mathbf{R}, \quad \text{(80)}$$

which is equivalent to the Bloch equation.

### IV. QUASIERGIEENCIES AND GEOMETRIC PHASES FOR TIME-PERIODIC QUANTUM SYSTEMS

#### A. Quasienergies and monopole spin

When a quantum $N$-level system interacts with the periodic external field, a dressed state (or quasi-particle)
appears. This quasi-particle is characterized by a combination of the parameters of the system and the external field. In particular, not energy but quasienergy becomes a good quantum number \( \varepsilon \). Below we will show that this quasi-particle gains additional degrees of freedom related to the artificial magnetic monopole at the DP’s vicinity. Thus, this monopole contributes to the dynamics related to the artificial magnetic monopole at the DP, where this quasi-particle gains additional degrees of freedom. Not energy but quasienergy becomes a good quantum number \( \varepsilon \).

Consider a time-periodic Hamiltonian \( H(t) \) with the period \( T = 2\pi/\omega \), such that \( H(t+T) = H(t) \). Let \( \vartheta = \omega t \) be a new variable. Then one can introduce the time-independent Floquet Hamiltonian,

\[
H_F = H - i\omega \partial / \partial \vartheta ,
\]

(81)

acting in the extended Hilbert space \( \mathcal{H} \otimes \mathcal{F} \), where \( \mathcal{F} = L^2(S^1, d\vartheta / 2\pi) \) is the space of square integrable functions on the circle \( S^1 \). The extended Hilbert space \( \mathcal{H} \otimes \mathcal{F} \) is equipped by the scalar product:

\[
\langle \langle \phi | \psi \rangle \rangle = \int_0^{2\pi} \langle \phi | \psi \rangle d\vartheta / 2\pi.
\]

Employing the Floquet theorem \([71,72]\), one can show that the solution of the Schrödinger equation can be written as,

\[
|\Psi_\varepsilon(t)\rangle = e^{-i\varepsilon t}|\Phi_\varepsilon(t)\rangle,
\]

(82)

where \( |\Phi_\varepsilon(t)\rangle \) is the periodic wavefunction with the period \( T \). The quasienergies \( \varepsilon \) are defined from the eigenvalue problem for the Floquet Hamiltonian:

\[
H_F |\Phi_\varepsilon(\vartheta)\rangle = \varepsilon |\Phi_\varepsilon(\vartheta)\rangle.
\]

(83)

The total phase accumulated by the quantum system in the period \( T \) is given by \( \gamma_t = \arg \langle \Psi_\varepsilon(0)|\Psi_\varepsilon(T)\rangle = -\varepsilon T \), and the computation of the dynamical phase,

\[
\gamma_d = -i \int_0^T \langle \Phi_\varepsilon(t)|\dot{\Phi}_\varepsilon(t)\rangle dt,
\]

(84)

yields the following result:

\[
\gamma_d = -\varepsilon T - i \int_0^T \langle \Phi_\varepsilon(t)|\dot{\Phi}_\varepsilon(t)\rangle dt.
\]

(85)

From here we obtain the geometric phase \( \gamma_e = \gamma_t - \gamma_d \) of the state \( |\Phi_\varepsilon\rangle \) as \([73,75]\),

\[
\gamma_e = i \int_0^{2\pi} \langle \Phi_\varepsilon(\vartheta)|\partial_\vartheta \Phi_\varepsilon(\vartheta)\rangle d\vartheta.
\]

(86)

Next, one can apply the Hellmann-Feynman theorem,

\[
\frac{\partial \varepsilon}{\partial \omega} = \frac{1}{2\pi} \int_0^{2\pi} \langle \Phi_\varepsilon(\vartheta)|\frac{\partial H_F}{\partial \omega}\Phi_\varepsilon(\vartheta)\rangle d\vartheta
\]

\[
= -\frac{i}{2\pi} \int_0^{2\pi} \langle \Phi_\varepsilon(\vartheta)|\frac{\partial}{\partial \vartheta} \Phi_\varepsilon(\vartheta)\rangle d\vartheta,
\]

(87)

to obtain a simple formula for the geometric phase accumulated by the quantum system in the period \([76]\),

\[
\gamma_e = -2\pi \frac{\partial \varepsilon}{\partial \omega}.
\]

(88)

As an illustrative example, let us consider a quantum mechanical system with double degeneracy of quasienergy occurring at the DP. Near the DP the system is characterized by three parameters, \( \mathbf{R} = (X, Y, Z) \), and its dynamics can be described by effective Hamiltonian \([72]\).

Returning back to the geometric phase of a Floquet state, we find that Eq. (86) can be recast as, \( \gamma_e = \oint \mathbf{A} \cdot d\mathbf{R} \), where

\[
\mathbf{A} \cdot d\mathbf{R} = i \langle \Phi_\varepsilon(\mathbf{R}(\vartheta))|\frac{\partial}{\partial \vartheta} \Phi_\varepsilon(\mathbf{R}(\vartheta))\rangle d\vartheta
\]

(89)

is the connection one-form, and the integral is taken over the circuit \( \mathcal{C} \subset S^2 \). To recover information on the monopole structure hidden in the quasienergy, we employ Eq. (74) to obtain

\[
2\pi \frac{\partial \varepsilon}{\partial \omega} = \Omega(\mathcal{C}) \langle \mathbf{S} \cdot \mathbf{R} \rangle \mod (2\pi),
\]

(90)

where \( \mathbf{S} \) is the monopole spin, \( \langle \mathbf{S} \cdot \mathbf{R} \rangle = \langle \Phi_\varepsilon(\mathbf{R})|\mathbf{S} \cdot \mathbf{R}|\Phi_\varepsilon(\mathbf{R})\rangle \), and \( \Omega(\mathcal{C}) \) is the solid angle subtended by the contour \( \mathcal{C} \).

Suppose that the Hamiltonian of the system depends on the perturbation parameter \( \lambda \) in such a way that for adiabatic switch of interaction \( H(\lambda, t) \rightarrow \hat{H}_0 \), where \( \hat{H}_0 \) is time-independent Hamiltonian. Then the quasienergies satisfy \([76]\)

\[
\lim_{\lambda \rightarrow 0} \varepsilon_n(\omega, \lambda) = \varepsilon_n(\omega) = E_n^0 + p\omega, \quad p \in \mathbb{Z},
\]

(91)

where we denote by \( E_n^0 \) the eigenenergies of the unperturbed Hamiltonian \( \hat{H}_0 \). From here and Eq. (88) we find that in the adiabatic limit of vanishing perturbation (\( \lambda \rightarrow 0 \)) the geometric phase takes the trivial value of \( \gamma_e = -2\pi p \).

Let us assume that \( H(t) = H_0 + \lambda V(\omega t) \), where \( H_0 \) is ‘unperturbed’ stationary Hamiltonian and \( V(\omega t) \) is a periodic operator. By differentiating the eigenvalue equation \( \hat{H}_F|\Phi_{\varepsilon_n}\rangle = \varepsilon_n|\Phi_{\varepsilon_n}\rangle \), one obtains the relations \([77,79]\)

\[
\langle \langle \Phi_{\varepsilon_n}|\lambda V|\Phi_{\varepsilon_n}\rangle \rangle = \lambda \frac{\partial \varepsilon_n}{\partial \lambda}.
\]

(92)

Considering the perturbation parameter \( \lambda \) as the ‘field’ strength, one may introduce the generalized nonlinear susceptibility as,

\[
\chi_n(\omega, \lambda) = \frac{\partial \varepsilon_n}{\partial \lambda}.
\]

(93)

In the limit \( \lambda \rightarrow 0 \) it leads to (up to the numerical constant) widely known in the literature linear susceptibility: \( \chi_n(\omega, \lambda) \rightarrow \chi_n(\omega) \).
Let us assume that

$$H = \frac{1}{2} \begin{pmatrix} E_1 & 0 \\ 0 & E_2 \end{pmatrix} + \frac{\lambda}{2} \begin{pmatrix} 0 & V_0 e^{-i\omega t} \\ V_0^* e^{i\omega t} & 0 \end{pmatrix}$$

(94)

It yields the following Floquet Hamiltonian,

$$H_F = E_0 \mathbb{1} + \frac{1}{2} \left( \begin{array}{cc} \omega_0 & \lambda V_0 e^{-i\omega t} \\ \lambda V_0^* e^{i\omega t} & -\omega_0 \end{array} \right) - i\omega \partial / \partial \theta, \quad (95)$$

where $E_0 = (E_1 + E_2)/2$ and $\omega_0 = E_1 - E_2$. The quasienergies are defined from the eigenvalue problem for the Floquet Hamiltonian:

$$H_F |\Phi_\varepsilon(\theta)\rangle = \varepsilon |\Phi_\varepsilon(\theta)\rangle. \quad (96)$$

We obtain

$$\varepsilon_\pm^p = E_0 + p\omega + \frac{1}{2} \left( \omega \pm \sqrt{\lambda^2 |V_0|^2 + \delta^2} \right), \quad p \in \mathbb{Z}, \quad (97)$$

where $\delta = \omega_0 - \omega$ is the detuning. The corresponding eigenvectors are

$$|u_+^p\rangle = e^{i\rho\theta} \begin{pmatrix} \cos \frac{\theta}{2} \\ e^{i\varphi} \sin \frac{\theta}{2} \end{pmatrix},$$

(98)

$$|u_-^p\rangle = e^{i\rho\theta} \begin{pmatrix} e^{-i\varphi} \sin \frac{\theta}{2} \\ \cos \frac{\theta}{2} \end{pmatrix},$$

(99)

where $(\varphi, \theta)$ are the spherical angles in the parameter space:

$$X = R \sin \theta \cos \varphi, \quad Y = R \sin \theta \sin \varphi, \quad Z = R \cos \theta, \quad (100)$$

$$\Omega(C)$$ is the solid angle subtended by the contour $\theta = \text{const}$. Taking the derivative of the quasienergy with respect to the frequency, $\omega$, we obtain

$$2\pi \frac{\partial \varepsilon_+^p}{\partial \omega} = \pi(1 - \cos \theta) + 2\pi p, \quad (104)$$

$$2\pi \frac{\partial \varepsilon_-^p}{\partial \omega} = -\pi(1 - \cos \theta) + 2\pi(p + 1). \quad (105)$$

Comparison of these results with (102) yields

$$2\pi \frac{\partial \varepsilon_\pm^p}{\partial \omega} = -\gamma \pm \text{mod} (2\pi), \quad (106)$$

that is in agreement with Eq. (88).

Next, using Eqs. (88), (90) and (102), we obtain

$$\Omega(C)/|\mathbf{S} \cdot \mathbf{R}| = \pm \frac{1}{2} \Omega(C). \quad (107)$$

From here it follows $|\mathbf{S} \cdot \mathbf{R}| = \pm 1/2$. Thus, we conclude that with the quasienergy $\varepsilon_\pm$ is associated the projection of the monopole spin $m = \pm 1/2$.

The computation of the generalized nonlinear susceptibility yields

$$\chi_\pm = \pm \frac{\lambda |V_0|^2}{2\sqrt{\lambda^2 |V_0|^2 + (\omega_0 - \omega)^2}}. \quad (108)$$

In Fig. 3 we depict the nonlinear susceptibility, $\chi$, as a function of the detuning, $\delta = \omega_0 - \omega$, and $\lambda$; $\chi_+$ (red (upper) surface), $\chi_-$ (cyan (lower) surface).

As the following illustrative example, we consider a superconducting qubit system interacting with a resonator. In the rotating wave approximation, the system is described by the Hamiltonian

$$H = \frac{\omega_q}{2} \sigma_z + \omega_r a_d^d a + \lambda \left( \sigma_+ a + \sigma_- a_d^d \right). \quad (109)$$
We study the dynamics of the system under the condition of a given field approximation for the resonator. We suppose that initially the system is prepared in the pure state

$$|\psi(0)\rangle = |u(0)\rangle \otimes |\psi_p(0)\rangle,$$

(110)

where $|u(0)\rangle = a_+|+\rangle + a_-|\rangle$ is a general qubit state, with $|\pm\rangle$ being its eigenstates, and $|\psi_p(0)\rangle$ is the coherent state

$$|\psi_p(0)\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle.$$

(111)

Further it is assumed $\alpha$ be real, that does not restrict the generality of consideration.

Assuming $\alpha \gg 1$, one can write the time-dependent state as [74]

$$|\psi(t)\rangle = e^{-\alpha^2/2} \sum_{n=1}^{\infty} \frac{\alpha^n}{\sqrt{n!}} \left( C_{-n} e^{-i\varepsilon_{-n} t}|\Phi_{-n}\rangle + C_{+n} e^{-i\varepsilon_{+n} t}|\Phi_{+n}\rangle \right),$$

(112)

where

$$C_{+n} = \frac{\alpha}{\sqrt{n+1}} a_{-n} e^{-\alpha + \omega_r} - a_{+n} e^{-\alpha - \omega_r},$$

(113)

$$C_{-n} = \frac{\alpha}{\sqrt{n+1}} a_{-n} e^{-\alpha - \omega_r} + a_{+n} e^{-\alpha + \omega_r}.$$

(114)

Here

$$\beta_{\pm,n} = \sqrt{(\Omega_n \pm \omega_r)/(2\Omega_n)},$$

(115)

and

$$\Omega_n = \sqrt{(n+1)\lambda^2 + (\omega_r - \omega_2)^2}.$$  

(116)

As can be seen the states $|\Psi_{\pm,n}\rangle$ defined as

$$|\Psi_{\pm,n}\rangle = e^{-i\varepsilon_{\pm,n} t}|\Phi_{\pm,n}\rangle$$

(117)

are the Floquet states. Indeed, as can be easily shown, the Floquet modes $|\Phi_{\pm,n}\rangle$ satisfies

$$H_F|\Phi_{\pm,n}\rangle = \varepsilon_{\pm,n}|\Phi_{\pm,n}\rangle,$$

(118)

where

$$\varepsilon_{\pm,n} = \left( n + \frac{1}{2} \right) \omega_r \mp \frac{\Omega_n}{2},$$

(119)

is the quasienergy.

To calculate the geometric phase we apply Eq. (88) written as,

$$\gamma_{\pm,n} = -2\pi \frac{\partial\varepsilon_{\pm,n}}{\partial \omega_r}.$$

(120)

The computation yields

$$\gamma_{\pm,n} = \pm \pi \cos \theta_n - 2\pi \left( n + \frac{1}{2} \right),$$

(121)

where $\cos \theta_n = (\omega_r - \omega_2)/\Omega_n$.

As can be shown, the Floquet states $|\Phi_{\pm,n}\rangle$ are eigenfunctions of the both operators $H_F$ and $S \cdot \tilde{R}$,

$$H_F|\Phi_{\pm,n}\rangle = \varepsilon_{\pm,n}|\Phi_{\pm,n}\rangle,$$

(122)

$$(S \cdot \tilde{R})|\Phi_{\pm,n}\rangle = \pm \frac{1}{2} |\Phi_{\pm,n}\rangle.$$

(123)

Thus, with the quasienergy $\varepsilon_{\pm,n}$ is associated the projection $\pm 1/2$ of the monopole spin.

In semiclassical limit the corresponding Hamiltonian can be obtained from the initial one by replacing $n$ in the expression for $\theta_n$ with its mean value, $\bar{n} = \alpha^2$, and the boson creation operator $a^\dagger$ by the function $\alpha e^{i\omega_r t}$. It takes the form [74],

$$H_q = \frac{1}{2} \left( \omega_q \cos \theta - \omega_2 \right),$$

(124)

where $\kappa = \alpha \lambda$ is the effective coupling constant.

The geometric phase of (121) becomes the nonadiabatic geometric phase

$$\gamma_{\pm,n} \to \gamma = -\pi (1 \mp \cos \theta)$$

(125)

with $\cos \theta = (\omega_r - \omega_2)/\Omega$ and $\Omega = \sqrt{\kappa^2 + (\omega_q - \omega_r)^2}$. In the adiabatic limit, $\omega_r/\sqrt{\kappa^2 + \omega_q^2} \ll 1$, it reduces to the Berry phase

$$\gamma \to \gamma_b = -\pi \left( 1 \mp \frac{\omega_q}{\sqrt{\kappa^2 + \omega_q^2}} \right).$$

(126)

C. Spin system driven by circularly polarized field

Let us consider the spin-$j$ system driven by a circularly polarized time-periodic field. The Hamiltonian of the system we take in the form [80],

$$H = (\mu_0/j) B(t) \cdot J,$$

(127)

where $\mu_0$ is a magnetic momentum, and $J$ is the spin angular momentum operator. Its components obey the standard commutation relations: $[J_i, J_j] = i\varepsilon_{ijk}J_k$.

Further we restrict ourselves by consideration of the time-dependent periodic magnetic field rotating in the $(x,y)$-plane, thus, that $B(t) = (B_x \cos(\omega t - \varphi), B_y \sin(\omega t - \varphi), B_z)$. Introducing $\omega_0 = \mu_0 B_z/j$ and $V = \mu_0 B \mp e^{i\varphi}/j$, we recast the Hamiltonian of Eq. (127) as

$$H = \omega_0 J_3 + \frac{V^*}{2} e^{i\omega t} J_+ + \frac{V}{2} e^{-i\omega t} J_-$$

(128)

To obtain the matrix representation of the Floquet Hamiltonian, we first introduce the Floquet state basis $|j, m; p\rangle = |j, m\rangle \otimes |p\rangle$, where $|j, m\rangle$ are eigenvectors of the operators $J_3$ and $J^2 = J_1^2 + J_2^2 + J_3^2$, so that $J_3|j, m\rangle = m|j, m\rangle$ and $J^2|j, m\rangle = (j(j+1))|j, m\rangle$ (m = $-j, -j + 1, \ldots, j - 1, j$).
In terms of the basis \(|j, m; p\rangle\) the Floquet Hamiltonian \(H_F\) reads
\[
\langle j, m; p|H_F|j, n; q\rangle = (m\omega_0 + p\omega)\delta_{mm}\delta_{pp} \\
+ \frac{1}{2}(V^*\langle j, m|J_+|j, n\rangle\delta_{p,q-1} + V\langle j, m|J_-|j, n\rangle\delta_{p,q+1}),
\]
(129)
where
\[
\langle j, m|J_\pm|j, n\rangle = \sqrt{j(j + 1) - n(n \pm 1)}\delta_{mm}\delta_{n,n\pm 1}.
\]
(130)

As can be observed the infinite-dimensional Floquet Hamiltonian has a block-diagonal structure with dimension of each block being \((2j + 1)\times (2j + 1)\). Due the periodicity of quasi-energies only one block can be considered. We choose the central block defined by the subspace spanned by the following set of the Floquet states
\[
|\Phi_{\varepsilon_m}\rangle \text{ is an eigenfunction of the both operators } H_F \text{ and } S \cdot R,
\]
where \(S \cdot R = \sin \theta \cos \varphi J_1 + \sin \theta \sin \varphi J_2 + \cos \theta J_3\), and \(\mathbf{1}\) is the identity operator. We set \(\cos \theta = \Delta/\Omega\), where \(\Delta = \omega_0 - \omega\) and \(\Omega = \sqrt{\Delta^2 + |V|^2}\).

As can be easily shown, the Floquet states \(|\Phi_{\varepsilon_m}\rangle\) are eigenfunctions of the both operators \(H_F\) and \(S \cdot R\),
\[
H_F|\Phi_{\varepsilon_m}\rangle = \varepsilon_m|\Phi_{\varepsilon_m}\rangle,
\]
(132)
\[
(S \cdot R)|\Phi_{\varepsilon_m}\rangle = m|\Phi_{\varepsilon_m}\rangle,
\]
(133)
where \(\varepsilon_m = -j\omega + m\Omega\) \((m = -j, -j + 1, \ldots, j - 1, j)\). These relations, show that the monopole spin is an observable that can be measured simultaneously with the quasienergy.

The DP is defined by condition \(\Omega = 0\). As one can see, at the DP one has a \(m\)-fold degeneracy. Applying \(88\), we obtain the geometric phase related with the quasienergy \(\varepsilon_m\) as \(\gamma_m = 2\pi(j + m \cos \theta)\). In particular, for \(m = \pm j\), we obtain \(\gamma_{\pm j} = 2\pi j(1 \pm \cos \theta)\). This is exactly the expression for the Aharonov-Andanian geometric phase for spin-\(j\) system \(21\). As known, in the adiabatic approximation it becomes the Berry phase.

V. FURTHER GENERALIZATION

Here we consider more general case when \(n\)-levels \((n > 2)\) become degenerate at some point. In this situation the emerging monopole has more complicated structure. Generally, being \(SU(n)\) monopole, it has matrix-valued “charge”, and thus can not be characterized by only one quantum number \(81\).

A. Non-Abelian \(SU(n)\) monopoles

An outline of the \(SU(n)\) monopoles theory being provided here is based on the review by S. Coleman \(81\). Additional details can be found in the aforementioned review, and in the book \(36\).

Generalization of the Abelian monopole theory on the \(SU(n)\) gauge group is rather straightforward. For instance, the potential with the south-pointing string can be written as
\[
A = Q(1 - \cos \theta)d\varphi,
\]
(134)
where \(Q\) is matrix-valued “charge” with values in the Lie algebra of the group \(SU(n), Q \in su(n)\). The potential with the north-pointing string is defined by
\[
A' = -Q(1 + \cos \theta)d\varphi.
\]
(135)
Both potentials yield the same ‘magnetic’ field,
\[
B = Q\frac{R}{R^2}.
\]
(136)

The transformation \(A \to A'\) is given by gauge transformation
\[
g = \exp(i2Q\varphi).
\]
(137)
The requirement \(g\) to be a single-valued function leads to the quantization condition for non-Abelian monopole:
\[
\exp(i4\pi Q) = 1.
\]
(138)
Since \(Q \in su(n)\), it must be traceless Hermitian \(n \times n\)-matrix, which can be diagonalized, so that one can obtain
\[
Q = -\frac{1}{2}\text{diag}\{q_1, q_2, \ldots, q_n\},
\]
(139)
where \(\sum_{i=1}^n q_i = 0\). The quantization condition implies that all \(q_i\)'s are integers.

If the gauge group is not \(SU(n)\) but \(SU(n)/\mathbb{Z}_n\), then the quantization condition is modified as follows \(82\),
\[
\exp(i4\pi Q_{\text{fund}}) \in \mathbb{Z}_n,
\]
(140)
where the matrix \(Q_{\text{fund}}\) denotes the generator in the \(n\)-dimensional fundamental representation of the group \(SU(n)\). From here it follows
\[
Q = -\frac{1}{2}\text{diag}\{q_1, q_2, \ldots, q_n\}.
\]
(141)
However, now one has
\[
q_m = \frac{p}{n} + \text{integer},
\]
(142)
where \(p\) is an integer, and as before \(\sum_{m=1}^n q_m = 0\).

B. Trapped \(\Lambda\)-type atom and \(SU(3)\) monopoles

One possible way to implement a non-Abelian monopole is by employing atom-light interaction of atoms.
The coupling Hamiltonian where $p$ is the atom’s momentum and $\Omega$ and $\delta$ are the complex, space-dependent Rabi frequencies for the probe and control laser beams, respectively, and $\delta$ is the one-photon detuning.

To illustrate these ideas, we consider a system of trapped $\Lambda$-type atoms interacting with two laser beams, as schematically shown in Fig. 4 [7]. (For details, we refer the reader to original papers and review [10].) The quantum mechanical system is governed by the Hamiltonian that in the rotating wave approximation can be written as

$$H = \frac{p^2}{2m} + V(r) + H_f(r),$$

(143)

where $p$ is atom’s momentum and $V(r)$ is the trapping potential. The coupling Hamiltonian $H_f$ takes the form,

$$H_f = -\frac{\delta}{2}|1\rangle\langle 1| + \frac{\delta}{2}|2\rangle\langle 2| + \frac{\Omega_p^e}{2}|e\rangle\langle 1| + \frac{\Omega_c}{2}|e\rangle\langle 2| + \text{h. c.}$$

(144)

Here $\Omega_p$ and $\Omega_c$ are the complex, space-dependent Rabi frequencies for the probe and control laser beams, respectively, and $\delta$ is the one-photon detuning.

Suppose that that the two-photon excitation is resonant ($\delta = 0$). In such conditions, the diagonalization of $H_f$ yields the following eigenenergies: $E_0 = 0$ and $E_\pm = \pm R/2$, where $R = \sqrt{\Omega_p^e|^2 + \Omega_c|^2}$. We consider the complex Rabi frequencies $\Omega_p$ and $\Omega_c$ as control parameters living in $\mathbb{R}^4$, and set $\Omega_p = X + iY$ and $\Omega_c = Z + iU$, where $(X, Y, Z, U) \in \mathbb{R}^4$. As one can see, the surfaces of the constant energies, $|E_\pm| = \text{const}$, foliate $\mathbb{R}^4$ by $S^3$.

The eigenstate with the zero energy is called dark state,

$$|D\rangle = \frac{1}{R}(\Omega_p^e|2\rangle - \Omega_c|1\rangle).$$

(145)

The remaining states with energies $E_\pm$ read

$$|\pm\rangle = (|B\rangle \pm |e\rangle)/\sqrt{2},$$

(146)

where $|B\rangle$ is the bright state,

$$|B\rangle = \frac{1}{R}(\Omega_p^e|1\rangle + \Omega_c^e|2\rangle)$$

(147)

If one chooses the Rabi frequencies as

$$\Omega_c = |\Omega_c^e|e^{i\varphi_c},$$

(148)

$$\Omega_p = |\Omega_p^e|e^{i\varphi_p},$$

(149)

then in the $|1\rangle, |2\rangle, |e\rangle$ basis the dark and the bright states can be written as

$$|D\rangle = \begin{pmatrix} -e^{i\varphi_c} \cos \frac{\theta}{2} \\ e^{i\varphi_p} \sin \frac{\theta}{2} \end{pmatrix},$$

(150)

$$|B\rangle = \begin{pmatrix} e^{-i\varphi_c} \sin \frac{\theta}{2} \\ e^{-i\varphi_p} \cos \frac{\theta}{2} \end{pmatrix},$$

(151)

where

$$\tan \frac{\theta}{2} = \frac{|\Omega_p^e|}{|\Omega_c^e|}.$$  

(152)

Making use of these results for calculation of the induced gauge field we obtain

$$A_0 = \langle D|d|D\rangle = -\frac{1}{2}(d\varphi - \cos \theta d\varphi),$$

(153)

$$A_\pm = \langle \pm|d|\pm\rangle = \frac{1}{4}(d\varphi - \cos \theta d\varphi).$$

(154)

Here we set $\varphi = \varphi_p - \varphi_c$ and $\psi = \varphi_p + \varphi_c$. One can gather all terms and recast Eqs. (153), (154) as,

$$A = Q_0(d\psi - \cos \theta d\varphi),$$

(155)

where

$$Q_0 = \frac{1}{2} \text{diag} \left\{ -1, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right\}.$$  

(156)
Eq. (155) defines a natural or canonical connection on $S^3$. The corresponding curvature $F$, yielding a monopole field, reads

$$F = dA = Q_0 \sin \theta \, d\theta \wedge d\varphi.$$  \hfill (157)

**Remark.** Geometric phases for two and three-level quantum systems governed by the Hamiltonian belonging to the Lie group $\mathfrak{su}(2)$ or $\mathfrak{su}(3)$, respectively, are considered in details in Refs. [87–89].

Topological structures of adiabatic phase for multi-level quantum systems [90].

1. **Laser beams with orbital angular momentum**

Here we consider the laser beams with the orbital angular momentum $l_p$ and $l_c$, so that $\varphi_p = l_p \varphi$ and $\varphi_c = l_c \varphi$ [10]. This implies that the Rabi frequencies can be written as, $\Omega_c = |\Omega_c| e^{il_c \varphi}$ and $\Omega_p = |\Omega_p| e^{il_p \varphi}$. Using these results in (153) and (154), we find

$$A_0 = -\frac{l}{2} (1 - \cos \theta) d\varphi - l_c d\varphi,$$

$$A_\pm = \frac{l}{4} (1 - \cos \theta) d\varphi + \frac{l_c}{2} d\varphi,$$

(158) and (159)

where $l = l_p - l_c$ is the relative winding number of beams. From here we obtain

$$F = Q_l \sin \theta \, d\theta \wedge d\varphi,$$

(160)

where

$$Q_l = \frac{1}{2} \text{diag} \left\{ -l, \frac{l}{2}, \frac{l}{2} \right\}.$$  \hfill (161)

Below we will show that the charge $Q_l$ belongs to the Lie algebra of the group $SU(3)$, $Q_l \in \mathfrak{su}(3)$.

We look at the Rabi frequencies as the control parameters, taking them as $|\Omega_c|$, $|\Omega_p|$ and $\varphi$. Thus the parameter space is three-dimensional manifold $\mathcal{M} \subset \mathbb{R}^4$. We define a mapping $\mathcal{M} \mapsto \mathbb{R}^3$ as follows:

$$\Omega_c = R \cos \frac{\theta}{2} e^{il_c \varphi},$$

$$\Omega_p = R \sin \frac{\theta}{2} e^{il_p \varphi},$$

(162) and (163)

where $(r, \theta, \varphi)$ are the spherical coordinates in $\mathbb{R}^3$. The strength of the corresponding monopole field can be written as

$$B = Q_l \frac{R}{R^3}.$$  \hfill (164)

An arbitrary monopole charge for $SU(3)$ monopole can be written as follows [36]:

$$Q = \left( n_1 - \frac{n_2}{2} \right) \Gamma_1 + \frac{\sqrt{3}}{2} n_2 \Gamma_2,$$

(165)

where $\Gamma_1$ and $\Gamma_2$ are generators of Cartan subalgebra of $SU(3)$,

$$\Gamma_1 = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Gamma_2 = \frac{1}{2\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}.$$  \hfill (166)

Using (166) in (165), we get

$$Q = \frac{l}{2} \text{diag} \left\{ n_1 - n_2 - n_1, -n_2 \right\},$$

(167)

where $n_1, n_2$ are integers. Choosing $n_1 = -2l$ and $n_2 = -l$ we obtain

$$Q = \frac{l}{2} \text{diag} \left\{ -2, 1, 1 \right\}.$$  \hfill (168)

The spin approach is recovered employing the unitary transformation

$$U(\theta, \varphi) = \begin{pmatrix} \cos \frac{\theta}{2} e^{-i\varphi/2} & \sin \frac{\theta}{2} e^{i\varphi/2} & 0 \\ -\sin \frac{\theta}{2} e^{-i\varphi/2} & \cos \frac{\theta}{2} e^{i\varphi/2} & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$  \hfill (169)

Under this transformation, the strength of the monopole field [69], becomes

$$B = -l(S \cdot \hat{R}) \frac{R}{R^3} - \frac{l \sqrt{3}}{2} \Gamma_2 \frac{R}{R^3}.$$  \hfill (170)

For general $SU(3)$ monopole, we obtain

$$B = \left( n_1 - \frac{n_2}{2} \right) (S \cdot \hat{R}) \frac{R}{R^3} + \frac{n_2 \sqrt{3}}{2} \Gamma_2 \frac{R}{R^3},$$  \hfill (171)

where the first term defines the monopole spin, $S$, and the second one, $Q_h = n_2 \sqrt{3}/2\Gamma_2$, describes its hypercharge.

To classify obtained solution one should look for stability group $H \subset SU(3)$ of $Q_0$ and determine $\pi_2(SU(3)/H)$ [91]. The generators of $H$ should commute with $Q_0$. There are generators of $SU(2)$, that mix the two degenerated values of $Q_0$ and $U(1)$ generator $Q$ given by Eq. (158). As was shown in [91],

$$H \simeq [SU(2) \times U(1)]/\mathbb{Z}_2 \simeq U(2).$$  \hfill (172)

Next, using the identity $\pi_2(SU(3)/H) = \pi_1(H)$ and the fact that the fundamental group of $U(n)$ is $\pi_1(U(n)) = \mathbb{Z}$, one can obtain [36]

$$\pi_2(SU(3)/H) = \mathbb{Z}.$$  \hfill (173)

Thus, in general case the topological charge of the monopole is

$$Q_0 = \frac{1}{4} \text{diag} \left\{ n_1, n_2 - n_1, -n_2 \right\},$$

(174)

where $n_1, n_2$ are integers. The quantization condition [158] takes the form:

$$\exp(i4\pi Q_0) = \text{diag} \left\{ 1, -1, -1 \right\}$$  \hfill (175)

Comparing this expression with (156), we find that $Q_0 = Q/2$.
CONCLUSION

In this paper, we studied the artificial magnetic monopoles associated with energy level crossing in quantum systems. In the simplest case of double degeneracy, the monopole is located at the degenerate point. Then, in the standard approach, one has two monopoles with similar structures of the magnetic field but with opposite charges. In the more complicated case of $n$-level energy crossing there appear $n$ monopoles related to the corresponding eigenstates. Each monopole has its own charge, and the total charge of all monopoles equals zero.

We show that in general case of $n$-level energy crossing the quantum system can be successfully described by a single non-Abelian artificial ‘magnetic’ monopole with hidden symmetries and isospin degrees of freedom. In initial representation of the quantum system these hidden symmetries reveal themselves as a mixture of spin and other degrees of freedom.

In particular, for two-level system this monopole behaves as a quasi-particle with a spin one half. We demonstrated by different examples how the artificial monopole exposes itself. For a trapped A-type system we found the $SU(3)$ monopole with the hidden symmetry $U(2) \simeq [SU(2) \times U(1)]/\mathbb{Z}_2$. In this case, the monopole charge is fractional and represents the mixture of spin and Abelian charge degrees of freedom. These new features of artificial monopoles offer the possibility of the experimental test and can be useful in many physical applications.
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