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Abstract—Despite the rapidly evolving field of computational electromagnetics, few open-source tools have managed to tackle the problem of automatic mesh generation for properly discretizing the problem of interest into a finite set of elements (cells). While several mesh generation algorithms have been established in the field of computational physics, the vast majority of such tools are targeted solely towards tetrahedral mesh formation, with the intended primary application being the finite element method. In this work, a computationally efficient non-uniform structured (rectilinear) mesh generation algorithm for electromagnetic simulations is presented. We examine the speed, performance and adaptability against previous work, and we evaluate its robustness against a complex geometry case with a commercially-generated grid. The mesh and simulation results produced using the generated grids of the proposed method are found to be in solid agreement.

Index Terms—Computational electromagnetics (CEM), finite-difference time-domain (FDTD), mesh generation, algorithms.

I. INTRODUCTION

The field of computational electromagnetics is a rapidly developing area, with many applications revolving around the design of electronics, RF networks, antennas, propagation models, and more. The role of computational electromagnetics is to tackle electromagnetic problems that are too complex to be solved using analytical solutions. To achieve this, the geometry of a model is fed to a solver engine, which attempts to solve Maxwell’s equations across the entire model, observing the electromagnetic response of the system [1]. However, because geometries of electromagnetic devices can take all sorts of complex shapes and forms, and more importantly, because it is simply impossible to solve Maxwell’s equations on an infinite number of geometry points, the input geometry must undergo discretization. This way, the number of operations becomes finite, and the problem becomes computationally feasible to tackle.

While there are various numerical methods to tackle such electromagnetic problems, the most popular techniques include the finite-difference time-domain (FDTD) [2], the method of moments (MoM) [3], and the finite element method (FEM) [4]. All of these techniques come with a variety of advantages and disadvantages [5], but time-domain methods like FDTD are established to be particularly robust when dealing with problems in the field of microwave engineering. This is because unlike frequency-domain methods like MoM and FEM, FDTD’s theory of operation is based on stimulating a broadband excitation signal, and observing the system’s response across the entire frequency range of interest. This is partially achieved using Fourier transforms, converting time-domain signals to frequency-domain spectra.

However, despite FDTD’s increasing popularity over the last few decades, few studies have attempted to tackle the problem of geometry discretization using open-source tools. The most notable of which is AEG Mesher [6], which proposes a method of generating three-dimensional rectilinear grids from unstructured tetrahedral meshes, produced using tools like Gmsh [7]. Despite the novelty of AEG Mesher’s technique however, we identify a set of drawbacks that unfortunately introduce certain limitations we aim to address in this paper.

Namely, the grid generation algorithm is fairly slow. This is because the formation of an unstructured tetrahedral mesh (which is a computationally expensive task) is a prerequisite. Additionally, the employed algorithm appears to include processes involving lots of computations, and the rectilinear mesh generation code itself could potentially benefit from better CPU utilization using multiprocessing.

Furthermore, a major restriction AEG Mesher imposes on geometry discretization is the lack of non-uniform grid generation. While a proof of concept has been demonstrated on the original study, it is yet to be fully integrated into the package for standard applications. This is arguably among the most critical limitations of the aforementioned package, as restricting a model to uniform cuboid cells can yield an unnecessarily massive grid for the FDTD engine to deal with, ultimately leading to suboptimal solver performance.

In this work, we present an open-source non-uniform rectilinear grid generation tool, that is easily applicable to solvers like FDTD, and is up to hundreds of times faster compared to previous work.1 In Section II, we lay out the the data structures and computational considerations of the proposed algorithm, and proceed to describe how the parameters of the code affect the produced grid (Section III). Section IV highlights the implementation of a tree-traversal algorithm to assist in the CAD preprocessing segment of the process. The results of an example case are presented in Section V, where the accuracy is evaluated against commercially-generated grids. After concluding and summarizing our work (Section VI),

1A fighter jet model (https://github.com/flintofid/aegmesher/blob/master/examples/jet/Jet.stl) was used as a reference for the benchmark, yielding a meshing time of <0.7 s compared to AEG Mesher’s 95 s. Due to the unstructured mesh-generation prerequisite, this speedup ratio is expected to further scale when the geometry is input as a set of 3D solids instead of a plain and simple tetrahedral mesh.
further enhancements involving mesh classification techniques are proposed as future work (Section VII).

II. COMPUTATIONAL CONSIDERATIONS

In order for the proposed meshing technique to be computationally efficient, the employed algorithm shall make use of appropriate data structures and computational operations, such that the time and space complexity is minimized. This is particularly important for large and complex models consisting of numerous vertices, demanding more operations to process and refine accordingly.

Due to its simple syntax and modularity, the programming language of choice for the implementation of the meshing algorithm is Python. Not only does Python significantly accelerate the development process—enabling quick tests and performance evaluations—but it also provides a seamless integration with the CadQuery Python package [8]. This library simplifies CAD preprocessing, supporting the input requirements of the core segment of the meshing algorithm.

A. Data Structures

Despite its simple syntax, Python’s simplicity comes with a major drawback. When it comes to lists, each item’s type (boolean, integer, float, string, etc.) can be arbitrary, making lists a heterogeneous data structure. While this introduces great flexibility, it may also greatly degrade the computational efficiency of a function, as each list element constructs a separate Python object. This differs from low-level languages like C, where the elements are restricted to the predefined type of the array.

In order to tackle this issue, we employ the NumPy package [9], which is a library designed for high-performance scientific computing, and is particularly robust with the introduction of the ndarray object. Unlike Python lists, the size of NumPy arrays is static, consisting of items of the same data type. Furthermore, many operations (provided as a wrapper for low-level code) are carried out by pre-compiled code, imitating the speedy functionality of low-level languages.

B. Further Speedup Optimization Attempts

Further attempts were carried out to attempt to minimize the array operations, such that mesh generation of even complex geometries could be concluded in milliseconds rather than seconds. Various techniques were tested, including the efficient use of threads, Cython (designed to translate Python source code into optimized and compiled C/C++ code) [10], as well as Numba: a just-in-time compiler for accelerating Python and NumPy by converting the source to machine code [11].

However, neither of the aforementioned attempts were found to be sufficiently easy to adapt the original code to, and were thus not implemented. In 2/3 cases, implementations were successfully set up to run, but no meaningful improvement was observed. Considering the vast majority of the computing time is spent by the solver, efforts to bring the meshing time further down were discontinued, as the initial algorithmic approach was already fast.

III. ALGORITHM INPUTS

In order for the algorithm to properly generate a grid suitable for the model, three inputs are required:

1. max_cell_model (float)
2. max_cell_space (float)
3. min_cell_global (float)

Additionally, two optional parameters can assist with further refinements of the model for more advanced control:

4. n (list)
5. res_fraction (list)

Inputs 1–3 are expressed as fractions of the shortest wavelength $\lambda_{\text{min}}$ the excitation signal consists of. In time-domain solvers, this is determined by the maximum frequency of the

---

![Fig. 1: Top: Two-dimensional view of the geometry placed the simulation domain. The PML zone (meant to absorb incident energy) is shaded, and is separated from the edges of the model by a quarter of the wavelength. Bottom left: Local grid structure of the PML region, highlighting its composition of multiple cells. Bottom right: The three-dimensional Yee cell structure of each mesh element, upon which the fundamental operation of the FDTD method is based.](image-url)
Fourier transform of the excitation signal. Thus, if a generated grid is sufficiently fine for the highest frequency of the excitation, it is inherently applicable to all lower frequencies, given

\[
\frac{c}{\lambda_{\text{min}}} > \frac{c}{\lambda} > \frac{c}{\lambda_{\text{max}}}, \quad \forall \lambda \in (\lambda_{\text{min}}, \lambda_{\text{max}})
\]

(1)

where \(c\) is the speed of light. However, although the level of detail may suffice, it is important to consider the space between the end of the model to the boundaries of the simulation, which are partially dependent on the longest wavelength of the excitation.

The distance between the edge of the geometry to the absorbing boundary condition (ABC) is generally given by the midpoint of the two wavelengths, \(\lambda_{\text{mid}}\), and is typically set to a quarter of the wavelength:

\[
\frac{1}{4}\lambda_{\text{mid}} = \frac{\lambda_{\text{min}} \cdot \lambda_{\text{max}}}{2(\lambda_{\text{min}} + \lambda_{\text{max}})}.
\]

(2)

This ensures enough cells are provided for the fields to form to an acceptable degree, before reaching the ABC (and go through e.g., near-field-to-far-field transformations).

While it is theoretically more appropriate to use a quarter of the longest wavelength \(\lambda_{\text{max}}\) instead, this becomes highly impractical when the excitation consists of very low frequencies, as the number of mesh cells can grow tremendously due to the additional space that needs to be meshed. Moreover, the simulation domain would become infinitely large if the excitation signal included a frequency \(f\) equal to 0 Hz (i.e., not be DC-free):

\[
\lim_{f \to 0^+} \frac{1}{4}\lambda_{\text{max}} = \infty.
\]

(3)

Additionally, depending on the type of boundaries set for the simulation, setting a quarter of the wavelength as the distance between the end of the geometry to the simulation domain may not be appropriate. For instance, because the cells of the perfectly matched layer (PML) extend inward of the boundaries, the radiated fields from the source may not have enough space to fully form, ultimately getting absorbed by PML cells prematurely. In certain applications, such setup imperfections may potentially yield inaccurate simulation results. For that reason, \(\sim 8\) additional cells (optionally adjustable \(\text{pml}_n\) integer, \(n \in [4, 50]\)) are appended to the six ends of the quarter wavelength spacings \((X^-, X^+, Y^-, Y^+, Z^-, Z^+).\)

Fig. 1 depicts this concept in two dimensions \((X, Y)\).

**A. Significant Parameters**

The \texttt{max_cell_model} parameter is the primary variable that specifies the local grid resolution of the model being simulated. The greater the value, the finer the produced mesh around the corresponding region.

Similar to this parameter, \texttt{max_cell_space} describes the grid resolution of the space between the ends of the geometry to the bounding box of the simulation domain. In the presence of an absorbing PML, the size of these cells are also affected accordingly. Because of the structural complexity of the model, due to abrupt differences in permittivity, \(\Delta\varepsilon\), and permeability, \(\Delta\mu\), the response of the electromagnetic fields tends to be highly variable and sudden. On the other hand, since the free-space region surrounding the model has a constant vacuum permittivity \(\varepsilon_0\) and permeability \(\mu_0\), the electromagnetic variations the waves exhibit as they propagate toward the PML zones are minimal.
\[ \Delta t \leq \frac{1}{c \sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2}}}, \] (5)

where \( \Delta t \) is the timestep imposed by the constraint, \( c \) is the speed of light, and \( \Delta x, \Delta y \) and \( \Delta z \) correspond to the minimum cell edge length in the \( x, y \) and \( z \) axis, respectively.

Therefore, by ensuring no cell exceeds a specified fraction, such as \( \lambda/300 \), tiny details in the geometry of the model—including e.g., thin PCB and microstrip traces with a thickness of \( \sim 35 \mu m \)—which fail to contribute anything to the model can be eliminated, as they are electromagnetically unnecessary. This in turn minimizes the total number of timesteps \( N_{ts} \), ultimately leading to a faster simulation; often with a considerable speedup factor.

### B. Optional Parameters

As mentioned, sudden changes in the material properties between two neighboring mesh cells can have a meaningful impact on the output of a simulation. Let \( (\varepsilon_n) \) and \( (\mu_n) \) be the sequences of an axis \( \in \mathbb{R}^3 \), indicating the permittivity and permeability at the \( n \)-th cell of the axis array, respectively.\(^2\) If we consider that \( \exists \ m \in \mathbb{N} \), such that

\[
\varepsilon_{m+1} - \varepsilon_m \neq 0 \quad \lor \quad \mu_{m+1} - \mu_m \neq 0 \quad \Delta \varepsilon \neq 0 \quad \lor \quad \Delta \mu \neq 0, \quad (6)
\]

it becomes apparent that it is of great importance to ensure the mesh is appropriately refined \( \forall \ m \) for which Eq. (6) holds true. I.e., for every edge around which such variations are expected, additional lines shall be inserted to assure a smooth transition between materials of different properties. If we assume a material-based boolean operation (addition; shape fuse)\(^3\) has preceded prior to the geometry being fed to the core segment of the mesh generation algorithm, such that \( N_{\text{shapes}} = N_{\text{materials}} \), the number of edges and vertices will be minimized. By refining each vertex of the CAD model, we can therefore practically ensure all shape edges are properly refined. Fig. 2 demonstrates edge refinement on a sample microstrip patch antenna case.

By default, edge refinement places 3 additional lines around each side of the corresponding node, symmetrically (yielding a total of 6 additional lines for every \( m \)). In case the model could benefit from certain special tweaking, this can be optionally adjusted using the \( n \) variable, which allows the constant to be configured to a lower or higher value for each plane, individually.

Similarly, the \text{res}\_fraction parameter list can adjust the wavelength fraction for each plane (\( \lambda/6 \) by default), so that finer details can be picked up, or for the mesh to become further adapted to maximize the timestep \( \Delta t \) (CFL constraint; Eq. (5)).

### IV. Depth-First Search

Because the algorithm expects a STEP file as an input (to support a broad range of CAD geometries in a compatible manner), it is important for the individual shapes to be separated from compounds (groups of shapes). However, due to the variety of designs imposing different CAD formats, the expected structure of the relationship between compounds and

\(^2\)Unlike the sequence describing the position of each mesh line which is strictly increasing, \( (\varepsilon_n) \) and \( (\mu_n) \) are typically non-injective, as the same material is generally part of several cells along the same axis.

\(^3\)https://cadquery.readthedocs.io/en/latest/classreference.html#cadquery.

Compound.fuse

Fig. 3: Tree data structure of a sample geometry model. \( C_1 \) and \( S_1 \) correspond to the \( i \)-th compound and \( j \)-th shape of the input file, respectively. Assuming the root node to be \( C_1 \), the output of the DFS algorithm in this case would be \( C_1, C_2, C_3, S_1, C_4, C_5, S_2, S_3, S_4, C_6, S_5, S_6, S_7 \). However, since we are only interested in shapes, we can eliminate all compound instances, yielding the final result of \( S_1, S_2, \ldots, S_7 \).

Thus, most cases are recommended to follow:

\[
\text{max}\_\text{cell}\_\text{model} > \text{max}\_\text{cell}\_\text{space}. \quad (4)
\]

Furthermore, the \text{min}\_\text{cell}\_\text{global} parameter determines the minimum cell dimension for all axes. Unlike the aforementioned parameters which are either only applied to the geometry, or the surrounding free-space region individually, the value of this parameter ensures no cell exceeds a specified wavelength fraction, globally across the entire simulation domain. Imposing such a constraint to the grid is important for two main reasons; namely, the number of elements in the mesh can be kept low, even if the model suffers from areas with extremely fine detail, and secondly, the FDTD timestep can be kept long. Recall the simulation stability condition imposed by the Courant–Friedrichs–Lewy (CFL) condition [12], [13]:

\[
\Delta t \leq \frac{1}{c_1 \sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2}}}, \]

where \( \Delta t \) is the timestep imposed by the constraint, \( c \) is the speed of light, and \( \Delta x, \Delta y \) and \( \Delta z \) correspond to the minimum cell edge length in the \( x, y \) and \( z \) axis, respectively.

Thus, most cases are recommended to follow:

\[
\text{max}\_\text{cell}\_\text{model} > \text{max}\_\text{cell}\_\text{space}. \quad (4)
\]

Furthermore, the \text{min}\_\text{cell}\_\text{global} parameter determines the minimum cell dimension for all axes. Unlike the aforementioned parameters which are either only applied to the geometry, or the surrounding free-space region individually, the value of this parameter ensures no cell exceeds a specified wavelength fraction, globally across the entire simulation domain. Imposing such a constraint to the grid is important for two main reasons; namely, the number of elements in the mesh can be kept low, even if the model suffers from areas with extremely fine detail, and secondly, the FDTD timestep can be kept long. Recall the simulation stability condition imposed by the Courant–Friedrichs–Lewy (CFL) condition [12], [13]:

\[
\Delta t \leq \frac{1}{c_1 \sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2}}}, \]

where \( \Delta t \) is the timestep imposed by the constraint, \( c \) is the speed of light, and \( \Delta x, \Delta y \) and \( \Delta z \) correspond to the minimum cell edge length in the \( x, y \) and \( z \) axis, respectively.
shapes is unknown. For that reason, we choose to interpret the model’s structure as a tree consisting of an arbitrary number of nodes, depending on the input model. The internal nodes represent the compounds, while the leaf nodes represent the shapes of interest we wish to obtain.

While CAD preprocessing is not strictly considered to be a part of the core mesh-generation algorithm, it unquestionably constitutes a critical step required for the derivation of the geometry vertices of the input model. Handling the geometry thus becomes a node searching problem, where a tree data structure needs to be traversed to obtain each individual shape the geometry consists of.

In order to traverse the tree, we can employ the depth-first search (DFS) algorithm [14]. Beginning from a root node, DFS works by exploring each branch individually, ultimately retrieving all leaf nodes of interest. This makes DFS an ideal candidate for retrieving the shapes from compounds, as certain compounds may contain several other compounds (arranged in the form of a subtree), before unveiling its shape(s). In other words, nested compounds are possible and expected. Fig. 3 shows an example geometry input, translated into its tree data structure.

V. Accuracy Evaluation

In order to evaluate the robustness and quality of the proposed algorithm, the simulation results produced with the generated grids are compared with those of commercial tools. Considering its similarities in terms of mesh generation and time-domain approach to Maxwell’s equations, CST Studio Suite has been used as a baseline for our results. In Fig. 4, we show the mesh produced using the following parameters for a dipole-fed corner reflector antenna designed for Wi-Fi applications:

- max_cell_model = 40
- max_cell_space = 30
- min_cell_global = 300

The simulation has been carried out using the open-source equivalent-circuit finite-difference time-domain (EC–FDTD) solver offered by the openEMS tool [15], [16]. The results (Fig. 5) are in agreement with CST in terms of the reflection coefficient, pattern shape, as well as peak directivity.

VI. Conclusions

Despite the numerous advancements in computational electromagnetics over the last decades, no reliable open-source solution had been available for a stage as critical as geometry discretization. While numerous tetrahedral meshing algorithms have existed for many years due to the broad range of applications found in the various fields of simulation engineering, a hexahedral rectilinear mesher—applicable to the popular finite-difference time-domain method—had not been available.

We have presented a robust and automatic approach to tackle this problem in a highly efficient and computationally inexpensive manner, that enables the algorithm to be used by antenna designers and RF engineers to easily mesh their complex geometries in a highly automated and greatly simplified manner. Furthermore, we have compared our results with

4The results are also in solid agreement in terms of the time-domain voltage response and $S_{11}$ phase, but were not deemed meaningfully important to include as separate figures.
Fig. 5: Results derived using the proposed meshing algorithm compared to CST’s proprietary mesher and time-domain solver. 

**Top:** 3D farfield at 2.4 GHz, showing the radiation pattern produced using our method (left) and CST (right). The maximum boresight directivity derived using EC–FDTD and CST’s solver is 9.81 and 9.99 dBi, respectively. **Bottom:** Comparison of the reflection coefficient ($|S_{11}|$) between the two simulations, showing solid agreement across the entire DC—4 GHz range. The shaded region (2,401—2,495 MHz) corresponds to the 14 channels of the IEEE 802.11b/g standard for wireless local area network (WLAN) communications in the 2.4 GHz band.

In future work, we hope to develop an accurate binary classifier based on machine learning, with the aim of introducing a highly intelligent system capable of determining whether a three-dimensional non-uniform structured grid is fine enough, based on mesh convergence. Assuming the training dataset of antenna models with varying mesh resolutions is sufficiently large, such a neural network is expected to drastically reduce the number of mesh cells required to produce an accurate result (using image recognition), leading to a significantly faster simulation. Furthermore, if the false positive rate of the classifier is found to be exceptionally low, conventional mesh convergence analysis could potentially become redundant.

Additionally, considering the openEMS package supports an EC–FDTD implementation in cylindrical coordinates as well, a similar algorithm could be adjusted to be applicable and adaptable to geometries that present curvature, where the FDTD staircase representation problem induced by conventional Cartesian grids could be avoided.
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