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To ensure the reliability and sustainability of the energy storage system, it is important to accurately estimate the state of charge of the battery management system. The Li-ion battery is established based on fractional-order model, and the model parameters are identified online using particle swarm optimization combined with the forgetting factor recursive least square method. On this basis, a novel fractional-order extended Kalman filter method for on-line joint state estimation and parameter identification is proposed. This method can update the parameter model of Li-ion battery in real-time, which not only improves the accuracy of the battery model but also improves the accuracy of SOC estimation. Finally, to verify the accuracy and superiority of the method, the integral order extended Kalman filter, fractional-order extended Kalman filter are compared with the proposed method under the BBDST test schedule. Experimental results show that the algorithm has the highest SOC estimation accuracy and the smallest estimation error (1.5 %.). The results indicate that the fractional-order model can better describe the dynamic characteristics of Li-ion battery, and the adaptive scheme can significantly suppress noise measurement errors and battery model errors. The algorithm realizes online parameter identification and can be used in engineering applications.
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1. INTRODUCTION

In recent years, to improve the ecological environment and respond to the fossil energy utilization crisis, the development and utilization of renewable energy systems have become very important [1, 2]. The electric energy storage system has been widely used in electric vehicles, solar energy, wind energy, smart grids, energy internet, and other fields because of its advantages such as auxiliary control of
renewable energy, reduction of greenhouse gas emissions, fast response speed, and convenient installation [3-5]. It provides a powerful and effective way for the renewable energy system to overcome its inherent weakness of high intermittence and universal randomness [6, 7]. Li-ion battery has become the first choice for energy storage systems in many fields due to its high energy density, long life, safety and reliability, and low environmental pollution [8, 9].

The battery management system (BMS) is an important part of the energy storage system, used to manage the operating temperature, current, and terminal voltage of the battery, and prevent the battery from over-discharging and over-charging [10]. As the key part of the BMS, accurate SOC estimation can not only protect the battery from damage but also provide a reference for the reasonable distribution of the BMS [11, 12]. In practical applications, the SOC value cannot be obtained directly, it depends on the real-time terminal voltage and loads current of the battery. Therefore, real-time accurate estimation of SOC is a huge challenge in the complex environment [13].

Equivalent modeling is a necessary condition for accurately estimating the battery SOC, and its accuracy will directly affect the accuracy of SOC [14]. To ensure the reliability and sustainability of the storage system, it is necessary to establish a reliable equivalent model [15]. According to different modeling mechanisms, electrochemical models and equivalent circuit models are commonly used currently[16]. The traditional integer order model (IOM) is widely used because of its simple model. The RC network is used to describe the battery concentration effect, and the number of RC networks will affect the accuracy of the model [17, 18]. Fractional calculus as an emerging modeling technique has been introduced into battery and ultra-capacitor models [19-21]. The capacitors of existing battery models exhibit fractional-order characteristics [22]. The battery model established by fractional calculus can better describe the dynamic behavior of the RC network and can effectively balance the contradiction between the accuracy of the battery model and the calculation task [23, 24]. The fractional-order model (FOM) uses impedance elements such as constant phase element (CPE) and Warburg element to accurately describe the charge-transfer between solid electrode/electrolyte interface and double layer effect in the electrochemical process, and can better simulate the dynamic characteristics of the system to reduce modeling errors [25].

With the development of the fractional-order theory, the fractional-order Kalman filter (FOKF) has been widely used in practical systems. Scholars have proposed various methods to estimate SOC based on FOKF [26, 27]. Ref.[28] compared five state-of-the-art fractional-order models in terms of SOC estimation, and the parameter identification results show that the increase in complexity does not always improve the accuracy. In [29] [30], Mu et al estimated the SOC of the battery based on FOM and identified the parameters with a bionic optimization algorithm. [31, 32] proposed a FOM containing 2-RC networks, which improved the accuracy of the model, but ignored the engineering application, making online parameter identification difficult to achieve. These studies have proved that for different types of batteries, FOM is superior to IOM in terms of voltage simulation and SOC estimation. However, due to the non-linearity of the fractional order, most of the literature uses offline identification methods [33]. This method cannot reflect the influence of operating current, charge and discharge status, and temperature on the internal characteristics of the battery under working conditions. Some scholars have realized the importance of online parameter identification [34-36], [37] proposed an online parameter estimation of fractional order system based on gradient algorithm, but it has not been applied to the Li-
ion battery model. In addition, there are few literatures on joint estimation of parameter identification and SOC estimation[38] [39].

Therefore, to solve the above problems, a novel fractional-order extended Kalman filter method for on-line joint state estimation and parameter identification of the high power Li-ion batteries is proposed to improve the battery management system performance and enhance the reliability and sustainability of the storage system.

2. THEORY AND METHOD RESEARCH

2.1. Fractional calculus

Three most commonly used fractional calculus are defined: Riemann-Liouville (RL) definition, Grünwald-Letnikov (GL) definition, and Caputo Riemann definition[40]. GL definition can directly discretize fractional differential equations and is the easiest definition to use in digital signal control modeling. Use G-L to define the fractional-order as shown in Eq. (1).

\[
D^a_t f(t) = \lim_{h \to 0} h^{-a} \sum_{j=0}^{\lfloor (t-t_0)/h \rfloor} (-1)^j \binom{a}{j} f(t-jh) \tag{1}
\]

Where \(D^a_t f(t)\) stands for an order integral-differential of \(f(t)\), and \(a\) is the integral differential order, \(h\) is the sampling interval, \(\omega_j^a = (-1)^j \binom{a}{j}\) represent weighting coefficients, and \(\binom{a}{j}\) means Newton binomial coefficient can be calculated as shown in Eq. (2).

\[
\binom{a}{j} = \begin{cases} 
1 & j = 0 \\
\frac{a(a-1)...(a-j+1)}{j!} & j > 0 
\end{cases} \tag{2}
\]

Where \((t-t_0)/h\) means the integer part of \((t-t_0)/h\). When \(a > 0\), the equation is fractional derivative; when \(a = 0\), the equation is the original equation; when \(a < 0\), the equation is fractional integral, and the specific form is defined as shown in Eq. (3).

\[
D^a_t f(t) = \begin{cases} 
\lim_{h \to 0} h^{-a} \sum_{j=0}^{\lfloor (t)/h \rfloor} (-1)^j \binom{a}{j} f(t-jh) & a > 0 \\
f(t) & a = 0 \\
\lim_{h \to 0} h^a \sum_{j=0}^{\lfloor t/h \rfloor} (-1)^j \binom{a}{j} f(t-jh) & a < 0
\end{cases} \tag{3}
\]

2.2. Equivalent modeling

In practical applications, it is a huge challenge to accurately estimate the SOC in real-time, and the establishment of the optimal equivalent model is the prerequisite for accurately estimating the SOC. In the traditional IOM[41], the RC network is used to describe the battery concentration effect. Engineering applications usually use the first-order RC equivalent circuit model, but the low-order RC network will affect the accuracy of the model.
As capacitors have fractional characteristics, the battery model established by fractional calculus can better describe the dynamic behavior of the RC network and can improve the accuracy of the model when the RC network is limited. Therefore, the establishment of a FOM is shown in Fig. 1[42]. The parallel combination consisting of CPE and resistor is used to accurately describe the charge-transfer between solid electrode/electrolyte interface and double layer effect in the electrochemical process, and improve the accuracy of the first-order RC model.
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2.3. Parameter identification

Particle swarm optimization (PSO) is widely used to solve multi-objective nonlinear optimization problems. This research uses PSO to identify and optimize model parameters to minimize the error between the model terminal voltage and the measured voltage. The main implementation steps are as shown below:

1. The fitness function is defined as shown in Eq. (8).

\[
\text{fitness}(\theta) = \min_{\theta} \sum_{k=1}^{N} \left| U_L(k) - U_L(I_k, \theta) \right| 
\]

(8)

\(U_L(k)\) is the measured voltage, and \(U_L(I_k, \hat{\theta})\) is the model terminal voltage.

2. The velocity and position of each particle are updated iteratively by formula (9), and the local and global optimal values are updated by calculating the fitness value.

\[
\begin{align*}
\dot{v}_{k+1} &= \omega \cdot v_{k+1} + c_1 \cdot \text{randn} \cdot (p_{\text{best}} - x_{k+1}) + c_2 \cdot \text{randn} \cdot (p_{\text{best}} - x_{k+1}) \\
x_{k+1} &= x_{k+1} + v_{k+1}
\end{align*}
\]

(9)

3. When the maximum number of iterations is reached or the global optimal position satisfies the minimum limit, the search is stopped and the identification results of the optimal estimation parameters are output.

3. ADAPTIVE FRACTIONAL-ORDER EXTENDED KALMAN FILTER

3.1. Fractional-order extended Kalman filter

Kalman filtering (KF) and its derivatives are extensively applied in Li-ion battery state estimation under complex operating conditions. It can correct the initial error through the Kalman gain and quickly track the actual SOC during the iterative operation. FO-EKF is derived based on KF and fractional calculus algorithm, mainly including time update and measurement update.

1) Time update:

State vector update: \(\tilde{x}_k = Ax_{k-1} + BI_{k-1} - \sum_{j=1}^{k-1} K_j x_{k-j} \) ................................................. (10)

State covariance update: \(\tilde{P}_k = (A-K_k)P_{k-1}(A-K_k)^T + Q_k + \sum_{j=2}^{k} K_j P_{k-j} K_j^T \) ................................................. (11)

2) Measurement update:

The Kalman gain: \(K = \tilde{P}_k C_k^T \left( C_k \tilde{P}_k C_k^T + R_k \right)^{-1} \) ................................................. (12)

State vector measurement update: \(\hat{x}_k = \tilde{x}_k + K \left[ y(k) - (C \tilde{x}_k + E + U_0) \right] \) ................................................. (13)

Update state covariance matrix: \(P_k = (I-K_k C_k)\tilde{P}_k \) ................................................. (14)

Fractional calculus is an operator memorized according to the equation of state, which indicates that the predicted state vector at the current time is related to each state in the past. As the amount of historical data involved in the calculation increases, the estimation accuracy will continue to improve, but the computational burden will increase. Therefore, according to the principle of short-term memory,
it is necessary to find the most suitable memory length. Through experimental methods, it is determined that $L = 70$.

To balance the relationship between calculation accuracy and computational burden, a two-stage method is used to improve the algorithm. Define the improved state vector shown in Eq. (15).

$$
\begin{align*}
    x_k &= Ax_{k-1} + Bl_{k-1} + \alpha_{k-1} - \sum_{j=1}^{k-1} K_j x_{k-j} & k \leq L \\
    x_k &= Ax_{k-1} + Bl_{k-1} + \alpha_{k-1} - \sum_{j=1}^{k-1} K_j x_{k-j} & k > L
\end{align*}
$$

Similarly, the improved state covariance matrices can be obtained as shown in Eq. (16).

$$
\begin{align*}
    P_k &= (A - K_j)P_{k-1}(A - K_j)^T + Q_k + \sum_{i=2}^{k} K_j P_{k-j} K_j^T & k \leq L \\
    P_k &= (A - K_j)P_{k-1}(A - K_j)^T + Q_k + \sum_{i=2}^{k} K_j P_{k-j} K_j^T & k > L
\end{align*}
$$

When the number of the accumulated state vector is less than the memory length, the calculation is performed based on the actual accumulation items. When the accumulation item is greater than the memory length $L$, only the number of items in the memory length is used for calculation. The implementation flow chart of the FO-EKF algorithm is shown in Fig. 2.

**Figure 2.** The implementation flow chart of the FO-EKF algorithm

### 3.2. Adaptive Fractional-order extended Kalman filter

The statistical characteristics of FOEKF noise will affect the accuracy of SOC estimation. In practical applications, the noise variance will change as the estimation process changes. A real-time calculation method of covariance matrix based on adaptive fractional-order extended Kalman filter (AFOEKF) is proposed. The method can adjust the noise covariance matrix to make it conform to the
recursive calculation of residuals, thereby monitoring and tracking the changes of noise sources, and making the system adaptively adjust parameters and estimation accuracy.

The residual $\varepsilon_k$ is defined as the difference between the measurement and the predicted output based on the state estimate after measurement update, $\Delta x_i$ is defined as the difference between the state estimate measurement and the time domain update measurement. Where $R_{\varepsilon k}$ and $R_{\Delta x}$ are the statistical sample variance estimate. $M$ represents the adaptive smoothing filter window.

$$
\varepsilon_k = y_k - (C x_k + E + U_0)
$$

The measurement noise and process noise can be calculated as shown in Eq. (18).

$$
R = R_{\varepsilon k} - C_k P_k C_k^T
$$

$$
Q_k = P_k - (A - K_i) P_{k-1} (A - K_i)^T + \sum_{j=2}^{k} K_j P_{k-j} K_j^T + R_{\Delta x}
$$

$$
R_{\Delta x} = \frac{1}{M} \sum_{i=k-M+1}^{k} \Delta x_i \Delta x_i^T
$$

4. A NOVEL ON-LINE JOINT ESTIMATION METHOD OF SOC AND FRACTIONAL ORDER MODEL PARAMETER IDENTIFICATION

4.2. Forgetting factor recursive least square method

Online parameter identification is necessary because the parameters will be affected by SOC, ambient temperature, battery aging, and other factors, and are closely related to the operating state of the battery. If the PSO algorithm has identified the fractional order, then the remaining parameters can be identified by the FFRLS algorithm.

$$
\frac{U_{OC}(s) - U_0(s)}{I(s)} = \frac{R_p}{R_p C I s^a + 1} + R_0
$$

According to the G-L definition, the above equation can be discretized as shown in Eq. (20).

$$
\begin{cases}
y(t) + R_p C_T^{-a} \sum_{i=0}^{N} (-1)^{i} \binom{a}{i} y(t-iT) = I(t)(R_0 + R_p) + R_0 R_p C_T^{-a} \sum_{i=0}^{N} (-1)^{i} \binom{a}{i} I(t-iT) \\
A(i) = T^{-a} \binom{a}{i} y(t-iT)
\end{cases}
$$

Considering the accuracy requirements of the battery model, the memory length is truncated and converted into a first-order difference equation.

$$
y(k) = -\omega k \frac{m}{T_a + m} y(k-1) + \left(\frac{T^a R_p}{T^a + m} + R_0\right) I(k) + \omega k \frac{m R_0}{T^a + m} I(k-1)
$$

Where $m = R_p C_1$, and the model parameters can be identified as shown in Eq. (22).
\begin{align*}
R_c &= a_1 / a_1 \\
m &= a_1 T^a / (a - a_i) \\
R_p &= (a_2 - R_0)(T^a + m) / T^a \\
C &= m / R_p 
\end{align*} 
(22)

4.2. A new method of fractional order parameter identification and SOC online joint estimation

The online parameter identification is more suitable for engineering because the battery parameters change with SOC in practical application. In addition, the online joint estimation method of ECM parameters and SOC has been applied in many fields[43, 44]. However, online joint estimation methods based on FOM parameters and SOC are rarely implemented[45], and the influence of actual environment noise is not considered.

**Figure 3.** The implementation flowchart of the Online-AFOEKF algorithm

An online joint estimation method of parameter identification and adaptive extended Kalman filter is proposed (Online-AFOEKF), which is used to estimate the SOC of Li-ion battery based on FOM. The implementation flow chart of the AFOEKF algorithm is shown in Fig. 3. The joint estimation of SOC and parameters can update parameters in real-time, and track and adjust the noise covariance matrix through AEKF, which can effectively suppress the influence of noise and improve the convergence speed of the algorithm. The FFRLS algorithm is used to identify the main parameters online, and then the
AEKF algorithm is used to estimate the battery of SOC based on the FOM. The parameters and SOC are updated iteratively over time to achieve the optimal estimation.

5. EXPERIMENTAL ANALYSIS

5.1. Experimental working conditions

The experimental equipment includes ternary Li-ion battery, the battery testing equipment (CT-4016-5V100A-NTFA), the temperature box (DGBELL BTT-331C), and a computer for human-computer interaction. The voltage and current curves during the BBDST test are shown in Fig.4 (a) and (b), respectively. A complete BBDST cycle lasts for 300s. Fig.4 (c) and (d) are the voltage and current curves during the BBDST test of one cycle respectively.

![Experimental data of BBDST condition](image)

Figure 4. experimental data of BBDST condition

5.2. Parameter identification results

5.2.1. OCV identification results

The relationship between OCV and SOC is established based on experimental data. First, the battery is charged with constant-voltage and the cut-off voltage is 4.2V. The battery is continuously discharged and placed aside at a discharge rate of 0.3C, and the open-circuit voltage is sampled according
to the experimental data when the battery is placed.

![Figure 5. The ocv-soc fitted curve](image)

The OCV-SOC curve can be fitted by the sixth-order polynomial form, and the fitted curve is described as shown in Fig. 5. The fitted coefficients are described as shown in Table 1.

**Table 1. The fitting coefficient of ocv-soc**

| K1   | K2    | K3    | K4    | K5    | K6    | K7    |
|------|-------|-------|-------|-------|-------|-------|
| -33.276 | 112.60 | -150.55 | 100.99 | -34.79 | 6.04  | 3.149 |

5.2.2 Parameter identification results based on PSO

![Figure 6. Offline identification results of fractional order parameters based on PSO](image)
The parameters of FOM are identified by the PSO algorithm, and the number of iterations is set to 2000 times. Fig. 6 (a), (b), (c), and (d) represent the results of $R_0$, $C_1$, and $R_p$ respectively. The figure shows that the identification results can converge in a very short time when the initial value is not accurate.

5.2.3. Parameter identification results based on FFRLS

According to the real-time current and voltage data recorded by the BBDST test experiment, the identification results of $R_0$, $C_1$, and $R_p$ are obtained as shown in Fig. 7. The current data are used as the input to the model for parameter identification, and the resulting model parameter identification outcomes are obtained based on the FFRLS algorithm.

![Identification results](image)

**Figure 7.** Online identification results of fractional order parameters based on FFRLS

5.3. State of charge estimation results and verification

5.3.1. Verification of model accuracy

To verify the FOM results under BBDST conditions, the current data is taken as the model input, and the model voltage output is obtained. The comparison between the model output voltage and the...
measured voltage is shown in Fig 8(a). Fig. 8(b) is the error diagram of the model output voltage and the measured voltage.

![Comparison voltage between the model output and the measured](image1)

![Error between the model output voltage and the measured voltage](image2)

**Figure 8.** Accuracy verification diagram of BBDST condition

The figure shows that the model output voltage and the measured voltage curve have a high degree of fit, and its value is very close to the measured voltage, indicating that the accuracy of parameter identification is high. The estimated RMSE is 0.0144, and the error between the model voltage and the measured voltage is basically within 0.02 V, which verifies the high accuracy of the proposed model.

### 5.3.2. Verification of SOC estimation accuracy

To verify the accuracy and superiority of the proposed method, the integral order EKF (IOEKF), Offline/Online FOEKF, AFOEKF are compared with the method. The root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) are used as indicators to verify the effectiveness of the four SOC estimation algorithms. The results are described as shown in Table 2.

**Table 2.** SOC performance comparison of four algorithms

|                      | Comparison of battery models | Comparison of parameter identification results | Comparison of noise characteristics |
|----------------------|------------------------------|-----------------------------------------------|-----------------------------------|
|                      | Offline IOEKF | Offline FOEKF | Offline FOEKF | Online FOEKF | Online FOEKF | Online AFOEKF |
| RMSE                 | 4.53%          | 2.63%          | 2.63%          | 2.34%           | 2.34%          | 1.5%          |
| MAPE                 | 10.14%         | 5.99%          | 5.99%          | 5.53%          | 5.53%          | 3.37%          |
| MAE                  | 2.96%          | 1.85%          | 1.85%          | 1.76%          | 1.76%          | 1.2%           |

Table 2 shows that the RMSE, MAPE, and MAE of Online-AFOEKF are 1.5%, 3.37%, and 1.2%,
respectively. The AFOEKF algorithm proposed in the literature[46] has a smaller average error of less than 1.6% compared with FO-EKF and IO-AEKF. Since the article is based on online parameter identification, its accuracy will be higher. The results show that FOM has a higher model accuracy than IOM, which improves the accuracy of SOC estimation results. Fig. 9 shows a comparison of SOC estimation based on four algorithms.

**Figure 9. SOC estimation comparison based on four algorithms**

(1) Influence of battery model accuracy on SOC

Considering that the accuracy of the battery model varies with the SOC, IOM and FOM are used for equivalent modeling, the EKF method is used to obtain the SOC, and the PSO algorithm is used for model parameter identification. Fig 9 shows the SOC estimation results and error results based on FOM and IOM in the entire SOC range under the BBDST test schedule. The RMSE of FOM and IOM are 2.63% and 4.53% respectively, which indicates that the accuracy of SOC estimation based on FOM is much higher than that based on IOM, especially in the low SOC range, because FOM can better describe the dynamic characteristics of the battery.

(2) Influence of different parameter identification methods on SOC

Considering that the accuracy of different parameter identification methods varies with the SOC, Online-FOEKF, and Offline-FOEKF are used to estimate the SOC. First use FFRLS to update the model parameters online, and obtain real-time SOC according to FOEKF. Fig 9(a) shows the RMSE of online-FOEKF is 2.34%, which proves that on-line identification of model parameters helps improve the adaptability of the model to current working conditions and ambient temperature, and plays an important role in improving model accuracy.

(3) Influence of noise statistical characteristics on SOC

Considering that the accuracy of the noise statistical characteristics varies with the SOC, FOEKF, and AFOEKF are used to estimate SOC respectively. Both of these algorithms are based on FOM, and a noise adaptive algorithm is added to AFOEKF. Fig 9 shows the SOC estimation results and error results based on FOEKF and AFOEKF. The RMSE of FOEKF and AFOEKF are 2.34% and 1.5% respectively,
indicating that the noise adaptive algorithm can significantly suppress the interference of EKF estimation errors, improve the estimated accuracy of SOC, and reflect the advantages of the adaptive scheme.

The results show that the algorithm has high SOC accuracy and can quickly converge to the true value under dynamic conditions, which proves that the algorithm has good robustness and stability.

6. CONCLUSIONS

To improve the performance of the battery management system and enhance the reliability and sustainability of the energy storage system, a novel online joint state estimation and parameter identification method for Li-ion battery based on adaptive fractional-order extended Kalman filtering is proposed. The FOM is introduced to describe the dynamic characteristics of the battery, and the parameters of the battery model are updated by combining the PSO algorithm and the FFRLS method. The proposed joint estimation method not only improves the accuracy of the battery model, but also improves the accuracy of the SOC. At the same time, the algorithm can suppress noise errors and battery model errors. The estimation error of the proposed SOC estimation algorithm is less than 1.5% under the BBDST condition. The results show that the algorithm has high robustness and stability while improving the accuracy of SOC estimation. The algorithm realizes the online parameter identification and can be applied to engineering applications.
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