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Abstract. Generalised quantum determinantal rings are the analogue in quantum matrices of Schubert varieties. Maximal orders are the noncommutative version of integrally closed rings. In this paper, we show that generalised quantum determinantal rings are maximal orders. The cornerstone of the proof is a description of generalised quantum determinantal rings, up to a localisation, as skew polynomial extensions.

2010 Mathematics Subject Classification. Primary: 16T20; Secondary: 16P40, 16S38, 17B37, 20G42

1. Introduction. Let $K$ be a field, let $m, n$ be positive integers and let $q$ be a nonzero element of $K$. The algebra of quantum matrices over $K$, denoted by $O_q(M_{mn}(K))$, is a quantum deformation of the coordinate ring of the variety of $m \times n$ matrices over $K$. The set of quantum minors $\Pi$ in $O_q(M_{mn}(K))$ carries a natural partial order with respect to which the standard monomials form a basis over $K$: more precisely, $O_q(M_{mn}(K))$ is a quantum graded algebra with a straightening law on the poset of quantum minors equipped with the standard partial order. (Precise definitions are given later.)

Given a quantum minor $\gamma$ in $O_q(M_{mn}(K))$, one can define a factor ring of $O_q(M_{mn}(K))$, denoted by $O_q(M_{mn}(K))_{\gamma}$, and known as the generalised quantum determinantal ring/factor determined by $\gamma$. The generalised quantum determinantal factors of $O_q(M_{mn}(K))$ are the analogues for $O_q(M_{mn}(K))$ of the quantum Schubert varieties in the grassmannian studied in [8]. The term generalised quantum determinantal ring is used because special instances of $\gamma$ determine the quantum determinantal factors where all quantum minors of a given size are set to be zero. Generalised quantum determinantal rings were shown to be integral domains in [8, Proposition 4.3], but the question as to whether or not they are maximal orders was left open, see [8, Remark 4.6]. In this work, we show that they are indeed maximal orders. Maximal orders are the noncommutative analogues of normal varieties, or integrally closed rings.

Our motivation, here, comes from noncommutative algebraic geometry. The algebras that we study are noncommutative analogues of coordinate rings of natural varieties arising from Lie theory and we want to study them as such. This was already the point of view in the works [6, 7] and [8], where properties of geometric nature of related algebras, expressible either in ring theoretic language (integrity, normality), or homologically (AS–Cohen–Macaulay, AS–Gorenstein properties) were studied.
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2. Basic definitions. Let $K$ be a field, and let $q$ a nonzero element of $K$. The algebra of $m \times n$ quantum matrices over $K$, denoted by $O_q(M_{mn}(K))$, is the algebra generated over $K$ by $mn$ indeterminates $x_{ij}$, with $1 \leq i \leq m$ and $1 \leq j \leq n$, which commute with the elements of $K$ and are subject to the relations:

\[ x_{ij}x_{il} = qx_{il}x_{ij}, \quad \text{for } 1 \leq i \leq m, \text{ and } 1 \leq j < l \leq n; \]
\[ x_{ij}x_{kj} = qx_{kj}x_{ij}, \quad \text{for } 1 \leq i < k \leq m, \text{ and } 1 \leq j \leq n; \]
\[ x_{ij}x_{kl} = x_{kl}x_{ij}, \quad \text{for } 1 \leq k < i \leq m, \text{ and } 1 \leq j < l \leq n; \]
\[ x_{ij}x_{kl} - x_{kl}x_{ij} = (q - q^{-1})x_{il}x_{kj}, \quad \text{for } 1 \leq i < k \leq m, \text{ and } 1 \leq j < l \leq n. \]

It is well known that $O_q(M_{mn}(K))$ is an iterated skew polynomial extension of $K$ with the $x_{ij}$ added in lexicographic order. An immediate consequence is that $O_q(M_{mn}(K))$ is a noetherian domain.

When $m = n$, the quantum determinant $D_q$ is defined by:

\[ D_q := \sum (-q)^{t(\sigma)}x_{1\sigma(1)} \cdots x_{n\sigma(n)}, \]

where the sum is over all permutations $\sigma$ of $\{1, \ldots, n\}$.

The quantum determinant is a central element in the algebra $O_q(M_{nn}(K))$.

Let $I$ and $J$ be $t$-element subsets of $\{1, \ldots, m\}$ and $\{1, \ldots, n\}$, respectively. It is clear from the definitions that the subalgebra of $O_q(M_{nn}(K))$ generated by those $x_{ij}$ with $i \in I$ and $j \in J$ is isomorphic in the obvious way to $O_q(M_{nt}(K))$. Then the quantum minor $[I | J]$ is defined to be the quantum determinant of this subalgebra. (Note that $x_{ij} = [i | j]$ and $[\emptyset | \emptyset]$ is taken to be 1.) It is immediate that $x_{ij}[I | J] = [I | J]x_{ij}$ for $i \in I$ and $j \in J$, but quantum minors do not commute with other variables. Nevertheless, several useful commutation relations have been developed, and we will use some of them in this paper.

The set of all quantum minors is denoted by $\Pi$. The set $\Pi$ is equipped with the partial order $\leq_{st}$ defined in [7, Section 3.5]. Namely, if $[I | J]$ and $[K | L]$ are quantum minors with $I = \{i_1 < \cdots < i_u\}$, $J = \{j_1 < \cdots < j_u\}$, $K = \{k_1 < \cdots < k_v\}$ and $L = \{l_1 < \cdots < l_v\}$, then

\[ [I | J] \leq_{st} [K | L] \iff \begin{cases} u \geq v, \\ i_s \leq k_s \quad \text{for } 1 \leq s \leq v, \\ j_s \leq l_s \quad \text{for } 1 \leq s \leq v. \end{cases} \]

The algebra of quantum matrices, equipped with the partial order $\leq_{st}$ defined on the set of quantum minors $\Pi$, is a quantum graded algebra with a straightening law (abbreviated QGASL), as defined in [7], see [7, Theorem 3.5.3].

DEFINITION 2.1. Let $\gamma \in \Pi$ and set $\Pi_\gamma := \{\alpha \in \Pi \mid \alpha \nleq_{st} \gamma\}$. Set $I_\gamma$ to be the ideal generated by $\Pi_\gamma$. The generalised quantum determinantal ring $O_q(M_{nn}(K))_{\gamma}$ associated with $\gamma$ is the factor algebra $O_q(M_{nn}(K)) / I_\gamma$. (We let $p : O_q(M_{nn}(K)) \longrightarrow O_q(M_{nn}(K))_{\gamma}$ be the canonical projection.)

The terminology used arises in the following way. Let $\gamma = [1, \ldots, t - 1 | 1, \ldots, t - 1]$. Then $\Pi_\gamma$ consists of the $s \times s$ quantum minors with $s \geq t$, and $O_q(M_{nn}(K))_{\gamma}$ is the factor ring obtained by setting all of the $t \times t$ quantum minors to be zero: such algebras are known as quantum determinantal rings, see, for example, [6].

PROPOSITION 2.2. The generalised quantum determinantal ring $O_q(M_{nn}(K))_{\gamma}$ is a QGASL on the natural projection of $\Pi \setminus \Pi_\gamma$ from $O_q(M_{nn}(K))$ to $O_q(M_{nn}(K))_{\gamma}$. 
Proof. This follows immediately from [7, Theorem 3.5.3 and Corollary 1.2.6].

Recall that an element \( u \) of a ring \( R \) is a normal element if \( uR = Ru \) and is regular if it is a nonzerodivisor.

**Corollary 2.3.** The image \( \overline{\gamma} \) of \( \gamma \) in \( \mathcal{O}_q(M_{mn}(K))_{\gamma} \) is the unique minimal element of \( p(\Pi \backslash \Pi_{\gamma}) \). Further, for each \( \tau \geq_{st} \gamma \), there exists \( c_{\tau} \in K \), nonzero, such that \( \overline{\gamma} \overline{\tau} = c_{\tau} \overline{\tau} \overline{\gamma} \), where \( \overline{\tau} = p(\tau) \). Consequently, \( \overline{\gamma} \) is a regular normal element of the generalised quantum determinantal ring \( \mathcal{O}_q(M_{mn}(K))_{\gamma} \).

**Proof.** See the proof of [7, Lemma 1.2.1].

3. Relations for a subalgebra of quantum matrices. Let \( \gamma = [A|B] = [a_1, \ldots, a_t | b_1, \ldots, b_t] \) be a quantum minor in \( \mathcal{O}_q(M_{mn}(K)) \), and let \( c_1 < c_2 < \cdots < c_{n-t} \) be the column indices of \( \mathcal{O}_q(M_{mn}(K)) \) that do not occur in \( \gamma \) and \( r_1 < r_2 < \cdots < r_{m-t} \) be the row indices of \( \mathcal{O}_q(M_{mn}(K)) \) that do not occur in \( \gamma \). We will use this notation throughout the paper.

Denote by \( S \) the \( t \times t \) quantum matrix subalgebra of \( \mathcal{O}_q(M_{mn}(K)) \) generated by the \( x_{ab} \). Our strategy to show that the generalised quantum determinantal algebra determined by \( \gamma \) is a maximal order will be to show that it is related via localisation to an algebra \( T \) which is an iterated Ore extension. The algebra \( T \) is a subalgebra of quantum matrices generated by \( S \) and a family of quantum minors (explicit generators are given below). In order to show that \( T \) is an iterated Ore extension, we need to do two things. First, we need to develop suitable commutation relations between the generators; this is done in this section. Second, we need to show that the generators are independent enough to give a presentation as an iterated Ore extension.

Let \( \mathcal{M} \) be the set of \( t \times t \) quantum minors that are \( \geq_{st} \gamma \), and which differ from \( \gamma \) in precisely one entry. Let \( T \) be the subalgebra of \( \mathcal{O}_q(M_{mn}(K)) \) generated over \( S \) by the quantum minors in \( \mathcal{M} \). To study \( T \), we need a notation for the quantum minors in \( \mathcal{M} \).

First, note that each such minor either has the same row set or column set as \( \gamma \) and differs from \( \gamma \) in the column set or row set, respectively, by exactly one element. Let \( \mathcal{R} \) be the set of such quantum minors with the same row set as \( \gamma \) and \( \mathcal{C} \) be the set of such quantum minors with the same column set as \( \gamma \).

Note that a quantum minor \( [A | B \cup \{c_{(n-t+1)-i}\} \backslash \{b_j\}] \) is in \( \mathcal{M} \) precisely when \( b_j \leq c_{(n-t+1)-i} \). Similarly, the quantum minor \( [A \cup \{r_{(m-t+1)-j}\} \backslash \{a_i\} | B] \) is in \( \mathcal{C} \) precisely when \( a_j \leq r_{(m-t+1)-j} \).

For each \( i, j \) such that \( b_j \leq c_{(n-t+1)-i} \), set

\[
m_{ij} := [A | B \cup \{c_{(n-t+1)-i}\} \backslash \{b_j\}],
\]

and, similarly, set

\[
n_{ij} := [A \cup \{r_{(m-t+1)-j}\} \backslash \{a_j\} | B]
\]

whenever \( a_j \leq r_{(m-t+1)-j} \).

Then, \( \mathcal{R} = \{m_{ij} | b_j < c_{(n-t+1)-i}\} \) and \( \mathcal{C} = \{n_{ij} | a_j < r_{(m-t+1)-i}\} \).

We now order \( \mathcal{M} = \mathcal{R} \cup \mathcal{C} \) in the following way. The members of \( \mathcal{R} \) come before the members of \( \mathcal{C} \), while \( m_{ij} \leq m_{kl} \) if and only if \( (i, j) \leq (k, l) \) in lexicographic order and, similarly, \( n_{ij} \leq n_{kl} \) if and only if \( (i, j) \leq (k, l) \) in lexicographic order.

The plan is to build up \( T \) from \( S \) by introducing the members of \( \mathcal{M} \) in this order.
At this point, let us look at a specific example.

**Example 3.1.** Consider the quantum minor \( \gamma = [13 \mid 12] \) in \( \mathcal{O}_q(M_{3,3}(K)) \). Then \( S = K[x_{11}, x_{12}, x_{31}, x_{32}] \), a quantum matrix subalgebra of \( \mathcal{O}_q(M_{3,3}(K)) \), while \( \mathcal{R} = \{m_{11}, m_{12}\} = ([13 \mid 23], [13 \mid 13] \}, C = \{n_{11}\} = ([23 \mid 12] \} \) and \( \mathcal{M} = \{m_{11} < m_{12} < n_{11}\} = ([13 \mid 23] < [13 \mid 13] < [23 \mid 12] \}. \) Then,

\[
T = S[m_{11}, m_{12}, n_{11}] .
\]

What we are aiming to do amounts to showing, in this example, that \( T \) is (isomorphic to) a three step iterated Ore extension of \( S \), with the ‘variables’ \( m_{11}, m_{12}, n_{11} \) added in this order. It then follows that \( T \) is a seven step iterated Ore extension of \( K \), and that \( \text{GKdim}(T) = 7 \).

For each \( m_{kl} \) that is defined let \( R(m_{kl}) \) be the subalgebra of \( T \) generated by \( S \) and the \( m_{ij} \) that are less than or equal to \( m_{kl} \) in the order defined above, and for each \( n_{kl} \) that is defined let \( R(n_{kl}) \) be the subalgebra of \( T \) generated by \( S \), all of the \( m_{ij} \) and the \( n_{ij} \) that are less than or equal to \( n_{kl} \) in the order defined above. Let \( m_{kl}^- \) be the \( m_{ij} \) that immediately precedes \( m_{kl} \) in the above order and let \( n_{kl}^- \) be the \( n_{ij} \) that immediately precedes \( n_{kl} \) in the above order. Then, \( R(m_{kl}) \) is generated over \( R(m_{kl}^-) \) by \( m_{kl} \), and \( R(n_{kl}) \) is generated over \( R(n_{kl}^-) \) by \( n_{kl} \). (If \( m_{kl}^- \) does not exist set \( R(m_{kl}^-) := S \), and, similarly, if \( n_{kl}^- \) does not exist, then \( R(n_{kl}^-) \) is generated over \( S \) by all of the \( m_{ij} \).)

We need to know suitable commutation relations between the members of \( \mathcal{M} \) and between the members of \( \mathcal{M} \) and the \( x_{ij} \) in the quantum matrix subalgebra \( S \).

First, we check how the \( m_{ij}, n_{ij} \) commute with the generators of \( S \).

**Lemma 3.2.** Let \( x_{ab} \) be a generator for \( S \). Then

(i) \( x_{ab} \) commutes with \( m_{ij} \) when \( l \neq j \), while

\[
x_{ab}m_{ij} - qm_{ij}x_{ab} = \hat{q} \sum_{s < j} (-q)^s m_{is} x_{as} b_{bs},
\]

where \( \hat{q} = q - q^{-1} \) and \( (-q)^s \) is an unspecified positive integer power of \( -q \).

(ii) \( x_{ab} \) commutes with \( n_{ij} \) when \( k \neq j \), while

\[
x_{ab}n_{ij} - qn_{ij}x_{ab} = \hat{q} \sum_{s < j} (-q)^s n_{is} x_{as} b_{bs},
\]

where \( \hat{q} = q - q^{-1} \) and \( (-q)^s \) is an unspecified positive integer power of \( -q \).

**Proof.** We prove (i), the proof of (ii) is similar. Recall that \( m_{ij} = [A \mid B \cup \{c_{(n-t+1)-l}\} \backslash \{b_j\}] \) is the quantum determinant of a quantum matrix subalgebra that contains the element \( x_{ab} \) whenever \( l \neq j \), and so commutes with such elements.

When \( l = j \), we use \([10, \text{Lemma 4.5.1}(2), \text{first equation}] \) with \( r = a_k, s = b_j, A(i, s) = [A \mid B \cup \{c_{(n-t+1)-l}\} \backslash \{b_j\}] \). (Note that we must interchange \( q \) and \( q^{-1} \) when using results from \([10]\).) We see that

\[
x_{ab}m_{ij} - qm_{ij}x_{ab} = x_{ab} [A \mid B \cup \{c_{(n-t+1)-l}\} \backslash \{b_j\}] - q[A \mid B \cup \{c_{(n-t+1)-l}\} \backslash \{b_j\}] x_{ab} b_j
\]

\[
= \hat{q} \sum_{s < j} (-q)^s [A \mid (B \cup \{c_{(n-t+1)-l}\} \backslash \{b_j\}) \cup \{b_j\} \backslash \{b_s\}] x_{ab} b_s.
\]
\[ \begin{aligned} &= q \sum_{s < j} (-q)^r [A | B \cup \{ c_{(n-r+1)-i} \} \setminus \{ b_j \}] x_{ak} b_j \\ &= q \sum_{s < j} (-q)^r m_{is} x_{ak} b_j \end{aligned} \]

Note that these \( m_{is} \) exist, as \( b_s < b_j < c_{(n-r+1)-i} \). \( \square \)

It is important to note that this result shows that \( x_{ak} b_j m_{ij} - qm_{ij} x_{ak} b_j \in R(m^-) \), and similarly for \( n_{ij} \).

Next, we need to know commutation relations for \( M \).

**Proposition 3.3.**
(i) The \( m_{ij} \) obey the rules for quantum matrix variables, with parameter \( q^{-1} \), as do the \( n_{ij} \).
(ii) Given \( m_{ij} \in \mathcal{R} \) and \( n_{kl} \in \mathcal{C} \), \( m_{ij} n_{kl} = n_{kl} m_{ij} \).

**Proof.** There are several relations to check. We present the proof of the following claim. (The proofs for all other cases are similar, but easier.) Suppose that \( i < k \) and \( j < l \) and that \( m_{ij} \) and \( m_{kl} \) are defined. Then \( m_{il} \) and \( m_{kj} \) are defined and

\[ m_{ij} m_{kl} - m_{il} m_{kj} = (q^{-1} - q) m_{il} m_{kj} . \]

**Proof of claim.** We know that \( b_j < b_l \), and \( b_l < c_{(n-r+1)-k} \), as \( m_{kl} \) is defined. Thus, \( b_j < c_{(n-r+1)-k} \) and so \( m_{lj} = [A | B \cup \{ c_{(n-r+1)-k} \} \setminus \{ b_j \}] \) is defined. Also, \( b_l < c_{(n-r+1)-k} \), as \( m_{kl} \) is defined, and \( c_{(n-r+1)-k} \) as \( m_{kl} \) as \( i < k \). As a consequence, \( b_l < c_{(n-r+1)-i} \) and so \( m_{il} = [A | B \cup \{ c_{(n-r+1)-i} \} \setminus \{ b_j \}] \) is defined.

Set \( A' = A \setminus \{ a_1, a_2 \} \) and \( B' = \{ b_j, b_l \} \). Then \( m_{ij} = [A' \cup \{ a_1, a_2 \} | B' \cup \{ c_{(n-r+1)-i} \} \setminus \{ b_j \}] \) and \( m_{il} = [A' \cup \{ a_1, a_2 \} | B' \cup \{ c_{(n-r+1)-i} \} \setminus \{ b_l \}] \).

We need a commutation rule for the quantum minors \([a_1 a_2 | b_j c_{(n-r+1)-k}]\) and \([a_1 a_2 | b_j c_{(n-r+1)-k}]\), where \( b_j < b_l < c_{(n-r+1)-k} < c_{(n-r+1)-i} \). It is easy to verify that, in \( O_q (M_2, 4(K)) \), we have \([12][24][12][13] - [12][13][12][24] = (q^{-1} - q)[12][14][12][23] \). It follows that, in \( O_q (M_{mn}(K)) \),

\[ [a_1 a_2 | b_j c_{(n-r+1)-k}] - [a_1 a_2 | b_j c_{(n-r+1)-k}] [a_1 a_2 | b_j c_{(n-r+1)-k}] = (q^{-1} - q)[a_1 a_2 | b_j c_{(n-r+1)-k}] [a_1 a_2 | b_j c_{(n-r+1)-k}] \]

Using the quantum Muir’s law of extensible minors, see [8, Proposition 1.3] for example, to re-introduce \( A' \) and \( B' \) we obtain

\[ m_{ij} m_{kl} - m_{il} m_{kj} = (q^{-1} - q) m_{il} m_{kj} \]

as required. \( \square \)

**4. Torus actions induced from \( O_q (M_{mn}(K)) \).** The algebra \( T \) is a subalgebra of \( O_q (M_{mn}(K)) \). Recall that there is an action of the torus \( \mathcal{H} = (K^*)^{m+n} \) on \( O_q (M_{mn}(K)) \) defined on the generators of \( O_q (M_{mn}(K)) \) in the following way: if \( h = (\alpha_1, \ldots, \alpha_m; \beta_1, \ldots, \beta_n) \), then \( h \cdot x_{ij} := \alpha_i \beta_j x_{ij} \). The generators \( x_{ij}, m_{ij}, n_{ij} \) are all eigenvectors for the action of \( \mathcal{H} \); and so it is easy to check that \( \mathcal{H} \) restricts to automorphisms of \( T \) and the various subalgebras that we are using to build up \( T \) as a purported Ore extension. Our aim is to show that the commutation relations developed in Section 3 can be rephrased by using suitable choices of elements \( h \in \mathcal{H} \).
DEFINITION 4.1. Set $h_{mij} := (\alpha_1, \ldots, \alpha_m; \beta_1, \ldots, \beta_n)$ where (i) $\alpha_s = 1$ when $s \in A$, and $\alpha_s = q^{-1}$ when $s \notin A$, and (ii) $\beta_{c_{(n-t+1)-k}} = q^{-2}$, $\beta_{b_l} = q$, and $\beta_s = 1$ for $s \in B \setminus \{b_l\}$, with $\beta_s = q^{-1}$ for $s \notin B$. Also, set $h_{mnkl} := (\alpha_1, \ldots, \alpha_m; \beta_1, \ldots, \beta_n)$ where (i) $\alpha_{r_{(m-t+1)-k}} = q^{-2}$, $\alpha_l = q$, and $\alpha_s = 1$ for $s \in A \setminus \{a_l\}$, while $\alpha_s = q^{-1}$ for $s \notin A \cup \{r_{(m-t+1)-k}\}$, and (ii) $\beta_s = 1$ for $s \in B$ and $\beta_s = q^{-1}$ for $s \notin B$.

Let us check the action of the $h$ that we have just defined on relevant generators of $T$.

LEMMA 4.2. The following hold.

(1) For $i \in A$, $j \in B$, then $h_{mij}(x_{ibj}) = qx_{ibj}$ and $h_{mij}(x_{ij}) = x_{ij}$ when $j \neq b_l$.
(2) For $i \in A$, $j \in B$, then $h_{mij}(x_{ija}) = qx_{ija}$ and $h_{mij}(x_{ij}) = x_{ij}$ when $i \neq a_l$.
(3) Suppose that $(i, j) \not< (k, l)$ in lexicographic order, then:
   
   - $(a)$ $h_{mij}(m_{ij}) = m_{ij}$ when $i \neq k$ and $j \neq l$;
   - $(b)$ $h_{mij}(m_{ij}) = q^{-1}m_{ij}$ when $i = k$ and $j < l$ or $i < k$ and $j = l$.
(4) Suppose that $(i, j) < (k, l)$ in lexicographic order, then:
   
   - $(a)$ $h_{mij}(n_{ij}) = n_{ij}$ when $i \neq k$ and $j \neq l$;
   - $(b)$ $h_{mij}(n_{ij}) = q^{-1}n_{ij}$ when $i = k$ and $j < l$ or $i < k$ and $j = l$.
(5) $h_{mij}(m_{ij}) = m_{ij}$, for all $m_{ij}$ and $m_{ij}$.

Proof. We prove (1) and (3a). The proofs of all other claims are similar to one of these two.

(1) $h_{mij}(x_{ij}) = \alpha_i \beta_j x_{ij}$. Now $i \in A$, so $\alpha_i = 1$ and $h_{mij}(x_{ij}) = \beta_j x_{ij}$, which is equal to $qx_{ij}$ when $j = b_l$ and equal to $1 \cdot x_{ij}$ otherwise.

(3a) Suppose that $i \neq k$ and $j \neq l$. Now, $m_{ij} := [A \mid B \cup \{c_{(n-t+1)-l}\} \setminus \{b_l\}]$ with $b_l < c_{(n-t+1)-l}$, and $m_{kl} := [A \mid B \cup \{c_{(n-t+1)-k}\} \setminus \{b_l\}]$ with $b_l < c_{(n-t+1)-k}$.
Let $h = h_{mij} = (\alpha_1, \ldots, \alpha_m; \beta_1, \ldots, \beta_n)$. Then
\[
h_{mij}(m_{ij}) = h_{mij}([A \mid B \cup \{c_{(n-t+1)-l}\} \setminus \{b_l\}])
\]
\[
= \alpha_1 \cdot \ldots \cdot \alpha_m \beta_{b_1} \ldots \beta_{b_l} \beta_{c_{(n-t+1)-l}} [A \mid B \cup \{c_{(n-t+1)-l}\} \setminus \{b_l\}]
\]
\[
= \alpha_1 \cdot \ldots \cdot \alpha_m \beta_{b_1} \ldots \beta_{b_l} \beta_{c_{(n-t+1)-l}} m_{ij}
\]

Hence, we need to evaluate $\lambda := \alpha_1 \ldots \alpha_m \beta_{b_1} \ldots \beta_{b_l} \beta_{c_{(n-t+1)-l}} \beta_{c_{(n-t+1)-k}}$. From the definition of $h_{mij}$ we see that each $\alpha_{a_l} = 1$. Also, for $s \in B \setminus \{b_l\}$ we know that $\beta_s = 1$. Therefore, $\lambda = \beta_{b_l} \beta_{c_{(n-t+1)-l}}$. We know that $\beta_{b_l} = q$, so it remains to evaluate $\beta_{c_{(n-t+1)-l}}$. As $i \neq k$ it follows that $c_{(n-t+1)-l} \neq c_{(n-t+1)-k}$ so that $c_{(n-t+1)-l} \notin B \cup \{c_{(n-t+1)-k}\}$ and so $\beta_{c_{(n-t+1)-l}} = q^{-1}$. Hence, $\lambda = \beta_{b_l} \beta_{c_{(n-t+1)-l}} = qq^{-1} = 1$. \square

The previous lemma, together with the results obtained in Section 3, is sufficient to establish the following result.

PROPOSITION 4.3. (i) For $x_{ij} \in S$ and for any $m_{ij}$ that is defined,
\[
m_{ij}x_{ij} - h_{m_{ij}}^{-1}(x_{ij})m_{ij} \in R(m^{-1}_{ij})
\]
(ii) For $x_{ij} \in S$ and for any $m_{ij}$ that is defined,
\[
n_{ij}x_{ij} - h_{n_{ij}}^{-1}(x_{ij})n_{ij} \in R(n^{-1}_{ij})
\]
(iii) \( m_{kl}m_{ij} - h_{n_{kl}}^{-1}(m_{ij})m_{kl} \in R(m_{ij}) \) for \( (i, j) < (k, l) \) in lexicographic order
(iv) \( n_{kl}m_{ij} = h_{n_{kl}}^{-1}(m_{ij})n_{kl} \) for all \( (i, j) \) and \( (k, l) \)
(v) \( n_{kl}m_{ij} - h_{n_{kl}}^{-1}(n_{kl})n_{ij} \in R(n_{ij}) \) for \( (i, j) < (k, l) \) in lexicographic order.

We can use this proposition to show that at each stage in the construction of \( T \) we have an Ore extension. In order to do this, we need to utilise the following result concerning Gelfand–Kirillov dimension of extensions of the type considered in the previous result. See [5] for standard properties of Gelfand–Kirillov dimension.

**Lemma 4.4.** Let \( B \) be a \( K \)-algebra. Suppose \( A \) is a finitely generated subalgebra of \( B \) that is an integral domain with finite Gelfand–Kirillov dimension and that \( x \) is an element of \( B \) such that \( B \) is generated by \( A \) and \( x \) as an algebra. Furthermore, suppose there exists an automorphism \( \theta \) of \( A \) and a finite-dimensional subspace \( V \) of \( A \) that generates \( A \) as an algebra such that \( \theta(V) = V \). Suppose that \( xa - \sigma(a)x \in A \), for each \( a \in A \). Then \( \text{GKdim}(B) \leq \text{GKdim}(A) + 1 \).

Also,

(i) \( \delta : A \rightarrow A \), defined by \( \delta(a) := xa - \sigma(a)x \), is a \( \sigma \)-derivation of \( A \), and
(ii) if \( C := A[y; \sigma, \delta] \), the natural algebra morphism \( \theta : C \rightarrow B \) such that \( \theta|_A = \text{id}_A \) and \( \theta(y) = x \) is an isomorphism if only if \( \text{GKdim}(B) = \text{GKdim}(A) + 1 \).

**Proof.** Note that [8, Lemma 2.3] guarantees that \( \text{GKdim}(B) \leq \text{GKdim}(A) + 1 \). As \( C \) is a particular example of such a \( B \), we have \( \text{GKdim}(C) \leq \text{GKdim}(A) + 1 \). However, it is well known that \( \text{GKdim}(C) \geq \text{GKdim}(A) + 1 \) (see [5, p.164]) and so \( \text{GKdim}(C) = \text{GKdim}(A) + 1 \).

It is routine to check that \( \delta \) is a \( \sigma \)-derivation of \( A \). The map \( \theta : C \rightarrow B \) given by \( \theta(f(y)) := f(x) \) is an epimorphism from \( C \) to \( B \). If \( \theta \) is not an isomorphism, then \( \text{GKdim}(B) \geq \text{GKdim}(C) - 1 = \text{GKdim}(A) \), by [5, Proposition 3.15], while if \( \theta \) is an isomorphism, then \( \text{GKdim}(B) = \text{GKdim}(C) = \text{GKdim}(A) + 1 \), as required. \( \square \)

**Corollary 4.5.** \( \text{GKdim}(T) \leq (m + n + 1)t - \sum_{i=1}^{t}(a_i + b_i) \)

**Proof.** Recall that \( T \) is generated over \( K \) by the \( t^2 \) elements \( x_{a,b} \), together with those \( t \times t \) quantum minors that are greater than \( \gamma \) and differ from \( \gamma \) in exactly one entry. Such a minor which excludes \( a_i \) is given by including a row index which is bigger than \( a_i \) but not equal to any of the other \( a_i \). There are \( m - a_i - (t - i) \) such indices. Summing over \( i = 1, \ldots, t \), one obtains \( mt - \sum a_i - t(t - 1)/2 \). There are also \( nt - \sum b_j - t(t - 1)/2 \) such quantum minors that exclude a \( b_j \), giving a total of \( (m + n)t - \sum (a_i + b_j) - t(t - 1)/2 \) such quantum minors. Adding in \( t^2 \) for the \( x_{a,b} \) produces \( (m + n + 1)t - \sum_{i=1}^{t}(a_i + b_i) \) generators. At each stage that a new generator is introduced, we have an algebra \( A \), a new generator \( x \) to generate an algebra \( B \) containing \( A \) and an automorphism \( \sigma \) with the property that \( xa - \sigma(a)x \in A \) for elements \( a \) in a generating set of \( A \) as an algebra. As \( \sigma \) is an automorphism, this property extends to all elements of \( A \) and so the first part of Lemma 4.4 is applicable to establish that \( \text{GKdim}(B) \leq \text{GKdim}(A) + 1 \). There are a total of \( (m + n + 1)t - \sum_{i=1}^{t}(a_i + b_i) \) such extensions building up \( T \) from the base field \( k \) and so the required inequality is obtained. \( \square \)

5. Generalised quantum determinantal rings are maximal orders. Let \( \gamma = [A_B] = [a_1, \ldots, a_t \mid b_1, \ldots, b_t] \) be a quantum minor in \( O_q(M_{mn}(K)) \) and set \( J_\gamma = O_q(M_{mn}(K))_\gamma \). Then \( \gamma \) is a regular normal element of \( J_\gamma \), by Corollary 2.3; and so we can invert \( \gamma \) to obtain the localisation \( J_\gamma[\gamma^{-1}] \). Our aim is to show that this localisation is
isomorphic to a localisation \(T[\gamma^{-1}]\) of the algebra \(T\) constructed in the previous section. As a consequence, \(J_\gamma[\overline{\gamma}^{-1}]\) will be a maximal order. From this we will deduce that \(J_\gamma\) is a maximal order.

There is a natural homomorphism \(\theta\) from \(T[\gamma^{-1}]\) to \(J_\gamma[\overline{\gamma}^{-1}]\), see below. In order to show that \(\theta\) is surjective, we need to employ quantum Laplace expansions; while in order to see that \(\theta\) is injective, we need to use Gelfand–Kirillov dimension calculations. The details are in the next few results.

**Lemma 5.1.** The quantum minor \(\gamma\) is a regular normal element in the algebra \(T\). More precisely, \(\gamma\) \(q^\ast\)-commutes with each of the generators of \(T\).

**Proof.** A variable \(x_{ij}\) in the generating set for \(T\) as an algebra precisely when \(i \in A\) and \(j \in B\), in which case \(x_{ij}\) commutes with \(\gamma\).

Recall that \(m_{ij} = [A | B \cup \{c_{(n-r+1)-i}\} \backslash \{b_j\}]\), with \(b_j < c_{(n-r+1)-i}\). A simple application of the quantum Muir’s law [8, Proposition 1.3] shows that the commutation relation between \(\gamma = [A | B]\) and \(m_{ij}\) is the same as that between \(x_{ai}b_j\) and \(x_{ai}c_{a+(n-r+1)-i}\), and this is a \(q\)-commutation as these two variables are on the same row of a quantum matrix. A similar remark applies to the commutation relations between \(\gamma\) and the \(n_{ij}\) with the roles of rows and columns interchanged.

As a consequence of the previous lemma, we can form the localisation \(T[\gamma^{-1}]\) of \(T\) obtained by inverting the powers of \(\gamma\) and the canonical morphism \(T \longrightarrow T[\gamma^{-1}]\) is injective. Gelfand–Kirillov dimension behaves well with respect to this localisation, as we see below.

**Lemma 5.2.**

(i) \(\text{GKdim}(T[\gamma^{-1}]) = \text{GKdim}(T) \leq (m + n + 1)t - \sum_{i=1}^t (a_i + b_i)\).

(ii) \(\text{GKdim}(J_\gamma[\overline{\gamma}^{-1}]) = \text{GKdim}(J_\gamma) = (m + n + 1)t - \sum_{i=1}^t (a_i + b_i)\).

(iii) \(\text{GKdim}(T[\gamma^{-1}]) \leq \text{GKdim}(J_\gamma[\overline{\gamma}^{-1}])\).

**Proof.**

(i) Let \(V\) be the vector space generated by the generators of \(T\) (that is, the \(x_{ij}\), \(m_{ij}\) and \(n_{ij}\)). Then the previous lemma shows that \(\gamma V = V\gamma\). Let \(W := V + \gamma^{-1}K\) and note that \(W\) generates \(T[\gamma^{-1}]\) as an algebra and that \(W\gamma \subseteq T\). Set \(Y := W\gamma + K\gamma + K\), a finite-dimensional vector subspace of \(T\). It is easy to check that \(W^n\gamma^n \subseteq Y^n\). It follows that \(\text{dim}(W^n) \leq \text{dim}(Y^n)\) and so \(\text{GKdim}(T[\gamma^{-1}]) \leq \text{GKdim}(T)\). As it is obvious that \(\text{GKdim}(T[\gamma^{-1}]) \geq \text{GKdim}(T)\), equality follows. The inequality is already established in Corollary 4.5.

(ii) For the first equality, a similar proof to that in (i) works, taking the generating subspace \(V\) to be generated by the image of \(\Pi\) in \(J_\gamma\), and using Corollary 2.3 instead of Lemma 5.1.

For the second equality, see [8, Remark 4.2(iii)].

(iii) This is immediate, from (i) and (ii).

The inclusion of \(T\) in \(\mathcal{O}_q(M_{mn}(K))\) induces a natural homomorphism \(\theta : T \longrightarrow J_\gamma[\overline{\gamma}^{-1}]\) which sends any quantum minor \([I | J]\) to its image \([I | J]\) in \(J_\gamma \subseteq J_\gamma[\overline{\gamma}^{-1}]\). In particular, \(\theta(\gamma) = \overline{\gamma}\), and so we may extend \(\theta\) to a homomorphism (also denoted by \(\theta\)) from \(T[\gamma^{-1}]\) to \(J_\gamma[\overline{\gamma}^{-1}]\).

**Proposition 5.3.** The homomorphism

\[
\theta : T[\gamma^{-1}] \longrightarrow J_\gamma[\overline{\gamma}^{-1}]
\]

is an isomorphism.
Proof. The algebra \( J_{\gamma} [\overline{\gamma}^{\pm 1}] \) is generated over \( K \) by \( \overline{\gamma}^{\pm 1} \) together with the images \( \overline{x}_{rs} \) in \( J_{\gamma} \) of the \( mn \) generators \( x_{rs} \) of \( \mathcal{O}_q(M_{mn}(K)) \). Thus, in order to prove surjectivity, it is enough to see that the \( \overline{x}_{rs} \) are all in the image of \( \theta \). This is obvious for the \( \overline{x}_{rs} \) which have \( r \in A \) and \( s \in B \).

Let \( \overline{x}_{rs} \) be a generator with \( (r, s) \notin A \times B \).

Suppose first that \( s \notin B \). By [3, A.5. Corollary (b)(i)], for any \( I \subseteq \{1, \ldots, m\} \) and \( J \subseteq \{1, \ldots, n\} \) with \(|J| = |I| + 1\) we have

\[
\sum_{j \in J} (-q)^{|[1, j] \cap J|} x_{rj} [I \setminus |J \setminus \{j\}|] = \begin{cases} (-q)^{|[1, r] \cap J|} [I \cup |r| \setminus J] & (r \notin I) \\ 0 & (r \in I) \end{cases}.
\]

If we set \( I = A \) and \( J = B \cup \{s\} \), then we obtain the following relation in \( \mathcal{O}_q(M_{mn}(K)) \):

\[
(-q)^* x_{rs} [A|B] + \sum_{j=1}^{t} (-q)^* x_{rbj} [A \setminus B \cup \{s\}\setminus \{bj\}] = \begin{cases} (-q)^*[A \cup |r| \setminus B \cup \{s\}] & (r \notin A) \\ 0 & (r \in A) \end{cases}.
\]

To start with, suppose in addition that \( r \in A \). Let us look at the image in \( J_{\gamma} \) of the above relation. The terms \( x_{rbj}[A \setminus B \cup \{s\}\setminus \{bj\}] \) where \( s < bj \) are sent to zero because they are not greater than or equal to \( \gamma \). In addition, the image in \( J_{\gamma} \) of the remaining such terms is in the image of \( \theta \). It follows from this that, in this case, \( \overline{x}_{rs} \) is in the image of \( \theta \). Of course, by a similar argument, exchanging rows and columns, we get that \( \overline{x}_{rs} \) is in the image of \( \theta \) whenever \( r \notin A \) and \( s \in B \).

It remains to deal with the case where \( r \notin A \) and \( s \notin B \). In that case, we have the relation \((-q)^* x_{rs} [A|B] + \sum_{j=1}^{t} (-q)^* x_{rbj} [A \setminus B \cup \{s\}\setminus \{bj\}] = (-q)^*[A \cup |r| \setminus B \cup \{s\}] \) in \( \mathcal{O}_q(M_{mn}(K)) \). In this relation, the right-hand term is not greater than or equal to \( \gamma \) since it is a \((t + 1) \times (t + 1)\) minor. So, taking the image of this latter relation in \( J_{\gamma} \), we get, by the same argument as above, that \( \overline{x}_{rs} \) is in the image of \( \theta \) since, as we have just proved, \( \overline{x}_{rbj} \) is in the image of \( \theta \).

This finishes the proof that \( \theta \) is a surjective map.

Hence, \( \text{GKdim}(T[\gamma^{\pm 1}]) \geq \text{GKdim}(\theta(T[\gamma^{\pm 1}])) = \text{GKdim}(J_{\gamma}[\overline{\gamma}^{-1}]) = \text{GKdim}(J_{\gamma}) \).

Together with Lemma 5.2(iii), this gives \( \text{GKdim}(T[\gamma^{\pm 1}]) = \text{GKdim}(J_{\gamma}[\overline{\gamma}^{-1}]). \)

Suppose now that \( \theta \) is not injective. Then \( \ker(\theta) \) is a nonzero ideal in the noetherian domain \( T[\gamma^{\pm 1}] \). Hence, \( \text{GKdim}(\theta(T[\gamma^{\pm 1}])) < \text{GKdim}(T[\gamma^{\pm 1}]) \), by [5, Proposition 3.15]. However, this contradicts the fact that these two dimensions are equal, as observed in the previous paragraph. Thus, \( \theta \) is injective and so \( \theta \) is an isomorphism. \( \square \)

**Corollary 5.4.** \( \text{GKdim}(T) = (m + n + 1)t - \sum_{i=1}^{t} (a_i + b_i) \).

*Proof.* This follows immediately from Lemma 5.2. \( \square \)

**Corollary 5.5.** The algebra \( T \) is an iterated Ore extension.

*Proof.* The algebra \( T \) is constructed from \( K \) by adding in the \((m + n + 1)t - \sum_{i=1}^{t} (a_i + b_i) \) generators one-by-one. At each stage, the Gelfand–Kirillov dimension can increase by at most one, by Lemma 4.4, and so must increase by exactly one, as \( \text{GKdim}(T) = (m + n + 1)t - \sum_{i=1}^{t} (a_i + b_i) \). Thus, each stage is an Ore extension, by Lemma 4.4. \( \square \)
Remark 5.6. Corollary 5.5 extends Lemma 6.4 of [1], which asserts that in the commutative case (that is when \( q = 1 \)), \( O_1(\text{M}_{mn}(K))_\gamma \) is a localisation of a polynomial ring in \((m + n + 1)t - \sum_{i=1}^t (a_i + b_i)\) indeterminates.

Proposition 5.7. The QGASL \( O_q(\text{M}_{mn}(K))_\gamma \) is an integral domain.

Proof. The algebra \( T[\gamma^{-1}] \) is an integral domain as it is a localisation of \( T \) which is a subalgebra of the domain \( O_q(\text{M}_{mn}(K))_\gamma \). As a consequence, the isomorphism \( T[\gamma^{-1}] \cong \) \( O_q(\text{M}_{mn}(K))_\gamma[\gamma^{-1}] \) of Proposition 5.3 shows that \( O_q(\text{M}_{mn}(K))_\gamma[\gamma^{-1}] \) is an integral domain. As \( \gamma \) is a regular normal element of \( O_q(\text{M}_{mn}(K))_\gamma \) by Corollary 2.3, the natural map \( O_q(\text{M}_{mn}(K))_\gamma \rightarrow O_q(\text{M}_{mn}(K))_\gamma[\gamma^{-1}] \) is a monomorphism, and so \( O_q(\text{M}_{mn}(K))_\gamma \) is also an integral domain.

Remark 5.8. The previous result applies to all generalised quantum determinantal rings \( O_q(\text{M}_{mn}(K))_\tau \), for any \( \tau \in \Pi \). In particular, it applies to the upper neighbours of \( \gamma \) which are the elements \( \tau \in \Pi \setminus \Pi_\gamma \) with the property that if \( \sigma \in \Pi \) with \( \gamma <_{\text{st}} \sigma \leq_{\text{st}} \tau \) then \( \sigma = \tau \). This makes available [8, Proposition 2.2.2] which we use in the proof of our main theorem below.

Theorem 5.9. The generalised quantum determinantal ring \( O_q(\text{M}_{mn}(K))_\gamma \) is a maximal order.

Proof. The algebra \( T[\gamma^\pm 1] \) is a localisation of an iterated Ore extension, and so is a maximal order, by [9, V. Proposition 2.5, IV. Proposition 2.1]. Thus, \( O_q(\text{M}_{mn}(K))_\gamma[\gamma^{-1}] \) is a maximal order, by the isomorphism established in Proposition 5.3. Hence, [8, Proposition 2.2.2] applies to the quantum graded algebra with a straightening law \( O_q(\text{M}_{mn}(K))_\gamma \) (whose underlying poset has the single minimal element \( \gamma \)); so, we conclude that \( O_q(\text{M}_{mn}(K))_\gamma \) is a maximal order.

Remark 5.10. As pointed out in the Introduction, our motivation in the present work is to complete the study, from the point of view of noncommutative algebraic geometry, of generalised quantum determinantal rings. Here is a summary of the results.

Let \( \gamma \in \Pi \). Then, \( O_q(\text{M}_{mn}(K))_\gamma \) is an integral domain and a maximal order in its division ring of fractions, as established in [8] and the present work.

Further, \( O_q(\text{M}_{mn}(K))_\gamma \) is AS–Cohen–Macaulay, and it is AS–Gorenstein for any nonzero \( q \) in \( K \) if and only if it is AS–Gorenstein for \( q = 1 \). All this can be shown following the arguments developed in paragraph 4 of [7] (see in particular Theorems 4.2 and 4.3). Notice in addition that necessary and sufficient conditions for \( O_1(\text{M}_{mn}(K)) \) to be AS–Gorenstein are given in [1, Theorem 8.14].
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