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Computer graphics seeks to deliver compelling images, generated within a computing budget, targeted at a specific display device, and ultimately viewed by an individual user. The foveated nature of human vision offers an opportunity to efficiently allocate computation and compression to appropriate areas of the viewer’s visual field, of particular importance with the rise of high-resolution and wide field-of-view display devices. However, while variations in acuity and contrast sensitivity across the field of view have been well-studied and modeled, a more consequential variation concerns peripheral vision’s degradation in the face of clutter, known as crowding. Understanding of peripheral crowding has greatly advanced in recent years, in terms of both phenomenology and modeling. Accurately leveraging this knowledge is critical for many applications, as peripheral vision covers a majority of pixels in the image. We advance computational models for peripheral vision aimed toward their eventual use in computer graphics. In particular, researchers have recently developed high-performing models of peripheral crowding, known as “pooling” models, which predict a wide range of phenomena but are computationally inefficient. We reformulate the problem as a dataflow computation, which enables faster processing and operating on larger images. Further, we account for the explicit encoding of “end stopped” features in the image, which was missing from previous methods. We evaluate our model in the context of perception of textures in the periphery, including a novel texture dataset and updated textural descriptors. Our improved computational framework may simplify development and testing of more sophisticated, complete models in more robust and realistic settings relevant to computer graphics.
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1 INTRODUCTION

Computer graphics traditionally renders images with equal detail across the field of view, but researchers have long recognized that a viewer can only perceive a limited amount of this detail at a given moment. The human visual system concentrates sensor resolution, encoding, and processing on the small region of the retina subtending about 5 degrees of visual angle around the center of the viewer’s gaze, where the viewer is fixating, called the fovea. While the characteristics and limitations of foveal vision are very well studied and the design of displays and rendering algorithms reflects this understanding, nearly all the pixels of a high-resolution image fall in the user’s peripheral vision at a given moment. The foveal region covers merely 10% of a 15” laptop screen at typical viewing distances, and less than 1% of a modern virtual reality headset. Accounting for loss of acuity in the periphery affords opportunities to reduce computation using foveated rendering, (e.g., References [1, 2]). Such systems use gaze tracking and models of certain aspects of peripheral vision to achieve lower rendering or resolution costs while also producing a percept that is identical to that of a full-detail image. As gaze tracking hardware becomes common, foveated techniques have the potential to reduce graphics computation by one or more orders of magnitude—savings that can be channeled into more realistic images, improved power consumption, cost, or form factor for devices, and/or reduced bandwidth across display busses or wireless networks. However, foveated graphics techniques to date leave something on the table: They do not explicitly account for the nature of the peripheral encoding, an important source of potential savings. Graphics researchers have largely built on models of peripheral acuity that account for the resolution of photoreceptors on the retina [3], as well as for human contrast sensitivity as a function of eccentricity [4]. But, as visualized in Figure 1, human peripheral vision is far from being simply a low-resolution version of foveal vision, and as we discuss below, acuity alone does not account for the limitations and opportunities inherent in foveated rendering.

In recent years, vision science researchers have made great strides toward understanding the peripheral encoding, in particular accounting for the dominant effect in peripheral vision known as crowding (see Figure 2 for a classic demonstration). Crowding refers to phenomena in which vision becomes significantly worse when the display or scene is complex or cluttered and occurs even within the central fovea. Although there is a smooth degradation in both acuity and crowding as a function of eccentricity, crowding is the dominant factor in peripheral vision. Recent advances in understanding crowding have been significant, but this new understanding has not yet been operationalized into efficient models that can guide graphics and display tasks such as rendering or compression. Our work advances the state-of-the-art in peripheral encoding by making it faster and easier to develop more sophisticated models that explain performance on a wider range of visual tasks, and for a wider range of visual stimuli, and to test those models in a setting that is more robust, realistic, and relevant to the graphics community. By creating more effective tools for vision science, we hope to pave the way for vision research to better inform graphics pipelines that take full advantage of the limitations of human vision.

Here, we model the peripheral encoding utilized by the human visual system and test this model based on the concept of spatial metamaterialism. In analogy to metamers studied in color vision, spatial metamers are stimuli that are physically different from each other, but generate the same response in the visual system when viewed at a given eccentricity. One can also talk about, and generate, metamers of a model: model metamers are images that are physically different but generate the same response according to the model. If a model metamer also serves as a metamer for human vision, then a human subject should be at chance at distinguishing between the synthesized image and the original input to the model. We call this a successful metamer. One can have a successful metamer by simply being conservative about how much one changes the original image, much as one can have a successful foveated rendering by throwing away little information. The goal of a metamer test of a peripheral vision model is to preserve human vision metamaterialism while throwing away information that peripheral vision does not have access to, much as we would like foveated rendering systems to maximize savings while preserving appearance for the user.

To this end, we present a novel and efficient dataflow model that computes a hypothesized encoding of peripheral imagery to capture significant recent advances from vision science. The model outputs model
Fig. 1. An example of our peripheral encoding model applied to a high-resolution color image for two different gaze locations (outlined in yellow). Under conditions of crowding, observers often describe a “jumbled” appearance, leading to difficulty performing peripheral tasks such as recognizing an object. The output of our model shows jumbling in the periphery, making recognition of details difficult, as often observed in performance of peripheral tasks. Despite their scrambled appearance, at the modeled viewing distance the middle and right images would theoretically be indistinguishable from the original image on the left when focusing on the blue screen and the Hawaiian shirt, respectively. The bottom row shows zoomed-in cutouts of both gaze locations in each image, demonstrating that the crowding model jumbles the peripheral details, rather than decreasing resolution; relatively high resolution details remain, but precise information about their location is lost. We propose an efficient model for generating images that mimic the effect of crowding for use in a variety of graphics and vision science applications. Images are best viewed electronically at full resolution.

Fig. 2. Visual crowding, though applicable to general stimuli, is often demonstrated and studied using letter arrays. Fixating the cross, it is easy to identify the the isolated letter on the left, but hard when that letter is flanked by other nearby letters on the right.

metamers for testing. In addition, we take advantage of our more flexible system to add “end-stopping” mechanisms to the model [5]. Though not a neural network, our model uses the high-performance optimization machinery of modern deep learning to run orders of magnitude faster than the state-of-the-art model. We evaluate our model with a psychophysical study on peripheral texture perception. We believe this work will enable new research on perceptually adaptive graphics, and we hope it also serves as a call to action for further research into and refinement of perceptual encoding models.

Our contributions:
• a survey of current knowledge about peripheral vision’s degradation in the face of clutter, including the state-of-the-art model based on measurement of a rich set of summary statistics (Section 2),
• a novel perceptual encoding model that flexibly allows inclusion of new image features such as end stopping, and is geared toward an efficient dataflow implementation (Section 3),
• a new dataset of rendered textures labeled using modernized texture descriptors (Section 5), and
• a psychophysical experiment on texture perception that illustrates the encoding model in action (Section 6).

2 BACKGROUND

As described in the previous section, foveated graphics applications typically use lower-resolution imagery in the periphery to achieve a variety of computational savings. However, vision in the periphery is not simply lower-resolution; the compressive encoding used in peripheral vision is more quirky and interesting. We review
Fig. 3. One of the success stories from modeling crowding has been a new understanding of visual search. Visual search has many peculiarities. (a): Even holding constant the discriminability between the target and other search items, there are big differences in performance, with search for a unique feature (left) usually far faster than search for a conjunction of features (middle, white AND vertical), which is in turn faster than search for a configuration (right, the two bars configured to form a T). (b): A number of asymmetries exist: for instance, it is easier to find a Q among Os than an O among Qs. A pooling model of crowding can explain all of these results [6–8], providing a more parsimonious account than previous theories.

Fig. 4. Peripheral vision lacks detail, largely due to crowding. This lack of detail likely provides some of the explanation for change blindness: As an example, most viewers will have trouble “spotting” the difference between the two images shown here. One of the 128 examples available from Sareen et al. [9].

work from the past few decades exploring a number of odd perceptual phenomena in the periphery, focusing on a simple encoding model (pooling) that explains a surprising amount of the observed behavior. We demonstrate significant computational improvements to (Section 3) and evaluation of (Section 4) this model.

2.1 The Peculiarity of Peripheral Vision

Human vision is not the same everywhere, i.e., across the visual field (see References [10, 11] for reviews). One often hears that peripheral vision has low acuity, or resolution, relative to the fovea, and peripheral vision does more poorly resolve high spatial frequencies. However, it turns out the loss of acuity is actually relatively mild [11]. Furthermore, loss of acuity cannot explain performance on tasks for which the stimuli have typically been designed to avoid acuity limits. Rather, it is the compressive encoding of peripheral vision that drives performance on many visual tasks, even those that do not explicitly probe peripheral mechanisms.

For example, visual search is often difficult [12]: It can be hard to find your keys, even when they are right in front of you. It is easy to tell your keys from your cell phone; if vision were the same everywhere, search should be easy. That search is difficult implies that vision is not the same across the visual field. The visual search literature is full of such phenomena (Figure 3). Even when it is easy to tell the target from other items in the display, some searches are much harder than others, and there are numerous search asymmetries. Human scene perception also demonstrates that vision is not the same across the field of view. A very short glance—in some cases for as little as 30 ms [13]—suffices to get the gist of a scene. However, if we experimentally probe the details of that percept, then we often find that they are murky. One way this can be demonstrated is using a phenomenon known as change blindness, in which observers are asked to find the difference between two similar images, as in a child’s puzzle (Figure 4(a)). Viewers also have trouble with two images presented in succession, and this is essentially the same phenomenon as the side-by-side case [14]. The fact that people are often “blind”
Fig. 5. (left) Crowding display from Figure 2. (middle) If loss of peripheral acuity were the cause, then we should be able to blur this image until the crowded "G" on the right were unreadable, but could read the isolated letter on the left. However, the loss of high spatial frequencies affects both approximately equally. Crowding does not merely reflect a lack of peripheral acuity. (right) Applying our metamer model shows the perceptual asymmetry between crowded and uncrowded letters in the periphery.

to the differences between the two images [15] again suggests that vision is not the same everywhere; if it were, then it should be easy to find the differences, as they are easy to see once found.

These phenomena, as well as others, suggest that human visual processing has an information bottleneck. Because of capacity limits, one strategy that the visual system uses is to more coarsely encode information farther from the point of fixation. This strategy degrades information where you are not looking—i.e., at any given moment, almost everywhere. The nature of this encoding and the information that survives the bottleneck amounts to degradation in the face of clutter, known as crowding. Crowding has often been demonstrated using arrays of letters like that shown in Figure 5. Fixating the central "+" at a normal reading distance, one likely has no difficulty reading the isolated "G" on the left. Add additional clutter, the flankers "K" and "P," and it becomes much harder to read the crowded "G" on the right. Move those flankers farther from the target letter, and at some "critical spacing" the task becomes easy again [16]. We know that crowding is not due to the loss of peripheral acuity [17]. One can easily demonstrate this (Figure 5, middle). Fixating the crowded "G" on the right, we can progressively blur the image until it becomes difficult to read the letter. However, at that level of blur it also becomes hard to read the uncrowded "G" on the left. Furthermore, examining the blurred image it is obvious that even at this excessively low resolution the flankers do not interfere with perception of the central target. Rather, there must be some other kind of loss of information in peripheral vision. Furthermore, this loss does not apply merely to letter arrays, but rather to perception of any visual stimuli [11].

The phenomenology of crowding has given us some hints as to the underlying mechanisms. When viewing a cluttered or complex peripheral stimulus, firm localization of detail becomes difficult [18] (as translated by Reference [19]) [20–22]. Lettvin [23] remarked that "It is not as if these things go out of focus—but rather it’s as if somehow they lose the quality of ‘form.’" This loss of location and form information can lead to a percept one might describe as "jumbled." A peripherally viewed word "only seems to have a ‘statistical’ existence... [preserving] every property save that of the spatial order that would confer shape." Peripheral vision tolerates considerable image variation without giving us much sense that something is wrong, despite such variation appearing blatantly obvious when viewed foveally [24, 25]. A number of recent review papers give more detailed description of these and other crowding phenomena [26–28].

2.2 The Summary Statistic Encoding Hypothesis
These phenomena—the jumbled percept, loss of location information, and the seemingly statistical nature of the perceived stimulus—have pointed a number of researchers toward a particular explanation. Crowding has been attributed to "excessive or faulty feature integration," "compulsory averaging," "forced texture processing," or "a statistical representation" [23, 26, 27, 29, 30]. This led to the suggestion that crowding results from an encoding scheme that pools summary statistics over local regions [30, 31], and to the specification and implementation of an image-computable model [24, 29, 32].

One can make a number of arguments for why the visual system might implement such an encoding. Averaging in the sense of collecting a rich set of summary statistics preserves a great deal of useful information, at the cost of discarding the precise phase and location of details [29]. Take, for instance, the 700–1,000 summary
statistics used by Portilla and Simoncelli’s [33] state-of-the-art model of texture appearance (note the exact number depends on the choice of several model parameters). Those statistics include such things as the distribution of luminance and color, as well as pairwise cross-correlations applied to the output of oriented filters at multiple scales, similar to mechanisms found in early visual processing areas. These latter statistics to some degree encode, for instance, the presence of extended contours, periodic structures, corners or other junctions, as well as the sharpness of edges. Portilla and Simoncelli [33] used their texture analysis/synthesis procedure to generate new samples of “texture” that have approximately the same summary statistics as the original, demonstrating that these summary statistics do a good job of capturing the appearance of textures. This type of statistical textural representation provides an efficient encoding, of use for getting around an information bottleneck in vision [29].

Furthermore, considerable work in vision science has suggested that many visual tasks are inherently statistical tasks. Texture segmentation and discrimination rely on summary statistics [34]. Deviation from local summary statistics makes an unusual item pop out, seeming to draw the observer’s attention [35–37]. Deciding whether a material is shiny might have to do with subband skew [38]. Real-world scenes contain many textured regions—trees, sky, building façades, stone walkways—and representing those textures well may facilitate scene perception [39]. A statistical encoding in peripheral vision, then, may support many real-world tasks.

2.3 Image Synthesis from Summary Statistics

To model peripheral crowding, according to this hypothesis, one needs to capture the loss of information in peripheral vision due to computation of a rich set of summary statistics [24, 32]. These summary statistics are computed within each of multiple pooling regions that grow linearly in size with eccentricity (i.e., distance to the point of fixation), overlap, and densely tile the visual field (Figures 6 and 7). The state-of-the-art model of peripheral crowding uses approximately the summary statistics of Portilla and Simoncelli’s [33] model of human texture perception. This model has largely been tested by asking to what degree the hypothesized encoding can predict performance at visual tasks, rather than by testing its ability to generate metamers for the visual system. The loss of information in the hypothesized peripheral encoding can predict difficulty recognizing peripheral objects in cluttered displays or scenes [6, 7, 24, 29, 40]. The loss of information also predicts difficult search conditions, while preserving the information necessary to predict easy search—conditions in which the target appears to “pop out” and draw attention [6–8]. In spite of this loss of information, the encoding preserves sufficient information to predict the ease with which observers get the gist of a scene at a glance, including identifying the scene category, upcoming turns when driving, and the presence of target objects like an animal or a stop sign [41, 42].

Questions remain regarding the correct set of summary statistics to use. The state-of-the-art model, following Portilla and Simoncelli [33], uses hand-picked statistics chosen based on understanding of the utility of their
Fig. 7. A metamer of the image used in Figure 6 generated with our peripheral encoding model using the same fixation point. When centering gaze at this fixation, the summary statistics under an ideal model should be the same as in the original within each pooling region, and distortions at image edges would be undetectable in peripheral view. This is despite the extremely distorted appearance of the image away from the modeled fixation when viewing those regions foveally.

features, efficiency at encoding natural images, and ability to capture texture appearance. Little work has been done to test alternative statistics for modeling peripheral vision. Given the recent success of deep learning, one tempting possibility consists of learning the statistics by training a network to perform a visual task. Researchers have begun to explore this possibility. Gatys et al. [43] and Wallis et al. [44] use the intermediate activations of a pre-trained CNN (VGG-19) pooled over the entire image. This amounts to roughly 10 to 100 times more statistics. Compared to Portilla and Simoncelli [33], the resulting textures better mimic the originals when viewed foveally, but achieve roughly equal quality when viewed peripherally [44]. While it is promising to derive summary statistics from a CNN trained to perform core object recognition, rather than hardcoding them as in Reference [33], considerably more work needs to be done to test the usefulness of those statistics in modeling peripheral vision.

Additionally, somewhat different methods exist that mimic aspects of peripheral information loss. For example, Deza et al. [45] propose a learned manifold of image features relative to a universal metamer noise image. In effect, they have learned the ways in which they can distort an image while maintaining a degree of metamerism, with the amount of distortion able to vary as a function of eccentricity. Walton et al. [46] also propose a fast way to render visual metamers for graphics applications. Their method uses very simple statistics: Per-pixel mean and variance are computed on the output of a steerable pyramid with a single filter size and two orientations. This approach allows for faster (real-time) computing of metamers. However, the simplicity of their model is unlikely to correctly account for the complex crowding phenomena described earlier in this section; one way to ensure metamerism is to throw away less peripheral information. As with previous work, they were also only able to validate their method using a small number of natural images (seven), while our work examines 200 different textures to determine which natural image constituents might be well-represented by our model.

As in the demonstration in Figure 5, one can gain intuition about what information is preserved and lost in peripheral vision by synthesizing images with approximately the same summary statistics. Much of the previous work [24, 32, 44] has done this by building upon texture synthesis techniques, e.g., References [33, 43]. Portilla and Simoncelli [33], for instance, pool summary statistics over a single pooling region that covers the entire input image. They then synthesize a new texture by starting with a random image and iteratively applying the summary statistics as constraints, adjusting the synthesized image until it converges to have approximately the same statistics as those measured in the original.

Texture synthesis techniques can be extended to model the progressive loss of information in peripheral vision by satisfying statistical constraints computed not over the entire input image, but rather computed within multiple, overlapping pooling regions (such as the pooling regions visualized in Figure 6). This process synthesizes model metamers for a given model of peripheral vision. The success of such model metamers can be tested by assessing a human subject’s ability to distinguish it from the original input image; successful metamers are indistinguishable from the original image.
Fig. 8. Dataflow for computing summary statistics for an image. First, we build a steerable pyramid using linear convolutional filters to get an initial set of component images, corresponding to different scales and orientations. These include low-pass, high-pass, and edge phase (or oriented band-pass) images. Additional component images (edge magnitude and edge phase-doubled) are created using non-linear operations to create an augmented steerable pyramid. Then, we create statistic images that correspond to various moments and correlations of the component images. Generally these are computed using pixel-wise operations, exponentiation, or multiplying two component images together, followed by pooling by applying a convolutional blurring filter to the statistics images and downsampling them. The results contain the statistic values for each pooling region, which we concatenate into a list. To generate a model metamer, we first compute the statistics list for a target image and then use a gradient-based optimizer to solve for another image with matching summary statistics.

Directly extending Portilla and Simoncelli [33] to multiple regions using a related Fourier approach [24] is quite computationally intensive, however, requiring on the order of 6 hours to synthesize one image from a 512 × 512 original. We use a different approach, aimed at efficiency and flexibility, utilizing a dataflow network with the desired statistics wired into it (rather than being learned or computed in a Fourier space), as detailed in the next section.

3 PERCEPTUAL ENCODING MODEL

In the peripheral encoding model an image is represented by a set of image statistics that have been averaged over local pooling regions. If two images have matching pooled statistics, then the model predicts they will be visual metamers. Loosely speaking, filtering with a multiscale, multiorientation pyramid encodes the presence of local “features,” while the pooling removes information about the location of these features. Thus, two model metamers will contain similar features but potentially rearranged or jumbled within the pooling regions. This approach to modeling peripheral crowding was pioneered in the work of References [24, 29, 41].

In our implementation, the pooled statistics are computed using three stages. First the input is converted into a set of component images split by color channel, spatial scale, and orientation. The component images are based on the subbands from Steerable Pyramids [47], augmented by non-linear operations (computing statistics as in Reference [33]). Next, we compute statistic images by taking paired products and powers of the component images, essentially computing a number of moments and correlations. Then each statistic is locally averaged to compute a single value for each pooling region, effectively blurring and downsampling the statistic images. As with prior methods, our statistics are based on the texture synthesis work of Portilla and Simoncelli [33], though we use a modified set of statistics, as we will discuss later. The result is stored as a stack of low-resolution pooled images, one for each summary statistic. Figure 8 illustrates the dataflow for this process. Typically, we use about 300 statistics for grayscale images and roughly 1,000 for color images. For comparison, Freeman and Simoncelli [24] and Rosenholtz et al. [41] use between 700 and 1,000 statistics for grayscale images. A more detailed breakdown of statistics by category is included in the Appendix. Note that this model only simulates the effects of pooling and does not model loss of acuity as a function of eccentricity. One can easily add the loss of acuity as front-end eccentricity-dependent filtering applied to the input image [48].

To create model metamer images, we first compute the pooled statistics for a target image. Then, we iteratively adjust a seed image using a gradient-based optimization process until its pooled statistics closely match those of
Fig. 9. Sample results generated using the Matlab code provided by Freeman and Simoncelli and from our new system. The first image is an example they provide. The other three are randomly generated model metamers with the gaze point at center. The second image is generated by the Freeman and Simoncelli code using its default settings and took 188 minutes. The third image is generated by our system, configured to match their pooling and statistics as closely as we could, and took 6.6 minutes. The two systems handle pooling regions that extend beyond the image differently, leading to larger differences there, but are otherwise of similar quality. The third image is generated with the same pooling regions but using our reduced set of statistics and took 1.7 minutes to compute. Using our statistics is both faster and produces a higher-quality result. Images generated using a 3.5 GHz Intel i9-9900X CPU with an Nvidia RTX 2080 Ti GPU. The Matlab code uses the CPU only while our system also uses the GPU.

the target image. Our system is implemented using the PyTorch library [49], which provides automatic gradient computation, highly optimized image operations, and the ability to easily utilize GPUs. These features have allowed us to work with higher-resolution images and greater freedom to experiment with different statistics as compared to prior work. Using automatic differentiation allows us to easily modify our statistics without having to invent new optimization routines for each type of statistic, as in Reference [33]. Our system’s structure resembles a convolutional neural network, though in our case, the network is fixed and the input pixels are learned through gradient descent to match desired output statistics (input image is learned, weights are fixed). A comparison of the output from our system and Freeman and Simoncelli’s reference Matlab implementation is shown in Figure 9. We plan to release our system as open source.

3.1 Component Images

For color images, we first split the image into color channels. We use a perceptually based three-channel opponent color space, which consists of an achromatic, a red-green, and a blue-yellow channel [50]. For grayscale images only the achromatic channel is used. Each channel is then handled mostly independently and identically in our system, though we do include a few cross-channel color correlation statistics, as described in the next subsection. There is relatively little discussion of the role of color in the prior work. Freeman and Simoncelli’s [24] sample code uses a custom per-image color space based on a principal components analysis (PCA), while Rosenholtz [32] used independent components analysis (ICA). These per-image color spaces are content-dependent and harder to extend beyond still images. We found that using opponent color channels is simpler and works well across a variety of images.

Next, for each channel, we construct an augmented steerable pyramid in the same style as in Portilla and Simoncelli [33]. A steerable pyramid uses a set of convolutional filters tuned to different spatial scales and orientations to split the image into corresponding components. Most of these filters resemble Gabor-filters and are very good at detecting edge-like features in the images. Steerable pyramids can be viewed as a soft partitioning of the image in Fourier space and can be computed using Fourier transforms for efficiency. The augmented
Fig. 10. Including two additional filter orientations and end-stopping statistics noticeably improves the quality of the generated model metamers. Shown are insets from the original (left), 4-orientation/non-end-stopped model metamer (middle), and model metamer generated with 6-orientations and end-stopped statistics (right). These two additions greatly improve the ability of the model to reproduce high-contrast, continuous, curved edges. Note that while these statistics improve the leafy section of the image, they have little effect on the yellow pepper in the bottom left. Original image from Reference [51].

The image statistics correspond to various moments and correlations of the component images. (The final step in computation of these summary statistics involves pooling over the pooling regions described in the next subsection.) Our statistics are based on those of Portilla and Simoncelli [33], with some significant changes. For computational simplicity, we use raw rather than central statistics (i.e., we omit the mean subtraction), as the mean values are also included among the statistics to be matched. We also removed some statistic types that did not seem to have much effect on metamer quality in our preliminary tests. In particular, we removed the low-pass component statistics and all of the autocorrelation statistics. This is a considerable savings, as numerically these constituted a majority of the original statistics. Portilla and Simoncelli [33] originally included these statistics as necessary to synthesize a texture from summary statistics pooled over the entire image, but with multiple pooling regions these statistics may be redundant. The remaining statistics for each color channel image include: pixel mean value, edge magnitude mean and variance at each scale and orientation, correlations of edge magnitude and phase between neighboring scales at the same orientation.

For color images, we add a few cross-color-channel correlations, namely, between edge magnitudes and between phase components at the same scale and orientation. These are important for reproducing multi-channel hues such as orange or purple. The use of opponent color channels along with these few extra statistics has worked quite well in our tests across a wide range of input color images.

Nearly all our statistics are edge-based and respond most strongly to linear edge features. This corresponds roughly to how simple and complex neurons work in human visual cortex [52]. The early visual system also
has neurons with other properties, such as end-stopped neurons (originally called hypercomplex cells [53]), that respond most strongly only where edges end, curve, or change direction. End-stopping has been shown to be important in image perception [54, 55] and argued to be important for efficient encoding [56], but is not well represented in the prior statistics. Thus, we have added new statistics that better capture end-stopping by measuring the change in strength along an edge. These are computed by subtracting each edge magnitude component image from a copy of itself translated a short distance along the expected edge direction (i.e., the filter orientation) and then squaring the result. In our tests, these new end-stop statistics improved metamerism in regions with lines that curve or end (Figure 10).

3.3 Pooling Regions
Each image is conceptually subdivided into a set of overlapping pooling regions. Within each pooling region only the average value of each statistic is kept. This is intended to model some effects of the pooling of neural inputs that occurs during processing in human visual cortex. As discussed in Section 2, summary statistic models hypothesize that many limitations in our peripheral vision, such as crowding, can be explained by such pooling. Consistent with Bouma’s Law for the critical spacing in crowding [16, 27, 57], the size of the neural pooling is believed to increase roughly linearly with angular distance from the gaze point. Thus, the maximum acceptable pooling region size in our model depends on the eccentricity, i.e., the visual angle from the point of gaze. However, this is only an upper bound on the acceptable computational pooling sizes; using smaller regions, which enforces closer match to the input image, should also produce visual metamers.

Our system can generate two different patterns for the pooling regions: uniform and gaze-centric. Uniform model metamers use the same size pooling region everywhere but nonetheless may be successful metamers if viewed beyond the eccentricity corresponding to that pooling region size. In gaze-centric model metamers, the pooling size varies linearly with eccentricity and thus relative to a specific gaze point. For efficiency, we compute gaze-centric model metamers by first warping the image into a log-polar space to equalize the pooling region sizes and shapes, then computing a uniform model metamer in this space, and finally transforming the result back to normal image space. The axes of the log-polar space are the logarithm of the radius from the gaze point and azimuthal angle around the gaze point with scaling factors chosen so the transformed pooling regions are equal-sized circular regions of a chosen size.

In our system the pooling involves convolving the statistic images with a pooling kernel, effectively blurring them, and then downsampling the result to reflect the limited number of pooling regions. The results are low-resolution pooled statistic images where each pixel represents one pooled statistic in one pooling region. Our pooling kernels are based on Freeman and Simoncelli [24] with a few significant changes. We use pooling regions that are approximately circular in log-polar space rather than elongated ones, though sized to have approximately the same area as in their V2 model. We also use a higher density of pooling regions with much more overlap between them. The spacing between neighboring pooling regions in their system was 3/4 of their diameters but only 1/4 of the diameter in ours. Higher density means the model preserves more information about the original image. However, our density is likely higher than actually needed, and we plan to try reducing it in future work.

The supplemental material includes a video showing application of our model to dynamic viewing conditions and a short dynamic movie with static gaze. The video also shows an example of the convergence of our iterative solver.

4 VALIDATION OF THE MODEL
Our new dataflow model enables experiments that could not easily have been run before. Many experiments require generating a large number of model metamers. For example, if one wanted to test whether a peripheral encoding model could predict performance on scene perception tasks, or if one wanted to test the degree to which model syntheses were indistinguishable from the original images, one would need to synthesize a number
of model metamers for each original in a large set of scenes. At absolute minimum, this would require synthesizing hundreds of images. Synthesizing 400 grayscale images at 640 × 480 resolution would take as much as 6 hrs × 400 = 100 days. This is a big commitment to run a simple experiment! As a result, most previous work has used a very small number of images. For example, Ehinger and Rosenholtz [42] used a cluster of computers to synthesize 400 grayscale images in a “mere” week, to test whether the information in peripheral vision could explain difficulty performing scene perception tasks. Freeman and Simoncelli [24] tested scene metamerism (whether you could tell one metamer from another while fixating) with a mere 4 images. Wallis et al. [58] tested scene metamerism with a mere 20 images. Alternatively, some researchers have used a CNN-based model of similar architecture to the summary statistic model to synthesize large numbers of model metamers (e.g., Reference [58]). This has the advantage of computational efficiency, but the disadvantage that, due to dramatic differences in the early stages of the models, we do not know whether such CNN-based models actually model peripheral vision.

With our new dataflow model, we can synthesize 400 full-color 1,920 × 1,080 images on a single GPU in a more manageable 23 hours, facilitating many experiments. Here, we use this capability to study metamerism in texture perception, which is relevant in many graphics applications. For example, video games often use variable level of detail for both scene geometry and object textures (i.e., mip-mapping [59]) in distant regions away from likely fixation, and some foveated rendering techniques such as fCPS [60] explicitly use texture downsampling in the periphery. Even within a complex scene, certain objects (i.e., trees) can be thought of as textures in terms of the image that is projected onto the eye [39], indicating that our findings should have some application for metamerized scenes as well.

### 4.1 Discrimination of Synthetic vs. Real Textures

Previous work has examined whether or under what conditions participants can distinguish between original and synthesized textures shown in the periphery. Much of this work was restricted to texture perception in the near-periphery, or collected statistics in a non-foveated way, over the entire texture patch, using the Portilla and Simoncelli [33] texture synthesis model. As a result, this work tested not true metamerism, but rather, essentially, whether the original and synthesized textures appear sampled from the same kind of texture. The advantage of using a non-foveated model is speed (about 2 minutes to synthesize a 256 × 256 patch). However, collecting statistics over the entire patch makes no distinction between foveal and peripheral perception, discarding the same information regardless of eccentricity of the patch, and does not make use of the information available to peripheral vision from neighboring, overlapping patches. This disadvantages non-homogeneous textures and those with larger scale structures and makes it difficult to interpret the results in terms of the encoding in peripheral vision.

Using a non-foveated model also disadvantages textures shown near fixation. Balas [61] examined 15 textures from the Brodatz database [62] and asked which statistics measured in Portilla and Simoncelli [33] were necessary and sufficient for capturing appearance for those textures. Textures as displayed to the participants extended from near the fovea out into the periphery; due to the statistics being pooled over the entire image, artifacts in or near the fovea may have allowed participants to distinguish between original and synthesized textures. Keshvari and Wijntjes [63] studied material identification in (1) a 2 deg diameter patch of original texture at fixation; (2) a 2 deg diameter metamer synthesized using Portilla and Simoncelli statistics measured over the image as a whole, also shown at fixation; or (3) a 2 deg diameter patch of original texture at 10 deg eccentricity. Their test set included 50 images in each of 6 material categories: fabric, foliage, stone, water, and wood. They found that material perception with the synthesized images predicted peripheral but not foveal material perception with the original images.

Wallis et al. [58] examined the foveated encoding of Freeman and Simoncelli [24] (pooling of statistics over multiple overlapping pooling regions) for 10 “texture-like” images and found that observers had difficulty telling apart original textures from synthetic. However, observers could reliably distinguish more “scene-like” images from Freeman and Simoncelli [24] metamers and concluded that a pooling model is insufficient, proposing adding
content-dependent grouping and segmentation. However, it could also be that the Freeman and Simoncelli [24] model metamers would be successful metamers if they encoded more summary statistics, or different ones, or that the implementation has difficulty converging to the point at which the summary statistics capture grouping information.

4.2 Our Approach

Our experimental design differs significantly from that used in most previous work. First, we leverage the speed of our system to synthesize and present high resolution color stimuli with a larger field of view than any previous study on summary statistic metamers (29 deg vs. at most 25 deg [58], and often much less). Additionally, we increased the stimulus duration from 300 ms to 2.5 sec and presented stimuli side-by-side rather than sequentially in time. These changes require that the model be correct at a much broader range of eccentricities and for a longer period of sustained peripheral attention, setting a more stringent (and arguably more realistic) criterion for a successful metamer. Simultaneous presentation of both model metamer and original ensures that the texture boundary between the two is also unnoticeable and provides a better setup for performing the same experiment with video.

Additionally, to study participants’ ability to distinguish metamer textures from the original, we curated our own dataset of 400 texture images (described below). All summary statistic models (including ours) create better visual metamers for some images than for others. Examining a wide variety of textures allows us to begin to assess what image characteristics determine whether a metamer succeeds, i.e., is indistinguishable from the original given a specific viewing distance and direction. Differences in metamerism did not seem to correlate with the residual loss of the optimization procedure, suggesting that at least some statistical properties of the images that participants can perceive in peripheral vision were not captured by the model. Our goal therefore was to test many different textures to determine which textural qualities might not be well-represented by our statistical descriptors. We also analyze our results in terms of material category to gain additional insight.

5 RENDERED TEXTURE DATASET

We curated a dataset of 190 physically based rendering (PBR) textures that cover a range of material categories: fabric, fire, foliage, food, fur, glass-like, ground-like, leather, marbled, metal, painted, paper, plastic, rock, snow- or smoke-like, tiled, water, wood, and an additional “other” category for interesting textures that did not fit into any of the material groups above. The textures were hand-curated across 15 online databases of high-quality free-use PBR materials with the goal of covering both the most commonly used material categories and a representative sample of scale and shape within each category. We sought both to span the range of natural textures and to include texture materials and qualities relevant to graphic artists. The material categories chosen (Figure 11) represent the union of previous texture material databases [64] and online texture databases that characterize materials by other qualitative features [65–79].

Each texture was rendered using G3D [80] at half native resolution tiled onto a 1,920 × 1,080 RGB output image. Textures were rendered from a fronto-parallel angle under two different cube map lighting environments (white room and plain sky) coupled with two different angles of directional lighting (oblique and direct, respectively). We also included 20 high-resolution photographs of clouds (from Reference [81] and the authors’ personal collections), since clouds are commonly used as background textures in many rendered outdoor scenes. The total size of the dataset was therefore 400 images, 20 images per category across 20 categories.

5.1 Categorical Texture Descriptors

The size and diversity of our texture dataset represents a broad swath of realistic textures, but analyzing the effectiveness of our model for each texture individually would be unwieldy and prevent generalization to new textures. We therefore sought to find unifying textural descriptors that would provide graphics users of our
Peripheral encoding model an intuitive understanding of which textures make good metamers and which do not. There have been many efforts to develop automated texture classification methods [82], but the academic community lacks consensus on which intuitive categorical texture descriptors are the right ones to use. Based on multidimensional scaling of human judgments, Rao and Lohse [83] proposed three dimensions: repetitive vs. non-repetitive; high contrast non-directional vs. low contrast directional; and coarse low complexity vs. non-granular, fine, and high complexity. However, Liu and Picard [84] suggested a different, simpler set of three texture descriptors: periodicity, directionality, and randomness. Another set, of six descriptors, was proposed by Tamura et al. [85] and is still widely used to characterize images and textures [86]. Their proposed texture characteristics are coarseness, contrast, directionality, line-likeness, roughness, and regularity.

We opted to follow the general direction of Tamura et al.’s [85] texture descriptors, but updated them to reflect modern practices in both graphics and vision science, and to fix issues they themselves identified. In this article, we propose a new set of computational measures that we believe match the intuitive definitions of the original six descriptors from their 1978 paper. The Appendix includes a full description of our implementation for each descriptor, as well as examples of textures corresponding to the maximum, median, and minimum values for each descriptor. We offer these updated texture descriptors as a contribution to the community, and the code is available at https://github.com/vdutell/TextureFeaturesPaper.

6 PSYCHOPHYSICAL EVALUATION

Due to restrictions on in-person data collection, we conducted our experiment online using the Psychopy [87] and PsychoJS libraries on the Pavlovia server platform. The Appendix includes some caveats related to remote studies and our efforts to mitigate them. Thirty-two adults participated in the experiment, although 3 were excluded based on an excessive number of timeouts and late responses (details below). The remaining 29 participants ranged in age from 24 to 54 (mean of 35), and 9 reported wearing corrective lenses. Participants were asked to use a desktop monitor, not a laptop screen, in a dimly lit room, to maximize display visibility and contrast. Recruitment of subjects and administration of the study was conducted in accordance with the Declaration of Helsinki Ethical Principles for Medical Research Involving Human Subjects.

On each trial, participants were shown a full-screen image of a texture at 1,920 × 1,080 resolution, with the screen divided into three sections and a fixation cross at the center, as depicted in Figure 12. Either the top-left or top-right side of the screen showed a model metamer of the texture, while the other side showed the original image. The order of the sides was randomized across textures, such that half of all trials showed the model metamer on the left and vice versa. The lower section of the image showed a model metamer on half of the trials and the original for the other half, randomly chosen. Subjects were instructed to maintain fixation at center and respond as fast as possible whether the bottom section matched the left or right side of the screen. The matching
sections could both be original texture images or both model metamers. Participants used the left and right arrow keys to indicate their response. We recorded both accuracy and reaction time.

Participants were instructed on the experimental procedure at the start of the experiment, including a demonstration of the feedback sounds and eight practice trials. All practice trials had to be answered correctly before moving on to the main experiment. Trials proceeded in blocks of 10, with rest breaks after each block to remind participants of the instructions and encourage better fixation. If participants failed to respond within 2.5 seconds, then they would hear a feedback sound indicating they had timed out, and the trial would be aborted and repeated at a random point later in the experiment. Furthermore, in the small percentage of the trials in which participant timed out, they could have responded late and inadvertently answered the next trial incorrectly. We therefore discarded any responses within the first 200 ms of each trial.

6.1 Results
Figure 13 shows a summary of our results by subject and by texture. Across participants (left), we observed a wide range of skill levels in identifying synthesized images as metamers, from 53% to 79% with an average of 64%. We also saw a range of average reaction times across subjects, from 0.63 sec to 1.57 sec, with a mean of 1.08 sec. In general, reaction time showed a moderate Spearman’s Rank correlation with percent correct ($\rho = -0.416$, $p \ll 0.01$), where longer reaction times correlated with lower percentage correct, as expected. Figure 13 (center) shows the relationship between reaction time and proportion correct. As mentioned above, three participants were excluded for having too many timeouts (number of timeouts greater than two standard deviations from
Fig. 14. (left) Selected examples of original and synthesized textures that succeeded, i.e., with participants at chance for discriminating original from model metamer, and (right) examples of textures that failed, with participants above chance at distinguishing synthesis from original. Some of the successful metamer, such as the clouds and pink granite, appear as near-metamer even foveally, while others such as the blueberries are metamer only in the periphery. Shown are 512 × 512 sub-images taken at half maximum eccentricity. Best viewed electronically at full resolution.

the mean). For the remaining participants the average number of timeouts was 5.5, and the average number of accidental late responses was 2.3 (defined as a reaction time less than 200 ms). Consistent with our expectations, the distribution of mean accuracy per texture (Figure 13, right) also covered a wide range, from 31% to 100% correct, with an average of 64% correct. Figure 14 shows examples of “successful metamer,” or textures that were difficult to distinguish from their model metamer (accuracy indistinguishable from chance level of 50%) and also “unsuccessful metamer” textures that were easy to distinguish (average accuracy above 90%).

Note that performing this experiment online without fixation monitoring likely underestimates how many synthesizes are successful metamer. While poor lighting or monitor calibration might lead to poorer discrimination between original and synthesized textures, other issues with online experiments—most notably, lack of eye tracking to validate a subject’s fixation during each trial (see Appendix)—would only result in more trials in which participants can distinguish between original and synthesized images, and therefore a lower number of textures that succeed as metamer.

We were initially surprised at the below-chance performance for some model metamer (less than 40% correct across subjects). Below-chance performance might suggest that the participant can distinguish between the original and model metamer; does this imply that these model metamer poorly capture the appearance of the original texture, but for some reason participants performed the task incorrectly? We examined model metamer-original pairs leading to below-chance performance and found it extremely difficult to discriminate between the two even when fixating (except perhaps in regions modeled as more eccentric, where artifacts are more visible both theoretically and in practice). However, many of these examples had inhomogeneities in the texture that may have caused observers to consistently and incorrectly pair original with model metamer. Faced with a model metamer difficult to discriminate from the original, an observer may have found, for instance, a patch in the original with an unusual orientation and looked for that orientation in the other regions. If by chance one of the model metamer regions also contained that unusual orientation, then the observer might incorrectly match model metamer with original based on this accidental similarity between the two. We suggest, then, that the below-chance model metamer are successful metamer, and in fact are so difficult to distinguish from the original that observers relied on other, irrelevant differences arising from inhomogeneities in the textures.

6.2 Analysis

Our image dataset spans a range of texture properties, and as anticipated, these results establish that our model encodes some of these properties well and some less well (see Appendix). To begin to get a sense of what improvements one might make to the model, we can next look for commonalities among the textures leading to successful metamer (those that our model replicated sufficiently well to mimic the original in the periphery),
as well as among the textures leading to unsuccessful metamers (those for which our model did not successfully mimic the original). This analysis could also motivate further psychophysical experiments on texture perception in peripheral vision to further explore relevant factors.

We first asked whether material category alone predicts which textures were easier than others to distinguish from their model metamers. Material categories differed greatly in mean accuracy. On average, the most difficult materials to discriminate from their synthesized version were snow/smoke (49% correct) and painted textures (53% correct), and the easiest materials to detect were plastic (81% correct) and tiled textures (87% correct). To determine whether the differences across material categories were significantly different from chance, we calculated the average distribution of accuracy across 100 sets of 20 randomly selected textures and compared this random average to the distribution of accuracy per category using a Mann-Whitney Rank test [88]. None of the material categories were significantly different from chance (lowest p = 0.03, with a Bonferroni-corrected significance level of p < 0.0025), likely due to the deliberately large variation of appearance within each category.

Additionally, we examined the relationship between accuracy and lighting. Our expectation was that side-lit textures would on-average have higher contrast and different edge and spatial frequency distributions due to self-shadowing, and we wanted to ensure that our texture representation did not confer an advantage for one lighting condition over another. We found a moderately high Spearman’s Rank correlation between accuracy across the two lighting conditions (ρ = 0.623, p < 0.001); the average percent correct for each lighting condition was 64.7% (front-lit) and 64.6% (side-lit). A Mann-Whitney Rank test also showed no significant difference between accuracy distributions across lighting conditions. These results indicate that there was no systematic advantage across all textures for either lighting condition, although some metamers may have been easier to spot under one lighting condition versus the other.

We next looked at whether characteristics of the textures predict metamer success, and so turned to the six texture descriptors described in Section 5.1. To account for both the correlated variation across repeated measures within participants and the missing data from accidental late responses, we performed a linear mixed-effects analysis [89] of the relationship between accuracy and descriptor. Fixed effects included each of the six descriptors and all pairwise interaction terms, with a random effect of subject. None of the descriptors showed a significant main effect, but we found two pairwise interactions significant at the p < 0.01 level: Contrast & Roughness (β = −0.673, SE = 0.214, z(11375) = −3.142, p = 0.002), and Coarseness & Roughness (β = 0.589, SE = 0.135, z(11375) = 4.355, p < 0.001).

Figure 15 shows the relationship between the roughness descriptor and both the contrast and coarseness descriptors relative to the average proportion correct for each texture. Visual inspection suggests that the significant interactions found in our statistical analysis are primarily driven by data points on the extreme ends of the distributions (upper-right for contrast and lower-left for coarseness, respectively). In particular, the most successful metamers were achieved by textures with high contrast and high roughness, while least successful metamers typically had low coarseness and low roughness. It is interesting that in the contrast/roughness interaction, in particular, high contrast (in the context of high roughness) is associated with successful metamers, given that high contrast in a visual stimulus is typically associated with higher visibility; one might expect that any artifacts in the metamer process would be more detectable. Perhaps high-contrast images, in the context of roughness, provide a strong overall structure, which, if maintained, serves to mask smaller scale and low-contrast variations that would otherwise be giveaways. This interpretation is consistent with low roughness and low coarseness as predictors of unsuccessful metamers, as these textures, although they may not necessarily have low contrast, may not have a strong overall structure capable of such masking.

In addition, Figure 16 shows a few examples of textures at the extreme ends of these distributions. Based on visual inspection, one notable difference between the hard-to-detect metamers on the left and the easy-to-detect metamers on the right is the very high degree of both local and global regularity in the textures on the left. Highly regular textures may lead to poor metamers, because if one detects even a small deviation from regularity, that provides a cue to distinguish that image from the original. Why, then, did our measure of regularity not
Fig. 15. Relationship between accuracy (proportion correct, color-coded) and texture descriptors for the two interactions we observed: Roughness vs. Contrast and Roughness vs. Coarseness. Darker colors indicate more successful metamers, while lighter colors less successful metamers. A high positive correlation with the x-axis variable, with no interaction, for example, would show a fade from dark to light along the x-axis but a random distribution of colors along the y-axis. However, a strong interaction would show a cluster of dark (or light) colors only in one corner of the plot. Here, roughness vs. contrast (left) shows primarily successful metamers in the top-right. Roughness vs. coarseness (right) shows primarily unsuccessful metamers in the bottom-left.

Fig. 16. Textures corresponding to interactions between the texture properties identified in Figure 15. The highest roughness combined with the highest contrast (left) are successful metamers that avoid detection. The lowest roughness combined with the lowest coarseness (right) are unsuccessful metamers that are detectable. Contrast enhanced for better viewing at a small scale. Best viewed electronically at full resolution.

distinguish between good and bad metamers? Our definition of regularity merely required textures to be regular at any one scale; any irregularity at another scale might reduce the cues distinguishing the original from metamer image, leading to a more successful metamer. Regardless, our primary finding is that textures with cross-scale regularity do not appear to make good metamers using our synthesis procedure. It is possible that that our model fails to account for some longer-range structure that the visual system is able to perceive, or this may simply be due to a failure of the synthesis procedure to fully converge in the case of textures with very low randomness. Fortunately, the flexibility of our model allows us to test many variations of statistics with ease, and we are continuing to explore better ways to synthesize successful metamers even for these particularly difficult textures.

7 CONCLUSIONS AND FUTURE WORK
We have reviewed the current state-of-the-art in modeling peripheral crowding: a summary statistic encoding model. The summary statistic nature of peripheral vision has implications for applications such as graphics, due to the significant loss of information in the periphery. The encoding model could provide a loss function, for example, for an efficient peripheral renderer or encoder. However, development of this model, while it has been well
tested, remains in progress. More work remains to be done to finalize the spatial summary statistics measured by the model, and there does not yet exist a temporal model that one can apply to video input. One of the main practical barriers to vision scientists making progress has been that previous computational approaches have led to very long run times on relatively small images. Another barrier has been the difficulty adding to or changing the model summary statistics. Both of these issues have led to difficulty testing new candidate statistics. We have described a different computational approach, based on the type of data-flow computation used in most deep learning tool-kits, that greatly improves the boundaries of what inputs can be processed and how quickly. The PyTorch code is available at https://github.com/ProgramofComputerGraphics/PooledStatisticsMetamers. Further, we conducted a psychophysical study to characterize the texture domains in which our version of the summary statistics model produces images difficult to distinguish from the original.

Our work can likely be applied immediately in domains such as texture synthesis, but ultimately the biggest payoffs, in animated systems, will need to account for temporal aspects of peripheral vision. Temporal aspects of peripheral crowding may or may not prove to be well-modeled by temporal or spatio-temporal summary statistics; early evidence suggests that crowding occurs across time as well as space, and that temporal crowding has similar characteristics to spatial crowding [90, 91]. The tools introduced in this article will enable vision science researchers to explore that space of possibilities through reducing the computation needed, and facilitating testing of new statistics. Graphics researchers might also be able to use spatial summary statistics in the current model in conjunction with empirical work on motion perception; such an approach has proven fruitful in non-peripheral contexts such as temporal anti-aliasing. We hope that an updated understanding of peripheral vision, in conjunction with computational techniques from graphics and machine vision, will lead to a productive area of collaboration between graphics researchers and vision scientists, as many other areas have in the past.
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