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ABSTRACT

We provide an overview of the design and capabilities of the near-infrared spectrograph (NIRSpec) onboard the James Webb Space Telescope. NIRSpec is designed to be capable of carrying out low-resolution (R = 30–330) prism spectroscopy over the wavelength range 0.6–5.3 μm and higher resolution (R = 500–1340 or R = 1320–3600) grating spectroscopy over 0.7–5.2 μm, both in single-object mode employing any one of five fixed slits, or a 3.1 × 3.2 arcsec2 integral field unit, or in multiobject mode employing a novel programmable micro-shutter device covering a 3.6 × 3.4 arcmin2 field of view. The all-reflective optical chain of NIRSpec and the different components are described, and some of the trade-offs made in designing the instrument are touched upon. The faint-end spectrophotometric sensitivity expected of NIRSpec, as well as its dependency on the energetic particle environment that its two detector arrays are likely to be subjected to in orbit are also discussed.
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1. Introduction

The James Webb Space Telescope ( JWST) is a collaborative project between NASA, ESA, and the Canadian Space Agency (CSA). The history and scientific objectives driving the JWST mission, as well as the top level requirements of the observatory and its instrument suite have been described by Gardner et al. (2006). Although fundamentally different in design and emphasizing the near-infrared part of the electromagnetic spectrum, JWST can be regarded as the direct result of an unanticipated scientific finding of its predecessor, the Hubble Space Telescope (HST).

Prior to its launch in 1990, it was generally thought that HST would contribute relatively little to the study of galaxies at redshifts $z \gtrsim 2$, on the grounds that remote galaxies were presumed to be large, extended, and relatively featureless, such that exposure times than broad-band imaging. It was therefore unremote and faint galaxies inevitably requires considerably longer shifts to be determined, but bringing the battery of spectroscopic ordered by JWST itself, thereby not only allowing their precise redshifts obtained with HST gradually revealed this presumption to be incorrect – the star-forming regions of faint galaxies at high redshifts turned out to be small and physically compact, at least in the rest-frame ultraviolet wavelengths probed, with the faintest and most remote objects only just resolvable with HST. This realization soon led to a series of lengthy targeted observations of the high redshift universe, culminating in the Hubble Deep Field and subsequent follow-on programs that have pushed the HST observatory and its successive series of imaging cameras to their limits in sensitivity (Williams et al. 1996, 2000; Giavalisco et al. 2004; Beckwith et al. 2006; Koekemoer et al. 2007; Grogin et al. 2011; Illingworth et al. 2013). That fact that the vast majority of the galaxies detected in these deep surveys are too faint for spectroscopic follow-up with current facilities, has led to the development of techniques for determining the approximate “photometric” redshift of the objects by fitting assumed template spectra to their broadband colors (e.g., Dahlen et al. 2013). This “poor man’s spectroscopy” approach is greatly aided at high redshift by the strong intervening intergalactic neutral hydrogen absorption, which causes near total absorption of the spectra shortward of the onset of the Lyman Forest at the rest frame Ly$\alpha$ line. Although many such high redshift “drop out” galaxy candidates at $z > 6$ up to $z \sim 12$ are presently known (e.g., Oesch et al. 2016), nearly all of these objects await proper spectroscopic confirmation and a detailed follow-up study.

The goal of picking up where HST comes up short in exploring the early universe with a larger aperture near-infrared-optimized space telescope has driven much of the initial design of the JWST observatory and its instruments. This is especially true of the Near-Infrared Spectrograph (NIRSpec) onboard JWST. The required capabilities of NIRSpec were the subject of considerable debate during the early design phase of the mission. The overarching scientific objective set for NIRSpec since its inception was to enable near-infrared 1–5 μm spectroscopic observations of the most distant galaxies imaged by HST and eventually obtain spectra of even more remote objects discovered by JWST itself, thereby not only allowing their precise redshifts to be determined, but bringing the battery of spectroscopic diagnostic tools of modern astrophysics to bear on their study (e.g., Chevallard et al. 2019).

Obtaining adequate signal-to-noise spectra of the most remote and faint galaxies inevitably requires considerably longer exposure times than broad-band imaging. It was therefore universally acknowledged from the outset that NIRSpec would need to have a significant multiobject capability and be able to capture the spectra of ~100 objects simultaneously over a field of view covering several arcminutes matching that of the foreseen JWST Near-Infrared Camera (NIRCam). Faint-end limiting sensitivity was also a prime consideration, which ruled out high background slit-less devices such as Fourier Transform Spectrographs (Graham 2000), and leaving a conventional dispersive slit-based approach. The remaining issue was the choice of slit selection mechanism, where ground-based customized aperture plate and fiber optical approaches proved to be impractical to transfer to a space application. An entirely image-slicer based approach (Bonneville et al. 2003) proved to be too large and expensive for the required wide field of view. Space limitations also meant that a mechanical slit-jaw device (Henein et al. 2004) would at best only be capable of accommodating a few dozen or so movable slits. This left the option of employing a novel Micro-Electro-Mechanical System (MEMS) device, either in the form of an array of individually tiltable micro-mirrors (MacKenty et al. 2004) or an equivalent array of individually addressable microshutters (Moseley et al. 2004). Although micro-mirror arrays had already been developed for commercial use in projection systems, a custom built micro-shutter array (MSA) was in the end adopted on the grounds that it allowed a simpler optical design, and was expected to provide higher contrast and display fewer adverse diffraction effects when exposed to the coherent light of the diffraction-limited point spread function (PSF) of JWST.

In 2001 agreement was reached between ESA and NASA that the former would provide the NIRSpec instrument as part of its contributions to the JWST mission, with NASA Goddard Space Flight Center providing the two critical micro-shutter-array (MSA) and near-IR detector subsystems. NIRSpec was subsequently designed and built by European industry under ESA leadership, with Airbus Defence and Space (formerly EADS Astrium) as prime contractor. Following a successful test and calibration campaign in Europe, the instrument was formally delivered to NASA in late 2013. At the time of writing NIRSpec has successfully undergone integration and testing alongside the other three JWST instruments, and the integrated JWST observatory is being prepared for a launch from French Guiana on an ESA-supplied Ariane V in December 2021.

Although, the NIRSpec instrument was primarily designed with multiobject observations of faint high redshift galaxies in mind, it was from the beginning acknowledged that the range of potential applications of such an instrument flown on JWST would be far broader. For this reason, every effort was made during the design phase to assure that NIRSpec would also be capable of addressing a wide range of other astrophysical topics.

The remainder of this paper aims to provide an overview of the design and scientific capabilities of NIRSpec, touching upon the trade-offs made along the way, and describing some of the perhaps lesser known aspects of the instrument that its future users should be cognizant of. The three accompanying papers respectively provide further details of NIRSpec’s multiobject capabilities (Ferruit et al. 2022, Paper II), the specifics of the Integral Field Unit (Böker et al. 2022, Paper III), and prospects for carrying out Fixed Slit spectroscopic observations of occulting exoplanets (Birkmann et al. 2022, Paper IV).
2. Overview of the instrument

NIRSpec is designed to be capable of performing both single- and multiobject spectroscopic observations over the 0.6–5.3 \(\mu\)m near-infrared wavelength range at three spectral resolutions. Briefly stated, the lowest resolution \(R \approx 100\) mode is intended for obtaining exploratory continuum spectra and redshifts of remote galaxies; the intermediate resolution \(R \approx 1000\) mode is designed for accurately measuring their nebular emission lines, and the higher resolution \(R \approx 2700\) mode for performing kinematic studies using these emission lines.

The optical train of NIRSpec is shown in Fig. 1. The spectrograph design is fairly conventional in concept, and consists of seven main components: The Foreoptics, the Filter Wheel, the Slit Plane, the Collimator Optics, the Grating Wheel, the Camera Optics and the Detector Array. An internal calibration light source completes the suite. These elements are all mounted on a common optical bench and preceded by a two-mirror periscope that steers the portion of the JWST focal surface sampled by its first pick-off mirror into the instrument.

The light path is laid out along the plane of the optical bench (Fig. 2), and the dispersion takes place orthogonal to it (i.e., out of Figs. 1 and 2). However, for reasons of convention, the Slit Plane (Sect. 2.2) and the Detector Array (Sect. 2.6) are throughout this paper depicted with the dispersion direction horizontal and the spatial direction vertical.

A cardinal feature of NIRSpec is the all-ceramic design of its structure and primary optics (Posselt et al. 2004; te Plate et al. 2005; Bagnasco et al. 2007). The optical bench, all powered mirrors and their support structures are manufactured in Silicon-Carbide (SiC, Breyssse et al. 2012). This assures that the entire instrument contracts in a nearly homologous manner during cool-down, thereby facilitating assembly and optical alignment at ambient. This choice of material is also highly polishable, and contributes to the overall instrument stability on orbit due to its high thermal conductivity and very low thermal expansion.

NIRSpec is passively cooled, as are the telescope and the other JWST instruments, and is held at its nominal operational temperature of \(\sim 37\) K by means of trim heaters fixed to the thermal strap connecting the optical bench with its dedicated instrument radiator. In order to reach this low a temperature, the instrument’s three electronic boxes are all situated on a separate warmer bench well away from the instrument proper. The four moving mechanisms of NIRSpec are for the same reason extremely low power and only dissipate a few tens of mW when operated. The NIRSpec detector system (Sect. 2.6) has its own separate radiator and thermal control system. A multilayer insulator enclosure fits over the entire optical bench to protect the optics from contamination and render the instrument light-tight.

At a mass of 196 kg and a volume of \(1.9\) m \(\times\) \(1.4\) m \(\times\) \(0.7\) m NIRSpec is the largest of the four instruments on JWST.

The NIRSpec optical train is reflective throughout, except for the order-separation filters and the low resolution dispersive prism (Sect. 2.4). The three primary optical modules of NIRSpec are each implemented in the form of three-mirror anastigmats employing high-order aspherical surfaces (Geyl et al. 2011). Counting the five plane fold mirrors and the disperser, the light entering NIRSpec undergoes a total of 15 reflections before reaching the detector array. With the aim of achieving high optical throughput at the blue end, all mirrors are coated with protected silver. The IFU mode (Sect. 2.2.3) adds a further eight gold-coated reflections to the light path.

To complement the hardware, the NIRSpec team has developed and actively maintains a high fidelity instrument software model that allows the light path to be traced from the sky through the telescope and NIRSpec to the detector array in any observing mode to an accuracy of a fraction of a pixel (Dorner et al. 2016). The model has been tuned to closely match the as-built flight instrument during the NIRSpec ground calibration campaign (Birkmann et al. 2016; Giardino et al. 2016), and forms the backbone of the NIRSpec team’s observation planning and data reduction software (Böker et al. 2012; Alves de Oliveira et al. 2018; Bonaventura et al., in prep.). However, the presently included mathematical description of the JWST telescope proper is of necessity the theoretical as-designed one.

Throughout this paper, where appropriate, quoted sizes of key NIRSpec parameters of interest to the user will refer to angular sizes projected to the sky based on the latest instrument model, with the understanding that some of the quoted nominal values may need to be modified slightly once they are measured and verified on orbit with the properly phased and focused as-built telescope.
2.1. Pick-off mirrors and foreoptics

The task of the NIRSpec Pick-off Mirrors and Foreoptics Module is to re-image a suitably demagnified section of the shared telescope focal sphere onto the Slit Plane containing three different choices for slit device (Sect. 2.2). To ensure the best possible image quality, the NIRSpec field of view is rotated by 41.5° with respect to the neighboring NIRCam instrument so that its midline along the dispersion direction intersects the telescope optical axis and origin of the spacecraft V2V3 coordinate system (Fig. 3). This makes the telescope focal sphere curvature symmetrical over the NIRSpec field of view. The Scheimpflug principle is then employed to image the best-fit tilted plane to the curved telescope focal surface onto the flat Slit Plane. The Foreoptics re-imaging takes place in a telecentric manner, such that the chief rays of the refocused f/12.5 beams from all points in the NIRSpec field of view are perpendicular to the Slit Plane, thereby minimizing any field-dependent illumination variations in the slit transmission across the NIRSpec field of view, which is set by a rectangular Field Stop measuring 3 in the slit transmission across the NIRSpec field of view, which is thereby minimizing any field-dependent illumination variations in the NIRSpec field of view are perpendicular to the Slit Plane, /Foreoptics re-imaging takes place in a telecentric manner, such the curved telescope focal surface onto the flat Slit Plane. The principle is then employed to image the best-fit tilted plane to symmetrical over the NIRSpec field of view. The Scheimpflug optical axis and origin of the spacecraft V2V3 coordinate system as one of NASA’s two hardware contributions to the JWST instruments, MIRI and NIRISS, are situated to the right of and below NIRCam.

2.2. Slit plane

The layout of the NIRSpec Slit Plane is shown in Fig. 4. It supports three distinct observing modes: Multiobject Spectroscopy employing the Micro-Shutter Array (MSA), single object long slit spectroscopy employing one of five Fixed Slits, and spatially resolved two-dimensional spectroscopy over a 3′ × 3′ field of view employing the Integral Field Unit (IFU).

2.2.1. Micro-shutter array

The MSA is the most novel and complex of NIRSpec’s subsystems. It was designed and procured by Goddard Space Flight Center as one of NASA’s two hardware contributions to the instrument (Moseley et al. 2004; Kutyrev et al. 2008). The MSA consists of four quadrants of 365 × 171 individually addressable shutters, separated by 23″ in the horizontal (dispersion) direction and 37″ in the vertical (spatial) direction. The arrays were manufactured employing advanced MEMS technology. Briefly described, they consist of a 100 µm thick single crystal silicon honeycomb structure with a silicon nitride shutter door hinged to the top of each cell by a flexible torsion bar. The shutter
doors are lithographically coated with a mildly magnetic layer of molybdenum nitrite such that they can be pulled into their cells by means of a movable permanent magnet that is swept across the array along the dispersion direction. Shutters that are commanded to be held open are latched electrostatically to the inside wall of their cells by applying a voltage to the appropriate cell row and column electrodes deposited on the tops of the cell walls. The MoN coating also serves to make the doors opaque, and is carefully designed to assure that they are kept mechanically flat at the MSA cryogenic operating temperature.

The arrays have a shutter pitch of 105 $\mu$m in the dispersion direction and 204 $\mu$m in the perpendicular spatial direction. Aluminum light shields deposited on the top of each cell cover the gap surrounding the shutter doors, yielding an open area measuring 78 $\mu$m $\times$ 178 $\mu$m, corresponding to a geometrical efficiency of 65%. At the nominal platescale of the telescope and NIRSpec Foreoptics, the mean angular extent of the shutter open area on the sky is 199 mas $\times$ 461 mas. However, due to optical distortion and small metrology differences between the four MSA quadrants, these projected open sizes vary across the MSA field of view by 2.9% in width and 3.9% in height, such that the solid angle subtended by the open area of an MSA shutter varies by 6.8%.

Individual shutters are designated $(k, i, j)$ where $k = 1, 4$ is the quadrant number, $i = 1, 365$ the shutter column and $j = 1, 171$ the shutter row. In the view depicted in Fig. 4, $i$ and $j$ are measured from origins in the upper right corners of each quadrant, increasing to the left and downward, respectively. The shutter rows are mutually well-aligned in the critical spatial $j$ direction to within 5% of a shutter height, and the four quadrant rows are clocked to the horizontal pixel rows of the NIRSpec detector array (Sect. 2.6) to an accuracy of 39″ or better. These residual misalignments nonetheless need to be taken into account when planning MSA observations, and are – along with the relevant optical field distortions (Sects. 2.1, 2.3, and 2.5) – captured in the NIRSpec instrument model (Dorner et al. 2016).

The MSA is not infinitely opaque – typically one part in 5000 or less of the light incident upon a closed shutter can make its way through the shutter walls or around the light shield. The finite contrast of the MSA gives rise to spurious spectra from bright sources in the MSA field of view, as well as the buildup of a pervasive low level background signal due to sky background light leaking through the closed MSA shutters. Both these effects need to be taken into consideration in many applications (Deshpande et al. 2018; Alves de Oliveira et al. 2018, Papers II and III).

As is evident from Fig. 4, not all of the MSA’s $4 \times 365 \times 171 = 249,660$ shutters are operational and available for use. In order to ease the optical alignment, the MSA is deliberately slightly oversized. Consequently, $\approx 12$ shutter rows at the top and bottom and $\approx 7$ columns along the outer sides of the four arrays are vignetted by the 3’6 $\times$ 3’4 Field Stop at the instrument entrance in the telescope focal surface. Furthermore, a significant number of shutters are nonfunctional for other reasons (Rawle et al. 2018). Unintended electrical shorts occurring between the latching electrodes render entire rows and columns of shutters inoperable. These are therefore left in their default closed states. Individual shutters can also fail in both permanently closed and open positions. A failed closed shutter is a nuisance in that an object of interest that happens to fall at its location in the NIRSpec Slit Plane cannot be observed at that particular pointing of the telescope. A failed open shutter on the other hand is a more serious matter since it will give rise to an always-present dispersed spectrum of the sky background and any sources that happen to be present within it, which takes up precious space on the NIRSpec detector array. For this reason during the screening of the
MSA quadrants, identified failed open shutters were intentionally converted into failed closed ones by gluing a 3 × 3 shutter sized opaque patch over them. At the time of writing there are a total of nineteen failed open shutters, and a total of 32 076 (14%) inoperable or failed closed shutters present in the four unvignetted quadrants of the MSA. Although the MSA quadrant arrays were successfully subjected to accelerated life-testing during their manufacture, it is presently uncertain how the above shutter operability statistics will change after launch, let alone evolve during long-term scientific use under operational conditions in orbit.

This state of affairs very much reflects the sheer novelty of the MSA device and the challenges encountered during its development. The manufacture of MSA quadrants was terminated for budgetary reasons in 2007, at a point where just over a dozen flight candidate quadrant arrays had been produced. Unfortunately the attrition rate of the arrays during their subsequent testing and assembly turned out to be considerably higher than had been anticipated when the decision to end the production run was made. As a result, candidate arrays initially considered to be not flight-worthy eventually had to be reconsidered for use. The situation was also not helped by the original integrated MSA mechanism needing to be exchanged with a replacement unit due the original flight device having degraded significantly during acoustic testing of the assembled instrument (Birkmann et al. 2016; te Plate et al. 2016). The MSA quadrant manufacturing process was restarted in late 2012, but only one quadrant array (Q4) was produced in time to be incorporated in the replacement flight unit.

While the MSA quadrants depicted in Fig. 4 cannot be said to be impressive in cosmetic terms, it is worth stressing that the 195 593 operational shutters in Fig. 4 span a total solid angle of 7.7 arcmin², which falls only 14% short of that available with a hypothetical perfect device. This allows for a considerable multiobject spectroscopic capability. The dominant bottle-neck determining the ultimate multiplexing capabilities of NIRSpec is not so much the MSA, but rather the finite area of the NIRSpec detector array and the number of spectra that it can accommodate without overlap. The multiobject capabilities of NIRSpec are discussed in further detail in Paper II.

### 2.2.2. Fixed slits

The NIRSpec slit plane also carries a total of five fixed slits. These fixed slits are cut into the 16′ tall titanium plate separating the MSA quadrants Q1/Q3 and Q2/Q4 in the slit plane (Fig. 4). The fixed slits serve a number of applications, and collectively provide a failsafe single-object spectroscopic observing mode should the MSA become inoperable in orbit.

An important aspect of the NIRSpec slit plane layout is that the spectra from shutters in the two topmost MSA quadrants Q1 and Q3 in Fig. 4 project solely to the topmost 43% of the pixel rows of the detector array, while the spectra from quadrants Q2 and Q4 occupy the lower 43% rows of the array, thereby reserving the central rows of the detector for the exclusive use of the fixed slits. The five fixed slits are spaced in the spatial direction so that their dispersed spectra do not overlap, and remain open and functional in all operating modes of the instrument. The fixed slits also allow brighter targets to be observed without saturating the detector by only reading out the relevant rows of the arrays containing the dispersed image of the Fixed Slit employed in a rapid window (subarray) mode (Sect. 2.6; Paper IV).

The anticipated dimensions of the fixed slits projected to the sky are listed in Table 1. The two workhorse slits are S200A1 and S200A2, which are offset in the dispersion direction by 19′6 in order to bridge the 15′9 gap between the two arrays of the NIRSpec detector in the highest resolution \( R = 2700 \) modes (Sect. 2.6). The matching S200B1 slit is included for redundancy to assure that full spectra can still be obtained in all modes in the event of a failure of the bluemost detector array.

| Slit     | Width [mas] | Height [mas] |
|----------|-------------|--------------|
| S200A1   | 193         | 3274         |
| S200A2   | 194         | 3303         |
| S400A1   | 395         | 3759         |
| S1600A1  | 1603        | 1599         |
| S200B1   | 201         | 3301         |

The three S200 slits are primarily intended for kinematic studies of single extended objects in \( R = 2700 \) mode. Compared to the MSA, they provide better contrast and a slit that is not interrupted by the MSA cell bars along the spatial direction. However, during the re-testing of NIRSpec that took place after the late changeout of the MSA and detector units, it was discovered that the fixed slits in the replacement MSA unit had not been cut sufficiently accurately and that the transmissions of the S200 slits vary by up to \( \pm 20\% \) along their lengths. This unwanted complication will need to be taken into account in the reduction of NIRSpec fixed slit spectra.

The lone wider S400A1 slit allows higher slit transmission at the expense of spectral resolution, and is intended to facilitate spectrophotometric calibrations. In the same vein, the large 1′6 × 1′6 square slit was introduced in late 2008 to enable observations of transiting exoplanets, and has a size intended to keep variations in the slit transmission caused by pointing jitter and drift from masking the minute signal from the exoplanet atmosphere in the spectrum of its host star (Paper IV).

### 2.2.3. Integral field unit

The third slit device in NIRSpec is the Integral Field Unit (IFU), which provides the spectrum of a small contiguous 3′1 × 3′2 area of the sky in the form of 30 separate long slit spectra of 103 mas wide and 3195 mas tall slices through the scene. The elaborate optics of the IFU are all-reflective and are manufactured entirely out of aluminum using advanced diamond turning techniques (Closs et al. 2008; Purll et al. 2010).

The IFU entrance aperture in Fig. 4 is normally blocked by a baffle attached to the MSA movable magnet when in its primary park position. When opened by moving the magnet slightly, a pickoff mirror sends the IFU field of view to two relay mirrors that magnify and re-image the field onto a reflective image slicer having 30 facets. Each reflected slice is then individually re-imaged and re-arranged into two spatial columns of 15 vertical slits in the slit plane by means of two sets of 30 individually shaped pupil and slit mirrors. The IFU re-imaging is anamorphic with the virtual slits magnified by a factor of two in the dispersion direction such that their 103 mas widths are sampled by two pixels on the NIRSpec detector. With the help of two additional flat folding mirrors, the entire IFU is packaged into a single compact unit measuring 140 mm × 71 mm × 204 mm that is mounted to the base plate of the MSA assembly. The eight reflective surfaces of the IFU are all gold coated, resulting in a...
net transmissive throughput of 60–90% for the unit, depending on the wavelength.

An important feature of the IFU design is that the dispersed images of the virtual slits share the NIRSpec detector array with the MSA. In a manner mirroring how the two groups of two MSA quadrants are arranged, the two columns of 15 virtual slits are separated in the spatial direction so as to avoid the central pixel rows exclusively reserved for the Fixed Slits (Sect. 2.2.2). The MSA in its all-closed configuration therefore acts as a light shield for the IFU. The dispersed image of any light making its way through the MSA due to its finite contrast or permanently failed-open shutters is therefore superimposed on the IFU spectral image (Deshpande et al. 2018). The capabilities of the NIRSpec IFU are further discussed in Paper III.

### 2.3. Collimator

The task of the Collimator optics is to convert the light exiting from any point in the Slit Plane into a ≈56 mm diameter parallel beam aimed at the flat disperser situated in the second pupil plane of the instrument between the Collimator and the Camera. The Collimator, the Dispersers and Camera Optics that follow the Slit Plane, are all oversized with the intent of limiting the light loss caused by the unavoidable angular broadening of the nominally f/12.5 exit beams emerging from the slits due to diffraction. The Collimator focal length differs by 4% between the spatial and dispersion directions, such that the 3×6×3×4 angular extent of the NIRSpec field of view on the sky is mapped to an angular beam spread of ±3/8 in the dispersion direction and ±3/4 in the spatial direction.

In addition to its anamorphic magnification, the Collimator also displays significant keystone-type field distortion. This distortion complicates the mapping between the location of a given slit in the Slit Plane and the location of its dispersed spectrum in the detector focal plane. The collimated beams from shutters situated along a given MSA row exit the Collimator at an angle that varies by 0°8–1°3 in the spatial direction along the row. As a consequence, the spectra from MSA shutters located toward the middle of the MSA are imaged ±4–6 pixel rows higher on the detector relative to spectra from shutters near the two edges. Residual clocking errors in the mountings of the NIRSpec dispersers and the small misalignments among the MSA quadrants further complicate the nonlinear mapping between shutter and spectra locations, and make it disperser dependent. These mappings are taken into account by the MSA observation planning software in deciding whether any two candidate targets can be observed simultaneously without their spectra colliding on the detector (Karaka et al. 2014; Bonaventura et al., in prep.). Also here is the high fidelity NIRSpec instrument modul central to the task (Dornier et al. 2016).

### 2.4. Filter and grating wheels

The NIRSpec Grating Wheel carries a total of seven dispersive elements, any of which can be used in combination with any of the Fixed Slits, the MSA or the IFU described in Sect. 2.2. The eighth position carries a flat nondispersive mirror that is used for Target Acquisition (Sect. 2.9). Although the NIRSpec Filter Wheel for reasons of straylight control is physically located in the Foreoptics module (Sect. 2.1), the seven filters it carries (Table 2) are all designed for use with specific elements on the Grating Wheel.

NIRSpec employs two sets of three diffraction gratings providing spectral resolutions of $R \approx 1000$ and $R \approx 2700$, respectively. The two sets of gratings are formally specified to cover the 1.0–5.0 μm wavelength region in each of three overlapping bands: 1.0–1.8 μm (Band I); 1.7–3.0 μm (Band II) and 2.9–5.0 μm (Band III), with the blaze wavelength of each grating set to the harmonic mean of the above band endpoints to balance the blaze function across the band. These three nominal bands are common to the $R = 1000$ and $R = 2700$ gratings, whose properties are listed in Table 3. The gratings measure 70 mm×70 mm in active area and were manufactured by Carl Zeiss Optronics by mechanically ruling triangular grooves having the desired blaze angle directly onto a gold layer deposited on a Zerodur substrate. The resulting gratings all have very high peak efficiencies (>80%) and low straylight. Their dispersion directions are clocked to coincide with the pixel rows of the detector array (Sect. 2.6) to an accuracy of 5/9 or better.

The six gratings are all used in the inside (negative) first order. As is the case for most wide field multiobject spectrographs, the NIRSpec detector array is sufficiently wide in the dispersion direction that both second-order spectra and zero-order images will occasionally also be registered in exposures employing the $R = 1000$ gratings (Sect. 2.7). In particular, since the presence of in-band second-order spectra appearing as extensions at the red ends of all dispersed first order grating spectra is unavoidable, the decision was made early on to employ long-pass filters rather than finite-band filters for order separation in NIRSpec, on the grounds that the former tend to have both higher transmission and fewer and shallower transmission gradients compared to corresponding finite-band filters.

Table 2 lists the four long-pass (LP) filters carried on the NIRSpec filter wheel. They are all interference filters with multilayered TiO$_2$ and SiO$_2$ coatings deposited on CaF$_2$ substrates. The F100LP, F170LP and F290LP filters are common to the two grating sets, and are respectively designed for use with the G140M/G140H (Band I), G235M/G235H (Band II) and G395M/G395H (Band III) gratings. Spectra taken in these combinations will be free of second-order contamination over

### Table 2. NIRSpec filters.

| Filter | Bandpass [μm] | Substrate | Primary use |
|--------|---------------|-----------|-------------|
| CLEAR  | >0.6          | CaF$_2$   | PRISM & TA  |
| F070LP | >0.7          | CaF$_2$   | G140M & G140H |
| F100LP | >1.0          | CaF$_2$   | G140M & G140H |
| F170LP | >1.7          | CaF$_2$   | G235M & G235H |
| F290LP | >2.9          | CaF$_2$   | G395M & G395H |
| F140X  | 0.8–2.0       | BK7       | Target acquisition |
| F110W  | 1.0–1.3       | BK7       | Target acquisition |

### Table 3. NIRSpec gratings.

| Disperser | Groove density [mm$^{-1}$] | Blaze angle [deg] | Blaze λ [μm] |
|-----------|----------------------------|-------------------|--------------|
| G140M     | 95.40                      | 3.5               | 1.3          |
| G235M     | 56.88                      | 3.7               | 2.2          |
| G395M     | 33.82                      | 3.7               | 3.7          |
| G140H     | 252.29                     | 9.5               | 1.3          |
| G235H     | 150.29                     | 9.7               | 2.2          |
| G395H     | 89.41                      | 9.9               | 3.7          |
leapfrogging an important portion of the epoch of reionization (e.g., Dayal & Ferrara 2018).

The entry labeled CLEAR in Table 2 refers to an uncoated CaF$_2$ filter with an effective cut-on wavelength of $\approx 0.6 \mu$m set by the gold coatings of the telescope mirrors. This filter is primarily intended for use with the lowest resolution $R = 100$ disperser carried by the Grating Wheel. The double-pass prism consists of an 80 mm $\times$ 80 mm, 16.5 wedge of CaF$_2$ with a protected silver reflective coating deposited on its backside. It produces low resolution $R \approx 100$ spectra over the complete 0.6–5.3 $\mu$m range of the instrument. The index of refraction of CaF$_2$ varies strongly with wavelength in the near-IR (Tropf 1995). As a consequence, the rather uneven dispersion and spectral resolution of the prism spectra ranges from a low of $R \approx 31$ near 1.1 $\mu$m and steadily rises to a high of $R \approx 330$ at 5.3 $\mu$m (Fig. 5). In contrast to the grating spectra, the prism spectra are free of multiple orders and are only between 390 and 420 pixels long. The width of the MSA allows up to four nonoverlapping prism spectra to be fit side-by-side on the NIRSpec detector, thereby enabling a correspondingly higher level of multiplexing to be achieved (Fig. 6; Paper II).

The nine disperser and filter combinations that make up the baseline spectroscopic modes of NIRSpec are summarized in Table 4, which also lists their anticipated actual extended uncontaminated wavelength range – which, however, is not always captured by the detector in all slit options (Sect. 2.7). Since the longpass filters are not perfect step functions in wavelength, the blue ends of the spectra are not perfectly sharp, nor does the second order contamination at the red end set in abruptly. The usable wavelength ranges listed in Table 4 are at their blue ends defined as the wavelength at which the total instrument throughput of the filter and disperser combination (Sect. 3.1) reaches 50% of its peak value, and at their red ends as the wavelength at which the throughput of the contaminating second order light reaches 0.1% of the throughput of the underlying first order spectrum (Ferruit 2016). Table 4 also lists the spectral resolution achievable over the given wavelength ranges and the lengths of the spectra calculated for the $S200A2$ fixed slit nearest the middle of the NIRSpec field, and an assumed spectral resolution element spanning 2.2 detector pixels in the dispersion direction. These values are also displayed graphically in Fig. 5. Since the gratings project a nearly constant wavelength interval per pixel, the plotted $R(\lambda)$ curves for the gratings are nearly linear in wavelength and vary by a factor of two over an octave of spectrum. The spectral resolution at a given wavelength varies with slit location by $\pm 0.9\%$ in the $R = 1000$ grating modes, $\pm 2.3\%$ in the $R = 2700$ grating modes and $\pm 3.4\%$ in prism mode.

The last element of the Grating Wheel is a plane mirror, which provides an undispersed image of the NIRSpec field of view on the sky, albeit modulated by the opaque grid of the all-open MSA quadrants. This mode is intended for taking images of the field to be observed in one of the two finite band F140X or F110W filters or the CLEAR filter carried by the filter wheel for automatic processing by the onboard target acquisition software (Sect. 2.9).

As depicted in Fig. 2, the NIRSpec Grating Wheel takes the form of a carousel with the optical elements mounted around its periphery. The rotation occurs around an axis parallel to the Optical Bench, which shifts the outgoing beams along the dispersion direction. A spring-loaded ratchet mechanism holds the wheel at each of its eight positions (Weidlich et al. 2008). The worst case angular repeatability of the mechanism is $\approx 25''$ in both tip and tilt, corresponding to image displacements between Grating Wheel activations of up to $\approx 4$ pixels as measured on

![Fig. 5. Wavelength ranges and spectral resolutions achievable with the seven dispersers of NIRSpec. The nominal wavelength range covered by each disperser is shown as a full line, and the anticipated actual usable range as a dotted lines, including the blue extensions of the G140M and G140H gratings when used with the F070LP filter.](image-url)
the detector. In order to achieve a higher level of accuracy in the wavelength calibration of NIRSpec spectra and during target acquisition, the Grating Wheel mechanism also includes two magneto-resistive position sensors that allow the precise orientation of the elements of the device in any of its positions. Extensive testing carried out during the NIRSpec ground calibration campaign (de Marchi et al. 2012) has verified that the readings of these devices allow NIRSpec image locations to be predicted to an accuracy of ±0.04 pixel or better, corresponding to ±1/50th of a spectral resolution element or ±4 mas on the sky. The readings from these sensors are therefore included in both the NIRSpec data reduction pipeline and the on-board target acquisition software (Alves de Oliveira et al. 2018; Keyes et al. 2018).

As in any wide-field imaging spectrograph in which the light from different objects in the field of view illuminates the disperser at slightly different angles of incidence, the length and spectral resolution of NIRSpec spectra taken with any of its dispersers varies depending on which MSA shutter or slit option is used. Moreover, as indicated in Fig. 1, in order to achieve clearance between the incoming beam from the Collimator and the outgoing light coming off the dispersers, the Collimator output is tilted in bulk along the spatial direction parallel to the optical bench by an angle of γ₀ = 16°/4, such that the beams from different field points illuminate the dispersers at spatial incidence angles γ = 16°/4 ± 5°/6 away from the dispersion plane perpendicular to the grating grooves. Illuminating the gratings in this oblique γ ≠ 0 manner gives rise to slit curvature, which manifests itself locally by the monochromatic image of the slit not being perpendicular to the dispersion direction (cf. Schroeder 2000). The amount of slit-tilt is significant in NIRSpec spectra and varies both with field position and along any given spectrum (Fig. 6). Tilt values range from 1°4 to 3°3 in R = 1000 mode to 3°6–7°1 in R = 2700 mode. An equivalent effect holds for the double-pass R = 100 prism, but its dispersed spectra display a slit-tilt in the range 5°8–9°6 that is in the opposite sense of that of the gratings. A worst-case slit-tilt of 9°6 implies that the wavelength difference between the top and bottom detector rows of the ±32 pixel tall S200A slits in Table 1 are offset horizontally in wavelength by ±5.4 pixels or ±2.4 resolution elements. This systematic mismatch in wavelength between pixel rows needs to be taken into account in the data processing if the spectral resolution of the extracted spectra is not to be compromised (Böker et al. 2012).

Table 4. Baseline disperser/filter combinations.

| Disperser/filter | λ range [μm] | R | Length [pixels] |
|------------------|--------------|---|----------------|
| PRISM/CLEAR      | 0.6–5.3      | 30–330 | 411             |
| G140M/F070LP     | 0.70–1.26    | 500–898 | 878             |
| G140M/F100LP     | 0.98–1.88    | 699–1343 | 1411           |
| G235M/F170LP     | 1.70–3.15    | 722–1342 | 1356           |
| G395M/F290LP     | 2.88–5.20    | 728–1317 | 1290           |
| G140H/F070LP     | 0.70–1.26    | 1321–2395 | 2327           |
| G140H/F100LP     | 0.98–1.87    | 1849–3675 | 3753           |
| G235H/F170LP     | 1.70–3.15    | 1911–3690 | 3646           |
| G395H/F290LP     | 2.88–5.20    | 1927–3613 | 3467           |

The task of the Camera Optics Module is to focus the dispersed parallel beams coming off the Grating Wheel onto a sequence of points on the detector array. The focal length of the Camera is matched to the preceding optics such that the 200 mas nominal slit width projects to two pixels on the detector array. The wide Camera field of view captures the large ±7°7 angular extent of the beams output by the gratings in the dispersion direction and ±3°6 in the spatial direction without vignetting. The imaging on
the detector array is not telecentric; the converging f/5.7 beams deviate from the detector normal by up to ±9° along the dispersion direction.

The Camera optics display a considerable amount of optical field distortion, again in the form of anamorphic magnification overlaid by keystone distortion. The variation of the spatial distortion along the dispersion direction introduces a noticeable (14–24 pixel) upward curvature to the ends of all NIRSpec spectra (Fig. 6), whose dispersed images come off the plane dispersers perfectly straight in angular space. This optical distortion-induced spectral curvature is distinct from, and comes on top of, the slit-tilt discussed in Sect. 2.4. Needing to take into account both these effects significantly complicates the NIRSpec data reduction process, which also here will rely on the NIRSpec instrument model to rectify and wavelength-calibrate the extracted raw spectra (Dornier et al. 2016, Paper II).

The anamorphic magnification and keystone field distortion pattern of the Camera Optics is intentionally clocked in the opposite sense of that of the Collimator Optics. As a result, the net distortion in imaging mode with the Grating Wheel flat mirror in place is substantially reduced, thereby easing the onboard target acquisition processing (Sect. 2.9).

2.6. Detector array

The detector subsystem is NASA’s second hardware contribution to NIRSpec. It consists of two Teledyne 2048 × 2048 H2RG arrays controlled and read by SIDECAR ASICs (Loose et al. 2007). The HgCdTe devices have a long wavelength cut-off at 5.3 µm, and are the same as those employed in the long wavelength channel of NIRCam and in NIRISS on JWST (Rauscher et al. 2014). The detector subsystem is isolated thermally from the rest of NIRSpec and is held at its operating temperature of ≃43 K to an accuracy of ±0.1 K by means of its own radiator and thermal control system.

The original NIRSpec flight detectors suffered from degradation after instrument delivery and were exchanged with a superior improved set at the same time that the original flight MSA was replaced (Rauscher et al. 2014; te Plate et al. 2016). The replacement arrays have excellent quantum efficiency, lower dark current, and much improved cosmetics compared to the original pair.

The 18 µm × 18 µm pixels of the detector arrays project to an average extent on the sky of 103 mas in the dispersion direction and 105 mas in the spatial direction. The wavefront error of the NIRSpec PSF in the Camera focus is specified to be less than 238 nm rms. The image on the detector array is therefore diffraction-limited (Strehl ratio > 0.8) only at wavelengths above 3.17 µm. The inferior image quality at shorter wavelengths is, however, masked by the large angular pixel size, which undersamples even the 170 mas FWHM of the PSF at the 5.3 µm long wavelength cut-off in response of the detectors (Fig. 10).

The four outer pixel rows and columns of each array are so-called reference pixels that do not respond to light. The two arrays, imaginatively named NRS1 and NRS2, are mounted adjacent to each other in the dispersion direction leaving a 2.8 mm or 15°9 horizontal gap between the last and first responsive columns of the two arrays. The presence of this gap results in portions of NIRSpec spectra being missed if they happen to project onto it (Sect. 2.7).

The pixels of the two NIRSpec arrays are read out sequentially using four simultaneous outputs at a fixed clocking rate of 10 µs per pixel, corresponding to full frame read time of 10.73 s. A user-selectable sequence of nondestructive capacitative reads of the accumulated electron contents of each pixel are carried out during each integration, and the registered photon rate of interest is determined in the up-the-ramp fashion with or without frame-averaging groups of subsequent reads (Rauscher et al. 2007, 2010). Aside from the averaging of grouped frames, NIRSpec ramps are not processed onboard, but are telemetered to the ground in their entirety.

The bright-end photometric limit of NIRSpec is set by the detector full well capacity of ≃10^17 e per pixel, with saturation effects setting in at about half this accumulated signal. In order to increase the dynamic range, rectangular subsets of the NIRSpec arrays can be read out in a much faster windowed mode allowing a much higher frame rate and shorter time between pixel resets. Windowed readout modes are the defaults for Fixed Slit and Target Acquisition images, and are crucial for NIRSpec spectroscopy of Exoplanets (Paper IV).

A key performance parameter of vital importance to the NIRSpec faint-end sensitivity, is the detector readout noise. As discussed in detail in Appendix A, NIRSpec is at its faint end detector noise-limited in all grating modes and partially so in prism mode. The 1/f noise in the detector electronics leads to significant artifacts in the detector output and places a floor on how far the read noise can be averaged down through repeated nondestructive reads. In order to address these issues, a unique readout scheme named IRS^2 has been developed for NIRSpec that makes more frequent excursions to the outer reference pixels during each full frame read, thereby increasing the frame-time to 14.59 s (Moseley et al. 2010; Rauscher et al. 2017). Use of this readout scheme significantly reduces the correlated noise in the images (Birkmann et al. 2018).

A further uncertainty impacting the faint-end sensitivity is the rate of particle hits due to galactic cosmic rays, and the scarcer but much more intense Coronal Mass Ejections that arise in Solar flares, that the HgCdTe devices will experience in orbit at L2. Such shielded particle event rates are notoriously difficult to predict beforehand accurately, but determine the longest integration time that can be undertaken before too many pixels in an exposure are adversely affected by particle hits. This exposure limit has long been assumed to be of order ≃1000 s, which necessitates that longer NIRSpec exposures be broken into multiple subexposures of approximately this duration and combined after the fact. However, given that the effective read noise does not increase significantly with longer integration time (Birkmann et al. 2018), there is potentially a sensitivity gain to be had if on-orbit experience shows that subexposures longer than 1000 s are in fact feasible. The primary motivation for employing up-the-ramp sampling – as opposed to more traditional Fowler sampling – is that it offers partial recovery from particle hits since the slope of the accumulating signal in an affected pixel can in principle be measured up to the last read before the particle hit occurred and, depending on the severity of the event, often afterwards as well (Giardino et al. 2019). These topics are discussed in more detail in Appendix A.

Some further quirks of the NIRSpec detectors are also worth mentioning. Both arrays possess ≃1.5% randomly distributed pixels that are inoperable for science observations for various reasons (Birkmann et al. 2018). Such bad pixels drive the motivation for dithering or nodding NIRSpec exposures, that is changing the telescope pointing between subexposures so as to shift the spectra locations on the detector (Böker et al. 2012, Appendix A). For wavelengths below 1.4 µm there is also a finite probability that a detected photon will release two electrons rather than a single one (Rauscher et al. 2014). The probability of this occurring rises with increasing photon energy, and
makes the detection statistics a compounded Poisson process that needs to be accounted for in both the radiometric calibration of affected NIRSpec spectra and the associated error propagation calculation. The same holds for the signal-dependent inter-pixel cross-talk that occurs between adjacent pixels at the ≈1% level, and which introduces correlations between neighboring pixels that affect the variance when summing the signal over adjacent pixels (Giardino et al. 2013). Lastly, the NIRSpec arrays are prone to persistence, meaning that they hold a residual signal for some time after having been exposed to a bright source (Rauscher et al. 2014). Fortunately, the persistence signal decays inversely with the lapsed recovery time, and can if necessary be dealt with through prudent scheduling of NIRSpec observations of bright targets.

2.7. Wavelength coversages

Due to the varied lengths of the dispersed spectra, and the finite size of the NIRSpec detector array, the wavelengths covered in a NIRSpec spectrum taken with a given disperser depend on the choice of slit or MSA shutter employed. The two NIRSpec detector arrays are by design positioned in the Camera focal plane such that 0.6–5.3 µm R = 100 prism spectra and one full octave of Band I & II R = 1000 spectra taken with any of the A side Fixed Slits in Table 1 or the IFU fall entirely on NRS1. Complete Band III R = 1000 spectra up to the detector cut-off at 5.3 µm taken with the IFU or the S200A2 Fixed Slits are also fully captured by the NRS1 array, whereas the red extensions of such spectra taken in the S200A1, S400A1 and S1600A1 slits fall into the detector gap at wavelengths beyond 5.10 µm, 5.22 µm, and 5.18 µm, respectively.

R = 2700 grating spectra are more than 3500 pixels long, and will therefore invariably miss a ≈156 pixel or Δλ ≈ 0.037, 0.062 or 0.104 µm wide wavelength segment due to the gap between the active areas of NRS1 and NRS2. This is illustrated in Fig. 6a, which shows the detailed trace of a G235H/F290LP spectrum taken with the S200A2 Fixed Slit. By design, the nominal 2.9–5.0 µm spectral region fits comfortably across the two arrays, and continues out to 5.27 µm before it drops off NRS2. However, wavelengths between 3.81 µm and 3.92 µm are lost to the detector gap. If desired, this gap can be filled by taking a second G235H/F290LP spectrum in the offset S200A1 slit, such that the wavelength interval 3.69–3.79 µm will be absent. The equivalent R = 2700 wavelength gaps in the other three Fixed Slits and the IFU mode are fixed, and cannot be recovered. However, the 30 spectra from the IFU virtual slits are horizontally offset on the detector due to the slit tilt (Sect. 2.4), hence the missing wavelengths also shift between the slices (Paper III). The situation for the two other R = 2700 gratings, G140H and G395H, is entirely analogous.

In the case of a failure of NRS1, complete single-source PRISM or R = 1000 spectrum can be still obtained with the S200B1 slit projecting entirely onto NRS2. Complete R = 2700 spectra can also still be obtained in two exposures by capturing their blue portions on NRS2 with S200B1 and their red portions on NRS2 using S200A1 or S200A2. The IFU mode, however, will be lost except for the red portions of the R = 2700 spectra. Conversely, should NRS2 fail, then complete single source PRISM and R = 100 spectra can still be obtained with NRS1 using any of the A side slits and the IFU, but the red portions of the R = 2700 spectra will then be lost.

The wavelength coverage is more complicated in MSA mode, which is first and foremost intended for use with the R = 100 prism and the R = 1000 gratings. By design, no PRISM or R = 1000 spectrum taken through any MSA shutter will encounter the extreme outer edges of the two detector arrays over its full octave extended band. This is demonstrated in Fig. 6b which traces the G235M/F170LP Band II spectrum from one of the first un-vignetted shutters (3, 355, 50) located at the extreme left edge of row 50 of MSA quadrant Q3 in Fig. 4. A full 1.7–3.4 µm octave of useful spectrum is captured on NRS1, with the in-band second-order extension extending across NRS2. Trace (c) shows the matching spectrum taken in an un-vignetted shutter (1, 10, 115) in row 115 at the opposite extreme right edge of the opposing quadrant Q1. The full spectral octave is now projected onto NRS2, with most of the second-order contaminated spectrum beyond 3.4 µm falling off the detector edge. However, in this case the matching strong zero-order image appears on NRS1.

It is evident that if the employed shutters producing traces (b) and (c) are gradually shifted toward the opposing sides of the MSA, the two spectra will move inward in opposite directions and soon encounter and move across the detector gap, which will leave an up to Δλ ≈ 0.28 µm wide gap in the spectra. This occurs for 61% of the functional shutters located in a broad vertical swath running down the middle of the MSA (skewed by ≈5 deg due to the slit tilt). The situation for the other two R = 1000 gratings G140M and G395M is closely similar, except that the detector gap takes out, respectively, Δλ = 0.10 µm and 0.17 µm of the spectra.

Zero-order images from R = 1000 gratings such as that in spectral trace (c) of Fig. 6 appear ≈1600 pixels to the blue of the starting cut-on wavelength of the first-order spectra, and are therefore registered on NRS1 in R = 1000 spectra taken with nearly all MSA shutters located in quadrants Q1 and Q2. Permanent zero-order images are also seen in R = 1000 spectra taken with the S200B1 Fixed slit and the at present 5 failed-open shutters in Q1 and the 3 failed-open shutters in Q2. The zero-order images in higher resolution R = 2700 spectra appear more than ≈4100 pixels to the blue of their cut-on wavelengths, and therefore miss the NIRSpec detectors in all slit options. The second order R = 2700 spectra also fall off the detector for all slit and grating options, except the G140H/F070LP combination.

R = 100 PRISM spectra display neither zero- nor second-order spectra. Figure 6d traces eight PRISM spectra belonging to four shutters located at the outer edges of the MSA and four shutters toward the center in the same rows, but in columns chosen to lie just outside the slanted central vertical region containing shutters that result in PRISM spectra affected by the detector gap. This gap has a much more serious impact on the shorter PRISM spectra since it can take out more than half of their wavelength range. In the interest of avoiding that such truncated PRISM spectra take up precious detector space that could be occupied by complete PRISM spectra, the central 18% of functional shutters that lead to incomplete PRISM spectra are a priori excluded from use by the NIRSpec team’s MSA preparation software (Bonaventura et al., in prep.). As demonstrated by traces (d), even with this restriction it is still possible to accommodate up to four complete PRISM spectra side by side along the same shutter row without overlap.

The three R = 2700 gratings may also be used in MSA mode, but for these the wavelength coverage is clearly more complicated. Only between 23% and 30% of the extreme leftmost shutter columns in Fig. 4 yield R = 2700 spectra whose nominal wavelength ranges are captured in their entirety by NRS1 and NRS2 (save for the unavoidable gap). As the shutter employed is moved to the right, more and more of the red portions of the R = 2700 spectra drop off the outer right edge of NRS2. By the
time the right edge of the MSA is reached, only the bluemost ≃50% of the nominal bandpass remains. While less straightforward to use, multiobject spectroscopy employing the MSA in combination with the \( R = 2700 \) gratings is still scientifically useful, especially when dealing with sources at known redshifts suspected of having strong emission lines in their spectra, in which case the NIRSpec instrument model can be employed to verify beforehand that the wavelengths of interest are captured for each target.

2.8. Calibration assembly

The last subsystem of NIRSpec is the internal calibration source, referred to as the Calibration Assembly (CAA), which consists of a 13 cm diameter gold-plated integrating sphere fed by 11 filtered Tungsten filament lamps which provides uniform illumination of the slit plane at the correct f-ratio. This is achieved by means of a folding flat and two powered mirrors, one of which is located on the back side of the Filter Wheel closed position (Sect. 2.4), that insert the light from the 26.5 mm diameter exit pupil of the integrating sphere into the light path of the Foreoptics just after the Filter Wheel (te Plate et al. 2005).

The available calibration lamps include five continuum sources intended for spectral flat-fielding that employ filters matching the five long-pass order-separation filters listed in Table 2. Conventional atomic line sources dissipate too much power for inclusion in NIRSpec. Another four sources therefore employ Fabry-Perot type interference filters to produce 5–6 Lorentzian-profiled wavelength calibration lines in each of NIRSpec bands and over the full 0.6–5.3 µm spectral range of the low resolution prism. The temperature dependencies of these sources were accurately calibrated during ground testing (Birkmann et al. 2011). To supplement the Fabry-Perot-type line sources, another source employing an erbium-doped filter provides an absolute wavelength reference near 1.4 µm. The final source provides a low-flux broadband continuum intended for use in imaging mode employing the plane target acquisition mirror of the Grating Wheel. Taken together, the suite of calibration light sources allows spectral flat-fielding, verification of the stability of the photometric and wavelength calibrations, as well as monitoring of the state of the MSA shutters, to be performed based exclusively on internal exposures.

2.9. Target acquisition

The absolute pointing accuracy of the JWST observatory following a slew to a target field is not expected to be sufficient to accurately position NIRSpec targets within its ≃200 mas wide slits. A robust and accurate autonomous procedure for fine-tuning the NIRSpec pointing is therefore crucial for the operation of the instrument. Two such Target Acquisition procedures are foreseen for NIRSpec (Keyes et al. 2018).

The first procedure is intended for observations employing the Fixed Slits, and involves offsetting the initial pointing such that either the target itself or a nearby reference star falls within the large 1″6 × 1″6 Fixed Slit (see Table 1). An undispersed image of the square aperture is then taken with the choice of F140X, F110W or CLEAR filter and the exposure time matched beforehand to the brightness of the target or reference star. The onboard target acquisition software then locates and centroids the target or reference star in this image, and calculates the appropriate small slew in pitch and yaw required to place the target in the center of the desired aperture, taking into account the relevant optical distortions and the readings of the Grating Wheel fine position sensors (Sect. 2.4).

The second procedure is a more elaborate variant of the same overall approach, and is intended for multiobject observations using the MSA. When preparing an MSA observation, once the user has determined how the MSA needs to be configured and oriented on the sky so that the targets of interest can be observed, he or she will be asked to identify up to eight suitably bright reference stars present in the MSA field of view at the given pointing. When the program is executed, images will then be taken of the specified reference stars, and used by the onboard software to calculate the pitch and yaw (and roll if needed) corrections needed to place the MSA at the desired pointing and orientation. An extra complication is that the reference stars will of necessity be imaged through the opaque grid of the all-open MSA, which will perturb their centroid locations on the detector array. With the aim of minimizing this bias, the locations in two reference star images taken with the telescope pointing offset by half the shutter pitch in both directions will be used, and outlier reference stars affected by their proximity to failed closed shutters or detector blemishes will be iteratively eliminated in the least squares fit.

The choice of target acquisition filter and exposure duration can be matched to the available reference stars, which ideally should lie within ±2.6 magnitudes of each other within the overall brightness range of 19.5 ≤ \( AB \) ≤ 25.7 in order to achieve the best possible signal-to-noise ratio without saturation. Sufficiently sharp profiled galaxies may be substituted for stars in fields where there is a scarcity of suitable reference stars. It is anticipated that a final positional accuracy of ±25 mas – or better, corresponding to <13% of the nominal slit width – will be achievable through this approach, provided that the relative positions of the reference stars and the targets themselves are known sufficiently accurately and referenced to the same (Gaia) astrometric coordinate system. In practice, this invariably requires prior HST or JWST imaging of the field to be available.

3. Anticipated performance

The assembled NIRSpec instrument was subjected to an extensive ground-testing and calibration campaign prior to delivery to NASA (Birkmann et al. 2012, 2016; Giardino et al. 2016; te Plate et al. 2018). These campaigns have validated that the as-built instrument meets all its formal requirements and is expected to function as intended in the areas that it is possible to verify beforehand.

3.1. Photometric throughput

A key factor in determining the photometric sensitivity of NIRSpec is the total optical throughput of the instrument. Given the large number of reflections in the NIRSpec optical train, particular attention was devoted to assuring that all optical surfaces received the highest quality optical coatings and are kept clean during instrument assembly (Geyl et al. 2011). This diligence has seemingly paid off. Figure 7 shows the net Photon conversion efficiency (PCE) of NIRSpec as function of wavelength in \( R = 100 \) CLEAR/PRISM mode inferred from the individual measurements made on each optical component or appropriate witness samples. The shown total PCE curve includes the nominal reflectivity of the telescope optics (Lightsey et al. 2014) and the measured absolute quantum efficiency of the NIRSpec detector arrays, but excludes light losses caused by the selected slit
Fig. 7. Photon conversion efficiency (PCE) as a function of wavelength for NIRSpec in PRISM mode. The shown PCE curve includes the reflectivity of the telescope optics (marked OTE) and the responsive quantum efficiency of the NIRSpec detector array, but excludes the light losses occurring in the slit device employed. The individual contributions making up the total PCE are also shown. The PCE contribution from the detector array exceeds unity at wavelengths below 1.4 µm due to multiple electrons being released for sufficiently energetic photons.

Fig. 8. Photon conversion efficiency of NIRSpec as a function of wavelength when employing the three $R = 1000$ gratings and their order-separation filters.

Fig. 9. Photon conversion efficiency of NIRSpec as a function of wavelength when employing the three $R = 2700$ gratings and their order-separation filters.

3.2. Slit losses and image quality

The total amount of light registered by NIRSpec from an object being observed is also affected by light losses occurring in the slit device employed. These losses depend on a variety of factors: the nature and shape of the object in question, the size and shape of the slit employed, the positioning of the object within the slit, and the optical quality of the image formed in the NIRSpec slit plane and elsewhere within the instrument. It is therefore natural to separate the slit losses from the PCE curve when discussing the total optical throughput of NIRSpec in a given mode.

The task of radiometrically correcting NIRSpec spectra for slit losses is a challenging problem, even for point sources. The area spanned by the nearly diffraction-limited PSF in the slit plane changes by almost an order of magnitude over the 0.6–5.3 µm wavelength range of the instrument. This makes the slit transmission strongly wavelength dependent. Since the magnitude and wavelength dependency of the slit losses vary with the precise source location within the slit, the problem is especially complicated in the case of multiobject observations carried with the MSA, where most targets cannot be expected to be located at the centers of their respective shutters (Paper II).

In addition to the high fidelity geometrical instrument model referred to above (Dorner et al. 2016), the NIRSpec Team has also developed the so-called Instrument Performance Simulator (IPS) to provide guidance in these complex issues (Piquéras et al. 2008, 2010). The IPS is capable of performing detailed Fourier optical simulations of the JWST and NIRSpec combination based on the available measured wavefront error maps of all surfaces in the path. Figure 10 shows an illustrative series of simulations produced by the IPS in the case of a $\lambda = 2$ µm monochromatic point source centered within a single shutter of the MSA. From left to right: (a) The wavefront error map of the telescope and Foreoptics at the Filter Wheel pupil position. (b) The intensity distribution of the resulting image incident on the Slit Plane. (c) The same image truncated by the open area of a single open shutter of the MSA. The light lost in this truncation gives rise to the dominant “geometrical” part of the slit loss. (d) The intensity distribution of the beam projected by the Collimator over the surface of the 70 mm × 70 mm grating. Diffraction occurring at the MSA shutter causes the beam exiting the MSA to broaden beyond its incident f/12.5 f-ratio. The light missing the oversized grating gives rise to the...
Fig. 10. Schematic of the optical chain of NIRSpec showing Fourier optical simulations of the expected Point Spread Function and beam footprint in the two pupil and focal planes of the system (see text). The simulations refer to a monochromatic point source at a wavelength of $\lambda = 2\,\mu m$. A logarithmic look-up table is employed in order to show the full range of the light distributions.

Fig. 11. Fourier optical prediction for the total slit loss experienced by a point source perfectly centered within a single shutter of the MSA as a function of wavelength. The geometrical loss caused by the truncation of the point spread function by the open area of the shutter and the subsequent diffraction loss caused by light in the spread-out beam missing the disperser are shown individually.

Fig. 12. Fourier optical prediction for how the total slit loss from a point source varies with its placement within a single shutter at a wavelength of $\lambda = 2.0\,\mu m$. The shutter open area and pitch are indicated by the solid and dotted white lines.
substantial), but none w.r.t. the light entering NIRSpec since the effective light-collecting solid angle extended by the PSF-convolved shutter open area remains the same irrespective of wavelength. In this case only diffraction losses occur. Figure 13 plots the diffraction losses predicted by the IPS for a uniform extended source illuminating a single shutter as a function of wavelength. In this case the net light loss is notably lower, and increases with wavelength in a nearly linear fashion since the interplay between the fine structure in the PSF and the shutter aperture is effectively smoothed out.

Considering that most remote galaxies fall between these two extremes, it is evident that accurate spectrophotometric calibration of galaxy spectra obtained with the NIRSpec MSA will be challenging. This topic is discussed further in Paper II.

3.3. Limiting sensitivity and multiplexing

In programmatic terms, the faint-end sensitivity of NIRSpec is captured by two so-called Level 2 formal requirements that were placed on the instrument since its inception. The first requirement is that NIRSpec in $R = 100$ prism mode be able to detect the $\lambda = 3 \ \mu m$ continuum flux from a point source of brightness $132 \ nJy$ ($AB = 26.1$) at a signal-to-noise ratio of $S/N = 10$ in an integration time of 10,000 s. The second requirement is that NIRSpec in $R = 1000$ grating mode be able to detect a line flux of $5.72 \times 10^{-19} \ erg \ s^{-1} \ cm^{-2}$ at $2 \ \mu m$ from a point source at a signal-to-noise ratio of $S/N = 10$ in an integration time of 100,000 s.

In addition to its light gathering power, the ultimate faint-end photometric sensitivity of NIRSpec depends on several external factors that will only be known accurately once the instrument is exposed to the environment at L2, and views the sky through the deployed JWST. In Appendix A we revisit the detailed signal-to-noise calculation required to demonstrate that the as-built NIRSpec is very likely to exceed these two benchmark requirements given the throughput estimates presented above, the measured characteristics of the replacement detector arrays, and the nominal energetic particle environment that its detector arrays are expected to be subjected to at L2. There it is shown that in spite of NIRSpec being partially detector noise-limited in the $R = 100$ case, and heavily so in the $R = 1000$ case, the two Level 2 requirements are expected to be met with margins in the predicted signal-to-noise ratio in excess of $\approx 60\%$ and $\approx 100\%$, respectively. It is also shown that these sensitivity margins can be further increased by 15–20% if master sky background subtraction is developed and employed for MSA observations. Although these signal-to-noise calculations do not include more systematic contributions due to bad pixels, inaccuracies in the detector dark current subtraction, flat-fielding (which is quite complex on NIRSpec; Rawle et al. 2016), these secondary sources of error are not expected to degrade the situation substantially.

This comfortable margin in faint-end sensitivity with respect to the formal requirements owes much to the two new state-of-the-art detector arrays that were installed in place of the original pair, especially now that the IRS² readout scheme has been developed and implemented (Rauscher et al. 2017). Although this approach has not quite succeeded in averaging down the read noise as efficiently as was originally hoped, the two replacement devices nonetheless produce much cleaner data and display higher quantum detection efficiencies and lower dark currents compared to the original devices (Rauscher et al. 2014; Birkmann et al. 2018).

A remaining uncertainty, however, is the cosmic ray flux that the NIRSpec detector arrays will be subjected to in orbit during periods of quiescent Solar activity. In Appendix A we therefore also present a statistical model for how the limiting sensitivity of NIRSpec is impacted by the cosmic ray event rate, and use the model to quantify how the achievable signal-to-noise is expected to degrade with increasing event rate, and explore the potential gain that could be won by breaking long duration exposures into fewer but longer subexposures compared to the baseline $\approx 1000$ s maximum duration presently assumed.

In addition to its photometric sensitivity (further details of which are given in Papers II–IV), the other key performance metric anticipated of NIRSpec is its capability to obtain the spectra of many objects simultaneously with the MSA. This topic is discussed in detail in Paper II, where it is shown that provided there are enough sources available on the sky, the MSA in its present state is capable of accommodating up to $\approx 230$ nonoverlapping spectra in $R = 100$ PRISM mode and $\approx 57$ spectra in $R = 1000$ grating mode when all targets are observed in three shutter tall slitlets. These multiplexing limits are also in excess of the formal requirements.

4. Summary and conclusions

NIRSpec, the first slit-based multiobject spectrograph developed for a space-based astronomical observatory, is of necessity a rather complex instrument that will require time and effort to learn to operate in an optimal manner once in orbit. The as-built flight instrument has been subjected to extensive ground testing, and is expected to perform as intended in all its modes at the sensitivity needed to meet its long-standing primary scientific objective of obtaining diagnostic spectra of the most remote galaxies that can only be imaged with present day facilities. What is more, present indications are that the highest redshift galaxies possess extremely rich and strong emission line spectra in the near infrared (e.g., Smit et al. 2016), to the point where randomly placed ‘empty sky’ MSA shutters are expected to pick up serendipitous [OIII] and Ha lines from low luminosity high-z objects in deep NIRSpec exposures (Maseda et al. 2019). Cautiously high expectations for the scientific return from NIRSpec would appear to be in order.

![Fig. 13. Fourier optical prediction for the diffraction loss occurring in the amount of light captured by a single shutter from a uniform extended source as a function of wavelength.](image-url)
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Appendix A: Benchmark NIRSpec signal-to-noise calculations and the impact of cosmic ray events

This appendix is concerned with the detailed statistical calculations needed to verify that the as-built NIRSpec is likely to meet the two top-level formal sensitivity requirements described in Sec. 3. Our approach is to first present the statistical recipe used to evaluate the signal-to-noise ratios expected to be reached in the two benchmark observations based on our present knowledge of the relevant as-built instrument and observatory performance parameters, and thereafter augment the calculations with a statistical model for how the NIRSpec sensitivity will be adversely affected by cosmic ray particle impacts on its detector arrays. Our approach is similar to those adopted in the more general JWST exposure time calculators that are available (Sosey et al. 2012; Pontoppidan et al. 2016; Nielsen et al. 2016). It is nevertheless highly advisable to revisit the assumptions that enter the calculations for the two cases at hand and examine some of the intermediate results.

A.1. Benchmark signal-to-noise calculation

As the starting point, both benchmark observations are assumed to be carried out employing the MSA in the presently default manner with a three shutter tall slitlet assigned to the target, and the telescope pointing nodded between each subexposure such that the target is cycled between the three shutters making up the slitlet (Fig. A.1). In the case of perfectly centered point sources, each subexposure yields in this scheme one spectrum of the combined target signal $S$ plus the sky background $B$, and $n_{\text{pix}} = 2$ matching spectra of the sky background $B$ only. It is only assumed that the signal-to-noise requirements above refer to a single resolution element in the one-dimensional spectrum produced by the single shutter containing the target, which we take to extend $n_{\text{pix}} = 8$ pixels on the detector (i.e., two pixels along the dispersion direction and four pixels in the spatial direction). It is also assumed that the resolution element captures the uniform sky background contained within the full shutter open area.

In the $R = 100$ continuum source observation the average number of photons from the source detected in the resolution element centered on $3 \mu m$ in a subexposure of duration $t_{\text{sub}}$ is:

$$ S = f \Delta \lambda A \Delta \epsilon \Delta A \epsilon \Delta \lambda \sub t ; $$

where $f = 6.64 \times 10^{-5} \text{ph s}^{-1} \text{cm}^{-2} \mu \text{m}^{-1}$ is the benchmark 432 nJy target continuum flux expressed in suitable photon units; $\Delta \lambda$ is the wavelength band spanned by the two pixel wide resolution element; $A = 25 \text{m}^2$ is the required minimum geometrical collecting area of the JWST primary; $s_{\mu m}(\lambda)$ the centered point source slit transmission; $\Delta \epsilon \Delta \lambda$ the total photon conversion efficiency of the telescope and NIRSpec combination, all evaluated at a wavelength of $\lambda = 3 \mu m$.

In the $R = 1000$ instance, we assume that the target emission line at $2 \mu m$ is unresolved in the sense that the line flux falls entirely within one resolution element in the NIRSpec spectrum. Assuming that the underlying continuum flux from the source at $2 \mu m$ can be ignored, the signal in the resolution element then becomes:

$$ S = f \Delta \lambda A \Delta \epsilon \Delta A \epsilon \Delta \lambda \sub t ; $$

where $f = 5.67 \times 10^{-7} \text{ph s}^{-1} \text{cm}^{-2}$ is the target line flux expressed in photon units, and the other parameters are as before, but now evaluated at $\lambda = 2 \mu m$.

Table A.1 lists the instrument parameters adopted for the calculation. The listed values of $\Delta \lambda$ sampled by the two pixel wide resolution element were calculated using the instrument model. The listed values for the source slit transmissions $s_{\lambda}(\lambda)$ stem from Fig. 11. The photon conversion efficiencies of $\Delta \epsilon \Delta \lambda$ are 0.59 in PRISM/CLEAR mode at $3 \mu m$ and $\Delta \epsilon \Delta \lambda$ is 0.46 in G235M/F170LP grating mode at $2 \mu m$ are from Figs. 7 and 8.

The JWST collecting area is $A = 25 \text{m}^2$ (Lightsey et al. 2012). The signal $S$ calculated from (A.1) or (A.2) will be detected on top of the signal from the underlying sky background spectrum captured by the shutter containing the target:

$$ B = I \Delta \lambda \sub \Omega \sub A \sub s_{\lambda}(\lambda) \sub \Delta \epsilon \Delta \lambda \sub t_{\text{sub}} ; $$

where $I$ is the continuum surface brightness of the sky background at the relevant wavelength expressed in photon units, $\sub \Omega \sub A = 0.199 \times 0.461 \text{arcsec}^2$ is the mean solid angle extended by the shutter open area and $s_{\mu m}(\lambda)$ is the slit transmission for a uniform extended source from Fig. 13. The benchmark observations both refer to targets located in directions of low sky background. This occurs near the ecliptic poles, where the sky brightness experienced by NIRSpec is predicted to be $I = 0.149 \text{MJy sr}^{-1} = 2.64 \times 10^{-3} \text{ph s}^{-1} \text{cm}^{-2} \mu \text{m}^{-1} \text{arcsec}^{-2}$ at $2 \mu m$ and $I = 0.094 \text{MJy sr}^{-1} = 1.11 \times 10^{-3} \text{ph s}^{-1} \text{cm}^{-2} \mu \text{m}^{-1} \text{arcsec}^{-2}$ at $3 \mu m$, in both cases made up of roughly two thirds Zodiacal Light and one third scattered starlight (Lightsey 2016).

In addition to the photon noise inherent in the two photon signals $S$ and $B$ above, the NIRSpec detector will also contribute significantly to the total noise in the form of read noise and Poisson fluctuations in the detector dark current. The lowest noise IRS$^2$ advanced read-out scheme is implemented in two ways on NIRSpec, both of which are non-windowed and sample the full area of the arrays. In so-called IRS$^2$RAPID mode all frames are read out, saved onboard and eventually telemetered to the ground. In IRS$^2$RAPID mode, $m = 5$ consecutive frames are read-out and averaged onboard into a group before saving. For simplicity, we assume that the detector arrays are operated in IRS$^2$RAPID mode at unity gain, and that both benchmark observations are broken up into a suitable number of identical subexposures each spanning $n_{\lambda} = 70$ ungrouped $m = 1$ reads. The IRS$^2$ frame time is $t_r = 14.59$ s and since the first group is treated

---

1 We note that the photon signals at the benchmark wavelengths of $2 \mu m$ and $3 \mu m$ are not affected by the stochastic release of multiple electrons per detected photon that occurs at lower wavelengths (Sect. 2.6)
as zero in the up-the-ramp processing approach, the net integration time of each subexposure is \( t_{\text{sub}} = (n_g - 1) \times t_f = 1006.7 \text{s.} \)

The two benchmark observations then result from combining \( n_{\text{sub}} = 10 \) separate subexposures in the \( R = 100 \) case, and \( n_{\text{sub}} = 100 \) subexposures in the \( R = 1000 \) case, such that the total integration times of all subexposures:

\[
t_{\text{int}} = n_{\text{sub}} (n_g - 1) m t_f,
\]

are \( t_{\text{int}} = 10676 \text{s} \) and \( t_{\text{int}} = 100671 \text{s} \).

Rauscher et al. (2007, 2010) have shown that in up-the-ramp processing, the variance contribution due to the read noise on the source signal extracted by least-squares fitting a slope to a ramp consisting of \( n_g \) grouped reads each averaged over \( m \) frames, equals the read noise in a single frame \( r^2 \) multiplied by the numerical factor:

\[
\psi(n_g, m) = \frac{12(n_g - 1)}{(n_g + 1)} \frac{1}{m n_g},
\]

where the last \( (m n_g)^{-1} \) factor is the reduction in total read noise expected statistically if the same quantity were read \( (m n_g) \) times at constant single-frame read noise, and the preceding factor reflects that the accumulated signals in the \( n_g \) individual up-the-ramp reads are mutually correlated. Similarly, the inherent Poisson variance of the total photon and dark current signal accumulated in the exposure time \( t_{\text{sub}} = (n_g - 1) m t_f \) contributes to the variance on the extracted signal amplified by the numerical factor:

\[
\phi(n_g, m) = \frac{6(n_g^2 + 1)}{5n_g(n_g + 1)} - \frac{2(m^2 - 1)}{n_g(n_g + 1) m^2};
\]

where \( \phi(n_g, m) \) increases slowly for \( n_g > 10 \) and takes on the value \( \phi = 1.183 \) for \( n_g = 70, m = 1 \). This slight amplification of the photon noise is the statistical penalty to be paid for maintaining the temporal resolution required by the up-the-ramp approach to estimating the Poisson parameter of the registered photons.

Birkmann et al. (2018) have as part of the NIRSpec ground-testing campaign measured the detailed noise performance of the two flight detector arrays in IRS2 mode, and obtained good fits to eqs. (A.5) and (A.6) augmented with an empirical model in which the effective pixel single-read noise increases with exposure duration \( n_g \) as:

\[
r^2(n_g, m) = r^2 + m n_g \left( \frac{1}{12} \frac{(n_g + 1)}{(n_g - 1)} \frac{p_2}{\sqrt{m}} \right);
\]

where \( r, p_1 \) and \( p_2 \) are fitted constants whose values in electron units, valid over the sampled range \( 2 \leq n_t \leq 200 \), are listed in Table A.2. When multiplied by eq. (A.5), the two \( p_1 \) and \( p_2 \) terms are designed to capture the fact that 1/f noise in the electronics causes the total variance due to read noise to level out at moderate values of \( n_g \).

For \( n_g = 70 \), and \( m = 1 \) the NRS1 and NRS2 arrays display effective single-read noise values of \( r = 10.7 \) e per pixel and \( r = 15.4 \) e per pixel together with a variance reduction factor of \( \psi = 0.167 \). This difference in read noise is partly compensated by NRS1 having nearly twice the dark current of NRS2.

Ignoring pixel cross-talk, the total single-read noise variance in a resolution element employing \( n_{\text{pix}} \) pixels is:

\[
RN^2 = n_{\text{pix}} r^2;
\]

where the per pixel read noise \( r^2 \) is given by (A.7). Similarly, the variance due to the Poisson noise in the detector dark current summed over the resolution element is:

\[
DC = n_{\text{pix}} d_c t_{\text{sub}},
\]

where \( d_c \) is the measured detector dark current per pixel listed in Table A.2.

The estimate of the target signal \( S \) in each subexposure results from subtracting the background signal \( B + DC \) from the target plus background signal \( S + B + DC \) of interest. Assuming that the background signal is obtained by averaging the signal in \( n_b \) suitable sky-only shutters, the signal-to-noise ratio of the resulting background-corrected estimate of the target signal \( S \) is:

\[
SN_{\text{sub}} = \frac{S}{\sqrt{\phi S + (1 + \frac{1}{n_b}) \phi (B + DC + \psi RN^2)}};
\]

where the denominator is the total noise on the measured value of \( S \) obtained by summing the variances due to the amplified photon noise in the source, the sky backgrounds, the detector dark current, and the total detector read noise over the pixels carrying these signals. Note that when \( n_b = 1 \) the Poisson noise in the sky background and dark current and the read noise all appear twice: once when extracting the signal shutter itself, and again as the noise on the subtracted adjacent background signal. Only if the background subtraction results from averaging \( n_b > 1 \) measurements of different sky-only shutters will the noise introduced by the background subtraction step decrease accordingly.

Finally, the net signal-to-noise ratio on \( S \) that results from the coaddition of \( n_{\text{sub}} \) identical but statistically independent subexposures is obtained as the square root of \( n_{\text{sub}} \) times the subexposure signal-to-noise ratio:

\[
SN_{\text{tot}} = \sqrt{n_{\text{sub}}} SN_{\text{sub}}.
\]
A key point enters the discussion here. The official NIRSpec sensitivity projections have historically been calculated and reported using eq. (A.10) assuming a perfectly centered point source and the value \( n_B = 2 \), reflecting the assumption that the background is to be measured by averaging the signal in the two nonoccupied shutters of the target’s three shutter tall slitlet, either within the same subintegration, or in the same shutter in two dithered subintegrations. However, this ‘local’ background subtraction approach is not viable in practice for many targets. Very few of the objects to be observed in an actual multiobject MSA observation will be perfectly centered within their shutters. Moreover, even point sources located near the top or bottom edges of their shutters will tend to spill over some of their flux into the adjacent open shutter at the longer wavelengths where the PSF is larger. This leads to highly detrimental self-subtraction issues if the local background subtraction is applied blindly. Clearly, these issues become even more pronounced when observing extended sources.

In order to address this matter, the NIRSpec team is actively pursuing an alternative “global” approach to determining the background spectrum by incorporating the sky signals in all suitably empty shutters in each subexposure (including intentionally placed sky-only slitlets), and applying the resulting “master background” spectrum to all source-containing shutters in the subexposure. While the validity of this approach rests on the premise that the intensity and spectrum of the background is spatially constant over the NIRSpec field of view, and faces a number of detailed technical challenges due to the variation in sampling, plate-scale and dispersion across the NIRSpec field of view, the expectation is that these can be dealt with employing the NIRSpec instrument model. If the number of sky-only shutters contributing to determining the master background spectrum is sufficiently large, the background subtraction step becomes essentially noiseless, resulting in a sensitivity gain corresponding to setting \( 1/n_B = 0 \) in eq. (A.10). Note also that in the master background approach it is in principle immaterial whether one, two or three shutter tall slitlets are assigned to each target, as long as an adequate number of sky-only shutters are present throughout the subimages.

Table A.3. S/N calculation for benchmark \( R = 100 \) observation

| Parameter | NRS1 | NRS2 |
|-----------|------|------|
| \( n_g \) | 70   |      |
| \( m \)   | 1    |      |
| \( n_{sub} \) | 10   |      |
| \( r(n_g, m) \) | 10.7 | 15.4 |
| \( \psi(n_g, m) \) | 0.167 |      |
| \( \phi(n_g, m) \) | 1.18 |      |
| \( S \)   | 178  |      |
| \( B \)   | 345  |      |
| \( \psi R N^2 \) | 153 | 317 |
| \( DC \)  | 56.8 | 32.1 |
| \( 1/n_B \) | 0.5 |      |
| \( SN_{sub} \) | 5.23 | 4.82 |
| \( SN_{tot} \) | 16.5 | 15.3 |
| \( 1/n_B \) | 0   |      |
| \( SN_{sub} \) | 6.13 | 5.70 |
| \( SN_{tot} \) | 19.4 | 18.0 |

Table A.4. S/N calculation for benchmark \( R = 1000 \) observation

| Parameter | NRS1 | NRS2 |
|-----------|------|------|
| \( n_g \) | 70   |      |
| \( m \)   | 1    |      |
| \( n_{sub} \) | 100  |      |
| \( r(n_g, m) \) | 10.7 | 15.4 |
| \( \psi(n_g, m) \) | 0.167 |      |
| \( \phi(n_g, m) \) | 1.18 |      |
| \( S \)   | 47.3 |      |
| \( B \)   | 54.1 |      |
| \( \psi R N^2 \) | 153 | 318 |
| \( DC \)  | 56.8 | 31.7 |
| \( 1/n_B \) | 0.5 |      |
| \( SN_{sub} \) | 2.15 | 1.81 |
| \( SN_{tot} \) | 21.5 | 18.1 |
| \( 1/n_B \) | 0   |      |
| \( SN_{sub} \) | 2.57 | 2.17 |
| \( SN_{tot} \) | 25.7 | 21.7 |

Fig. A.2. Build-up of the signal-to-noise ratio in a subimage with increasing subexposure duration \( n_g \) in NRSIRS2RAPID mode for the two benchmark observations.

Notes:

2 We note that the longstanding choices \( n_g = 10 \) and \( n_g = 100 \) employed in the two benchmark calculations are not multiples of three and are therefore strictly speaking not entirely consistent with literal three shutter nodding.
observations lest the extracted target flux measures be systematically biased. The \( R = 1000 \) line detection is furthermore strongly detector noise-dominated (\( \phi S + \phi B < \phi RN^2 + \phi DC \)), while the \( R = 100 \) continuum source detection case is only partially so (\( \phi S + \phi B \sim \phi RN^2 + \phi DC \)). This is also borne out by Fig. A.2 which plots the signal-to-noise ratios calculated from eqs. A.1–A.10 as a function of the subexposure duration \( n_t \). It is evident that the signal-to-noise ratio in the \( R = 1000 \) case grows linearly with \( n_t \) for both arrays as expected when the total noise is wholly dominated by the nearly constant detector noise. The two \( R = 100 \) curves on the other hand do display a slight curvature, thereby signaling that the \( \sqrt{n_t} \) dependency of the photon noise is not entirely overwhelmed by the detector noise in the PRISM case.

One way of quantifying the detector noise-limited nature of NIRSpec for the two benchmark observations is to compare to the signal-to-noise ratios that would be achievable at \( n_B = 2 \) with a hypothetical noiseless detector having the same detection efficiency, but zero dark current and read noise (and \( \phi = 1 \)). \( SN_{\text{tot}} = 21.3 \) in the \( R = 100 \) case and \( SN_{\text{tot}} = 41.8 \) in the \( R = 1000 \) case. If measured by the ratio between the ideal photon Poisson variance to the total variance (Fixsen et al. 2000), NIRSpec can in the two benchmark cases be thought of as operating at its faint end at \( \leq 56\% \) of the ideal photon-limited efficiency in \( R = 1000 \) mode, and at \( \approx 22\% \) ideal efficiency in the higher resolution \( R = 1000 \) mode.

It is also evident from Tables A.3 and A.4 that the dominant source of detector noise in both detector arrays for the choice \( n_t = 70 \) is the read noise (\( \phi RN^2 \gg \phi DC \)). Furthermore, the NRS1 array is noticeably less noisy than NRS2, in spite of the former having the larger dark current. It will be recalled from Sect. 2.7 that the \( R = 100 \) prism and \( R = 1000 \) grating spectra from the A-side fixed slits and the IFU all project intentionally onto the more sensitive NRS1 array.

### A.2. The impact of cosmic ray events

The sensitivity calculations so far have ignored the impact of energetic particle radiation hits to the detectors, beyond assuming limited duration subexposures spanning only \( n_g = 70 \) and \( m = 1 \) grouped frames or \( n_{\text{sub}} = 1006.7s \). The sole reason for employing up-the-ramp sampling on all JWST detectors is to record the temporal build-up of the signal in each pixel, such that the partial signal accumulated by the pixel in the time interval up to a particle hit occurring can be extracted. Thus particle events add a stochastic element to the exposures by effectively shortening the integration times of random pixels by random amounts, thereby leading to a net loss in the signal-to-noise ratio achieved in a given integration.

The baseline energetic particle flux that the JWST instruments are expected to be subjected to at L2 during quiescent Solar periods is \( \approx 5 \text{ cm}^{-2}\text{s}^{-1} \) (Barth et al. 2000; Giardino et al. 2019). If we for simplicity assume that a spectral resolution element is impacted if any one of its \( n_{\text{pix}} = 8 \) pixels measuring \( 18 \times 18 \mu\text{m}^2 \) suffers a direct hit, the mean time between such particle events is \( t_\text{c} = (5.0 \times 0.00118^2 \times n_{\text{pix}})^{-1} = 7.72 \times 10^3 \text{s} \). The number of particle hits occurring in a given time \( t \) is a Poisson process with parameter \( t/t_c \), and the elapsed waiting time between pixel resets and the first particle hit follows an Exponential distribution with the rate parameter \( t_c^{-1} \). This last fact makes it straightforward to construct a statistical model for the impact of cosmic rays under the conservative assumptions that the impact of a particle event in a given ramp is readily recognizable by the processing software, and that the signal in any of the \( n_{\text{pix}} = 8 \) pixels making up a given resolution element under consideration can only be recovered up to and including the last grouped read completed prior to the first pixel being struck by a cosmic ray.

For an integration starting with a reset frame followed by \( n_g \) groups of \( m \) averaged frames, let \( n_{\text{hit}} \leq n_g \) denote the cosmic ray-shortened duration of the ramp, and let \( p_i(i,m) \) denote the probability that the \( n_{\text{hit}} \) takes on the value \( i \) where \( 0 \leq i \leq n_g \). Since two or more valid groups are needed to extract a slope from a ramp, the integration will need to be rejected (for the resolution element under consideration) if a cosmic ray hit takes place during the initial reset frame or during one of the first two groups. The probability of this occurring is:

\[ p_i(0,m) = 1 - \exp(-(2m + 1)\frac{t_c}{t_\text{c}}). \]  

(A.12)

With the nonviable outcome \( \tilde{n}_{\text{hit}} = 1 \) already tallied in \( p_i(0,m) \), we also have \( p_i(1,m) = 0 \).

A ramp extending to \( \tilde{n}_{\text{hit}} = i \geq 2 \) groups results when the first cosmic ray strikes during the accumulation of group \( (i+1) \leq n_{\text{hit}} \).
The probability of this occurring is:

\[ p_c(i, m) = \exp(-(i\, m + 1)\frac{t_f}{t_c} \rangle - \exp(-(i + 1)\, m + 1)\frac{t_f}{t_c} \rangle. \] (A.13)

Lastly, the ramp will remain unaffected and extend to \( \tilde{n}_g = n_g \) if the first hit occurs after accumulation of the last group \( n_g \). This occurs with probability:

\[ p_c(n_g, m) = \exp(-n_g\, m + 1)\frac{t_f}{t_c}. \] (A.14)

Equations (A.12) – (A.14) provide a complete and accurate statistical description of how cosmic ray hits affect a NIRSpec up-the-ramp exposure for any cosmic ray incidence rate \( t_c^{-1} \). It is easy to see that the above probabilities \( p_c(i, m) \) for the \( (n_g + 1) \) possible outcomes sum to unity as they should.

Figure A.3 plots the probability distribution \( p_c(i, m) \) for the \( n_g = 70, m = 1 \) case at hand for the nominal assumed event rate of \( t_c^{-1} = 1.30 \times 10^{-4} \text{ s}^{-1} \) per resolution element and a ten times higher event rate. In the former case, where \( t_c \gg t_f \) the probability that a given ramp is unaffected by particle hits is reasonably high at \( p_c(n_g, m) = 0.874 \); the probability that it becomes wholly unusable is low at \( p_c(0, m) = 0.0057 \); and the duration of a partially truncated ramp is nearly uniformly distributed over \( 2 \leq i < n_g \). At the ten times higher event rate, the intact ramps become notably fewer at \( p_c(n_g, m) = 0.261 \); the ramp rejection rate rises to \( p_c(0, m) = 0.055 \); and the durations of the intermediate affected ramps become tilted toward lower values of \( i \).

Two informative statistics are the mean truncated ramp duration:

\[ \langle \tilde{n}_g \rangle = \sum_{i=0}^{n_g} i \, p_c(i, m), \] (A.15)

and its standard deviation:

\[ \sigma \tilde{n}_g = \sqrt{\langle \tilde{n}_g^2 \rangle - \langle \tilde{n}_g \rangle^2}; \] (A.16)

where:

\[ \langle \tilde{n}_g^2 \rangle = \sum_{i=0}^{n_g} i^2 \, p_c(i, m). \] (A.17)

For the two distributions shown in Fig. A.3, the average truncated ramp duration for the nominal assumed cosmic ray event rate is \( \langle \tilde{n}_g \rangle = 65.4 \), and the standard deviation \( \sigma \tilde{n}_g = 14.2 \). In the enhanced cosmic ray event case, the ramp duration is on the average shortened to \( \langle \tilde{n}_g \rangle = 37.7 \), but with even larger statistical scatter \( \sigma \tilde{n}_g = 25.6 \).

For low cosmic ray hit levels, the corresponding mean reduced signal-to-noise ratio in a given exposure can be calculated by repeating the calculations of Sect. A.1 with \( \langle \tilde{n}_g \rangle \) substituted for \( n_g \). However, this approach quickly breaks down for increasing cosmic ray rates. The expression for the mean signal-to-noise ratio achievable in a single exposure, valid for an arbitrary cosmic ray flux is:

\[ \langle SN_{sub} \rangle = \sum_{i=0}^{n_g} p_c(i, m) SN_{sub}(i, m); \] (A.18)

where \( SN_{sub}(i, m) \) is the nominal cosmic ray free signal-to-noise ratio calculated from eqs. (A.1) through (A.10) for an exposure spanning \( i \) groups (cf. Fig. A.2).

However, the large standard deviations \( \sigma \tilde{n}_g \) cited above are signaling that cosmic ray events are injecting another important stochastic element into the process. Whenever a long duration NIRSpec exposure is broken up into \( n_{sub} \) shorter duration subexposures – as in the two reference cases discussed here – the resulting subexposures will be truncated by cosmic rays to varying degrees, and therefore display very different signal-to-noise ratios. It follows that when \( n_{sub} \) such randomly cosmic ray-shortened subexposures are to be combined, it is vital that they be coadded in a statistically optimal inverse variance-weighted fashion in order that the best possible combined signal-to-noise ratio may be achieved. In this case the signal-to-noise ratio of the combined data set is:

\[ SN_{tot} = (\sum_{j=1}^{n_{sub}} SN_{sub}^2(j, i))^{\frac{1}{2}}; \] (A.19)

where \( SN_{sub}(j, i) \) is the signal-to-noise ratio achieved in subexposure \( j \). In the mean, (A.19) becomes approximately:

\[ \langle SN_{tot} \rangle = \sqrt{n_{sub}} \langle SN_{sub}^2 \rangle^{\frac{1}{2}}; \] (A.20)

where the average squared signal-to-noise ratio per subexposure follows from:

\[ SN_{sub}^2(i, m) = \sum_{i=0}^{n_g} p_c(i, m) SN_{sub}(i, m), \] (A.21)

and \( SN_{sub}(i, m) \) again is the nominal signal-to-noise ratio calculated from eqs. (A.1) through (A.10) for an exposure spanning \( i \) groups.

The astute reader will appreciate that the above model implicitly assumes that only the primary resolution element containing the signal is affected by cosmic rays, and that the background subtraction remains unaffected. Equations (A.20) and (A.21) are therefore strictly speaking only applicable in the master background-subtracted case with \( 1/n_{sub} = 0 \) in eq. (A.10). The validity of the above model can then readily be verified through detailed pixel-level Monte Carlo simulation of the slope linear fitting process, by assigning suitable Poisson deviates to the incremental increases in the accumulated up-the-ramp charges due to the target, background and dark current, Normal deviates to the read noise per eq. (A.7), and Exponential deviates to the cosmic ray hit times.

Figure A.4 plots how the signal-to-noise ratios in the two baseline \( 1/n_{sub} = 0 \) calculations of Tables A.3 and A.4 are predicted to degrade with increasing cosmic ray event rate according to the model. The outcome of the matching Monte Carlo simulations are overlaid as squares and triangles for the \( R = 100 \) and \( R = 1000 \) cases respectively. It is seen that the agreement is excellent in the two \( R = 1000 \) cases over the entire range probed, but that eq. (A.20) predicts slightly too high \( R = 100 \) signal-to-noise ratios for the more extreme cosmic ray rates where the majority of resolution elements suffer a particle hit. This has to do with the most noisy slope determinations from the severely truncated subexposures being less efficiently averaged down compared to eq. (A.20) when only \( n_{sub} = 10 \) subexposures are combined, thereby adding to the sample variance in the Monte Carlo simulations.

For the anticipated nominal cosmic ray rate of \( t_c^{-1} = 1.30 \times 10^{-4} \text{ s}^{-1} \) per resolution element, the predicted loss in \( (SN_{tot})^{-1} \) due to particle hits shortening the net exposure time is \( 4 \sim 5\% \) in all cases. Furthermore, Fig. A.4 reassuringly suggests that a particle event rate more than an order-of-magnitude higher than the
assumed nominal value is required to bring NIRSpec in danger of not being able to meet its benchmark Level 2 requirements. Such high event rates are, however, expected to be encountered during periods of high Solar activity whenever a Solar Coronal Mass Ejection strikes the JWST spacecraft (Barth et al. 2000).

A.3. The potential for employing longer integrations

Considering that the dominant total detector read noise according to eqs. (A.5) and (A.7) stays roughly constant when \( n_g \) is increased, there is a potential gain in net signal-to-noise to be had provided the cosmic ray event rate allows splitting the benchmark observations up into fewer, but longer subexposures. Such a change would also release a savings in observatory overhead.

With the aim of quantifying this gain, Figs. A.5 and A.6 show the results of repeating the two benchmark signal-to-noise calculations for all combinations of \( n_g \) and \( n_{sub} \) that provide a total exposure time \( t_{int} \) per eq. (A.4) for \( m = 1 \) that falls just short of the specified total exposure times by no more than 3\%. The filled circles connected by full lines show the results ignoring cosmic ray hits calculated from eq. (A.11). The filled squares connected by dashed lines are calculated from eqs. (A.20) and (A.21) for the nominal cosmic ray event rate of \( \langle \epsilon \rangle = 1.30 \times 10^{-5} \) s\(^{-1}\), and the triangles connected by dotted lines for twice this rate. The slight raggedness of the locations of the points in these plots reflects the small 3\% differences in total integration time between the different combinations of \( n_g \) and \( n_{sub} \). Depending on how successful the up-the-ramp processing is in recovering the ramp slopes following a particle hit (Giardino et al. 2019), the actual NIRSpec performance should fall somewhere between the upper and lower curves in Figs. A.5 and A.6.

Not surprisingly, the topmost cosmic ray-free curves demonstrate that consideration of the detector performance alone indeed pushes toward the longest possible subexposures, so that the photon noise can overwhelm the nearly constant total read noise. Since the total exposure time is held constant for all shown combinations of \( n_g \) and \( n_{sub} \), the topmost uncorrected curves flatten out at large values of \( n_g \) once the Poisson statistics dominate, and the two sets of curves for NRS1 and NRS2 converge in this limit since the two devices are assumed to have the same quantum efficiency.

Fig. A.5 shows that in the \( R = 100 \) case, the predicted modest \( \approx 4\% \) average reduction in \( (SN_{tot}) \) caused by cosmic ray events occurring at the assumed nominal rate for \( n_g = 70 \) can be gained back – at least for NRS2 – by doubling the subexposure duration and instead splitting the observation into \( n_{sub} = 5 \) subexposures each of \( n_t = 140 \) frames duration. Nonetheless, both sets of \( R = 100 \) curves are reassuringly flat in the vicinity of \( n_g = 70 \) suggesting that the assumed maximum subexposure length of \( t_{sub} \approx 1000 \) s is not too far from optimal.

The gain obtained by lengthening the subexposure duration in the more severely detector noise-limited \( R = 1000 \) benchmark case is more substantial. Figure A.6 suggests that breaking up the 10\(^5\)'s total integration into, say, \( n_{sub} \approx 40 \) subexposures extending up to \( n_g = 172 \) groups improves the nominal cosmic ray reduced net signal-to-noise ratio by \( \approx 14\% \) in the case of NRS1 and \( \approx 27\% \) in the case of NRS2. While too much stock should probably not be placed in these inferences given the uncertainty on the actual range of \( \langle \epsilon \rangle \) that NIRSpec will operate under, and how well the data processing software will be able to detect and deal with particle hits, Fig. A.6 does justify that effort be spent on orbit determining the optimal compromise common maximum subexposure duration for the two slightly different flight detector arrays of NIRSpec.

Fig. A.5. Mean total signal-to-noise ratio achievable in the benchmark \( R = 100 \) continuum detection case for a fixed total exposure time of \( t_{int} = 10^4 \) s as a function of the number of \( n_g \), \( m = 1 \) groups in each subexposure.

Fig. A.6. Mean total signal-to-noise ratio achievable in the benchmark \( R = 1000 \) emission line detection case for a fixed total exposure time of \( t_{int} = 10^4 \) s as a function of the number of \( n_g \), \( m = 1 \) groups in each subexposure.
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